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This thesis is focused on spacecraft onboard inference. The advancement in ar-
ticial intelligence has opened new possibilities for application in the space eld.
While some of these applications are terrestrial, some are in on-orbit operations.
Hence, there is need for hardware designs and architectures capable of ecient
inference onboard the spacecraft. We commence this thesis with literature review
focused on the three main themes of this work.
The rst theme is on machine and deep learning for space applications. Such
applications are in space robotics, satellite missions and navigation. One of the
growing research areas for adoption of articial intelligence in space applications is
in navigation, particularly pose estimation in monocular vision-based navigation.
This is benecial in both satellite missions and in outer space explorations. For ex-
ample, in Mars and asteroid explorations, the rovers benet from pose estimation
in their autonomous navigation and operation. Spacecrafts also utilize pose estim-
ation in on-orbit operations such as servicing, docking, debris removal and other
rendezvous operations. The second theme is on investigation of suitable hardware
for onboard inference in space applications. From the literature review, FPGAs
are found to be suitable candidates due to their parallelism that is amenable for
inference. They are also low-cost and low-power and therefore can be utilized in
relatively small spacecrafts. This forms the third theme of this work, which is
FPGA-based inference accelerators. Xilinx FPGAs are utilized in implementing
the onboard inference in two approaches: custom-based and IP-based.
This thesis is organized as follows. Chapter 1 briey introduces the thesis work.
In chapter 2, a detailed literature review is presented. This includes the dierent
areas in space eld in which articial intelligence and autonomous approaches have
been utilized. It also highlights current research works in the eld and possible
applications of AI in the space eld and environment. The chapter also presents
the dierent challenges facing these space applications in comparison to terrestrial
applications. It also presents the dierent computing hardware that has been
employed in such space applications including in planned and future missions.
Chapter 3 presents a brief theory on the three main themes of this research work.
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One of the themes is FPGAs, in which the Xilinx family of FPGAs has been
utilized in this work. Hence greater attention is dedicated to these devices.
Chapters 4, 5 and 6 present the methodology carried out in this work. Chapter
4 covers the implementation of the CNN part of a CNN-based spacecraft pose
estimation. This is the spacecraft keypoints/landmarks localization. This chapter
presents the dataset adopted for the network training, architectures of the various
convolutional neural networks considered, and the approach taken in the training
and evaluation phase. Chapter 5 presents the rst approach for FPGA-based in-
ference. In this design, a custom 3-layer multi-layer perceptron (MLP) network
is implemented. The implementation was simulated and tested on the Kintex-7
device. In this implementation, the major design considerations were the activ-
ation function implementation, data precision and parameterization. Whilst this
approach was veried, it had shortcomings in the sense that it is not easily scalable
to deeper networks, is time consuming and prone to errors.
Chapter 6 presents the IP-based approach to the inference goal. This makes use
of the Xilinx Deep Learning Processor Unit (DPU) IP. This IP is optimized for
deep learning and can be congured to use a variety of network models and ar-
chitectures. It also supports networks that are trained in most of the dominant
frameworks such as TensorFlow. This approach requires the need for a hybrid com-
puting architecture. It utilizes Programmable Logic (PL) and Processing Systems
(PS). The DPU IP is instantiated in the PL side and is operated by system calls
and functions from the PS side. This hybrid architecture inherently requires an
underlying operating system, Linux. In this implementation, the Xilinx Petalinux
and Yocto are used to achieve the DPU implementation and operation.
The thesis completes with a presentation of the results in chapter 7 achieved in
the two approaches. It also discusses the merits and demerits of the approaches.
Chapter 8 oers a brief discussion and conclusion of this thesis, including possible
future research direction. It is also acknowledged that this is a fast-changing en-
vironment and other hardware possibilities will inadvertently arise in future. More
so, space data will increasingly become available and this will open opportunities
for application of deep learning solutions in a wider spectra of space elds.
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1 Introduction
Recent activities in the space eld have revolutionized the old space eld. This
has led to a new space age that has been labeled as Space 2.0. The old space was
dominated by government national agencies that were the main actors in space
exploration. This was mainly due to the extremely high nancial and technical
capacities required in most of the space activities. However, the new space age is
ushering in players from the private and research sector. This has been facilitated
by improvement and subsequent lowering of costs associated with many space
sectors such as satellite construction and launch costs. Technology development
has led to this lowering of costs as missions previously requiring big spacecraft can
now be achieved by relatively smaller spacecraft. This has led to development of
new business models cutting across the various sectors in the space industry. For
example, hundreds of satellites have already been launched into the Low Earth
Orbit for provision of broad-band internet connectivity. These are constructed
and deployed by private enterprises.
This opening up of space has gone beyond the Earth's orbit. The Moon and Mars
are the next frontiers in the new space age for exploration. All these developments
require and encourage diverse missions and new technology to carry out missions
that are continuously growing in complexity. This need is lled by technology that
has also been growing terrestrially. While the space eld is witnessing a Space 2.0
fueled by technology and private enterprises, terrestrially, articial intelligence
has opened new frontiers. AI has facilitated various aspects of the day-to-day
activities. This includes being a dominant technology in research elds such as
autonomous driving systems. Other notable terrestrial applications have been in
natural language processing, speech recognition and medical images analyses [1].
Naturally, the two worlds of Space2.0 and AI have converged by creating new ap-
plications as well as needs. In [2], Kothari et al (2020) explore latest areas that
have beneted from machine learning and categorize them into two domains: ana-
lysis of payload data and general spacecraft operation. In the former, the areas
include weather and atmospheric monitoring, vegetation and ground cover classi-
cation, and object detection and tracking. In the domain of spacecraft operation,
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the areas include communication, automated control, and navigation. One of the
areas to experience this convergence is in earth observation and remote sensing.
AI has increased utility in the eld by enhancing processing of huge remote sens-
ing data and deriving inferences from this data. While most of these applications
have been conned to terrestrial systems, there is more focus on deploying such
and similar applications onboard spacecraft themselves. This is partly driven by
the demand imposed on Space 2.0 spacecraft in terms of complex missions in small
spacecraft that need to collect and downlink huge amounts of data, especially in
earth observation missions. Consequently, AI is increasingly being used or pro-
posed for application in areas such as navigation in Martian terrain, onboard data
processing, pose estimation in rendezvous operations and in space debris mitiga-
tion and removal.
1.1 Problem Statement
Though AI is increasingly being adopted in various space areas, there are dier-
ences in terrestrial and space applications which pose a challenge to adaptability of
terrestrial approach to space implementations. For example, terrestrial application
of AI is facilitated by shared resources such as cloud services, powerful computing
hardware and machine learning framework APIs. However, these enablers are lim-
ited in the space environment. Specically, utilization of deep learning solutions
is limited in space operations due to two key factors. Deep learning requires huge
data sets for training. Whilst space data is increasingly available, many elds in
space still lack sucient data for training deep networks in these niche areas as
compared to the vast amount of data available in terrestrial applications. Never-
theless, there has been innovative ways to address this lack of sucient space data
for training. Transfer learning is one of the most promising approach to address
this shortfall [3]. It utilizes general data (terrestrial) to train most of the deep
layers in the neural networks.
Another challenge of deep learning in space applications is related to hardware
limitation. Terrestrially, variety of computing hardware is extensive and powerful.
General purpose computers, GPUs and cloud services are available for terrestrial
applications. More so, there is an emergence of deep learning custom hardware col-
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lectively referred to as Neural Processing Units (NPUs). In [4], Microsoft presents
a congurable cloud-scale DNN processor whilst in [5], Google presents an in-
datacenter performance analysis of their custom Tensor Processing Unit (TPU).
These kinds of hardware are targeted at terrestrial applications that inherently are
power-hungry and therefore not suitable in power-constrained spacecrafts. This
limits their adoption to space applications especially in micro satellites that are
limited in terms of power and size budgets.
Therefore, as briey introduced in the preceding paragraphs, the adoption of AI
technology onboard spacecrafts is greatly limited by space hardware. Hence, to
take advantage of the progress in AI, space applications will need to have ecient
and suitable hardware for onboard inferencing. Two of the main platforms suitable
for machine learning computations are Graphical Processing Units (GPUs) and
Field Programmable Gate Arrays (FPGAs). However, GPUs are power hungry
compared to FPGAs for similar operation and accuracy. Therefore, FPGAs are
more suitable in space applications. More so, FPGAs are already being used in
space applications in mission-specic and satellite subsystem operations. They are
also re-congurable, and therefore can be adopted for dierent tasks on the y.
One of the areas that deep learning technology has been proposed as a suitable
addition is in navigation both in outer space exploration and rendezvous oper-
ations. To facilitate this, pose estimation is a fundamental requirement of such
systems. Deep learning has proved to be eective in terrestrial pose estimation
applications. This has led to its proposed utilization in space applications. A
challenge, especially for small spacecraft, is the availability of suitable hardware
for onboard inference of the deep learning networks.
This thesis is geared towards investigating the application of FPGAs as a suitable
platform for onboard inference. It investigates the design, development and de-
ployment of deep learning networks on an FPGA in the area of pose estimation.
The Xilinx FPGAs are utilized in this study. Two approaches are presented in the
methodology: custom-based and IP-based inference.
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1.2 Thesis Outline
The major focus of this thesis is the utilization of FPGA as a platform suitable for
on-board inferencing. Whilst there are several vendors of FPGA devices, Xilinx is
the dominant player in this market and its tools and devices have been used in this
work. The Kintex-7 and UltraScale MPSoC devices have been utilized for the two
implementation approaches. In the rst approach, the custom implementation was
based on the basic building blocks of FPGA fabric. Hence this implementation
is extremely custom and requires implementing the network ground-up. Kintex-
7 device was used as the target device. Though this method was amenable to
greater optimization since the user has greater freedom of choice on many network
parameters, it was found to be time-consuming and prone to errors. This is because
FPGAs have stringent timing requirements and as the network size grows, these
needs become dicult to meet. In the second approach, a vendor IP was used as the
building block for the inference solution. The Xilinx Deep Learning Processor Unit
(DPU) IP was used to implement a Convolutional Neural Network (CNN). This
IP is optimized for various deep learning architectures and is highly parameterized
as well. Nevertheless, it is still in early development phase and its capabilities are
in active improvement phase.
This thesis is organized as follows. Chapter 1 is a brief introduction to the thesis
body of work. In the second chapter, a detailed literature review is presented.
This includes the dierent areas in space eld in which articial intelligence and
autonomous approaches have been utilized. It also highlights current research
works in the eld and possible applications of AI in the space eld and environment.
The chapter also presents the dierent challenges facing these space applications
in comparison to terrestrial applications. It also presents the dierent computing
hardware that has been employed in such space applications including in future
and planned missions.
Chapter 3 presents a brief theory on the three main themes of this research work.
One of the themes is FPGAs. This includes their architecture and use cases. The
Xilinx family of FPGAs has been utilized in this work. Hence greater attention is
dedicated to these devices. The two devices that have been used in this work are:
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Kintex-7 and Ultrascale MPSOC. Their architecture and features are presented in
this work. In addition, the development cycle of FPGA-based solutions is presen-
ted in this chapter. This covers the software and hardware tools required in such
implementations. The focus is on Xilinx-based tools, including Vivado, Petalinux,
SDK and Vitis. The other theme is CNNs. Some of its concepts including con-
volution layers, kernels and pooling are introduced. The third theme whose brief
theory is presented is pose estimation.
This thesis methodology is covered in chapters 4, 5 and 6. Chapter 4 covers the
keypoints localization implementation, which is the CNN part of a CNN-based
Pose Estimation for a spacecraft. It presents the dataset adopted for the network
training, architectures of the various convolutional neural networks considered and
the approach taken in the training and evaluation phase. The training data is
based on the European Space Agency (ESA) Pose Estimation Challenge. Chapter
5 presents the rst approach for FPGA-based inference. In this design, a custom
3-layer multi-layer perceptron (MLP) network is implemented. This utilizes basic
building blocks of the FPGA logic such as Look-Up Tables (LUTs), Block RAMS,
Digital Signal Processing engines (DSPs), Flip Flops (FFs) and other logic ele-
ments. The implementation was simulated and tested on the Kintex-7 device. The
MNIST dataset was used to train and test the network. In this implementation,
the major design considerations were the activation function implementation, data
precision and parameterization. Whilst this approach was veried, it had short-
comings in the sense that it was not easily scalable to deeper networks. Since it is
a customized approach, it is time consuming as well as prone to errors.
Chapter 6 presents the IP-based approach to the inference goal. This makes use of
the Xilinx DPU IP. This IP is optimized for deep learning and can be congured
to use a variety of network models and architectures. It also supports networks
that are trained in most of the dominant frameworks such as Cae and Tensor-
Flow. This approach requires the need for a hybrid computing architecture. It
utilizes Programmable Logic (PL) and Processing Systems (PS). The DPU IP is
instantiated in the PL side and is operated by system calls and functions from
the PS side. This hybrid architecture inherently requires an underlying operating
system, Linux. In this implementation, the Xilinx Petalinux and Yocto are used
15
to achieve the DPU implementation and operation.
The thesis completes with a presentation of the results in chapter 7 achieved in the
two approaches. Chapter 8 discusses the merits and demerits of the approaches.
In this discussion, possible future research direction is presented. It is also acknow-
ledged that this is a fast-changing environment and other hardware possibilities
will inadvertently arise in future. More so, space data will increasingly become
available and this will open opportunities for application of deep learning solutions
in a wider spectra of space elds.
1.3 Summary on Contributions of this Work
This work has presented a survey on the hardware suitable for inference in onboard
space applications. It focuses on both hardware with ight heritage as well as that
in planned and future missions. The thesis also surveys some of the space applic-
ations in which articial intelligence and autonomous operation can be utilized.
One contribution of this work is a modularized and exible neural network infer-
ence implementation on an FPGA. This approach implements the inference in a
modular approach to allow easy integration of dierent design architectures. It is
also exible in that dierent modules can be swapped easily to improve the e-
ciency and performance of the network. For example, various hardware designs of
the activation function can be implemented. Due to the modularity and exibility,
they can be easily switched depending on the performcnce requirements as will be
depicted in chapter 5.
The other contribution is on the IP-based inference. This is the major focus for
this work. FPGA was identied as a suitable candidate for spacecraft onboard
inferencing. In 2019, Xilinx introduced the Deep Learning Processor Unit IP that
enhanced the utilization of its devices for inference. The multiprocessor system
on chip (MPSoC) devices are targeted for this IP implementation. In this work, a
CNN utilized in pose estimation is implemented on the Zynq MPSoC that contains
both FPGA fabric and processor cores. The thesis presents the design process,




This section will present a review of the state-of-art in areas surrounding and in-
uencing adoption of AI to space applications. The section focuses on three parts.
First part is an overview of the space elds in which machine and deep learning
algorithms can or have been utilized. It presents some of the recent developments
in the sub-eld of machine learning for onboard space applications and not the
entire AI eld. Hence it's limited to in-ight usage as opposed to ground-based
operations which have been covered widely in studies such as [6] where deep learn-
ing has been utilized in remote sensing for land cover and crop type classication
whilst David et al in [7] reviewed the use of machine learning in geosciences and
remote sensing. Due to the diverse and enormous corpus of machine learning ma-
terials and applications, this review section is not an exhaustive in coverage of all
such applications but gives an overview and general state of the art.
The second part focuses on the hardware available for on-board inferencing. This
concept of orbital edge computing for space applications has been introduced in
[8] which argues for more data processing on-board a satellite. Edge computing
refers to placing processing hardware near data sources, in this case the satellite.
It will also explore various techniques and solutions available for ecient on-board
machine learning inference. The last part will focus on one of the areas that deep
learning is very amenable for adoption in the space eld, pose estimation.
2.1 Application of AI in Space Autonomous Operations
The number of small and micro-satellites launched are increasing. There is also
much data that is being accumulated in these missions. More so, these satellites
are mostly in a standardized form such as CubeSats. Others such as those for LEO
internet services proposed by SpaceX and other companies are similar in operations
and structure [9] [10]. Therefore, the eciency of these satellites can be increased
by making use of the data accumulated by similar satellites in similar orbital
conditions. Newer satellites replacing de-commissioned ones in the constellations
can use their accumulated data for tasks such as on-board health status monitoring
and fault detection. This relieves ground stations the need to analyse huge amounts
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of satellite housekeeping data, hence creating more communication bandwidth for
the satellites. In some applications, satellite and space missions require a level of
autonomous operation. These include motion-planning for planetary rovers and
robotic SmallSats such as that presented in [11]. There are numerous proposals
for the application of AI techniques in various space elds, some of which have
already own in space. This section presents some of these applications.
Girimonte and Izzo in 2007 presented one of the earliest reviews on the applica-
tion of articial intelligence in the eld of space engineering and technology [12].
They focused on three areas of interest: distributed articial intelligence, enhanced
situation self-awareness, and decision support for spacecraft system design. In
distributed AI, the paper proposed use of swarm intelligence for autonomous op-
eration of satellite constellations such as motion planning and coordination. To
enhance self-awareness, the paper posits that a spacecraft should be able to perform
autonomous actions and determine its own health status. This can be achieved
by data-driven approaches such as ML. These algorithms can make use of in-ight
time-series data that can lead to autonomous identication of system faults and
errors.
Over the last decade since the publication of their work, there has been an explo-
sion in the eld of general AI. Other related works since then have narrowed their
focus to application of AI for specic space areas. Jeremy in [13] reviews use of
AI in spacecraft control systems. The work presented various AI space applica-
tions of the 1990s and early 2000s. These included the Deep Space 1 (DS1) craft
that was controlled by an autonomous agent known as Remote Agent Experiment
(RAX). Another signicant application was the Autonomous Sciencecraft Exper-
iment (ASE) onboard the Earth Observing-1 [14]. This equipped the spacecraft
with onboard analysis to detect phenomena of interest such as oods, volcanos etc
and transmit the most valuable information to earth. NASA's Astro and NextSat
docking and rendezvous were also highlighted.
This section identies and groups the elds in which AI-related technology has
been utilized in space applications into three key areas namely: space robotics,
satellite missions and spacecraft guidance and control.
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2.1.1 Space Robotics
Outer space and planetary explorations have relied heavily on robotic operations.
These include Mars and asteroids missions. The Mars Rovers (Sojouner, Spirit,
Opportunity and Curiosity) have been instrumental in mapping and navigating
the Martian terrain [15]. AI has been a critical component of these rovers by
enabling them to operate autonomously. This autonomy includes navigation, tar-
get identication, automatic detection of interesting science events, amongst other
manoeuvres [16] [17]. This autonomy capability was greatly enhanced by incor-
poration of Autonomous Exploration for Gathering Increased Science (AEGIS)
software aboard Curiosity rover in May 2016. This software enables intelligent
image analysis to nd targets in images taken by the rover's stereo navigation
cameras (NavCam). This allows the rover to autonomously scan its environment,
identifying and ranking the best bedrock to study with its ChemCam which is an
instrument for determining the chemical composition of rocks. This autonomous
targeting facilitates the rover to navigate into new unknown areas and acquire
ChemCam observations of targets not yet seen by scientists on Earth [18].
Apart from planetary explorations, machine learning and robotics has been utilized
in On-Orbit Operations (O3). Such operations include on-orbit servicing of space-
craft (inspection, repair), on-orbit assembly of modular systems such as ISS and
large aperture telescopes and active debris removal. In 2007, NASA demonstrated
on-orbit servicing using two satellites: ASTRO (servicing satellite) and NextSat
(serviceable satellite) [19]. Angadh et al in [11] investigate the use of robotics and
AI for O3 operations using small satellites. They highlight some of the technical
challenges that exist in robotic O3 such as: pose estimation of chaser and target;
autonomous rendezvous and docking manoeuvres. The work also gives a detailed
review on past and planned space robotics targeted at O3 operations.
2.1.2 Satellite Missions
Some form of articial intelligence has been utilized in specic missions aboard
satellites and spacecrafts. These applications could be in onboard data processing
or autonomous satellite operations. The Deep Space 1 (DS1) launched in 1998 in-
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corporated an autonomous remote agent to plan and execute spacecraft activities.
The agent could autonomously detect and diagnose faults. It could then resolve
or work around the detected problems without requiring help from the ground
[20]. This remote agent included an on-board mission manager that carried the
mission plan, expressed as high-level goals. These were then used by a planning
and scheduling engine to generate a set of time-based or event-based activities
that were delivered to the executive. The latter would then expand them into
a sequence of commands and issue them directly to the appropriate spacecraft
systems. In 1999, the remote agent controlled the spacecraft for approximately
two days [21]. DS1 also incorporated autonomy in monitoring the overall space-
craft health. This onboard system would then transmit one of four tones needed
for beacon monitoring. These tones indicated the level of urgency of the space-
craft's need for the Deep Space Network (DSN) coverage. Hence the large and
expensive DSN stations were only used for critical DS1 operation based on the
tone transmitted by the onboard AI monitoring system [22].
The Earth Observer 1 (EO-1) satellite launched in 2000 (was decommissioned
in 2017) had a technology demonstration mission that included the Autonomous
Sciencecraft Experiment (ASE) software [14]. This was an onboard intelligent
system that enabled the satellite to make autonomous decisions based on data
observations or other events. Hence it could schedule imaging choices on detecting
phenomena such as oods, volcanoes etc [23]. ASE was designed in a way that
it could be upgraded from the ground to improve its capability. Hence, over the
years the system was continuously improved. Some of the onboard science-based
data analysis capabilities included thermal anomaly detection to identify volcanic
eruptions, support vector machines (SVMs) for cryosphere features classication
and detection of sulphur deposits on glaciers etc. Kiri et al in [24] incorporated
additional ML onboard the EO-1 spacecraft for data analysis to optimize use of
limited downlink. They implemented cloud detection with both Random Decision
Forest (RDF) and Bayesian Thresholding. This enabled EO-1 to lter and discard
the Hyperion images that contained obscuring clouds. This ensured best use of
the limited downlink.
With the growth and maturity of CubeSat technology, NASA launched the In-
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telligent Payload Experiment (IPEX) CubeSat in December 2013. This was a
technology demonstration platform for validating onboard autonomous operations
of the Intelligent Payload Module of the Hyperspectral Infra-red Imager (HyspIRI)
mission concept [25]. IPEX incorporated various image processing techniques such
as SVMs and RDF classication algorithms. The latter was trained prior to launch
using just four hand-labeled images from a high-altitude balloon ight. It achieved
accuracies of over 95 % for a four-pixel categories classication: (i) clear surface
(land or ocean); (ii) planetary limb; (iii) clouds; and (iv) outer space. IPEX
achieved its full mission criteria which included demonstrations of autonomous
onboard product generation and autonomous payload operations [26].
With the recent advancements in machine learning, custom hardware incorporating
ML features are being developed. Such a recent hardware for space applications
is the Deep Learning Attitude Sensor (DLAS) [27]. This is a low-cost star tracker
and Earth sensor developed by Tokyo Tech and installed on JAXA's RAPIS-1
satellite that was launched in January 2019. Using two cameras incorporated in
the star tracker bae, real-time image recognition using deep learning is achieved.
This recognition of vegetation and land use is under nine categories including
green terrain, oceans, deserts, clouds, and outer space. The algorithm is based on
a simple multi-layer perceptron (MLP) that used images captured by ISS as the
training dataset. Relearning was conducted using images captured by DLAS after
launch. This deep learning-based image recognition is also used for estimating
3-axis attitude using land features obscured by clouds and comparing it with map
data pre-recorded in the onboard computer.
The above highlighted cases are some of the missions incorporating machine learn-
ing techniques that have been own in orbit. There are many other novel AI-based
missions that have been proposed but this review was conned to already own
missions. The next section presents use of ML in spacecraft navigation. This can
also be considered as a satellite mission in some cases. However, this study tries
to make a distinction between navigation missions and other onboard missions.
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2.1.3 Navigation and Pose Estimation
Determination of the orientation and position of a spacecraft is an important as-
pect in various space operations. One of the areas that this is critical is in debris
removal applications. There has been increased space activity with more parti-
cipants including universities, private companies, and research organizations ac-
cessing space; especially with the rise in popularity of CubeSats and nano-satellite
technologies [28]. Satellite internet services have also gained momentum with
thousands of microsatellites set to be launched in low earth orbits for provision of
global broadband. The increased space activities have led to fears of an increase
in space debris [29]. To address such concerns, studies for space debris removal
have been conducted [30] [31] [32], in which eective pose estimation is required.
On-orbit servicing and assembly of spacecrafts is another eld where pose estim-
ation is fundamental [33]. In [19], NASA demonstrated on-orbit servicing using
two satellites: ASTRO (autonomous servicing satellite) and NextSat (serviceable
satellite). Nanjangud et al in [11] present the use of robotics and AI for on-orbit
operations (O3) using small satellites. They highlight some technical challenges in
robotic O3 such as: pose estimation of chaser and target; autonomous rendezvous
and docking manoeuvres.
Another space area where pose determination and navigation capabilities are re-
quired is in outer space and planetary explorations. The Mars Rovers (Sojouner,
Spirit, Opportunity and Curiosity) have been greatly utilized in Mars exploration
missions. These rovers have incorporated autonomous operations including nav-
igation, target identication and automatic detection of interesting science events
[16] [17]. For such autonomy capability, the rovers need to accurately determine
their position and orientation within the Martian terrain. This aids in their navig-
ation as well as identifying and approaching their targets for scientic experiments.
These manoeuvres are greatly aided by reliable pose estimation solutions. Docking
of spacecrafts and other rendezvous operations such as formation-ying are also
reliant on eective pose determination. This fundamental need for reliable pose
estimation is underlined by the organization of Pose Estimation Challenge in 2019
by European Space Agency (ESA) and Space Rendezvous Laboratory (SLAB) [34].
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Among various pose estimation methods, CNN-based algorithms have recently
proved to have better performance and are attracting more research focus. In this
paper we present how such CNN-based approaches can be realized on resource
constrained (power and size) spacecrafts such as small satellites and space robot-
ics. The paper is focused on onboard implementation of the CNN-part of such
algorithms. A hybrid FPGA-CPU device, Xilinx's UltraScale+ MPSoC, has been
chosen and proposed as the target device. In CNN-based algorithms, the CNN in-
ference requires greater computation power and resources that typical processors
cannot meet for real time operation. On the other hand, the Programmable Logic
(PL) of FPGA is very suitable as an inference engine. The focus of this paper
is only on the inference part. In future work, the nal pose estimation part of
the algorithm will be implemented on the CPU part of the hybrid device. To the
best of the authors' knowledge this is the rst attempt of such onboard inference
focusing on the CNN-part of the spacecraft pose estimation challenge.
2.2 Hardware Inference for Space Applications
While various space applications, including pose estimation, can benet from deep
learning, they face challenge in suitable hardware for inference. Small satellites
have limited power, mass, and cost budgets, which poses computing power chal-
lenges compared to terrestrial applications. The space environment also oers
challenging conditions for the operation of electronics. Lu et al. in [35] review
the eects of space environment in dierent orbits. They observe that a space-
craft is mainly aected by the following space components: neutral atmosphere,
plasma, radiation, macroscopic particles, geomagnetic, and temperature elds.
LEO is predominantly inuenced by radiation and macroscopic particles, whilst
MEO and GEO are greatly exposed to solar activities, plasma environment, and
radiation. Approximately, radiation anomalies and temperature-induced anom-
alies account for 40% and 11% of spacecraft failures in the space environment,
respectively [35].The main radiation sources in space include trapped radiation,
galactic cosmic rays, and solar energy particles.
Damage to electronic devices on board spacecraft due to radiation is mainly cat-
egorized into ionizing and non-ionizing (displacement) damage. Displacement
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damage is the cumulative long term non-ionizing damage due to protons, elec-
trons, and neutrons. Ionization damage is the creation of electron-hole pairs and
it can be further categorized into total ionizing dose (TID) and single event eects
(SEE). The former is the cumulative long term ionizing damage due to protons and
electrons, whilst the latter is caused by a single charged particle such as heavy ions
and protons [36, 37]. The Tenkoh satellite that was developed at Kyushu Institute
of Technology and launched in October 2018 was analyzed to have suered SEEs
after passing over the South Atlantic Anomaly [38] .
Due to these harsh conditions in space, radiation-tolerant, radiation-hardened, and
space-grade computing hardware is desirable for space operations. This has limited
the options available for hardware suitable for inference in space. Nevertheless,
there is hardware with ight heritage that is very amenable to on-board inference.
This section explores such computing hardware that is based on ight heritage or
planned missions, support for CNN inference, and other factors, such as low power
consumption. These are summarized in Table 1.
This survey reveals that hybrid computing devices comprising FPGAs and Systems-
on-Chips (SoCs) are preferred for implementing machine and deep learning al-
gorithms onboard spacecraft. However, most of these are not space-grade devices.
George et al. in [39] identied hybrid and recongurable computing as driving
the revolutionary capabilities of small satellites such as cubesats. Lentaris et al.
in [40] conducted a review of high-performance embedded computing for vision-
based navigation in space based on four categories: FPGA, CPU, GPU, and DSP.
They found that FPGAs achieved the highest performance per watt of all platforms
by at least one order of magnitude. GPUs are power hungry when compared to
FPGAs and CPUs for comparable operation and accuracy [40]. CPUs performance
fade in comparison to FPGAs in DL inference. Consequently, FPGAs are more
suitable for space inference-based applications. Additionally, they are already be-
ing used in mission-specic and satellite subsystem operations. They are also
recongurable and, therefore, can be adopted for dierent tasks on the y.
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Table 1: Summary of Hardware Suitable for Inference in Space.
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In May 2020, Xilinx unveiled the Xilinx® Radiation Tolerant (RT) Kintex® Ul-
traScale XQRKU060 FPGA. The device is optimized for various computational-
intensive space applications. It is the rst 20 nm space-grade FPGA optimized
for machine learning inference coupled with unlimited on-orbit reconguration
for real time on-board-processing. Some of its key applications include on-board
AI for autonomous space exploration, real-time streaming of earth observation,
remote sensing video, and for exible, digital beam-forming telecommunication
satellites [41]. In September 2020, ESA launched the Phi-sat-1 satellite that in-
corporated AI for Earth observation. Intel's Myriad 2 Vision Processing Unit was
used as the onboard inference platform, although it is not space-grade. This hard-
ware was incorporated to utilize deep CNN in automatic cloud cover identication.
Synthetic data from existing missions were used as the training data. It is the rst
European satellite to demonstrate how onboard articial intelligence can improve
the eciency of sending EO data back to Earth. Initial data downlinked from the
satellite showed successful assortment of the hyperspectral imagery into cloudy
and non-cloudy pixels [42]. This preceding hardware survey informed the decision
to pick the Xilinx Zynq UltraScale+ MPSoC for onboard CNN inference. This
is because its programmable logic can be comparable to the XQRKU060 FPGA
logic, as presented later in Table.
2.3 FPGA-Based Inference Accelerators
In terrestrial applications, FPGAs have been investigated and utilized as inference
accelerators in deep and machine learning applications. The inherent parallelism
of FPGAs has been instrumental in achieving real-time inference for such applic-
ations. The evaluation boards used in FPGA-based inference have hybrid CPU +
FPGA heterogeneous architecture. The Programmable Logic (PL) is the FPGA
chip and it contains the computing complex, processing elements, on-chip buers,
controller, and the DMAs. The Processing System (PS) consists of the CPU and
external memory. Most of the FPGA-based accelerators have been specic to dif-
ferent CNN architectures and models. Figure 1 shows a typical accelerator that is
based on FPGA. The CNN inference is performed in the PL side, whilst a CPU is
required for pre-and post-processing and scheduling tasks. An external memory is
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required to store the CNN model parameters, data, and instructions. A full CNN
model comprises of both convolutional (CONV) and fully-connected (FC) layers.
The former are computational-intensive, whilst FC layers are memory-centric, as
they typically contain millions of weights. Basic architectures of FPGA-based ac-
celerators can be grouped in three categories: (i) single processing engine, usually
in the form of a systolic array that processes each layer sequentially; (ii) stream-
ing architecture that consists of one Processing Element (PE) per network layer;
and, (iii) vector processor with instructions that are specic to accelerating the






















Freq= ~100 - 400 MHz
CPU
Freq= ~ GHz (weights, activations)
Figure 1: Typical FPGA-based Inference Architecture.
Guo et al., in [43], conducted a survey on FPGA-based NN inference accelerators.
They note that the main considerations for such accelerators is high speed (high
throughput and low latency) and high energy eciency. One of the key steps in
adopting models for FPGA inferencing is reducing the network size i.e., model
compression. This can be achieved by approaches such as data quantization and
weight reduction, via methods such as pruning. The survey also explores the
various hardware design methodologies that have been adopted for ecient ar-
chitecture, including computation unit designs, loop unrolling strategies and the
overall system design taking into account CPU, FPGA and memory congurations.
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It also investigates the dierent automation approaches for mapping networks to
hardware i.e., hardware and software design automation.
Dinelli et al. presented one example of hardware design methodology in [44], where
they implemented a MEM-OPT system to address the on-chip memory bottleneck
of FPGA-based hardware accelerators. The MEM-OPT system is composed of
three design aspects: a scheduling algorithm, a Secondary Cache System (SCS)
for data re-use and support for dierent congurations. The scheduler determines
the number of elements read out of the Input Cache (IC) for ecient on-chip
memory usage. The SCS memory enables IC data re-use, hence reducing the
amount of data read out the IC, because successive convolution operations share
part of the input data previously read. The MEM-OPT does not require output
buer, because each processing element computes only one output value at a time.
This system showed considerable reduction of on-chip memory (BRAMs) usage
when compared to other scheduling algorithms.
Wei et al., in [45], implemented CNN on FPGA while using systolic array ar-
chitecture for high throughput. This approach ensures low global data transfer
since the processing elements (PEs) do not need to access the on-chip memory.
Instead, connections are only required between dierent computation units for
data transfer. This systolic architecture enables achievement of high frequency
even in massive parallelization with hundreds of PEs. They also implemented
an automated ow to map CNN architectures from high-level C code to FPGA,
with no hardware-related, low-level considerations necessary for end-users. Lian
et al. in [46] implemented an FPGA-based CNN model by adopting an optimized
block oating-point (BFP) arithmetic. The BFP is composed of a mantissa part,
whose bit length is dened as 8 for typical CNN models, and an exponent part.
Quantization involves both FP2BFP and BFP2FP conversions.
Earlier quantization strategies had gone to as low as binary representation. Courbar-
iaux et al., in [47], introduced a method of training such Binarized Neural Networks
(BNNs). This enabled the use of binary weights and activations for computing the
parameters gradients. This enables replacement of arithmetic operations with bit-
wise operations, even during train-time, hence reducing training time, memory
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consumption, and increasing power-eciency. During training, the weights and
activations are constrained to either +1 or −1. Rastegari et al., in [48], imple-
mented two ecient binary variations of convolutional neural networks. The rst
one, Binary Weight Networks, had all the weight values approximated with bin-
ary values whilst the second one, XNOR Networks, had both weight and input
with binary values. The former led to 32x smaller networks when compared to
equivalent networks with single-precision weight values and resulted in 2x speed
up. The XNOR-Nets resulted in 58x speed up, whilst oering accurate approx-
imation of CNNs. Umuroglu, in [49], presented a framework (named FINN) for
building scalable and fast inference accelerators on FPGAs. They provide an end-
to-end mapping of BNNs onto FPGAs. The FINN implementation uses separate
compute engines that were dedicated to each layer and which communicate via on-
chip data streams. Each engine starts to compute as soon as the previous engine
starts to produce output. This framework was further improved into FINN-R that
automated the creation of fully customized inference engines for quantized neural
networks [50].
One of the seminal works on FPGA-based inference accelerators was presented by
Qiu et al. in [51]. They implemented a CNN accelerator for the Image-Net large-
scale image classication on the Xilinx Zynq ZC706 board.A major contribution
was an automatic ow for 8/4 bit dynamic-precision data quantization. They
used 8-bit and 16-bit xed-point numbers for the onboard inference and achieved
comparable results to oating-point implementations. This set the foundation for
their next contribution in [52], where they present a hardware/software co-design
ow for FPGA-based CNN implementation. The original network is compressed
to xed-point representation by optimizing the choice of the radix point positions
for the network parameters in every layer. They also implement a parameterized
and run-time congurable hardware architecture that supports various networks
and that can be adopted on dierent hardware platforms. They also propose a
compiler to map a CNN model to the hardware platform. This work led to the
commercial FPGA accelerator engine, DeePhi [53], which was later acquired by
Xilinx and improved into the Deep Neural Network Development Kit (DNNDK)
package [54].
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Previous accelerator engines had to be custom-designed for various networks and
model applications. This had made the adoption of FPGAs as inference engine in
real-world applications limited. However, the DNNDK package led to Xilinx in-
troducing an Intellectual Property (IP) core, the Xilinx Deep Learning Processing
Unit (DPU) [55]. This enhances the implementation of inference engines that are
easily adaptable for dierent CNN architectures and models. Zhu et al., in [56],
explored the DPU architecture and design ow by implementing an ecient task
assignment framework to maximize performance on DPU-based CNN accelera-
tion. They explored the optimization of task scheduling between the heterogen-
eous ARM CPU and multiple DPUs. The optimization strategy aims to utilize
the DPU in otherwise unused interval time between multiple inference problems
running on multiple threads.The optimization strategy also aimed to ensure that
the inference tasks of dierent networks are controllable. The use of DPU has
greatly been enhanced by Xilinx's machine learning ecosystem that includes the
Vitis-AI and model zoo.
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3 Background Theory: FPGAs, CNNs and Pose
Estimation
This thesis work is focused mainly on three themes. These are FPGAs, Deep
Learning and Pose Estimation. This section covers brief theory and introduction
to these three main areas.
3.1 FPGAs
3.1.1 Xilinx FPGAs
Xilinx has a wide variety of FPGA and SoC devices. These FPGA are grouped
into families depending on their nanometer scales as shown in Table 2.
Table 2: Xilinx FPGA Families
45nm 28nm 20nm 16nm




In this work, two Xilinx devices were utilized. The rst is a Xilinx 7 series FPGA
and the second device is a multi-processing system-on-chip (MPSoC).The former is
contains only the programmable logic whilst the latter has both the programmable
logic and the processing system. These two will be presented in the following
sections.
3.1.1.1 Kintex-7 & KC705 Evaluation Board
This evaluation board contains the Kintex-7 XC7K325T-2FFG900C FPGA. Unlike
the MPSoC device, this has no in-built hard processor. The main features of this
board are briey presented below:
31
 Memory
 1 GB DDR3 memory SODIMM
 Flash memory: 128MB Quad SPI & 128MB Linear BPI ash memories
 I2C Bus
 1KB I2C EEPROM
 HDMI Codec
 FMC HPC & LPC connectors
 User I2C Programmable LVDS Oscillator
 PCI Express endpoint connectivity: Gen1 & Gen2 8-lanes
 10/100/1000 tri-speed Ethernet PHY
 XADC header
The KC705 Evaluation Board contains the C7K325T-2FFG900C FPGA which is
a Kintex-7 and has the following key features as shown is Table 3.
Table 3: Features of the FPGA on-board KC705 Board
Feature Description Feature Description
Logic Cells 326,080 Block RAM 18Kb 890







DSP Slices 840 CMTs 10
GTXs 16 Max User I/O 500
The KC705 evaluation board, block diagram and the Kintex-7 FPGA architecture
are shown in Fig. 2.
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CMT (Clock Management Tiles)
CLB (Configurable Logic Blocks)









































Kintex-7 FPGA Fabric Architecture
Figure 2: KC705 Evaluation Board
3.1.1.2 Zynq UltraScale+ MPSoC
This device combines FPGA fabric with a processing core. It incorporates both
programmable logic (PL) and processing system (PS) on a single chip. Need for
Programmable devices: Systems that need high bandwidth, high density, high
performance, design exibility and low cost. The key features of this chip are
presented below.
Processing System (PS)
The main components of the PS are the application processing unit (APU) and
the real-time processing unit (RPU). The former is either a quad-core or dual-core
with CPU frequency of up to 1.5 GHz. It can be operated in 64-bit or 32-bit
operating modes. The RPU is dual-core with a CPU frequency of up to 600 MHz.
Other components of the PS are listed below:
 Graphical Processing Unit (GPU): The MPSoC contains the Arm Mali-400
based GPU with a frequency of up to 667MHz. It supports OpenGL ES 1.1
33
and 2.0; and OpenVG 1.1.
 External Memory Interfaces: The MPSoC provides 32-bit or 64-bit interfaces
to DDR4, DDR3, DDR3L, or LPDDR3 memories, and 32-bit interface to
LPDDR4 memory. It also provides static memory interfaces such as eMMC,
NAND ash or SPI serial NOR ash.
 On-chip Memory: The UltraScale+ MPSoC device has the following on-chip
memory resources
 256KB on-chip RAM in PS
 Up to 36Mb on-chip RAM (UltraRAM) in PL
 Up to 35Mb on-chip RAM (block RAM) in PL
 Up to 11Mb on-chip RAM (distributed RAM) in PL
 Dedicated I/O Peripherals and Interfaces: Some of the on-board peripheral
controllers and interfaces on the PS include
 PCI Express
 SATA Host: supports up to two channels and data rates of 1.5, 3.0, and
6.0 Gb/s
 DisplayPort Controller: supports up to two TX lanes and data rates of
up to 5.4Gb/s
 Four 10/100/1000 Mbit Itri-speed Ethernet media access controller (MAC)
peripherals with IEEE Std 802.3 and IEEE Std 1588
 Two USB 3.0/2.0 Device, Host, or OTG peripherals, each supporting
up to 12 endpoints
 Two SD/SDIO 2.0/eMMC4.51 compliant controllers
Other interfaces include UARTs, SPIs, I2C and multiplexed I/O (MIO)
 Interconnect: There is need for high-bandwidth connectivity within the PS
and between PS and PL. Xilinx adopted the Advanced eXtensible Interface
(AXI) protocol as the main interconnect in their devices. AXI is part of
ARM AMBA, which is a family of micro controller buses. The AXI4 is the
second major version of AXI, released in 2010 and has three types:
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 AXI4: For high-performance memory-mapped requirements
 AXI4-Lite: For simple, low-throughput memory-mapped communica-
tion
 AXI4-Stream: For high-speed streaming data
Other components of PS include the System Memory Management units; Platform
Management Unit; Conguration and Security Unit; and System Monitor in PS.
Programmable Logic (PL)
The Zynq Ultrascale+ MPSoC contains a PL with the following main components:
 Congurable Logic Blocks (CLB): Look-up tables (LUT), Flip-ops and cas-
cadable adders.
 36Kb Block RAM: True dual port with up to 72 bits wide and can be con-
gured as dual 18Kb.
 UltraRAM: 288Kb dual port of 72 bits width and with error checking and
correction.
 DSP Blocks: These include 27 x 18 signed multiply, 48-bit adder/accumu-
lator and 27-bit pre-adder.
 Programmable I/O Blocks: These are from 1.0V to 3.3V I/O that support
LVCMOS, LVDS, and SSTL.
 PCI Express: There are up to 5 integrated blocks in select devices that
support up to Gen3 speeds.
Other components include 100G Ethernet MAC/PCS, Video Encoder/Decoder
(VCU) and System Monitor in PL for on-chip voltage and temperature sensing.
Ultra96v2 Evaluation Board
MPSoC (Multi-Processor SoC) implies that the processing system is comprised of
multiple (and heterogeneous) processors. The Zynq UltraScale+TM MPSoC has
three distinct variants (CG, EG and EV) based on the type and range of processors
in its PS. All the three variants have a common real-time processor (RPU) which
is the Dual-core Arm Cortex-R5F processor. The dierence is based on how many
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cores is the Application Processing Unit (APU), whether GPU is included and
nally if there is a video codec. The dierences are highlighted in Table 4.
Table 4: Zynq MPSoC Devices















GPU NA Mali-400MP2 Mali-400MP2
VCU NA NA H.264/H.265
The Ultra96v2 is based on the EG MPSoC variant. The Zynq device utilized is the
ZU3EG A484 MPSoC. In addition to the Xilinx Zynq MPSoC device, the Avnet
Ultra96 board has the following peripherals and components that oer greater
accessibility and utility in the evaluation phase:
 LPDDR4 Memory: Micron 2 GB (512M x 32)
 Microchip Wi-Fi / Bluetooth
 Mini DisplayPort (MiniDP), USB 3.0 and USB 2.0 interfaces
 I/O headers
Figures 3 and 4 show the Ultra96v2 Board and a block diagram of its features.



























2 GB LPDDR4 
(512M x32)
Figure 4: Ultra96v2 Board Block Diagram
3.1.1.3 Radiation Tolerant Kintex UltraScale FPGA
The devices that have been covered above are not optimized for space operation.
In May 2020, Xilinx unveiled a radiation-hardened FPGA for in-orbit and space
application. The RT Kintex device was a response of Xilinx to the current trends in
space activities. In the coming years, most of the satellites launched are predicted
to be smaller spacecrafts targeting the lucrative space-based Internet and Earth
Observation data-analytics markets [10]. These will require high-throughput, low-
latency communication. More so, such satellites are typically in the LEO with a
lifespan of 3 to 5 years and constrained by power consumption and cost. With
these constrains and performance expectations, FPGAs are a compelling candidate
for onboard operations. The RT Kintex oers the following advantages in space
applications:
Radiation-eects mitigation and hardness: This is due to the CMOS scaling
of planar transistor technology that has made the device less prone to total-dose
and latch-up eects. Heavy-ion and total-dose tests have been carried out that
showed estimated BRAM sensitivity to be 4.7E-7 upsets/bit/day for LEO and
2E-8 upsets/bit/day for GEO.
In-orbit recongurability: The device is SRAM-based and has no limit on the
number of times it can be recongured both in the lab and in orbit. Some key
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advantages of in-orbit recongurability are presented below:
 It oers maximum exibility allowing new and better communication stand-
ards to be uploaded to improve system performance
 Enables multiple experiments to be prototyped from a single payload for
technology demonstrator satellites.
 On-board re-programming reduces the size of the payload hardware, enabling
the use of various algorithms to improve applications, system security, and
fault tolerance.
 Partial reconguration allows modication of a specic active region imple-
mented within the FPGA without compromising the integrity of the applic-
ations running elsewhere within the device that use the imported logic.
Flexible, Digital-Beamforming Telecommunication Satellites: These com-
munication satellites are increasingly using phased-array antennas and digital
beamforming techniques to combine multiple individual antenna elements to im-
prove overall performance, increase gain, cancel out interference, and steer the
array so it is most sensitive in a particular direction. This allows operators to
change and optimize reception and transmission in response to changing link re-
quirements in real-time. Re-congurability of the device also allows DSP slices to
adapt to dierent carrier and de-modulation standards.
Real-time streaming of earth observation, remote sensing video: In the
Space 2.0 , there will be need for real-time 4K UHD and 8K super high-resolution
streaming video to enable novel remote-sensing applications. This will enable
services such as:
 High-resolution, streaming video SAR and LIDAR
 On-board processing to detect and identify moving targets in real-time
 Calculation of the moving targets' velocities
 Advanced tracking, intelligence, surveillance, and reconnaissance
The device oers huge I/O and memory bandwidths together with the on-board
processing capability to enable future Earth Observation applications.
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On-board AI for Autonomous Space Exploration:
 Future space exploration will require signicantly more on-board processing
to stream images back to Earth in super high-resolution.
 Landers and rovers have to manage local environmental conditions, and fu-
ture robots will use AI to explore, map, and navigate terrain to avoid hazards,
pick-up objects, and collect and analyze samples.
 Future robotic subsystems will also require signicant increase in image pro-
cessing, autonomous navigation, reading telemetry data from sensors, and
controlling actuators. All of this information will have to be processed in
real-time to enable remote space exploration.
The device oers huge I/O and memory bandwidth together with the on-board
processing capability to enable the next generation of remote and autonomous
space exploration. NASA's Spirit and Opportunity rovers used Xilinx's Virtex-
4QV FPGA to explore the Martian surface whilst the V5QV space-grade device
was used for o-line processing on the MARS2020 mission.
A summary comparison of the three devices presented in the preceding sections is
presented in Table 5.








Evaluation Board KC705 NA Ultra96v2
System Logic Cells 326,080 725,550 154,350
CLB Flip-Flops 407,600 663,360 141,120
CLB LUTs 203,800 331,680 70,560
DSP Slices 840 2760 360
Block RAM Blocks 890 1080 216





3.1.2 Xilinx Development Tools
3.1.2.1 Vivado Design Suite
This is a Xilinx IDE that provides the environment and tools to design a custom
architecture on the programmable logic. It supports most of the Xilinx devices that
include FPGAs and SoCs. The design suite contains Xilinx intellectual properties
(IPs) that facilitate the hardware design. It also allows creation of user IPs and
use of 3rd party IPs. There are several ways in which Vivado is used for hardware
design. These will be briey expounded below:
Register Transfer Level Flow:
Vivado has traditionally supported hardware design at the RTL level. This is an
abstraction layer that creates high-level representations of a digital circuit. This
layer is mostly used in Hardware Description Languages (HDL). Vivado supports
the two major HDLs i.e. Verilog and VHDL. These languages allow a high-level
description of the desired logic design in a human-friendly language. This design
is then interpreted by a logic synthesis tool, which is incorporated into Vivado.
The synthesis step converts the high-level hardware description into a gate level
description. The interconnections amongst these gates is then performed by the
placement and routing tool, which is also embedded into Vivado. This creates the
full physical layout of the hardware design on the programmable logic. This design
process is shown in Figure 5.
High Level Synthesis:
The Vivado HLx editions enable the use of C/C++ for high-level hardware de-
scriptions. This is a higher level of abstraction compared to the RTL / HDL level.
It contains extensive libraries for including built-in support for arbitrary precision
data types, streams and vectorized data types. These libraries include:
 ap_int.h - This enables arbitrary precision data types including integer and
xed-point.
 hls_stream.h  This contains the models for streaming data structures.
 hls_vector.h Enables vectorized types and operations
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 HLS Math  This has extensive support for the synthesis of the standard C
(math.h) and C++ (cmath.h) math libraries. The support includes oating
point and xed-point functions such as tanf, sinhf, cosf, oorf, rsqrt etc.
The C code is rst validated to ensure its correctness. This validation is performed
using a test bench code that is also in C. After this, the C design is synthesized
into an RTL design and the previous steps for RTL design are followed as shown
in Figure 5.
Block-based IP Integration:
The Vivado IP Integrator provides a graphical and Tcl-based development ow for
IPs. It provides an abstraction at the interface level as opposed to signal level when
working with IPs. This allows designers to make connections between IPs. The
interconnections are mostly done using the standard AXI4 interface, although the
Integrator supports other interfaces. It supports intelligent auto-connection of key
IP interfaces, one-click IP subsystem generation, real-time DRCs, and interface
change propagation. The IP Integrator is advantageous in that it enables seamless
inclusion of hierarchical subsystems into the overall design. It also supports both
processor and processor-less designs including combination of DSP, video, analog,
embedded, connectivity, and logic. It also facilitates recognition and correction
of common design errors and performs automatic IP parameter propagation to































Figure 5: Vivado Design Flows
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3.1.2.2 Vitis Unied Software Platform
In 2019, Xilinx unveiled the Vitis platform that aimed to form the base for all
development on Xilinx devices. The main features of this unied platform are
enumerated below:
 Enables development of embedded software and accelerated applications on
Xilinx platforms such as FPGAs, SoCs and Alveo accelerator cards.
 Facilitates development at dierent levels of abstraction. It enables integ-
ration with high-level languages and frameworks such as C, C++, Python,
Tensorow and Cae while also enabling RTL-based design ows and provid-
ing low-level runtime APIs.
 It oers both GUI and command line development tools.
The main components of this unied platform are briey presented in the following
sections.
Vitis Core Development Kit:
This oers the complete set of graphical and command-line tools including Vitis
compilers, analyzers and debuggers targeting algorithms developed in C, C++ or
OpenCL. The kit also bundles the Vivado design suite.
Vitis Accelerated Libraries:
These are extensive sets of open-source, performance-optimized libraries that oer
out-of-the-box acceleration with little code modication. Common libraries such
as those for DSP, Statistics, Math and Linear Algebra oer core functionality
for a wide range of diverse applications. There are also domain-specic libraries
for applications such as Data Analytics, Data Compression, Vision and Image
Processing and others.
Vitis AI Development Environment:
This oers an optimized development environment for accelerating AI inference on
Xilinx devices and platforms. It supports the main deep learning frameworks such
as TensorFlow and Cae. The Vitis AI environment oers comprehensive APIs to
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prune, quantize, optimize, and compile custom trained networks for inference on
Xilinx devices such as FPGAs, SoCs and Alveo accelerator cards.
Xilinx Runtime Library (XRT):
This is a core component of the Vitis Unied Software Platform and Vitis AI
Development Environment. It provides a communication interface between the
application code and the accelerated kernels deployed on the programmable logic
of the Xilinx devices such as Zynq UltraScale+ MPSoC based embedded platforms
and Alveo accelerator cards. It runs on the host CPU i.e. on the processing system.
The key benets of the XRT are enumerated below:
 Allow developers to focus on application development by abstracting away
hardware level of the Xilinx platforms. Hence, they can develop applications
in high level languages and frameworks such as C/C++, Python, TensorFlow
and Cae.
 The XRT oers common API across various Xilinx platforms. Hence de-
velopers can design and seamlessly port accelerated applications for Edge,
On-premise and Cloud deployments.
 It enables developers to leverage Dynamic Function eXchange (DFX) that
allows reconguration of modules within an active design. This allows them
to easily swap out dierent accelerator binaries on Xilinx platforms without
the bottleneck of low-level details.
3.1.2.3 Xilinx Software Development Kit (XSDK)
This is the Integrated Design Environment for creating embedded applications
for Xilinx platforms such as SoCs, MPSoCs and softcore processors such as Mi-
croBlaze. The IDE directly interfaces to the Vivado embedded hardware design
environment. It contains a full suite of libraries and device drivers. Its key features
are briey presented in the following sections.
Drivers and Libraries:
The XSDK includes many libraries and drivers that are user customizable. These
support all Xilinx hardware IPs, kernel library and networking and le handling
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libraries. They can scale for the custom embedded design based on various re-
quirements such as feature needs, memory, and hardware capabilities.
System Debugger:
This is integrated into the IDE and supports all the common debug features such
as setting breakpoints, viewing contents of the memory, and stepping through
program execution. It can also simultaneously debug programs running on dierent
processors in MPSoC systems. The system debugger also supports cross-triggering
between processors in the PS and processors and hardware in the PL.
Custom Design Aware:
From the Vivado hardware design, the SDK is able to automatically understand
the embedded design and auto-congure several key parameters. These include
memory maps, peripheral register settings, tools and library paths, Linux and
bare-metal Board Support Packages (BSPs). This auto-generation of critical sys-
tem software and custom design-aware pre-conguration facilitates faster software
development.
System Performance Analysis and Optimization:
The XSDK provides a toolbox for modelling, measuring, analyzing, and optimizing
the system design. This allows IP blocks that will be in the programmable logic
to be modeled even before they are completed. Hence they can be analyzed and
an approach on system optimization can be made, for example, by optimizing
the software part, splitting the function between the processor and programmable
logic, or by migrating the whole function to programmable logic. Since 2019, the
SDK has been bundled into the Vitis unied software platform.
3.1.2.4 PetaLinux
This is a tool provided by Xilinx for customizing, building, and deploying Embed-
ded Linux solutions on the Xilinx processing systems. The target devices include
Zynq UltraScale+ MPSoC, Zynq-7000 SoCs and MicroBlaze softcore processor.
On the host, the PetaLinux tools are composed of the following:
 Command-line interfaces
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 Bootable system Image builder
 GCC tools and debug agents
 Integrated QEMU full system simulator
 Application, device driver and library generators and development templates
These tools can largely be categorized into three main functions:
Custom BSP Generation Tools:
With the underlying hardware design exported from Vivado, the PetaLinux tools
automatically generate a Board Support Package (BSP) for the custom design.
This includes device drivers for the processing IP cores, kernel and bootloader
congurations. Hence the tools enable synchronization between the software plat-
form and the hardware design as it develops and incorporates new features and
devices.
Linux Conguration Tools:
The PetaLinux tools enable the developer to customize the boot loader, Linux
kernel, or Linux applications. They also allow customization of the le system,
libraries, and system parameters. Using QEMU, the Linux build can be booted
and tested on a full system simulator.
Software Development Tools:
Once the product's software baseline (BSP, device drivers, core applications) has
been created, the PetaLinux tools enable developers to package and distribute
all software components for easy installation and use across PetaLinux developers.
The PetaLinux tools also provide quick-start Linux Images that include pre-congured
boot loaders, system images and bitstream. This provides a platform that is ready
for application, library, and driver development.
3.1.3 Hardware Description Languages
The programmable logic of an FPGA needs a dierent programming approach from
the one utilized in software development. The end result of the FPGA program-
ming is a physical mapping of its logic circuitry whilst for the software program-
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ming it is a lower level machine code that runs on an already hard-wired logic cir-
cuitry. Therefore, the characteristics and features of HDL are dierent from those
of a programming language. The major operational dierence is that programming
languages mainly describe sequential operations whilst hardware description lan-
guages allow various congurations at the hardware level. For example, they allow
concurrent operations whereby separate parts of the digital logic operate simul-
taneously. HDL also incorporate features that allow optimum logic conguration
at the hardware level. These include propagation delay and timing information of
the various connections in the digital circuit. The two main HDLs are Verilog and
VHDL. These are briey described in the following sections.
3.1.3.1 Verilog
This was initially developed as a proprietary HDL around 1984 by Gateway Design
Automation Inc. In December 1995, it became an IEEE standard [57]. Verilog
is aesthetically similar to C programming language. Functionally, Verilog allows
hardware description at dierent levels of abstractions as briey presented in the
following sections.
Behavior Level: This is used to model a test bench. Hence it describes the
digital circuit at a high-level and is not synthesizable i.e. will not be converted
into a circuit mapping. This allows verication of a design before proceeding to
real hardware implementation.
Register Transfer Level: This is the beginning of describing a design that is
synthesizable. The RTL code describes the digital circuit design by operations
and the transfer of data between the registers. It contains synthesizable syntax,
clocking and timing bounds information.
Gate Level: This is generated from the RTL code as a result of the synthesis
step. This code describes the system at the discrete signal level i.e. gate level.
Hence, these signals can only have denite logical values (0, 1, X, Z) and the
operations are predened logic primitives such as gates NOT, AND, OR, XOR
etc.
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The basic unit of Verilog modeling is the module. It contains the RTL code that
describes the system design using data types, operators, assignments, expressions,
clocking information and other parameters required for a complete digital circuit
design. As described above, Verilog supports four logic values: 0, 1, X, Z. Verilog
has two main data types. These are register and net data types. With these,
signals and variables can be declared at the RTL level in the Verilog design. The
register type is declared using reg and is used for variables that require some
form of storage or persistence. Hence, it is used for latch or ip-op where it
stores values until the next event occurs. Other less commonly used reg types
include real, integer, time and realtime. The net type is declared mostly using
wire and is used for combinational logic and intermediate signals for links. In
addition, there are other less commonly used net types such as wor, wand, tri etc.
Inside the module, the RTL code is contained mainly in two types of expression
statements. These are the initial and always statements, that are both used to
generate events. The initial statement is used to declare an initial value or to
describe behavioral level. It is not synthesized into a digital circuit and runs only
once when the module is activated. On the other hand, the always statement is
used to describe synthesizable digital circuit. This includes sequential logic such as
ip-ops and complex combinational logic. The always statement runs every time
a specied event occurs. Inside these statements, the system design is modeled via
various assignments of variables and signals. There are two types of assignment
statements: blocking and non-blocking. These operate similarly for net data types
but dierently for register types. In the latter, the data transition in the blocking
assignment occurs sequentially whilst it occurs simultaneously in the non-blocking
assignments [58].
3.1.3.2 VHDL
This stands for VHSIC (Very High Speed Integrated Circuits) HDL. Its develop-
ment was initially sponsored by US DoD in the 80s and was transferred and ratied
as an IEEE standard in 1987. Similar to Verilog, VHDL oers various levels of
design. The highest level of abstraction is the behavioral level. It is mostly used
in design of test benches by describing the relationship between the input and
output signals. VHDL is more verbose than Verilog and is strongly typed. For
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this reason, it provides more features for high-level hardware modeling.
The RTL code based on VHDL is composed of various design units. These include
entity, architecture, packages etc. The entity is the basic design unit, that is at the
top level of every system design. It denes the interface to the external world i.e.
the hardware design. This is by dening the input and output signals or ports.
The internal structure and behavior of an entity is dened by an Architecture. This
species how the hardware circuit works and describes its implementation. An en-
tity can contain one or more architectures. The circuit implementation description
by the architecture can be structural, behavioral, or functional (dataow). The
architecture declares the components (gates), signals, constants, and subprograms.
Each of the subprogram or process executes concurrently with respect to the other
subprograms. However, the statements within the process execute in sequential or-
der. There are two kinds of subprograms: procedures and functions. Both perform
sequential computations. However, a procedure returns values in global objects or
by storing values into formal parameters whilst a function returns a value as the
value of the function. The function doesn't change its formal parameters.
Unlike Verilog, VHDL supports many data types as well as user dened ones.
The predened data types include numeric (real or integer), boolean, bit, bit-
vector,character, string, and time. VHDL also contains libraries and packages,
while there is no package denition in Verilog. A VHDL package contains the de-
clarations of commonly used and shared objects, data types, functions, procedures,
and components. Hence, subprograms, data types and other features declared in
the package can be used in dierent entities and architectures. A VHDL design
uses conguration statements to associate the exact entities with desired compon-
ent instances in the design. This allows the conguration of dierent designs. For
example, one conguration can result into a test bench for functional simulation
whilst another conguration can create a synthesizable logic design. Another dif-
ference between VHDL and Verilog is that the latter is case-sensitive whilst the
former is not. In Verilog, to use a component instance, you just need to instanti-
ate it in the module with a correct port map. However, in VHDL the component
rst needs to be declared in the architecture or in the package. Verilog contains
compiler directives whilst VHDL does not [59].
48
3.2 Convolutional Neural Networks
3.2.1 Multi-layer Perceptron Neural Networks
The traditional multi-layer neural networks (MLP) were ineective in dealing with
large data sets especially in the computer vision and image processing elds. A
simple MLP would require many parameters for the processing of a single image.
Hence one would require a lot of data to prevent overtting and consequently the
computational requirements would be very high. This hindered their scaling to
applications in the eld. They also suered from vanishing gradients as the layers
increased. The convolutional networks were an improvement to the MLP networks.















































Figure 6: MLP vs CNN Architectures
In MLP, the output of a neuron output, for example one in the hidden layer, is









13x3) = g(u) (1)
Where g is the activation function, x are the input features and θ are the weights
associated with each neuron connection.
3.2.1.1 Activation Function
The activation function denes the output signal from the neuron in terms of its
net input signal u. The commonly used activation functions in MLP are shown in
Figure 7 and briey discussed in the following sections.
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Binary Threshold Function:
This is also called Heaviside Function. It is the simplest form of activation
function. The output of the neuron can only take on two values. If the input
is above a certain threshold, the output changes from one value to another, but
otherwise remains constant as shown in Equation (2). [60].
y = g(u) =
 −1, u < 01, u ≥ 0 (2)
The function is not dierentiable at the threshold input value e.g., at u=0. More
so, the derivative is 0 for all the other input values. This property makes the Heav-
iside function unfavorable since in most cases, it will be important to obtain such
derivatives in the tuning of the parameters (weights). For example, back propaga-
tion algorithm requires the partial derivatives of a cost function with respect to
each of the weights.
Hyperbolic Tangent Function:
This is a dierentiable function (smooth curve). The output value, y, takes values
in the range of (-1, 1). Strongly negative inputs to the hyperbolic tangent function
will map to negative outputs. Additionally, only zero-valued inputs are mapped
to near-zero outputs. These properties make the network less likely to get stuck
during training.
y = g(u) = tanhu (3)
This function is fully dierentiable, with its rst derivative given as:
g
′
(u) = 1− tanh2 u (4)
Sigmoid Function:
This is also called the logistic function. It has a nice biological interpretation
and is the most used activation function in neural networks. It is a monotonous
crescent function which exhibits a good balance between a linear and a non-linear
behavior. The sigmoid function crosses 0.5 at the origin and then attens out with
asymptotes at 0 and 1. It maps any real number to the (0, 1) interval, making it
50
useful for transforming an arbitrary-valued function into a function better suited
for classication. This function is given in Equation (5).




The logistic sigmoid has a downside in that it can cause a neural network to get
stuck during training. This is due in part to the fact that if a strongly negative
input is provided to the logistic sigmoid, it outputs values very near zero. This
can result in model parameters (weights) that are updated less regularly during
the training phase and are thus stuck in their current state. However, this is
easily overcome by eective feature (input) scaling and advanced optimization
techniques. The scaling refers to instances where the inputs have very dierent
scales (e.g., temperature and volume of a liquid) and thus these inputs are scaled
(standardized) to comparable range of values.
Heaviside Function Hyperbolic Tangent Function Sigmoid Function
y y y
u u u
Figure 7: Activation Functions
3.2.2 CNN Networks
In convolutional networks, a matrix, known as a lter or kernel, operates on the
inputs of the layer and the kernel output forms the input to the next layer. Each
element in the output is obtained by summation of the element-wise product of
the input matrix and the lter. In computer vision, lters are commonly used
in edge detection operations. Such kernels are convolved with the image for edge
detection. All the above kernels are chosen a priori i.e., the matrices are hard
coded. In CNN, these kernels are not hardcoded. The algorithm learns them
during the training phase. Hence, their values are parameters that are learned via











































Figure 8: CNN Filters
There are various types of layers in a convolutional network. These include convo-
lution, pooling and fully connected. This section will briey present background
information on the layers.
3.2.2.1 Convolution Layers (CONV)
These are the fundamental building blocks of a CNN architecture. They are com-
posed of the kernels introduced above. The basic convolution operation of an
m×m image with a k×k kernel will result in an output of m−k+1 × m−k+1.
This has a negative impact in that after every convolution operation, the image
shrinks. Due to the numerous layers in CNNs, this will lead to a minuscule image
after few layers. This can be addressed by use of padding.
Padding is the addition of extra borders to an image before performing the con-
volution. For example, this border can be an extra pixel all around the image
edges. The concept of padding results into two types of convolutions: valid and
same convolutions. In valid convolution, there is no padding utilized. In same
convolution, the padding is such that the output has the same size as the input.
With padding, the output of the convolution is m− k+2p+1 × m− k+2p+1,
where p denotes the number of extra pixels added on each image edge.
In practice, convolutions are performed over volume with multiple lters. For
example, in deep learning the images are mostly RGB. These 3 channels are con-
volved simultaneously. Hence each image channel will require a lter to convolve
with. Consequently, 3 lters are needed for RGB images. In general, the number
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of channels, nc, in the lter should be equal to those in the input image. In addi-
tion, multiple lters are needed in a typical convolution operation. This is because
there is need to detect multiple features in the image concurrently. Thus, typical
convolution operations in deep learning detect multiple features of multi-channel
images. Figure 9 shows the above convolutions ow and the notations in a typical
CNN architecture.




k × k × nc
k × k × nc
= m-k+1 ×m-k × 𝑛𝑐′
m – size of the image
k – size of the kernel/filter
nc – Number of channels
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Figure 9: Convolution Flow and CNN Notations
With the notation shown in Figure 9, the activations (outputs) of a convolution
















The output volume size and the total number of weights in a single convolution
step (layer) are given by Equation (7).
m[l] =
m[l−1] + 2p[l] − k[l]
s[l]
+ 1




3.2.2.2 Pooling Layers (POOL)
As shown by the CNN architecture in Figure 6, a layer is composed of a convolution
operation and a pooling operation. A convolution results in a feature map. This
is a grid of features that have been learnt and derived from the input image or
features. The input and output feature maps have a high correlation; hence the
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output feature map has high sensitivity to a change in the location of a feature in
the input feature map. This makes it dicult for the CNN to generalize to dierent
input features e.g., images of dierent objects and backgrounds. To address this,
a pooling layer is utilized. The pooling layer down samples the output feature
maps, making them invariant to local translation, i.e., less sensitive to changes
in the location of features in the input map. It achieves this by summarizing
features in a given region of the output map. Hence the output of the pooling
layer has fewer dimensions than the output of the convolution layer. This down
sampled feature map forms the input of the next layer. This reduces the number
of parameters to learn and the computational requirements of the network.
The pooling layer can be implemented in dierent ways. Two of the main types
of pooling layers is the max pooling and the average pooling. Max pooling picks
the maximum element in the block or region of the feature map that is covered
by the pooling lter. This has the interpretation that the most prominent feature
detected is preserved as the output of the pooling lter and consequently as input
to the next layer. The hyperparameters of the pooling lter are mainly the size of
the lter, k, and the number of strides, s. Padding is rarely used in pooling.These
are xed parameters and hence are not learned in the training phase. The output
of a max pooling is given by the same equation of output volume size in Equation
(7).
Average pooling, on the other hand, picks the average of the elements in the region
of the feature map covered by the pooling lter as its output and consequently as
the input to the next layer. It has similar hyperparameters to that of the max
pooling and its output is similarly given by equation. Pooling can further be
categorized as either local or global. Local pooling refers to pooling acting on a
small region or cluster of the feature map whilst global pooling acts on the whole
feature map. Hence, in the latter, each channel in the feature map is reduced to a
single value either via max pooling or average pooling.
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3.3 Spacecraft Pose Estimation
Pose determination/estimation is the capability of an active spacecraft (chaser) to
accurately estimate its relative position and attitude (orientation) with respect to
an active or inactive target in close-proximity in space. The position is usually in
Cartesian coordinates and it can be expressed as a position vector as in Equation
(8), where âx, ây and âz are the base vectors in the Cartesian plane.
r = xâx + yây + zâz (8)
On the other hand, orientation in three-dimensional (3D) can be represented in
various ways such as use of Euler angles, rotational matrices and quaternions.
In Euler angles, an orientation can be represented with 3 numbers (Euler angles)
in 12 possible Euler angle sequences such as xyz, xzy, zxy etc. One shortcom-
ing of Euler angle approach is that they suer from gimbal lock whereby two
axes eectively line up leading to loss of a degree of freedom. They also require
extensive trigonometry operations when converting between dierent rotational
matrices [61]. Quaternions oer a more eective way of representing 3D orient-
ations [62, 63]. They are four-dimensional with one real component and three
components in the ijk imaginary space, as expressed in Equation (9).
q = q0 + q1i+ q2j + q3k (9)
where i,j,k satisfy the conditions in Equation (10)
i2 = j2 = k2 = ijk = −1
ij = k, jk = i, ki = j
ji = −k, kj = −i, ik = −j
(10)
Whereas, rotations in Euler Angles are obtained by specic angle sequences, qua-
ternions oer an analogous single rotation around a unique axis that results in
the same rotation. The quaternion embeds this possibility i.e., angle and axis of
rotation within its four-element vector. A rotation of a vector v in R3 to w by the
quaternion q is given by:
w = qvq∗ (11)
The above equations represent the fundamental concepts of pose estimation using
Cartesian coordinates and Quaternions.
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There are two major categories in pose estimation techniques: cooperative and
uncooperative spacecraft [64]. In the former, the target has inbuilt capacity to
provide the chaser with information suitable for pose estimation. This capacity
can be in the form of dedicated radio-link to interact with the chaser (active) or
articial markers that are easily recognized (passive). In uncooperative targets,
there is minimal (known target) or no information (unknown targets) available
to facilitate pose estimation. Spacecraft pose determination is achieved by relying
mainly on electro-optical sensors, such as stereo cameras, monocular vision/in-
frared cameras, and Light Detection and Ranging (LIDAR) systems.
The advantages of the latter over the other two is that LIDAR systems are robust
in poorly illuminated conditions and, hence, the target can be easily segmented
from the background. They also oer very large operational ranges with constant
accuracy levels. The main disadvantage is the hardware complexity and cost of
such systems. Hence, monocular and stereo cameras are preferred for spacecraft
pose determination. They have low power, mass, and cost requirements. However,
they require additional algorithms to extract pose information, since they cannot
provide direct measurements of the relative range [65].
These additional algorithms have been based on image processing techniques while
using hand-engineered features. Consequently, the pose is estimated utilizing the
target's image and its 3D model. However, such feature-based pose estimation is
not scalable to spacecraft of dierent structural and physical properties. Improve-
ments to such approaches have been proposed, with deep learning-based algorithms
emerging as the preferred approaches. Such deep learning methods achieve pose
estimation by two main ways. One approach is to discretize the pose space and
solve the resulting classication problem. The other approach is to directly regress
the relative pose from the input image. This becomes a regression problem for the
deep learning network to solve.
CNN-based algorithms that use single monochrome images for pose estimation
have been studied with satisfactory results. Hirano, in [66], demonstrates a CNN-
based pose estimator for a spacecraft. The training data were obtained by use of a
software simulator to generate synthesized images from a 3D model of the target
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object. This pose estimator directly estimates the 3D keypoints of the model from
which the pose is determined. Sharma, in [67], combines CNN with a Gauss
Newton algorithm. The CNN allows for feature detection without need for manual
tuning of hyper-parameters whilst the Gauss-Newton algorithm provides the per-
spective equations for quantifying uncertainty in the estimated pose. Thaweerath
et al. in [68] presented a CNN-based pose estimation for noncooperative dock-
ing operations. The position and orientation were predicted by directly regressing
them from the input image.
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4 Keypoints Localization in CNN-based Space-
craft Pose Estimation
As presented in 2.1.3, pose estimation is a fundamental task in various space
applications and missions. Recent research has focused on how to utilize convo-
lutional neural networks in vision-based pose estimation. This is following the
success of such networks in terrestrial applications. In such approaches, the CNN
is utilized in localizing the landmarks/keypoints on the spacecraft body. Once
these landmarks have been identied by the CNN, further processing is performed
to extract the pose information. In this chapter, the methodology followed in im-
plementing the keypoints localization part of a CNN-based spacecraft pose estima-
tion is presented. This includes an introduction to the dataset used in the training
phase. The various data pre-processing tasks carried out are also presented, fol-
lowed by an introduction to various CNN-based models that were investigated in
this study. The results of all the approaches are presented in Chapter 7.
Methodology Goal






Figure 10: Typical CNN-based Pose Estimation Flow
However, the work in this thesis is focused on the CNN part only, which is the
keypoints localization phase. The end goal is to implement this CNN part for

























Focus for this paper
Figure 11: Focus of the Methodology and FPGA Inference.
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Hence, the goal of this chapter is to present the training of the CNN part of a CNN-
based pose estimation ow. This is focused on investigating the most appropriate
CNN model with the highest accuracy in keypoint localization. Various network
architectures are investigated and presented.
4.1 Dataset, Preprocessing and Training Environment
4.1.1 Dataset
In February 2019, the European Space Agency in collaboration with Stanford
Rendezvous Laboratory launched a pose estimation challenge. They released the
SPEED dataset that consisted of 12,000 synthetic images for training with an ad-
ditional 2,998 for testing. The images are for a 3D rendition of a spacecraft. The
3D model of the Tango spacecraft was used in order to generate the synthetic im-
ages that were grouped into dierent categories representing dierent pose labels.
The dataset also consists of 300 real images of the same spacecraft model and a
few real images. Some of these images are shown in Fig. 12.
Figure 12: Images from SPEED Dataset
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4.1.2 Preprocessing and Training Environment
The various networks investigated in this study required dierent data input archi-
tectures. Consequently, various preprocessing techniques were carried out on the
SPEED dataset to prepare the inputs to these networks. Some of these prepro-
cessing steps are presented in this section. The SPEED images data is originally
in json les that contain the image index and training data. This includes data
on the spacecraft pose and joints labels of select images for the training phase.
The rst preprocessing step was to convert the data into a format that could be
eciently adopted for deep learning training. To accomplish this, Python scripts
were written to eciently handle the training data. The SPEED dataset has
images with a pixel resolution of 1920 by 1200. This is a huge size for deep learning
training. Hence, the rst step was to directly resize the images appropriately. Some
of the sizes used were 112, 128 and 224 pixels. The resizing of the images must
be accompanied by corresponding resizing of the training data. The data was also
converted to csv format. The scripts for these steps are included in the appendix.
An example of the original dataset les and the pre-processed and formatted data
for training is presented in Fig. 13.
SPEED Dataset JSON Files
Preprocessed & CSV Formatted
Figure 13: SPEED Json Files and Preprocessed CSV Files
Training Environment
Google Colab was used for training the various networks investigated in this work
due to the availability of GPU allocations at no cost. For this, the images and
60
formatted data were uploaded on Google Drive for fast processing. Python scripts
for various training regimes were drafted. These have been included in the ap-
pendix of this thesis report. Figure Fig. 14 shows some screenshots of the Colab
training environment
Figure 14: Google Colab Training Environment
The following sections present the dierent approaches and network architectures
that were investigated in this work.
4.2 Regression vs. Detection-Based Approaches
In pose estimation problems, one of the key steps is the detection of pre-determined
areas of the object, known as keypoints or joints. These are chosen apriori and
when connected, they generally model the object and its orientation. Keypoints
detection is therefore the determination of the precise pixel location of the target
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joint. In spacecraft pose estimation, the illumination conditions of the spacecraft
vary greatly in orbit. The images can be bright with the sun in the background
or they can be dark when the spacecraft is in the Earth's shadow. The chosen
keypoints are usually not all visible in the 2D image, some are occluded. Hence, the
detection of the keypoints needs to be robust in both poor illumination conditions
and occluded keypoints.
There are generally two major approaches to keypoints detection [69]. One is
to directly regress the keypoint coordinates from an input image i.e., regression-
based, whilst the other is to obtain coordinates from an intermediate heatmap
i.e., detection-based. These two approaches make a tradeo between the desir-
able traits of a deep learning model i.e., spatial generalization and end-to-end
dierentiability. The former is the ability of a network to generalize knowledge
obtained at a particular location during the training phase to a dierent location
during inference. The latter is a characteristic of the model to be composed of
fully dierentiable layers in an end-to-end manner that allows for backpropaga-
tion training.
In direct regression of keypoints, end-to-end dierentiability is the driving factor.
The input is the 2D image and the desired coordinates are the outputs. This
approach has been used to varying success in human pose estimation problems,
including the seminal work DeepPose" by Toshev and Szegedy in [70]. The output
layer predicts a pose/coordinate vector by minimizing a loss function that is usually
the L2 (mean square error) distance between the prediction and ground truth
pose/coordinates. Hence, the network directly regresses the x, y coordinates of
the keypoints.
In the detection-based approach, the output layer predicts a heatmap as opposed
to coordinates. The loss function minimizes the error between the predicted and
ground truth heatmaps. The coordinates are then extracted from the heatmaps in
a post-processing step, which is usually to nd the location p in the heatmap Hn




where Kn is the n
th keypoint and Hn is the corresponding predicted heat map
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for nth keypoint. Because the end goal is the coordinates, this approach loses
the end-to-end dierentiability as this equation is not dierentiable. Nevertheless,
this detection-based approach is more eective than the regression-based approach
since its training is supervised by dense pixel information, as will be demonstrated
in this work. This approach was rst utilized by Tompson et al. in [71]. The target
heatmap was a 2D Gaussian with a small variance and mean centered at the
ground-truth coordinate locations. This approach has been improved over the
years, notably by the stacked hourglass network by Newell et al. in [72]. The main
feature of the hourglass is the symmetry between the bottom-up processing (from
high to low resolutions) and top-down processing (from low to high resolutions).
For every layer on the way down, there is a corresponding layer going up. The full
network is realized by stacking multiple hourglasses. The network output is a set
of heatmaps that are a prediction of the probability of a joint's presence at every
pixel. Consequently, smilar approaches have been used in works, such as [73, 74].
4.3 Network Model Architectures
The key criteria for selection of the network models in this work are based on
their amenity to FPGA acceleration on the Zynq UltraScale+ MPSoC. Since the
ultimate goal of this work was to investigate the acceleration of the CNN-part
of pose estimation algorithms on FPGA, it is essential that the network layers
and operations are supported by the DPU. More so, the operations need to be
supported by the model quantization as well as compilation tools that are required
for preparing the model for inference on Xilinx FPGAs. Table 6 shows operations
that are supported by the Xilinx DPU and any imposed limitations.
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Table 6: Operations Supported by Xilinx DPU.
Type Limitations
Convolution Kernel-width and kernel-height values (1 to 8)
ReLU None
Pooling 2 × 2 and 3 × 3 Max Pooling
Concat Concatenation in channel axis only
Elementwise None
Inner Product None
Three approaches were taken in this work as presented in the following sections.
4.3.1 Approach 1: Regression-based Method
ResNet-50 model architecture is utilized in this approach. The SPEED dataset
used in this evaluation has images with pixel size of 1920 × 1200. In this rst
approach, direct regression with no prior preprocessing, such as cropping, is ad-
opted. The images are only directly resized to 224 × 224 to t the input size
of the ResNet model. This makes it more dicult for the network to detect as
well as learn the spatial features of the spacecraft within such a small footprint.
Nevertheless, the focus of this research is mainly based on the detection-based
approaches that will be presented in the next sections. Because there are 11 key-
points, the network output needs an output vector of size 1 × 22. To achieve this,
a global average pooling layer was added after the fth block, before the output
is nally fed into a fully connected (dense) layer with 22 units that gives the nal

















Figure 15: ResNet50 Architecture for Direct Regression.
The network was trained on Google Colab while using an allocated Tesla GPU.
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It was trained for 40 epochs in batches of 32. 8000 images were used for training,
1800 for validation, and 200 for testing. As will be discussed in the results chapter,
the performance of this network was poor.
4.3.2 Approach 2: Detection-based Method on Full Image
U-Net model architecture is used in this approach. The U-Net is a detection-
based network, in that, instead of directly regressing the keypoints, it outputs a
heatmap for each of the keypoints. Figure 16 shows this architecture approach.
Similar to the ResNet-50 based direct regression, the U-Net network was trained
on uncropped images i.e., the full resolution of 1920 × 1200 training dataset im-
ages. They were resized to 224 × 224. The network was trained over 40 epochs.
The performance of this detection-based approach was much better than the dir-
ect regression even though they were both trained on the full image sizes and over
the same training epochs. The results for this approach will be presented and












2 × 2 Transposed Convolution




Figure 16: U-Net Architecture for Heatmap-based Approach.
4.3.3 Approach 3: Detection-based Method on Cropped Image
The main focus of this paper is on the inference for the CNN part of CNN-based
pose estimation methods, as introduced in Figure 11. To achieve high accuracy in
pose estimates, a corresponding high accuracy in landmark detection is required.
Hence, in this approach, a framework for achieving high accuracy in keypoint de-
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tection is presented. The performance of the keypoint detection is greatly increased
by rst detecting the spacecraft within the image. The spacecfraft within the im-
age is rst detected, as shown in Figure 17. The image is then cropped around the
detected box and the keypoint detection network is run on this bounded/cropped
image. This approach greatly increases the accuracy of the keypoint detection
when compared to the preceding two approaches.





Figure 17: Detection, Cropping and Keypoint Localization Flow.
YOLOv3
The YOLOv3 network is trained for the spacecraft detection phase. The choice
of this network is due to its robust and eective performance in many real-time
object detection applications [75]. It detects the spacecraft with a single forward
pass through the network, hence its fast and ecient. This is very amenable to
FPGA implementation and it is supported by Xilinx DPU IP core. The network
is trained on a single class, named ‘satellite′, since we are only detecting the
satellite object within the image. It is trained with the default 9 anchor boxes.
The input images are of size 1920 × 1200. YOLOv3 resizes them to 416 × 416,
detects the object and outputs the bounding box coordinates with the original
size as the reference. The images in Figure 18 show performance of the YOLOv3
network in detecting the spacecraft. Though the condence level is not critical in
this application, it shows that the network can detect the spacecraft in varying




Figure 18: Spacecraft Detection and Bounding with YOLOv3.
Once the spacecraft has been detected and the bounding box coordinates obtained,
the image is cropped along the bounding box and fed into the keypoint detection
network. This `zooming in' of the image greatly improves the performance of
the keypoint detection algorithms, which, in turn, will improve the pose estima-
tion accuracy. Table 7 shows the ground truth bounding boxes coordinates with
the corresponding Yolo-detected bounding boxes. After the spacecraft detection,
the images are cropped along the bounding box coordinates and then fed into the
keypoint localization network.
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Table 7: YOLOv3 Performance in Spacecraft Detection and Bounding.
Images
(1920×1200)
Ground Truth Coordinates YOLO-Detected Coordinates Normalized Absolute Errors
Top-Left Bottom-Right Top-Left Bottom-Right Top-Left Bottom-Right
Im7547 817, 476 996, 843 802, 451 1000, 828 0.008, 0.021 0.002, 0.013
Im8575 799, 643 1050, 1064 796, 663 1053, 1053 0.002, 0.017 0.002, 0.009
Im10028 833, 518 1000, 635 899, 512 984, 635 0.034, 0.005 0.008, 0.000
Im10235 809, 497 951, 627 809, 493 948, 623 0.000, 0.003 0.002, 0.003
Im12887 813, 476 1081, 673 798, 483 1082, 665 0.008, 0.006 0.001, 0.007
Im14016 720, 195 1137, 576 712, 198 1153, 585 0.004, 0.003 0.008, 0.008
U-Net
The U-Net model presented in Section 4.3.2 is also utilized in this section. The model
utilizes downsampling and upsampling. In down-sampling, the architecture fol-
lows a contracting path that captures context. Upsampling is symmetrical to the
downsampling path and it is an expanding path that enables precise localization.
With the output being heatmaps that rely on pixel localization, the output res-
olution needs to be high enough to enable accurate localization. Upsampling op-
erators increase the output resolution, leading to greater accuracy in localization.
The network is light and fast, making it suitable for onboard FPGA inferencing.
The image input is a cropped image that contains the spacecraft body as detected
by the YOLO network in the preceding Section 4.3.3. The image is resized to 128
× 128 and fed into the U-Net model. This input size will determine the output
dimensions. A large input size results in a corresponding high output resolution
which leads to higher memory requirements during training. Hence, a compromise
between the resolution and memory budget is required. The output resolution
(and input image size) is chosen to be 128. The network is trained over 40 epochs
in batches of 16 on Google Colab.
4.3.3.1 ResNet34 - U-Net Model The performance in keypoint localiza-
tion can further be improved by a slightly modied decoder-encoder architecture.
In this section, a ResNet34 - U-Net model is explored. The encoder (downsample)
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part of the network is implemented as ResNet-34. The decoder (upsample) is im-
plemented as the U-Net upsample part. The skip connections from the ResNet-34
are picked at the layers, as shown in Table 8.
Table 8: ResNet34 - U-Net Skip Connections.
Skip Connection Layer Dimensions
1 5 64 × 64 × 64
2 37 32 × 32 × 64
3 74 16 × 16 × 128
4 129 8 × 8 × 256
Base/nal 157 4 × 4 × 512
This model architecture has the highest accuracy performance, hence was picked
for the onboard inference implementation. A key aspect in the choice of this net-
work, in addition to its accuracy performance, is that its layers and operations are







































Upsampling Block 5 Convolution Convolution
Conv (3 × 3)
Conv (1 × 1)
ResNet-34
Figure 19: ResNet34 - U-Net Architecture.
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5 FPGA Custom-based Inference
This approach is aimed to implement an inference design from the basic FPGA
fabric resources. A 3-layer MLP network is implemented for inference. This is due
to its relative simplicity compared to a convolutional neural network. The idea
was that once an MLP inference design is successfully implemented, it would be
easier to implement a CNN design following the same steps. Also, some onboard
spacecraft operations can benet from an MLP network. In this approach, the
Kintex- 7 KC705 Evaluation board in Figure 2 is used as the target platform.
Methodology Goal
This design approach aims at a modularized and parameterized implementation
of MLP networks on FPGA. Through this approach, networks of dierent sizes,
types, activation functions and other constraints can easily be implemented on
FPGA without consuming much time on HDL coding. This implementation also
decouples the underlying FPGA architecture by not directly using any of the
vendors' specic IP cores. This allows for a cross-FPGA platform implementation
by using inferencing that leaves it to the synthesizing tool of each vendor to decide
the appropriate IP cores for the network. This design framework is tested on two
dierent applications: a simple data classication and MNIST dataset.
The objective of this framework is design of a modularized network that allows
easy modications without time-consuming and complex changes in the HDL
code. This modularized design also allows for exible activation function imple-
mentations, hence various activation function implementations and combinations
between layers can be easily explored. This is because the activation function is
decoupled from the layers as a standalone module. The various components of the
network i.e. layers, neurons and activation function are implemented as standalone
modules that are then linked together by a control module.
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5.1 Training and Inference Simulation in MATLAB and
Simulink
The data used for this 3-layer MLP was based on MNIST dataset. MATLAB was
used for the training of the network. This step gives the weights to be used in the
inference phase. The MATLAB scripts used for the training phase have included
in the appendix of this thesis. Once the network has been trained and weights
obtained, the network can be processed for inference. For hardware inference,
there are several considerations to be made. The key factors that need to be
addressed are:
 Weights storage
 Fixed-point vs oating-point data representation
 Ecient hardware implementation of the activation function (sigmoid)
To aid in addressing the above issues, Simulink was used. After the training
and generation of weights in MATLAB, they were converted from oating point
to xed point. The network was then implemented in Simulink. The activation
function was also implemented at the gate level as would be in the FPGA itself.
Hence Simulink was used to model, simulate and evaluate the xed-point net-
work before porting to the FPGA. This modeling gives a visual implementation of
the network to help in the HDL implementation at the hardware implementation
level. Figure 20 and Figure 21 shows the oating point and xed point simulation,
respectively, in simulink.
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Floating Point Network Simulation on Simulink
Figure 20: Floating Point Simulation in Simulink
Fixed Point Network Simulation on Simulink
Figure 21: Fixed Point Simulation in Simulink
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5.2 Preparation for Hardware Inference
5.2.1 Activation Function Hardware Implementation
The sigmoid function presented in Equation (5) was used as the activation function
in the MLP network. The activation function at inference needs to be same as the
one used in the feedforward implementation. However, implementing the function
directly on the FPGA is area and resource expensive. This is due to the division
and exponentiation requirements. Two of the main methodologies of implementing
such functions are:
 Piece-wise Linear Approximation
 Look-up Table (LUT)
The LUT approach is memory intensive as the LUTs form the basic memory logic in
the FPGA fabric. Hence the piecewise linear approximation was used. In [76], it is
implemented as a piecewise linear approximation of a nonlinear function (PLAN).
This approach directly maps the input,x, to the output, y using digital gates. The
PLAN sigmoid approximation compared to exact sigmoid implementation is shown
in Figure 22.
Figure 22: PLAN vs Floating-point Sigmoid Implementation
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A similar approach has been used in [77] where it is implemented using digital
gates for an entirely combinational approximation, named SIG-sigmoid. Both of
these implementations have been tested in this paper since the network design
is highly modularized for easy adoption of hardware implementation of dierent
activation functions and/or dierent hardware implementations of a particular
activation function. The PLAN architecture is shown in Figure 23
Sigmoid Piecewise Implementation (PLAN)
Figure 23: PLAN Sigmoid Architecture
With the PLAN implementation, the sigmoid curve is linearly approximated using
5 straight lines. It eliminates the exponential term and oers a gate-level imple-
mentation. This implementation is simullated in Simulation as shown in Figure 24.
5.2.2 Fixed Point Representation
As presented earlier, inference on FPGA is computationally demanding. To reduce
the amount of FPGA resources and power consumption, xed-point data repres-
entations are preferred to oating points. More so, due to data normalization and
limited dynamic range of the weights, xed points are adequate for acceptable
accuracy of most machine learning algorithms. The common xed-point notation
used is Qm.n ; where m is bits for the integer portion and n is bits for the fractional
part. This notation requires that the number is 2's complement i.e. signed.
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Sigmoid Gate Level Implementation (PLAN) on Simulink
Magnitude Comparator
X to Y Transformation
Figure 24: PLAN Sigmoid Implementation in Simulink
Fixed-point representation is of the form shown in Figure 25
Figure 25: Fixed-point Representation
Using the above notation, total number of bits required to represent signed xed
point number is N = m+n+1. Examples of such representations are given below:
 Q3.6 - This is a 10-bit number; 3 bits are used for integer part, 6 bits are
used for fractional part and 1 bit used for sign representation.
 Q7.0 - This is an 8-bit Integer number; 7 bits are used for integer part, 0 bits
are used for fractional part and 1 bit used for sign representation.
 Q0.15 - This is a 16-bit Fractional number; 0 bits are used for integer part,
15 bits are used for fractional part and 1 bit used for sign representation.
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Key Concepts of Fixed Point Representation
Dynamic Range: This is the ratio between the largest number and the smallest
positive number that can be represented by the xed point number. It is only
dependent on the word length i.e. the total number of bits in the number. Hence




= 2N−1 − 1 (13)
Precision: Maximum number of non-zero bits that can be represented by a xed
point number. It is equal to the word length i.e. total bits in the number.
Resolution: This is the smallest non-zero magnitude that can be represented
by the xed point number. It is dependent on the fractional part such that:
Resolution = 2−n where n is number of bits representing fractional part.
Accuracy: This is a factor of the resolution and signies the maximum dierence
between a real value and its representation using the xed point. It is given as:
Accuracy = Resolution
2
Arithmetic Operations on Fixed-Point
Multiplication: In multiplication, the result is Na + Nb bits where Na and Nb
are the number of bits in the two numbers being multiplied. However, all these
bits in the result may not be desirable for further use in the machine learning
algorithm. Hence the result is often resized and the number of bits reduced.
Addition: Unlike in multiplication, the result in addition (substraction) requires
one additional bit compared to the largest input number. When two or more
numbers are added (subtracted), the total number of bits required in the nal
result is given by N = m + log2(x) where m is the width of the numbers being
added (assumed that the numbers are of the same width) and x is the number of
elements being summed.
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5.3 Hardware Inference Design
In Kintex-7 XC7K325T FPGA, the multiply and accumulate (MACC) core com-
putation of a neural network is eciently performed in the DSP48E1 slice. This
is a 25 x 18 two's complement multiplier with a 48 bit accumulator. This means
that the inputs and weights which are the inputs to MACC block should have
maximum data width of 25 x 18 bits interchangeably. Usage of shorter data width
will be benecial in other ways but will not reduce the number of DSP48E1 blocks
to be used. The xed point data width is parameterized consistently across all the
network modules to allow easy modication in data precision. However, low data
width may adversely compromise the network accuracy. It is shown statistically
in [78] that a feedforward operation requires a minimum precision of 8 bits.
The neural network is trained o-line on MATLAB. The weights obtained are in
double precision and are rst converted to xed point representation as presented
in the preceding section. The number of bits chosen will have an eect of the per-
formance of the network once synthesized on the FPGA. In this implementation,
the weight width chosen is 18 bits with 1 sign bit, 4 integer bits and 13 fractional
bits, that is Q4.13.
The trained network's weights are loaded into the FPGA BRAM; which in Xilinx
7 series FPGAs stores up to 36 Kbits of data and can be congured as either two
independent 18 Kb RAMs or one 36 Kb RAM. Therefore using 18 bits for the xed
point weights, the network can be designed for each BRAM to store a maximum
of 1K or 2K weights. In the parameterized network architecture, each layer has its
associated BRAM. This is quite eective for a MLP network that will rarely need
more than a thousand weights per layer. This implementation prioritizes node
parallelism which is achieved by all neurons in the same layer processing their
outputs simultaneously [76].
This, however, can be limited by the number of neurons in the layer and target
FPGA resources. Nevertheless, a 3 layer MLP with less than 400 neurons per layer
(hidden and output layers) can be fully implemented by this architecture for Xilinx
7 series FPGAs. Reading from the BRAM requires a clock edge and only a single
address (weight) can be read at a time for a simple dual port and two weights for a
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true dual port. Thus in order to achieve node parallelism where all the neurons in
the same layer access their weights simultaneously, a cache-kind of memory needs
to be implemented. Hence, each neuron has its weights cache that is implemented
as a FIFO register using distributed RAM instead of the dedicated BRAM. On
power up, the weights for each layer are stored in the FIFO to speed up the access
by the neurons during operation. On initialization, each neuron stores its relevant
weights. This is useful in that the neurons can process the MACC operations
simultaneously and provide their outputs concurrently during same clock cycle.
All the control is centralized at the layer level to save on resource utilization and
to make it independent of the size of the network. Hence fetching of data by each
neuron and its subsequent MACC operations are controlled by a single control
module for each layer. Addition of more neurons does not require any additional
control logic. The neurons have been designed to utilize a single DSP48E1 block
per neuron and a single FIFO register as a cache for the stored weights. Thus
every addition of a neuron requires one more DSP block and FIFO register which
is implemented using look up tables (LUTs) of the FPGA fabric. The number of
LUTs required is dependent on the number of weights for a particular neuron. For
example, a 3 layer digit classication network with 400 inputs,25 neurons in the
hidden layer and 10 output neurons requires 35 DSP48E1 blocks. The controller
is implemented as a Finite State Machine (FSM). The 3-layer MLP network and
the FSM controller are shown in Fig. 26.
Each layer has a FSM controller which eases modularization. FSMn+1 is activated
when the previous layer (n) completes its computations and its outputs are ready to
be fed into the next layer. FSMn+1 activates layern+1 and controls the operations
in this layer till all the MACC operations have been completed. It then sends a
signal to FSMn+2 to start layern+2 operations. The FIFO of layern+2 loads the
neuron outputs of layern+1. For the input layer, Neuron_En enables the neuron
operation after BRAM has nished loading the weights into cache after power up.
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Finite State Machine (FSM) Controller
3-Layer MLP Network
Full MLP Network Implementation
Figure 26: MLP Network Implementation and FSM Controller
For hidden layers, this is after the previous layer has signaled that it has nished
its operation and its neurons' outputs are available to be fed into the next layer.
Neuron_Stop signies that the neurons in current layer have nished their oper-
ations. This stops any further loading of weights and inputs and also stops any
further calculations in the DSP MACC.
Results of the calculation are maintained as the layers' outputs until a new round
of calculation begins. The latency stage is added to enable the neuron to hold the
correct result at its output for the next layer to read before it transitions back to
the initial stage. This output is available to the next layer after two clock cycles
hence the two latency stages. This latency is due to the MACC operation in the
DSP block in which the correct result is available after the third clock cycle once
the last inputs have been fed into the block.
The full network architecture is shown in Fig. 26. It is made up of three distinct
modules: hiddenlayer, outputlayerandsigmoidandmultiplexermodule. These are
shown in Fig. 27.
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Figure 27: Hidden & Output Layers and Sigmoid Module
Use of additional layers would only require replication of the hidden layer and
sigmoid modules. On power up, the weights are loaded from the BRAM into FIFOs
of the respective layers. However, only the hidden layer module is activated at this
point. Once all the neurons in the hidden layer have completed their operations,
the ag DataReady_LHid is set to high; consequently enabling the sigmoid and
output layer simultaneously through Enable_Start and PrevLDataReady ags
respectively. The output layer thus begins obtaining data from the sigmoid and
multiplexer block, and concurrently carrying out the MACC operations. Once all
the calculations are nished, the output layer will set its DataReady_LOut ag
high, which enables the sigmoid module and the nal ANN prediction results are
now available on the MUX_Output port for external application and use.
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6 FPGA IP-based Inference
The direct implementation approach presented in the custom-based ow is not
eective for deep learning architectures with many layers. The custom implement-
ation is time-consuming and prone to failure due to tight timing constraints in
FPGA fabric. Additionally, such an implementation is not scalable to dierent
network architectures since its highly customized. Hence a more optimized hard-
ware implementation was pursued based on Xilinx Deep Learning Processor Unit
(DPU), which is a recent IP introduced by Xilinx in 2018.
Methodology Goal
In this approach, the goal is to implement inference of the CNN part of the CNN-
based Pose Estimation algorithm developed in 4. The target device for this im-
plementation is the Xilinx Zynq UltraScale+ MPSoC. This family of devices in-
corporates both programmable logic (PL) and processing system (PS) on a single
chip. MPSoC implies presence of multiple (and heterogeneous) processors. These
chips include a real-time processing unit (RPU), which is a dual-core Arm Cortex-
R5F, and an application processing unit (APU), which is a dual- or quad-core
Arm Cortex-A53. The 64-bit APU enables high-level operating system support,
e.g., Linux. The Ultra96v2 board 3 is used as the evaluation board. It is a low
cost board that incorporates the Zynq MPSoC and other essential peripherals.
In a real space mission, the MPSoC device can be incorporated into a custom
PCB design that only utilizes the necessary peripherals. This would result in an
optimal implementation that meets the key aspect of this work: onboard inference
hardware that is small, low-power, and low-cost for satellite operations.

















Figure 28: IP-based Inference Flow
6.1 Xilinx DPU IP Core
The DPU is a Xilinx IP core for implementing FPGA-based inference accelerators
of deep learning architectures. It is a congurable computation engine that is op-
timized for convolutional neural networks. It is intended for implementation in the
programmable logic of Xilinx Zynq-7000 SoC and UltraScale+ MPSoC devices. It
requires devices with direct connections to a processing system. For its operation,
it requires an application processing unit that services interrupts from the DPU
core and coordinates data transfers between the DPU core and other peripherals.
It also needs access to memory locations, such as RAM for input images, tempor-
ary, and output data. The DPU core is made of processing elements (PE) that
consist of FPGA building blocks, such as multipliers, adders, and accumulators.
DPU IP can be congured for the optimized implementation of various CNN ar-
chitectures. Some of the user-congurable parameters are briey presented here.
The rst parameter is the number of DPU cores that can be instantiated in the
FPGA fabric. A maximum of three cores can be instantiated in a single DPU
IP. An increase in the number of cores results in increased consumption of PL
resources and power requirements. Another parameter for DPU customization is
the convolution architecture. The Xilinx IP oers eight architectures to choose
from. These are B512, B800, B1024, B1152, B1600, B2304, B3136, and B4096.
These architectures are based on the three dimensions of parallelism in the DPU
convolution architecture: pixel, input channel, and output channel parallelisms.
The naming convention comes from the peak operations per clock for each of the
architecture congurations. For example, B512 oers 4, 8 and 8 pipelines for pixel,
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input channel and output channel parallelism respectively and this results in 512
peak operations per clock.
The DPU architecture and its conguration menu in Vivado is shown in Fig. 29.
DPU Architecture
DPU IP Configuration in Vivado
Figure 29: DPU Architecture
RAM usage is another parameter that can be congured to set the total amount
of on-chip memory that can be used in dierent DPU architectures. This on-chip
memory is for buering weights, bias, and intermediate network features. The
DPU IP also allows enabling or disabling of Softmax instantiation. Enabling Soft-
max will allow implementation in hardware resulting in fast inference but greater
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consumption of PL resources. Other parameters available for conguration include
ReLU type, AveragePool, Channel Augmentation and Depthwise Convolution.
6.2 Zynq MPSoC Hardware and Software Implementation
Hardware design is implemented in Xilinx Vivado IDE. The DPU IP is instantiated
in appropriate congurations in order to meet the ResNet34 - U-Net network
architecture that was presented in 4. In addition to the DPU IP, other IPs, such
as Zynq MPSoC, Processor System, ClockWizard, and others, are also instantiated
to meet the hardware requirements for a fully operational device. Vivado enables
the instantiation of IPs in the PL part of the device. The PS part is accessed from
the software development side/phase. Figure 30 shows the block design in Vivado.
Figure 30: Hardware Block Design in Vivado.
The hardware design is synthesized and implemented. A bitstream le is generated
and the hardware design is exported to be used as the base hardware upon which
the software is built. Data between the PS and PL regions is exchanged via the
PS-PL interface, which is AXI4-based. In a real system, the input data would be
obtained from a camera. However, in this implementation, the images are stored
in an SD card, from which the PS accesses via the linux le system and then inputs
84
them to the DPU during inference. The PS has other input/output peripherals,
such as USB, UART, DisplayPort, etc., which enable data input and visualization
on external displays. These interfaces are also exposed by the Ultra96v2 board.
Yocto/Petalinux is used to generate a custom Linux image that incorporates the
deep learning aspect of the project. Xilinx DNNDK tool, which is required to de-
ploy neural networks on the DPU, is incorporated as a package in the Yocto ow.
DNNDK is a full stack deep learning tool-chain for inference with the DPU and
it is composed of the following components: Deep Compression Tool (DECENT),
Deep Neural Network Compiler (DNNC), Neural Network Runtime (N2 Cube)
and DPU Proler. The DPU instructions which are closely tied to the DPU archi-
tecture, target Neural Network and the AXI data width are generated oine using
DNNC. This results in an Executable Linker File (ELF), which is then compiled
together with other custom C/C++ program instructions that control other tasks
of the deep learning algorithm, such as loading of images, visualization, and other
pre-processing tasks. The CPU and DPU elf les are then compiled into a single
le that is loaded into the MPSoC. Figure 31 shows the ow for hardware, Linux
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Figure 31: Hardware and Software Implementation Flow for MPSoC Inference.
6.2.1 ResNet34 - U-Net Architecture Inference Implementation
Network Freezing
The rst step in preparing the trained network for inference is to freeze it after
training. During training, a model stores not only the trainable weights, but also
metadata essential in the training phase. However, for inference, this metadata
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is not required. Hence, freezing the network achieves two main objectives: the
weights are `frozen' i.e., made untrainable and metadata not required for inference
is removed. This results in a light-weight model graph that is ecient for inference.
Network Quantization
The frozen weights and graph variables are in a oating point. Many deep learn-
ing models have tens of millions of weights and, thus, oating-point representation
results in huge data size. For inferencing, especially on edge devices such as FP-
GAs, there is limited memory for weights and data storage. The weights can be
converted to lower precision and xed-point representation such as 4-bit, 8-bit, or
16-bit integer representation. This greatly reduces the size of the data and overall
model size, with little degradation in the model accuracy. Xilinx utilizes INT8
and INT4 optimization in its DSP48E2 slices for deep learning operations in the
DPU. Quantization improves on memory bandwidth and power eciency.
Xilinx provides the decent_q tool for quantization purposes. It takes the frozen
graph as input. The key parameters for decent_q are the input and output nodes,
input shape and the pre-processing input function. It also requires a few images
for calibrating the quantized network. A deploy model is generated after successful
calibration. In the deploy model, the upsample layers are implemented by Xilinx's
custom DeephiResize layers. The rest of the layers, have similar implementation
to the frozen Tensorow models.This is ready for the next phase of compiling
i.e., generating the executable linker les.
Network Compilation
After quantization, the network is compiled for deployment to the hardware (DPU).
The Deep Neural Network Compiler (DNNC) is used in order to generate ELF les
and kernel information for deployment. The information gives a summary of the
layers and operations that have been compiled for DPU and the operations that
need to be deployed on the CPU side. Operations, such as softmax, sigmoid, and
average pooling, are best suited for CPU deployment; hence, DNNC does not com-
pile them into the ELF les. Figure 32 shows the deploy model that is generated





Figure 32: Deployment Model (from quantization stage) and Compiled Network
Summary by DNNC.
Network Deployment
The hardware and software ow that is presented in Section 6.2 and Figure 31
is followed for the deployment to the MPSoC device. There are mainly two ap-
proaches for deployment to the FPGA board. One is to use the DNNDK tools
directly in the Xilinx SDK by incorporating the DPU ELF le into a C/C++ ap-
plication. The other is to use the Vitis-AI ow that greatly eases the deployment
process. The latter has support for both Python scripts and C++ applications
for the CPU side. The use of Petalinux on the CPU side also enhances the in-
tegration between the CPU and DPU architectures. Vitis-AI provides Python and
C++ APIs, at both the high-level and low-level. The latter enables closer ma-
nipulation of the DPU engine. This includes DPU kernel and task creation and
destruction; the manipulation of DPU input and output tensors; and, the deploy-
ment of DPU un-supported operations to the CPU side. These APIs also enable
implementation of pre-processing of input data and post-processing output data
for the DPU. The sigmoid part of the network is implemented on the CPU side
in a Python script. The output has 11 channels representing the heatmaps for




7.1 Results of Keypoints Localization in CNN-based Space-
craft Pose Estimation
7.1.1 Approach 1: Regression-based Method
As presented in 4.3.1, the ResNet50 network was used for direct regression on the
full image resolution. The original image sizes of 1920 × 1200 were directly resized
to 224 × 224. Figure 33 shows the performance of the network after 40 epochs.
The network has to localize the spacecraft within the image and learn the spatial
coordinates of the spacecraft keypoints. As expected, the performance is poor due
to the small size of the spacecraft in comparison to image size. As earlier noted,
the performance could be improved by more training and use of more data. Nev-
ertheless, from literature review, the performance of regression-based approaches
would still be poor. Hence, this approach was not developed further.
Figure 33: Direct Regression Performance after 40 Epochs Training.
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7.1.2 Approach 2: Detection-based Method on Full Image
U-Net architecture is used in this detection-based approach. The output of the net-
work model is a heatmap from which the coordinates of the keypoint are obtained.
Similar to approach 1, the original images were resized to 224 × 224. Figure 34
shows the U-Net model performance on the uncropped images. Though the per-
formance is still poor, it is signicantly better than the ResNet50 based direct
regression. Its keypoint detection RMS Error is averagely two times less than the
one based on ResNet50.
Keypoints













Figure 34: U-Net Model Keypoint Detection Performance on Full Images.
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7.1.3 Approach 3: Detection-based on Cropped Image
7.1.3.1 U-Net Results
From the previous approaches, it is noted that the small size of the spacecraft
within the image makes it dicult to predict the keypoints. In this 3rd approach,
the images are rst cropped by use of the YOLOv3 algorithm to detect the space-
craft within the image. After cropping, the images are resized to 128 × 128 and
fed into the U-Net model. The network is trained over 40 epochs in batches of
16 on Google Colab. Images in Figure 35 show the performance of the U-Net
model in keypoint localization on cropped images. This performance on cropped
images is greatly superior to the same model's performance on uncropped images,
as previously presented in Figure 34.













Mean RMS Error (50 Images): 2.6371
Figure 35: U-Net Model Keypoint Detection Performance on Cropped Images.
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7.1.3.2 ResNet34 - U-Net Results
This decoder-encoder model has a relatively better performance compared to the
U-Net model. Since it had the highest accuracy performance, it was picked for the
onboard inference implementation. Its performance is presented in Figure 36.
Keypoints












Mean RMS Error (50 Images): 1.9814
Figure 36: Performance of ResNet34 - U-Net on Keypoint Localization.
From the preceding observations, the ResNet34  U-Net model was chosen for the
onboard inference implementation. Table 9 shows performance summary of the
models that were investigated in this work.
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Direct Regression on Full Image ResNet-50 64.5214
Detection (Heatmap) on Full Image U-Net 26.1183
Spacecraft Detection, Cropping &
Heatmap-based Detection
U-Net 2.6371





7.2 Results of FPGA Custom-based Inference
Though the main objective of this design was exibility, modularity and paramet-
erization, the network was tested both for accuracy and modularity. Two networks
were implemented; one with 2 inputs, 10 hidden layer neurons and 4 output neur-
ons and another targeting the MNIST dataset with 400 inputs, 25 hidden layer
neurons and 10 output neurons. The same network topology and architecture is
easily adoptable for dierent network sizes as long as the maximum DSP blocks
and LUTs for the targeted FPGA are not exceeded. The modularized design allows
seamless integration of dierent activation functions. It also allows combination
of dierent implementations of the sigmoid per layer if necessary. Two gate-level
sigmoid implementations were tested. These are the PLAN (H.Amin) [76] and
SIG sigmoid (Tommiska) [77].
The performance of the MLP network on the MNIST dataset is shown in Fig.
37.The values circled in yellow show the current digit that is being predicted. The
output layer has ten neurons with their values between 0 to 1 since they are sigmoid
outputs. The data representation is 18 bit xed point, but in the simulation the
data is assumed to be 18 bit signed decimal. The predicted digit is the one with
the highest value in the Final_ANN_Output row. The number of clock cycles
required by the network to process all the outputs is dependent on the number of
neurons in each layer. This is because the output of one layer is pushed into the
FIFO of next layer serially, i.e, single neuron output per clock cycle. The gure
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also shows the results obtained with dierent activation function combinations for
the 3-layer MLP network. Recognition of 20 digits was conducted, i.e. 2 samples
for every digit [0 to 9]. Each digit is a 20 by 20 grid of pixels which is unrolled
into a 400-dimensional vector.
Figure 37: MLP Network Performance Simulation
From the preceding results, it is shown that combination of dierent implementa-
tions can help increase the accuracy of the network if one implementation results
in poor accuracy. The FPGA resource utilization after synthesis (before optimiza-
tion) for the modularized and parameterized MLP network is as shown in Table 10.
This is the full network implementation including the activation function, control
logic, processing elements and weights storage.
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DSP Block DSP48E1 (%) 35 (5.83) 35 (5.83) 35 (5.83) 35 (5.83)
Block RAM
RAMB36E1 17 17 17 17
RAMB18E1 27 27 27 27
Total (%) 30.5 (9.38) 30.5 (9.38) 30.5 (9.38) 30.5 (9.38)
Slice LUTs
Logic 26198 26196 26190 26204
Distr. RAM 120 120 120 120
Total (%) 26318 (25.95) 26316 (25.95) 26310 (25.95) 26324 (25.96)
Slice Registers
Flip Flops 11853 11826 11852 11827
Latch 513 498 513 498
Total (%) 12366 (6.10) 12324 (6.08) 12365 (6.10) 12325 (6.08)
7.3 Results of FPGA IP-based Inference
The ResNet34-Unet model implemented in 4 had the highest accuracy as presented
in 9. This network was implemented on the FPGA for onboard inference. In this
nal result section, the performance of the Ultra96v2-based inference and that of
a PC-based inference is presented. The keypoint coordinates that were obtained
from the onboard-inference were superimposed on those from the PC-inference.
100 test images were used for the inference testing phase. Figure 38 shows these
results.
Table 11 presents the performance of the FPGA-based (8-bit quantized) inference
as compared to PC-based (oat) inference. It is shown that, although the inference
on the MPSoC device is implemented with 8-bit quantization, there is no signi-
cant loss of accuracy from the PC-based implementation that uses 32-bit oats,
with an average keypoint detection RMS error dierence of less than 0.55. Hence,
the hybrid Zynq MPSoC device is a viable candidate for implementing onboard











PC-based Inference FPGA-based InferenceGround Truth Keypoints
Figure 38: Performance of FPGA/MPSoC Inference vs. PC-based Inference.







Average (100 Images) 1.382 1.913
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In addition to network RMS error performance, another key factor for consider-
ation is the resource utilization of the FPGA fabric. The DPU is optimized for
deep learning inference; hence, deep networks can be implemented on it without
excessive resources. DPU resource utilization is dependent on its conguration
parameters. The IP can be congured up to three cores. However, the target
MPSoC device on the Ultra96v2 board is not sucient for accommodating the
corresponding high resource utilization. Only one core of the DPU was implemen-
ted in this work. Table 12 shows the resource utilization for dierent congurations
of the DPU-based implementation.









BRAM 163.5 145 105.5
DSP Block 312 212 218
Slice LUTs 40,522 34,539 34,101
Flip Flops 61,595 49,451 49,519
Power consumption is another key factor to consider for onboard inference in
space applications. Table 13 shows the on-chip power consumption estimates for
dierent DPU congurations as estimated using the Report Power tool in Vivado
IDE. This is an estimate of the total on-chip power consumed internally within
the MPSoC device. It does not include power consumed by other o-chip devices
and peripherals on the Ultra96v2 board. Figure 39 shows the evaluation board
power consumption with no inference and during inference. It can be seen that
the board consumes about 6.84 W when no inference job is running and about
8.16 W during inference. Hence, it can be concluded that the inference task
consumes approximately 1.32 W. However, in a real mission, the MPSoC chip will
be incorporated on a custom PCB with only the necessary peripherals as opposed
to the full-blown circuit on the evaluation board used in this work. Therefore, the
power consumption for such a custom board will be signicantly less than that of
the Ultra96v2 evaluation board.
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Table 13: On-chip Power Consumption Estimates on Vivado IDE
Conguration On-Chip Power (W)
B1600, 1 Core, High RAM Usage 3.9
B1152, 1 Core, High RAM Usage 3.3
B1024, 1 Core, Low RAM Usage 3.4
Figure 39: Power Consumption of Ultra96v2 Evaluation Board Outside and Dur-
ing Inference.
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8 Discussion & Conclusions
This thesis work has presented various key areas pertaining to articial intelligence
for spacecraft autonomous operations. A comprehensive litertaure review on vari-
ous machine and deep learning applications in the space eld, especially onboard
spacecraft, has been presented. In this thesis, the focus has been on FPGAs as a
platform for onboard inference. In the rst approach, a custom-based inference ar-
chitecture was pursued. An MLP network that is modularized and parameterized
was implemneted with the Kintex-7 FPGA as the target pltform. Such an archite-
cure ANN is suitable for applications that can benet from articial intelligence
but don't require the complexity and size of deep convolutional neural networks
and other recent deep learning architectures. Thus the exible modularized archi-
tecture presented here is ecient in adopting to dierent network sizes without
much changes in the overall design.
In the second approach, IP-based, implementation of an FPGA-based onboard in-
ferencing of CNN-based spacecraft pose estimation is presented. The focus of this
approach is in accelerating the CNN part of such a pose estimation ow i.e., the
landmark/keypoint localization for the 3D spacecraft structure. Once the land-
marks have been localized, the rest of the pose estimation ow can be performed on
the CPU part. Previous studies have focused on general PC-based implementation
without exploring how such algorithms can be adapted to real-case applications.
In this implementation, the Zynq MPSoC has been proposed as a suitable device
for realizing onboard inference. A complete ow for such an implementation has
been presented in this paper, beginning from network training, freezing, quantiz-
ation, compilation, and, eventually, deployment to the board.
Direct regression and detection-based landmark localization were investigated.
The former had poor performance when compared to the latter. Encoder-decoder
model architectures were found to have better landmark localization performance.
Of these, the ResNet34-U-Net model was found to have higher accuracy than a
pure U-Net model. The performance was greatly enhanced by rst detecting the
spacecraft within the image. YOLOv3 was used for this detection and the image
was cropped along the bounding box. The landmark localization network was then
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fed the cropped image as input. This approach was found to have superior accur-
acy with an average RMS error of 1.7896 as compared to the uncropped approach
performance of an average RMS error of 26.4587.
Xilinx UltraScale+ MPSoC was used as the target device. Its average on-chip
power consumption of 3.5 W is low enough for power-limited spacecrafts and
satellites. It should be noted that the evaluation board used in this work contains
numerous extra peripherals and components that add to the overall power con-
sumption. A custom design utilizing the MPSoC chip and o-chip memory would
be suitable for a real space mission. Vivado was used for the hardware design
i.e., programmable logic design. DPU IP core was utilized in order to implement
the inference engine.It is congurable for various network types and supports most
of the operations in typical CNN architectures. This is very convenient for adapting
it to dierent spacecraft operations and not only pose estimation. It is shown that
the onboard implementation accuracy is comparable to the PC-based inference,
with an average RMS error dierence of 0.531.
This work can further be developed in order to achieve an end-to-end FPGA-
based spacecraft pose estimation. This will include interfacing to a real-time cam-
era and performing the CPU-based algorithms for the nal pose estimation tasks.
The current implementation runs the two networks, YOLOv3 and ResNet34-U-
Net, as standalone. The cropped images from the detection phase are stored in
memory from which the DPU reads and runs them through the landmark localiz-
ation phase. In an end-to-end implementation, these two phases would be coupled
together. The inference time would be accurately measured in such an end-to-end
implementation and it is estimated to be in tens of milliseconds that is consistent
with other applications that have used Xilinx DPU in their designs.
Further, dierent inference engines for FPGA-based designs can be investigated.
The DPU inference engine used in this work is a vendor IP, hence not portable
to FPGAs from other vendors/manufacturers. Hence a more generic engine is
desirable so that one is not locked into specic vendors. Moreso, investigation of
better performance of other inference engines can be carried out. Another key
area that can be studied further in this line of research is on the training data.
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The ESA SPEED dataset was used for the CNN-based pose estimation problem.
It would be desirable to investigate other datasets available for similar problems.
This will help in studying the scalability of the developed methods and algorithms
to spacecrafts of dierent models and images of varying quality.
The eld of articial intelligence is a fast-paced one. Hence, there will be new and
more ecient hardware that can be utilized in onboard space applications. More
so, Space 2.0 heralds new possibilities and applications in space. This could be
in onboard AI for autonomous space exploration. Planetary and asteroid rovers
would use AI to explore, map, and navigate terrain to avoid hazards, pick-up
objects, and collect and analyze samples. On-orbit operations such as servicing,
assembly and debris removal would also utilize robotic systems. These would also
require signicant increase in image processing, autonomous navigation, reading
telemetry data from sensors, and controlling actuators. All of this information will
have to be processed in real-time to enable remote space exploration. Hence the
need for ecient hardware suitable for onboard inference in such applications will
be a critical component in the future of space exploration.
Such hardware will inherently need to be computationally powerful with low power
consumption. This would facilitate onboard inference for various spacecraft ap-
plications.Hybrid SoCs and FPGAs will play a dominant role in this area due to
their inherent parallelism which is critical in deep neural networks inference. For
space applications, such hardware would also need to be radiation hardened or tol-
erant. Towards this, in May 2020 Xilinx unveiled the Radiation Tolerant Kintex
UltraScale FPGA targeting high throughput and bandwidth applications. Among
its highlighted targeted applications is high performance edge inference in space.
This underpins the importance of ecient hardware for onboard inference in future
space applications that will increasingly employ autonomy and AI operations.
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A. FPGA Verilog MLP Inference
Neural_Network.v






6 // Create Date: 05/21/2018 05:11:55 PM
7 // Design Name:
8 // Module Name: Neural_Network
9 //
////////////////////////////////////////////////////////////////////////////////
10 // No_initial_Inputs should contain both the inputs and the Bias
input of one
11
12 module Neural_Network #( parameter data_Width = 18, Frac=13,
addr_Width = 14, depth= 11000, No_initial_Inputs =401,
No_Neurons_HiddenLayerOne =25, No_Neurons_HiddenLayerTwo =10,
No_Neurons_OutputLayer =4) (
13 input clock ,rdFiFo ,rdFiFoOutLyr ,
14 input resetOrig ,
15 output signed [data_Width -1:0] MUX_output_Small ,
LyrTwoFIFOInputData ,Final_ANN_Output ,
16 output signed [data_Width -1:0] Neur_L1_One ,Neur_L1_Two ,
Neur_L1_Three ,Neur_L1_Four ,Neur_L1_Five ,//The aligned PE output
to be fed into next layer
17 output signed [data_Width -1:0] Neur_L1_Six ,Neur_L1_Seven ,
Neur_L1_Eight ,Neur_L1_Nine ,Neur_L1_Ten ,
18 output signed [data_Width -1:0] Neur_L2_One ,Neur_L2_Two ,
Neur_L2_Three ,Neur_L2_Four ,Neur_L2_Five ,//same length as the
inputs ie fixed point 18 bits
19 output signed [data_Width -1:0] Neur_L2_Six ,Neur_L2_Seven ,
Neur_L2_Eight ,Neur_L2_Nine ,Neur_L2_Ten ,//same length as the
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23 // Internal Variables
24 wire dataReadyLayerOne;
25 wire dataReadyFinal ,dataReadyHidden ,enableFIFO_OutLyr ,
LyrTwoOperStart;
26
27 wire signed [data_Width -1:0] Neur_L1_Eleven ,Neur_L1_Twelve ,
Neur_L1_Thirteen ,Neur_L1_Fourteen ,Neur_L1_Fifteen;
28 wire signed [data_Width -1:0] Neur_L1_Sixteen ,Neur_L1_Seventeen ,
Neur_L1_Eighteen ,Neur_L1_Nineteen ,Neur_L1_Twenty;
29 wire signed [data_Width -1:0] Neur_L1_TwentyOne ,
Neur_L1_TwentyTwo ,Neur_L1_TwentyThree ,Neur_L1_TwentyFour ,
Neur_L1_TwentyFive;
30
31 //Get the MUX output back to the 12 bit size to avoid overflow in
PE
32 //This already accomplished by fixed point PE
33 wire signed [data_Width -1:0] MUX_output;
34 assign MUX_output_Small=MUX_output;
35
36 // instantiate the Hidden Layer




40 .dataReadyLyrOne (dataReadyLayerOne),//The FSm has given
































70 // Instantiate the MUX
71 //This MUX is linking the 10 neurons in layer one to the 4
neurons in layer two
72 //The MUX will start loading data once the dataReady from previous
layer is received. This should be done concurrently
73 //with the FIFO starting to read off the MUX outputs
74 MUX # (No_Neurons_HiddenLayerOne , data_Width) myMUX( // Ensure
the Number of neurons in previous layer is correct
75 .clock (clock),
76 .StartTrsferNxtLyr (dataReadyLayerOne),// Layer One has
finshed operations hence start transferring the neurons '































106 // instantiate the Hidden Layer Two





110 .rdFiFo (rdFiFo),//Not used in the real
operation
111 .dataReadyPrevLayer (dataReadyLayerOne),
112 .MUX_Inputs (MUX_output_Small), // to evaluate













124 .LyrTwoFIFOInputData (LyrTwoFIFOInputData)// To evaluate
whether layer two is receiving correct data from the MUX (Layer
one outputs after sigmoi)
125 );
126
127 // instantiate the OutputMUX
128 OutputMUX_n_Sigmoid # (No_Neurons_HiddenLayerOne , data_Width)
myOutputMUX( // Ensure the Number of neurons in previous layer
is correct
129 .clock (clock),
130 .StartTrsferNxtLyr (dataReadyFinal),// Output Layer has
finshed operations hence pass the outputs to the sigmoid for
























6 // Create Date: 05/15/2018 02:05:00 PM
7 // Design Name:
8 // Module Name: BRAM_N_Controller





13 module BRAM_N_Controller #( parameter data_Width = 12, addr_Width =
14, depth= 11000, No_Neurons_PreviousLayer =3,
Num_of_Neurons_CurrentLayer =3) (
14 input clock ,
15 input reset ,BRAM_Enable ,
16 output reg [addr_Width :0] CountVal ,CounterInputs ,// worst case
scenario should be hardcoded
17 output reg signed [data_Width -1:0] dataOut ,dataInputOut ,
18 output reg WeightsLoaded
19 );
20 // Internal variables
21 reg signed [data_Width -1:0] Inputs_PrevLayer [0:
No_Neurons_PreviousLayer ];//The column of inputs from the
previous layer
22 //This is for the
input layer whose inputs are the input and the bias input at
index 0
23 reg [addr_Width :0] max_count= No_Neurons_PreviousLayer*
Num_of_Neurons_CurrentLayer + 1;
24 // reg [addr_Width :0] max_count= (No_Neurons_PreviousLayer +1)*
Num_of_Neurons_CurrentLayer + 1;// add one to accomodate the
BIAs for each neuron
25 reg signed [data_Width -1:0] Input_data =0,
Inputs_PrevLayerData =0;//decoy for BRAM to force XST to infer
BRAM
26 // reg [addr_Width :0] CounterInputs;
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27
28 // Infer the RAM ie RAM modelling
29 reg signed [data_Width -1:0] RAM [0:depth -1];
30
31




35 // $readmemb (" sine_values.dat",RAM ,0,depth -1);
36 // $readmemb (" InputData.dat",Inputs_PrevLayer ,0,
No_Neurons_PreviousLayer);
37 $readmemb("MyWeightsOneFxdPointBinary.dat",RAM ,0,depth -1);//






42 always @ (posedge clock)
43 begin : Counter
44
45 if (reset) begin
46 CountVal <=0;
47 WeightsLoaded =0;//This is to disable the Neuron when an
original reset is issued again
48 //This is useful when processing another
example (M) in the ANN
49 //The neurons will be reset now and only
enabled when they have been loaded afresh with the weights in
BRAM
50 //This is necessary because the FiFo are
currently empty after processing the current Example (M)
51 end
52
53 else if (CountVal <max_count) begin
54
55 if (BRAM_Enable) begin // decoy for synthesis tool to use
BRAM but its still using Distributed RAM
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56 RAM [CountVal] <= Input_data;




61 dataOut <= RAM [CountVal ];





67 else if (CountVal >= max_count)//All weights for the current





72 //Load the inputs from BRAM to the FiFO. In the real
implementation this will be different
73 //This is just for the first layer ie hidden layer one
74 //For the other hidden layers , the inputs will be picked from
the MUX linking the two hidden layers
75 always @ (posedge clock) begin




80 else if (CounterInputs <= No_Neurons_PreviousLayer +1) begin
81
82 if (BRAM_Enable) begin // decoy for synthesis tool to
use BRAM but its still using Distributed RAM
83 Inputs_PrevLayer [CounterInputs] <=
Inputs_PrevLayerData;




88 dataInputOut <= Inputs_PrevLayer [CounterInputs ];
















6 // Create Date: 06/15/2018 11:49:00 PM
7 // Design Name:





12 module TommiskaSigmoid # (parameter dataWidth =9, data_WidthSig =18)(
13 input signed [dataWidth -1:0] inputData ,
14 output Z_One ,Z_Two ,Z_Three ,Z_Four ,signbit ,
15 output signed [dataWidth -1:0] sigOutMinusMUX ,Y_Complement ,
sigOutMUX ,//9 bits
16 output signed [dataWidth -1:0] Y_MUX_One ,Y_MUX_Final ,
17 output [17:0] sigmoidOutput
18 );
19
20 wire x_0 ,x_1 ,x_2 ,x_3 ,x_4 ,x_5; // x_0 is the LSB
21 wire p_1 ,p_2 ,p_3 ,p_4 ,p_5 ,p_6 ,p_7 ,p_8 ,p_9 ,p_10;
22 wire p_11 ,p_12 ,p_13 ,p_14 ,p_15 ,p_16 ,p_17 ,p_18 ,p_19 ,p_20;
23 wire p_21 ,p_22 ,p_23 ,p_24 ,p_25 ,p_26 ,p_27;
24 wire y_0 ,y_1 ,y_2 ,y_3 ,y_4 ,y_5 ,y_6;
25
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26 wire [6:0] sigOut; // 7 fractional bits
27 wire [6:0] sigOutMinus; //1-Y
28
29 // obtain the sign bit
30 assign signbit=inputData[dataWidth -1];
31
32 //Pad zeros to the 7 bits to make it 9 bits like the
SigmoidPLAN for easy integration to overall network and MUX
33 // These will be the inputs to the MUX
34 assign sigOutMUX [0] = 0;// no 4th fractional bit
35 assign sigOutMUX [1] = sigOut [0];
36 assign sigOutMUX [2] = sigOut [1];
37 assign sigOutMUX [3] = sigOut [2];
38 assign sigOutMUX [4] = sigOut [3];
39 assign sigOutMUX [5] = sigOut [4];
40 assign sigOutMUX [6] = sigOut [5];
41 assign sigOutMUX [7] = sigOut [6];
42 assign sigOutMUX [8] = 0; //No 4th integer bit
43
44 assign sigOutMinusMUX [0] = 0;// no 4th fractional bit
45 assign sigOutMinusMUX [1] = sigOutMinus [0];
46 assign sigOutMinusMUX [2] = sigOutMinus [1];
47 assign sigOutMinusMUX [3] = sigOutMinus [2];
48 assign sigOutMinusMUX [4] = sigOutMinus [3];
49 assign sigOutMinusMUX [5] = sigOutMinus [4];
50 assign sigOutMinusMUX [6] = sigOutMinus [5];
51 assign sigOutMinusMUX [7] = sigOutMinus [6];
52 assign sigOutMinusMUX [8] = 0; //No 4th integer bit
53 //The input is positive number with 7 bits: 1 sign bit , 3
integer bits and 3 fractional bits
54 //But the MSB ie the sign bit is not used.
55 // Y_MUX_One is 9 bits. Discard MSB ie the signbit and
Y_MUX_One [1] and pick the next 6 bits
56 assign x_0 = Y_MUX_One[dataWidth -8];
57 assign x_1 = Y_MUX_One[dataWidth -7];
58 assign x_2 = Y_MUX_One[dataWidth -6];
59 assign x_3 = Y_MUX_One[dataWidth -5];
60 assign x_4 = Y_MUX_One[dataWidth -4];
61 assign x_5 = Y_MUX_One[dataWidth -3];
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62 // assign x_5 = Y_MUX_One[dataWidth -2]; // discard the MSB
integer bit
63 // assign x_6 = inputData[dataWidth -1]; // redundant sign bit
64
65 // Input
66 and g1 (p_1 ,x_2 ,x_5);
67 and g2 (p_2 ,x_5 ,x_4);
68 and g3 (p_3 ,x_5);
69 and g4 (p_4 ,x_5 ,x_3);
70 and g5 (p_5 ,x_4 ,!x_3 ,!x_2 ,!x_1 ,!x_0);
71 and g6 (p_6 ,!x_4 ,x_3 ,!x_2 ,!x_1 ,!x_0);
72 and g7 (p_7 ,!x_4 ,!x_3 ,x_2 ,x_1 ,!x_0);
73 and g8 (p_8 ,x_3 ,!x_2 ,x_1 ,!x_0);
74 and g9 (p_9 ,x_4 ,x_3 ,x_1 ,x_0);
75 and g10 (p_10 ,x_4 ,!x_3 ,x_1 ,x_0);
76 and g11 (p_11 ,x_4 ,x_2 ,x_1);
77 and g12 (p_12 ,!x_4 ,x_3 ,x_1 ,x_0);
78 and g13 (p_13 ,x_3 ,x_2 ,x_1);
79 and g14 (p_14 ,x_3 ,!x_1 ,x_0);
80 and g15 (p_15 ,x_4 ,x_2 ,x_0);
81 and g16 (p_16 ,x_4 ,!x_3 ,!x_2 ,x_1);
82 and g17 (p_17 ,!x_4 ,!x_3 ,!x_2 ,x_1);
83 and g18 (p_18 ,!x_4 ,x_3 ,x_2);
84 and g19 (p_19 ,x_4 ,x_3 ,x_2);
85 and g20 (p_20 ,x_3 ,x_2);
86 and g21 (p_21 ,!x_4 ,x_2 ,x_1 ,x_0);
87 and g22 (p_22 ,!x_4 ,x_2 ,!x_1 ,x_0);
88 and g23 (p_23 ,x_4 ,!x_3 ,x_2 ,!x_1);
89 and g24 (p_24 ,x_4 ,!x_2 ,!x_1 ,x_0);
90 and g25 (p_25 ,!x_4 ,!x_3 ,!x_2 ,x_0);
91 and g26 (p_26 ,x_4 ,x_3);
92 and g27 (p_27 ,x_4 ,x_3 ,!x_2 ,!x_0);
93
94 // output
95 // assign y_6 =1;
96 or g28 (y_5 ,p_3 ,p_5 ,p_8 ,p_10 ,p_11 ,p_12 ,p_13 ,p_14 ,p_15 ,p_16 ,
p_18 ,p_23 ,p_24 ,p_26);
97 or g30 (y_4 ,p_3 ,p_5 ,p_6 ,p_10 ,p_11 ,p_15 ,p_16 ,p_20 ,p_24 ,p_26);
98 or g31 (y_3 ,p_3 ,p_6 ,p_11 ,p_13 ,p_17 ,p_18 ,p_21 ,p_26);
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99 or g32 (y_2 ,p_3 ,p_6 ,p_7 ,p_9 ,p_12 ,p_13 ,p_16 ,p_19 ,p_23 ,p_25);
100 or g33 (y_1 ,p_3 ,p_6 ,p_7 ,p_8 ,p_12 ,p_21 ,p_22 ,p_23 ,p_24 ,p_27);
101 or g34 (y_0 ,p_1 ,p_2 ,p_4 ,p_5 ,p_7 ,p_8 ,p_10 ,p_13 ,p_14 ,p_15 ,p_18 ,
p_22);
102
103 // assign the output
104 assign sigOut [6] = 1; //MSB
105 assign sigOut [5] = y_5;
106 assign sigOut [4] = y_4;
107 assign sigOut [3] = y_3;
108 assign sigOut [2] = y_2;
109 assign sigOut [1] = y_1;
110 assign sigOut [0] = y_0;//LSB
111
112 Tommiska_2s_Complement # (dataWidth) mytwoComp(
113 .inputData (inputData),
114 .Yout (Y_Complement) //the 2's complement
115 );
116
117 Multiplexer_8bit # (dataWidth) myMUXOne (
118 .signbit (signbit),
119 .inputA (Y_Complement), //the 2's complement
120 .inputB (inputData), // original data




124 // Instantiate the subtractor for 1-Y






130 // Instantiate the Final MUX for the final output
131 Multiplexer_8bit # (dataWidth) myMUXFinal (
132 .signbit (signbit),
133 .inputA (sigOutMinusMUX), //1-Y for negative
numbers
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134 .inputB (sigOutMUX), //Y
135 .Ysel (Y_MUX_Final) //9 bit final output to feed
into the next layer
136 );
137
138 //The network neuron inputs are 18 bits: 1 sign , 4 integer and
13 fractional bits
139 //All the bits for Tommiska Sigmoid Output are 7 fractional bits
140 assign sigmoidOutput[data_WidthSig -1: data_WidthSig -5]=0; //sign
bit always 0 and all the 4 integer bits are 0
141 assign sigmoidOutput[data_WidthSig -6]= Y_MUX_Final [7]; //MSB
142 assign sigmoidOutput[data_WidthSig -7]= Y_MUX_Final [6];
143 assign sigmoidOutput[data_WidthSig -8]= Y_MUX_Final [5];
144 assign sigmoidOutput[data_WidthSig -9]= Y_MUX_Final [4];
145 assign sigmoidOutput[data_WidthSig -10]= Y_MUX_Final [3];
146 assign sigmoidOutput[data_WidthSig -11]= Y_MUX_Final [2];
147 assign sigmoidOutput[data_WidthSig -12]= Y_MUX_Final [1]; //LSB





B. Data Preparation & Preprocessing for Keypoints Localization
combine_dataframes.py
1 import numpy as np
2 import os




7 #df = pd.read_csv('image_index_AllFinal.txt ', index_col=False ,
quoting=csv.QUOTE_NONE)
8 #df = pd.read_csv('image_index_coord.txt ', index_col=False ,
quoting=csv.QUOTE_NONE)
9 #df = pd.read_csv('exp_kpt_indices.txt ', index_col=False ,
quoting=csv.QUOTE_NONE)
10 df = pd.read_csv('keypoints_coord_withIndices.csv', index_col=
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False , quoting=csv.QUOTE_NONE)
11 df.set_index('Indices ', inplace = True) #Make the indices as the
row index
12
13 #df_two = pd.read_csv('combineAll_samples.txt ', index_col=False)
#Image coordinates 12K images
14 #df_two = pd.read_csv('coord_extracted_headers.csv ', index_col=
False) #Image coordinates 12K images
15 df_two = pd.read_csv('image_coord_withIndices.csv', index_col=
False) #Image coordinates 12K images
16 df_two.set_index('Indices ', inplace = True)
17
18 #merge with both indices(python pandas index) true i.e. only
data with common indices will be preserved
19 #df_three = pd.merge(df, df_two , left_index = True , right_index
= True)
20 #df_three = pd.merge(df, df_two , left_index = True , right_index
= True)
21 df_three = pd.merge(df , df_two , left_index = True , right_index =
True)
22
23 #df_three.to_csv(r'keypoints_coord_withIndices.csv ', header=True
, sep = ',', index=None , quoting=csv.QUOTE_NONE)
24 #df_three.to_csv(r'exp_kpts_images.txt ', header=True , sep = ',',
index=None , quoting=csv.QUOTE_NONE)








2 import numpy as np
3 import pandas as pd
4
5 #input file
6 with open('coordinates_one.txt', 'r') as fin:
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7 newArray = np.zeros ((11 ,2)) #There are 11 keypoints with 2
points each i.e. x & y coord
8 data = []
9 image_scale = 224
10 x_factor = 1920./224
11 y_factor = 1200./224
12
13 for line in fin:
14 newDict = ast.literal_eval(line)
15 coord = newDict["joints"] #List of coordinates i.e. List if
Lists
16
17 #Lets scale the keypoints to match the scaled image size
18 for index , keypt in enumerate(coord):
19 newArray[index ][0] = keypt [0] / x_factor
20 newArray[index ][1] = keypt [1] / y_factor
21 '''
22 # Let's flatten the list
23 flattened = []
24 for sublist in coord:
25 for val in sublist:
26 flattened.append(val)
27 '''
28 #The above can be written succintly using list comprehension
29 #This is faster than the unraveled loop & it avoids the append
calls
30 #flattened = [val for sublist in coord for val in sublist]
31 flattened = [val for sublist in newArray for val in sublist]
32
33 #Instead of writing each line to disk , first accumulate data
in a python data structure e.g. array
34 data.append(flattened)
35
36 #Write the accumulated data to a dataframe
37 df = pd.DataFrame(data)





2 from scipy import ndimage , misc
3 from PIL import Image
4 from pylab import *
5 import numpy as np
6 import os




11 #path = "C:\\ Users \\cosma \\ Google Drive\\ Synced Folder_Academia
\\Post -Midterm \\ prepare_data_yolo \\ ResNet_and_Bounding \\ images"
12 path = "E:\\ DPU_downloads \\ networks \\speed \\ images \\ train\\
sample_12"
13 #fout= open(" imagearray.txt", "wt")
14 size = 224, 224
15 data = []
16 # iterate through the names of contents of the folder
17 for image_path in os.listdir(path):
18 input_path = os.path.join(path , image_path)
19 orig_im = Image.open(input_path)
20 resizedImage = orig_im.resize(size)
21 array_resized = array(resizedImage)
22 pix_val_list = list(resizedImage.getdata ())




27 df = pd.DataFrame(data)
28 df.to_csv(r'sample_12.txt', header=False , index=None , sep=' ',
mode='a')
29 print('Number of columns in df:')
30 print(len(df.columns))





36 # pil_img = image.load_img('images/img000001.jpg ', target_size
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=(1920 , 1200))
37 # x = image.img_to_array(pil_img)
38 #print('The length of this image is '+ str(len(x)))
39
40 if __name__ == '__main__ ':
41 main()
save_images.py
1 import cv2 as cv
2 import pandas as pd
3 import numpy as np
4 import os
5
6 train_dir = "train_Images"
7 df_train = pd.read_csv('Keypoints_Images.csv')
8
9 n_train = df_train['Images '].size
10
11 print(f"Number of Training Images: {n_train}")
12
13 def save_images(arr , name , dir):
14 for i, image in enumerate(arr):
15 image = np.fromstring(image , dtype=int , sep=' ')
16 image = np.reshape(image , newshape =(224, 224))
17
18 fullname = name + str(i) + ".png"
19
20 cv.imwrite(os.path.join(train_dir ,fullname), image)
21
22 train_arr = df_train['Images ']. tolist ()
23 save_images(train_arr , name="train", dir=train_dir)
scale_coordinates.py
1 import ast
2 import numpy as np
3
4 #input file
5 fin= open("coordinates_one.txt", "rt")
6 fout= open("coordinates_scaled.txt", "wt")
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7
8 newArray = np.zeros ((11 ,2))
9
10 for line in fin:
11 newDict = ast.literal_eval(line)
12 coord = newDict["joints"]
13 for index , keypt in enumerate(coord):
14 newArray[index ][0] = (keypt [0] - 960) / 960 # Scale to (-1,1)
15 newArray[index ][1] = (keypt [1] - 600) / 600 # Scale to (-1,1)




C. Training for Keypoints Localization
unet_model.py
1 import numpy as np
2 import math
3 import matplotlib.pyplot as plt
4 import cv2 as cv
5
6 import keras.utils
7 from keras.callbacks import EarlyStopping , CSVLogger ,
ModelCheckpoint , ReduceLROnPlateau
8 from keras.layers import Conv2D , MaxPooling2D , Conv2DTranspose ,
concatenate , Reshape
9 from keras.models import Input , Model
10 from keras.optimizers import SGD , RMSprop , Adam
11 from keras.regularizers import l2
12
13 Nkeypoints = 11
14 W = 224
15 H = 224
16
17 log_dir = 'unet_logs/'
18
19 def UNET(input_shape):
20 def downsample_block(x, block_num , n_filters , pooling_on=True)
:
21
22 x = Conv2D(n_filters , kernel_size =(3, 3), strides=1,
padding='same', activation='relu',
23 name="Block" + str(block_num) + "_Conv1")(x)
24 x = Conv2D(n_filters , kernel_size =(3, 3), strides=1,
padding='same', activation='relu',
25 name="Block" + str(block_num) + "_Conv2")(x)
26 skip = x
27
28 if pooling_on is True:
29 x = MaxPooling2D(pool_size =(2, 2), strides=2, padding=
'valid', name="Block" + str(block_num) + "_Pool1")(x)
30
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31 return x, skip
32
33 def upsample_block(x, skip , block_num , n_filters):
34
35 x = Conv2DTranspose(n_filters , kernel_size =(2, 2), strides
=2, padding='valid', activation='relu',
36 name="Block" + str(block_num) + "
_ConvT1")(x)
37 x = concatenate ([x, skip], axis=-1, name="Block" + str(
block_num) + "_Concat1")
38 x = Conv2D(n_filters , kernel_size =(3, 3), strides=1,
padding='same', activation='relu',
39 name="Block" + str(block_num) + "_Conv1")(x)
40 x = Conv2D(n_filters , kernel_size =(3, 3), strides=1,
padding='same', activation='relu',




45 input = Input(input_shape , name="Input")
46
47 # downsampling
48 x, skip1 = downsample_block(input , 1, 64)
49 x, skip2 = downsample_block(x, 2, 128)
50 x, skip3 = downsample_block(x, 3, 256)
51 x, skip4 = downsample_block(x, 4, 512)
52 x, _ = downsample_block(x, 5, 1024, pooling_on=False)
53
54 # upsampling
55 x = upsample_block(x, skip4 , 6, 512)
56 x = upsample_block(x, skip3 , 7, 256)
57 x = upsample_block(x, skip2 , 8, 128)
58 x = upsample_block(x, skip1 , 9, 64)
59
60 output = Conv2D (11, kernel_size =(1, 1), strides=1, padding='
valid ', activation='linear ', name="output")(x)
61 output = Reshape(target_shape =(H*W*Nkeypoints ,1))(output)
62





1 import numpy as np
2 import math
3 import matplotlib.pyplot as plt




8 from keras.callbacks import EarlyStopping , CSVLogger ,
ModelCheckpoint , ReduceLROnPlateau
9 from keras.layers import Activation , Add , BatchNormalization ,
Conv2D , UpSampling2D , concatenate , Reshape
10 from keras.models import Input , Model
11 from keras.optimizers import SGD , RMSprop , Adam
12 from keras.regularizers import l2
13
14 from classification_models.keras import Classifiers
15
16 log_dir = 'unet_logs /21 st_Sept/'
17 im_size = 128




22 ResNet34 , preprocess_input = Classifiers.get('resnet34 ')




27 print(Resmodel.get_layer(index = 5).name)
28 print(Resmodel.layers [5]. output_shape)
29
30 print(Resmodel.get_layer(index = 37).name)
31 print(Resmodel.layers [37]. output_shape)
32
33 print(Resmodel.get_layer(index = 74).name)
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34 print(Resmodel.layers [74]. output_shape)
35 '''
36
37 def ConvBlock(X,channel ,kernel_size ,bn=True):
38 x=Conv2D(filters=channel ,kernel_size =( kernel_size ,kernel_size),






43 x=Conv2D(filters=channel ,kernel_size =( kernel_size ,kernel_size),








50 inp=Resmodel.input #128 x128x1
51
52 skip1=Resmodel.layers [5]. output #64 x64x64
53 skip2=Resmodel.layers [37]. output #32 x32x64
54 skip3=Resmodel.layers [74]. output #16 x16x128
55 skip4=Resmodel.layers [129]. output #8x8x256






62 x=UpSampling2D ()(encoder_final) #returns 8x8x512
63 x=concatenate ([x,skip4], name="Concat1") #returns 8x8x (512+256)
=768
64 x=ConvBlock(x,channel=filters ,kernel_size =3) #returns 8x8x256
65 filters //=2
66
67 x=UpSampling2D ()(x) #returns 16 x16x256
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68 x=concatenate ([x,skip3], axis=-1, name="Concat2") #returns 16
x16x384
69 x=ConvBlock(x,channel=filters ,kernel_size =3) #returns 16 x16x128
70 filters //=2
71
72 x=UpSampling2D ()(x) #returns 32 x32x128
73 x=concatenate ([x,skip2], axis=-1, name="Concat3") #returns 32
x32x192
74 x=ConvBlock(x,channel=filters ,kernel_size =3) #returns 32 x32x64
75 filters //=2
76
77 x=UpSampling2D ()(x) #returns 64 x64x64
78 x=concatenate ([x,skip1], axis=-1, name="Concat4") #returns 64
x64x128
79 x=ConvBlock(x,channel=filters ,kernel_size =3) #returns 64 x64x32
80 filters //=2
81
82 x=UpSampling2D ()(x) #returns 128 x128x32
83 x=ConvBlock(x,channel=filters ,kernel_size =3) #returns 128 x128x16
84 x =Conv2D(output_channel , kernel_size= (1,1), strides =(1,1),
padding= 'same')(x) #returns 128 x128xkeypoints
85 x=Activation('sigmoid ')(x)





1 def create_callbacks(wts_fn , csv_fn , patience=5, enable_save_wts =
True):
2
3 cbks = []
4
5 # early stopping




9 # model checkpoint
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10 if enable_save_wts is True:









20 # csv logger





26 def trainModel(model , loss_type , n_epochs , old_lr , new_lr ,
train_gen , val_gen , load_saved_wts = False):
27
28 if load_saved_wts is True:
29 #wts_fn = log_dir + "lr=" + str(old_lr) + ".h5"




33 wts_fn = log_dir + "lr=" + str(new_lr) + ".h5"
34 csv_fn = log_dir + "lr=" + str(new_lr) + ".csv"
35 cbks = create_callbacks(wts_fn , csv_fn)
36
37 optim = RMSprop(lr=new_lr)
38










47 # mask = np.reshape(mask , newshape =(96 ,96))
48 kp = np.unravel_index(np.argmax(mask , axis=None), dims=(
im_size ,im_size))




53 hm_sum = np.sum(mask)
54
55 index_map = [j for i in range(im_size) for j in range(im_size)
]
56 index_map = np.reshape(index_map , newshape =(im_size ,im_size))
57
58 x_score_map = mask * index_map / hm_sum
59 y_score_map = mask * np.transpose(index_map) / hm_sum
60
61 px = np.sum(np.sum(x_score_map , axis=None))
62 py = np.sum(np.sum(y_score_map , axis=None))
63
64 return px , py
65
66 def calcKeypoints(model , gen):
67 kps_gt = []
68 kps_preds = []
69 nbatches = len(gen)
70
71 for i in range(nbatches +1):
72 # print ("\ nBatch {}". format(i))
73 imgs , batch_gt = gen[i]
74 batch_preds = model.predict_on_batch(imgs)
75 n_imgs = imgs.shape [0]
76 # print ("\t# of Images {}". format(n_imgs))
77 for j in range(n_imgs):
78 mask_gt = batch_gt[j]
79 mask_gt = np.reshape(mask_gt , newshape =(im_size ,
im_size , 11))
80 mask_pred = batch_preds[j]
81 mask_pred = np.reshape(mask_pred , newshape =(im_size ,
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im_size , 11))
82 nchannels = mask_gt.shape [-1]
83 # print(nchannels)
84 gt_list = []
85 pred_list = []
86
87 for k in range(nchannels):
88 xgt , ygt = maskToKeypoints(mask_gt[:, :, k])
89 xpred , ypred = maskToKeypoints(mask_pred [:, :, k])
90
91 #xgt , ygt = findCoordinates(mask_gt[:, :, k]) #
maskToKeypoints(mask_gt[:, :, k])
92 #xpred , ypred = findCoordinates(mask_pred[:, :, k











103 return np.array(kps_gt , dtype=np.float32), np.array(kps_preds ,
dtype=np.float32)
104
105 def calcRMSError(kps_gt , kps_preds):
106 N = kps_gt.shape [0] * (kps_gt.shape [-1] // 2)




111 def show_keypoints(batch_imgs , batch_labels , nrows , ncols ,
predictions=None):
112
113 def draw_keypoints(img , keypoints , col):
114 # print ("\n{}". format(len(keypoints)))
115 for i in range(0, len(keypoints) -1, 2):
127
116 # print(i)
117 kpx = int(keypoints[i])
118 kpy = int(keypoints[i+1])
119 img = cv.circle(img , center =(kpx ,kpy), radius=2, color




123 fig , axes = plt.subplots(nrows=nrows , ncols=ncols)
124
125 r = -1
126
127 for i in range(len(batch_imgs)):
128
129 img = batch_imgs[i]
130 img = np.reshape(img , newshape =(im_size ,im_size))
131 img = np.stack([img ,img ,img], axis=-1)
132
133 c = i % ncols
134
135 if i % ncols == 0:
136 r += 1
137
138 # draw ground -truth keypoints on image
139 if batch_labels is not None:
140 img = draw_keypoints(img , batch_labels[i], col
=(0 ,0 ,255))
141
142 # draw predicted keypoints on image
143 if predictions is not None:
144 img = draw_keypoints(img , predictions[i], col
=(0 ,255 ,0))
145
146 axes[r, c]. imshow(img)
147
148 # one liner to remove *all axes in all subplots*




1 import numpy as np
2 import os
3 import math
4 import pandas as pd
5 import cv2 as cv
6 import random
7 import matplotlib.pyplot as plt
8 from heatmaps_generator import MaskGenerator
9
10 import tensorflow
11 import keras.backend as K
12 from keras.applications import ResNet50
13 from keras.models import Model
14 import keras.utils
15 from keras.optimizers import Adam
16 from keras.layers import Input , Conv2D , Flatten , Dense ,
GlobalAveragePooling2D
17 from keras.callbacks import TensorBoard , ProgbarLogger ,
ModelCheckpoint , ReduceLROnPlateau , EarlyStopping
18
19 from unet_model import UNET , trainModel , show_keypoints ,
calcKeypoints
20
21 log_dir = 'logs/'
22 unet_dir = 'unet_logs/'
23
24
25 #def display_heatmaps(batch_images , batch_heatmaps , batch_kpoints ,
nrows , ncols , inc_preds= False , preds=None):
26 def display_heatmaps(batch_images , batch_heatmaps , nrows , ncols ,
inc_preds= False , preds=None):
27 def plot_keypoints(image , keypoints , col):
28 for i in range(0, len(keypoints) -1, 2):
29 kpoint_x = int(keypoints[i]* image.shape [0])
30 kpoint_y = int(keypoints[i+1]* image.shape [1])
31 image = cv.circle(image , center =(kpoint_x , kpoint_y), radius




34 if not inc_preds:
35 nrows -= 1
36
37 figure , axes = plt.subplots(nrows=nrows , ncols=ncols)
38 r=-1
39
40 for i in range(ncols):
41 image = batch_images[i]
42 image = np.reshape(image , newshape =(224 ,224))
43 image = np.stack ([image , image , image], axis=-1)
44
45 #image = plot_keypoints(image , batch_kpoints[i], col =(0 ,255 ,0)
)
46
47 mask = batch_heatmaps[i]
48 mask = np.reshape(mask , newshape =(224 ,224 , 11))
49 mask = np.sum(mask , axis=-1)
50
51 axes[0, i]. imshow(image)
52 axes[1, i]. imshow(mask)
53
54 if inc_preds:
55 pred_mask = preds[i]
56 pred_mask = np.reshape(pred_mask , newshape =(224 , 224, 11))
57 pred_mask = np.sum(pred_mask , axis=-1)




62 #Load the training data
63 file_path = "train_images"
64 file = 'Keypoints_Images.csv'
65 df_train = pd.read_csv(file)
66 n_train = df_train['Images '].size
67 df_kpoints = df_train.iloc[:, 0:22]
68
69 indices = []
70
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71 image_dict = {}
72 kpoint_dict = {}
73
74 for i in range(n_train):
75 indices.append(i)
76 image_dict[i] = "train"+str(i)+".png"
77 kpoint = df_kpoints.iloc[i]. values.tolist ()
78 kpoint_dict[i] = kpoint
79
80 #Split the data into train/Val sets
81 random.shuffle(indices)
82 end_index = int (0.9* len(indices))
83 #small_end_index = int (0.995* len(indices)) # This is just for
keypoint -heatmap evaluation to reduce computation time
84 train_indices = indices [0: end_index]
85 validation_indices = indices[end_index:len(indices)]
86 #small_validation_indices = indices[small_end_index:len(indices)]
# This is just for keypoint -heatmap evaluation to reduce time
87
88 print(f"Number of Training Images: {len(train_indices)}")
89 print(f"Number of Validation Images: {len(validation_indices)}")
90 #print(f"Number of Small Validation Images: {len(
small_validation_indices)}")
91












104 print(f"Number of Training Batches: {len(train_data)}")
105 print(f"Number of Validation Batches: {len(validation_data)}")
106
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107 #train_images , train_masks , train_keypoints = train_data [0]
108 train_images , train_masks = train_data [0]
109
110 print(f"Training Images Shape: {train_images.shape}")
111 print(f"Training Heatmaps Shape: {train_masks.shape}")
112
113 #display_heatmaps(train_images [0:4] , train_masks [0:4],
train_keypoints [0:4], nrows=3, ncols =4)
114
115 unet = UNET(input_shape =(224 , 224, 1))
116 #print(unet.summary ())
117 loss_type = "mse"
118 unet = trainModel(unet , "unet", loss_type , n_epochs =20, old_lr =1e
-3, new_lr =1e-4, train_gen=train_data , val_gen=validation_data ,
load_saved_wts=True)
keypoint_processing.py
1 import numpy as np
2 import os
3 import pandas as pd
4 import cv2 as cv
5 import random
6 import matplotlib.pyplot as plt
7 from custom_classes import CustomGenerator
8
9 import tensorflow
10 import keras.backend as K
11 from keras.applications import ResNet50
12 from keras.models import Model
13 import keras.utils
14 from keras.optimizers import Adam
15 from keras.layers import Input , Conv2D , Flatten , Dense ,
GlobalAveragePooling2D
16 from keras.callbacks import TensorBoard , ProgbarLogger ,
ModelCheckpoint , ReduceLROnPlateau , EarlyStopping
17
18 log_dir = 'logs/'
19
20 def display_keypoints(batch_images , batch_kpoints , nrows , ncols ,
132
preds=None):
21 def plot_keypoints(image , keypoints , col):
22 for i in range(0, len(keypoints)-1, 2):
23 kpoint_x = int(keypoints[i]* image.shape [0])
24 kpoint_y = int(keypoints[i+1]* image.shape [1])
25 image = cv.circle(image , center =(kpoint_x , kpoint_y), radius
=2, color=col , thickness =2)
26 return image
27




32 for i in range(len(batch_images)):
33 image = batch_images[i]
34 image = np.reshape(image , newshape =(224 ,224))
35 image = np.stack ([image , image , image], axis=-1)
36
37 c = i % ncols
38
39 if i % ncols == 0:
40 r += 1
41
42 image = plot_keypoints(image , batch_kpoints[i], col =(0 ,0 ,255))
43
44
45 if preds is not None:
46 image = plot_keypoints(image , preds[i], col =(255 ,0 ,0))
47




52 #Load the training data
53 file_path = "train_images"
54 file = 'Keypoints_Images.csv'
55 df_train = pd.read_csv(file)
56 n_train = df_train['Images '].size
57 df_kpoints = df_train.iloc[:, 0:22]
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58
59 indices = []
60
61 image_dict = {}
62 kpoint_dict = {}
63
64 for i in range(n_train):
65 indices.append(i)
66 image_dict[i] = "train"+str(i)+".png"
67 kpoint = df_kpoints.iloc[i]. values.tolist ()




72 #Split the data into train/Val sets
73 random.shuffle(indices)
74 end_index = int (0.9* len(indices))
75 train_indices = indices [0: end_index]
76 validation_indices = indices[end_index:len(indices)]
77
78 print(f"Number of Training Images: {len(train_indices)}")
79 print(f"Number of Validation Images: {len(validation_indices)}")
80












93 print(f"Number of Training Batches: {len(train_data)}")
94 print(f"Number of Validation Batches: {len(validation_data)}")
95
96 train_images , train_keypoints = train_data [0]
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97 #print(f"Training Images Shape: {train_images.shape }")
98 #print(f"Training Keypoints Shape: {train_keypoints.shape }")
99
100 #display_keypoints(train_images [0:12] , train_keypoints [0:12] ,
nrows=3, ncols =4)
101
102 # Loading and freezing pre -trained model
103 K.set_learning_phase (0)
104 pretrained_model = ResNet50(weights=None , include_top=False ,
105
input_shape =(224 , 224, 3))
106 pretrained_model.trainable = False
107
108 input_tensor = Input(shape =(224 ,224 ,1) )
109 x_in = Conv2D (3,(3,3),padding='same')(input_tensor) # x has a
dimension of (IMG_SIZE ,IMG_SIZE ,3)
110 pretrained_model = pretrained_model (x_in)
111
112 # Adding new trainable hidden and output layers to the model
113 #K.set_learning_phase (1)
114 x = pretrained_model
115 #x = pretrained_model.output
116 #x = Flatten ()(x)
117 x = GlobalAveragePooling2D ()(x)
118 #x = Dense (1024 , activation ="relu")(x)
119 predictions = Dense (22, activation="linear")(x)
120 model_final = Model(inputs=input_tensor , outputs=predictions)
121
122 logging = TensorBoard(log_dir=log_dir)
123 checkpoint = ModelCheckpoint(log_dir + 'ep{epoch :03d}-loss{loss :.3
f}-val_loss{val_loss :.3f}.h5',
124 monitor='val_loss ', save_weights_only=True , save_best_only=
True , period =3)
125 reduce_lr = ReduceLROnPlateau(monitor='val_loss ', factor =0.1,
patience=3, verbose =1)
126 early_stopping = EarlyStopping(monitor='val_loss ', min_delta=0,









133 # Training the model (transfer learning)





139 callbacks =[logging , checkpoint ])
140
141 model_final.save_weights(log_dir + 'trained_weights_stage_1.h5 ')
142
143 print('Training losses: ', history.history['loss '])
144 print('Validation losses: ', history.history['val_loss '])
145 '''
146
147 # Unfreeze and continue training , to fine -tune.
148 # Train longer if the result is not good.
149 for i in range(len(model_final.layers)):
150 model_final.layers[i]. trainable = True
151
152 model_final.compile(loss="mean_squared_error", optimizer=Adam(lr=1
e-4)) # recompile to apply the change




157 print('Loaded the roughly trained_weights and beginning training ')
158
159 #print('Train on {} samples , val on {} samples , with batch size
{}.'. format(len(train_labels), len(validation_labels),
batch_size))






165 callbacks =[logging , checkpoint , reduce_lr ])
166
167 model_final.save_weights(log_dir + 'trained_weights_finalThree.h5'
)
168
169 print('Training losses: ', final.history['loss'])
170 print('Validation losses: ', final.history['val_loss '])
D. DPU-based Inference Processing
input_preprocessing.py
1 from PIL import Image
2 import numpy as np
3
4
5 def letterbox_image(image , size):
6 '''resize image with unchanged aspect ratio using padding '''
7 iw, ih = image.size
8 w, h = size
9 scale = min(w/iw, h/ih)
10 nw = int(iw*scale)
11 nh = int(ih*scale)
12
13 image = image.resize ((nw,nh), Image.BICUBIC)
14 new_image = Image.new('RGB', size , (128 ,128 ,128))
15 new_image.paste(image , ((w-nw)//2, (h-nh)//2))
16 return new_image
17
18 #image = Image.open(img_path)
19
20 def preprocessing_fn(image , model_image_size =(416 ,416)):
21 if model_image_size != (None , None):
22 assert model_image_size [0]%32 == 0, 'Multiples of 32
required '
23 assert model_image_size [1]%32 == 0, 'Multiples of 32
required '




26 new_image_size = (image.width - (image.width % 32), image.
height - (image.height % 32))
27 boxed_image = letterbox_image(image , new_image_size)
28 image_data = np.array(boxed_image , dtype='float32 ')
29 image_data /= 255.
30 return image_data
31
32 calib_image_dir = "./ images/"
33 calib_image_list = "./ calibration.txt"
34 calib_batch_size = 1
35 def calib_input(iter):
36 images = []
37 line = open(calib_image_list).readlines ()
38 for index in range(0, calib_batch_size):
39 curline = line[iter * calib_batch_size + index]
40 image_name = curline.strip ()
41 image = Image.open(calib_image_dir + image_name)
42 image = preprocessing_fn(image)
43 images.append(image)










9 echo "Compiling Network ${net}"
10
11 # Work space directory
12 work_dir=$(pwd)
13
14 # Path of TensorFlow quantization model
15 model_dir=${work_dir }/ quantize_results








23 # Get DNNDK config info
24 if [ ! -f /home/kiruki/dnndk/etc/dnndk.conf ]; then
25 echo "Error: Cannot find /etc/dnndk.conf"
26 exit 1
27 else
28 tmp=$(grep "DNNDK_VERSION=" /home/kiruki/dnndk/etc/dnndk.conf)
29 dnndk_version=${tmp#DNNDK_VERSION =}
30 dnndk_version=${dnndk_version#v}
31 echo "DNNDK : $dnndk_version"
32 echo "Board Name : $dnndk_board"
33 echo "DCF file : $dnndk_dcf"
34 fi
35
36 if [ ! -d "$model_dir" ]; then




41 [ -d "$output_dir" ] || mkdir "$output_dir"
42
43
44 echo "CPU Arch : $CPU_ARCH"
45 echo "DNNC Mode : $DNNC_MODE"
46 echo "$(dnnc --version)"
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