Deep learning is increasingly used for state estimation problems such as tracking, navigation, and pose estimation. The uncertainties associated with these measurements are typically assumed to be a fixed covariance matrix. For many scenarios this assumption is inaccurate, leading to worse subsequent filtered state estimates. We show how to model multivariate uncertainty for regression problems with neural networks, incorporating both aleatoric and epistemic sources of heteroscedastic uncertainty. We train a deep uncertainty covariance matrix model in two ways: directly using a multivariate Gaussian density loss function, and indirectly using end-to-end training through a Kalman filter. We experimentally show in a visual tracking problem the large impact that accurate multivariate uncertainty quantification can have on Kalman filter estimation for both in-domain and out-ofdomain evaluation data.
I. INTRODUCTION
Uncertainty quantification is an important challenge for applications of deep learning within systems. Uncertainty that can vary from sample to sample within a data domain is termed heteroscedastic. Though it is frequently neglected, heteroscedasticity is inherent to uncertainty in nearly all sources of natural data. Heteroscedastic uncertainty in deep learning can be modeled from two sources: epistemic uncertainty and aleatoric uncertainty [1] . Epistemic uncertainty reflects uncertainty in the model parameters and has been addressed by recent work to develop fast approximate Bayesian inference for deep learning [2] , [3] , [4] . Accurate estimation of epistemic uncertainty enables systems to perform more reliably in outof-domain situations. Aleatoric uncertainty reflects the noise inherent to the data and is irreducible with additional training. Accurate estimation of aleatoric uncertainty enables systems achieve maximum performance. Finally, the uncertainties of predictions of multiple values are often correlated, so it is important to account for the full multivariate uncertainty. Heteroscedastic and correlated multivariate uncertainty is illustrated in Figure 1 .
Accurate estimates of the uncertainty of a neural network "measurement" (i.e. prediction) enable a down-stream system to better fuse measurements or make decisions based on them. One of the most common examples is a system that relies on a probabilistic filter, such as a Kalman filter [5] , to recursively estimate a probability distribution over the system's state from uncertain measurements and a model of the state's transition. Kalman filters are optimal estimators when the state transition model is correct and measurement noise is Gaussian This work was carried out with funding from DARPA/MTO (HR0011-16-S-0001.) Any opinions, findings and conclusions or recommendations expressed in this material are those of the authors.
The authors are with The Charles Stark Draper Laboratory, Inc., Cambridge, MA 02139 (e-mail: rrussell@draper.com; creale@draper.com). and uncorrelated between measurements. They are widely used in variety of navigation and tracking problems. These problems have been impacted by recent work in deep learning, where measurement quantities are directly regressed from raw sensor data such as visual odometry [6] , object detection [7] , human pose estimation [8] , object pose estimation [9] , or camera pose estimation [10] . While these measurement predictions are highly optimized, the uncertainty estimation and the final performance of the full state-estimating system is not. Uncertainty and noise in visual measurements is often both heteroscedastic and highly correlated between regressed outputs, both of which can have a significant impact on overall system performance. In this work, we study the quantification of heteroscedastic uncertainty including multivariate correlations for regression problems with the goal of improving overall system performance.
II. RELATED WORK
Heteroscedastic noise is an important topic in the filtering literature. Mehra [11] developed the adaptive Kalman filter, which is able to estimate the process and measurement noise covariance matrices online based on the measurement innovations. The adaptive Kalman filter was demonstrated for navigation by Mohamed and Schwarz [12] and can work well when noise properties vary slowly in time. In contrast, multiple model adaptive estimation [13] uses a bank of filters with different noise properties and dynamically chooses between them, which can work well when there are a small number of regimes with different noise properties [14] . Covariance estimation techniques for specific applications, such as the iterative closest point algorithm [15] and simultaneous localization and mapping [16] , have been developed but do not generalize well.
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Recently, learning approaches, both parametric and nonparametric, have been used model heteroscedastic noise from prior data. Kersting et al. [17] used Gaussian process regression to predict noise variance. Wilson and Ghahramani [18] developed a stochastic process to model covariance matrices. Vega-Brown et al. [19] used the nearest-neighbor algorithm to predict covariances based on previous data in a given feature space. Tallavajhula et al. [20] used non-parametric distribution regression to model sensor noise variance. Hu and Kantor [21] learned parametric models of noise covariance from linear combinations of features. Liu et al. [22] used neural networks to model the measurement noise of sensors. Kendall and Gal [1] showed how to predict the variance of neural network outputs including epistemic uncertainty, but focused on applications with high-dimensional outputs like depth estimation in which it is more practical to ignore the correlations between the uncertainty of different outputs.
Several works have also investigated the direct learning of neural network models in probabilistic filters. Haarnoja et al. [23] trained measurement models through a Kalman filter and showed an improvement on two 2D regression problems over using an independently-trained measurement model. Jonschkowski et al. [24] used a differentiable particle filter to learn prediction and measurement models. Coskun et al. [25] learned a motion model and noise models with neglected correlations though a Kalman filter, achieving good results on pose estimation tasks. All of these works demonstrated the practicality of filter-based training, but none attempted to account for epistemic uncertainty or studied the impact of the uncertainty estimation part itself. Additionally, none of these works included methods to learn accurate covariance prediction without doing full filter-based training, which can be slow and delicate.
We build on this body of work by showing how to predict multivariate uncertainty from both epistemic and aleatoric sources without neglecting correlations, training either through a Kalman filter or independently from one.
III. MULTIVARIATE UNCERTAINTY PREDICTION
We present two methods for training a neural network to estimate the uncertainty covariance of either its own regressed outputs or those of another measurement system. The first is based on direct training using a Gaussian maximum likelihood loss function (Section III-A) and the second is indirect end-toend training through a Kalman filter (Section III-B.) These two methods can be either used alone or in conjunction, depending on the exact application and availability of data. For training a neural network to estimate its own uncertainty, we also present a method to approximately incorporate epistemic uncertainty at test time (Section III-C.)
A. Gaussian maximum likelihood training
In this first method, we directly learn to predict covariance matrix parameters that describe the distribution of training data labels with respect to a neural network's outputs.
We assume that the uncertainty on the k-dimensional output of a model f for a given input x can be approximated by a multivariate Gaussian distribution
where y is the label corresponding to x and Σ(x) is the covariance matrix model. The negative log likelihood, which we use as our loss function, is then
This loss function allows us to train both f (x) and Σ(x), either simultaneously or separately. Typically, we use a single base model with two heads, one for f and one for Σ, and train them simultaneously. The Σ model should output k values s, which we use to define the variances along the diagonal
and k(k−1)/2 additional values r, which, along with s, define the off-diagonal covariances
where Σ ij = Σ ji for j < i. We use the g v = exp activation for the variances, σ 2 i , and g ρ = tanh activation for the Pearson correlation coefficients, ρ ij , to stabilize training and help encourage prediction of valid positive-definite covariance matrices. Additional tricks to provide numerical stability during training and a PyTorch [26] implementation of themodel output formatting and loss function are given in Appendix A.
B. Kalman-filter training
Our second method of training a neural network to estimate multivariate uncertainty uses indirect training through a Kalman filter, illustrated in Figure 2 . The Kalman filter [5] is a state estimator for linear Gaussian systems that fuses information from measurements and predicted states. The relative contribution of these two sources is determined by their covariance uncertainty estimates. Similarly to Section III-A, we use a neural network to estimate the measurement covariance uncertainty for each measurement, but instead of training with the Eq. 2 loss function, we train using the error of the Kalman state estimate relative to some labels. In practice, we find that an L1 loss (mean absolute error) provides the most stable training.
The measurement covariance Σ enters the Kalman filter in the calculation of the innovation covariance, the sum of Σ with the covariance of the measurement prediction. The innovation itself is the difference between the measurement and the measurement prediction and directly affects the direction of the state update. The innovation covariance determines the Kalman gain, which modifies and size and direction of the state update. Thus, Σ directly enters in the estimation
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Kalman filter neural network neural network of the state in the Kalman filter by means of straightforward linear algebra. Thus, we can backpropagate errors from any part of the state through the Kalman filter to train the model that estimates Σ. In Section IV-B, we detail this training approach for a specific Kalman filter implementation for a visual tracking problem.
In some situations, this indirect Kalman-based training has a significant advantage over the direct Gaussian MLE training described in Section III-A, as it means that hidden parts of the state can be used as labels during training, rather than the measurements themselves (for which it may be difficult to obtain true values.) Since the Kalman filter is optimal for Gaussian measurement noise, this method of training should yield equivalent results to the MLE training provided the rest of the Kalman filter assumptions are met. Even if not, in situations where the Kalman filter is the desired end-usage of the neural network, it can be preferable to optimize for the overall end-to-end performance. On the other hand, training through a Kalman filter can be slow or prone to instability for many applications, so the more direct approach is preferable when the appropriate labels are available, at the minimum as a pre-training stage.
C. Incorporation of epistemic uncertainty
Epistemic uncertainty, also known as "model uncertainty", represents uncertainty in the neural network model parameters themselves. Like aleatoric uncertainty, epistemic uncertainty can vary dramatically from measurement-to-measurement. Epistemic uncertainty is a particular concern for neural networks given their many free parameters, and can be large for data that is significantly different from the training set. Thus, for any real-world application of neural network uncertainty estimation, it is critical that it be taken into account.
Numerous approaches for Bayesian inference have been developed that allow for the estimation of this uncertainty. The easiest and most practical approach is to use dropout Monte Carlo [3] . This approach trades off accuracy for speed and convenience. Recent Bayesian ensembling approaches [4] driven by the empirical success of ensembling for estimating uncertainty [27] are also promising.
If epistemic uncertainty can be estimated from N samples of f (x), the total predictive covariance estimate should be calculated by
As long as epistemic uncertainty for the training data is small relative to aleatoric uncertainty, this formulation only needs to be used at test time. However, if epistemic uncertainty is significant for data in the training set after training, the predicted Σ directly from the neural network will incorporate this uncertainty in its prediction, making it challenging to separate. We found it possible to calculate the epistemic uncertainty covariances for the training data set and tune the model covariance prediction to predict the residual from that with Eq. 2 while holding the main model f constant. However, this tuning is less stable and our best results were generally achieved by training until the epistemic uncertainty had become small for the training set.
IV. EXPERIMENTS
We evaluated our methods developed in Section III on a problem that is simple to simulate but also contains many complexities and is a reasonable proxy for many practical applications: 3D object tracking from video data. For this problem, we trained a neural network to regress the x-y-z position of a predetermined object in a single image, and used a Kalman filter to fuse the individual measurements over the video into a full track. This application allows the neural network to handle the challenging computer vision component of the problem, while the Kalman filter builds in our knowledge of physics, geometry, and statistics. By using 
A. Simulated 3D visual tracking problem
We generated data using Blender [28] to render frames of objects moving through 3D space. Each track was randomly and uniformly initialized on one of the four camera frustrum sides, within a range of depth values from the camera (0.25 to 5 meters.) The track velocity was then generated uniformly at random within the frustum at a range of speeds (from 0.01 m/s to 0.2 m/s.) The tracks had constant velocity, though a more complex kinematic model or process noise could easily be added without changing the experiments significantly. The object orientation was sampled uniformly independently for each frame in order to add an additional source of visual noise. Example tracks rendered with a cube object are shown in Figure 3 . The images were downsampled to 64 × 64 pixels to make the problem more challenging.
B. Kalman filter for evaluation and training
A tracking Kalman filter allows us to both experiment with Kalman filter training and evaluate the quality of the uncertainty prediction methods. An example of a Kalman filter being used on our visual tracking problem is shown in Figure 4 , with both the neural network measurement uncertainty Σ and the Kalman state estimate uncertainty P at each frame shown.
We represent the state for our tracking problem in a Kalman filter by
the position and velocity of our object in space. Then, our constant-velocity state-transition model is given by
and the observation model by
where I 3 and 0 3 are, respectively, the identity and zero matrices of size 3.
Given an observed image x t at time step t, the updated state estimate isẑ
and its covariance is
which depend on the Kalman gain
and in turn the innovation covariance
Again, f (x t ) and Σ(x t ) are our neural network's predictions of the object's position and covariance, respectively. During evaluation, the full Σ pred given in Eq. 5 should be used to incorporate epistemic uncertainty in the Kalman filter's error handling. Like our neural network, our Kalman filter was implemented in PyTorch [26] , allowing for the straightforward batching of data over many tracks and automatic differentiation through the full filter. When training through the Kalman filter, we used the mean absolute error over the full Kalman state in Eq. 6 as the loss function. However, a loss based on only a subset or measurement of the state could also be used, for example, to allow for self-supervised training when position labels are unavailable. 
C. Results
Our experiments used a ResNet-18 [29] with the final linear layer replaced by a 512 × 512 linear layer with dropout and our size-3 position and size-6 covariance heads. The model was trained on random batches of image frames using the covariance-predicting loss function given by Eq. 2. To provide a fair comparison between different uncertainty prediction methods, we then froze the position prediction results from the model.
Four uncertainty estimation methods were compared for representing the observation noise Σ in a Kalman filter: 1) Fixed covariance: As a baseline, we calculated the position error covariance over the full dataset. This is the conventional approach to estimating Σ for a Kalman filter. 2) MLE-learned variance: The neural network covariance estimation head was replaced by a size-3 varianceestimating output and trained to convergence using a simplified version of Eq. 2 assuming no correlation between outputs, equivalent to the loss function given in Ref. [1] . 3) MLE-learned covariance: The original covariance head, tuned with Eq. 2 to convergence. 4) Kalman-learned covariance: The covariance estimation head is replaced by a new size-6 covariance-estimating head. It is trained to convergence by backpropagation of the mean absolute error of the Kalman state through the Kalman filter and back to the neural network. These four methods were evaluated using the track velocity estimation of the Kalman filter on a test set of in-domain track data. The results, shown in Table I , indicate that moving from the fixed covariance to heteroscedastic covariance estimation yields a large improvement in the quality of the filter estimates, even though the measurements themselves are identical. Both learned covariance methods further dramatically improve the results, indicating that accounting for the correlations within the measurements can be very important. The MLE-based and Kalman-based covariance learning methods were generally consistent with each other. The improvement over the baseline fixed covariance method is plotted versus the number of tracked measurements in Figure 5 .
To test the quality of the uncertainty estimation methods when epistemic uncertainty is significant, we simulated out-ofdomain data by randomly jittering the input image color channel, a form of data augmentation not seen during training. The results for the MLE-trained variance and covariance, as well as their break down into aleatoric and epistemic uncertainty, are shown in Table II and Figure 6 . The "in-domain covariance" results when just the uncertainty estimation model is trained on the out-of-domain position predictions are added to provide a best-case-scenario point of comparison. When evaluated on out-of-domain data, the performances of the aleatoric-only uncertainty estimates are greatly diminished, and the incor- Out-of-domain measurement uncertainty impact on Kalman filter error fixed covariance (baseline) aleatoric variance epistemic variance combined variance aleatoric covariance epistemic covariance combined covariance in-domain covariance Fig. 6 . Improvement in Kalman filter velocity estimation in the 3D visual tracking problem as a function of measurement count for three uncertainty estimation methods. Large improvement over the conventional fixed measurement covariance approach is seen from accounting for both heteroscedasticity and correlation. poration of correlation into the estimation no longer seems to help. However, when the epistemic and aleatoric uncertainties are combined, the results are close to the in-domain best-casescenario and accounting for the correlation in uncertainty again gives a large improvement. These results illustrate how critical the incorporation of epistemic uncertainty in real applications of neural networks is.
V. CONCLUSIONS
We have provided two methods for training a neural network to predict its own correlated multivariate uncertainty as well as shown how to incorporate epistemic uncertainty during test time. The choice of which method is best depends on the application and available training data. Our experiments show that these methods yield accurate uncertainty estimates and can dramatically improve the performance of a probabilistic filter that uses them. Significant improvement in filter state estimation came from accounting for both the heteroscedasticity in and correlation between the model outputs uncertainty. For out-of-domain data, the incorporation of epistemic uncertainty was critical to the high performance of the combined filtering system. These methods of multivariate uncertainty estimation help enable the usage of neural networks in critical applications such as navigation, tracking, and pose estimation.
