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of either Theorem 1 or Theorem 2. Let Z j = a j + if3j' If there is a pennutation 
(J of {l, ... , n} such that 
(1) if a j ~ 0, 21f3j l+ a j .::;; aa(j)' 
(2) ifaj<O, 2max{lajl,l.Bjl} .::;;a,,(j)' 
then there is an (n + 2k )-square A cstochastic matrix with eigenvalues 
A1,· .. ,A n , Z1,,,,,Zk, Z1, .. ·,Zk· 
Sketch of the proof. By Theorem 1 or 2 there is an n X n symmetric 
matrix with eigenvalues A 1'"'' A n and diagonal elements a 1'"'' a n' This 
implies the existence of an n X n Acstochastic matrix with the same eigenval-
ues and diagonal elements. Call it A. Now starting with A and using 
successively the 2'-transformation making use of conditions (1) and (2), we 
can construct an (n +2k)-square Acstochastic matrix with the required 
eigenvalues. 
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PARALLEL TRIANGULARIZATION OF A 
SPARSE MATRIX ON A DISTRIBUTED-MEMORY 
MULTIPROCESSOR USING FAST GIVENS ROTATIONS 
by J. DUAT08 
I. Introduction 
Many applications require the solution of a least-squares (LS) problem 
from a coefficient matrix and a measurement vector. In some cases the 
solution must be obtained within a short period of time, requiring great 
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computation power, as is the case for state estimation in electric power 
systems [ 11. Several numerical methods have been developed to solve the LS 
problem, the most interesting ones based on orthogonal transformations [2]. 
Also, there are several numerical problems that use orthogonal transforma- 
tions as an intermediate step. In some cases, the coefficient matrix is a large 
and sparse one, requiring special techniques to reduce the computation-time 
and storage requirements [3]. 
Among QR decompositions, Householder transformations are usually 
preferred when programming a serial computer, due to their higher speed [4]. 
However, Givens rotations are very well suited for parallel computers because 
they exhibit a great potential parallelism, several algorithms existing to apply 
them in parallel [S]. In addition, square-root-free Givens rotations are twice as 
fast as regular Givens rotations [6] and can be applied on multiprocessors [7]. 
Heath and Sorensen [8] have developed a parallel algorithm to apply Givens 
rotations to sparse matrices on shared-memory multiprocessors, obtaining 
very good speedup figures. Of course, it is also possible to perform House- 
holder transformations on multiprocessors [9], although in this case there are 
more data dependencies than in the case of Givens rotations, so a larger 
amount of waiting time is required. 
Actual trends in computer architecture point to the replication of a basic 
building block, such as the transputer [lo] or the iWarp [ll], aIlowing the 
construction of systolic arrays and distributed-memory multiprocessors. 
Among them, only multiprocessors have sufficient flexibility to deal easily 
with nonregular structures such as sparse matrices. In this kind of machine, 
the communication between processors relies on an interconnection network, 
generally with a point-to-point topology [12]. Among the interconnection 
networks used in these processors, the hypercube has had a great commercial 
success, because it has a very small diameter, it offers easy routing, and many 
other topologies are embedded in it [13]. 
Finally, some specific multiprocessors have been developed to solve 
several sparse-matrix problems, like the (SM)2-II [14]. Although this machine 
may achieve a high computation speed, it has been specially designed to solve 
problems related to electronic and electric circuits, using a special language 
to define them. 
In this paper, a parallel algorithm to triangularize a sparse matrix on a 
distributed-memory multiprocessor is proposed. Section 2 briefly introduces 
Givens rotations. Section 3 analyzes ways to split the overah problem into 
several tasks, giving a criterion for the distribution of matrix rows among 
processors in order to balance the processor load as well as to minimize the 
interprocessor communication. The data structures required to store and 
process a sparse matrix are presented in Section 4, also giving the format of 
messages. The parallel algorithm is put forward in Section 5, with special 
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emphasis on the detection of the end of processing. Finally, some conclusions 
are drawn. 
2. Fast Givens Rotations 
A Givens rotation can be defined by a transformation matrix J(i, k, (), 
where () is the rotation angle. The definition of I( i, k, () is well known and 
can be found in [4]. The application of an m X m transformation matrix 
I( i, k, {}) to an m X n matrix A annihilates the element A ki' choosing the 
appropriate value of (). 
The transformation of A into an upper triangular matrix can be achieved 
by calculating and applying to A a sequence of Givens rotations, which 
annihilate the elements below the diagonal. In many problems, the rotations 
are also applied to an m X I coefficient vector b. The result of the transfor-
mation is a triangular equation system, which can be solved by backward 
substitution. 
The classical algorithm for matrix triangularization on serial computers 
nullifies all the elements below the diagonal sequentially. A pair of rows is 
selected in each iteration, and a rotation is calculated and applied to all the 
elements of the selected rows. This algorithm has a complexity O( mn2 ). 
There is an improved version of Givens rotation, known as square-root-free 
or fast Givens rotation. This transformation was proposed by Gentleman [6] 
and requires half the multiplications needed in the first version, also eliminat-
ing the square-root calculation. The algorithm to triangularize a matrix A and 
its associated coefficient vector b, based on fast Givens rotation, can be 
found in [4]. 
The difference between fast Givens and regular Givens rotations is that in 
the former case each row is affected by a factor Di . These factors are stored 
in a diagonal matrix D. The theoretical proof of the algorithm can be found 
in [4]. 
To obtain a parallel implementation of the algorithm, it is necessary to 
analyze its precedence graph. A close look at the algorithm shows that, after 
the initialization of the matrix D, a group of operations is repeated sequen-
tially. In each pass through the loop two rows of A are selected, calculating 
and applying to them a fast Givens rotation. 
After each rotation, only the selected rows of A and the corresponding 
values of band D have been modified. So the rotations are totally indepen-
dent and can be applied in any order. The only requirement for applying a 
rotation to a pair of rows is that the first nonzero elements of both rows 
occupy the same column position. Defining the type of a row as the column 
position which contains the first nonzero element of that row, it follows that 
only rows of the same type can be selected and processed. Also, once a 
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rotation has been calculated, it can be applied to the elements of a pair of 
rows in any order. In [S] there is a review of different schemes to triangular- 
ize a matrix, based on the application of Givens rotations in parallel. 
There is a great potential parallelism in the algorithm because any pair of 
rows of the same type can be processed in parallel with any other pair. An 
interesting property of this approach is that two processors which are rotating 
two disjoint pairs of rows do not need to communicate during the processing. 
However, one of the rows must be transferred to another processor after each 
rotation in most cases. This transfer gives rise to a long message. An 
alternative way to obtain parallelism is the application of each rotation to the 
elements of a pair of rows in parallel. This approach requires the broadcasting 
of the rotation coefficients, giving rise to several short messages. There are 
some systolic processors [15] which use that coefficient transfer. 
Another important issue is the fill-in during the reduction phase. In order 
to limit the fill-in, a permutation matrix can be applied. Although this 
technique is well established for serial computers [ 161, its application on 
distributed-memory multiprocessors is not straightforward, requiring addi- 
tional research. 
3. Parallel Zmplemmtation 
Independently of the way followed to calculate the permutation matrix, it 
is of interest to store all the elements of each row in the same processor, 
because then messages are not required to apply the permutation. Also, as 
distributed-memory multiprocessors are better suited to send a few long 
messages than many short messages, we have decided that all the elements of 
each row will be stored in the same processor. So the coefficient calculation 
and the application of the rotation will be carried out by the same processor. 
It follows that the number of processors can be as high as the number of 
rotations to be performed at once. However, this number may be very high. 
Moreover, the processing of different-sized matrices requires us to partition 
them, so that we can use a fixed-size processor network. 
It is interesting to note here that the communication time on some 
multiprocessors is so high when compared with the computation time that 
several authors prefer regular Givens to fast Givens rotations. This fact means 
that the transfer of the scale factor Di requires more time than the additional 
multiplications. This architectural problem will be solved by chips like the 
iWarp [ll]. 
The distribution of matrix rows among processors has to be carefully 
selected to achieve good load balancing, also minimizing the communication 
between processors. A common method consists in a partition into blocks of 
equal size. Another common method consists in a cyclic distribution of rows 
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among processors, in such a way that row k is assigned to processor k 
modulo p, where p is the number of processors [9]. 
Both methods may be well suited for the parallel triangularization of 
dense matrices. But in the case of sparse matrices, it is possible that most of 
the rows assigned to a given processor are of different type, thus preventing 
their processing. So it seems more natural to assign all the rows of the same 
type to the same processor. Besides, the processing of two rows of type i 
results in a row of type i and a row of a higher type, assuring that at most 
one of the rows must be sent to another processor. This assignment strategy 
minimizes the communication cost. 
Now the assignment of row types to processors has to be decided. This 
assignment directly influences the load distribution. A row with a higher type 
generally means a smaller number of nonzero elements in that row and less 
computation time to rotate it. Because of that, we have chosen the following 
criterion: The sum of row types assigned to each processor must be equal or 
similar for all the processors. A simple assignment strategy that satisfies that 
criterion is to assign to processor k the rows with type T that satisfy: 
k= 
T mod2p, O<Tmod2p<p, 
2p-(Tmod2p)-1 p<Tmod2p<2p, 
where p is the number of processors. This assignment results in a snakelike 
distribution of row types among processors. 
4. Data Structures and Message Format 
The data structures needed to process the rows are those required to 
handle a sparse matrix plus the structures used to support the assignment 
strategy indicated above. As the program executed by all the processors is the 
same, the data structures will refer to the data stored in each processor. 
Givens rotations only need to access the matrix elements by rows. 
Besides, each row is accessed sequentially from left to right. So a single-linked 
list is used to store each row, each element containing its value, its cclumn 
position, and a pointer to the next element in the row. A row is augmented 
with the corresponding elements of the vector b and the diagonal matrix D. 
All the rows of the same type are linked together in a list, with an 
associated counter which indicates the number of rows of that type. After 
each rotation, one of the rows remains with the same type and a new row can 
be extracted from the list. The counter allows a quick polling to determine 
whether a new row can be extracted. This linked list of rows forms a row set 
of the same type. The part of the matrix stored in each processor is an array 
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of row sets. The dimension of such an array is equal to the number of matrix 
columns (n) divided by the number of processors (p), plus one if the 
remainder is not zero. 
The data structures used to store the corresponding part of the matrix in 
each processor, using a Modula-like language, are the following: 
TYPE Element=RECORD 
Value : REAL; 
Column : INTEGER; 
Next : POINTER TO Element; 
END; 
Row=RECORD 
D : REAL; 
b : REAL; 
First : POINTER TO Element; 
Next : POINTER TO Row; 
END; 
RowSet=RECORD 
Counter : INTEGER; 
First : POINTER TO Row; 
END; 
VAR Matrix : ARRAY CO..MaxSizel OF RowSet; 
To transfer a row from one processor to another, a block of data is sent 
through the communication links. A row cannot be transferred as it is stored 
in memory, because the pointers are memory addresses and are meaningless 
in another processor. So a row must be packed before sending it to another 
processor and unpacked after its reception. As will be seen in Section 5, there 
are two kinds of messages: rows and tokens, which are integer values. A 
header allows the distinction between the two kinds of messages. The 
message format is the following: 
(1) Kind: The message kind (row or token). 
(2) Type: The row type (row message) or the token value (token 
message). 
(3) NE: The number of nonzero elements in the row. 
(4) Di: The corresponding element of the diagonal matrix D. 
(5) Ai: The subset of row i containing the nonzero elements. Each 
element is composed of the value and the column position. 
(6) bi: The corresponding element of the vector b. 
A token message only includes up to the second item. 
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5. Parallel Algn-ithm 
Firstly, the algorithm will be presented using pseudocode. Previous to the 
execution, it is assumed that each processor contains the rows assigned to it. 
The basic algorithm executed by processor k, without including the detection 
of the end of processing, is the following: 
Finished:=FALSE; 
REPEAT 
FOR i:=O TO MaxRowSet DO 
Receive rows from other processors; 
Insert rows in Matrix; 
WHILE MatrixCil.Counter > 1 DO 
Extract two rows from MatrixCil; 
Calculate and apply a rotation; 
Insert the first row; 
Calculate destination processor of second row; 
IF (destination processor) <> k THEN 
Send second row to destination processor; 
ELSE 
Insert the second row; 
END; 
END; 
END; 
UNTIL Finished; 
As can be seen, each processor works on the rows stored in its memory, 
starting from the rows of lower type (FOR loop). The processing of two rows 
is done in the same way as it would be performed on a serial computer and 
gives as a result a row of the same type and a row of a higher type. The row 
of the same type remains in the same processor. Then, the destination of the 
second row is calculated using the expression given in Section 3. This row is 
sent to another processor or inserted in the corresponding position of 
Matrix. 
Before processing the rows of a given type, a test is made to determine if 
some rows have arrived from other processors. The rows just received are 
inserted in the Ma t r i x. However, this strategy does not guarantee that all 
the rows of a given type, produced by other processors, have been received 
before processing that type in processor k. So the FOR loop must be repeated 
until the processing is finished. 
To detect when the processing is finished, a token is passed among 
processors. This token indicates which is the lowest type under processing in 
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the whole system. The processing of two rows cannot produce a row of a 
lower type. So, once the processor 0 has processed all the rows of type 0, it 
sends a token to processor 1, which sends a token to processor 2 after 
finishing the processing of rows of type 1, etc. 
The token has been assigned a value equal to the lowest type under 
processing. Each processor owns a local token, which is initialized to zero. 
When a token is received, the local token is assigned the received value. The 
token is incremented by one before sending it to the next processor. Assum- 
ing that the matrix size is known by all the processors, the end of processing 
is detected by each processor when it finishes the processing of the highest 
type stored in it. The token is allowed to arrive at the processor with the 
highest number. This strategy simplifies the algorithm, allowing us to use 
matrices with a number of columns which is not a multiple of the number of 
processors. 
This mechanism to detect the end of processing also allows the optimiza- 
tion of the FOR loop, as will be seen in the final algorithm. It must be noted 
that the outer loop (REPEAT UNTIL) can be avoided if each processor waits 
until the reception of a token before finishing the processing of the corre- 
sponding type. However, this strategy increases the computation time be- 
cause of the waiting time required. On the contrary, the proposed strategy 
allows to overlap the communication 
communication among processors. 
We assume that the communication 
SendcMessage, Processor): Sends a Message to Proces- 
sor and returns without wait. 
(2) SendTokenlValue, 
presentation of the algorithm. 
(1) Insert(Row, RowSet): Inserts a ROW in RowSet, increment- 
ing the corresponding Counter. 
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(2) Ex t rat t ( Row, Rouse t 1: Extracts a Row from RowSe t, if avail- 
able, decrementing the corresponding C ou n t e r . 
(3) Rotate(Row1, Row2 1: Calculates and applies a fast Givens rota- 
tion to both rows. 
(4) Pack(RowHessage, Row): Packs a Row, eliminating the point- 
ers to form the structure RowHessage. 
(5) Unpack(RowHessage, Row): Unpacks a message, passed as 
RowMessage, to form a Row. 
We also assume some additional function procedures. These functions 
perform some conversions, according to the assignment strategy proposed in 
section 3: 
(1) ProcessorCType): Calculates the processor to which a given 
row Type is assigned. 
(2) Pos i t i on ( Type 1: Calculates the position of the vector Ma t r i x 
to which a given row Type is assigned. 
(3) PosType(Posi tion): Performs the inverse function of POS i - 
t i on. It takes into account the number of the processor in which the ROW is 
stored. 
(4) RowType( Row 1: Obtains the type of a ROW by reading the column 
value corresponding to the first element. 
Including these procedures, a more detailed algorithm can be presented, 
using Modula-like sentences. This algorithm also assumes that each processor 
initially contains the rows assigned to it and that D has been initialized to 
the m x m identity. Processor k executes the following code: 
EndToken := 0; 
HaxRowSet:=(n-I) DIV p; 
REPEAT 
FOR i:=Position(EndToken) TO MaxRowSet DO 
ReceivelMessage, Kind, Type, Received); 
WHILE Received DO 
IF Kind = row THEN 
UnpacktMessage, Row); 
Insert(Row, Matrix CPosi tion(Type)l); 
ELSE 
EndToken := Type; 
END; 
ReceivetHessage, Kind, Type, Received); 
END; 
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IF MatrixCil.Counter > 1 THEN 
Extract(Row1, MatrixCil); 
WHILE MatrixCil.Counter > 0 DO 
Extract(Row2, MatrixCil); 
Rotate(Row1, Row2); 
Type2 := RowType< Row2 1; 
Destination:=Processor(Type2); 
IF Destination 0 k THEN 
PacktMessage, Row2); 
SendcMessage, Destination); 
ELSE 
Insert(Row2, MatrixCPosition(Type211); 
END; 
END; 
Insert(Row1, MatrixCil); 
END; 
IF EndToken = PosType( i 1 THEN 
EndToken := EndToken + 1; 
If Processor (EndToken) 0 k THEN 
SendTokentEndToken, Processor(EndToken1); 
END; 
END; 
UNTIL EndToken >> PosType(MaxRowSet1; 
Once a rotation has been applied to a pair of rows of type i, the type of 
the second row may be any type higher than i and lower than n, because the 
matrix is sparse. So, at least at the beginning of the triangularization process, 
we may assume that the probability for a row to be sent to a given processor 
is the same for all the processors. The main consequence is that there is no 
locality of communications. So the network diameter must be as small as 
possible. 
The computation and communication costs, as well as the performance of 
the proposed algorithm on different-sized sparse matrices, will be presented 
in another paper. 
6. CONCL USZONS 
A parallel algorithm to triangularize a sparse matrix on a distributed-mem- 
ory multiprocessor has been proposed. The assignment of rows to processors 
has been selected to achieve good load balancing as well as to minimize the 
communication among processors. 
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The data structures required to store and process a sparse matrix have 
been presented. The algorithm executed on each processor has been carefully 
analyzed, with special emphasis in the distributed detection of the end of 
processing. A very important characteristic of the proposed algorithm is that 
it has been designed in such a way that the communications can take place in 
parallel with the computations, with little waiting time. 
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