Purpose -The power transformer is one of the most important pieces of equipment in a power system. The necessity for the optimum design of a power transformer arises because the design chosen should satisfy all the limitations and restrictions placed on it. This paper presents an improved fast evolutionary programming (IFEP) technique for the optimal design of a three-phase power transformer. Design/methodology/approach -The optimization of the transformer design problem is formulated as an NLP problem, expressing the objective and constraint functions in terms of the selected independent variables. Here the cost of the transformer is considered as the objective function and is the sum of material cost of stampings and copper windings, cost of cooling tube arrangements, cost of cooling medium, insulation cost and labour cost. A computer program is written from which the optimal design parameters are obtained. For optimization, the classical evolutionary programming (CEP) technique and its variant the IFEP technique are used and the results are compared. Findings -The application of CEP and IFEP for transformer design has been demonstrated on two test cases. It has been observed that this IFEP outperforms the CEP in obtaining the optimum design of transformers of smaller as well as larger ratings in terms of execution time, convergence rate, quality and success rate. Originality/value -The proposed method results in the economical design of a three-phase power transformer which can significantly reduce the cost of manufacturing transformers.
Introduction
Transformers convert voltages and currents of an AC power supply to the required levels. They are essential in electrical distribution systems and are widely used to raise voltages for transmission over long distances and then reduce the voltage of the power line (4-35 kV) to a voltage suitable and safe for facility equipment (120-480 V). The design criteria for transformers vary depending upon their applications. In the case of power transformers, the importance is given either to size or efficiency. A design engineer has to consider several aspects of the transformer design such as core shape, size, properties, copper wire sizes, etc. and arrives at an optimum design. Many conflicting criteria have to be reconciled during design for an acceptable outcome according to a given specification. Device designers generally attempt to achieve this by set design procedures. Commonly a trial and error approach is adopted in arriving at a solution which is deemed to best satisfy such conflicting requirements. However, solutions thus found are unlikely to be the best possible, especially in view of commercial pressures, which severely curtail the time available for searching. Optimum design ensures better utilization of materials; it saves money, space, and reduces loss. Improper design results in under utilization of materials. Hence, the optimization of design parameters plays a vital role in obtaining the dimensions of a transformer.
Several optimization techniques have been reported in the literature. The study of power transformer design using a computer was pioneered by Williams et al. (1956) and Sharpley and Oldfield (1958) . Later, Andersen (1967) suggested a method for obtaining an optimized design of power transformers. However, his procedure was not general and cannot be used conveniently for all power transformer design problems. Several other techniques were also used for the design of power transformer (Rubaai, 1994; Saravolac, 1998) . Genetic algorithm has been used for the optimal design of power transformer (Nims et al., 1996) where the parameters of core, LV and HV windings were chosen as independent variables. However, the typical GA approach involves encoding the problem solutions as a string of representative tokens and the mutation operation simply changes aspects of the solution according to a statistical distribution which weights minor variations in the behavior of the offspring as highly probable and substantial variations as increasingly unlikely. Further, the severity of mutations is often reduced as the global optimum is approached. Other methods that were used for optimal design of electromagnetic equipment were discussed (Di Barba et al., 1998; Sykulski, 2004) . A reverse approach to designing as-built transformers was presented (Bodger and Liew, 2002) . The physical characteristics and dimensions of the windings and core were the specifications. By manipulating the amount and type of material actually to be used in the construction of the transformer, its performance was determined.
Evolutionary Programming (EP), originally conceived by Lawrence J. Fogel in 1960, is a stochastic optimization strategy similar to genetic algorithms, but instead places emphasis on the behavioral linkage between parents and their offspring, rather than seeking to emulate specific genetic operators as observed in nature. Since, its first application to prediction tasks, there have been a number of developments in EP (Back and Schwefel, 1993; Fogel, 1995a, b) techniques. EP algorithm based on the simulated evolutionary process of naturals selection and genetics is very promising since they are efficient, robust, fast and at the same time are capable of finding global optimum solution. Since, the search process is based on function evaluations, no gradient evaluation is required. These features make EP more suitable for use in the design optimization of electromagnetic devices. Hence, in this paper, EP and its variants have been used for optimization of power transformer design
In EP, mutation is the only operator used to generate new offspring. The mutation is often implemented by adding a random number from a certain distribution, viz., a Gaussian distribution in the case of classical evolutionary programming (CEP) and a Cauchy distribution in case of fast EP, to the parent. It has been shown (Yao et al., 1999) that Cauchy mutation performs better because of its higher probability of making longer jumps. However, a larger step size may not be beneficial at all if the current search point is already very close to the global optimum. It was also made clear that COMPEL 25, 4 Cauchy mutation is more likely to generate an offspring further away from its parent than Gaussian mutation due to its long flat tails. Also the Cauchy mutation spends less time in exploring the local neighborhood and thus has a weaker fine-tuning ability than Gaussian mutation in small to mid-range regions. It would be ideal if Cauchy mutation is used when search points are far away from the global optimum and Gaussian mutation is adopted when search points are in the neighborhood of the global optimum. Unfortunately, the global optimum is usually unknown in practice, making the ideal switch from Cauchy to Gaussian mutation very difficult.
This paper proposes an improved fast evolutionary programming (IFEP) based on mixing (rather than switching) different mutation operators for optimum design of power transformer. An IFEP (Yao et al., 1999) was proposed that uses both the Gaussian and Cauchy mutations for creation of offsprings from the same parent and better ones are chosen as offspring for the next generation. They have demonstrated the superiority of this method over other EP methods on a number of benchmark functions. The key factor behind the success of IFEP appears to be that it uses both smaller (Gaussian mutation) as well as larger (Cauchy mutation) step sizes towards the creation of new offspring. In highly non-linear systems, it is difficult to constrain the search space to a sufficiently small region when there is little knowledge about the global optimum. As no unique step size is likely to give better results for all types of functions, IFEP appears to be more promising simply because it uses both smaller as well as larger step sizes.
In this paper, the optimum design of a three-phase power transformer is attempted using an IFEP technique. The objective of present work is to investigate the comparative performances of a conventional optimization technique, CEP and IFEP in obtaining optimal design of three-phase power transformer in view of quality, convergence rate, success rate (SR) and speed.
Optimum design of a transformer -problem formulation
The optimization of the transformer design problem is formulated as an NLP problem, expressing the objective and constraint functions in terms of the specified independent variables. The objective function is expressed as:
Optimize f ðxÞ such that x exists within the n-dimensional feasible region D:
In the above equations, f(x), g i (x) are real valued scalar functions and the vector x comprises the n principal variables for which the optimization is to be performed. The function f(x) is called the "objective function" for which the optimal values of x result in the maximum value for f(x), and these optimal values satisfy the given constraints. For an economical design of a power transformer, the cost (i.e. sum of material cost of stampings and copper windings, cost of cooling tube arrangements, cost of cooling medium, insulation cost and labour cost) should be minimized. Here the cost of the transformer is considered as the objective or cost function.
The choice of the following five independent variables for the optimization problem out of the many variables of the power transformer is based on the significant effect of IFEP for optimum design these on the short-circuit reactance, weight, losses, core dimensions and cost of the transformer.
(1) maximum magnetic flux density in core, x 1 (Wb/m 2 );
(2) current density in high-voltage winding, x 2 (A/mm 2 ); (3) current density in low-voltage winding, x 3 (A/mm 2 );
(4) height of windings, x 4 (m); and (5) voltage per turn, x 5 (V).
Each of these variables is assumed to be continuous. The following constraints are imposed on the design problem:
. temperature rise of the windings above ambient;
. per unit regulation;
.
percentage efficiency under full load; and . no load current.
The constraint functions and the objective function are calculated using the procedure described in Rai (1985) .
Evolutionary programming
EP is a technique in the field of evolutionary computation. It is a powerful and general global optimization method, which does not depend on the first-and second-differentials of the objective function of the problem to be optimized. It seeks the optimal solution by evolving a population of candidate solutions over a number of generations or iterations. During each iteration, a second new population is formed from an existing population through the use of a mutation operator. This operator produces a new solution by perturbing each component of an existing solution by a random amount. The degree of optimality of each of the candidate solutions or individuals is measured by their fitness, which can be defined as a function of the objective function of the problem. Through the use of a competition scheme, the individuals in each population compete with each other. The winning individuals form a resultant population, which is regarded as the next generation. For optimization to occur, the competition scheme must be such that the more optimal solutions have a greater chance of survival than the poorer solutions. Through this the population evolves towards the global optimal point. The EP technique is iterative and the process is terminated by a stopping rule. The rule used here is stop either:
. after a specified number of iterations; or .
when there is no appreciable change in the best solution for a certain number of generations.
4. EP based optimal design of a transformer with adaptation of strategy parameter using scaled cost Let p i ¼ ½P 1 ; P 2 ; . . . ; P n be a trial vector denoting the individual of a population to be evolved. The elements of p i are the independent variables subject to their respective constraints. . By choosing the better one from two offspring generated from each parent, one by Gaussian mutation and the other by Cauchy mutation (in IFEP). Let P 0 1j and P 0 2j the two offspring generated from the parent P j . P 0 1j ¼ P j þ s j N j ð0; 1Þ (Gaussian mutation); P 0 2j ¼ P j þ s j C j ð0; 1Þ (Cauchy mutation) where C j is a Cauchy random variable with scale parameter, t ¼ 1 and centered at zero that is generated a new for each value of j. The values of the objective function of both the offspring are evaluated, compared and better individuals are chosen as the offspring for next generation.
An important parameter of Gaussian distribution is its standard deviation better known as the strategy parameter. In each method mentioned above, the standard deviation (strategy parameter), s j is given by the expression s j ¼ bf i =f min ðP jmax 2 P jmin Þ where f min is the minimum cost value among the N trial solutions, b is a scaling factor, f i ¼ f( p i ) is the value of the objective function associated with the trial vector p i . Here, s j is adapted based on its scaled values of the parent trial solution.
If f i is relatively low, the step size will be small and the offspring trial solution is created near the current solution and if f i is relatively high, the step size will be larger and next trial solution will be searched within a wider range thereby providing an adaptive effect based on the fitness (cost) value. Also, as f min keeps on updating towards the globally optimum point, the adaptation will also be towards the global point.
Competition and selection
Each individual in the combined population of N parent trial vectors and their corresponding N offspring has to compete with R randomly selected other individuals to have a chance to survive to the next generation. A weight value w i is assigned to the individual according to the competition as follows:
and w t ¼ 0 otherwise; f r is the fitness of the rth competitor randomly selected from 2K individuals, u is a uniform random number ranging over [0, 1] . While computing the weight for each IFEP for optimum design individual, it is ensured that each individual is selected only once from the combined population. When all individuals obtain their competition scores, they will be ranked in descending order of their corresponding score, w t . The first N individuals are selected and transcribed along with their corresponding fitness values f i to be the parents in the next generation. The implementation of IFEP to the optimal design of a three-phase power transformer is shown in Figure 1 .
Simulation results and evaluation
The proposed EP algorithms have been implemented on two test cases for the optimum design of a three-phase power transformer. The cost of transformer which is the sum of material cost of stampings and copper windings, cost of cooling tube arrangements, cost of cooling medium, insulation cost and labour cost is considered as the objective or cost function for both the test cases. In order to check the local and global exploration capabilities of both CEP and IFEP and to prove that the solution is indeed a "global optimum" the algorithms were tested with 50 different initial solutions and the results were compared. 
Test case 1
The problem of arriving at an optimal design of a 2 MVA, 66-kV/11-kV, 3-phase, core type, delta-delta connected power transformer (Rai, 1985) is considered. The results obtained using conventional design optimization procedure (Powell's method), CEP method and IFEP are tabulated in Table I .
If the transformer design is optimized using CEP, the reduction in cost is about 17 percent of conventional optimization method. The cost reduction is achieved at the expense of increased current densities in LV and HV windings. If the design is attempted using IFEP, the reduction in cost is around 27 percent. The current densities do not undergo any significant change. However, the temperature rise in the machine reduces with a consequent rise in efficiency.
The value of the scale factor b has been taken as 0.01 after verification. The penalty function method has been used in satisfying the constraints mentioned in Section 2. A penalty function increases the cost of a design when a limit has been exceeded. The difference between the calculated value and the limit was used to determine the penalty. This difference is squared before multiplication. The value of the population size (N) was taken as 20 after verification with population sizes of 10, 20 and 30. Figure 2 shows the convergence nature of both CEP and IFEP. It can be observed that IFEP converges faster than CEP towards the global optimum.
Investigation reveals that IFEP converges at a significantly faster rate than CEP towards the global optimum. To investigate the effects of the initial trial solution on the final results and also the SR, the problem is solved with 50 different initial trial solutions and the results are shown in Figures 3 and 4 . The SR for each parameter is the best measure for the performance of the technique. The SR is the ratio of the total number of times the optimal solution is found to the total number of test runs. A tolerance of 0.01 percent is used to decide whether a particular solution is optimal solution or not. 
IFEP for optimum design
It is seen that 80 percent of solutions found by the CEP method has resulted in costs that are higher than the cost achieved using the conventional method. Also, the result obtained using CEP is oscillating, thus proving the unstable nature of CEP method. Table II presents the best and average time taken by both CEP and IFEP methods to arrive at an optimal solution for 50 runs with 50 different initial solutions. Table III shows the statistical results of 50 runs by each algorithm with 50 different initial trial solutions. The CEP has a SR 20 percent whereas IFEP has SR of more than 80 percent. (Ramamoorty, 1987) . The results obtained using a conventional design optimization procedure (Powell's method), CEP method and IFEP are tabulated in Table IV . A population size of 40 and a scale factor of 0.5 have been used after verification. A penalty of 100 is used in this test case. From Table IV , it is seen that with a reduction in cost, the current densities in the LV and HV windings increase. Similar to case 1, based on the overall performance parameters, the method using IFEP results in an improved transformer design compared to that obtained using CEP. Figures 5-7 show the convergence nature of the algorithms. Table V presents the best and average time taken by both CEP and IFEP methods to arrive at the optimal solution for 50 runs with 50 different initial solutions. Table VI shows the statistical results of 50 runs by each algorithm with 50 different initial trial solutions. The cost achieved is smaller than that by CEP. In this test case also the performance of IFEP is significantly better in terms of speed, convergence rate and minimum cost (Tables IV  and V) . The CEP has a SR 12 percent whereas IFEP has more than 90 percent. Thus, it is found that IFEP has better SR in converging to the global optimum point for this test transformer.
From Tables I and IV , it is noted that the voltage per turn has reduced in both EP based methods which results in a reduced flux density in the core and hence reduced losses in the core. Also the height of windings is lesser than that in the conventional design procedure. Thus, the height of window and thus the size of the transformer are decreased. The no load current is reduced which causes the no load losses to be reduced. Thus, with the application of EP-based methods, the overall performance of the transformer is improved along with a reduction in size of the transformer which is desirable. Investigations of the tables and figures reveal that the convergence rate, SR, average cost and the minimum cost achieved by IFEP are better then those of CEP. Figures 4 and 7 prove the ability of IFEP in attaining the "global optimum". This in turn will substantiate that the quality of solutions achieved by IFEP is much better than that of CEP. Hence, IFEP proves to be a superior technique than CEP for solution of transformer design optimization problems.
Conclusions
Evolutionary programs, CEP and IFEP, with adaptations based on scaled costs have been developed and their performances are examined on two test cases of transformer design optimization. It is seen that with the implementation of the CEP and IFEP, the total cost is reduced significantly. Between the two, it is seen that IFEP performs much better than CEP with Gaussian mutation in terms of convergence rate, the solution speed, quality of solution and SR in smaller as well as larger transformers. Investigations also reveal that the superiority of IFEP over its counterpart becomes more prominent in the case of larger transformers. A more sophisticated analysis of transformer performance can be carried out by applying finite element analysis and more improvement may be expected.
