In this paper the power spectrum of passive scalars transported in two dimensional chaotic fluid flows is studied theoretically. Using a wave-packet method introduced by Antonsen et al., several model flows are investigated, and the fact that the power spectrum has the k Ϫ1 -scaling predicted by Batchelor is confirmed. It is also observed that increased intermittency of the stretching tends to make the roll-off of the power spectrum at the high k end of the k Ϫ1 scaling range more gradual. These results are discussed in light of recent experiments where a k Ϫ1 scaling range was not observed. © 2000 American Institute of Physics. ͓S1054-1500͑00͒00701-1͔
I. INTRODUCTION
We consider passive advection of a weakly diffusive scalar quantity ͑e.g., temperature or the concentration of an impurity͒ in an irregular, time varying fluid flow. Due to the straining motion of the flow, small fluid regions are stretched and eventually folded as time evolves. As a result, finer and finer spatial structure of the scalar can be created. At sufficiently small length scale microscopic diffusion is significant and arrests the creation of smaller scale structures.
This process can be investigated by examining the wave number power spectrum of the passive scalar, which is the Fourier transform of the correlation function defined by C͑r ជ,t ͒ϭ͗͑ x ជ ϩr ជ,t ͒͑ x ជ ,t ͒͘Ϫ͗͑ x ជ ,t ͒͘ 2 , ͑1͒
where (x ជ ,t) is the passive scalar.
One can introduce the one dimensional power spectrum by averaging over all directions, i.e.,
where D is the dimensionality of the integral domain and
is the D-dimensional power spectrum. The variance is transported from small wave numbers to large wave numbers and dissipated at the upper end of the k spectrum. The cutoff of the power spectrum is determined by diffusivity. We are interested in the power spectrum that results when a temporally steady external source varying on some length scale L continually injects scalar into the fluid.
For turbulent flows with high Schmidt number ͑/, where is the kinematic viscosity, and is the diffusivity of the scalar͒, there is a range of wave numbers for which the flow energy has dissipated, while the diffusivity is still negligible. Put another way, there is a range of scalar lengths over which the flow is smooth but the scalar has rapid variations. This range is called the viscous-convective range. The power spectrum in the viscous-convective range has been predicted by Batchelor 1 to have the form F(k)ϳ1/k. This relation is widely known as the Batchelor's law. We note that Batchelor's reasoning is not confined to high Reynolds number turbulent flows. In particular, the requisite stretching is also present in low Reynolds number flows that are Lagrangian chaotic.
A number of experiments 2 and numerical simulations 3 have been carried out to check Batchelor's law. However, the results were inconclusive. For example, recent experiments of Williams et al. 4 have found a significant deviation a͒ Also at Department of Electrical Engineering. Batchelor's law. These experiments were performed on a pseudo two dimensional turbulent flow. In their data, Batchelor's law holds, if at all, only at the very beginning of the viscous-convective range, where the flow can be envisioned as resulting from localized vortices. In this paper we study Batchelor's law in two dimensional incompressible chaotic flows, using a wave-packet method introduced by Antonsen et al. 5, 6 Based on this method we derive a simple form of the power spectrum ͓Eq. ͑16͔͒ for flows in which intermittency of stretching is not negligible. To test our prediction we study three different model flows. The first model ͑Sec. III A͒ is a spatially periodic temporally irregular flow whose velocity field consists of a few sinusoids with wavelength L. The second model ͑Sec. III B͒ is a flow generated by a small number of selfconsistently evolving point vortices in a circular cylinder. Aref 7 noticed that chaotic flows can be generated by a few vortices. His observation makes it possible for us to use a simple Lagrangian representation to study chaotic flows. Our vortex flow model is designed in the same spirit and is intended to be more similar than the first model to the flows in the Williams et al. experiment. The two models differ in the distribution of stretching for different areas of the fluid. The first model has a relatively uniform distribution of stretching, whereas the flow generated by self-consistently evolving vortices can have stretching that is intermittent, that is, different regions of the flow have greatly different stretching rates. Thus, for those fluid elements that repeatedly visit different regions, the rate of stretching varies greatly along their trajectories. For both models, we observe the k Ϫ1 -scaling range. For the third model ͑Sec. III C͒ we generate a velocity field adjusted to be similar to that in the experiment of Williams et al. by solving the initial value problem of the Navier-Stokes equation. We then obtain the power spectrum by taking the Fourier transform of the solution of the passive scalar partial differential equation ͑PDE͒ for (x ជ ,t). These results are found to be in good agreement to results obtained for the same flow by use of the wave-packet method. Again we observe a clear k Ϫ1 scaling range. In the paper of Williams et al., 4 three possible reasons that might explain the observed absence of a clear k Ϫ1 scaling are mentioned: ͑1͒ intermittency of the flow; ͑2͒ residual three dimensional variations in the passive scalar flow in their supposed two dimensional configuration; ͑3͒ the localization of the scalar source and sink near the boundaries of the fluid. Our results strongly suggest that ͑1͒ is not a tenable reason. Nevertheless we do find a significant effect of intermittency. In particular, increased intermittency tends to make the roll-off at the end of the k Ϫ1 scaling range more gradual. This role of stretching intermittency has already been discussed by Kraichnan. 
II. WAVE-PACKET METHOD
In previous work a wave-packet method was introduced for the study of passive scalar dynamics, 5, 6 and numerical experiments with this method were shown to be in close agreement with full numerical solutions of the PDE governing the passive scalar ͓Eq. ͑4͒ below͔. Since the wave-packet method is much less computationally costly and since it gives insight into the physical mechanisms controlling the power spectrum, we use it as the basis of our study in this paper. ͑Section III C contains a comparison of the wavepacket method and direct solution of the passive scalar partial differential equation.͒
We now review aspects of the wave-packet method that are important for our current work. The transport equation for a passive scalar field (x ជ ,t) is
where v ជ (x ជ ,t) is the velocity field, and S (x ជ ,t) represents an external source. We assume the fluid flow is incompressible; ٌ•v ជ ϵ0. Neither the source nor the velocity field is affected by .
At a length scale that is much smaller than the variations of S , the distribution of the scalar can be treated as consisting of a large number of sinusoidal wave packets, which are themselves convected by the fluid flow and are affected by diffusion. At a fixed time t, ϭ⌺ j j , where j ϭA j sin(k ជ j •x ជϩ j ) represents the distribution on the jth wave packet ͑A j varies on a length scale l ӶL that is much larger than ͉k ជ j ͉ Ϫ1 and localizes j in space͒. In these terms, the power spectrum has the form of
where
The exact form of ␦ l and the value of l are unimportant provided Lӷl ӷk Ϫ1 . ͓Thus, in principles each F j (k,t) is a smooth function which concentrates in a neighborhood of ͉k ជ j ͉, and F(k,t) is also a smooth function. However, for the purpose of making a histogram approximation to F(k,t), we may sample over a large number of wave packets and treat ␦ l as a delta function. The histogram made in this way asymptotes to the true histogram as the number of samples asymptotes to infinity.͔ We are interested in applying Eq. ͑5͒ in two cases: ͑a͒ There is no scalar source (S ϵ0), but we assume that at t ϭ0 there is a distribution of scalar density with initial wavenumber spectrum concentrated at low k which we represent as F I (k,tϭ0)ϭ⌺ j w j (0)␦ l (kϪ͉k ជ j (tϭ0)͉) ͑here the subscript I denotes ''initial value problem''͒. ͑b͒ The scalar source continually injects passive scalar density at low k at a constant rate, and we represent this by continually introducing wave packets at low k into the sum in ͑5͒. In case ͑a͒, as t increases and the wave number k j evolves into the diffusive range, the wave-packet variances decay and F I (k,t→ϱ) →0. In case ͑b͒, the loss of wave packets through diffusion at high k is balanced by the injection of wave packets ͑by the source͒ at low k, and a time averaged steady state wavenumber spectrum F S (k) results ͑here the subscript S denotes ''steady state''͒.
In the absence of a source and diffusivity, w j (t), the variance of the jth wave packet, is constant in time. The evolution of k ជ j can be determined as follows. Since the trajectory of a fluid element is given by
with initial condition ជ (0)ϭx ជ , the separation of two elements that are initially close to each other, ␦ ជ (x ជ ,t), evolves
In the absence of a source and with zero diffusivity, Eq. ͑4͒ says that the scalar field is constant along each trajectory.
Thus the difference of the scalar fields ␦ between the two trajectories separated by ␦ ជ is also constant in time.
͑7͒ then yields the evolution of the wave number following a wave packet.
When the diffusivity is small but nonzero, the variance decays as
͑9͒
with initial condition w j (0), where k j ϭ͉k ជ j ͉. In this case, Eq. ͑8͒ still holds but extra arguments are needed ͑see the Appendix in Ref. 5͒. As previously discussed, in the case of a statistically steady external source S (x ជ ,t), we can think of the source as continually launching wave packets at low k which then evolve by ͑8͒ to higher k. In this case, each small area contains many overlapping wave packets each created by the source at a different time. Since, appropriate to a chaotic flow, we assume that correlations decay exponentially rapidly, the correlation between different wave packets can be neglected. Thus, rather than continually adding new low-k wave number wave packets to ͑5͒, it will also sometimes be convenient to represent the power spectrum for the steady state F S (k) as the time integral of the power spectrum for the initial value problem F I (k,t),
where we have taken w j (0)ϵ1 ͑i.e., each wave packet has the same initial variance͒, and
In general, a stretching direction may temporarily become a contracting direction, hence k j (t) is not necessarily increasing at all times and may pass through a given fixed wave number k at several times. From Eq. ͑10͒ we obtain a contribution from each k j at each time
gives the instantaneous rate of stretching.
If the flow has uniform stretching and the rate of stretching is independent of time, as assumed by Batchelor, then k j (t)ϳexp(ht), where ϭh is the uniform rate of stretching. 10 So Eq. ͑10b͒ gives ϭ(2h )
and Eq. ͑11͒ yields
For small k, Eq. ͑13͒ gives the k Ϫ1 scaling. If the flow has substantial intermittency of stretching, then j i has a nontrivial distribution. One model of this phenomenon 5 is that the values j i (k) and j i (k) at a particular wave number k can be considered to be random variables which are selected on the basis of a distribution M (,) independent of k. That is, if one integrates Eqs. ͑6͒, ͑8͒, and ͑10b͒ for an ensemble of initial conditions and constructs a histogram for the values
be independent of t for tӷ1 since according to Eq. ͑10b͒ the value of j depends mostly on the rate of exponential growth in the recent past. Similarly, M (,) should be independent of k for kӷ1/L. With these assumptions the power spectrum F S (k) given by ͑11͒ can be expressed as
Integrating over h gives another distribution
which is the distribution of weighted by the average of the reciprocal of the stretching rate. Equation ͑14͒ then becomes
͓In the case of uniform stretching M (,)ϭ␦(
Using previous arguments, each contribution has the k Ϫ1 scaling for small k. Therefore, there should be a range of k where the power spectrum should obey Batchelor's law, although the exact location and form of the cutoff where k Ϫ1 behavior begins to fail is in general not given by ͑13͒. In particular, Batchelor's formula ͑13͒ predicts a sharp roll-off when the variance starts to decay. However, when the flow has considerable intermittency of stretching, some wave packets remain unaffected by diffusion while others that were created at the same time may have started to decay. Due to the contribution of these slowly decaying wave packets, the power spectrum should have a smoother roll-off than is predicted by ͑13͒. This will be numerically confirmed in the next sections. Also, in the next section we will compare numerical results with ͑13͒ and ͑16͒.
III. NUMERICAL EXPERIMENTS
Equations ͑6͒, ͑8͒, and ͑10͒ allow us to evaluate the power spectrum of the passive scalar numerically. For a flow whose velocity field v ជ (x ជ ,t) is known, we can first simultaneously integrate Eqs. ͑6͒, ͑8͒, and ͑10b͒ to determine k ជ j (t) and j (t), and then sum over all wave packets and integrate over time ͓using Eq. ͑10a͔͒ to get F S (k). We can also make histograms of M *() by using Eq. ͑15͒ and compute F S (k) by using Eq. ͑16͒.
A. Random-driven flow
In this and the following subsection, we take ϭ1.25 ϫ10 Ϫ6 . Consider the velocity field ͑see Ref. 5 for more detailed properties of this flow͒ given by
which is periodic in x and y with period L. The functions f 1 and f 2 are periodic in time with period T ͓i.e., f 1,2 (tϮT) ϭ f 1,2 (t)͔ and are given by
and
The flow is in the x direction during the first half of each period and in the y direction during the second half. To simulate a temporally chaotic velocity field we choose the angles, 1 (t) and 2 (t) at random ͑with uniform distribution͒ in ͓0,2͔ at the beginning of each period and keep them constant during the whole period.
Equations ͑6͒ and ͑8͒ can be solved with v ជ given by Eq. ͑17͒ for the evolution over one period,
where the position of a wave packet and its wave number are calculated at time tϭT,2T,3T, and so on. Since the angles are randomly chosen between periods, there are no KAM surfaces. To see this we note that a KAM surface for a two-dimensional map is an invariant closed curve for that map. Thus mapping every point on the curve forward by one iteration ͑period͒ maps those points back on the curve. In our case, the map changes randomly from iterate to iterate. Hence a curve invariant to the map at one time will typically not be invariant to the map at a subsequent time. Thus there are no KAM surfaces, and we expect that the fluid is totally mixed as time evolves.
Numerical experiments were performed using 100ϫ100 initial conditions on a uniform grid and UT/Lϭ0.5. The average rate of stretching after time tϭ100T is given by the leading Lyapunov exponent of the flow, numerically determined to be ͗h͘Ϸ0.30Ϯ0.01, where the average is taken over all initial conditions. Since ͗h͘Ͼ0, the flow is chaotic.
A finite time Lyapunov exponent h(x ជ 0 ,t) for an initial condition x ជ 0 and a time t can be computed as follows. Start at time 0 with initial condition x ជ 0 and an initial differential displacement ␦ ជ 0 from x ជ 0 . Evolve the differential displacement forward in time following the orbit from x ជ 0 to obtain the differential displacement ␦ ជ (t) at time t. The finite time exponent is then h(x ជ 0 ,t)ϭt Ϫ1 ln͓͉␦ ជ (t)͉/͉␦ ជ 0 ͉͔. For two dimensional incompressible flows, h can also be evaluated through
͑22͒
In our numerical experiments, we compute h by using Eq. ͑22͒. For randomly chosen x ជ 0 the quantity h(x ជ 0 ,t) is random, and we can define a corresponding probability density function P(h,t) which we call the stretching distribution. The stretching distribution, P(h,t), for a realization of Eqs. ͑18͒ and ͑19͒, is shown in Fig. 1͑a͒ at different times. For large t, P(h,t) can be approximated 11 by ln P(h,t)ϭϪtG(h) ϩo(t), or more informally
P͑h,t ͒ϳexp͓ϪtG͑ h ͔͒, ͑23͒
where G(ĥ )ϭGЈ(ĥ )ϭ0 at the minimum ĥ of G. The utility of the scaling form ͑23͒ is that it gives P(h,t), a function of two variables ͑h,t͒, in terms of a function of only one variable, G(h). For the case where there are no KAM surfaces, earlier numerical experiments 12 have yielded close agreement with this form. Figure 1͑a͒ shows plots of P(h,t) obtained by use of histograms at different time t. As expected from ͑23͒, P(h,t) narrows with increasing time. Plotting Ϫt Ϫ1 ln P(h,t)ϪK ͓choosing K to be the minimum over h of Ϫt Ϫ1 ln P(h,t)͔, we see from Fig. 1 that the data plotted in Fig. 1͑b͒ collapses to a single curve, which we identify as G(h). ͓This collapse is essentially the content of Eq. ͑23͒.͔ The distribution M *() is discussed in the previous section and can be computed for a given k by first making a histogram of M (,) and then using ͑15͒. Figure 2 shows the distributions M *() computed at several wave numbers. Note that the M *() determinations obtained at different times are in good agreement with each other as expected.
In Fig. 3 we plot the power spectrum computed using Eqs. ͑6͒-͑10a͒ along with the power spectrum given by Eqs.
͑13͒ ͑based on uniform stretching͒ and ͑16͒ ͑which accounts for intermittency͒. For the wave-packet method, we replace ͑10a͒ by
where ⌬t is the time step for the ODE solver and t i ϭi⌬t.
Integrating ͑24͒ over a small interval ͓k,kϩ⌬k͔ yields
Equation ͑25͒ allows us to make histograms of kF S (k) versus k. Equation ͑13͒ gives agreement with the wave-packet method ͓Eqs. ͑6͒-͑10a͔͒ only before the cutoff of the spectrum. On the other hand, Eq. ͑16͒ agrees with the wavepacket method in the whole displayed region. We observe that the roll-off of the power spectrum is less sharp than the prediction of ͑13͒. This is because the flow has stretching intermittency, which is described by the distribution M *(). The cutoff for different wave packets with different 's, is spread over a wide range of k. In particular, the contribution from the wave-packets that decay only at a larger k are significant at the beginning of the roll-off. The number of such wave packets decreases continuously as k increases. This makes the roll-off less sharp.
B. Vortex flow
In this section we consider model flows for which the vorticity is concentrated on a finite number of point vortices located at x ជ 1 ,x ជ 2 ,...,x ជ n . The use of such vortex flows to model physical velocity fields was introduced by Chorin 13 and has been used extensively. The velocity field induced by the jth vortex is given by
where r j ϭͱ(xϪx j ) 2 ϩ(yϪy j ) 2 , and ⌫ j is the strength of vortex j located at x ជ j . Locally the flow rotates fluid elements counterclockwise ͑clockwise͒ around the vortex if ⌫ j Ͼ0(⌫ j Ͻ0). If the domain is the infinite plane, then the velocity field is the superposition of v ជ j 's. That is,
If the domain has an impenetrable boundary, ‫ץ‬D, then Eq. ͑27͒ needs to be modified to satisfy v ជ •n ជ ϵ0 on ‫ץ‬D. 
Equations ͑28͒ and ͑29͒ form a Hamiltonian system with Hamiltonian
where (x i ,y i ) are the conjugate variables. In addition to the Hamiltonian H, the angular momentum Iϭ⌺ j ⌫ j ͉x ជ j ͉ 2 is also a constant of the motion. Therefore, a necessary condition for a system of such vortices to behave chaotically is that there are at least three vortices. Aref 7 showed numerically that three vortices can be sufficient for chaos. In this section we present numerical results from studying three model flows: ͑i͒ a flow generated by a system of three self-consistently evolving point vortices whose motion is integrable; ͑ii͒ a flow generated by a system of three point vortices whose motion is chaotic; and ͑iii͒ a flow generated by a system of six vortices whose motion is chaotic. Notice that the Lagrangian dynamics of a flow can be chaotic even if it is generated by vortices whose motion is integrable. ͑This situation is analogous to the restricted three body problem, where the motion of the two large bodies is described by Kepler orbits but the third infinitesimal body may move chaotically.͒ For each case we consider initial conditions on a uniform grid of spacing 0.04. Equations ͑28͒ and ͑29͒ are solved, for each initial condition, by using a fourth order Runge-Kutta method. Our statistics are based upon computation over these ͑approximately 2000͒ initial conditions.
In numerical experiments, we need to be concerned about the singularities at the location of the point vortices, where the velocity has infinite magnitude. These singularities may cause numerical problems. In addition, our assumption that the velocity field is relatively smooth is not valid near these singularities. To overcome these difficulties, we replace the point vortices by vortex patches, i.e., the vorticity is uniformly distributed in a small circle centered where the point vortices were, so that there are no singularities in the flow. We assume that the motion of the vortex patches can be described in the same way as the point vortices as long as they do not come too close to each other. This condition can be satisfied as we select the radii of the patches appropriately. We observe, however, that the results from using vortex patches and from using point vortices agree with each other. the vortices is integrable ͑i.e., quasiperiodic͒. Figure 4͑b͒ also confirms that the motion of the vortices is integrable. This figure shows the return map to the surface of section x 1 2 ϩy 1 2 ϭ0.25. The return map yields one dimensional closed curves, again implying quasiperiodic motion. Calculation of the trajectories of passive fluid elements for this flow suggest that the presence of both integrable and chaotic regions of space. The distribution of the finite time stretching rate h for 10 4 initial passive fluid element positions uniformly distributed in (x 2 ϩy 2 )р1 is shown in Fig. 5 . The distribution has a major peak near hϭ0 and possibly a minor peak near h ϭ0.25. The peak at hϭ0 is due to the existence of initial conditions for which the passive scalar dynamics is integrable. The existence of a minor peak shows that for other trajectories the Lagrangian dynamics is chaotic. Such distributions have been previously discussed in Ref. 14. Figure 6 shows the evolution of k j for an arbitrarily chosen wave packet in the chaotic part of the phase space. It is observed that k j sometimes increases in sudden bursts followed by long flat or more gently increasing ranges. We call such behavior intermittency. If we trace the trajectory of this wave-packet, we find that the bursts occur when it gets very close to the two positive vortices, which move as they circle around each other. Figure 7 shows the wavenumber power spectrum of the passive scalar computed from Eq. ͑10a͒. The spectrum for this case does not conform to Batchelor's k Ϫ1 law in any range of k. This is not surprising since Batchelor's argument assumes exponential stretching, and this does not apply for wave-packets in the quasiperiodic part of phase space. Figure 8 shows the trajectory x ជ 1 (t), for the case where the initial configuration is given by x ជ 1 (0)ϭ(0.1,0.7), x ជ 2 (0) ϭ(0.2,0.9), x ជ 3 (0)ϭ(0.5,0.3), and the vortex strengths are Ϫ⌫ 1 ϭ⌫ 2 ϭ⌫ 3 ϭ1. The trajectory is irregular, suggesting that the vortex motion is chaotic. This is confirmed by calculation of the leading Lyapunov exponent for the system of vortices ͑28͒ and ͑29͒, which is approximately 0.3. For the flow generated by these vortices, the spatially averaged Lyapunov exponent of passive advected particles is ͗h͘ Ϸ0.12Ϯ0.02. From Fig. 9 we see that there is one main peak in the distribution of h which is near ͗h͘, so the distribution is more uniform than that in the integrable case. However, compared to the randomly driven flow discussed earlier ͑Sec. III A͒, the peak is broader. Figure 10 shows the evolution of k j for an arbitrarily chosen wave packet. The growth of k j is apparently less intermittent than the case for the three integrable vortices, Fig. 6 . This difference appeared to hold for other random wave packet choices for the two flows. Figure 11 shows the predictions of the spectrum F S (k) from Eq. ͑13͒ ͑uniform stretching͒ as the dotted curve, Eq. ͑16͒ ͓the M *() result͔ as the dashed line, and Eq. ͑10a͒ ͑the integral of F S ͒ as the solid line. The predictions of Eq. ͑16͒ and Eq. ͑10a͒ are similar and significantly different from the prediction of Eq. ͑13͒. We believe that the small difference between the predictions of Eq. ͑16͒ and Eq. ͑10a͒ is due to insufficient mixing and the limitation of finite diffusion. In this case, the distribution M *() depends on the wavenumber k. This may also explain why the middle part of the power spectrum differs slightly from the k Ϫ1 -scaling.
Three integrable vortices

Three chaotic vortices
Six chaotic vortices
In this section we focus on how the power spectrum is affected when the flow has more vortices. We study a flow generated by a system of six vortices whose initial configuration is given by
2), and whose strengths are Ϫ⌫ 1 ϭ⌫ 2 ϭ⌫ 3 ϭϪ⌫ 4 ϭϪ⌫ 5 ϭϪ⌫ 6 ϭ1. The leading Lyapunov exponent for the system of vortices is approximately 0.7, which is larger than in the previous cases. This is apparently because the stirring is stronger when there are more vortices in the flow. The spatially averaged rate of stretching is ͗h͘Ϸ0.28 Ϯ0.02 ͑the distribution of h is presented in Fig. 12͒ , so the flow is chaotic. The distribution of h is more uniform than the other vortex flows. Figure 13 shows that Eq. ͑16͒ ͑the dashed curve͒ agrees well with the power spectrum com- puted from Eq. ͑10a͒ ͑the solid curve͒, but not with the result assuming uniform stretching ͑13͒ ͑the dotted line͒.
C. Realistic flow
The transport of a passive scalar field which is advected by a velocity field closely simulating the real velocity field of the experiment of Williams et al. 4 is investigated in this section. The velocity field is obtained by solving the two dimensional Navier-Stokes equation with a linear friction term
where (x ជ ) is the scalar vorticity field (ϭẑ •ٌϫv ជ ), v ជ is the velocity vector field, is the kinematic viscosity, is the linear friction coefficient, S (x ជ ) is a source of vorticity given by the curl of the stirring force field ͓ϭẑ •ٌϫ f ជ (x ជ ), where Equation ͑31͒ for and Eq. ͑4͒ for the passive scalar advection are solved numerically using a time split-step technique with periodic boundary conditions in x,y. A system size of ͓Ϫ,͔ϫ͓Ϫ,͔ is used. In the first phase of the split step the Laplacian parts of both equations are solved in wave number space with the source terms and the linear friction term included. For the vorticity field, ‫‪t‬ץ/ץ‬ ϭٌ 2 ϪϩS (x,y) is solved by fast Fourier transforming to wave number space ͓(x,y,t)
is the Fourier transform of the vorticity source function. S (x,y)ϭ␣ cos 2x(cos 4yϩ1) is used to give an approximated functional form for the stirring field used in the experiment of Williams et al. Then, (k x ,k y ,tϩ⌬t) is transformed back to real space. The diffusive and source terms of the passive scalar field, ‫‪t‬ץ/ץ‬ ϭٌ 2 ϩS (x,y), are treated in a similar way, while, for the source function of the passive scalar, S (x,y)ϭcos 2x ϩcos 2y is used. In the second phase of the split step the convection parts of the vorticity field and the passive scalar field, ‫ץ/ץ‬tϭϪv ជ •ٌ, ‫ץ/ץ‬tϭϪv ជ •ٌ, respectively, are solved in real space using the velocity field which is obtained from the stream function (x,y) utilizing v ជ ϭϪ(ٌϫẑ ). ͓We note that our choice of S (x,y) is different from the experiment, where dye is introduced at the boundary of the flow; see Ref. 4 .͔ Figure 14͑a͒ shows the energy spectrum for the velocity field of the numerical solution with the grid size of 1024 2 , ϭ0.005, ϭ0.12. The value of was chosen to match the value for the experiment in Ref. 4 , while was adjusted so that the resulting flows resembled the measured flows of Ref.
4. The energy spectrum of the velocity field is obtained in the following way. The energy density at a given wavevector k ជ is evaluated by where
͑33͒
The energy of the field at log 10 kϳ1 or kϳ10 is almost 10 4 times smaller than that at the lowest k in Fig. 14͑a͒ . So the velocity field with smaller scale than Lϳ2/10 does not fluctuate much, which will justify our linear interpolation approximation of the velocity field at the smaller scale later. A typical velocity field is shown in Fig. 14͑b͒ . During the course of the simulation, there are typically 3ϳ5 large vortex structures visible in the system. After the initial transient time, the passive scalar field, which is continuously influxed at the large scale, is evolved to a field which has very small length scale due to stretching and folding by the velocity field. Figure 15 shows a well developed passive scalar field with a diffusivity ϭ2.5 ϫ10 Ϫ5 . The power spectrum of the passive scalar is measured during the simulation at every 2.5 time units. The time averaged spectrum is obtained by averaging these instantaneous spectra.
where the weighting factor i ϭ1/͐dk F(k,t i ), t i ϭT 0 ϩ(i Ϫ1)⌬T, ⌬Tϭ2.5, and iϭ1,...,17. T 0 is selected to be large enough to give full development of the passive scalar spectrum in the viscous-convection range. Here we choose T 0 ϭ30 ͑assuming kϳk 0 e ͗h͘t with the measured ͗h͘ϳ0.208, k becomes ϳ1.0ϫ10 4 by the time tϭT 0 ϭ30, which is much bigger than the cutoff wave number͒. The diamonds in Fig.   16͑a͒ show the time averaged spectrum ͗F(k)͘.
The power spectrum of the passive scalar is also obtained using the wave-packet method. The derived velocity field from solution of ͑31͒ is used for the advection of the passive scalar wave packets. Since, with the given viscosity, the velocity field can be calculated in fairly coarse resolution ͑32ϫ32 or 64ϫ64͒, to increase the computational efficiency without losing the details of velocity field, a linear interpolation between grid points is utilized to obtain v ជ (x ជ ) and ٌv ជ (x ជ ) for any location of a passive scalar wave packet. The passive scalar wave packets are injected initially ͑or continuously͒ uniformly over the space investigated. Initial wave vectors for passive scalar wave packets are set to ͑2, 0͒ which corresponds to the major wave vector of the source function for the full numerical computations in Eq. ͑4͒.
The obtained power spectra of the passive scalar are shown in Fig. 16͑a͒ . The solid line is the time integrated passive scalar power spectrum obtained from Eq. ͑10a͒, where F 1 is obtained by initially starting with a large number of passive scalar wave packets. The dashed line is the power spectrum computed from Eqs. ͑5͒-͑9͒ for the case when the passive scalar wave packets are continuously injected to the system at low k. For the second case, the power spectrum is obtained by a time average of the instantaneous power spectrum over Tϭ͓30,300͔. The diamonds are from full numerical integration of ͑4͒. For all these cases, the same diffusivity ϭ2.5ϫ10 Ϫ5 is used. We find very good agreement between the full numerical simulation of passive scalar advection ͓diamonds in Fig. 16͑a͔͒ and the two results from the wave-packet method. The deviation at low wavenumbers is Ϫ6 . ͑b͒ The solid line is the result from the wave-packet method with the initial input of passive scalar wave packets. The dashed line is from Eq. ͑16͒. The dotted line is the result from Eq. ͑13͒ ͑multiplied by an arbitrary constant͒.
due to the fact that the passive scalar injected at low wave numbers is not well approximated in the wave-packet approximation. The dotted line in Fig. 16͑a͒ is the case when a smaller diffusivity coefficient (ϭ1ϫ10 Ϫ6 ) is used for a wave-packet method simulation with the same flow. When the diffusion coefficient is low, Batchelor's k Ϫ1 law is very clearly observed over a large range in k before the roll-off due to diffusivity. In Fig. 16͑b͒ , the power spectrum from Eq. ͑16͒ ͑dashed line͒ is compared to the result of the wavepacket simulation ͑10a͒ ͑solid line͒. The agreement among these results is good, but there is significant deviation from Batchelor's formula ͑13͒ ͑dotted line͒.
IV. CONCLUSION
We have studied the power spectra of passive scalars in several model flows. For most of the chaotic flows that we studied, we observe a k Ϫ1 -scaling region in the power spectrum, as predicted by Batchelor. For the case in Sec. III B 1 the power spectrum deviates from the k Ϫ1 -scaling, and we argue that this is due to insufficient mixing combined with finite diffusion. On the other hand, when the flow has strong intermittency, for example, when there are highly-localized, long-lasting vortices ͑as in Secs. III B 2 and III B 3͒, the rolloff of the power spectrum tends to be smoother than predicted by ͑13͒. In this case, Eq. ͑16͒ gives a better prediction.
In their experiments Williams et al. 4 observed significant deviation from Batchelor's k Ϫ1 scaling, for which our analysis cannot account. There may be additional mechanisms causing this deviation in their experiments which has not yet been understood. One explanation may come from the fact that the flows in their experiments were not exactly two dimensional, and this possible effect was discussed in detail in Ref. 4 . An additional possible explanation may be related to the method of injecting a scalar ͑a fluorescent dye͒ from one end and extracting it from the other end of the container. The effect of this on the wavenumber spectrum will be reported elsewhere. 15 
