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Abstract
Time delay is a very common phenomenon in real biological or industrial systems. This paper
studies the persistence of complex balanced mass action systems with any constant time de-
lays(DeMAS). We give several sufficient conditions for DeMASs to be persistent based on the
dimension of intersection of stoichiometric compatibility class and Rn≥0. These results are anal-
ogous to the theorems which have proven by Anderson in [2] and [4] for the non-delayed mass
action system. Besides, persistence implies global asymptotic stability for complex balanced
DeMASs which means that all trajectories starting at a positive concentration trend to the unique
positive constant equilibrium in its stoichiometric compatibility class. From this paper, we can
learn further about the long-term property of the delayed complex balanced system.
Keywords: Chemical reaction network, Mass action system, Complex balanced, Persistence,
time delay.
1. Introduction
Chemical reaction network theory(CRNT) is established in 1970s[12, 16, 14, 13]. CRNT
has made a great contribution to researching different properties of chemical reaction networks,
especially the stability and the persistence[1, 3, 9, 19, 20, 18, 11, 10]. Persistence originates from
the ecosystems to determine will a species become extinct or not. It also has been extensively
researched in biochemical networks and the dynamics of infectious diseases(If an infection dies
off). For the biochemical network, the persistence means each species is available for indefinitely
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long time if all the species exist at the beginning. There exists a conjecture first presented in [13]
on persistence of biochemical networks:
Persistence Conjecture: Any weak reversible chemical reaction network is persistent.
Note that for bounded trajectories, persistence is equivalent to noω-limit points on the bound-
aries of Rn and not all the boundaries have the capability to have ω-limit points (only the set of
species with zero concentration is a semilocking set)[5, 2]. Based on the above two facts, lots
of subsequent works have been done by Angeli, Anderson, Craciun, Shiu, etc. Angeli also re-
ported in [5] that a global conservative CRN is persistent if there also exists a local conservative
relation between some species in W ⊂ S for each semilocking set W. As for system without
local conversation relation, he introduced a new concept, called dynamically non-emptiable and
obtain this kind of network is persistence with some proper conditions[5]. The idea of this pa-
per is actually an ordering of all the monomials near a given face MW . Afterward, Johnston
and Siegel have made further work by using this idea. They put forward that networks with all
weak dynamically non-emptiable semilocking sets are persistent. According to the dimension
of MW = Px0 ∩ QW (Px0 :stoichiometric compatibility class contains x0, QW :the face of ∂Rn≥0),
Anderson proposed that the complex balanced system is persistent if MW is a facet or a vertex
of Px0 for all semilocking set W[2, 4]. This result can directly derive that a complex balanced
network with the 2-dimensional stochiometric subspace is persistence. Craciun, Pantea, and
Nazarov using more geometry to analyze the dynamics near the face obtain that the two species,
weakly reversible networks are persistent. Pantea, Gopalkrishnan, Miller, Shiu extend this work
and obtain the following results respectively:(a) weakly reversible networks with 2-dimensional
stoichiometric subspace are persistent[24].(b)complex balanced systems with 3-dimensional sto-
ichiometric subspace are persistent[24].(c)all the complex balanced strong endotactic networks
all persistent[17]. More recently, Craciun claimed that he has proved that Persistence conjecture
holds for all complex balanced system[8]. This work is still being verified now.
A complex balanced system is a system we are interested in which means that for each
complex in the network the creating and the consuming of this complex are the same per unit
time at positive equilibria. Complex balance goes back to the semi-detailed balance which is
introduced in [7] by L. Boltzmann. It is all known each positive stoichiometric compatibility only
has one positive equilibrium and it is locally asymptotically stable in the sense of Lyapunov [12].
As for globally asymptotically stable, there exist a Global Attractor Conjecture in [16] which
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said that each trajectory starts from a positive point in phase space trends to the unique positive
equilibrium in its stoichiometric compatibility class. And it is equivalent to the persistence of
this kind of system.
Time-delayed systems have attracted lots of attention as it is found that bringing time delay
into the system can describe the phenomena in a variety of biological systems and technical
systems better. Time delay is common and inevitable and it can cause a stable system unstable
or stabilize the unstable system, even generate oscillation[15]. So CRNT has been extended to
time-delayed form in [23]. [22] reveals the semistability of a complex balanced system with time
delay. The first research on the persistence of the time-delayed system is in [21] by Hirokazu
Komatsu and Hiroyuki Nakajima which is a natural extension of the results in [5, 6]. This paper
focuses on the persistence property of two kinds of time-delayed complex balanced systems.
The two analogous kinds of systems without time delay have been proved by D. F. Anderson in
[2, 4]. [2, 4] discuss the persistence property in the view of the dimension of the face LW ∩P(the
intersection of the stoichiometric compatibility class and the face of phase space). The purpose of
this paper is to generalize some results presented in [2, 4] so that we can use these in the system
with time-delay. Time delayed system is defined on the functional space C([−τ, 0];Rn≥0), firstly
we get the ω-limit set theorem [26]in this functional space, namely, each trajectory in complex
balanced system with time delay trends to either the unique positive constant equilibrium or the
constant boundary equilibriums. Then we give the definition of ”face” and ”facet” in this system
and prove the delayed form of theorems in [2, 4]: For a complex balanced system with arbitrary
time delay, if ZW is empty or ZW is a facet(dim ZW = dimS − 1) or a vertex(dim ZW = 0)
of stoichiometric subspace S for all semilocking set W, this system is persistent. Then we
can easily obtain complex balanced systems with 2-dimensional stoichiometric subspace are
persistent.
The reminder of this paper is organized as follows. In section 2, we first recall some basic
concepts of CRNT without time delay, then introduce CRNT in delayed form[23]. In section
3, we give ω-limit set theorem in the complex balanced DeMAS. In section 4, we state two
main results about the persistence of a complex balanced system and some related definitions. In
section 5, we apply our results in section 4 to two examples.
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Mathematical Notation:
Rn,Rn≥0,R
n
>0 : n-dimensional real space, non-negative and positive real space, respectively.
Zn≥0 : n-dimensional non-negative integer space.
C¯+ = C([−τ, 0];Rn≥0),C+ = C([−τ, 0];Rn>0) : the non-negative, positive continuous functions
defined on the interval [−τ, 0], respectively.
xy·i : xy·i ,∏nj=1 xy jij , where x, y·i ∈ Rn.
Ln(x) : Ln(x) , (ln x1, · · · , ln xn)>, where x ∈ Rn>0.
supp x : Support set, defined by supp x = {i|xi , 0}, ∀x ∈ Rn≥0.
0n : An n-dimensional vector withe each element to be zero.
00 : The result is defined by 1.
2. Preliminaries
In this section, we formally introduce CRN and the associated MASs and DeMASs [12, 4].
2.1. CRNs and MASs
A CRN is a list of chemical reactions taking place among constituent chemical species, and
is defined as follows.
Definition 2.1 (CRN). A CRN is given by a triple of finite sets (S,C,R) where
• S = ⋃nj=1{X j} is a set of species that participate reactions;
• C = ⋃ri=1{y·i, y′·i} is a set of linear combinations of species with non-negative integer coef-
ficients, referred to as complexes, with y·i, y′·i ∈ Zn≥0 appearing on the left and right side of
the reaction arrow, respectively, and satisfying⋃
i=1,··· ,r
{supp y·i ∪ supp y′·i} = S;
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• R = ⋃ri=1{y·i → y′·i} is a set of reactions with ∀ i, y·i , y′·i and ∀ y·i ∈ C, ∃ y· j ∈ C
supporting either y·i → y· j ∈ R or y· j → y·i ∈ R.
The definition suggests the ith reaction in (S,C,R) to be written as:
y1iX1 + · · · + yniXn → y′1iX1 + · · · + y′niXn,
where y ji, y′ji are the coefficients of X j in the source complex y·i and product complex y
′
·i, respec-
tively.
A CRN (S,C,R) can be associated with a directed graph by considering the set of complexes
as nodes and the set of reactions as directed edges, often referred to as a reaction graph. They are
one-to-one correspondence. Each connected component in the reaction graph is termed a linkage
class of the network. Two kinds of special networks may be defined based on the structure of the
reaction graphs, which we are concerned about in this paper.
Definition 2.2 (weakly reversible and reversible CRN). A CRN (S,C,R) is called weakly re-
versible if its reaction graph is strongly connected. Namely, for any reaction y·i → y′·i ∈ R
there exists a chain of reactions starting from y′·i and ending with y·i, i.e., y
′
·i → y·i1 ∈ R, · · · ,
y·im → y·i ∈ R, m ≤ r. In particular, if ∀ y·i → y′·i ∈ R, ∃ y′·i → y·i ∈ R, then this network is called
reversible.
Clearly, reversible CRNs are a subclass of weakly reversible ones. We further define the
reaction vector by y′·i − y·i and the stoichiometric subspace by
S = span{y′·i − y·i : i = 1, · · · , r}.
The popular mathematical modeling for CRNs are to capture the evolution of the concentra-
tions of each species, labeled by x ∈ Rn≥0. By defining a real-valued function R : Rn≥0 → R≥0
to evaluate the reaction rates and further based on the balance laws, we can write the dynamical
equation of a CRN to be
x˙(t) =
r∑
i=1
Ri(x(t))(y′·i − y·i). (1)
The model is essentially a coupled set of some nonlinear ordinary differential equations (ODEs),
and its integral form takes
x(t) = x0 +
r∑
i=1
(∫ t
0
Ri(x(s))ds
)
(y′·i − y·i), (2)
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where x0 = x(0) ∈ Rn≥0 represents the initial state. The integral form of 2 implies x(t) − x0 ∈
S , i.e., the trajectories of the network system do not run all through the whole n−dimensional
nonnegative real space Rn≥0, but only within an invariant set.
Definition 2.3 (stoichiometric compatibility class). For a CRN (S,C,R), let x0 ∈ Rn≥0, the sets
Px0 := {x ∈ Rn|x − x0 ∈ S },
P¯+x0 := Px0 ∩ Rn≥0 and P+x0 := Px0 ∩ Rn>0 are named the stoichiometric compatibility class,
the nonnegative stoichiometric compatibility class, and the positive stoichiometric compatibility
class of x0, respectively.
It is clear that the trajectory of the network system 2 will evolve in the invariant set P¯+x0 if it
starts from x0. The stoichiometric compatibility class Px0 is indeed a polyhedron. As done in
[4], we define the dimension of a polyhedron in Rn by the dimension of the span of the translate
of this polyhedron which contains the origin, i.e., dimPx0 = dimS .
The widely-used kinetics for measuring the reaction rates is the mass-action kinetics, which
assigns each reaction y·i → y′·i a positive real number ki, called a reaction rate constant, and
quantifies the reaction rate according to the power law,
Ri(x) = kix
y1i
1 x
y2i
2 · · · xynin =: kixy.i . (3)
We call CRNs equipped with mass-action kinetics to be MASs, referred to as (S,R,C, k) in the
context. By inserting 3 into 1, we get the dynamics of a MAS
x˙(t) =
r∑
i=1
kix(t)y.i (y′·i − y·i). (4)
Definition 2.4 (equilibrium and complex balanced equilibrium). A concentration vector x¯ ∈
Rn≥0 is called an equilibrium for the dynamics x˙(t) =
∑r
i=1 kix(t)
y.i (y′·i − y·i) if
r∑
i=1
ki x¯y.i (y′·i − y·i) = 0,
and is a complex balanced equilibrium if ∀ z ∈ C, there exists∑
i: y·i=z
ki(x¯)z =
∑
i: y′·i=z
ki(x¯)y.i . (5)
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Feinberg [12] revealed that if one equilibrium in a MAS is complex balanced, so are others.
A MAS having a complex balanced equilibrium is called a complex balanced MAS. For the
sake of distinction, we call x¯ ∈ Rn>0 a positive (complex balanced) equilibrium, and others the
boundary (complex balanced) equilibria. It has been proven that each positive complex balanced
equilibrium is locally asymptotically stable relative to its stoichiometric compatibility class using
the well-known pseudo-Helmholtz function
H(x) =
n∑
j=1
(
x¯ j − x j − x j ln x¯ jx j
)
(6)
as a Lyapunov function [16].
We define the facet of a polyhedron to be better associated to the boundary equilibria in
(S,R,C, k).
Definition 2.5 (facet). Let Q be a polyhedron, a facet of Q is the face of this polyhedron with
dimension one less than it. Further denote W ⊆ S and W , ∅, where S is the species set in
(S,R,C, k), the set QW is defined by
QW = {x ∈ Rn|xi = 0, Xi ∈ W; xi , 0, Xi < W}.
Utilizing QW , the boundary of Rn≥0 may be expressed as
∂Rn = ∪W⊆SQW .
and the face of the stoichiometric compatibility class of x0 as QW ∩ Px0 . Clearly, each face of
Px0 is also a polyhedron with a lower dimension.
The following concept plays an important role on the subsequent persistence analysis.
Definition 2.6 (semilocking set). For a CRN (S,R,C), a nonempty symbol set W is called a
semilocking set if it satisfies:
• W ⊆ S.
• W ∩ supp y·i , ∅ if W ∩ supp y′·i , ∅.
2.2. DeMASs
There usually exists a time delay in chemical reactions, i.e., the production occurs later than
the consumption. This factor will affect the dynamics of a MAS but have no effect on the network
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structure. Therefore, a DeMAS has some same concepts, like the reversibility, weak reversibility,
stoichiometric subspace, linkage class etc. as the MAS without time delay. Assume τi ≥ 0 to
represent the time delay of the ith reaction in a MAS (S,R,C, k), then its dynamical equation is
in the form of
x˙(t) =
r∑
i=1
ki[(x(t − τi))y·i y′·i − (x(t))y·i y·i], t ≥ 0. (7)
For convenience, we use a five-tuple (S,C,R, k, τ) to denote a DeMAS where τ ∈ Rr. The dy-
namics of 7 will reduce to 1 if all the reactions delay are equal to zero. Obviously, the solution to
the ODE 7 relies on the initial function x(s) = ψ(s) where s ∈ [−τmax, 0] and τmax = max1≤i≤r τi.
Hence, the solution space of 7 is a functional space [23, 22], given by C¯+ := C([−τmax, 0];Rn≥0).
Also, denote C+ := C([−τmax, 0];Rn>0) and C := C([−τmax, 0];Rn), and define the norm in C by
‖ψ‖ := sup
−τmax≤s≤0
|ψ(s)| (8)
with ψ ∈ C . We further define some concepts related to dynamics for DeMASs that are different
from those for MASs.
Definition 2.7 (delayed stoichiometric compatibility class). For a DeMAS (S,C,R, k, τ), let
ψ ∈ C¯+. Then the stoichiometric compatibility class (respectively, positive stoichiometric com-
patibility class) of ψ is defined by
Dψ := {φ ∈ C¯+|ca(φ) = ca(ψ), ∀ a ∈ S ⊥}, (9)
(respectively, D+ψ := {φ ∈ C+|ca(φ) = ca(ψ), ∀ a ∈ S ⊥})
where S ⊥ is the orthogonal complement of S , and the functional ca : C¯+ → R (respectively,
ca : C+ → R) is defined by
ca(ψ) := a>
ψ(0) + ∑
y·i→y′·i
(∫ 0
−τmax
kiψ(s)y·i ds
)
y·i
 .
The equilibrium and complex balanced equilibrium in a DeMAS share the same definitions
as those in a MAS [21], i.e., following 2.4. We call a DeMAS having a complex balanced
equilibrium a delayed complex balanced mass-action system (DeCBMAS). For a DeCBMAS,
each stoichiometric compatibility class contains a unique positive equilibrium [22]. Moreover,
Liptk et al. [22] proved that each positive complex balanced equilibrium in a DeCBMAS is also
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locally asymptotically stable. The used Lyapunov function V : C+ → R≥0 is given by
V(ψ) =
n∑
j=1
(ψ j(0)(ln(ψ j(0)) − ln(x¯ j) − 1) + x¯ j)
+
r∑
i=1
ki
∫ 0
−τi
{(ψ(s))y·i [ln((ψ(s)y·i ) − ln(x¯y·i ) − 1] + x¯y·i } ds,
(10)
named the delayed pseudo-Helmholtz function.
Finally, we define persistence for DeMASs.
Definition 2.8 (persistence). A DeMAS (S,C,R, k, τ) described by 7 has persistence if any for-
ward trajectory xψ(t) ∈ RS≥0 with a positive initial condition ψ ∈ C+ satisfies
lim inf
t→∞ x
ψ
j (t) > 0 f or all j ∈ {1, · · · , n}.
In the case of bounded systems, the persistence can be characterize through the ω-limit set.
Definition 2.9 (ω-limit set). The ω-limit set for the trajectory xψ(t) with a positive initial condi-
tion ψ ∈ C+ is
ω(ψ) := {φ ∈ C¯+ | xψtN → φ, for some sequence tN → ∞ with tN ∈ R}. (11)
Each element in the ω-limit set is an ω-limit point of this trajectory.
Definition 2.10 (persistence for bounded trajectories). For a DeMAS (S,C,R, k, τ) with bounded
trajectories, it is persistent if
ω(ψ) ∩ (∪W LW ) = ∅, ∀ ψ ∈ C+, (12)
where
LW =
{
w ∈ C ∣∣∣w j(s)=0, X j∈W,w j(s),0, X j<W, ∀s ∈ [−τmax, 0]} . (13)
3. ω-limit set theorem of DeMASs
The ω-limit set is an important tool in diagnosing persistence of a MAS with boundary tra-
jectories. Siegel and Maclean [26] presented the ω-limit set theorem that says the ω-limit set,
denoted by ω(x0), for a complex balanced MAS, is either a set of the boundary equilibra or the
single positive equilibrium. Anderson et al. [2, 5] further proved that the ω-limit point, i.e., any
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element in ω(x0), can only exist in the face of the stoichiometric compatibility class of x0, i.e.,
QW ∩Px0 , when W is a semilocking set. This result also applies to DeMASs [21], i.e., the ω-limit
point in ω(ψ) can only exist in LW ∩ Dψ in the case that W is a semilocking set. It is expected
that the ω-limit set theorem also holds for DeCBMASs.
Lemma 3.1. For a trajectory Γ ∈ F of delayed differential equation as 7 with an initial function
ψ ∈ F where F is an open subset of C¯+, the ω-limit set of Γ−ω(ψ) is a closed set. Besides, if Γ is
contained in a compact subset of F, then ω(ψ) is a non-empty, connected, compact subset of F.
Proof. See Appendix. 
Given a complex balanced system with arbitrary time delay, it is known that the unique
positive equilibrium x¯ in each stoichiometric compatibility classes is locally asymptotic stability.
Using this property we can only judge the trajectory whose initial point lies in the sufficiently
small neighborhood of x¯. So we want know the dynamics of other solutions with initial condition
out of this neighborhood.
Theorem 3.2 (ω-limit set theorem for delayed complex balanced system). A DeMAS (S,C,R, k, τ)
is complex balanced, then ω(ψ) is either a set of the constant boundary equilibria or the single
constant positive complex balanced equilibrium ofDψ where ψ is the initial data of the trajectory.
Above theorem is analogous to ω-limit set theorem in [26]. Before we prove it we should first
claim that the following lemma:
Now we use the Lyapunov function for delayed complex balanced system to prove 3.2.
Proof.[Proof of 3.2] From the result in [23], we know that V : C+ → R¯+ in 10 is a convex
function and decrease along the trajectory. So the trajectory must be bounded as the same rea-
son with the zero-delayed system. [23] tells us that only equilibrium can be the ω-limit point in
positive stoichiometric compatibility class. Now we consider the points on the boundary in two
cases:
Firstly, if W is a locking set, according to the definition of the boundary LW , all the functions
in LW are all equilibria. And it is obviously that V˙(ψ) = 0 for any ψ ∈ LW . Now we prove that
ω-limit set can only be constant equilibria. If ψ ∈ ω(φ)∩ LW , we can find a ψ1 ∈ ω(φ)∩ LW such
that xψ1 (t) = ψ(t − τmax). Now we consider the dynamics of the xψ1 (t) for any t ∈ [0, τmax]
x˙ψ1 (t) =
r∑
i=1
ki
(
x(t − τy·i→y′·i )
)y·i
y′·i −
r∑
i=1
ki (x(t))y·i y·i = 0, ∀ t ∈ [0, τmax].
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Above equation holds as x(t − τ) and x(t) are all in LW and all the y·i satisfy supp y·i ∩ W , ∅.
Therefore, if ψ ∈ ω(φ) ∩ LW , ψ must be a constant equilibrium.
The second part contributes to prove the case that W is a semilocking set but not a locking
set. In this case, we can find a subnetwork NW = (S ′,C′,R′) where
R′ = {y→ y′|supp y ∩W = ∅, supp y′ ∩W = ∅}
with |R′| = r′. S′, C′ are the set of species and complex appear in the reactions in R′ respec-
tively. Without loss of generality, we can assume S′ = {X1, ..., XN′ }. This NW is obviously a
complex balanced network and its dynamical function is 1. From the properties of the complex
balanced delayed system, each stoichiometric compatibility class only has one positive constant
equilibrium, denoted by x¯′. From the Lyapunov function of NW — V1, defined as:
V1(ψ′) =
N′∑
j=1
(ψ′j(0)(ln(ψ
′
j(0)) − ln(x¯ j) − 1) + x¯ j)
+
r′∑
i=1
ki
∫ 0
−τi
{(ψ′(s))y·i [ln((ψ′(s))y·i ) − ln(x¯y·i ) − 1] + x¯y·i }ds ≤ 0
form [23] we know above equation with equality if and only if for each i = 1, ..., r′,(
ψ′(0)
ψ¯′
)y′·i
=
(
ψ′(−τi)
ψ¯′
)y·i
(14)
Then by using above equation and rewrite 1 into following form we can obtain that:
x˙(t) =
∑
c∈C′
∑
c=y′·i
ki x¯y·i
(
x(t − τi)
x¯
)y·i
−
∑
c=y·i
ki x¯y·i
(
x(t)
x¯
)y·i c
=
∑
c∈C′
(
x(t)
x¯
)c ∑
c=y′·i
ki x¯y·i −
∑
c=y·i
ki x¯y·i
 c = 0
The last equation equal to zero can be derived from the definition of the complex balanced equi-
librium. From above discussion, we can obtain that only constant equilibrium can be the omega-
limit function in LW as V ′(ψ) is a constant if and only if ψ = ψ¯ is a positive equilibrium of NW .
We can easily see V1(ϕ′) = lim
γ→ϕV(γ) where γ ∈ C+, ϕ ∈ C¯+ ∩ LW and ϕ
′ is the function restricted
on Wc. Hence, from the continuity of V , we obtain that V˙(x˜) = lim
γ→x˜ V˙(γ) = V˙(x˜
′) = 0. And the
nonequilibrium function ϕ1 in LW can not be the omega-limit function of any trajectories due to
V˙(ϕ1) < 0. Thus we complete our proof. 
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4. Persistence of two classes of DeCBMASs
In this section, we will derive two sufficient conditions for diagnosing the persistence of
DeCBMASs, which might be thought as the parallel results given by Anderson et al. [2, 4] for
complex balanced MASs. They said that for a complex balanced MAS (S,C,R, k) with x0 as the
initial point, it is persistent if one of the following conditions holds in the case of any nonempty
W ⊆ S being a semilocking set: 1) QW ∩ Px0 = ∅; 2) QW ∩ Px0 is a facet of Px0 ; 3) QW ∩ Px0 is
discrete, (namely, being vertexes).
We define the following set to sort DeCBMASs.
Definition 4.1. Consider a DeCBMASs (S,C,R, k, τ) and ψ ∈ C¯+. Let
g(x) = x(0) +
r∑
i=1
ki
(∫ 0
−τi
(x(s))yi ds
)
y·i,
then the set ZW is defined as
ZW =
{
v|v = g(x1(s)) − g(x2(s)), x1(s), x2(s) ∈ LW ∩Dψ, s ∈ [−τmax, 0]
}
. (15)
where If dim(ZW ) = s − 1, then ZW called the ”facet” of stoichiometric subspaceS .
4.1. Systems with dim ZW = dimS − 1 for all semilocking set W
Lemma 4.2. For a (S,C,R, k, τ), W is a subset of species set S, if ZW is a ”facet” of S
in {S,C,R, k, τ}, MW is a also a facet of a stoichiometric compatibility class in the system
(S,C,R, k) without time delay.
Proof. We assume that the set {w1,w2, ...,ws−1} where any wi and w j are independent can denote
the elements of ZW by linear combination. For any x1(s) and x2(s) in LW , we have:
x1(0) − x2(0) +
r∑
i=1
ki
∫ 0
−τi
(x1(s))y·i dsy·i −
r∑
i=1
ki
∫ 0
−τi
(x2(s))yi dsy·i
=
(
x˜1(0)
0n−d
)
−
(
x˜2(0)
0n−d
)
+
∑
supp y·i∩W=∅
k·i
∫ 0
−τi
(
(x˜1 (s))y˜·i − (x˜2 (s))y˜·i
)
ds
(
y˜·i
0n−d
)
Let (x˜1(s))y˜·i smaller than (x˜2(s))y˜·i , otherwise we can exchange x1 and x2. Let
x0 =
(
x˜2(0)
0n−d
)
−
∑
supp y·i∩W=∅
ki
∫ 0
−τi
(
(x˜1 (s))y˜·i − (x˜2 (s))y˜·i
)
ds
(
y˜·i
0n−d
)
.
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So we can easily verify that x0 is a point in MW (x1). Because all the stoichiometric compatibly
classes are all translated from subspace S , they share the same dimension. Any two functions
x1(s) and x2(s) in LW we can find corresponding points x1(0) and x0 in zero-delayed system and
the subtraction of these point are all in the PW ∩S , thus dim(PW ∩S ) = s−1. Therefore, MW is
a facet in stoichiometric compatibly class for mass action system without delay. Especially, when
W is a locking set, all the reactions are ”locked” and all the points in the ZW are all equilibria.
Then:
g(x1(s)) − g(x2(s)) = x1(0) − x2(0) (16)
Hence, if x1(s), x2(s) ∈ LW are in the same stoichiometric compatibly class of delayed system,
we have x1(0), x2(0) also in the same compatibly class of system without delay and vice versa.
In this case, it is obvious that dim(PW ∩S ) = s − 1, namely, MW is a facet for system without
delay. 
Lemma 4.3. (S,C,R, k, τ) is a complex balanced. There does not exist ω-limit function in the
interior of LW if ZW is a facet.
Proof. As we have proved in 3.2 that ω-limit set can only contain constant equilibria for complex
balanced system. We are in a position to prove that all the boundary equilibria in the interior of
LW can not be ω-limit function.
Now we just consider LW where W is a semilocking set. Besides, without loss of generality,
let W = {Xd+1, ..., Xn}. For delayed system, if there exists a trajectory xψt which trends to the
interior of LW , the omega-limit set can only be a connected equilibria set—ω(ψ). Then for
any  > 0 we can find an -neighbourhood and a large enough t0 such that the trajectory will
always stay in this -neighbourhood when t > t0. If this is not true, the trajectory will go
out of the neighbourhood infinitely. Then a infinite sequence ψtn (s), tn → ∞ can be choosen
with dist(x(tn), ω(φ)) >  fo r all tn. And all the trajectories in complex balanced system is
bounded, so from Bolzano-Weierstrass theorem, there must exist an ω-limit point that out of the
-neighbourhood But this is contradiction to the connectivity of ω-limit set. Thus when t > t0,
the trajectory x(t) stays in -neighbourhood. As we know all the ω-limit functions are constant
equilibria, in this case for any tk large enough, there exists wk ∈ ω(ψ) and an 1 such that:
dist(xψtk , wk) = sup
s∈[−τmax,0]
|xψtk (s) − wk | < 1.
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In this case, we can obtain that:
dist(xψtk (0), x
ψ
tk (−τmax)) < 1. (17)
From [4] we know for zero-delayed system we can find a minimal complex yl(namely, yl j ≤ y j
for all j ∈ W and all y ∈ Ll ) in each linkage class Ll. yl is the dominate complex in all complexes
in Ll. In other words, for any linkage class Ll the relation between 0 and the following equation∑
y.i→y′.i∈Ll
ki(x(t))y·i (y′·i − y·i) (18)
is determined by (y′·i − y·i). For complex balanced system, each result complex is also reactant
complex. So yl′j − yl j > 0 for each j ∈ W and all l. So the dynamical equation for non-delayed
system is:
x˙ j =
∑
l
∑
Ri∈Ll
ki(x(t))y·i (y′ji − y ji) ≥ 0 (19)
for all j ∈ W. Then we consider the dynamics system with delay.
x˙ψj (t) =
∑
y·i→y′·i∈R
ki (x(t − τi))y·i y′ji −
∑
y·i→y′·i∈R
ki (x(t))y·i y·i, t ≥ 0
=
∑
l
∑
Ri∈Ll
(
ki(x(t − τi))y·i y′ji − ki(x(t))y·i y ji
)
=
∑
l
∑
Ri∈Ll
y′ji,0
ki(x(t))y·i y′ji
 x(t − τi)y.ix(t)y.i − y jiy′ji
 −∑
l
∑
Ri∈Ll
y′ji=0
ki(x(t))y.i y ji
The same as the non-delayed system, yl is the minimal complex in each Ll. Thus above equation
have the same sign with the following equation when t is large enough:∑
Ll
kl(x(t))ylyl′j(
(x(t − τ))yl
(x(t))yl
− yl j
yl′j
) (20)
where kl is the reaction rate of yl→ yl′. For each Ll, because yl j < yl′j, yl jyl′j < 1 is a constant. We
can choose a t1 such that:
| (x(t − τ))
yl
(x(t))yl
− 1| < |1 − yl j
yl′j
| (21)
From the non-delayed system, we obtain the following equation holds:
kl(x(t))yl(yl′j − yl j) = kl(x(t))ylyl′j(1 −
yl j
yl′j
) > 0. (22)
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We can derive x˙ψj (t) > 0 from 20, 22 and 21 when t So the x˙
ψ
j (t) > 0 when x
ψ(t) trends to its
omega-limit set. But this is contradiction to each function φ in ω-limit set with φi = 0. So our
assumption is wrong. Any trajectory can not go to the interior of LW .  Then we can obtain that:
Theorem 4.4. For any the semilocking set W of a complex balanced system (S,C,R, k, τ), the
corresponding ZW is either empty or facet. Then this system is persistence.
Proof. Supposing W is a semilocking set and W ⊂ W1 ⊂ S, we will proof LW1 can not exist
ω-limit points by using reduction to absurdity. So we suppose that LW1 is non-empty and W1 is
a semilocking set. Then ZW1 must be a facet of stoichiometric subspace. And without loss of
generality, let W = {X1, , ..., Xd} and W1 = {X1, ..., Xd+m}. We assume {w1, ...,ws−1, v} spans the
stoichiometric subspaceS and {w1, ...,ws−1} spansS |W1 . Then for any two ψ1, ψ2 ∈ C¯+,
(g(ψ1) − g(ψ2)) |Wc = qv|W1 .
v|W1 is a basis spans S |W1 . and q is a real number. v|W1 = (v1, ..., vd+m) and there does not exist
species whose concentration never change. So all v1, ..., vd+m is not zero. But consider ψ1 ∈ LW1
and ψ2 ∈ LW , we obtain:
(g(ψ1) − g(ψ2))|W1 = g = (0, ..., 0︸ ︷︷ ︸
m
, gm+1, ..., gm+d)
with gm+ j, j = 1, ..., d is nonzero. This obviously can not be expressed by v|W1. So ZW1 can not
be a facet. Then ZW1 does not exist ω-limit point. So we obtain if a trajectory trends to a facet,
its ω-limit set can only contain in the interior of LW . Then combining with 4.3 we can obtain the
network is persistent when ZW is a facet or empty for all semilocking set W. 
4.2. Systems with dim ZW = 0 for all semilocking set W
Now we prove that for complex balanced delayed mass action system, the results in [2] also
hold.
Lemma 4.5. For complex balanced delayed system (S,C,R,, k, τ), if W is a semilocking set and
LW ∩ Dθ only have one element, namely, dimZW = 0, W must be a locking set.
Proof. We will proof by contradiction. We assume that W is a semilocking set but not a locking
set. Without loss of generality, let W = {Xn−n′+1, ..., Xn}. Because W is not a locking set, we can
find the subnetwork NW = (SW,CW,RW) with
RW = {y·i|Wc → y′·i|Wc , supp y ∩W = ∅, supp y′ ∩W = ∅}.
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The setSW and set CW are the species and complexes appear in theRW . The definition of network
tells us that reactions y·i → y′·i ∈ RW must satisfy (y′·i − y·i)|Wc , 0. So dim(S |Wc ) > 0. So we can
choose two functions ψ˜1(s) and ψ˜2(s), such that:
g(ψ˜1) − g(ψ˜2) , 0n−n′ ∈ SW .
Then let ψ1 = (ψ˜1,0n′ )> and ψ2 = (ψ˜2,0n′ )>, we can see ψ1 and ψ2 are all in LW . So we have the
following equation:
g(ψ1) − g(ψ2) = (g(ψ˜1) − g(ψ˜2),0n′ ) ∈ ZW . (23)
Above equation holds as that g(ψ1) − g(ψ2) can be expressed by the linear combination of
{y′ − y| supp y ∩W = 0, supp y′ ∩W = 0} ⊂ S .
So it is obviously contradict to the assumption. Thus in this condition, W must be a locking set.
 Now we prove the main result by using chain method and above lemma. So before proving
the main theorem in this subsection, we first recall the chain method in the chemical reaction
kinetics.
In the delayed system, if the system model is as the following equation:
x˙(t) = f (x(t)) + f1(x(t − τ))H, ∀t ≥ 0, (24)
where x(t) ∈ Rn is the state vector, τ > 0, f : Rn → Rn, h : Rn → R are continuous functions. H
is a constant vector, x(t) = ψ(t) for −τ ≤ t ≤ 0 is a continuous initial function. Then we can use
a set of ODEs with a ”N” new state variables chain to approximate the original delayed system.
The ODEs have the following form:
z˙(t) = f (z(t)) +
N
τ
vN(t)H
v˙1(t) = f1(z(t)) − N
τ
v1(t)
v˙ j(t) =
N
τ
v j−1(t) − N
τ
v j(t), 2 ≤ j ≤ N
(25)
with z(0) = ψ(0), and v j(0) =
∫ −( j−1) τN
− j τN
h(ψ(s))ds, 1 ≤ j ≤ N. z(t) ∈ Rn ≈ x(t) and v j, j = 1, ...,N
is the chain we add. And [25] reveals that if the initial function of delayed system is sufficiently
smooth, the solution of above ODE converges uniformly to the solution of the original delayed
model on any finite time interval [0,T ] when N goes to infinity. As for chemical reaction network
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with delayed mass action kinetics. We assume that the last r′ reactions is delayed, namely, τi = 0
for i = 1, ..., r − r′ and τi > 0 for the rest of i. In this case, the delayed dynamical equation can
be written as:
x˙(t) =
r−r′∑
i=1
ki(x(t))y·i
[
y′·i − y·i
]
+
r∑
i=r−r′+1
ki
[
(x(t − τi))y·i y′·i − (x(t))y·i y·i
]
. (26)
We can write out the approximating system of above delayed system by applying the 25:
z˙(t) =
r−r′∑
i=1
ki(z(t))y·i [y′·i − y·i] +
r∑
i=r−r′+1
N
τi
viN(t)y′·i −
r∑
i=r−r′+1
ki(x(t))y·i y·i
v˙i1(t) = ki(z(t))y·i − N
τ·i
vi1(t)
v˙i j(t) =
N
τi
vi, j−1(t) − N
τi
v j(t), 2 ≤ i ≤ N,
(27)
with the initial point:
z(0) = ψ(0), and vi j(0) = k j
∫ −( j−1) τiN
− j τiN
(ψ(s))y·i ds (28)
In above dynamical equation, we take each time-delay τk as a chain of first-order intermediate
reactions with each reaction rate N
τi
. Let yˆ·i = [y>·i ,0
>]> and yˆ′·i = [y
′>
·i ,0
>]> for i = 1, ..., r. Then
the stoichiometric subspace denoted byS ′ can be expressed by :
S ′ = S ⊕S ′1,i ⊕S ′2,i, i = r − r′ + 1, ..., r,
where:
S = span
({yˆ′·i − yˆ·i|i = 1, ..., r})
S ′1,i = span
(
{ei, j+1 − ei, j| j = (n + 1), ..., (n + N − 1)}
)
,
S ′2, j = span
({ei,n+1 − yˆi})
(29)
Then each point xˆ(t) in approximating system can be written as:
xˆ(t) = (z(t)>, v(t)>) = (z(t)>, vr−r′+1,1(t), ..., vr−r′+1,N(t), ..., vr,1(t), ..., vr,N(t)).
[23] tells us by using the properties of the chain method, when N → ∞ we have the following
approximations:
z(t) ≈ x(t),
vi j(t) ≈ ki
∫ t−( j−1) τiN
t− j τiN
(x(s))y·i ds ≈ ki τiN
(
x(t − jτi
N
)
)y·i
.
(30)
Now we will use this to prove the following main result.
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Lemma 4.6. For a complex balanced approximating system, if the point (z>, v>)> = (ψ>,0>)>
is an ω-limit point and W = {Z j|ψ j = 0} is a locking set, we can find another point has the same
support set with (z>, v>)>.
Proof. For arbitrary , T is the time that the trajectory (z(t)>, v(t)>)> enter into -neighbourhood
of (ψ>, 0>)>. T 
2
is the time that trajectory enter into 2 -neighbourhood of (ψ
>,0>)>. The tra-
jectory at time T and T 2 are:
(
z(T)>, v>(T)
)> , (z(T 
2
)>, v>(T 
2
)
)>
. The Lyapunov function of
approximating system is as follows:
H((z(t)>, v(t)>)>) =
n∑
j=1
h j(z j) +
r∑
i=r−r′+1
N∑
m=1
him(vim)
where h j(z j) = z¯ j − z j − z j ln z jz¯ j , him(vim) = v¯im − vim − vim ln vimv¯im and (z¯>, v¯>)> is the positive
equilibirum in this stoichiometric compatibility class. From the dissipation of function H, we
have:
H
(
(z(T 
2
)>, v(T 
2
)>)>
)
− H
(
(z(T)>, v(T)>)>
)
≤ 0 (31)
Assuming W = {Z1, ...,Zd} with d < n, above equation can be rewritten as:
H
(
(z(T 
2
)>, v(T 
2
)>)>
)
− H
(
(z(T)>, v(T)>)>
)
=
d∑
j=1
(
h j
(
z j(T 2 )
)
− h j(z j(T))
)
+
n∑
k=d+1
(
hk(zk(T 2 )) − hk(zk(T))
)
+
r∑
i=r−r′+1
N∑
m=1
(him(vim(T 2 )) − him(vim(T)))
=
d∑
j=1
(
ln(z˜ j) − ln(z¯ j)
)
(z j(T 2 ) − z j(T))︸                                          ︷︷                                          ︸
a
+
n∑
k=d+1
(ln(z˜k)) − ln(z¯k)) (zk(T 2 ) − zk(T)))
+
∑
supp y·i∩W,∅
N∑
m=1
(him(vim(T 2 )) − him(vim(T)))︸                                                  ︷︷                                                  ︸
b
≤ 0.
The last equation holds from differential mean value theorem and z˜ j ∈ (z j(T 2 ), z j(T)). We can
choose  small enough such that for all the Z j ∈ W, there exist z j <  < z¯ j. And in this case,
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a ≥ 0. Denote zk(T 2 ) − zk(T) as ∆zk and we have:
|a| ≤
∣∣∣∣∣∣∣∣
n∑
k=d+1
(ln(z˜k)) − ln(z¯k)) ∆zk +
∑
supp y·i∩W,∅
N∑
m=1
(him(vim(T 2 )) − him(vim(T)))
∣∣∣∣∣∣∣∣
For each j ≤ d, if let | ln(x¯ j)| = M j,
∣∣∣ln(z˜ j) − ln(z¯ j)∣∣∣ ≥ | ln | − M j. When  → 0, | ln()| − M j
trends to infinity. And him(vim) trends to infinity only when vim goes to infinity. But from the
boundedness of complex balanced and W is a locking set, we can obtain:
|∆z j| ≤ 1| ln()| − M j (
n∑
k=d+1
ck |∆zk | + M),∀ j ≤ d (32)
where ck = ln(z˜k) − ln(z¯k) and M is the upper bound of part b. Further we assume ∆max =
supk=d+1,··· ,n{|∆zk |} , δ() = sup j∈{1,··· ,d}(| ln() − M j|) and C =
∑n
k=d+1 ck. Then for j = 1, · · · , d,
32 can be written as:
|∆z j| ≤ δ()(C∆max + M). (33)
Now it is the time to consider the vector:
(z1()>, v1()>) , ∆(z
>, v>)
∆max
=
 z(T 2 )
∆max
>
,
v(T 
2
)
∆max
> − ( z(T)
∆max
>
,
v(T)
∆max
>)
∈ S ′.
For j = 1, · · · , d,
|z1j ()| ≤ δ()D (34)
where D is a positive constant. Besides, as there must exist some k ∈ {d + 1, · · · , n} such that
zk = ∆max, then 1 ≤ |(z1(), v1())| ≤ M1 for some positive constant M1. Because  is small
enough and arbitrary, we can choose an decreasing sequence {n} with n → 0. Then from above
analysis, we can also obtain a sequence of vectors {(z1(n), v1(n)}. And each vector has one δ(n)
such that δ(n) → 0 when n → 0. From 34 we can further derive that z1j (n), j ∈ {1, · · · , d} and
v1im where i ∈ {r − r′ + 1, · · · , r},m ∈ {1, · · · ,N} also trends to zero as n → 0. v1im → 0 follows
that W is a locking set and each v1im can be expressed as:C0z
1
j for some constant C0 and some
j ∈ {1, · · · , d}. For each n, vector (z1(n), v1(n))> is contained in compact space
O = {(z1, v1)> : 1 ≤ |(z1, v1)>| ≤ M1} ∩S ′.
So there exist a convergent sub-sequence {(z1(n j )>, v1(n j )>} and it converges to the point ((z0)>, (v0)>)> ∈
C ∩S ′ when j→ +∞. From above analysis, |z0| > 1 and have the following form:
((z0)>, (v0)>)> = (0d, z0d+1, · · · , z0n,0r′N)> ∈ S ′ (35)
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Because S ′ = S ⊕ S1,i ⊕ S2,i, where S1,i have no impact on z0 and because vi,n+1 = 0 for
all i ∈ {r − r′ + 1, · · · , r}, S2,i also have no impact on z0. Thus z0 is in S . And then for any
α > 0, ((z2)>, (v2)>)> = (ψ>,0>r′N)
> + α((z0)>, (v0)>)> in the same stoichiometric compatibility
class with (ψ>,0>r′N)
> also have the same support set with (z>, v>)> = (ψ>,0>r′N)
>. 
Theorem 4.7. For a complex balanced delayed mass action system (S, C, R, k, τ), if LW ∩Dθ
only have one element for each semilocking set W, this system is persistent.
Proof. Lemma 4.5 reveals that if LW only have one element in each stoichiometric compatibly
classDθ, then W must be a locking set. Without loss of generality, we assume W = {X1, · · · , Xn}.
And the only element ψ˜(s) must be a constant equilibrium. Instead of considering the original
system N = (S, C, R, k, τ), we study the approximating system N′ = (S′, C′, R′, k′) derived
from adding a chain of first-order reactions to each delayed reactions in original system.
We assume m reactions in system N with time delay. Without loss of generality, let {y·i →
y′·i, i = r − r′ + 1, ..., r}. Then we can derive the dynamical equation of N′ as 27. And when ψ˜(s)
is a constant equilibrium in delayed system, the point (z˜>, v˜>)> with:
z˜> = ψ˜(s), v˜>im = ki
τi
N
z˜y·i = ki
τi
N
ψ˜yi = 0
Above equation is true from the approximation of 30 and ψ˜y·i ≡ 0 for all the points in LW where
W is a locking set. ψ˜ is an ω-limit point, (ψ˜>,0>)> is also an ω-limit point in the approximating
system. So from 4.6, we can find (z2, v2) = (φ˜′, (0r′N)>)>. In this way, when N → +∞, (z2, v2)
corresponding to a constant function φ˜(s) = z2 for all s ∈ [−τmax, 0] in LW . And we can compute
g(ψ˜) − g(φ˜) = z0 ∈ S .
In other words, φ˜ is also in LW ∩Dθ. This is obviously contradict to the condition. So the unique
point of intersection can not be ω-limit point. Thus the system is also persistent.  Then we can
concluded the following result about delayed system:
Theorem 4.8. (S,C,R,k, τ) denote a complex balanced network with delayed mass action kinet-
ics. If LW ∩Dθ is empty, a vertex or a facet for each semilocking set W, this system is persistent.
Proof. It can be proved by Theorem.4.7 and Lemma.4.3 directly. 
Theorem 4.9. All the complex balanced systems (S,C,R, k, τ) with 2- dimensional stoichiomet-
ric subspace are persistent.
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Figure 1: This graph shows the evolution of species as time goes on with different initial data and time delay: x1(t),x2(t)
of the network.
Proof. If dimS = s = 2, dim ZW = 0 or dim ZW = s − 1 = 1, We can conclude this theorem
from 4.8 directly. 
5. Some examples
This section we will give two examples to show the main two results in our paper.
Example 1. Consider the network (S,C,R, k, τ) as follows:
2X1
τ1, k1 // 3X1 + X2
τ2, k2

X1 + 2X2
τ3, k3
dd
where k = (1, 1, 1)>. It is easy checked that the deficiency of above network is zero and the
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stoichiometric subspaceS :
S = span{(1, 1)>, (−1, 2)>}.
Now we consider the long term property of this network. There only exist two semilocking
set:W1 = {X1} and W2 = {X1, X2} and
LW1 = {ψ ∈ C¯+|ψ(s) = (0, ψ2(s)), s ∈ [−τ, 0], ψ2(s) , 0} and LW2 = {(0, 0)}.
But from 4.7, we know LW2 is unattainable. So we just need to consider LW1 . So we first to
derive the dimension of ZW1 . Any two functions ψ, φ in LW1 ,
v1 = g1(ψ) − g1(φ) = 0 − 0 = 0 (36)
where g1 is the first component of the vector g. From 15 and 36, we know that each element v in
ZW1 can be expressed by vector (0,−1)>. So the dimension is one. Thus ZW1 is the facet. Thus we
use 4.4 to obtain that the above system is persistence.
We can also see in 1 when we choose different time delay, the trajectory starting from a
positive data will trend to the unique positive c constant equilibrium (1.49, 0.95)>.
We give another system which can apply 4.7 to judge the persistence property.
Example 2. The time-delayed complex balanced system (S,C,R, k, τ)
2X1
τ1,k1 / X1 + X2
τ2,k2
o
τ3,k3 / X2 + X3
τ4,k4
o (37)
and k = (1, 1, 1, 1)>, τ ∈ Rr≥0 denote the vectors of reaction rate constant and time-delay of each
reaction respectively. The stoichiometric subspace:
S = span{(−1, 1, 0)>, (−1, 0, 1)>}
. Thus time-delay system has three complexes, one linkage class and the dimension of stoichio-
metric subspace is two. In this case, this system is a zero-deficiency system. And all semilocking
sets W1 = {X1, X2},W2 = {X1, X3} and W3 = {X1, X2, X3} are locking sets. Then
LW1 ={ψ ∈ C¯+|ψ(s) = (0, 0, ψ3(s)), s ∈ [−τ, 0], ψ3(s) > 0}
LW2 ={ψ ∈ C¯+|ψ(s) = (0, ψ2(s), 0), s ∈ [−τ, 0], ψ2(s) > 0} and LW3 = {(0, 0, 0)}.
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Figure 2: This graph shows the evolution of species as time goes on with different different initial data and time delay:
x1(t),x2(t),x3(t) of network 2
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Any trajectory starting from a positive initial function never goes to LW3 for the conservation of
this network. From the definition of ZW and ZW ⊂ S , the dimension of ZW1 and ZW2 is zero. Thus
from 4.7, we can obtain this system is persistence.
Besides, the four graphs in 2 also reveal that no matter what time-delay is, the trajectory
converges to the positive equilibrium(equilibrium:x1 = x2 = x3)
6. Conclusions
This paper contributes to the persistence of the complex balanced DeMAS. We mainly extend
two sufficient conditions of MAS of Anderson in [2, 4] to DeMAS and obtain that a DeMAS is
said to be persistent, when ZW is empty, a facet or a vertex of stoichiometric subspace S . And
from the property of the complex balanced system, we conjecture that time delay doesn’t affect
the persistence of a complex balanced MAS. Future we will focus on the persistence of complex
balanced strong endotactic networks with arbitrary time delay.
Appendix A. Proof of 3.1
If a function sequence ωm ∈ ω(ψ) has ωm → ω, for each ωm, we can find a time sequence
t(m)i such that:
lim
i→∞Γ(t
(m)
i , ψ) = ωm. (A.1)
In other words,for each m,there exists K(m) such that when i ≥ K(m),
sup
−τmax≤s≤0
|Γt(m)i (s) − ωi(s)| < 1/m. (A.2)
Let tm = t
(m)
K(m), we have:
sup
−τmax≤s≤0
|ψφtm (s) − ω(s)| ≤ sup−τmax≤s≤0
|ψφtm (s) − ωm| + sup−τmax≤s≤0
|ωm − ω| (A.3)
≤ 1/m + |ωm − ω| (A.4)
Above equation trends to zero when m trends to infinity. We can easily conclude that ω ∈ ω(ψ).
Therefore, ω(ψ) is a closed set. If ψ is contained in a compact subset K and we can choose a
sequence tm such that ψ(tm, φ)→ ω ∈ ω(ψ). ω(ψ) ⊂ K and hence compact.
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Now we assume that ω(ψ) is not connected. In this case two nonempty, closed sets A,B can
be found such that ω(ψ) = A ∪ B and δ is a positive finite distance between A and B where
δ(A, B) = inf
ϕ1∈A,ϕ2∈B
sup
s∈[−τmax,0]
|ϕ1(s) − ϕ2(s)| (A.5)
Since A and B are both the subsets of ω(ψ), we can find a big enough tm1 such that Γtm1 within
the δ/2-neighbourhood of A, and a big enough tm2 such that Γtm2 out of δ/2-neighbourhood of
A. From the continuity of d(Γt, A), we can get there exist a tm lead to d(Γtm , A) = δ/2. Thus let
limtm→+∞ Γtm = ω, ω < A ∪ B is also an ω-limit point of ψφt . This contradicts to ω(ψ) = A ∪ B.
So the connectivity of ω(ψ) is proved. 
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