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Prefacio
El presente trabajo se enmarca dentro de uno de los campos más activos en la física actual, la
física de la materia condensada. En particular está dedicado al estudio de los sistemas complejos
comúnmente conocidos como cristales líquidos. El término cristal líquido ha de entenderse en
el presente contexto como todo el conjunto de estados de la materia cuya simetría es intermedia
entre la de un líquido y un sólido. El orden orientacional es el punto clave en estos sistemas, y
en este sentido se puede hablar de materia blanda con orden orientacional.
Los cristales líquidos están a nuestro alrededor: en plásticos, fibras textiles, detergentes, cos-
méticos, alimentos, etc. Es más, forman parte de nosotros, se pueden encontrar en membranas
celulares, son responsables del transporte de determinados tipos de grasas y pueden haber ju-
gado un papel relevante en la formación del ADN. Muchas de las aplicaciones donde están
presentes involucran la interacción del cristal líquido con superficies. La más conocida son los
dispositivos de visualización basados en cristales líquidos. A lo largo de este trabajo abordare-
mos diferentes problemas relacionados con esta cuestión desde un punto de vista microscópico,
con el funcional de la densidad como base teórica. Buscamos comprender cómo las propiedades
microscópicas de la interacción entre las partículas y la superficie afectan al comportamiento
macroscópico del sistema en aspectos como las propiedades de adsorción, wetting o anchoring.
Prestaremos especial atención a los efectos de capilaridad tales como el confinamiento de las
fases isótropa, nemática y esméctica.
Una de las mayores dificultades para el tratamiento de este tipo de sistemas es la elevada com-
plejidad a la hora de establecer un potencial de interacción intermolecular realista. Esto, unido al
ya de por sí difícil tratamiento que presentan los sistemas con grados de libertad orientacionales,
hace que hayamos recurrido a modelos de interacción dura con una geometría molecular sencilla.
Trabajar con un modelo duro es una drástica simplificación sobre la geometría y la interacción
intermolecular. Una consecuencia evidente es que no podemos esperar predicciones cuantitativas
sobre ningún sistema en particular. Algo que para nuestros propósitos no es un problema sino
más bien una virtud. Los modelos duros retienen la física relevante del problema, de manera que
es esperable que los resultados obtenidos sean aplicables a un espectro muy variado de sistemas,
por supuesto desde un punto de vista cualitativo.
.
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1. Cristales líquidos
1.1. Introducción
En un sólido cristalino las moléculas están situadas en los nodos de una red periódica tridimen-
sional. Existe orden posicional de largo alcance en las tres dimensiones del espacio. Además
tenemos orden orientacional (a excepción de los sólidos plásticos). En cada nodo de la red las
moléculas están orientadas en una dirección determinada. En un líquido, por el contrario, las
moléculas están distribuidas y orientadas de manera uniforme. En realidad, si miramos a escala
molecular veremos que a distancias cortas existen pequeñas correlaciones en las posiciones y
las orientaciones. Sin embargo, existe una longitud característica en la que esas correlaciones se
pierden. A escalas mayores el líquido es isótropo.
Con el nombre genérico de cristales líquidos se agrupa a todo un conjunto de estados de la
materia intermedio entre el líquido y el sólido. También es frecuente nombrarlos como estados
mesomórficos o mesofases. Las partículas se pueden orientar en una misma dirección pero sin or-
denarse espacialmente (nemático), o la ordenación orientacional se puede ver acompañada por
orden espacial en una dimensión (esméctico) o en dos dimensiones (columnar).
Todas estas mesofases o estados mesomórficos son en mayor o menor grado anisótropos a
gran escala. La razón fundamental de esa anisotropía hay que buscarla en sus constituyentes. La
interacción entre dos partículas capaces de formar un cristal líquido es muy anisótropa: no solo
depende de la separación entre ambas sino también de su orientación relativa. Como consecuen-
cia, los grados de libertad orientacionales juegan un papel muy importante y abren la posibilidad
a la formación de estas fases. Se puede pensar, de manera simplista, en un esméctico como en
un sólido unidimensional compuesto por capas de líquidos bidimensionales. En esas capas, las
partículas están orientadas en la dirección perpendicular al plano, de manera que el sistema soli-
difica y se orienta en la misma dirección. Análogamente, un columnar es un sólido bidimensional
formado por líquidos unidimensionales. En este caso las partículas se orientan en la dirección
del líquido unidimensional y el sistema cristaliza en el plano perpendicular. En ambos casos, la
rotura de la simetría orientacional define una dirección privilegiada. Por contra, en un sistema
formado por partículas con simetría esférica no existe ninguna dirección privilegiada. Por tanto,
en ausencia de campos externos, no se espera que se puedan formar fases tridimensionales con
orden posicional en una o dos dimensiones, ya que el sistema es isótropo en todas direcciones.
En mayor o menor grado, todas las moléculas se desvían de una perfecta simetría esférica. De
forma que, si la anisotropía en la interacción de los constituyentes es el requisito para la forma-
ción de estas mesosfases, es previsible que los cristales líquidos sean compuestos relativamente
comunes. En efecto así ocurre. Basta decir, por ejemplo, que una de las bases de datos más conoci-
das en cristales líquidos, LiqCryst database [1], contiene a día de hoy más de 90000 entradas y crece
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Figura 1.1.: Dos ejemplos de compuestos capaces de formar mesofases: (a) MMBA, un cristal líquido ter-
motrópico, (b) solución de virus del mosaico del tabaco, un cristal líquido liotrópico.
a un ritmo anual de unos 3000 compuestos. En ella se recoge información sobre las propiedades
de un conjunto de cristales líquidos conocidos como termotrópicos (debido a que el estado del sis-
tema se controla fácilmente con la temperatura). Son moléculas de forma anisótropa (alargadas,
con forma de disco...) con un tamaño típico en la escala de los nanómetros. Un ejemplo clásico
es el MMBA (véase la figura 1.1 (a)) que forma una fase nemática en un rango de temperaturas
comprendido entre 20oC y 47oC aproximadamente. En otra escala de tamaños se encuentra el con-
junto de cristales líquidos denominados liotrópicos, donde la concentración es la variable que más
influye en el estado del sistema. Generalmente se trata de soluciones de partículas anisótropas
en un solvente. En este grupo se encuentra el virus del mosaico del tabaco (véase la figura 1.1
(b)), cuya longitud típicamente es de unos 300nm. Otros ejemplos clásicos de cristales líquidos
liotrópicos van desde polímeros rígidos (∼ 30nm) hasta fibras de plástico suspendidas en agua
(∼ 100µm). Algunas suspensiones coloidales, como el mencionado virus del mosaico del tabaco,
también forman parte de este grupo; las describiremos un poco más adelante.
Las fuerzas de interacción intermolecular entre dos moléculas cualesquiera son anisótropas
siempre, y sin embargo no todos los compuestos forman las fases características de un cristal
líquido. Cuando la anisotropía es pequeña, como en un líquido normal, el sistema es isótropo a
escala macroscópica, aunque en una escala microscópica esto no es cierto y no existe invariancia
rotacional. El punto clave es cuándo la anisotropía de los constituyentes es suficientemente fuerte
como para imponerse a largas distancias.
1.1.1. Descubrimiento de los cristales líquidos
Se atribuye el descubrimiento de los cristales líquidos a Friederich Reinitzer, botánico austriaco,
que a finales del S. XIX centraba sus investigaciones en la extracción de benzoato de colesterol de
las zanahorias para determinar su fórmula química. Analizando dicho compuesto descubrió que
aparentemente tenía dos puntos de fusión. A 145.5oC el sólido se fundía en un líquido turbio,
pero a 178.5oC tenía lugar una nueva transición a un líquido claro [2]. El proceso era reversible
y cerca de ambas transiciones aparecían regiones de color azul y violeta1. Sorprendido por el
hallazgo, Reinitzer envió sus resultados al cristalógrafo Otto Lehmann. Los estudios de este
1La coloración cerca de ambas transiciones se debe a que el benzoato de colesterol forma una fase azul, una de las fases
más complejas de un cristal líquido, cuya estructura no se entendería hasta casi un siglo después.
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último [3] revelaron la existencia de nuevos compuestos con tres puntos de fusión donde además
del estado turbio aparecía otro, antes de llegar a la cristalización, de aspecto claro y muy viscoso.
Una de las propiedades que Lehmann observó era que se trataba de materiales birrefringentes.
Esta fue una de las causas que le llevó a pensar, erróneamente, que había descubierto sistemas
que simultáneamente tenían las propiedades de sólidos y líquidos. En virtud de esto designó
con el nombre de cristales líquidos a los nuevos compuestos. Las críticas a las conclusiones de
Lehmann tardaron poco en llegar, especialmente por parte de Gustav Tammann quién defendía
que debía tratarse de mezclas de algún tipo o bien emulsiones coloidales. Ambas propuestas se
rechazaron al poco tiempo (1904-1905), al comprobarse que en sistemas completamente puros
persistían las propiedades características de los nuevos materiales.
Daniel Vorländer era otro científico de la época interesado en los cristales líquidos. Durante
años se dedicó a la síntesis de nuevos materiales y realizó un estudio sistemático de los mis-
mos para intentar comprender cuáles eran las propiedades moleculares necesarias para formar
un líquido cristalino (como así los denominaba). En una de sus publicaciones [4] se reporta por
primera vez que las moléculas constituyentes de los cristales líquidos son de tipo varilla (rod-like).
Casi al mismo tiempo Emil Bose realizaba el primer intento para describirlos desde un punto de
vista teórico, llegando a la conclusión de que se trataba en realidad de líquidos anisótropos, sin
estructura cristalina. Se habían sentado las bases para comprender la naturaleza de los cristales
líquidos.
Los trabajos de Georges Friedel marcaron un punto y aparte en la historia de los cristales
líquidos. En el artículo Los Estados Mesomórficos de la Materia, publicado en 1922 [5], argumenta
de forma contundente que no se trata de cristales o líquidos con propiedades especiales, sino
nuevos estados de la materia que denominó mesofases porque aparecían en la zona de estabilidad
comprendida entre el líquido y el sólido. Supo darse cuenta de que la diferencia de los cristales
líquidos radicaba en la organización molecular. Introdujo una nueva terminología para las dis-
tintas fases: nemática, esméctica y colestérica, que fue rápidamente aceptada y extendida. Puso de
manifiesto que la fase nemática no tiene ningún tipo de periodicidad, e incluso sugirió que el
esméctico debía estructurarse formando capas. Friedel criticó enormemente las conclusiones de
Lehmann y el término cristal líquido, propuesto por este, ya que induce erróneamente a pensar
que se trata de sólidos en lugar de nuevos estados de la materia. A pesar de ello se ha seguido
usando hasta nuestros días.
Desde los trabajos de Friedel se han realizado avances muy significativos en el campo. Se han
elaborado teorías microscópicas y mesoscópicas capaces de describir aspectos muy diversos de
los cristales líquidos: la respuesta a campos electromagnéticos; la interacción con superficies; la
estabilidad de las distintas mesofases... Se han encontrado multitud de aplicaciones, especial-
mente los displays basados en cristales líquidos que están presentes en casi todos los hogares del
mundo “desarrollado” y se está empezando a comprender el papel que los cristales líquidos jue-
gan en sistemas biológicos. También se han encontrado nuevas fases más allá de las identificadas
por Friedel.
Repasamos a continuación la estructura de las fases más representativas de los cristales líqui-
dos.
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Figura 1.2.: Secuencia característica de fases de un cristal líquido al disminuir la temperatura o aumentar
la concentración.
1.2. Fases de un cristal líquido
Cuando la temperatura (densidad) es suficientemente alta (baja) los cristales líquidos se encuen-
tran en la fase más desordenada, el líquido isótropo. En ella los centros de masas de las partículas
y sus orientaciones están distribuidas de manera uniforme (Fig. 1.3 (a)). Localmente puede existir
cierto orden pero este no se propaga a largas distancias. Si disminuimos la temperatura, el cristal
líquido puede experimentar distintas transiciones antes de cristalizar; una secuencia caracterís-
tica se puede ver en la figura 1.2. La temperatura determina el estado del sistema en los cristales
líquidos termotrópicos (moléculas pequeñas, en la escala de los nanómetros). La concentración
ρ o la presión juega el papel análogo a la temperatura en el grupo de cristales líquidos liotrópi-
cos (disoluciones de moléculas anisótropas en un solvente, disoluciones de ADN, dispersiones
coloidales).
1.2.1. Nemáticos
Los centros de masas de las moléculas de un nemático no están ordenados, se disponen de igual
forma que un líquido isótropo y de ahí que las partículas del nemático fluyan como las de un
líquido 2. Por el contrario, existe orden orientacional de largo alcance. En promedio las moléculas
están orientadas alrededor de un eje n que se conoce comúnmente como director. Existe simetría
rotacional en torno al director y se trata de una fase apolar, invariante respecto a reflexiones en
el plano perpendicular al director (n = −n). En las moléculas de forma alargada, tipo varilla,
el director suele ser paralelo al eje molecular (Fig. 1.3 (b)). Por el contrario, en las que tienen
forma de disco se sitúa perpendicular al plano molecular (Fig. 1.3 (c)) y se habla de nemáticos
discóticos.
El orden orientacional alrededor del director hace que los nemáticos sean birrefringentes,
siendo el índice de refracción distinto en la dirección del director y en la perpendicular. Esta
propiedad fue una de las causas por las que Otto Lehmann pensó que los nemáticos eran en
realidad sólidos capaces de fluir como un líquido. También es una de las razones por las que los
cristales líquidos han sido ampliamente explotados desde un punto de vista tecnológico.
2No obstante, la difusión en la dirección paralela al director puede diferir mucho de la difusión en las direcciones
perpendiculares al mismo.
4
1.2. Fases de un cristal líquido
1.2.2. Colestéricos
Cuando las moléculas que forman el cristal líquido son quirales, es decir, difieren de su imagen
especular, se puede formar un colestérico, también conocido como nemático quiral. En la litera-
tura se suele denotar con un asterisco a las fases quirales, de forma que usualmente se usa N∗
para indicar que es una fase colestérica 3.
La fase colestérica se caracteriza porque el director no es uniforme. Varía en cada punto del
espacio formando una estructura helicoidal que gira a izquierdas o derechas en función de la
quiralidad del sistema (Fig. 1.3 (d)). Existe una periodicidad debida al paso de la hélice, que
típicamente es del orden de 500nm, razón por la que interaccionan con la luz visible. El tamaño
del paso de hélice depende de factores como la temperatura, la quiralidad de las moléculas o
su concentración. Así pues, una mezcla de moléculas quirales y aquirales dará como resultado
un colestérico con un paso de hélice determinado por la concentración de las partículas quirales.
De igual modo si tenemos un mezcla de moléculas quirales con distinta quiralidad y misma
concentración, el resultado será una fase nemática normal.
1.2.3. Fases azules
Las fases azules [7] son también características de los cristales líquidos quirales. Se conocen tres:
BPI, BPII y BPIII. Su estabilidad se reduce a un rango muy pequeño de temperatura, en torno a
un grado centígrado, entre el isótropo y el colestérico. Se caracterizan por la aparición de defectos
topológicos en el campo del director que se ordenan en una red sólida, ya sea esta una red cúbica
centrada en las caras (BP I), una red cúbica simple (BP II) o una red amorfa (BP III).
1.2.4. Nemáticos biaxiales
No todas las moléculas capaces de formar las mesofases características de un cristal líquido se
pueden clasificar como alargadas o con forma de disco. Existen casos intermedios: moléculas
alargadas que poseen un núcleo central con forma de disco, u otras con diferente geometría, por
ejemplo tipo banana. Tienen por tanto dos ejes principales y pueden dar lugar a la formación de
nemáticos biaxiales, en los que aparecen dos ejes de simetría (Fig. 1.3 (e)). El nemático biaxial
rompe la simetría cilíndrica que el nemático uniaxial posee en el plano perpendicular al director.
Su existencia fue predicha en 1970 [8] usando una generalización de la teoría Maier-Saupe [9].
Experimentalmente se encontró años después en cristales líquidos liotrópicos [10] y hace poco en
cristales líquidos termotrópicos [11, 12].
1.2.5. Esmécticos
En todas las mesofases enumeradas hasta ahora los centros de masas de las partículas se dis-
tribuyen de manera uniforme. No ocurre así en las fases esmécticas, donde la densidad oscila en
una de las direcciones del espacio y el sistema se organiza formando capas. Existen varias clases
de esmécticos dependiendo de la ordenación de las moléculas en las capas4.
3Es posible que moléculas no quirales formen fases quirales, por ejemplo las moléculas con forma tipo banana [6].
4El subíndice que acompaña al esméctico está relacionado con la cronología del descubrimiento de las distintas fases.
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Figura 1.3.: Algunas de las mesofases que puede formar un cristal líquido: (a) isótropo, (b) nemático, (c)
nemático discótico, (d) colestérico (el tipo de moléculas del dibujo nunca formarían este tipo de fase,
pues no son quirales y tienen una completa simetría de revolución), (e) nemático biaxial, (f) esméctico
A, (g) esméctico C, (h) columnar, (i) bicapa y micela.
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En el esméctico A (SmA) el director es perpendicular al plano de las capas (Fig. 1.3 (f)) y en
el esméctico C (SmC) se encuentra formando un ángulo θ con respecto a la normal a las capas
(Fig. 1.3 (g)). Al ángulo θ se le conoce usualmente como tilt. Aunque el periodo de las capas está
bien definido, las fluctuaciones divergen con el tamaño del sistema de forma logarítmica y por
lo tanto no existe verdadero orden de largo alcance. En la práctica, para que las fluctuaciones
sean del tamaño del periodo y puedan destruir el orden, harían falta muestras con un grosor de
cientos de metros [13].
En los esmécticos A y C el sistema es un líquido nemático en el plano de las capas. En el resto
de fases esmécticas existe cierta ordenación posicional en el interior de las capas. El ejemplo
más conocido es el esméctico B (SmB), donde las moléculas se ordenan localmente en una red
hexagonal. No existe orden de largo alcance (la transición SmA − SmB es de tipo Kosterlitz-
Thouless [14]) pero es suficiente para definir la orientación de la red, y por ello se conoce este
tipo de orden como orden orientacional de enlace.
Puede ocurrir que las moléculas del SmB estén formando un ángulo de tilt respecto al eje nor-
mal a las capas, como en el SmC. En ese caso se tiene un SmI (si se orientan hacia los primeros
vecinos de la red hexagonal) o un SmF (si apuntan en otra dirección). Existen muchas más varie-
dades de esmécticos, si bien la mayoría se han clasificado con el tiempo como verdaderas fases
sólidas. Además, si algún componente es quiral, se pueden formar fases esmécticas quirales
donde el ángulo azimutal varía de capa a capa.
1.2.6. Columnares
Cuando los constituyentes que forman el cristal líquido tienen forma de disco en lugar de varilla
no suelen formar fases esmécticas. En su lugar se apilan en columnas que a su vez forman una
red bidimensional, usualmente una red hexagonal. Dentro de cada columna las moléculas se dis-
tribuyen de manera uniforme, como en un líquido. Las fases columnares son por tanto sólidos
bidimensionales, con verdadero orden de largo alcance, constituidos de líquidos unidimension-
ales. Un esquema de esta fase se puede ver en la figura 1.3 (h).
1.2.7. Otras fases
Existen otras fases que no hemos mencionado. Particularmente interesantes son las formadas
por moléculas anfifílicas. Las moléculas anfifílicas tienen una cabeza polar y una cadena apolar.
Cuando un conjunto de ellas se encuentra en un medio acuoso tienden a formar estructuras
donde las cabezas entran en contacto con el agua y las cadenas no. Dos ejemplos clásicos son la
bicapa y las micelas, esquemáticamente representadas en la figura 1.3 (i). Son de vital importancia
para nosotros, entre otras cosas porque son las encargadas de formar las membranas en sistemas
biológicos, dotando de entidad a células, mitocondrias...
1.3. Aplicaciones
El interés por los cristales líquidos ha experimentado un crecimiento espectacular en las últimas
décadas. A ello ha contribuido en gran medida el elevado número de aplicaciones donde están
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presentes. Algunas de las más representativas se enumeran a continuación.
Los dispositivos LCD (Liquid Crystal Display) han popularizado el término cristal líquido en
gran parte del mundo. Se trata sin duda de la aplicación más conocida de estas sustancias. Una
pantalla LCD está compuesta de pequeñas celdas o pixels. En cada una de estas celdas hay
un cristal líquido confinado entre dos sustratos. Dependiendo de la fase que se use (nemático,
colestérico, esméctico o muy recientemente también una fase azul) los detalles son diferentes,
pero en esencia el funcionamiento de uno de estos pixels es el siguiente. Se colocan dos polariza-
dores cruzados en los extremos de la celda. Los sustratos son tales que orientan al cristal líquido
con el director paralelo a los ejes ópticos de los polarizadores. En la configuración de equilibrio el
director rota de un extremo a otro de la celda para satisfacer la condición de contorno impuesta
por los sustratos. Al incidir un rayo de luz en un extremo de la celda, se polariza y al atravesar el
cristal líquido cambia su polarización conforme rota el director. El resultado es que el rayo de luz
pasa ambos polarizadores. La celda transmite. Si ahora aplicamos un campo eléctrico suficien-
temente fuerte tiene lugar una transición de Fréedericksz [15]. Las moléculas del cristal líquido
se sitúan paralelas al campo. De esta forma la polarización no cambia al atravesar la celda y el
segundo polarizador no permite la transmisión de luz. En realidad cada pixel está compuesto
por varias celdas, cada una con un color diferente. De la combinación entre ellas se consigue dar
a cada pixel el color deseado.
Los elastómeros son polímeros compuestos de monómeros más o menos rígidos unidos por
cadenas flexibles. Algunas de estas sustancias exhiben las fases típicas de un cristal líquido. Lo
interesante de estos compuestos es que responden con cambios configuracionales a estímulos
de tipo mecánico, térmico, óptico... Una disminución en el parámetro de orden orientacional
de un nemático elastómero (inducida, por ejemplo, por un calentamiento de la muestra) puede
provocar una contracción en los polímeros, reduciéndose su longitud a una pequeña fracción
de su tamaño inicial. Sus propiedades pueden ser útiles en aplicaciones muy diversas como la
fabricación de músculos para prótesis artificiales.
En los cristales líquidos, como en cualquier medio ordenado donde el parámetro de orden
puede tomar una dirección arbitraria, se pueden formar defectos. Son consecuencia de una ro-
tura inducida de la simetría del sistema. Las propiedades topológicas de los defectos tienen un
carácter universal. Esto hace posible que el estudio de defectos en cristales líquidos, algo relati-
vamente sencillo, sirva para obtener conclusiones en campos muy distintos. En concreto, se usan
como banco de pruebas para las conclusiones de las teorías cosmológicas sobre los primeros ins-
tantes del universo [16, 17]. También tienen importancia en las aplicaciones tecnológicas de los
cristales líquidos.
Otra aplicación emergente es la utilización de cristales líquidos en la elaboración de sensores de
agentes biológicos [18]. Se sitúa para ello un cristal líquido liotrópico a una concentración tal que
forme una fase nemática. Cuando la concentración de los agentes (pueden ser patógenos, com-
plejos antígeno-anticuerpo...) es pequeña, el nemático es uniforme y no hay efectos visibles. Sin
embargo, superado un umbral crítico se generan distorsiones en el campo del director. Este pasa
de ser uniforme a tener estructuras similares a defectos puntuales allí donde hay un agregado
de los agentes biológicos que se quieren detectar. Las deformaciones del director se visualizan
fácilmente colocando la muestra entre polarizadores cruzados. Es una técnica sencilla que per-
mite estudiar la muestra en tiempo real y sin interferir en ella. Siguiendo el mismo principio se
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pueden usar cristales líquidos para la visualización de superficies biológicas [19].
Más relevante que cualquier aplicación es la importancia que los cristales líquidos tienen en dis-
tintos procesos biológicos. El ADN juega un papel fundamental en el desarrollo de la vida sobre
la Tierra. Uno de los interrogantes, todavía sin resolver, es cómo pudo formarse una molécula
tan compleja como el ADN a partir del caldo prebiótico. Recientemente se ha observado que
segmentos muy cortos de ADN, compuestos por entre 6 y 20 pares de bases, son capaces de
apilarse formando fases nemáticas y columnares [20] dando como resultado segmentos de ADN
mucho mayores. Más interesante es el hecho de que la formación de estas fases solo tiene lugar
si en la muestra inicial se cuenta con trozos de cadenas de ADN que sean complementarias. Una
mezcla compuesta por trozos de cadenas de ADN no complementarias da como resultado un
estado isótropo. Cuando se incluyen trozos de cadenas complementarias, estas se autoensamblan
formando bloques pequeños de pares de bases que luego se unen formando las fases del cristal
líquido. Se produce una segregación entre un estado isótropo formado por las cadenas no com-
plementarias y las mesofases formadas a partir de la unión de las cadenas complementarias. Este
no es el único ejemplo donde es posible encontrar cristales líquidos en medios biológicos [21, 22],
están presentes también en las membranas biológicas, en el citoesqueleto celular, en las alas de
algunos insectos...
1.4. Modelos teóricos
Existen diferentes enfoques teóricos para el tratamiento de los cristales líquidos. El primero de
ellos se lo debemos a Oseen [23]. Es una teoría continua que expresa la energía libre de un
nemático en términos de los gradientes del tensor de orden (ver apéndice A.1). Se trata por tanto
de una teoría elástica. Debido a las importantes aportaciones que Frank [24] realizó después, es
usual referirse a ella como teoría elástica de Frank-Oseen. Como veremos en el capítulo 6 se sigue
usando hoy en distintos problemas. Otra opción es hacer un desarrollo Landau de la energía libre
en torno al parámetro de orden. Se trata de un punto de vista mesoscópico que deja a un lado
los detalles de la estructura e interacción molecular para abordar el problema desde un punto
de vista mucho más general, basado en principios físicos globales. Es una descripción fenome-
nológica que frecuentemente contiene parámetros libres ajustables con medidas experimentales.
Una de sus ventajas es que permite hacer predicciones cualitativas sobre sistemas reales. Como
contrapartida se pierde el detalle de lo que está ocurriendo a escala de los constituyentes.
Si prestamos atención a cómo es la interacción intermolecular tenemos dos alternativas dife-
rentes: la teoría de Onsager y la teoría Maier-Saupe. La teoría Maier-Saupe (1958) [9] parte de la
hipótesis de que una interacción atractiva entre las moléculas del cristal líquido es la responsable
de la estabilidad en las fases ordenadas. El efecto de esa interacción se trata en la aproximación
de campo medio mediante un potencial efectivo. Dicho potencial se construye de forma fenome-
nológica para que sea mínimo cuando dos partículas se disponen paralelas y máximo cuando lo
hacen antiparalelamente. En su versión más básica la teoría de Maier-Saupe predice una transi-
ción de primer orden isótropo-nemático. Se puede modificar para el tratamiento de otras fases,
por ejemplo esmécticos [25].
Una década antes de los trabajos de Maier-Saupe, Onsager [26] utilizó el desarrollo del virial
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Figura 1.4: Corte (100) de una red fcc for-
mada por esferas duras de diámetro
σ. Cada esfera tiene a su alrededor
un volumen de exclusión (círculos
grises). Se trata de una esfera de ra-
dio σ donde no puede situarse el cen-
tro de masas de otra partícula. En el
sólido, el solape de los volúmenes de
exclusión es más eficiente que en el
líquido y hace que aumente el volu-
men accesible por partícula (región de
color negro).
para demostrar que un sistema de varillas duras atraviesa una transición isótropo-nemático al
aumentar la densidad. Onsager truncó el desarrollo del virial a orden dos, demostrando además
que el resultado es exacto únicamente en el límite de varillas con una relación de aspecto L/D→
∞ (siendo L la longitud y D la anchura de las varillas). El enfoque de Onsager es el opuesto al de
la teoría Maier-Saupe, pues otorga la estabilidad de la fase nemática a las interacciones puramente
repulsivas de las varillas y no a un potencial de interacción atractivo. El trabajo de Onsager sirvió,
entre otras cosas, para demostrar que el desarrollo del virial es capaz de describir una transición
de fase. También abrió el camino al desarrollo de diferentes modelos de interacción dura que en
las décadas posteriores jugaron un papel determinante en la comprensión de las distintas fases
de una cristal líquido.
1.4.1. Modelos de interacción dura
Si acercamos dos moléculas lo suficiente se repelerán debido al solapamiento de sus nubes elec-
trónicas. El origen de este efecto es el principio de exclusión de Pauli. Alejados de esta barrera,
el potencial es atractivo como consecuencia de la interacción entre los multipolos de las partícu-
las. En un modelo de interacción dura se omite por completo esta atracción y la repulsión se
aproxima drásticamente a base de impedir que las partículas puedan solapar. El potencial de
interacción es nulo salvo si las partículas intentan solaparse, en cuyo caso es infinito. Se trata
de la aproximación más básica que podemos realizar sin perder la física relevante. Como con-
trapartida, la omisión de detalles importantes en la interacción intermolecular hace que ningún
modelo duro sea capaz de reproducir cuantitativamente un sistema microscópico real.
Como las partículas de un sistema duro no se sienten unas a otras, la energía interna es siem-
pre cero y la energía libre es F = −TS con T la temperatura y S la entropía. Se puede pensar
entonces que nunca tendremos una transición a un sistema ordenado porque el estado de menor
energía libre es también el de mayor entropía y un aumento de la entropía se asocia con un au-
mento del desorden. Las simulaciones han demostrado todo lo contrario. La primera evidencia
fue la transición líquido-sólido en el modelo de esferas duras [27]. Posteriormente se han estu-
diado distintas geometrías de partículas anisótropas capaces de estabilizar las mesofases de un
cristal líquido. El modelo de elipses duras contiene una transición isótropo-nemático [28]. Los
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esferocilindros duros se ordenan formando un nemático o un esméctico [29]. En el modelo de
rodajas esféricas [30] aparece un nemático discótico, una fase columnar y sirvió para descubrir
una nueva fase, conocida como nemático cubático 5.
Todas estas transiciones son puramente entrópicas. Sirva como ejemplo el modelo de esferas
duras. En este sistema la transición líquido-sólido tiene lugar porque en la fase sólida cada una
de las partículas tiene un volumen accesible mayor que si se disponen de manera uniforme. Hay
más volumen accesible por partícula en el sólido porque el volumen excluido 6 está compartido
de manera eficiente (véase la figura 1.4). Esta ganancia en volumen accesible es una ganancia en
entropía, que en función del empaquetamiento puede superar a la pérdida de entropía configu-
racional. Pérdida esta debida a que existen muchos más microestados en la fase líquida que en
el sólido. El mismo argumento es válido en moléculas anisótropas teniendo en cuenta que los
grados de libertad orientacionales juegan también un papel importante. Por ejemplo, son deter-
minantes en la transición isótropo-nemático. La entropía rotacional de las partículas puede llegar
a determinar el comportamiento del sistema; veremos un ejemplo en la mezcla de cuadrados
duros del capítulo 7.
A la vista de los datos de simulación, parece evidente que podemos imaginar un modelo duro
con la geometría apropiada para describir cualquier fase de un cristal líquido. Sin embargo, eso
no es garantía de que en la realidad sea la ganancia entrópica la responsable de la estabilidad de
dichas fases. Es más, sabemos que la inclusión de términos atractivos es imprescindible si que-
remos reproducir un sistema real a nivel cuantitativo. Parece lógico pensar que en los cristales
líquidos termotrópicos, compuestos de partículas más pequeñas, las interacciones atractivas ju-
garán un papel más importante que en sistemas liotrópicos. En estos últimos hay otros factores,
como la flexibilidad de los constituyentes, que también pueden ser relevantes.
Unos sistemas donde los modelos duros resultan de gran utilidad son las suspensiones co-
loidales. Una suspensión coloidal es una dispersión de partículas microscópicas en un líquido.
Los coloides son partículas grandes, con un tamaño típico que va desde varios nanómetros
hasta los micrómetros: virus, proteínas, polímeros sintéticos, micelas... Son suficientemente pe-
queños como para estar sujetos al movimiento browniano sin experimentar efectos fuertes de
sedimentación (en condiciones normales de gravedad), y a la vez son suficientemente grandes
como para que el tamaño típico de las interacciones atómicas sea mucho menor que el tamaño
del coloide. Dado que el tamaño de los coloides es muy superior al de las interacciones atómicas,
la interacción entre dos partículas coloidales se describe muy bien en términos de un potencial
duro.
Desde un punto de vista formal, estos sistemas se pueden tratar como si fueran “macro-átomos”
en un medio continuo (que fluctúa) y que representa el solvente. La interacción solvente-coloide
se trata por tanto de manera efectiva, bien sea a través de un campo externo o mediante la
modificación (respecto a si estuviéramos en vacío) de la interacción del potencial a pares de los
coloides.
5No hay orden posicional y existe simetría cúbica. Las partículas se orientan a lo largo de tres ejes ortogonales. Se trata
por tanto de un caso especial del nemático biaxial, donde el orden a lo largo de las tres direcciones del espacio es
idéntico.
6El volumen excluido es la región del espacio donde no puede colocarse el centro de masas de una partícula, ya que de
hacerlo solaparía con alguna otra esfera.
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Las suspensiones coloidales están presentes en una gran variedad de sistemas: pinturas, cos-
méticos, detergentes, tintas, sistemas biológicos y un largo etcétera. Son además excelentes can-
didatos para estudiar en un laboratorio problemas fundamentales de mecánica estadística, como
la cristalización o la transición isótropo-nemático.
Evidentemente, no todas las suspensiones coloidales forman las fases características de los
cristales líquidos. Es necesario que los coloides tengan una forma suficientemente anisótropa.
La utilidad de los modelos duros va mucho más allá de su uso en las suspensiones coloidales;
han jugado un papel fundamental en el desarrollo de la teoría de líquidos simples así como tam-
bién en la de cristales líquidos, y se pueden usar como sistema de referencia para la elaboración
de otros potenciales más realistas.
Nosotros hemos usado un modelo duro para estudiar el comportamiento de un cristal líquido
en contacto con superficies. En concreto el modelo de esferocilindros duros y su versión bidimen-
sional, discorrectángulos. Es necesario por tanto describir algunas de sus propiedades.
Esferocilindros duros
Un esferocilindro consiste en un cilindro de longitud L con dos
Figura 1.5.: Esquema de un
HSC.
semiesferas de diámetro D en las bases (véase la figura 1.5). La
interacción entre dos de estas partículas es dura, de manera que
no pueden solapar. El modelo de esferocilindros duros (HSC) es
un modelo estándar en el estudio de cristales líquidos. La razón
principal, si bien no la única, es que la función de Mayer es rela-
tivamente sencilla de calcular, sobre todo si la comparamos con
otros modelos como el de elipsoides duros. Esto representa una
importante ventaja de cara a la realización de simulaciones o a la
resolución de modelos teóricos donde el volumen excluido es el punto central. Cuando el poten-
cial de interacción es duro, la función de Mayer (la definiremos en el capítulo 2) toma valor 0 si
las partículas no solapan o −1 si las partículas solapan. Por tanto, la integral de la función de
Mayer es el volumen excluido con signo cambiado.
Los HSC, al igual que el resto de modelos duros, representan de manera muy simplificada la
geometría real de las partículas. No obstante, existen sistemas en la naturaleza que se asemejan
bastante, por ejemplo el virus del mosaico del tabaco, algunas bacterias y sistemas coloidales.
En cualquier caso, el modelo no trata de describir ningún sistema real, sino recoger los aspectos
fundamentales que son necesarios en la estabilidad de las mesofases de un cristal líquido.
Tras varios estudios restringidos a regiones concretas del diagrama de fases [31, 32, 33, 34],
Bolhuis y Frenkel [29] desentrañaron el diagrama de fases completo del modelo HSC mediante
simulaciones Monte Carlo. Lo hemos reproducido en el plano ρ∗ frente a L/D en la figura 1.6.
La densidad ρ∗ está escalada con la densidad de máximo empaquetamiento ρcp
ρcp =
2D−3√
2+ (L/D)
√
3
(1.1)
El parámetro L/D nos da información sobre la anisotropía de la partícula. Nos referiremos a él
12
1.4. Modelos teóricos
Figura 1.6.: Diagrama de fases de volumen de un sistema de esferocilindros duros en el plano presión-
relación de aspecto de las partículas. La densidad está escalada con la densidad de máximo empaque-
tamiento ρ∗ = ρ/ρcp. Las distintas fases son: I isótropo, N nemática, Sm esméctica, S sólido cristalino,
P sólido plástico. Las regiones sombreadas son zonas inestables donde se produce una separación de
fases. En la transición IN también existe una región de separación de fases, pero es muy pequeña
como para apreciarse a esta escala. Los datos corresponden a las simulaciones Monte Carlo de Bolhuis
y Frenkel [29]
como la relación de aspecto del esferocilindro, si bien debemos darnos cuenta de que la verdadera
relación longitud-anchura es (L+ D)/D.
Cuando la densidad es suficientemente pequeña la fase más estable es un isótropo (I) siempre.
Si aumentamos el número de partículas se estabilizan distintas fases según sea la relación de
aspecto.
• Para L/D . 0.35 aparece una transición a un sólido plástico (P) y al seguir aumentando ρ
tiene lugar de nuevo una transición a un sólido cristalino (S).
• En el rango 0.35 . L/D . 3.1 la transición IS (isótropo-sólido cristalino) es la única pre-
sente. Por tanto para relaciones de aspecto menores que 3.1 no aparece ninguna mesofase.
La anisotropía molecular no es suficiente para estabilizar fases distintas de un líquido o un
sólido.
• Cuando hacemos las partículas más anisótropas, aumentando la relación de aspecto, se
estabiliza primero una fase esméctica de tipo A (Sm). Dicha fase coexiste con la isótropa y
la sólida en un punto triple ISmS localizado en L/D ≈ 3.1. El modelo también contiene
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una fase nemática (N) que es estable para L/D & 3.7. A partir de ese valor y al aumentar
ρ, se atraviesa la secuencia de transiciones de primer orden IN, NSm, SmS. La estabilidad
del nemático comienza en un punto triple INSm para esferocilindros con L/D ≈ 3.7. Las
densidades de coexistencia de la transición IN son bastante parecidas. Por ello apenas se
aprecia la región de separación de fases en el diagrama de fases de la figura. No obstante
es una transición de primer orden.
• Para relaciones de aspecto mayores que las mostradas en la figura, el diagrama de fases es
muy similar, siendo el cambio más notable la existencia de una transición estructural entre
dos fases sólidas, una hexagonal AAA y otra ABC.
El diagrama de fases del modelo de esferocilindros duros contiene una fenomenología muy
rica. En función de la densidad y la anisotropía podemos estabilizar una fase nemática o una
esméctica. Además, jugando con la relación de aspecto, podemos encontrar transiciones isótropo-
nemático, isótropo-esméctico o nemático-esméctico. Se trata de un candidato excelente para abor-
dar distintos problemas característicos de los cristales líquidos, así como para el estudio de flui-
dos coloidales: fluidos moleculares con partículas coloidales alargadas. Como ya hemos men-
cionado, existen otros modelos de interacción dura, por ejemplo: elipsoides duros, el modelo
HGO, discos duros, rodajas esféricas... El modelo HSC tiene como ventaja frente a ellos la varie-
dad de fases y transiciones, así como la sencillez en el cálculo del volumen de exclusión entre dos
esferocilindros. Estos son los motivos por los que lo hemos usado para tratar diferentes aspectos
relativos, en la mayoría de los casos, a la interacción entre cristales líquidos y superficies.
En el capítulo 3 veremos la interacción entre un nemático y un sustrato. Haremos hincapié en
las propiedades de wetting y anchoring del sistema. Este estudio es la base del siguiente paso, que
desarrollaremos en el capítulo 4. En él trataremos las propiedades de un cristal líquido nemático
confinado en un poro. En particular estamos interesados en comprender cómo se ve alterada
la transición isótropo-nemático por el hecho de confinarla y la relación con las propiedades
de wetting del fluido. Más interesante es el caso análogo pero con la fase esméctica, es decir, la
transición entre un nemático y un esméctico en un poro. Al ser el esméctico una fase estructurada
en capas es previsible que aparezcan efectos de conmensuración. Este y otros aspectos, como la
transición isótropo-esméctico, se tratarán en el capítulo 5.
En los siguientes dos capítulos se tratan otros aspectos relevantes de un cristal líquido. En
primer lugar la formación de defectos topológicos (capítulo 6). Para ello nos serviremos de una
cavidad circular bidimensional donde confinaremos un cristal líquido nemático. En particular
un cristal líquido compuesto por discorrectángulos, la versión bidimensional del sistema de esfe-
rocilindros duros. Terminamos la exposición de resultados con el capítulo 7, donde continuamos
con el modelo de discorrectángulos. En esta ocasión analizaremos cómo se ve alterado el dia-
grama de fases en mezclas de cristales líquidos.
La base teórica que hay detrás de todos los cálculos realizados es la teoría del funcional de la
densidad. Repasamos sus fundamentos y las diferentes aproximaciones en el siguiente capítulo.
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2.1. Introducción
La teoría del funcional de la densidad (DFT) es el formalismo más potente para el estudio de
fluidos no uniformes. Los métodos DFT se basan en la idea de que podemos expresar la energía
libre intrínseca del fluido como un funcional de la distribución local de partículas ρ(r).
Una vez conocido el funcional podemos obtener todas las magnitudes termodinámicas del
sistema (tensiones superficiales, fuerzas de solvatación...). Es posible además obtener la estructura
microscópica del sistema mediante las funciones de correlación, que están relacionadas con las
derivadas del funcional.
Conocer de forma exacta y resolver el funcional F[ρ] equivale a calcular la función de partición
del sistema. La ventaja de DFT es que presenta de forma mucho más intuitiva la física que existe
detrás del problema. De esta forma resulta más sencillo realizar aproximaciones que tengan en
cuenta los procesos relevantes.
Si bien diversos autores contribuyeron de forma más o menos simultánea al estudio de las
propiedades termodinámicas de fluidos no uniformes, fueron los trabajos de Percus [35] en la
década de 1960 los más influyentes para el desarrollo de la mecánica estadística de fluidos no
uniformes. De forma paralela Hohenberg, Kohn y Sahm [36, 37] desarrollaron un funcional de la
densidad electrónico para el estado fundamental del gas de electrones no uniforme a temperatura
cero. En estos trabajos y en la posterior extensión a temperatura finita de Mermin [38] quedaron
establecidas las bases del formalismo DFT.
Las técnicas funcionales desarrolladas para la densidad electrónica se extendieron rápidamente
al tratamiento de fluidos clásicos a mediados de los años 70. Desde entonces el campo ha tenido
un crecimiento espectacular y el formalismo DFT se ha aplicado con éxito a problemas de in-
terfases libres, solvatación, confinamiento de fluidos... Uno de los sistemas más ampliamente
estudiado con DFT ha sido el de esferas duras (HS). La aplicación de las técnicas DFT al estudio
del fluido HS ha jugado un papel central en el desarrollo de la teoría del estado líquido. El sis-
tema HS es sin duda el modelo de referencia en el estudio de fluidos simples; se ha convertido
en el punto de partida para el tratamiento de potenciales intermoleculares más realistas y es un
banco de pruebas para comprobar la validez de nuevas aproximaciones funcionales.
La organización del resto del capítulo es la siguiente. En la próxima sección se exponen las
bases del formalismo DFT. En 2.3 repasamos las aproximaciones más relevantes para el estudio
de sistemas simples, en particular el sistema de esferas duras. En 2.4 veremos los funcionales
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existentes para tratar partículas duras anisótropas y finalmente, en la sección 2.5, se detalla el
funcional que usaremos en los próximos capítulos para el tratamiento de un sistema de esfe-
rocilindros duros.
2.2. Formalismo
Esbozaremos a continuación el formalismo de la teoría del funcional de la densidad. Se puede
encontrar un desarrollo detallado en [39].
Por simplicidad supongamos un sistema clásico de N partículas idénticas sometidas a un
potencial externo vext. El Hamiltoniano del sistema es:
HN =
N
∑
i=1
p2i
2m
+Φ(r1, ...., rN) +
N
∑
i=1
vext(ri), (2.1)
donde pi, ri denotan el momento y la posición de la partícula i respectivamente y Φ(r1, ..., rN) es la
energía potencial debida a la interacción entre partículas (nótese que no ha de ser necesariamente
un potencial de interacción a pares).
En los problemas relacionados con líquidos suele ser útil trabajar en el colectivo macrocanónico
(piénsese en una interfase por ejemplo) donde fijamos la temperatura T, el volumen V y el
potencial químico µ, dejando fluctuar el número de partículas N. Podemos escribir la función de
partición en el colectivo macrocanónico como:
Ξ(V, T, µ) =
∞
∑
N=0
eβµNZ(T,V,N), (2.2)
siendo β el inverso de la constante de Boltzmann por la temperatura, β = 1/kT y Z(T,V,N) la
función de partición canónica que, para un sistema clásico de partículas indistinguibles, puede
escribirse como:
Z(T,V,N) =
1
N!
1
h3N
∫
d3Nq
∫
d3N pe−βHN , (2.3)
siendo h la constante de Planck. Teniendo en cuenta la relación del potencial macrocanónico con
la función de partición (Ω = −kTlogΞ) y la ec. (2.2) resulta obvio que Ω es un funcional del
potencial externo vext(r). El potencial externo define la energía libre del sistema; una variación
en el potencial externo supondrá una variación en la energía libre del sistema de forma única.
El éxito de la teoría radica en darse cuenta de que existe una correspondencia biunívoca entre
el potencial externo y la distribución de partículas ρ(r) [36, 38], de forma que podemos pasar la
dependencia funcional en vext a una dependencia funcional en ρ.
Sea el funcional F[ρ] y la combinación u(r) = vext(r)− µ. La teoría del funcional de la densidad
afirma que la cantidad
Ω[ρ] = F[ρ] +
∫
drρ(r)u(r) (2.4)
es mínima y coincide con el gran potencial asociado a u(r) cuando ρ(r) es la densidad de equi-
librio ρeq(r) en presencia de u(r). Podemos expresar esa condición de mínimo como
δΩ[ρ]
δρ(r)
∣∣∣∣
ρ(r)=ρeq(r)
= 0 , Ω[ρeq] = Ω, (2.5)
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siendoΩ el gran potencial termodinámico. De forma alternativa, para la energía libre de Helmholtz
se tiene
δF[ρ(r)]
δρ(r)
∣∣∣∣
ρ(r)=ρeq(r)
= µ− vext(r) ≡ u(r). (2.6)
Encontrar la dependencia funcional de la energía libre con la distribución de partículas es
complicado y solo existen unas pocas soluciones exactas, siendo el gas ideal una de ellas. Dado
un sistema podemos descomponer la energía libre en
F[ρ] = Fid[ρ] + Fex[ρ] + Fext[ρ], (2.7)
siendo Fext[ρ] la contribución debida al campo externo y Fid[ρ] la contribución del gas ideal, que
se obtiene inmediatamente de la función de partición del gas ideal, Z(V,N, T) = (V/Λ3)N/N!:
Fext[ρ] =
∫
drρ(r)vext(r), (2.8)
Fid[ρ] = KBT
∫
drρ(r)(log(Λ3ρ(r))− 1). (2.9)
Fex[ρ] se conoce como la parte de exceso y tiene en cuenta las interacciones entre las partículas de
nuestro sistema. En otras palabras, Fex[ρ] es la parte que no conocemos y tendremos que aproxi-
mar de alguna manera.
Como ya hemos comentado, las derivadas funcionales de la parte de exceso están directamente
relacionadas con las funciones de correlación directa [39]:
c(1)(r) = − δ(βFex[ρ])
δρ(r)
, (2.10)
c(2)(r1, r2) = − δ
2(βFex[ρ])
δρ(r1)δρ(r2)
(2.11)
y así sucesivamente. Usando (2.10) y (2.9) en (2.6) obtenemos una expresión para calcular la
densidad de equilibrio 1
ρ(r) = Λ−3exp(βu(r) + c(1)(r)), (2.12)
si bien, en la práctica es más útil obtener la distribución de densidad de equilibrio mediante la
minimización numérica del funcional.
2.3. Aproximaciones a la energía de exceso en sistemas simples
La parte de exceso del funcional, Fex[ρ], contiene las interacciones entre las partículas de nuestro
sistema y es por tanto la parte que no conocemos. El éxito o el fracaso de un funcional dependerá
de cuán buena sea la aproximación para construir Fex[ρ].
Evidentemente, una vez realizada una aproximación sobre nuestro funcional, la ρeq dada por
(2.5) ya no coincidirá con la densidad de equilibrio del sistema real.
Listamos a continuación las aproximaciones más relevantes utilizadas para la construcción de
funcionales que tratan fluidos no uniformes. Se puede encontrar un desarrollo más o menos
detallado en [40].
1Nótese que c(1)(r) es a su vez un funcional de ρ(r).
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2.3.1. Aproximación de la densidad local (LDA)
La aproximación de la densidad local (LDA) es la más sencilla de todas. Se basa en la termodiná-
mica de un fluido uniforme, ρ(r) = ρ0, para el cual:
F[ρ] = Nψ(ρ0), (2.13)
siendo N el número de partículas y ψ la energía libre por partícula. LDA consiste simplemente
en una generalización de (2.13) para el caso no uniforme. Teniendo en cuenta que N =
∫
drρ(r)
se tiene:
FLDA[ρ] =
∫
drρ(r)ψ(ρ(r)). (2.14)
Esta aproximación se puede justificar si pensamos en un fluido que presenta variaciones es-
paciales de la densidad muy suaves. De alguna forma es como tratar un fluido no uniforme
como trozos independientes compuestos por un fluido uniforme. Su validez en sistemas clásicos
es muy limitada (no así en sistemas cuánticos, donde el menor alcance de las correlaciones la
convierte en una aproximación razonablemente buena en muchas situaciones).
LDA es exacta para el gas ideal; de hecho es el único sistema que se recupera exactamente
con esta aproximación. Para entender esto basta con introducir (2.14) en (2.11), el resultado es:
c(2)(r) ∼ δ(r), es decir LDA no tiene en cuenta las interacciones en un entorno del punto, despre-
ciando por tanto los efectos de las correlaciones.
2.3.2. Aproximación de gradientes cuadrados (SGA)
Podemos mejorar la aproximación LDA con un desarrollo en gradientes de la densidad. Reescri-
biendo (2.14) en términos de la energía libre por unidad de volumen f (ρ(r)) = ρ(r)ψ(ρ(r)) y
truncando el desarrollo en el segundo término de la expansión resulta [39]:
FSGA[ρ] =
∫
dr
[
f (ρ(r)) + f2(ρ(r))(∇ρ(r))2 + ...
]
, (2.15)
donde f (ρ(r)) corresponde a la energía libre del sistema uniforme y el termino f2(ρ(r)) (y suce-
sivos en caso de seguir la expansión) tiene en cuenta las variaciones espaciales de la densidad.
Para obtener la expresión de f2(ρ(r)) tenemos que imponer alguna condición adicional a nuestro
funcional, como por ejemplo que reproduzca la respuesta lineal esperada cuando perturbamos
el sistema.
La aproximación SGA es válida incluso en situaciones donde la densidad varía fuertemente,
pero con la estricta condición de que dicho cambio ha de producirse a lo largo de una distancia
muy larga. En la práctica esta restricción limita mucho el uso de SGA, si bien se ha usado
con éxito para describir situaciones como la interfase líquido-vapor cerca de un punto crítico,
interfases líquido-líquido en mezclas, problemas de wetting, etc.
2.3.3. Aproximación de la densidad pesada (WDA)
Ni la aproximación LDA ni la SGA son capaces de describir situaciones donde la densidad varía
fuerte y rápidamente. Este es el caso de fases ordenadas espacialmente (por ejemplo esmécticos
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o sólidos), fluidos en contacto con una superficie, etc. El tratamiento de estos sistemas supondría,
con los anteriores métodos, la evaluación de ψ(ρ) en situaciones donde ρ toma valores muy altos.
En tales circunstancias el comportamiento de un sistema uniforme será presumiblemente muy
diferente a nuestro sistema real. Piénsese por ejemplo en el caso de HS donde no podríamos
tratar situaciones en las que de forma local la densidad supere el límite de empaquetamiento
máximo.
Los funcionales capaces de tratar dichos sistemas se desarrollaron principalmente en la década
de los 80. Se usan técnicas como el desarrollo de Fex[ρ] alrededor de la densidad del fluido uni-
forme, la perturbación alrededor de un fluido de referencia bien conocido o la aproximación de
la densidad pesada (Weighted Density Approximation, WDA) que esbozaremos a continuación
para un sistema de esferas duras.
Siguiendo las ideas de Nordholm et al. [41], Tarazona [42] propuso introducir correcciones no
locales al funcional mediante el uso de una distribución de densidad pesada (coarse grained) ρ(r)
que es una función de ρ(r) no local en cada punto r de nuestro sistema. Se puede pensar en ρ(r)
como si fuera una especie de densidad promediada en un volumen relacionado con el alcance de
las interacciones. Los picos en la densidad local son suavizados en ρ(r) y no corremos el riesgo
de evaluar la energía libre en puntos donde el empaquetamiento alcanza valores físicamente
inalcanzables.
En la aproximación WDA la energía libre de exceso se escribe como
Fex[ρ] =
∫
drρ(r)ψex(ρ(r)), (2.16)
donde ψex es la parte de exceso de la energía libre por partícula en un sistema uniforme. Para
el sistema de esferas duras de diámetro σ podemos usar la ecuación de estado casi exacta de
Carnaham-Starling [43]:
βψex(η) =
4η − 3η2
(1− η)2 , (2.17)
con η = pi6 ρσ
3 la fracción de empaquetamiento o fracción de volumen ocupado por esferas. Para
poder operar con (2.16) nos falta una descripción de ρ(r). Una posibilidad es [42, 44]
ρ(r) =
∫
dr’ρ(r’)ω(|r− r’|), (2.18)
con ω(r) una función peso. Para su determinación se impone que esté normalizada y que el
funcional recupere de forma razonable el límite de un fluido uniforme. Es decir, en la manera de
lo posible la función de correlación directa que resulta de la diferenciación funcional (ecuación
2.11) ha de estar en buen acuerdo con la aproximación de Percus-Yevick [45]; una aproximación
referente en la teoría de líquidos uniformes. La elección más sencilla posible para ω(r) es una
función escalón:
ω(r) =
{
3
4piσ3 , r ≤ σ
0, r > σ
. (2.19)
Esta elección reproduce alguna característica importante de la función de correlación directa,
como la discontinuidad en r = σ, pero sobrestima el alcance de la misma. Aun así se obtiene un
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funcional que proporciona resultados cualitativamente buenos en situaciones como la interfase
entre el fluido de esferas duras y una pared dura, o la transición fluido-sólido [42, 44]. Tarazona
[46] propuso una función peso con una dependencia en la densidad para mejorar la descripción
de la función de correlación directa c(r) que se desprende del funcional. Con esta nueva función
la densidad pesada resulta:
ρ(r) =
∫
dr’ρ(r’)ω(|r− r’|, ρ(r)). (2.20)
Esta nueva definición introduce, al hacer la derivada funcional, nuevos términos en c(r) y por
tanto se puede obtener un peso que reproduzca mejor las correlaciones de volumen. Podemos
asumir que ω(r, ρ) se puede desarrollar en una serie de potencias de la densidad:
ω(r, ρ) = ω0(r) +ω1(r)ρ+ω2(r)ρ2 + ... (2.21)
La condición de normalización sobre w(r, ρ) implica necesariamente
∫
drωi(r) =
{
1, i = 0
0, i = 1, 2, ...
. (2.22)
Usando el desarrollo en potencias de la densidad de ω(r) dado por (2.21) y diferenciando el
funcional según (2.11) se obtiene un desarrollo en potencias de la densidad de la función de
correlación directa. Podemos comparar dicho desarrollo con el que se obtiene de una expansión
del virial de c(r), y de esa forma recabar la información necesaria para las funciones peso ωi.
Es fácil ver que ω0(r) es de nuevo la función escalón dada por (2.19) y para ω1(r) se obtiene
una ecuación integral que ha de resolverse numéricamente. Para el resto de coeficientes ωi, i ≥ 2
se necesitan también los coeficientes del desarrollo de ψex(ρ), la energía de exceso por partícula
de un sistema uniforme. Nótese que en este punto hay una pequeña inconsistencia. Por un
lado usamos la ecuación de estado de Carnaham-Starling y por otro pretendemos recuperar las
correlaciones de la aproximación de Percus-Yevick. Sin embargo, las correlaciones y la energía de
exceso por partícula están relacionadas por medio de la integral de volumen de la c(r). Debido a
esta inconsistencia no es posible la identificación término a término de ωi para i ≥ 2.
Una alternativa es truncar el desarrollo de (2.21) en i = 2 realizando un ajuste del peso ω2(r)
para que se obtenga una buena descripción de c(r) en todo el rango (si se trunca el desarrollo en
i = 1 únicamente se reproduce el comportamiento de c(r) en un rango de densidades pequeño).
El mejor resultado se obtiene con
ω2(r) =
{
5piσ3
144
(
6− 12 rσ + 5( rσ )2
)
, r ≤ σ
0, r > σ
. (2.23)
Con la ρ(r) así construida se recupera bastante bien la c(r) de Percus-Yevick en un rango de
densidades muy amplio, hasta aproximadamente ρ = 0.8σ−3.
El funcional WDA construido de esta forma es capaz de describir satisfactoriamente situa-
ciones espacialmente muy inhomogéneas tales como el sólido de esferas duras o la interfase
entre esferas duras y una pared dura [46].
20
2.3. Aproximaciones a la energía de exceso en sistemas simples
Existen otras formas de promediar la densidad entre las que destaca la teoría de Curtin y
Ashcroft [47]. En lugar de hacer una expansión en densidad para calcular el peso, este se calcula
numéricamente para que el funcional recupere la función de correlación de Percus-Yevick en
todo el rango de densidades. Evidentemente el coste computacional es mucho mayor.
También merecen una mención las teorías WDA basadas en un peso que es independiente de
la posición, por ejemplo la MWDA de Denton y Ashcroft [48] o la GELA de Lutsko y Baus [49].
La implementación de estas aproximaciones es más sencilla a costa de una peor descripción del
sistema.
2.3.4. Teoría de las medidas fundamentales (FMT)
Rosenfeld [50, 51] propuso en la última década del S. XX un nuevo tipo de funcionales bajo el
nombre de teoría de las medidas fundamentales. Son específicos para cuerpos duros y tienen
una estructura completamente diferente, basada en la geometría molecular en lugar del volumen
excluido entre dos partículas. En su formulación original la energía de exceso para una mezcla
de esferas duras se puede escribir como
βFex[{ρi}] =
∫
dxΦ[{nα(x)}], (2.24)
donde ρi es la densidad de la especie i y la energía libre de exceso Φ se escribe como función de
nα, que son promedios de las medidas fundamentales de las partículas:
nα(x) =∑
i
∫
dx′ρi(x′)w
(α)
i (x− x′). (2.25)
Las funciones peso w(α)i están relacionadas con la geometría de las moléculas y son un punto
clave en la teoría. Se obtienen haciendo una descomposición de la función de Mayer como una
suma de convoluciones de funciones peso. En el caso de esferas duras existe una única descom-
posición de este tipo que involucra 6 funciones w(α)i . En el caso particular de un sistema HS en
3D dos funciones peso son escalares que representan el volumen y la superficie de la esfera y
una tercera es un vector de superficie (las otras son proporcionales a estas tres).
Haciendo un análisis dimensional y teniendo en cuenta las relaciones que se obtienen de la
teoría de la partícula escalada2, se obtiene fácilmente una expresión para la energía de exceso
Φ. El funcional así construido reproduce muy bien situaciones altamente no uniformes como
la adsorción de esferas duras en una pared dura a presiones altas. Otras ventajas importantes
son que está formulado para mezclas multicomponentes y que las funciones de correlación se
obtienen rápidamente a partir de los pesos. Al aplicarlo a un fluido uniforme monocomponente,
el funcional de Rosenfeld recupera la ecuación de estado y la función de correlación de Percus-
Yevick (nótese la diferencia con las teorías WDA, construidas explícitamente para que se obtenga
este comportamiento). A pesar de estos buenos resultados, el funcional falla por completo en el
estudio del sólido de esferas duras, pues predice que es siempre inestable frente al líquido.
En una fase sólida cada partícula está confinada en una cavidad cuasi-0D donde en promedio
la ocupación varía entre 0 y 1. Cuando se estudia el límite 0D con el funcional de Rosenfeld se
2En particular que abrir en un fluido uniforme una cavidad esférica de radio R → ∞ supone un trabajo PV con P la
presión y V el volumen de dicha cavidad [52, 53]. Veremos la teoría de la partícula escalada en el capítulo 7.
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obtiene una divergencia en la energía libre, que en esencia es el origen del fallo de la teoría en la
descripción del sólido.
Esta interpretación propició el desarrollo de funcionales basados en FMT desde otro punto de
vista conocido como reducción dimensional (dimensional crossover). Consiste en imponer que el
funcional recupere el límite exacto en cavidades cuasi-0D [54, 55]. El resultado son funcionales
que al aplicarlos en otras dimensiones recuperan la solución exacta de Percus en 1D [56] y en
2D la bien conocida teoría de la partícula escalada, pero se obtiene una ecuación de estado en
3D no demasiado buena. Para resolver esto, Tarazona [57] propuso una modificación en uno
de los términos del funcional de Rosenfeld incorporando un peso tensorial. Dicho funcional no
tiene divergencias en el límite 0D, recupera el resultado exacto en 1D y reproduce la función de
correlación y ecuación de estado de Percus-Yevick para el fluido uniforme. Respecto a la fase
sólida, describe adecuadamente la estructura, aunque falla en las densidades de coexistencia
debido a que el fluido se describe con la ecuación de estado de Percus-Yevick. Se pueden mejorar
las densidades de coexistencia si se modifica el funcional de forma que se obtenga la ecuación
de estado de Carnahan-Starling [58], pero entonces empeora la descripción del sólido.
2.4. DFT en partículas duras anisótropas
Hasta ahora hemos visto cómo aplicar DFT a fluidos simples donde la función de distribución
de una partícula ρ(r) viene determinada únicamente por la posición del centro de masas. Para
describir correctamente un cristal líquido necesitamos conocer no solo la posición del centro de
masas de las partículas sino también su orientación. La función de distribución de una partícula
es ρ(r,Ω) y nos da información sobre la densidad de moléculas que en la posición r tienen
los ejes orientados según Ω ≡ (θ, φ). Integrando sobre las variables angulares se obtiene la
distribución de densidad, que da cuenta de la densidad de partículas en r con independencia de
su orientación:
ρ(r) =
∫
dΩρ(r,Ω). (2.26)
Sin pérdida de generalidad podemos escribir la función de distribución de una partícula como
ρ(r,Ω) = ρ(r) f (r,Ω), donde f , la función de distribución angular, tiene en cuenta la fracción de
partículas que en la posición r están orientadas según Ω. Se sigue de esta definición la condición
de normalización para f : ∫
dΩ f (r,Ω) = 1. ∀r. (2.27)
Vamos a empezar estudiando el tratamiento de fases espacialmente uniformes (un nemático
de volumen por ejemplo), para las cuales se tiene ρ(r,Ω) = ρ f (Ω), con ρ = cte.
Como ya hemos mencionado en el capítulo 1, la estabilidad de las distintas fases que forman
los cristales líquidos se ha tratado desde dos puntos de vista diferentes. La teoría de Maier y
Saupe [9] atribuye dicha estabilidad a fuerzas atractivas anisótropas entre las partículas. Por otro
lado, los trabajos de Onsager dieron origen al estudio de modelos con interacciones puramente
repulsivas. La ganancia en volumen accesible y en entropía rotacional es el mecanismo responsa-
ble de la estabilidad en este tipo de modelos. Este acercamiento permite comprender los efectos
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que la geometría molecular tiene a la hora de estabilizar una u otra fase y siempre es posible la
inclusión de un término atractivo para obtener potenciales más realistas. Onsager en 1949 [26]
usó el desarrollo exacto del virial para demostrar que un sistema de esferocilindros duros tiene
una transición isótropo I-nemático N. Este trabajo fue pionero en el estudio de transiciones de
fase en cristales líquidos.
Existen al menos otras dos razones por las que el trabajo de Onsager merece una mención
especial. En primer lugar, hasta entonces se pensaba que cualquier desarrollo del virial truncado
no podía explicar una transición de fase. En segundo lugar, se utilizaron de forma implícita
técnicas que una década después dieron origen a la teoría del funcional de la densidad.
Onsager truncó el desarrollo del virial a orden 2 de forma que la expresión resultante solo
es válida para densidades bajas. En otras palabras, la teoría de Onsager es exacta en el límite
de moléculas muy largas y estrechas (que es cuando la transición I-N tiene lugar a densidades
bajas). Veamos la teoría de Onsager en el lenguaje DFT. La parte ideal es la generalización de
(2.9) a sistemas con grados de libertad orientacionales:
Fid[ρ] = kT
∫
dr
∫
dΩρ(r,Ω){ln[Λ3ρ(r,Ω)]− 1}. (2.28)
Para la parte de exceso hacemos un desarrollo del virial (recordemos que estamos tratando fases
uniformes, de manera que ρ(r,Ω) = ρ f (Ω)):
β
Fex[ f ]
N
= ρB2[ f ] +
1
2
ρ2B3[ f ] +
1
3
ρ3B4[ f ] + ..., (2.29)
y nos quedamos solo con el coeficiente de orden 2:
B2[ f ] = −12
∫
dΩ
∫
dΩ′ f (Ω) f (Ω′)
∫
dr fM(r,Ω,Ω′). (2.30)
Dado que la función de Mayer ( fM ≡ e−βφ − 1) en sistemas duros es −1 si hay solape entre
las dos partículas y 0 en caso contrario, se puede reescribir la energía de exceso en términos del
volumen excluido:
β
Fex[ f ]
N
=
1
2
ρ
∫
dΩ
∫
dΩ′ f (Ω) f (Ω′)Vexc(Ω,Ω′), (2.31)
donde Vexc(Ω,Ω′) es el volumen excluido entre dos partículas con orientaciones Ω y Ω′, es
decir, la integral de la función de Mayer a todo el volumen con signo cambiado. En el caso de
esferocilindros duros:
Vexc(Ω,Ω′) = 2piD2L+
4
3
piD3 + 2L2D| sinγ|, (2.32)
siendo γ = γ(Ω,Ω′) el ángulo que forman los ejes principales de los esferocilindros. Cuando
dos partículas se sitúan paralelas (γ = 0) el volumen de exclusión es mínimo.
La teoría de Onsager aplicada a esferocilindros duros predice una transición de fase entre un
estado isótropo y un nemático. Esta transición es consecuencia de la competición entre la entropía
rotacional y la entropía configuracional. Cuando la densidad es suficientemente pequeña, y por
tanto las partículas apenas se sienten unas a otras, es la parte ideal la que gobierna el estado
del sistema. El resultado es la estabilidad de la fase isótropa, en la cual la entropía rotacional es
máxima porque el número de microestados con las partículas orientadas al azar es muy superior
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a cualquier otra configuración. Conforme aumentamos la densidad, las partículas comienzan a
sentirse unas a otras y la parte de exceso gana peso en la energía libre total. Dicha parte de exceso
es mínima cuando las moléculas se sitúan paralelas, minimizando de esa forma el volumen
excluido (2.32) y por tanto aumentando el volumen accesible por partícula (incrementando la
entropía configuracional). Para una densidad suficientemente alta, el balance entre la entropía
orientacional y la configuracional se invierte y el sistema sufre una transición isótropo-nemático.
Onsager demostró que para L/D suficientemente grande y en la fase isótropa se verifica:
B3
B22
∼ D
L
log(L/D)→ 0, L/D→ ∞, (2.33)
de manera que se puede prescindir del coeficiente B33. Supuso además que la tendencia sería
igual en el resto de coeficientes y por tanto es razonable quedarnos solo con el coeficiente B2. Sin
embargo, esto es válido únicamente para relaciones de aspecto muy grandes L/D ∼ 102 − 103
[59]. Para valores de L/D característicos de los cristales líquidos hay un fuerte desacuerdo entre
las densidades de coexistencia IN que predice la teoría de Onsager y las obtenidas por simulación.
La razón de este desacuerdo es que la aproximación de quedarnos únicamente con el coeficiente
B2 del desarrollo del virial no es aceptable para relaciones de aspecto pequeñas.
Se han propuesto varias alternativas para mejorar la aproximación y conseguir una buena
descripción en sistemas donde la elongación de las partículas tenga valores pequeños. Un camino
obvio es la incorporación de más coeficientes del virial a la energía de exceso, pero la lenta
convergencia de la serie del virial unido a la dificultad para calcular nuevos coeficientes más allá
de B3 o B4 hacen inviable esta alternativa. Otras posibles rutas son la perturbación de un sistema
de esferas duras para incluir la anisotropía de las moléculas, o la teoría de la partícula escalada,
que veremos en el capítulo 7. De todas ellas destacamos la desarrollada por Parsons [60] que fue
reescrita años más tarde desde otro punto de vista por Lee [61], y se conoce actualmente como
la aproximación de Parsons-Lee o de forma más general como teoría de Onsager extendida. La
idea de Parsons fue introducir la dependencia orientacional en la función de distribución radial
a través de un escalamiento en la coordenada radial
g(r,Ω,Ω′) ≈ g(r/σ), (2.34)
donde σ es una función que depende de las orientaciones moleculares y del vector que une
sus centros de masas: σ = σ(r,Ω,Ω′). Esta simplificación de la función de correlación a pares
permite fácilmente obtener una expresión para la energía de exceso de nuestro sistema en función
de g(r/σ). Si ahora usamos la g(r) correspondiente a un fluido de esferas duras uniforme se llega
a:
Fex
N
=
ψHSex (ρv0)
VHSexc
∫
dΩ
∫
dΩ′ f (Ω) f (Ω′)Vexc(Ω,Ω′), (2.35)
donde ψHSex es la energía de exceso por partícula de un sistema de esferas duras uniforme (de
volumen v0) y VHSexc es el volumen excluido de dos esferas duras. En el límite de densidades
pequeñas βψHSex (ρ)/VHSexc → ρ/2 y se recupera la aproximación de Onsager (2.31). Somoza y
Tarazona [62] mostraron cómo recuperar (2.35) con un argumento más intuitivo. Partimos del
3En la fase nemática es necesario que la desviación típica del ángulo promedio que forman las partículas sea superior a
D/L para que se verifique que B3/B22 → 0, L/D→ ∞.
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desarrollo del virial dado por (2.29) y expresamos todos los coeficientes, salvo el B2, en términos
de los coeficientes de un sistema de referencia según:
Bi =
B2
Bre f2
Bre fi , i > 2. (2.36)
Introduciendo (2.36) en (2.29) se tiene
βFex
N
=
(
ρBre f2 +
1
2
ρ2Bre f3 + ...
)
B2
Bre f2
= βψre fex (ρ)
B2
Bre f2
, (2.37)
y tomando como sistema de referencia el de esferas duras se recupera la aproximación de Parsons-
Lee (2.35). Queda claro desde este enfoque que la aproximación consiste en describir correcta-
mente el segundo coeficiente del virial y el resto aproximarlos por los de un sistema de referen-
cia conocido. Si el sistema de referencia que elegimos no tiene grados de libertad orientacionales,
como el sistema de esferas duras, estamos desacoplando los grados de libertad orientacionales
y traslacionales en todos los términos del desarrollo del virial de orden superior a 2. No obs-
tante dicho desacoplo no tiene lugar a orden 2 del desarrollo, y por tanto el nombre decoupling
approximation que Parsons acuñó en virtud de (2.34) no es del todo afortunado.
Lo único que falta por determinar es cómo hacemos la correspondencia o el mapeado entre
nuestro sistema y el sistema de referencia de esferas duras. La elección más sencilla es que, dada
una densidad, la fracción de empaquetamiento sea la misma en ambos sistemas, lo que equivale
a igualar los volúmenes moleculares. Aplicado al sistema de esferocilindros duros, el funcional
de Parsons-Lee recupera bastante bien la ecuación de estado obtenida por simulaciones, siendo
las diferencias más notables en el régimen de densidades altas. Se puede mejorar el acuerdo con
las simulaciones si en lugar de igualar el volumen molecular en ambos sistemas (el real y el de
referencia) se escoge que la fracción de empaquetamiento máxima sea la misma. En cualquier
caso los resultados obtenidos con esta aproximación son mejores de lo que en principio cabría
esperar. Somoza y Tarazona [62] compararon los primeros coeficientes del virial de (2.36) con
los de simulación y concluyeron que es probable que una fortuita cancelación de errores sea la
responsable de los buenos resultados.
Se han propuesto modificaciones a la teoría de Parsons-Lee, como por ejemplo utilizar como
sistema de referencia la fase isótropa del fluido que estemos estudiando en lugar del sistema
de esferas duras [63, 64] o bien modificar (2.36) de forma que se recuperen de forma exacta
coeficientes más allá del B2 [65]. Como resultado se obtienen ecuaciones de estado más precisas
[66], pero a cambio la complejidad del cálculo aumenta considerablemente.
2.4.1. Fases no uniformes
El funcional de Parsons-Lee que acabamos de ver da una descripción satisfactoria de fases uni-
formes. Es útil, por ejemplo, en el tratamiento de fases isótropas o nemáticas de volumen. Si
queremos estudiar situaciones donde la densidad no es constante, como la interfase isótropo-
nemático, es necesario contar con un funcional que tenga en cuenta la dependencia espacial de
la función de distribución ρ(r,Ω). Para poder tratar sistemas donde la variación de la densidad
sea rápida (un esméctico por ejemplo) será necesario además que el funcional incluya una de-
pendencia no local en la función de distribución. Podemos por tanto generalizar la teoría WDA
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(2.16) a sistemas con grados de libertad rotacionales de forma que nuestro funcional recupere de
manera aceptable las correlaciones entre partículas:
c(2)(r, r′,Ω,Ω′) = − δ
2βFex
δρ(r,Ω)δρ(r,Ω)
. (2.38)
La falta de conocimiento sobre la función de correlación en este tipo de sistemas hace que
cualquier avance en este sentido sea muy complicado. Poniewierski y Holyst (PH) plantearon un
funcional basado en esta idea [67, 68]. La parte de exceso es como en (2.16), pero en esta ocasión
ρ se construye teniendo en cuenta el orden orientacional:
ρ(r) =
∫
dr′
∫
dΩ
∫
dΩ′ω(r, r′,Ω,Ω′) f (r,Ω) f (r′,Ω′)ρ(r′). (2.39)
Siguiendo los mismos pasos que en fluidos simples, la función peso ω debería ser tal que me-
diante la diferenciación del funcional (2.38) se recuperase la función de correlación directa de un
fluido uniforme isótropo. Debido a la dificultad de ese cálculo se exige en su lugar recobrar el
límite de Onsager para partículas muy elongadas. Para ello basta con imponer
ω(r, r′,Ω,Ω′) = − fM(r− r′,Ω,Ω′)/(2BI2), (2.40)
ψex(ρ) = ρBI2 + βψ
CS
ex (η)− 4η, (2.41)
siendo BI2 el coeficiente del virial de segundo orden en la fase isótropa, fM la función de Mayer
y ψCSex la ecuación de estado de Carnahan-Starling para esferas duras. El peso ω hace que el
promedio espacial de ρ tenga lugar en el volumen excluido entre dos partículas. Es análogo a la
primera formulación que vimos de la teoría WDA en fluidos simples (2.19). De hecho, al aplicarla
en el límite L/D→ 0 de un sistema de esferocilindros duros se recupera la primera versión WDA
propuesta por Tarazona [44, 42] para esferas duras. Poniewierski y Holyst estudiaron con este
funcional el diagrama de fases de volumen de esferocilindros duros. La teoría recupera razona-
blemente bien los resultados de las transiciones IN y NSm obtenidos por simulación. Predice un
punto triple INSm para L/D = 2.46 (por simulaciones se sabe que está localizado en L/D = 3.7
[29]) y un punto tricrítico en la rama NSm para L/D = 2.99. En dicho punto la transición NSm
pasa de ser de primer orden a ser continua cuando aumentamos la elongación molecular (los
últimos datos de simulación disponibles [69] arrojan evidencias claras de que la transición es de
primer orden hasta L/D → ∞, si bien no se puede descartar la posibilidad de que existan dos
puntos tricríticos).
Somoza y Tarazona desarrollaron, de forma simultánea al trabajo de Poniewierski y Holyst,
un funcional para el tratamiento de cuerpos duros anisótropos [62, 70, 71], que salvo pequeñas
modificaciones es el que usaremos en nuestros cálculos. El desconocimiento de las correlaciones
en sistemas con grados de libertad orientacionales junto con la dificultad para interpretar física-
mente el significado del promedio angular en la construcción de ρ hizo que los autores siguieran
un camino alternativo. En lugar de intentar construir un funcional basado en una densidad pe-
sada ρ(r,Ω) propusieron una generalización del funcional de Parsons-Lee (2.35) para fases no
uniformes. La parte de exceso en la teoría Somoza-Tarazona (ST) se puede expresar como:
Fex[ρ] =
∫
drρ(r)ψPHEex [ρ(r)]
∫
dr′ρ(r′)
∫
dΩ
∫
dΩ′ f (r,Ω) f (r′,Ω′) fM(r− r′,Ω,Ω′)∫
dr′ρ(r′) f PHEM (r− r′)
. (2.42)
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Para entender esta generalización hay que tener en cuenta varios puntos. Sabemos del modelo
Parsons-Lee que el sistema de esferas duras se puede utilizar como sistema de referencia para
partículas anisótropas, obteniendo una buena descripción de la termodinámica. Sin embargo
no es suficiente para describir la estructura de las correlaciones. Piénsese por ejemplo en fases
con orden orientacional donde la anisotropía de las partículas se tiene que ver reflejada en las
funciones de correlación. Para intentar mejorar este punto se toma como referencia un sistema
de elipsoides duros paralelos (PHE) en lugar de esferas duras. Se espera que un sistema de
referencia así proporcione una descripción de las correlaciones en fases con orden orientacional
cualitativamente correcta. Además es especialmente útil pues la termodinámica de PHE y de un
sistema de HS es la misma [69] y por tanto podemos usar la ecuación de estado de este último
(con el escalamiento apropiado). El mapeado del sistema real al sistema de referencia de PHE no
es único y como veremos es un punto importante. Al igual que en sistemas simples, la energía
de exceso por partícula de nuestro sistema de referencia ψPHEex se evalúa en una densidad pesada
ρ que tiene en cuenta los efectos no locales.
Por último se ha modificado la ratio entre los coeficientes del virial de segundo orden (ver
(2.37)), que debe corregir las diferencias entre el sistema de referencia y el real. Pasa a expresarse
en términos de la función de Mayer y se pesa con la densidad local. Es también una forma de
tener en cuenta que las interacciones no son locales y da un paso más allá en el desacoplo de los
grados de libertad traslacionales y orientacionales.
Un funcional construido según (2.42) recupera en el límite uniforme (ρ(r,Ω) = ρ f (Ω)) la teoría
de Parsons-Lee. Respecto a la función de correlación, el término de orden cero es la función
de Mayer [72], algo que el funcional recupera exactamente con independencia del sistema de
referencia. La esperanza es que una buena elección del sistema de referencia también sea capaz de
describir de forma correcta las correlaciones en un rango amplio de densidades. En este sentido
hay dos puntos a tener en cuenta: la forma en que pesamos la densidad al evaluar ψPHEex (ρ) y la
manera en que se realiza el mapeado de nuestro sistema al de PHE.
La densidad se pesa conforme a la segunda propuesta de Tarazona para sistemas simples [46],
ver (2.21); solo hay que tener en cuenta una deformación que transforme el sistema de HS a PHE.
La teoría de Somoza-Tarazona incorpora por tanto una función peso que en fluidos simples recu-
pera las correlaciones a densidades altas. El otro punto destacado es el mapeado entre PHE y el
sistema real, que si bien no debe modificar cualitativamente el diagrama de fases, es importante
para que el acuerdo a nivel cuantitativo sea correcto [73]. La elección de Somoza y Tarazona fue
que en ambos sistemas las componentes del tensor de inercia guardaran la misma relación junto
con igualdad de volumen molecular.
Existen diferencias importantes entre el funcional que acabamos de ver y el propuesto por
Poniewierski y Holyst. En el límite L/D → 0 la teoría ST recupera el funcional construido con
una expansión a segundo orden en densidad de la función peso, mientras que el funcional PH es
una teoría a orden cero. Ambos funcionales se apoyan de un sistema de referencia para obtener
una expresión de la energía libre en el sistema real y ambos recuperan correctamente el segundo
coeficiente del virial B2. En la teoría ST el resto de coeficientes se reescalan, de igual forma que
en el modelo Parsons-Lee. Por contra, en el funcional PH el coeficiente B2 se obtiene de forma
correcta introduciendo un termino más en la energía de exceso que tiene en cuenta las diferencias
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con el sistema de referencia, sin realizar corrección alguna al resto de coeficientes.
No cabe duda de que las teorías tipo WDA son muy útiles para describir sistemas no uniformes
con grados de libertad orientacionales. No obstante adolecen de los mismos inconvenientes que
en sistemas simples, es decir, es necesario conocer a priori la ecuación de estado y las correla-
ciones del fluido uniforme. Sería interesante contar con un funcional basado en la teoría de las
medidas fundamentales aplicado a este tipo de sistemas. En este sentido Rosenfeld desarrolló
una extensión de la teoría FMT para cuerpos duros convexos [74]. Sin embargo, el volumen ex-
cluido de dos cuerpos duros convexos no se puede descomponer (salvo para HS) como suma
de convoluciones de funciones peso, que es precisamente el punto clave en FMT. Esto provoca
que no se recupere la función de Mayer como límite de la función de correlación directa a densi-
dades pequeñas. Se han propuesto algunas soluciones, como la interpolación entre el funcional
de Onsager (para recuperar el límite de densidades pequeñas) y el funcional de Rosenfeld para
HS, debida a Cinacchi y Schmid [75]. Aplicada esta teoría a un fluido uniforme, los resultados
son peores que los obtenidos por el funcional Parsons-Lee. Pero dejando de lado la calidad de
los resultados, que seguramente se puede mejorar con pequeños cambios, este tipo de soluciones
ad hoc son en esencia iguales a las propuestas que se realizan en los funcionales tipo WDA y no
suponen por tanto un avance significativo desde un punto de vista fundamental. Recientemente,
Martínez-Ratón et al. [76] han propuesto un funcional FMT para mezclas de cilindros duros pa-
ralelos cuyos resultados están en muy buen acuerdo con las simulaciones. La extensión de este
tipo de funcionales a partículas libremente rotantes parece ser un camino complejo.
2.5. Funcional WDA para un fluido de esferocilindros duros
En esta sección vamos a describir con cierto detalle el modelo teórico que usaremos en el
tratamiento del sistema de esferocilindros duros en los tres próximos capítulos. Dicho modelo,
desarrollado por Velasco et al. [73], está basado en la idea del funcional de Somoza-Tarazona que
acabamos de ver.
En todos los sistemas que vamos a tratar únicamente tendremos orden espacial a lo largo de
una dirección particular, que de aquí en adelante será el eje z. En el plano XY el sistema es
uniforme.
2.5.1. Función de distribución angular y parámetros de orden
La función de distribución de una partícula viene determinada por ρ(z,Ω) = ρ(z) f (z,Ω). Toda
la información sobre el estado orientacional de nuestro sistema está recogida en la función de
distribución angular f (z,Ω). Una posibilidad es hacer un desarrollo en armónicos esféricos de
forma que
f (z,Ω) =
∞
∑
l=0
m=l
∑
m=−l
(
2l + 1
4pi
)(1/2)
flm(z)Yml (Ω), (2.43)
donde Yml es el armónico esférico de grado l y orden m. Los coeficientes del desarrollo flm(z)
son, junto con la densidad ρ(z), nuestras variables con las que minimizar el funcional. A pe-
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sar de que se puede reducir el número de coeficientes necesarios (si existe simetría cabeza-cola,
como por ejemplo esferocilindros, todos los términos con l impar del desarrollo han de ser nulos
y si además hay simetría de rotación en el ángulo azimutal los términos con potencias impares
en sin φ también son nulos) una minimización funcional usando el desarrollo anterior es com-
putacionalmente muy costosa. Cuando el orden alrededor del director es apreciable, como por
ejemplo en un esméctico, el número de términos que tenemos que incluir en (2.43) es del orden de
centenares, haciendo que en la práctica sólo sea posible una descripción tan detallada de f (z,Ω)
en situaciones muy concretas, por ejemplo en fases espacialmente homogéneas donde los coefi-
cientes flm no tienen dependencia en z. Una posible solución a este problema es parametrizar la
función de distribución angular. Nosotros hemos escogido la siguiente parametrización:
f (z,Ω) =
eΛ1(z)P2(cos θ)+Λ2(z) sin
2 θ cos 2φ+Λ3(z) sin 2θ cos φ∫
dΩeΛ1(z)P2(cos θ)+Λ2(z) sin2 θ cos 2φ+Λ3(z) sin 2θ cos φ
, (2.44)
donde P2 es el polinomio de Legendre de segundo orden 4. Esta definición asegura la condición
de normalización impuesta por (2.27). El estado orientacional del sistema viene determinado
en cada punto z por el conjunto {Λi(z)}, que junto con ρ(z) son las variables con respecto a
las cuales se ha de minimizar el funcional. En el estado isótropo todas las orientaciones son
equiprobables y por lo tanto f (Ω) = cte que equivale a hacer Λi = 0, i = 1, 2, 3. El hecho de usar
una parametrización para la función de distribución angular influirá en los resultados finales. Sin
embargo, es esperable que las variaciones sean pequeñas y no modifiquen los resultados desde
un punto de vista cualitativo.
Para estudiar el estado orientacional del sistema es conveniente definir el conjunto de paráme-
tros de orden orientacionales correspondientes al subespacio l = 2
ηL(z) =
∫
dΩP2(cos θ) f (z,Ω),
σL(z) =
∫
dΩ sin2 θ cos 2φ f (z,Ω), (2.45)
νL(z) =
∫
dΩ sin 2θ cos φ f (z,Ω).
Nótese que, salvo constantes, los parámetros de orden ηL, σL, νL se corresponden con los co-
eficientes f20, f21, f22 respectivamente del desarrollo en armónicos esféricos dado por (2.43). El
subíndice L (laboratorio) hace mención a que están definidos en un sistema de referencia fijo;
en este caso miden el orden respecto al eje z. Por lo general es más cómodo rotar el sistema de
referencia de laboratorio a un sistema de referencia propio. Supongamos que el director n vive
en el plano ZX, formando un ángulo de tilt ψ con el eje z. Se tiene entonces:
ηL = ηP2(cosψ) +
3
4
σ sin2 ψ,
σL = η sin2 ψ+
1
2
σ(1+ cos2 ψ), (2.46)
νL = η sin 2ψ− 12σ sin 2ψ.
4Esta parametrización sería exacta si el desarrollo en armónicos esféricos del potencial intermolecular incluyera única-
mente términos con l = 0, 2. Lo que equivale a suponer un campo medio efectivo para cada molécula con simetría
l = 0, 2.
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En este nuevo sistema de referencia los parámetros de orden son: ψ(z) el ángulo de tilt que
forma el director con el eje z, η(z) el parámetro de orden uniaxial y σ(z) el parámetro de orden
biaxial. Un estado isótropo se caracteriza por un valor nulo de η y σ (el tilt no está bien definido
en un isótropo). En un nemático uniaxial, como por ejemplo en una fase de volumen, se tiene
η > 0 y σ = 0. En situaciones donde exista biaxialidad, por ejemplo una interfase planar entre
un isótropo y un nemático, tendremos η > 0 y σ 6= 0. El parámetro de orden biaxial, σ, describe
si el movimiento alrededor del director es circular σ = 0 o elíptico σ 6= 0.
A lo largo del presente trabajo nos referiremos siempre al sistema de referencia propio que
acabamos de ver. En la literatura es muy frecuente referir los parámetros de orden al sistema de
referencia de laboratorio. En ese sistema de referencia una situación con ηL < 0 implica que las
partículas se están orientando en el plano perpendicular a la dirección sobre la que se mide el
orden, bien sea de manera uniforme en dicho plano (σL = 0) o no (σL 6= 0).
Las ecuaciones (2.45) definen una relación biunívoca entre el conjunto de parámetros de orden
orientacionales (ya sea en el sistema de referencia de laboratorio o en el propio) y las Λi, de modo
que podemos usar unos u otras como variables de nuestro funcional.
Una vez contamos con una parametrización para la función de distribución angular escribimos
la energía libre como un funcional de la función de distribución de una molécula F[ρ] y de forma
usual hacemos la división en la parte ideal y de exceso F[ρ] = Fid[ρ] + Fex[ρ].
2.5.2. Parte ideal
La parte ideal (2.28) se puede desarrollar en dos partes. Sea A el área transversal A =
∫ ∫
dxdy y
supongamos que el sistema se organiza en el eje z. Entonces
βFid[ρ]
A
=
∫ ∞
−∞
dzρ(z)[ln ρ(z)− 1] +
∫ ∞
−∞
dzρ(z)
∫
dΩ f (z,Ω) ln(4pi f (z,Ω)), (2.47)
donde se ha eliminado deliberadamente el término ρ lnΛ3 con Λ la longitud de onda de Broglie.
Es proporcional al número de partículas y por lo tanto eliminarlo solo supone un desplazamiento
del origen de potencial químico5. De igual forma hemos añadido otro término ρ ln(4pi) con la
única intención de que, por comodidad, se anule la segunda parte de (2.47) en la fase isótropa
( fiso(Ω) = 1/4pi).
En un sistema duro la energía libre es F = −ST con T la temperatura y S la entropía. Luego,
si cambiamos el signo, la ecuación anterior se puede interpretar como la suma de una entropía
traslacional y otra rotacional. Esta última se puede desarrollar con la elección de la función de
distribución angular (2.44) y los parámetros de orden (2.45) resultando
k−1Srot(z) = −
∫
dΩ f (z,Ω) ln(4pi f (z,Ω)) = −Λ1(z)ηL(z)−Λ2(z)σL(z)−Λ3(z)νL(z) +
+ ln
∫ dΩ
4pi
eΛ1(z)P2(cos θ)+Λ2(z) sin
2 θ cos 2φ+Λ3(z) sin 2θ cos φ. (2.48)
Por motivos numéricos resulta más útil minimizar el funcional respecto a los parámetros de
orden en lugar de hacerlo respecto al conjunto {Λi}. Sin embargo, no podemos olvidarnos de
5Podríamos también eliminar el término que va como −ρ pero se suele dejar pues al calcular el gradiente del funcional
con respecto a ρ cancela en parte la derivada de ρ ln ρ.
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{Λi} ya que son necesarias en el cálculo de la entropía rotacional y en la descripción de la fun-
ción de distribución angular. Obtener la relación entre {Λi} y el conjunto {ηL, σL, νL} es costoso
computacionalmente hablando, de modo que para optimizar el cálculo construimos previamente
una tabla que tiene como entrada los parámetros de orden y como salida el valor de la entropía
rotacional y {Λi}. Dicha tabla barre todo el rango de parámetros de orden a intervalos constan-
tes y después se interpola para obtener los valores que sean necesarios. De esta forma hemos
transformado el problema de obtener {Λi} mediante el uso de (2.45) a una interpolación en tres
dimensiones.
Todavía podemos optimizar un poco más el proceso. Para ello rotamos al sistema de referencia
propio {η, σ,ψ}. Se puede demostrar que en dicho sistema se cumple
Λ1(z) = A0(z, η, σ) + A1(z, η, σ) cos 2ψ,
Λ2(z) =
3
2
A0(z, η, σ)− 12A1(z, η, σ) cos 2ψ,
Λ3(z) = A1(z, η, σ) sin 2ψ, (2.49)
Srot(z, η, σ,ψ) = Srot(z, η, |σ|).
Podemos entonces construir una tabla con {η, |σ|} como entrada y {Srot,Λ1,Λ2} como salida,
para un ángulo de tilt ψ fijo. Usando las relaciones anteriores se puede despejar el valor de A1 y
con él calcular Λ3 para cualquier ψ. Hemos conseguido reducir una variable, de forma que ahora
tenemos que interpolar en una malla en dos dimensiones, ganando por tanto tiempo de cálculo
y precisión, ya que podemos hacer más fino el mallado de la tabla.
2.5.3. Parte de exceso
La parte de exceso del funcional se puede expresar según (2.42). Escrita en términos de la función
solape entre dos esferocilindros, Vexc(r− r′,Ω,Ω′) (es la función de Mayer con el signo cambiado),
resulta:
Fex[ρ] =
∫
dr
ψPHEex (ρ(r))
ρPHE(r)
ρ(r)
∫
dr′ρ(r′)
∫
dΩ
∫
dΩ′ f (r,Ω) f (r′,Ω′)Vexc(r− r′,Ω,Ω′), (2.50)
donde hemos definido
ρPHE(r) ≡
∫
dr′ρ(r′)VPHEexc (r− r′). (2.51)
El solape entre dos elipsoides paralelos solo depende de la separación de sus centros de masas,
no de las orientaciones, y por ello VPHEexc = VPHEexc (r− r′).
Para tener una descripción completa nos falta por determinar dos aspectos: el mapeado entre
nuestro sistema de esferocilindros duros HSC y el sistema de referencia de elipsoides duros
paralelos PHE y la forma en la que construimos la densidad pesada ρ.
Sistema de referencia
Sean σ|| y σ⊥ la longitud y la anchura de los elipsoides del sistema de referencia. La cuestión es
cómo relacionarlos con las dimensiones L y D del sistema HSC. Una elección sencilla e intuitiva
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es demandar igualdad de volumen molecular (equivale a igual fracción de empaquetamiento) y
misma relación de aspecto:
vHSC = vPHE ⇒ pi6 σ
2
⊥σ|| =
4
3
pi(
D
2
)3 + pi(
D
2
)2L,
L+ D
D
=
σ||
σ⊥
. (2.52)
Estas dos condiciones nos permiten relacionar las dimensiones en ambos sistemas
σ||
σeq
=
(
1+
L
D
)2/3
,
σ⊥
σeq
=
(
1+
L
D
)−1/3
, (2.53)
donde σ3eq = σ||σ2⊥, es decir, es el diámetro equivalente de una esfera con el mismo volumen que
el elipsoide del sistema de referencia. Esta elección del sistema de referencia difiere de la original
presentada por Somoza-Tarazona basada en el tensor de inercia.
Cálculo de la densidad pesada
La evaluación de la energía de exceso en el sistema de referencia se hace sobre una densidad
pesada ρ que introduce parte de la no localidad en el funcional. Se calcula según [77]:
ρ(r) =
∫
dsω(|s|; ρ)ρ(r+ σ˜ · s), (2.54)
donde σ˜ es un tensor. En el sistema de referencia del director σ˜ es diagonal y tiene por compo-
nentes σ|| en el eje paralelo al director y σ⊥ en los perpendiculares. De esta forma se consigue que
el sistema de referencia rote localmente, apuntando el eje mayor de los PHE en la misma direc-
ción que el director local. Por lo tanto permite el tratamiento de fases ordenadas espacialmente
y en las que el director o bien no es constante o bien forma un ángulo con la dirección a lo largo
de la que se estructura el sistema. El ejemplo más claro, aunque no es el único, es un esméctico
de tipo C. Una descripción detallada de cómo rotar localmente el sistema de referencia PHE se
puede encontrar en el apéndice de la referencia [73].
El peso ω consiste en un desarrollo en potencias de la densidad, de igual forma que en fluidos
simples (2.21), pero teniendo en cuenta la deformación que transforma un sistema de HS en uno
de PHE:
ω(|s|; ρ) = ω0(|s|) + ρω1(|s|) + ρ2ω2(|s|). (2.55)
Hemos utilizado los mismos pesos ωi que vimos en sistemas simples (en [78] se puede encon-
trar una descripción para esferas duras y en [77] teniendo en cuenta la transformación a PHE).
Se puede ver una representación en la figura 2.1(a). Usando el desarrollo anterior de la función
peso, ρ se puede expresar en términos de tres densidades ρi con i = 0, 1, 2, donde
ρi(r) =
∫
dsωi(|s|)ρ(s+ σ˜ · s), (2.56)
de modo que,
ρ(r) = ρ0(r) + ρ1(r)ρ(r) + ρ2(r)ρ(r)
2. (2.57)
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Figura 2.1.: (a) Pesos ωi, i = 0, 1, 2 que se usan en la construcción de ρ. Se ha integrado sobre las variables
(x, y). (b) ρ (línea continua) y ρ (línea discontinua) para un perfil que corresponde a un esméctico tipo
A.
Tenemos por tanto una ecuación de segundo orden para ρ cuya única solución con sentido
físico [46] es
ρ =
2ρ0
(1− ρ1) + ((1− ρ1)2 − 4ρ0ρ2)1/2
. (2.58)
En la figura 2.1(b) hemos representado ρ y ρ en una fase esméctica. Existe un desplazamiento
entre ambas: cuando ρ es máxima ρ es mínima y viceversa. Este desplazamiento está relacionado
con el volumen de exclusión que una molécula ejerce a su alrededor. Una vez encontrada ρ
evaluamos la energía de exceso por partícula ψPHEex (ρ) según la ecuación de estado de Carnahan-
Starling (2.17).
Apliquemos ahora que nuestro sistema se organiza a lo largo del eje z. Es fácil darse cuenta de
que ρPHE, es decir, la densidad promediada con el volumen de un PHE (2.51), se puede escribir
en función de ρ0 como:
ρPHE(z) =
(
4
3
piσ3eq
)
ρ0(z), (2.59)
de forma que finalmente podemos escribir la parte de exceso como:
Fex[ρ]
A
=
∫ ∞
−∞
dz
ψPHEex [ρ(z)]
ρPHE(z)
ρ(z)
∫
dz′ρ(z′)ξ(z, z′; [ f ]), (2.60)
donde se ha introducido en la notación la función ξ, a la que llamaremos potencial efectivo, y
que contiene todas las integrales angulares.
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2.5.4. Cálculo del potencial efectivo
Durante el cálculo de la energía libre la mayor parte del tiempo de máquina se consume en la
evaluación de lo que hemos denominado potencial efectivo:
ξ(z, z′; [ f ]) ≡
∫
dΩ
∫
dΩ′ f (z,Ω) f (z′,Ω′)Aexc(z− z′,Ω,Ω′), (2.61)
donde Aexc(z − z′,Ω,Ω′) es el área excluida entre dos esferocilindros cuyos centros de masas
distan una cantidad z − z′ a lo largo del eje z y tienen orientaciones Ω y Ω′ (véase la figura
2.2(a)). Es decir,
Aexc(z− z′,Ω,Ω′) =
∫
dRVexc(z− z′,R,Ω,Ω′), (2.62)
con R = (x, y) y Vexc la función solape. Este área es en principio analítica, pero un cálculo
general para cualesquiera orientaciones Ω,Ω′ es complejo y por ello se han seguido varias rutas
alternativas en el cálculo del potencial efectivo.
Método 1: desarrollo de Fourier
Este método para el cálculo del área excluida, originalmente propuesto por Poniewierski et al.
[67], se usó en el estudio del sistema semi-infinito [79] que veremos en el próximo capítulo. Es
bastante más lento que los siguientes y por tanto vamos simplemente a esbozar el cálculo. El
lector interesado puede encontrar los detalles en las referencias [73, 80].
Se hace una expansión de Fourier para el área excluida:
Aexc(z,Ω,Ω′) =
∞
∑
n=−∞
An(Ω,Ω′)eiknz, (2.63)
con kn = npi/(L+ D) (el intervalo [−L− D, L+ D] es la región donde el área excluida puede
tomar valores no nulos). Las componentes Fourier del desarrollo An(Ω,Ω′) se calculan previa-
mente a la minimización del funcional y se almacenan en una tabla. Para su cálculo es necesaria
una integral sobre el volumen excluido de dos esferocilindros con orientaciones Ω,Ω′, que se
puede realizar de forma sencilla si se rota el sistema de referencia. En la práctica se trunca la
expansión para un n dado. En nuestro caso hemos utilizado las primeras 21 componentes del
desarrollo de Fourier, realizando cálculos selectivos con 30 componentes para comprobar que
los resultados eran correctos. Las integrales angulares de (2.61) se realizaron con una cuadratura
Gaussiana, utilizando 12 raíces y de nuevo verificando la precisión de los resultados con 20 raíces.
Método 2: la función solape
Este método fue originalmente propuesto por Cinacchi [81] y es el que hemos usado en el estudio
del confinamiento de fases fluidas entre paredes simétricas [82] y asimétricas [83]. Supone una
gran mejora en la precisión y eficiencia del cálculo. Escribimos la integral sobre el plano XY del
área excluida (2.62) en coordenadas polares dR = rdrdφ
Aexc(z,Ω,Ω′) =
∫ 2pi
0
dφ
∫ σM
σm
rdr =
1
2
∫ 2pi
0
dφ{σ2M(φ)− σ2m(φ)}, (2.64)
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Figura 2.2.: (a) Representación esquemática del volumen excluido de dos HSC (línea punteada) y el área
excluida cuando la separación de sus centros de masas es z− z′ a lo largo del eje z (región sombreada).
(b) Representación gráfica de σm y σM.
donde σm y σM son funciones de φ, z,Ω y Ω′. Para unos valores fijos de φ, z,Ω y Ω′, las fun-
ciones σm y σM determinan el intervalo de puntos donde los dos esferocilindros solapan (véase
la figura 2.2 (b)). Para obtener los valores de σm y σM basta recorrer la línea recta fijada por φ
a intervalos pequeños, preguntándonos en cada uno si hay o no solape entre las dos partícu-
las. Con este método generamos una tabla que contiene como entradas z,Ω y Ω′ y como salida
Aexc. Hemos eliminado una sumatoria (sobre los coeficientes del desarrollo Fourier) respecto al
método anterior y mejorado la precisión por dos motivos. En primer lugar, la eliminación de
una sumatoria permite aumentar el número de raíces utilizado para las integrales angulares en
(2.61), que pasa de 12 a 64. Por otro lado, el cálculo previo de Aexc se puede hacer todo lo preciso
que queramos pues únicamente se realiza una vez con anterioridad a la minimización funcional.
Nosotros hemos calculado la integral en φ de (2.64) con la regla del trapecio y 103 puntos en el
intervalo [0, 2pi] y las funciones σm y σM se han determinado con una precisión de 10−7(L+ D).
Método 3: interpolación del potencial efectivo
Aun con la mejora en la evaluación del área excluida que acabamos de ver, el cálculo del
potencial efectivo (2.61) supone hacer una integral cuádruple en las variables angulares así
como la evaluación de las funciones de distribución angular. Sigue siendo un proceso lento
que se repite millones de veces a lo largo de la minimización del funcional. Como la función
de distribución angular está completamente determinada por el conjunto de parámetros de or-
den {η, σ,ψ}, es claro que el potencial efectivo se puede escribir como una función de ellos:
ξ(z, z′; η(z), σ(z),ψ(z), η(z′), σ(z′),ψ(z′)). Se puede construir una tabla que en lugar del área ex-
cluida almacene los valores del potencial efectivo y tenga por entradas la separación z− z′ y los
parámetros de orden en z y z′. De forma parecida a como hicimos con la entropía rotacional,
podemos interpolar para encontrar el valor de ξ que sea necesario. En general esta alternativa no
es viable por dos motivos. Primero, una tabla precisa con esas características (7 entradas y una
salida) tendría un tamaño que consumiría los recursos de memoria de una máquina estándar. Por
otra parte no ganaríamos demasiado si en lugar de realizar una integral cuádruple tenemos que
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interpolar una función de 6 variables. Sin embargo, resulta muy útil cuando podemos describir
el sistema solo con el parámetro de orden uniaxial η: en tal caso tenemos 3 entradas y sustitui-
mos la integral angular cuádruple por la interpolación de 2 variables. Es por ello que se usó
esta forma de calcular el potencial efectivo en el estudio del confinamiento de la fase esméctica
[84, 85]. Dicha tabla se construyó con un paso ∆η = 0.01 en el intervalo η ∈ [−0.40, 0.99].
2.5.5. Aproximación para fases fluidas
En los dos próximos capítulos vamos a tratar la interacción de un fluido isótropo o nemático
de esferocilindros duros con superficies. Los perfiles de densidad en este tipo de situaciones
presentan variaciones relativamente suaves. Por ello se ha usado la aproximación de sustituir
ρ(r) por la densidad local ρ(r) en el funcional (2.50). Con esta aproximación el funcional es una
extensión de la aproximación de Parsons-Lee para el tratamiento de fases no uniformes. Se ha
comprobado la validez de esta aproximación en los casos en los que se ha usado. Por supuesto,
la utilización de una u otra produce resultados que no son exactamente iguales; por ejemplo
los perfiles de los parámetros de orden en la interfase isótropo-nemático son, como veremos,
algo diferentes. No obstante, cualitativamente no se espera ningún cambio y hemos verificado,
mediante cálculos selectivos con ambas aproximaciones, que las diferencias son pequeñas. Por
ello está justificado el uso de dicha aproximación en el tratamiento de fases isótropas y nemáticas,
ya que simplifica sustancialmente los cálculos. En el estudio de fases esmécticas, donde existe una
rápida variación de la densidad, no se puede usar esta aproximación y es necesario incorporar ρ
para tratar bien los efectos no locales (incluso con la aproximación de sustituir ρ por la densidad
local, el funcional sigue incorporando efectos no locales, aunque débilmente).
2.5.6. Apuntes finales
Terminamos la sección dedicada al funcional con algunos detalles de menor importancia sobre
la minimización.
Potencial externo
Cuando introducimos en el sistema un potencial externo incorporamos un nuevo término al
funcional que tiene la forma
Fext[ρ] =
∫
dr
∫
dΩρ(r,Ω)vext(r,Ω), (2.65)
con vext el potencial externo. En el presente trabajo de tesis se usará vext para modelizar los
efectos de una superficie, pero podría servir también para tratar otras situaciones como campos
eléctricos, gravitatorios...
Gran potencial y tensión superficial
Por el tipo de sistemas que vamos a tratar resulta de mayor utilidad trabajar en el colectivo macro-
canónico. En lugar de minimizar la energía libre de Helmholtz, minimizamos el gran potencial
Ω = F− µN, (2.66)
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donde µ es el potencial químico y N =
∫
drρ(r) el número de partículas. Generalmente le restare-
mos el gran potencial en el volumen
Ω0 = −PV, (2.67)
siendo P la presión y V el volumen. De forma que minimizamos el exceso de gran potencial:
Ω−Ω0 = F− µN + PV. (2.68)
Detalles numéricos
Las integrales sobre las variables espaciales z y z′ se han realizado con la regla del trapecio y
con un mallado tal que la longitud del esferocilindro queda dividida entre 60 y 150 veces, de-
pendiendo de la precisión necesaria. El funcional se ha minimizado siguiendo el método de los
gradientes conjugados con pequeñas modificaciones (ver sección A.2 en el apéndice), estable-
ciendo como criterio que un perfil está equilibrado cuando el módulo del gradiente por punto
es g < 10−6 − 10−8 (en unidades donde kT = 1, σeq = 1). Algunas situaciones han requerido
procedimientos especiales. Tal es el caso del prewetting, el esméctico de volumen o la interfase
fluido-esméctico, que veremos más adelante. Por lo general son necesarias entre 100 y 4000 itera-
ciones para que un perfil converja. La elevada variación se debe a muchos factores tales como
el perfil inicial, el ancho de la celda de minimización, la fase, presión... El rápido avance de los
procesadores de cálculo, las sucesivas mejoras en los esquemas numéricos y las distintas situa-
ciones tratadas hacen que sea difícil estimar de forma sencilla el tiempo necesario para minimizar
un perfil estándar, que típicamente varía entre unos pocos minutos y varios días.
El funcional, construido como acabamos de ver, recupera de forma satisfactoria el diagrama
de fases de volumen obtenido por simulaciones [73] así como la interfase libre isótropo-nemático
[80]. Al igual que en el funcional PH también aparece un punto tricrítico en la rama NSm que
no está presente en las simulaciones [69]. Sin embargo, y a diferencia del funcional PH, está
localizado para relaciones de aspecto muy grandes. A la vista de estos resultados esperamos que
el funcional sea capaz de dar una buena descripción de la interacción superficie-cristal líquido.
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3.1. Introducción
Muchas de las aplicaciones de los cristales líquidos están basadas en la interacción entre un
nemático y una superficie. El caso más típico, pero no el único, son los displays basados en
cristales líquidos (LCD) cuyo funcionamiento esbozamos en el capítulo 1. Por tanto, comprender
el comportamiento microscópico de la interacción entre un cristal líquido y una superficie va más
allá del puro interés académico. Es de vital importancia en el diseño de dispositivos basados en
cristales líquidos, así como en la optimización de su respuesta.
La presencia de una superficie rompe la simetría del sistema alterando la estructura del cristal
líquido. Los efectos asociados se pueden clasificar en tres categorías interrelacionadas [86]: orden
superficial, wetting y anchoring. Los modelos más sencillos basados en teorías del tipo Landau-de
Gennes [87, 88, 89, 90, 91] han servido para mostrar la fenomenología básica que cabe esperar
en estos sistemas y otros aspectos importantes como el vínculo entre los fenómenos de wetting
y anchoring o la relación entre la interacción sustrato-nemático y el orden de las transiciones de
wetting. La utilidad de estos modelos es indiscutible, pero también tienen varias limitaciones. Por
citar alguna, no es posible estudiar situaciones donde la densidad varíe rápidamente. Además,
desde un punto de vista fundamental, no siempre queda clara la relación entre los parámetros
fenomenológicos del modelo y las propiedades microscópicas del sistema. En este sentido es
necesario contar con modelos microscópicos sencillos que incorporen el acoplamiento entre los
grados de libertad orientacionales y traslacionales. Unos buenos candidatos son los modelos de
interacción dura. Las simulaciones de estos sistemas [92, 93] y los cálculos usando el funcional de
la densidad [94, 95] muestran que las interacciones de cuerpos duros contienen la física relevante.
Particularmente interesante es el modelo de esferocilindros duros ya que tiene una fase esméctica
estable, algo que no ocurre por ejemplo en elipsoides duros. Se sabe por cálculos con el funcional
de la densidad [94, 96] y por simulaciones Monte Carlo [97] que existe wetting completo por
nemático en el sistema de esferocilindros duros en contacto con una pared dura, pero no se han
estudiado otro tipo de sustratos.
Nosotros, haciendo uso de un funcional de la densidad capaz de describir fases espacialmente
inhomogéneas (capítulo 2), hemos analizado el comportamiento de esferocilindros duros libre-
mente rotantes en contacto con una superficie. La superficie es modelizada por un potencial
externo capaz de modificar las condiciones y la intensidad del anchoring, lo cual nos permite
explorar diferentes configuraciones.
Antes de pasar a los resultados vamos a explicar muy escuetamente en qué consisten los
fenómenos de anchoring y wetting.
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Figura 3.1.: Líquido-vapor en coexistencia y en contacto con una superficie en tres situaciones: (a) wetting
parcial, (b) wetting total o completo, (c) drying completo o wetting completo por la fase de vapor.
3.1.1. Anchoring
Cuando un nemático se pone en contacto con un sustrato, este induce, por lo general, una orien-
tación en las moléculas del cristal líquido. El fenómeno se denomina anchoring (anclaje) y se
conoce desde principios del siglo XX [98]. Es parecido al crecimiento epitaxial que experimentan
algunos sólidos en contacto con superficies. En ausencia de campos externos u otras interfases la
orientación se propaga a largas distancias, evitando de esta forma el coste energético que supon-
dría una no uniformidad del director. En función de la orientación relativa respecto al sustrato
se suele hablar de anchoring homeotrópico (director perpendicular a la superficie), anchoring pla-
nar (director en el plano de la superficie) o anchoring inclinado (situación intermedia entre las
dos anteriores). A su vez, el anchoring planar puede ser degenerado, es decir, el director se dis-
tribuye uniformemente en el plano de la superficie, o no degenerado en caso contrario (también
se denomina a esta situación anchoring homogéneo).
Los mecanismos físicos que hay detrás de este fenómeno son muy variados [86]: interacciones
puramente entrópicas, impurezas en el cristal líquido, interacciones de tipo dipolar o cuadrupo-
lar...
3.1.2. Wetting
Las transiciones de wetting o transiciones de mojado fueron estudiadas por primera vez en 1977
en los trabajos independientes de Cahn [99] y Ebner y Saam [100]. En esta sección vamos a
comentar muy rápidamente algunos de los aspectos más relevantes. En la literatura se pueden
encontrar detalladas revisiones teóricas sobre el tema, por ejemplo las de de Gennes [101], Sulli-
van y Telo da Gama [102] o Dietrich [103]. Para un enfoque experimental consultar por ejemplo
los trabajos de Jérôme [86] o de Boon y Ross [104].
Existen multitud de sistemas que exhiben transiciones de wetting. Nos vamos a ayudar de uno
muy sencillo para ver las características generales. Se trata de un sistema líquido L vapor V
en coexistencia y en contacto con una superficie S, que por sencillez vamos a considerar inerte.
Es decir, solo tratamos la interacción de la superficie con las moléculas del fluido mediante un
potencial externo. Un esquema de esta situación está representado en la figura 3.1. El balance de
fuerzas entre las tensiones superficiales sustrato-líquido γSL, sustrato-vapor γSV y líquido-vapor
γLV se conoce como la ecuación de Young [105] y determina el estado final del sistema:
γSV = γSL + γLVcos(θ), (3.1)
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θ se denomina usualmente ángulo de contacto. Cuando θ = 0 (ver parte (b) de la figura) se
tiene γSV = γSL + γLV y la situación energéticamente más favorable es interponer una capa
macroscópica de líquido entre el sustrato y la fase de vapor, que suponemos en volumen. Se
dice entonces que existe wetting total o completo. En el lado opuesto se tiene θ = pi (apartado
(c) de la figura) y por tanto γSL = γSV + γLV . Es decir, una capa macroscópica de vapor crece
entre el sustrato y el líquido. Se suele hablar en este caso de drying (secado) completo, si bien
es también común referirse a él como wetting completo por la fase de vapor. El resto de estados
intermedios 0 < θ < pi corresponde a situaciones de wetting parcial. En ellos la capa adsorbida
sobre la superficie tiene un espesor microscópico.
La ecuación (3.1) se puede escribir como |γSV − γSL| ≤ γLV ; en este caso el wetting completo
se alcanza cuando se da la igualdad. Expresada de este modo nos da una idea de las condiciones
necesarias para que se dé una transición de wetting, es decir el paso de una situación de wetting
parcial a completo. Supongamos que nos situamos sobre la línea de coexistencia líquido-vapor
y variamos la temperatura acercándonos al punto crítico. γLV se hace cada vez más pequeña y
tiende a cero como
γLV ∼ t−µ, (3.2)
donde t es la temperatura reducida (t = (Tc − T)/T) y µ el exponente crítico, que en este caso es
µ = 1.3. Cahn argumentó que γSV − γSL tendía a cero como la diferencia en densidades de las
fases líquida y de vapor:
γSV − γSL ∼ ρV − ρL ∼ tβ. (3.3)
Como β = 0.33, es decir β < µ, suficientemente cerca del punto crítico se ha de cumplir que
γSV − γSL = γLV y por lo tanto tiene lugar una transición de wetting. Aunque el razonamiento es
en parte erróneo, pues la diferencia entre las tensiones superficiales tiende a cero de forma más
compleja, el hecho de que suficientemente cerca de un punto crítico tiene lugar una transición de
wetting es una conclusión sólida.
En general las transiciones de wetting son de primer orden, pero también se da el fenómenos de
wetting continuo o transición de wetting de segundo orden. Variando el potencial de interacción
entre el fluido y el sustrato es posible obtener los dos comportamientos. En la figura 3.2 vemos
las características de ambos (supongamos que tenemos la fase de vapor en volumen y se pro-
duce wetting completo por la fase líquida). Las gráficas superiores corresponden a una hipotética
situación de wetting continuo y las inferiores a una transición de wetting de primer orden. En (a)
y (d) vemos el diagrama de fases en el plano potencial químico-temperatura. µ0 es el potencial
químico de la coexistencia líquido-vapor. Antes de llegar a la temperatura crítica Tc se produce
la transición de wetting TW . Si la transición es de primer orden (d) hay asociada una línea de
prewetting fuera de coexistencia que arranca tangencialmente en TW y muere en un punto crítico
de carácter bidimensional. A lo largo de la línea de prewetting coexisten dos estados que difieren
en el espesor de la capa de líquido adsorbida sobre la superficie.
Un parámetro que puede resultar muy útil para estudiar estas transiciones es la adsorción, Γ.
La definición más apropiada depende de cada sistema. En nuestro ejemplo, la fase que crece
es la líquida y podemos definirla como la integral de ρ(z)− ρV a todo el semiespacio ocupado
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Figura 3.2.: Diferencias en el comportamiento entre una transición de wetting continua (fila superior) y
una de primer orden (fila inferior). En (a) y (d) el diagrama de fases en el plano potencial químico-
temperatura. En (b) y (e) la adsorción como función del potencial químico. (c) y (f) muestran el compor-
tamiento de la tensión superficial en relación a la adsorción. Para detalles sobre cada figura consultar
el texto.
por el fluido. En la Fig. 3.2 (b) vemos su comportamiento en el caso de wetting continuo según
aumentamos el potencial químico (las trayectorias marcadas por flechas en (a)): T < TW línea
continua, la adsorción crece y se mantiene finita en la coexistencia líquido-vapor; T > TW línea
discontinua, la capa adsorbida crece de forma continua y diverge (logarítmicamente para poten-
ciales de corto alcance) cuando se alcanza la coexistencia. En el caso de una transición de primer
orden la adsorción presenta una discontinuidad cuando atravesamos la transición de prewetting
(e) y diverge en la coexistencia.
Supongamos ahora que fuéramos capaces de estudiar la tensión superficial en función del es-
pesor de la capa de líquido adsorbida. Estrictamente esto no es posible, fijadas unas condiciones
termodinámicas existe un espesor que minimiza la tensión superficial, siendo el resto de estados
inestables. No obstante, el espesor de la capa de líquido absorbida es una variable muy lenta,
siendo en la práctica factible hacer un estudio de este tipo con la teoría del funcional de la densi-
dad [106]. Además, es un punto de vista útil para comprender las diferencias en la naturaleza de
las transiciones de wetting. Situémonos sobre la línea de coexistencia líquido-vapor. En el caso de
wetting continuo veríamos algo parecido a (c); para T < TW (línea continua) hay un mínimo para
un valor finito de Γ que se desplaza hacia la derecha según aumentamos la temperatura, hasta
que finalmente diverge para valores de T ≥ TW (línea discontinua). Por contra, si la transición
es de primer orden, la tensión superficial presenta dos mínimos. Para TW (parte (f) de la figura)
existen dos mínimos absolutos, uno para valores finitos de Γ y el otro para Γ → ∞.
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Figura 3.3.: (a) Esquema de la geometría usada. El eje z es perpendicular al sustrato, que está situado en
z = 0 y permite que el esferocilindro penetre hasta el centro de masas. (b) esferocilindro con una
relación de aspecto L/D = 5.
El sistema que queremos estudiar es conceptualmente muy parecido al que acabamos de ver
en el ejemplo. Se trata también de una superficie en contacto con dos fases que pueden presentar
una coexistencia, las fases isótropa y nemática de un cristal líquido.
3.2. Modelo
En la figura 3.3 (a) vemos un esquema de la geometría usada. El eje z es normal a la superficie,
que se sitúa en z = 0. El sistema se supone uniforme en el plano XY y el director n vive en
el plano XZ formando un ángulo ψ con el eje z. Al ángulo ψ se le conoce normalmente como
ángulo de tilt. La superficie se ha modelizado por un potencial externo que excluye la posibilidad
de que los centros de masas penetren en el sustrato (tal y como se ve en la figura) y tiene además
una cola atractiva. Describiremos detalladamente el potencial de superficie en la sección 3.2.2.
En cuanto al cristal líquido, hemos elegido esferocilindros duros con una relación de aspecto
χ = L/D = 5. Una representación a escala se puede ver en la parte (b) de la figura. Todos los
resultados que se muestran a continuación son para partículas con esa relación de aspecto. No se
esperan cambios cualitativos para otras relaciones de aspecto siempre que estén por encima del
punto triple INSm de volumen.
Puesto que solo vamos a tratar fases fluidas (isótropo y nemático) y esperamos que los perfiles
de los parámetros de orden varíen lentamente, hemos usado la versión extendida de la teoría de
Onsager (sección 2.5.5) que resulta de aproximar la densidad promediada en la teoría Somoza-
Tarazona por la densidad local. Si el lector está interesado en los detalles sobre la minimización
funcional los puede encontrar en la sección A.2.
El estado de nuestro sistema viene descrito por cuatro parámetros de orden que varían a lo
largo del eje z: la densidad ρ(z); el ángulo de tilt que el director forma con la normal a la
superficie ψ(z); el parámetro de orden uniaxial η(z) y el parámetro de orden biaxial σ(z). Ya
vimos en 2.5.1 la descripción de cada uno de ellos.
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Figura 3.4.: Perfiles de densidad (izquierda), parámetro de orden uniaxial (centro) y parámetro de orden
biaxial (derecha) de la interfase IN para esferocilindros duros con L/D = 5. Las gráficas superiores
para el caso en que el director es perpendicular a la interfase y las inferiores cuando es paralelo.
3.2.1. La interfase isótropo-nemático
Acabamos de ver que para estudiar el comportamiento de wetting es necesario conocer el valor
de la tensión superficial de la interfase libre isótropo-nemático, así que es el primer paso que
debemos dar. En la figura 3.4 se muestran los parámetros de orden de dicha interfase en dos
situaciones: para un ángulo de tilt de 0o, es decir, el director perpendicular a la interfase (gráficas
superiores) y para un tilt de 90o (gráficas inferiores), o lo que es igual, con el director paralelo
a la interfase. Otras situaciones intermedias y una descripción más detallada se puede ver en la
referencia [80]. Algunos aspectos relevantes son:
• La configuración de equilibrio es aquella en la que las partículas se sitúan paralelas a la
interfase en el lado del nemático. La tensión superficial varía de forma más o menos lineal
desde ese mínimo (βLDγ||IN = 0.0520) hasta el valor más alto que se alcanza cuando las
moléculas se sitúan perpendicularmente a la interfase (βLDγ⊥IN = 0.0640). Esto supone una
diferencia con la teoría de Onsager, que para estas relaciones de aspecto pequeñas presenta
un mínimo espurio para un tilt aproximado de 30o.
• Cuando el ángulo de tilt es pequeño el perfil de densidad no es monótono. Presenta un
mínimo cerca de la interfase en el lado del isótropo. El efecto se atenúa al aumentar el tilt y
desaparece en el caso de la interfase planar (ψ = pi/2).
• Hay un ligero desplazamiento entre el perfil de densidad y el del parámetro de orden
uniaxial en la localización de la interfase dictada por el punto de inflexión del parámetro
de orden en cuestión.
• Cuando nos desviamos del caso perpendicular aparece una pequeña biaxialidad en la inter-
fase con un mínimo en el lado del isótropo. El hecho de que el parámetro de orden biaxial
en el volumen no sea exactamente cero en el caso perpendicular es un resultado espurio
relacionado con la precisión en las integrales angulares.
Todas estas apreciaciones están en acuerdo con los resultados de simulaciones [93, 107, 108]
y la teoría de Onsager (para partículas más elongadas) [109, 96, 110, 111]. Si nos fijamos en las
44
3.2. Modelo
Modelo ρIv0 ρNv0
Onsager 0.779 0.840
Extendido 0.400 0.417
Monte Carlo 0.398 0.398
Tabla 3.1.: Densidades de coexistencia isótropo ρI y nemático ρN según la teoría de Onsager, la versión
extendida y simulaciones Monte Carlo [29] para esferocilindros duros con relación de aspecto L/D = 5.
v0 es el volumen molecular. La precisión con la que fue realizada la simulación Monte Carlo no permite
obtener las densidades de coexistencia, si bien no hay lugar a dudas sobre la naturaleza de la transición.
densidades de coexistencia de las fases isótropo y nemático (véase la tabla 3.1) vemos como el
acuerdo entre la versión extendida de la teoría de Onsager y las simulaciones Monte Carlo tam-
bién es bueno en este punto. Por el contrario la teoría de Onsager predice unas densidades de
coexistencia muy altas para esta relación de aspecto. Esto, unido al falso mínimo en la tensión
superficial que comentamos anteriormente, pone de manifiesto importantes diferencias entre am-
bos funcionales. Sin embargo, en la literatura se suelen tratar ambas aproximaciones como si
fueran el mismo modelo y se hace notar que las diferencias tan solo implican un cambio de es-
cala en la densidad y la presión.
Nos podemos preguntar cómo de buena es, en esta situación, la aproximación que hemos
usado y que consiste en sustituir la densidad promediada por la densidad local. Para ello hemos
estudiado la interfase IN con el funcional WDA. Los resultados son muy similares (incluso en
el valor de la tensión superficial). La diferencia más significativa es una pequeña estructuración
en capas (layering) que tiene lugar en el lado del nemático. Dicha estructura es más pronunciada
cuando el director es perpendicular a la interfase (nótese que esta no es la situación de equilibrio),
se va atenuando según aumentamos el ángulo de tilt y finalmente desaparece (o nuestra limitada
precisión no nos permite verla) cuando el director es paralelo a la interfase. En la figura 3.5 se ha
representado el perfil de densidad de la interfase con el director perpendicular (a), así como una
ampliación de la región donde aparece el layering (b).
Este fenómeno fue observado por primera vez hace décadas [112] en simulaciones de la inter-
fase líquido-vapor de fluidos simples, aunque los resultados fueron sometidos a fuerte contro-
versia por el pequeño tamaño del sistema simulado. La evidencia experimental clara llegó años
más tarde con el estudio de metales líquidos [113, 114]. Las simulaciones Monte Carlo [115, 116]
mostraron que no era un fenómeno exclusivo de metales líquidos y que está acoplado con las
fluctuaciones que tienen lugar en el plano perpendicular a la interfase (llamadas ondas capilares).
Se conoce como perfil intrínseco aquel que obtendríamos si fuéramos capaces de “eliminar“ las
ondas capilares. En ese hipotético caso veríamos un perfil bastante estructurado. Por efecto de
las fluctuaciones las oscilaciones en la densidad se amortiguan. Dicha amortiguación depende
del tamaño que tenga la interfase en el plano transversal. A mayor tamaño tendremos fluctua-
ciones en un rango de longitudes de onda mayor y el amortiguamiento aumentará. Un funcional
de la densidad exacto describiría correctamente las fluctuaciones a todas las longitudes de onda
y por lo tanto veríamos el perfil intrínseco amortiguado por efecto de las ondas capilares. Los
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Figura 3.5.: (a) Perfil de densidad de la interfase IN usando el funcional WDA. En (b) vemos una ampliación
de la región del nemático donde tiene lugar el layering. El director es perpendicular a la interfase, es
decir, no se trata de la situación de equilibrio.
funcionales aproximados, como el WDA, no son capaces de describir correctamente el efecto de
las fluctuaciones a todas las longitudes de onda, solo a escala microscópica o un poco más allá.
Una consecuencia de esto es que, de manera efectiva, se puede interpretar el perfil resultante
como el perfil que obtendríamos si el tamaño de la caja en el plano perpendicular de la interfase
fuera finito [117, 118], del orden de unas pocas longitudes moleculares. Recientemente Checa et al.
[119] han llegado a la misma conclusión estudiando funcionales de tipo WDA, proporcionando
además un método para extraer información sobre el ancho efectivo al que corresponden los
perfiles obtenidos de la minimización del funcional, que los autores estiman en ≈ 10 longitudes
moleculares.
3.2.2. Interacción cristal líquido - superficie
Realizar un modelo microscópico realista de la interacción entre el cristal líquido y el sustrato es
algo que no está al alcance de las posibilidades de cálculo actuales. Por ello la interacción cristal
líquido-superficie se ha modelizado mediante un potencial externo. Esto introduce un término
extra en la energía libre de Helmholtz:
Fext[ρ] =
∫
dr
∫
dΩρ(r,Ω)vext(r,Ω) (3.4)
siendo vext el potencial externo, que en nuestro caso depende únicamente de la coordenada z
(recuérdese que en el plano XY el sistema es uniforme). Sea z = 0 la localización de la superficie.
Entonces, nuestra elección de vext se puede escribir como:
vext(z,Ω) =
{
∞, z < 0
V0e−αzP2(Ω · z), z ≥ 0
, (3.5)
donde P2 es el polinomio de Legendre de segundo orden. Esta elección del potencial externo
nos permite variar la orientación del director cerca de la superficie. La parte espacial afecta
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Figura 3.6.: Representación esquemática de nuestra elección del origen de coordenadas (z = 0) cuando el
sustrato favorece anchoring homeotrópico (izquierda) u homogéneo (derecha).
únicamente a los centros de masa de las partículas, pero la orientación se ve afectada por el
polinomio de Legendre. Este favorece un alineamiento paralelo a la superficie cuando V0 es
positivo (anchoring planar) y perpendicular cuando V0 es negativo (anchoring homeotrópico). En la
figura 3.6 hemos representado las dos situaciones: anchoring homeotrópico (izquierda) y anchoring
planar (derecha). El esquema muestra una forma alternativa de entender el potencial. En lugar de
pensar en una superficie localizada en z = 0 (línea negra en la figura) que es permeable hasta los
centros de masa, podemos imaginar que la superficie se encuentra desplazada en una cantidad
que varía en función del anchoring (L/2+ D/2 para ψ = 0 y D/2 para ψ = pi/2). Dado que el
sustrato es uniforme, es decir, favorece el mismo tipo de anchoring en toda su superficie, no hay
ninguna inconsistencia en esta interpretación.
Un potencial externo muy parecido fue usado por Allen [92, 93] para el estudio de elipsoides
duros confinados. La elección de este potencial externo es particularmente útil por dos motivos.
En primer lugar nos permite, variando un parámetro, modelizar las propiedades orientacionales
de la superficie. La otra gran ventaja es que desacopla los grados de libertad orientacionales y
traslacionales, simplificando de esta forma la expresión en la energía libre. Esto no ocurre, por
ejemplo, en una pared dura.
Hay dos parámetros libres en el potencial, α y V0. El alcance está regulado por α, la longitud
de decaimiento inversa: cuanto más pequeña es α más penetra la acción del potencial en el fluido.
Para la mayor parte de los cálculos hemos tomado α = 0.3σ−1eq = 0.88(L+ D)−1, de modo que
el potencial externo decae de manera sensible para distancias superiores a la longitud de una
molécula. La intensidad viene determinada por V0 que además es, como ya hemos comentado,
el responsable de favorecer una orientación paralela (V0 > 0) o perpendicular (V0 < 0). Entender
cómo este potencial afecta al orden posicional y orientacional del fluido es crucial para compren-
der los resultados que hemos obtenido, de forma que vamos a analizarlo con más detalle.
Podemos dividir el potencial en una contribución ”dura“ y una ”blanda“. La parte dura (vext =
∞ z < 0) no permite a los centros de masas atravesar la pared. En el caso más sencillo (V0 = 0)
esta es la única contribución. Nótese que este caso no es una pared dura, ya que afecta solo a los
centros de masas. Se podría hablar de una pared dura sobre los centros de masa. Esta parte dura
favorece siempre una orientación del director perpendicular a la pared, ya que de esta forma
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se consigue un mayor empaquetamiento de los centros de masa en el sustrato (el mismo efecto
se ha observado con potenciales muy parecidos [92, 93]). Es una clara diferencia respecto a un
potencial duro (sobre la superficie de la molécula), que favorece una orientación del director
paralela a la pared [94, 95, 97, 96]. Si ahora hacemos V0 6= 0 tenemos además una contribución
blanda. Si V0 < 0 las dos contribuciones favorecen un alineamiento homeotrópico, mientras que
para V0 > 0 hay una competición entre ambas. Cuando V0 es positivo, pero no lo suficiente,
la parte dura prevalece y la orientación sigue siendo homeotrópica. Sin embargo para valores
suficientemente altos es la parte blanda la que se impone y el sistema adopta una orientación
planar. Veremos que ambos comportamientos están separados por una región donde el sistema
tiene una primera capa con las moléculas perpendiculares a la pared, para después orientarse
de forma paralela. Este comportamiento es resultado de los distintos alcances de la parte dura y
blanda.
La figura 3.7 muestra los perfiles de los parámetros de orden en las distintas situaciones posi-
bles. Observamos la fracción de empaquetamiento ρv0, el ángulo de tilt del director ψ y el orden
alrededor del director mediante los parámetros de orden uniaxial η y biaxial σ (recordemos que
los parámetros de orden son respecto a un sistema de referencia local, dado por el director, y
no respecto a un sistema de referencia de laboratorio). Los distintos casos de la figura son el
resultado de variar la intensidad del potencial superficial V0. En todos ellos el alcance del mismo
es α = 0.88(L + D)−1. En la Fig. 3.7(a) V0 es negativo y por tanto ambas partes del potencial
favorecen un alineamiento homeotrópico de las moléculas. Cerca de la superficie se puede ver
un pequeño incremento del parámetro de orden uniaxial que rápidamente relaja hacia el valor
de volumen. Como se podía esperar la biaxialidad es nula en toda la caja. En la Fig. 3.7(b) se ha
impuesto un isótropo como condición de volumen. V0 es positivo en este caso, pero no lo sufi-
ciente como para orientar las partículas paralelas a la pared y el sistema continua con simetría
uniaxial. Al aumentar progresivamente V0, Fig 3.7(c), aparecen dos regiones con distinta orienta-
ción. Lejos de la pared la orientación es planar (no degenerada), pero existe una región pegada a
la superficie (del tamaño de una longitud molecular aproximadamente) donde el cristal líquido
se orienta perpendicularmente a la pared. En la interfase entre ambas regiones el parámetro de
orden uniaxial tiende a cero y existe una pequeña biaxialidad. El origen de esta primera capa
de moléculas perpendiculares a la pared es el alcance diferente de las dos partes del potencial.
Los efectos de empaquetamiento (debidos a la parte dura) prevalecen a distancias pequeñas pero
lejos de la pared es la parte blanda la encargada de orientar el nemático. Allen [92, 93] no encon-
tró este comportamiento con un potencial muy parecido, lo cual no es extraño, ya que impuso
unas condiciones de anchoring muy fuertes (V0/kT > 3 en nuestra nomenclatura). Es posible
hacer desaparecer esa primera región si aumentamos suficientemente V0. Es el caso de la Fig
3.7(d) donde la orientación es planar en toda la caja. En todos los casos los perfiles tienen una
variación suave y muestran una pequeña adsorción cerca de la pared.
En los perfiles de la Fig 3.7 (c) y (d) se aprecia una ligera biaxialidad. En el sistema de referencia
que hemos adoptado el significado de esta biaxialidad es que la función de distribución orienta-
cional se separa respecto de una completa simetría azimutal alrededor del director. Recordemos
que el ángulo de tilt ψ se define como el ángulo que forma el director (obligado a vivir en el
plano XZ) con respecto al eje z, y por tanto los perfiles que obtenemos en (c) y (d) corresponden
a una situación de anchoring planar no degenerado o anchoring homogéneo. Es común en muchos
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Figura 3.7.: Perfiles de los parámetros de orden de un sistema de esferocilindros duros en contacto con una
pared (situada en z = 0). El potencial químico se corresponde con el de la coexistencia de volumen
isótropo-nemático (µ = µcoex). La longitud de decaimiento del potencial superficial es fija en todos los
casos (α = 0.88(L + D)−1) y variamos la intensidad del mismo. Por columnas: (a) V0 = −0.1kT; (b)
V0 = 0.05kT; (c) V0 = 0.5kT y (d) V0 = 4.0kT. ρv0 es la densidad por el volumen molecular (la fracción
de empaquetamiento) representado en la primera fila, η es el parámetro de orden uniaxial (segunda
fila), σ el parámetro de orden biaxial (tercera fila) y ψ el ángulo de tilt en grados (cuarta fila). En (a) y
(b) el parámetro de orden biaxial y el ángulo de tilt son cero en todo el rango.
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trabajos, como por ejemplo en [95], adoptar un sistema de referencia de laboratorio (véase el
apéndice A.1). En tal caso se mide el parámetro de orden uniaxial P y biaxial R respecto de un
eje fijo, pongamos el eje normal a la pared z. Una situación como la mostrada en 3.7 (d) tendría
P < 0 y R 6= 0, indicando que las moléculas se ordenan en una dirección perpendicular al eje z.
El caso P < 0 y R = 0 (en nuestro sistema de referencia ψ = 0, η < 0 y σ = 0) corresponde a una
situación de anchoring planar degenerado, el director está distribuido uniformemente en el plano
de la superficie. No vamos a tratar aquí esta situación, pues es bien sabido que el caso no degene-
rado es más estable para densidades próximas a las de la coexistencia IN. Existe una transición de
fase que puede ser de tipo Kosterlitz-Thouless entre ambos estados (no degenerado-degenerado)
[91].
En todos los casos la densidad presenta una pequeña adsorción cerca de la pared, siendo
máxima justo en la posición donde se localiza el sustrato z = 0. El parámetro de orden uni-
axial también aumenta cerca de la pared, pero a diferencia de la densidad, tiene un máximo
desplazado. El desplazamiento es pequeño, del orden de media longitud molecular. Es conse-
cuencia de la parte dura del potencial, como así se evidencia en simulaciones Monte Carlo sobre
sistemas parecidos [92, 120] y donde tiene lugar el mismo comportamiento. Nos indica que la
segunda capa de esferocilindros está algo más ordenada que la primera.
3.3. Resultados
Nos vamos a centrar en las transiciones de wetting. Dado que no estamos considerando fases
con orden posicional, como el esméctico (lo haremos en el capítulo 5), son posibles los siguientes
escenarios:
• Wetting completo por nemático. Una capa macroscópica de nemático se introduce entre la
superficie y la fase isótropa de volumen.
• Wetting completo por isótropo. Una capa macroscópica de isótropo se interpone entre el
sustrato y una fase nemática de volumen.
• Wetting parcial o no wetting. Cuando entre el sustrato y la fase de volumen se introduce
una película (con una fase distinta a la de volumen) de espesor finito (microscópico).
Para localizar las transiciones de wetting hemos minimizado el funcional variando la intensi-
dad del potencial superficial V0. Nos situamos en condiciones de coexistencia isótropo-nemático
(µ = µcoex) y fijamos una condición de contorno en el volumen (ya sea una fase isótropa o
nemática). Como resultado obtenemos los valores de la tensión superficial sustrato-nemático,
γSN(V0), y sustrato-isótropo, γSI(V0). Además, la adsorción del nemático sobre el sustrato puede
ser de dos tipos, bien con las moléculas orientadas perpendicularmente a la pared γ⊥SN , o bien
orientadas paralelamente a esta γ||SN . También es necesario conocer el valor de la tensión su-
perficial isótropo-nemático, γIN , que no depende del potencial de la pared y por tanto solo la
calculamos una vez. Como ya comentamos anteriormente (sección 3.2), la configuración de equi-
librio de la interfase libre IN para un fluido de HSC es aquella que tiene el director paralelo a
la interfase γ||IN . No obstante, cuando la pared favorece una orientación homeotrópica y la in-
terfase IN está próxima al sustrato, es necesario calcular el valor de la tensión superficial de la
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Figura 3.8.: Tensión superficial en unidades reducidas γ∗ = βLDγ de diferentes interfases (ver leyenda)
como función de la intensidad del potencial de superficie V0. La longitud inversa de decaimiento del
potencial es α = 0.88(L+D)−1. Las líneas verticales marcan las transiciones de wetting (VWN⊥0 y V
WN||
0 )
y anchoring (VA0 ).
interfase IN con el director perpendicular a la interfase γ⊥IN . Los valores en ambos casos son [80]
βLDγ||IN = 0.0520 y βLDγ
⊥
IN = 0.0640.
Una vez tenemos los valores de las distintas tensiones superficiales podemos saber si existe o
no wetting completo haciendo uso de la regla de Antonow. Suponiendo que tenemos isótropo en
volumen, la regla de Antonow queda como:
γSI = γSN + γINcos(θ), (3.6)
siendo θ el ángulo de contacto de la interfase IN con el sustrato. Entonces, si θ = 0 tenemos wet-
ting completo por nemático, ya que es energéticamente más favorable para el sistema interponer
una capa macroscópica de nemático entre el sustrato y el isótropo de volumen:
γSI = γSN + γIN (wetting completo por nemático). (3.7)
Si en lugar de un isótropo tenemos un nemático en volumen, la ecuación (3.6) se escribe
γSN = γSI + γINcos(θ′), (3.8)
donde θ′ es el ángulo de contacto de la interfase IN respecto a la pared cuando tenemos un
nemático en volumen. La condición θ′ = 0 implica wetting completo por isótropo, es decir, resulta
más favorable interponer una capa macroscópica de isótropo entre la pared y el nemático de
volumen:
γSN = γSI + γIN (wetting completo por isótropo). (3.9)
En la figura 3.8 se muestran los valores de las tensiones superficiales γSI y γSN como función
de V0. Se ha restado convenientemente el valor de γIN para visualizar las transiciones de wetting.
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Figura 3.9: Logaritmo de la diferencia de ten-
siones superficiales ∆γ = γ⊥SN + γ
⊥
IN − γSI
frente al logaritmo de V0 − V(WN⊥)0 en la
región de wetting parcial, pero muy cerca
de la transición de wetting. Se han usado
las unidades reducidas: ∆γ∗ = βLD∆γ. La
línea es una regresión lineal de los datos,
siendo su pendiente m = 2.1.
Los valores de γ son negativos porque estamos considerando el sustrato como una fase inerte,
no teniendo en cuenta en el cálculo de la tensión superficial la interacción entre las propias
moléculas del sustrato. Un modelo donde las moléculas del sustrato se traten explícitamente no
puede arrojar valores negativos para la tensión superficial. Si así fuera, sería energéticamente
favorable aumentar indefinidamente la superficie de la interfase libre; algo carente de sentido.
Hemos encontrado dos transiciones de wetting (marcadas por las líneas verticales VWN⊥0 y
VWN||0 ). Al aumentar la intensidad del potencial de superficie el sistema pasa de una situación
de wetting completo por nemático con el director perpendicular a la superficie, a una situación
de wetting parcial y finalmente aparece de nuevo un estado de wetting completo reentrante, esta
vez con el director paralelo a la superficie. En la región de wetting parcial tiene lugar además una
transición de anchoring entre dos estados con diferente orientación (marcada en la figura por VA0 ).
Veamos detalladamente cada una de las transiciones.
3.3.1. Wetting completo por nemático con el director perpendicular a la pared
En la figura 3.8 vemos que la condición γSI = γ⊥SN + γ
⊥
IN tiene lugar para V0 = V
WN⊥
0 = 0kT.
En el rango V0 < VWN⊥0 tenemos wetting completo por nemático con el director perpendicular
a la pared (ψ = 0◦). Un aspecto interesante es conocer la naturaleza de la transición. Los dos
términos de la regla de Antonow parecen aproximarse de forma tangencial, indicando que pre-
sumiblemente la transición es continua o de primer orden muy débil. Para investigar un poco
más esta cuestión se ha minimizado el funcional para valores de V0 > VWN⊥0 pero próximos, y
hemos comprobado que
∆γ = γ⊥SN + γ
⊥
IN − γSI ∼ (V0 −VWN⊥0 )2, V0 → (VWN⊥0 )+, (3.10)
es decir, no aparece un término lineal en V0 (véase la figura 3.9). Se puede por tanto concluir que
la transición es continua.
También se llega a la misma conclusión con un análisis paralelo basado en minimizaciones
parciales [106]. La idea consiste en minimizar el funcional manteniendo como ligadura que H, el
espesor de la capa de nemático adsorbida sobre la superficie, sea constante. Esto es posible gracias
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a que en el proceso de minimización iterativo H es una variable muy lenta en comparación
con el resto. El balance de las tensiones superficiales resultante ∆γ(H) ≡ γSI(H) − γ⊥SN − γ⊥SI
no muestra ninguna barrera entre un estado con una capa finita de nemático y una situación
de wetting completo por nemático (capa infinitamente ancha de nemático), algo que sí debería
aparecer si la transición fuera de primer orden (sección 3.1.2).
Para caracterizar la capa de nemático adsorbida sobre la superficie cuando hay isótropo en
volumen resulta de utilidad calcular la integral del parámetro de orden
Γ =
∫ ∞
0
dzη(z), (3.11)
que nos da una idea del espesor de la capa adsorbida. Γ es una función del potencial químico y de
los parámetros del potencial de superficie, Γ = Γ(µ,V0, α), que nos puede ayudar a determinar
la naturaleza de la transición. Ya sea de primer orden o continua, el valor de Γ se hará infinito
justo en la transición. Al acercarnos a la coexistencia de volumen veremos una discontinuidad si
la transición es de primer orden. Por el contrario, si la transición es continua Γ experimentará
un crecimiento continuo. En la figura 3.10 (a) se muestra la adsorción del parámetro de orden
uniaxial para distintos alcances del potencial de superficie cuando nos acercamos a la transición
de wetting V0 → (VWN⊥0 )+. En todos los casos estudiados la transición es continua (no obstante
es posible que no sea así para otros alcances del potencial de superficie). Como corresponde a
una interacción intermolecular de corto alcance, la adsorción del parámetro de orden uniaxial
muestra un crecimiento logarítmico conforme nos acercamos a la transición de wetting. En la Fig.
3.10 (a) las líneas son el resultado de un ajuste del tipo Γ = a+ bln(x − c), siendo x = V0/kT
y a, b, y c los parámetros del ajuste. Los resultados varían según el alcance del potencial α. a se
mueve en torno a −0.15(L+ D) y −0.34(L+ D), b en torno a −0.3(L+ D) y c es siempre cero
(dentro de nuestra precisión).
En el análisis anterior nos hemos acercado a la transición de wetting variando la intensidad del
potencial de superficie V0 → (VWN⊥0 )+. Otra forma de aproximarnos a ella es fijar un potencial
de superficie que se corresponda con una situación de wetting completo en coexistencia (por
ejemplo V0 = −0.1kT) y variar el potencial químico µ → µ−coex. En la figura 3.10 (b) se puede
ver el comportamiento de Γ en este caso. De nuevo se observa un crecimiento continuo de la
adsorción que diverge en la transición de wetting. Los resultados se ajustan bien a una curva de
tipo logarítmico Γ = a + bln(c − x), con x = µ/µcoex, a = −1.70(L + D), b = −0.80(L + D) y
c = 1.00.
En ambos casos la ausencia de una discontinuidad en Γ es compatible con que la transición
sea continua. Los análisis de la tensión superficial y de la adsorción cerca de la coexistencia IN
indican que se trata de una transición de wetting continua. Aun así, como en la mayoría de los
casos, no se puede descartar que sea de primer orden muy débil, tanto que nuestra precisión no
sea suficiente para poder observar estados metaestables.
Antes de continuar vamos a realizar un inciso sobre la minimización del funcional en una
situación como la que estamos tratando: en las cercanías de una transición de wetting. El cre-
cimiento de la capa nemática adsorbida sobre la superficie es una variable muy lenta. Intentar
una minimización global en estos casos puede convertirse en proceso muy pesado (computa-
cionalmente hablando) si el perfil inicial no es el adecuado. Para resolver este inconveniente, se
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Figura 3.10.: Adsorción del parámetro de orden uniaxial Γ frente a: (a) la intensidad del potencial de la
pared V0 y (b) el potencial químico µ. Las distintas curvas en (a) corresponden a variar el alcance
del potencial α, para todas ellas se tiene µ = µcoex. En (b) situamos el sistema en condiciones de
wetting completo por nemático V0 = −0.1kT , α = 0.88(L + D)−1 y variamos el potencial químico
acercándonos a la coexistencia.
preparan perfiles iniciales con diferentes espesores de capa adsorbida y se realizan minimiza-
ciones parciales. De esta forma tenemos una muy buena estimación de cual será el espesor final
y podemos iniciar la minimización con un perfil adecuado. Es algo similar a lo que ocurre cuando
hay prewetting, una situación que veremos más adelante.
Para los distintos alcances del potencial de superficie α analizados la transición de wetting
está localizada en VWN⊥0 = 0. Sin embargo, es posible que al disminuir el alcance del potencial
(aumentar α) obtengamos un valor distinto de cero. Esto se debe a que la parte blanda jugaría
cada vez un papel menos relevante. Podríamos tener wetting completo incluso con una parte
blanda que favoreciera ligeramente una orientación planar. No hemos podido comprobar este
punto con minimizaciones exactas del funcional, y en su lugar hemos recurrido a un modelo
sencillo basado en la aproximación de Fowler. En la aproximación de Fowler se reduce la interfase
a una función escalón. En el caso de la interfase IN tanto la densidad como el parámetro de
orden uniaxial son tratados como una función escalón. El modelo predice VWN⊥0 = 0 para α <
1.85(L+ D) y VWN⊥0 > 0 si α > 1.85(L+ D).
Hasta ahora hemos visto como en la capa de nemático adsorbida el director se mantiene per-
pendicular a la superficie, siguiendo la condición de contorno impuesta por esta. Sin embargo,
vimos anteriormente que en la interfase libre IN la energía es mínima cuando el director es pa-
ralelo a la interfase. El sustrato favorece un anchoring homeotrópico mientras que la interfase IN
favorece un anchoring homogéneo. Es posible satisfacer ambas condiciones si las partículas rotan
a lo largo de la capa nemática. Esta distorsión del director tiene asociada una energía elástica que
será menor cuanto mayor sea el grosor de la capa. Un escenario parecido fue estudiado mediante
un Hamiltoniano efectivo por Sullivan y Lipowsky [121] y por Sluckin y Poniewierski [122] y
haciendo uso de la teoría Landau-de Gennes por Braun et al. [123]. Vieron que cuando la capa de
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nemático es lo suficientemente gruesa aparece una fase con el director distorsionado que es más
estable. Otra de sus conclusiones es que según nos acercamos a la transición de wetting, la forma
en que diverge el espesor de la capa de nemático es distinta cuando el director está distorsionado
(respecto al caso con el director uniforme). En el marco de la teoría Landau-de Gennes [123] tiene
lugar una transición de fase entre un estado que tiene el director rotado de forma más o menos
lineal y otro con el director uniforme.
Estudiar esta fenomenología con un funcional de la densidad como el utilizado aquí es algo
que no era posible en el momento en que fueron realizados los cálculos. Uno de los principales
problemas es que la fase con el director distorsionado es estable cuando la capa de nemático es
muy ancha y por lo tanto el tiempo de cálculo aumenta considerablemente. A esto se une, entre
otros detalles técnicos menos relevantes, que la energía varía muy lentamente con el grosor de
la capa. El estado con el director distorsionado será estable cuando la energía libre elástica de la
película por unidad de área resultante de la deformación, Eel , sea menor que el incremento de
energía libre que supone tener la interfase IN con el tilt perpendicular. Es decir, Eel < γ⊥IN − γ||IN .
Se puede estimar Eel conociendo el valor de las constantes elásticas [124] y suponiendo una
variación lineal del tilt. El resultado es que para capas más anchas que Hd ∼ 60(L+D) resulta fa-
vorable distorsionar el director. Hemos comprobado esta estimación realizando minimizaciones
parciales de perfiles con anchos mayores y menores que Hd, verificando que en efecto el estado
con el tilt distorsionado tiene menor (mayor) energía cuando estamos por encima (debajo) de
Hd. Cuando decimos minimizaciones parciales nos referimos a que hemos puesto como condi-
ción inicial un perfil con un espesor de capa determinado y una variación lineal del tilt y hemos
realizado una minimización de todas las variables, salvo el espesor de la capa nemática (que es
una variable terriblemente lenta). El resultado final muestra que, como se preveía, el tilt tiene una
variación aproximadamente lineal, desviándose ligeramente de este comportamiento únicamente
cerca de la superficie y de la interfase IN.
Por último, podemos preguntarnos qué ocurre si disminuimos la intensidad del potencial
de superficie: V0 << VWN⊥0 . Es posible que exista un punto tricrítico VT0 < VWN⊥0 donde la
transición pase de ser continua (VT0 < V0 < V
WN⊥
0 ) a ser de primer orden (V0 < V
T
0 ). Al menos
este es el comportamiento que predice la teoría Landau en sistemas simples con fuerzas de corto
alcance [125]. No hemos podido verificarlo ya que al disminuir V0 el orden cerca de la pared
aumenta rápidamente y el parámetro de orden uniaxial toma valores muy próximos a la unidad,
haciéndose necesaria una precisión muy buena en el cálculo de las integrales angulares con el
consiguiente aumento del tiempo de máquina.
3.3.2. Wetting completo por nemático con el director paralelo a la pared
Cuando la intensidad del potencial de superficie V0 es suficientemente grande, el sustrato fa-
vorece un anchoring planar fuerte y una nueva transición de wetting tiene lugar. En esta ocasión
con el director paralelo a la pared (recordemos que se trata de anchoring planar no degenerado).
La superficie y la interfase IN favorecen por tanto la misma orientación y no es posible que es-
tados con el director rotado sean más estables. La figura 3.8 muestra el valor de V0 al que tiene
lugar la transición: V0 = V
WN||
0 = 0.478kT. Sin lugar a dudas la transición es de primer orden en
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Figura 3.11.: (a) Línea de prewetting en el plano µ − V0. Al potencial químico le hemos restado el de la
coexistencia IN de volumen. El alcance del potencial es α = 0.88(L + D)−1. La coexistencia IN de
volumen está representada por una línea horizontal. De ella parte el prewetting en VWN||0 (cuadrado
negro), y muere en un punto crítico (círculo vacío). (b) parámetro de orden uniaxial η (línea continua)
y ángulo de tilt ψ (línea discontinua) de dos fases que coexisten en el punto marcado por un círculo
negro en (a).
este caso, como evidencia el cruce entre tensiones superficiales de la figura. Como corresponde a
una transición de wetting de primer orden, existe una transición de prewetting fuera de coexisten-
cia donde coexisten dos capas nemáticas de diferente espesor. Se puede ver la línea de prewetting
en la figura 3.11 (a), donde hemos representado el exceso de potencial químico sobre la coexis-
tencia IN de volumen, ∆µ = µ − µcoex, frente a V0. La línea de prewetting se separa de forma
tangencial de la coexistencia para valores mayores que el de la transición de wetting (cuadrado
negro en la figura) y muere en un punto crítico (círculo blanco). A partir de dicho punto crítico
ambas fases son indistinguibles. Localizar una transición de prewetting es, por lo general, compli-
cado y la precisión de nuestro cálculo no nos permite obtener la situación del punto crítico con
exactitud. Si el lector está interesado en las dificultades que se presentan a la hora de buscar la
transición de prewetting puede obtener más información en el apéndice A.3. En la parte (b) de la
figura se muestran los perfiles del parámetro de orden uniaxial (línea continua, eje izquierdo) y
el ángulo de tilt (línea discontinua, eje derecho) de las fases que coexisten en el punto que está
indicado por un círculo negro sobre la línea de prewetting. En este rango de V0 todavía persiste
una primera capa con orientación homeotrópica.
El espesor de la capa de nemático adsorbida debe presentar una discontinuidad al atravesar
la línea de prewetting (recuérdese la Fig. 3.2 (e)). En la figura 3.12 se muestra la adsorción del
parámetro de orden uniaxial frente al potencial químico para un potencial de la pared V0 =
0.5kT > VWN||0 . La línea discontinua marca el punto donde tiene lugar el prewetting. A potenciales
químicos por debajo de la transición de prewetting son estables los estados con menor adsorción.
Una vez tiene lugar la transición, los estados estables son aquellos con mayor adsorción. Los
círculos negros denotan en cada caso los puntos que son estables frente a otros metaestables
56
3.3. Resultados
0.9975 0.998 0.9985 0.999 0.9995 1
µ / µ
coex
0
1
2
3
4
5
6
Γ 
/ (L
+D
)
Figura 3.12: Adsorción del parámetro de orden
uniaxial Γ frente al potencial químico µ en
condiciones de wetting por nemático con an-
choring planar (V0 = 0.5kT y α = 0.88(L +
D)−1). La línea vertical discontinua marca
la transición de prewetting. Los círculos ne-
gros indican en cada rama los estados esta-
bles frente aquellos estados metaestables in-
dicados por círculos vacíos. Las líneas con-
tinuas son el resultado de un ajuste (de-
talles en el texto).
indicados por círculos vacíos. Al igual que en el caso de anchoring homeotrópico, hemos realizado
un ajuste logarítmico de los datos (en la rama que experimenta el prewetting) Γ = a+ bln(c− x),
con x = µ/µcoex. Los parámetros obtenidos han sido a = −1.83(L+ D), b = −0.82(L+ D) y c =
1.00. Nótese que el parámetro b (la amplitud del crecimiento logarítmico) es muy parecida al caso
de anchoring homeotrópico, algo esperado pues está relacionado con la longitud de correlación
de la fase nemática de volumen.
3.3.3. Transición de anchoring
La región comprendida entre la transición de wetting con el director perpendicular a la pared
(VWN⊥0 = 0kT) y la transición de wetting con el director paralelo a la pared (V
WN||
0 = 0.478kT) es
una zona de wetting parcial o no wetting. En ella tiene lugar una transición de anchoring cuando en
volumen hay un nemático. En dicha transición pasamos de tener un alineamiento homeotrópico
del director a uno planar. Tiene lugar en V0 = VA0 = 0.168kT cuando µ = µcoex (ver el cruce entre
γ⊥SN y γ
||
SN en la figura 3.8). El origen de esta transición es la competición entre la parte dura (que
por efectos de empaquetamiento favorece un anchoring homeotrópico) y la parte blanda (favorece
anchoring planar). Una evidencia de esta afirmación es el comportamiento de la transición fuera
de coexistencia, que se muestra en la figura 3.13 (a). Al aumentar el potencial químico respecto al
de la coexistencia IN se produce un incremento de la densidad. Los efectos de empaquetamiento
son mayores y como resultado la transición de anchoring se desplaza hacia V0 mayores. En la parte
(b) de la misma figura podemos ver los perfiles de dos estados que coexisten en la transición de
anchoring (para µ = µcoex). Vemos como en el perfil con el director paralelo a la superficie (arriba)
todavía persiste una primera capa con orientación homeotrópica.
3.3.4. Wetting completo por una fase isótropa
Es común en las transiciones de wetting que al acercarnos a la coexistencia sea la capa más or-
denada la que experimenta un crecimiento macroscópico. Es por ejemplo el caso que nos atañe
donde una capa de nemático “moja” la interfase sustrato-isótropo. Esto se debe a que la su-
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Figura 3.13.: (a) Diagrama de fases de la transición de anchoring en el plano µ−V0. El alcance del potencial
es α = 0.88(L + D)−1. La línea horizontal marca la coexistencia IN de la que parte la transición de
anchoring en VA0 = 0.168kT (cuadrado negro). En (b) podemos ver las fases que coexisten en V
A
0 (arriba
anchoring planar y abajo anchoring homeotrópico). Las distintas curvas son la fracción de empaque-
tamiento local (líneas continuas), parámetro de orden uniaxial (líneas discontinuas cortas), parámetro
de orden biaxial (líneas discontinuas largas) y ángulo de tilt (líneas punteadas).
perficie induce un alineamiento fuerte de las partículas. No obstante se puede dar también la
situación inversa, wetting completo por isótropo. Experimentalmente se ha encontrado este tipo
de wetting cuando el anchoring es planar [126] y recientemente también cuando es homeotrópico
[127]. Desde un punto de vista teórico Rodríguez-Ponce et al. [128] usaron un modelo basado
en la teoría de van der Waals y encontraron wetting completo por isótropo en una situación de
anchoring homeotrópico. Shundyak y Roij [129] han encontrado wetting por isótropo en condi-
ciones de anchoring planar usando un funcional de la densidad tipo Onsager para estudiar el
comportamiento de varillas duras con orientaciones restringidas (modelo de Zwanzig). Para que
tenga lugar una transición de wetting por isótropo es necesario que la superficie induzca desor-
den orientacional o al menos que el anchoring sea muy débil (en las cercanías de una transición
de anchoring por ejemplo).
Nosotros también hemos encontrado wetting completo por isótropo en este sistema (ver las ra-
mas de energía en la figura 3.14) en condiciones de anchoring homeotrópico y planar. No obstante,
en ambos casos se trata de estados metaestables. Cuando V0 > VA0 la interfase sustrato-nemático
de equilibrio consiste en un nemático con el director paralelo a la pared. Sin embargo, si obser-
vamos la interfase sustrato-nemático con el director perpendicular a la pared, vemos que tiene
lugar una transición de wetting por isótropo en V0 = VWI⊥0 = 0.187kT. Lo mismo ocurre al otro
lado de la transición de anchoring. Para V0 < VA0 la interfase SN de equilibrio es aquella donde
las partículas se orientan perpendicularmente a la superficie, pero para V0 = V
WI||
0 (no se mues-
tra en la figura) la interfase SN con el director paralelo a la pared experimenta una transición de
wetting por isótropo. En ambos casos la interfase nemático-isótropo es paralela a la pared, como
corresponde a una interfase libre en equilibrio y las transiciones son de primer orden. Las tran-
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Figura 3.14: Tensiones superficiales en
unidades reducidas (γ∗ = βLDγ) de
diferentes interfases en función de la
intensidad del potencial de superficie
V0 (α = 0.88(L+D)−1). En la leyenda se
pueden ver las distintas interfases. Las
líneas verticales marcan la transición
de anchoring VA0 y la de wetting por
isótropo VWI⊥0 (metaestable, pues otro
estado con el director paralelo a la
superficie tiene menos energía). Existe
otra transición de wetting por isótropo
para V0 < VA0 que no se muestra en la
figura y es también metaestable.
siciones de wetting por isótropo son metaestables debido a que existe otro estado con diferente
orientación y menor energía. En un hipotético sistema experimental de similares características
podrían estabilizarse impidiendo la reorganización del director.
3.3.5. Resumen
Antes de pasar al siguiente capítulo recopilemos los resultados obtenidos hasta ahora. Usando
un modelo microscópico basado en el funcional de la densidad hemos examinado el compor-
tamiento de un fluido de esferocilindros duros en contacto con una pared que es modelizada
mediante un potencial externo. El potencial excluye la posibilidad de que los centros de masas
penetren el sustrato y nos permite modificar la orientación del director en las proximidades
de la superficie. Variando la intensidad con que el sustrato orienta la capa de nemático hemos
observado wetting completo con anchoring homeotrópico, wetting parcial o no wetting y wetting
completo con anchoring planar (no degenerado). La naturaleza de las transiciones de wetting de-
pende del alcance de las interacciones superficiales, algo esperable, pues es el comportamiento en
fluidos simples [103]. La transición de wetting con anchoring homeotrópico es continua, mientras
que en el caso de alineamiento planar es de primer orden y tiene asociada la correspondiente
línea de prewetting.
También hemos hallado una transición de anchoring entre los dos tipos de alineamiento en la
zona de wetting parcial. En esta misma región ocurren dos transiciones de wetting completo por
isótropo, si bien son metaestables. Toda esta fenomenología está representada en la figura 3.15,
donde se puede ver el diagrama de fases de nuestro sistema en el plano µ− V0.
El estudio nos ha permitido relacionar las propiedades de wetting de nuestro sistema con las
características del sustrato y ha contribuido a enriquecer considerablemente la fenomenología de
esferocilindros duros sobre sustratos, de la que hasta ahora solo se había estudiado el caso de
una pared dura [97].
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Figura 3.15.: Diagrama de fases en el plano µ− V0 de un sistema de HSPC en contacto con una pared. Al
potencial químico le hemos restado el de la coexistencia IN de volumen. El eje horizontal muestra la
coexistencia IN. En ella tiene lugar una transición de wetting con el director perpendicular a la pared
para V0 < VWN⊥0 y otra con el director paralelo para V0 > V
WN||
0 . Esta última es de primer orden y por
tanto tiene asociada una línea de prewetting que muere en un punto crítico (círculo vacío). En la región
entre ambas transiciones de wetting aparece una transición de anchoring para V0 = VA0 (cuadrado) que
se extiende fuera de coexistencia.
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4.1. Introducción
Una vez entendidas las propiedades de nuestro sistema en contacto con una pared estamos en
condiciones de abordar un problema más interesante: el confinamiento de un cristal líquido
en un poro. Las transiciones de fase se ven profundamente afectadas cuando el tamaño del
sistema se ve reducido en una o más dimensiones. Pueden desplazarse respecto a los valores de
volumen, pueden desaparecer y también es posible que surjan otras nuevas transiciones. Uno
de los sistemas de “tamaño finito“ que más atención ha recibido en los últimos años es el de
los cristales líquidos confinados, en particular en lo que respecta a las propiedades estructurales.
Es un problema interesante desde un punto de vista académico y con aplicaciones tecnológicas
directas, por ejemplo en la construcción de displays ópticos.
Queremos entender cómo se ve afectada la transición isótropo-nemático al confinarla entre
dos paredes. Trataremos dos situaciones distintas que estructuran este capítulo en dos partes.
En la primera veremos el caso simétrico: dos paredes paralelas idénticas. En la segunda parte
estudiaremos una situación asimétrica, con paredes que favorecen orientaciones distintas o bien
tienen preferencia por distintas fases del cristal líquido.
4.2. Confinado simétrico
El confinamiento es un elemento nuevo que puede modificar las propiedades orientacionales
y de wetting de nuestro fluido. En fluidos simples confinados en este tipo de geometría (dos
paredes idénticas paralelas) se sabe que la transición liquido-vapor tiene lugar a temperaturas
y presiones (o potenciales químicos) distintos a los de volumen y que termina en un punto
crítico [130]. El fenómeno se conoce como condensación capilar ya que generalmente, pero no
siempre, la transición liquido-gas ocurre antes que en la coexistencia de volumen. Para entender
esto supongamos un líquido L o un gas G confinado entre dos paredes simétricas separadas una
distancia H, con H → ∞, de manera que no existe interacción entre las dos superficies. Bajo tales
circunstancias el gran potencial termodinámico por unidad de área A se puede escribir como:
ΩG
A
= −PGH + 2γSG,
ΩL
A
= −PLH + 2γSL. (4.1)
Con γSG y γSL la tensión superficial sustrato-gas y sustrato-líquido respectivamente y PG, PL las
presiones del gas y del líquido. Supongamos ahora que ambas fases coexisten a una temperatura
T0 = T0(H) ligeramente diferente a la temperatura de coexistencia de volumen Tb, de forma que
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podemos expresar:
T0(H) = Tb +∆T(H). (4.2)
Para ∆T suficientemente pequeño es posible desarrollar la presión alrededor de Tb y quedarnos
únicamente con el primer término:
PG(T0(H)) ≈ PG(Tb) + ∂PG∂T
∣∣∣∣
T=Tb
∆T(H) = PG(Tb) + sG∆T(H),
PL(T0(H)) ≈ PL(Tb) + ∂PL∂T
∣∣∣∣
T=Tb
∆T(H) = PL(Tb) + sL∆T(H), (4.3)
donde s es la entropía por unidad de volumen. Introduciendo (4.3) en (4.1) y teniendo en cuenta
que ΩL(H) = ΩG(H), ya que ambas fases coexisten, se llega a:
∆T(H) =
2(γSG − γSL)
H(sG − sL) =
2(γSG − γSL)Tb
LH
, H → ∞, (4.4)
siendo L el calor latente de vaporización. La ecuación anterior se conoce como ecuación de Kelvin
[131] y relaciona el desplazamiento de la transición, por el hecho de confinarla, con las tensiones
superficiales y por lo tanto con las propiedades de wetting del sistema. Frecuentemente el sustrato
tendrá una mayor afinidad por la fase líquida, γSL < γSG, de manera que la transición ocurrirá
para ∆T > 0, es decir en la región de estabilidad del gas en volumen.
En cristales líquidos, Sheng [87, 88] fue el primero en predecir que debía ocurrir algo parecido.
Usando la teoría Landau-de Gennes vio que algo similar a la condensación capilar tenía lugar
entre las fases isótropo-nemático. Poniewierski y Sluckin [132] extendieron el análisis para el caso
en que las paredes introducían desorden en el sistema y llegaron a la conclusión de que la tran-
sición isótropo-nemático confinada ocurría antes o después que en volumen en función de las
condiciones de wetting del sustrato. Construyeron además el análogo a la ecuación de Kelvin en
fluidos simples, ec. (4.4), para la transición isótropo-nemático; la veremos en la siguiente sección.
Telo da Gama et al. [133] estudiaron el mismo sistema con un modelo Lebwohl-Lasher, relacio-
nando también el comportamiento del sistema con las condiciones de wetting. Posteriormente se
ha analizado el problema usando el funcional de la densidad y mediante simulaciones. Algunos
de esos trabajos son particularmente interesantes, por ejemplo:
• Wall y Cleaver [134] con simulaciones de dinámica molecular estudiaron el confinamiento
de moléculas Gay-Berne 1. En función de la interacción entre el sustrato y las partícula se
promociona un estado tipo isótropo o uno nemático.
• R. van Roij et al. [136, 96, 97] describieron el comportamiento de esferocilindros duros con-
finados entre paredes duras. Para ello usaron simulaciones Monte Carlo y funcional de
la densidad (restringiendo las orientaciones con el modelo de Zwanzig). Tanto las simu-
laciones como la teoría predicen que la transición isótropo-nemático está presente en el
poro y termina en un punto crítico. Simultáneamente, Allen [93] estudiaba un sistema muy
parecido pero con paredes duras sobre los centros de masas.
1Para una descripción del potencial Gay-Berne, véase la referencia [135].
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• Rodríguez-Ponce et al. [137] y posteriormente Barmes y Cleaver [138] se centraron en el
efecto del confinamiento sobre la transición de anchoring.
• Zhou et al. [139] han encontrado que el confinamiento puede inducir orden orientacional
en partículas que por su reducida elongación no forman un nemático en volumen.
Experimentalmente, Kuzma y Labes [140] fueron pioneros en el estudio del confinamiento
de la transición isótropo-nemático. Para ello analizaron el comportamiento de cristales líquidos
termotrópicos confinados en cilindros con diámetros del orden de micras. Encontraron un despla-
zamiento en la temperatura de la transición IN, que era mayor conforme disminuían el diámetro
del cilindro. No obstante, hay que tener en cuenta que esta geometría es diferente a la analizada
aquí; aparecen singularidades en el campo del director (defectos) que afectan el estado del sis-
tema (lo veremos en el capítulo 6). En un poro plano, Yokoyama [141] estudió el desplazamiento
de la transición IN por efecto de variar la anchura del poro, pero no pudo confirmar la existencia
de un punto crítico. La evidencia experimental clara de la condensación capilar de un cristal
líquido y de la existencia de un punto crítico ha sido posible solo recientemente [142]. Para ello,
Kocˇevar et al., han usado un microscopio de fuerzas atómicas (AFM), en contraposición a los
trabajos previos basados en técnicas de calorimetría y dispersión de luz. Una de las superficies es
un sustrato plano de vidrio o zafiro que se limpia previamente para conseguir un alineamiento
homeotrópico de las moléculas (5CB y 8CB). La superficie enfrentada a esta consiste en una mi-
croesfera de vidrio pegada al cantilever del AFM. El radio de la microesfera es mucho mayor que
el tamaño típico de las partículas, de forma que se puede tratar como un sustrato plano. Los au-
tores fijan la temperatura por encima de la coexistencia IN de volumen (con una precisión de µK)
y varían la separación entre las superficies monitorizando la fuerza ejercida por el cristal líquido
sobre la microesfera. Al ir disminuyendo la separación se observa una fuerza atractiva entre las
superficies cuando tiene lugar la condensación capilar. Repitiendo el procedimiento para diferen-
tes temperaturas es posible obtener el diagrama de fases completo y la posición del punto crítico,
que en el caso del 8CB los autores estiman en una separación de 17nm y a una temperatura de
0.52K sobre la temperatura de coexistencia IN de volumen (el eje mayor del 8CB tiene un tamaño
aproximado de ≈ 3.5nm).
Nosotros hemos abordado el problema de la condensación capilar de un cristal líquido desde
un punto de vista molecular, permitiendo que las partículas roten libremente. Nuestra intención
es comprender cómo la transición isótropo-nemático se ve afectada por las propiedades de wet-
ting y anchoring del sustrato al confinar el fluido. Resulta particularmente interesante estudiar el
confinamiento en las cercanías de la transición de anchoring y el comportamiento de la transición
de prewetting en el poro. Hemos usado el mismo funcional de la densidad, relación de aspecto
del esferocilindro2 (L/D = 5) e interacción superficie-cristal líquido que en el caso semi-infinito.
La única diferencia es que ahora añadimos una pared paralela a la primera y a una distancia
H de esta. Desde un punto de vista termodinámico, H es una nueva variable conjugada con la
adsorción: Ω = Ω(µ, T,V,H). El potencial externo, que modeliza la interacción del fluido con
2Se han realizado cálculos selectivos con L/D = 6 y 10 obteniendo resultados cualitativamente iguales.
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Figura 4.1.: Nuestro sistema se compone de dos paredes paralelas e idénticas separadas una distancia
H. Estudiaremos la transición isótropo (I)-nemático confinada, ya sea este último un nemático con
anchoring homeotrópico (N ⊥) o planar (N||).
las superficies, es:
vext(z,Ω) =

∞, z < 0
V I0 e
−αIzP2(Ω · z) +VD0 e−αD(H−z)P2(Ω · z), 0 ≤ z ≤ H
∞, z > H
. (4.5)
Siendo V I0 , αI los parámetros del sustrato situado en z = 0 y V
D
0 , αD los del sustrato en z = H. En
esta primera parte del capítulo ambas superficies son idénticas y usaremos la notación V0, α para
referirnos a los dos sustratos. Se puede ver un esquema de la geometría y las fases involucradas
en la figura 4.1.
4.2.1. Resultados
El punto de partida para comprender el comportamiento del sistema confinado es la figura 3.15
donde se resumen las propiedades de wetting del fluido de esferocilindros duros en contacto con
una pared que vimos en el capítulo anterior. Cuando confinamos el fluido entre dos paredes debe-
mos recuperar el comportamiento del sistema semi-infinito si la separación entre ambas paredes
es suficientemente grande (H → ∞) 3. Si la separación entre las superficies es pequeña existirá
una interacción entre ellas que puede modificar el comportamiento de la transición isótropo-
nemático.
Para ver cómo se ve alterada la transición isótropo-nemático en el poro hemos obtenido el
diagrama de fases global en el plano µ − H para los distintos regímenes: wetting completo
homeotrópico, wetting completo homogéneo y wetting parcial. Se puede ver la región de esta-
bilidad de cada uno en la figura 3.15.
Empecemos estudiando qué ocurre cuando el sustrato favorece una orientación homeotrópica
de las partículas, es decir antes de la transición de anchoring en el sistema semi-infinito: V0 < VA0 .
Para ello iniciamos la minimización funcional a un potencial químico cercano al de la coexisten-
cia IN de volumen y partimos de perfiles de los parámetros de orden constantes en toda la celda,
bien con parámetro de orden uniaxial nulo o positivo. Esta primera minimización es más costosa
que las siguientes (variando µ o H), ya que en ellas podemos usar como condición inicial los
3Si existe en ambas paredes condiciones de wetting completo, pero por fases con distinta simetría, esta afirmación puede
no ser cierta.
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Figura 4.2.: Fracción de empaquetamiento local (a) y parámetro de orden uniaxial (b) para una anchura
del poro H = 12.04(L+ D). El parámetro de orden biaxial y el ángulo de tilt son prácticamente cero
en toda la celda y por ello no se muestran. Las paredes imponen orientación homeotrópica (V0 =
−0.1kT, α = 0.88(L + D)−1). De los cuatro perfiles representados, los que están a trazos coexisten
para un µ = µ0 = 0.987µcoex. Los pintados a línea continua están por encima µ = 0.99µcoex y por
debajo µ = 0.98µcoex de la transición de capilaridad.
perfiles ya minimizados de una situación anterior que sea similar. Partiendo de perfiles constan-
tes el proceso de convergencia llega a su fin transcurridas del orden de 103 iteraciones. Cuando
partimos de un perfil que ha sido minimizado previamente a un potencial químico ligeramente
distinto, se alcanza la convergencia en unas 400 iteraciones. Mientras que si el perfil inicial ha
sido generado a partir de otro con H algo diferente, pero al mismo potencial químico, podemos
encontrar el mínimo del funcional en apenas 50− 100 iteraciones. Para ello es importante aumen-
tar/disminuir la anchura del nuevo perfil mediante la inclusión/disminución de nuevos puntos
en la región central del perfil antiguo (en contraposición a otras posibles opciones como escalar
el perfil para conseguir el H deseado).
La figura 4.2 nos muestra los perfiles de densidad (a) y parámetro de orden uniaxial (b) para el
caso V0 = −0.1kT, H = 12.04(L+ D), que se corresponde con una situación de wetting completo
por nemático con el director perpendicular a la pared en el sistema semi-infinito. No se muestra
el parámetro de orden biaxial σ ni el ángulo de tilt ψ, ambos son cero en toda la caja, tal y como
corresponde a una situación de anchoring homeotrópico. Hemos representado cuatro perfiles; los
dibujados con trazo discontinuo tienen el mismo potencial químico (µ = 0.987µcoex) y el mismo
gran potencial, es decir representan dos fases que coexisten en una transición de primer orden.
Fijémonos en el comportamiento del parámetro de orden uniaxial (parte (b) de la figura) de estas
fases que coexisten. Cerca de la pared ambas fases son muy parecidas, pero en el centro del poro
una tiene un valor muy próximo a cero mientras que la otra mantiene un valor elevado en toda la
celda. Lo que estamos viendo es por tanto la transición isótropo-nemático confinada dentro del
poro, y por ello llamaremos al estado con menor adsorción "isótropo" y al de mayor "nemático"
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Figura 4.3: Adsorción del parámetro de orden
uniaxial frente al potencial químico para
un poro de anchura H = 12.04(L + D)
y condiciones de anchoring homeotrópico
V0 = −0.1kT, α = 0.88(L + D)−1. La
línea vertical indica el punto donde tiene
lugar la transición de capilaridad. La rama
inferior corresponde al isótropo y la supe-
rior al nemático. Los puntos a la derecha
de la transición en la rama isótropa y a la
izquierda en la nemática son metaestables.
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(la definición de adsorción se puede encontrar más abajo). No debemos olvidar que es solo una
nomenclatura, pues una vez confinamos el sistema los estados isótropo y nemático de volumen
dejan de estar estrictamente definidos. Si bien, generalmente se pueden definir por continuidad
con las fases de volumen. También hay un cambio en el perfil de densidad (parte (a) de la figura)
de ambos estados, aunque es más pequeño.
Los otros perfiles, representados por líneas continuas, corresponden a estados con un potencial
químico mayor, µ > µ0(H), y menor, µ < µ0(H), que aquel al que ocurre la transición. Este
comportamiento demuestra la existencia de una transición de primer orden dentro del poro.
Puesto que tiene lugar para un potencial químico menor que el de la coexistencia IN (µ0 =
0.987µcoex) la llamaremos transición de ”nematización capilar“, en analogía con la condensación
capilar que tiene lugar en fluidos simples.
La adsorción es, a la vista de los perfiles, una buena candidata para caracterizar la transición.
La hemos definimos como:
Γ =
1
H
∫ H
0
dzη(z). (4.6)
En la figura 4.3 se puede ver su comportamiento frente al potencial químico (no hemos variado
la anchura del poro ni el sustrato respecto al caso anterior). La línea vertical a trazos indica el
punto donde tiene lugar la nematización capilar. El que podamos encontrar estados metaestables
a ambos lados manifiesta de nuevo que se trata de una transición de primer orden. Nótese que el
valor de la adsorción es distinto de cero en el estado que hemos llamado isótropo; esto es debido
a que las paredes inducen cierto orden orientacional a su alrededor.
El siguiente paso es la obtención del diagrama de fases completo. Para ello se han analizando
los cruces entre las ramas de gran potencial de dos formas distintas: fijando la anchura del
poro y estudiando el cruce de ramas al variar el potencial químico o al revés, es decir, fijando
el potencial químico y variando la anchura. El resultado final está representado en la figura
4.4 en el plano potencial químico-anchura del poro. Al potencial químico le hemos restado el
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Figura 4.4.: Diagrama de fases en el plano µ − H para el caso de anchoring homeotrópico. Al potencial
químico le hemos sustraído el de la coexistencia IN. Las líneas muestran la transición entre los estados
isótropo (estable para µ menor) y nemático (estable a µ mayor) para diferentes valores de V0 (α =
0.88(L+ D)−1 en todos ellos). De abajo a arriba: V0/kT = −0.10, −0.05, 0.00, 0.03, 0.07, 0.13 y 0.20
(este último esta pintado con línea a trazos para indicar que es metaestable respecto a una situación de
anchoring planar). Los círculos son puntos críticos.
de la coexistencia de volumen: ∆µ = µ0 − µcoex. Las distintas líneas corresponden a diferentes
valores de la intensidad del potencial de la pared comprendidos en el rango −0.1kT 6 V0 6
0.2kT. Observemos el comportamiento para anchos de celda grandes. En todos los casos las
líneas tienden asintóticamente al valor de volumen de la transición IN (representado por una
línea horizontal de trazo fino), indicando que en el límite H → ∞ se recupera la transición
IN usual. Este comportamiento es el esperado y, como veremos enseguida, existen argumentos
macroscópicos que lo sustentan.
En la mayoría de los casos el confinamiento induce orden nemático en el poro antes de que
el potencial químico alcance el valor de la coexistencia IN de volumen, y por eso hablamos
de nematización capilar. No obstante también vemos el comportamiento contrario. En los dos
últimos casos, los de mayor V0, la transición IN en el poro se da para valores del potencial
químico por encima del de la coexistencia de volumen (∆µ > 0). El confinamiento favorece el
desorden orientacional y se puede hablar entonces de ”isotropización capilar“. Recientemente
Piñeiro et al. [143] también han observado este comportamiento en un sistema de partículas de
tipo discóticas mediante simulaciones Monte Carlo.
De igual forma que en la condensación capilar en fluidos simples, el que la transición IN
confinada ocurra antes o después de la coexistencia de volumen está íntimamente ligado con
las propiedades del sistema semi-infinito. Se puede ver usando la ecuación de Kelvin para la
transición líquido-vapor confinada, ec. (4.4), aplicada al caso de la transición isótropo-nemática.
Poniewierski y Sluckin [132] fueron los primeros en utilizarla, en su caso para cristales líquidos
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termotrópicos. Es posible hacer una derivación similar para nuestro caso y obtener la desviación
del potencial químico respecto de la coexistencia de volumen IN, veámoslo.
El gran potencial por unidad de área transversal A del sistema confinado se puede expresar
como:
ΩI
A
= −PIH + 2γSI ,
ΩN
A
= −PNH + 2γSN , (4.7)
donde γSN y γSI son las tensiones superficiales sustrato-nemático y sustrato-isótropo en el sis-
tema semi-infinito y PI , PN las presiones isótropo y nemático en volumen. Es importante darse
cuenta de que, en función de las condiciones de anchoring de nuestro sistema (homeotrópico o
planar), tendremos que usar una u otra tensión superficial sustrato-nemático (γ⊥SN o γ
||
SN). Ambas
fases coexisten a un potencial químico µ0 = µ0(H) ligeramente distinto del de la coexistencia de
volumen, µcoex:
µ0(H) = µcoex +∆µ(H). (4.8)
Cuando ∆µ → 0 es posible hacer un desarrollo de la presión en torno a µcoex despreciando los
términos O(∆µ)2 y superiores:
PI(µ0(H)) ≈ PI(µcoex) + ∂PI∂µ
∣∣∣∣
µ=µcoex
∆µ(H) = PI(µcoex) + ρI∆µ(H),
PN(µ0(H)) ≈ PN(µcoex) + ∂PN∂µ
∣∣∣∣
µ=µcoex
∆µ(H) = PN(µcoex) + ρN∆µ(H). (4.9)
Siendo ρI y ρN las densidades de coexistencia de volumen de las fases isótropo y nemático
respectivamente. Como ambas fases coexisten en el poro han de tener el mismo gran potencial:
ΩI = ΩN . Introduciendo (4.9) en (4.7) e igualando el gran potencial en ambas fases se llega a:
∆µ(V0,H) ≡ µ0(V0,H)− µcoex = 2(γSN − γSI)H(ρN − ρI) , H → ∞. (4.10)
Nótese que hemos incluido la dependencia en V0 de ∆µ; las tensiones superficiales γSI y γSN
dependen del potencial de superficie (V0 y α). La dependencia en el alcance del potencial, α, se
ha omitido porque lo hemos mantenido constante durante este estudio.
En realidad, el desarrollo seguido para obtener la ec. (4.10) es válido cuando no existe wetting
completo. Si existe wetting completo en el fluido la anchura H del poro, que está reflejada en el
denominador, se tiene que reducir restándole el ancho de la capa adsorbida sobre cada una de
las superficies (se pueden ver los detalles en la sección A.4.1 del apéndice).
Puesto que ρN > ρI , el signo de ∆µ viene determinado por la diferencia γSN − γSI . En condi-
ciones de wetting parcial por nemático podemos usar la ecuación (3.6), que nos relaciona las
tensiones superficiales con el ángulo de contacto. El resultado es
∆µ(V0,H) = −2γINcos(θc)H(ρN − ρI) , H → ∞, (4.11)
siendo θc el ángulo de contacto de la interfase IN con el sustrato y cuyo valor podemos extraer
fácilmente del cálculo de las tensiones superficiales que hicimos en el sistema semi-infinito (Fig.
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Figura 4.5: Coseno del ángulo de contacto
como función de la intensidad del po-
tencial de superficie V0 para el sis-
tema semi-infinito. Las líneas disconti-
nuas son para indicar que existe una
continuación de los datos aunque no
se muestre explícitamente. Los círculos
muestran el punto donde tienen lugar
las transiciones de wetting y las líneas
verticales el valor donde el sistema cam-
bia de isotropización a nematización (al
confinarlo). El hecho de que se muestren
valores del coseno por encima de la
unidad solo quiere decir que la interfase
SI es inestable para esos valores de V0.
3.8). Lo hemos representado en la figura 4.5 como función de V0. Vemos como en la zona de
wetting parcial (la comprendida entre los círculos grises) el coseno de θc cambia de signo dos
veces, en Vc0 = 0.114kT y V
c′
0 = 0.324kT (líneas verticales en la figura) y por tanto, para una
separación grande de las paredes, el sistema confinado se comporta de la siguiente manera:
• V0 < Vc0 o V0 > V
c′
0 : Nematización capilar. Se tiene cos(θc) > 0 y la transición de capilaridad
es la usual, es decir, la transición IN confinada tiene lugar para µ0(H) < µcoex.
• Vc0 < V0 < V
c′
0 : Isotropización capilar. cos(θc) < 0, lo cual implica que la transición IN en
el poro ocurre para µ0(H) > µcoex
El razonamiento basado en la ecuación de Kelvin que acabamos de discutir es válido cuando
el poro es suficientemente grande, pero no sirve para describir el comportamiento en poros
pequeños. Las razones son que la interacción entre las dos superficies no puede ser despreciada
y que el desplazamiento ∆µ puede ser suficientemente grande como para que despreciar términos
O(∆µ)2 en el desarrollo (4.9) no sea una buena aproximación. Ambas hipótesis forman parte de
la derivación de la ecuación de Kelvin. Observando el diagrama de fases de la figura 4.4 se
deduce que la interacción entre ambas superficies es constructiva, en el sentido de que favorece
el orden nemático en el interior del poro. Se aprecia muy bien en los dos últimos casos, los de
mayor V0, que presentan un máximo al reducir H. Es particularmente interesante el diagrama
de fases correspondiente a V0 = 0.013kT, pues muestra un cambio de comportamiento al variar
la anchura del poro. Cuando la separación entre las paredes es pequeña, la interacción entre las
superficies domina el comportamiento del sistema y el nemático se forma en el poro antes de la
coexistencia IN de volumen. Al aumentar H, la interacción entre las superficies desaparece y es
el comportamiento de wetting del sistema semi-infinito el que gobierna la situación favoreciendo
que el isótropo siga siendo estable a presiones por encima de la transición IN de volumen. Esta
no monotonía en la transición de capilaridad no había sido observada con anterioridad.
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Figura 4.6: Anchura crítica HC como función de
la intensidad del potencial de la pared V0
en condiciones de anchoring homeotrópico.
La longitud inversa de decaimiento del po-
tencial es α = 0.88(L + D)−1. El com-
portamiento no monótono está relacionado
con el espesor de las capas nemáticas ad-
sorbidas sobre la superficie; mayor cuanto
menor es el potencial de la pared V0.
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Cuando el ancho del poro es suficientemente grande la nematización capilar tiene lugar muy
cerca de la coexistencia IN de volumen. En estas circunstancias, y en condiciones de wetting com-
pleto, el estado denominado isótropo tiene una capa de nemático adsorbida sobre las superficies
muy ancha, tanto como para que una configuración con el tilt rotado de forma uniforme en la
capa de wetting sea más estable (recordemos que la interfase IN de volumen tiene una energía
mínima cuando el director es paralelo a la interfase). Esto modificará el diagrama de fases para
anchos de poro suficientemente grandes. Las limitaciones computacionales en el momento de
realizar los cálculos no nos han permitido explorar esa región del diagrama de fases. Volveremos
sobre este punto al final del capítulo.
Al igual que ocurre con la condensación capilar en fluidos simples, la transición de capilaridad
IN termina en un punto crítico. Los hemos representado como círculos en el diagrama de fases de
la figura 4.4. No obstante, la naturaleza de ambos puntos críticos es diferente. En el sistema gas-
líquido es consecuencia de la existencia de un punto crítico en el diagrama de fases de volumen,
mientras que en el caso isótropo-nemático no existe dicho punto crítico y es el campo externo que
ejercen las paredes el responsable de su aparición en el sistema confinado. Para anchos de poro
más pequeños que la anchura crítica HC no hay distinción entre los estados isótropo y nemático.
Esta característica fue predicha por Sheng [87]. Es interesante estudiar el comportamiento de
la anchura crítica HC en función del potencial de la pared V0. Se puede ver en la figura 4.6.
Distinguimos dos regiones, para V0 . 0.03kT la anchura crítica decrece de forma más o menos
lineal, mientras que para V0 & 0.03kT se mantiene constante e incluso aumenta ligeramente. Se
puede relacionar este comportamiento con las propiedades de wetting del sistema semi-infinito.
Recordemos que para V0 < 0kT hay una transición de wetting continua y por tanto al acercarnos
a la coexistencia IN hay una capa relativamente grande de nemático adsorbida en la superficie.
Podemos argumentar, de manera muy simplista, que la transición de capilaridad termina en un
punto crítico cuando las dos capas adsorbidas sobre la superficie se tocan en el centro del poro.
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Figura 4.7: Diferencia de la adsorción del
parámetro de orden nemático e isótropo
Γnem − Γiso como función de la anchura
del poro para un caso en que el sustrato
favorece anchoring homeotrópico V0/kT =
0.03. La línea es el mejor ajuste, restringido
a los primeros siete puntos, de la forma
Γnem − Γiso = a(H/(L + D) − b)β, siendo
a = 0.1711, b = 4.109 y β = 0.3372.
Esto ocurre antes cuanto más negativo sea V0, mientras que al alejarnos del wetting completo,
V0 > 0, la capa adsorbida permanece más o menos constante (realmente disminuye un poco al
aumentar V0).
Para ver la naturaleza de los puntos críticos hemos estudiado la variación del parámetro de
orden según nos acercamos a la anchura crítica. Se puede ver el comportamiento de Γnem − Γiso
(la diferencia entre la adsorción del parámetro de orden uniaxial en las fases nemática e isótropa)
frente a la anchura del poro en la figura 4.7. El potencial de la pared es V0 = 0.03kT y el potencial
químico es el de la coexistencia IN en el poro, es decir µ = µ0(H). En el punto crítico ambas
fases confinadas se confunden y la diferencia de adsorciones tiende a cero como Γnem − Γiso v
(H−HC)β. Un ajuste de los datos devuelve un valor del exponente crítico β = 0.3372, en acuerdo
con el exponente de campo medio del modelo de Ising en dos dimensiones (β = 1/3), que está
en la misma clase de universalidad que la transición de capilaridad.
El orden de magnitud de la anchura crítica HC coincide con el estimado por otros autores en sis-
temas similares. Por ejemplo, Dijkstra et al. [136], usando simulaciones Monte Carlo, encontraron
HC/(L + D) = 2.3 en un sistema de esferocilindros duros con relación de aspecto L/D = 15
confinado entre dos paredes duras; Reich y Schmidt [144] usando un funcional tipo Onsager
para describir varillas confinadas entre paredes duras (actuando sobre centros de masas) tam-
bién observaron un punto crítico en HC/L = 2.7. Por último Piñeiro et al. [143] en un sistema de
partículas discóticas (de ancho D) han comprobado que la anchura crítica es menor (HC/D = 3)
si las paredes producen isotropización capilar que en el caso de que el confinamiento induzca
nematización capilar (HC/D = 4), es decir, el comportamiento mostrado en la figura 4.6.
Volviendo al diagrama de fases de la figura 4.4, el último caso está representado con línea
discontinua para indicar que se trata de una situación metaestable: es un mínimo local del fun-
cional. Ya vimos que el sistema semi-infinito (véase resumen en figura 3.15) sufre una transición
de anchoring de primer orden en V0 = VA0 = 0.168kT donde el director pasa de estar perpen-
dicular a paralelo a la pared. El caso al que hacemos referencia tiene un valor V0 = 0.20kT y
por tanto es lógico pensar que en esas condiciones exista en el interior del poro una solución
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Figura 4.8: Diagrama de fases en el plano µ−H
para V0 = 0.3kT, es decir VA0 < V0 <
VWN||0 . Al potencial químico le hemos sus-
traído el de la coexistencia IN. La longi-
tud de decaimiento del potencial es α =
0.88(L + D)−1. Las distintas fases esta-
bles son: isótropo (I), nemático con anchor-
ing planar (N||) y nemático con anchoring
homeotrópico (N ⊥). El círculo negro in-
dica la presencia de un punto triple y el
círculo blanco un punto crítico.
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con el director paralelo a la pared que sea más estable (recuérdese que los casos vistos hasta
ahora tenían el director perpendicular a la pared). Una minimización funcional partiendo de una
situación inicial de anchoring planar y condiciones de coexistencia IN de volumen demuestra que,
en efecto, el caso V0 = 0.20kT (representado figura 3.15) es metaestable, mientras que el anterior,
V0 = 0.013kT, es estable. Sin embargo, ya vimos (figura 3.13 (a)) que la transición de anchoring se
desplazaba hacia V0 > VA0 cuando aumentamos el potencial químico por encima de la coexisten-
cia. De forma que cabe la posibilidad de estabilizar una fase con el director perpendicular a la
pared si aumentamos lo suficiente el potencial químico.
¿Cómo es entonces el diagrama de fases cuando atravesamos la transición de anchoring?. Se
puede ver un ejemplo en la figura 4.8 para el caso V0 = 0.3kT. Hemos elegido este en lugar
de V0 = 0.2kT ya que es mucho más claro visualmente. Las dos estructuras, anchoring planar
y homeotrópico, son posibles. Existe una isla de nemático con el director paralelo a la pared
limitada inferiormente por una transición de primer orden con una fase isótropa y superiormente
por una transición de primer orden con un nemático que tiene el director perpendicular a la
pared. Esta transición entre dos estados nemáticos con diferente orientación es el remanente de
la transición de anchoring del sistema semi-infinito. Para H → ∞ tiende hacia el valor de volumen
µA > µcoex (cuando V0 > VA0 ). Una tercera línea, en este caso correspondiente a una transición
de primer orden isótropo-nemático homeotrópico, parte de un punto triple (círculo negro) de la
mencionada isla y muere en un punto crítico (círculo vacío). Por último destacar que en todo
el rango de H la transición de capilaridad ocurre a un potencial químico por encima del de la
coexistencia IN de volumen.
Ya sabemos que al seguir aumentando V0 el sistema atraviesa una segunda transición de
wetting, en esta ocasión con el director paralelo a la superficie. A diferencia de la anterior
(V0 < VWN⊥0 ) se trata de una transición de primer orden y tiene asociada una línea de prewetting
fuera de coexistencia. Veamos qué ocurre al confinar el sistema.
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Figura 4.9.: Diagrama de fases en el plano µ− H para V0 = 0.7kT (a) y V0 = 1.4T (b), es decir V0 > VWN||0 .
Al potencial químico le hemos sustraído el de la coexistencia IN. La longitud de decaimiento del
potencial es α = 0.88(L+ D)−1 en ambos casos. Las líneas muestran las transiciones de primer orden
entre los distintos estados: isótropo "iso", nemático con anchoring planar "nem(||)" y prewetting "pw".
Círculos vacíos son puntos críticos y el círculo negro resalta la presencia de un punto triple.
Se puede ver en la figura 4.9 el diagrama de fases para dos situaciones donde V0 > V
WN||
0 . En
(a) V0 = 0.7kT, es decir a la izquierda del punto crítico de la transición de prewetting y en (b)
V0 = 1.4kT, de manera que hemos pasado el punto crítico (véase figura 3.11). Ambas situaciones
están muy dentro de la región de wetting completo con anchoring planar y como era esperable
la fase nemática con el director perpendicular ha desaparecido4. Debido a la situación de wet-
ting completo, se recupera de nuevo el hecho de que la transición de capilaridad ocurra antes
de la coexistencia IN de volumen. Un vez hemos pasado el punto crítico de la línea de prewet-
ting en el sistema semi-infinito (caso (b)) el diagrama es equivalente a la situación de anchoring
homeotrópico que vimos anteriormente, salvo que ahora la transición es entre un estado isótropo
y un nemático con anchoring planar. No ocurre igual en el caso representado en (a), donde es-
tamos relativamente cerca de VWN||0 y todavía persiste la transición de prewetting. La transición
de prewetting del sistema semi-infinito continúa en el interior del poro y se cruza con la línea
de nematización capilar, dando lugar a un punto triple (círculo negro). En dicho punto triple
coexisten una fase nemática uniforme, un isótropo y la fase que ha experimentado el prewetting
(región central isótropa, pero con una capa de nemático adsorbida sobre las superficies). En la
figura 4.10 podemos ver los parámetros de orden de las tres fases que coexisten en el punto
triple. Recordemos que para estos valores de V0 todavía persiste la capa inicial con el director
perpendicular. A la izquierda del punto triple continúa una rama isótropo-nemático que muere
en un punto crítico.
Es interesante la pequeña pendiente de la línea de prewetting en comparación con el resto
4Cabe la posibilidad de que se haya desplazado hacia potenciales químicos muy altos. Tan altos que con seguridad sería
metaestable frente a fases con orden posicional.
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Figura 4.10.: Parámetros de orden de las fases que coexisten en el punto triple de la figura 4.9. (a) fase
nemática "nem(||)", (b) fase con una fina capa de nemático adsorbida sobre las superficies "pw" y (c)
una fase isótropa "iso". Con trazo continuo ρv0 (la densidad por el volumen molecular), la línea a trazos
gruesa es el parámetro de orden uniaxial η, la línea a trazos fina el parámetro de orden biaxial σ y la
línea punteada el ángulo de tilt ψ escalado en un factor pi (ψ∗ = ψ/pi).
de transiciones de capilaridad. La transición de prewetting apenas se ve afectada por el confi-
namiento, incluso cuando el ancho del poro es pequeño. La razón es que los estados por encima
y por debajo de la transición de prewetting están desordenados en el centro del poro (el parámetro
de orden uniaxial es casi nulo en mitad del poro, véase la figura 4.10) y la interacción entre los
dos sustratos se propaga mucho menos que a través de un nemático. Es como si las dos superfi-
cies "dejaran de verse” incluso a distancias muy pequeñas cuando hay un isótropo en el centro
del poro.
4.3. Confinado asimétrico
La segunda parte del capítulo está dedicada al estudio de celdas asimétricas. Una de las situa-
ciones más interesante tiene lugar cuando un sustrato favorece anchoring homeotrópico y el
otro anchoring planar (no degenerado). Esta configuración se conoce comúnmente como “celda
híbrida” y tiene gran interés práctico. Se usa por ejemplo en la determinación de las propiedades
de anchoring de los sustratos [145, 146, 147] y es importante en el contexto de los displays ópticos
basados en cristales líquidos [148].
En una celda híbrida se combinan los efectos de superficie y confinamiento con un nuevo
factor: la elasticidad debida a posibles deformaciones en el campo del director. La intensidad del
anchoring superficial y la anchura de la celda son dos parámetros cruciales que determinan el
estado final del sistema.
Cuando la anchura del poro es suficientemente grande, la configuración más estable consiste
en una variación más o menos lineal del director (fase L en la figura 4.11); de esta forma se
satisfacen las condiciones de contorno impuestas por las superficies y se consigue minimizar la
energía elástica.
Si ahora forzamos el sistema disminuyendo la anchura del poro y el anchoring impuesto por
una superficie es mucho mayor que el de la otra, se espera que las moléculas se orienten en
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Figura 4.11.: Representación esquemática de dos de las posibles orientaciones que puede adoptar el director
en una celda híbrida: fase L, donde el director rota de manera más o menos uniforme a lo largo del
poro y fase S con dos capas de nemático enfrentadas que tienen el director perpendicular entre ellas.
toda la celda a lo largo de la dirección dada por la superficie dominante [149]. Vamos a etiquetar
este estado con la letra U, de uniforme. Existe una transición estructural entre los estados L y U
conocida como transición de anchoring inducida por confinamiento. En cierto sentido es similar
a la transición de Fréedericksz, pero inducida por variaciones en el espesor de la celda en lugar
de por la acción de campos electromagnéticos externos.
Por el contrario, cuando ambas superficies imponen un anchoring similar y fuerte5, es posible
que una fase con dos capas uniformes de nemático, que tienen el director perpendicular entre
sí, sea estable para anchuras de poro suficientemente pequeñas (fase S en la figura 4.11). De esta
forma el sistema gana energía de superficie, al satisfacer el anchoring en toda la celda, a cambio
del gasto que supone crear un defecto de tipo interfacial. Nos referiremos a este estado con el
nombre de fase escalón (step-like phase), si bien en la literatura también aparece frecuentemente
como biaxial phase o director-exchange phase.
La fase escalón ha sido estudiada en el contexto de la teoría Landau-de Gennes [150, 151, 152] y
con simulaciones Monte Carlo sobre un modelo de red [153]. Rodríguez-Ponce et al. [154], usando
un modelo muy sencillo basado en el funcional de la densidad, observaron una fase similar, si
bien la interfase abrupta entre los dos nemáticos está localizada muy cerca de una de las paredes
(a una distancia del orden de la longitud molecular). Esto es debido a que su modelo de interac-
ción intermolecular favorece una orientación planar del director. Los autores también estudiaron
la anchura a la que tiene lugar la transición en función del anchoring superficial. Encontraron que
la anchura necesaria para estabilizar la fase lineal es menor cuanto mayor es el anchoring super-
ficial. Resultado este contrario a las predicciones de la teoría Landau-de Gennes [151]. Todavía
hoy no existen evidencias experimentales claras que corroboren la existencia de esta fase. No
obstante, podría haber sido observada recientemente usando un aparato de fuerzas de superficie
(SFA). Zappone et al. [155] han encontrado un cambio en el signo de la fuerza entre las dos super-
ficies del SFA cuando la separación es muy pequeña, del orden de 10nm. Los autores del estudio
apuntan que podría ser una evidencia indirecta de la aparición de una fase de tipo S.
Las condiciones necesarias para estabilizar una fase escalón y otros aspectos como la anchura
máxima a la que puede sobrevivir continúan siendo una cuestión abierta. Para intentar dar res-
puesta a estos aspectos vamos a estudiar, mediante un modelo microscópico, la estabilidad de la
fase escalón en una celda híbrida. También queremos ver cuál es su conexión con el estado de
wetting del sistema, con los efectos elásticos y con las transiciones que tienen lugar en volumen.
5Tiene que ser lo suficientemente fuerte como para que satisfacer las condiciones de contorno compense la creación de
un defecto de tipo interfacial.
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Figura 4.12.: Parámetros de orden de las dos fases que coexisten en el caso de paredes asimétricas. La
pared izquierda favorece un anchoring homeotrópico (V0 = −1.0kT) y la derecha un anchoring planar
(V0 = 3.0kT). En ambas, la longitud de decaimiento del potencial es α = 1.77(L + D)−1. La línea
continua es la fase lineal (L) y la discontinua la fase abrupta (S). Los perfiles son: (a) la fracción de
empaquetamiento local, (b) parámetro de orden uniaxial, (c) parámetro de orden biaxial y (d) ángulo
de tilt en grados.
Los resultados que se muestran a continuación han sido obtenidos para esferocilindros duros
con una relación de aspecto L/D = 5 confinados en una celda híbrida. La versión del funcional
de la densidad utilizada es la misma que en secciones precedentes. Hemos dividido los resulta-
dos en tres partes. Primero estudiaremos qué ocurre cuando ambos sustratos inducen anchoring
fuerte. Seguiremos analizando una situación donde uno de los sustratos induce anchoring débil,
y para finalizar veremos una situación diferente: qué ocurre cuando una superficie favorece el
crecimiento de un nemático y la otra el de un isótropo.
4.3.1. Celda híbrida: ambos sustratos inducen anchoring fuerte
Dado que nuestro interés es encontrar la fase con dos capas nemáticas enfrentadas, debemos im-
poner una situación de anchoring fuerte. Necesitamos por tanto unos valores de la intensidad del
potencial de superficie V0 que se encuentren en la región de wetting completo por nemático (véase
la figura 3.15). Nuestra elección ha sido V I0/kT = −1.0 para el sustrato en z = 0 y VD0 /kT = 3.0
en la pared situada en z = H (la expresión del potencial externo se puede encontrar en la ec. (4.5)).
Es decir, el sustrato en z = 0 favorece una orientación homeotrópica mientras que el situado en
z = H favorece un anchoring planar no degenerado o anchoring homogéneo.
En la figura 4.12 vemos los parámetros de orden de dos fases que coexisten en la celda híbrida.
Hay una transición de primer orden entre ambas fases. El ancho del poro es H = 8.70(L+ D) y
el potencial químico es el de la coexistencia isótropo-nemático en volumen, µ = µcoex.
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Figura 4.13: Diagrama de fases en el plano
anchura del poro-longitud inversa de de-
caimiento del potencial de superficie. El po-
tencial químico está fijado al de la coexisten-
cia isótropo-nemático de volumen, µ = µcoex,
y la intensidad del potencial de superficie es
V I0 /kT = −1.0 y VD0 /kT = 3.0. Existe una
transición de primer orden entre una fase S
y una fase L. Los círculos son el resultado de
la minimización funcional y la línea a trazos
es un ajuste de tipo exponencial (detalles del
ajuste en el texto).
Atendiendo al perfil del ángulo de tilt (d) podemos clasificarlas como una fase de tipo L (línea
continua) y una de tipo S (línea a trazos). Nótese como la fase tipo S tiene un parámetro de orden
uniaxial (b) que es nulo en la interfase entre los dos nemáticos. Existe también en la misma región
una pequeña disminución en la fracción de empaquetamiento local (a) y una ligera biaxialidad (c).
Esta disminución del orden en la interfase entre las dos capas nemáticas enfrentadas disminuye
el coste energético que conlleva una variación tan rápida del director [152]. El modelo contiene
por tanto una fase de tipo escalón y una transición a un nemático lineal. Vamos a ver cómo se ve
afectada su estabilidad por dos mecanismos: cambios en el potencial de superficie y variaciones
en el ancho del poro.
Existen pocos trabajos que estudien esta configuración [150, 151, 152, 153] y ninguno hace
referencia al papel que juega el alcance del potencial. Nosotros hemos analizado cómo varía
la anchura del poro necesaria para estabilizar una fase de tipo S en función de la longitud de
decaimiento inversa del potencial, α. Los resultados se pueden ver en el diagrama de fases de la
figura 4.13. Los círculos se corresponden con la minimización funcional y la línea a trazos es el
mejor ajuste a una curva del tipo H = a+ b · exp(−cx), siendo a = 7.33(L+D), b = 26.24(L+D)
y c = 1.72(L+ D). La estabilidad de la fase S aumenta conforme la longitud de penetración del
potencial es mayor (disminuye α). En el límite opuesto (menor longitud de penetración) parece
que se alcanza un valor de saturación. En todo el rango de α estudiado la transición entre las
fases S y L es de primer orden. No hemos encontrado ninguna evidencia de que el diagrama de
fases termine en un punto crítico.
El cálculo anterior está realizado para un potencial químico fijo, µ = µcoex. Siguiendo los pasos
del caso simétrico, queremos ver qué ocurre con la transición si fijamos el potencial de la pared
y variamos el ancho del poro; de esta forma podremos establecer una conexión con las transi-
ciones de volumen. Para ello se ha establecido el alcance del potencial a α = 0.88(L+ D)−1 (el
mismo que en secciones anteriores) y hemos obtenido el diagrama de fases en el plano potencial
químico-anchura del poro. Se puede ver en la figura 4.14. La línea continua marca la transición de
primer orden entre las dos fases. A potenciales químicos por debajo de la transición es estable el
estado que hemos denominado S, mientras que para potenciales químicos por encima de la tran-
sición es estable la fase L. Cuando el poro es pequeño la transición tiene lugar para potenciales
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Figura 4.14.: Diagrama de fases de superficie de una celda híbrida en el plano potencial químico-anchura
del poro. Al potencial químico le hemos restado el de la coexistencia IN de volumen. El sustrato
izquierdo favorece anchoring homeotrópico V I0 /kT = −1.0 y el derecho planar VD0 /kT = 3.0. En ambos
casos el alcance del potencial es α = 0.88(L+ D)−1. El círculo vacío es una estimación de la localiza-
ción del punto crítico. Los círculos marcados como A y B marcan los puntos para los cuales se han
representado los perfiles de los parámetros de orden en la figura 4.15.
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Figura 4.15.: Parámetro de orden uniaxial η y ángulo de tilt ψ de las fases que coexisten en los puntos
marcados como A (a y c) y B (b y d) en el diagrama de fases de la figura 4.14. Nótese en (d) que el
director no está definido cuando se tiene η = 0.
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Figura 4.16: Espesor de la región correspondi-
ente al isótropo frente a la anchura del poro.
Las líneas son ajustes lineales: la línea pun-
teada es el ajuste a los puntos rellenos y
la línea discontinua es el ajuste a los pun-
tos vacíos. l se ha definido como la sepa-
ración entre las capas de nemático adsor-
bidas sobre la superficie en el punto donde
el parámetro de orden uniaxial toma la mi-
tad del valor de volumen en la coexistencia
isótropo-nemático. En cada caso el poten-
cial químico es de la coexistencia SL confi-
nada.
químicos por encima de la coexistencia isótropo-nemático de volumen y finalmente termina en
un punto crítico. El círculo vacío marca la estimación de la localización de dicho punto. Si ahora
aumentamos el ancho del poro, la transición tiene lugar antes que la coexistencia IN de volumen
y tiende muy lentamente hacia ese valor cuando H → ∞.
Hay dos aspectos llamativos en este diagrama de fases. El primero de ellos es que no hemos en-
contrado evidencia de que la transición SL termine en un punto crítico al aumentar el ancho del
poro. Esto contradice lo que se pensaba hasta ahora (recordemos que la estabilidad de la fase S se
creía restringida a celdas pequeñas). El otro punto que llama la atención es, ¿por qué esta transi-
ción estructural entre dos fases nemáticas recupera el límite de la transición isótropo-nemático de
volumen cuando el ancho de la celda es grande?. La respuesta a estos interrogantes se encuentra
en la figura 4.15. Muestra los perfiles de las fases que coexisten en los puntos marcados como A
y B en el diagrama de fases. Observemos el comportamiento de η en la fase S (línea continua).
Cuando el poro es estrecho (a), la región entre capas nemáticas (con η ∼ 0) es del orden de una
longitud molecular y se puede hablar de una “verdadera” fase S. Sin embargo, al aumentar H
(b) la región en la que se tiene un parámetro de orden nulo ha aumentado considerablemente,
desarrollándose una capa de isótropo bien definida que separa las capas nemáticas adsorbidas
sobre las superficies.
Sean li y ld el espesor de las capas nemáticas adsorbidas sobre la superficie izquierda y derecha
respectivamente. Al acercarnos a la coexistencia IN de volumen, dichas capas experimentan un
crecimiento logarítmico (como corresponde a interacciones de corto alcance) ya que estamos en
una situación de wetting completo por nemático: li, ld ∼ −log|∆µ| para ∆µ → 0. La región ocu-
pada por el isótropo se puede expresar como l(µ) = H − li(µ)− ld(µ), y puesto que H ∼ 1/∆µ
(recuérdese la ecuación de Kelvin) es evidente que la anchura de la capa de isótropo crece con-
forme aumenta el ancho del poro, y por tanto termina por desacoplar completamente las capas
nemáticas6. Se puede apreciar este comportamiento en la figura 4.16 donde se ha representado
6Al igual que ocurría en el caso simétrico, cuando el ancho del poro sea suficientemente grande la capa de nemático
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Figura 4.17: Diagrama de fases de una celda
híbrida en el plano potencial químico (le
hemos restado el de la coexistencia IN de
volumen) - anchura del poro. Los valores
del potencial de superficie son V I0 /kT = 0 y
VD0 /kT = 0.35, con un alcance α = 0.88(L+
D)−1 en ambos casos. El círculo indica la
presencia de un punto crítico IU. También
se aprecia un punto triple ILU.
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l frente a la anchura del poro. Cuando esta última es pequeña las capas nemáticas adsorbidas
sobre las superficies ocupan el poro casi por completo y el isótropo se reduce a una región de
tamaño molecular. Conforme crece H y las capas “dejan de verse” la región del isótropo aumenta
rápidamente de tamaño. Se tiene entonces que la fase S conecta con el isótropo de volumen, sin
evidencia alguna de que exista una transición entre ellas, y la L con el nemático, es decir, esta-
mos estudiando la clásica transición de capilaridad isótropo-nemático. La fase S es el isótropo
de volumen confinado y la transición SL es por tanto una transición de fase y no una transición
estructural entre dos fases nemáticas, tal y como se había estado considerando hasta ahora.
Al favorecer cada pared la formación de un nemático con distinta orientación, se produce una
interacción destructiva entre ambas que se refleja en el hecho de que la transición IN tenga lugar
a potenciales químicos por encima de la coexistencia de volumen cuando la distancia entre los
sustratos es pequeña. Es el efecto contrario al que veíamos en el caso simétrico (figuras 4.4 y
4.9) donde la interacción entre ambas paredes favorecía que la transición de capilaridad tuviera
lugar antes que en volumen. Cuando la separación entre ambos sustratos aumenta, la interacción
entre los mismos disminuye y la transición IN confinada se aproxima por debajo a la coexis-
tencia de volumen. Es el comportamiento esperado atendiendo a los argumentos macroscópicos
mencionados con anterioridad.
4.3.2. Celda híbrida: un sustrato induce anchoring débil
Acabamos de ver una situación donde ambas paredes favorecen un anchoring fuerte y opuesto.
Veamos qué ocurre si una de las superficies induce un anchoring débil, por ejemplo en las cer-
canías de la transición de anchoring del sistema semi-infinito y la otra induce wetting completo por
nemático. En estas condiciones es posible que se estabilice una fase U (con el director uniforme)
adsorbida sobre la pared en el estado isótropo será muy ancha. En estas circunstancias una configuración donde el
director rota pi/2 desde la pared que favorece anchoring homeotrópico, z = 0, hasta la interfase IN será más estable.
Dicha capa crece como ∆µ−1/2 y por lo tanto el argumento sigue siendo válido.
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Figura 4.18.: Diagramas de fase esquemáticos que se pueden dar en una celda híbrida. Los detalles de cada
configuración se pueden encontrar en el texto.
a pesar de encontrarnos en una celda híbrida, ya que la intensidad del anchoring es distinta en
las dos superficies. En la figura 4.17 se ha representado el diagrama de fases de un caso así. En
la pared izquierda V I0/kT = 0 (wetting completo por nemático homeotrópico) y en la derecha
VD0 /kT = 0.35 (wetting parcial por nemático planar). Aparecen tres fases: la isótropa (nótese que
ya no usamos la etiqueta S pues sabemos que se trata en realidad del isótropo de volumen), la
nemática lineal L y una tercera fase nemática uniforme U donde el director es homeotrópico en
toda la celda. La estabilidad de la fase U se extiende a celdas muy anchas, sin señales de que
desaparezca en un punto crítico. Este comportamiento no es consistente con que su estabilidad
se deba a diferencias en la intensidad del anchoring superficial. En efecto, la fase U es debida,
en este caso, a que el sustrato situado en z = H atraviesa una transición de anchoring cuando
aumentamos el potencial químico (véase la figura 3.15). La transición de anchoring que tiene lu-
gar en el sistema semi-infinito sobrevive en la celda y muere en la línea de nematización capilar,
dando lugar a un punto triple ILU. Para H menores que el del punto triple persiste una transi-
ción IU que termina en un punto crítico. A la derecha del punto triple aparecen dos ramas, la
isótropo-nemático lineal y la nemático lineal-nemático uniforme.
Un sistema parecido ha sido estudiado recientemente por Rodríguez-Ponze et al. mediante el
funcional de la densidad [128]. El sistema estudiado por los autores se diferencia del nuestro en
que la fase isótropa “moja” el sustrato que experimenta la transición de anchoring. El resultado
es la supresión de la transición de capilaridad isótropo-nemático, de forma que las transiciones
de capilaridad y anchoring nunca interaccionan.
Volviendo a nuestro modelo, es previsible que si aumentamos la diferencia entre la intensidad
del anchoring de las dos superficies aparezca una fase uniforme cuyo origen sea esa diferencia y
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no el que tenga lugar una transición de anchoring. En el rango de potenciales químicos y anchuras
de poro analizados no hemos encontrado la transición a dicha fase, que como ya hemos visto se
conoce como anchoring inducido por confinamiento [145, 146, 147].
A modo de conclusión, resumimos los diferentes escenarios posibles en una celda híbrida.
Se pueden ver de forma esquemática en la figura 4.18. El caso más sencillo es simplemente la
ocurrencia de una transición de capilaridad isótropo-nemático lineal, está representado en el
apartado (a). Cuando la energía de anchoring de una de las superficies es grande en comparación
con la otra puede surgir una rama nemático lineal-nemático uniforme para anchos de poro pe-
queños (b). Si la separación aumenta ambas paredes dejaran de verse y por tanto esta fase U debe
morir en un punto crítico. También es posible la ocurrencia de una transición uniforme-lineal si
uno de los sustratos experimenta una transición de anchoring, es el caso (c). Este caso es el mismo
que vimos en la figura 4.17 con la única diferencia de que la línea LU termina en un punto crítico
en lugar de colapsar con la IL. En esta ocasión la fase U persiste hasta H → ∞.
El caso más complejo está representado en (d), hay dos fases uniformes U y U′. La rama LU′
se debe a que uno de los sustratos atraviesa una transición de anchoring al variar µ, mientras que
la rama LU tiene su origen en la diferente intensidad del anchoring superficial. Lo interesante de
este caso es que la orientación de las fases U y U′ puede ser diferente y dar lugar a una nueva
rama de coexistencia UU′.
4.3.3. Celda híbrida nemático-isótropo
En un sentido más amplio también se entiende por celda híbrida cuando uno de los sustratos
favorece la formación de un nemático y el otro un isótropo. La situación más interesante se
produce cuando uno de los sustratos induce wetting completo por isótropo y el otro wetting
completo por nemático. Bajo tales circunstancias, un análisis macroscópico basado en la ecuación
de Kelvin predice la supresión de la transición de capilaridad isótropo-nemático. Parry y Evans
[156] fueron los primeros en analizar dicha supresión mediante teoría Landau en el contexto de
sistemas magnéticos (supresión de la transición de magnetización). También se ha analizado en
cristales líquidos mediante un modelo Landau [157] y recientemente con un modelo basado en
el funcional de la densidad [128].
El potencial externo que hemos usado para describir la interacción entre el cristal líquido y
la superficie no induce wetting completo por isótropo en el sistema, ya vimos en la sección 3.3.4
que era inestable, y por lo tanto no podemos estudiar esta fenomenología. Sí podemos analizar
qué ocurre cuando uno de los sustratos tiene preferencia por la fase isótropa (γSN > γIN) y el
otro por la fase nemática. Para concluir brevemente el capítulo vamos a analizar un caso así. La
pared en z = 0 favorece un nemático, V I0/kT = −0.1 (wetting completo), y la situada en z = H
un isótropo, VD0 /kT = 0.13 (wetting parcial). En las dos el alcance es α = 0.88(L+ D)
−1.
Los resultados se muestran en la figura 4.19. En (a) vemos el diagrama de fases en el plano
potencial químico-anchura del poro (línea continua). Tal y como esperábamos no aparece feno-
menología nueva. Las líneas a trazos de la figura representan los casos simétricos: en la superior
ambas paredes con V0/kT = 0.13 y en la inferior V0/kT = −0.1. El valor al que tiene lugar la
transición IN en el sistema asimétrico está siempre en la región delimitada por el caso de paredes
simétricas. Nótese que esto no es lo que ocurría cuando las paredes favorecían nemáticos con dis-
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Figura 4.19.: (a) Diagrama de fases en el plano H − µ. En todos los casos el alcance es α = 0.88(L+ D)−1.
La descripción de las distintas líneas se puede encontrar en el texto. El círculo negro marca el punto
para el cual hemos representado en (b) la fracción de empaquetamiento local (arriba) y el parámetro
de orden uniaxial (abajo) de las dos fases que coexisten.
tinta orientación. La diferencia radica en cómo interaccionan las paredes en el sistema asimétrico
respecto al caso simétrico. Cuando una pared favorece un nemático y la otra un isótropo la
interacción entre ambas es constructiva (en el sentido de que beneficia la nematización), exacta-
mente igual que el caso simétrico. Por el contrario, cuando las paredes inducen nemáticos con
distinta orientación, la interacción entre ambas es destructiva, mientras que en el caso simétrico
es constructiva.
En la parte (b) de la figura vemos los perfiles de la fracción de empaquetamiento local (arriba)
y el parámetro de orden uniaxial (abajo) de las fases que coexisten en el punto marcado por
un círculo negro en (a). La capa de nemático adsorbida sobre la pared izquierda, que favorece
wetting completo por nemático, tiene un ancho mayor que la adsorbida sobre la pared derecha.
Los parámetros σ y ψ (no se muestran) son nulos en toda la celda.
4.4. Conclusiones y cuestiones abiertas
En este capítulo hemos estudiado el diagrama de fases de un sistema de esferocilindros duros
confinado entre dos paredes, así como su relación con las propiedades de wetting y anchoring
del sistema formado por una pared y un cristal líquido (sección 3.1). Hasta donde llega nuestro
conocimiento es la primera vez que se aborda el problema desde un punto de vista molecular
y sin restricciones o simplificaciones sobre la orientación de las partículas. Hemos tratado dos
situaciones, el caso simétrico y el asimétrico.
La figura 4.20 trata de resumir escuetamente los diferentes escenarios cuando ambas paredes
son idénticas, así como su relación con el sistema semi-infinito. En la parte superior vemos los
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Figura 4.20.: Resumen de los diferentes diagramas de fases del sistema confinado (parte superior) y su
relación con las propiedades de wetting (parte inferior). Las diferentes fases involucradas son: "iso"
isótropo, "||" nemático con el director paralelo a la superficie y "⊥" nemático con el director perpendi-
cular a la pared.
diagramas de fases según variamos la afinidad e intensidad con que el sustrato orienta a las
moléculas (V0). El comportamiento de wetting está indicado por flechas horizontales en la parte
inferior de la figura.
En el régimen de wetting completo por nemático la transición IN confinada tiene lugar antes
que en volumen (diagramas a,d y e), es decir, se produce “nematización capilar”. De hecho
no hace falta una condición tan drástica, basta que se verifique que la tensión superficial de la
interfase sustrato-nemático sea inferior a la sustrato-isótropo para mostrar este comportamiento
(las flechas verticales de los extremos indican esta condición). Cuando se da la situación contraria,
es decir γSN > γSI , la transición IN confinada ocurre a potenciales químicos por encima de la
coexistencia de volumen cuando el ancho del poro es suficientemente grande (b y c). Tiene lugar
entonces una “isotropización capilar”. Es la región comprendida entre las flechas verticales de los
extremos. Este es el comportamiento para anchos grandes, que está dominado por la ecuación de
Kelvin. Sin embargo, para anchos de poro pequeños la interacción entre ambas paredes promueve
(b) o no (c) el orden nemático en el interior del poro. El resultado final es que hay situaciones
donde la transición isótropo-nemático confinada tiene lugar antes o después que en volumen
dependiendo de la anchura del poro (b). Es un comportamiento no monótono de la transición
de capilaridad. También en la región de wetting parcial tiene lugar una transición de anchoring
(marcada por la línea vertical central). Los efectos de dicha transición se propagan al sistema
confinado y dan lugar a un nuevo e interesante diagrama de fases (c), donde, además de la
coexistencia IN, aparece otra línea de coexistencia entre dos nemáticos con distinta orientación.
Finalmente, si la transición de wetting es de primer orden en el sistema semi-infinito, tendrá
asociada una línea de prewetting. Dicha transición de prewetting sobrevive en el sistema confinado
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y se ve muy poco afectada por el confinamiento (d), incluso cuando el ancho del poro es muy
pequeño.
Todas las transiciones de capilaridad terminan en un punto crítico cuando la distancia entre
las paredes es pequeña (círculos negros en la figura). En esta zona no se puede aplicar un razo-
namiento macroscópico basado en la ecuación de Kelvin, que sí se verifica completamente en el
régimen H → ∞.
También hemos tratado la situación asimétrica, siendo el caso más interesante cuando las dos
superficies favorecen la formación de un nemático con diferentes orientaciones. En principio se
esperaba un comportamiento significativamente distinto al del caso simétrico, con la aparición
de una fase escalón y su correspondiente transición estructural hacia un nemático lineal. Nues-
tros cálculos revelan que en realidad la fase escalón conecta con el isótropo de volumen. No se
trata por tanto de una fase nueva, y la transición que tiene lugar en el poro es la clásica transi-
ción de nematización capilar. Dicha transición presenta alguna diferencia importante respecto al
caso simétrico. En primer lugar, en la fase nemática, el director rota para satisfacer el anchoring
impuesto por las superficies. La densidad de energía elástica (por unidad de área) asociada a
dicha rotación en toda la celda es pi
2
8
K1
H , donde K1 es la constante elástica de las deformaciones
de tipo splay. Es un término despreciable cuando la anchura del poro es suficientemente grande,
pero a tener en cuenta en poros de tamaño intermedio (véase la modificación de la ecuación de
Kelvin en la sección A.4.2 del apéndice). En el límite opuesto, poros pequeños, también aparecen
diferencias. En el caso simétrico y en condiciones de wetting completo, la interacción entre las
dos superficies es constructiva, de manera que favorecen el orden nemático. Orden que se ve
más favorecido cuanto más dentro de la región de wetting completo nos encontremos. Por contra,
cuando las paredes son asimétricas y se encuentran en la región de wetting completo, su inte-
racción es destructiva. Favorecen entonces la estabilidad de la fase isótropa frente a la nemática
(figura 4.14).
En todos los casos los perfiles de los parámetros de orden varían lentamente a lo largo de toda
la celda, lo cual nos hace pensar que la aproximación usada en el funcional es razonable. No
obstante, hemos realizado comprobaciones puntuales con el funcional no local (sección 2.5). Los
resultados obtenidos son muy similares, incluso cuando el ancho del poro es pequeño. Sin em-
bargo no podríamos usar esta aproximación para cualquier relación de aspecto del esferocilindro.
En el caso tratado se tiene χ = L/D = 5 y la transición IN de volumen está suficientemente ale-
jada de la nemático-esméctico, de forma que los perfiles están poco estructurados en el rango de
presiones al que hemos trabajado. La situación es aún más favorable si aumentamos la relación
de aspecto (recuérdese el diagrama de fase de volumen de la figura 1.6), pero si la disminuimos
nos acercaremos al punto triple isótropo-nemático-esméctico y no podremos usar el funcional
local para estudiar la transición IN confinada.
Hay varias cuestiones que no han sido tratadas y podrán ser objeto de un trabajo futuro. En
concreto hay tres especialmente interesantes. La primera de ellas la mencionamos a lo largo del
capítulo. La interfase IN libre tiene una tensión superficial mínima cuando las moléculas del
nemático se sitúan paralelas a la interfase. Cuando tenemos una capa de nemático adsorbida
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Figura 4.21.: Posible diagrama de fases en un sistema compuesto por paredes asimétricas que atraviesan
una transición de prewetting. En la derecha una representación esquemática de las distintas fases: I
isótropo; pw la pared izquierda atraviesa la transición de prewetting; pw’ ambas paredes han atravesado
la transición de prewetting; N nemático.
sobre una superficie que impone anchoring homeotrópico se crea una interfase IN que no verifica
esta condición. Si la capa adsorbida es suficientemente grande, ∼ 100(L+ D), resultará energéti-
camente favorable rotar las moléculas del nemático a lo largo de la capa con la intención de que
la tensión superficial de la interfase IN sea mínima. Esto da como resultado una coexistencia de
primer orden entre dos fases, una con las moléculas rotadas y otra con el director uniforme. Sería
interesante ver qué le ocurre a esa transición cuando confinamos el sistema. Es previsible que la
transición siga teniendo lugar en el poro, dando como resultado un diagrama de fases parecido
al que se obtiene cuando hay prewetting (Fig. 4.9 (a)), pero teniendo en cuenta que la nueva línea
de coexistencia comenzará a ser estable para poros mucho más anchos.
Pensemos en la transición de prewetting en el interior del poro. En ella coexisten dos fases con
una zona central isótropa. Dichas fases se diferencian en las capas nemáticas adsorbidas sobre los
sustratos, que tienen diferentes anchuras. El comportamiento es el mismo en la pared izquierda
que en la derecha, pues el poro es simétrico. Si hacemos ahora las paredes asimétricas, esto deja
de ser cierto, y podremos tener una nueva línea de coexistencia. La coexistencia sobre esta nueva
línea será de una fase donde ambas paredes han atravesado la transición de prewetting, con otra
donde solo uno de los sustratos ha atravesado el prewetting. Se puede ver un ejemplo de cómo
podría ser el diagrama de fases en la figura 4.21. Si un diagrama como este es estable debería
aparecer eligiendo dos valores de V0 diferentes y que estén dentro de la región donde la transición
de prewetting tiene lugar en el sistema semi-infinito. También se espera una topología como esta
si construimos un poro asimétrico donde ambas superficies favorezcan wetting completo por
nemático homeotrópico, siendo la intensidad del anchoring la diferencia entre los sustratos. En
este caso las capas nemáticas adsorbidas no se diferenciarán en su espesor, sino en la orientación
del director (uniforme en un caso y rotado en el otro). Un escenario todavía más complejo es
factible si combinamos ambos efectos. Las líneas de coexistencia Ipw, Ipw′ y pw′N del diagrama
anterior se podrían desdoblar dando lugar a nuevas ramas y puntos triples. Con nuestro potencial
de superficie esto no es posible, ya que solo existe prewetting cuando el wetting es planar, y no
cuando el wetting es por una fase nemática homeotrópica.
Desde un punto de vista experimental, el microscopio de fuerzas atómicas parece un candidato
excelente para corroborar al menos parte de los resultados obtenidos, como el comportamiento
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no monótono de la transición de capilaridad o la conexión de la fase escalón con el isótropo de
volumen. Para ello sería necesario realizar experimentos similares a los que describimos en la
introducción del capítulo [142], pero variando el tipo de sustrato o el propio cristal líquido, de
manera que se consiga variar las condiciones de wetting y obtener celdas híbridas.
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5.1. Introducción
En el capítulo anterior nos hemos centrado en comprender las propiedades de un cristal líquido
nemático confinado y hemos visto como una superficie es capaz de orientar las moléculas. No se
prestó atención a la posibilidad de que se formaran fases con orden posicional en el interior del
poro. El propósito del presente capítulo es comprender cómo afecta el confinamiento a la fase
esméctica de un cristal líquido.
Entender desde un punto de vista microscópico la interacción superficie-esméctico va más allá
del interés académico. Por poner un ejemplo, es bien sabido que una superficie induce orden
posicional en las moléculas de un cristal líquido junto a la superficie, incluso a temperaturas
donde la fase estable es un isótropo o un nemático [158]. Esto puede ser crucial a la hora de
diseñar displays basados en cristales líquidos, pues reduce de manera efectiva el ancho de la
celda. La falta de teorías microscópicas que describan bien las inhomogeneidades espaciales de
la fase esméctica junto con las limitaciones experimentales (como el control de la temperatura)
hacen que apenas existan trabajos en la literatura.
Horn et al. [159] y Moreau et al. [160] fueron los primeros en medir la interacción entre dos
superficies que contenían un cristal líquido con orden preesméctico, es decir con orden cerca de
las superficies pero no en toda la celda. Para ello usaron un aparato de fuerzas de superficie (SFA)
y un cristal líquido termotrópico (Horn) o liotrópico (Moreau). Ambos grupos obtuvieron un
perfil oscilatorio de la fuerza entre superficies como función de su separación, señal inequívoca
de que el cristal líquido se estructura en capas. Recientemente Kocˇevar et al. [161, 162, 163] y
Carbone et al. [164] han realizado medidas parecidas pero usando un microscopio de fuerzas
atómicas (AFM). También se ha estudiado la transición nemático-esméctico en aerogeles de sílice
[165, 166], en matrices porosas (CPG) [167, 168] y la dinámica de un esméctico confinado en
silicio poroso [169].
Mediante simulaciones Monte Carlo se ha estudiado el orden posicional inducido por confi-
namiento en un nemático [170, 171]. También es interesante el trabajo de Quintana et al. [172] con
moléculas que interaccionan vía un potencial Gay-Berne. El resultado es un desplazamiento de la
transición isótropo-esméctico y del punto triple vapor-líquido-esméctico en el sistema confinado
respecto al volumen.
El primer acercamiento teórico a este tipo de sistemas se lo debemos a de Gennes [173], quien
hizo uso de una teoría mesoscópica para describir la fuerza entre dos superficies mediada por
un fluido preesméctico. Creemos que nuestro trabajo [84, 85] ha sido pionero en tratar el orden
esméctico en el interior de un poro haciendo uso de una teoría microscópica capaz de describir
la falta de simetría translacional característica de estas fases. Recientemente Martínez-Ratón [174]
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Figura 5.1: Esquema del sistema que vamos a tratar.
Dos paredes paralelas y simétricas separadas
una distancia H. Esperamos la formación de
fases esmécticas en el interior, especialmente
cuando el ancho del poro conmensure con el pe-
riodo esméctico, tal y como se escenifica en la
figura.
ha realizado un estudio similar en dos dimensiones mediante un funcional de la densidad basado
en la teoría de las medidas fundamentales, donde la fase con orden posicional es un columnar
bidimensional.
5.2. Modelo
En este capítulo vamos a estudiar el confinamiento de la fase esméctica de esferocilindros duros
para varias relaciones de aspecto, concretamente L/D = 3.7, 5, y 6. Los dos últimos casos,
L/D = 5 y 6, presentan en volumen una transición nemático-esméctico. El primero, L/D = 3.7,
se encuentra por debajo del punto triple isótropo-nemático-esméctico del diagrama de fases de
volumen y por lo tanto la fase nemática no es estable, siendo entonces la transición entre una
fase isótropa y una esméctica (véase la figura 1.6). Aunque no hemos calculado con precisión
la relación de aspecto del punto triple para nuestro modelo, (L/D)INSm, podemos afirmar que
3.7 < (L/D)INSm < 4. Hemos comprobado que para L/D = 4 existe una transición isótropo-
nemático mientras que en el caso L/D = 3.7 la fase que coexiste con el esméctico es un isótropo.
Este resultado está en buen acuerdo con simulaciones Monte Carlo [33, 29] y con cálculos usando
el mismo modelo pero con un esquema numérico muy diferente [73].
A lo largo de este capítulo se ha usado la etiqueta F (fluido) para denotar indistintamente a las
fases isótropa I y nemática N. Haremos referencia a ambas fases como fases fluidas, en el sentido
de que no existe orden posicional en ellas. No obstante, no hay que olvidar que se trata de dos
estados de la materia distintos, diferenciados por el orden orientacional. Se entiende que F = I
si L/D = 3.7 y F = N cuando L/D = 5 o 6. Para el esméctico usaremos la abreviatura Sm.
En cuanto a la geometría, es la misma que usamos en el caso de fases fluidas en el capítulo 4:
dos paredes idénticas y paralelas separadas por una distancia H (véase la figura 5.1). El eje z es
normal a las paredes y el sistema es uniforme en el plano de la superficie XY. Las paredes se han
modelizado por medio de un potencial externo vext duro sobre los centros de masa (igual que en
el capítulo precedente pero haciendo V0 = 0kT):
vext(z) =

∞, z < 0
0, 0 ≤ z ≤ H
∞, z > H
(5.1)
Ya vimos que este potencial favorece que el director se oriente perpendicular al plano de
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las paredes. Se espera por tanto que el esméctico que se forme en el interior del poro sea un
esméctico de tipo A con las capas paralelas al plano de la superficie y el director perpendicular
a las mismas. En esta situación no es necesario describir el sistema con cuatro parámetros de
orden como hemos hecho hasta ahora. Podemos utilizar únicamente la densidad y el parámetro
de orden uniaxial. El parámetro de orden biaxial es nulo y el ángulo de tilt es constante a lo
largo de todo el sistema (ψ = 0o). El hecho de trabajar solo con dos parámetros de orden permite
abordar la minimización funcional con un esquema numérico más preciso y eficiente (sección
2.5.4).
Puesto que hemos tratado fases con orden espacial ha sido necesario usar el funcional WDA
que vimos en la sección 2.5.
5.3. Resultados
Como paso previo al cálculo en el sistema confinado es necesario minimizar la interfase libre de
volumen entre un fluido y una fase esméctica.
5.3.1. Interfase fluido-esméctico
El cálculo de la interfase entre un fluido, ya sea un isótropo o un nemático, y un esméctico
es significativamente más complejo que la interfase isótropo-nemático que vimos en el capítulo
anterior debido a la no uniformidad de la fase esméctica. El proceso se divide en dos partes.
i) Equilibrio termodinámico
El primer paso es calcular las condiciones de equilibrio termodinámico. Dado que estamos tra-
bajando con un modelo duro la condición de equilibrio térmico es trivial. No ocurre lo mismo
con las condiciones de equilibrio mecánico (igualdad de presiones) y equilibrio respecto al inter-
cambio de materia (igualdad de potenciales químicos). Nuestra forma de proceder ha sido fijar
el potencial químico y minimizar el gran potencial Ω en un celda con condiciones de contorno
periódicas. A partir de Ω se obtiene la presión directamente Ω = −PV y podemos ir variando el
potencial químico hasta encontrar la condición de equilibrio mecánico: ΩF(µFSm) = ΩSm(µFSm).
Está condición asegura la coexistencia pues la igualdad de potencial químico la hemos impuesto
como punto de partida.
La principal dificultad radica en la minimización del esméctico, es decir en obtener ΩSm. La
razón es que la minimización se hace en una celda periódica de tamaño fijo; tamaño que por lo
general no conmensura con el periodo de equilibrio del esméctico. Esto nos obliga a minimizar
sobre una variable más, d0: el periodo del esméctico. Para cada potencial químico hay que mini-
mizar varios esmécticos con distinto d0 y después interpolar para obtener el gran potencial y por
lo tanto la presión.
En la figura 5.2 se muestra un ejemplo para esferocilindros con relación de aspecto L/D = 5. En
(a) vemos la diferencia de gran potencial entre las fases esméctica y nemática ∆Ω = ΩSm −ΩN
frente al periodo del esméctico al potencial químico de la coexistencia de volumen µNSm. Los
círculos representan la minimización funcional y la línea continua es un ajuste polinómico. En el
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Figura 5.2.: (a) Diferencia de gran potencial por unidad de área A en unidades reducidas, ∆Ω∗ =
ALD(ΩSm −ΩN), frente al periodo del esméctico, d0, para esferocilindros con relación de aspecto
L/D = 5 y al potencial químico de la coexistencia de volumen NSm. (b) Fracción de empaquetamiento
local (arriba) y parámetro de orden uniaxial (abajo) de un esméctico con un periodo muy próximo al
de equilibrio (marcado por un círculo negro en (a)).
mínimo se cumple ∆Ω = 0, es decir, ambas fases tienen el mismoΩ y el mismo potencial químico
(recordemos que este último se fija como condición inicial), por lo tanto están en coexistencia. Si
repitiésemos el cálculo a otro potencial químico, veríamos que el mínimo de ∆Ω no sería cero,
indicación de que no se ha alcanzado el equilibrio mecánico.
Con el mallado que hemos usado es necesario minimizar un perfil que contenga del orden de
10− 20 capas de esméctico para poder tener una precisión en el periodo como la mostrada en la
figura. El círculo negro marca el punto para el cual se muestran en el apartado (b) los perfiles
de la fase esméctica: fracción de empaquetamiento local (arriba) y parámetro de orden uniaxial
(abajo).
Dejando de lado lo laborioso del proceso, la principal desventaja es la pérdida de precisión en
el cálculo. Se trata de una pérdida pequeña, que apenas afecta a cuestiones como los parámetros
de orden, la presión o el potencial químico de la coexistencia, pero que como veremos puede
limitarnos a la hora de establecer con seguridad el estado de wetting del sistema.
ii) Tensión superficial
Una vez hemos hallado el potencial químico y la presión a la que coexisten el fluido y el esméctico
estamos en condiciones de calcular la tensión superficial de la interfase entre ambos estados.
Podemos minimizar el exceso de gran potencial en una celda que contenga una fase fluida a un
lado de la interfase y un esméctico al otro, pero tenemos un problema: no está claro dónde situar
las condiciones de contorno en el lado del esméctico. Una solución, propuesta por Martínez-
Ratón et al. [175], consiste en minimizar películas de esméctico suspendidas en el fluido. El
exceso de gran potencial de este sistema contiene dos veces la tensión superficial de la interfase
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L/D µFSm/kT PFSmv0/kT γ∗FSm ρFv0 ρSmv0 d0/(L+ D) B
∗
3.7 24.091 8.212 0.5222 0.4652 0.5024 1.0178 9.19 · 102
5.0 21.636 6.650 0.0463 0.4547 0.4637 1.0418 6.26 · 102
6.0 21.651 6.456 0.2095 0.4539 0.4669 1.0594 1.93 · 103
Tabla 5.1.: Diferentes parámetros de coexistencia entre una fase fluida F y un esméctico Sm. La naturaleza
de la fase fluida es: isótropo (F = I) para L/D = 3.7 y nemático (F = N) en los otros dos, L/D = 5 y
L/D = 6. La unidades de la tensión superficial son γ∗FSm = βLDγFSm y las del módulo de elasticidad
B∗ = β(L+ D)3B.
(2γFSm) más un término de interacción entre ambas interfases. Por supuesto se trata de un estado
metaestable frente a otro donde una sola fase (fluido o esméctico) ocupa todo el volumen, pero
es suficientemente metaestable como para poder estudiarlo con el funcional de la densidad.
El término de interacción entre las dos interfases disminuye conforme aumenta la separación
entre ambas. Es necesario entonces realizar varios cálculos (con diferentes capas de esmécticos)
hasta estar seguros de que la interacción entre las interfases es despreciable. De nuevo se intro-
duce una fuente de error que disminuye la precisión de nuestro cálculo. En nuestro caso hemos
minimizado películas de unas 200 capas de esméctico suspendidas en un fluido.
En la figura 5.3 hemos representado los perfiles de la fracción de empaquetamiento (lado
izquierdo) y el parámetro de orden uniaxial (lado derecho) de la interfase entre un fluido y
un esméctico para las diferentes relaciones de aspecto que vamos a tratar. Por claridad hemos
representado únicamente la mitad de cada perfil, la otra es completamente simétrica.
En la tabla 5.1 se muestran los parámetros más relevantes de la coexistencia y la interfase
fluido-esméctico para las distintas relaciones de aspecto tratadas en este trabajo.
5.3.2. Estructura y diagrama de fases del sistema confinado
Conocidos los parámetros de la coexistencia de volumen pasamos a confinar el sistema. Quere-
mos entender cómo el confinamiento modifica el diagrama de fases de volumen. La posibilidad
de que se formen fases espacialmente ordenadas introduce un nuevo elemento respecto a lo que
estudiamos en el capítulo anterior. Se trata de posibles efectos de conmensuración que pueden
favorecer la formación de esmécticos en el interior del poro cuando la anchura de este conmen-
sura con el periodo del esméctico. También es posible el efecto contrario, la frustración del orden
esméctico, que ocurrirá previsiblemente si el periodo del esméctico se encuentra muy forzado en
el interior del poro.
El primer paso para obtener el diagrama de fases completo es identificar las estructuras que
existen en el poro. Se pueden ver sus perfiles de densidad en la figura 5.4 ordenados en tres
columnas. En cada columna se representan los perfiles de dos fases que coexisten para un po-
tencial químico µ0 dado. Por debajo de ese µ0 es estable la fase de la fila inferior y por encima
la fase situada en la fila superior. Solo representamos la mitad del perfil, siendo la otra mitad
completamente simétrica respecto al centro del poro.
La primera columna (a) corresponde a esferocilindros con una relación de aspecto L/D = 3.7.
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Figura 5.3.: Fracción de empaquetamiento local (izquierda) y parámetro de orden uniaxial (derecha) de las
interfases isótropo-esméctico (L/D = 3.7) y nemático-esméctico (L/D = 5.0 y L/D = 6.0).
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Figura 5.4.: En cada columna se muestra la fracción de empaquetamiento local de dos fases que coexisten.
Únicamente se ha representado la mitad del perfil; la otra es simétrica. (a) L/D = 3.7, un esméctico de
26 capas coexiste con una fase isótropa. (b) L/D = 5, un esméctico de 26 capas coexiste con otro que
tiene 27. (c) L/D = 3.7, coexistencia entre un esméctico de 26 capas y un nemático.
El exceso de potencial químico sobre la coexistencia ISm de volumen es ∆µ = µ0 − µISmcoex =
−0.31kT. Para µ 6 µ0 es estable la fase que hemos etiquetado como I, de isótropo. Dicha fase
presenta cierto orden posicional cerca de las superficies que desaparece en el centro del poro. En
esta región el parámetro de orden uniaxial (no se muestra en la figura) es cero. La fase I coexiste
con otra fase que es estable para µ > µ0 y que claramente está estructurada en capas en toda la
celda, de ahí la etiqueta Sm26 (esméctico). El superíndice hace referencia al número de periodos
que contiene el perfil. Nótese que, al tratarse de superficies que permiten penetrar a la partícula
hasta su centro de masas, un perfil Smn contiene n periodos y n + 1 capas (en la figura 5.1 se
aprecia claramente). Todo indica que lo que estamos viendo es la transición I − Sm confinada
(esmectización capilar). No obstante hay que esperar a conocer la topología del diagrama de fases
para estar seguros. Ya vimos en el caso de paredes asimétricas (sección 4.3) que una simple
inspección de los perfiles no es suficiente para determinar la naturaleza de las fases confinadas.
La columna (b) de la figura 5.4 contiene dos perfiles de esferocilindros duros con L/D = 5.0
a ∆µ = 0.57kT. Los perfiles de densidad y del parámetro de orden orientacional de ambas
fases presentan capas bien definidas. Nos encontramos ante una transición de layering entre dos
esmécticos con diferente número de capas Sm27 − Sm26.
En (c) se muestra el último tipo de transición que hemos encontrado. El ejemplo es para esfe-
rocilindros con una relación de aspecto L/D = 6.0. El potencial químico es ∆µ = 0.12kT. Ambos
perfiles están bien estructurados y tienen el mismo número de capas. Les diferencia que en la
fase estable a µ 6 µ0 las oscilaciones en la densidad y el parámetro de orden uniaxial están
bastante más atenuadas. Cuando el ancho del poro es bastante superior al mostrado en la figura
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las oscilaciones en la región central desaparecen. Veremos al obtener el diagrama de fases total
que se trata de la fase nemática N y por tanto los perfiles corresponden a la transición N − Sm
confinada.
Dentro del poro existen transiciones entre una fase fluida y un esméctico, ya sea I − Sm o
N − Sm, y transiciones de layering entre dos esmécticos Smn − Smn+1. El siguiente paso es calcu-
lar el diagrama de fases para ver qué relación existe entre ellas. Para ello hemos analizado el cruce
de ramas de gran potencial de las distintas fases de dos formas: fijamos la anchura del poro H y
variamos el potencial químico µ o bien variamos H manteniendo µ fijo. El primer método es es-
pecialmente útil en las transiciones de esmectización y el segundo en las de layering. Obteniendo
el ángulo de corte de las ramas de gran potencial y estudiando la diferencia en la absorción de
las distintas fases se puede obtener la posición de posibles puntos críticos. El proceso es análogo
al que vimos en el capítulo precedente.
En la figura 5.5 vemos de forma esquemática el diagrama de fases en el plano µ− H para las
tres relaciones de aspecto estudiadas. Se trata de una representación basada en datos reales. Las
líneas continuas indican transiciones de primer orden y los círculos denotan puntos críticos. Para
cada relación de aspecto se ha marcado el potencial químico de la coexistencia fluido-esméctico
µFSmcoex mediante una línea a trazos.
A continuación describimos las principales características del diagrama de fases.
Transición isótropo-nemático confinada.
Lo primero que nos llama la atención es que la transición isótropo-nemático no está presente
en el caso L/D = 3.7. Lo cual era previsible, pues para esta relación de aspecto el sistema está
por debajo del punto triple INSm y por tanto en volumen experimenta una transición isótropo-
esméctico directamente. Zhou et al. [139] han comprobado mediante simulaciones Monte Carlo
la existencia de una transición IN confinada en un sistema que por la reducida elongación de
sus moléculas no experimenta dicha transición en volumen. Por tanto es posible que para otras
relaciones de aspecto más cercanas al punto triple de volumen INSm, o incluso para L/D = 3.7
y un rango de H que no hayamos tenido en cuenta, aparezca una transición IN en el poro.
En los otros dos casos L/D = 5 y 6 aparece una línea de nematización capilar. Ya la estudiamos
en detalle en el capítulo 4 así que aquí solo vamos a describir sus propiedades generales. El confi-
namiento favorece el orden orientacional provocando que la transición IN confinada tenga lugar
a potenciales químicos por debajo de la coexistencia de volumen. Para valores de H pequeños
termina en un punto crítico y en el límite opuesto, H → ∞, se recupera el valor de volumen
(nótese que la línea de nematización capilar se hace horizontal en este límite). En ambos casos
existe wetting completo por nemático, es decir: γSN + γIN = γSI (no confundir la etiqueta S de
sustrato con Sm de esméctico). La separación entre las líneas de nematización y esmectización
capilar es mayor en L/D = 6 que en L/D = 5. En ambos casos las dos transiciones, IN y NSm,
están suficientemente alejadas y no interaccionan. Para relaciones de aspecto un poco por encima
del punto triple de volumen INSm podría existir una interacción entre ambas. Volveremos sobre
este punto al final del capítulo.
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Figura 5.5.: Representación esquemática del diagrama de fases en el plano µ− H para las tres relaciones de
aspecto estudiadas. Las líneas representan transiciones de primer orden y los círculos puntos críticos.
El potencial químico de coexistencia fluido-esméctico está marcado por una línea a trazos horizontal.
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Orden esméctico en el interior del poro
Para potenciales químicos cercanos a la transición FSm de volumen (líneas discontinuas en la
figura) se forma orden esméctico en el interior del poro. Fijémonos en el régimen de poros
anchos. Al aumentar el potencial químico siguiendo una trayectoria como la marcada por flechas
verticales en la figura, el sistema sufre una transición desde un estado sin orden posicional (ya
sea I o N) a un esméctico. Es la línea de esmectización capilar, donde coexisten estados como
los que se mostraron en la figura 5.4 (a) y (c). Esta línea de esmectización capilar oscila y según
aumentamos H se aproxima más al valor de la transición de volumen µFSmcoex .
Si ahora fijamos el potencial químico y vamos aumentando la anchura del poro (el camino
marcado por flechas horizontales en Fig. 5.5) el sistema atraviesa sucesivas transiciones de layer-
ing o estratificación. Cada vez que tiene lugar una transición de este tipo el esméctico gana una
capa. Un ejemplo son los perfiles que vimos en la Fig. 5.4 (b). Como las transiciones de layering
se curvan al variar el potencial químico, también es posible tener estas transiciones si fijamos H
y aumentamos µ.
Se puede describir el diagrama de fases como una sucesión de “bolsillos“, cada uno compuesto
por una sección vertical (transición Smn − Smn+1) y una horizontal (transición F− Smn). Cuando
la anchura del poro es suficientemente grande los bolsillos están unidos mediante puntos triples
donde coexisten una fase fluida y dos esmécticos (FSmnSmn+1). Al disminuir H los bolsillos se
rompen y quedan aislados.
El punto donde se rompen no es siempre el mismo, lo cual da lugar a dos tipos de estructuras:
un punto crítico y forma de J o dos puntos críticos y forma de λ. Conforme seguimos estrechando
el poro, la anchura de los bolsillos aislados disminuye para finalmente desaparecer.
El diagrama de fases que hemos obtenido pone de manifiesto la íntima conexión que existe
entre dos fenómenos en principio no relacionados: el layering y la condensación capilar (esmecti-
zación en este caso).
En la figura 5.6 hemos representado datos reales de las distintas estructuras que forman el
diagrama de fases. En todos los casos se representa el exceso de potencial químico ∆µ = µ0 −
µFSmcoex frente a la anchura del poro (en unidades de d0, el periodo del esméctico en la coexistencia
de volumen con el fluido). Los casos (a) y (b) corresponden a esferocilindros con L/D = 3.7,
(c)-(e) para esferocilindros con L/D = 5.0 y finalmente los casos (f) y (g) son ejemplos para
L/D = 6.0. En lo que resta de capítulo volveremos sobre esta figura para comentar los aspectos
particulares de cada diagrama.
5.3.3. Comienzo de las transiciones de layering
La línea de nematización capilar termina para H pequeños en un punto crítico, a la izquierda del
cual el sistema pasa de forma continua de un estado isótropo a uno nemático. Con las transiciones
de layering y la línea de esmectización capilar ocurre algo similar; existe un primer bolsillo que
determina el comienzo de las transiciones entre dos esmécticos y entre un estado fluido y un
esméctico. Cuando el ancho del poro está por debajo del primer bolsillo el sistema es capaz de
ganar una capa de manera continua, sin experimentar transición alguna. Podemos definir un
número de capas crítico nc de forma que la primera transición de layering tiene lugar entre dos
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Figura 5.6.: Diagramas de fases en el plano potencial químico-anchura del poro. Al potencial químico le
hemos restado el de la coexistencia fluido-esméctico ∆µ = µ0 − µFSmcoex . La explicación de cada gráfica se
puede encontrar en el texto.
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esmécticos de nc y nc + 1 capas.
En la figura 5.6 (a) vemos los dos primeros bolsillos para L/D = 3.7; aquí se tiene nc = 6. En el
caso (c) tenemos el primer bolsillo para L/D = 5, en este caso nc = 11. Se ha representado tam-
bién la línea de nematización capilar con la intención de hacer evidente que no existe interacción
entre la transición IN y la NSm.
Vamos a intentar ver el motivo de que exista un número de capas crítico mediante un razo-
namiento muy sencillo. Supongamos que el esméctico reacciona de igual forma frente a com-
presiones y expansiones en su periodo, lo cual es solo cierto para deformaciones pequeñas. Sea
∆ la fracción máxima del periodo que podemos expandir o contraer sin que el esméctico sufra
cambios estructurales, es decir: dmax = d0(1+∆) y dmin = d0(1−∆). En la primera transición de
layering coexisten esmécticos con nc y nc + 1 capas, siendo la anchura del poro igual en ambos
estados Hnc = Hnc+1. La primera vez que se satisface esa igualdad es cuando el esméctico con
nc capas está completamente expandido y el que tiene nc + 1 capas se encuentra comprimido al
máximo, es decir:
Hnc = ncdmax = ncd0(1+∆), (5.2)
Hnc+1 = (nc + 1)dmin = (nc + 1)d0(1−∆). (5.3)
Igualando se llega a
nc ∼ 1−∆2∆ . (5.4)
Ya solo nos falta encontrar un valor razonable para ∆. Al tratarse de un modelo duro no
podemos contraer el periodo del esméctico más allá de la longitud molecular, en nuestro caso
L+ D. Esto nos permite estimar ∆ como:
∆ ∼ d0 − (L+ D)
d0
. (5.5)
Tomando la media para las tres relaciones de aspecto (datos en tabla 5.1) se tiene ∆ ∼ 4%. Susti-
tuyendo en (5.4) se obtiene nc ∼ 12. Aunque el valor de nc concuerda aproximadamente con los
resultados de la minimización funcional, este argumento únicamente trata de poner de manifiesto
la razón por la que existe un número de capas crítico por debajo del cual no hay transiciones de
layering. Simplemente es debido a que no podemos deformar un esméctico todo lo que queramos.
Una forma de caracterizar las transiciones de layering es mediante la adsorción de la densidad.
La hemos definido como
Γρ(µ,H) =
1
H
∫ H
0
[ρ(z)− ρb(µ)]dz, (5.6)
donde ρb es el promedio de la densidad del esméctico de volumen, que depende del potencial
químico al que realicemos los cálculos. Si fijamos el potencial químico y variamos la anchura
del poro veremos como Γρ tiene una discontinuidad cada vez que atravesemos una transición de
layering. En la figura 5.7 hemos representado Γρ frente a H para esferocilindros con L/D = 5 y
un potencial químico ∆µ = µ0− µNSmcoex = 0.064kT. Hasta que la anchura del poro no supera las 19
capas de esméctico no existe transición de layering (nótese que el potencial químico elegido está
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Figura 5.7: Adsorción de la densidad frente a la
anchura del poro. v0 es el volumen molecu-
lar y d0 el periodo del esméctico en coexis-
tencia. Se trata de esferocilindros duros con
L/D = 5 a un potencial químico µ/kT =
21.70 (ligeramente por encima de la coexis-
tencia NSm de volumen). El encarte es una
ampliación de la zona donde tienen lugar
las transiciones de layering, marcadas por
líneas punteadas.
por debajo de aquel al que aparecen los primeros bolsillos y por tanto la primera transición de
layering no coincide con nc, véase la figura 5.6 (c)). Cada vez que el ancho del poro se incrementa
en un periodo esméctico tiene lugar una nueva transición que provoca una discontinuidad en la
adsorción.
5.3.4. Transiciones reentrantes
Una característica interesante de este sistema es la aparición de transiciones reentrantes. Fijé-
monos en el diagrama de fases de la figura 5.8 (a). Corresponde al bolsillo Sm38 − Sm39 para
esferocilindros con L/D = 5. Sigamos la trayectoria marcada por una flecha punteada. Al au-
mentar µ aparece una primera transición donde tiene lugar una reorganización que provoca la
pérdida de una capa, pasándose de un Sm39 a un Sm38. Si seguimos aumentando el potencial
químico ocurre una segunda transición de layering Sm38 → Sm39 esta vez para ganar la capa que
habíamos perdido anteriormente. En el apartado (b) de la figura se puede ver como las ramas de
gran potencial se cruzan dos veces al seguir la mencionada trayectoria.
El ejemplo que acabamos de ver corresponde a un bolsillo esméctico aislado. En este caso el
paso desde la fase nemática hasta el Sm39 se hace de forma continua y podríamos pensar que
no es una verdadera transición reentrante. Sin embargo, este fenómeno sigue teniendo lugar una
vez que los distintos bolsillos esmécticos se han unido, ver por ejemplo el diagrama de la figura
5.6 (e). En ese momento las fases N y Sm no están conectadas por un camino continuo y por lo
tanto no hay ninguna duda del carácter reentrante de la transición.
Para que tenga lugar este fenómeno es necesario un cambio de pendiente en la transición
de layering. La ecuación de Clausius-Clapeyron puede resultar de utilidad para discutir dicho
cambio. Sean 1 y 2 dos fases que coexisten a lo largo de una línea de primer orden; se tiene:(
∂µ
∂H
)
T
=
f1 − f2
Γ∗2 − Γ∗1
, (5.7)
donde fi son las fuerzas de solvatación (exceso de presión sobre el volumen para un potencial
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Figura 5.8.: (a) Diagrama de fases del bolsillo Sm38 − Sm39 para esferocilindros con L/D = 5. La línea
de puntos marca una trayectoria para H fijo donde existe una transición reentrante. (b) Exceso de
gran potencial (unidades arbitrarias) como función del potencial químico (∆µ = µ0 − µNSmcoex ) para
la trayectoria marcada por una línea recta en (a). A efectos de visualización le hemos restado un
término lineal con µ al exceso de gran potencial. La línea continua es la rama del Sm38 y la discontinua
corresponde al Sm39.
químico y un área fijos) y Γ∗i es la adsorción de la densidad, igual que la definida en la ec.
(5.6), pero sin normalizar con la anchura del poro: Γ∗ = HΓ. Las fuerzas de solvatación se
pueden interpretar físicamente como la interacción efectiva entre las dos superficies mediada por
el cristal líquido. Así, f > 0 implica una repulsión entre las paredes y f < 0 una atracción.
En nuestro caso, las fases que coexisten son Smn y Smn+1. El H al que tiene lugar la transición
es tal que la fase Smn tiene las capas esmécticas expandidas (respecto al valor de volumen) y la
Smn+1 contraídas. Se tiene entonces fSmn < 0 y fSmn+1 > 0, de forma que para cualquier valor
de µ el numerador de (5.7) es siempre negativo, fSmn − fSmn+1 < 0. El cambio en la pendiente
ha de ser debido entonces a un cambio en la adsorción de la densidad. Para comprobarlo hemos
estudiado la adsorción de la densidad fijando el potencial químico y variando H. El resultado se
muestra en la figura 5.9. La línea discontinua marca el lugar donde tiene lugar la transición. En (a)
∆µ = 1.2kT se puede apreciar que ΓSmn+1 − ΓSmn < 0. En (b) ∆µ = 3.1kT y ΓSmn+1 − ΓSmn > 0. Es
el comportamiento esperado, pues para ∆µ = 1.2kT la pendiente es positiva y para ∆µ = 3.1kT
es negativa (véase la figura 5.8 (a)). El comportamiento de Γ∗ es el mismo, recordemos que
Γ∗ = HΓ.
Si nos fijamos en el esquema de la figura 5.5, las transiciones reentrantes tienen lugar para
las relaciones de aspecto L/D = 3.7 y 5, pero no en el caso L/D = 6. En nuestra opinión
es simplemente una consecuencia de dónde engancha la línea de esmectización capilar con las
transiciones de layering. Es decir, si prolongásemos la línea de las transiciones de layering en el
caso L/D = 6 hacia un µ más bajo que el correspondiente a la esmectización capilar, veríamos
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Figura 5.9.: Adsorción de la densidad frente a la anchura del poro. v0 es el volumen molecular y d0 el
periodo del esméctico en coexistencia. Se trata de esferocilindros duros con L/D = 5 a un potencial
químico respecto al de coexistencia de: (a) ∆µ/kT = 1.2 y (b) ∆µ = 3.1kT. Las líneas punteadas marcan
el H al que tiene lugar la transición Sm38 − Sm39.
cómo se curvaría hacia la izquierda dando lugar a la transición reentrante.
5.3.5. Relación con las propiedades de wetting
El comportamiento asintótico de la línea de esmectización capilar está relacionado con las pro-
piedades de wetting del sistema. La tendencia es diferente según la relación de aspecto (véase la
figura 5.5). Para L/D = 3.7 la transición ISm confinada tiene lugar para potenciales químicos
por debajo de la coexistencia de volumen µISmcoex y tiende hacia ese valor cuando H → ∞. Sin
embargo, en las otras dos relaciones de aspecto ocurre lo contrario. La línea de esmectización
capilar empieza por encima de la coexistencia NSm de volumen cuando H es pequeño, luego
cruza ese valor y finalmente tiende hacia la coexistencia por debajo cuando H → ∞. Es por tanto
un comportamiento no monótono. En realidad, dentro de cada bolsillo la transición FSm no
es monótona debido a efectos elásticos que analizaremos después. En este apartado estamos ha-
ciendo referencia al comportamiento “promedio“ de la línea de esmectización capilar, sin fijarnos
en la “estructura fina“ que presenta cada bolsillo.
En los tres casos analizados, cuando el ancho del poro es suficientemente grande, el confi-
namiento favorece la formación del esméctico a potenciales químicos menores que el de la coe-
xistencia de volumen. En este régimen (H → ∞) podemos relacionar la transición de capilaridad
con las propiedades de wetting haciendo uso de la ecuación de Kelvin. De manera análoga a la
ecuación (4.10) para la transición isótropo-nemático en el interior del poro, se tiene:
∆µ(H) ≡ µFSm(H)− µFSmcoex =
2(γSSm − γSF)
H(ρSm − ρF) , H → ∞, (5.8)
siendo ρSm y ρF las densidades de coexistencia de volumen de la transición esméctico-fluido (ya
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Figura 5.10: Separación entre capas de es-
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sea I o N) respectivamente. γSSm es la tensión superficial sustrato-esméctico y γSF la sustrato-
nemático o sustrato-isótropo, según la relación de aspecto. El signo de esta ecuación determina
si la línea de esmectización capilar tiende hacia la coexistencia por arriba (∆µ > 0) o por abajo
(∆µ < 0). Como ρSm > ρF (véase la tabla 5.1), es la diferencia de tensiones superficiales la que
determina el comportamiento asintótico del sistema. Necesitamos por tanto conocer el valor de
γSSm y γSF para poder hacer predicciones sobre el sistema cuando H → ∞.
El cálculo de la tensión superficial SF no presenta problemas. Minimizamos el perfil en una
geometría semi-infinita colocando a un lado el sustrato y al otro un fluido con la densidad y
parámetro de orden uniaxial de la coexistencia FSm. La interfase SSm es algo más compleja
ya que la condición de contorno es un perfil no uniforme. En la práctica resulta más sencillo
minimizar en la geometría confinada. Como resultado se obtiene un exceso de gran potencial
que es dos veces γSSm más un término de interacción entre las dos superficies que disminuye
conforme aumentamos H. Hay que tener en cuenta que dado un número de capas tenemos que
encontrar el H de equilibrio. Para ello hay que minimizar perfiles con diferente H e igual número
de capas. La interacción de la superficie con la fase esméctica se extiende a distancias muy
grandes, siendo necesario minimizar perfiles con centenares de capas esmécticas para obtener un
valor razonable de la tensión superficial. Una forma de verificar que hemos alcanzado el límite
deseado es comparar el espaciado entre capas o la densidad promedio en el centro del poro con
los valores de volumen. Se puede ver un ejemplo en la figura 5.10; corresponde a un perfil con
n = 210 capas. En el centro del poro la diferencia con el periodo de volumen es de ≈ 0.4‰, un
indicio de que la interacción entre las dos superficies es muy débil.
En la tabla 5.2 hemos recopilado el valor de las tensiones superficiales para las diferentes rela-
ciones de aspecto. De nuevo las tensiones superficiales γSSm y γSF son negativas. Es consecuencia
de tratar el sustrato como una fase inerte, teniendo solo en cuenta la interacción sustrato-cristal
líquido pero no la interacción entre las moléculas del sustrato.
Para todas las relaciones de aspecto estudiadas se tiene γSSm < γSF, es decir el sustrato prefiere
el contacto con la fase esméctica frente a una fase fluida. Aplicando este resultado a la ecuación
104
5.3. Resultados
L/D γ∗SSm γ
∗
SF γ
∗
FSm 10
4 × S γ∗SSm − γ∗SF
3.7 −15.714 −15.183 0.5222 84 −0.531
5.0 −17.008 −16.961 0.0463 4 −0.047
6.0 −19.984 −19.774 0.2095 7 −0.210
Tabla 5.2.: Diferentes tensiones superficiales involucradas en el estado de wetting del sistema. Los sub-
índices denotan: fase fluida F, esméctico Sm y sustrato S. La naturaleza de la fase fluida es: isótropo
(F = I) para L/D = 3.7 y nemático (F = N) en los otros dos, L/D = 5 y L/D = 6. Tensiones
superficiales en unidades reducidas γ∗ = βLDγ. S es el coeficiente de spreading.
de Kelvin (5.8) podemos predecir que la línea de esmectización capilar tiende a la coexistencia
de volumen por debajo en el límite H → ∞. Esto es exactamente lo que hemos encontrado.
Además, S, el coeficiente de spreading, es positivo en las tres relaciones de aspecto. Puesto que
S ≡ γSF − γSSm − γFSm esto querría decir que existe wetting completo por la fase esméctica en
todos los casos. El que tengamos S > 0 indica que se trata de una transición de wetting de primer
orden y que la interfase SF es metaestable frente a un estado donde la capa de esméctico crece
hasta tener un espesor macroscópico. La situación más clara es para L/D = 3.7. En este caso
S = γSI − γSSm − γISm = 8.4× 10−3kT/(LD) y podemos afirmar con bastante seguridad que
existe wetting completo por esméctico. Los otros dos casos, L/D = 5 y 6, tienen un coeficiente de
spreading un orden de magnitud inferior. Por lo tanto, aunque la situación es consistente con la
existencia de wetting completo por esméctico, hay que tomar esta afirmación con cautela, pues la
imprecisión en el cálculo de las diferentes tensiones superficiales es comparable con el valor de
S.
Cuando H es pequeño, digamos del tamaño de unas pocas capas esmécticas, el sistema se com-
porta de forma diferente según L/D. Para L/D = 5 y 6 la esmectización capilar ocurre a µ por
encima de la coexistencia, lo cual implica un comportamiento no monótono con la anchura del
poro. En el caso L/D = 3.7 tiene lugar siempre a potenciales químicos por debajo del de la coe-
xistencia ISm de volumen. Estas diferencias pueden ser atribuidas a diferencias en la interacción
entre las dos superficies según esté mediada por una fase I o N.
En el capítulo 4 estudiamos la transición isótropo-nemático confinada en un poro simétrico.
Vimos que la interacción entre las dos superficies era constructiva, de forma que, cuando la
distancia entre las paredes era pequeña, se favorecía el orden nemático frente al isótropo. Es algo
que ocurre siempre que la tensión superficial SN sea menor que la SI, y también incluso cuando
γSN es mayor que γSI pero no demasiado (por ejemplo, los dos últimos casos de la figura 4.4).
Esto es una importante diferencia con la esmectización capilar. En este caso la tensión γSSm es
menor que la γFSm y sin embargo, cuando el ancho es pequeño, la interacción entre las superficies
no siempre promociona el orden esméctico. Únicamente en el caso L/D = 3.7, donde la otra fase
involucrada es un isótropo, se favorece el orden en el poro para anchos pequeños. En los otros
dos, L/D = 5 y 6, tiene lugar el efecto contrario: el nemático es estable a potenciales químicos
que corresponden en volumen a la región de estabilidad del esméctico.
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5.3.6. Efectos elásticos: modificación de la ecuación de Kelvin
En la sección precedente hemos visto como la ecuación de Kelvin nos sirve para predecir el
comportamiento ”promedio“ de la línea de esmectización capilar en el límite de poros muy
anchos. Sin embargo, no es capaz de explicar el comportamiento no monótono que se repite en
cada uno de los bolsillos esmécticos. Para ello es necesario incluir la energía elástica involucrada
en la expansión y compresión de las capas del esméctico. Existen determinados anchos de poro,
H = Hn ∼ nd0, para los cuales no hay estrés en el sistema confinado. Cualquier otro valor
implica una compresión o expansión de las capas de esméctico y por tanto un exceso de energía
elástica sobre el volumen. El estrés será máximo cuando la desviación sobre uno de esos valores
de equilibrio Hn sea ∆H ' d0/2, ya que para valores más altos el sistema ganará o perderá una
capa.
Babin et al. [176] fueron los primeros en incorporar los efectos elásticos a la ecuación de Kelvin.
Lo hicieron para reproducir el comportamiento de la condensación capilar en sistemas autoen-
samblados. Supongamos que la respuesta del esméctico es elástica; entonces, la contribución al
gran potencial de un esméctico confinado con N capas será:
Ωel
A
=
B
2Hn
(H − Hn)2, (5.9)
siendo A el área transversal y B el módulo de elasticidad que nos da información sobre la re-
sistencia que ofrece el esméctico a deformaciones en su periodo:
B = d0
(
∂2(ΩSm/A)
∂d2
)
d=d0
. (5.10)
Los valores de B, obtenidos por diferenciación numérica de ΩSm, se pueden ver en la tabla 5.1
para las diferentes relaciones de aspecto estudiadas.
A lo largo de la línea de esmectización capilar el gran potencial es igual en la fase fluida y en
la esméctica
ΩF(µFSm,H) = ΩSm(µFSm,H), (5.11)
siendo µFSm(H) = µFSmcoex + ∆µ(H) el potencial químico de la coexistencia FSm en un poro de
anchura H. Sea ω el gran potencial por unidad de volumen; entonces podemos aplicar la relación
(Np es el número de partículas): (
∂ω
∂µ
)
T,Np
= −ρ (5.12)
para hacer un desarrollo de (5.11). En el límite ∆µ → 0 y suponiendo que la fase fluida es
incompresible, se tiene
H
[
ωF(µFSmcoex )− ρF∆µ
]
+ 2γSF = H
[
ωSm(µFSmcoex )− ρSm∆µ
]
+ 2γSSm +
B
2Hn
(H − Hn)2, (5.13)
siendo γ la tensión superficial entre el sustrato y el fluido, SF, o el sustrato y el esméctico,
SSm. ρF y ρSm son las densidades de coexistencia. La única diferencia con la ecuación de Kelvin
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Figura 5.11.: Comparación entre las previsiones de la ecuación de Kelvin modificada (líneas continua y
líneas a trazos) y los datos de nuestro funcional (puntos negros) para dos situaciones distintas: (a) en la
transición N− Sm210 de esferocilindros con L/D = 5 y (b) para la transición I− Sm26 de esferocilindros
con L/D = 3.7. Detalles sobre los diferentes ajustes (líneas continuas y a trazos) en el texto.
clásica, ec. (5.8), es el término elástico que resulta de la compresibilidad finita de la fase esméctica.
Despejando ∆µ se obtiene la ecuación de Kelvin modificada (MKE)1:
∆µ(H) =
2(γSSm − γSF) + B(H − Hn)2/2Hn
H(ρSm − ρF) , n  1. (5.14)
Los posibles valores de H en cada bolsillo esméctico vienen delimitados por las posiciones
de las transiciones de layering, siendo el intervalo aproximado |H − Hn| 6 d0/2 para cada n.
La MKE predice que en cada bolsillo la línea de esmectización capilar ha de ser cóncava. En el
rango de aplicación, n  1, el término no elástico es aproximadamente constante en relación a
la contribución elástica y podemos concluir que la esmectización ha de tener forma cuadrática,
simétrica respecto al punto donde el sistema no sufre estrés, es decir H = Hn. Observando
a simple vista los diagramas de fase de la figura 5.6 (b) y (e) parece que en efecto ese es el
comportamiento que predicen nuestros cálculos DFT.
Cualitativamente los resultados que arroja la MKE y nuestro funcional de la densidad coinci-
den. Veamos si el acuerdo es también cuantitativo. La mayor parte de los parámetros necesarios
se encuentran en las tablas 5.1 y 5.2; el único que no está presente es Hn, la anchura que ha
de tener un poro para que un esméctico de n capas no esté sometido a estrés. Su cálculo no
es sencillo ya que el espaciado de las capas no es uniforme. En efecto, las capas cercanas a la
pared están más separadas entre sí. La pared (dura sobre los centros de masas) provoca que la
separación entre la primera y la segunda capa sea mayor que en volumen y el efecto se propaga
al resto mediante fuerzas de tipo elástico y, por tanto, muy lentamente. Se puede apreciar en la
figura 5.10, donde se ha representado la separación entre capas d en el interior del poro para un
1Nótese que en el desarrollo original de Babin et al. [176] existe un error en el signo del término elástico.
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Figura 5.12.: Fracción de empaquetamiento local de (a) un nemático con L/D = 5 y (b) un isótropo con
L/D = 3.7. Ambas fases se encuentran en coexistencia con un estado esméctico de n = 210 capas (a) y
n = 26 capas (b).
esméctico con n = 210.
Para poder comparar los resultados que predice la MKE con los cálculos DFT hemos realizado
un ajuste dejando libre el valor de Hn y sustituyendo en (5.14) el resto de parámetros (tensiones
superficiales, densidades de coexistencia y coeficiente de elasticidad). Dicho ajuste se corresponde
con las líneas a trazos de la figura 5.11. Hemos representado dos situaciones distintas: en (a) para
L/D = 5 y el bolsillo correspondiente a la transición NSm210 y en (b) para L/D = 3.7 y la
transición ISm26. Los círculos negros son los resultados de la minimización funcional. Como
se puede apreciar el ajuste no es demasiado bueno. Una posible causa es que la interacción
entre las dos superficies sea importante. Esto es razonable en el apartado (b) donde solo hay
26 capas de esméctico, pero no parece que pueda explicar las discordancias en (a), donde H es
suficientemente grande como para que la interacción entre superficies sea tan apreciable. Lo que
está pasando es que la capa de esméctico adsorbida sobre la superficie en el estado fluido tiene
un espesor que no es despreciable en comparación con H. Esto hace que tengamos que modificar
la ecuación de Kelvin de un modo similar a cuando hay wetting completo, es decir, restándole a H
en el denominador de (5.14) el espesor del esméctico adsorbido (véase en el apéndice la sección
A.4.1). Para poder hacer esto hemos realizado otro ajuste con el espesor de la capa adsorbida
como otra variable libre. Los resultados están representados en la figura 5.11 como una línea
continua. El ajuste es ahora bastante bueno es los dos aspectos relevantes: el desplazamiento
respecto a la transición de volumen y la concavidad debida a las deformaciones en el esméctico.
Las pequeñas diferencias sí podrían ser explicables por interacciones entre las dos superficies, tal
y como evidencia el que los resultados del ajuste sean peores cuando las dos superficies están
más próximas (b).
En el apartado (a) el mejor ajuste se consigue al restarle a H en el denominador de (5.14) la
cantidad de 99.76d0, mientras que (b) la reducción es de 9.8d0. Ambos datos concuerdan apro-
ximadamente con el espesor total que tienen las capas de esméctico adsorbidas sobre las dos
superficies (véase la figura 5.12), de manera que nuestra hipótesis de partida parece razonable.
Igual que hicimos con las transiciones reentrantes en la sección 5.3.4, es posible discutir la
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pendiente de la línea de esmectización capilar en términos de la ecuación de Clausius-Clapeyron,
ecuación (5.7). A lo largo de todo el bolsillo la adsorción del esméctico es mayor que la del
nemático, ΓSm − ΓN > 0. Por tanto el cambio de pendiente está relacionado con un cambio en el
comportamiento de las fuerzas de solvatación. En la región situada a la izquierda del mínimo la
pendiente es negativa y por tanto ha de verificarse que fN < fSm. Por el contrario, a la derecha
del mínimo la pendiente es positiva y se tiene que cumplir fN > fSm. Estas conclusiones son
bastante intuitivas si tenemos presente el significado físico de f : atracción ( f < 0) o repulsión
( f > 0) entre las superficies mediada por el cristal líquido. A la derecha del mínimo, el esméctico
tiene un periodo mayor que el de equilibrio y por tanto fSm < 0, mientras que fn también es
negativo pero su módulo mucho menor. En el otro lado, a la izquierda del mínimo, el esméctico
está contraído de forma que fSm > 0 mientras que fN es negativa y pequeña (en valor absoluto).
5.3.7. Conexión entre bolsillos esmécticos
Ya hemos visto que la línea de esmectización capilar no es conexa, dando lugar a dos zonas
diferenciadas en el diagrama de fases. Para H suficientemente grande los bolsillos esmécticos
están interconectados y las regiones de estabilidad de las fases Smn están delimitadas por tran-
siciones de layering. En el régimen de H pequeños los bolsillos se encuentran aislados, siendo
posible encontrar un camino que comunica dos regiones esmécticas, Smn y Smn+1, sin transición
alguna (recuérdese la figura 5.7). Aunque este comportamiento es común en todas las relaciones
de aspecto estudiadas existen algunas diferencias significativas que vamos a ver a continuación.
Lo primero que llama la atención es que el número de capas esmécticas ns que separa ambos
regímenes es muy diferente en cada caso y se comporta de forma no monótona con L/D. Los
resultados de la minimización2 muestran que para L/D = 3.7 se tiene ns ' 10, para L/D = 5
aumenta un orden de magnitud ns ' 100 y finalmente disminuye de nuevo para L/D = 6
hasta ns ' 40. El valor de ns está íntimamente relacionado con la anchura de la interfase fluido-
esméctico ξ. Cuando el ancho del poro es del orden o menor que el doble de esa cantidad H . 2ξ
se puede producir la ruptura de la línea de esmectización capilar. Para esos valores de H las dos
interfases FSm que contiene la fase desordenada comienzan a sentirse y existe un intervalo en
cada bolsillo donde el esméctico y el fluido son parecidos. El ancho de una interfase está rela-
cionado inversamente con la tensión superficial ξ ∼ γ−aFSm con a > 0. Viendo los valores de γFSm
en la tabla 5.2 se entiende el comportamiento no monótono, así como la diferencia de valores
para ns en las distintas relaciones de aspecto.
La forma que adoptan los bolsillos aislados es otra diferencia. Existen dos tipos:
• Bolsillos en forma de λ como los que se muestran en la figura 5.6 (f) y (g) correspondientes
a L/D = 6. La línea de esmectización capilar se rompe en la zona central del bolsillo y da
lugar a dos puntos críticos.
• Con forma de J o L reflejada, por ejemplo los apartados (a), (c) y (d) de la figura 5.6
(relaciones de aspecto L/D = 3.7 y 5). En este caso existe un solo punto crítico.
2Los valores son estimaciones basadas en el estudio selectivo de unos pocos bolsillo esmécticos.
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En los bolsillos tipo λ parten de la línea de layering dos ramas de esmectización. Hacia la
derecha una que corresponde a la coexistencia de un fluido con un esméctico de n capas que se
encuentra comprimido respecto a su valor de equilibrio. A la izquierda la rama de coexistencia
entre un fluido y un esméctico de n− 1 capas que está expandido respecto al valor de equilibrio.
Si el esméctico respondiera de forma simétrica a compresiones y expansiones ambas ramas ten-
drían el mismo tamaño3, sin embargo no es así. La rama donde coexiste un fluido y un esméctico
contraído (la que parte hacia la derecha) es siempre más corta, de hecho los bolsillos de tipo J se
pueden ver como bolsillos de tipo λ donde esta rama tiene una longitud nula. La explicación de
esta asimetría es que la barrera energética que separa la fase fluida y el esméctico comprimido
es menor que la que separa el fluido y el esméctico expandido. Como la energía del fluido varía
muy poco a lo largo de un bolsillo, las diferencias tienen que ser debidas a la fase esméctica. En
efecto, nuestros cálculos DFT muestran que resulta energéticamente menos costoso comprimir un
esméctico que expandirlo (la función ∂2FSm/∂d2, con F la energía libre de Helmholtz, es monó-
tona creciente). Este argumento más allá de explicar la asimetría de los bolsillos esmécticos pone
de manifiesto que quizás los diagramas de fases de las distintas relaciones de aspecto sean más
parecidos entre sí. Es posible que la ruptura de los bolsillos empiece siempre por la región central
del bolsillo y al disminuir H una de las ramas se haga cada vez más corta hasta desaparecer. No
hemos podido verificar este punto debido a la gran cantidad de tiempo necesario para minimizar
cada uno de los bolsillos.
5.4. Resumen y conclusiones
Hemos investigado por primera vez el efecto que el confinamiento tiene sobre la fase esméctica
de un cristal líquido. Para ello se ha hecho uso de un funcional de la densidad no local y un
modelo de interacción dura para las partículas del cristal líquido. Como era previsible aparecen
fuertes efectos de conmensuración en el fluido. Cuando el ancho del poro no conmensura con
el periodo de equilibrio del esméctico se produce una transición de layering de primer orden
en la que el esméctico gana (o pierde) una de sus capas. Estas transiciones de layering conectan
con la línea de esmectización capilar, dando lugar a un rico e interesante diagrama de fases. En
el límite H → ∞ la línea de esmectización capilar tiene una estructura periódica que se repite
en cada uno de los bolsillos esmécticos, delimitados por sucesivas transiciones de layering. Una
extensión de la ecuación de Kelvin, que tiene en cuenta la elasticidad del esméctico, reproduce
bien este comportamiento. Al reducir el ancho del poro, digamos H ∼ 100(L+ D), se produce
una ruptura en la línea de esmectización capilar con la aparición de puntos críticos. Es entonces
cuando dos fenómenos que en principio son independientes, esmectización y layering, quedan
relacionados hasta el punto de convertirse en uno solo. Parte de esta fenomenología es parecida
a la que tiene lugar en sistemas simples, como el layering y la cristalización capilar de líquidos
simples confinados [177, 178].
Hemos extendido el análisis para varias relaciones de aspecto. En todos los casos la topología
3Aproximadamente; en realidad la rama de la izquierda sería un poco más corta ya que corresponde a la transición
FSmn−1 y la de la derecha a la FSmn. Sí tendrían el mismo tamaño la rama que parte hacia la derecha de la transición
de layering Smn−1 − Smn y la que parte hacia la izquierda en la transición Smn − Smn+1.
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Figura 5.13.: Fuerza de solvatación fs como función de la anchura del poro H para moléculas con L/D = 5
a potencial químico ∆µ = 1.36kT. v0 es el volumen molecular. La aparición de transiciones de layering
se refleja como discontinuidades en la fuerza. Nótese como a este potencial químico las transiciones
de layering no aparecen hasta el bolsillo Sm12 − Sm13, para H menores el sistema gana una capa sin
experimentar transición alguna.
del diagrama de fases es la misma; sin embargo existen diferencias destacables. El estado de
wetting del sistema determina si la transición FSm confinada tiene lugar antes o después que en
volumen. El valor de la tensión superficial γFSm es clave para saber dónde comienza la línea de
esmectización capilar a ser inconexa. La respuesta del esméctico a deformaciones en su periodo
está relacionada con cuál es la primera transición de layering así como con la forma que adoptan
los bolsillos esmécticos (forma de λ o J).
Un diagrama de fases muy parecido a los mostrados aquí se ha encontrado recientemente [174]
en un sistema bidimensional de rectángulos duros confinado. El modelo teórico usado consiste
en un funcional basado en la teoría de las medidas fundamentales. Las principales diferencias
con nuestro modelo son que el estudio es en dos dimensiones y que la fase estable con orden
posicional es un columnar en lugar de un esméctico. A pesar de estas importantes diferencias la
topología del diagrama de fases es muy parecida.
Haber encontrado una fenomenología tan parecida en un sistema diferente y usando otro
modelo teórico hace pensar que los resultados mostrados aquí son bastante generales e inde-
pendientes de la dimensionalidad, la forma de las moléculas del cristal líquido o el tipo de fase
con orden posicional. No obstante sería muy interesante contar con una evidencia experimental
que dé una validez total a estos resultados. En este sentido, una de las técnicas que parece más
prometedora es el uso del microscopio de fuerzas atómicas (AFM). Kocˇevar et al. [142] fueron
pioneros en el estudio de la condensación capilar de un cristal líquido a escala nanométrica. Para
ello confinaron el cristal líquido entre un sustrato plano y una microesfera unida al cantilever de
un AFM. De esta forma consiguieron por primera vez determinar el punto crítico de la transición
isótropo-nemático. También con una técnica similar G. Garbone et al. [164] han conseguido ver
cómo la superficie induce orden esméctico en las fases isótropa y nemática de un cristal líquido.
Sus resultados muestran que la fuerza entre la microesfera y el sustrato plano presenta un carác-
ter oscilatorio con la distancia de separación, algo característico de una estructura formada por
capas. Hasta el momento los experimentos realizados con esta técnica se han hecho a temperatu-
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Figura 5.14.: Esquema de un hipotético diagrama de fases en el plano potencial químico-anchura. Una
situación como la mostrada podría tener lugar para relaciones de aspecto cercanas a la del punto triple
INSm de volumen para un intervalo de anchuras de poro determinado.
ras por encima de la transición fluido-esméctico, es decir en el rango de estabilidad del isótropo o
el nemático. Si fuera posible la exploración en un rango de temperaturas donde la fase esméctica
fuera estable, el resultado podría ser similar al que se muestra en la figura 5.13. Cada vez que
tuviera lugar una transición de layering se vería reflejada como una discontinuidad en la fuerza
de solvatación entre la microesfera y el sustrato. Para obtener experimentalmente este tipo de
resultados hay que solventar algunas limitaciones, una de ellas es la aparición de inestabilidades
mecánicas en el cantilever cuando el gradiente de la fuerza supera la constante elástica del mismo
[179].
5.5. Cuestiones abiertas
Durante el desarrollo de este trabajo han surgido nuevos interrogantes; a continuación se relatan
los más interesantes.
Hemos visto que las transiciones de layering parten de la línea de esmectización capilar ha-
cia potenciales químicos más altos, pero nos falta por comprender cómo mueren. El diagrama
de fases de volumen presenta una fase sólida a presiones más altas que las estudiadas aquí
[29]. Parece por tanto razonable suponer que las transiciones de layering mueren en la transición
esméctico-sólido confinada. El funcional WDA que hemos usado es perfectamente útil para des-
cribir fases sólidas y por tanto se puede usar para estudiar este fenómeno. La dificultad radica
en que la fase sólida no es uniforme en el plano de la pared y por tanto es necesario minimizar
el funcional en una malla tridimensional. Es un cálculo computacionalmente muy costoso.
En las relaciones de aspecto L/D = 5 y L/D = 6 existe una transición entre un estado isótropo
y un nemático que tiene lugar a presiones por debajo de la nemático-esméctico. Ya vimos (re-
cuérdese por ejemplo la figura 5.6 (c)) que la transición IN está suficientemente alejada de la
NSm como para que exista interacción entre ambas. Esto no ocurre sin embargo en la región
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Figura 5.15.: Esquema de un hipotético diagrama de fases en el plano µ-H. Cuando el ancho del poro sea
suficientemente grande la pendiente de las transiciones de layering puede disminuir dando lugar a
estructuras como las de la figura.
próxima al punto triple INSm de volumen. Es muy probable que para determinados valores de
L/D en los alrededores del punto triple exista una interacción entre ambas transiciones. El resul-
tado podría ser parecido al esquema que se expone en la figura 5.14. En un rango de H la línea
de nematización capilar conecta con la de esmectización dando lugar a puntos triples INSmn y
zonas donde se suprime la transición IN, siendo el paso de la fase I a la Sm directo.
Nos podemos preguntar si, una vez alcanzado el régimen en que los bolsillos esmécticos son
conexos, el diagrama de fases permanece inalterado o por el contrario sufre alguna modificación
al seguir aumentando H. La línea de esmectización capilar sufrirá pequeñas variaciones hasta
que el ancho sea tal que las dos superficies dejen de verse. Una vez alcanzado ese régimen se
comportará de acuerdo a las predicciones de la MKE y no se esperan por tanto variaciones signi-
ficativas. Por el contrario, es posible que las transiciones de layering se curven hacia la izquierda
con una pendiente cada vez más pequeña, dando lugar a estructuras como las que se muestran
en la figura 5.15. Fijado un H atravesaríamos sucesivas transiciones de layering al aumentar el
potencial químico. El porqué podría ocurrir algo así tiene que ver con variaciones en el periodo
del esméctico. Al aumentar el potencial químico el periodo de equilibrio del esméctico varía, se
hace un poco más pequeño. La variación es pequeña y satura para potenciales químicos muy
altos. No obstante y por pequeña que sea, existirá un H para el cual un aumento de µ, y por lo
tanto una reducción en el periodo, provoque que un perfil con una capa más sea más estable. Por
ejemplo, para L/D = 3.7, el periodo del esméctico sufre una variación del 5‰cuando ∆µ ≈ 1KT
sobre la coexistencia ISm de volumen. Esto nos indica que para n ∼ 400 capas veríamos como
las transiciones Smn − Smn+1 y Smn+1 − Smn+2 tienen lugar al aumentar µ desde el valor de
coexistencia hasta un ∆µ ≈ 1kT.
Por las características de la interacción superficie-cristal líquido, el esméctico que se forma en
el interior del poro es de tipo A, con las capas paralelas al plano de la superficie. Esto nos ha
permitido trabajar únicamente con un parámetro de orden orientacional, η, en lugar de la tríada
que veníamos usando: η, σ,ψ. Al trabajar únicamente con un parámetro de orden orientacional se
puede adoptar un esquema numérico mucho más eficiente (sección 2.5.4). De hecho el presente
trabajo no podría haberse realizado sin esta aproximación. El coste que pagamos a cambio es
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que no permitimos la formación de estructuras donde las moléculas no estén perpendiculares
a la superficie, como por ejemplo esmécticos de tipo C. No hay duda de que permitir este tipo
de estructuras modificará cuantitativamente el diagrama de fases en aspectos tales como la posi-
ción de las transiciones de layering. Incluso es posible un cambio en la topografía del diagrama
de fases con la aparición de nuevas transiciones, especialmente en el régimen de poros estrechos.
No obstante, será necesario realizar un cálculo global con todos los parámetros de orden para ver-
ificarlo. También es posible la inclusión de una interacción cuadrupolar entre las partículas [73]
de forma que se estabilice una fase esméctica C, y de esa forma estudiar la transición esméctico
A-esméctico C confinada.
Por último, también sería interesante estudiar el confinamiento bajo otro tipo de sustratos.
Por ejemplo sustratos que promocionaran la fase fluida en lugar de la esméctica o con otras
condiciones de anchoring. Para este último caso es necesario contar con todos los parámetros de
orden orientacional.
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bidimensional
6.1. Introducción
En los capítulos precedentes hemos visto el comportamiento de un cristal líquido en tres dimen-
siones en contacto con una superficie o confinado en una celda. En lo que resta de tesis vamos
a estudiar dos sistemas bidimensionales. El primero de ellos, un fluido de discorrectángulos (es-
ferocilindros en dos dimensiones) confinado en una cavidad circular, lo tratamos en el presente
capítulo. Las condiciones de contorno impuestas por la superficie propician la formación de de-
fectos topológicos en su interior, lo cual nos va a permitir estudiar sus propiedades con la teoría
del funcional de la densidad.
Un defecto es una configuración del parámetro de orden que no puede transformarse de ma-
nera continua en un estado uniforme. Surgen en sistemas muy dispares como cristales, sistemas
magnéticos, cristales líquidos, física de partículas o cosmología entre otros. Pueden afectar al or-
den traslacional, en cuyo caso se habla de dislocaciones y también al orden orientacional, lo que
da lugar a disclinaciones. Estos últimos defectos son los únicos que se pueden dar en nemáticos,
ya que hay ausencia de orden posicional. Pueden ser defectos a lo largo de una línea o defectos
puntuales 1. Es un fenómeno bastante común, como atestigua el origen de la palabra nemático,
propuesta por Friedel [5] a partir del vocablo griego nema (fibra) debido a que al observar un
nemático entre polarizadores aparecen frecuentemente estructuras parecidas a hebras cuyo ori-
gen son disclinaciones. Se conocen desde las primeras observaciones de cristales líquidos a finales
del S. XIX pero solo en los últimos años se han empezado a estudiar teóricamente, por lo general
con tratamientos de tipo Landau-de Gennes, es decir desde un punto de vista mesoscópico.
En el caso que vamos a tratar, un nemático bidimensional (el director vive en el plano XY, de
manera que n = n(x, y)), únicamente se pueden formar defectos puntuales. Algunos ejemplos se
muestran en la figura 6.1. Con la ayuda de la teoría de grupos podemos asignar a cada defecto
una carga topológica, que está relacionada con el orden molecular alrededor del defecto. Para
calcular dicha carga trazamos un círculo centrado en el defecto y medimos el número de vueltas
que realiza el director a lo largo de la trayectoria. Así pues, los defectos (a) y (b) de la figura
tienen una carga k = 1, ya que el director da una vuelta completa alrededor del defecto, mientras
que los casos (c) y (d) tienen una carga k = 1/2: el director da media vuelta alrededor del defecto.
El signo que hemos asignado a cada ejemplo tiene que ver con el sentido de giro del director en
torno al defecto, positivo si el giro es conforme a las agujas del reloj y negativo en caso contrario2.
1En ausencia de campos externos no puede haber defectos de superficie en un nemático ya que siempre existe una
transformación continua hacia un estado uniforme.
2El número m que indica la carga del defecto junto con el sentido de giro se conoce como índice de Frank o número de
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m=+1/2 m=−1/2m=+1 m=−1 (d)(c)(b)(a)
Figura 6.1.: Ejemplos de defectos puntuales en un nemático bidimensional. Las líneas representan el campo
del director. El punto negro señala la posición del defecto. Vemos dos defectos con carga topológica 1
(a) y (b) y dos con carga 1/2 (c) y (d). El número de winding es positivo en los casos (a) y (c) y negativo
en (b) y (d).
Defectos con signos iguales se repelen y con signos opuestos se atraen, pudiéndose aniquilar y
formar un estado uniforme libre de defectos (en caso de tener igual carga). La topología, en
particular la teoría de homotopía, resulta de gran utilidad en el estudio general de defectos, algo
que está fuera de los propósitos del presente trabajo. El lector interesado puede remitirse a las
revisiones de Mermin [180] (para defectos en medios ordenados) o Kléman [181] (defectos en
cristales líquidos).
Los defectos puntuales de la figura 6.1 también se pueden ver como un corte transversal de
un defecto de línea en tres dimensiones, si bien el comportamiento del parámetro de orden en
el centro del defecto (la región conocida como núcleo) es distinto, pues en tres dimensiones las
partículas se pueden orientar a lo largo del eje del defecto, según se ve en las simulaciones [182].
Los cristales líquidos son un medio idóneo para el estudio de las propiedades de defectos. El
motivo es que aparecen con bastante frecuencia, son fáciles de producir y se pueden observar
mediante microscopía óptica. Además, la amplia variedad de fases de un cristal líquido permite
estudiar diferentes tipos de defectos. El ejemplo más clásico es la observación de un nemático
entre dos polarizadores paralelos con sus ejes ópticos perpendiculares. La imagen resultante
(véase la figura 6.2) presenta pinceladas negras en las regiones donde el director se orienta para-
lelo o perpendicular a los ejes de uno de los polarizadores 3. Los puntos donde se juntan estas
pinceladas son el origen de los defectos. Podemos saber la carga observando cuantas pinceladas
convergen en el defecto: si son dos, la carga será k = 1/2 y si son cuatro, se trata de un defecto de
carga k = 1 (son las dos configuraciones más comunes). También es posible conocer el sentido de
giro del director alrededor del defecto, para ello basta con rotar la muestra. Si las pinceladas se
mueven en el mismo sentido de giro que la muestra, se trata de defectos con un índice de Frank
positivo. Por el contrario, si giran en sentido opuesto a la muestra, el índice de Frank es negativo.
Existen muchos procesos en los que los defectos juegan un papel central. Uno de los más cono-
cidos es la transición Kosterlitz-Thouless [14, 183] en sistemas bidimensionales. El mecanismo
enrollamiento (winding number).
3Este tipo de imágenes se conoce comúnmente como texturas de schlieren (algo parecido a raya en alemán) y no son
exclusivas de defectos en cristales líquidos.
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Figura 6.2.: (a) Visualización de dos defectos de carga k = 1/2 (esquina inferior izquierda) y k = 1 (esquina
superior derecha) entre dos polarizadores cruzados. (b) Una representación esquemática del director.
Existen otras posibilidades, pues para conocer el sentido de giro alrededor del defecto no basta con
una simple fotografía.
Kosterlitz-Thouless implica la aparición de pares de defectos topológicos de cargas opuestas por
efecto de las fluctuaciones del sistema. A temperaturas por debajo de la transición los defectos
permanecen unidos y se mantiene el orden de cuasi-largo alcance del sistema. Para tempera-
turas por encima de la transición resulta energéticamente favorable la disociación de los pares
de defectos y se destruye el orden. En dos dimensiones la transición isótropo-nemático es de
tipo Kosterlitz-Thouless en muchos sistemas [184, 185]. En tres dimensiones, donde la transición
isótropo-nemático es de primer orden, la aparición de defectos puede disminuir la región de
metaestabilidad del nemático [186]. Las fases azules en cristales líquidos se deben a la formación
y ordenación en una red de defectos topológicos en una fase colestérica [7]. Las deformaciones
del director asociadas a la formación de defectos pueden causar polarización flexoeléctrica en
el nemático [187]. La forma que adoptan las membranas de sistemas biológicos se puede ver
alterada por la presencia de defectos [188]. Se ha estudiado la formación de defectos en cristales
líquidos cuya unidad constituyente son virus del mosaico del tabaco [189] o nanotubos de car-
bono [190].
En ocasiones la formación de defectos es consecuencia de la geometría del sistema. Imaginemos
por ejemplo una esfera con un nemático en su interior. Si el anchoring impuesto por la superficie
es homeotrópico (normal a la superficie de la cavidad) y fuerte, un posible estado de equilibrio es
aquel que contiene un defecto radial de carga k = 1 en el centro de la cavidad [191]. Otra situación
que ha sido ampliamente estudiada desde un punto de vista experimental [140, 192, 193, 194, 195]
y teórico [194, 196, 197, 198]4 es el confinamiento de un cristal líquido en una cavidad cilíndrica
(nosotros vamos a estudiar el límite bidimensional de este sistema). En condiciones de anchoring
homeotrópico hay tres soluciones posibles. En dos de ellas el director se mantiene en el plano
perpendicular al eje del cilindro (salvo quizás en la región de los núcleos). En este sentido se
puede hablar de soluciones bidimensionales; se las denomina “radial plana” y “polar plana”.
La primera contiene un defecto de carga 1 en el centro de la cavidad y en la segunda aparecen
dos defectos de carga 1/2 situados a lo largo de un diámetro del cilindro. La otra solución
es tridimensional. Se trata de la solución “radial escapada”, en la cual el director rota en la
coordenada radial, de forma que se sitúa perpendicular al eje del cilindro en la superficie y
4Existe numerosa literatura sobre el tema, tanto experimental como teórica, las referencias aquí mostradas son solo una
pequeña representación.
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paralelo en el centro. Por último, existe una configuración metaestable, la “radial escapada con
defectos puntuales”, en la que aparecen defectos puntuales de carga 1 y −1 en el eje del cilindro
debido a que el director “escapa” con igual probabilidad en ambos sentidos del eje. Esta solución
termina por relajar en la “radial escapada” mediante una dinámica de aniquilación de defectos de
carga opuesta. La estabilidad relativa del resto de soluciones depende del radio de la cavidad, de
los parámetros termodinámicos del sistema y de las constantes elásticas, que son características
de cada material.
A pesar de la importancia que en muchos aspectos tienen los defectos en cristales líquidos, no
existe, o al menos no conocemos, ningún intento de describirlos usando una teoría microscópica.
Nosotros vamos a estudiar, mediante un funcional de la densidad, el confinamiento de un
nemático en una cavidad circular bidimensional con anchoring homeotrópico. Bajo tales condi-
ciones de contorno esperamos la formación de defectos puntuales en el interior de la cavidad.
6.2. Teoría: funcional de la densidad para discorrectángulos
Hemos tratado el problema haciendo uso de un funcional de la densidad que es la versión
bidimensional del funcional que usamos para tratar el sistema confinado en un poro en tres di-
mensiones (sección 2.5). Vamos a tratar fases isótropas y nemáticas y por lo tanto hemos usado la
aproximación que evalúa la energía de exceso en el sistema de referencia de forma local, y no en
una ρ pesada en un entorno del punto. En este sentido podemos describir el funcional como una
extensión de la aproximación de Parsons-Lee para sistemas no uniformes en dos dimensiones.
Exponemos a continuación los pasos más destacados, si bien los detalles del funcional para el
caso de tres dimensiones son aplicables aquí y no vamos por tanto a repetirlos.
Sea ρ(r, φ) la función de distribución de una molécula, en dos dimensiones r = (x, y), φ =
[0, 2pi]. Es decir ρ(r, φ)drdφ nos dice el número de moléculas que en promedio se encuentran en
un área dada por dr y centrada en r y que tienen una orientación φ dentro del ángulo sólido
dado por dφ. Podemos definir:
ρ(r, φ) = ρ(r) f (r, φ), (6.1)
siendo ρ(r) la función de distribución densidad
ρ(r) =
∫
dφρ(r, φ), (6.2)
y f (r, φ) la función de distribución angular (fracción de moléculas que se encuentran en r y están
orientadas según φ).
Como es usual separamos la energía libre de Helmholtz en la parte ideal, de exceso y una
contribución externa debida a la superficie que confina el sistema:
F[ρ] = Fid[ρ] + Fexc[ρ] + Fext[ρ]. (6.3)
Fid es la contribución a la energía libre de un gas ideal, que viene dada exactamente por:
Fid[ρ] = kT
∫
dx
∫
dyρ(x, y)(ln(ρ(x, y)− 1))− T
∫
dx
∫
dyρ(x, y)Srot(x, y), (6.4)
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Figura 6.3.: (a) Nuestro sistema consiste en una cavidad circular de radio R. El potencial de la superficie es
duro sobre los centros de masas, favorece por tanto una orientación normal a la pared de las moléculas,
tal y como está representado de forma esquemática. (b) Representación a escala de un discorrectángulo
con relación de aspecto χ = L/D = 15 y la elipse del sistema de referencia correspondiente.
donde Srot es la entropía rotacional por partícula, determinada por:
Srot(x, y) = −k
∫
dφ f (x, y, φ)ln(2pi f (x, y, φ)). (6.5)
La parte de exceso se puede expresar como:
βFexc[ρ] =
∫
dr
∫
dφρ(r, φ)
[
Ψexc(ρ(r))
ρ(r)piσ2eq
] ∫
dr′
∫
dφ′ρ(r′, φ′)vexc(r− r′, φ, φ′), (6.6)
donde β = 1/kT es el inverso de la constante de Boltzmann por la temperatura, vexc es la función
solape entre dos discorrectángulos (1 si solapan, 0 en caso contrario) y Ψexc es la energía de exceso
por partícula de un sistema de referencia de elipses duras paralelas de diámetro equivalente σeq
(lo definiremos más adelante). Nótese que, aunque el sistema de referencia elegido no tiene
grados de libertad orientacionales (como es usual), estos sí están presentes en el sistema real a
través del término de volumen excluido.
Por último, el confinamiento de nuestro sistema en una cavidad circular contribuye a la energía
libre con un término extra en el funcional
Fext[ρ] =
∫
drvext(r)ρ(r). (6.7)
vext es un potencial externo que representa el efecto de la superficie sobre cada molécula. En
general vext tiene una dependencia angular, pero en este caso hemos elegido una pared dura
sobre los centros de masa y por lo tanto podemos eliminar dicha dependencia. La expresión del
potencial externo es
vext(r) =
{
0, r < R
∞, r ≥ R, (6.8)
donde hemos definido R como el radio de la cavidad (véase la figura 6.3 (a)) y el centro de la
misma coincide con el origen de coordenadas.
6.2.1. Sistema de referencia
En (6.6) Ψexc es la energía de exceso por partícula de un sistema de referencia. Hemos elegido
un sistema de elipses duras paralelas. La elección es particularmente práctica, pues podemos
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calcular la ecuación de estado a partir de la de discos duros. Ambos sistemas son el mismo con
la única diferencia de un factor de escala en la dirección del eje mayor de las elipses.
La forma de mapear un sistema de discorrectángulos en elipses no es única. Nosotros hemos
elegido que la elipse (HE) tenga el mismo área y la misma relación de aspecto que el discorrec-
tángulo (HDR), es decir (véase la figura 6.3 (b)):
vHDR = vHE,
L+ D
D
=
σ‖
σ⊥
, (6.9)
donde L y D son la longitud y el ancho del rectángulo (que también es el diámetro del semicír-
culo). σ‖ y σ⊥ son los ejes mayor y menor de la elipse respectivamente.
Las elipses duras paralelas se pueden describir como un sistema de discos duros que ha sido
estirado en una dimensión. Podemos por tanto definir un diámetro σeq del círculo al que equivale
nuestra elipse. El área ha de ser la misma y entonces se verifica que σ2eq = σ‖σ⊥. Desarrollando
(6.9) podemos expresar todos los parámetros de las partículas en función de σeq y la relación de
aspecto del discorrectángulo χ = L/D
σ⊥
σeq
=
1
(1+ x)1/2
,
σ‖
σeq
= (1+ x)1/2, (6.10)
D
σeq
=
1
(1+ 4piχ)1/2
, L = χD. (6.11)
Vamos a estudiar el caso χ = 15 de manera que L = 3.346σeq, D = 0.223σeq.
6.2.2. Ecuación de estado de discos duros
En la literatura existen varias aproximaciones para describir la termodinámica de un sistema de
discos duros. Algunos ejemplos son los resultados de la teoría de la partícula escalada [52] o las
aproximaciones de Kratky [199], Henderson [200], Verlet y Levesque [201] o Santos et al [202]. A
nuestro juicio, de entre todas ellas destaca la desarrollada por Baus y Colot [203], ya que unifica
en una misma teoría el comportamiento de un sistema de esferas duras en d dimensiones y los
resultados están en buen acuerdo con las simulaciones. En particular, en el caso de discos duros
el acuerdo con las simulaciones de Erpenbeck y Luban [204] es excelente.
La teoría de Baus y Colot parte del factor de compresibilidad Z = βP/ρ, donde P es la presión.
En un sistema duro depende únicamente de la fracción de empaquetamiento, que en nuestro
sistema de referencia de discos duros es η = piσ2eqρ/4. Es usual hacer un desarrollo del virial de
la forma
Z(η) = 1+
∞
∑
n=1
bnηn, (6.12)
donde los nuevos coeficientes bn se relacionan con los coeficientes del virial Bn mediante la
expresión
bnηn = Bn+1ρn. (6.13)
El problema de (6.12) es que para las densidades típicas de la fase líquida converge muy lenta-
mente. Inspirados en los resultados de la teoría de la partícula escalada, Baus y Colot propusieron
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Figura 6.4.: (a) Energía de exceso por partícula frente a la fracción de empaquetamiento para un sistema de
referencia de discos duros. (b) Función de distribución angular para un valor de ψ = 0. Se muestran
distintos valores de Λ: Λ = 0 que corresponde a un isótropo (línea horizontal); Λ = 0.5, 0.7 y 0.9, al
aumentar el valor de Λ el sistema se ordena cada vez más según la dirección dada por ψ.
escalar la serie del virial como un aproximante de Padé de la forma
Z(η) =
1+∑∞n=1 cnη
n
(1− η)d , (6.14)
donde d es la dimensión del sistema; en nuestro caso d = 2, y cn son unos nuevos coeficientes
relacionados con los bn por la expresión
cn = bn − 2bn−1 + bn−2, d = 2. (6.15)
En la práctica, la sumatoria en (6.14) se trunca en el término N-esimo, dando lugar a distintas
aproximaciones ZN :
ZN(η) =
1+∑Nn=1 cnη
n
(1− η)d . (6.16)
Para Z6 los acuerdos con los datos de simulación son excepcionales. Nosotros hemos utilizado la
aproximación Z2, que para el rango de η que vamos a estudiar en nuestro problema da resultados
muy similares a los de Z6 y tiene la ventaja de ser computacionalmente más sencilla. La expresión
analítica es:
Z2(η) =
1+ c2η2
(1− η)2 , c2 =
7
3
− 4
√
3
pi
. (6.17)
Un vez llegados a este punto, solo nos queda obtener la energía de exceso por partícula
βΨexc(η) =
∫ η
0
dη′ Z2(η
′)− 1
η′ = (c2 + 1)
η
1− η + (c2 − 1)ln(1− η). (6.18)
En la figura 6.3 (a) está representada βΨexc en función de η. Presenta una singularidad para
η = 1, un límite que es físicamente inalcanzable (no se puede rellenar completamente el espacio
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con discos duros). Una forma de mejorar la aproximación sería imponer la singularidad en la
fracción de empaquetamiento máximo, es decir escalar la serie del virial del factor de compre-
sibilidad con un factor (1− η/ηcp) en lugar de (1− η), donde ηcp = pi/
√
12 es la fracción de
empaquetamiento máximo en discos duros. No obstante, para los valores de η que vamos a tratar
ambas aproximaciones ofrecen resultados muy parecidos y sin cambios cualitativos.
6.2.3. Función de distribución angular y parámetros de orden
De forma parecida a los casos ya tratados en tres dimensiones, hemos parametrizado la función
de distribución angular como:
f (r, φ) =
e
Λ(r)2
1−Λ(r)2 cos
2(φ−ψ(r))
∫ 2pi
0 dφe
Λ(r)2
1−Λ(r)2 cos
2(φ−ψ(r))
, Λ ∈ [0, 1], ψ ∈ [0,pi]. (6.19)
Λ y ψ son funciones de r que determinan la estructura orientacional en cada punto de nuestro
sistema. Esta definición cumple con la simetría cabeza-cola de los discorrectángulos, f (φ) =
f (pi + φ), y con la condición de normalización que se desprende de (6.1) y (6.2):∫
dφ f (r, φ) = 1 ∀r. (6.20)
En la figura 6.4 (b) se representa la función de distribución para ψ = 0 y distintos valores de
Λ. En la fase isótropa se tiene Λ = 0, mientras que para Λ > 0 la función de distribución angular
presenta un máximo para φ = ψ,ψ+pi que es más acusado conforme aumentamos el valor de Λ.
Para cuantificar el orden alrededor del director podríamos usar directamente el parámetro Λ; no
obstante vamos a usar la definición estándar del parámetro de orden uniaxial q(r), que en dos
dimensiones es
q(r) =
∫ 2pi
0
dφ f (r, φ)cos(2(φ− ψ(r))). (6.21)
De esta forma, en un punto r del espacio, la configuración de nuestro sistema está descrita por
tres parámetros. ψ(r), el ángulo que forma el director con el eje x; q(r), el parámetro de orden
uniaxial y ρ(r), el número de partículas por unidad de área (usaremos η(r) = ρ(r)v0, la fracción
de empaquetamiento local, en las representaciones gráficas).
6.2.4. Algunos detalles numéricos
Se ha discretizado el espacio en una malla bidimensional cuadrada. El espaciado de la malla es
tal que la longitud del discorrectángulo (L+ D) queda dividida en 40 segmentos. Las integrales
espaciales se han realizado con la regla del trapecio. En cuanto a las integrales angulares, se han
calculado con cuadratura Gaussiana utilizando entre 30 y 40 raíces.
La minimización se ha llevado a cabo usando el mismo método que en capítulos precedentes:
gradientes conjugados (véase la sección A.2 del apéndice). Hemos aprovechado la simetría de los
parámetros de orden en el interior de la cavidad, lo cual nos ha permitido calcular los gradientes
de los perfiles de los parámetros de orden en solo un cuarto de la superficie.
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Figura 6.5.: (a) Ecuación de estado (presión frente a densidad) de un sistema de discorrectángulos en 2D
con una relación de aspecto χ = L/D = 15. Los puntos corresponden a las simulaciones Monte Carlo
de Bates y Frenkel [185], la línea continua son los resultados de de la minimización funcional. La flecha
indica el punto donde la rama del nemático bifurca del isótropo. (b) Parámetro de orden frente a la
densidad para el mismo sistema que en (a).
Finalmente, la cavidad circular se impone sobre la malla cuadrada. Es imposible que todos los
nodos de la red coincidan con la superficie y por lo tanto no se obtiene un círculo perfecto. No
obstante, la precisión de la malla es suficiente como para que la aproximación sea buena, tal y
como se puede apreciar en los perfiles de los parámetros de orden que veremos a lo largo del
capítulo.
6.3. Resultados
Podemos dividir los resultado en tres bloques. Empezamos comparando la ecuación de estado
de volumen del funcional que acabamos de ver con los datos de simulación. Continuaremos con
el estudio de la termodinámica del cristal líquido en el interior de la cavidad y terminaremos
viendo la estructura del núcleo de algunos defectos.
6.3.1. Ecuación de estado de volumen
Como paso previo a estudiar el sistema confinado hemos calculado la ecuación de estado de
volumen. Bates y Frenkel [185] realizaron simulaciones Monte Carlo en el colectivo NPT y NVT
del mismo sistema, lo cual nos permite testar la validez de nuestro funcional. En la figura 6.5
se pueden ver los resultados. En (a) la ecuación de estado presión-densidad, donde se puede
ver que el acuerdo con los datos de simulación es bastante bueno. La flecha indica el punto
donde se produce una transición de fase continua isótropo-nemático. La transición tiene lugar a
una presión pv0/kT = 0.98 y para un valor de la fracción de empaquetamiento η = 0.257 (en
buen acuerdo con el resultado de la teoría de la partícula escalada, η = 0.248 y que veremos en
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Figura 6.6.: Representación esquemática de las configuraciones que puede adoptar el director confinado en
una cavidad circular con anchoring homeotrópico: (a) creando un defecto central de carga 1; (b) creando
dos defectos de carga 1/2; (c) el director se mantiene aproximadamente paralelo en toda la cavidad. En
el resto de capítulo veremos perfiles de los parámetros de orden a lo largo de las trayectorias marcadas
como A y B en el apartado (b) de la figura.
el capítulo siguiente). Los resultados de simulación también muestran una transición isótropo-
nemático para un valor de η que los autores estiman en 0.363, notablemente por encima de
nuestro resultado. Volveremos sobre este punto más adelante, en la sección 6.3.4 dedicada a las
constantes elásticas.
La figura 6.5 (b) muestra el comportamiento del parámetro de orden uniaxial en función de
la densidad. Para valores pequeños de la densidad es muy próximo a cero (fase isótropa) y
conforme aumenta la densidad se produce un rápido crecimiento que tiende después a saturar. El
parámetro de orden no arranca exactamente desde 0 en el punto de la transición. Esto es debido
a las imprecisiones que se generan al hacer las integrales angulares numéricamente. El mínimo
que presenta el funcional en la fase isótropa se desplaza del cero ligeramente. La minimización
funcional en volumen es muy sencilla, las integrales angulares son analíticas y podríamos por
tanto eliminar este problema. Sin embargo es necesario obtener la ecuación de estado con la
misma precisión con la que realizamos la minimización en el sistema confinado. De lo contrario
el exceso de gran potencial sobre el volumen no sería consistente.
Teniendo en cuenta el buen acuerdo que existe con los datos de simulación, esperamos que
el funcional describa correctamente también la interacción con una superficie. Es cierto que esta
introducirá orden posicional en el cristal líquido y sabemos que el funcional no es capaz de
describirlo correctamente, pero desde un punto de vista cualitativo no se esperan cambios signi-
ficativos (en el rango de densidades que trataremos). Además, es esperable que para cavidades
pequeñas la superficie circular destruya en gran medida el orden posicional, haciendo los perfiles
más suaves y por lo tanto nuestra aproximación más valida.
6.3.2. Diagrama de fases de un nemático confinado en una cavidad circular
El sistema consiste en un cristal líquido confinado en una cavidad circular de radio R. La superfi-
cie está modelizada por medio de un potencial duro sobre los centros de masas que favorece una
orientación de los discorrectángulos normal a la superficie (anchoring homeotrópico). En la figura
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Figura 6.7.: Parámetros de orden de dos fases que coexisten en una cavidad de radio R = 25.40D a un
potencial químico ∆µ = 2.75kT. En la fila superior la fracción de empaquetamiento local η, en la
central el parámetro de orden uniaxial q y en la inferior el ángulo de tilt ψ (en grados) que forma el
director con el eje x. Las coordenadas x e y están en unidades del ancho del discorrectángulo D.
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Figura 6.8.: Fracción de empaquetamiento η, parámetro de orden uniaxial q y ángulo de tilt ψ de dos fases
que coexisten en una cavidad de radio R = 23.8D = 1.49(L + D) a un exceso de potencial químico
∆µ = µ− µcoex = 1.55kT. La fila superior e inferior corresponden a distintas direcciones de la cavidad
(detalles en el texto).
6.6 se puede ver un esquema de las configuraciones que puede adoptar el director en este caso.
Desde un punto de vista macroscópico se puede argumentar lo siguiente. En los casos (a) y (b)
el sistema decide satisfacer la condición de contorno impuesta por el sustrato. De esta forma se
minimiza la energía de superficie, pero a cambio tenemos una deformación elástica del director
y la aparición de un defecto central con carga 1 (caso (a)) o dos defectos de carga 1/2 (caso (b)).
En (c) el sistema decide no satisfacer la orientación que le impone el sustrato (con el consiguiente
coste energético) a cambio de prácticamente no deformar el director. Las tres configuraciones
se pueden describir mediante un parámetro d0, definido como la distancia que separa los dos
defectos de la figura (b). Se tiene entonces d0 = 0 en (a), 0 < d0 < 2R en (b) y el caso (c) se puede
ver como d0 = 2R. Estamos interesados en conocer qué fases son las estables.
Hemos encontrado una coexistencia entre dos fases con diferentes valores de d0. Se pueden ver
los parámetros de orden de ambas en la figura 6.7. Se muestra la fracción de empaquetamiento
local (fila superior), el parámetro de orden uniaxial (fila central) y el ángulo de tilt (fila inferior).
Se trata de una transición de primer orden entre una fase con dos defectos de carga 1/2 situados
cerca del centro de la cavidad d0 < 2R (perfiles de la columna derecha) y otra con los defectos
en los extremos d0 = 2R, que mantiene el director uniforme en toda la cavidad (perfiles de la
columna izquierda). Antes de seguir, vamos a comentar un punto importante sobre la minimiza-
ción de estos perfiles. La fase con d0 = 2R no presenta demasiados problemas, basta con imponer
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como condición inicial perfiles constantes de los parámetros de orden para que el proceso de mi-
nimización se complete con éxito. No ocurre lo mismo con la fase que tiene dos defectos en el
interior. Podemos iniciar la minimización imponiendo una configuración radial del director o
que contenga dos defectos y esperar hasta que se alcance la separación de equilibrio, pero la
variable ψ (el ángulo de tilt) es extremadamente lenta. En la práctica es conveniente realizar mini-
mizaciones parciales de distintos perfiles diferenciados por la separación entre defectos. Esto nos
permite conocer a priori la separación de equilibrio y entonces realizar una minimización total.
Para localizar bien la posición de los defectos se ha representado en la figura 6.8 el perfil a lo
largo de dos diámetros de la cavidad. En la fila superior (a), (b) y (c) se muestran los perfiles a
lo largo de un diámetro de la cavidad que pasa por los defectos (camino marcado como A en
la figura 6.6). En la fila inferior (d), (e) y (f) están representados los parámetros de orden a lo
largo del diámetro perpendicular al caso anterior (camino marcado como B en la figura 6.6). La
línea a trazos corresponde a la fase con dos defectos de carga 1/2 situados cerca del centro de
la cavidad (d0 < 2R), y la línea continua a la fase que mantiene el director uniforme (d0 = 2R)
en toda la cavidad. La posición de los defectos se aprecia muy bien en la parte (b) de la figura:
el parámetro de orden uniaxial presenta un mínimo nulo al atravesar el defecto. Al igual que en
tres dimensiones, el máximo del parámetro de orden uniaxial (ver el apartado (e)) se desplaza
en aproximadamente media molécula de la superficie. Es un efecto del potencial duro sobre los
centros de masa que también se ha observado en simulaciones Monte Carlo de sistemas similares
[120].
La separación entre defectos d0 nos sirve para caracterizar la transición. En la figura 6.9 (a) se
puede ver el comportamiento de d0 según aumentamos el potencial químico. Para potenciales
químicos cercanos a los de la transición IN de volumen (∆µ = µ− µINcoex = 0kT) los defectos están
muy próximos al centro de la cavidad. Según aumentamos µ la separación se hace cada vez más
grande y presenta una discontinuidad cuando tiene lugar la transición de fase en ∆µ = 1.55kT.
Una vez atravesada dicha transición, los defectos se siguen separando con una clara tendencia
a saturar en un valor bastante próximo al diámetro de la cavidad. Es decir, se concentran en la
superficie de la cavidad. En el apartado (b) de la misma figura vemos el comportamiento del
promedio del parámetro de orden uniaxial (promedio espacial en toda la cavidad). Como era
esperable aumenta con el potencial químico y es discontinuo en la transición.
Repitiendo el procedimiento anterior para distintos tamaños de la cavidad se puede obtener
el diagrama de fases. Está representado en la figura 6.10 en el plano potencial químico-radio de
la cavidad. La línea continua representa la coexistencia entre dos fases: una con d0 ≈ 2R estable
a radios pequeños y otra con d0 < 2R, que es estable para radios grandes. La pendiente de la
línea de coexistencia es bastante pronunciada y es esperable que termine muriendo con otras
transiciones de cristalización que tengan lugar en el interior de la cavidad. Las simulaciones
Monte Carlo de Bates y Frenkel [185] muestran que para una relación de aspecto L/D = 15 la
transición de cristalización en volumen tiene lugar para valores de η ' 0.8 que corresponde a
potenciales químicos muy por encima de los mostrados en la figura 6.10. Se espera por tanto
que la transición encontrada sea estable en un rango amplio de potenciales químicos frente a
otras fases con orden posicional. Por último, la línea de coexistencia muere en un punto crítico
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Figura 6.9.: (a) Separación entre defectos d0 como función del potencial químico (medido respecto de la
transición IN de volumen) en una cavidad de radio R = 23.8D = 1.49(L + D). La línea punteada
marca el valor del diámetro de la cavidad. (b) Promedio del parámetro de orden uniaxial q frente al
potencial químico. Existe una transición de fase para un potencial químico ∆µ = µ− µcoex = 1.55kT.
situado en5 R = 23.2D y ∆µ = 1.3kT. La línea discontinua está relacionada con la transición de
nematización en la cavidad y la trataremos un poco más adelante.
La estabilidad de una fase con d0 < 2R para radios grandes está de acuerdo con con el trabajo
de Dzubiella et al [205]. Los autores realizaron simulaciones Monte Carlo en el mismo sistema:
discorrectángulos confinados en una cavidad circular que es modelizada vía un potencial duro
sobre los centros de masas. Trabajaron con relaciones de aspecto, L/D, entre 16 y 21 y valores de
R/L entre 9 y 13 aproximadamente. En todos los casos observaron que la fase más estable con-
tiene dos defectos de carga 1/2. Para esos valores del radio, nuestro modelo predice igualmente
que la fase más estable es la que tiene dos defectos de carga 1/2. También está en acuerdo con
los resultados de Andrienko y Allen [120], que estudiaron, mediante simulaciones Monte Carlo,
un sistema de elipsoides duros con relación de aspecto 15 confinado en un cilindro con paredes
duras sobre los centros de masa de las partículas. En todas las cavidades, con radios de 2− 5
veces la longitud molecular, encuentran que la solución estable contiene dos disclinaciones de
línea 1/2. Es interesante observar los perfiles de los parámetros de orden obtenidos en las simu-
laciones. Estos no presentan oscilaciones fuertes, que estarían presentes en caso de existir orden
posicional en el interior de la cavidad. Parece por tanto que el uso de nuestro funcional, que
aproxima la densidad pesada por la densidad local, es razonable incluso en cavidades pequeñas,
donde el orden posicional podría verse en cierta medida frustrado.
La transición que hemos encontrado se puede entender en el contexto de la teoría elástica
de Frank-Oseen [24, 23]. Consideremos los casos extremos (d0 = 0 y d0 = 2R) y veamos la
5La posición exacta del punto crítico es difícil de determinar. Hemos comprobado que existe una transición de fase
para cavidades de radio R = 23.4D y que dicha transición no existe (o nuestra precisión no nos permite verla) para
R = 23.0D.
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Figura 6.10: Diagrama de fases de un sis-
tema de discorrectángulos con L/D =
15 confinado en una cavidad circular. Se
presenta en el plano potencial químico
frente radio de la cavidad en unidades
de D (ancho del discorrectángulo). Al
potencial químico le hemos restado el
valor de la transición isótropo-nemático
de volumen, ∆µ = µ − µcoex. El círculo
vacío marca la posición de un punto
crítico.
estabilidad relativa entre ambos. El exceso de energía libre del sistema confinado respecto a un
nemático en volumen tiene dos contribuciones: la energía elástica y la de superficie. En el caso
d0 = 2R (Fig. 6.6 (c)) podemos considerar que todas las moléculas están orientadas como en
el volumen, no hay deformaciones importantes del director y por tanto no hay un exceso de
energía elástica respecto a un nemático sin confinar. En la fase radial (Fig. 6.6 (a)) el director tiene
una deformación de tipo splay. Como veremos un poco más adelante, la energía elástica de esta
configuración viene dada por:
Eeld0=0 = piK1ln(R/rn) + En, (6.22)
donde K1 es la constante elástica para deformaciones de tipo splay característica de cada cristal
líquido, R es el radio de la cavidad, rn es el radio del núcleo del defecto y En es la energía del
núcleo defecto (en el núcleo el gradiente del director es tan alto que no se puede tratar con una
teoría elástica).
En cuanto al término de superficie, en la configuración d0 = 2R no se satisface el anchoring
impuesto por la pared (salvo en una región pequeña) y por lo tanto hay un exceso de energía
sobre el volumen que es proporcional a la superficie:
Esd0=2R ∼ a2piR, (6.23)
siendo a una constante positiva. En la fase radial sí se satisface la condición de contorno que
impone el sustrato y por tanto el término de superficie es favorable energéticamente:
Esd0=0 ∼ −b2piR. (6.24)
b es otra constante positiva. Cuando el radio de la cavidad R es muy grande, el balance de
energías es siempre favorable para la fase radial, ya que la energía elástica solo crece logarítmica-
mente con R (rn y En son constantes con R):
Eeld0=0 + E
s
d0=0 < E
s
d0=2R, R grande. (6.25)
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Figura 6.11.: (a) Separación entre defectos d0 como función del potencial químico (medido respecto de la
transición IN de volumen) en una cavidad de radio R = 50.77D = 3.17(L + D). (b) Promedio del
parámetro de orden uniaxial q frente al potencial químico.
Dependiendo del tipo de superficie y cristal líquido, es posible que para radios pequeños el
balance se invierta y la fase con los defectos situados en los polos pase a ser la más estable,
exactamente lo que nosotros encontramos. Con este modelo se explica en términos muy sencillos
la estabilidad relativa entre la fase con los defectos en los polos y una fase radial. Lo que nosotros
hemos encontrado es en realidad una transición entre una fase con los defectos en los polos y
otra que contiene dos defectos separados por una distancia d0 < 2R. Es decir, energéticamente
resulta más favorable crear dos defectos de carga 1/2 que un defecto de carga 1. La contribución
a la energía elástica de un defecto de carga k = 1/2 es también logarítmica con R:
Eel =
1
4
piK1ln(R/rn) + En (6.26)
y por lo tanto aunque tengamos 2 defectos el balance continúa siendo favorable 6.
6.3.3. Separación entre defectos
Hemos visto como la separación entre los dos defectos de carga 1/2 crece con µ y tiene una dis-
continuidad al atravesar la transición de fase, llegando a un estado donde se sitúan muy cerca de
la superficie de la cavidad. Nos podemos preguntar qué ocurre en la región derecha del diagrama
de fases donde el estado con dos defectos separados por una distancia menor que el diámetro de
la cavidad es el de mayor estabilidad cuando el potencial químico es suficientemente grande.
En la figura 6.11 hemos representado la separación entre los dos defectos (a) y el promedio
del parámetro de orden uniaxial (b) según aumentamos µ para una cavidad con radio R =
6El argumento es solo válido en una región de radio R alrededor de cada defecto que no incluya el núcleo del otro
defecto. Además no estamos haciendo ninguna consideración sobre las energías y el radio de los núcleos del defecto.
Estas cuestiones las veremos más adelante.
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Figura 6.12.: Fracción de empaquetamiento η (línea continua), parámetro de orden uniaxial q (línea discon-
tinua) y ángulo de tilt ψ (línea punteada) a lo largo del diámetro de la cavidad marcado por A en Fig.
6.6. El sistema se encuentra a un potencial químico ∆µ/kT = 2.75. El radio es R = 3.98(L+D) = 63.7D
50.77D = 3.17(L + D). Es decir, un radio aproximadamente 2.1 veces superior al caso anterior
(Fig. 6.9). Existe una primera región donde los defectos se van separando lentamente del estado
radial (el punto marcado como µ1 pertenece a esta zona), a esta región le sigue otra donde los
defectos se separan rápidamente (el punto µ2 se encuentra en esta zona), y finalmente aparece
una tercera donde el crecimiento vuelve a ser lento y parece saturar (por ejemplo µ3 en la figura) o
incluso retrocede levemente. La saturación se produce para un valor deq0 /D ≈ 41, parecido al caso
anterior (Fig. 6.9) pero con la diferencia de que ahora el diámetro de la cavidad es 2R = 101.54D
y por lo tanto los defectos están muy lejos de la superficie. El promedio del parámetro de orden
(b) tiene un comportamiento similar, si bien se aprecia menos por el orden existente cerca de la
superficie.
Otra diferencia con el caso que vimos anteriormente es que la región donde los defectos se
separan rápidamente se ha desplazado y tiene lugar para un potencial químico más cercano a la
transición IN de volumen, concretamente para ∆µ ≈ 0.5kT cuando R = 50.77D, mientras que en
el caso anterior vimos que la transición tenía lugar para ∆µ = 1.55kT (el radio era R = 23.8D).
Si aumentamos todavía más el radio, la separación entre los defectos una vez alcanzado el
régimen de saturación se hace más grande. La figura 6.12 muestra los perfiles de los parámetros
de orden para una cavidad de radio R = 3.98(L + D) = 63.7D a un potencial químico ∆µ =
2.75kT. En este caso se tiene deq0 /D ≈ 52. También hemos realizado cálculos selectivos en una
cavidad de radio R = 95.7D; en esta ocasión hemos encontrado que la separación entre defectos
satura para un valor deq0 /D ≈ 75.
La distancia de equilibrio entre los defectos es el resultado del balance entre la interacción con
la superficie, que tiende a juntarlos, y la interacción entre ellos, que es repulsiva (minimizando
así la energía elástica). Siendo este balance distinto para cada valor de R.
Parece que la separación de equilibrio entre defectos escala con el tamaño de la cavidad. Para
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Figura 6.13.: Parámetro de orden uniaxial a lo largo del camino marcado por A en la figura 6.6 para una
cavidad de radio R = 50.77D = 3.17(L+D). Los distintos casos corresponden a diferentes potenciales
químicos marcados como µ1, µ2 y µ3 en la figura 6.11 (a): línea punteada ∆µ = −0.05kT, línea a trazos
∆µ = 0.45kT y línea continua ∆µ = 1.67kT.
los tres casos analizados se tiene: deq0 /(2R) = 0.41 cuando R = 50.77D, d
eq
0 /(2R) = 0.41 para
R = 63.7D y finalmente deq0 /(2R) = 0.39 si R = 95.7D. No hemos tenido en cuenta el caso
R = 23.8D ya que es diferente por el hecho de que el sistema atraviesa una transición de primer
orden a otro estado distinto. Las pequeñas diferencias en el resto de situaciones podrían ser per-
fectamente atribuibles a la precisión en la minimización. Ligeros cambios en el parámetro d0 en
torno al valor de equilibrio producen pequeñas variaciones en la energía libre total. Yan y Rey
[206] estudiaron un sistema muy parecido, formado por partículas discóticas, en el marco de la
teoría elástica. Concluyeron que la separación entre los defectos escala con el radio de la cavidad
como deq0 /(2R) = 5
−0.25 ≈ 0.67. Para llegar a ese resultado los autores obvian la existencia de una
superficie circular y suponen que las deformaciones del director se deben a defectos imaginarios
de carga opuesta que están en línea con los defectos reales (“método de las imágenes”). Además,
los autores suponen que el parámetro de orden es uniforme en toda la cavidad, utilizan la apro-
ximación de una sola constante elástica y desprecian la energía de los núcleos. Estos tres puntos
pueden ser el origen de las diferencias, en particular, la superficie induce cambios importantes en
la estructura del parámetro de orden orientacional y en la densidad. No obstante, la conclusión
de que la distancia de equilibrio escala con el tamaño de la cavidad parece cumplirse en ambos
sistemas.
Observemos ahora en la figura 6.12 la región que hay entre los defectos. Es una zona con orden
orientacional q ≈ 0.8. Sin embargo, en el primer caso que vimos (véase perfil en línea punteada
de la figura 6.8 (b)) el orden en esta zona es mucho menor q ≈ 0.2. Nos podemos preguntar si
el orden orientacional en esta región, que separa ambos defectos, tiene alguna relación con el
comportamiento de d0 frente a µ. Para verlo hemos representado en la figura 6.13 el perfil del
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parámetro de orden uniaxial para los potenciales químicos marcados como µ1 (línea punteada),
µ2 (línea a trazos) y µ3 (línea continua) en la figura 6.11 (a). A la vista de los resultados parece
claro que la rápida separación entre defectos está relacionada con un fuerte aumento del orden
orientacional en el espacio que hay entre ambos.
Teniendo esto en cuenta, junto con el hecho de que la región que experimenta el crecimiento
rápido se aproxima más al potencial químico de la transición IN al aumentar el radio de la
cavidad, podemos pensar que estamos viendo la transición continua7 de nematización del fluido
dentro de la cavidad circular. Dicha nematización tiene lugar, para estos valores de R, a poten-
ciales químicos por encima de la transición de volumen, algo esperable pues el confinamiento
en este tipo de cavidades tiende a frustrar el orden en su interior. En el diagrama de fases
que mostramos en la figura 6.10 se encuentra representada dicha transición para R = 31.7D y
R = 50.77D (puntos indicados por cruces y unidos por una línea discontinua). Para cavidades
mayores tenderá al potencial químico de la coexistencia IN de volumen (si bien es posible que en
algún punto cruce el valor ∆µ = 0 obteniéndose un comportamiento no monótono) y para radios
más pequeños es posible que muera en la línea de la transición entre el estado con el director
uniforme y el estado con dos defectos de carga 1/2 o en el punto crítico, en cuyo caso se trataría
de un punto tricrítico. Actualmente estamos realizando los cálculos necesarios para comprobar
ambas tendencias.
6.3.4. Estudio del núcleo de un defecto con DFT
En la literatura se puede encontrar una gran cantidad de trabajos dedicados al estudio de defectos
en cristales líquidos. La inmensa mayoría se basan en la teoría elástica de Frank-Oseen. En dos
dimensiones, la densidad de energía elástica fel debida a deformaciones en el director n(r) se
puede escribir como:
fel(r) =
1
2
K1(∇ · n)2 + 12K3(n× (∇× n))
2, (6.27)
siendo K1 la constante elástica para deformaciones de tipo splay y K3 la constante elástica involu-
crada en deformaciones de tipo bend (en 2 dimensiones no existen deformaciones de tipo twist).
Supongamos ahora que queremos estudiar un defecto bidimensional como los que se mues-
tran en la figura 6.14. Ambos son defectos de carga k = 1. En (a), un defecto “radial, se tiene
n = (cos φ, sin φ) y por lo tanto ∇ · n = 1/r y ∇× n = (0, 0, 0) es decir solo hay contribuciones
de tipo splay. En (b), defecto que hemos llamado ”tangencial“, se cumple n = (sin φ,− cos φ)
de forma que ∇ · n = 0 y (n× (∇× n))2 = 1/r2, es decir, las deformaciones son puramente
del tipo bend. Entre ambas clases de defectos existe un continuo de posibilidades con las dos
deformaciones posibles: splay y bend.
La energía contenida en un círculo de radio R con origen en el centro del defecto no es más
que la integral de superficie de (6.27). Sin embargo, hay un problema evidente: la integral diverge
en el centro del defecto. El director varía muy rápidamente en esta zona y la teoría elástica falla
por completo en su descripción. Esta región se conoce como el núcleo del defecto. Sean En y rn la
energía y el radio del núcleo respectivamente; definidos de alguna manera arbitraria. Entonces,
7Podría ser también una transición de primer orden muy débil.
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Figura 6.14.: Esquema de dos defectos bidimensionales de carga 1. El círculo relleno representa el núcleo
del defecto.
la energía acumulada a una distancia R será
Er = piK1 ln(R/rrn) + E
r
n,
Et = piK3 ln(R/rtn) + E
t
n. (6.28)
Siendo Er la energía de un defecto radial de carga 1 con deformaciones de tipo splay (apartado
(a) de la figura 6.14) y Et el análogo para un defecto tangencial, con deformaciones de tipo bend
(apartado (b)). Según (6.28) se tiene E→ ∞ para R→ ∞, es decir, en un plano infinito la energía
de un defecto sería infinita. Esta situación no se puede dar en la práctica debido a la presencia
de defectos con cargas opuestas que cancelan la carga total del sistema.
Se conoce muy poco sobre la estructura y propiedades del núcleo; generalmente se tratan de
forma cualitativa, estimando de algún modo el radio y su energía. En otras ocasiones se supone
que su energía es despreciable en comparación con la elástica y se desprecian, una aproximación
que puede llegar a ser drástica si el sistema es suficientemente pequeño.
Uno de los primeros intentos de describir el núcleo de un defecto en un cristal líquido se lo
debemos a Schopohl y Sluckin [182]. Analizaron el núcleo de una línea de disclinación de carga
1/2 usando una teoría Landau-de Gennes con el parámetro de orden completo, el tensor Qαβ
que se puede ver en el apéndice A.1. El estudio sirvió para darse cuenta de que el núcleo en este
tipo de defectos no es isótropo, como se pensaba hasta entonces. Por el contrario está ordenado
a lo largo del eje de la línea de disclinación (en dos dimensiones no existe esta posibilidad y el
núcleo es isótropo). Este resultado fue corroborado con las simulaciones Monte Carlo de Hudson
y Larson [207] del mismo defecto formado por esferocilindros duros. Encontraron además una
nueva estructura con un núcleo triangular estable para moléculas muy elongadas. Sigillo et al.
[208] usaron un enfoque diferente describiendo el cristal líquido con una función de distribución
angular dependiente de la posición, y trataron la interacción entre partículas mediante un poten-
cial de campo medio de tipo Maier-Saupe. Estudiaron líneas de disclinación +1 en un cilindro.
Observaron como el radio del núcleo disminuye al aumentar el parámetro de orden orientacional
de volumen y vieron que los núcleos de los defectos de tipo radial y tangencial tienen el mismo
tamaño y energía, si bien los mismos autores recalcan que esto es consecuencia del potencial de
interacción intermolecular, que hace que el sistema tenga constantes elásticas idénticas.
A pesar de la poca atención que han recibido, los núcleos parecen jugar un papel determinante
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en muchos aspectos. Mottram et al. [209, 186] estudiaron líneas de disclinación con cargas 1 y
1/2 en las proximidades de la transición IN en tres dimensiones y vieron como el crecimiento
del núcleo (isótropo) es responsable de que no podamos calentar el nemático por encima de una
temperatura crítica Tc, que está por encima de la temperatura de transición TIN , pero por debajo
de la temperatura de metaestabilidad de la fase nemática. Los núcleos pueden ser también muy
relevantes en aspectos dinámicos tales como la velocidad de propagación de un defecto [207, 210].
Nuestro propósito es hacer un primer acercamiento a las propiedades del núcleo de un defecto
con una teoría microscópica, en particular una teoría basada en un funcional de la densidad para
partículas duras. Ya hemos visto que en el interior de la cavidad circular se forman defectos y
por lo tanto es una geometría apropiada para su estudio. A diferencia de otras teorías como la
elástica o la teoría Landau, el estudio de un defecto con el formalismo DFT no exige en absoluto
distinguir qué forma parte del núcleo y qué no. Luego, lo primero que necesitamos es un criterio
que nos permita separar ambas partes. Uno razonable es comparar la densidad de energía que
obtenemos como resultado de la minimización funcional con la densidad de energía elástica
dada por (6.27). La región que pertenece al núcleo será aquella donde ambas densidades no
concuerden. Para ello necesitamos calcular previamente las constantes elásticas K1 y K3.
Constantes elásticas de un fluido de discorrectángulos duros
Hemos seguido dos rutas para el cálculo de las constantes elásticas. La primera consiste en
imponer una configuración del director en la que solo aparezcan deformaciones de tipo splay o
bend (como los que vimos en la figura 6.14) y fijar la densidad y el parámetro de orden uniaxial a
sus valores de volumen. Hecho esto evaluamos la energía y representamos la densidad de energía
a lo largo de un radio cualquiera de la cavidad puesto que hay simetría radial. El último paso
es ajustar la densidad de energía en una región lejos de la superficie y del centro de la cavidad.
Ya vimos que en ambos casos se tiene un decaimiento de tipo 1/r2. A partir de dicho ajuste
podemos obtener fácilmente K1 y K3. Hay que tener en cuenta que no estamos minimizando el
funcional, simplemente evaluando la energía de una configuración. El proceso es muy rápido y
nos permite trabajar en cavidades muy grandes (R ≈ 100(L + D)) de forma que el cálculo es
bastante preciso. No obstante, para estar seguros de que los valores de K1 y K3 son correctos,
hemos obtenido las constantes elásticas haciendo un desarrollo de la energía de exceso, ec. (6.6),
en el director. Comparando el resultado con (6.27) se obtienen las siguientes expresiones para K1
y K3:
K1 = −Ψexc(ρ0)
ρ0piσ2eq
∫
dϕ
∫
dϕ′ρ′(ϕ)ρ′(ϕ′)Vyy(ϕ, ϕ′),
K3 = −Ψexc(ρ0)
ρ0piσ2eq
∫
dϕ
∫
dϕ′ρ′(ϕ)ρ′(ϕ′)Vxx(ϕ, ϕ′), (6.29)
siendo ρ0 la densidad de volumen, ρ′ la derivada de la función de distribución de una partícula
con respecto al ángulo de tilt ρ′ = ∂ρ/∂ψ = ρ0∂ f/∂ψ y donde se ha definido
Vij(ϕ, ϕ′) =
∫
área excl.
drV(r, ϕ, ϕ′)xixj. (6.30)
En la sección A.5 del apéndice se puede ver el cálculo detallado. Las expresiones (6.29) son
análogas a las que se obtienen si en lugar de hacer un desarrollo en el director se trabaja en
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∆µ/kT η q K1/kT K3/kT
0.15 0.270 0.27 0.08 0.11
0.75 0.303 0.63 0.47 1.13
1.75 0.360 0.83 0.93 4.05
2.75 0.410 0.90 1.27 8.72
4.25 0.470 0.94 1.70 17.8
5.25 0.503 0.96 2.01 25.2
6.25 0.533 0.97 2.38 33.8
Tabla 6.1.: Exceso de potencial químico respecto a la coexistencia IN de volumen ∆µ, fracción de empa-
quetamiento η, parámetro de orden uniaxial q y constantes elásticas K1 y K3 de un fluido de discorrec-
tángulos con L/D = 15.
términos de la función de correlación directa y se introduce, en las expresiones generales resul-
tantes, la función de correlación directa de nuestro modelo. El cálculo lo hicieron Poniewierski
y Stecki [211] para un funcional general en tres dimensiones, siendo directa la generalización al
caso bidimensional.
Como era de esperar, los resultados obtenidos mediante (6.29) y con el ajuste numérico son
iguales (salvo pequeñas diferencias atribuibles a la precisión de las integrales angulares y espa-
ciales). Se pueden ver en la tabla 6.1 y en la figura 6.15. El valor de ambas constantes es nulo en
la transición IN de volumen y crece conforme nos separamos de esta. K3 es siempre mayor que
K1 y la diferencia entre ambas crece considerablemente al alejarnos de la transición IN. Cuando
la fracción de empaquetamiento es η ≈ 0.4 hay casi un orden de magnitud de diferencia entre
ambas. Las deformaciones de tipo bend son mucho más costosas que las de tipo splay. Esto es
algo a tener en cuenta, pues en gran parte de los estudios basados en la teoría elástica se hace
la aproximación de una sola constante elástica, en la cual se toma K1 = K3. En este caso, dis-
correctángulos con L/D = 15, tal aproximación deja de ser razonable en cuanto nos separamos
un poco de la transición IN de volumen, de hecho incluso para valores muy próximos a ella
hay importantes diferencias (véase la extrapolación en el apartado (d) de la figura). En sistemas
como el tratado aquí o en cavidades cilíndricas, el orden nemático estará generalmente frustrado
en condiciones de coexistencia IN de volumen y será necesario adentrarse en la región de esta-
bilidad del nemático de volumen para tener orden orientacional en el interior del poro, siendo
cada vez peor la aproximación de una sola constante elástica. Es esperable que las diferencias en
los valores de K1 y K3 disminuyan (aumenten) conforme reducimos (ampliamos) la relación de
aspecto L/D de los discorrectángulos.
Una consecuencia de la inhomogeneidad de las constantes elásticas se puede ver en [212]; el
autor examina mediante simulaciones Monte Carlo el orden nemático de esferocilindros duros
que viven en la superficie de una esfera. La geometría hace que el estado fundamental contenga
cuatro defectos de carga 1/2. Análisis basados en teoría elástica con la aproximación K1 = K3
predicen que los defectos se sitúan en un tetraedro, pero las simulaciones Monte Carlo muestran
que en realidad se localizan en un círculo que divide la esfera en dos hemisferios. De esta forma
en cada hemisferio el director se organiza de manera que maximiza las deformaciones de tipo
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Figura 6.15.: (a) Constante elástica K1 en función de la fracción de empaquetamiento η. (b) Constante elás-
tica K3 en función de la fracción de empaquetamiento η. (c) K1 (línea continua) y K3 (línea discontinua)
como función del parámetro de orden uniaxial q. (d) Cociente entre las constantes elásticas: K1/K3. El
tramo discontinuo es una extrapolación hasta el η al que tiene lugar la transición IN de volumen.
splay y minimiza las de tipo bend, que son mucho más costosas.
Antes de empezar el estudio de los núcleos vamos a realizar un pequeño inciso sobre la transi-
ción isótropo-nemático para el fluido de discorrectángulos. Vimos que las simulaciones de Bates
y Frenkel [185] estimaban la transición para una fracción de empaquetamiento η = 0.363. Para ha-
llarla suponen que la transición es del tipo Kosterlitz-Thouless, de forma que cuando la constante
elástica alcanza el valor crítico Kc = 8kT/pi tiene lugar la transición IN [183]. Ahora que cono-
cemos el valor de las constantes elásticas podemos realizar el mismo cálculo. Para ello tomamos
K como el promedio de K1 y K3. El resultado, si suponemos que el mecanismo responsable de
ordenar el sistema es de tipo Kosterlitz-Thouless, es que la transición ocurre para η = 0.36, en
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Figura 6.16.: Fracción de empaquetamiento local a lo largo de un diámetro cualquiera en un defecto radial
para cavidades de radios R/(L+ D) = 1.98, 3.17, 3.98, 4.98, 5.98 y 7.98 (se alternan líneas a trazos con
líneas continuas). El sistema está sometido a un potencial químico ∆µ = 2.75kT.
muy buen acuerdo con las simulaciones Monte Carlo.
Núcleo de un defecto de carga k = +1 (radial)
Conocidas las constantes elásticas vamos a estudiar el núcleo de los defectos que se mostraron
en la figura 6.14. Empezamos por el defecto radial donde solo hay deformaciones de tipo splay
(esquema (a) en la figura). Hemos visto que una fase con esta clase de defecto en el interior de la
cavidad es estable únicamente a potenciales químicos bajos, próximos al de la transición IN de
volumen. Cuando aumentamos el potencial químico se vuelve metaestable y el defecto central
termina separándose en dos defectos de carga 1/2. No obstante, es posible forzarla a que sea
al menos metaestable. Para ello imponemos una configuración radial del director y la dejamos
fija durante el proceso de minimización funcional. Un ejemplo del resultado final se muestra
en la figura 6.16 donde vemos el perfil de la fracción de empaquetamiento local a lo largo de
un diámetro cualquiera de la cavidad. Los distintos casos mostrados en la figura corresponden a
aumentar progresivamente el radio de la cavidad desde R/(L+D) = 1.98 hasta 7.98. Se observan
tres regiones bien diferenciadas. Cerca del centro se produce un descenso brusco en el número
de partículas: es el núcleo del defecto. Le sigue una zona donde la densidad es prácticamente
constante y después se observa un incremento rápido debido a la adsorción que tiene lugar en la
superficie de la cavidad. Puesto que estamos interesados en el núcleo, esperamos que los efectos
de la superficie no se propaguen hasta el centro de la cavidad y modifiquen su estructura, así
como que los efectos del núcleo no se extiendan demasiado para poder tratar el problema con
cavidades relativamente pequeñas. En este sentido sería conveniente minimizar cavidades con
un radio muy grande, pero el tiempo de cálculo hace que no podamos ir mucho más allá de
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Figura 6.17.: Densidad de energía a lo largo de un radio cualquiera de una cavidad con R = 7.98(L+ D)
(línea continua). El sistema está sometido a un potencial químico ∆µ = 2.75kT. La línea a trazos es la
densidad de energía según la teoría elástica (6.27). El encarte es una ampliación de la región central en
la que se aprecia una zona donde ambas coinciden.
R ≈ 10(L+ D). Una simple inspección de los perfiles de densidad parece indicar que los efectos
de la superficie sobre el núcleo son muy leves, incluso en cavidades pequeñas.
Al comparar la densidad de energía resultado de minimizar el funcional con la densidad
de energía elástica dada por (6.27) (con las constantes calculadas previamente) se observa que
el acuerdo en la región entre el núcleo y la superficie es bueno para cavidades relativamente
pequeñas, del orden de R ≈ 10(L+ D) (véase la figura 6.17). A distancias de 2− 3(L+ D) del
centro de la cavidad la teoría elástica ofrece resultados muy parecidos a nuestro funcional de
la densidad. Para distancias más pequeñas vemos como la teoría elástica diverge en el centro
de la cavidad. El desacuerdo entre ambas es también muy apreciable en la región cercana a la
superficie.
La figura 6.18 muestra la fracción de empaquetamiento local (a) y el parámetro de orden
uniaxial (b) del núcleo del defecto (obtenidos mediante la minimización funcional en cavidades
de radio R = 7.98(L+ D)). Las sucesivas líneas corresponden a aumentos del potencial químico
del sistema. La densidad es mínima en el punto central del defecto salvo en los dos últimos
casos, los de mayor potencial químico, donde aparece un pequeño máximo local. Si analizamos
la densidad de energía para estos casos se observa un mínimo local en el centro del defecto; es
debido al máximo local en la densidad. Un resultado similar fue obtenido por Schopohl y Sluckin
[182] en el estudio del núcleo de un defecto de línea de carga +1/2. No obstante, podría estar
relacionado con la metaestabilidad de la fase radial en este sistema. En cualquier caso el efecto
es pequeño y no afecta a la estructura general.
Los perfiles de los parámetros de orden (a) y (b) muestran una disminución del tamaño del
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Figura 6.18.: Fracción de empaquetamiento local (a) y parámetro de orden uniaxial (b) para un defecto
con k = +1 y deformaciones de tipo splay (obtenidos en una cavidad de radio R = 7.98(L + D)).
Los distintos perfiles corresponden a aumentar progresivamente el potencial químico: ∆µ/kT =
0.75, 1.75, 2.75, 4.25, 5.25 y 6.25. (c) r(1)n (círculos negros) y r
(2)
n (círculos vacíos) como función del po-
tencial químico (detalles en el texto). (d) Energía del núcleo en relación a la constante elástica K1, la
línea es una regresión lineal.
núcleo al aumentar µ, en acuerdo con [208]. Para cuantificarla de alguna forma hemos anali-
zado cómo se reduce la depleción que tiene lugar en el núcleo del defecto. Hemos definido las
cantidades r(1)n y r
(2)
n como el punto de inflexión en el parámetro de orden uniaxial y en la den-
sidad respectivamente. En el apartado (c) de la figura están representadas r(1)n (círculos negros)
y r(2)n (círculos vacíos). Ambas tienen un comportamiento muy similar: disminuyen rápidamente
al alejarnos de la coexistencia IN de volumen y tienden a saturar. Parece que la estructura del
parámetro de orden uniaxial satura ligeramente antes que el perfil de densidad, si bien es un
efecto leve.
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El hecho de que el tamaño del núcleo disminuya no implica necesariamente que sus efectos se
propaguen menos. La diferencia entre la densidad de volumen y la densidad del núcleo aumenta
con µ, provocando que los efectos de éste último se extiendan a distancias mayores. Al comparar
la densidad de energía con la elástica vemos que el tamaño efectivo se mantiene más o menos
constante en 2.5− 3(L + D), independientemente de µ (entendiendo como tamaño efectivo la
región donde la densidad de energía difiere de la elástica). La precisión de nuestro cálculo no
nos permite dar un resultado mejor. Es posible que un estudio similar con un funcional que
describa mejor las correlaciones dé como resultado un aumento del tamaño efectivo del núcleo
con el potencial químico.
Por último, en (d) hemos representado la energía del núcleo del defecto En, definida arbitraria-
mente como la integral de la densidad de energía hasta un radio r = 2.75(L+ D), que es donde
difiere apreciablemente de la energía elástica (véase la figura 6.17), en función de la constante
elástica K1. En cada punto apenas se aprecian unas barras de error; corresponden al mismo cál-
culo pero para radios de 2.5(L+ D) y 3(L+ D). Hemos hecho esto ya que es difícil precisar qué
zona corresponde al núcleo del defecto, aunque como vemos las diferencias son muy pequeñas.
Es común en el tratamiento de defectos usando la teoría elástica hacer la suposición de que la
energía del núcleo de una disclinación de carga k es En = k2piK, donde K es la constante elástica
(se suele hacer la aproximación K1 = K3 ≡ K). Nuestros resultados muestran que efectivamente
hay una variación casi lineal de la energía como función de K1, aunque la pendiente de la recta de
regresión (linea punteada) es m = 12.2, aproximadamente cuatro veces mayor que la estimación
de la teoría elástica (k = 1 ⇒ En = k2piK = piK; m/pi = 12.2/pi ≈ 3.9). La dependencia de
En con el exceso de potencial químico ∆µ es también lineal, siendo la pendiente de la recta de
regresión m′ = 4.09.
Núcleo de un defecto de carga k = +1 (tangencial)
El siguiente caso es un defecto de carga 1 tangencial, con efectos elásticos únicamente de tipo
bend, como el que vimos en la figura 6.14 (b). Para lograr estabilizar un defecto de este tipo en
nuestra cavidad necesitamos una superficie que favorezca un anchoring planar, es decir, con las
partículas orientadas paralelas a la superficie. Para ello, siguiendo las ideas que expusimos en el
capítulo 3, modelizamos la superficie por el potencial externo
vext(r′, ϕ) =
{
∞, r′ < 0
V0 cos(2(ϕ− ψ))e−αr′ , r′ ≥ 0
, (6.31)
con r′ la distancia mínima entre el centro de masas del discorrectángulo y la superficie circular.
Cuando V0 es suficientemente grande la superficie favorece el tipo de anchoring que buscamos.
Nosotros hemos comprobado que así ocurre para V0 = 0.7kT y α = 1.08(L+ D)−1. Disponemos
por tanto de la geometría necesaria para generar un defecto con las características que buscamos.
La adición de este término extra al potencial de superficie, que tiene un decaimiento exponen-
cial, provoca que la superficie interaccione con el cristal líquido a distancias más largas que en
el caso anterior. Por otro lado, el núcleo de este tipo de defectos es también más grande (algo
que no ocurre por ejemplo en [208], ya que en ese caso K1 = K3). La combinación de ambos
fenómenos hace que para alcanzar el régimen elástico en la zona que separa el núcleo de la su-
perficie sea necesario minimizar el funcional en cavidades mucho más grandes que en el caso
141
6. Defectos topológicos en un cristal líquido bidimensional
-4 -2 0 2 4
r / (L+D)
0
0.2
0.4
0.6
0.8
1
q
-4 -2 0 2 4
r / (L+D)
0.35
0.4
0.45
0.5
η
(a) (b)
Figura 6.19.: Fracción de empaquetamiento local (a) y parámetro de orden uniaxial (b) frente a la coorde-
nada radial para un defecto con k = +1 y deformaciones de tipo bend. Los distintos perfiles correspon-
den a aumentar progresivamente el potencial químico: ∆µ/kT = 0.75, 1.75, 2.75, 4.25, 5.25 y 6.25.
anterior. Nuestro límite computacional se encuentra en cavidades con R ≈ 15(L + D), que no
es suficiente para estimar de un modo razonable parámetros como la energía del núcleo. Dicha
energía es significativamente mayor que la de un núcleo de tipo radial, con deformaciones de
tipo splay. Esto era algo esperable teniendo en cuenta las diferencias entre las constantes elásticas
involucradas en cada caso.
Aunque no podemos estimar de manera satisfactoria la energía, sí es posible ver la estructura
del núcleo. En la figura 6.19 se han representado los perfiles de los parámetros de orden en la
región central del núcleo del defecto. Han sido obtenidos con la minimización de cavidades de
radio R = 8(L+ D)8. El parámetro de orden uniaxial tiene un comportamiento semejante al que
vimos previamente (con la diferencia del tamaño). La densidad tiene un máximo bien marcado
en el centro del núcleo. El diámetro de la depleción central es mayor que la longitud molecular,
permitiendo una mayor concentración de partículas en su interior.
Núcleo de un defecto k=+1/2
La geometría usada puede servir también para estudiar un caso más interesante, defectos de
carga k = +1/2. El estado de mínima energía del sistema contiene, cuando el radio es suficien-
temente grande, dos defectos de carga k = +1/2 separados por una distancia d0. Su estudio es
mucho más complejo; veamos por qué. Lo primero que necesitamos conocer es la separación de
equilibrio entre los defectos del interior de la cavidad, d0. Este paso previo exige, como ya comen-
tamos, una serie de minimizaciones parciales del funcional que aumentan el tiempo de cálculo en
aproximadamente un orden de magnitud. Por otro lado y a diferencia del defecto radial, ahora
es necesario minimizar el funcional respecto de la variable ψ, que es con diferencia la más lenta
8Al hacerlo en cavidades mayores se alcanzará el régimen elástico y los perfiles sufrirán alguna leve modificación.
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de la tres. La consecuencia práctica es que el radio máximo con el que podemos trabajar se ve
reducido, mientras que por otro lado necesitamos cavidades más grandes, ya que los defectos
están más próximos a la superficie. Por si no fuera suficiente, existe un término de interacción
entre ambos defectos. Esto hace que separar las contribuciones debidas al núcleo del resto sea
una tarea complicada (aunque no insalvable si pudiéramos trabajar con cavidades grandes).
En la figura 6.20 se han representado los parámetros de orden de dos configuraciones con
defectos de carga 1/2. Para lograrlas se ha minimizado el funcional en una cavidad de radio
R = 50.8D, aunque solo se muestra una región cuadrada de dimensiones 30x30D2 que contiene
el núcleo de ambos defectos. En la columna de la izquierda vemos la fracción de empaque-
tamiento local (arriba), el parámetro de orden uniaxial (centro) y el ángulo de tilt (abajo) cuando
sometemos el sistema a un potencial químico ∆µ = 1.75kT. La columna de la derecha muestra los
mismos perfiles cuando aumentamos el potencial químico hasta ∆µ = 6.75kT. En las esquinas de
las figuras correspondientes a la densidad (arriba) se aprecia una estructura con simetría radial;
se trata de los efectos de la superficie de la cavidad. Es un indicio claro de que si quisiéramos
hacer un análisis detallado necesitaríamos cavidades más grandes. Se observa bastante bien que
el tamaño de los núcleos disminuye considerablemente al aumentar el potencial químico (el
efecto es más visible en el parámetro de orden)9. Otro efecto notable es la pérdida de simetría
radial del defecto con el aumento del potencial químico. Los perfiles de la columna izquierda
(potencial químico bajo) tienen una simetría casi radial respecto al centro del defecto (salvo el
tilt, evidentemente). Al aumentar µ (columna derecha) el núcleo se hace más pequeño en todas
direcciones, pero especialmente en la región que separa ambos defectos, donde el director es
constante.
No podemos estudiar cavidades lo suficientemente grandes como para que la estructura del
núcleo y la interacción con la superficie relajen por completo hasta alcanzar el límite elástico. Algo
parecido a lo que nos ocurría en el caso anterior, pero no tan drástico, de forma que podemos
estimar de forma razonable los parámetros relevantes del núcleo. Estos se pueden ver en la figura
6.21. En (a) está representado el radio medio del núcleo de un defecto frente al potencial químico.
Hemos definido el radio medio como el punto de inflexión que aparece en la densidad (igual
que en el defecto radial) promediado en las distintas direcciones (no hay simetría radial). Al
igual que en el defecto radial, se produce un rápido decaimiento al aumentar µ que tiende a
saturar. rn es aproximadamente la mitad que en el defecto radial (figura 6.18 (c)) y por tanto
la superficie del núcleo, proporcional a r2n, es unas cuatro veces menor en el caso k = 1/2 que
en el defecto con radial con k = 1. En (b) vemos la estimación para la energía del núcleo en
función de la constante elástica K1. La línea es la recta de regresión cuya pendiente es m = 5.04,
aproximadamente un factor 2.5 más pequeña que en el defecto con k = 1. Que al menos exista
un factor 2 de diferencia era esperable pues sabíamos que incluso en cavidades muy pequeñas
la estructura con dos defectos 1/2 es más estable que la que tiene un solo defecto radial. En
esas circunstancias gran parte de la energía del sistema se debe a los núcleos, y por lo tanto
la energía de ambos núcleos más el término de interacción entre ellos debe ser como mucho
igual a la energía de un núcleo radial. Ya vimos que usualmente se estima la energía del núcleo
como En = k2piK y por lo tanto sería esperable que en el caso k = 1/2 tuviéramos un factor 4
9Nos referimos a una reducción de la estructura, que no implica necesariamente una disminución de la distancia a la
que el sistema siente el núcleo del defecto.
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Figura 6.20.: Cavidad de radio R = 50.8D (solo se muestra una parte) donde se forman dos defectos
k = 1/2. En la columna izquierda ∆µ = 1.75kT, en la derecha ∆µ = 6.75kT. En la fila superior la
fracción de empaquetamiento local η, en la central el parámetro de orden uniaxial q y en la inferior el
ángulo de tilt ψ (en grados). Coordenadas x e y en unidades del ancho del discorrectángulo D.
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Figura 6.21.: Parámetros relativos al núcleo de un defecto de carga k = 1/2: (a) rn, definido como el punto
de inflexión en el perfil de la densidad, como función de µ y (b) energía del núcleo en función de la
constante elástica K1
respecto al defecto radial (el tamaño sí es aproximadamente 4 veces menor). Si observamos el
comportamiento del director en la región del núcleo, vemos que aparecen deformaciones de tipo
bend (∇× n 6= 0) para k = 1/2 que no están presentes en el defecto radial y pueden ser el origen
de esta diferencia.
6.4. Conclusiones y cuestiones abiertas
Hemos aplicado un funcional de la densidad al estudio de esferocilindros duros en dos dimen-
siones confinados en una cavidad circular. El funcional consiste en una extensión de la teoría de
Onsager para fases no uniformes donde las variaciones del perfil de densidad se suponen suaves.
Recupera correctamente la ecuación de estado obtenida por simulaciones, si bien discrepa en la
densidad a la que tiene lugar la transición isótropo-nemático. Esto era esperable, pues hay indi-
cios [185] de que la transición IN en dos dimensiones puede ser de tipo Kosterlitz-Thouless para
este sistema, un mecanismo que no está contemplado en el funcional. Al calcular las constantes
elásticas y analizar la transición suponiendo que es de tipo Kosterlitz-Thouless se recuperan los
datos de las simulaciones.
En la cavidad circular tiene lugar una transición de fase entre un estado con el director uni-
forme y otro con dos defectos puntuales de carga 1/2 separados por una distancia de equilibrio.
Esta última fase es la estable para radios grandes. El resultado es compatible con los escasos
datos de simulación disponibles, así como con la fenomenología que tiene lugar en un cilindro
(teniendo en cuenta que en nuestro caso no existe la solución en la que el director escapa a lo
largo del eje del cilindro). La distancia de equilibrio entre los defectos está relacionada con la
transición continua de nematización en el poro. Cuando esta tiene lugar se produce una rápida
separación de los defectos que después tiende a saturar en un valor que escala con el radio de la
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cavidad.
La formación de defectos en el interior de la cavidad nos ha permitido estudiar por primera
vez las propiedades del núcleo con un modelo microscópico, libre de parámetros ajustables y
que tiene en cuenta las variaciones en la densidad. Todos los casos estudiados muestran un nú-
cleo isótropo, algo esperable en dos dimensiones. La energía de los núcleos es proporcional a la
constante elástica, aunque la constante de proporcionalidad varía en función del tipo de defecto
estudiado (en nuestra opinión debido al diferente coste energético de las deformaciones de tipo
splay y bend). En cuanto al tamaño físico de los núcleos es del orden del tamaño molecular y
decrece hasta saturar conforme aumenta el orden nemático en el resto del sistema.
Son muchas las cuestiones interesantes que se pueden tratar con la técnica desarrollada. La
más obvia es estudiar el diagrama de fases en la cavidad con otras condiciones de contorno, en
particular con condiciones de contorno homogéneas, es decir, que favorezcan una orientación
tangencial de las partículas. Experimentos en medios granulares [213] indican la presencia de
una transición de fase entre un estado con el director uniforme y otro con dos defectos en la
pared.
También sería interesante analizar otro tipo de defectos así como la interacción entre defectos
de igual o diferente carga e incluso los mismos defectos para otras relaciones de aspecto L/D.
En este último caso cambiará la proporción entre las constantes elásticas y se podrían sacar
conclusiones más sólidas sobre la validez de la aproximación de una sola constante elástica, tan
ampliamente utilizada.
Otros sistemas a estudiar son el orden nemático alrededor de partículas coloidales suspendidas
en un medio líquido-cristalino [214, 215], o la interacción entre estas partículas mediada por un
nemático [216, 217, 218].
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anisótropos en dos dimensiones
7.1. Introducción
Las mezclas binarias compuestas por dos cristales líquidos son importantes en diferentes aspec-
tos. Por citar alguno, la mezcla de dos nemáticos que sean estables en rangos de temperaturas
diferentes puede dar lugar a un nemático estable en un rango de temperaturas distinto al de los
dos componentes de la mezcla. Al añadir un componente quiral a un nemático no quiral se ob-
tiene como resultado un colestérico cuyo paso de hélice depende de la composición de la mezcla.
Ambas características son muy utilizadas en aplicaciones comerciales.
Desde un punto de vista más fundamental, el diagrama de fases de una mezcla contiene, por lo
general, una fenomenología mucho más rica que el de un sistema monocomponente. Por ejemplo,
como resultado de mezclar dos nemáticos uniaxiales se puede obtener un nemático biaxial, una
fase que no aparece en los componentes por separado.
Las mezclas de cuerpos duros en tres dimensiones se han estudiado extensivamente desde un
punto de vista teórico y experimental [219, 220, 221, 222]. Algunos aspectos han sido ampliamente
debatidos. Tal es el caso de la existencia o no de segregación en sistemas sin grados de libertad
orientacionales, como la mezcla de esferas duras de diferente tamaño [223, 53, 224, 225, 226, 227,
228]. Se puede concluir de estos estudios la existencia de segregación entre una fase fluida rica
en componentes de la especie de partículas más pequeñas y una fase sólida con abundancia de
las partículas de mayor volumen. La segregación fluido-fluido está igualmente presente, pero
siempre es metaestable frente a la fluido-sólido. Menos atención han recibido las mezclas de
cubos duros paralelos [229, 230] donde también hay segregación cuando ambas especies son
suficientemente distintas.
La inclusión de grados de libertad orientacionales en sistemas de partículas duras anisótropas
abre la posibilidad a otro tipo de segregaciones donde están involucradas fases con orden orienta-
cional. Se ha comprobado que la forma de las partículas (prolata u oblata) [231, 232, 233, 234] así
como el grado de anisotropía [235, 236] son aspectos fundamentales que determinan las carac-
terísticas de la mezcla. La separación de fases de tipo fluido-fluido es un escenario común en este
tipo de sistemas, ya sea esta de tipo isótropo(I)-nemático(N), N-N o I-I. Recientemente también
se ha estudiado el efecto que sobre el diagrama de fases tiene la formación de fases estructuradas,
como esmécticos o columnares [237, 238, 239].
Este último capítulo de resultados está dedicado al estudio de mezclas de cuerpos duros en dos
dimensiones, un campo donde todavía hay pocos trabajos realizados. Talbot [240] analizó mezclas
de partículas duras convexas con la teoría de la partícula escalada (SPT) y llegó a la conclusión
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de que, a diferencia del caso tridimensional, no puede existir segregación isótropo-isótropo en
dos dimensiones. La razón es que la ganancia en volumen accesible del estado segregado no
es capaz de compensar la pérdida de entropía de mezcla. En la referencia [241] se estudia el
límite bidimensional de una mezcla de cuerpos duros convexos haciendo uso de una ecuación
de estado obtenida a partir de una aproximación a la función de correlación radial. Según esta
aproximación la mezcla es siempre estable en dos dimensiones. Recientemente se ha usado la
teoría de la partícula escalada para analizar mezclas de discorrectángulos [242] habiéndose en-
contrado segregación entre una fase isótropa y una nemática, así como entre dos fases nemáticas.
El estudio demuestra mediante un riguroso análisis de bifurcación la existencia de separación de
fases en sistemas bidimensionales y pone de manifiesto la riqueza del diagrama de fases en este
tipo de mezclas. Aparecen, por ejemplo, puntos tricríticos o puntos críticos finales que no están
presentes en tres dimensiones. Esto es debido a la naturaleza de la transición isótropo-nemático,
por lo general continua en dos dimensiones mientras que en tres dimensiones es de primer orden.
El análisis de estos sistemas bidimensionales puede ser útil para comprender las transiciones
de fase de superficie que experimentan las monocapas de moléculas adsorbidas o las cuasi-
monocapas que se forman en medios granulares. Es además un primer paso útil para entender
las repercusiones de la polidispersidad de las partículas en los sistemas reales. Esperamos que
también nos sirva para analizar la topología del diagrama de fases y su evolución al variar la
geometría y relación de aspecto de las partículas. Para ello vamos a tratar mezclas de distintas
especies: discorrectángulos duros y rectángulos duros. En estos últimos es interesante ver como
la recientemente postulada fase tetrática [243, 244] se ve alterada por la inclusión de otra especie,
de igual o distinta geometría, en el sistema.
7.2. Termodinámica de Mezclas
Dado que el estudio de mezclas es por lo general una materia menos conocida y tratada en los
textos usuales, vamos a realizar un breve repaso a la termodinámica de mezclas. Continuaremos
exponiendo la teoría de la partícula escalada, que es la teoría mecanoestadística que usaremos
posteriormente.
7.2.1. Relación de Gibbs-Duhem
Sea un sistema de m componentes N1,N2, ...,Nm; podemos escribir la relación fundamental de la
termodinámica en la representación energética, esto es, la energía interna como función de los
parámetros extensivos del sistema: U = U(S,V,N1, ...,Nm). Diferenciando se tiene
dU =
(
∂U
∂S
)
V,Ni ,i=1,..,m
dS+
(
∂U
∂V
)
S,Ni ,i=1,..,m
dV +
m
∑
j=1
(
∂U
∂Nj
)
S,V,Ni ,i=1,..,m,i 6=j
dNj =
TdS− PdV +
m
∑
j=1
µjdNj. (7.1)
Por otro lado, la energía interna es una ecuación homogénea de primer orden, y por lo tanto
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verifica que
U(λS,λV,λN1, ...,λNm) = λU(S,V,N1, ...,Nm). (7.2)
Derivando esta expresión con respecto a λ y haciendo λ = 1, se llega a
U = TS− PV + µ1N1 + ...+ µmNm, (7.3)
que no es más que la particularización del teorema de Euler para las formas homogéneas a la
termodinámica. Se sigue de la ecuación anterior que
dU = TdS+ SdT − PdV −VdP+
m
∑
j=1
µjdNj +
m
∑
j=1
Njdµj. (7.4)
Comparando con (7.1) es inmediato ver que
SdT −VdP+
m
∑
j=1
Njdµj = 0. (7.5)
Esta ecuación se conoce como la relación de Gibbs-Duhem y establece una ligadura entre los pa-
rámetros intensivos de nuestros sistema. En particular, si mantenemos la temperatura constante
se cumple (
∂P
∂ρi
)
=
m
∑
j=1
ρj
(
∂µj
∂ρi
)
, T = cte. , (7.6)
donde hemos definido ρi = Ni/V.
7.2.2. Potencial de Gibbs y el método de la tangente común
El potencial de Gibbs o la energía libre de Gibbs es la transformada de Legendre de la ener-
gía interna que reemplaza como variables independientes a la entropía por la temperatura y el
volumen por la presión. Es decir
G = G(T, P,N1, ...,Nm) = U − TS+ PV =
m
∑
j=1
µjNj, (7.7)
y por tanto el diferencial de la energía libre de Gibbs es
dG =
(
∂G
∂T
)
P,Ni ,i=1,..,m
dT +
(
∂G
∂P
)
T,Ni ,i=1,..,m
dP+
m
∑
j=1
(
∂G
∂Nj
)
T,P,Ni ,i=1,..,m,i 6=j
dNj =
−SdT +VdP+
m
∑
j=1
µjdNj. (7.8)
Consideremos una mezcla binaria. Sea N número total de partículas, N = N1 + N2 y xi la
fracción molar de la especie i, xi = Ni/N, i = 1, 2. Manteniendo constante el número total de
partículas se verifica que dN = dN1 + dN2 = 0 y por lo tanto dN1 = −dN2. La ecuación (7.8) se
reduce entonces a
dG = −SdT +VdP+ (µ2 − µ1)dN2. (7.9)
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Figura 7.1.: Representación esquemática del método de las intersecciones (a) y el método de la tangente
común (b)
Dividiendo por el número de partículas N y derivando respecto a x2 se llega a(
∂g
∂x2
)
P,T
= µ2 − µ1, (7.10)
donde hemos definido g ≡ G/N, la energía libre de Gibbs por partícula. Por otro lado
g = µ1x1 + µ2x2 = µ1(1− x2) + µ2x2. (7.11)
Despejando µ1 de (7.10) e insertándolo en (7.11) es inmediato que
µ1 = g− x2
(
∂g
∂x2
)
P,T
, (7.12)
µ2 = g+ (1− x2)
(
∂g
∂x2
)
P,T
. (7.13)
El significado de estas relaciones se entiende muy bien gráficamente. En la figura 7.1 se muestra
de forma esquemática la energía libre de Gibbs por partícula g como función de la fracción molar
x2. De las ecuaciones (7.12) y (7.13) se desprende que el valor de g en los extremos se corresponde
con el potencial químico de las sustancias en el estado puro:
g(x2 = 0) = µ01,
g(x2 = 1) = µ02. (7.14)
Para conocer el potencial químico de la mezcla a una concentración dada x0 tenemos que
calcular las intersecciones con los ejes x2 = 0 y x2 = 1 de la tangente en el punto de la curva
(x0, g(x0)) (véase la figura 7.1 (a)). Esto se conoce como el método de las intersecciones.
Si es posible encontrar dos puntos xA y xB que satisfagan:
g(xB) = g(xA) + (xB − xA)g′(xA), (7.15)
g′(xA) = g′(xB), (7.16)
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Figura 7.2.: Diagrama de fases esquemático de un sistema monocomponente. Representación en el plano
temperatura-densidad (izquierda) y presión-temperatura (derecha). Existen tres fases: gaseosa (G),
líquida (L) y sólida (S) que coexisten en un punto triple (TP). El círculo denota la existencia de un
punto crítico líquido-gas).
donde g′(x) = (∂g/∂x)T,P. Entonces comparten la misma tangente (véase la figura 7.1 (b)) y sig-
nifica que los potenciales químicos de ambos componentes son iguales para esas composiciones,
es decir
µ1(xA) = µ1(xB),
µ2(xA) = µ2(xB). (7.17)
Esta condición junto con las de presión y temperatura constantes (impuestas anteriormente) nos
aseguran que existe una coexistencia en equilibrio para esas composiciones. La construcción se
conoce con el nombre de método de la tangente común o doble tangente y resulta de gran utilidad
para determinar el diagrama de fases.
Es posible reescalar la función g(x) para que la construcción de la tangente común ocurra
siempre en los mínimos locales de una función g∗(x) que viene dada por
g∗(x) = g(x)− tx, (7.18)
donde t es la pendiente de la tangente común a g(x).
7.2.3. Diagrama de fases global y regla de las fases de Gibbs
Del estudio de las propiedades genéricas de la energía libre de Gibbs (en general de los poten-
ciales termodinámicos) es posible obtener la fenomenología del equilibrio de fases y el compor-
tamiento crítico de sistemas simples o multicomponentes. Gibbs fue unos de los pioneros en el
campo introduciendo el concepto de grados de libertad termodinámicos, f , y la bien conocida
regla de las fases de Gibbs, según la cual:
f = c− p+ 2, (7.19)
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Figura 7.3.: Representación de isotermas en el plano presión-volumen por partícula. (a) Una isoterma donde
se muestra la binodal (círculos negros), la espinodal (círculos blancos) y la construcción de Maxwell
(igualdad de áreas I y I I). (b) Serie de isotermas aumentando la temperatura desde T = T1 (por
debajo del punto crítico), hasta T = T3 (por encima del punto crítico). La isoterma T = T2 contiene el
punto crítico. Está representado por un círculo blanco. La línea discontinua representa la espinodal y
la continua de trazo fino la binodal.
siendo c el número de componentes del sistema y p el número de fases. f es el número de
parámetros intensivos que pueden variar de forma independiente (dentro de unos límites) sin
perder la estabilidad de una mezcla de p fases. Nótese que existen c+ 2 parámetros intensivos en
el sistema (P, T, µ1, ..., µc) iguales en cada una de las p fases que coexisten y hay p relaciones de
Gibbs-Duhem (cada una de las cuales reduce un grado de libertad). En ocasiones existen otras
relaciones (además de las de Gibbs-Duhem) que ligan algunas variables del sistema y por tanto
los grados de libertad se ven disminuidos. Tal es el caso de los fenómenos azeotrópicos o críticos
que veremos posteriormente.
Sistema monocomponente simple
La figura 7.2 muestra de forma esquemática un diagrama de fases típico de un sistema mono-
atómico. En un sistema monocomponente simple (c = 1), una fase (p = 1) tiene 2 grados de
libertad. Es decir, podemos variar libremente la presión y la temperatura (zonas en blanco de la
figura). Dos fases tienen 1 grado de libertad y por lo tanto pueden coexistir a lo largo de una
línea (líneas continuas). Tres fases coexistiendo tienen 0 grados de libertad y solo pueden coe-
xistir en puntos del espacio de las fases. Dichos puntos son puntos triples (indicado por TP). Es
posible también encontrar un punto crítico (círculo vacío). Se trata del punto donde muere una
línea de coexistencia y las fases se hacen indistinguibles. 4 fases coexistiendo tienen −1 grados
de libertad, existen 4 ecuaciones (relaciones de Gibbs-Duhem) que ligan 3 variables (P, T, µ) y
por lo tanto no hay (en general) solución posible.
Fijémonos en la línea de coexistencia líquido-gas de la figura 7.2. Si nos movemos a lo largo
de una isoterma, a una temperatura intermedia entre la del punto triple y la del punto crítico,
veremos un comportamiento parecido al que se muestra en la figura 7.3 (a). Existe una zona
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donde el sistema es termodinámicamente inestable; es la comprendida entre los puntos que
definen la espinodal. Es una zona inestable ya que en ella no se verifica el principio de estabilidad
mecánica
∂2u
∂v2
= −∂P
∂v
> 0, (7.20)
donde u es la energía interna y v el volumen, en ambos casos por partícula. Nótese que en la
espinodal se tiene (∂P/∂v)T = 0. La condición (7.20) es necesaria para que la energía interna
tenga un mínimo y sea por tanto estable frente a la separación de fases. Cuando existe una
inestabilidad el sistema se separa en dos o más fases: tiene lugar una transición de fase. Los
puntos que definen la binodal (véase la figura 7.3) determinan los valores de v entre los que
tiene lugar la transición. Son el resultado de imponer la igualdad de potencial químico en las
fases que coexisten (por ejemplo, µL = µG para el caso del líquido y el gas), que en términos de
la isoterma implica que las áreas I y I I sean iguales (hecho este conocido como la construcción
de Maxwell). Para ver esto partimos de la relación de Gibbs-Duhem, ec. (7.5), para un sistema
monocomponente y a temperatura constante: dµ = vdP. Integrando entre dos estados 1 y 2 se
tiene
µ2 − µ1 =
∫ 2
1
v(P)dP. (7.21)
En coexistencia µ1 = µ2 y por lo tanto el área que encierra la isoterma entre los estados que
coexisten es nula.
La zona comprendida entre la binodal y la espinodal es termodinámicamente metaestable: es
posible encontrar a nuestro sistema en uno de esos estados, pero pequeñas fluctuaciones pueden
provocar el salto a regiones termodinámicamente estables.
Además de la discontinuidad en el volumen por partícula que tiene lugar en la transición, otros
parámetros como la entropía por partícula son también discontinuos en ese punto. Se dice que es
una transición de primer orden pues las primeras derivadas de los potenciales termodinámicos
(volumen, entropía...) son discontinuas.
Supongamos ahora que aumentamos la temperatura y observamos de nuevo otra isoterma. La
situación está representada esquemáticamente en la figura 7.3 (b). A medida que aumentamos
T y nos acercamos al punto crítico la zona de inestabilidad se reduce y la transición se hace
cada vez más débil (las discontinuidades en las derivadas de los potenciales termodinámicos son
más pequeñas), hasta que llegamos a la temperatura del punto crítico donde no hay salto en
las primeras derivadas del potencial. Más allá la isoterma es monótona; es una región siempre
estable. En este sentido se puede definir la región crítica de un sistema como la frontera entre
zonas termodinámicamente estables e inestables. En el punto crítico la binodal y la espinodal
colapsan, la isoterma presenta un punto de inflexión horizontal y por lo tanto se verifica
(∂P/∂V)T = 0 ; (∂2P/∂V2)T = 0. (7.22)
En el punto crítico la transición es continua (los potenciales termodinámicos y sus derivadas
son continuos. Nos referimos aquí como segundo orden en el sentido de que no es de primer
orden, pero no necesariamente a que exista una discontinuidad en las segundas derivadas o
derivadas de orden superior).
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Figura 7.4.: Diagrama de fases esquemático de una mezcla binaria en el plano presión-composición (P− x).
Las líneas a trazos representan transiciones de orden continuas y las líneas sólidas marcan las binodales.
Se puede ver la existencia de un punto triple (triángulo), un punto crítico (círculo vacío), un punto
tricrítico (círculo negro), un punto crítico final (cuadrado) y un punto azeotrópico (círculo gris).
Mezcla binaria
Supongamos una mezcla binaria (c = 2) y tomemos la presión P, la temperatura T, y la fracción
molar de una de las especies x como el conjunto de variables de nuestro espacio de fases. La
regla de las fases de Gibbs nos dice que una sola fase (p = 1) tiene 3 grados de libertad, que
corresponde a un volumen de nuestro espacio de las fases (P, T, x). Dos fases (p = 2) pueden
coexistir con 2 grados de libertad, es decir la elección de P y x (por ejemplo) nos fija el valor de
T. Tres fases pueden coexistir a lo largo de una línea en el espacio de fases ( f = 1) y es posible
la ocurrencia de un punto cuádruple donde coexistan 4 fases ( f = 0).
Existe más fenomenología en sistemas binarios. Puede pasar, por ejemplo, que coexistan dos
fases con la misma fracción molar (estado azeotrópico). Esto introduce una ligadura más en el
sistema reduciendo los grados de libertad a f = 1. También es posible la coexistencia de dos
fases (líquido-líquido o líquido-vapor por ejemplo) a lo largo de una línea crítica (en el sistema
monocomponente solo era posible un punto crítico). De nuevo las ligaduras impuestas por la
criticalidad reducen a uno los grados de libertad.
En la figura 7.4 se representa esquemáticamente la proyección de un hipotético diagrama de
fases de un sistema binario en el plano presión-composición (es más usual la representación
presión-temperatura, pero en cuerpos duros la temperatura no juega un papel relevante). Vamos
a describir las distintas situaciones ayudándonos de las propiedades topológicas de la energía
de Gibbs por partícula (reescalada según (7.18) para que la construcción de la tangente común
coincida con mínimos locales.)
Binodal. Las regiones sombreadas de la figura 7.4 son zonas prohibidas del diagrama de fases
(termodinámicamente inestables). Si nos situamos en esta región se produce una separación en
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Figura 7.5.: Representación esquemática del equilibrio de fases de un sistema binario en diferentes situa-
ciones: (a) dos fases que coexisten a lo largo de una binodal, (b) una línea crítica (o su proyección en
un plano, un punto crítico), (c) tres fases coexistiendo en un punto triple, (d) un punto crítico final, (e)
un punto tricrítico, (f) una línea azeotrópica (o su proyección en un plano, un punto azeotrópico). Se
representa, a presión y temperatura constantes, la energía de Gibbs por partícula escalada g∗ frente a
la fracción molar de una de las especies x. La energía de Gibbs se ha reescalado para que el equilibrio
de fases tenga lugar en mínimos locales. Es equivalente pensar que se representa la energía interna por
partícula en lugar de g∗.
dos fases (transición de fase de primer orden) que coexisten a lo largo de la binodal. La binodal
encierra las regiones inestables del diagrama de fases. En la figura 7.4 está representada por las
líneas continuas (sería una superficie en el diagrama tridimensional). En la binodal existen dos
ramas en la energía de Gibbs que comparten una tangente común (véase la figura 7.5 (a)).
Línea crítica. El círculo vacío de la figura 7.4 es una proyección de una línea crítica, es decir
un punto crítico. En los puntos críticos colapsan las dos ramas de una binodal (los dos mínimos
locales de la g∗, véase la figura 7.5 (b)). Son zonas fronterizas entre la estabilidad y la inestabilidad
del sistema ante la separación de fases. La transición de fase a lo largo de una línea crítica
es continua. Veíamos en (7.22) las condiciones necesarias para tener un punto crítico. En una
mezcla y en términos de g las condiciones para una línea crítica se pueden expresar como:(
∂2g
∂x2
)
P,T
= 0 ,
(
∂3g
∂x3
)
P,T
= 0. (7.23)
Para que sea localmente estable es necesario además que (∂4g/∂x4)P,T > 0
Línea triple. Es posible la coexistencia de tres fases a lo largo de una línea. En la figura 7.4 se
indica con un triángulo la proyección de una línea triple en el plano P − x, es decir un punto
triple (en realidad el triángulo marca la presión y la fracción molar de una de las fases que
coexisten en el punto triple, en concreto la fase α. Este comentario será de aplicación en todos los
puntos triples que aparezcan a lo largo del capítulo). En el punto triple del ejemplo coexisten las
fases α, β y γ. En g existen tres ramas compartiendo una tangente común (véase la figura 7.5 (c)).
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Punto crítico final. Representado en la figura 7.4 por un cuadrado. Es la coexistencia de una
fase crítica con una fase no crítica (véase la figura 7.5 (d)).
Punto tricrítico. Representado en la figura 7.4 por un círculo negro. Es el punto donde una fase
crítica deja de serlo, dando lugar a una segregación de fases. Las espinodales de la fase no crítica
se juntan en el punto tricrítico con la fase crítica. La energía de Gibbs en este punto tiene una sola
rama (véase la figura 7.5 (e)) que ha de cumplir las condiciones impuestas por (7.23) y además
(∂4g/∂x4)P,T = 0 ; (∂5g/∂x5)P,T = 0. (7.24)
Para que sea estable localmente se tiene que verificar (∂6g/∂x6)P,T > 0. Una descripción detallada
de las propiedades del punto tricrítico se puede encontrar en la referencia [245].
Línea azeotrópica Los fenómenos azeotrópicos tienen lugar (por lo general) cuando una se-
gunda rama metaestable de la energía de Gibbs toca de forma tangencial a otra rama estable
(véase la figura 7.5 (f)). Las fases que coexisten en los fenómenos azeotrópicos tienen por tanto
la misma fracción molar. A lo largo de una línea azeotrópica (en la figura 7.4 se representa su
proyección, un punto azeotrópico, como un círculo gris) coexisten dos fases (α y γ en nuestro
ejemplo). La energía de Gibbs verifica (véase la figura 7.5 (f)):
gα(x) = gγ(x) ; (∂gα(x)/∂x)P,T = (∂gγ(x)/∂x)P,T . (7.25)
Existe mucha más fenomenología posible en mezclas binarias: puntos cuádruples, puntos
azeotrópicos finales y azeotrópicos críticos... El estudio sistemático del diagrama de fases a par-
tir de la topología de los potenciales termodinámicos es una rama activa que se aleja de los
propósitos del presente trabajo. El lector interesado puede remitirse a los trabajos pioneros de
van Konynenburg y Scott [246] sobre mezclas binarias simples. Una descripción exhaustiva se
puede encontrar en las referencias [247, 248].
7.2.4. Segregación en cuerpos duros, ¿por qué?
La región encerrada por las binodales (zona sombreada de la figura 7.4) es una zona de inestabili-
dad termodinámica donde el sistema se segrega en dos fases, una rica en partículas de la especie
1 y otra en partículas de la especie 2. Parece lógico pensar que una separación entre dos fases
fluidas en una mezcla se produce cuando las partículas de una misma especie se atraen1, o por
el contrario cuando partículas de distintas especies se repelen. Esa repulsión o atracción puede
hacerse lo suficientemente grande como para vencer la ganancia entrópica que tiene el sistema
mezclado (debida a que existen muchos más microestados en la fase mezclada que cuando los
componentes se segregan). Sin embargo ninguno de estos argumentos es válido para explicar la
segregación en sistemas duros (donde solo existe interacción cuando dos partículas contactan).
Hasta hace pocos años se pensaba de hecho que no existía separación de fases en fluidos de
partículas duras. La creencia se sustentaba en los trabajos de Lebowitz y Rowlinson [53] de 1964
y de Mansoori et al. [224] unos años después (1971). En ambos trabajos se estudió una mezcla de
1Sea eij la energía de interacción entre partículas de la especie i y la j. Es esperable que ocurra una separación cuando
se verifica que e12 > 12 (e11 + e22).
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(b)(a)
Figura 7.6.: Mezcla binaria de esferas duras. El volumen que las esferas grandes excluyen a las pequeñas
es la región encerrada por la línea discontinua. Cuando las esferas grandes están muy separadas (a)
el volumen que excluyen a las pequeñas es máximo. Si se juntan lo suficiente (b) ese volumen de
exclusión puede solapar (zona sombreada) y hay una ganancia de volumen accesible (entropía) en las
esferas pequeñas.
esferas duras en tres dimensiones sin encontrar ninguna evidencia de separación de fases. Sin
embargo, Biben y Hansen [225] en 1991, haciendo uso de ecuaciones integrales autoconsistentes,
encontraron separación de fases en una mezcla de esferas duras si el cociente entre los radios era
mayor que 5. Varios trabajos posteriores [226, 227, 228, 223] confirman este escenario2, aunque
parece claro hoy en día que la separación de fases fluido-fluido es metaestable frente a una
separación del tipo fluido-sólido en el modelo de esferas duras.
Dado que estamos hablando de un sistema duro, por tanto sin energía interna, la única expli-
cación posible para la segregación es que se trate de un fenómeno entrópico. El sistema segregado
tiene mayor entropía (menor energía libre) que la mezcla. Hablar de más entropía en un sistema
de esferas duras es equivalente a hablar de mayor volumen accesible por partícula, y por lo tanto
en el sistema segregado las partículas son libres de moverse a través de un volumen más grande
que en la mezcla. Para verlo imaginemos una mezcla de esferas grandes (radio R) y pequeñas
(radio r). Sea R >> r (con la única intención de que el argumento sea más intuitivo). En el sis-
tema mezclado cada esfera grande excluye la posibilidad de tener una esfera pequeña en una
región esférica de radio R + r. Es posible reducir el volumen de exclusión (aumentar el accesi-
ble) si acercamos las esferas grandes a una distancia menor que 2R+ 2r (véase la figura 7.6). De
esta forma el volumen que las grandes excluían a las pequeñas se ve reducido, pues ahora está
compartido por dos esferas grandes. Puede ocurrir (y ocurre) que, en función de la fracción de
empaquetamiento y el cociente entre los radios, la ganancia entrópica generada por ese aumento
de volumen accesible supere a la pérdida de entropía de mezcla por segregarse. En ese momento
se produce la separación de fases. De forma efectiva es como si las esferas grandes sufrieran una
interacción atractiva mediada por las esferas pequeñas. Este punto de vista es bastante intuitivo
si pensamos que cuando las esferas grandes están suficientemente cerca (de forma que no quepa
una esfera pequeña entre ellas) se produce una descompensación en la presión osmótica que atrae
a las esferas grandes. Esa interacción atractiva recibe el nombre de potencial de depleción y es bien
conocida en mezclas de coloides y polímeros [249]. En realidad, en el sistema de esferas duras
2La relación de aspecto a partir de la cual existe separación de fases es sensible a la aproximación utilizada.
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antes de que este mecanismo produzca una segregación fluido-fluido tiene lugar la cristalización
de una de las especies, produciéndose, como ya mencionamos, una segregación fluido-sólido.
En mezclas de cuerpos duros anisótropos también existe un potencial atractivo efectivo como
consecuencia del mejor empaquetamiento de cada especie por separado. La ganancia de entropía
en el sistema segregado será mayor cuanto peor sea el empaquetamiento de una mezcla de am-
bas especies. Es de esperar, por ejemplo, que en una mezcla de esferas y cubos de volumen v1 y
v2 respectivamente, se produzca una mayor segregación que en una mezcla de cubos (también
de volúmenes v1 y v2). En mezclas anisótropas existe además otro efecto. Se trata de la ganancia
de entropía orientacional que puede existir en el sistema segregado. Supongamos una mezcla
de varillas con longitudes muy distintas. A medida que aumentamos la densidad las varillas
largas se orientan primero formando una fase nemática y forzando una orientación relativa en
las pequeñas, con la consiguiente pérdida de entropía orientacional. La separación de fases puede
entonces aumentar la entropía orientacional. En aquellas mezclas donde ambas especies empa-
queten bien juntas (mezcla de cuadrados por ejemplo) es donde (generalmente) este efecto puede
ser decisivo en el balance final a la hora de determinar la separación o no de fases.
7.2.5. Área excluida
Como ya hemos comentado anteriormente, vamos a estudiar el comportamiento de mezclas de
rectángulos (HR-HR), discorrectángulos (HDR-HDR) y rectángulo-discorrectángulo (HR-HDR)
en dos dimensiones (nótese que los cuadrados HSQ y los discos HD se pueden ver como un caso
particular de los anteriores). Para ello es esencial conocer el área excluida entre dos partículas
Vτνexcl(φ12), donde τ y ν denotan el tipo de partícula, ya sea un HR o un HDR y φ es al ángulo
relativo entre las moléculas. En todos los casos las expresiones para el área excluida son analíticas:
VHR−HRexcl (φ12) = (L1L2 + σ1σ2)|sinφ12|+ (L1σ2 + L2σ1)|cosφ12|+ v1 + v2
VHDR−HDRexcl (φ12) = L1L2|sinφ12|+ L1σ2 + L2σ1 +
pi
2
σ1σ2 + v1 + v2
VHR−HDRexcl (φ12) = L1L2|sinφ12|+ L2σ1|cosφ12|+ σ1σ2 + L1σ2 + v1 + v2 (7.26)
siendo vi el área de la partícula i. En el último caso, VHR−HDRexcl , es necesario especificar que
el subíndice 1 se refiere al rectángulo y el 2 al discorrectángulo, es decir v1 = L1σ1 y v2 =
L2σ2 + piσ22/4.
En la figura 7.7 (a) se puede ver el área excluida para el caso de rectángulos y discorrectán-
gulos de igual área y relación de aspecto (longitud/anchura). En ambos casos el área excluida
es mínima cuando las partículas están paralelas. En el caso de rectángulos, existe además un
mínimo local cuando las moléculas están situadas perpendicularmente. Dicho mínimo adquiere
más importancia a medida que reducimos la relación de aspecto del rectángulo. Esto sugiere la
posibilidad de que una fase con dos ejes directores podría ser estable bajo ciertas circunstancias,
es la llamada fase tetrática [243]. En la parte (b) vemos como se construye el área excluida en dos
situaciones distintas.
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Figura 7.7.: (a) Área excluida como función del ángulo relativo, φ12, para el caso de rectángulos (línea
continua) y discorrectángulos (línea discontinua). La relación de aspecto y el área de las partículas es
igual a 2 en ambos casos. (b) La línea punteada encierra el área excluida entre dos rectángulos cuando
estos están paralelos (arriba) o formando un ángulo de 45o.
7.3. Teoría de la partícula escalada
La teoría de la partícula escalada (SPT) se desarrolló inicialmente para esferas duras [52] y fue ex-
tendida para cuerpos duros anisótropos unos años después. Primero para cilindros y esferocilin-
dros perfectamente alineados [250, 251], posteriormente para esferocilindros con 3 posibles ori-
entaciones [252] y finalmente para partículas libremente rotantes [253, 254]. En dos dimensiones
se aplicó primero a mezclas de rectángulos duros con 6 posibles orientaciones [255] y años des-
pués a mezclas isótropas de cuerpos convexos [240]. En lo que sigue nos vamos a limitar al uso
de la SPT para cuerpos duros, si bien se puede hacer extensiva a potenciales de interacción más
realistas.
La SPT es una aproximación para el potencial químico de nuestro fluido. A partir de él pode-
mos obtener cualquier variable termodinámica.
Sea una partícula cuyas dimensiones están escaladas en un factor λ respecto al resto. Conside-
remos ahora el trabajo reversible que nos cuesta crear una cavidad fija y del mismo tamaño que
la partícula escalada en nuestro fluido. Si a dicho trabajo W le sumamos la energía libre de mez-
cla que resulta de liberar la cavidad para que pueda desplazarse por el fluido, el resultado será
igual al potencial químico de la partícula escalada µλ, en realidad de un colectivo de partículas
escaladas. Si conseguimos una aproximación razonable para µλ solo nos quedará hacer λ = 1
para tener el potencial químico de nuestro fluido.
En el caso de esferas duras es posible relacionar fácilmente µλ con la función de distribución
radial [52]. La SPT aplicada a esferas duras da resultados que están en muy buen acuerdo con
las simulaciones tanto en sistemas puros de una, dos y tres dimensiones [256] como en mezclas
de esferas duras [257].
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Para el caso de partículas anisótropas, el trabajo necesario para crear dicha cavidad depende
(en fases con orden orientacional) de la orientación de la cavidad, lo que se traduce en una
dependencia del potencial químico de la partícula escalada: µλ = µλ(φ). De forma general:
µλ(φ) = µλid + µ
λ
exc(φ) = µ
λ
id +Wλ(ρ, φ), (7.27)
donde µλid corresponde a la contribución de una mezcla ideal y Wλ(ρ, φ) es el trabajo reversible
necesario para crear una cavidad fija del tamaño de la partícula escalada y con orientación φ en
un fluido de densidad ρ. Entonces, la probabilidad de que se forme una cavidad en el sistema
con esas características viene dada por:
po(λ, φ, ρ) = exp(−Wλ(ρ, φ)/kT). (7.28)
Con lo que la parte de exceso del potencial químico se puede escribir como
µλexc(φ) = Wλ(ρ, φ) = −kTln(po(λ, φ, ρ)). (7.29)
Se puede interpretar po como la probabilidad de que al insertar la partícula escalada en el
fluido no solape con ninguna de las moléculas del mismo (recuérdese que estamos tratando un
modelo duro).
El éxito de la SPT radica en encontrar una aproximación razonable paraW o po. Para el caso de
cuerpos duros anisótropos podemos argumentar lo siguiente. Si las dimensiones de la partícula
escalada son mucho mas grandes que las de las partículas del fluido (λ 1), entonces, el trabajo
necesario será simplemente el trabajo termodinámico de abrir una cavidad macroscópica de esas
dimensiones, es decir Pvλ, donde vλ es el volumen de la cavidad y P la presión
Wλ(ρ, φ) = Pvλ λ 1. (7.30)
Veamos el límite opuesto, λ  1. Si insertamos una partícula muy pequeña, la probabilidad
de que al hacerlo solape con más de una molécula del fluido simultáneamente es despreciable.
De forma que el volumen inaccesible para la partícula escalada es aproximadamente la suma del
volumen excluido debido a cada una de las partículas del fluido. En términos de p0:
p0(λ, ρ, φ) = 1− ρ〈Vexcl〉(λ, φ) λ 1, (7.31)
siendo 〈Vexcl〉(λ, φ) el promedio (sobre las orientaciones de la molécula del fluido) del volumen
excluido entre la partícula escalada y una partícula del fluido.
Conocidos los límites λ  1 y λ  1 tenemos que encontrar una receta que nos permita
conocer µλ en todo el rango de valores de λ (realmente solo necesitamos conocer λ = 1). La receta
usual de la SPT consiste en hacer un desarrollo de Taylor en torno al punto λ = 0 reemplazando
el término de orden dos por Pvλ (es como realizar una interpolación lineal entre los límites λ 1
y λ  1):
µλexc(φ) ' µλ=0exc + λ
(
∂µλexc(φ)
∂λ
)
λ=0
+ Pvλ. (7.32)
µλ=0exc es el trabajo necesario para insertar una partícula fija de tamaño puntual (obviamente no
depende de la orientación) y en términos de p0 es simplemente µλ=0exc = −kTln(1− η) donde
160
7.3. Teoría de la partícula escalada
η = ρv es la fracción de empaquetamiento. Haciendo el promedio angular de (7.32) obtenemos
el potencial químico del fluido. Antes de seguir desarrollando (7.32) vamos a hacer unas consi-
deraciones generales sobre la validez de la teoría.
Al truncar el desarrollo de Taylor a primer orden, se puede ver que estamos despreciando tér-
minos que van como (1− η)−2; estos términos pueden no ser despreciables para las densidades
típicas de nuestro problema. Parecería por tanto razonable dar un paso más en el desarrollo de
Taylor y truncar la serie a orden dos, reemplazando el término de orden tres por Pvλ. Desgracia-
damente, si hacemos esto el potencial químico resultante no es consistente con las relaciones de
Maxwell [253]. Si restringimos las orientaciones que pueden tener las partículas a un conjunto
discreto, podemos tratar el problema como una mezcla de m especies. Cada una de las especies
con una orientación distinta y Ni partículas. Para este sistema se ha de verificar la relación de
Maxwell (
∂µi
∂Nj
)
=
(
∂µj
∂Ni
)
. (7.33)
Esto es precisamente lo que no ocurre al incorporar un término más en (7.32). Esta es la apro-
ximación más fuerte de la SPT que presentamos en este trabajo. La aplicación de (7.32) a un
sistema de esferocilindros duros en tres dimensiones no recupera el límite de la SPT para esferas
duras cuando hacemos tender la relación de aspecto (longitud-anchura) del esferocilindro a la
unidad. Cabe esperar por tanto que las predicciones de la teoría empeoren para relaciones de
aspecto pequeñas (para relaciones de aspecto muy grandes se recupera la teoría de Onsager [26]
correctamente). Es posible mejorar la aproximación mediante otro tipo de desarrollos en serie
del potencial químico [254] que mejoran cualitativamente los resultados. No obstante, con ambas
aproximaciones se obtienen resultados cuantitativamente iguales, siendo (7.32) más sencilla de
implementar.
Hechas estas consideraciones continuamos con el desarrollo de la teoría. Cuando λ  1 se
tiene
βµλexc = − ln
(
1− ρ∑
ν
xν 〈Vανexcl〉 (λ, φ1)
)
. (7.34)
El índice ν = 1, 2 recorre las distintas especies de la mezcla, cuya densidad total es ρ = ρ1 + ρ2.
La composición de cada especie es xν = ρν/ρ y
〈
Vανexcl
〉
es el promedio (sobre las orientaciones)
del área excluida entre una partícula α escalada en un factor λ con orientación φ1 que es insertada
en un fluido con partículas de la especie ν, es decir
〈Vανexcl〉 =
∫
dφ2 fν(φ2)Vανexcl(λ, φ12). (7.35)
fν(φ2) es la función de distribución angular de la especie ν, que veremos más adelante.
Aplicando (7.32) a (7.34) se llega a
βµexc,ν(φ1) = − ln(1− η) +
ρ∑τ xτ
∫
dφ2 fτ(φ2)V
(0)
τν (φ12)
1− η + βPvν (7.36)
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donde hemos definido η como la fracción de empaquetamiento total (η = ∑ν ρνvν) y V
(0)
τν (φ12) =
Vτνexcl(φ12) − vν − vτ . Tomando el promedio angular se obtiene una expresión para el potencial
químico de exceso de la especie ν:
βµexc,ν =
∫
dφ1 fν(φ1)βµexc,ν(φ1) = − ln(1− η) + ρ∑τ xτ〈〈V
(0)
τν 〉〉
1− η + βPvν, (7.37)
con
〈〈V(0)τν 〉〉 =
∫∫
dφ1dφ2 fτ(φ1) fν(φ2)V
(0)
τν (φ12). (7.38)
La contribución de gas ideal al potencial químico es µid,ν = kT ln(ρν). Teniendo esto en cuenta
podemos expresar la relación termodinámica (7.6) como:
β
∂P
∂ρν
= 1+ β∑
τ
ρτ
∂µexc,τ
∂ρν
, (7.39)
e integrando junto con (7.37) resulta
βP =
ρ
1− η +
1
2
ρ2∑τν xτxν〈〈V(0)τν 〉〉
(1− η)2 (7.40)
A partir de la definición de la presión βP = ρ+ β∑ν ρνµexc,ν − Φexc se llega a una expresión
para la parte de exceso de la energía libre en unidades reducidas Φexc = βFexc/V
Φexc[ f1, f2] = ρ
(
ln(1− η) + ρ
2(1− η)∑τν
xτxν〈〈V(0)τν 〉〉
)
. (7.41)
En cuanto a la parte ideal se puede escribir exactamente como
Φid[ f1, f2] =∑
ν
ρν
(
ln ρν − 1+
∫ 2pi
0
dφ fν(φ) ln[2pi fν(φ)]
)
. (7.42)
Finalmente, la energía de Gibbs por partícula es βg = (Φ + βP)/ρ con Φ la suma de las
contribuciones ideal y de exceso Φ = Φid + Φexc.
Nosotros vamos a particularizar la teoría de la partícula escalada para mezclas HR-HR, HDR-
HDR o HR-HDR. Las expresiones del área excluida Vανexcl(λ, φ12) necesarias para tratar estas mez-
clas se pueden consultar en (7.26), teniendo en cuenta que las dimensiones de la especie 2 están
escaladas en un factor λ, es decir λL2,λσ2.
7.3.1. Función de distribución angular
Para la minimización del funcional hemos parametrizado la función de distribución angular 3
como:
fν(φ) =
eΛ
(1)
ν cos 2φ+Λ
(2)
ν cos 4φ∫ 2pi
0 dφ
′eΛ
(1)
ν cos 2φ+Λ
(2)
ν cos 4φ
. (7.43)
3En los análisis de bifurcación que mencionaremos más adelante se ha realizado una expansión de Fourier en lugar de
la parametrización. En el caso de las líneas espinodales ambos tratamientos coinciden. Un camino análogo al tomado
en las referencias [242, 258].
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Figura 7.8.: Un sistema de rectángulos duros en (a) su fase isótropa, (b) fase nemática tetrática y (c) en fase
nemática uniaxial.
f así definida cumple con el requerimiento de normalización
∫ 2pi
0 dφ f = 1 y con la simetría
cabeza-cola de las partículas, f (φ) = f (φ + pi).
La figura 7.8 muestra esquemáticamente las distintas fases que podemos tratar con esta pa-
rametrización: (a) isótropo, (b) nemático tetrático y (c) nemático uniaxial. Los parámetros Λ(k)ν
tienen en cuenta la simetría orientacional de la especie ν, ya sea uniaxial (k = 1) o tetrática
(k = 2). Aunque podríamos utilizar Λ(k)ν como parámetros de orden, vamos a usar en su lugar
los parámetros q(k)ν definidos como:
q(k)ν =
∫ 2pi
0
dφ f (φ) cos(2kφ), k = 1, 2 , (7.44)
que son proporcionales a los coeficientes de Fourier de la expansión de f (φ) y se conocen como
parámetro de orden uniaxial q(1) y parámetro de orden tetrático q(2). En la tabla 7.1 se resumen
los valores que pueden adoptar según la fase en la que nos encontremos. Para encontrar el estado
de equilibrio de la mezcla minimizamos la energía libre de Gibbs con respecto a los parámetros
Λ
(k)
ν (4 en total) para una presión P y composición fija x. Repitiendo el procedimiento para todo
el rango de composiciones podemos localizar las binodales del sistema a una presión fija. Para
ello usamos el método de la tangente común que vimos en la sección 7.2.2. Barriendo en todo
el rango de presiones se consigue el diagrama de fases completo. La minimización de la energía
libre de Gibbs se ha llevado a cabo siguiendo el método estándar Newton-Raphson.
El hecho de parametrizar la función de distribución angular es una aproximación que introduce
cambios en los resultados respecto al cálculo exacto. En lo concerniente al cálculo de los puntos
de bifurcación y las espinodales, la parametrización no tiene ningún impacto, pues los primeros
Fase Λ(1) Λ(2) q(1) q(2)
Isótropo, I 0 0 0 0
Nemático uniaxial, Nu > 0 ≥ 0 > 0 > 0
Nemático tetrático, Nt 0 > 0 0 > 0
Tabla 7.1.: Valores posibles de los parámetros variacionales Λ(k) y los parámetros de orden q(k) en las
distintas fases tratadas.
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términos en Λ(k)ν de la expansión de fν:
fν(φ) =
1
2pi
(1+Λ(1)ν cos 2φ+Λ
(2)
ν cos 4φ) +O(Λν)2 (7.45)
aparecen como términos cuadráticos en la energía y son tratados de forma exacta. Por el con-
trario, las binodales y puntos tricríticos sí se ven afectados por la parametrización, ya que su
localización depende de términos de orden superior. Para ver hasta qué punto se ven afectados
hemos testado la aproximación realizando cálculos puntuales con términos adicionales en la pa-
rametrización, cos 6φ y cos 8φ. Las diferencias encontradas en la posición de las binodales son
muy pequeñas. Por otro lado, los puntos tricríticos se han obtenido por medio de un análisis de
bifurcación teniendo en cuenta los términos cuárticos de la expansión de la energía de Gibbs en
Λ
(k)
ν (se pueden ver los detalles en la referencia [259]). Si bien en este caso las diferencias son algo
mayores, no llegan a ser importantes y podemos estar seguros de que el hecho de haber usado
la parametrización dada por (7.43) apenas tiene relevancia en los resultados que mostramos a
continuación.
7.4. Resultados
Las siguientes consideraciones afectan a todos los diagramas de fases expuestos de aquí en ade-
lante:
• Presentamos los diagramas de fases en el plano presión escalada Pvi/kT frente a la com-
posición de la especie 1, x1. Por comodidad omitimos el subíndice 1. La fracción molar de
la especie 2 es por tanto x2 = 1− x1. En cuanto a vi se refiere al volumen molecular de la
especie i.
• Las regiones sombreadas son zonas donde se produce la segregación de fases. La binodal
encierra estas regiones y se representa por una línea continua.
• Líneas discontinuas representan líneas críticas.
• Los puntos críticos, tricríticos y demás puntos singulares siguen la simbología de la figura
7.4; no obstante están explicados en el pie de cada figura.
• Usaremos los siguientes acrónimos para la geometría de las partículas: HD para discos
duros, HSQ para cuadrados duros, HDR para discorrectángulos duros, HR para rectángulos
duros. Y la siguiente nomenclatura para las fases: I para el isótropo, Nu para el nemático
uniaxial y Nt para el nemático tetrático.
• Encima de cada diagrama de fases existe un esquema de las partículas que conforman la
mezcla. Dicho esquema guarda las proporciones relativas correctas.
7.4.1. Sistema monocomponente
Antes de exponer el comportamiento en sistemas binarios vamos a repasar escuetamente los
diagramas de fases de sistemas monocomponentes de rectángulos y discorrectángulos en dos
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Figura 7.9.: Diagrama de fases en el plano fracción de empaquetamiento η = ρv frente a relación de
aspecto κ para un sistema de: (a) discorrectángulos duros con κ = (L+ D)/D y (b) rectángulos duros
con κ = L/D. Aparecen tres fases: isótropo I, nemático uniaxial Nu y nemático tetrático Nt. El encarte
de la gráfica (b) muestra un aumento donde se aprecia un punto tricrítico (círculo negro) y un punto
crítico final (cuadrado blanco).
dimensiones. Los resultados expuestos en esta sección fueron obtenidos por Martínez-Ratón,
Velasco y Mederos [244] con la teoría de la partícula escalada, descrita anteriormente, particulari-
zada a un sistema monocomponente. La única diferencia es que en [244] se usa un desarrollo de
Fourier para la función de distribución angular, en lugar de la parametrización dada por (7.43).
Discorrectángulos
El diagrama de fases de discorrectángulos en dos dimensiones se puede ver en la figura 7.9 (a).
Solo aparecen dos fases (uniformes), la isótropa y la nemática uniaxial. Existe una transición
entre ambas fases que es siempre continua y cuya expresión es analítica (en el marco de la SPT)
[244].
La teoría de la partícula escalada predice que la transición isótropo-nemático uniaxial es con-
tinua en discorrectángulos y también, como veremos a continuación, en una región amplia del
diagrama de fases de rectángulos duros. Sin embargo, en este tipo de sistemas bidimensiona-
les con simetría continua no existe verdadero orden de largo alcance [260, 261] y, en ausencia
de otros efectos, la transición orientacional parece estar gobernada por un mecanismo de tipo
Kosterlitz-Thouless (KT) [14, 184, 185]. Las teorías de campo medio, como la SPT, no son capaces
de describir este tipo de mecanismos, ya que las fluctuaciones y la dinámica de los defectos
topológicos no son tratados correctamente. Aún así, no se espera que los efectos tipo KT afecten
en lo que respecta a la segregación de fases en mezclas bidimensionales. Dicha segregación tiene
su origen en la ganancia entrópica (cualitativamente bien descrita en la aproximación de campo
medio) que previsiblemente ha de ser capaz de reemplazar el mecanismo KT.
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Rectángulos
La figura 7.9 (b) muestra el diagrama de fases de rectángulos según la SPT. Aparecen tres fases
uniformes: isótropa (I), nemática uniaxial (Nu) y nemática tetrática (Nt) (se puede ver un es-
quema de cada fase en la figura 7.8). La fase tetrática solo es estable para relaciones de aspecto
pequeñas, κ < 2.21. Para estos valores de κ encontramos una transición I − Nt, al aumentar la
densidad, que es siempre continua. Si seguimos aumentando la densidad aparece una segunda
transición entre dos nemáticos, Nt − Nu, que es continua para 1 < κ < 1.94 y de primer orden
para 1.94 < κ < 2.21. Para valores de κ > 2.21 solo encontramos una transición I − Nu, que es
de primer orden hasta κ = 5.44 y continua para relaciones de aspecto mayores. Existen por tanto
dos puntos tricríticos en κ = 5.44 y κ = 1.94 y un punto crítico final en κ = 2.21.
La estabilidad termodinámica de la fase tetrática respecto a otros estados con orden posicional
es una cuestión abierta. Análisis de bifurcación [244] y la inclusión de las correlaciones a tres
cuerpos [258] no han sido suficientes para dar una respuesta definitiva, si bien las simulaciones
[262, 258, 263] y los experimentos [264, 265] disponibles parecen indicar que el orden tetrático es
estable en una región intermedia entre el isótropo y el sólido. Otras cuestiones, como las relativas
a la máxima relación de aspecto para la cual sobrevive una fase tetrática o la naturaleza de las
transiciones I − Nt y Nt − Nu también continúan sin una respuesta definitiva. Es previsible que
los efectos de clustering, que parecen muy importantes a la vista de las configuraciones obtenidas
en simulaciones, pero que no están contemplados en la teoría presente, jueguen un papel crucial
en la estabilidad de la fase tetrática.
Uno de los puntos interesantes del presente trabajo es comprender cómo se ve afectado el
orden tetrático en las distintas mezclas, donde el otro componente puede o no favorecer el orden
tetrático.
7.4.2. Mezcla de cuadrados
Hasta la fecha existen muy pocos trabajos sobre mezclas de cuadrados duros. Dijkstra et al.
en 1994 realizaron simulaciones Monte Carlo en una red de cuadrados duros paralelos [266]
y encontraron que la mezcla era estable cuando las fracciones de empaquetamiento eran pare-
cidas. No obstante solo estudiaron el caso donde el cociente entre los lados de ambas especies
es L1/L2 = 3. Cuesta [229] en 1996 estudió el sistema de cuadrados duros paralelos haciendo
uso de la aproximación de Rosenfeld de la teoría de medidas fundamentales y tampoco encontró
separación de fases. Buhot y Krauth [267] en 1999 sí observaron claros indicios de una separación
de fases (fluido-sólido) mediante simulaciones Monte Carlo (también con las orientaciones para-
lelas) cuando la relación de aspecto de ambas especies es suficientemente grande. Sin embargo,
la supresión de los grados de libertad orientacionales (llevada a cabo en los trabajos menciona-
dos) puede ser una aproximación demasiado fuerte, ya que la ganancia de entropía orientacional
puede jugar un papel decisivo en la separación de fases. Por ello hemos estudiado la mezcla de
cuadrados libremente rotantes dentro de la SPT.
En la figura 7.10 se puede ver el diagrama de fases de una mezcla HSQ/HS4 con un cociente
4En todos los diagramas se ha representado un esquema a escala de las partículas que componen la mezcla. Está
situado justo encima de cada gráfica, a la izquierda la componente 2 de la mezcla (x1 = 0→ x2 = 1) y a la derecha la
componente 1.
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Figura 7.10: Diagrama de fases de una mez-
cla HSQ/HSQ en el plano presión esca-
lada Pv2/kT frente a composición x =
x1. La relación entre los lados de ambas
especies es L1/L2 = 10. Los círculos son
puntos críticos y los cuadrados puntos
críticos finales. El encarte es una repre-
sentación esquemática. Nótese que el eje
horizontal tiene una escala discontinua.
entre los lados de ambas especies de L1/L2 = 10. En el sistema monocomponente ambas especies
muestran una transición I−Nt (el nemático uniaxial no es posible por la topología de las partícu-
las) continua (según la aproximación SPT). En la mezcla existe una segregación entre una fase
isótropa y otra tetrática o bien entre dos fases tetráticas de diferente composición. La zona de
separación de fases es una región cerrada delimitada por un punto crítico inferior y otro superior.
Para presiones por debajo (encima) del punto crítico inferior (superior) el sistema es completa-
mente miscible. La transición I − Nt del sistema monocomponente se extiende en la mezcla a lo
largo de una línea que intercepta la región de separación de fases en dos puntos críticos finales
(ver el encarte de la figura 7.10). La separación de fases ocurre para valores de x (composición
de los cuadrados grandes) relativamente pequeños, algo que era de esperar si tenemos en cuenta
la diferencia en el volumen, área en realidad, de las dos especies (v1/v2 = 100) y pensamos que
la segregación de fases ocurre cuando el volumen está compartido por ambas especies a partes
iguales (aproximadamente, por supuesto).
A la vista de los resultados y teniendo en cuenta los trabajos previos en sistemas de cuadrados
paralelos, parece claro que los grados de libertad orientacionales juegan un papel clave en la
separación de fases de este sistema. Un análisis de los diferentes términos de nuestro funcional
muestra que la segregación Nt − Nt a presiones pequeñas es el resultado del balance entre la
entropía de mezcla y la ganancia en volumen accesible del sistema segregado. El término de en-
tropía rotacional es convexo para todo el rango de composiciones y por lo tanto favorece que el
sistema se mezcle. Sin embargo, a presiones altas la entropía rotacional juega el papel contrario,
favoreciendo la separación de fases (el término de entropía rotacional en función de la composi-
ción es cóncavo). La ganancia en entropía rotacional de los cuadrados pequeños es la responsable
de que la balanza se incline hacia la segregación. El que sea la ganancia de entropía orientacional
el mecanismo subyacente en la separación de fases resulta llamativo. Vroege y Lekkerkerker lle-
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Figura 7.11: Diagrama de fases de una mez-
cla HSQ/HSQ en el plano presión esca-
lada Pv2/kT frente a composición x =
x1. La relación entre los lados de am-
bas especies es L1/L2 = 4.6. En el
encarte, que es una ampliación de la
región de separación de fases, se apre-
cian dos puntos tricríticos (círculos ne-
gros) y un punto crítico (círculo blanco).
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garon a la misma conclusión en la segregación entre dos nemáticos de una mezcla de varillas
duras en tres dimensiones [268]. Unos años más tarde Roij y Mulder confirmaron el mismo esce-
nario [269].
Otro punto interesante es por qué la mezcla se vuelve otra vez estable si seguimos aumentando
la densidad. En otras palabras, por qué aparece un punto crítico superior. La intuición sugiere
que al aumentar la presión, acercándonos al límite de empaquetamiento máximo, el sistema se
ordena cada vez más y la entropía rotacional satura, de forma que no puede seguir compitiendo
con la entropía de mezcla. En este límite no se espera segregación alguna (lo cual es compatible
con los estudios previos en cuadrados paralelos [229]). Es lo que encontramos en nuestro sistema:
por encima del punto crítico superior no hay separación de fases.
Los puntos críticos superior e inferior delimitan una región cerrada de inmiscibilidad. Birshtein
et al. [270] encontraron también un punto crítico superior en una mezcla en tres dimensiones de
varillas duras usando la aproximación de Onsager; sin embargo Vroege y Lekkerkerker [268]
en el mismo sistema no hallaron evidencia de tal comportamiento. Parece que en ese sistema y
dentro de la aproximación de Onsager, la existencia del punto crítico superior es un resultado
espurio consecuencia de la parametrización de la función de distribución angular [269]. DuBois
y Perera [232] estudiaron mezclas de esferocilindros y elipsoides en tres dimensiones haciendo
uso de un funcional construido a partir de una aproximación a la función de correlación directa.
En sus cálculos también encuentran regiones cerradas de inmiscibilidad. Lo sorprendente de este
caso es que el estudio se limita a cuerpos duros paralelos y por tanto la entropía rotacional no
juegan ningún papel. Para dar una respuesta definitiva a la estabilidad de este tipo de regiones y
a su origen es necesario contar con una teoría que incluya también una descripción de fases con
orden espacial, ya que pueden jugar un papel determinante.
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Figura 7.12.: (b-d) Energía de Gibbs por partícula (unidades arbitrarias) en las cercanías de un punto
crítico final. (a) Ampliación del diagrama de fases de la figura 7.10. Las líneas punteadas horizontales
muestran los valores de la presión para los cuales hemos representado la energía de Gibbs por partícula:
(b) para una presión p1 por debajo del punto crítico final; (c) para la presión del punto crítico final p2;
(c) a una presión por encima del punto crítico final p3. Círculos negros indican la coexistencia entre dos
fases (binodal), construida a partir de la tangente común (líneas punteadas). Círculos vacíos indican el
punto donde la rama tetrática (línea continua en (b),(c) y (d)) bifurca de la isótropa (línea discontinua).
El cuadrado es el punto crítico final.
Para concluir con la descripción de la mezcla de cuadrados, nos preguntamos qué ocurre
al hacer las dos especies cada vez más parecidas. La isla de inmiscibilidad se hace cada vez
más pequeña y termina por desaparecer, quedando entonces únicamente la línea de la transi-
ción continua I − Nt que recorre todo el rango de composiciones. La SPT predice que la sepa-
ración de fases desaparece cuando el cociente entre los lados es menor que 4 [259]. En la figura
7.11 se puede ver el diagrama de fases para una mezcla HSQ/HSQ con relación entre lados de
L1/L2 = 4.6, próxima a la desaparición de la isla de inmiscibilidad. Se aprecia que los puntos
críticos finales se han transformado en puntos tricríticos y como se ha perdido el punto crítico
superior (también desaparece el inferior cuando disminuimos más el cociente L1/L2).
Los diagramas de fases de mezclas presentan una rica fenomenología que no suele aparecer en
sistemas puros. Se trata de la presencia de puntos especiales ya mencionados anteriormente. A
lo largo de la presentación de los distintos diagramas de fases iremos viendo la topología de la
energía de Gibbs en algunos de estos puntos especiales. Para comenzar, hemos elegido las proxi-
midades de un punto crítico final (CEP, acrónimo de critical end point) en la mezcla de cuadrados
con L1/L2 = 10 con objeto de ilustrar las propiedades de estos puntos. En este caso hay dos CEP,
uno superior (x1 = 8× 10−5 , Pv2/kT = 49.38) y otro inferior (x1 = 0.012 , Pv2/kT = 13.86).
Vamos a centrarnos en el CEP inferior. De aquí en adelante las coordenadas de puntos críticos
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finales y tricríticos que se proporcionaran son el resultado de un riguroso análisis de bifurcación
de la energía libre, y pueden por tanto no coincidir con los obtenidos mediante la minimización
variacional del funcional. Los detalles se pueden ver en la referencia [259].
En un CEP coexiste una fase crítica con otra que no lo es. En este caso una fase crítica (I −
N1t ) coexiste con otra fase tetrática N
2
t . Se puede ver la energía de Gibbs por partícula en las
proximidades del CEP en la figura 7.12. En (a) vemos una ampliación del diagrama de fases
(plano presión frente a composición) con unas líneas horizontales punteadas que marcan las
presiones a las que hemos representado la energía de Gibbs por partícula, g:
• Fig. 7.12 (b) P = p1. Presión por debajo del CEP. Para valores de x pequeños tenemos una
fase isótropa (línea discontinua) estable de la que bifurca una rama tetrática (línea continua).
El punto de bifurcación está marcado por un círculo vacío en (a) y (b). En la rama tetrática
se produce una separación de fases con dos tetráticos que coexisten (círculos negros en (a)
y (b)).
• Fig. 7.12 (c) P = p2. Presión del CEP. El punto donde la fase tetrática bifurca de la isótropa
coincide con la coexistencia entre las dos fases tetráticas. Coexisten por tanto una fase crítica
I − Nt (cuadrado blanco) con otra fase tetrática (círculo negro).
• Fig. 7.12 (d) P = p3. Presión por encima del CEP. La bifurcación de la fase tetrática (círculo
blanco) tiene lugar en una zona de metaestabilidad termodinámica, en la región compren-
dida entre la coexistencia de una fase isótropa y una tetrática (círculos negros).
7.4.3. Mezcla de cuadrados y discos
En la figura 7.13 se muestra el diagrama de fases para un mezcla de cuadrados y discos duros.
En el sistema puro los cuadrados son los únicos que tienen una transición entre dos fases fluidas,
isótropo-tetrático, que es continua. La relación entre el lado del cuadrado y el diámetro del disco
es la unidad (la relación entre las áreas es v2/v1 ' 0.79) y por lo tanto es la geometría de las
partículas el factor más determinante.
A presiones altas existe una separación de fases isótropa-tetrática muy fuerte; está represen-
tada esquemáticamente en el apartado (a) de la figura. Conforme disminuimos la presión se
va debilitando hasta llegar a ser continua para presiones por debajo de la del punto tricrítico
(círculo negro en la figura). A partir de ahí la mezcla es estable, bien sea formando un estado
isótropo (representado esquemáticamente en el apartado (b) de la figura) o un tetrático. Dicho
orden tetrático, que exhiben los cuadrados en el sistema puro, persiste en la mezcla hasta com-
posiciones con x ∼ 0.5. La clásica competición entre la entropía de mezcla y la ganancia en
volumen accesible es la responsable de la segregación en esta mezcla.
Un análisis de bifurcación muestra que el punto tricrítico (TCP, de tricritical point) de esta
mezcla está situado en x1 = 0.57 , Pv2/kT = 131.95. Veamos la topología de la energía de Gibbs
por partícula en las cercanías del TCP; está presentada en la figura 7.14. En (a) se presenta una
ampliación del diagrama de fases de está mezcla. Las líneas horizontales indican las presiones
para las cuales está representada la energía de Gibbs por partícula, g:
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Figura 7.13.: A la izquierda el diagrama de fases de una mezcla HSQ/HD en el plano presión escalada,
Pv1/kT frente a composición, x = x1, donde v1 es el volumen (área) de los cuadrados v1 = L21. Las
dimensiones están escogidas de forma que el lado del cuadrado sea idéntico al diámetro del disco. El
círculo negro indica la existencia de un punto tricrítico. A la derecha una representación esquemática
del aspecto del sistema para x ∼ 0.5 y a una presión por encima del punto tricrítico (a) y por debajo
(b).
• Fig. 7.14 (b), (c) y (d) P = p1, p2, p3. Presiones por encima de la del TCP. La línea a trazos es
la rama del isótropo y la continua la rama tetrática. El punto donde el tetrático bifurca del
isótropo está indicado por un círculo blanco. A estas presiones, la bifurcación se produce
siempre en una región de no estabilidad, encerrada por los puntos que forman la binodal
(donde coexisten un I y un Nt). Estos se obtienen con la construcción de la tangente común
(indicada por una línea de puntos) y están marcados en la figura por círculos negros. Nótese
como al acercarnos al TCP (de p1 a p3) se va estrechando la separación entre los puntos de
la binodal, así como la separación entre el punto de bifurcación y los puntos de la binodal.
• Fig. 7.14 (e) P = p4. Presión del TCP. La distancia entre los puntos de la binodal se hace
cero (colapsan) justo en el punto donde la rama tetrática bifurca de la isótropa. El TCP está
marcado por un círculo negro grande.
• Fig. 7.14 (f) P = p5. Para presiones por debajo del TCP sobrevive únicamente la transición
continua I − Nt. En la figura vemos el punto donde el tetrátrico bifurca de la rama del
isótropo (marcado por un circulo vacío).
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Figura 7.14.: (b-f) Energía de Gibbs por partícula (unidades arbitrarias) en las cercanías de un punto tri-
crítico (TCP). (a) Ampliación del diagrama de fases de la figura 7.13. Las líneas punteadas horizontales
muestran los valores de la presión para los cuales hemos representado la energía de Gibbs por partícula:
(b),(c) y (d) para presiones por encima del TCP; (e) para la presión del TCP; (f) a una presión por debajo
del TCP. Círculos negros pequeños indican la coexistencia entre dos fases (binodal), construida a partir
de la tangente común (línea punteada). Círculos vacíos indican el punto donde la rama tetrática (línea
continua) bifurca de la isótropa (línea discontinua). El círculo negro grande es el TCP.
7.4.4. Mezcla de rectángulos y discorrectángulos
Las mezclas cruzadas, entre partículas con diferente geometría, resultan de gran utilidad para
entender la influencia que la geometría de las partículas tiene sobre el diagrama de fases. En
particular estamos interesados aquí en comprender cómo la inclusión de discorrectángulos deses-
tabiliza la fase tetrática de los rectángulos.
Para resaltar los efectos de la geometría de las partículas, vamos a tratar primero la mezcla
HR/HDR con igual relación de aspecto (κ1 = κ2 = 2) e igual área (2σ1). El diagrama de fases
de esta mezcla se puede ver en la figura 7.15. Para presiones elevadas hay una fuerte segrega-
ción entre dos fases nemáticas uniaxiales. Esta segregación Nu − Nu es un efecto de la distinta
geometría, ya que cada una de las especies empaqueta mejor por separado (debido a las esquinas
redondeadas de los HDR) y la ganancia en volumen accesible provoca la segregación para pre-
siones suficientemente altas. Al disminuir el empaquetamiento (bajar la presión), la segregación
es cada vez menor hasta que el sistema se hace completamente miscible para presiones por debajo
de la del punto crítico inferior (círculo blanco en la figura). Seguidamente, tenemos un rango de
presiones donde el sistema es completamente miscible. En esta zona (donde el empaquetamiento
es menor) la ganancia en volumen accesible del sistema segregado no compensa la pérdida de
entropía de mezcla y no se produce separación de fases. Si seguimos disminuyendo la presión
nos encontramos con un comportamiento de tipo azeotrópico. Un círculo gris en la figura marca
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Figura 7.15: Diagrama de fases de una mez-
cla HR/HDR en el plano presión esca-
lada Pv1/kT frente a composición. Am-
bas especies tienen el mismo área (2σ1) y
la misma relación de aspecto κ1 = κ2 =
2 (nótese que para los HDR la relación
de aspecto es κ = (L+ σ)/σ). El encarte
es un aumento del punto azeotrópico,
marcado por un círculo gris. También
se observa un punto crítico (círculo
blanco), un punto tricrítico (círculo ne-
gro) y un punto crítico final (cuadrado).
el punto azeotrópico, que tiene asociado un pequeño rango de presiones donde existe una transi-
ción reentrante Nu − I − Nu según variamos la composición de la mezcla. Además, encontramos
un punto tricrítico (círculo negro) que separa una región donde la transición I − Nu es continua
(línea a trazos), de otra donde es de primer orden.
En cuanto a la fase tetrática, existe solo una pequeña zona donde es estable. Dicha región
está separada de la fase uniaxial por una transición de primer orden y de la fase isótropa por
una transición continua que termina por coexistir en un punto crítico final con la fase uniaxial
(cuadrado en la figura). La estabilidad del tetrático, que ya de por sí es pequeña en el sistema
puro, se ve fuertemente debilitada en la mezcla. Solamente hace falta una proporción de HDR
superior al 20% para destruir el orden tetrático de la mezcla, un valor pequeño si tenemos en
cuenta que ambos componentes tienen el mismo volumen.
Una forma de aumentar la estabilidad del tetrático es disminuir la relación de aspecto de los
HR. Conseguimos así aumentar el rango de presiones donde la fase tetrática es estable en el
sistema puro, y es esperable que en la mezcla ocurra algo similar. En la figura 7.16 se muestra el
diagrama de fases de una mezcla similar a la anterior, en la que hemos disminuido la longitud
de los HR de 2 a 1.5 manteniendo el ancho constante σ1 = 1 (el área de los HR ha disminuido
por tanto en un 25%).
Se aprecia como el rango de estabilidad de la fase tetrática ha aumentado tanto en presiones
como en composiciones. Dicho aumento cobra más significado si pensamos que la fracción de
volumen ocupada por los HR es ahora menor, pues hemos disminuido su área en un 25%. Por lo
demás, el diagrama de fases es esencialmente el mismo que en la mezcla anterior, salvo porque el
punto crítico final pasa a ser un punto tricrítico y por la aparición de un punto triple (I−Nu−Nt).
En la figura se puede ver la presión del punto triple marcada por un triángulo.
Otra posibilidad para que la región donde el tetrático es estable aumente es acortar la relación
de aspecto del HDR. Conseguimos así que la fracción de volumen ocupada por la componente
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Figura 7.16: Diagrama de fases de una mez-
cla HR/HDR en el plano presión es-
calada Pv1/kT frente a composición.
Los parámetros son: rectángulos κ1 =
1.5, σ1 = 1; discorrectángulos κ2 = 2
y mismo área que un rectángulo con
esa misma relación de aspecto y σ =
1. El diagrama de fases presenta un
punto crítico (círculo blanco), un punto
azeotrópico (círculo gris) y dos puntos
tricríticos (círculos negros).
0 0.2 0.4 0.6 0.8 1
x
0
50
100
150
200
250
Pv
1/k
T
N
u
I
Nt
κ1=1.5κ2=2
que no tienen fase tetrática disminuya. En la figura 7.17 se puede ver el diagrama de fases de
una mezcla de HR con κ = 2, σ = 1 y HDR con κ = 1.5 y misma área que un HR con esa relación
de aspecto y σ = 1. Hay una fuerte separación de fases I − Nu para presiones por encima de
la transición Nt − Nu que los HR experimentan en el sistema monocomponente. Si seguimos au-
mentando la presión (no se muestra en la figura), la separación pasa a ser entre dos nemáticos
uniaxiales (una vez tiene lugar la transición I − Nu en el sistema de HDR). Se puede entender
el diagrama como una continuación del mostrado en la figura 7.15 donde las dos regiones de
Figura 7.17: Diagrama de fases de una mez-
cla HR/HDR en el plano presión es-
calada Pv1/kT frente a composición.
Los parámetros son: rectángulos κ1 =
2, σ1 = 1; discorrectángulos κ2 = 1.5
y mismo área que un rectángulo con
esa misma relación de aspecto y σ = 1 .
Aparece un punto crítico final, indicado
en la figura por un cuadrado.
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Figura 7.18.: Energía de Gibbs por partícula (unidades arbitrarias) en las cercanías de un punto azeotrópico
(AP, de azeotropic point). (a) Ampliación del diagrama de fases de la figura 7.16. Las líneas punteadas
horizontales muestran los valores de la presión para los cuales hemos representado la energía de Gibbs
por partícula: (b) a una presión p1 por debajo del AP; (c) a la presión del AP p2; (d) a una presión p3 por
encima del AP. Círculos negros pequeños indican la coexistencia entre dos fases (binodal), construida
a partir de la tangente común (línea punteada). El círculo gris grande es el AP.
inmiscibilidad han colapsado. Con respecto a la fase tetrática, se aprecia un incremento de su
estabilidad, especialmente en el rango de composiciones.
Sigamos ahora el análisis de las ramas de energía en determinados puntos especiales, en con-
creto en el punto azeotrópico (AP) de la figura 7.16 (x = 0.51 , Pv1/kT = 143.1). La topología
de la energía de Gibbs en las cercanías de este punto se puede ver en la figura 7.18. En el panel
(a) se presenta una ampliación de la zona con unas líneas punteadas horizontales que indican la
presión para la que hemos representado la energía de Gibbs por partícula, g:
• Fig. 7.18 (b) P = p1. Presión por debajo de la del AP. La línea continua es la rama del
nemático uniaxial y la línea a trazos la del isótropo. Los puntos negros marcan la coexisten-
cia entre fases, construida a partir de la tangente común (línea punteada). En esta región se
produce una transición reentrante Nu − I − Nu al aumentar la composición de una de las
especies.
• Fig. 7.18 (c) P = p2. Presión del AP. En un AP una rama metaestable (en este caso la
rama del isótropo) toca tangencialmente a una rama estable (nemático uniaxial). El AP
está marcado en la figura por un círculo gris. Si nos situamos a la composición del AP
y vamos aumentando la presión, el sistema sufre una transición I − Nu de primer orden
(manteniendo x constante).
• Fig. 7.18 (d) P = p3. Presión por encima de la del AP. Al aumentar un poco la presión el
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Figura 7.19: Diagrama de fases de una mez-
cla HR/HR en el plano presión esca-
lada Pv1/kT frente a composición. La
anchura de ambas especies es la misma
y la relación de aspecto es κ1 = 10 y
κ2 = 5. Círculo negro: punto tricrítico.
Círculo vacío: punto crítico. El encarte
es una ampliación de la región de pre-
siones pequeñas.
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sistema se vuelve completamente miscible. La fase isótropa tiene más energía para cualquier
composición de la mezcla.
7.4.5. Mezcla de rectángulos
Un sistema monocomponente de rectángulos duros se puede clasificar atendiendo a las fases que
presenta al variar la fracción de empaquetamiento: I, Nt y Nu o solamente I y Nu. Hemos tratado
las posibles combinaciones: (i) Ninguno de los componentes tiene simetría tetrática; (ii) Los dos
componentes tienen una fase con simetría tetrática; (iii) Uno de los componentes presenta una
fase tetrática y el otro no. En todos los casos la anchura de las partículas es la misma, y hemos
variado únicamente la longitud.
(i) Ambas especies sin fase tetrática
En la figura 7.19 se puede ver el diagrama de fases para la mezcla de rectángulos duros con
κ1 = 10 y κ2 = 5 (igual ancho). Ambos tienen en el sistema puro una única transición I − Nu que
es continua para κ1 y de primer orden para κ2. A presiones altas, la mezcla presenta una región
de separación de fases Nu−Nu que termina en un punto crítico. Le sigue una zona de estabilidad
de fases donde la mezcla es miscible a cualquier composición. Esta región se extiende hasta que
aparece la transición orientacional I − Nu. En mezclas ricas en la especie 1 la transición I − Nu es
continua y pasa a ser de primer orden para mezclas donde la especie 2 es mayoritaria. Un punto
tricrítico (círculo negro) separa ambas regiones. Sus coordenadas son x = 0.35 , Pv1/kT = 4.07.
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Figura 7.20.: (izquierda) Diagrama de fases de una mezcla HR/HR en el plano presión escalada Pv1/kT
frente a composición. El ancho de ambas especies es el mismo y la relación de aspecto es κ1 = 2 y
κ2 = 1.5. Existe una transición continua I − Nt y otra de primer orden Nt − Nu, ambas presentes para
cualquier composición. (derecha) Esquema de la configuración de las partículas en esta mezcla para
una composición x ≈ 0.5 y a una presión donde la fase estable es: (a) isótropo, (b) nemático tetrático,
(c) nemático uniaxial.
(ii) Ambas especies con fase tetrática
La figura 7.20 (izquierda) muestra el diagrama de fases de una mezcla de rectángulos duros
donde κ1 = 2 y κ2 = 1.5 (igual ancho). Las dos especies muestran una transición I − Nt y
Nt − Nu en el sistema puro. En principio debería de ser una de las mezclas más interesantes,
pero debido a la similitud entre ambas especies (la fase tetrática es estable en un rango de κ muy
pequeño) el diagrama resultante es muy simple. La mezcla es estable para cualquier presión,
salvo una pequeña región de separación de fases Nt − Nu que está presente en todo el rango de
composiciones. Para todo el rango de composiciones la transición Nt − Nu es de primer orden y
la I − Nt de segundo.
En la misma figura (a la derecha) se puede ver una representación esquemática de la configu-
ración que adoptan las partículas en esta mezcla. Se han representado los tres estados: isótropo
(a), nemático tetrático (b) y nemático uniaxial (c), que se van estabilizando conforme aumentamos
la presión.
Resulta interesante comparar el diagrama de fases de esta mezcla con los de las figuras 7.16 y
7.17. En ambos casos uno de los HR se ha sustituido por su equivalente HDR (con misma relación
de aspecto e igual área). Los diagramas resultantes son completamente distintos, poniendo de
manifiesto la importancia que tiene la geometría de las partículas.
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(iii) Solo una especie con fase tetrática
Las últimas mezclas que hemos estudiado son dos HR donde solo una de las especies posee
fase tetrática. Los diagramas de fases se pueden ver en la figura 7.21 (a-c). Hemos tratado tres
mezclas, manteniendo fija la especie con orden tetrático κ2 = 2 y variando el otro componente:
(a) κ1 = 4; (b) κ1 = 4.6 y (c) κ1 = 5.
Empecemos analizando la mezcla (a). A presiones altas existe una región de separación de
fases Nu−Nu que termina en un punto crítico inferior. Otra región de separación de fases aparece
para presiones más pequeñas, en este caso asociada a la transición de primer orden I − Nu. Este
diagrama es topológicamente equivalente 5 al que vimos en la mezcla de rectángulos duros de
la figura 7.19. En ambos casos hay un factor dos en el cociente entre relaciones de aspecto de las
componentes de la mezcla.
En el caso (b) vemos el diagrama de fases que resulta al aumentar la longitud de la especie sin
orden tetrático; para ello hemos fijado κ1 = 4.6. Las interacciones entre ambas componentes son
aún más desfavorables y esto provoca un crecimiento de la región de separación de fases. Dicho
crecimiento es especialmente relevante en la zona de presiones altas, pero también se da en la
región I − Nu. Hemos esquematizado las distintas fases de esta mezcla en la figura 7.21 (d-f).
Además del aumento de la región inestable frente a la separación de fases, aparece un punto
crítico superior asociado a una región de segregación Nu − Nu. Esta fenomenología, dos regiones
de segregación N − N separadas por un punto crítico inferior y otro superior, también se ha
encontrado en tres dimensiones. Concretamente en mezclas de esferocilindros duros de igual
longitud y distinta anchura [271]. En nuestro caso es para partículas de igual anchura y diferente
longitud.
La última de las mezclas representadas, apartado (c), corresponde a aumentar todavía un
poco más la diferencia entre las dos especies haciendo κ1 = 5. Las dos regiones donde había
segregación se unen, dando lugar a una zona muy amplia de inestabilidad frente a la separación
de fases. Resulta notable que pequeños cambios en la geometría de uno de los componentes de
la mezcla tienen efectos drásticos en la estabilidad de la misma: pasar de (a) a (c) supone variar
la longitud de una de las especies en solo un 20%.
Un análisis de los distintos términos entrópicos muestra que en este tipo de mezclas la segre-
gación se produce por las interacciones desfavorables de volumen excluido entre las distintas
especies así como por la ganancia de entropía rotacional. Esta última contribución es determi-
nante, por ejemplo, en la región de separación de fases Nu − Nu con un punto crítico superior
de la mezcla (b). Según vamos aumentando la presión, es la interacción de volumen excluido el
término que cobra más relevancia. Presumiblemente esto es debido a la saturación de los grados
de libertad orientacionales cuando el empaquetamiento es elevado.
En el análisis anterior no hemos hecho referencia a la fase tetrática. La región en la que es
estable es tan pequeña que no se aprecia a simple vista. En los apartados (g-i) de la figura 7.21
se muestra un aumento de la zona de estabilidad del tetrático. Se trata de una región limitada
superiormente por la transición de primer orden Nt − Nu e inferiormente por la transición con-
5La naturaleza de la transición I − Nu difiere en un rango de composiciones.
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Figura 7.21.: (a-c) Diagramas de fases de mezclas HR/HR en el plano presión escalada Pv2/kT frente a
la composición. La especie 2 tiene una anchura σ y una relación de aspecto κ2 = 2. La especie 1
tiene el mismo ancho σ y una relación de aspecto: (a) κ1 = 4, (b) κ1 = 4.6 y (c) κ1 = 5. Los círculos
vacíos son puntos críticos. (e-g) Esquema de fases para la mezcla κ1 = 4.6 y κ2 = 2 (apartado (b)).
En (d) se produce una segregación entre un I donde predominan las partículas de la especie 2 y un
Nu con mayoría de la especie 1. (e) Para una presión donde la mezcla es estable y forma una fase
Nu. (f) A presiones más altas se produce una segregación Nu − Nu con diferente composición de cada
especie. (g-i) Ampliación de los diagramas de fases en la región de estabilidad de la fase tetrática. Los
cuadrados vacíos marcan la posición de puntos críticos finales. En (c) un triángulo marca la presión y
la composición de la fase Nu el punto triple (TP)
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Figura 7.22.: Energía de Gibbs por partícula (unidades arbitrarias) en el punto triple (TP) de la mezcla de
la figura 7.21 (i). La línea a trazos es la rama del tetrático y la continua la del nemático uniaxial. Los
puntos negros indican los valores de la composición para los que coexisten las tres fases Nt − Nu − Nu,
obtenidos a partir de la tangente común que está representada por una línea punteada. El círculo vacío
simplemente marca la región que se puede ver ampliada a la izquierda del gráfico.
tinua I − Nt que termina en un punto crítico final (cuadrados blancos). Como era de esperar se
aprecia una disminución de las estabilidad del orden tetrático según aumentamos la longitud de
la especie 1. El aumento deja también al descubierto un punto triple Nt − Nu − Nu en la mezcla
(c).
Vamos a aprovechar este punto triple para terminar el análisis de la energía de Gibbs. Se puede
ver en la figura 7.22. Hay dos ramas de energía, la del tetrático (línea a trazos) y la del nemático
uniaxial (línea continua). Se aprecia como existen tres puntos que comparten la misma tangente
(marcados por círculos negros), dando lugar a un TP.
Es posible que el lector haya echado en falta una sección dedicada a mezclas del tipo HDR/HDR.
Estos sistemas ya fueron tratados anteriormente usando el mismo modelo teórico [242]. Cuando
la diferencia entre ambas especies es suficientemente grande se produce una segregación del
tipo Nu − Nu a altas presiones, que puede o no conectar con la transición continua I − Nu (un
comportamiento muy parecido al mostrado en la figuras 7.13 y 7.19).
7.5. Resumen y conclusiones
Haciendo uso de la teoría de la partícula escalada hemos estudiado el comportamiento de las
fases fluidas en mezclas de cuerpos duros libremente rotantes en dos dimensiones. Parte del
trabajo se ha centrado en mezclas donde uno de los componentes exhibe orden tetrático y el otro
no. Se observa como la fase tetrática persiste en la mezcla pero es relativamente fácil de destruir,
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salvo si las dos especies son parecidas y/o la fase tetrática en el sistema puro es muy estable. Es
posible que la estabilidad de la fase tetrática aumente considerablemente en mezclas de partículas
con igual longitud y distinto ancho. Por ejemplo una mezcla HR/HR con L1 = 2σ1 , σ1 = 1σeq y
L2 = 2σ2 , σ2 = 0.5σeq. Esta es una cuestión que queda abierta para futuros trabajos.
Otro punto interesante ha sido el estudio de mezclas de cuadrados duros. Hasta la fecha dicho
sistema se había tratado en la aproximación de orientaciones fijas, no habiéndose encontrado
indicios de segregación entre fases fluidas. Al liberar las orientaciones el sistema se segrega en
dos fases nemáticas. Esto pone de manifiesto la importancia que tiene la ganancia de entropía
rotacional para inclinar la balanza hacia la separación de fases.
Ya vimos en el capítulo anterior que la transición isótropo-nemático en sistemas bidimensio-
nales es generalmente de tipo Kosterlitz-Thouless, en particular hay evidencias de que así es
en el caso de discorrectángulos duros. El tratamiento de campo medio de la SPT predice por
el contrario que es una transición continua de tipo campo medio. En las mezclas, dicha transi-
ción continúa y generalmente termina por convertirse en una transición de primer orden para
determinados valores de presión y composición de la mezcla. Esta transición, que implica una
segregación de fases, se produce por el balance entre las interacciones de volumen excluido, la en-
tropía rotacional y la entropía de mezcla de los distintos componentes. Es razonable pensar que
dichas interacciones en la mezcla son capaces de contrarrestar las fluctuaciones que dan lugar
al mecanismo Kosterlitz-Thouless en el sistema monocomponente y por tanto es previsible que
persista la naturaleza de la transición. No obstante, son necesarias simulaciones para confirmarlo.
Del párrafo anterior se desprende una conclusión interesante. A pesar de que la naturaleza
de la transición IN en sistemas monocomponentes de tres y dos dimensiones es diferente, el
mecanismo que gobierna la segregación de fases en ambos sistemas parece ser el mismo, inde-
pendiente de la dimensionalidad.
Sin duda la continuación natural de este trabajo es incorporar en la teoría la posibilidad de
que se formen en el sistema fases con orden posicional, tales como esmécticos, columnares o
sólidos cristalinos. Dichas fases aparecerán a determinadas presiones y puede que parte de la fe-
nomenología encontrada sea metaestable frente a la aparición de estas nuevas fases no uniformes.
También es posible que exista segregación entre una fase fluida y otra no uniforme. Para tratar
este tipo de cuestiones es necesario contar con un funcional de la densidad más sofisticado que
sea capaz de describir correctamente fases con orden posicional. En la literatura existe alguna
propuesta para sistemas monocomponentes [244].
También podría ser interesante estudiar el comportamiento de estos sistemas binarios en con-
tacto con superficies o confinados.
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8. Conclusiones generales
Al final de cada capítulo de resultados se puede encontrar una sección de conclusiones, por ello
nos limitaremos aquí a resumir únicamente las más relevantes.
Transición isótropo-nemático en un poro plano
Haciendo uso de un funcional de la densidad, basado en una extensión de la teoría de Onsager,
hemos estudiado la transición de capilaridad isótropo-nemático en un poro plano.
• La diferencia entre las tensiones superficiales sustrato-nemático γSN y sustrato-isótropo
γSI determina que la transición isótropo-nemático tenga lugar antes (nematización capilar,
γSN < γSI) o después (isotropización capilar, γSN > γSI) que en volumen cuando el poro
es suficientemente ancho. Para tamaños de poro de unas pocas longitudes moleculares
la interacción entre ambas superficies se hace notable. Si existe wetting completo dicha
interacción es constructiva siempre, en el sentido de que favorece el orden orientacional.
En la zona de wetting parcial puede ser constructiva o destructiva (favoreciendo la fase
isótropa). Esto da lugar a situaciones donde la transición de capilaridad es no monótona
con el ancho del poro: para anchuras pequeñas hay nematización capilar y para poros
grandes isotropización capilar.
• La transición isótropo-nemático termina en un punto crítico que tiene lugar en poros con
H ∼ 3− 6(L+ D). La anchura crítica crece conforme aumenta la intensidad del anchoring
superficial.
• La transición de prewetting, que tiene lugar cuando la transición de wetting en el sistema
sustrato-fluido es de primer orden, apenas se ve alterada por el hecho de confinarla, incluso
cuando el poro tiene tamaños de unas pocas longitudes moleculares. La línea de prewetting
muere en la línea de nematización capilar.
• La transición de anchoring que tiene lugar en el sistema sustrato-fluido sobrevive al confi-
namiento y muere en la línea de isotropización capilar.
Transición de capilaridad en una celda híbrida
Trabajar con un modelo molecular libremente rotante nos ha permitido estudiar una celda con
condiciones de anchoring opuesto, comúnmente conocida como celda híbrida.
• La fase escalón, también conocida como fase biaxial, conecta con la fase isótropa de volu-
men. No se trata, como se pensaba, de una nueva fase. Por tanto, la transición fase escalón-
nemático lineal es la clásica transición de capilaridad isótropo-nemático que tiene lugar en
una celda híbrida.
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• Es posible estabilizar una fase con el director uniforme si uno de los sustratos atraviesa
una transición de anchoring. La fase uniforme sobrevive en poros con tamaño del orden de
la longitud molecular y a potenciales químicos por debajo de la transición de anchoring en
volumen.
• La interacción entre las dos superficies es destructiva cuando ambas se encuentran en el
régimen de wetting completo. Esto supone una diferencia importante respecto al sistema
simétrico.
Esmectización capilar y layering
Hemos estudiado los efectos que el confinamiento produce sobre la fase esméctica y sobre la tran-
sición isótropo-esméctico o nemático-esméctico. Para ello se ha utilizado un funcional no local
basado en la aproximación WDA adaptada a sistemas con grados de libertad orientacionales.
• Los efectos de conmensuración entre la longitud molecular y la anchura del poro hacen
que tengan lugar transiciones de layering en el interior de la cavidad. En estas transiciones
de layering el esméctico gana (pierde) una capa conforme aumentamos (disminuimos) la
anchura del poro.
• Las transiciones de layering conectan, a potenciales químicos bajos, con la transición de es-
mectización capilar, ya sea esta isótropo-esméctico o nemático-esméctico. Dicha transición
de esmectización tiene un comportamiento periódico cuando el ancho del poro es suficien-
temente grande. Esta periodicidad se explica bien teniendo en cuenta la respuesta elástica
del esméctico a variaciones en su periodo.
• La línea de esmectización capilar no es conexa en todo el rango de anchuras de poro.
Cuando H ∼ 100(L+ D) se produce una ruptura que divide el diagrama de fases en bolsi-
llos esmécticos no conectados. La tensión superficial fluido-esméctico es, probablemente, el
factor determinante a la hora de conocer dónde tiene lugar dicha ruptura en el diagrama
de fases.
• En cada bolsillo esméctico la línea de esmectización capilar muere en puntos críticos y va
siendo cada vez más pequeña conforme reducimos el tamaño del poro. Finalmente termina
por desaparecer cuando H ∼ 10(L+ D). La respuesta del esméctico a deformaciones en su
periodo parece estar relacionada con esta desaparición de la esmectización capilar y de las
transiciones de layering.
Defectos topológicos bidimensionales
Mediante un funcional de la densidad, basado en una extensión de la aproximación de Onsager,
hemos estudiado el comportamiento de un cristal líquido confinado en una cavidad circular
bidimensional. La formación de defectos en su interior nos ha permitido realizar un primer
acercamiento al estudio de las propiedades del núcleo de los defectos con la teoría del funcional
de la densidad.
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• Existe una transición de fase de primer orden entre un estado con el director uniforme (es-
table en cavidades pequeñas) y otro que contiene dos defectos de carga k = 1/2 separados
por una distancia de equilibrio d0 (estable en cavidades grandes).
• d0, la separación entre defectos, está relacionada con la transición de nematización dentro de
la cavidad. Cuando el centro de la cavidad permanece en un estado isótropo, d0 es pequeño.
Al inducir orden orientacional (aumentado el potencial químico) d0 crece rápidamente y
termina saturando en un valor que escala con el radio de la cavidad.
• El funcional de la densidad permite estudiar la región del núcleo del defecto, una zona
donde otros tratamientos como la teoría elástica o los modelos Landau-de Gennes fallan.
En los tres casos analizados los núcleos son isótropos y tienen un tamaño del orden de la
longitud molecular.
• La energía libre de los núcleos es proporcional a las constantes elásticas del sistema. La
constante de proporcionalidad parece estar relacionada con el tipo de deformaciones (splay
o bend) que tienen lugar en la región del núcleo.
• A la vista de los resultados, el funcional de la densidad es una técnica apropiada para
el estudio de las propiedades de defectos en cristales líquidos. El rápido avance de los
procesadores de cálculos ha hecho que empiece a ser factible algo que hace pocos años
parecía impensable.
Mezclas bidimensionales de cuerpos duros anisótropos
El último de los sistemas tratados ha sido una mezcla de cuerpos duros anisótropos bidimensio-
nales (discorrectángulos y rectángulos). Para ello hemos usado la teoría de la partícula escalada.
• La topología del diagrama de fases de este tipo de mezclas es muy variada; aparecen puntos
críticos inferiores y superiores, puntos triples, puntos críticos finales, puntos azeotrópicos
y puntos tricríticos.
• Existe separación de fases isótropo-tetrático y tetrático-tetrático en una mezcla de cuadra-
dos duros libremente rotantes de diferente lado. Para ello, el cociente entre los lados de
ambas especies ha de ser mayor que 4 (según la teoría de la partícula escalada).
• El orden tetrático, estable en el sistema de rectángulos puros, se destruye fácilmente con la
incorporación de otra especie sin orden tetrático.
• Hay tres factores que son cruciales a la hora de determinar la estabilidad de la mezcla
o la segregación de fases: la entropía de mezcla (favorece la estabilidad de la mezcla), la
ganancia en volumen accesible que se produce cuando se segrega el sistema (favorece por
tanto la separación de fases) y la entropía rotacional. Este último puede favorecer o no la
segregación de fases dependiendo del tipo de mezcla y la fracción de empaquetamiento.
• La entropía rotacional es la responsable de la aparición de puntos críticos superiores. Si
la fracción de empaquetamiento es suficientemente grande, la entropía rotacional satura y
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llega un momento en que no puede competir con la entropía de mezcla. Es entonces cuando
la mezcla se vuelve estable1 y aparece un punto crítico superior.
Líneas futuras de investigación
También al final de cada capítulo de resultados es posible encontrar los puntos que pueden ser
objeto de un trabajo futuro. De todos ellos destacan tres que hemos comenzado a tratar:
• En lo que respecta al layering y la esmectización capilar, es necesario liberar los grados de
libertad orientacionales para estudiar qué efecto tiene sobre el diagrama de fases. Nuestros
cálculos, todavía en una fase muy preliminar, muestran que estados donde se intercalan
capas con el director perpendicular entre sí podrían ser estables para determinados anchos
de poro. También es posible incluir una interacción cuadrupolar entre las partículas para
estabilizar un esméctico C y estudiar cómo el confinamiento altera la transición esméctico
A-esméctico C.
• La técnica desarrollada para el estudio del cristal líquido confinado en una cavidad circular
es directamente aplicable al tratamiento de otros sistemas, tales como estudiar la interac-
ción entre partículas coloidales en un medio isótropo/nemático o el orden orientacional
alrededor de una de estas partículas coloidales.
• En relación al último capítulo, mezclas bidimensionales de cuerpos duros, es interesante
incorporar en la teoría la posibilidad de que se estabilicen fases con orden posicional:
columnares, esmécticos y sólidos. Permitir este tipo de estructuras modificará los diagra-
mas de fases, especialmente en el rango de altas presiones. También dará lugar a nueva
fenomenología como la segregación entre una fase con orden posicional y otra sin él.
1Siempre que los efectos debidos a la entropía de mezcla sean más importantes que la ganancia en volumen accesible.
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A.1. Parámetros de orden orientacionales
En una fase isótropa las orientaciones moleculares se distribuyen de manera uniforme, no así
en la fase nemática, donde el director define una dirección privilegiada a lo largo de la cual se
orientan en promedio las partículas del cristal líquido. La transición que tiene lugar entre ambas
fases supone una pérdida de simetría al pasar de la menos ordenada (isótropa) a la más ordenada
(nemática). Buscamos un parámetro de orden que nos permita describir el estado orientacional
del sistema, de igual forma que la diferencia en densidades describe la transición líquido-vapor
o las componentes del vector magnetización sirven para estudiar un ferromagneto. La elección
en nuestro caso no es tan evidente como en los ejemplos anteriores y por supuesto tampoco es
única.
Supongamos un caso sencillo donde las moléculas son varillas duras. Sea a el vector unitario
que define el eje de simetría de las varillas. Estamos interesados en cuantificar de algún modo
el orden orientacional en la dirección del director n. Un candidato podría ser el promedio del
producto escalar a · n, es decir:
< a · n >=< cos θ >, (A.1)
pero debido a la simetría cabeza-cola dicho promedio es nulo. Es necesario promediar el cuadrado,
< cos2 θ > para no distinguir entre las direcciones n y−n. La forma usual de definir el parámetro
de orden es tal que sea nulo cuando el sistema está completamente desordenado y valga 1 en
caso contrario. Teniendo esto en cuenta podemos definir el parámetro de orden S como:
S =
1
2
< 3 cos2 θ − 1 > . (A.2)
S también puede tomar valores negativos, hasta S = −1/2, en cuyo caso las partículas están per-
fectamente orientadas en una dirección perpendicular al director. S nos dice cómo de ordenado
se encuentra el sistema en la dirección del director, lo cual es útil en nemáticos uniaxiales, pero
no es suficiente en nemáticos biaxiales, por ejemplo. Supongamos ahora que nuestra molécula
que forma el cristal líquido sigue siendo rígida pero no tiene simetría cilíndrica. En tal caso nos
puede interesar saber cómo de ordenado está cualesquiera de sus ejes moleculares: ei, i = 1, 2, 3
a lo largo de los ejes de un sistema cartesiano x, y, z. Podemos generalizar (A.2) como:
Sαβij =
1
2
< 3eiαe
j
β − δijδαβ >, (A.3)
donde δ es la delta de Kronecker, los índices α, β se refieren al sistema de laboratorio y los i, j al
que define los ejes moleculares. El tensor Sαβij es útil en la descripción de fases con menor simetría
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como el nemático biaxial.
Una descripción microscópica del parámetro de orden como la que acabamos de ver no es
siempre útil. El caso más claro es el cristal líquido formado por moléculas flexibles, en cuyo caso
deberíamos definir distintos sistemas de referencia a lo largo de la molécula. Es conveniente por
tanto una definición macroscópica del parámetro de orden, que no tenga en cuenta los detalles
moleculares. Necesitamos una magnitud medible que responda de manera diferente en las distin-
tas fases. De Gennes [13] escogió la respuesta del cristal líquido al aplicarle un campo magnético
H:
Mα = χαβHβ, (A.4)
siendo α, β las componentes de un sistema cartesiano, M la magnetización inducida y χαβ el
tensor susceptibilidad magnética (es simétrico). En lo que sigue adoptaremos el convenio de la
sumatoria sobre los índices repetidos. En una fase isótropa se tiene χαβ = χδαβ. En un nemático
uniaxial, el tensor χαβ tiene dos autovalores distintos y en una fase nemática biaxial los tres
autovalores son distintos. Por lo tanto el tensor χαβ nos podría servir como parámetro de orden.
Si queremos que en el isótropo sea nulo, debemos restarle la contribución anisótropa
Qαβ = C
(
χαβ − 13δαβχγγ
)
, (A.5)
siendo C una constante de normalización, usualmente escogida para que en un nemático uniaxial
perfectamente alineado la componente de Q a lo largo del director valga 1. En el caso más general
podemos diagonalizar Q de forma que
Qαβ =
 −
1
2 (P− R) 0 0
0 − 12 (P+ R) 0
0 0 P
 . (A.6)
En el isótropo P = R = 0, en un nemático uniaxial P 6= 0,R = 0 y en una fase biaxial P 6= 0,R 6=
0.
Existe una relación entre el parámetro de orden macroscópico y el microscópico, que evidente-
mente es distinta en cada sistema. Salvo algunos casos como el de varillas duras, no es sencillo
encontrar dicha relación.
A.2. Minimización del funcional: gradientes conjugados
Existen varias alternativas para afrontar la minimización de un funcional. Una de ellas es suponer
una parametrización para los distintos parámetros de orden, de manera que el problema se
reduce a la minimización de una función respecto a unos cuantos parámetros variacionales. Este
método resulta útil en la minimización de fases de volumen, por ejemplo esmécticos o nemáticos,
donde se puede suponer de manera razonable la forma que tendrán los parámetros de orden.
Si no elegimos una parametrización adecuada corremos el riesgo de encontrar soluciones muy
alejadas de la realidad o no encontrar solución alguna.
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Otra opción consiste en discretizar el espacio en un mallado de puntos permitiendo que los
parámetros de orden varíen libremente. Los valores de los parámetros de orden en cada punto
de la malla son ahora las variables del funcional.
Nosotros, en la mayoría de los casos 1 hemos adoptado un método híbrido. Se ha parametrizado
la función de distribución angular en función de un conjunto de parámetros {Λi}, pero permi-
tiendo que varíen en cada punto de la malla zj. En cuanto a la densidad, se ha permitido que
varíe libremente en cada punto zj. Las variables funcionales son ρ(zj) y el conjunto {Λi(zj)}.
Típicamente el mallado es tal que la longitud de una partícula queda dividida en ∼ 100 partes
y minimizamos en cajas del orden de 10− 100 longitudes moleculares. Tenemos por tanto que
minimizar una función que depende de ∼ 4000− 40000 variables (llegando incluso a superar
ampliamente las 105 variables en el sistema bidimensional que estudiamos en el capítulo 6). Para
ello hemos utilizado el método de gradientes conjugados, bastante conocido y que solo vamos a
esbozar a continuación.
Sea f una función de n variables x = (x1, x2, ..., xn). Buscamos el conjunto xmin para el cual f
es mínimo. El método de gradientes conjugados nos proporciona un algoritmo de minimización,
en el que partiendo de una configuración inicial x0 nos acercamos iterativamente: x1, x2, ... hacia
el mínimo de la función. Dicho algoritmo es como sigue:
xi+1 = xi + αminci,
ci = −∇ f (xi) + βi−1ci−1,
βi =
|∇ f (xi+1)|2
|∇ f (xi)|2 . (A.7)
En cada iteración nos movemos a lo largo de las direcciones ortogonales, ci, realizando sobre
ellas una minimización unidimensional. El parámetro αmin es aquel que hace a la función f
mínima cuando nos movemos a lo largo de la dirección dada por ci.
El proceso converge en la iteración que verifique |∇ f (xi)|/n < ε, siendo ε el criterio de con-
vergencia. Dependiendo del tipo de problema hemos trabajado con valores de ε entre 10−6 y
10−8.
Se trata de un método de fácil implementación, si bien hay algunos puntos a tener en cuenta:
• En cada paso se van acumulando pequeños errores en el cálculo de las direcciones ci. Trans-
curridas N iteraciones la acumulación de errores hace que estemos tratando de minimizar f
a lo largo de una dirección casi arbitraria. Por este motivo es necesario desconjugar, es decir,
inicializar el proceso desde cero cada vez que hagamos N iteraciones. Evidentemente, se
toma como perfil inicial el obtenido en el paso anterior. El número N depende mucho de la
precisión con la que calculemos las direcciones ci. Cuando el parámetro αmin, que gobierna
la minimización unidimensional a lo largo de ci, se hace muy próximo a cero, es una señal
de la necesidad de desconjugar.
• Podemos tener problemas en la minimización unidimensional por otras causas. En nuestro
caso, las variables que componen el vector x son la densidad ρ(zj), el parámetro de orden
uniaxial η(zj), el tilt ϕ(zj)... Las variaciones en la densidad no tienen el mismo efecto sobre
1La excepción es el capítulo 7 donde solo tratamos mezclas de volumen.
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i=1, g2=83, γ=−4.54271
i=10, g2=6.6, γ=−19.2112
i=60, g2=0.37, γ=−30.7505
i=120, g2=0.17, γ=−31.5030
i=500, g2=3.9x10-4, γ=−32.8257
i=2000, g2<10-11, γ=−33.0394
FiguraA.1.: Secuencia típica de una minimización por gradientes conjugados. En cada gráfica i es el número
de iteración, g2 el gradiente al cuadrado y γ la tensión superficial. En unidades donde kT = 1 y σeq = 1.
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la energía que las variaciones en el tilt, por ejemplo. Esto hace que con relativa frecuencia
se paralice la minimización y que el algoritmo no sea capaz de encontrar un αmin. Para
solucionarlo se pueden realizar bloques de gradientes conjugados donde solo minimicemos
un parámetro, dejando el resto constantes. El proceso se puede automatizar; cuando el
gradiente en uno de los parámetros sea muy superior al resto minimizamos únicamente en
ese parámetro.
• También puede ocurrir que intentemos evaluar f en situaciones donde no esté definida:
densidades negativas, parámetro de orden uniaxial superior a uno... Es muy sencillo reali-
zar un control sobre αmin para que esto no ocurra, pero puede no ser suficiente si el mínimo
de f está muy próximo a una región donde no esté definida. Tal es el caso de un esméctico
a presiones altas. En la zona entre capas la densidad toma valores muy próximos a cero.
Una solución muy sencilla a este problema pasa por realizar un cambio de variables, de
forma que f esté definida en todo el rango de valores de la nueva variable. En el ejemplo
de la densidad, resulta muy útil trabajar con
√
ρ en lugar de con ρ.
Por último, hay que tener en cuenta que el método de gradientes conjugados no asegura que el
mínimo obtenido sea el mínimo global. Aunque es capaz de explorar una región amplia del espa-
cio de fases de la función, es posible que quede atrapado en un mínimo local. En ocasiones este
comportamiento puede ser una ventaja, por ejemplo, en la búsqueda de estamos metaestables en
las proximidades de una transición de primer orden.
Una secuencia típica del proceso de minimización por gradientes conjugados se puede ver en
la figura A.1. Corresponde a un cristal líquido de esferocilindros duros con relación de aspecto
L/D = 3.7 confinado entre dos sustratos duros sobre los centros de masas. El potencial químico
se ha fijado a ∆µ = 1.4kT por encima de la coexistencia isótropo-esméctico de volumen. El
número de variables es n = 3276. Comenzamos con un perfil plano en la densidad y el parámetro
de orden uniaxial (no se muestra). Al cabo de 2000 iteraciones el proceso converge a un esméctico.
A.3. Buscando el prewetting
Las transiciones de prewetting son muy escurridizas en sistemas con únicamente grados de liber-
tad traslacionales y mucho más en sistema donde hay grados de libertad orientacionales. En la
figura A.2 hemos representado el aspecto que tendría una hipotética energía libre en función de
la adsorción (alternativamente se puede pensar en el espesor de la capa de nemático adsorbida).
Para potenciales químicos cercanos a la transición, pero un poco por debajo (µ = µ−), es estable
el estado con una capa adsorbida pequeña y aparece un estado metaestable con una capa ad-
sorbida de mayor espesor. En la coexistencia (µ = µc) ambos estados tienen la misma energía
libre, y para potenciales químicos un poco por encima (µ = µ+) es estable únicamente el estado
con una capa adsorbida ancha. Tal y como se representa en la figura, el primer mínimo apenas
experimenta cambios al variar el potencial químico y su localización es sencilla. Sin embargo,
el segundo mínimo se desplaza de manera apreciable al variar las condiciones termodinámi-
cas (para interacciones de corto alcance experimenta un crecimiento logarítmico que diverge al
potencial químico de la coexistencia IN de volumen).
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Figura A.2: Representación esquemática del as-
pecto que tendría el exceso de gran potencial
en función de la adsorción cuando el poten-
cial químico es: µ = µ−, un poco por debajo
de la transición de prewetting, µ = µc, al po-
tencial químico de la transición de prewetting
y µ = µ+, un poco por encima de la transi-
ción de prewetting. Los círculos vacíos mar-
can en cada caso los estados estables frente
a los estados metaestables marcados por cír-
culos negros.
La principal dificultad (usando DFT) radica en el crecimiento extremadamente lento que pre-
senta la capa que experimenta el prewetting cuando realizamos una minimización del funcional.
Por ello, intentar una minimización global del funcional resulta en la mayoría de los casos invia-
ble.
Una alternativa consiste en realizar minimizaciones parciales [106] para encontrar el mínimo
correspondiente a la rama del prewetting. Comenzamos con tres perfiles que tienen diferentes an-
chos de la capa adsorbida y realizamos una minimización parcial (tomando como criterio mismo
número de iteraciones o igual gradiente). Observamos la evolución de las capas (aumentan o dis-
minuyen) y dejamos minimizar hasta que el gradiente sea lo suficientemente pequeño como para
poder tener un valor preciso de la tensión superficial, pero manteniendo perfiles con diferentes
anchos de capa.
Al final del proceso obtenemos lo que se muestra en la figura A.3. Los tres puntos corresponden
a tres perfiles con diferentes anchos de capa, y las flechas muestran la evolución que han tenido
a lo largo de la minimización parcial. Interpolando los tres perfiles obtenemos los valores del
ancho de la capa y la tensión superficial del mínimo de la rama de prewetting.
Es importante conocer la tendencia que sigue el perfil durante la minimización. Si alguna de
las flechas de la figura apuntara en sentido contrario sería una indicación de que no estamos
obteniendo el verdadero mínimo, algo que ocurre con frecuencia.
A.4. Modificaciones a la ecuación de Kelvin
Se indican a continuación las modificaciones en la ecuación de Kelvin en dos situaciones distintas:
en condiciones de wetting completo en un poro simétrico y en una celda híbrida donde el director
rota pi/2 de un sustrato a otro.
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Figura A.3: Tensión superficial en unidades reduci-
das (γ∗ = βLDγ) frente a la adsorción del
parámetro de orden uniaxial para un caso típico
de prewetting. El círculo vacío indica la posición
del mínimo. Nótese la mínima variación que ex-
perimenta la tensión superficial al modificar el
ancho de la capa de wetting. Esto da una idea de
la dificultad de localizar este tipo de transiciones.
A.4.1. Ecuación de Kelvin en condiciones de wetting completo
La ecuación (4.10) muestra el desplazamiento del potencial químico de la transición IN por el
hecho de confinarla en un poro de anchura H cuando ambas fases se encuentran en régimen de
wetting parcial. En condiciones de wetting completo por una de las fases ha de ser ligeramente
modificada. Supongamos que los sustratos son tales que existe wetting completo por nemático
en el sistema semi-infinito. Cuando ∆µ→ 0 la capa de nemático adsorbida sobre la fase isótropa
tendrá un espesor que en principio no es despreciable (véase la figura A.4). El gran potencial por
unidad de área transversal A será entonces:
ΩI
A
= −PI(H − 2l)− PN2l + 2γSI ,
ΩN
A
= −PNH + 2γSN . (A.8)
Sustituyendo la presión por las expresiones dadas en las ecuaciones (4.9) e igualando grandes
potenciales se obtiene la ecuación de Kelvin en condiciones de wetting completo:
∆µ(V0,H) =
2(γSN − γSI)
(H − 2l)(ρN − ρI) , H → ∞, (A.9)
que es análoga a (4.10) salvo porque la anchura H del denominador se ha visto reducida a
H − 2l. Esta modificación no es solo aplicable a situaciones donde exista wetting completo, es
válida siempre que el espesor de la capa adsorbida sobre las superficies no sea despreciable en
comparación a la anchura del poro.
A.4.2. Ecuación de Kelvin en una celda asimétrica
Sea una celda híbrida donde uno de los sustratos favorece anchoring planar y el otro anchoring
homeotrópico. Ambos sustratos inducen wetting parcial (las modificaciones, si existe wetting com-
pleto, se pueden ver en la subsección previa2). Cuando H → ∞ el director en el estado nemático
2Cuando existe wetting completo puede pasar que una de las capas sea suficientemente ancha como para que el director
rote y minimice de esa forma la energía de la interfase IN. En ese caso hay que realizar otra modificación más.
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Figura A.4.: Esquema de los perfiles del parámetro de orden uniaxial de una fase isótropa (izquierda) y
nemática (derecha) que coexisten en un poro de anchura H a un potencial químico µ por debajo de la
coexistencia IN de volumen. Los sustratos inducen wetting completo por nemático, de manera que la
capa adsorbida sobre la superficie en la fase isótropa tiene un espesor l no despreciable.
rota pi/2 desde un sustrato al otro, de forma que hay una energía elástica. El gran potencial por
unidad de área en la fase nemática es entonces:
ΩN
A
= −PNH + 2γSN + Eel/A, (A.10)
con Eel la energía elástica. Las deformaciones del director son de tipo splay exclusivamente, de
forma que:
Eel = A
1
2
K1
∫ H
0
dz(∇ · n(z))2 = pi
2K1
8H
, (A.11)
siendo K1 la constante elástica para deformaciones de tipo splay y donde se ha supuesto una
variación lineal del director entre las dos superficies: ψ(z) = pi2H z (en realidad, en una región
muy próxima a los sustratos esto no es cierto). Sustituyendo Eel en el gran potencial de la fase
nemática, igualando al gran potencial de la fase isótropa y teniendo en cuenta las expresiones
para la presión dadas por (4.9), se llega a
∆µ(V0,H) =
2(γSN − γSI)
H(ρN − ρI) +
pi2K1
8H2(ρN − ρI) , H → ∞. (A.12)
Es decir, la elasticidad introduce una corrección al desplazamiento de la transición de capilaridad
que va como 1/H2, despreciable frente al término original cuando H es suficientemente grande.
A.5. Cálculo de las constantes elásticas de un fluido de
discorrectángulos
Partimos de la energía de exceso para un nemático de volumen, que según (6.6) se reduce a:
Fex[ρ] =
Ψexc(ρ0)
2B2ρ0
∫ ∫
drdωˆρ(ωˆ · nˆ(r))
∫ ∫
dr′dωˆ′V(r− r′, ϕ, ϕ′)ρ(ωˆ′ · nˆ(r′)), (A.13)
con ωˆ = (cos ϕ, sin ϕ). Expandimos la densidad en r′:
ρ(ωˆ′ · nˆ(r′)) = ρ(ωˆ′ · nˆ(r)) + ρ′(ωˆ′ · nˆ(r))ωˆ′ · [nˆ(r′)− nˆ(r)]
+
1
2
ρ′′(ωˆ′ · nˆ(r))
{
ωˆ′ · [nˆ(r′)− nˆ(r)]}2 + ..., (A.14)
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donde
nα(r′)− nα(r) =∑
β
∂βnα(r)
(
x′β − xβ
)
+
1
2∑
βγ
∂βγnα(r)(x′β − xβ)(x′γ − xγ). (A.15)
De la expansión (A.14), los únicos términos pueden contribuir a la elasticidad son
ωˆ′ · [nˆ(r′)− nˆ(r)] =∑
αβ
∂βnα(r)
(
x′β − xβ
)
ω′α +
1
2 ∑
αβγ
∂βγnα(r)(x′β − xβ)(x′γ − xγ)ω′α, (A.16)
y {
ωˆ′ · [nˆ(r′)− nˆ(r)]}2 = ∑
αβγδ
∂βnα(r)∂δnγ(r)(x′β − xβ)(x′δ − xδ)ω′αω′γ. (A.17)
Ahora bien, los primeros términos de (A.16) son nulos por la simetría del área excluida y solo
permanecen los segundos, que dan lugar, al introducirlos en la energía de exceso, a integrales de
la forma:
1
2 ∑
αβγ
∫ ∫
drdωˆρ(ωˆ · nˆ(r))
∫ ∫
dr′dωˆ′V(r′, ωˆ, ωˆ′)ρ′(ωˆ′ · nˆ(r))∂βγnα(r)x′βx′γω′α
=
1
2 ∑
αβγ
∫ ∫
dωˆdωˆ′ω′α
{∫
drρ(ωˆ · nˆ(r))ρ′(ωˆ′ · nˆ(r))∂βγnα(r)
} ∫
dr′V(r′, ωˆ, ωˆ′)x′βx
′
γ,
que integrando por partes resulta∫
drρ(ωˆ · nˆ(r))ρ′(ωˆ′ · nˆ(r))∂βγnα(r) = ρ(ωˆ · nˆ(r))ρ′(ωˆ′ · nˆ(r))∂βnα(r)
∣∣
xγ=const.
−
∫
dr∂γ
[
ρ(ωˆ · nˆ(r))ρ′(ωˆ′ · nˆ(r))] ∂βnα(r) = ρ(ωˆ · nˆ(r))ρ′(ωˆ′ · nˆ(r))∂βnα(r)∣∣xγ=const.
−∑
δ
∫
dr
[
ρ′(ωˆ · nˆ(r))ρ′(ωˆ′ · nˆ(r))ωδ + ρ(ωˆ · nˆ(r))ρ′′(ωˆ · nˆ(r))ω′δ
]
∂γnδ(r)∂βnα(r). (A.18)
Despreciando el término de superficie y teniendo en cuenta que el segundo anula exactamente
el término que resulta de (A.17), solo contribuye a la energía elástica el tercero, siendo la densidad
de energía elástica
fel(r) =
Ψexc(ρ0)
4B2ρ0
∑
αβγδ
∫ ∫
dωˆdωˆ′ωαω′δρ
′(ωˆ · nˆ(r))
[
−
∫
dr′V(r′, ωˆ, ωˆ′)x′βx
′
γ
]
×ρ′(ωˆ′ · nˆ(r))∂γnδ(r)∂βnα(r). (A.19)
Alternativamente, en dos dimensiones se puede hacer una expansión en el tilt ψ(r) en lugar
de en el director. En función del tilt, la energía de exceso de un nemático se escribe como
Fex[ρ] =
Ψexc(ρ0)
2B2ρ0
∫ ∫
drdϕρ(ϕ− ψ(r))
∫ ∫
dr′dϕ′V(r− r′, ϕ, ϕ′)ρ(ϕ′ − ψ(r′)). (A.20)
Ahora expandimos la densidad ρ(ϕ′ − ψ(r′)) en ψ(r′) alrededor de r′ = r. Tenemos
ψ(r′) = ψ(r) + (r′ − r) · ∇rψ+ 12
[
(r′ − r) · ∇r
]2
ψ+O (∇rψ)3 , (A.21)
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y por otro lado
ρ(ϕ′ − ψ(r′)) = ρ(ϕ′ − ψ(r)) + ∂ρ
∂ψ
∣∣∣∣
r
[
ψ(r′)− ψ(r)]+ 1
2
∂2ρ
∂ψ2
∣∣∣∣
r
[
ψ(r′)− ψ(r)]2 + ... . (A.22)
Introduciendo (A.21) en (A.22) se tiene
ρ(ϕ′ − ψ(r′)) = ρ(ϕ′ − ψ(r)) + ∂ρ
∂ψ
∣∣∣∣
r
[
(r′ − r) · ∇rψ+ 12
[
(r′ − r) · ∇r
]2
ψ+O (∇rψ)3
]
+
1
2
∂2ρ
∂ψ2
∣∣∣∣
r
[
(r′ − r) · ∇rψ+ 12
[
(r′ − r) · ∇r
]2
ψ+O (∇rψ)3
]2
+ ...
= ρ(ϕ′ − ψ(r)) + ρ′ψ(ϕ′ − ψ(r))(r′ − r) · ∇rψ+
+
1
2
ρ′ψ(ϕ′ − ψ(r))
[
(r′ − r) · ∇r
]2
ψ+
1
2
ρ′′ψ(ϕ′ − ψ(r))
[
(r′ − r) · ∇rψ
]2 + ... (A.23)
De donde es inmediato ver que la energía elástica resulta
Felas[ρ] = Ψexc(ρ0)
∫ ∫
drdϕρ(ϕ− ψ(r))
∫ ∫
dr′dϕ′V(r′, ϕ, ϕ′)
×
{
ρ′ψ(ϕ′ − ψ(r))r′ · ∇rψ+
1
2
ρ′ψ(ϕ′ − ψ(r))
[
r′ · ∇r
]2
ψ+
1
2
ρ′′ψ(ϕ′ − ψ(r))
[
r′ · ∇rψ
]2} .
(A.24)
Tomando ψ(r) = 0 como dirección del director en el argumento de la densidad y sus derivadas;
la energía elástica es:
fd(r) =
Ψexc(ρ0)
2B2ρ0
∫
dϕρ(ϕ)
∫ ∫
dr′dϕ′V(r′, ϕ, ϕ′)
×
{
ρ′ψ(ϕ′)
[
r′ · ∇rψ
]
+
1
2
ρ′ψ(ϕ′)
[
r′ · ∇r
]2
ψ+
1
2
ρ′′ψ(ϕ′)
[
r′ · ∇rψ
]2} . (A.25)
Puesto que: ∫
dr′V(r′, ϕ, ϕ′)r′ = 0, (A.26)
debido a la simetría V(r, ϕ, ϕ′) = V(−r, ϕ, ϕ′), se tiene que el término lineal en el gradiente
de
∫
ψ(r) se anula, como debe ser. Sea
V˜(ϕ, ϕ′) ≡
∫
drV(r, ϕ, ϕ′)rr, (A.27)
entonces
Fd[ρ] =
Ψexc(ρ0)
4B2ρ0
∑
βγ
∫ ∫
dϕdϕ′Vβγ(ϕ, ϕ′)
×
∫
drρ(ϕ− ψ(r))
[
ρ′ψ(ϕ′ − ψ(r))∂βγψ(r) + ρ′′ψ(ϕ′ − ψ(r)) ∂βψ(r)∂γψ(r)
]
. (A.28)
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De nuevo integrando por partes el término con derivadas segundas:∫
drρ(ϕ− ψ(r))ρ′ψ(ϕ′ − ψ(r))∂βγψ(r) = ρ(ϕ− ψ(r))ρ′ψ(ϕ′ − ψ(r))∂γψ(r)
∣∣∣
xβ=const.
−
∫
dr
[
ρ′ψ(ϕ− ψ(r))ρ′ψ(ϕ′ − ψ(r)) + ρ(ϕ− ψ(r))ρ′′ψ(ϕ′ − ψ(r))
]
∂βψ(r)∂γψ(r). (A.29)
El término ρρ′′ se cancela, y obviando la contribución de superficie (que es despreciable si la
muestra es grande) se tiene:
fd(r) = −Ψexc(ρ0)4B2ρ0 ∑βγ
∫ ∫
dϕdϕ′Vβγ(ϕ, ϕ′)ρ′ψ(ϕ− ψ(r))ρ′ψ(ϕ′ − ψ(r))∂βψ(r)∂γψ(r).
(A.30)
Puesto que ωˆ · nˆ = cos (ϕ− ψ),
ρ′ψ(ϕ− ψ(r)) = ρ′(ωˆ · nˆ) sin (ϕ− ψ), ρ′ψ(ϕ′ − ψ(r)) = ρ′(ωˆ′ · nˆ) sin (ϕ′ − ψ),
∂β (ωˆ · nˆ) =∑
α
ωα∂βnα = sin (ϕ− ψ)∂βψ, ∂γ
(
ωˆ′ · nˆ) =∑
δ
ω′δ∂γnδ = sin (ϕ
′ − ψ)∂γψ,
y por lo tanto
ρ′ψ(ϕ− ψ(r))∂βψ(r) = ρ′(ωˆ · nˆ) sin (ϕ− ψ)∂βψ(r) = ρ′(ωˆ · nˆ)∑
α
ωα∂βnα,
ρ′ψ(ϕ′ − ψ(r))∂γψ(r) = ρ′(ωˆ′ · nˆ) sin (ϕ′ − ψ)∂γψ(r) = ρ′(ωˆ′ · nˆ)∑
δ
ω′δ∂γnδ, (A.31)
De forma que ambos desarrollos dan el mismo resultado.
En dos dimensiones, la energía elástica de Frank contiene deformaciones de tipo splay y bend:
fd(r) =
1
2
K1 (∇ · n)2 + 12K3 |∇ × n|
2 . (A.32)
Dado que:
(∇ · n)2 =
(
∂nx
∂x
+
∂ny
∂y
)2
= (∂xnx)2 +
(
∂yny
)2 + 2 (∂xnx) (∂yny) ,
|∇ × n|2 =
(
∂ny
∂x
− ∂nx
∂y
)2
=
(
∂xny
)2 + (∂ynx)2 − 2 (∂xny) (∂ynx) ,
identificamos los términos y resulta:
K1 =
Ψexc(ρ0)
2B2ρ0
∫ ∫
dϕdϕ′ρ′(ϕ)Vxx(ϕ, ϕ′)ρ′(ϕ′),
K3 = −Ψexc(ρ0)2B2ρ0
∫ ∫
dϕdϕ′ρ′(ϕ)Vyy(ϕ, ϕ′)ρ′(ϕ′), (A.33)
donde
Vij(ϕ, ϕ′) =
∫
área excl.
drV(r, ωˆ, ωˆ′)xixj. (A.34)
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Figura A.5.: Constantes elásticas K1 (a) y K3 (b) como función del exceso de potencial químico respecto a
la coexistencia IN de volumen. La línea continua es el cálculo analítico y la línea a trazos el cálculo
numérico.
Recordamos en este punto que hemos supuesto que el director vive a lo largo del eje x. De
(A.13) se desprende que la función de correlación directa de nuestro modelo es:
c(r, ωˆ, ωˆ′) = −Ψexc(ρ0)
B2ρ0
V(r, ωˆ, ωˆ′)→ −V(r, ωˆ, ωˆ′) para ρ0 → 0, (A.35)
y por tanto las expresiones que hemos obtenido para K1,K3 coinciden con las expresiones genera-
les de Poniewierski y Stecki [211] para un nemático tridimensional. En la figura A.5 están repre-
sentadas K1,K3 como función del potencial químico. La línea continua son los datos obtenidos
según (A.33) y la discontinua los valores que resultan del ajuste numérico (ver sección 6.3.4). Las
pequeñas diferencias se deben a la precisión numérica de las integrales angulares.
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