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Resumen
En este trabajo se estudian los sistemas singulares lineales de control a partir de las
propiedades obtenidas para los sistemas esta´ndares. Se obtienen realizaciones positivas
de ciertas matrices de trasferencia con polos reales, analizando las condiciones para
que la dimensio´n de la realizacio´n positiva sea minimal.
1. Introduccio´n
Los sistemas generalizados lineales de control [9] se pueden representar mediante un
modelo espacio-estado, que relaciona las tres variables del sistema: entradas, estados y
salidas. As´ı, en tiempo discreto, un sistema invariante con n estados, s entradas y r salidas
viene dado por: {
Ex(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) +Du(k)
(1)
donde x(k) ∈ Rn es el vector de estado, u(k) ∈ Rs el vector de entrada o control, y(k) ∈ Rr
el vector de salida y E, A, B, C y D son matrices reales de taman˜os n× n, n× n, n× s,
r×n y r×s, respectivamente. Si E = I, el sistema se llama esta´ndar, si E es no invertible
el sistema se llama singular. Denotaremos el sistema por (E,A,B,C,D). En el caso en
que D sea la matriz nula, D = 0, el sistema se denota por (E,A,B,C).
Otra manera de representar estos sistemas es a partir de la relacio´n existente entre las
entradas y las salidas. El inconveniente de este modelo es que so´lo describe la dina´mica
del sistema y no su estructura interna, que viene dada por un modelo espacio-estado. No
obstante, es posible averiguar una representacio´n espacio-estado de un sistema a partir
de su modelo entrada-salida. A la determinacio´n de una descripcio´n interna del sistema a
partir de un modelo entrada-salida se le denomina realizacio´n.
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En el modelo entrada-salida, la relacio´n existente entre las entradas y las salidas viene
dada por una matriz racional, llamada matriz de transferencia, que relaciona la trans-
formada Z de las entradas y las salidas del sistema. Dada una matriz de transferencia
G(z) ∈ Rr×s(z), se llama realizacio´n de G(z) al conjunto de matrices (E,A,B,C,D) que
satisface
G(z) = C(zE −A)−1B +D
Se llama dimensio´n de la realizacio´n al taman˜o de la matriz A. La realizacio´n sera´ minimal
si es la de mı´nima dimensio´n.
Dada una matriz de transferencia G(z), encontrar una realizacio´n es trivial. El pro-
blema viene cuando imponemos ciertas restricciones como que la realizacio´n represente a
un sistema positivo ya que, en este caso, la realizacio´n minimal puede ser de dimensio´n
mayor que el orden de la matriz de transferencia [1].
Basa´ndonos en resultados previos obtenidos para sistemas esta´ndares [2, 3, 4, 7, 8, 10],
en este trabajo consideramos sistemas singulares y pretendemos obtener realizaciones posi-
tivas de ciertas matrices de trasferencia con polos reales. Adema´s, en determinados casos,
establecemos condiciones para que la dimensio´n de la realizacio´n positiva (E,A,B,C,D)
sea minimal.
2. Sistemas equivalentes
Dadas dos matrices E,A ∈ Rn×n, el par (E,A) se dice que es regular si existe α ∈ C tal
que det(αE +A) 6= 0. La solucio´n de un sistema generalizado de control (1), siempre que
se cumpla la condicio´n de regularidad, puede obtenerse a partir de la inversa de Drazin de
las matrices de estados [6]. La siguiente proposicio´n caracteriza cua´ndo un par de matrices
(E,A) es regular [6].
Proposicio´n 1 Dadas dos matrices E,A ∈ Rn×n, el par (E,A) es regular si y so´lo si
existen dos matrices no singulares P y Q tales que
QEP = diag(In1 , N)
QAP = diag(A1, In2)
donde n1 + n2 = n, A1 ∈ Rn1×n1 y N ∈ Rn2×n2 es nilpotente.
Dos sistemas (E,A,B,C) y (E˜, A˜, B˜, C˜) son equivalentes si existen dos matrices no
singulares P y Q tales que al utilizar la relacio´n x = Px˜ se obtiene que
QEP = E˜ QAP = A˜ QB = B˜ CP = C˜.
Dado un sistema (E,A,B,C), siempre que se cumpla que el par (E,A) sea regular,
existen dos matrices no singulares P y Q que lo transforman en un sistema equivalente
(E˜, A˜, B˜, C˜) mediante
E˜ = QEP = diag(In1 , N)
A˜ = QAP = diag(A1, In2)





C˜ = CP = [C1 C2]
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donde n1 + n2 = n, A1 ∈ Rn1×n1 y N ∈ Rn2×n2 es nilpotente. El sistema (E˜, A˜, B˜, C˜)
se llama sistema progresivo-regresivo. El sistema progresivo-regresivo es equivalente a los
siguientes dos subsistemas,
Subsistema progresivo {




Nx2(k + 1) = x2(k) +B2u(k)
y2(k) = C2x2(k)
(3)





y la salida y(k) = y1(k) + y2(k).
La solucio´n del sistema progresivo-regresivo se obtiene mediante las ecuaciones:







N iB2u(k + i)
donde q es el ı´ndice de nilpotencia de la matriz N , es decir, N q−1 6= 0 y N q = 0. Obse´rvese
que el estado correspondiente al subsistema progresivo x1(k) esta´ u´nicamente determina-
do por un estado inicial x1(0) y una sucesio´n de controles u(j), mientras que el estado
correspondiente al subsistema regresivo x2(k) se encuentra determinado por la sucesio´n
de controles u(j).
3. Sistemas singulares de´bilmente positivos
La matriz de transferencia de un sistema (E,A,B,C) es la matriz racional no propia
G(z) = C(zE −A)−1B ∈ Rr×s(z)
que se puede descomponer como
G(z) = Gp(z) +Gr(z) (4)
donde Gp(z) es la matriz de transferencia estrictamente propia del subsistema progresivo
(2), es decir,
Gp(z) = C1(zIn1 −A1)−1B1
3
R. Canto´, B. Ricarte, A.M. Urbano
y Gr(z) es la matriz de transferencia polinomial del subsistema regresivo (3) dada por
Gr(z) = C2(zN − In2)−1B2 = −C2(In2 + zN + · · ·+ zq−1N q−1)B2 =
= −C2B2 − zC2NB2 − · · · − zq−1C2N q−1B2
siendo q el ı´ndice de nilpotencia de N .
El sistema singular dado por las matrices (E,A,B,C) se llama de´bilmente positivo [9]
si E ∈ Rn×n+ , A ∈ Rn×n+ , B ∈ Rn×s+ , C ∈ Rr×n+ . Consideremos la descomposicio´n (4)
G(z) = Gp(z) +Gr(z) = C1(zIn1 −A1)−1B1 + C2(zN − In2)−1B2 (5)
Si todas las matrices A1 ∈ Rn1×n1+ , B1 ∈ Rn1×s+ , B2 ∈ Rn2×s+ , N ∈ Rn2×n2+ , C1 ∈ Rr×n1+
y C2 ∈ Rr×n2+ son no negativas, se dice que forman una realizacio´n de´bilmente positiva
en la forma cano´nica de Weierstrass (realizacio´n positiva WCF) de la matriz G(z) [9]. A
continuacio´n vamos a estudiar el problema de obtener una realizacio´n positiva WCF.
3.1. Existencia de realizaciones positivas WCF









donde M(z) ∈ R(z)r×s[z], d(z) = zn1 + dn1−1zn1−1 + · · ·+ d1z + d0 es el mı´nimo comu´n
denominador de todos los elementos de la matriz G(z) yW (z) =Wt−1zt−1+· · ·+W1z+W0
siendo Wi ∈ Rr×s, i = 0, 1, . . . , t− 1.
Comparando las ecuaciones (5) y (6) se sigue que el problema de obtener una realizacio´n
positiva WCF se reduce al estudio de los siguientes dos subproblemas:
1. Obtener una realizacio´n positiva (A1, B1, C1) de la matriz de transferencia estricta-
mente propia del subsistema progresivo (2).
2. Obtener una realizacio´n positiva (N,B2, C2) de la matriz de transferencia polinomial
del subsistema regresivo (3).
El primer subproblema ha sido resuelto en [5] para ciertas matrices de transferencia
con polos reales. Los procedimientos descritos en dicho art´ıculo permiten obtener una
realizacio´n positiva (A1, B1, C1).
Ahora intentaremos resolver el segundo subproblema. En [6] se obtiene una realizacio´n
minimal (N,B2, C2) de W (z) = Wt−1zt−1 + · · · +W1z +W0 utilizando el algoritmo de
Silverman-Ho.
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−W0 −W1 · · · −Wt−2 −Wt−1
−W1 −W2 · · · −Wt−1 O
· · · · · ·
−Wt−2 −Wt−1 · · · O O




−W1 −W2 · · · −Wt−1 O
−W2 −W3 · · · O O
· · · · · ·
−Wt−1 O · · · O O
O O · · · O O
 ∈ Rtr×ts
Paso 2. Sea m = rankM0. Obtener la descomposicio´n de rango completo M0 = L1L2
donde L1 ∈ Rtr×m y L2 ∈ Rm×ts son matrices con rango completo columna y fila, respec-
tivamente.
Paso 3. Construir B2 como la matriz obtenida con las primeras s columnas de L2.
Construir C2 como la matriz obtenida con las primeras r filas de L1.
Calcular N = (LT1 L1)
−1LT1M1LT2 (L2LT2 )−1.
Las matrices (N,B2, C2) forman una realizacio´n minimal de W (z).
Por otro lado, en [9] se establecen condiciones suficientes para obtener una realizacio´n
(N,B2, C2) que sea positiva.
Proposicio´n 2 Dada W (z) =Wt−1zt−1+· · ·+W1z+W0 con las matrices −Wi ∈ Rr×s+ ,
para todo i = 0, 1, . . . , t − 1, entonces existe una realizacio´n positiva (N,B2, C2) tal que
W (z) = C2(zN − In2)−1B2.
Ejemplo 1 Consideremos
W (z) =












siendo W0 ≤ 0 y W1 ≤ 0 (Proposicio´n 2). Vamos a aplicar el Algoritmo 1 para obtener




1 1 1 0
0 0 0 1
1 0 0 0
0 1 0 0
 y M1 =

1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
 .
Paso 2. Sea m = rankM0 = 4. Obtenemos la descomposicio´n de rango completo M0 =
L1L2 considerando, por ejemplo, L1 =M0 y L2 = I4.
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Paso 3. Sea B2 la matriz obtenida con las primeras s = 2 columnas de L2 y sea C2 la






















0 0 0 0
0 0 0 0
1 0 0 0
0 1 0 0
 .
Las matrices (N,B2, C2) son una realizacio´n minimal positiva de W (z).
3.2. Computacio´n de realizaciones positivas WCF
Si las condiciones anteriores se verifican, entonces una realizacio´n positiva WCF de la
matriz G(z) ∈ R(z)r×s(z) puede ser obtenida utilizando el siguiente algoritmo:
Algoritmo 2
Paso 1. Dada la matriz G(z) descomponerla en suma de una matriz estrictamente propia
y de una matriz polinomial como en la ecuacio´n (6).
Paso 2. Obtener la realizacio´n positiva (A1, B1, C1) de la matriz estrictamente propia
siguiendo los procesos desarrollados en [5].
Paso 3. Obtener la realizacio´n minimal positiva (N,B2, C2) siguiendo el Algoritmo 1.
Paso 4. Componer la realizacio´n (E,A,B,C) de´bilmente positiva en la forma cano´nica
de Weierstrass a partir de las realizaciones obtenidas en los pasos 2 y 3.
Si en el Paso 2 conseguimos una realizacio´n minimal, entonces la realizacio´n obtenida
en el Paso 4 es minimal.
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con W0 ≤ 0 y W1 ≤ 0 (Proposicio´n 2).
Paso 2. Siguiendo los procesos desarrollados en [5] se obtiene la realizacio´n positiva

















Paso 3. Obtenemos la realizacio´n minimal positiva (N,B2, C2) mediante el Algoritmo 1
(ver el Ejemplo 1)
N =

0 0 0 0
0 0 0 0
1 0 0 0







 C2 = [ 1 1 1 00 0 0 1
]
.
Paso 4. Componemos la realizacio´n minimal de´bilmente positiva (E,A,B,C) en la forma
cano´nica de Weierstrass a partir de las realizaciones obtenidas en los pasos 2 y 3
E =

1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
 A =

0.85 0.15 0 0 0 0
0.15 0.85 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0












0 2 1 1 1 0
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