Introduction
In this paper we discuss a new approach and an extension of the results in [11] regarding transmission boundary value problems and spectral theory for singular integral operators on Lipschitz domains. The main novelty here is the consideration of variable coefficient operators and systems which, in turns, requires a change in the strategy employed in [11] . In that paper, an approach based on the Serrin-Weinberger asymptotic theory, akin to the influential work of B. Dahlberg and C. Kenig [9] , has been used. By further building on the work in [11] , [20] , [44] , [34] , here we develop an alternative approach, based on the regularity of the Neumann function, which is capable of handling variable coefficient operators of Schrödinger type on Lipschitz subdomains of Riemannian manifolds. One key feature of this approach is that it avoids the discussion of the asymptotic behavior at infinity for solutions of elliptic PDE's with bounded, measurable coefficients. In order to be more specific we shall now introduce some notation, starting with the geometric setting we have in mind.
Assume that M is a compact Riemannian manifold, of real dimension n := dim M ≥ 2, equipped with a Lipschitz metric tensor g := g jk dx j ⊗ dx k . Throughout the paper we let dV := g In either case, we denote by E V (x, y) the Schwartz kernel of (∆ − V )
. It follows that E V (y, x) = E V (x, y). Next, corresponding to the Lipschitz domain Ω ⊂ M, we introduce the single and double layer potential operators, by where p.v. indicates that the integral is taken in the principal value sense (i.e., removing small geodesic balls and passing to the limit). These operators have been studied in some detail in [34] , where it has been proved that they satisfy many of the most important properties of their 'flat-space' Laplacian counterparts. What enables us to make this extension is a key result proved in [34] to the effect that, in local coordinates in which the metric tensor g is given by g jk dx j ⊗ dx k , the following asymptotic expansion holds:
[e 0 (x − y, y) + e 1 (x, y)], (1.8) where the main term is given by As a result, the classical Calderón-Zygmund theory applies and yields: 11) where I denotes the identity operator and K * V is the formal adjoint of K V . Here and elsewhere, ∇ tan := ∇ − ν∂ ν stands for the tangential gradient on ∂Ω.
Fix some κ = κ(∂Ω) > 1, sufficiently large and define the non-tangential maximal operator M acting on an arbitrary u : 13) are non-tangential approach regions (lying in Ω + and Ω − , respectively). These conelike regions also play a role in defining non-tangential restrictions to the boundary, i.e.
u(y), for a.e. x ∈ ∂Ω, (1.14)
the choice of the sign depending on whether the function u is defined in Ω + or Ω − . For 1 < p < ∞ we denote by L p (∂Ω) the Lebesgue space of measurable, p-th power integrable functions on ∂Ω, with respect to the surface measure dσ. The Sobolev space of order one is then defined as
(1.15)
We equip it with the natural norm, i.e.
. The theorem below, dealing with the well-posedness of the transmission problem for the Laplace-Beltrami operator across Lipschitz interfaces, is indicative of the type of results we whish to establish in this paper. See also Theorem 5.6 in the body of the paper for a related version. 
has a unique solution provided that 1 < p < 2 + ε. In addition, this solution satisfies
and has an integral representation formula in terms of the operators (1.4 
)-(1.7).
The proof of this theorem occupies Sections 2-4 of the paper. At the heart of the matter is the regularity of the Neumann functions naturally associated with the problem (1.16), which is a topic addressed in Section 2.
In Section 5, the discussion is centered around the issue of Fredholmness and invertibility for operators defined by singular integrals of layer potential type. Our results in this regard cover a wide range of spaces, including Lebesgue, Sobolev, Hardy and Besov scales defined on boundaries of Lipschitz domains. This is done via interpolation and a general functional analytic scheme based on stability and extrapolation. In turn, these Fredholmness/invertibility results are used to treat inhomogeneous Laplace transmission problems in Lipschitz domains.
Extending the L p -theory of transmission problems from single equations to systems of equations presents a whole new set of challenges, as many of the basic ingredients (most notably, the local Hölder regularity of weak solutions) cease to function in this context. Our second round of results in this paper deal with the case of threedimensional electro-magnetic inverse scattering phenomena. In Section 6 we extend the scope of our earlier analysis by including systems of differential operators. The starting point is the study of L p transmission problems for the Maxwell system. A key ingredient is the so-called magnetostatic operator (cf. (6.19)), and we rely on certain operator theoretical identities linking this vector-valued object to the scalar harmonic layer potentials (treated in previous sections). Having dealt with the L p -theory we also treat inhomogeneous problems for the Maxwell system with data in Sobolev-Besov spaces.
Most of the transmission problems considered in the literature fall under several categories, depending on the nature of the domain and solution. First, there is the class of problems in domains with sufficiently smooth boundaries (so that they can be flattened and/or pseudo-differential operator techniques -with a limited amount of smoothness -can be used). See, e.g., [23] , [21] , [22] , for scalar equations, and [47] , [38] , [3] , [2] , [24] , [6] , [36] , for Maxwell's equations. Second, there is the class of problems in domains with isolated singularities (in which scenario, Mellin transforms are applicable); cf. [39] , [37] . Weak (variational) solutions for transmission problems in Lipschitz domains are discussed in [41] , [1] . Finally, strong solutions in Dahlberg's sense ( [7] , [8] ) for transmission problems in Lipschitz domains are treated in [10] , [12] , [27] , [42] , for single equations, and [12] , [27] , for systems (such as Lamé and Maxwell).
Compared to previous work on transmission problems, our results are the first to establish well-posedness and estimates for optimal ranges of indices (of Lebesgue, Sobolev and Besov spaces) in arbitrary Lipschitz domains and for variable coefficient operators.
Transmission Neumann functions
We consider here the case when n = dim M ≥ 3; the situation when n = 2 is analogous, requiring only minor alterations, of technical character. In each case, we shall nonetheless specify how our main results should read when n = 2. 
(here δ stands for the Dirac delta function), whereas for each fixed y ∈ Ω − , the pair (N
The existence of such pairs is a consequence of the L p theory with p near 2 from [32] . Then the usual integration by parts argument continues to work in this setting and yields the symmetry conditions
For x ∈ M and y ∈ M \ ∂Ω we then set
i.e., with χ A denoting the characteristic function of A,
where the summation is performed over all possible choices of the signs j, k ∈ {±}. From (2.4) it follows that
To highlight the importance of this Neumann function in the context of the transmission problem (1.16) we note that successive integrations by parts, along with the symmetry formulas (2.4), show that if u
then the following integral representation formulas hold:
Another way of introducing the Neumann kernel is as follows. Consider
where the gradient and the divergence are those associated with the Riemannian metric g on M.
It is then not difficult to check that if Consequently, the solution w ± of (2.14) can be represented in the form
if and only if the pair w
We now analyze the behavior of the Neumann kernel near the diagonal. The starting point is the following simple but useful estimate on solutions of the inho-
Indeed, Sobolev's and Poincaré's inequalities give
The variational characterization of w as a solution of (L −Ṽ )w = F gives that the right-hand side of (2.19) is equal to C M wF dV so that
From this (2.17) follows, by Hölder's inequality. Next we seek a pointwise estimate on solutions of (L − V )w = F . To this end, suppose K ⊂ M is a compact set and assume that
To see this, we recall the estimate
In particular, (with B r (x) denoting the ball of center x and radius r), 
In order to justify this estimate, fix x, y ∈ M, x = y otherwise arbitrary, set r := dist (x, y) > 0 and take K :=B r (x). Applying (2.22) to F supported in K, we have -by relying on the integral representation formulas (2.15)-(2.17) and Riesz dualitythe following sequence of estimates The De Giorgi-Nash-Moser theory, in concert with (2.27), also gives Hölder estimates. Specifically, there exists α ∈ (0, 1) depending only on the dimension and the ellipticity constant of the operator such that Theorem 8.22 in [14] ). In our case, given x, y ∈ M, x = y, apply this result to the ball centered at y with radius with R := dist (x, y)/2, and to the function u := N (·, y). This, in concert with (2.26), then yields
Furthermore, from (2.28) and the symmetry property (2.6) we can also deduce
3 Hardy and Sobolev-Besov spaces For reader's convenience, here we recall some well-known facts and definitions about Hardy and Sobolev-Besov spaces. For the latter scale, see [5] for the setting of homogeneous spaces, as well as [45] for an excellent up-to-date account.
Let Ω be a Lipschitz domain and
is any set of the form B r (x) ∩ ∂Ω, with x ∈ ∂Ω and 0 < r < ∞. Call a function a : ∂Ω → R an atom for the Hardy space H p at (∂Ω) (p-atom for short), if either
We then set 
, where the infimum is taken over all possible representations. Here, for (n − 1)/n < p ≤ 1 and a fixed max{1, p} < p o < ∞, a function a : ∂Ω → R is called a regular atom if there exists a surface ball S r so that < p, q ≤ ∞ and 0 < |s| < 1 on the boundary of a domain Ω can be introduced via localization involving a smooth partition of unity and pull-back. As such, it suffices to consider the case when Ω is an Euclidean domain, lying above the graph of a Lipschitz function ϕ : R n−1 → R. In this scenario, we set
whenever (n − 1)/n < p, q ≤ ∞, (n − 1)(1/p − 1) + < s < 1, where (a) + := max {a, 0}. Also, we set 
The standard Sobolev scale 
In the proof of this result, the following pointwise decay estimate plays a crucial role. If u ± are as above and α ∈ (0, 1) is as in (2.28)-(2.29) then, so we claim,
Here r and x o are, respectively, the radius and the center of the minimal surface ball containing the support of the atom a. The case r ≥ 1 is elementary and below we assume that r < 1 so that the atom satisfies a vanishing moment condition. Indeed, as pointed out before (cf. (2.8)-(2.9)), the solution (u
) to the transmission problem (1.16) can be written in the form
by using ∂Ω a dσ = 0. Then the estimate (4.2) follows from this and (2.29), given hypotheses on the support, size and oscillations of the atom a.
After this preamble, we turn our attention to the proof of (4.1). Let S 1 := B 4r (x o ) ∩ ∂Ω, and for ≥ 2 (and 2 r ≤ diam Ω), set
We will estimate M (∇u ± ) on each set S . First, the contribution coming from S 1 has proper control (by the Hölder and L 2 -theory implicit in [32] and by working as in [11] ). Handling the contribution from S for ≥ 2 will involve several ingredients, including (4.2), Caccioppoli, and certain local Rellich estimates similar in spirit to those derived in [11] . To proceed, for each point x ∈ ∂Ω and R > 0, we introduce some 'truncated' maximal operators, i.e.
where
Accordingly, we then set
for ≥ 2, if 2 r is not large; say 2 r ≤ A. Also, pick A so that there is a set Q of positive measure in M, disjoint from all the sets B with 2 r ≤ A, such that V > 0 on Q. As regards the contribution from M 1,r (∇u
where δ is the distance function to ∂Ω. Note that y ∈ B δ(z)/2 (z) forces |u
, by the decay estimate (4.2). Therefore, keeping also in mind
This, in turn, allows us to write 12) so that, ultimately,
as desired. The missing piece, i.e., M 1,r (∇u
, is easily estimated using the L 2 -theory from [32] and this finishes the proof of (4.1) with M 1,r in place of M . Consider next the contribution from M 2,r . Much as in [11] we have
(4.14)
This step is delicate and makes essential use of certain Rellich type identities suitably adapted to transmission boundary conditions. These have been first proved for the flat-space Laplacian in [11] and the extension to manifolds can be carried out by starting with the identity (4.7) on p. 206 in [32] and performing the same algebraic manipulations as in [11] . At this stage, we invoke the estimate (4.2) on u to deduce
for some α ∈ (0, 1); note that all the r's cancel above. From this we conclude that 
Since the case 2 − ε < p < 2 + ε can be handled via the invertibility results for the operators S V , λI + K V , λI + K * V , established in [32] , existence for the range 1 < p < 2 + ε in the statement of Theorem 1.1 then follows by interpolation. Uniqueness is proved much as before and this finishes the proof of Theorem 1.1, modulo the claim about the integral representation of the solution. This, in turn, is obtain a posteriori, from the invertibility results established in the next section.
The invertibility of singular integral operators
Armed with Theorem 1.1, the same type of argument as in [11] proves the following.
Corollary 5.1 Under the assumptions of Theorem 1.1, there exists ε > 0 such that
are Fredholm with index zero for any potential V and any λ ∈ R with |λ| ≥ 1 2 , provided 1 < p < 2 + ε. In fact, these operators are genuine isomorphisms when the potential V is a positive constant, say V ≡ ω, for some ω ∈ R, ω > 0.
Our goal is to extend the above Fredholmness/invertibility results to other function spaces of interest via stability and extrapolation. To set the stage, we recall an abstract result from [17] . 5) and assume that
Proposition 5.2 Let {X p } p∈I , I open interval, be quasi-Banach spaces forming a complex interpolation scale, i.e., for any
is a linear operator, bounded for each p ∈ I. Call a certain property of (5.6) 
stable if the collection of p's for which it holds is open. Then being Fredholm and being an isomorphism are stable. Furthermore, if J ⊂ I is an open interval such that T is an isomorphism of
X p for each p ∈ J, then T −1 p 0 agrees with T −1 p 1 on X p 0 ∩ X p 1 for any p 0 , p 1 ∈ J (where T −1 p
stands for the inverse of T on X p ).
Two such scales of quasi-Banach spaces are going to be of importance for us. First,
is known to be a complex interpolation scale; see [4] , [15] , [26] . Second,
has also been shown to be a complex interpolation scale in [26] . We continue to review the functional analytic tools we are going to rely on in our analysis of the operators λI + K V and λI + K * V . This time, fix X a complete, metrizable, locally bounded, linear space. We say that X * separates the points in X if x = 0 ⇔ f (x) = 0, ∀ f ∈ X * . All quasi-Banach spaces considered in this paper are assumed to have duals which separate their points (i.e. dual rich).
Let 0 < p ≤ 1. A set S ⊆ X is called absolutely p-convex if S coincides with its absolutely p-convex hull, i.e.
For each 0 < p ≤ 1, let W X,p be the absolutely p-convex hull of the unit ball in X and set
The above formula defines a p-norm; that is, |x| p = 0 if and only if x = 0, for every λ ∈ C there holds |λx| p = |λ| |x| p , and
The | · | p "norm" generates a locally p-convex topology, weaker that the original topology on X.
Recall that, according to the classical Aoki-Rolewicz theorem (cf., e.g., [18] ), any locally bounded linear space is p-convex, for some 0 < p ≤ 1; i.e. its topology comes from a suitable p-norm. Call X a p-Banach space if its topology is given by a p-norm, with respect to which X is complete.
For each X as above, we denote by E p (X) the p-envelope of X, i.e. the completion of X in the quasi-norm |·| p . It follows that E p (X) is a p-Banach space, which should be thought of as the "smallest" locally p-convex topological space containing X. In fact, if X is locally bounded, then E p (X) is the "smallest" p-Banach space containing X. In particular, if X is a p-Banach space to begin with, then E p (X) = X. When p = 1, E p (X) corresponds to the so-called Banach envelope of X, i.e. the "smallest" Banach space containing X. See [26] .
Next we record a useful abstract extrapolation result from [25] .
Proposition 5.3 Let X be as above and fix 0 < p ≤ 1. Any isomorphism of X extends uniquely to an isomorphism of E p (X). Furthermore, any endomorphism onto X extends to an endomorphism onto E p (X).
Some specific calculations of p-envelopes are as follows; cf. [25] .
Proposition 5.4
If Ω is a Lipschitz domain and (n − 1)/n < q < p ≤ 1 then
We are now ready to discuss the main result of this section. Fix a Lipschitz domain Ω in M and assume that
Then, for each ε ∈ (0, 1] consider the following four conditions (I) :
< p ≤ 1 and (n − 1) (1,
An appropriate interpretation applies to the set of conditions (5.15).
Theorem 5.5 Retain the same geometrical assumptions as in Theorem 1.1 and recall the layer potential operators (1.4)-(1.7)
. For any Ω Lipschitz subdomain of the manifold M, n ≥ 2, there exists ε = ε(∂Ω) > 0 so that whenever λ ∈ R has |λ| > 1/2, the operators
are isomorphisms provided (s, 1/p) and (1 − s, 1/q) belong to the region depicted in Figure 1 .
Proof. For simplicity, assume that n ≥ 3 and fix λ ∈ R with |λ| > 1 2
. The idea is to start with the fact that λI + K V is an isomorphism of H 
A similar approach, starting with the fact that λI
The final result (when n ≥ 3) is then obtained by interpolation. The case n = 2 is similar, except that we start perturbing the case p = 2/3 (rather than p = 1).
Passing from constant potentials to the general case when V ∈ L ∞ (M) is then done by noticing that, for any
are compact operators on the corresponding Besov spaces. This finishes the proof of the theorem. 2
Incidentally, the above reasoning also proves that 20) are Fredholm with index zero for any potential V and any number λ ∈ R with |λ| ≥ 1 2 , granted that 1 − ε < p ≤ 1 when n ≥ 3 and − ε < p ≤ 1 when n = 2. As before, these operators are genuine isomorphisms when the potential V is a positive constant.
The conclusions in Theorem 5.5 are particularly relevant in the context of transmission boundary problems with boundary data in Besov spaces. Here is such an example, dealing with the inhomogeneous version of (1.16). Then there exists ε = ε(∂Ω) > 0 such that the inhomogeneous transmission problem [33] , [31] , [25] . 2 6 The magnetostatic integral operator 
where T M stands for the tangent bundle to M (whose sections are vector fields), and introduce
by requiring
A space which is going to be important for us in the sequel is
1 < p < ∞, which we equip with the natural norm
A closed subspace of (6.5) is
Following [31] , we introduce the class of tangential Besov spaces
assuming that 1 < p < ∞, −1 + 1/p < s < 1/p. In particular,
is well-defined and bounded. The kernel of the operator (6.9)-(6.10) is the space
Next we observe that, when considered between appropriate spaces, Div and ν × ∇ tan are Fredholm operators (with indices depending exclusively on the topology of Ω and its boundary). This is made precise in the following proposition proved in [31] . Proposition 6.1 Assume that Ω is an arbitrary Lipschitz domain in M and suppose
tan (∂Ω) (6.15) are Fredholm operators.
Denote by ∆ the Hodge-Laplacian on 1-forms, and let V ≥ 0 be a bounded, scalar-valued function. Under the current assumptions,
is a bounded, negative, formally self-adjoint operator, which is invertible whenever V is not identically zero. In fact, the same is true for V ≡ 0 if and only if the first Betti number of M vanishes, i.e., , whose Schwartz kernel, Γ V (x, y), is a symmetric double form of bidegree (1, 1) . In local coordinates Γ V (x, y) satisfies (cf. [29] )
is also Fredholm with index zero for each 1 < p < 2 + ε. In each case, for a constant, positive potential V , λI + M V is an isomorphism.
Proof. We shall first assume that M is such that (6.17) holds. Dispensing with this extra topological hypothesis can be then achieved as in [31] . We proceed in a series of steps starting with
Step I. The topological assumption (6.17) guarantees the absence of global monogenic 1-forms on M. Consequently, the unperturbed Hodge-Laplacian ∆ has a global fundamental solution, i.e., (6.16) remains invertible when V ≡ 0. In particular, (6.21)-(6.22) become genuine intertwining identities when ω = 0, i.e.
, and (6.26)
In turn, (6.26)-(6.27) imply that the diagrams Also, take the first two horizontal arrows to be inclusions and the next two to be projections (in each short sequence), while all vertical arrows are taken to be natural manifestations of the operator λI + M 0 on the spaces listed above. Thus, at this stage, we have proved the claim made about (6.24) for the choice V ≡ 0. In fact the same conclusion remains valid when V ≡ 0 as well since, thanks to (6.18), the difference M V 1 − M V 2 is compact on TH Step II. The claim made about the operator (6. tan (∂Ω) for each 1 < q < 2 + ε. Passing to non-zero potentials is then done as before.
Step III. Assume that λ ∈ R, |λ| ≥ 1/2, and that V is a constant, positive potential. Then the operator (6.25) is an isomorphism for each 1 < p < 2 + ε.
When 2 − ε < p < 2 + ε, this can be established as in [28] , where the Euclidean case was considered. That the same conclusion holds for the full range 1 < p < 2 + ε then follows easily from this and Step II.
Step IV. For each λ ∈ R, |λ| ≥ 1/2, the operator (6.24) is in fact an isomorphism provided s, p are as in (6.23) and V is a constant, positive potential.
In order to prove that the operator in (6.24) is in fact invertible when V is a positive constant, say V ≡ ω, it suffices to show that this operator has a dense range for each s, p as in (6.23) . This, in turn, will be a consequence of Step III in concert with the observation (proved in [31] ) that (6.39) has a unique solution for any s, p as in (6.23) . Also, a naturally accompanying estimate is valid.
Proof. Subtracting suitable volume potentials, as in [31] , matters can be reduced to the case when K i = J i = 0 in Ω + and K e = J e = 0 in Ω − . At this stage, we may proceed in a fashion similar to [27] where the Euclidean case of a similar problem has been dealt with.
2
We conclude with an application to the spectral theory of the magnetostatic operator introduced in (6.19) . First, if X is a Banach space and T : X → X is linear and bounded, we denote by σ(T ; X) the spectrum of T and by r(T ; X), the spectral radius of T on X, i.e. the radius of the smallest disk (centered at the origin) containing σ(T ; X). Alternatively, r(T ; X) = lim Proof. This follows from the corresponding results for the (scalar) harmonic layer potentials from [11] and (the proof of) Theorem 6.2. See [11] for more details. 2
