There are many ways in which imaging systems can be evaluated. The aim of the present paper is to provide an overview of a number of selected approaches to evaluating imaging systems, often encountered by the medical physicist, and discuss their validity and reliability. Specifically, it will cover (i) characterisation of an imaging system in terms of its detective quantum efficiency using linear-systems analysis; (ii) attempts to calculate relevant measures directly in images using the Rose model and the pixel signal-to-noise ratio; (iii) task-based methods incorporating human observers such as receiver-operating characteristics and (iv) visual grading-based methods using experienced radiologists as observers.
INTRODUCTION

Operationalisation-or: what was actually measured?
Operationalisation is the process of defining measurable variables thought to describe the phenomenon which is the subject of study. The operationalisation process is of the utmost importance in any scientific task since the reliability and validity of the results from a study are strongly connected to the success of the operationalisation. The reliability describes the precision of the measurement; a high reliability demanding small stochastic errors. The validity describes how well the variables describe the phenomenon; a high validity demanding a small systematic error. Successful operationalisation therefore requires both high validity and high reliability.
Image quality in medical imaging is a phenomenon of enormous complexity. It is extremely task dependent-the demands on noise level, resolution and contrast differing from discipline-to-discipline. It also involves many processes that are not fully understood and described, such as the effects of image processing and the anatomical background in an image on the signal detection and interpretation by the human observer. It is therefore easy to understand the difficulty in defining a general image quality measure that has high validity. On the other hand, a measure with high validity for a specific task has the inherent property of being less generalisable. This difficulty in performing successful operationalisation for an image quality measure has led to the diverse methods of evaluating imaging systems in use today.
The purpose of the present paper is to provide an overview over some common methods for evaluating imaging systems from an operationalisation point of view, i.e. to discuss the validity and reliability associated with the methods and hence their suitability for different practical applications. The overview is not intended to cover the field, but will focus on a limited number of groups of methods encountered by the medical physicist in routine work or research. The groups contain (i) methods related to linear-systems analysis (LSA), (ii) quantitative measurements in images, (iii) receiver-operating characteristics (ROC) analysis and (4) visual grading.
LSA FOCUSED ON DETECTIVE QUANTUM EFFICIENCY
A desire to describe the imaging properties of an imaging system in an objective way, without taking the specific imaging task into account, has led to the application of LSA to medical imaging systems. LSA, based on linear-systems theory (1) , can be used to give measures of the ability of the system to pass a signal, as well as of the noise characteristics of the system. The reasoning behind the use of LSA is to give general and detailed descriptions of the imaging system in terms of properties that are believed to influence the clinical performance of the system.
Since the 1940s, many attempts have been made to quantify the efficiency of radiation detectors (2) . In the first attempts, the quantum efficiency was based on the ratio of the number of output events to the number of input events, and was termed the responsive quantum efficiency (RQE). However, the RQE has several drawbacks, the major one being that it 'links the input/output numbers in quantity but not in quality' (2) . Amplification anywhere along the signal chain increases the RQE by a proportional amount, which leads to the fact that the RQE does not have an upper limit. It is therefore impossible to compare a real detector with an ideal one in order to obtain an absolute quality measure. However, by comparing the fluctuations at the output stage to those at the input stage, a measure with an upper limit of unity is obtained for a linear system. Based on the ratio of fluctuations, the detective quantum efficiency (DQE) can be defined as follows:
where SNR out is the signal-to-noise ratio at the output stage and SNR in that at the input stage. The DQE is as such closely connected to the quantum nature of radiation. A measurement of radiation is always associated with an uncertainty, but by comparing the SNR at the output and input stages, the inherent fluctuations of the radiation are excluded from the characterisation of the detector, and the detector is compared with an ideal detector-a detector that detects all incoming quanta without adding any noise to the signal. Although being a fundamental property of a detector, the DQE expressed as in Eq. (1) 
where u and v denote orthogonal spatial frequencies for a two-dimensional imaging system. As such, the DQE describes the efficiency of the imaging detector completely since, for any given spatial frequency, it states the efficiency of the system in detecting that frequency compared with that of the ideal detector, which is ideal both in terms of detection and localisation of the incoming signal. Thus, the DQE describes the efficiency of an imaging system in the sense that it describes to what extent it utilises the information given as input to it. That the DQE takes both the sensitivity and resolution properties of an imaging system into account can be made even more explicit be expressing the DQE in the following way (3) :
where the MTF is the modulation transfer function of the system, describing to what extent the amplitude of a given spatial frequency passing through the system is preserved, and the NNPS is the normalised noise power spectrum, which describes the variance of image intensity spread over the spatial frequencies in the image.
The use of the DQE as a fundamental measure of the imaging properties of a detector has shown a steady increase in recent years ( Figure 1 ). The DQE concept is natural in any situation where the image quality is dependent on the number of detected photons. It has been widely used in projection radiography (4 -7) , where it is commonly accepted to be the most important measure of the imaging properties of a detector, but has also been proposed and used in CT (8) and nuclear medicine (9) . However, the DQE as a measure of how the imaging system maintains the SNR is general and should be applicable to any imaging system. Furthermore, it has been argued that the DQE is a better measure of the resolution properties of an imaging system than the MTF (10) . As the sharpness of a digital image can be altered using image processing, the MTF of the system does not describe the sharpness in the final image. As the amount of contrast enhancement that can be applied is limited by the noise, the DQE better describes the resolution that can be obtained.
The use of DQE for characterising the imaging properties of a detector is almost undisputed. However, it must be remembered that the DQE is only a descriptor of a single component in the imaging chain, namely the detector. Firstly, it gives little information about the final appearance of the resulting image, which is dependent on, for example, dose level, image processing and display characteristics. For example, regarding the importance of image processing, Sund et al. (11) performed a study in which the DQE of four different digital radiographic systems were compared with the clinical image quality, determined by letting experienced radiologists rate their opinion about the quality of chest radiographs collected with the four systems at similar dose levels and presented on one and the same monitor. A low correlation between the DQE of the system and the radiologists' impression of the 
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images was found. The major reason for such a finding is that the human is a limited observer, meaning that not only the information content in an image but also the appearance of an image is of importance. In the study by Sund et al., the difference in image processing between the systems apparently was of larger importance for the clinical image quality than the difference in noise level resulting from the difference in DQE. Secondly, the detection of pathology may not be mainly hindered by stochastic noise such as quantum noise. For many detection tasks in radiography, for example, it has been shown that it is the anatomical background that limits the performance of the observer (11 -20) . Thus, the influence of the DQE on the image quality may be small for many examinations, as the DQE does not take the anatomical background into account. This also means that for a given system, the parameter setting resulting in the highest DQE may not be the optimal setting of the system. For systems where the stochastic noise level is higher, such as CT or gamma camera systems, the importance of the DQE on the resulting clinical image may be higher, meaning that the validity in the use of the DQE as a predictor of the clinical usefulness of a system is higher, but as long as the anatomy of the patient itself disturbs the observer, it cannot be taken for granted that a system with higher DQE results in a better performance in the clinical task.
In an attempt to take the anatomical background into account, the concept of a generalised DQE has been proposed (21) . For the generalised DQE, not only the stochastic noise sources contribute to the noise power but also the power spectrum of the anatomical background is included. In the same way, as the conventional DQE is related to an observer for which the anatomical background has no effect on detection at all, the generalised DQE is related to an observer for which the entire anatomical background acts as random noise. However, as it has been shown that the extent to which the anatomical background acts as random noise for a human observer substantially differs between different combinations of type of pathology and type of background (13, 18) , ranging from having almost no effect at all to almost completely acting as random noise, it is not obvious that the generalised DQE in general actually is more related to the human observer than is the conventional DQE.
Linear-systems analysis, with emphasis on the determination of DQE, has mainly been used to compare the imaging properties of different detectors. However, it has also been proposed as part of quality assurance programmes to ensure that a certain level of image quality is maintained (22, 23) . A substantial amount of effort has been made over the years to ensure that DQE determinations can be performed in a reliable way. Until recently, evident deviations between different methods of determining DQE have been reported, mainly due to differences in the MTF determination (24, 25) . However, there now exist standards for DQE determinations in general radiography (26) , mammography (27) as well as dynamic imaging (28) , for which the reliability has been shown to be high (29) . The validity of the abovementioned standards in providing accurate data on the information transfer abilities of the imaging detector is high, whereas, as discussed above, the validity of using the DQE as a measure of the entire imaging system is lower.
THE ROSE MODEL AND PIXEL SNR
A common simplistic approach to describe the visibility of an object in an image is to determine the ratio of the mean signal of the object (the difference between the average pixel value in the object and the average pixel value in the background) and the pixel standard deviation in the background. This SNR, referred to as pixel SNR, or SNR p , is sometimes used as a measure of image quality. As will be described below, the validity of this measure of image quality is very limited.
Although frequently used for objects of different size, the SNR p is the special case when the Rose model (30) is applied to an object with a size given by one pixel. The Rose model is an attempt to describe how the human observer detects a flat-topped sharpedged signal of area A in a uniform background containing uncorrelated Poisson noise. The count level in the background is kn b l expected number of photons per unit area, whereas the signal contains kDn s l extra photons per unit area, resulting in a contrast C ¼ kDn s l/kn b l for the object. The Rose model SNR for such an object is defined as follows (31) :
The Rose model has been shown to agree well with the human observer, given that the requirements of the model are fulfilled. Rose aimed to find a threshold value for the SNR Rose for an object to be visible for a human observer. Commonly, it is stated that a threshold value of 5 is needed for the object to be detected. Although the detection of an object is dependent on the confidence threshold of the observer, the given threshold value corresponds well with the typical threshold used by the human observer. In Figure 2 , a number of disc-like objects of different size and contrast are presented in a uniform background containing uncorrelated Poisson noise. As can be seen, the objects for which the SNR Rose is above five match closely those that are detected by the human eye.
As described above, the SNR p is related to the Rose model, being equal to SNR Rose when the object has the size of one pixel and the requirements of the Rose model are fulfilled. Thus, the SNR p is a decent description of the possibility for a human observer in detecting an object of size one pixel in a background of uncorrelated Poisson noise. However, as the SNR p does not take the size of the object into account, its correlation with the human observer is in general low. The SNR p for the objects in each row in Figure 2b is constant, clearly demonstrating that SNR p is not a relevant measure for objects of different size. Furthermore, the SNR p is often used as a measure of image quality when several of the requirements for the Rose model are not fulfilled. For example, the SNR p is often determined in images containing noise other than uncorrelated Poisson noise. As the human observer is sensitive for the texture of the noise, the noise description used in SNR p (the standard deviation of the pixel fluctuations) is overly simplistic. This can be seen in Figure 3 , where the same objects are embedded in two different backgrounds with different noise texture, but the same pixel standard deviation of the noise. Clearly, the objects in Figure 3b are better visualised than the objects in Figure 3a , although the SNR p is the same in the two images. A third frequent misconception relates to the pixel size. Given the same imaging conditions, the SNR p is lower in an image with smaller pixels. Based on this, it is often stated that it is necessary to use a larger number of photons for the image if a smaller pixel size is used in the image. However, the human observer, usually not interested in single pixel values, integrates information over an area in an image and is rarely affected by the pixel-to-pixel fluctuations.
Thus, the validity of the statement that smaller pixels require a higher dose is in general low. A fourth limitation of the SNR p is that if the ROI used to determine the standard deviation is positioned in a region of the image where non-homogeneous anatomy is present, the variation in pixel value related to the anatomy may heavily influence the measure. The anatomical background rarely affects the human observer as if it had been pure noise (13, 18) . Thus, the SNR p is related to an observer that decides whether a signal is present or not by looking at the deviation of a single pixel value in the object from the pixel-to-pixel fluctuations in the Figure 2a after an exchange to a uniform background containing uncorrelated noise sampled from a Poisson distribution with a mean of 2500, resulting in the same pixel standard deviation of the noise as in (a). The SNR p is equal for all objects in the same rows in (a) and (b), clearly showing that the SNR p is not a relevant measure for objects of different size or noise with different texture.
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background, without taking into account the size of the object, the size of the pixels or the texture of the noise. Such an observer has very little in common with the human observer. Consequently, the validity of using SNR p as a meaningful measure of image quality is in general very low and its use should be avoided in the comparison of different imaging systems or different image processing techniques etc. However, as the reliability of the measure in general is high, it may be suitable for, for example, constancy control, as the purpose of such a programme is to detect changes over time.
ROC ANALYSIS
The fundamental task for an observer in medical imaging is to state whether an image belongs to a healthy patient or whether the patient has a disease. This has led to the need for characterising the performance of the observer. An intuitive measure of the quality of the observer might be the number of correct responses. However, such a measure has a serious drawback in that it is strongly dependent on the prevalence of signal (or disease). As an example, imagine an image data set corresponding to a selection of patients of which only 1 % suffers from a specific disease. If the observer in this case would state that the patient is healthy in all cases, he would, despite the failure of not detecting a single pathological case, end up with the impressive number of 99 % correct responses. Thus, it is easily understood that a relevant measure needs to be independent of the prevalence of signal. Sensitivity (the probability that a patient with an actual disease is determined as having a disease by the observer) and specificity (the probability that a healthy patient is determined as being healthy by the observer) are two common measures that fulfil the requirement of independence of the prevalence of signal. However, for a given observer the sensitivity and the specificity are closely correlated in that an increase in sensitivity, stemming from a change in the decision threshold in most cases, inevitably results in a decrease in specificity. This dependency on decision threshold leads to difficulties in comparing different observers. However, the varying choices of the decision threshold are the essence of ROC analysis. The method provides a natural distinction between the inherent detectability of the signal (or disease) and the judgement of the observer, reflected in the positioning of the decision threshold. By deliberately varying the decision thresholds, the trade-offs between the true positive fraction (TPF ¼ sensitivity) and the false positive fraction (FPF ¼ 1 2 specificity) can be established. In Figure 4a , four such choices of decision thresholds are shown. (A confidence scale with five steps leads to four decision thresholds.) In principle, an infinite number of decision thresholds can be considered, thus generating a continuous ROC curve with the TPF given as a function of the FPF (Figure 4b ). Such curves allow one to directly compare the inherent diagnostic capabilities of different diagnostic procedures. A more accurate procedure will generate a curve closer to the top left corner than a less accurate one. Curves situated on or near the diagonal represent totally non-informative procedures, the results of which are no better than pure guesswork. Thus, an ROC curve describes all possible compromises between true positive and false positive decisions inherent in a diagnostic procedure. Like sensitivity and specificity, it is independent of the prevalence of signal (or disease). Furthermore, ROC analysis is independent of any effect that different decision thresholds might have on the diagnostic process. The accuracy index most often used is the area under the ROC curve, A z , for which the range of values is [0.5, 1.0], where 0.5 represents detection governed by chance only and 1.0 represents perfect detection. As such, it is a useful quantitative measure of the performance of the observer. In fact, the accuracy index A z has a direct relation to statistical decision theory. It can be shown (32) to be equal to the proportion of correct choices in two alternative forced-choice experiments, in which the observer is presented with two images-one image containing a signal, the other not-at the same time, with the task of deciding which of the two images contains the signal.
The most complete way of performing an ROC study comparing different modalities is to let a number of readers interpret the same cases in all modalities. Such a study design, commonly referred to as the multiple-reader multiple-case (MRMC) study design, is needed to be able to generalise the conclusions of a study to the population of readers and cases, but has the inherent property that the observer data are correlated, which makes the statistical analysis cumbersome. However, a method of correctly analysing such correlated ROC data has been described by Dorfman, Berbaum and Metz (DBM) using a jack-knifing approach (33) , and the DBM MRMC ROC methodology is generally considered the method-of-choice for ROC analysis.
Although ROC analysis is often referred to as the gold standard of evaluating performance in medical imaging, there are weaknesses when it is applied to localisation tasks. For example, if an observer misses the single true lesion in an image but erroneously identifies another location as containing a lesion, the observer makes two mistakes: a false negative (misses the true lesion) and a false positive (reports a non-lesion). However, the two mistakes effectively cancel out each other, and on the case level the observer is scored with a true positive. In the freeresponse paradigm, first being recognised as important for medical imaging by Bunch et al. (34) , the analysis is conducted on the lesion level instead of on the case level, the so-called free-response ROC (FROC) analysis. The observer marks suspicious regions in each case, which may be either lesion localisations (if the mark coincides with a true lesion, which may be referred to as a true positive mark) or non-lesion localisations (if the mark does not coincide with a true lesion, which may be referred to as a false positive mark) The FROC curve is a plot of a lesion localisation fraction (the ratio of the number of lesion localisations and the number of lesions) versus non-lesion localisation fraction (the ratio of the number non-lesion localisations and the number of cases) as the threshold confidence level is varied, and is the FROC counterpart to the ROC curve in ROC analysis. In the same way, as ROC analysis had difficulties in correctly analysing data from an MRMC ROC study prior to the DBM approach, using the FROC curve for analysing MRMC FROC studies initially proved to be difficult. However, this was recently solved with the jackknife alternative FROC (JAFROC) analysis (35) , which applies to MRMC FROC studies in the same way as the DBM applies to MRMC ROC studies (36) . Solving the problem of correctly analysing the correlated data from an MRMC FROC study, JAFROC analysis proved to be a valuable analysis method that has earned great interest (37 -43) . A positive side effect of performing the analysis on the lesion level instead of on the case level is also the increased statistical power (44) . Due to the scientific soundness, well-established statistical analysis and close connection to the clinical task, ROC and ROC-related methods such as JAFROC analysis are suitable for large-scale image quality trials, in order to compare, for example, different modalities in terms of detectability of specific pathology. However, although conducting these types of experiments are the gold standard for image quality evaluation, concerns have been raised regarding their clinical relevance. For example, the observers-although being, for example, experienced radiologists-may behave differently in the laboratory situation resulting from the experiment compared with in the clinical environment (45) . Also, conducting these types of studies may be cumbersome, since they are based on the establishment of truth for all cases and normally require a large number of cases in order to produce statistically significant results (meaning that the reliability is relatively low). For these reasons, ROC-related methods may not be the method of choice for the local optimisation task at a radiology department where the intention is to find, for example, the optimal image processing setting or dose level for a given examination.
VISUAL GRADING
A different approach to assessing image quality, involving human observers, is to let the observers rate the visibility of details in an image. Performing such a study in a controlled scientific manner is usually termed visual grading. Using visual grading EVALUATING IMAGING SYSTEMS of the reproduction of important anatomical structures in clinical images for evaluating image quality has become an established method for several reasons. First of all, the validity of such studies can be assumed to be high if the anatomical structures are selected based on their clinical relevance and if the observers are experienced radiologists. Second, visual grading methods have in special cases been shown to agree both with detection studies using human observers (46, 47) and with advanced calculations of the physical image quality (48 -50) . This is important, and validates in some way the assumption that the possibility to detect pathology correlates to the reproduction of anatomy-the basic idea of visual grading. Discrepancies between the methods have been reported (51) , but have been explained with the different tasks for the methods rather than low validity for visual grading. Third, visual grading studies are relatively easy to conduct, especially in comparison with ROC studies, which is important when optimising equipment at the local level. How to perform visual grading studies has been extensively described (52 -56) , and the learning threshold for conducting such studies is low. Fourth, the time consumption is moderate, at least for the observers, which means that it is realistic to believe that these methods can be implemented at almost any hospital. The workload on each participating radiologist is typically in the order of a few hours, which means that a study is easy to justify from an economical perspective for the hospital.
Arguments against the use of visual grading are often presented. Some of these relate to the subjective nature of the task and state that studies of this type amount to a 'beauty-contest' (57) , meaning that they are prone to bias. For example, in a clinical trial of screen -film combinations in portable chest radiography where the observers were asked to indicate their preference without any criteria, they usually chose the modality in use in their department at the time (58) ). However, according to Kundel (59) the images of the highest diagnostic quality are those that enable the observer 'to most accurately report diagnostically relevant structures and features'. To reduce the risk of bias, an international group of well-established radiologists and physicists developed the European quality criteria (60 -62) , which for specific examinations in general radiography, paediatric radiography and CT state important anatomical landmarks and their needed level of reproduction to aid accurate diagnosis (see Table 1 for an example of image criteria for an examination). Letting experienced radiologists rate the visibility of these landmarks is a study design closely related to the description of diagnostic image quality by Kundel. Visual grading based on the European quality criteria or similar criteria has been used extensively, mainly in studies evaluating different settings-such as dose level, beam quality or image processing-of a given equipment or comparing different equipments with each other. Visual grading can be performed either by using the image criteria themselves, and letting the observers state whether they are fulfilled or not, or by identifying the anatomical structures that are most relevant to the criteria and letting the observers rate the visibility of these structures on a multi-step rating scale. The former is usually referred to as image criteria scoring and the resulting proportion of fulfilled criteria (usually averaged over all observers, cases and criteria) is referred to as an image criteria score (ICS). The latter is usually referred to as visual grading analysis (VGA) and can either be performed in a relative manner, where each image is compared with a reference Table 1 . Image criteria for a posteroanterior (PA) chest radiograph from European guidelines (60) .
Image criterion Medial border of the scapulae to be outside the lung fields 1.1.4
Reproduction of the whole rib cage above the diaphragm 1.1.5
Visually sharp reproduction of the vascular pattern in the whole lung, particularly the peripheral vessels 1.1.6
Visually sharp reproduction of:
(a) the trachea and proximal bronchi, (b) the borders of the heart and aorta, (c) the diaphragm and lateral costo-phrenic angles
Visualisation of the retrocardiac lung and the mediastinum 1.1.8
Visualisation of the spine through the heart shadow Some criteria depend on correct positioning and cooperation of the patient, whereas others reflect technical performance of the imaging system. The latter are suitable for visual grading studies. Visualisation: characteristic features are detectable but details are not fully reproduced; features just visible.
Reproduction: Details of anatomical structures are visible but not necessarily clearly defined; details emerging.
Visually sharp reproduction: anatomical details are clearly defined; details clear.
image and the observer states whether the details in the image are reproduced better or worse than in the reference image, or in an absolute manner, where the observer gives a statement about the visibility of each detail on an absolute scale. For the analysis of the data collected in a VGA study, numerical values of the given ratings are often used to calculate a relative visual grading analysis score (VGAS) or an absolute VGAS, depending on the type of study, by averaging the given ratings over all cases, observers and structures.
The above-mentioned ways of analysing visual grading data can be questioned in at least two ways. The first refers to whether a complex phenomenon such as image quality really can be reduced to a single number, even if it is based on the visibility of relevant structures in a clinical image. However, more details can be obtained from a visual grading study if the summation over structures/criteria is omitted and a score is obtained for each structure/ criterion. Since the visibility of different structures is sensitive to variations in contrast, resolution and noise in different ways, a separate analysis of each criterion or structure may reveal information that is hidden in the total score. The second objection refers to the way the originally qualitative (ordinal) scales are attributed quantitative properties (56, 63, 64) . The central limit theorem states that the mean value of a variable that can take the value of either zero or unity, such as the ICS, is normally distributed for large samples (65) . However, although the scale steps used in a VGA study may have been labelled with numerical values, they still belong to an ordinal scale. Calculating the mean value of data belonging to an ordinal scale, as is done for the VGAS, is a statistically forbidden (or meaningless) operation as such statistics imply knowledge of more than the relative rank order of data (66) . This has earned some interest in recent years and attempts to analyse visual grading data without violating the statistical limitations of ordinal data have resulted in the development of visual grading characteristics (VGC) analysis (56) and visual grading regression (VGR) (64) . Both methods treat the scale steps as ordinal and no assumptions about the distribution of the data need to be made. The basic VGC study is an expanded image criteria scoring study in which the observer uses a multi-step rating scale to state his opinion about the fulfilment of an image quality criterion (56) . In this way VGC can be interpreted as a repeated image criteria scoring, where the observer changes his threshold for the fulfilment of each criterion in a similar way as when the scale steps in a ROC study are used by the observer to state the confidence of each decision. By plotting the cumulative distributions of the rating data for two compared systems against each other, a VGC curve is obtained which gives the ICS for one system (the evaluated system) as a function of the ICS for another system (the reference system). The area under the VGC curve (AUC VGC ) can be used as a measure of the difference in image quality between the two systems, where an AUC VGC of 0.5 indicates an overall equal image quality for the two systems, an AUC VGC , 0.5 indicates that the image quality is higher for the reference system and an AUC VGC . 0.5 indicates that the image quality is higher for the evaluated system. The ordinal data from a conventional absolute VGA study can also be analysed using the VGC approach. In VGR, ordinal logistic regression is applied to data from single-image and image-pair experiments with visual grading scores selected on an ordinal scale. The approach is applicable for situations where, for example, the effects of the choice of imaging equipment and post-processing method are to be studied simultaneously, while controlling for potentially confounding variables such as patient and observer identity. Hopefully, VGC analysis or VGR will in the coming years be expanded to enable MRMC visual grading studies to be accurately analysed in the same way as the DBM approach solves MRMC ROC studies and the JAFROC approach solves MRMC FROC studies.
As described above, the validity of a visual grading study is in general accepted to be high, as is it closely related to the general clinical task in medical imaging of assessing whether pathology is present or not in an image; for this task to be fulfilled it is essential that the anatomy be adequately reproduced. However, the reliability is in general relatively low and usually a large number of cases are needed, as in ROC analysis. However, as visual grading is commonly based on images of normal patients, collecting as large a number of cases as needed is relatively straightforward.
GENERAL DISCUSSION
In the present paper, an attempt has been made to provide an overview over some common methods for evaluating imaging systems from an operationalisation point of view, i.e. to discuss the validity and reliability associated with the methods and hence their suitability for different practical applications. There is a danger in mixing the concepts of validity and reliability in such a way that one is led to believe that a high reliability implies also a high validity. The reliability of a measurement can be very high, but the validity still non-existent if conclusions are drawn about a phenomenon the measure does not describe. This is especially poignant in medical imaging. An example is the use of LSA to evaluate system performance by describing the imaging properties of an imaging system through the use of the quantity DQE. This quantity can be determined with high reliability and the validity in terms of systematic errors is acceptable, as is discussed above. However, if the results are used to draw conclusions about phenomena other than that used as the basis for the original operationalisation, namely the transfer of SNR, the validity is naturally immediately reduced. Using the DQE as a measure of the clinical performance of a system without establishing the relationship between this quantity and measures taking into account the complete imaging chain, involving image processing, display and the response of the observer, is therefore an approach with low validity. The DQE should not be underestimated since the imaging properties of the detector constitute an important link in the imaging chain. However, in situations where the clinical image quality is more affected by disturbing anatomical structure than by quantum noise and system noise, the DQE is a less important parameter. There is therefore a risk of overestimating the importance of the DQE in such a way that it is assumed that a system with a higher DQE always results in higher clinical image quality. The validity of the DQE must be assessed in all clinical situations if it is to be used as a measure of clinical system performance.
Regarding quantitative measurements in images, it is the opinion of the author that these should be restricted to constancy control. In contrast to LSA, which is mostly used with the intention to describe the imaging system itself excluding the observer, measurements in an image are often used as a surrogate for human observers. Till date, there does not exist a model observer that correlates well with the performance of the human observer over the range of complex image backgrounds that do exist in medical images. Especially the frequently used SNR p has been shown to have very little in common with the human observer. Thus, these types of calculations should be avoided in situations where the purpose is to compare different types of images. However, quantitative measurements are useful for constancy control. The inherent fluctuations in a human observer usually make the number of observations needed to achieve reliable results high. Nevertheless, the combination of a single observer and a single image is frequently used in quality assurance programmes when, for example, a medical physicist tries to determine whether the low-contrast visibility for given equipment has deteriorated over time. It has been shown that simple calculations directly in images have a much better chance of accurately detecting such a change than human observers (67, 68) . To conclude, the inherent fluctuations in a human observer imply that all methods that involve human observers have limited reliability, meaning that a large number of observations are usually needed in order to obtain reliable results. On the other hand, as clinical images are evaluated by humans, human observers are mostly needed to obtain results that are valid for the entire imaging system. Although a lot of research over the years has aimed at bridging the gap between human observers, model observers and physical measurements, there is still a lot of work to be done until the goal is reached. Until then, when trying to evaluate an imaging system, it may be of value to bear in mind the words on a sign that Einstein kept on his wall: 'Not everything that counts can be counted; not everything that can be counted counts' (69) .
