This paper is concerned with the connection between G-Brownian Motion and analytic functions. We introduce the complex version of sublinear expectation, and then do the stochastic analysis in this framework. Furthermore, the conformal G-Brownian Motion is introduced together with a representation, and the corresponding conformal invariance is shown.
Introduction
G-expectation was first introduced by peng to handle risk measures, stochastic volatility and model uncertainty(see [4] , [5] ). The idea of G-expectation lies in the new explanation of independence and distribution. The main difference between G-expectation and linear expectation is, of course, sublinearity, which is mathematically explained by a powerful tool in PDE, viscosity solution theory. A typical G-expectation is constructed on linear space of random variables L G-expectation theory is thriving in recent years.(see [2] , [6] , [7] ) In classical case, we know there are many interesting connection between Brownian Motion and analytic functions. A fundamental one is Paul Lévy ′ s theorem, that is, if f (z) is analytic nonconstant function, and B t is a two dimensional Brownian Motion, the process f (B t ), t ≥ 0 is again Brownian Motion, probably moving at a variable speed.(see [1] ) Lévy ′ s result leads to the possibility to study analytic functions probabilistically. On the other hand, a beauty of linear expectation is that a distribution can be uniquely described by its characteristic function. However, there is little work on G-expectation under complex framework.
In this paper, we give the stochastic analysis of G-expectation in complex case, and furthermore, the conformal G-Brownian Motion and conformal martingales. We find that a special G-Brownian Motion, namely the conformal G-Brownian Motion still holds conformal invariance, i.e. it is still conformal after a transformation by a nonconstant analytic function. We should notice that conformal G-Brownian Motion is much more complicated than the classical case. This paper is organized as follows. In section 2, we recall some basic results of G-Brownian. In section 3 and 4, we define the sublinear expectation under complex framework and the complex G-normal distribution and G-Brownian Motion. In the fifth part, we do the stochastic analysis in this framework and give Itô ′ s formula. In the last part, we introduce the conformal martingale and prove conformal invariance.
Preliminaries
We start from some basic notes and results of G-expectation theory. More details can be read from [4] , [5] , [6] .
Sublinear Expectation and G-Expectation
Let Ω be a given set and H be a linear space of real valued functions on Ω containing constants. Furthermore, suppose |X| ∈ H if X ∈ H. The space Ω is viewed as sample space and H is the space of random variables. (ii) positive homogeneity:
E(λX) = λÊ(X), λ ≥ 0 X ∈ H (iii) constant transferability:
The triple (Ω, H,Ê) is called a sublinear expectation space.
Definition 2.2. Let X 1 and X 2 be two n-dimensional random vectors defined respectively in sublinear expectation spaces (Ω 1 , H 1 ,Ê 1 ) and (Ω 2 , H 2 ,Ê 2 ). They are called identically distributed, denoted by
, is said to be independent of another random vector
whereη is an independent copy of η, i.e.,η = N ({µ,μ} × 0). In the classical case, the maximal distributed random is a constant.
whereX is an independent copy of X, and
Here S d denotes the collection of d × d symmetric matrices.
By [6] we know that X = (
, is the viscosity solution of the following G-heat equation:
The function G(·) : S d → R is a monotonic, sublinear functional on S d , from which we can deduce that there exists a bounded, convex and closed subset
where S + d denotes the collection of nonnegative matrixes in S d . Here is the typical construction of G-expectation from [5] .For simplicity, we only consider the one dimensional condition.
Let Ω = C 0 (R + ) be the space of all R-valued continuous paths (ω t ) t∈R + , with ω 0 = 0, equipped with the distance
and the canonical process is defined by
Give a monotonic and sublinear function G :
For each fixed T ≥ 0, we define
By the above construction we can get that the G-expectationÊ[·] can be continuously extended to a sublinear expectation on (Ω, L 1 G (Ω)) and it is still denoted byÊ [·] . For each given t ≥ 0, the conditional G-
and satisfies the following properties:
Stochastic calculus under G-Expectation
We then complete the space M p,0
Here is the definition of Itô ′ s integral.
We define the itô integral as the following operator I(·) : M 2,0
as following:
where B t is a G-Brownian Motion, and
Thus we can continuously extend I to a mapping from M
, which is also denoted as I.
Here is some basic properties of the integral of G-Brownian motion, and the proof is omitted.
Now we consider the quadratic variation process of G-Brownian motion
As ||Π N || → 0, we can show that
Definition 2.13. By the argument above, we define
and call B the quadratic variation process of G-Brownian Motion.
We now define the integral of a process η ∈ M 1 G (0, T ) with respect to B . Firstly, we define a mapping:
Furthermore, we have the following lemma, which allows as to extend this map-
Here two properties w.r.t B and its integral which would be used in the next part. The proof can be found in [6] .
(ii) for each fixed s, t ≥ 0, B t+s − B s is identically distributed with B t and independent from Ω s . In addition,
Then the related integrals with respect to B a t and B a t are same as the one dimensional case. Furthermore, for any a,ā ∈ R d , we define the mutual variation process by
We can prove that for a sequence of partition π
Now we give the famous Itô ′ s formula in G-framework. More recent progresses can be read from [3] .
Theorem 2.16. (G-Itô
′ s Formula) Let Φ be a twice continuous function on R n with polynomial growth growth for the first and second order derivatives. X is a Itô process, i.e. 
Complex Sublinear Expectation
Here we try to define a sublinear expectation under complex case, which means we have to decide what's "sublinear" here. From here on, when we compare two complex numbers, we compare them as real vectors. What we do here is to connect the G-expectation with complex analysis, so we define complex sublinear expectation in the following heuristic way. Given a set Ω and a linear space H consisting of real valued functions on Ω, we suppose H is a vector lattice and consider the following set of functions on Ω:
is a sublinear space, we define a functionÊ C from H C to complex field as:
Remark 3.2. Notice that for any Z ∈ H C , Z has a unique expression as X +iY , soÊ C in well defined.
Here are some basic properties ofÊ C :
(ii) positive homogeneity:
(iii) constant transferability:
Remark 3.3. Conversely, given some properties of the complex expectation, we can define the sublinear expectation in a more general version:
If (v) in the above is changed to an equation, we get the same sublinear expectation as definition (3.1) by the representation theorem in the real case.
where
Definition 3.6. Two n-dimensional random vectors Z 1 and Z 2 defined on two complex sublinear expectation spaces (
Such relation is denoted by
Proposition 3.7. Let (Ω, H C ,Ê C ) be a complex sublinear expectation. Z 1 , Z 2 are two random variables and Z 2 satisfieŝ
Then we haveÊ
Proof. Suppose
This leads tô
and similar result for Y 2 .
Another important definition in sublinear expectation is the independence. Since our main purpose is to connect real sublinear expectation with complex analysis, we find the following definition does this job. Definition 3.8. In a complex sublinear space (Ω, H C ,Ê C ), a random vector Z 2 ∈ H n C is said to be independent from another one
Here is an important lemma to connect the complex case with the real one.
Proof. If Z 2 is independent of Z 1 , we need to show that for any ϕ ∈ C l.lip (R 2n+2m ) we haveÊ
For any fixed ϕ ∈ C l.lip (R 2n+2m ), we take ψ := ϕ + i · 0 = ϕ, which belongs to C l.lip (C n+m ).
By the definition of independence under complex case, we havê 
Complex G-normal distribution and G-Brownian Motion
Here we define the complex G-normal distribution and G-Brownian Motion.
whereẐ is an independent copy of Z.
Example 4.2. Suppose Z is a complex G-normal distributed variable. By the definition of the complex G-normal distribution, e iθ Z is also normal distributed, which means a change of the argument of a complex G-normal distributed variable is also G-normal distributed. 
If ω(t, z) is continuously differentiable on t, complex differentiable on z, and has at most polynomially growth at infinity, thanks to proposition (3.7), we could get a G C heat equation:
Here we should notice that G, which has 4 parameters, could determine G C , a 3-parameter function and the converse is not usually true. However, there are conditions under which G and G C are mutually determined, such as Z = X + iX, whereX is the independent copy of theG normal distributed variable X. (ii) For each s, t ≥ 0, the increment B t+s − B t is complex G-normal distributed and is independent from (B t1 , B t2 , · · · , B tn ), for any n ∈ N and 0 ≤ t 1 ≤ t 2 ≤ · · · ≤ t n ≤ t.
Stochastic Integral and Related Stochastic Calculus
Definition 5.1. For each T ∈ [0, ∞), we set Lipschitz cylinder functions as:
Then we have a complex sublinear expectation called complex G-expectation as:
Remark 5.2. The corresponding conditional expectation also explains itself as the real case.
To complete Lip C (Ω T ), we need a small lemma to define a norm on it. 
have the following expression:
t1∧T , B
t2∧T , · · · , B
tn∧T , B
t1∧T , · · · , B
tn∧T )|n ∈ N, ϕ ∈ C l.lip (R d×2n )} and B t = B
(1)
is the complex G-Brownian Motion.
Proof. For any ξ 1 , ξ 2 ∈ Lip(Ω T ), without loss of generality, we can suppose they have the same form as ξ i = ϕ i (B
tn∧T ), where ϕ i ∈ C l.lip (R d×2n ), i = 1, 2. Then we can take ϕ = ϕ 1 + iϕ 2 and conclude that
For the converse inclusion, notice that for any ϕ ∈ C l.lip (C d×n ), ϕ has a unique decomposition ϕ = ϕ 1 + iϕ 2 where ϕ 1 , ϕ 2 ∈ C l.lip (R 2d×n ). It means
Now we can define itô ′ s integral by starting from simple processes as the following: for a partition Π = {t 0 , t 1 , · · · , t N } of [0, T ], we define
, the related Bochner integral on [0, T ] is defined as natural as:
Then we can complete the space M p,0
is the corresponding space in real case.
We define the itô integral as the following operator I(·) : M 2,0 
Proof. We denote
For (4), we noticeÊ C [
, and
Also, we haveÊ[ξ
. By proposition (3.7), these equations imply the conclusion.
For (5), firstly noticê
Also, we havê
where l ≥ j, andi, k, m, n = 1, 2, and
We only need to shoŵ
and the others are similar.
Notice that
Then we havê
So we can extend the stochastic integral mapping I from M 2,0
where I is the extension of the former integral mapping from M 2
Naturally, we have the following basic properties. The proof is trivial.
As ||Π N || → 0, by independence under complex framework, we can show that
Definition 5.11. By the argument above, we define
and call B the quadratic variation process of complex G-Brownian Motion.
Furthermore, an algebraic calculation tells:
s dB
Here are some basic properties of B . For simplicity, we denote Then we need to define integral with respect to B t . Firstly, we define the map J from M 1,0
and then by the following lemma, we could have Proof. We denote
tj .
The similar result holds for Im(ξ j △ B j ), so we havê
The inequality |a| + |b| ≤ 2 √ a 2 + b 2 would finish the proof.
Proposition 5.16. Here are some properties for the integral with respect to B .
Proof. For (i), by the definition of B t and proposition (3.7), we havê
and then
By (i), we would have the conclusion.
6 Complex Itô Formula and Conformal G-Brownian Motion a two-dimensionalG i -Brownian Motion, soB i is also a complexG i -Brownian Motion. Then we can define
and we have
t .
In particular, B,
Furthermore,
where α, β, η are all bounded processes in M 2 G (0, T ) C , and any function f , which is twice continuously differentiable and satisfies polynomial growth condition for the second order derivatives, we have the following equation in
) s . The proof can be done by a review of itô formula in the real case and a careful algebraic calculation.
Remark 6.4. The first equation in the above theorem is formal to avoid the complex structure of the second equation. See [9] , [10] . We know that a complex G-Brownian Motion can be viewed as a twodimensional real G-Brownian Motion, which includes too many elements to get better properties. Here is a special kind of complex G-Brownian Motion, called conformal G-Brownian Motion, which is the main object of complex stochastic analysis.
) t , so B t ≡ 0 if and only if B
(1) t = B (2) t and B (1) , B (2) t = 0. This means the real part and the imaginary part moves as the same rate (identically distributed) and they are irrelevant. In the classical case, a complex Brownian Motion is surely conformal, since its real part and imaginary part are independent. However, things are a little different under G-framework. We cannot say B
(1) and B (2) are independent under G-framework.
Example 6.8. For a random vector X = (X 1 , X 2 ), where X 1 is a real Gnormal distributed variable withσ 2 > σ 2 , and X 2 is an independent copy of X 1 , we can claim that X fails to be a real G-normal distributed vector, which can be easily checked by the definition of real G-normal distribution. In fact, ifX = (X 1 ,X 2 ) is an independent copy of X,X 2 is independent ofX 1 by the definition of independence, so for ϕ(x, y) = x 2 y, we havê
whileÊ[ϕ( √ 2X)] = 0. This means a nontrivial two dimensional G-normal distributed vector fails to have independent elements, so does a complex G-normal distributed variable.
Before giving a description of complex G-conformal Brownian Motion, we need a simple fact.
Lemma 6.9. If X is a real maximal distributed n-dimensional vector and satisfiesÊ [ϕ(X)] = ϕ(0)
for any ϕ ∈ C l.lip (R n ). Then we have X = 0, q.s Definition 6.11. For a complex process (M t ) t≥0 , it is called a complex Gmartingale if M t ∈ L 1 G (Ω t ) C , and
Here is a property of analytic function, which we will use in the next. In fact, we can take this conclusion further to get the conformal invariance by considering martingale with the form M t = t 0 η u dB u , where η u ∈ M 2 G (0, T ) C . Since M t is a symmetric martingale, we can define the quadratic variation in the old fashion way: the limit point under norm of L 
