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HUANG’S THEOREM AND THE EXTERIOR ALGEBRA
ROMAN KARASEV
1.1. Introduction/abstract. In this note we give a version of Hao Huang’s proof of the
sensitivity conjecture, shedding some light on the origin of the magical matrix A in that proof.
For the history of the subject and the importance of this conjecture to the study of boolean
functions, we refer to the original paper [1]. Here we only state the main result: Consider the
boolean cube Qn = {0, 1}n as a graph, whose edges connect pairs of vertices differing in one
coordinate. Then any its induced subgraph on greater than 2n−1 (the half) vertices has degree
of some vertex at least
√
n.
1.2. Exterior algebra and its linear endomorphism. Let V be a real vector space with
basis e1, . . . , en, equip its dual V
∗ with the dual basis e∗1, . . . , e
∗
n. The exterior algebra ∧∗V
consists of antisymmetric polylinear forms on V and linear combinations of such forms of
different degrees; its multiplication is the exterior product ∧. Another useful operation is the
interior product of ω ∈ ∧kV by a vector v ∈ V , given by
(ivω)(v1, . . . , vk−1) = ω(v, v1, . . . , vk−1),
this is a derivation of the exterior algebra. We refer to the textbook [2] for such algebraic basics.
Now choose a vector v ∈ V and a linear form λ ∈ V ∗ and consider the operator A : ∧∗V →
∧∗V defined as
A(ω) = ivω + λ ∧ ω.
Let us determine its eigenvalues. Take the square and obtain
A2(ω) = iv(λ ∧ ω) + λ ∧ ivω = λ(v)ω − λ ∧ ivω + λ ∧ ivω = λ(v)ω.
Hence A2 is a scalar operator, and the eigenvalues of A must be ±
»
λ(v). Since A changes
the parity of the degree, A(∧k(V )) ⊆ ∧k−1(V ) ⊕ ∧k+1(V ), its trace is zero and therefore its
eigenvalues
»
λ(v) and −
»
λ(v) have the same multiplicity. Since its square is nonzero scalar,
A must also be semi-simple and there is a splitting
∧∗(V ) = G+A ⊕G−A
into the positive and negative eigenspaces of A of dimension 2n−1 each, provided λ(v) > 0
(otherwise we would need to complexify).
1.3. Basis of the exterior algebra and the boolean cube. We may choose the standard
basis in ∧∗(V ), consisting of products e∗i1 ∧ · · · ∧ e∗ik , for sequences 1 6 i1 < · · · < ik 6 n. Such
sequences may be indexed by 0/1-vectors of length n, having 1 precisely at positions i1, . . . , ik.
Hence we may assume that the basis of the exterior algebra corresponds to the vertices of the
boolean cube Qn = {0, 1}n, we may take β ∈ Qn and consider its corresponding basis element
e∗β ∈ ∧∗(V ).
The operation iv, when applied to a basis form, may only change one 1 to 0 in the boolean
notation and linearly combine the results of such changes. The operation λ∧ may only do the
opposite, linearly combine changes of one 0 to 1. Hence, for the linear operation A from the
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previous section, A(e∗β) expresses as a linear combination of e
∗
γ , where γ are adjacent to β in
the 1-skeleton graph of the cube. Let us denote the adjacency relation by β ↔ γ.
Passing to the sensitivity conjecture [1] about subgraphs of Qn, we choose more than 2
n−1
vertices H ⊆ Qn and consider the corresponding linear subspace H ⊂ ∧∗(V ), denoted by the
same letter. From dimension considerations H must have nonzero intersection with G+A, take
some nonzero ω ∈ G+A ∩H . Then we have the relation:
A(ω) =
»
λ(v)ω.
Writing in the basis ω =
∑
β∈H ωβe
∗
β and choosing the largest |ωβ| (let us flip ω to make its
coordinate ωβ positive), we then have in coordinates
»
λ(v)ωβ =
∑
γ↔β
Aβγωγ,
where Aβγ are the matrix elements of A in the chosen basis. If β contains one more 1 compared
to γ (denote this by γ → β), then |Aβγ| = |λk|, where k is the position of this extra 1 and λk
is the corresponding coordinate of λ. In the opposite case, β → γ, |Aβγ| = |vℓ|, where ℓ is the
position of the change and vℓ is the coordinate of v from the definition of A. Therefore
»
λ(v)ωβ =
∣∣∣∣∣∣
∑
γ↔β
Aβγωγ
∣∣∣∣∣∣
6 ‖λ‖∞
∑
γ→β
|ωγ|+‖v‖∞
∑
β→γ
|ωγ| 6 ‖λ‖∞
∑
γ→β, γ∈H
ωβ+‖v‖∞
∑
β→γ, γ∈H
ωβ,
where ‖ · ‖∞ denotes the maximal coordinate of a vector or a linear form. Dividing by ωβ, we
obtain »
λ(v) 6 ‖λ‖#{γ ∈ H | γ → β}+ ‖v‖∞#{γ ∈ H | β → γ}.
Since we are interested in lower bounds on the degree of a vertex of the graph induced by H ,
we need to increase λ(v) given ‖λ‖∞ and ‖v‖∞. It then makes sense to put λk ≡ a and vℓ ≡ b,
for a, b > 0, thus obtaining√
nab 6 a#{γ ∈ H | γ → β}+ b#{γ ∈ H | β → γ}.
The case a = b = 1 delivers the sensitivity conjecture, the degree of a vertex in the induced
by H subgraph is bounded from below by
√
n. The proof in [1] is essentially an elementary
translation of this argument.
Other values of a and b may provide some information, when we view Qn as an oriented
graph and want to estimate its incoming and outgoing degrees of a vertex. Dividing by
√
ab
and substituting C =
»
a
b
, we obtain
√
n 6 C#{γ ∈ H | γ → β}+ 1
C
#{γ ∈ H | β → γ}
for any C > 0. Of course, the vertex of H where this inequality holds depends on C.
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