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Abstract
We consider the problem of recovering a two-dimensional periodic structure
from scattered waves measured above the structure. Following an approach by
Kirsch and Kress, this inverse problem is reformulated as a nonlinear optimiza-
tion problem. We develop a theoretical basis for the reconstruction method in
the case of an arbitrary Lipschitz grating prole. The convergence analysis is
based on new perturbation and stability results for the forward problem.
1 Introduction
The problem of recovering a periodic structure from illuminating the structure by
incident plane waves is of great practical importance in modern diractive optics,
e.g., in quality control and design of diractive elements with prescribed far eld
patterns (see [3], [20]). The ecient numerical solution of inverse problems of this
type is challenging due to the fact that they are both nonlinear and severely ill
posed in general. We refer to [9], [10] for an overview on inverse scattering problems
in general (nonperiodic) structures. An introduction to electromagnetic scattering
by periodic structures (diraction gratings) can be found in [19].
In this paper we restrict ourselves to the twodimensional Dirichlet problem for
perfectly conducting gratings. Uniqueness results and local stability estimates were
obtained in [2], [4], [13], [16], and a rst result on global stability was proved in [5].
Ito and Reitich [14] proposed a conjugate gradient algorithm based on analytic con-
tinuation for the numerical solution of this problem, which appears to be ecient for
suciently smooth prole curves. An alternative algorithm for the inverse Dirichlet
problem was presented in [6], following an approach rst developed by Kirsch and
Kress [17] (see also [10], Chap. 5) for acoustic obstacle scattering.
In that method, the inverse problem is decomposed into the ill-posed linear
problem of reconstructing the scattered wave from measurements above the grating
structure and into the well-posed nonlinear problem of determining the unknown
prole as the location of the zeros of the total eld. The resulting optimization
problem then leads to a nonlinear least squares problem which may be solved by
using the Levenberg-Marquardt algorithm. The numerical performance of the opti-
mization method, whose implementation turns out to be rather easy, is discussed in
[6]. The goal of the present paper is to clarify its mathematical foundation in the
practically important case of nonsmooth grating proles. As in the case of acoustic
obstacle scattering (cf. [22], [23] for smooth boundaries), it is surely possible to
extend the results to the TE and TM transmission problems for diraction gratings.
The paper is organized as follows. In Section 2 we will give mathematical for-
mulations of the direct and inverse diraction problems. Section 3 is devoted to
1
the variational method for the direct problem with a Lipschitz grating prole and
presents new perturbation and stability results which are needed in the convergence
analysis of the reconstruction method. Theorem 3.1 extends, in particular, a re-
sult of Kirsch [15] on the continuous dependence of the variational solution on the
boundary to perturbations of the prole in the C norm. Another main tool is a
uniform L
2
estimate for the Neumann data of radiating solutions to the Helmholtz
equation (Theorem 3.3). For the proof, which is postponed to the nal section, we
adapt Ne£as' approach [18] of approximating the prole by smooth curves and ap-
plying a Rellich identity to our periodic boundary value problem. As a byproduct
we obtain uniqueness for the forward problem with an arbitrary Lipschitz prole.
This result seems to be known; see [7, Chap. 5.2] where an integration by parts
argument was used but not justied for nonsmooth boundaries.
In Sections 4 and 5, we introduce and analyze the prole reconstruction method.
Most eort here will be spent on proving a convergence result in the general case of
Lipschitz grating proles.
2 Direct and inverse diraction problems
Let the prole of the diraction grating be described by the curve
 = 
f
:=

(x
1
; x
2
) 2 R
2
: x
2
= f(x
1
)
	
with f 2 C
0;1
p
, i.e., f is a periodic Lipschitz function of period 2. The space below
 is lled with some perfectly reecting material. Let


f
:= fx 2 R
2
: x
2
> f(x
1
) ; x
1
2 Rg
be lled with a material whose index of refraction (or wave number) k is a positive
constant. Suppose further that a plane wave given by
v
in
(x) = exp(ix
1
  ix
2
)
is incident on  from the top, where  = k sin ,  = k cos , and  2 ( =2; =2)
is the incident angle. Then the scattered eld in the TE (transverse electric) mode
satises the Helmholtz equation with a Dirichlet boundary condition
( + k
2
)v = 0 in 

f
; v =  v
in
on 
f
: (2.1)
Moreover, v is assumed to be -quasiperiodic
v(x
1
+ 2; x
2
) = exp(2i)v(x
1
; x
2
) ; (2.2)
and we require that v satises a radiation condition, i.e., the diracted eld can be
expanded as an innite sum of plane waves
v(x) =
X
n2Z
A
n
expfi(n + )x
1
+ i
n
x
2
g ; x
2
> kfk
C
0
p
:= max
0t2
jf(t)j ; (2.3)
2
with the Rayleigh coecients A
n
2 C . Here 
n
= 
n
(; k) is dened by

n
:=
(
(k
2
  (n+ )
2
)
1=2
if jn+ j  k ;
i ((n+ )
2
  k
2
)
1=2
if jn+ j > k :
(2.4)
Since 
n
is real for at most a nite number of indices, we see that only a nite number
of plane waves in the sum (2.3) propagate into the far eld, with the remaining
evanescent waves decaying exponentially as x
2
!1.
The Dirichlet problem (2.1)(2.3) admits a variational formulation in a bounded
periodic cell in R
2
, enforcing the radiation condition (cf. [2], [15]). Introduce an
articial boundary
  := f(x
1
; b) : 0  x
1
 2g ; b > kfk
C
0
p
;
and the bounded domain

 = 

f;b
:= fx 2 R
2
: f(x
1
) < x
2
< b ; 0 < x
1
< 2g :
The function u := exp( ix
1
)(v + v
in
), which is 2-periodic in x
1
, satises the
boundary value problem


u+ k
2
u = 0 in 
 ; uj

= 0 ; (2.5)
where we use the notation
r

:= r+ i(; 0) ; 

:= r

 r

= + 2i@
1
  
2
:
The radiation condition is equivalent to the nonlocal boundary condition
@

uj
 
+ Tu =  2i exp( ib) =: g
0
; (2.6)
where  denotes the exterior normal and T is the periodic pseudodierential operator
(of order 1)
Tu = T (; k)u :=  
X
n2Z
i
n
u^
n
e
inx
1
; u^
n
:=
1
2
Z
2
0
u(x
1
; b)e
 inx
1
dx
1
: (2.7)
The operator T is continuous from H
s
p
( ) to H
s 1
p
( ) for any s 2 R, where H
s
p
( )
stands for the 2-periodic Sobolev space of order s. For s  0 let H
s
p
(
) denote the
Sobolev space of functions on 
 which are 2-periodic in x
1
. Integrating by parts
then leads to the variational formulation of the direct diraction problem (2.5)(2.6):
Determine u 2 V such that
B(u; ') = B(u; '; 
) :=
Z


(r

u  r

'  k
2
u ') +
Z
 
(Tu) '
=
Z
 
g
0
' ; 8' 2 V :
(2.8)
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Here V denotes the energy space
V = V (
) :=

u 2 H
1
p
(
) : uj

= 0
	
:
The inverse problem or the prole reconstruction problem can be stated as follows:
Suppose that u 2 V solves the diraction problem (2.8). Determine the prole
function f by the knowledge of the trace uj
 
of u.
Note that this problem also involves near eld measurements since the evanescent
waves cannot be measured far away from the grating prole.
3 Stability and perturbation results for the direct
problem
For the reader's convenience, we rst recall some properties of the sesquilinear form
B dened in (2.8); see [12] in the case of the TE and TM transmission problems. In
the following the energy space V (
) is equipped with the norm
kuk
V
=

Z


jr

uj
2

1=2
;
which is equivalent to the norm in H
1
(
) because of uj

= 0 and Friedrichs' in-
equality; see [18, Thm. 1.1.9].
1) Since T : H
1=2
p
( ) ! H
 1=2
p
( ) is continuous, the form B generates a contin-
uous linear operator
B : V (
)! V (
)
0
:
Here V
0
denotes the dual space of V with respect to the duality (; )


extending the
L
2
(
) scalar product.
2) Setting U := fn 2 Z : jn+ j < kg, we have
B(u; u) =
Z


(jr

uj
2
  k
2
juj
2
) +
X
n2U
( 2i)(k
2
  (n+ )
2
)
1=2
ju^
n
j
2
+
X
n2ZnU
2((n+ )
2
  k
2
)
1=2
ju^
n
j
2
; u 2 V :
(3.1)
Dening
A(u; ') :=
Z


r

u  r

'+
Z
 
(Tu) ' ; K(u; ') :=  k
2
Z


u ' ; (3.2)
we then obtain B = A+K and from (3.1)
Re fe
i=4
A(u; u)g  c
Z


jr

uj
2
= c kuk
2
V
; u 2 V ; (3.3)
where c does not depend on u and k. Note that the form K is compact over V .
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3) The operator B : V ! V
0
takes the form B = A+K with a compact operator
K of norm  ck
2
and a coercive operator A satisfying
Re fe
i=4
(Au; u)


g  ckuk
2
V
; u 2 V ; (3.4)
where c is independent of k and u.
Hence the operator B is always invertible if k is suciently small. For arbitrary
k > 0, it is invertible provided the homogeneous problem (2.8) (i.e., g
0
:= 0) has
only the trivial solution. The latter is always true for C
2
proles; see [15]. We
will generalize this result to arbitrary Lipschitz proles using an approach of Ne£as
[18, Chap. 5]. For this and later purposes, we need the following results on the
uniform boundedness of the norm of the inverse operator B
 1
and on the continuous
dependence of the solution to (2.8) on the grating prole.
THEOREM 3.1. Assume for f 2 C
0;1
p
that the solution u of (2.8) is unique, and
that f
n
; n 2 N, is a sequence of Lipschitz prole functions such that kf
n
  fk
C
0
p
! 0
as n!1. Then:
(i) The operators B
n
: V (

n
) ! V (

n
)
0
generated by the sesquilinear forms
B(; ; 

n
), 

n
= 

f
n
;b
, are invertible for any suciently large n and satisfy the
stability estimate
kB
 1
n
k
V (

n
)
0
!V (

n
)
 c ; 8n  n
0
: (3.5)
(ii) For an arbitrary domain G with

G 


n, the (unique) solutions u
n
of the
perturbed forward problems converge to u in the norm of H
1
(G).
Remark 3.2. If 

n
 
 for all n, then we have u
n
! u in V (
) which is a
consequence of the weak convergence u
n
* u in V (
) (cf. the proof of Theorem 3.1
in Section 6) and the decomposition of B into a coercive form and a compact one.
If additionally k is small, then this is a special case of [18, Thm. 3.6.7] and follows
directly from the coerciveness of the form B.
The next theorem shows that the rst assumption of Theorem 3.1 can be omitted,
and it is also crucial for proving convergence of our reconstruction method.
THEOREM 3.3. For any h 2 L
2
(
) the boundary value problem
(

+ k
2
)u = h in 
 ; uj

= 0 ; @

uj
 
+ Tu = 0 (3.6)
has a unique solution u 2 V (
) satisfying the estimate
k@

uk
L
2
()
 ckhk
L
2
(
)
; (3.7)
where c only depends on kfk
C
0;1
p
and kB
 1
k
V
0
!V
.
Note that a solution u 2 V (
) of (3.6) satises @

uj

2 H
 1=2
p
(), where the
trace is dened by the relation
Z

(@

u) ' = B(u; '; 
) +
Z


h ' ; 8' 2 H
1
p
(
) ; (3.8)
5
see [11]. Thus Theorem 3.3 says that the trace even exists in the L
2
sense.
In particular, we have
Corollary 3.4. For f 2 C
0;1
p
, the direct diraction problem (2.5) and (2.6) possesses
a unique solution u 2 V (
).
The proof of Theorems 3.1 and 3.3 will be given in Section 6.
4 An optimization method for the inverse problem
We now study an optimization method for determining the prole function f from
the output of the total eld
u
b
:= uj
 
= u
in
j
 
+
X
n2Z
A
n
exp(inx
1
+ i
n
b) ; (4.1)
where u
in
= exp( ix
2
) and all Rayleigh coecients A
n
are assumed to be known.
Suppose that we have the a priori information about our inverse diraction problem
that, without loss of generality, the unknown prole 
f
lies below   and above
the line  
0
:= f(x
1
; 0) : 0  x
1
 2g. We try to represent the scattered eld
u
sc
= u  u
in
in the form
u
sc
(x) = S'(x) :=
X
n2Z
c
n
exp(inx
1
+ i
n
x
2
) ; (4.2)
where
'(x) =
X
n2Z
c
n
exp(inx
1
) 2 L
2
( 
0
)
is an unknown density function. Introduce the linear operators
S
b
'(x) := S'(x
1
; b) ; x 2   ; S
f
'(x) := S'(x
1
; f(x
1
)) ; x 2 
f
; (4.3)
where f 2 C
0;1
p
is xed. Note that S
b
' approximates the output of the scattered
eld on  , whereas S
f
' (which is nonlinear with respect to f) represents an approx-
imation of u
sc
on the prole 
f
. Obviously, the operator S
b
: L
2
( 
0
) ! L
2
( ) is
compact with exponentially decreasing singular values. Hence the determination of
the density ' from the rst kind equation
S
b
' = u
b
  u
in
j
 
(4.4)
is a severely ill-posed problem. To reformulate the inverse diraction problem as an
optimization method, we then combine Tikhonov's regularization for equation (4.4)
with the minimization of the defect
ku
in
+ S
f
'k
L
2
(
f
)
; f 2 M
of the Dirichlet boundary condition over a class M of admissible curves 
f
.
6
Denition 4.1. Let f and f
n
(n 2 N) be Lipschitz prole functions. We shall write
f
n
! f if
kf
n
  fk
C
0
p
! 0 as n!1 and sup
n2N
kf
n
k
C
0;1
p
<1 : (4.5)
In the sequel we choose M to be a compact set of C
0;1
p
with respect to the
convergence introduced above and such that
0 < inf
n
kfk
C
0
p
: f 2 M
o
; sup
n
kfk
C
0
p
: f 2 M
o
< b :
Examples of compact sets are, e.g., given by the following:
1) ff 2 C
1;
p
: kfk
C
1;
p
 cg for some  > 0, with the norm in C
1;
p
dened by
kfk
C
1;
p
:= kfk
C
0
p
+ kf
0
k
C
0
p
+ sup
0t<2
f(   t)
 
jf
0
()  f
0
(t)jg;
2) ff = c
1
f
1
+    + c
N
f
N
:
P
jc
i
j  cg where N is xed and f
1
; :::; f
N
are xed
Lipschitz functions,
3) set of continuous piecewise linear functions where the number of corner points is
bounded together with the slope of the segments.
We dene the cost functional F by
F ('; f ; ) := ku
in
+ S
b
'  u
b
k
2
L
2
( )
+ k'k
2
L
2
( 
0
)
+ ku
in
+ S
f
'k
2
L
2
(
f
)
: (4.6)
Here  > 0 denotes the regularization parameter, and  > 0 is a coupling param-
eter which has to be chosen appropriately for the numerical implementation. For
theoretical purposes we may assume  = 1 in the following.
Our reconstruction method, which was rst introduced by Kirsch and Kress [17]
(see also [10, Chap. 5.4]) in the case of scattering by bounded obstacles with C
2
boundaries, now consists in solving the following optimization problem.
(OP): Find ' 2 L
2
( 
0
) and f 2 M such that
F ('; f ; ) = m() := inffF ( ; g; ) :  2 L
2
( 
0
) ; g 2 Mg :
We shall prove the following theorems which are the analogues of Theorems 5.20
5.22 in [10].
THEOREM 4.2. For each  > 0 the problem (OP) has a solution.
THEOREM 4.3. Let u
b
be the exact pattern of the total eld on   which corre-
sponds to some prole function f 2 M. Then we have:
(i) lim
!0
m() = 0.
(ii) Let (
n
) be a null sequence and let ('
n
; f
n
) be a corresponding sequence of
solutions to (OP) with regularization parameter 
n
. Then there exists a convergent
subsequence of (f
n
), and every limit point f

of (f
n
) represents a prole function
such that the total eld u vanishes on 
f

.
If we have the a priori information that our inverse problem has at most one
solution (e.g., for suciently small wave number or height of the grating; see [5],
7
[13]), then from Theorem 4.3 (ii) we obtain convergence of the total sequence (f
n
) to
f . In the general case we can try to achieve uniqueness of the inverse problem and
more accurate reconstructions by using more incident waves u
in
j
(j = 1; :::; N) with
dierent wavelengths and/or incident angles. In fact, it was proved in [13] that the
grating prole is uniquely determined by a nite number of wave numbers if some
a priori information on the amplitude of the periodic structure is available. For the
optimization method (OP) we then have to replace the cost functional (4.6) by a
corresponding sum over j, and the results of the preceding theorems carry over to
this case.
The proof of Theorems 4.2 and 4.3 will be given in the next section.
5 Proof of Theorems 4.2 and 4.3
To establish Theorem 4.2, which guarantees the existence of a minimizer of the cost
functional (4.6), one can proceed similarly as in [10, Thm. 5.20]. We present the
arguments for the convenience of the reader.
Proof of Theorem 4.2: Let ('
n
; f
n
) be a minimizing sequence in L
2
( 
0
)M, i.e.,
F ('
n
; f
n
; 
n
)! m() as n!1 :
We can assume that f
n
! f 2 M in the sense of Denition 4.1 sinceM is compact.
From  > 0 and
k'
n
k
2
L
2
( 
0
)
 F ('
n
; f
n
; )! m()
we conclude that the sequence ('
n
) is bounded, hence some subsequence converges
weakly, '
n
* ' in L
2
( 
0
) as n!1. Since the operators (cf. (4.2), (4.3))
S
b
: L
2
( 
0
)! L
2
( ) ; S
f
: L
2
( 
0
)! L
2
(
f
)
are compact, we obtain
S
b
'
n
! S
b
' in L
2
( ) ; S
f
'
n
! S
f
' in L
2
(
f
) ; n!1 :
We then deduce that
ku
in
+ S
f
n
'
n
k
2
L
2
(
n
)
! ku
in
+ S
f
'k
2
L
2
(
f
)
: (5.1)
Here we used the fact that the last term in the estimate
jS'
n
(x
1
; f(x
1
))  S'
n
(x
1
; f
n
(x
1
))j
2
 k'
n
k
2
L
2
( 
0
)
X
j2Z
j exp(i
j
f(x
1
))  exp(i
j
f
n
(x
1
))j
2
; 0  x
1
 2
can be made as small as desired, uniformly in x
1
, if n is chosen suciently large.
To see this, estimate the sum over jjj  J with J large enough and apply the mean
value theorem and the relations (4.5) to the terms with jjj  J .
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The relation (5.1) now implies
k'
n
k
2
L
2
( 
0
)
! m()  ku
in
+ S
b
'  u
b
k
2
L
2
( )
  ku
in
+ S
f
'k
2
L
2
(
f
)
 k'k
2
L
2
( 
0
)
; n!1 ;
hence lim sup
n!1
k'
n
k  k'k. On the other hand, from the weak convergence we
have k'k  lim inf
n!1
k'
n
k. Thus we have '
n
* ' in L
2
( 
0
) and lim
n!1
k'
n
k =
k'k, so that '
n
! ' in L
2
( 
0
). Finally, by continuity
F ('; f ; ) = lim
n!1
F ('
n
; f
n
; ) = m() :
To prove our second theorem, we need the following lemmas. The rst lemma
shows that the range of the operator S
f
is dense in L
2
(
f
) which justies the ansatz
(4.2) and the choice of the cost functional (4.6).
LEMMA 5.1. Let f 2 M, and introduce the set
W := spanfexp(inx
1
+ i
n
x
2
) : n 2 Zg : (5.2)
Then W j

is dense in L
2
() for any prole  = 
f
.
Proof: For C
2
proles, we refer to [16] in the case when the Rayleigh frequencies
are excluded, i.e.,

n
= 
n
(; k) 6= 0 for all n 2 Z ; (5.3)
and to [1] in the general case. The arguments can be extended to Lipschitz proles
as follows.
If the condition (5.3) holds, then the free space 2-periodic Green function of
the operator 

+ k
2
takes the form (cf. [8], [21])
G(x; y) =
i
4
X
n2Z
1

n
expfin(x
1
  y
1
) + i
n
jx
2
  y
2
jg ; x 6= y ; (5.4)
with 
n
= 
n
(; k). It is sucient to verify the lemma in the case that 
n
:=

n
( ; k) = 
 n
(; k) in (5.2). Suppose that  2 L
2
() satises
Z

 (y) expfiny
1
+ i
 n
(; k)y
2
g ds(y) = 0 ; n 2 Z ; (5.5)
and consider the single layer potential
u(x) :=
Z

G(x; y) (y) ds(y) ; x 2 Rn ;
where R denotes the rectangle (0; 2)(0; b). The curve  divides R into the domain

 and a lower subdomain 

1
. Adapting Costabel's approach [11] to our periodic
boundary value problem, we obtain that u 2 H
1
p
(R) and that the jump of the normal
derivative across  satises [@

u]

=   in the H
 1=2
p
() sense. Now (5.4) and (5.5)
9
imply u = 0 in 

1
so that u 2 V (
) solves the homogeneous diraction problem in

. Therefore u = 0 in R. Here we used the uniqueness result of Section 3. By the
jump relation we then have  = 0 which nishes the proof.
If some 
n
vanishes, the nth term in (5.4) must be replaced by (cf. [21])
 (4)
 1
jx
2
  y
2
j exp(in(x
1
  y
1
)) ;
and one can proceed similarly to deduce  = 0 from (5.5).
Let  = 
f
, f 2 M, and consider the boundary value problem
(

+ k
2
)w = 0 in 
 ; wj

= h ; @

wj
 
+ T (; k)w = 0 : (5.6)
The next lemma implies that the trace on   of a solution w to (5.6) depends con-
tinuously on the boundary data, uniformly with respect to f 2 M.
LEMMA 5.2. If w 2 H
1
p
(
) solves the problem (5.6), then the estimate
kwk
L
2
( )
 c
1
kwk
L
2
(
)
 ckhk
L
2
()
(5.7)
holds, where the positive constants c and c
1
only depend on kfk
C
0;1
p
and the stability
constant kB
 1
k
V
0
!V
.
Proof: Consider the problem
(
 
+ k
2
)z = w in 
 ; zj

= 0 ; @

zj
 
+ T ( ; k)z = 0 ; (5.8)
which has a unique solution z 2 V (
) by Theorem 3.3. Using Green's formula we
obtain from (5.6) and (5.8) that
Z


jwj
2
=
Z


w (
 
+ k
2
)z =
Z
@

(w @
; 
z   z @
;
w)
=
Z

w @

z =
Z

h @

z ;
where @
;
:= @

+ i
1
. Applying estimate (3.7) to problem (5.8) now gives
kwk
2
L
2
(
)
 khk
L
2
()
k@

zk
L
2
()
 c khk
L
2
()
kwk
L
2
(
)
;
hence the second inequality of (5.7). Using the Rayleigh expansion ofw in a rectangle
~

 = (0; 2) (b
1
; b) lying above , it is easy to check the bound
kwk
L
2
( )
 ckwk
L
2
(
~

)
;
where c only depends on b
1
. This nishes the proof of (5.7).
Proof of Theorem 4.3: (i) By Lemma 5.1, given " > 0 there exists ' 2 L
2
( 
0
) such
that
kS
f
'+ u
in
k
L
2
()
 " ;  = 
f
: (5.9)
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If u denotes the solution of (2.5) and (2.6), then w := S'+u
in
 u solves the problem
(5.6) with h := S
f
'+ u
in
j

. Lemma 5.2 together with (5.9) implies
kS
b
'+ u
in
  u
b
k
L
2
( )
 ckhk
L
2
()
 c" :
Thus we obtain
F ('; f ; )  (1 + c
2
)"
2
+ k'k
2
L
2
( 
0
)
! (1 + c
2
)"
2
;  ! 0 ;
which nishes the proof of assertion (i).
(ii) The existence of a convergent subsequence f
n
! f

(in the sense of Denition
4.1) follows from the compactness of M. Since f
n
is optimal for the parameter 
n
,
there exists '
n
2 L
2
( 
0
) such that
F ('
n
; f
n
; 
n
) = m(
n
) ; n 2 N :
Note that w
n
:= S'
n
+ u
in
solves the problem
(

+ k
2
)w
n
= 0 in 

n
; w
n
j

n
= h
n
; @

w
n
j
 
+ Tw
n
= g
0
;
where h
n
:= (S'
n
+ u
in
)j

n
and the dependence of 
 and  on f
n
is indicated by n.
Furthermore, let u
n
2 V (

n
) be the solution of the forward problem (2.5) and (2.6)
corresponding to the prole function f
n
. Then v
n
:= w
n
  u
n
satises the boundary
value problem
(

+ k
2
)v
n
= 0 in 

n
; v
n
j

n
= h
n
; @

v
n
j
 
+ Tv
n
= 0 : (5.10)
Applying Lemma 5.2 to the problems (5.10), we get upon using Theorem 3.1 (i)
kv
n
k
L
2
( )
 ckh
n
k
L
2
(
n
)
; n 2 N ; (5.11)
where c does not depend on n. Let u

denote the solution of the direct problem
(2.5) and (2.6) for the prole function f

. Since kh
n
k
L
2
(
n
)
! 0 by Theorem 4.3 (i),
it follows from (5.11) that kv
n
k
L
2
( )
! 0 as n ! 1. Moreover, applying Theorem
3.1 (ii) one obtains
kw
n
  u

k
L
2
( )
 kv
n
k
L
2
( )
+ ku
n
  u

k
L
2
( )
! 0 ; n!1 :
By Theorem 4.3 (i) we also have kw
n
  u
b
k
L
2
( )
! 0 so that u
b
= u

j
 
. Together
with u

j

f

= 0, this completes the proof of assertion (ii).
6 Proof of Theorems 3.1 and 3.3
Proof of Theorem 3.1: (i) Consider the operators
B
n
= A
n
+K
n
: V (

n
)! V (

n
)
0
11
generated by the sesquilinear forms (2.8) and (3.2) on 

n
. We prove the stability
estimate (3.5) arguing by contradiction. If (3.5) were not true, there would exist a
sequence v
n
2 V (

n
) such that
kv
n
k
V (

n
)
= 1 and kB
n
v
n
k
V (

n
)
0
! 0 ; n!1 : (6.1)
Choose 

0
 
 such that 

n
 

0
(n  n
0
), and extend v
n
by zero to 

0
. Then
v
n
* v in V (

0
) (for a subsequence). Since v
n
j

n
= 0 and kf
n
  fk
C
0
p
! 0, we have
v = 0 in 

0
n


, hence v 2 V (
). Furthermore, for any C
1
p
function ' with support
in


n, we obtain
(B
n
v
n
; ')


n
! (Bv; ')


; (B
n
v
n
; ')


n
! 0 ; n!1 :
Consequently, (Bv; ')


= 0 for any ' 2 V (
), which implies v = 0 since B is
assumed to be invertible. Furthermore, we have
kK
n
v
n
k
V (

n
)
0
 sup

k
2



Z


0
v
n
'



: k'k
V (

0
)
 1

: (6.2)
Since v
n
* 0 in V (

0
) and the formK (dened on 

0
) generates a compact operator
of V (

0
) into V (

0
)
0
, the inequality (6.2) then gives kK
n
v
n
k
V (

n
)
0
! 0 which implies
upon using (6.1)
kA
n
v
n
k
V (

n
)
0
 j(A
n
v
n
; v
n
)


n
j ! 0 :
This is a contradiction since A
n
is uniformly coercive with respect to n; note that
the constant c in (3.3) does not depend on .
(ii) For n suciently large, let u
n
2 V (

n
)  V (

0
) be the solution of the
problem (2.8) for 

n
. From (i) we obtain that ku
n
k
V (

0
)
is uniformly bounded and
that u
n
* u in V (

0
), where u is the solution of the forward problem for 
 extended
by zero to 

0
. Let  2 C
1
0
(


n) be 2periodic in x
1
and such that  = 1 on G.
Then for all n  n
0
kB (u
n
  u)k
V (
)
0
 ck (u
n
  u)k
V (
)
 cku
n
  uk
H
1
(G)
: (6.3)
It remains to show that the left side of (6.3) tends to zero as n ! 1. For any
' 2 V (
) we have
(B (u
n
  u); ')


= B(u
n
  u;  ')
+
Z



r

 (u
n
  u)  r

' r

(u
n
  u)  r

 '
	
;
where the rst term on the right side vanishes. The last integral takes the form
(note that  = 1 near  )
Z



(u
n
  u)r  r

'  'r

(u
n
  u)  r 
	
=
Z



(u
n
  u)r  r

'+ (u
n
  u)r

 'r 
	
:
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Since u
n
! u in L
2
(

0
), we then obtain
kB (u
n
  u)k
V (
)
0
= sup

j(B (u
n
  u); ')


j : k'k
V (
)
 1
	
 cku
n
  uk
L
2
(
)
! 0
which completes the proof of assertion (ii).
Proof of Theorem 3.3: Step 1. First we establish the uniform estimate (3.7) when
 = 
f
is an innitely smooth prole. A variational solution to (3.6) then satises
u 2 H
2
p
(
) \ V (
), and integrating by parts we obtain
2 Re
Z


(

u+ k
2
u) @
2
u =
Z
@

 
@
;
u @
2
u+ @
;
u @
1;
u+ 
2
k
2
juj
2

; (6.4)
where
@
;
:= 
1
@
1;
+ 
2
@
2
; @
;
:=  
2
@
1;
+ 
1
@
2
; @
1;
:= @
1
+ i :
On the segment  , the integral on the right hand side of (6.4) takes the form (cf.
(2.4), (2.7))
Z
 
(jTuj
2
  j@
1;
uj
2
+ k
2
juj
2
) = 2
X
n2Z
(j
n
j
2
+ k
2
  (n+ )
2
)ju^
n
j
2
=
X
n2U
4(k
2
  (n+ )
2
)ju^
n
j
2
;
with the index set U dened in (3.1). Since uj

= 0 and also @
;
uj

= 0, we have
from (3.6) and (6.4)
2 Re
Z


h @
2
u =
Z


2
j@

uj
2
+
X
n2U
4(k
2
  (n+ )
2
)ju^
n
j
2
: (6.5)
This is just the analogue of the Rellich identity for our periodic diraction problem;
see [18, Chap. 5]. As in [15], it follows from (6.5) and the variational formulation
that h = 0 implies u = 0. Hence (3.6) has a unique solution u 2 V (
).
Furthermore, for a rectangle
~

 = (0; 2) (b
1
; b)  
, we have the bound
ju^
n
j
2
 ckuk
2
H
1
p
(
~

)
 ckuk
2
V (
)
; n 2 U ; (6.6)
where c only depends on b
1
. Moreover,
kuk
V (
)
 kB
 1
k khk
V (
)
0
 c kB
 1
k khk
L
2
(
)
; (6.7)
where c depends on kfk
C
0
p
. The last inequality of (6.7) follows by duality from
the estimate k'k
L
2
(
)
 ck'k
V (
)
, which is a consequence of Friedrichs' inequal-
ity. Combining (6.5)(6.7) gives the desired bound (3.7), with c only depending
on kfk
C
0;1
p
and the stability constant kB
 1
k. Note that the exterior normal  to 
satises  
2
 C > 0 on , where C only depends on the Lipschitz constant of f .
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Step 2. Now we consider the case when f 2 C
0;1
p
and k is suciently small.
Then B : V (
) ! V (
)
0
is invertible and (3.6) has a unique solution u 2 V (
).
Proceeding as in the proof of [18, Thm. 5.1.1], we choose C
1
proles 
j
= 
f
j
such
that 

j
 
 for all n and
kf
j
  fk
C
0
p
! 0 ; kf
j
k
C
0;1
p
 c ; j !1 ;
where c only depends on kfk
C
0;1
p
. Let u
j
2 V (

j
)  V (
) be the solution of the
problem (3.6) for 

j
. Applying Theorem 3.1 (i) and the arguments used in Step 1,
we obtain the uniform bound
Z

j
j@

u
j
j
2
 ckhk
2
L
2
(
)
(6.8)
with c depending on kfk
C
0;1
p
and kB
 1
k.
In the following we identify the spaces L
2
(
j
) and L
2
() with L
2
(0; 2) via the
norm
kv Æ fk
L
2
(0;2)
=

Z
2
0
jv(f(x
1
))j
2
dx
1

1=2
; v 2 L
2
(
f
) ;
which is a uniformly equivalent norm when f varies in a set of prole functions with
uniformly bounded C
0;1
p
norm. From (6.8) we then get @

u
j
* v in L
2
(0; 2) (for
some subsequence). It remains to check that v coincides with the H
 1=2
p
trace of @

u
on .
By Remark 3.2 u
j
! u in V (
), and Lemma 2.4.5 in [18] implies 'j

j
! 'j

in
L
2
(0; 2) for any ' 2 H
1
p
(
). Hence, passing to the limit in the identity
Z

j
(@

u
j
) ' = B(u
j
; '; 
) +
Z


j
h ' ; 8' 2 H
1
p
(
) ;
we obtain (3.8) with v in place of @

u, which nishes the proof.
Step 3. We nally consider the case of a Lipschitz prole and an arbitrary
wave number k > 0. We only have to show that a solution u 2 V (
) to the
homogeneous problem (3.6) (with h = 0) must vanish in 
. The estimate (3.7) for
the inhomogeneous problem then follows as in Step 2. Consider the problem
(

+ k
2
0
)v = f := (k
2
0
  k
2
)u in 
 ;
vj

= 0 ; @

vj
 
+ T (; k)v = 0 ;
(6.9)
where k
0
is chosen suciently small. Exactly as in Section 3 one veries that the
operator B
0
: V ! V
0
generated by the sesquilinear form
B
0
(v; ') :=
Z


(r

v  r

'  k
2
0
v ') +
Z
 
'T (; k)v
is invertible. Hence v = u is the unique solution of (6.9) in V (
). Denote by v
j
the
solution to problem (6.9) for 

j
, where  is again approximated by a sequence of
C
1
proles 
j
. Arguing as in Step 2, one now obtains
@

v
j
j

j
* @

uj

in L
2
(0; 2) ; as j !1 :
14
Rewriting the dierential equation for v
j
as
(

+ k
2
)v
j
= h
j
:= (k
2
0
  k
2
)(u  v
j
)
and applying the Rellich identity (6.5), we have
2 Re
Z


h
j
@
2
v
j
=
Z

j

2
j@

v
j
j
2
+
X
n2U
4(k
2
  (n+ )
2
)jv^
j;n
j
2
; (6.10)
where v^
j;n
are the Fourier coecients of v
j
(x
1
; b).
On the other hand, from the variational formulation we obtain
Z


(jr

v
j
j
2
  k
2
jv
j
j
2
) +
Z
 
v
j
T (; k)v
j
=  
Z


h
j
v
j
; (6.11)
where the integral on   takes the form
 i2
X
n2U

n
jv^
j;n
j
2
+ 2
X
n2ZnU
j
n
j
2
jv^
j;n
j
2
:
Since v
j
! u in V (
) by Theorem 3.1 and Remark 3.2 (applied to problem (6.9)
instead of (2.5), (2.6), in which case the proof remains the same), one has h
j
! 0
in L
2
(
) and it follows from (6.11) by taking imaginary parts that
v^
j;n
! 0 ; n 2 U ; as j !1 :
Then (6.10) implies
k@

uk
L
2
()
 lim inf
j!1
k@

v
j
k
L
2
(
j
)
= 0 ;
hence u = @

u = 0 on , which gives u = 0 in 
 and concludes the proof of the
theorem.
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