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1 INTRODUCTION
1.1 Notations and definitions
Consider a causal and invertiblem−variate autoregressive moving average VARMA(p,q)
process
Φ(B)(Xt − µ) = Θ(B)εt , (1)
where B is backward shift operatorBXt = Xt−1, µ is them×1 mean vector, and {εt : t ∈
Z} is a zero mean white noise sequence WN(0,Σ), where Σ is a m×m positive definite
matrix. Additionally, Φ(z) = Im−Φ1z−· · ·−Φpzp andΘ(z) = Im+Θ1z+· · ·+Θqzq are
matrix polynomials, where Im is the m×m identity matrix, and Φ1, . . . ,Φp,Θ1, . . . ,Θq
are m×m real matrices such that the roots of the determinantal equations |Φ(z)| = 0
and |Θ(z)| = 0 all lie outside the unit circle. Additionally, the m(p + q) roots are
different from each other. It will be assumed that the conditions of Dunsmuir and
Hannan (1976) hold, so that the model (1) is properly identified, and thus the terms of
the operator Φ−1(B)Θ(B) =
∑∞
j=0ΩjB
j are uniquely defined. In particular, both Φp
and Θq are non-null matrices, and that the identifiability condition of Hannan (1969),
r(Φp,Θq) = m, holds. In what follows, it will be convenient to put P = max(p, q), and
to define the m×mp matrix Φ = (Φ1, . . . ,Φp), the m×mq matrix Θ = (Θ1, . . . ,Θq),
and the m2(p+ q)× 1 vector of parameters Λ = vec(Φ,Θ).
Given n observations X1, . . . ,Xn from model (1), the mean vector µ can be esti-
mated by the sample mean Xn = n
−1∑n
t=1Xt. In general, finding the ML estimates
(Φ̂n, Θ̂n, Σ̂n) of (Φ,Θ,Σ) is a complex nonlinear optimization problem that must be
solved using an adequate efficient algorithm (see e.g. Lu¨tkepohl, 2005, section 12.3.5).
According to Lu¨tkepohl (2005, p. 408), the vector of ML estimators Λ̂ = vec(Φ̂, Θ̂) is
consistent and asymptotically normal for Λ = vec(Φ,Θ). In particular,
√
n(Λ̂−Λ) D→ Nm2(p+q)[0, I−1(Λ)] , (2)
where I(Λ) is the m2(p+ q)×m2(p+ q) information matrix.
The residual vectors ε̂t, t = 1, . . . , n, are defined recursively in the form
ε̂t = εt(Θ̂, Φ̂,Xn) = (Xt−Xn)−
p∑
i=1
Φ̂i(Xt−i−Xn)−
q∑
j=1
Θ̂jε̂t−j , t = 1, . . . , n , (3)
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with the usual conditions Xt−Xn ≡ 0 ≡ ε̂t, for t ≤ 0. In practice, only residual vectors
for t > P = max(p, q) are considered.
1.2 Motivation
Ubierna and Velilla (2007) considered a goodness-of-fit process in ARMA(p,q) models
based on a modified autocorrelation sequence. The basic idea is to start from the process
{Ŵn(u) : 0 ≤ u ≤ 1}, where
Ŵn(u) =
√
n
2
[F̂n(piu)− F0(piu)] =
√
2
pi
√
n
n−(P+1)∑
k=1
r̂k
sin(kpiu)
k
(4)
is a random element in C[0, 1], the space of continuous functions in [0, 1]. According to
Durbin (1975, sec. 2), {Ŵn(u) : 0 ≤ u ≤ 1} converges weakly, as n→∞, to a centered
Gaussian process {G(u) : 0 ≤ u ≤ 1} with covariance function
γ(u,v) = [min(u,v)− uv]− (2pi2)−1g(piu)′I−1(φ, θ)g(piv) , 0 ≤ u, v ≤ 1 , (5)
where I(φ , θ) is the (p+q)×(p+q) information matrix, and g(piu) = ∫ piu
0
[∂ log f(t)/∂(φ
, θ)]dt is a (p+ q)× 1 vector that depends on the normalized spectral density function
f(.) of an ARMA(p,q) process.
By the continuous mapping theorem, the asymptotic distribution of any continu-
ous functional H [Ŵn(u)] of the process (4) is given by H [G(u)]. Accordingly, since
the covariance function of the limit process depends on the unknown parameters, us-
ing H [Ŵn(u)] for goodness-of-fit purposes is not feasible. The performance of the new
method in Ubierna and Velilla (2007) is shown to be better than standard methods of
goodness-of-fit. As an extension of that approach, we study a goodness-of-fit process
{Wmn (u) : 0 ≤ u ≤ 1} for VARMA(p,q) models, where
Wmn (u) =
√
2
pi
√
n
n−1∑
k=1
tr(Rk)√
m
sin(kpiu)
k
(6)
depends on the error correlation matrix Rk = C
′
kC
−1
0 , introduced by Chitturi (1974).
Since Wmn (u) depends on the unobservable errors {εt : 1 ≤ t ≤ n}, in practice the
residual version {Ŵmn (u) : 0 ≤ u ≤ 1} is considered, where
Ŵmn (u) =
√
2
pi
√
n
n−(P+1)∑
k=1
tr(R̂k)√
m
sin(kpiu)
k
, (7)
2
and R̂k = ĈkĈ
−1
0 is the correlation matrix of the residuals ε̂t.
The rest of this working paper is organized as follows. Section 2 presents some aux-
iliary results. Section 3 proposes a new goodness-of-fit process based on a transformed
correlation matrix sequence. Properties of the associated transformation technique are
considered. The new goodness-of-fit process is proved to converge weakly to the Brown-
ian bridge. Section 4 contains an empirical exploration, for several VARMA(p,q) models,
of its behavior in both size and power. Section 5 gives some final conclusions.
2 AUXILIARY RESULTS
Let Ck = n
−1∑n−k
t=1 εtε
′
t+k, 0 ≤ k ≤ n − 1, denote the kth m × m sample error
covariance matrix at lag k, and Ĉk = n
−1∑n−k
t>P ε̂tε̂
′
t+k, 0 ≤ k ≤ n − (P + 1), the
associated m×m residual version. For convenience, write Σ̂ = Ĉ0. Consider the km2×1
random vectors Ĥk = [vec(Ĉ
′
1), . . . , vec(Ĉ
′
k)]
′, and Hk = [vec(C′1), . . . , vec(C
′
k)]
′.
Define on the other hand the m×m coefficients of the series expansions Φ−1(z)Θ(z) =∑∞
j=0Ωjz
j , and Θ−1(z) =
∑∞
j=0Ljz
j , where Ω0 = L0 = Im. Define also the collection
of matrices Gk =
∑k
j=0(ΣΩ
′
j ⊗ Lk−j), and Fk = Σ ⊗ Lk, k ≥ 0. Let Zk = (Xk,Yk)
denote a km2 ×m2(p+ q) matrix which is such that
Xk =

G0 0 0 · · · 0
G1 G0 0 · · · 0
G2 G1 G0 · · · 0
...
...
...
. . .
...
Gk−1 Gk−2 Gk−3 · · · Gk−p

,
and
Yk =

F0 0 0 · · · 0
F1 F0 0 · · · 0
F2 F1 F0 · · · 0
...
...
...
. . .
...
Fk−1 Fk−2 Fk−3 · · · Fk−q

.
Following Lemma 2 (Hosking, 1980, p. 603), it follows that, for each k ≥ 1,
Ĥk = Hk − Zkvec[(Φ̂, Θ̂)− (Φ,Θ)] +OP ( 1
n
) . (8)
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On the other hand, according to Hosking (1980, Appendix, p.607), the orthogonality
condition Z′kW−1Ĥk = OP (1/n) holds, where W = Ik ⊗Σ⊗Σ.
2.1 Representation of the limit process
Consider the m2 ×m2 function Pk(u) =
∑∞
j=1(δjkIm2 − Pjk) sin(jpiu)/j, 0 ≤ u ≤ 1,
where δjk is Dirac’s delta. On the other hand, Pjk = Ξ
′
jI
−1(Λ)Ξk, j, k ≥ 1, where I(Λ)
is the m2(p + q) ×m2(p + q) information matrix, and Ξ′j the jth m2 × m2(p + q) row
block of the matrix W−1/2ZM .
The following Gaussian process {Gm(u) : 0 ≤ u ≤ 1} is proposed as a limit candidate
for {Ŵmn (u) : 0 ≤ u ≤ 1} in (7),
Gm(u) =
√
2
pi
∞∑
k=1
a′Pk(u)Vk , (9)
where the {Vk : k ≥ 1} are i.i.d. Nm2(0, Im2) random vectors. It can be shown that the
limit covariance function γm(u, v) of the process {Ŵmn (u) : 0 ≤ u ≤ 1} can be written
γm(u, v) =
2
pi2
[
∞∑
k=1
sin(kpiu) sin(kpiv)
k2
−
∞∑
j=1
∞∑
k=1
(a′Pjka)
sin(jpiu)
j
sin(kpiv)
k
] . (10)
The first summand in (10) is the covariance function of the Brownian bridge {B(u) :
0 ≤ u ≤ 1}. The second depends on the covariance matrix Σ of the errors through the
information matrix I(Λ).
2.2 Weak convergence of the residual process
This section formalizes the weak convergence of the residual process {Ŵmn (u) : 0 ≤
u ≤ 1} to the Gaussian random function of (9).
Theorem 2.1 Assume that the errors of model (1) have finite eighth order moments
E[‖εt‖8] < +∞. Then, as n→∞,
Ŵmn (u)→ω Gm(u) , (11)
where {Gm(u) : 0 ≤ u ≤ 1} is the zero mean Gaussian process of (9) with covariance
function γm(u, v), 0 ≤ u, v ≤ 1, given in (10).
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Proof. The proof is based on Velilla and Nguyen (2011, Lemma 3.1). Details are omitted
for reasons of conciseness.
3 A MODIFIED MULTIVARIATE GOODNESS-OF-FIT PROCESS
By the continuous mapping theorem, the asymptotic distribution of any continuous
functional H [Ŵmn (u)] of the process (7) is given by H [G
m(u)]. As seen above, {Ŵmn (u) :
0 ≤ u ≤ 1} has a complex asymptotic distribution that depends on the unknown
parameters Λ and Σ. Therefore, assessing the significance of an observed value of
H [Ŵmn (u)] withH [G
m(u)] is not feasible. As a possible solution, a goodness-of-fit process
based on a transformed correlation matrix sequence is proposed next.
3.1 Motivation and definitions
For ARMA(p,q) models, Ubierna and Velilla (2007) consider a modified goodness-of-fit
process {Ẑn(u) : 0 ≤ u ≤ 1}, where
Ẑn(u) =
√
2
pi
√
n
n−(P+1)∑
k=p+q+1
ŝk
sin(Kpiu)
K
; (12)
K = k − (p + q); and {ŝk : p + q + 1 ≤ k ≤ n − (P + 1)} is a transformed residual
autocorrelation sequence. The goal of this section is to propose an adequate general-
ization of the process of (12) for VARMA(p,q) models. A new goodness-of-fit process
{Ẑmn (u) : 0 ≤ u ≤ 1} is introduced, where
Ẑmn (u) =
√
2
pi
√
n
n−(P+1)∑
k=p+q+1
tr(Ŝk)√
m
sin(Kpiu)
K
(13)
depends on a modified residual matrix autocorrelation sequence {Ŝk}.
Specifically, the m×m matrices {Ŝk} are constructed so that
vec(Ŝp+q+1)
vec(Ŝp+q+2)
...
vec(ŜM)
 = Ψ̂′M

vec(Σ̂−1/2Ĉ′1Σ̂
−1/2)
vec(Σ̂−1/2Ĉ′2Σ̂
−1/2)
...
vec(Σ̂−1/2Ĉ′MΣ̂
−1/2)
 , (14)
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where Ψ̂M is the estimated version of a Mm
2 ×m2[M − (p+ q)] matrix ΨM such that
Ψ′MΨM = Im2[M−(p+q)] , Ψ
′
MW−1/2ZM = 0 . (15)
From Hosking (1980),
√
n

vec(Σ̂−1/2Ĉ′1Σ̂
−1/2)
vec(Σ̂−1/2Ĉ′2Σ̂
−1/2)
...
vec(Σ̂−1/2Ĉ′MΣ̂
−1/2)

D∼= (IMm2 −PM)NMm2(0, IMm2) . (16)
Combining (16)−(14)−(15) leads to
√
n

vec(Ŝp+q+1)
vec(Ŝp+q+2)
...
vec(ŜM )

D∼=
D∼= Ψ′M(IMm2 −PM)NMm2(0, IMm2) = Nm2[M−(p+q)](0, Im2[M−(p+q)]) . (17)
Consider now the sequence of modified adjusted residual traces
tr(Ŝk)/
√
m = a′mvec(Ŝk) , p+ q + 1 ≤ k ≤ n− (P + 1) , (18)
where am = vec(Im)/
√
m is a m2×1 unit vector. Since [IM−(p+q)⊗a′m][IM−(p+q)⊗am] =
IM−(p+q) ⊗ a′mam = IM−(p+q) ⊗ 1 = IM−(p+q), from (17) it follows that
√
n [
1√
m

tr(Ŝp+q+1)
tr(Ŝp+q+2)
...
tr(ŜM)
] =
=
√
n [IM−(p+q) ⊗ a′m]

vec(Ŝp+q+1)
vec(Ŝp+q+2)
...
vec(ŜM)

D∼= NM−(p+q)[0, IM−(p+q)] . (19)
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As a final conclusion from (19),
√
n [
1√
m

tr(Ŝp+q+1)
tr(Ŝp+q+2)
...
tr(ŜM )
]
D∼=

v1
v2
...
vM−(p+q)
 , (20)
where {vk : k ≥ 1} is a sequence of i.i.d. N(0, 1) random variables. It can be then
conjectured that (13) will converge to the Brownian Bridge, since its partial sums will
approach to those of this last process.
3.2 Construction and properties of the sequence of transformation matrices
The Mm2 × m2[M − (p + q)] matrix ΨM of (15) is constructed by considering the
collection of Mm2 ×m2 matrices
Γ∗k =
(
Γk
0 (M−k)m2×m2
)
, k = p+ q + 1, . . . ,M , (21)
where 0 (M−k)m2×m2 is a zero matrix, and defining on the other hand
ΨM = (Γ
∗
p+q+1 |Γ∗p+q+2 | · · · |Γ∗M) , (22)
where, for each p+ q + 1 ≤ k ≤ n− (P + 1), Γk = ∆k(∆′k∆k)−1/2 and
∆k =
(
−W−1/2Zk−1(Z′k−1W−1Zk−1)−1Ξk
Im2
)
(23)
is a matrix of km2 ×m2.
According to he above expressions, the kth modified residual correlationm×m matrix
Ŝk is such that
vec(Ŝk) = Γ̂
′
k

vec(Σ̂−1/2Ĉ′1Σ̂
−1/2)
vec(Σ̂−1/2Ĉ′2Σ̂
−1/2)
...
vec(Σ̂−1/2Ĉ′kΣ̂
−1/2)
 , p+ q + 1 ≤ k ≤ n− (P + 1) , (24)
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where Γ̂k = ∆̂k(∆̂
′
k∆̂k)
−1/2 is an empirical version of Γk = ∆k(∆′k∆k)
−1/2, that is
constructed from suitableML estimators (Φ̂, Θ̂, Σ̂) of the parameters (Φ,Θ,Σ) of model
(1). From expression (24), it can be written
vec(Ŝk) = [Im2 + Ξ̂
′
k(Ẑ
′
k−1Ŵ−1Ẑk−1)−1Ξ̂k]−1/2
[ vec(Σ̂−1/2Ĉ′kΣ̂
−1/2)− Ξ̂′k(Ẑ′k−1Ŵ−1Ẑk−1)−1
k−1∑
j=1
Ξ̂jvec(Σ̂
−1/2Ĉ′jΣ̂
−1/2) ] , (25)
p + q + 1 ≤ k ≤ n − (P + 1). In practice, the blocks Ξ′j are exponentially bounded, so
for n and k large enough the numerical approximation vec(Ŝk) ∼= vec(Σ̂−1/2Ĉ′kΣ̂−1/2) is
obtained. By considering the m2 × 1 unit vector am = vec(Im)/
√
m, it follows finally
that
tr(Ŝk)/
√
m = a′mvec(Ŝk) ∼= tr(R̂k)/
√
m . (26)
From (26), the modified adjusted traces tr(Ŝk)/
√
m will tend to be similar to the original
ones tr(R̂k)/
√
m for both n and k large. Relation (26) is investigated later in simulations.
3.3 Convergence to the Brownian bridge
Theorem 3.1 studies the limit properties of the modified process {Ẑmn (u) : 0 ≤ u ≤ 1},
Ẑmn (u) =
√
2
pi
√
n
n−(P+1)∑
k=p+q+1
tr(Ŝk)√
m
sin(Kpiu)
K
,
where K = k − (p+ q).
Theorem 3.1 Under the same assumptions for the errors of model (1) than in Theorem
2.1, as n→∞,
Ẑmn (u)→w B(u) . (27)
Proof. The technique of proof is again based on Lemma 3.1 (Velilla and Nguyen, 2011).
Details are omitted for reasons of conciseness.
4 EMPIRICAL WORK
Simulation techniques are used to investigate the behavior of the technique presented
here. For the case of pure autoregressive VAR(p) models, the Yule-Walker estimators Φ̂i,
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i = 1, . . . , p, are used. For VARMA(p,q) processes, the algorithm is the ML estimation
scheme suggested by Lu¨tkepohl (2005, sec.12.3). In all the simulations presented below,
the mean vector µ = E(Xt) is always taken to be equal to 0.
4.1 Examples of VARMA(p,q) processes
4.1.1 The VAR(1) model
Consider the VAR(1) model for m = 2,
Xt = Φ1Xt−1 + εt , (28)
where
Φ1 =
(
0.2802 0.2680
−0.0183 0.3152
)
. (29)
The matrix of (29) is obtained by taking eigenvalues δj = 0.2977 ± 0.0678 i, j = 1, 2,
so that |δ1| = |δ2| = 0.3053 < 1. The associated eigenvectors are selected in the form
γ1 = (2.7071, 0.1768 + 0.6847 i)
′, and γ2 = γ1 = (2.7071, 0.1768 − 0.6847 i)′. Thus,
the array of (29) follows from the identity Φ1 = CDC
−1, where C = (γ1,γ2) and
D = diag(δ1, δ2). The covariance matrix of the errors εt in (28) will be given by
Σ =
(
1.0 0.3
0.3 1.0
)
. (30)
In this case, the jth row-block of W−1/2ZM is of the form
Ξ′j = Σ
1/2(Φj−11 )
′ ⊗Σ−1/2 , j ≥ 1 .
For M large enough, the information matrix can be approximated by the sum
Z′MW−1ZM =
M∑
j=1
ΞjΞ
′
j = [
M−1∑
j=0
Φj1Σ(Φ
j
1)
′]⊗Σ−1 ,
where by convention Φ01 = Im. It is found numerically that ‖Ξj‖ < 10−15 for j > 6.
Thus, onlyM = 6 terms are really needed in the sum above. This produces the following
information matrix:
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I[vec(Φ1)] =

1.3628 −0.4088 0.4640 −0.1392
−0.4088 1.3628 −0.1392 0.4640
0.4640 −0.1392 1.2147 −0.3644
−0.1392 0.4640 −0.3644 1.2147
 . (31)
The structure of (31) resembles to that of the matrix
Σ⊗Σ−1 =

1.0989 −0.3297 0.3297 −0.0989
−0.3297 1.0989 −0.0989 0.3297
0.3297 −0.0989 1.0989 −0.3297
−0.0989 0.3297 −0.3297 1.0989
 , (32)
where
Σ−1 =
(
1.0989 −0.3297
−0.3297 1.0989
)
. (33)
0
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v
Fig. 1: Covariance function for the limit of the residual process of (7) under the bivariate VAR(1) model (28)
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It is of interest now to analyze the magnitude of the coefficients a′2Pjka2 that appear
in the second summand of the covariance function,
γ2(u, v) = [min(u, v)− uv]− 2
pi2
∞∑
j=1
∞∑
k=1
(a′2Pjka2)
sin(jpiu)
j
sin(kpiv)
k
,
0 ≤ u, v ≤ 1, where Pjk = Ξ′jI−1[vec(Φ1)]Ξk, j, k ≥ 1, and a2 = vec(I2)/
√
2 =
(1, 0, 0, 1)′/
√
2. As it turns out, these coefficients are negligible for j, k > 6. For j, k ≤ 6,
they are displayed in the 6× 6 matrix below:
0.8772 0.2523 0.0684 0.0172 0.0039 0.0000
0.2523 0.1036 0.0382 0.0131 0.0042 0.0000
0.0684 0.0382 0.0163 0.0062 0.0022 0.0000
0.0172 0.0131 0.0062 0.0025 0.0009 0.0000
0.0039 0.0042 0.0022 0.0009 0.0003 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

. (34)
Thus, the covariance of the limit of the residual process {Ŵ 2n(u) : 0 ≤ u ≤ 1} of (7)
behaves in the form
γ2(u, v) = [min(u, v)− uv]− 2
pi2
M∑
j=1
M∑
k=1
(a′2Pjka2)
sin(jpiu)
j
sin(kpiv)
k
, (35)
where M = 6. Figure 1 displays all the functions that appear in (35). As seen there,
γ2(u, v) is much smaller than the covariance function of the Brownian bridge, because
of the substantial correction provided by the second summand at the right-hand side of
(35).
The asymptotic variances of the statistics
√
n tr(R̂k)/
√
2, where tr(R̂k)/
√
2 is the
adjusted residual trace, are equal to 1− the kth diagonal element of the matrix in (34),
k = 1, . . . , 6. These appear in table 1. According to table 1, only the first asymptotic
variance is really below 1. This corresponds to the leading diagonal element at the
upper left corner of the matrix of (34), that takes the value 0.8772. It can be checked
numerically that
P11 =

0.8233 0.0000 −0.0590 0.0000
0.0000 0.8233 0.0000 −0.0590
−0.0590 0.0000 0.9311 0.0000
0.0000 −0.0590 0.0000 0.9311
 ; (36)
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lag var
1 0.1228
2 0.8964
3 0.9837
4 0.9975
5 0.9997
6 1.0000
Table 1: Asymptotic variances of the leading statistics
√
n tr(R̂k)/
√
2, k = 1, . . . , 6, in the bivariate VAR(1) model (28)
and
P22 =

0.1107 0.0000 0.0839 0.0000
0.0000 0.1107 0.0000 0.0839
0.0839 0.0000 0.1235 0.0000
0.0000 0.0839 0.0000 0.1235
 . (37)
Hence, a′2P11a2 = 0.8772, and a
′
2P22a2 = 0.1036. The structure of both P11 and P22
can be explained by taking into account that
I−1[vec(Φ1)] ∼= [
5∑
J=0
ΦJ1Σ(Φ
J
1 )
′]−1 ⊗Σ . (38)
Also, Ξ′j = Σ
1/2(Φj−11 )
′ ⊗Σ−1/2, j ≥ 1. Hence, using (38)
Pjj = Ξ
′
jI
−1[vec(Φ1)]Ξj = Aj ⊗ I2 , (39)
where Aj ∼= Σ1/2(Φj−11 )′[
∑5
J=0Φ
J
1Σ(Φ
J
1 )
′]−1Φj−11 Σ
1/2, j ≥ 1. Expression (39) explains
the pattern of both the matrices P11 and P22 in (36) and (37), respectively. In particular,
it can be checked that
A1 =
(
0.8233 −0.0590
−0.0590 0.9311
)
∼= I2 , A2 =
(
0.1107 0.0839
0.0839 0.1235
)
.
The considerations above can be extended for simulating VAR(1) models in dimen-
sion m > 2. For example, suppose starting eigenvalues δ1 = 0.8500 + 0.1936 i; δ2 =
0.8500 − 0.1936 i; and δ3 = 0.4359. The corresponding eigenvectors are taken as
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γ1 = (2.7071, 0.1768 + 0.6847 i, 1.0000)
′; γ2 = γ1 = (2.7071, 0.1768− 0.6847 i, 1.0000)′;
and γ3 = (1.0000, 1.0000, 1.0000)
′. Putting C = (γ1,γ2,γ3); D = diag(δ1, δ2, δ3); and
rescaling the expression CDC−1 by dividing by twice its Euclidean norm, leads to the
3× 3 matrix
Φ1 =

0.2673 0.1400 −0.3275
0.0346 0.1646 −0.1194
0.0693 0.0517 −0.0413
 . (40)
This can be used together with the covariance matrix
Σ =

1.0 0.3 0.3
0.3 1.0 0.3
0.3 0.3 1.0
 , (41)
to form a trivariate VAR(1) model Xt = Φ1Xt−1 + εt, similar to (28).
Analogue comments to the ones given before for the structure of the parameter space
of (28) apply. For instance, the asymptotic variances of the rescaled adjusted residual
traces
√
n tr(R̂k)/
√
3, k = 1, . . . , 5, are displayed in the table below:
lag var
1 0.0495
2 0.9533
3 0.9973
4 0.9999
5 1.0000
Table 2: Asymptotic variances of the leading statistics
√
n tr(R̂k)/
√
3, k = 1, . . . , 5, in the trivariate VAR(1) model
(40)−(41)
4.1.2 Higher order vector autoregressive models
The construction of autoregressive VAR(p) models when p > 1 requires a criterion for
relating the m × m matrices Φi, i = 1, . . . , p, to a collection of prespecified roots, so
that they are the solutions of the determinantal equation |Φ(z)| = 0, where Φ(z) =
Im −Φ1z − · · · −Φpzp. The way to proceed is as follows:
13
(a) For each j = 1, . . . , m, select roots ςj,i with |ςj,i| > 1, i = 1, . . . , p.
(b) For each j = 1, . . . , m, form the polynomial of degree p:
pj(z) = 1− dj,1z − dj,2z2 − · · · − dj,pzp , (42)
so that its roots are ς j,i, i = 1, . . . , p.
(c) Construct the m×m diagonal matrices
Di = diag(d1,i, d2,i, . . . , dm,i) , i = 1, . . . , p . (43)
Recall that Di is associated to the coefficients of the power z
i in the polynomials
pj(z) of (42), j = 1, . . . , m.
(d) Consider an invertible matrix A of m×m, and define
Φi = ADiA
−1 , i = 1, . . . , p . (44)
Under the construction (42)−(43)−(44), it follows that
|Φ(z)| = |Im −Φ1z − · · · −Φpzp| = |Im −D1z − · · · −Dpzp| =
m∏
j=1
pj(z) . (45)
By (45), the mp roots of the determinantal equation |Φ(z)| = 0 are ςj,i, j = 1, . . . , m;
i = 1, . . . , p. These correspond to those of the polynomials pj(z) of (42).
j ςj,1 |ςj,1| ςj,2 |ςj,2|
1 4.8989 + 4.8989 i 6.9281 4.8989− 4.8989 i 6.9281
2 7.4282 + 0.0000 i 7.4282 8.9138 + 0.0000 i 8.9138
3 7.9282 + 0.0000 i 7.9282 9.5138 + 0.0000 i 9.5138
Table 3: Roots of the determinantal equation |Φ(z)| = 0 of the trivariate VAR(2) model (46)−(41)
As an application of the above algorithm, consider the construction of a trivariate
VAR(2) model with roots as given in table 3. The coefficients {dj,i} of the two degree
polynomials pj(z) = 1− dj,1z − dj,2z2 of (42) are obtained from the identities:
dj,1 =
1
ςj,1
+
1
ςj,2
;
dj,2 = − 1
ςj,1ςj,2
,
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j = 1, 2, 3. The invertible matrix A of step (d) above is selected in the form
A =

1.2 0.4 0.3
0.3 1.0 0.3
0.3 0.3 1.0
 .
This leads to the 3× 3 matrices:
Φ1 =

0.1985 0.0180 0.0044
−0.0113 0.2522 −0.0029
−0.0089 0.0082 0.2315
 , Φ2 =

−0.0218 0.0021 0.0019
−0.0018 −0.0147 0.0010
−0.0021 0.0001 −0.0127
 .
(46)
The covariance matrix Σ is taken as in (41).
An important difference with the VAR(1) case appears. The leading coefficients
a′3Pjka3 of the second summand of the covariance function are displayed in the 5 × 5
matrix below: 
0.9997 0.0036 −0.0156 −0.0036 0.0000
0.0036 0.9492 0.2156 0.0337 0.0000
−0.0156 0.2156 0.0496 0.0014 0.0000
−0.0036 0.0337 0.0014 −0.0002 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000

. (47)
It can also be checked numerically that
P11 =

0.9996 0.0000 0.0000
0.0000 0.9998 0.0000
0.0000 0.0000 0.9998
⊗ I3 ∼= I9 , (48)
and
P22 =

0.9591 −0.0018 0.0000
−0.0018 0.9392 −0.0003
0.0000 −0.0003 0.9471
⊗ I3 ∼= I9 . (49)
Accordingly, considering the unit vector a3 = vec(I3)/
√
3 = (1, 0, 0, 0, 1, 0, 0, 0, 1)′
√
3,
it is obtained that both a′3P11a3 and a
′
3P22a3 are close to 1. As seen in figure 2, the
correction of the covariance function of the Brownian bridge forM = 5 is much stronger
than the one observed in figure 1.
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Fig. 2: Covariance function for the limit of the residual process of (7) under the trivariate VAR(2) model (46)−(41)
j ς j,1 |ςj,1| ς j,2 |ςj,2| ς j,3 |ςj,3|
1 4.0000 + 4.0000 i 5.6568 4.0000− 4.0000 i 5.6568 6.2225 + 0.0000 i 6.2225
2 7.3882 + 0.0000 i 7.3882 8.6196 + 0.0000 i 8.6196 9.8510 + 0.0000 i 9.8510
Table 4: Roots of the determinantal equation |Φ(z)| = 0 of the bivariate VAR(3) model (50)−(30)
Another example appears in the construction of a bivariate VAR(3) model associated
to the roots in table 4. The coefficients {dj,i} of the three degree polynomials pj(z) =
1− dj,1z − dj,2z2 − dj,3z3 of (42) are obtained now from the identities:
dj,1 =
1
ς j,1
+
1
ς j,2
+
1
ςj,3
;
dj,2 = −( 1
ς j,1ςj,2
+
1
ς j,1ς j,3
+
1
ςj,2ςj,3
) ;
dj,3 =
1
ς j,1ςj,2ςj,3
,
j = 1, 2. The invertible matrix A of step (d) above is selected in the form
A =
(
1.2 0.4
0.3 1.0
)
.
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This produces the 2× 2 matrices
Φ1 =
(
0.4171 −0.0257
0.0161 0.3465
)
; Φ2 =
(
−0.0748 0.0134
−0.0084 −0.0379
)
;
Φ3 =
(
0.0054 −0.0015
0.0010 0.0012
)
. (50)
The covariance matrix Σ is as in (30). It can be checked that:
P11 =
(
0.9972 0.0009
0.0009 0.9939
)
⊗ I2 ;
P22 =
(
0.9935 0.0077
0.0077 0.9808
)
⊗ I2 ;
P33 =
(
0.8333 −0.0051
−0.0051 0.8821
)
⊗ I2 ,
so that Pjj ∼= I4, j = 1, 2, 3. Thus, considering the vector a2 = vec(I2)/
√
2 =
(1, 0, 0, 1)′/
√
2, for the bivariate VAR(3) model (50)−(30) there are now three lead-
ing coefficients a′2Pjja2 close to 1, j = 1, 2, 3. After some algebra it can be checked
that
Pjj = Ξ
′
jI
−1[vec(Φ)]Ξj = Aj ⊗ Im , (51)
where Aj ∼= Im, j = 1, . . . , p.
An additional m = 2 VAR(2) model that will be used later is given by the roots in
table 5. This produces the 2× 2 matrices:
Φ1 =
(
0.2447 0.0212
−0.0133 0.3031
)
, Φ2 =
(
−0.0323 0.0041
−0.0026 −0.0210
)
. (52)
The covariance matrix Σ is taken as in (30).
4.1.3 VMA(q) models
The generation of VMA(1) models can be treated as the VAR(1) case. For instance,
taking eigenvalues δj = 0.0901 ± 0.0433i, j = 1, 2, with |δ1| = |δ2| = 0.0999 < 1; and
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j ςj,1 |ςj,1| ςj,2 |ςj,2|
1 4.0000 + 4.0000 i 5.6568 4.0000− 4.0000 i 5.6568
2 6.1569 + 0.0000 i 6.1569 7.3882 + 0.0000 i 7.3882
Table 5: Roots of the determinantal equation |Φ(z)| = 0 of the bivariate VAR(2) model (52)−(30)
eigenvectors γ1 = (2.7071, 0.2768+ 0.3847i)
′, γ2 = γ1 = (2.7071, 0.2768− 0.3847i)′, the
identity Θ1 = CDC
−1, where C = (γ1,γ2) and D = diag(δ1, δ2), leads to:
Θ1 =
(
0.0589 0.3047
−0.0093 0.1212
)
. (53)
The covariance matrix of the errors is selected as
Σ =
(
1.0 0.2
0.2 1.0
)
. (54)
Expressions (53) and (54) can be used to form a VMA(1) process of the form Xt = εt+
Θ1εt−1. The roots ςj,1, j = 1, 2, of the determinantal equation |Θ(z)| = |Im+Θ1z| = 0
are related to the eigenvalues in the form ς j,1 = −δj, j = 1, 2.
For the bivariate VMA(1) model (53)−(54), the asymptotic variances of the adjusted
residual traces
√
n tr(R̂k)/
√
2, k = 1, . . . , 4 appear in table 6.
lag var
1 0.0498
2 0.9516
3 0.9986
4 1.0000
Table 6: Asymptotic variances of the leading statistics
√
n tr(R̂k)/
√
2, k = 1, . . . , 5, in the bivariate VMA(1) model
(53)−(54)
In this case, only the coefficient a′2P1a2 is close enough to 1. It can be also checked
numerically that
P11 = Ξ
′
1I
−1[vec(Θ1)]Ξ1 = I2 ⊗
(
0.9925 −0.0243
−0.0243 0.9080
)
=
18
=
0.9925 −0.0243 0.0000 0.0000
−0.0243 0.9080 0.0000 0.0000
0.0000 0.0000 0.9925 −0.0243
0.0000 0.0000 −0.0243 0.9080
 ∼= I4 .
j ςj,1 |ςj,1| ςj,2 |ςj,2|
1 2.0000 + 2.0000 i 2.8284 2.0000− 2.0000 i 2.8284
2 3.3284 + 0.0000 i 3.3284 3.9941 + 0.0000 i 3.9941
Table 7: Roots of the determinantal equation |Θ(z)| = 0 of the bivariate VMA(2) model (55)−(54)
The construction of VMA(q) processes for q > 1 proceeds by adapting conveniently
the method for VAR(p) models when p > 1. For instance, suppose that it is desired to
form a bivariate VMA(2) model with roots as given in table 7. The coefficients {dj,i} of
the two degree polynomials pj(z) = 1 + dj,1z + dj,2z
2 of (42) are determined now from
the identities:
dj,1 = − 1
ς j,1
− 1
ςj,2
;
dj,2 =
1
ςj,1ςj,2
,
j = 1, 2. The invertible matrix A of step (d) is
A =
(
1.2 0.4
0.2 1.0
)
.
This leads to the 2× 2 matrices:
Θ1 =
(
−0.4964 −0.0218
0.0091 −0.5544
)
, Θ2 =
(
0.1286 −0.0213
0.0089 0.0717
)
. (55)
The covariance matrix of the errors Σ is as in expression (54). For this VMA(2) model
Xt = εt +Θ1εt−1 +Θ2εt−2 defined by (55)−(54), it is found that
P11 = I2 ⊗
(
0.9841 0.0018
0.0018 0.9841
)
,
P22 = I2 ⊗
(
0.7677 −0.0073
−0.0073 0.7116
)
.
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The asymptotic variances of the adjusted residual traces
√
n tr(R̂k)/
√
2, k = 1, . . . , 7,
are displayed in table 8.
lag var
1 0.0108
2 0.2369
3 0.7840
4 0.9882
5 0.9996
6 1.0000
7 1.0000
Table 8: Asymptotic variances of the leading statistics
√
n tr(R̂k)/
√
2, k = 1, . . . , 7, in the bivariate VMA(2) model
(55)−(54)
4.1.4 VARMA(p,q) models
The construction of VARMA(p,q) processes can be done by combining the rules pre-
sented earlier for the autoregressive and moving average parts of the model, respectively.
For example, a bivariate VARMA(1,1) process of the form
Xt −Φ1Xt−1 = εt +Θ1εt−1 (56)
can be obtained using the matrices Φ1 and Θ1 of expressions (29) and (53) respectively,
and the covariance matrix Σ of (54). In this case, it is found that
P11 =

0.9986 −0.0045 −0.0005 −0.0016
−0.0045 0.9829 −0.0016 −0.0062
−0.0005 −0.0016 0.9995 −0.0017
−0.0016 −0.0062 −0.0017 0.9934
 ,
and
P22 =

0.8680 0.0549 −0.0454 0.0654
0.0549 0.7906 −0.0070 −0.0397
−0.0454 −0.0070 0.9683 0.0451
0.0654 −0.0397 0.0451 0.8948
 .
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Both matrices above are reasonably close to the identity I4. The asymptotic variances
of the adjusted residual traces
√
n tr(R̂k)/
√
2, k = 1, . . . , 7, are displayed in table
9 below. According to this numerical information, only the first two scaled adjusted
residual traces have a variance markedly smaller than 1.
lag var
1 0.0056
2 0.0532
3 0.9520
4 0.9906
5 0.9988
6 0.9998
7 1.0000
Table 9: Asymptotic variances of the leading statistics
√
n tr(R̂k)/
√
2, k = 1, . . . , 7, in the bivariate VARMA(1,1) model
(56)−(54)
By considering for the determinantal equation |Φ(z)| = |Im − Φ1z − Φ2z2| = 0 the
roots ς1,1 = 5.9999 + 5.9999i; ς1,2 = 5.9999 − 5.9999i, so that |ς1,1| = |ς1,2| = 8.4851;
ς2,1 = 8.9853 + 0.0000i; and ς2,2 = 10.7823 + 0.0000i; and using the invertible matrix
A =
(
1.2 0.4
0.2 1.0
)
,
it is obtained
Φ1 =
(
0.1640 0.0160
−0.0067 0.2067
)
, Φ2 =
(
−0.0141 0.0015
−0.0006 −0.0101
)
. (57)
Taking in turn roots ς1,1 = 4.0000 + 4.0000i; ς1,2 = 4.0000 − 4.0000i, with |ς1,1| =
|ς1,2| = 5.6568; ς2,1 = 6.1569 + 0.0000i; and ς2,2 = 7.3882 + 0.0000i for the equation
|Θ(z)| = |Im +Θ1z +Θ2z2| = 0, and using the same A as above it is found that
Θ1 =
(
−0.2466 −0.0205
0.0085 −0.3012
)
, Θ2 =
(
0.0319 −0.0040
0.0017 0.0213
)
. (58)
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The 2 × 2 matrices of (57) and (58), combined with the error covariance matrix Σ of
(54), lead finally to a VARMA(2,2) process of the form
Xt −Φ1Xt−1 −Φ2Xt−2 = εt +Θ1εt−1 +Θ2εt−1 . (59)
4.2 Behavior of the adjusted traces
This section studies and compares the properties of the different versions of the ad-
justed traces: the residual tr(R̂k)/
√
m; the modified tr(Ŝk)/
√
m; and the model error
version tr(Rk)/
√
m.
Notice that
√
n tr(R̂k)/
√
m
D∼= N(0, 1− a′mPkkam) where am = vec(Im)/
√
m is a unit
m2×1 vector, and Pkk = Ξ′kI−1(Λ)Ξk is the m2×m2 matrix, k = 1, . . . , M . We suggest
a plot of the adjusted residual traces tr(R̂k)/
√
m with the residual version of bands
±zα/2 n−1/2
√
1− a′mΞ′k(Z′MW−1ZM)−1Ξkam , 1 ≤ k ≤M , (60)
as a possible diagnostic check in VARMA(p,q) processes, where zα/2 is a suitable quantile
of a N(0, 1) distribution. The bands of (60),
±1.96n−1/2 (1− a′mPkkam)1/2 , 1 ≤ k ≤M ,
corresponding to a sample size of n = 250 and a nominal level α = .05, are plotted in
figure 3 for seven bivariate time series models:
(a) The VAR(1) of expression (28);
(b) The VAR(2) of expressions (52)−(30);
(c) The VAR(3) of expressions (50)−(30);
(d) The VMA(1) of expressions (53)−(54);
(e) The VMA(2) of expressions (55)−(54);
(f) The VARMA(1,1) of expression (56); and
(g) The VARMA(2,2) of expression (59).
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Fig. 3: Bands ±1.96n−1/2(1 − a′mPkkam)1/2, k = 1, . . . , M , with n = 250 for the seven models
The message of figure 3 is confirmed numerically by the values of the asymptotic
variances 1− a′mPkkam, k = 1, . . . , M . These appear in table 10 below:
lag VAR(1) VAR(2) VAR(3) VMA(1) VMA(2) VARMA(1,1) VARMA(2,2)
1 0.1228 0.0007 0.0016 0.0498 0.0108 0.0056 0.0001
2 0.8964 0.0727 0.0099 0.9516 0.2369 0.0532 0.0001
3 0.9837 0.9293 0.1413 0.9986 0.7840 0.9520 0.0002
4 0.9975 0.9999 0.8573 1.0000 0.9882 0.9906 0.1258
5 0.9997 1.0000 0.9980 − 0.9996 0.9988 0.9166
6 1.0000 − 0.9999 − 1.0000 0.9998 0.9582
7 − − 1.0000 − 1.0000 1.0000 0.9985
8 − − − − − − 0.9999
Table 10: Asymptotic variances of the leading statistics
√
n tr(R̂k)/
√
2, k = 1, . . . , M , for the seven models
In order to compare the behavior of the different adjusted traces, N = 1000 indepen-
dent replicas of size n = 250 are generated from the bivariate VAR(1), VMA(1), and
VARMA(1,1) models considered in figure 3 and table 10. The results are presented in
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the histograms that appear in figures 4, 5, and 6, respectively. For ease of presenta-
tion, an axis label tr1 refers to the rescaled adjusted residual trace
√
n tr(R̂1)/
√
m; a
label ts1 to the modified
√
n tr(Ŝp+q+1)/
√
m; and a label te1 to the model error version
√
n tr(R1)/
√
m.
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Fig. 4: Histograms of the adjusted traces for N = 1000 independent replicas of size n = 250 for the bivariate model
VAR(1) (28)
In general, both
√
n tr(Ŝk)/
√
m and
√
n tr(Rk)/
√
m are close to a N(0, 1). On the
other hand, for low values of the lag k, the rescaled adjusted residual traces
√
n tr(R̂k)/
√
m
behave like a centered normal with a variance smaller than 1. The variance goes to 1
when k increases, and thus the original adjusted residual traces will tend to behave as
the modified ones.
The aforementioned analogy holds not only in distribution, but also numerically. This
is because for k and n large enough
tr(Ŝk)/
√
m = a′mvec(Ŝk) ∼= a′mvec(Σ̂−1/2Ĉ′kΣ̂−1/2) = tr(R̂k)/
√
m .
Table 11 displays the values of the statistics tr(R̂k)/
√
m and tr(Ŝk)/
√
m for the last
generated sample of the simulation experiment that produces the histograms in figures
4, 5, and 6. Only the values of the adjusted traces that are different are presented.
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Fig. 5: Histograms of the adjusted traces for N = 1000 independent replicas of size n = 250 for the bivariate model
VMA(1) (53)−(54)
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Fig. 6: Histograms of the adjusted traces for N = 1000 independent replicas of size n = 250 for the bivariate model
VARMA(1,1) (56)
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From table 11, just the first traces differ to some extent. As it may be expected, the
differences, that are always moderate in size, increase with the complexity of the model.
VAR(1) VMA(1) VARMA(1,1)
lag
tr(R̂k)√
m
tr(Ŝk)√
m
tr(R̂k)√
m
tr(Ŝk)√
m
tr(R̂k)√
m
tr(Ŝk)√
m
1 0.0037 − −0.0370 − −0.0002 −
2 0.0908 0.0754 −0.0345 −0.0479 −0.0033 −
3 −0.0569 −0.0630 0.1574 0.1565 −0.1090 −0.1047
4 −0.0524 −0.0531 −0.1706 −0.1700 0.0546 0.0505
5 −0.0896 −0.0896 −0.0837 −0.0837 0.1633 0.1652
6 · · · · · · · · · · · · −0.1800 −0.1803
7 · · · · · · · · · · · · −0.0009 −0.0007
8 · · · · · · · · · · · · −0.0319 −0.0320
Table 11: Original and modified adjusted residual traces for the last generated sample of size n = 250 in the experiment
underlying the histograms appearing in figures 4, 5, and 6
4.3 Comparisons between goodness-of-fit processes
Goodness-of-fit functionals considered are the Kolmogorov-Smirnov criterion,
sup
0≤u≤1
|Ẑmn (u)| ; (61)
and the Crame´r-von Mises statistic,
CVM =
∫ 1
0
[Ẑmn (u)]
2du =
n
mpi2
n−(P+1)∑
k=p+q+1
[tr(Ŝk)]
2
K2
. (62)
In practice, criterion (61) is approximated by
KS = sup
1≤j≤n
|Ẑmn (j/n)| . (63)
Using the tightness condition for the distributions of {Ẑmn (u) : 0 ≤ u ≤ 1}, the asymp-
totic distribution of KS is that of (61), sup0≤u≤1 |B(u)|. Another possibility is to ap-
proximate the criterion CVM in (62) by the Riemann sum
PCVM =
1
n
n∑
j=1
[Ẑmn (j/n)]
2 . (64)
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The limit distribution of both CVM and PCVM is
∫ 1
0
[B(u)]2du. For the residual
process {Ŵmn (u) : 0 ≤ u ≤ 1} of (7) criterion KS rejects for a nominal level α the
adequacy of a given model when
KS = sup
1≤j≤n
|Ŵmn (j/n)| > KSα ,
where KSα is the proper quantile of the distribution of sup1≤u≤1 |B(u)|. Similarly for
criteria CVM and PCVM .
The statistics KS of (63); CVM of (62); and PCVM of (64) are compared to the
adequate critical points of the distributions of sup0≤u≤1 |B(u)| and
∫ 1
0
[B(u)]2du, re-
spectively. For a nominal significance level 0 < α < 1, the notation for the cor-
responding (1 − α) × 100% quantiles will be KSα and CVMα, respectively. Nomi-
nal levels α = .1, .05, and .01 will be used. It is obtained that KS, .1 = 1.2238;
KS, .05 = 1.3582; and KS, .01 = 1.6277. Also, CVM, .1 = 0.3473; CVM, .05 = 0.4614;
and CVM, .01 = 0.7435.
4.3.1 Size
For the bivariate VAR(1), VMA(1), and VARMA(1,1) models considered in figure 3;
table 10; and histograms 4−5−6, N = 1000 independent replicas of size n = 250 are
generated. Nominal significance levels considered are α = .1, and .05. Results are
presented in table 12 for VAR(1); table 13 for VMA(1); and table 14 for VARMA(1,1).
For a given value of α, the information contained in the columns of these tables is as
follows:
(a) Empirical proportion of rejections, say p̂N ;
(b) Lower bound of a 95% confidence interval for the true probability of rejection at
level α, p̂N − 1.96
√
p̂N(1− p̂N)/N ;
(c) Upper bound version of (b), p̂N + 1.96
√
p̂N(1− p̂N)/N ;
(d) Theoretical quantile of the specific criterion;
(e) Empirical quantile for the N = 1000 replicas simulated.
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As a conclusion from tables 12−13−14, the empirical size of the criteria based on
functionals applied on the error and modified processes is quite close to the nominal. As
expected, the behavior of CVM and PCVM is almost identical. Consequently, PCVM
will be ignored from now on. However, when considering KS, CVM , and PCVM on
the residual process {Ŵmn (u) : 0 ≤ u ≤ 1} of (7), the size of the regions of the form
H [Ŵmn (u)] ≥ Hα[B(u)], is well below α. This indicates that the consequences of an
inequality in Anderson (1955) can be very severe in practice.
4.3.2 Power
For making power comparisons between the functionals applied on the residual process
{Ŵmn (u) : 0 ≤ u ≤ 1} and the modified process {Ẑmn (u) : 0 ≤ u ≤ 1}, a bivariate
VARMA(1,1) model of the form Xt − Φ1Xt−1 = εt + Θ1(β)εt−1 is considered, where
Θ1(β) = βΘ1; β is a real parameter in the interval [0, 1);
Φ1 =
(
0.1868 0.1787
−0.0122 0.2101
)
; (65)
and
Θ1 =
(
1.3008 −0.1945
1.7858 0.5017
)
. (66)
The matrix Φ1 of (65) is obtained by taking eigenvalues δj = 0.1984±0.0452 i, j = 1, 2,
so that |δ1| = |δ2| = 0.2035 < 1. The associated eigenvectors are γ1 = (0.9675, 0.0632+
0.2447 i)′; γ2 = γ1 = (0.9675, 0.0632 − 0.2447 i)′. The eigenvalues of the matrix Θ1 of
(66) are δj = 0.9013± 0.4333 i, j = 1, 2, so that |δ1| = |δ2| = 1.0000. The eigenvectors
are γ1 = (0.2125 + 0.2304 i, 0.9496)
′, and γ2 = γ1 = (0.2125 − 0.2304 i, 0.9496)′. The
covariance matrix Σ of the errors is as in (54).
For each value in a grid of values of the parameter 0 ≤ β < 1, N = 1000 independent
data samples of length n = 200 are generated from the process Xt − Φ1Xt−1 = εt +
Θ1(β)εt−1 defined by the matrices in (65)−(66)−(54). If a VAR(1) process is postulated
and fitted, the value of β = 0 corresponds to the null VAR(1) model. The values of 0 <
β < 1 define an alternative VARMA(1,1) model. Thus, the plots of the corresponding
empirical proportions of rejections at level α = .05 versus β give a graphical display of
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the power function of the method. The modulus of the eigenvalues of Θ1(β) is β, so
that when β → 1 the alternative VARMA(1,1) process is close to having a unit root.
The results are displayed at the left part of figure 7. For moderate values of β, both KS
and CVM on the modified process are more powerful than the same functionals on the
original process All the power functions tend to unity when β → 1. The larger power
of KS and CVM for moderate to large values of β in the original residual process can
be explained by the fact that the m×m residual correlation matrices R̂k are based on
residual vectors ε̂t that are more sensitive to departures form the null assumption than
the modified matrices Ŝk.
An additional experiment is conducted. A m = 2 VARMA(2,2) process of the form
Xt −Φ1Xt−1 −Φ2Xt−2 = εt +Θ1(β)εt−1 +Θ2(β)εt−2 is considered, where 0 ≤ β < 1.
The 2 × 2 matrices Φ1 and Φ2 are obtained with the method of section 4.1.2. The
roots of the determinantal equation |Φ(z)| = |I2 − Φ1z − Φ2z2| = 0 are given by
ς1,1 = 0.7589 + 1.5178 i, ς1,2 = 0.7589 − 1.5178 i, so that |ς1,i| = 1.6979, i = 1, 2; and
ς2,1 = 2.1971 + 0.0000 i, ς2,2 = 2.8562 + 0.0000 i. The invertible matrix
A =
(
1.8 0.7
0.2 1.0
)
leads to
Φ1 =
(
0.5036 0.2112
−0.0335 0.8287
)
, Φ2 =
(
−0.3631 0.1426
−0.0226 −0.1435
)
. (67)
On the other hand, the matrices Θ1(β) and Θ2(β) are selected so that Θ1(0) = Θ2(0) =
02×2. For 0 < β < 1, the roots of the determinantal equation |I2+Θ1(β)z+Θ2(β)z2| = 0
are of the form
ς j,i(β) = q(β) ςj,i , j, i = 1, 2 , (68)
where q(β) = 2.8469−1.8469 β for 0 < β < 1. The ς j,i are as specified in table 15 below.
The covariance matrix Σ of the errors is taken again as in (54). The invertible matrix
of the method is now
A =
(
2.2 0.4
0.2 1.0
)
.
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α = .10 (a) (b) (c) (d) (e)
Error process
KS 0.0650 0.0497 0.0803 1.2238 1.1261
CVM 0.0990 0.0805 0.1175 0.3473 0.3395
PCVM 0.0990 0.0805 0.1175 0.3473 0.3395
Residual process
KS 0.0030 -0.0004 0.0064 1.2238 0.8191
CVM 0.0000 0.0000 0.0000 0.3473 0.1369
PCVM 0.0000 0.0000 0.0000 0.3473 0.1369
Modified process
KS 0.0860 0.0686 0.1034 1.2238 1.1864
CVM 0.1090 0.0897 0.1283 0.3473 0.3494
PCVM 0.1090 0.0897 0.1283 0.3473 0.3494
α = .05 (a) (b) (c) (d) (e)
Error process
KS 0.0330 0.0219 0.0441 1.3582 1.2549
CVM 0.0490 0.0356 0.0624 0.4614 0.4476
PCVM 0.0490 0.0356 0.0624 0.4614 0.4476
Residual process
KS 0.0000 0.0000 0.0000 1.3582 0.9343
CVM 0.0000 0.0000 0.0000 0.4614 0.1641
PCVM 0.0000 0.0000 0.0000 0.4614 0.1641
Modified process
KS 0.0390 0.0270 0.0510 1.3582 1.3284
CVM 0.0440 0.0313 0.0567 0.4614 0.4443
PCVM 0.0440 0.0313 0.0567 0.4614 0.4443
Table 12: Empirical sizes for N = 1000 independent replicas of size n = 250 for the bivariate model VAR(1) (28)
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α = .10 (a) (b) (c) (d) (e)
Error process
KS 0.0660 0.0506 0.0814 1.2238 1.1440
CVM 0.1090 0.0897 0.1283 0.3473 0.3619
PCVM 0.1090 0.0897 0.1283 0.3473 0.3619
Residual process
KS 0.0350 0.0236 0.0464 1.2238 1.0150
CVM 0.0420 0.0296 0.0544 0.3473 0.2364
PCVM 0.0420 0.0296 0.0544 0.3473 0.2364
Modified process
KS 0.0840 0.0668 0.1012 1.2238 1.1801
CVM 0.0870 0.0695 0.1045 0.3473 0.3321
PCVM 0.0870 0.0695 0.1045 0.3473 0.3321
α = .05 (a) (b) (c) (d) (e)
Error process
KS 0.0270 0.0170 0.0370 1.3582 1.2738
CVM 0.0520 0.0382 0.0658 0.4614 0.4621
PCVM 0.0520 0.0382 0.0658 0.4614 0.4621
Residual process
KS 0.0120 0.0053 0.0187 1.3582 1.1503
CVM 0.0170 0.0090 0.0250 0.4614 0.3162
PCVM 0.0170 0.0090 0.0250 0.4614 0.3162
Modified process
KS 0.0430 0.0304 0.0556 1.3582 1.3398
CVM 0.0450 0.0322 0.0578 0.4614 0.4455
PCVM 0.0450 0.0322 0.0578 0.4614 0.4455
Table 13: Empirical sizes for N = 1000 independent replicas of size n = 250 for the bivariate model VMA(1) (53)−(54)
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α = .10 (a) (b) (c) (d) (e)
Error process
KS 0.0570 0.0426 0.0714 1.2238 1.1314
CVM 0.0930 0.0750 0.1110 0.3473 0.3331
PCVM 0.0930 0.0750 0.1110 0.3473 0.3331
Residual process
KS 0.0030 -0.0004 0.0064 1.2238 0.8145
CVM 0.0020 -0.0008 0.0048 0.3473 0.1235
PCVM 0.0020 -0.0008 0.0048 0.3473 0.1235
Modified process
KS 0.0770 0.0605 0.0935 1.2238 1.1613
CVM 0.0780 0.0614 0.0946 0.3473 0.3122
PCVM 0.0780 0.0614 0.0946 0.3473 0.3122
α = .05 (a) (b) (c) (d) (e)
Error process
KS 0.0300 0.0194 0.0406 1.3582 1.2356
CVM 0.0490 0.0356 0.0624 0.4614 0.4419
PCVM 0.0490 0.0356 0.0624 0.4614 0.4419
Residual process
KS 0.0000 0.0000 0.0000 1.3582 0.8871
CVM 0.0000 0.0000 0.0000 0.4614 0.1470
PCVM 0.0000 0.0000 0.0000 0.4614 0.1470
Modified process
KS 0.0330 0.0219 0.0441 1.3582 1.2903
CVM 0.0420 0.0296 0.0544 0.4614 0.4203
PCVM 0.0420 0.0296 0.0544 0.4614 0.4203
Table 14: Empirical sizes for N = 1000 independent replicas of size n = 250 for the bivariate model VARMA(1,1) (56)
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j ςj,1 |ςj,1| ςj,2 |ςj,2|
1 0.7071 + 0.7071 i 1.0000 0.7071− 0.7071 i 1.0000
2 1.1095 + 0.0000 i 1.1095 1.1314 + 0.0000 i 1.1314
Table 15: Multiples of the roots of the VMA part in the parametric bivariate VARMA(2,2) model (67)−(68)−(54)
Notice that q(β) decreases towards 1 when β → 1. Thus, the VMA part of the
bivariate VARMA(2,2) model defined by (67)−(68)−(54) approaches also to a unit root
situation. If a VAR(2) is postulated and fitted, the value of β = 0 corresponds to the
null VAR(2) process. The values of 0 < β < 1 form an alternative VARMA(2,2) model.
As before, for each value of a grid of values of 0 ≤ β < 1, N = 1000 independent data
samples of length n = 200 are generated from the VARMA(2,2) model (67)−(68)−(54).
The associated plot of empirical powers at level α = .05 is given at the right of figure 7,
in which the functionals based on the modified process are clearly much more powerful.
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Fig. 7: Comparison of empirical powers of the residual and modified processes in the two simulation experiments of
section 4.3. Left: VAR(1) fitted under a parametric VARMA(1,1) model; Right: VAR(2) fitted under a parametric
VARMA(2,2) model
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4.4 Comparisons with previous criteria
As seen in table 11, the adjusted residual trace tr(R̂k)/
√
m, and the corresponding
modified version tr(Ŝk)/
√
m are virtually identical for large enough values of the lag k.
Thus, it seems adequate to consider a truncated version {Ẑmn,M(u) : 0 ≤ u ≤ 1} of the
modified process {Ẑmn (u) : 0 ≤ u ≤ 1}, where the random function Ẑmn (u) is replaced by
Ẑmn,M(u) =
√
2
pi
√
n
 M∑
k=p+q+1
tr(Ŝk)√
m
sin(Kpiu)
K
+
n−(P+1)∑
k=M+1
tr(R̂k)√
m
sin(Kpiu)
K
 , (69)
for an adequately chosen value of M ≥ p + q + 1. This idea was also explored in the
univariate case by Ubierna and Velilla (2007, section 4.1).
As such, goodness-of-fit functionals of the form
CV T =
∫ 1
0
[Ẑmn,M(u)]
2du =
n
mpi2
[
M∑
k=p+q+1
[tr(Ŝk)]
2
K2
+
n−(P+1)∑
k=M+1
[tr(R̂k)]
2
K2
] ; (70)
and
KST = sup
1≤j≤n
|Ẑmn,M(j/n)| , (71)
can be compared to the standard criteria of Hosking (1980),
Q̂mH = n
M∑
k=1
tr(Ĉ′kΣ̂
−1ĈkΣ̂−1) ;
and Li and McLeod (1981),
Q̂mLM = n
M∑
k=1
tr(Ĉ′kΣ̂
−1ĈkΣ̂−1) +
m2M(M + 1)
2n
.
For a nominal level α, the rejection regions for CV T and KST are based on the critical
points of the corresponding functionals of the Brownian bridge. Regions associated to
Q̂mH and Q̂
m
LM use the chi−square quantile χm2[M−(p+q)],α. Comparisons are performed
now, both in size and power, using simulation techniques.
4.4.1 Size
In principle, in Q̂mH and Q̂
m
LM the value of M is taken of the order O(
√
n). It is however
of interest to study the dependence on M of the size of the four methods above. Two
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models are considered. First, a VAR(1) Xt = Φ1Xt−1 + εt in which
Φ1 =
(
0.5603 0.5361
−0.0366 0.6303
)
. (72)
The eigenvalues of the matrixΦ1 in (72) are δj = 0.5953±0.1356 i, j = 1, 2, so that |δ1| =
|δ2| = 0.6106 < 1. The associated eigenvectors are γ1 = (0.9675, 0.0632 + 0.2447 i)′;
γ2 = γ1 = (0.9675, 0.0632 − 0.2447 i)′. An additional VMA(1) process of the form
Xt = εt +Θ1εt−1 is analyzed, with
Θ1 =
(
0.0589 0.3047
−0.0093 0.1212
)
. (73)
The eigenvalues of Θ1 in (73) are δj = 0.0901 ± 0.0433 i, j = 1, 2, so that |δ1| =
|δ2| = 0.0999 < 1. The eigenvectors are γ1 = (0.9850, 0.1007 + 0.1400 i)′; γ2 = γ1 =
(0.9850, 0.1007−0.1400 i)′. In both cases, the covariance matrix Σ of the errors is taken
as in (54). For each model, N = 1000 independent replicas are generated. The sample
size considered for the VAR(1) model is n = 250; and n = 200 for the VMA(1). In both
cases, the nominal level is α = .05.
For values of 2 ≤ M ≤ 40, figures 8 and 10 display the resulting empirical sizes
for the VAR(1) and VMA(1) cases, respectively. Both plots indicate that the size
of both CV T in (70) and KST in (71) is relatively stable with respect the value of
M . As it can be seen in these figures, this typically falls inside the horizontal bands
.05±1.96√0.05× 0.95/1000. In contrast, the size of Hosking (1980) decreases. In turn,
that of Li and McLeod (1981) is much less stable, being above the nominal level α = 0.05
in the VMA(1) setting.
4.4.2 Power
For making comparisons in power, two models are considered. First, the parametric
VARMA(1,1) processXt−Φ1Xt−1 = εt+Θ1(β)εt−1 defined by the setting (65)−(66)−(54).
A VAR(1) is tested at the nominal level α = .05. For each value of 0 ≤ β < 1, N = 1000
independent data samples of length n = 200 are generated. The value of the lag M is
taken as integer part of
√
n. Hence, M = 14. Results are displayed at the left part of
figure 10.
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Fig. 8: Comparison of empirical sizes for different values of the lag M for the VAR(1) model of section 4.4.1
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Fig. 9: Comparison of empirical sizes for different values of the lag M for the VMA(1) model of section 4.4.1
Alternatively, a VARMA(1,1) Xt−Φ1(β)Xt−1 = εt+Θ1εt−1 is considered, where Θ1
36
is as in (53); Σ as in (54); and Φ1(β) = βΦ1, 0 ≤ β < 1, where
Φ1 =
(
0.9177 0.8780
−0.0599 1.0324
)
. (74)
The eigenvalues of Φ1 in (74) are δj = 0.9750 ± 0.2221 i, j = 1, 2, so that |δ1| =
|δ2| = 1.0000. The eigenvectors are γ1 = (0.9675, 0.0632 + 0.2447 i)′, and γ2 = γ1 =
(0.9675, 0.0632− 0.2447 i)′. A VMA(1) is now tested at level α = .05. Choices for N ,
n, and M are as before. Results are given at the right part of figure 10.
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Fig. 10: Comparison of empirical powers for a fixed value of the lag M in the first two simulation experiments of
section 4.4.2. Left: VAR(1) fitted under a parametric VARMA(1,1) model; Right: VMA(1) fitted under a parametric
VARMA(1,1) model
According to figure 10, our methods are locally more powerful than those by Hosking
(1980) and Li and McLeod (1981) when aVAR(1) is tested. In turn, the latter procedures
clearly outperform KST and CV T when the postulated null model is a VMA(1). In
this case, all the power functions tend to 1 when β → 1.
Finally, the parametric VARMA(2,2) modelXt−Φ1Xt−1−Φ2Xt−2 = εt+Θ1(β)εt−1+
Θ2(β)εt−2, 0 ≤ β < 1, of section 4.3.2 is revisited. A VAR(2) is now postulated and
fitted. Choices for the tuning constants N , n, M , and α are as above. Results are in
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Fig. 11: Comparison of empirical powers for a fixed value of the lag M in the third simulation experiment of section 4.4.2.
A VAR(2) is fitted under a parametric VARMA(2,2) model
figure 11. As seen there, the empirical power of our procedures is above those of the
standard methods by Hosking (1980) and Li and McLeod (1981).
5 CONCLUSIONS
This research introduces a new goodness-of-fit process for VARMA(p,q) models. We
extend to a multivariate setting the univariate goodness-of-fit process studied by Durlauf
(1991) and Anderson (1993). We study weak convergence of this new method, whose
application does not depend on the choice of a particular lag, and that uses a distribution
that is free of unknown parameters. Simulations and comparisons with previous methods
are also given. As a conclusion of this empirical work, our procedure seems to be sensitive
enough to detect lack of fit.
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