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The problem of deciding whether two universal relational sentences have the 
same spectrum is solvable by an algorithm whose run time is bounded by a linear 
stack of 2s, but not by an algorithm whose run time is bounded by a fixed stack 
of 2s. © 1984 Academic Press, Inc. 
Ramsey's theorem in both the finite and infinite forms are very well 
known, but it is less well known that in his original paper (Ramsey, 1930), 
these fundamental results were introduced as lemmas for establishing 
various decidability results. Implicit or explicit in his paper are the follow- 
ing two decidability results: (1) it is decidable whether a universal 
relational sentence (defined below) has an infinite model and (2) there is an 
algorithm for determining the spectrum (defined below) of a universal 
relational sentence. As a consequence of (2), we have: (3) it is decidable 
whether two universal relational sentences have the same spectrum. 
Theorems 1-3 below are essentially from (Ramsey, 1930) and establish 
an algorithm for (3) whose run time is bounded by a linear stack of 2s. The 
purpose of this note is to establish that there is no elementary recursive 
algorithm for (3); i.e., none whose run time is bounded by a fixed finite 
stack of 2s. It can be seen from (Lewis, 1978) and Theorem 1 below (a if 
and only if c) that (1) above is nondeterministic exponential time complete 
with respect o polynomial time reductions. 
A universal relational sentence is a sentence of predicate calculus with 
identity and no constant or function symbols (thus only relation symbols), 
which is the universal closure of a quantifier free formula. 
Let R(k,m,n) be the least q such that q~(n)~. (See Graham, 
Rothschild, and Spencer, 1980, p. 7 for notation.) The spectrum of a sen- 
tence is the set of all cardinalities of finite models of the sentence. 
Let M be a relational structure. An atomic SOI (sequence of indiscer- 
nibtes) for M is a sequence bn, finite or infinite, such that for all atomic for- 
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mulas ~(X 1,..., Xr) in the language of M, and t~ < "" < t, and u~ < --' < u~, 
we have ~b(ba,..., b~,)~ ~b(b,~ ..... b,~). 
THEOREM 1. Let (3 be a u.r.s. Then the following are equivalent. (a) 
spec(~b) is infinite, (b) spec(~b) is all finite nonzero cardinals, (c) ~b has a 
model M in which there is an atomic SO1 which enumerates all of M, where 
the cardinality of M is exactly the number of distinct variables used in ~, (d) 
(~ has a model M of every finite nonzero cardinality such that there is an 
atomic SOI which enumerates all of M. 
Proof The equivalence of (a) and (b) follows immediately from the fact 
that the models of ~b are closed under substructure. For (a) -~ (c), let M be 
a sufficiently large finite model of ~b. By Ramsey's theorem, choose an 
atomic SO1 for M of length the number of distinct variables used in ~b. (The 
number of colors corresponds to the number of relevant atomic formulas, 
and the arity corresponds to the arity of the relevant relation symbols). For 
(c) ~ (d), stretch the indiscernibles to any desired finite length. 
LEMMA 2.1. Let $1,..., S, be relation symbols of arity <.k. Then the total 
number of distinct atomic formulas in S ...... Sr using variables among 
xl,..., xk is at most r(k~). 
THEOREM 2. Let (3 be a u.r.s, with at most r relation symbols each of 
arity at most k, and with at most m distinct variables. Then spec(~b) is all 
finite nonzero cardinals if and only if (~ has a model of cardinality 
R(k, 2 r(kk), m). 
Proof In the application of Ramsey's theorem above, k-tuples are par- 
titioned according to the set of all atomic formulas that are true of it. The 
use of 2 "~kk) is deliberately crude. Define 
2E°l(x) = x, 2 ~k+ ll(x) = 2 2tkl~, 2 Ekl = 2Ekl(1 ). 
THEOREM 3. The problem of testing whether two universal relational sen- 
tences have the same spectrum is solvable in time <~2 Ccxl for some constant 
c e N. I f  the arity of the relation symbols allowed is fixed, then the problem is 
solvable in time <~2{~l(x) for some constant eN.  
Proof It follows from the usual proof of Ramsey's theorem that 
for some universal constants c, deN,  R(k,n,m)<<.2Ic+kl(n+m)<<. 
2 [d+k+l°gi°gl°g(n+m)]. Let ~b, ~ be u.r.s, with a total of at most x symbols 
used between the two. By Theorem 2, spec(~b)= spec(~) if and only if: for 
all t <~ R(x, 2 x~xx), x), 0 has a model of cardinality t if and only if ~ has a 
model of cardinality t. This establishes the first part since for some constant 
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eeN, every R(x, 2x(xX),x)~2[ex]. For the second part, let k bound the 
arity of the symbols allowed. Then spec(¢) = spec(0) if and only if: for all 
t <~ R(k, 2 x(xx), x), ~b has a model of cardinality t if and only if 0 has a 
model of cardinality t. This establishes the second part since for constant 
eeN, every R(k, 2 x(xx), x) ~< 2[e](x). 
LEMMA 4.1. For all k>~4 there is a constant c 'eN such that 
R(k, 2, log(m)) ~> 2[k-3](c'm). 
Proof From Graham, Rothschild, and Spencer (1980), p. 93. 
We now fix k~>4. A lin log function is one which is computable 
simultaneously in linear time and log space. 
[.,EMMA 4.2. Let de ]7. There is a lin log function F from m e N in unary 
into u.r.s, such that spec(F(m)) = {i: 1 ~< i< R(k, 2, log(m) + d)}. 
Proof Use one k-ary relation symbol R and merely assert hat there is 
no set of at least log(m) + d elements all of whose k element subsets are in 
or out of R. 
LEMMA 4.3. Let M be a multitape Turing machine and d e N. Then there 
is a lin log function G from binary strings into the u.r.s, such that for all 
binary strings ct, we have that M accepts ~ in time <~R(k, 2, log(lth(ct)) + d) 
if and only ifR(k, 2, log(lth(ct)) + d) ~ spec(F(e)). 
Proof Fix M and deN,  and let cte {0, 1} t. We will define G(e) as 
follows: We use the binary relation symbols < and S; the (k+ 1)-ary 
relation symbol U; the unary predicate symbols P, Q; the k-ary relation 
symbols Y, Z; and the special symbol W used to simulate the Turing 
machine M. G(ct) asserts the following: 
1. < is a strict linear ordering. 
2. S (x ,y )~x<y,  S(x,y)~(z<<.x v y<<.z). 
3. If x<z then there is no at least log(t )+d element subset of 
{y: ~S(x ,y )}  such that all of its k element subsets lie in or out of 
{w: U(x, w)}. 
, 
5. 
that all 
6. 
that all 
7. 
simulate 
P(x)~ y<~x, Q(x)~ x<~y. 
There is no at least log(t)+ d element subset of {x: -1P(x)} such 
of its k element subsets lie in or out of Y. 
There is no at least log(t)+ d element subset of {x: ~ Q(x)} such 
of its k element subsets lie in or out of Z. 
Pretending that S is the successor elation for time and space, 
M acting on input c~ by W in such a way that for any fixed first 
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argument i for W, the cross section defines the instantaneous tape descrip- 
tion at time i. (Pretend that Q marks the beginning of the tapes and of 
time.) 
8. Assert that ~ has not been accepted; i.e., the final state is not an 
accepting state. (Pretend that p marks the end of time. We follow the usual 
convention that once M reaches an accepting state, it remains in that 
state.) 
We claim that there is a unique model of G(~) without 7, 8 with exactly 
R(k, 2, log(t) + d) elements. The model is obvious. To see that it is unique 
(up to isomorphism) note that by 3, if x < z then { y: -7 S(x, y)} must have 
fewer than R(k, 2,1og(t)+d) elements, and so (3y)(S(x,y)). Cursory 
examination of 1, 2 reveal that as a consequence, S must be the successor 
relation. Similarly, P is uniquely satisfied by the greatest element, and Q is 
uniquely satisfied by the least element. Therefore the pretense in 7 is valid, 
and so W must correctly simulate M at ~. The lemma is now obvious. 
THEOREM 4. Let k, c e N. Then every <~ 2 Ek3(cx) time recognizable set of 
binary strings is lin log reducible to the set of pairs ((J, ~) of universal 
relational sentences with the same spectrum. 
Proof Let E be ~<2Ek3(CX) time computable. Let M be a TM recogniz- 
ing exactly E, and such that every accepted string ct is accepted in at 
most 2Ek3(clth(c~)) time. Choose deN such that for all meN,  
R(k + 3, 2, log(m) + d) >~ 2ck3(cm), by Lemma 4.1. 
Let F, G be as in Lemmas 4.2 and 4.3 for this 34, d, and k + 3. Then M 
accepts ~ in time <~R(k+ 3, 2, log( l th(~))+d) if and only if ~eE if and 
only if R(k + 3, 2, log(lth(~)) + d) ~ spec(G(~)). 
Define H(~) = F(lth(~)) v G(~). Then spec(H(~)) = spec(F(7)) if and 
only if R(k, 2, log(lth(~)) + d) ~ spee(G(a)) if and only if M accepts ~. 
THEOREM 5. There is a universal constant e e N such that the following 
holds. Let k, ceN.  Then every ~<2[kl(cx) time recognizable set of binary 
strings is lin log reducible to the set of pairs ((k, ~b ) of universal relational sen- 
tences all of whose relation symbols have arity <~ k + e. 
Proof Same as for Theorem 4. 
By the standard diagonalization arguments or hierarchy theorems, we 
have the following. 
THEOREM 6. The problem of deciding whether two universal relational 
sentences have the same spectrum is not solvable in ~<2lkl(cx) time, for any 
constants k, c e N. There is a universal constant ee N such that if the arity of 
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relation symbols is required to be bounded by k + e, then the problem is not 
solvable in ~<2tkl(cx) time, for any constant c ~ N. 
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