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Introducción
Desde un punto de vista topológico, y hasta cierto punto geométrico, un grupo
finitamente generado y con la métrica de la palabra puede parecer un objeto ca-
rente de interés. Después de todo tal métrica es una métrica discreta. Sin embargo
Gromov en [41] introdujo una serie de técnicas para estudiar tales espacios. Así
un topólógo clásico o un geómetra clásico estaría interesado en el comportamiento
de los espacios a pequeña escala, esto es, en las proximidades de un punto. Por
otro lado un topólogo (o geómetra) asintótico estaría interesado en las propie-
dades del espacio a gran escala, es decir, cuando nos ”alejamos” del mismo. Las
funciones que reflejarían este fenómeno serían las equivalencias a gran escala y las
cuasi-isometrías. Estas últimas pueden considerarse la versión a gran escala de las
aplicaciones bi-Lipschitz.
Desde el trabajo de Gromov se han ido introduciendo y estudiando numero-
sos invariantes cuasi-isométricos y a gran escala. Uno de los objetivos de la teoría
geométrica de grupos sería recuperar propiedades algebraicas de un grupo a partir
de sus propiedades geométricas a gran escala. No sólo esto, como consecuencia del
lema de Svarc-Milnor, el grupo fundamental de una variedad compacta Riemma-
niana es cuasi-isométrico a la cubierta universal de tal variedad. Con lo que el
estudio de las propiedades de los grupos invariantes por cuasi-isometrías resulta
sumamente importante.
Surgieron así conceptos como crecimiento, conos asintóticos, dimensión asintó-
tica...Por ejemplo relacionado con el tipo de crecimiento de un grupo tendríamos
el famoso teorema de Gromov que muestra la equivalencia entre grupos de creci-
miento polinomial y grupos virtualmente nilpotentes. Para los conos asintóticos se
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pueden ver, por ejemplo, los trabajos de Drutu [33], y su estudio sobre los conos
asintóticos de los grupos hiperbólicos.
Desde el punto de vista de la teoría de la dimensión, la dimensión asintótica ha
sido el invariante más estudiado. Su estudio es particularmente relevante después
de los importantes trabajos de Yu en [72] que relacionaban la dimensión asintótica
con la conjetura de Novikov. A partir de este resultado han ido apareciendo nu-
merosos trabajos que analizaban la dimensión asintótica de grupos concretos (ver
[13] para una revisión del tema) o que relacionaban la dimensión asintótica con
otros invariantes a gran escala como la corona de Higson (por ejemplo [16]) o el
crecimiento [59].
Puesto que en los grupos finitamente generados con métrica de la palabra
es equivalente hablar de espacios equivalentes a gran escala y espacios cuasi-
isométricos resulta natural pensar en un invariante similar a la dimensión asin-
tótica pero de tipo lineal. Tal invariante fue introducido por Gromov en [41] con
el nombre de dimensión asintótica de tipo lineal o por Roe en [63] bajo el nombre
de dimensión asintótica con la propiedad de Higson. Pronto se vio [52] que tal
dimensión no era otra cosa que la versión a gran escala de la dimensión de Nagata
(llamada en este trabajo dimensión de Assouad-Nagata).
La dimensión de Assouad-Nagata fue introducida por Assouad [1] a partir de los
trabajos de Nagata. Tal dimensión se relaciona con una generalización de Nagata
de los espacios ultramétricos.
La dimensión de Assouad-Nagata es un invariante natural para aplicaciones
bi-Lipschitz. Como ya hemos dicho su versión a gran escala es la dimensión asin-
tótica con la propiedad de Higson (como se verá en este trabajo). Por otro lado
su versión a pequeña escala fue introducida por Buyalo en sus estudios sobre gru-
pos hiperbólicos [23]. En tales trabajos se relacionaba la dimensión asintótica de
un grupo hiperbólico con la dimensión de Assouad-Nagata a pequeña escala de la
frontera del mismo.
Nuestro trabajo se ha centrado principalmente en la versión a gran escala de
la dimensión de Assouad-Nagata y sus relaciones con la teoría geométrica de gru-
pos. No obstante, también hemos estudiado la dimensión de Assouad-Nagata en
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espacios métricos más generales pues tiene fuertes conexiones con los espacios ul-
tramétricos y las aplicaciones bi-Lipschitz [52].
Además no sólo hemos trabajado con grupos finitamente generados con métrica
de la palabra, sino que hemos estudiado el marco más amplio de grupos numerables
con métricas propias invariantes por la izquierda. Tales grupos y métricas surgen
de forma natural cuando se ven como subgrupos, no necesariamente finitamente
generados, de grupos finitamente generados con métrica de la palabra. En este
caso, la métrica que heredan es una métrica propia e invariante por la izquierda
pero no una métrica de la palabra.
Este estudio ha sido fructífero en los últimos años como lo demuestran, a modo
de ejemplo, los trabajos de Shalom [68], Dranishnikov y Smith [29] y Sauer [67].
En todos ellos se estudiaba invariantes a gran escala de grupos numerables no
finitamente generados, como la dimensión asintótica o la dimensión cohomológica
racional.
A continuación pasamos a describir los principales problemas o temas de in-
vestigación abordados y los resultados obtenidos. Cada problema se corresponderá
con un capítulo del libro y cada punto a abordar con una sección de tal capítulo.
En la introducción de cada capítulo se encontrará información más detallada sobre
estos problemas:
-Problema 1: Estudiar las propiedades geométricas generales de la
dimensión de Assouad-Nagata.
Dentro de esta línea de investigación estaría el importante trabajo [52] don-
de Lang y Schlienmaier demostraron, entre otros resultados, que la dimensión de
Assouad-Nagata es un invariante por cuasi-simetrías, que todo espacio de dimen-
sión de Assouad-Nagata finita admite un embebimiento cuasi-simétrico en un pro-
ducto finito de R-árboles y finalmente se introdujo la noción de extensor Lipschitz y
se estudiaron las relaciones de este concepto con la dimensión de Assouad-Nagata.
Nuestros resultados para este primer problema son los siguientes.
1. Hemos relacionado las dimensiones de capacidad y la dimensión asintótica
con la propiedad de Higson con la dimensión de Assouad-Nagata global.
Esto se consigue mediante la construcción de dos funtores (microscópico y
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macroscópico) en la categoría Lipshchitz. Este resultado apareció en [20]
2. Hemos estudiado los espacios con dimensión de Assouad-Nagata igual a ce-
ro. Esto nos ha permitido relacionar la dimensión de Assouad-Nagata con
los espacios ultramétricos. A saber, todo espacio de dimensión de Assouad-
Nagata cero es equivalente bi-Lipschitz a un espacio ultramétrico. De hecho
esta propiedad caracteriza los espacios de dimensión de Assouad-Nagata ce-
ro. También construimos un espacio universal para espacios ultramétricos
separables. Hemos relacionado los espacios ultramétricos con la dimensión
uniforme. Conseguimos además, una caracterización interesante de los espa-
cios de dimensión de Assouad-Nagata nula en términos de propiedades de
extensión Lipschitz. Finalmente demostramos que existen una cantidad no
numerable de espacios ultramétricos no equivalentes a gran escala. Todos
estos resultados se recogen en [21]
3. Demostramos que un espacio tiene dimensión de Assouad-Nagata menor o
igual que n si y solo si la esfera Sn es un extensor Lipschitz. Esto puede ser
visto como la versión métrica del famoso teorema que dice que un espacio
topológico tiene dimensión topológica menor o igual que n si y solo si la
esfera Sn es un extensor absoluto del mismo. Este resultado es uno de los
más importantes de este trabajo. Aparece recogido en [20]
- Problema 2: Estudiar la relación de la dimensión asintótica de Assouad-
Nagata con otros invariantes a gran escala.
Así por ejemplo los trabajos de Nowak [59] relacionan la dimensión asintótica
de Assouad -Nagata con el crecimiento o las funciones de Folner. O los trabajos
de Dranishnikov [30] relacionan tal dimensión con la corona de Higson lineal.
Nuestros resultados en este contexto han sido los siguientes.
1. El primer resultado obtenido se enmarcaría dentro de otro problema más ge-
neral, a saber: Relacionar las propiedades topológicas del cono asintótico de
un espacio con las propiedades a gran escala del espacio. El cono asintótico
de un espacio métrico puede ser visto como la imagen de dicho espacio cuan-
do lo vemos desde el infinito. Nosotros nos hemos centrado en la dimensión
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topológica. En particular hemos obtenido el importante resultado que afirma
que la dimensión topológica del cono asintótico de un espacio está acotada
por la dimensión asintótica de Assouad-Nagata del espacio. Así, desde este
punto de vista, la dimensión de Assouad-Nagata sería más interesante que
la dimensión asintótica ya que esta última no guarda relación alguna con
la dimensión topológica del cono. Además hemos estudiado que en general
esta cota no es una igualdad. Incluso si imponemos la condición sumamente
restrictiva de que el cono asintótico sea un espacio ultramétrico, la dimen-
sión asintótica de Assouad-Nagata puede ser cualquiera, incluso infinito. Los
resultados de este trabajo aparecen en [36] y en [46]
2. Relacionamos la dimensión asintótica con la dimensión asintótica de Assouad-
Nagata. En particular, para todo espacio métrico de dimensión asintótica
finita podemos construir una métrica equivalente tal que la dimensión asin-
tótica y la de Assouad-Nagata coincidan. Tal métrica ha mostrado tener in-
teresantes propiedades. Es una métrica hiperbólica con frontera unipuntual,
sus conos asintóticos son ultramétricos y sobre todo satisface una propiedad
de Nagata que caracteriza los espacios topológicos metrizables de dimensión
finita. Ésta último resultado resuelve el problema 1400 de [4]. Los resultados
de este apartado han aparecido en [20], [46] y la solución al problema 1400
en [48]
- Problema 3: Relacionar la dimensión de Assouad-Nagata y la dimen-
sión asintótica en el ámbito de la teoría geométrica de grupos.
En concreto se abordan tres subproblemas:
- ¿Para que grupos finitamente generados la dimensión de Assouad-Nagata
coincide con la dimensión asintótica?
- ¿Existen métricas propias invariantes por la izquierda en un grupo numerable
tal que la dimensión de Assouad-Nagata no coincida con la dimensión asintótica?
- Determinar métodos para calcular la dimensión de Assouad-Nagata de fami-
lias de grupos concretos
Con respecto a la primera pregunta se sabe que ambas dimensiones son iguales
para los grupos abelianos finitamente generados, los grupos hiperbólicos [64] y los
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grupos finitamente presentados de dimensión asintótica igual a 1. No fue hasta los
trabajos de Nowak [59] cuando se encontraron ejemplos de grupos finitamente ge-
nerados de dimensión asintótica finita pero dimensión de Assouad-Nagata infinita.
Todos ellos tienen la forma de producto wreath.
Cabe señalar también que en lo relativo a la tercera pregunta existen numerosos
métodos para calcular la dimensión asintótica de una gran familia de grupos como
los grupos policíclicos, las amalgamaciones, las extensiones HNN (ver [13] para una
revisión sobre el tema).
Nuestros resultados son los siguientes.
1. Demostramos que para el grupo de Heisenberg la dimensión asintótica y
la dimensión de Assouad-Nagata coinciden. Esto resuelve una pregunta de
Roe [63]. El grupo de Heisenberg es el único grupo nilpotente (salvo cuasi-
isometrías) no abeliano de dimensión igual a 3. La pregunta más general para
los grupos nilpotentes continúa aún abierta. Este resultado apareció en [36]
2. Encontramos grupos localmente finitos de dimensión de Assouad-Nagata ar-
bitraria. Además demostramos que todo grupo localmente finito admite un
métrica propia invariante por la izquierda de dimensión de Assouad-Nagata
positiva. Recordamos que los grupos localmente finitos tienen dimensión asin-
tótica nula. Como corolario encontramos grupos abelianos (no finitamente
generados) tales que su dimensión de Assouad-Nagata y su dimensión asin-
tótica difieren cualquier n prefijado. Esto resuelve un problema planteado en
[18] y parcialmente un problema de [59]. Los resultados aparecieron en [46]
3. Probamos que todo grupo de centro no localmente finito admite una métrica
propia invariante por la izquierda de dimensión de Assouad-Nagata infinita.
En particular el grupo Z admite tal métrica. Recordamos que este grupo
con la métrica de la palabra tiene dimensión asintótica y de Assouad-Nagata
iguales a 1 y es el grupo finitamente generado no finito más sencillo, con lo
que cabe esperar que tal resultado sea generalizable a todos los grupos nume-
rables. Como corolario directo obtenemos que todos los grupos nilpotentes
no localmente finitos poseen una métrica propia invariante por la izquierda
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de dimensión de Assouad-Nagata infinita. Todos estos resultados resolvieron
dos problemas de A.N. Dranishnikov de [28]. Este resultado apareció en [47].
4. Damos una fórmula que calcula la dimensión de Assouad-Nagata de los es-
pacios tipo-árboles a partir de la dimensión de Assouad-Nagata de sus com-
ponentes. Los espacios tipo-árboles tienen especial relevancia en el estudio
de los conos asintóticos de los grupos relativamente hiperbólicos. Además
como consecuencia de nuestro resultado obtenemos una fórmula que permite
calcular la dimensión de Assouad-Nagata del producto libre de grupos fini-
tamente generados. Este resultado es de suma importancia (apareció como
problema en [19]) y permite aumentar considerablemente nuestro catálogo
de grupos finitamente generados con dimensión de Assouad-Nagata finita.
Este resultado se encuentra en [17]
5. Damos ejemplos de grupos finitamente generados con dimensión de Assouad-
Nagata infinita tal que todos sus conos asintóticos son ultramétricos y por
tanto de dimensión cero. Este resultado apareció en [46]
Problema 4: Clasificar salvo equivalencias a gran escala los grupos nu-
merables
Este problema es central para la teoría geométrica de grupos. Hasta ahora pocos
progresos se han realizado en esta línea (ver por ejemplo [42] para una revisión).
Nosotros nos hemos centrado en los grupos localmente finitos y los grupos abelianos
numerables no finitamente generados.
Nuestros resultados son los siguientes:
1. Clasificamos los grupos localmente finitos salvo equivalencias a gran escala
biyectivas. Para tal clasificación definimos el concepto de número de p-Sylow
asociado a un grupo numerable. Esta definición coincide con la usual en
el caso de grupos finitos. Como consecuencia demostramos que los grupos
localmente finitos son universales para los espacios métricos de dimensión
asintótica cero y geometría acotada, y así para los espacios ultramétricos de
geometría acotada. Los resultados de este trabajo aparecieron en [21].
ix
2. Clasificamos salvo equivalencias a gran escala los grupos abelianos numera-
bles, no necesariamente finitamente generados. La clasificación de los grupos
abelianos finitamente generados es bien conocida y sencilla, mientras que la
clasificación de los grupos numerables abelianos ha sido considerablemente
más difícil. Por ejemplo Smith en [69] se preguntaba por la estructura de
Q y Dranishnikov y Smith en [29] calculaban la dimensión asintótica de los
grupos abelianos. Además de tal clasificación estudiamos las condiciones al-
gebraicas que hacen que un grupo admita un embebimiento a gran escala en
un grupo abeliano o que un grupo sea equivalente a gran escala a un grupo
abeliano. El resultado principal de este punto apareció inicialmente en [45] y
posteriormente se completó con el trabajo [5]. Consideramos que es otro de
los resultados más importantes de esta memoria.
Finalmente mencionamos que en [26], Dranishnikov consiguió encontrar equi-
valentes a gran escala de conceptos topológicos clásicos. Así, conceptos tales como:
homotopía, espacio compacto, dimensión topológica, cohomología de Cech, polie-
dros, ANR, variedad...tienen un análogo a gran escala que se comporta de forma
muy similar (aunque no exactamente igual) como se demostró en [26]. Resultaría
así natural preguntarse si se pueden aplicar las ideas de [65] y [38] para el estudio
de los sistemas dinámicos pero desde un punto de vista a gran escala.
x
Preliminares
Damos en este capítulo los conceptos básicos. Proporcionamos demostraciones
de algunos resultados que (aunque sencillos) no se encuentran en la literatura
debido a nuestro enfoque integrador del tema.
0.1. Definiciones básicas
En este trabajo se considerarán espacios métricos (X, d) con métricas propias o
de geometría acotada. Se dice que un espacio métrico es propio si las bolas cerradas
son compactas. Una aplicación entre espacios métricos f : (X, dX) → (Y, dY ) se
dicemétricamente propia si las preimagenes de compactos son compactos. También
diremos que un espacio es de geometría acotada si es propio y para todo r y todo ε
existe una constante C(r, ε) > 0 tal el cardinal de toda ε-red maximal en cualquier
bola de radio r está acotado por C(r, ε).
La siguientes definiciones son clave para el concepto de dimensión.
Definición 0.1.1. Sea X un espacio métrico, y sea A un subespacio de X, y S
un número positivo.
Se dice que A es S-acotado si para cada par de puntos x, x′ ∈ A tenemos que
dX(x, x
′) ≤ S.
Una S-cadena en A es una sucesión finita de puntos x1, . . . , xk en A tal que
para todo i < k el conjunto {xi, xi+1} es S-acotado.
Se dice que A es S-conexo si cada par de puntos x, x′ ∈ A puede ser conectado
en A por una S-cadena.
Se dice que A es conexo a gran escala si es S-conexo para algún S > 0.
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Obsérvese que cualquier subconjunto A de X es la unión de sus S-componentes
conexas, es decir, los subconjuntos S-conexos maximales de A. Si B y B′ son dos
S-componentes conexas del conjunto A entonces B y B′ son S-disjuntas. Se dice
que dos subconjuntos B,B′ ∈ X son S-disjuntos si dX(x, y) > S para todo par de
puntos x e y tales que x ∈ B e y ∈ B′.
Sea (X, d) un espacio métrico y n ∈ N un número entero (incluido el 0). Decimos
que un recubrimiento de X de la forma U = ⋃ni=0 Ui es un (s,M)-recubrimiento n-
dimensional con s ∈ R+ yM ∈ R+∪{∞} si las s-componentes conexas de cada Ui
estánM -acotadas. En estas condiciones definimos la función Dn : R+ → R+∪{∞}
como:
Dn(s) = inf{M | existe un (s,M)-recubrimiento n-dimensional de X}
Claramente la función Dn es no decreciente.
A cualquier función no decreciente fn : R+ → R+ ∪ {∞} que cumpla fn(x) ≥
Dn(x) para todo x ∈ R+ diremos que es una función de control n-dimensional.
Estaremos interesados en el caso de funciones de control n-dimensional que solo
tomen valores reales finitos i.e. f : R+ → R+.
Proposición 0.1.2. Sea (X, d) un espacio métrico. Se cumple:
1. Si fn una función de control n-dimensional entonces fn también es una
función de control n+ 1-dimensional.
2. Existe una función de control n-dimensional fn que está acotada si y solo si
el espacio métrico X está acotado.
3. Si existe una función de control n-dimensional fn tal que fn(s) = 0 para
algún s > 0 entonces el espacio métrico X es discreto. Recíprocamente si el
espacio métrico X es ε-discreto para algún ε entonces existe una función de
control 0-dimensional f 0 tal que f 0(s) = 0 para algún s > 0.
Demostración. 1) es trivial de la definición.
2) Claramente si X está acotado porM la función fn(s) =M es una función de
control n-dimensional para todo n entero no negativo, basta tomar para cualquier s
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el (s,M)- recubrimiento definido por U = ⋃ni=0 Ui con Ui = X. Supongamos que fn
está acotada por una constante real positiva M > 0. Razonemos por reducción al
absurdo. Si X no está acotado existe una sucesión {xi}i∈N tal que d(xi, xj) > M · i
para todo i, j ∈ N con i > j. Sea s = sup{d(xj1 , xj2) | j1, j2 ≤ n + 2}. Como
fn es una función de control n-dimensional existe un (s, fn(s))-recubrimiento n-
dimensional U = ⋃ni=0 Ui. Por el principio del palomar existe un i y dos elementos
j1 < j2 ≤ n + 2 tales que xj1 , xj2 ∈ Ui. Además d(xj1 , xj2) ≤ s con lo que estarán
en la misma componente s-conexa de Ui pero d(xj1 , xj2) > M · j2 lo que contradice
el hecho de que fn está acotada por M .
3) Si X es ε-discreto i.e. d(x, y) ≥ ε para todo x 6= y, entonces la función
f 0(s) =
∞ si s ≥ ε0 si s < ε
es una función de control 0-dimensional para todo s ∈ R+. En efecto, si s < ε
tomando el recubrimiento definido por U = U0 con U0 = X se tiene que las s-
componentes conexas de X son unipuntuales y así será un (s, 0) -recubrimiento
0-dimensional. Recíprocamente suponemos que fn es una función de control n-
dimensional tal que fn(s) = 0 para algún s > 0 pero X no es discreto. Como X no
es discreto existirá una sucesión {xi}i∈N de términos distintos tal que l´ımi→∞ xi = x
para algún x ∈ X. Sea 0 < s0 < s y sea U =
⋃n
i=0 Ui un (s0, fn(s0) = 0)-
recubrimiento n-dimensional. Como la sucesión converge a x y es de términos
distintos existirá xj 6= x en la bola B(x, s0) tal que x y xj están en el mismo
Ui. Pero 0 < d(x, xj) < s0 lo que contradice que fn es una función de control
n-dimensional.
Lema 0.1.3. Si fn es una función de control n-dimensional de un espacio métrico
(X, d) entonces para todo s ∈ R+ existe un (s,M)-recubrimiento abierto con M =
fn(3 · s) + 2 · s.
Demostración. Sea fn una función de control n-dimensional de un espacio métrico
(X, d). Y sea s ∈ R+. Tenemos que existe un (3 · s, fn(3 · s))-recubrimiento de la
forma V = ⋃ni=0 Vi. Para un subconjunto V de X y un r > 0 definimos el conjunto
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N(V, r) como N(V, r) = {x | d(x, V ) < r}, este conjunto claramente es abierto.
Así construimos el recubrimiento abierto U = ⋃ni=0 Ui con Ui = N(Vi, s). Ahora
es claro que si x, y ∈ Ui satisfacen d(x, y) ≤ s entonces existen x′, y′ ∈ Vi, con
d(x, x′) < s y d(y, y′) < s tales que d(x′, y′) ≤ 3 · s, y por tanto las s-componentes
conexas de cada Ui estarán fn(3 · s) + 2 · s-acotadas.
Definición 0.1.4. Sea (X, d) un espacio métrico. Los tipos de dimensión más
importantes para nosotros son los siguientes:
a. Diremos que tiene dimensión de Assouad-Nagata menor o igual que n (no-
tación: dimANX ≤ n) si existe un C ≥ 0 tal que la función Dn(s) = C · s es
una función de control n-dimensional.
b. Diremos que X tiene dimensión asintótica de tipo lineal (o dimensión asintó-
tica con la propiedad de Higson) menor o igual que n (notación: asdimANX ≤
n) si existe una C ≥ 0, un s0 ∈ R+ y una función n-dimensional de control
Dn tal que Dn(s) = C · s para todo s ≥ s0.
c. Diremos que X tiene dimensión de capacidad menor o igual que n (notación:
cdimANX ≤ n) si existe una C ≥ 0 y un s0 > 0 y una función de control
n-dimensional Dn tal que Dn(s) = C · s para todo s ≤ s0
d. Se dice que X tiene dimensión asintótica menor o igual que n (notación:
asdimX ≤ n) si existe una función de control n-dimensional Dn que sólo
toma valores reales finitos.
e. Se dice que X tiene dimensión uniforme menor o igual que n (notación:
dimuX ≤ n) si existe una función de control n-dimensional Dn que sólo
toma valores finitos tal que Dn(0) = 0.
Observaciones 0.1.5. 1. La dimensión asintótica con la propiedad de Higson se
llamará también en este trabajo dimensión asintótica de Assouad-Nagata, de
ahí su notación. En la sección 1.1 veremos el motivo de este nombre.
2. Llamaremos T a una familia cualquiera de funciones de la forma f : R+ → R+
de alguno los tipos anteriores a)-e).
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3. Así, en el primer caso T serán todas las funciones lineales sin término inde-
pendiente, en el segundo caso todas las funciones asintóticamente lineales,
en el tercer caso las funciones lineales a pequeña escala...
4. De este modo diremos genéricamente que el espacio X tiene dimensión tipo
T menor o igual que n (notación dimT(X)) para referirnos a alguno de los
casos anteriores.
5. Diremos que (X, d) tiene dimensión de tipo T igual a n si dimT(X) ≤ n pero
no ocurre que dimT(X) ≤ n− 1.
6. Resulta evidente que si A ⊂ X entonces dimTA ≤ dimTX.
Lema 0.1.6. Sea (X, d) un espacio métrico. Se tiene las siguientes desigualdades:
asdimX ≤ asdimANX ≤ dimANX
asdimX ≤ dimuX ≤ dimANX
cdimX ≤ dimANX
Ejemplo 0.1.7. Sea (Z, d) con d la métrica usual. Tenemos que dimANZ = asdimZ =
1 y cdimZ = 0.
Demostración. Sea s > 0. Claramente U = U0 ∪ U1 es un (s, 2 · s)-recubrimiento
con :
U0 =
⋃
i∈Z
[2 · i · (bsc+ 1), (2 · i+ 1) · (bsc+ 1)]
U1 =
⋃
i∈Z
[(2 · i+ 1) · (bsc+ 1), 2 · i · (bsc+ 1)]
Así dimANZ ≤ 1. Por otro lado no puede ser asdimZ ≤ 0 ya que el espacio es
1-conexo, así del lema 0.1.6 obtenemos la primera parte. Por otro lado el espacio
es 1-discreto, con lo que del tercer apartado de la proposición 0.1.2 deducimos
cdimZ = 0.
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Sean (X, dX) e (Y, dY ) dos espacios métricos y sea f : (X, dX) → (Y, dY )
una función. Asociada a tal función existen otras dos funciones no decrecientes
ρ+ : R+ → R+∪{∞} y ρ− : R+ → R+ llamadas funciones dilatación y contracción
respectivamente y definidas de la forma.
ρ+(M) = sup{dY (f(x), f(y)) | dX(x, y) ≤M}
ρ−(M) = inf{dY (f(x), f(y)) | dX(x, y) ≥M}
Obsérvese que se tiene trivialmente las desigualdades:
ρ−(dX(x, y)) ≤ dY (f(x), f(y)) ≤ ρ+(dX(x, y)) para todo x, y ∈ X. (0.1.1)
Para una función no decreciente ρ : R+ → R+ definiremos su inversa ρ−1 : R+ →
R+ ∪ {∞} como:
ρ−1(s) =
sup{M | ρ(M) ≤ s} si s ≥ ρ(0)0 si s < ρ(0)
. Es claro que tal inversa también es no decreciente.
Proposición 0.1.8. Sea f : (X, dX) → (Y, dY ) una función entre espacios mé-
tricos y sean ρ1 : R+ → R+ y ρ2 : R+ → R+ dos funciones no decrecientes que
satisfacen:
ρ2(dX(x, y)) ≤ dY (f(x), f(y)) ≤ ρ1(dX(x, y)) para todo x, y ∈ X. (0.1.2)
Si DnY es un función de control n-dimensional de (Y, dY ) entonces la función DnX
definida por DnX = ρ
−1
2 ◦ DnY ◦ ρ1 es una función de control n-dimensional de
(X, dX).
Demostración. Fijemos s > 0 un número real positivo. Como DnY es una función
n-dimensional de control existe un recubrimiento U = {U0, ...,Un} en Y tal que las
componentes ρ1(s)-conexas de cada Ui están DnY (ρ1(s))-acotadas. Tomamos ahora
el recubrimiento V = {V0, ...,Vn} en X definido por Vi = f−1(Ui). Nótese que si
dos puntos x, y ∈ X satisfacen dX(x, y) < s entonces dY (f(x), f(y)) < ρ1(s). Así,
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dado una s-cadena {x0, x1, ..., xm} en X tenemos que {f(x0), f(x1), ..., f(xm)} es
una ρ1(s)-cadena. Por tanto ρ2(d(x0, xm)) ≤ dY (f(x0), f(xm)) ≤ DnY (ρ1(s)) lo que
implica d(x0, xm) ≤ ρ−12 (DnY (ρ1(s))) y DnX = ρ−12 ◦DnY ◦ρ1 es una función de control
n-dimensional.
Definición 0.1.9. Supongamos que tenemos una función f : X → Y entre es-
pacios métricos. Dependiendo de las propiedades ρ+ y ρ− tendremos la siguientes
definiciones:
a. Decimos que f es Lipschitz si existe una constante C > 0 tal que ρ+(s) ≤ C ·s
si además ρ−(s) ≥ sC se dice que f es un embebimiento bi-Lipshchitz o una
aplicación bi-Lipshchitz.
b. Decimos que f es asintóticamente Lipschitz si existen una contante C > 0 y
un s0 ∈ R+ tales que ρ+(s) ≤ C · s para todo s ≥ s0 si además y ρ−(x) ≥
x
C
para todo s ≥ s0 se dice que f es un embebimiento cuasi-isométrico o
inmersión cuasi-isométrica.
c. Decimos que f es Lipschitz a pequeña escala si existe una constante C > 0
y un s0 ∈ R+ tal que ρ+(s) ≤ C · s para todo s ≤ s0 si además ρ−(x) ≥ xC
para todo s ≤ s0 se dice que f es una aplicación embebimiento bi-Lipschitz
a pequeña escala.
d. Decimos que f es una aplicación a gran escala ó bornológica si ρ+ solo toma
valores reales finitos i.e. ρ+ : R+ → R+, si además l´ımx→∞ ρ−(x) = ∞ se
dice que f es un embebimiento a gran escala o inmersión a gran escala.
e. Se dice que f es una aplicación uniforme si ρ+ sólo toma valores reales finitos,
ρ+(0) = 0, si además, l´ımx→∞ ρ−(x) = ∞ y ρ−(s) > 0 para todo s > 0
decimos que f es un embebimiento bi-uniforme o inmersión bi-uniforme.
Observaciones 0.1.10. 1. No es difícil comprobar que la propiedad b) es equi-
valente a la existencia de dos constantes C > 0 y L > 0 tales que ρ+(s) ≤
C · s+ L y además ρ−(s) ≥ sC − L en el caso del embebimiento.
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2. Obsérvese que sólo las condiciones a), c) y e) implican continuidad y en el
caso de los embebimientos sólo tales condiciones implican que la función f
sea inyectiva.
La siguiente caracterización de aplicaciones a gran escala es una consecuencia
directa de su definición.
Lema 0.1.11. Una función f : (X, dX)→ (Y, dY ) entre espacios métricos es una
aplicación a gran escala si y solo si para todo real positivo ε existe un número real
positivo δ tal que para todo par de puntos x, y ∈ X que cumplan dX(x, y) ≤ ε se
satisface dY (f(x), f(y)) ≤ δ
Proposición 0.1.12. Sea (X, d) e (Y, dY ) espacios métricos y una función f :
(X, dX) → (Y, dY ) que es un embebimiento del tipo a)-e) de la definición 0.1.9.
Entonces existe una función g : (f(X), dY ) → (X, dX) que es un embebimiento
del mismo tipo a)-e) y una constante C > 0 tal que dY (f(g(y)), y) < C para todo
y ∈ f(X) y dX(g(f(x)), x) < C para todo x ∈ X.
Demostración. La demostración es directa a partir de las definiciones.
El siguiente corolario es trivial a partir de la proposición 0.1.8 y la proposición
0.1.12.
Corolario 0.1.13. Sea (X, dX) e (Y, dY ) espacios métricos y sea una función
f : (X, dX)→ (Y, dY ). Se tiene que:
a. Si f es una aplicación bi-Lipschitz entonces dimAN(X) = dimAN(f(X)).
b. Si f es un embebimiento cuasi-isométrico entonces asdimAN(X) = asdimAN(f(X)).
c. Si f es una aplicación bi-Lipschitz a pequeña escala entonces cdimAN(X) =
cdimAN(f(X)).
d. Si f es un embebimiento a gran escala entonces asdim(X) = asdim(f(X)).
e. Si f es un embebimiento bi-uniforme entonces dimu(X) = dimu(f(X)).
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Definición 0.1.14. Se dice que una función entre espacios métricos f : X → Y
es una equivalencia a gran escala (resp. cuasi-isometría) si f es un embebimiento
a gran escala (resp. embebimiento cuasi-isométrico) y existe un L > 0 tal que
para todo y ∈ Y dY (y, f(X)) ≤ L. Si existe una equivalencia a gran escala (resp.
cuasi-isometría) entre dos espacios métricos X e Y diremos que ambos espacios
son equivalentes a gran escala (resp. cuasi-isométricos).
Definición 0.1.15. Se dice que una función entre espacios métricos f : X → Y
es una equivalencia bi-Lipschitz (resp equivalencia bi-Lipshchitz a pequeña escala o
equivalencia bi-uniforme) si f es un embebimiento bi-Lipschitz (resp. embebimien-
to bi-Lipschitz a pequeña escala o embebimiento bi-uniforme) suprayectivo. Si exis-
te una equivalencia bi-Lipschitz (resp. bi-Lipschitz a pequeña escala o bi-uniforme)
entre dos espacios métricos X e Y diremos que ambos espacios son bi-Lipshchitz
equivalentes (resp. bi-Lipschitz equivalentes a pequeña escala o bi-uniformemente
equivalentes).
Observaciones 0.1.16. 1. Del corolario 0.1.13 deducimos que las dimensiones
anteriormente construidas son invariantes de sus equivalencias correspon-
dientes.
2. Es evidente que toda equivalencia cuasi-isométrica será una equivalencia a
gran escala pero no al revés.
Lema 0.1.17. Dos espacios métricos (X, dX) e (Y, dY ) son equivalentes a gran
escala (resp. cuasi-isométricos) si existe dos aplicaciones a gran escala (resp. asin-
tóticamente Lipschitz) f : X → Y y g : Y → X y una constante C > 0 tal que
dX(g(f(x)), x) ≤ C para todo x ∈ X y dY (f(g(y)), y) ≤ C para todo y ∈ Y .
Observaciones 0.1.18. 1. Todo espacio métrico acotado es cuasi-isométrico a un
espacio unipuntual.
2. Todo espacio métrico (X, dX) es cuasi-isométrico a un espacio métrico 1-
discreto, tomando por ejemplo una 1-red maximal del espacio.
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0.2. Propiedades elementales de las dimensiones
Dado un recubrimiento U = {Us}s∈S de un espacio métrico (X, d) existe una
familia natural de funciones {fs}s∈S asociadas a U : fs(x) := dist(x,X \ Us). Para
simplificar llamamos número local de Lebesgue LU(x) de U en x al número
sup{fs(x) | s ∈ S}
y llamamos número (global) de Lebesque L(U) de U al número
inf{LU(x) | x ∈ X}.
Estaremos interesados en recubrimientos con número de Lebesgue positivo. Para
estos la multiplicidad local mU(x) puede definirse como 1 + |T (x)|, donde T (x) =
{s ∈ S | fs(x) > 0} y la multiplicidad global m(U) se define como
sup{mU(x) | x ∈ X}.
Del mismo modo definimos la r-multiplicidad local mrU(x) de un recubrimiento U
como 1 + |T r(x)|, donde T r(x) = {i ∈ S | B(x, r) ∩ Us 6= ∅} y la r-multiplicidad
global m(U) se define como
sup{mrU(x) | x ∈ X}.
Además definimos el número mesh(U) = sup{diam(Us) | Us ∈ U} y diremos que
un recubrimiento U está uniformemente acotado si mesh(U) es finito.
Si la multiplicidad m(U) es finita, entonces U tiene una partición natural de la
unidad {φs}s∈S asociada:
φs(x) =
fs(x)∑
t∈S
ft(x)
.
Tal partición puede ser considerada como una aplicación baricéntrica φ : X →
N(U) de X al nervio de U . Consideraremos que el nervio tiene la l1-métrica. Como
cada fs es 1-Lipschitz,
∑
t∈S
ft(x) será 2m(U)-Lipschitz y cada φs será 2m(U)L(U) -Lipschitz
(aquí usamos el hecho de que u
u+v
es ma´x(Lip(u),Lip(v))
inf(u+v)
-Lipschitz). Por tanto φ : X →
xx
N(U) es 4m(U)2
L(U) -Lipschitz. Véase [10] y [24] para más detalles y mejores estimaciones
de las constantes de Lipschitz.
Sea T una familia de funciones de la forma f : R+ → R+ como en la observación
0.1.5 se tiene el siguiente resultado (véase [52] y [31] para la demostración).
Proposición 0.2.1. Sea (X, d) un espacio métrico y n un número entero no ne-
gativo. Son equivalentes:
1. dimT(X, d) ≤ n.
2. Existe una f ∈ T tal que para todo r > 0 existe un recubrimiento U de X
con r-multiplicidad global menor o igual que n+1 y uniformemente acotado
por f(r).
3. Existe una f ∈ T tal que para todo r > 0 existe un recubrimiento U de X con
multiplicidad menor o igual que n + 1, número de Lebesgue mayor o igual
que r y uniformemente acotado por f(r).
El siguiente resultado puede consultarse en [19]
Proposición 0.2.2. Sean (X, dX) e (Y, dY ) espacios métricos y sea T una familia
de funciones de la forma 0.1.5. Consideramos el espacio métrico (X×Y, dX+dY ).
En esta situación se tiene:
dimT(X × Y ) ≤ dimT(X) + dimT(Y ).
Ejemplo 0.2.3. Sea T una cualquiera de las familias de funciones de la forma 0.1.5.
Se tiene que dimT(Rn) = n. Además asdim(Zn) = dimAN(Zn) = n.
0.3. Definición de conos asintóticos
Sea (X, dX) un espacio métrico. Dado un ultrafiltro no principal ω de N y
una sucesión {xn}n∈N de puntos de X, se define el ω-límite de {xn}n∈N (notación:
l´ım
ω
xn = y) como el elemento y de X tal que para todo entorno U(y) de y el
conjunto FU(y) = {n|xn ∈ Uy} pertenece a ω. Se puede demostrar fácilmente que
el ω-límite de una sucesión de puntos siempre existe un espacio compacto.
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Sea ω un ultrafiltro no principal de N. Sea d = {dn}n∈N una sucesión ω-
divergente de números reales positivos y sea c = {cn}n∈N otra sucesión cual-
quiera de elementos de X. Ahora podemos construir el cono asintótico (notación:
Coneω(X, c, d)) de X de la siguiente forma:
En primer lugar definimos el conjunto de todas las sucesiones {xn}n∈N de ele-
mentos de X tales que la sucesión {dX(xn,cn)
dn
}n∈N está acotada. En tal conjunto
tomamos la seudo-métrica dada por:
D({xn}n∈N, {yn}n∈N) = l´ım
ω
dX(xn, yn)
dn
.
Obsérvese que tal límite existe siempre por lo comentado anteriormente. Iden-
tificando las sucesiones {xn}n∈N e {yn}n∈N tales que D({xn}n∈N, {yn}n∈N) = 0
obtenemos un espacio métrico que llamaremos cono asintótico, Coneω(X, c, d).
Observaciones 0.3.1. Obsérvese que una aplicación asintóticamente Lipschitz entre
dos espacios métricos f : X → Y induce una aplicación Lipschitz entre sus respec-
tivos conos asintóticos Coneω(X, c, d) y Coneω(Y, f(c), d) con f(c) = {f(cn)}n∈N.
0.4. Algunas propiedades geométricas de los gru-
pos
Definición 0.4.1. Sea G un grupo finitamente generado y sea S un sistema finito
de generadores simétrico i.e. S = S−1. Dado un elemento g ∈ G, definimos la
longitud l(g) de g según S como:
l(g) = min{m | g = g1 · g2 · ... · gm con gi ∈ S}.
Utilizando la convención l(1G) = 0.
En esta situación definimos la métrica de la palabra dS asociada a S en G como:
dS(g1, g2) = l(g
−1
1 g2)
Proposición 0.4.2. Sea G un grupo finitamente generado. Sean S y L dos sis-
temas finitos de generadores de G y sean dS y dL sus respectivas métricas de la
palabra. La identidad id : (G, dS)→ (G, dL) es una cuasi-isometría.
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Definición 0.4.3. Sea G un grupo numerable. Decimos que una métrica dG en G
es invariante por la izquierda si para todo g, g1, g2 ∈ G se tiene que dG(g ·g1, g ·g2) =
dG(g1, g2).
Observaciones 0.4.4. De manera análoga se pueden definir las métricas invariantes
por la derecha.
Proposición 0.4.5. (Smith [69]) Sean d1 y d2 dos métricas propias invariantes por
la izquierda definidas en un grupo G. La aplicación identidad id : (G, d1)→ (G, d2)
es una equivalencia a gran escala.
Decimos que un grupo es localmente finito si todos sus subgrupos finitamente
generados son finitos.
Proposición 0.4.6. [69] Un grupo G con una métrica propia invariante por la
izquierda dG es localmente finito si y solo si asdim(G, dG) = 0.
El siguiente resultado es fácil de probar a partir de las definiciones.
Proposición 0.4.7. Sean H ⊂ G un subgrupo de un grupo finitamente generado
G. Se cumple que:
1. Si H tiene índice finito en G entonces (H, dH) es cuasi-isométrico a (G, dG)
con dH y dG dos métricas de la palabra.
2. Si H es finito y normal en G entonces (G/H, dG/H) es cuasi-isométrico a
(G, dG) para dos métricas de la palabra dG/H y dG.
Decimos que un grupo satisface una propiedad P virtualmente si contiene un
subgrupo de índice finito que satisface tal propiedad.
Corolario 0.4.8. Todo grupo finitamente generado y virtualmente abeliano G es
cuasi-isométrico al grupo Zn siendo n el rango libre de torsión de un subgrupo
abeliano H de índice finito en G.
Recordamos que un grupo nilpotente G es aquel para el que existe una serie
central superior es decir una serie de subgrupos normales de la forma:
{1G} = G0 ≤ G1 ≤ · · · ≤ Gn = G
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tal que Gi+1/Gi ≤ Z(G/Gi). Las siguientes propiedades para conos asintóticos y
grupos nilpotentes y abelianos son bien conocidas:
Teorema 0.4.9. 1. Un grupo es virtualmente nilpotente si y solo si sus conos
asintóticos son localmente compactos.
2. Un grupo es virtualmente abeliano si y solo si sus conos asintóticos son bi-
Lipshchitz equivalentes a Rn.
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Capítulo 1
Propiedades de la dimensión de
Assouad-Nagata
La dimensión de Assouad-Nagata surgió a partir de los trabajos de Nagata
(ver [1] y [57]) sobre la caracterización de la dimensión topológica en espacios
metrizables. En [52] se estudiaron importantes propiedades de tal dimensión. De
hecho se vio que la dimensión de Assouad-Nagata es no sólo un invariante bi-
Lipschitz sino un invariante por cuasi-simetrías.
La clase de espacios métricos que tienen dimensión de Assouad-Nagata finita
es muy amplia. Incluye los espacios doubling, los árboles métricos, los espacios
hiperbólicos geodésicos, los buildings euclídeos y las variedades homogéneas de
Hadamard (ver [52], [63][64])
Otro resultado importante de [52] relaciona resultados de Assouad [2] con re-
sultados de Dranishnikov [27]. Así el Teorema 1.3. de [52] dice que todo espacio
métrico de dimensión de Assouad-Nagata menor o igual que n admite un embe-
bimiento cuasi-simétrico en el producto de n + 1-árboles métricos. Tal resultado
refleja la importancia de la dimensión asintótica de Assouad-Nagata ya que permi-
te estudiar mejor los embebimientos en el cubo de Hilbert de grupos con dimensión
de Assouad-Nagata finita, en particular su constante de compresión (Ver [39])
Un resultado de [52] que tendrá especial relevancia para nosotros es el Teorema
1.4.:
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Teorema 1.0.10. Supongamos que X, Y son espacios métricos, dimANX ≤ n <
∞, e Y es completo. Si Y es Lipschitz m-conexo para m = 0, 1, . . . , n−1, entonces
(X, Y ) tiene la propiedad de extensión de Lipschitz.
Recordamos que se dice que (X, Y ) tiene la propiedad de extensión de Lipschitz
si existe una constante C > 0 tal que para toda aplicación Lipschitz f : A→ Y , y
para todo subconjunto A de X, existe una extensión Lipschitz g : X → Y de f tal
que Lip(g) ≤ C · Lip(f). En tal caso diremos que Y es un extensor Lipschitz de
X. Se dice que un espacio métrico Y es Lipschitz m-conexo si existe una constante
Cm > 0 tal que toda función Lipschitz f : Sm → Y admite una extensión g :
Bm+1 → Y a la (m+1)-bola unidad Bm+1 de tal forma que Lip(g) ≤ Cm ·Lip(f).
En la sección 1.3.2 daremos uno de los principales resultados de este capítulo y
de esta memoria. Caracterizamos la dimensión de Assouad-Nagata en términos de
extensiones Lipschitz. Así los espacios de dimensión de Assouad-Nagata menor o
igual que n serán aquellos para los que la n-esfera Sn es un extensor Lipschitz. Este
resultado sería análogo al teorema clásico que caracteriza la dimensión topológica
en términos de extensiones a esferas [50].
En la sección 1.2 estudiamos los espacios de dimension de Assouad-Nagata igual
a cero. Tales espacios están relacionados con los espacios ultramétricos. Así los es-
pacios de dimensión Assoaud-Nagata cero estarán caracterizados por admitir un
embebimiento bi-Lipschitz en un espacio ultramétrico. Estos resultados los exten-
demos a la dimensión uniforme. La dimensión uniforme tiene cierto interés ya que
para espacios acotados coincide con la dimensión grande δdX de [49]. Determinare-
mos así un espacio universal para los espacios métricos separables de dimensión de
Assouad-Nagata nula y para todos los espacios separables de dimensión uniforme
nula. Esto mejora los trabajos de [31] que encontraron un espacio universal para
los espacios de dimensión asintótica nula y geometría acotada. Como apéndice de
esta sección mostraremos una cantidad no numerable de espacios ultramétricos
que no son equivalentes a gran escala.
En la sección 1.1 introduciremos dos funtores en la categoría Lipschitz que re-
lacionan las dimensión asintótica de Assouad-Nagata y la dimensión de capacidad
con la dimensión (global) de Assouad-Nagata. S.Buyalo en [23] introdujo la di-
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mensión de capacidad y demostró muchas propiedades análogas a los resultados
de U. Lang and T. Schlichenmaier [52] para la dimensión de Assouad-Nagata. Así
muchos resultados de [23] pueden deducirse directamente de [52] usando nuestros
funtores, a modo de ejemplo veremos alguno de ellos. La dimensión de capacidad
juega un importante papel en el estudio de los espacios hiperbólicos visuales. Así
en [23] Buyalo demostró que la dimensión asintótica de un espacio visual hiperbó-
lico X está acotada por 1 más la dimensión de capacidad de la frontera visual de
X. A la luz de nuestros resultados vemos que tal resultado es sobre la dimensión
de Assouad-Nagata de la frontera visual.
1.1. Dimensión microscópica y macroscópica
Dado un espacio métrico (X, d) y  > 0 consideramos la métrica ma´x(d, ) en
X. Dicha fórmula no se leerá literalmente salvo en el caso x 6= y. De la misma
forma se considera la métrica mı´n(d, ). Un espacio métrico (X, d) se dice que es
discreto si (X, d) es δ-discreto para algún δ > 0, es decir, d(x, y) > δ para todos
x 6= y.
Lema 1.1.1. Todo espacio métrico discreto (X, d) es equivalente bi-Lipschitz al
espacio métrico (X,ma´x(d, )) para todo  > 0.
Demostración. Sea (X, d) un espacio métrico δ-discreto. Basta observar que la
identidad id : (X,ma´x(d, )) → (X, d) es 1-Lipschitz y su inversa es (1 + 
δ
)-
Lipschitz puesto que d(x, y) ≤ ma´x(d(x, y), )) ≤ (1 + 
δ
) · d(x, y) para todo x 6=
y ∈ X.
Corolario 1.1.2. Para todo espacio métrico (X, d) y , δ > 0 el espacio (X,ma´x(d, ))
es equivalente bi-Lipschitz al espacio (X,ma´x(d, δ)).
Demostración. Supongamos  > δ y obsérvese que ma´x(dδ, ) = d, con da =
ma´x(d, a). De este modo el resultado es consecuencia directa del lema 1.1.1.
Como la dimensión de Assouad-Nagata es un invariante de la categoría Lips-
chitz (corolario 0.1.13) obtenemos el siguiente resultado:
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Corolario 1.1.3. Para todo espacio métrico (X, d) la dimensión de Assouad-
Nagata de (X,ma´x(d, )) es independiente de  > 0.
Dado un espacio métrico (X, d) se puede omitir sus propiedades microscópicas
al considerar el espacio (X,ma´x(d, 1)). Así definimos la dimensión asintótica ( di-
mensión macroscópica) de Assouad-Nagata de (X, d) como dimAN(X,ma´x(d, 1)).
Corolario 1.1.4. Si X es un espacio discreto entonces su dimensión asintótica
de Assouad-Nagata es igual a su dimensión de Assouad-Nagata
Lema 1.1.5. La dimensión asintótica de Assouad-Nagata de un espacio métrico
X es menor o igual que n ≥ 0 si y solo si existe un constante C > 0 tal que para
un r > 0 suficientemente grande existe un (r, C · r)-recubrimiento U =
n+1⋃
i=1
Ui de
X.
Demostración. Supongamos que para X existe una constante C > 0 tal que para
todo r > M , con M > 0, existe un recubrimiento Ur =
n+1⋃
i=1
Ui de X tal que cada
Ui es r-disjunto y el diámetro de los elementos de Ur está acotado por C · r. Sea
dM = ma´x(d,M). Observamos que el recubrimiento Ur, r ≤ M , formado por los
conjuntos uni-puntuales es r-disjunto en (X, dM). Como los recubrimientos Ur,
r > M , tienen las mismas propiedades deseadas en (X, dM) que en (X, d) entonces
dimAN(X, dM) ≤ n.
Si dimAN(X, d1) ≤ n, entonces para cada r > 1 existe un recubrimiento Ur =
n+1⋃
i=1
Ui de X tal que cada Ui es r-disjunto (en (X, d1)) y el diámetro de los elementos
de Ur está acotado por C · r en (X, d1). Finalmente vemos que Ui es también r-
disjunto en (X, d) y el diámetro de los elementos de Ur está acotado por (C+1) · r
en (X, d).
En vistas de la definición de la dimensión asintótica con la propiedad de Higson
0.1.4 se tiene la siguiente consecuencia directa de 1.1.5.
Corolario 1.1.6. Si (X, d) es un espacio métrico, entonces su dimensión asintóti-
ca de Assouad-Nagata de (X, d) es igual a su dimensión asintótica con la propiedad
de Higson.
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En lo que resta de sección dualizaremos los resultados anteriores de la categoría
a gran escala(macroscópica) a la categoría a pequeña escala(microscópica).
Lema 1.1.7. Todo espacio métrico acotado (X, d) es equivalente bi-Lipschitz a
(X,mı´n(d, )) para todo  > 0.
Demostración. Supongamos que el espacio métrico (X, d) es δ-acotado. Por tanto
la aplicación identidad id : (X,mı´n(d, ))→ (X, d) será (1+ 
δ
)-Lipschitz y su inver-
sa será 1-Lipschitz puesto que mı´n(d(x, y), ) ≤ d(x, y) ≤ (1 + δ

) ·mı´n(d(x, y), ))
para todo x 6= y ∈ X.
Corolario 1.1.8. Para todo espacio métrico (X, d) y , δ > 0 el espacio (X,mı´n(d, ))
es equivalente bi-Lipschitz a (X,mı´n(d, δ)).
Demostración. Supongamos  < δ y por tanto mı´n(dδ, ) = d, con da = mı´n(d, a).
Aplicando el lema 1.1.7 obtenemos claramente el resultado.
Análogamente como la dimensión de Assouad-Nagata es un invariante en la
categoría Lipschitz se tiene el siguiente resultado:
Corolario 1.1.9. Para todo espacio métrico (X, d) la dimensión de Assouad-
Nagata de (X,mı´n(d, )) es independiente de  > 0.
Al igual que antes, dado un espacio métrico (X, d) se pueden descartar sus
propiedades macroscópicas al considerar el espacio (X,mı´n(d, 1)). Se define por
tanto la dimensión microscópica (de Assouad-Nagata) de un espacio métrico (X, d)
como dimAN(X,mı´n(d, 1)).
Corolario 1.1.10. Si X es un espacio métrico acotado entonces su dimensión
microscópica (de Assouad-Nagata) es igual a su dimensión de Assouad-Nagata.
Lema 1.1.11. La dimensión microscópica (de Assouad-Nagata) de un espacio
métrico X es menor o igual que n si y solo si existe una constante C > 0 tal
que para todo r > 0 suficientemente pequeño existe un (r, C · r)- recubrimiento
U =
n+1⋃
i=1
Ui de X.
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Demostración. Supongamos que existe una constante C ≥ 1 tal que para todo
r < M , con M > 0, hay un recubrimiento Ur =
n+1⋃
i=1
Ui de X tal que cada Ui
es r-disjunto y el diámetro de los elementos de Ur está acotado por C · r. Sea
dM = mı´n(d,M). Observamos que el recubrimiento Ur, r ≥ M , consistente en el
espacio total X tiene diámetro menor o igual que (C + 1) · r en (X, dM). Como
los recubrimientos Ur, para r < M , tienen las mismas propiedades deseadas en
(X, dM) que en (X, d) entonces dimAN(X, dM) ≤ n.
Si dimAN(X, d1) ≤ n, entonces para cada r < 1C existe un recubrimiento Ur =
n+1⋃
i=1
Ui de X tal que cada Ui es r-disjunto (en (X, d1)) y el diámetro de los elementos
de Ur está acotado por C ·r en (X, d1). Además vemos que Ui es también r-disjunto
en (X, d) y el diámetro de los elementos de Ur está acotado por C · r < 1 en
(X, d).
Puesto que la dimensión de Capacidad de Buyalo definida en [23](ver la defi-
nición dada por nosotros en 0.1.4) puede caracterizarse por la condición del lema
1.1.11, obtenemos automáticamente el siguiente resultado.
Corolario 1.1.12. Si (X, d) es un espacio métrico, entonces su dimensión mi-
croscópica (X, d) es igual a su dimension de capacidad.
Veamos ahora un ejemplo en el que a partir de un resultado para la dimensión
de Assouad-Nagata se obtiene de forma automática resultados para las dimensiones
de capacidad y asintótica de Assouad-Nagata.
En [52] se demostró que si X = A ∪B, entonces:
dimAN(X) = ma´x(dimAN(A), dimAN(B)).
Corolario 1.1.13. Consideraremos por D(Y ) o bien la dimensión microscópica
de Assouad-Nagata de Y o bien la dimensión asintótica de Assouad-Nagata de Y .
Si X = A ∪B, entonces
D(X) = ma´x(D(A), D(B)).
Demostración. Basta aplicar los funtores ma´x(d, 1) ó mı´n(d, 1) a las métricas en
cuestión.
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El siguiente teorema nos describe la dimensión de Assouad-Nagata global en
términos de las dimensiones microscópicas y macroscópicas.
Teorema 1.1.14. Sea (X, d) un espacio métrico, entonces:
dimAN(X, d) = max{dimAN(X,max(d, 1)), dimAN(X,min(d, 1))}.
Demostración. Denotamos por
M = max{dimAN(X,max(d, 1)), dimAN(X,min(d, 1))}
. Del lema 1.1.5 y del 1.1.11 deducimos que M ≤ dimAN(X, d). Supongamos que
el espacio (X,min(d, 1)) tiene dimensión de Assouad-Nagata menor o igual queM
con constante asociada C1 > 1, y que el espacio (X,max(d, 1)) tiene dimensión de
Assouad-Nagata menor o igual que M con constante asociada C2 > 1. Sea s > 0
y definamos C = 2C2C1. Si s < 1C1 entonces existe un recubrimiento U =
n+1⋃
i=1
Ui
del espacio métrico (X,min(d, 1)) tal que cada Ui es s-disjunto y el diámetro de
los elementos de U está acotado por C1 · s. Como C1 · s < 1, este recubrimiento
del espacio (X, d) es también s-disjunto y el diámetro de los elementos de U está
acotado por C1 · s. Si s ≥ 1C1 entonces existe un recubrimiento U =
n+1⋃
i=1
Ui del
espacio métrico (X,max(d, 1)) tal que cada Ui es 2C1 · s-disjunto y el diámetro
de los elementos de U está acotado por C2 · 2C1 · s. Como 2C1 > 1, este último
recubrimiento del espacio (X, d) es también s-disjunto y su diámetro estará aco-
tado por 2C2C1 · s. En cualquier caso hemos demostrado que dimANX ≤ M con
constante asociada C.
1.2. Espacios de dimension cero
1.2.1. Espacios ultramétricos
Definición 1.2.1. Un espacio métrico (X, d) se dice que es ultramétrico si para
todo x, y, z ∈ X tenemos d(x, z) ≤ ma´x{d(x, y), d(y, z)}.
Un espacio ultramétrico X puede caracterizarse por la siguiente propiedad:
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Propiedad ultramétrica de los triángulos. Si un triángulo en un espacio
ultramétrico X tiene los lados tales que a ≤ b ≤ c, entonces b = c. Resulta fácil
de probar que toda bola de radio D en un espacio ultramétrico tiene diámetro D
o que dos bolas de radio D en un espacio ultramétrico son o bien D-disjuntas o
bien son idénticas.
Proposición 1.2.2. Sea (X, d) un espacio métrico. La métrica d es ultramétrica
si y solo si f(d) es una métrica para toda función no decreciente de la forma
f : R+ → R+.
Demostración. Si d es una ultramétrica y a ≤ b = c son los lados de un triángulo
en (X, d) entonces f(a) ≤ f(b) = f(c) son los lados del correspondiente triángulo
en (X, f(d)) y por tanto f(d) es una ultramétrica.
Si d no fuera una ultramétrica entonces existiría un triángulo en (X, d) cuyos
lados serían de la forma a ≤ b < c. Construyamos la función
f(t) =
t si t ≤ b2b
c−bt+
bc−3b2
c−b if t ≥ b
En esta situación los lados del correspondiente triángulo en (X, f(d)) son f(a) ≤
f(b) = b < 3b = f(c) lo cual contradice la desigualdad triangular
Definición 1.2.3. Se dice que una métrica es 3n-valorada si lo únicos valores que
asume en R+ son de la forma 3n, n ∈ Z.
La desigualdad triangular para una métrica d implica el siguiente resultado:
Lema 1.2.4. Cualquier métrica 3n-valorada es ultramétrica.
Lema 1.2.5. Todo espacio ultramétrico es 3-bi-Lipschitz equivalente a un espacio
ultramétrico cuya métrica es 3n-valorada.
Demostración. Dado un espacio ultramétrico (X, d) definimos una nueva métrica
ρ en X como sigue:
ρ(x, y) = 3n si 3n−1 < d(x, y) ≤ 3n.
Obviamente la aplicación identidad id : (X, d)→ (X, ρ) es 1-Lipschitz y su inversa
es 3-Lipschitz.
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Describiremos ahora un espacio ultramétrico (Lω, µ) el cual es universal para
todos los espacios ultramétricos separables cuya métrica es 3n-valorada. Este es-
pacio aparece de forma natural en diferentes áreas de las matemáticas (ver por
ejemplo [53]). Fijemos un conjunto numerable S y fijemos un elemento s0 ∈ S. El
conjunto Lω es un subconjunto del conjunto de las sucesiones infinitas x¯ = {xn}n∈Z
tales que todos sus elementos xn pertenecen a S. Diremos que una sucesión x¯ per-
tenece a Lω si existe un índice k ∈ Z tal que xn = s0 para todo n < k. La métrica
µ se define como µ(x¯, y¯) = 3−m donde m ∈ Z es el mínimo índice tal que xm 6= ym.
No es difícil ver que el espacio Lω es completo, separable y ultramétrico. Bastaría
aplicar el lema 1.2.4.
Para demostrar que todo espacio ultramétrico separable cuya métrica sea 3n-
valorada admite una inmersión isométrica en (Lω, µ) utilizaremos la idea de P.S.
Urysohn [71] y probaremos que el espacio Lω es finitamente inyectivo:
Lema 1.2.6. Sea (X, d) un espacio métrico finito cuya métrica d es 3n-valorada.
En esta situación, para cualquier subespacio A ⊂ X, toda aplicación isométrica
f : A→ Lω admite una extensión isométrica f˜ : X → Lω.
Demostración. Bastará probar el caso en el que X \A esté formado por un único
punto x. En tal caso tenemos que encontrar un punto z¯ ∈ Lω tal que µ(z¯, f(a)) =
d(x, a) para todo punto a ∈ A. Sea Ax = {a ∈ A | d(x, a) = d(x,A)} el conjunto
de todos los puntos de A más próximos a x y sea d(x,A) = 3−n. Fijemos un punto
b ∈ Ax y definamos la sucesión z¯ = {zn}n∈Z como sigue: zm = f(b)m si m < n,
zm = s0 si m > n y zn es cualquier elemento del conjunto S distinto de f(c)n para
todo punto c ∈ Ax.
Es fácil de ver que µ(z¯, f(c)) = 3−n = d(x, c) para todo punto c ∈ Ax. Por otro
lado para todo punto a ∈ A \ Ax tenemos que d(a, x) = d(a, b) = 3−m > 3−n lo
que significa que f(a)m 6= f(b)m = zm y por tanto µ(z¯, f(a)) = 3−m = d(x, a).
Teorema 1.2.7. Todo espacio métrico separable (X, d) equipado con una métrica
d que sea 3n-valorada admite una inmersión isométrica en el espacio (Lω, µ).
Demostración. Como X es separable será suficiente con encontrar una inmersión
isométrica de un subespacio denso numerable A de X. Para ello se puede construir
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tal inmersión por inducción aplicando el lema 1.2.6.
Corolario 1.2.8. Todo espacio ultramétrico separable admite una inmersión 3-bi-
Lipschitz en el espacio (Lω, µ).
Demostración. Basta aplicar por un lado Lema 1.2.5 y posteriormente el teorema
1.2.7.
El siguiente teorema nos da una importante propiedad de los espacios ultramé-
tricos. Decimos que un subconjunto A de un espacio X es un λ-Lipschitz rectracto
si existe una aplicación λ-Lipschitz f : X → A tal que f | A sea la identidad.
Teorema 1.2.9. Todo conjunto cerrado A de un espacio ultramétrico X es un
λ-Lipschitz retracto de X para todo λ > 1. Si el subconjunto A no está acotado la
retracción puede ser métricamente propia.
Demostración. Supongamos que X es un espacio ultramétrico y que A ⊂ X es un
subespacio cerrado. Dado λ > 1 elijamos un número δ > 1 tal que δ2 < λ.
Fijemos un punto base x0 ∈ X. Tomemos un buen orden arbitrario <k en cada
anillo no vacío de la forma Ak = {x | k ≤ d(x, x0) < k + 1} en X para todo
k ∈ N ∪ {0}. Ahora diremos que z ≺ z′ para cada par de puntos z, z′ ∈ X si
z ∈ Ak, z′ ∈ Ak′ y k > k′ ó si z, z′ ∈ Ak y z <k z′. Obsérvese que ≺ en un orden
en X tal que para todo subconjunto acotado no vacío C de X el orden restringido
≺|C es un buen orden.
Definimos la retracción r : X → A como sigue. Para cada punto x ∈ X consi-
deramos el conjunto no vacío siguiente:
Ax = {a ∈ A | d(x, a) ≤ δ · dist(x,A)}
y definimos r(x) como el punto mínimo del conjunto Ax con respecto al orden ≺.
Afirmamos que la retracción r es λ-Lipschitz. Efectivamente, supongamos que
para algunos puntos x, y ∈ X tenemos d(r(x), r(y)) > λ · d(x, y). Sin pérdida de
generalidad podemos considerar que r(x) ≺ r(y).
Si d(y, r(x)) ≤ d(y, r(y)), entonces r(x) ∈ Ay y r(x) ≺ r(y) contradice la
elección de r(y) como el mínimo punto del conjunto Ay.
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En el caso que d(y, r(x)) > d(y, r(y)) denotamos por D la distancia entre
r(x) y r(y) y vemos que d(y, r(x)) = d(r(x), r(y)) = D en el triángulo isósceles
{y, r(x), r(y)}. Como D > d(x, y), obtenemos d(x, r(x)) = d(y, r(x)) = D en el
triángulo isósceles {x, y, r(x)}.
d(x, r(y)) ≥ dist(x,A) ≥ 1
δ
· d(x, r(x)) = D
δ
>
D
λ
> d(x, y)
Por tanto d(x, r(y)) = d(y, r(y)) en el triángulo isósceles {x, y, r(y)}. Así el
punto r(x) no pertenecerá a Ay puesto que r(x) ≺ r(y), lo que implica que
d(y, r(x)) = D > δ · dist(y, A). Entonces existe un punto z ∈ A con d(y, z) < D
δ
.
d(y, z) ≥ dist(y, A) ≥ d(y, r(y))
δ
=
d(x, r(y))
δ
≥ D
δ2
>
D
λ
> d(x, y)
Por tanto d(x, z) = d(y, z) en el triángulo isósceles {x, y, z}. Como d(x, z) <
d(x, r(x)), tenemos que z ∈ Ax, pero d(x, z) < Dδ = d(x,r(x))δ contradice la definición
de Ax ya que dos puntos de a, a′ ∈ Ax no pueden cumplir que d(x, a) < d(x,a′)δ .
Vamos a probar ahora que si el subconjunto A no es acotado entonces la re-
tracción r es métricamente propia. Sea B un subconjunto acotado de A. Elegimos
un punto a ∈ A el cuál esté en un anillo mayor que cualquier anillo que tenga
intersección no vacía con B (por tanto, a ≺ B). Dado un punto cualquiera tal que
x ∈ r−1(B) tenemos que a 6∈ Ax, por tanto d(x, r(x)) ≤ δ · d(x,A) < d(x, a). La
propiedad ultramétrica del triángulo {x, a, r(x)} implica d(r(x), a) = d(x, a) y por
tanto:
d(x,B) ≤ d(x, r(x)) < d(r(x), a) ≤ diam(B) + d(a,B)
La condición λ > 1 no puede ser eliminada como muestra el siguiente ejemplo.
Ejemplo 1.2.10. Sea X = {xn}∞n=1 una sucesión de puntos. Definimos d(x1, xn) =
1 + 1
n
y d(xm, xn) = ma´x{1 + 1m , 1 + 1n} para todo m,n > 1. Entonces d es una
ultramétrica en X y no existe una retracción 1-Lipschitz de X en A = {xn}∞n=2.
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1.2.2. Dimensión de Assouad-Nagata y Espacios Ultramé-
tricos
Los espacios ultramétricos son los mejores ejemplos de espacios métricos con
dimensión de Assouad-Nagata cero. De hecho para cualquier número positivo D
cualquier componente D-conexa de un espacio ultramétrico está contenida en una
bola de radio D y por tanto estará D-acotada. Vamos a caracterizar los espacios
de dimensión de Assouad-Nagata 0 usando ultramétricas.
El siguiente teorema aparece en [25, Proposición 15.7].
Teorema 1.2.11. Si en un espacio métrico (X, d) su dimensión de Assouad-
Nagata es tal que dimAN(X) ≤ 0, entonces existe una ultramétrica ρ en X tal
que la identidad id : (X, d)→ (X, ρ) es bi-Lipschitz.
Teorema 1.2.12. Todo espacio métrico separable con dimensión de Assouad-
Nagata 0 admite una inmersión bi-Lipschitz en el espacio (Lω, µ).
Demostración. Basta aplicar el Teorema 1.2.11 y el Teorema 1.2.8.
Teorema 1.2.13. En la categoría Lipschitz las siguientes condiciones son equiva-
lentes
1. dimAN(X) ≤ 0;
2. existe un número λ tal que cada subconjunto de X es un λ-Lipschitz retracto
de X;
3. Existe un número λ tal que cada espacio métrico es un extensor λ×-Lipschitz
para X;
4. La 0-esfera unidad S0 es un extensor para X.
Además las condiciones (1), (2), y (3) son equivalentes en la categoría Lipschitz
métricamente propia.
Demostración. (1) =⇒ (2) en ambas categorías. El teorema 1.2.11 nos permite
encontrar una ultramétrica ρ en X que sea equivalente bi-Lipschitz a d. Aplicando
el teorema 1.2.9 completamos esta parte de la demostración.
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(2) =⇒ (3) también en ambas categorías. Dado un subespacio cerrado A ⊂
X y una aplicación Lipschitz f : A → Y con Y un espacio métrico cualquiera.
Fijamos una λ-Lipschitz retracción de la forma r : X → A. Entonces la composición
f ◦ r : X → K tiene la constante de Lipschitz acotada por λ · Lip(f).
(3) =⇒ (4) Trivial.
(4) =⇒ (1) Sea m ≥ 1 un número tal que cualquier aplicación λ-Lipschitz
de un subconjunto cerrado A ⊂ X a S0 puede ser extendida a una aplicación
mλ-Lipschitz de X. Si una de las componentes S-conexas de X no estuviese mS-
acotada, existirían dos puntos z0 y z1 con d(z0, z1) > mS y una S-cadena de puntos
de la forma z0 = x0, x1, . . . , xk = z1. Pero entonces observamos que la aplicación
f : {z0} ∪ {z1} → S0 definida por f(z0) = 0 y f(z1) = 1 es 1d(z0,z1) -Lipschitz pero
cualquier extensión suya a la cadena de puntos sería al menos 1
S
-Lipschitz y por
tanto no puede ser m
d(z0,z1)
-Lipschitz (ya que 1
S
> m
d(z0,z1)
).
(3) =⇒ (1) en la categoría Lipschitz propia. Si una componente S-conexa
de X no fuera λS-acotada, existirían un par de puntos z0 y z1 con d(z0, z1) >
λS y una S-cadena de puntos de la forma z0 = x0, x1, . . . , xk = z1. Sea A un
subconjunto no acotado λS-discreto de X que contiene a los puntos z0 y z1. En
esta situación la aplicación identidad idA sería 1-Lipschitz pero cualquier extensión
de esta aplicación a la cadena no sería λS-Lipschitz.
1.2.3. Espacios de Dimension Uniforme nula
Teorema 1.2.14. Si un espacio métrico (X, d) tiene dimensión uniforme dimu(X) ≤
0, entonces existe una ultramétrica ρ en X tal que la aplicación identidad id : (X, d)→
(X, ρ) es bi-uniforme
Demostración. Supongamos que el espacio X tiene dimensión uniforme igual a
zero de tipo D i.e. D es una función de control 0-dimensional. Consideremos dos
puntos x, z ∈ X y definimos
S =
1
2
D−1(d(x, z)).
Entonces los puntos x y z pertenecerán a diferentes S-componentes conexas de X.
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Por tanto para cualquier cadena x = x0, x1, . . . , xk−1, xk = z tenemos que
D−1(d(x, z)) ≤ 2 · ma´x
0≤i<k
{d(xi, xi+1)}.
Definamos ahora ρ(x, z) como el ínfimo de ma´x0≤i<k{d(xi, xi+1)} sobre todas
las cadenas finitas x0, x1, . . . , xk−1, xk con x = x0 y xk = z. Obviamente
1
2
· D−1(d(x, z)) ≤ ρ(x, z) ≤ d(x, z).
Para ver que ρ es una ultramétrica, tomamos tres puntos x, y, z en X y sea
s el ínfimo de todos los números positivos S tal que los tres puntos pertenecen
a la misma S-componente conexa de X. Si se cumple que o bien los tres puntos
pertenecen a la misma s-componente conexa, o bien los tres puntos pertenecen a
distintas s-componentes conexas, entonces ρ(x, y) = ρ(x, z) = ρ(y, z) = s. Si, en
caso contrario, los puntos x e y pertenecieran a la misma s-componente conexa
que no contiene a z, entonces ρ(x, y) ≤ s = ρ(x, z) = ρ(y, z).
Corolario 1.2.15. Un espacio métrico separable X tiene dimensión uniforme igual
a cero si y solo si admite una inmersión bi-uniforme en Lω.
Demostración. Si dimu(X) ≤ 0 podemos cambiar la métrica enX bi-uniformemente
para tener un espacio ultramétrico y entonces realizar una inmersión de dicho es-
pacio de forma bi-Lipschitz en Lω usando el teorema 1.2.8.
Si X admite una inmersión bi-uniforme en Lω, su imagen tiene dimensión
uniforme igual a cero como subespacio de Lω. EntoncesX tiene dimensión uniforme
igual a cero como consecuencia del corolario 0.1.13.
Teorema 1.2.16. En ambas categorías la uniforme y la uniforme propia las si-
guientes condiciones son equivalentes:
1. dimuX ≤ 0;
2. Existe una función continua creciente µ : R+ → R+ con µ(0) = 0 y l´ımt→∞ µ(t) =
∞, tal que cada subespacio cerrado de X es un retracto µ-uniforme de X.
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Demostración. (1) =⇒ (2) El teorema 1.2.14 nos permite encontrar una ultramé-
trica ρ en X que sea bi-uniformemente equivalente a d. Aplicando a continuación
el teorema 1.2.9 completamos la demostración
(2) =⇒ (1) Si una S-componente conexa de X no fuera µ(S)-acotada, exis-
tirían un par de puntos z0 y z1 con d(z0, z1) > µ(S) y una S-cadena de puntos
z0 = x0, x1, . . . , xk = z1.
En la categoría uniforme sea A = {z0} ∪ {z1}. En la categoría uniforme propia
consideramos un subespacio cerrado A de X que contenga a los puntos z0 and z1 y
tal que la distancia de {z0} ∪ {z1} al resto de puntos de A es mayor que d(z0, z1).
Observamos ahora que cualquier retracción de X a A restringida a la cadena
llevaría algunos puntos que estuvieran a distancia menor o igual que S a dos
puntos a distancia mayor que d(z0, z1) > µ(S). Por tanto tal retracción no podría
ser µ-uniforme.
1.2.4. Ejemplos de espacios ultramétricos no equivalentes a
gran escala
En esta sección construiremos una cantidad no numerable de espacios ultramé-
tricos no equivalentes a gran escala. Todos ellos tendrán geometría acotada.
Definición 1.2.17. Un espacio métrico es de geometría acotada si existe un nú-
mero r > 0 y una función c : R+ → R+ tal que la r-capacidad (el máximo cardinal
de un subconjunto r-discreto) de toda ε-bola no supera c(ε).
Definición 1.2.18. Sean (X, x0) e (Y, y0) espacios métricos con puntos destacados.
Definimos la wedge métrico X ∨ Y como el wedge topológico de estos espacios con
la métrica siguiente:
d(z, z′)

dX(z, z
′) si z, z′ ∈ X
dY (z, z
′) si z, z′ ∈ Y
ma´x{dX(z, x0), dY (z′, y0)} si z ∈ X \ {x0} y z′ ∈ Y \ {y0}
Del mismo modo se puede definir el wedge métrico en una familia arbitraria de
espacios métricos puntuales (cf.[14, Ejemplo 2] o [15, Teorema 2.2]).
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El lema siguiente es fácil de demostrar.
Lema 1.2.19. El wedge métrico de una familia de espacios puntuales ultramétricos
es un espacio puntual ultramétrico.
Si X es un espacio ultramétrico acotado de diámetro menor queM , entonces el
cono (notación: Cone(X,M)) se obtiene a partir de X al añadirle un vértice extra
v y declarar que d(v, x) = M para todo x ∈ X. Es claro que Cone(X,M) es un
espacio ultramétrico puntual con el vértice v como punto base.
Nuestros ejemplos se obtendrán al realizar el wedge de conos sobre espacios
ultramétricos básicos, esto es, copias de 0-esqueletos de complejos simpliciales con
cierto reescalamiento.
Dado un conjunto λ de enteros mayor que 1, construiremos una lista Xi, i ≥ 1,
de espacios que llamaremos islas por medio de las siguientes condiciones:
1. El cardinal ni de Xi pertenece λ.
2. Existe un entero mi ≥ ni tal que d(x, y) = mi para todo x 6= y ∈ Xi. Es
claro que mi = diam(Xi).
3. Para cada m ≥ n y n ∈ λ el conjunto de islas Xi tal que m = diam(Xi) y
n = |Xi| es infinito
El wedge Xλ de todos los Cone(Xi, ki), donde ki =
∑
j≤i
mj (póngase mj = 0
para j ≤ 0), será llamado el λ-archipiélago. ki será la separación de la isla Xi en
el λ-archipiélago.
Proposición 1.2.20. Si λ1 6= λ2, entonces el λ1-archipiélago no es equivalente a
gran escala al λ2-archipielago.
Demostración. Sea X1 un λ1-archipiélago y X2 un λ2-archipiélago. Supongamos
que f : X1 → X2 y g : X2 → X1 son equivalentes a gran escala tales que las
aplicaciones g ◦ f y f ◦ g son C-próximas a la identidad y que no mueven los
puntos base. Asumamos que el conjunto λ1 \λ2 es no vacío y fijemos un número n
en él.
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Existen tres parámetros asociados a una isla en un archipiélago: el tamaño, el
diámetro y la separación. Por simplicidad, decimos que una (n,N, S)-isla contiene
n puntos, es de diámetro N y separación S. Nótese que n ≤ N ≤ S.
La idea de la demostración es como sigue. Como el espacio X1 contiene muchas
islas de n-puntos, vamos a elegir una (n,N, S)-isla P ⊂ X tal que f(P ) sea también
una isla de n-puntos en X2. Como el archipiélago X2 no tiene islas de n-puntos,
obtendremos una contradicción. Primero elegimos el tamaño N de la isla P de tal
modo que N sea lo suficientemente grande para que la aplicación f sea inyectiva
en P y la aplicación g sea inyectiva en f(P ). Entonces elegimos la separación S de
la isla P que sea también suficientemente grande para que f(P ) esté contenida en
alguna islaQ deX2 y g(Q) esté contenida en alguna isla deX1(de hecho g(Q) ⊂ P ).
Introducimos ahora algunas notaciones que usaremos en el resto de la demostra-
ción. Dada una equivalencia a gran escala h : Y → Z entre espacios métricos, deno-
tamos por ρh y δh dos funciones reales tales que ρh(dY (y, y′)) ≤ dZ(h(y), h(y′)) ≤
δh(dY (y, y
′)) para todo y, y′ ∈ Y . Si uno de los espacios Y , Z no está acotado
entonces el otro tampoco y l´ımt→∞ ρh(t) =∞ = l´ımt→∞ δh(t).
Sea un entero N > C tal que ρf (N) > C. Vemos que al ser N > C, cualquier
(n,N, S)-isla P ⊂ X1 es C-discreta y está C-separada del resto de X1. Por tanto
la aplicación g ◦ f es la identidad en P y la aplicación f es inyectiva en P .
Claramente, la imagen f(P ) de cualquier (n,N, S)-isla P ⊂ X1 es δf (N)-
acotada en X2 y por tanto está contenida en alguna δf (N)-componente Q de X2.
Si la isla P está S-separada en X1, entonces su imagen f(P ) está al menos ρf (S)-
lejos del punto base de X2. Elegimos S suficientemente grande para satisfacer
ρf (S) > δf (N) y por tanto tal número garantiza que la δf (N)-componente conexa
de Q que contiene a f(P ) es una isla. Supongamos que Q es una (k,m, S ′)-isla con
m ≤ δf (N) y k > n ( f es inyectiva en P ).
Como ρf (N) > C, la imagen f(P ) es C-discreta y por tanto m > C. Pero
entonces la aplicación f ◦ g es la identidad en Q y la aplicación g es inyectiva en
Q.
La imagen g(Q) está δg(m)-acotada y contiene a P . Eligiendo S mayor que
δg(δf (N)) garantizamos que la isla P tiene una separación mayor que δg(m) del
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resto de X1, por tanto el conjunto g(Q) está completamente en P . Como g es
inyectiva en Q, obtendríamos n ≥ k. Esto es una contradicción.
Un equivalente a gran escala M0 del conjunto de Cantor fue introducido en
[31]: Es el conjunto de todos los enteros positivos cuya expresión ternaria contiene
solo ceros y doses con la métrica heredada de R+: M0 = {
∑∞
i=0 ai3
i | ai = 0, 2}.
Proposición 1.2.21. [31, Theorem 3.11] El espacio M0 es universal para todos
los espacios métricos propios de geometría acotada y dimensión asintótica cero
Como consecuencia obtenemos que:
Corolario 1.2.22. Hay una cantidad no numerable de subesparcios en R de di-
mensión asintótica 0 y que no son equivalentes a gran escala.
Demostración. Debido a la proposición 1.2.21 es suficiente comprobar que cada
λ-archipiélago de X es propio y tiene geometría acotada.
Dado R > 0, toda bola B¯(x,R) o bien coincida con B¯(x0, R), donde x0 es el
centro del archipiélago X, o bien consiste en x únicamente, o bien es la isla que
contiene a x que tiene como mucho R puntos en tal caso. Así, el número de puntos
de cada bola en B(x,R) está acotado por algún número que sólo depende de R.
Esto demuestra que X es propio y de geometría acotada.
1.3. Dimensión de Assouad-Nagata y extensiones
Lipschitz
1.3.1. Esferas como extensores Lipschitz
Recordamos que un espacio métrico E es un extensor Lipschitz de X si existe
una constante C > 0 tal que cada función λ-Lipschitz f : A → E, con A un
subconjunto de X, se extiende a una función C · λ-Lipschitz f˜ : X → E.
El objetivo de esta sección es encontrar condiciones necesarias y suficientes
para que una esfera Sm sea un extensor Lipschitz de X. Esto se hace comparando
la existencia de extensiones Lipschitz en rangos acotados de constantes Lipschitz
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con la existencia de refinamientos de Lebesgue en rangos acotados de contantes de
Lebesgue. (ver 1.3.1, 1.3.2, y 1.3.4).
En analogía con las funciones λ-Lipschitz introducimos el concepto de recubri-
miento r-Lebesque U que será una simplificación del hecho r ≤ L(U).
Denotaremos por ∆n el estándar símplice unidad de dimensión n con la l1-
métrica. Obsérvese que la esfera unidad Sn es equivalente bi-Lipschitz a la frontera
∂∆n+1.
Proposición 1.3.1. Supongamos que X es un espacio métrico y sean m ≥ 0,
C > 0, y λ2 > λ1 > 0. Si cualquier función λ-Lipschitz f : A → Sm, con A un
subconjunto de X y λ1 < λ < λ2, se extiende a una función C · λ-Lipschitz de la
forma f˜ : X → Sm, entonces el número t = 1
4C(m+2)2(m+1)
tiene la propiedad de
que cualquier recubrimiento r-Lebesque finito de la forma U = {U0, . . . , Um+1} de
X con 4(m+2)
2
λ2
< r < 4(m+2)
2
λ1
admitirá un refinamiento V tal que V es t ·r-Lebesque
y la multiplicidad de V es menor o igual que m+ 1.
Demostración. Sea r un número tal que 4(m+2)
2
λ2
< r < 4(m+2)
2
λ1
y sea U un recu-
brimiento r-Lebesque. Por tanto λ1 < 4(m+2)
2
r
< λ2. Consideremos la aplicación
baricéntrica φ : X → N(U) = ∆m+1. Obsérvese que Lip(φ) ≤ 4(m+2)2
r
. Exis-
te por tanto g : X → ∂∆m+1 tal que Lip(g) ≤ 4C(m+2)2
r
y g(x) = φ(x) pa-
ra todo x ∈ X tal que φ(x) ∈ ∂∆m+1. Consideremos la familia de conjuntos
Vi = {x ∈ X | gi(x) > 0}. Obsérvese que V = {Vi}i=m+1i=0 tiene multiplicidad
menor o igual que m + 1. También observamos que x ∈ Vi implica x ∈ Ui, y
por tanto V refina U . Dado x ∈ X existe un i tal que gi(x) ≥ 1m+1 . Y así si
d(x, y) < r
4C(m+2)2(m+1)
, entonces |gi(x) − gi(y)| < 1m+1 y gi(y) > 0. De lo que se
sigue que la bola en x de radio r
4C(m+2)2(m+1)
está contenida en un elemento de V .
Esto demuestra que V es t · r-Lebesque, con t = 1
4C(m+2)2(m+1)
.
La idea que hay detrás de la demostración de la siguiente proposición se com-
prende mejor al pensar en las aplicaciones de X a un (m+1)-símplice ∆m+1 como
una partición de la unidad. Como queremos crear una aplicación a su frontera
Sm = ∂∆m+1, una herramienta geométrica será la proyección radial r que se ex-
presa de la forma (1− β) · r+ β · φ, siendo φ una partición de la unidad que viene
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de un recubrimiento de X de multiplicidad menor o igual que m+ 1.
Proposición 1.3.2. Sea (X, d) un espacio métrico y sean m ≥ 0, t > 0, y r2 >
r1 > 0. Existe un s > 0 tal que si cualquier recubrimiento r-Lebesque finito U =
{U0, . . . , Um+1} de X, donde r1 < r < r2, admite un refinamiento t · r-Lebesque V
que satisface m(V) ≤ m + 1, entonces cualquier función λ-Lipschitz f : A→ Sm,
A ⊂ X, admite una extensión C · λ-Lipschitz f˜ : X → Sm siempre y cuando
1
12sr2(m+2)
< λ < 1
12sr1(m+2)
y C = 102s(m+2)
3
t
.
Demostración. Se sigue de [55] que existe s > 0 tal que dada una función λ-
Lipschitz f : A → ∆m+1 se puede extender a una función s · λ-Lipschitz g : X →
∆m+1.
Supongamos 1
12sr2(m+2)
< λ < 1
12sr1(m+2)
y que f : A→ ∂∆m+1 es una función λ-
Lipschitz. Por lo anterior podemos extender tal función a otra función s·λ-Lipschitz
g : X → ∆m+1. Sea α : X → [0, 1] definida como α(x) = (m+ 2) ·mı´n{gi(x) | 0 ≤
i ≤ m + 1}. Obsérvese que Lip(α) ≤ (m + 2)s · λ. Sea β : [0, 1] → [0, 1] definida
como β(z) = 3z− 1 en [1/3, 2/3], β(z) = 0 para z ≤ 1/3 y β(z) = 1 para z ≥ 2/3.
Obsérvese que Lip(β) ≤ 3.
Construimos los conjuntos Ui = {x ∈ X | gi(x) > α(x)m+2 ó α(x) > 2/3}. Veamos
que L(U) ≥ r = 1
12sλ(m+2)
como sigue:
Caso 1: x ∈ X y α(x) > 3/4. De este modo, para cada y ∈ X con d(x, y) <
1
12sλ(m+2)
se tiene α(x)−α(y) ≤ 1/12, y así la desigualdad α(y) ≤ 2/3 no es posible.
Por tanto, en este caso la bola B(x, 1
12sλ(m+2)
) está contenida en todos los Ui.
Caso 2: α(x) ≤ 3/4. Existe i tal que gi(x) ≥ 1m+2 . Como ψi = gi − αm+2 es 2sλ-
Lipschitz, para todo y ∈ X que satisface d(x, y) < 1
8sλ(m+2)
tenemos ψi(x)−ψi(y) <
1
4(m+2)
y ψi(y) > 0 al cumplirse ψi(x) ≥ 14(m+2) .
Hemos probado que U es un recubrimiento r-Lebesque y que r1 < r < r2.
Ahora refinamos cada Ui en Vi de tal forma que m(V) ≤ m+1 y L(V) ≥ t12sλ(m+2) .
La aplicación baricéntrica φ : X → ∂∆m+1 correspondiente a V satisface Lip(φ) ≤
4(m+2)2
L(V) ≤ 48sλ(m+2)
3
t
.
Definimos h(x) =
m+1∑
i=0
(gi(x)− α(x)m+2) · 1−β(α(x))1−α(x) · ei+
m+1∑
i=0
β(α(x)) · φi(x) · ei. Para
probar que Lip(h) ≤ C · λ utilizaremos las siguientes propiedades numéricas que
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son fáciles de demostrar:
1. Si u, v : X → [0,M ], entonces Lip(u · v) ≤M · (Lip(u) + Lip(v)).
2. Si además v : X → [k,M ] y k > 0, entonces
Lip(
u
v
) ≤M · Lip(u) + Lip(v)
k2
.
3. v(x) = 1− α(x) ≥ 1/3 si 1−β(α(x))
1−α(x) > 0.
Por tanto Lip(
m+1∑
i=0
β(α(x)) · φi(x) · ei) ≤ (m + 2)(3 · Lip(α) + Lip(φ)) ≤ (m +
2)(3 ·(m+2)sλ+ 48sλ(m+2)3
t
) ≤ 51s(m+2)3λ
t
. También, Lip(1−β(α(x))
1−α(x) ) ≤ 9 ·4 ·Lip(α) ≤
36(m+2)sλ, así llegamos a que Lip(
m+1∑
i=0
(gi(x)− α(x)m+2) · 1−β(α(x))1−α(x) ) ≤ (m+2) · (2sλ+
36(m+ 2)sλ) ≤ 50(m+ 2)2sλ ≤ 51s(m+2)3λ
t
y la constante C = 102s(m+2)
3
t
satisface
lo requerido.
Solo falta demostrar que h(X) ⊂ ∂∆m+1 y que h|A = f . Esto último se sigue
del hecho α(x) = 0 si x ∈ A. Por otro lado, resulta evidente que se cumple
h(x) ∈ ∂∆m+1 supuesto que se cumple o bien β(α(x)) = 0 o bien β(α(x)) = 1, por
tanto supongamos 0 < β(α(x)) < 1. En tal caso φi(x) > 0 implica gi(x)− α(x)m+2 > 0,
así que la única posibilidad para que h(x) no esté en ∂∆m+1 es que gi(x)− α(x)m+2 > 0
para todo i, lo cual no es posible.
Las proposiciones 1.3.1 y 1.3.3 implican el siguiente corolario:
Corolario 1.3.3. Si X es un espacio métrico y m ≥ 0, entonces las siguientes
condiciones son equivalentes:
a. Sm es un extensor Lipschitz de X.
b. Existe t > 0 tal que cada recubrimiento finito U = {U0, . . . , Um+1} de X
admite un refinamiento V tal que L(V) ≥ tL(U) y la multiplicidad de V es
menor o igual que m+ 1.
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Proposición 1.3.4. Supongamos que X es un espacio métrico, y sean n ≥ 0,
1 > t > 0, y r2 > r1 > 0. Si cada recubrimiento r-Lebesque U = {U0, . . . , Un+1}
de X, con r1 < r < r2, admite un refinamiento 4t · r-Lebesque V que satisface
m(V) ≤ n + 1, entonces cada recubrimiento s-Lebesque W = {W0, . . . ,Wn+2} de
X, con 4r1 < s < 4r2, admite un refinamiento t · s-Lebesque V con multiplicidad
menor o igual que n+ 2.
Demostración. Supongamos que 4r1 < s < 4r2. En primer lugar demostraremos
que todo recubrimiento s/2-Lebesque U = {Ui}i=n+1i=0 de A ⊂ X consistente en
n + 2 elementos admite un refinamiento V tal que L(V) ≥ t · s y m(V) ≤ n + 1.
Definimos U ′i = Ui ∪ (X \ A) para i ≤ n + 1. Es claro que se tiene L(U ′) ≥ s/4.
De hecho, si x ∈ X, entonces B(x, s/4) ∩ A es o bien vacío o está contenido en
B(y, s/2) para algún y ∈ A. Como B(y, s/2)∩A ⊂ Ui para algún i ≤ n+1 entonces
B(y, s/2) ⊂ U ′i y B(x, s/4) ⊂ U ′i . Así existe un recubrimiento W de X tal que W
es un refinamiento de U ′, se cumple que L(W) ≥ 4t · s/4 y m(W) ≤ n+ 1. Basta
ahora con definir V =W|A para finalizar esta parte de la demostración.
Supongamos que W = {W0, . . . ,Wn+2} es un recubrimiento s-Lebesque de X.
Sea A la unión de bolas B(x, s/2) tales que B(x, s) no está contenida en Wn+2.
Definimos Ui = Wi ∩ A para todo i ≤ n + 1. Se puede ver que L(U) ≥ s/2 al
considerar U = {Ui}i=n+1i=0 como recubrimiento de A. Es más, si x ∈ A, entonces
existe y ∈ X tal que B(y, s) no está contenida en Wn+2 y x ∈ B(y, s/2). Por
tanto, B(y, s) ⊂ Wi para algún i ≤ n + 1 lo que significa que B(x, s/2) ∩ A ⊂
B(y, s) ∩ A ⊂ Wi ∩ A = Ui.
Refinamos cada Ui en Vi de tal forma que la intersección de todos los Vi es vacía
y L(V) ≥ t ·s. DefinimosW ′i = Vi para i ≤ n+1 yW ′n+2 = Wn+2. El recubrimiento
W ′ tiene multiplicidad menor o igual n+2. Queremos ver ahora que L(W ′) ≥ t ·s.
Si B(x, s) ⊂ Wn+2, no hay nada que probar. De otro modo B(x, s/2) ⊂ A y existe
i ≤ n+ 1 tal que B(x, t · s) ⊂ Vi en cuyo caso B(x, t · s) ⊂ W ′i .
Corolario 1.3.5. Supongamos que X es un espacio métrico y sea n ≥ 0. Si Sn es
un extensor Lipschitz de X entonces Sn+1 también.
Demostración. Por 1.3.3 existe un t > 0 tal que cada recubrimiento U de X
formado por n+2 elementos admite un refinamiento V que satisface L(V) ≥ t·L(U)
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y m(V) ≤ n + 1. Sea λ2 suficientemente grande y λ1 suficientemente pequeño.
Podemos suponer que t < 1, de este modo utilizando 1.3.4 y 1.3.3 terminamos la
demostración.
Definición 1.3.6. Un espacio métrico E es un extensor Lipschitz a gran escala
(respectivamente, extensor Lipschitz a pequeña escala)de un espacio métrico X si
existen constantes C,M > 0 tal que toda función λ-Lipschitz f : A → E, con A
un subconjunto de X, se extiende a una función C · λ-Lipschitz f˜ : X → E para
todo λ < M (respectivamente, para todo λ > M).
Si ahora combinamos 1.3.1, 1.3.2, y 1.3.4 se pueden probar fácilmente las ver-
siones a gran/pequeña escala del resultado 1.3.3.
Corolario 1.3.7. Si X es un espacio métrico y m ≥ 0, entonces las siguientes
condiciones son equivalentes:
a. Sm es un extensor Lipschitz a gran escala (respectivamente, un extensor Lips-
chitz a pequeña escala ) de X.
b. Existen constantes t,M > 0 tales que para cada recubrimiento finito r-
Lebesque U = {U0, . . . , Um+1} de X, con r > M (respectivamente, r < M),
admite un refinamiento t · r-Lebesque V de multiplicidad menor o igual que
m+ 1.
Como en 1.3.5 se puede problar la siguiente versión a gran/pequeña escala:
Corolario 1.3.8. Sea X un espacio métrico y n ≥ 0. Si Sn es un extensor Lipschitz
a gran escala (respectivamente a pequeña escala) de X, entonces también lo es
Sn+1.
1.3.2. Dimension de Assouad-Nagata y extensiones Lips-
chitz
Teorema 1.3.9. Sea X un espacio métrico de dimensión de Assouad-Nagata fi-
nita. Y sea n ≥ 0. En esta situación las siguientes condiciones son equivalentes:
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a. Sn es un extensor Lipschitz de X.
b. dimAN(X) ≤ n.
Observaciones 1.3.10. La implicación b.⇒a. puede obtenerse de los resultados de
[52].
Demostración. La implicación b. =⇒ a. se sigue de 1.3.3 de la siguiente manera.
Sea un recubrimiento U de X de número de Lebesque L(U) > 0 tomemos un
recubrimiento V tal que mesh (V) < L(U), L(V) > L(U)/C y m(V) ≤ m + 1. Es
claro que V es un refinamiento de U y que L(V) > L(U)/C.
a. =⇒ b. Sin pérdida de generalidad por el resultado 1.3.5, podemos suponer
que dimAN(X) ≤ n + 1. Elegimos k > 0 de tal forma que dado una función λ-
Lipschitz f : A→ ∂∆n+1 se pueda extender a una función k · λ-Lipschitz g : X →
∂∆n+1. Sea c > 1 una constante tal que para todo r > 0 existe un recubrimiento
U de X de tamaño menor o igual que c · r y número de Lebesgue mayor o igual
que r. Para tal recubrimiento tomamos una aplicación baricéntrica f : X → N (U)
al nervio de U tal que Lip(f) ≤ 4(n+2)2
r
. Dado un (n + 1)-símplice ∆ en N (U)
tomamos la función f |f−1(∂∆) y la extendemos en f−1(∆) para obtener g∆ :
f−1(∆) → ∂∆ de número Lipschitz menor o igual que k · 4(n+2)2
r
. Pegando todos
los g∆ conjuntamente obtenemos g : X → N (U).
Si v es un vértice del complejo simplicial, denotamos por st(v) la estrella abierta
de v. Nuestro objetivo es estimar el tamaño y el número de Lebesgue de g−1(st(v)),
con v un vértice de N (U).
El tamaño de {g−1(st(v))} es menor o igual que {f−1(st(v))} puesto que para
todo v tenemos la inclusión g−1(st(v)) ⊂ f−1(st(v)). Es más, si x ∈ g−1(st(v))
entonces gv(x) > 0. Por la construcción de g esto implica fv(x) > 0. Y así x ∈
f−1(st(v)).
Supongamos que C es un subconjunto de X de diámetro menor que r
4k·(n+3)3 .
Tomemos todos los elementos U0, . . . , Um U que intersecan a C y sea vi los corres-
pondientes vértices de N (U). Tenemos que m ≤ n + 1 y g(C) está contenido en
el símplice [v0, . . . , vm] de N (U). Escogemos un x0 ∈ C y, sin pérdida de genera-
lidad, suponemos que la coordenada baricéntrica gv0(x0) de g(x0) correspondiente
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a v0 es al menos 1n+2 . Suponemos ahora que g(x) no pertenece a st(v0) para algún
x ∈ C. En ese caso, gv0(x) = 0 y 1n+2 ≤ |gv0(x)− gv0(x0)| ≤ (k · (n+3)
2
r
) · d(x, x0) ≤
(k · 4(n+3)2
r
) · r
4k·(n+3)3 =
1
n+3
, lo que es una contradicción.
Si definimos d = r
4k·(n+3)3 el argumento anterior muestra la existencia de un
recubrimiento V of X de multiplicidad menor o igual que n + 1, de número de
Lebesque al menos d, y de tamaño menor o igual que d · 16c · k · (n + 3)3. Esto
implica que dimAN(X) ≤ n.
Ajustando la demostración de 1.3.9 se puede deducir fácilmente lo siguiente:
Teorema 1.3.11. Sea X un espacio métrico de dimensión microscópica de Assouad-
Nagata finita(respectivamente, de dimensión asintótica de Assouad-Nagata finita).
Si n ≥ 0, entonces las siguientes condiciones son equivalentes:
a. Sn es un extensor Lipschitz a pequeña escala (respectivamente, a gran escala)
de X
b. La dimension microscópica de Assouad Nagata (respectivamente, la asintó-
tica de Assouad -Nagata) de X es menor o igual que n.
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Capítulo 2
Dimensión de Assouad-Nagata e
invariantes a gran escala
En este capítulo relacionamos la dimensión de Assouad-Nagata con dos inva-
riantes a gran escala: los conos asintóticos y la dimensión asintótica.
Un problema importante en teoría geométrica de grupos es relacionar las pro-
piedades de grupos finitamente generados G con propiedades topológicas de sus
conos asintóticos. Por ejemplo:
Un grupo finitamente generado es virtualmente abeliano si y solo si sus conos
asintóticos son isométricos al espacio Rn [40].
Un grupo finitamente generado es virtualmente nilpotente si y solo si sus
conos asintóticos son localmente compactos [40] [32] [33].
Un grupo finitamente generado es hiperbólico si y solo si sus conos asintóticos
son R-árboles [41].
Un grupo finitamente generado G es relativamente hiperbólico con respecto
a los subgrupos finitamente generados H1, . . . , Hn si y solo si todo cono asin-
tótico de G es árbol-graduado con respecto a los ω-límites de las secuencias
de las clases cocientes de los subgrupos Hi [34].
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Así sería de interés detectar una propiedad en un grupo finitamente generado
G que implique que sus conos asintóticos son finito dimensionales.
En [40], Gromov demostró que los conos asintóticos de los grupos finitamente
generados y crecimiento polinomial eran finito-dimensionales, para ello utilizó que
su dimensión de Hausdorff es finita.
J.Burillo [22] mostró que los conos asintóticos de los grupos Baumslag-Solitar
eran 1-dimensionales y usó esto para demostrar que el grupo fundamental de tales
conos es no libre y no numerable.
Recientemente, J.Behrstock y Y.Minsky [9] demostraron lo siguiente:
Teorema 2.0.12 (Teorema de la Dimension de Behrstock-Minsky). La
máxima dimensión topológica de un subconjunto localmente compacto del cono
asintótico de un grupo mapping class es igual al máximo rango de un subgrupo
abeliano.
El objetivo de la primera parte es relacionar la dimensión asintótica de Assouad-
Nagata de un grupo finitamente generado G con la dimensión topológica de sus co-
nos asintóticos. De hecho demostraremos que dim(Coneω(X, c, d)) ≤ asdimAN(X)
para todos los espacios métricos. No está claro como los métodos de esta parte
pueden ayudar a mejorar los resultados de 2.0.12 y demostrar que la dimensión
topológica de los conos asintóticos de los grupos mapping class es igual al máximo
rango de un subgrupo abeliano.
Como aplicación de este resultado damos un método para encontrar cotas infe-
riores de la dimensión de Assouad-Nagata en algunos espacios. Esto nos permitirá
resolver en el siguiente capítulo algunos problemas abiertos sobre la dimensión de
Assouad-Nagata de ciertos grupos.
En la segunda parte de este capítulo relacionamos la dimensión de Assouad-
Nagata con la dimensión asintótica en el marco de la teoría general de espacios
métricos. En el siguiente capítulo estudiaremos tales relaciones en el ámbito de la
teoría geométrica de grupos.
Un primer resultado sobre tal relación en los espacios métricos apareció en
[31] donde relacionaban la dimensión asintótica con la propiedad de Nagata n-
dimensional, que caracteriza los espacios de dimensión de Assouad-Nagata finita.
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Recientemente en [4] se preguntaba por la relación de la dimensión asintótica con
otra propiedad de Nagata.
EL resultado principal de la segunda parte de este capítulo es la construcción de
una métrica especial(equivalente a gran escala) en todo espacio métrico de dimen-
sión asintótica finita. Tal métrica tiene las siguientes propiedades que consideramos
de gran interés:
1. Caracteriza los espacios de dimensión asintótica finita en términos de la
dimensión de Assouad-Nagata.
2. Es una métrica hiperbólica cuya frontera consta de un único punto.
3. Resuelve el problema 1400 de [4]
4. Es asintóticamente ultramétrica i.e. todos sus conos asintóticos son ultra-
métricos. Esto se relaciona con los resultados de la primera parte de este
capítulo ya que muestra que, incluso en el caso de tener cono asintótico ul-
tramétrico, la desigualdad entre las dimensiones del cono asintótico y las del
espacio base puede ser estricta.
2.1. Dimensión de Assouad-Nagata y conos asin-
tóticos
2.1.1. Dimension de Assouad-Nagata y una propiedad de
Nagata
En esta sección relacionaremos una propiedad de Nagata con la dimensión de
Assouad-Nagata. Tal punto será clave en la demostración del teorema principal de
esta primera parte.
El siguiente resultado, anteriormente citado, será muy útil para las demostra-
ciones de este capítulo.
Teorema 2.1.1 (Lang-Schlichenmaier [52]). Si f : (X, ρX) → (Y, ρY ) es una
inmersión cuasi-simétrica de espacios métricos entonces dimAN(X) ≤ dimAN(Y ).
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Utilizaremos el resultado 2.1.1 en el caso de transformaciones de copo de nieve
y el caso de homeomorfismos bi-Lipschitz. Recordamos que una transformación de
copo de nieve en un espacio métrico (X, ρ) es la transformación sobre su métrica
de la forma (X, ρp) para algún 0 < p < 1 (ver [43], p.98). En este caso particular
se puede comprobar que la dimensión de Assouad-Nagata es invariante por trans-
formaciones de copo de nieve, para ello podemos usar o bien 2.1.1 o bien como
consecuencia sencilla de 0.1.8.
Definición 2.1.2. Se dice que (X, ρ) tiene la propiedad de Nagata n-dimensional
si para toda configuración y1, . . . , yn+2 de n + 2 puntos en X las condiciones
ρ(yi, B(x, r/2)) < r para algún x ∈ X y para todo i ≤ n + 2 implican la exis-
tencia de i 6= j tales que ρ(yi, yj) < r.
Teorema 2.1.3. Sea (X, ρX) un espacio métrico y sea n ≥ 0. dimAN(X) ≤ n si
y solo si (X, ρX) es equivalente bi-Lipschitz a un espacio métrico (Y, ρY ) tal que
existe una transformación de copo de nieve en (Y, ρY ) que satisface la propiedad
de Nagata n-dimensional.
Demostración. Una dirección de la demostración se sigue de 2.1.1 y del hecho de
que dimAN(Y ) ≤ n si Y tiene la propiedad de Nagata dimensional n-dimensional.
Veamos esto último. Si r > 0 y A es un subconjunto maximal de Y con respecto
a la propiedad ρ(x, y) ≥ r para todo x 6= y ∈ A, entonces la familia de bolas
Ur = {B(y, r)}y∈A es un recubrimiento de Y y toda bola B(x, r/2) interseca como
mucho a n+ 1 elementos diferentes de Ur (véase la demostración del Teorema 4.2
en [31]).
La otra implicación está demostrada en la Proposición 2.2 de [1].
2.1.2. Aplicaciones con fibras métricamente paralelas
J.Burillo [22] definió una interesante clase de aplicaciones llamada aplicacio-
nes con fibras métricamente paralelas. Recordamos que se dice que f : (X, ρX)→
(Y, ρY ) es una aplicación con fibras métricamente paralelas si para cada x ∈ X e
y ∈ f(X) existe un x′ ∈ f−1(y) tal que ρX(x, x′) = ρY (f(x), f(x′)) = ρY (f(x), y)
(véase Definición 6 en [22]). Parece lógico pensar que las aplicaciones con fibras
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métricamente paralelas deben permitir la aplicación de teoremas de tipo Hurewicz
que fueron demostrados en [19] (Véase la demostración 2.1.6).
Ejemplos de aplicaciones con fibras métricamente paralelas:
1. La proyección X × Y → Y siempre que la métrica en X × Y sea la euclídea
o la suma de las correspondientes métricas en X e Y .
2. Im : H2 → R, dondeH2 es el plano hiperbólico en el modelo del semiplano([22]).
Obsérvese que R se identifica con el intervalo (0,∞) equipado con la métrica
d(x, y) = | ln(x)− ln(y)|.
Nosotros debilitaremos la condición de la existencia de un x′ tal que ρX(x, x′) =
ρY (f(x), f(x
′)) = ρY (f(x), y). Simplemente asumiremos que ρX(x, f−1(y)) ≤ ρY (f(x), y)
para todo x ∈ X e y ∈ f(X). La razón de este cambio es que las siguientes fun-
ciones naturales satisfacen fácilmente esta nueva condición.
1. La función x→ d(x, x0) que va de un R-árbol T a R+, con x0 el punto base
de T . Estamos asumiendo que todo punto de T se halla en el interior de una
geodésica infinita.
2. Cualquier epimorfismo f : (G, dG)→ (H, dH) entre grupos finitamente gene-
rados equipados con métricas de la palabra inducidas por conjuntos finitos
de generadores S en G y f(S) en H.
La otra razón es el siguiente resultado.
Proposición 2.1.4. Si f : (X, ρX)→ (Y, ρY ) es una aplicación Lipschitz, entonces
las siguientes condiciones son equivalentes:
a. La función natural f−1(y) → y establece una equivalencia bi-Lipschitz entre
f(X) y el espacio de las fibras de f equipado con la distancia de Hausdorff.
b. Existe µ > 0 tal que ρX(x, f−1(y)) ≤ µ · ρY (f(x), y) para todo x ∈ X e
y ∈ f(X).
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Demostración. a) =⇒ b). Recordemos que la distancia de Hausdorff dH(A,B)
entre dos subconjuntos
A y B de X es el supremos de ρX(a,B) y ρX(b, A) sobre todos los a ∈ A
y b ∈ B. Por tanto b) se sigue fácilmente de a) puesto que ρX(x, f−1(y)) ≤
dH(f
−1(f(x)), f−1(y)) ≤ µ · ρ(f(x), y), la última desigualdad por la condición
de equivalencia bi-Lipschitz, para todo x ∈ X e y ∈ f(X).
b) =⇒ a). Supongamos que f es λ-Lipschitz (eso significa que ρ(f(x), f(y)) ≤
λ·ρX(x, y) para todo x, y ∈ X) y y1, y2 ∈ f(X). Como ρX(x, f−1(y2)) ≤ µ·ρ(y1, y2)
para todo x ∈ f−1(y1) y ρX(x, f−1(y1)) ≤ µ · ρ(y1, y2) para todo x ∈ f−1(y2),
obtenemos que dH(f−1(y1), f−1(y2)) ≤ µ · ρY (y1, y2). De forma similar como f es
λ-Lipschitz, se tiene que λ · ρX(x, f−1(y2)) ≥ ρY (y1, y2) para todo x ∈ f−1(y1) con
lo que resulta ρY (y1,y2)
λ
≤ dH(f−1(y1), f−1(y2)) para todo y1, y2 ∈ f(X).
El resultado 2.1.4 proporciona una explicación global del por qué del término
‘fibras métricamente paralelas’. Además, después de reescalar Y se puede consi-
derar µ = 1 en 2.1.4, asumiremos esto en el resto del trabajo.
J.Burillo demostró en [22] (Teorema 16) que dim(X) ≤ dim(Y ) si existe una
aplicación f : X → Y con fibras métricamente paralelas tal que f−1(y) es un
espacio ultramétrico para todo y ∈ Y . Nuestro análogo resultado para dimensión de
Assouad-Nagata tiene una demostración más sencilla cuando se usan aplicaciones
Lipschitz:
Teorema 2.1.5. Supongamos que f : (X, ρX) → (Y, ρY ) es una aplicación Lips-
chitz con fibras ultramétricas. Si se cumple que:
ρX(x, f
−1(y)) ≤ ρY (f(x), y)
para todo x ∈ X e y ∈ f(X), entonces dimAN(X) ≤ dimAN(Y ).
Demostración. Sea f una aplicación λ-Lipschitz. Mostraremos que si B ⊂ Y y
todas las λ·r-componentes de B sonK-acotadas, entonces todas las r-componentes
de f−1(B) serán (4K+ r)-acotadas. Para ver esto tenemos que si x1, . . . , xn es una
cadena de puntos tales que f(xi) ∈ B y ρX(xi, xi+1) < r para todo i < n, entonces
f(xi) pertenece a la misma λ · r-componente de B. De este modo, existe una fibra
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F ⊂ f−1(B) tal que ρX(xi, F ) < K para todo i ≤ n y podemos tomar yi ∈ F
que satisface ρX(xi, yi) < K para todo i ≤ n. Así todo yi pertenecerá a la misma
(2K+r)-componente de F . Como F es ultramétrico, esa componente es de tamaño
menor que 2K+r. Por tanto ρX(x1, xn) ≤ 2K+ρX(y1, yn) < 2K+2K+r = 4K+r.
Supongamos dimAN(Y ) = m < ∞ (el caso dimAN(Y ) = ∞ es trivial) y sea
c > 0 la correspondiente constante para Y . Dado r > 0 tomamos el recubrimiento
{Y1, . . . , Ym+1} de Y tal que toda λ·r-componente conexa de cada Yi tiene diámetro
menor que c · λ · r. Ahora bien, las r-componentes de cada conjunto f−1(Yi) están
acotadas por (4cλ+ 1) · r lo que demuestra dimAN(X) ≤ m.
Por 2.1.5 podemos obtener nuevamente el hecho de que dimAN(T ) ≤ 1 para
todo R-árbol T usando la función f : T → R+, f(x) = d(x, x0).
Bell y Dranishnikov [12] introdujeron el concepto de asdim{As}s∈S ≤ n unifor-
memente con respecto a s ∈ S. El concepto análogo de dimAN(As) ≤ n uniforme-
mente con respecto a s ∈ S sería que la constante C de la definición de dimensión
de Assouad-Nagata fuese la misma para todos los As, s ∈ S. Geométricamente lo
más común es que todos los As sean isométricos.
A continuación damos una generalización de 2.1.5 a dimensiones superiores:
Teorema 2.1.6. Supongamos que f : (X, ρX)→ (Y, ρY ) satisface ρX(x, f−1(y)) ≤
ρY (f(x), y) para todo
x ∈ X e y ∈ Y . Si f es Lipschitz y
dimAN(f
−1(y)) ≤ k
uniformemente con respecto a y ∈ f(X), entonces dimAN(X) ≤ k + dimAN(Y ).
Demostración. La demostración consiste en aplicar el teorema 7.1 de [19]. Tal
resultado dice que dimAN(X) ≤ dimAN(f) + dimAN(Y ) si f es Lipschitz. Necesi-
tamos probar que dimAN(f) ≤ k lo que significa la existencia de dos contantes a
y b tales que para todo rX , RY > 0 y para todo subconjunto A de X tal que f(A)
es RY -acotado, A se puede expresar como A = A0 ∪ . . . ∪Ak con rX-componentes
de cada Ai siendo (a · rX + b ·RY )-acotado.
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Supongamos que f es λ-Lipschitz. Tomemos y ∈ f(A) y pongamos F = f−1(y).
Recubrimos F con conjuntos F0, . . . , Fk tales que las (2RY + rX)-componentes de
Fi son c · (2RY + rX)-acotadas. Al considerar Ai = B(Fi, RY ) observamos que
sus rX-componentes están (c(2RY + rX) + 2RY )-acotadas. Como Ai recubre A
(utilizando ρX(x, F ) ≤ ρY (f(x), f(F )) < RY para todo x ∈ A) tomamos a = c y
b = 2c+ 2 y finalizamos la demostración.
2.1.3. Dimension topológica de conos asintóticos
Proposición 2.1.7. Sea (X, ρX) un espacio métrico y n ≥ 0. Si (X, ρX) tiene la
propiedad de Nagata n-dimensional, entonces cada cono asintótico en X tiene la
propiedad de Nagata n-dimensional.
Demostración. La propiedad de Nagata n-dimensional puede reescribirse de la
siguiente manera:
Dado r > 0 y los puntos yi, zi, i ≤ n+ 2, tales que ρX(yi, zi) < r y ρX(x, zi) <
r/2 para algún x ∈ X y todo i ≤ n+ 2, existe i 6= j tal que ρX(yi, yj) < r.
Supongamos que (Y, ρY ) = Coneω(X, c, d) no tiene la propiedad de Nagata n-
dimensional y que existen puntos x ∈ Y , yi, zi ∈ Y con i ≤ n + 2 tales que para
algún r >  > 0 las siguientes desigualdades se cumplen
a. ρY (yi, zi) < r −  y ρY (x, zi) < r/2− /2 para todo i ≤ n+ 2,
b. ρY (yi, yj) ≥ r para todo i 6= j.
Para cada i tomamos Pi ∈ ω tal que ρX(yi(n), zi(n)) < (r−)·dn y ρX(zi(n), x(n)) <
(r/2 − /2) · dn para todo n ∈ Pi. De forma análoga para todo i 6= j, tomamos
Pij ∈ ω tal que ρX(yi(n), yj(n)) ≥ (r − ) · dn para todo n ∈ Pij. Sea P la in-
tersección no vacía de todos los Pi y todos los Pij. Como P 6= ∅, llegamos a la
contradicción de que (X, ρX) no tiene la propiedad de Nagata n-dimensional.
Corolario 2.1.8. Si (X, ρX) es ultramétrico, entonces todo cono asintótico Coneω(X, c, d)
es ultramétrico.
Demostración. Se sigue del hecho bien conocido de que ser ultramétrico es lo
mismo que tener la propiedad de Nagata 0-dimensional.
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Corolario 2.1.9. Para todo espacio métrico (X, ρX)
dim(Coneω(X, c, d)) ≤ dimAN(Coneω(X, c, d)) ≤ asdimAN(X, ρX).
Demostración. Supongamos asdimAN(X, ρX) = n. Nótese que Coneω(X, ρX , d) es
isométrico a Coneω(X, ρ2, d), con ρ2(x, y) = ρX(x, y) así tenemos que ρX(x, y) ≥ 1
y ρ2(x, y) = 1 si 0 < ρX(x, y) < 1. También se sigue que, dimAN(X, ρ2) = n puesto
que asdimAN(X, ρ2) = n y la dimensión de capacidad de (X, ρ2) es 0 por los re-
sultados de la sección 1.1. Por 2.1.3 existe un espacio métrico (Y, ρY ) equivalente
bi-Lipschitz a (X, ρ2) tal que (Y, ρpY ) tiene la propiedad de Nagata n-dimensional
para algún 0 < p < 1. Por tanto Coneω(Y, ρY , d) es equivalente bi-Lipschitz a
Coneω(X, ρX , d). Como la transformación de copo de nieve de Coneω(Y, ρY , d) de
la forma Coneω(Y, ρpY , d
p) tiene la propiedad de Nagata n-dimensional por la pro-
posición 2.1.7, concluimos que
dimAN(Coneω(X, ρX , d)) ≤ n.
Además sabemos que dim(Y ) ≤ dimAN(Y ) para todos los espacios métricos(ver
[52]) y así la demostración está terminada.
J.Burillo [22] demostró que los conos asintóticos de los grupos de tipo Baumslag-
Solitar BSp,q (grupos cuyos generadores son t, x y la única relación es t−1xpt = xq
con p 6= q) tienen dimensión 1 al mostrar una aplicación f del grafo de Cayley de
BSp,q a un R-árbol T con fibras métricamente paralelas tal que las fibras induci-
das en el cono asintótico son ultramétricas. A la vista de 2.1.9 y 2.1.5 se puede
mejorar el resultado diciendo que los conos asintóticos de BSp,q tienen dimensión
de Assouad-Nagata igual a 1.
2.1.4. Cotas inferiores para la dimensión de Assouad-Nagata
El propósito de esta sección es dar una condición geométrica que garantice
que un espacio tiene dimensión asintótica de Assouad-Nagata mayor que un cierto
n. Esta propiedad será de gran utilidad para estudiar las dimensiones de ciertos
grupos en el siguiente capítulo.
35
Definición 2.1.10. Se dice que una función f : (X, dX)→ (Y, dY ) entre espacios
métricos es una dilatación si existe una constante C ≥ 1 tal que dY (f(x), f(y)) =
C · dX(x, y) para todo x, y ∈ X.
Al número C se le denomina constante de dilatación.
En la siguiente proposición las dilataciones serán de bolas de Zn con la l1-
métrica a espacios más generales.
Proposición 2.1.11. Sea (X, dX) un espacio métrico y sea {km}m∈N una sucesión
creciente de números naturales. Si existe un n ∈ N y una sucesión de dilataciones
{fm}∞m=1 de la forma fm : Bn(0, km) → (X, dX) siendo Bn(0, km) ⊂ Zn las bolas
de radio km (con la l1-métrica), entonces existe un cono asintótico Coneω(X, c, d)
de (X, dX) tal que [−1, 1]n ⊂ Coneω(X, c, d).
Demostración. Sean (X, dX) y {km}m∈N como en las hipótesis. En primer lugar
probaremos el caso n = 1. Sea {Cm}m∈N la sucesión de las constantes de dilatación
de {fm}m∈N. Fijemos ω un ultrafiltro de N y definamos c = {fm(0)}∞m=1 y d =
{dm}∞m=1 con dm = Cm · km. Veamos que Coneω(X, c, d) contiene a [−1, 1]. Sea el
conjunto Um = {−km,−km+1, ..., km−1, km}, definimos el subconjunto Atm como:
x ∈ Atm si y solo si x ∈ Um y la distancia entre Cm·xdm y t es mínima. Obsérvese
que esto implica que la distancia entre Cm · x y dm · t es menor que Cm. Tomemos
ahora la sucesión {rtm}∞m=1 donde rtm es el ínfimo de Atm.
Definimos la aplicación g : [−1, 1]→ Coneω(X, c, d) de la forma g(t) = xt si la
sucesión {fm(rtm)}∞m=1 pertenece a la clase de xt. Como tenemos que:
l´ım
ω
d(fm(0), fm(r
t
m))
dm
= l´ım
ω
Cm · |rtm|
dm
≤ l´ım
ω
Cm · km
dm
= 1
La aplicación está bien definida. Probaremos ahora que es una isometría. De la
definición de rtm obtenemos que si t1 < t2 entonces rt1m ≤ rt2m lo que implica
l´ım
ω
d(fm(r
t1
m ),fm(r
t2
m ))
dm
= l´ım
ω
Cm(r
t2
m−rt1m )
dm
. Así lo único que falta por demostrar es que
l´ım
ω
Cm·rtm
dm
= t para todo t. Obsérvese que tenemos trivialmente que l´ım
ω
Cm
dm
= 0 y
l´ım
ω
Cm·km
dm
= 1. Esto implica que dado  > 0 existe G ∈ ω tal que Cmdm <  para
todo m ∈ G. Por la elección de rtm si m ∈ G tendremos |Cm · rtm − dm · t| < Cm
y entonces |Cm·rtm
dm
− t| < Cm
dm
≤ .
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Veamos ahora el caso general. Sea (s1, ..., sn) ∈ [−1, 1]n. Por el caso anterior
tendremos que para todo j = 1, ..., n existe una sucesión {rsjm}m∈N con rsjm ∈
{−km, ..., km} tal que l´ım
ω
Cm·rsjm
dm
= sj. De modo análogo construimos una aplicación
g : [−1, 1]n → Coneω(X, c, d) definiendo g(s1, ..., sm) como la clase que contiene
a la sucesión {fm(rs1m , ..., rsnm )}∞m=1. Para terminar la demostración será suficiente
comprobar que para todo s, t ∈ [−1, 1]n con s = (s1, ..., sn) y t = (t1, ..., tn), la
siguiente igualdad es cierta:
l´ım
ω
dX(fm(r
s1
m , ..., r
sn
m ), fm(r
t1
m, ..., r
tn
m ))
dm
=
n∑
i=1
|si − ti|
Como fm es una dilatación de constante Cm podemos escribir:
l´ım
ω
dX(fm(r
s1
m , ..., r
sn
m ), fm(r
t1
m, ..., r
tn
m ))
dm
=
n∑
i=1
l´ım
ω
Cm · |rsim − rtim|
dm
Y nuevamente por el caso n = 1 podemos deducir que el último término satisface
la igualdad:
n∑
i=1
l´ım
ω
Cm · |rsim − rtim|
dm
=
n∑
i=1
|si − ti|
.
De la anterior proposición obtenemos el siguiente resultado que proporciona la
cota buscada.
Corolario 2.1.12. Si para un espacio métrico (X, dX) y para algún n ∈ N existe
una sucesión de dilataciones fm : Bn(0, km) → (X, dX) con l´ım
m→∞
km = ∞ siendo
Bn(0, km) ⊂ Zn la bola de radio km (con la métrica l1) entonces asdimAN(X, dX) ≥
n.
Demostración. Por la proposición 2.1.11 obtenemos que existe un cono asintótico
de X tal que [−1, 1]n ⊂ Coneω(X, c, d). Aplicando el teorema 2.1.9 obtenemos
automáticamente:
n ≤ dim(Coneω(X, c, d)) ≤ asdimAN(X, dX)
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2.2. Dimensión de Assouad-Nagata y otras propie-
dades geométricas
En esta sección relacionamos la dimensión de Assouad-Nagata con las métricas
hiperbólicas, la dimensión asintótica, las ultramétricas asintóticas y la segunda
propiedad de Nagata.
Definición 2.2.1. Decimos que una métrica de un espacio (X, d) es asintótica-
mente ultramétrica si cumple que:
dX(x, y) ≤ (1 + ) ·ma´x{dX(x, z), dX(y, z)}+ k para todo x, y, z ∈ X
donde  es una función en d = dX(x, y) que tiende a 0 cuando d tiende a ∞ y
k > 0 es una constante fija.
En tal condición se dirá que el espacio es asintóticamente ultramétrico.
La razón de tal nombre está justificada por la siguiente proposición sugerida
por Gromov en [41] aunque sin demostración:
Proposición 2.2.2. Sea (X, dX) un espacio asintóticamente ultramétrico. Enton-
ces todo cono asintótico de (X, dX) es un espacio ultramétrico.
Demostración. Supongamos que (X, dX) es un espacio que satisface la hipótesis
con constante k > 0 y función . Sean x, y, z tres puntos de Coneω(X, c, d) y sean
{xn}∞n=1, {yn}∞n=1, {zn}∞n=1 ⊂ X tres sucesiones en las clases x, y y z respectivamen-
te. Sin pérdida de generalidad supongamos D(x, y) ≥ D(x, z) y D(x, y) ≥ D(y, z).
Será suficiente demostrar que D(x, y) ≤ ma´x{D(x, z), D(y, z)}.
Obsérvese que l´ımω (dX(xn, yn)) = 0. Si no es así, existirá un M > 0 tal
que el conjunto H = {n | (dX(xn, yn)) ≥ M} está en ω. Pero si asumimos el
caso no trivial D(x, y) 6= 0 entonces el conjunto G = {dX(xn, yn)|n ∈ H} no
estará acotado. Tomando ahora una subsucesión divergente {dX(xni , yni)}∞i=1 ⊂ G
llegaremos a una contradicción puesto que l´ımi→∞ (dX(xni , yni) = 0 pero también
dX(xni , yni) ≥M para cada i ∈ N.
Tomemos ahora el subconjunto F de números naturales definido por:
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F = {n | dX(xn, zn) ≥ dX(yn, zn)}
Como ω es un ultrafiltro entonces F ⊂ ω ó N\F ⊂ ω. Supongamos el primer caso.
En tal caso obtendremos que D(x, z) ≥ D(y, z) y de la hipótesis deducimos que:
dX(xn, yn)
dn
≤ (1 + (dX(xn, yn))) · dX(xn, zn)
dn
+
k
dn
para cada n ∈ F.
Tomando límites en las desigualdades anteriores y aplicando el hecho de que
l´ımω (dX(xn, yn)) = 0 obtenemos que D(x, y) ≤ D(x, z) = ma´x{D(x, z), D(y, z)}.
Finalmente hagamos el caso N \ F ⊂ ω. Esto implica que el conjunto N \ F =
{n | dX(yn, zn) > dX(xn, zn)} pertenece al ultrafiltro lo que nos lleva a que
D(y, z) ≥ D(x, z) y aplicando ahora el mismo razonamiento llegamos a que:
dX(xn, yn)
dn
≤ (1 + (dX(xn, yn))) · dX(yn, zn)
dn
+
k
dn
para cada n ∈ N \ F.
Tomando nuevamente límites obtenemosD(x, y) ≤ D(y, z) = ma´x{D(x, z), D(y, z)}
lo que termina la demostración.
Definición 2.2.3. Decimos que un espacio métrico (X, d) satisface la segun-
da propiedad de Nagata (N2)n si para todo x, y1, · · · , yn+2 ∈ X existen i, j ∈
{1, · · · , n+ 2} con i 6= j, tales que d(yi, yj) ≤ d(x, yi).
Obsérvese que de la definición de número de Lebesgue deducimos que el número
de Lebesgue de un recubrimiento es al menos r (notación: L(U) ≥ r) si y solo si
para cada x ∈ X la bola B(x, r) está contenida en un conjunto del recubrimiento.
Lema 2.2.4. Un espacio métrico (X, d) tiene dimensión asintótica como mucho n
si y solo si para todo r > 0 existe un recubrimiento uniformemente acotado U con
U = ⋃n+1i=1 U i tal que cada U i es una familia r-disjunta y el número de Lebesgue de
U es al menos r.
Demostración. Hagamos la implicación no trivial. Supongamos que asdim(X, d) ≤
n y sea r un número positivo. Como asdim(X, d) ≤ n existe un recubrimiento
uniformemente acotado de la forma V ′ = ⋃n+1i=1 V i tal que cada V i es una familia
3 · r-disjunta. Sea U i la familia de subconjuntos dada por U i = {N(V, r) | V ∈
39
V i} donde N(V, r) = {x | d(x, V ) < r}. En esta situación si U,U ′ ∈ U i fueran
elementos diferentes de U i entonces obviamente d(U,U ′) > r. Por tanto la familia
U = ⋃n+1i=1 U i es un recubrimiento de tamaño menor o igual que mesh(V) + 2 · r y
satisface las condiciones del lema.
La siguiente proposición es una versión de la proposición 3.6. de [31].
Proposición 2.2.5. Sea (X, d) un espacio métrico tal que asdim(X, d) ≤ n. En-
tonces existe una sucesión de recubrimientos uniformemente acotados {Uk}∞k=1 y
una sucesión creciente de números {dk}∞k=1 tales que:
1. Para todo k, Uk =
⋃n+1
i=1 U ik y cada U ik es una familia dk-disjunta.
2. L(Uk) ≥ dk.
3. dk+1 > 2 ·mk con mk = mesh(Uk).
4. Para todo i, k, l con k < l y todo U ∈ U ik, V ∈ U il , si U ∩ V 6= ∅ , entonces
U ⊂ V .
Demostración. Construyamos la sucesión por inducción en k. El caso k = 1 se
obtiene aplicando el lema 2.2.4 para d1 = 1. Supongamos ahora que tenemos una
sucesión finita de recubrimientos uniformemente acotados {Uk}tk=1 y una sucesión
finita de números {dk}tk=1 que satisfacen las propiedades (1)-(4). Sea dt+1 > 0 un
número positivo tal que dt+1 > 2 ·mt y definamos Dt+1 = dt+1+2 ·mt. Por el lema
2.2.4 existe un recubrimiento uniformemente acotado Vt+1 =
⋃n+1
i=1 V it+1 tal que
cada V it+1 es Dt+1-disjunto y L(Vt+1) ≥ Dt+1. Ahora, para cada i ∈ {1, ..., n + 1}
definimos la familia de subconjuntos U it+1 = {UV | V ∈ V it+1} donde UV está
definido como la unión de V con todos los subconjuntos W ∈ U ik con k ∈ {1, ..., t}
tales que W ∩ V 6= ∅. Afirmamos que el recubrimiento dado por Ut+1 =
⋃n+1
i=1 Ut+1
satisface las propiedades requeridas. Claramente el tamaño de Ut+1 está acotado
por 2 · mt + mesh(Vt+1). También tenemos que L(Ut+1) ≥ L(Vt+1) ≥ Dt+1 ≥
dt+1. Sea i ∈ {1, ..., n + 1} un número fijo. Para todo UV , UW ∈ U it+1 tenemos
d(UV , UW ) > d(V,W ) − 2 · mt = dt+1 tal que cada U it+1 es dt+1-disjunto. Así la
única propiedad que nos falta por probar es (4). Sean k, l dos números tales que
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k < l ≤ t + 1. If l < t + 1. La cuarta condición se seguirá de la hipótesis de
inducción. Supongamos l = t+1. Sea W ∈ U ik y UV ∈ U it+1 tales que W ∩UV 6= ∅.
Esto implica que existe un s ≤ t y un V ′ ∈ U is tal que V ′ ∩ V 6= ∅ y W ∩ V ′ 6= ∅.
Por la hipótesis de inducción, lo último implicará W ⊂ V ′ ó V ′ ⊂ W . En ambos
casos concluimos que W ⊂ UV .
Definición 2.2.6. Sea (X, d) un espacio métrico con un punto base x0. El producto
de Gromov (x|y)x0 de dos puntos x, y ∈ X se define como:
(x|y)x0 =
d(x, x0) + d(y, x0)− d(x, y)
2
.
Un espacio métrico (X, d) es Gromov-hiperbólico si existe un número δ ≥ 0 tal
que dados tres puntos x, y, z ∈ X se cumple la siguiente desigualdad:
(x|z)x0 ≥ mı´n((x|y)x0 , (y|z)x0)− δ
Sea (X, d) un espacio Gromov hiperbólico. Consideramos el conjunto S de todas
las sucesiones de puntos {xi}∞i=1 tales que limm,k→∞(xm|xk)x0 =∞. La frontera de
(X, d) es el conjunto de las clases de equivalencia en S con la relación {xi}∞i=1 ≡
{yi}∞i=1 if limi→∞(xi|yi)x0 =∞. Las definiciones anteriores son independientes del
la elección del punto base x0.
A continuación damos la construcción principal de esta sección:
Construcción: Sea (X, d) un espacio métrico tal que asdim(X, d) ≤ n y sea
{Uk}∞k=1 la sucesión de recubrimientos como en la proposición 2.2.5. Definimos la
aplicación dh : X ×X → N como sigue:
dh(x, y) = mı´n{k | existe U ∈ Uk tal que x, y ∈ U}
En estas condiciones tenemos la siguientes propiedades:
Teorema 2.2.7. Sea (X, d) un espacio métrico tal que asdim(X, d) ≤ n y sea dh
la aplicación anterior entonces:
1. (X, dh) es un espacio asintóticamente ultramétrico.
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2. (X, dh) es equivalente a gran escala a (X, d).
3. (X, dh) satisface dimAN(X, dh) ≤ n
4. (X, dh) es un espacio métrico hiperbólico cuya frontera hiperbólica es un solo
punto.
5. (X, dh) satisface la segunda propiedad de Nagata.
Demostración. 1) (ultramétrica asintótica) Basta observar que tenemos que para
todo x, y, z ∈ X:
dh(x, y) ≤ ma´x{dh(x, z), dh(y, z)}+ 1
Esto implicará que (X, dh) es un espacio asintóticamente ultramétrico. La razón de
esta desigualdad es que si tenemos que x, y ∈ U ∈ Ui y tenemos que y, z ∈ V ∈ Ui
esto implicará la existencia de W ∈ Ui+1 que contendrá los tres puntos x, y, z ya
que U ∪V tiene diámetro menor que el número de Lebesgue de Ui+1 por la segunda
y la tercera propiedad de 2.2.5.
2) (Equivalencia a gran escala) Demostraremos que la identidad id : (X, d)→
(X, dh) es una equivalencia a gran escala. Efectivamente, si dh(x, y) ≤ δ y k es el
mínimo número natural tal que δ ≤ k entonces d(x, y) ≤ mk. De forma análoga,
supongamos que d(x, y) ≤ δ. Sea dr el mínimo número en la sucesión {dk}∞k=1 de la
proposición 2.2.5 tal que δ ≤ dr. Tenemos por tanto L(Ur) > dr, esto implica que
existe un U ∈ Ur tal que x ∈ U and y ∈ U lo que significa que dh(x, y) ≤ r que
termina la demostración de que la identidad es una equivalencia a gran escala.
3) (Dimensión de Assouad-Nagata finita) Para demostrar que dimAN(X, dh) ≤
n vamos a definir recubrimientos Vr de (X, dh) tales que mesh (Vr) ≤ r, L(Vr) ≥
r/4, ym(Vr) ≤ n+1. Si r ≤ 4, definimos Vr como todos los conjuntos unipuntuales
de X, de otro modo definimos Vr = Ui con i la parte entera de r. Tenemos que
para r > 4, mesh (Ui) ≤ i ≤ r y L(Ui) ≥ i− 1 ≥ r − 2 ≥ r/4.
4) (Hiperbolicidad y frontera de un solo punto) Fijemos un x0 ∈ X. Para
demostrar que (X, dh) es hiperbólico según Gromov bastará demostrar que:
(x|z) ≥ mı´n((x|y), (y|z))− 4
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para todo x, y, z ∈ X. Equivalentemente, el producto de Gromov en un triángulo
cualquiera es al menos el producto mediano menos 4.
Si suponemos que las distancias dh(x, x0), dh(y, x0), y dh(z, x0) están a distancia
1,5 de un número t el resultado es sencillo ya que por otro lado como dh(z, x) no
puede ser mayor simultáneamente que dh(y, x) + 1 y dh(y, z) + 1, podemos asumir
que dh(z, x) ≤ dh(y, x)+1. Ahora tenemos que (x|z) ≥ (t−1,5+t−1,5−(dh(y, x)+
1))/2 = ((t+ 1,5) + (t+ 1,5)− dh(y, x))/2− 3,5 ≥ (x|y)− 4.
Ordenemos ahora los puntos x, y, y z como u, v, y w de tal forma que s =
dh(u, x0) ≤ m = dh(v, x0) ≤ l = dh(w, x0). Por el párrafo anterior podemos asumir
que s ≤ l − 4 (de otra forma s, m, y l estarían a distancia 1,5 de (s+ l)/2).
Caso 1: m ≤ l − 2. Ahora dh(w, v) debe estar a distancia 1 de l, así que
2(w|v) = m+ l− dh(w, v) será un número entre m− 1 y m+1. De forma análoga,
s− 1 ≤ 2(u|w) ≤ s+1. Como dh(u, v) ≤ m+1, 2(u|v) ≥ m+ s− (m+1) = s− 1
la única posibilidad para que el mínimo producto de Gromov de la tripleta uvw
sea menor que el mediano menos 4 es que s ≤ m−2. En tal caso dh(u, v) ≥ m−1,
así s + 1 = m + s − (m − 1) ≥ 2(u|v) ≥ m + s − (m + 1) = s − 1 y por tanto el
menor producto de Gromov para la tripleta uvw es mayor que el mediano menos
4.
Caso 2: m ≥ l−1. Ahora dh(u, v) deberá estar a distancia 1 de m, así 2(u|v) =
m + s − dh(u, v) está contenido entre s − 1 y s + 1. De manera análoga, s − 1 ≤
2(u|w) ≤ s+ 1. Como dh(w, v) ≤ l+ 1, 2(w|v) ≥ m+ l− (l+ 1) = m− 1 ≥ s+ 2,
y el menor producto de Gromov para la tripleta uvw será mayor que el mediano
menos 4.
Probaremos ahora que la frontera de (X, dh) consiste en un punto. Dadas dos
sucesiones de puntos {xi} y {yi} tales que (xm|xk) → ∞ y (ym|yk) → ∞ te-
nemos que demostrar que (xm|ym) → ∞. Pero como dh(xm, ym) es menor que
ma´x(dh(xm, x0), dh(ym, x0))+2, tenemos 2(xm|ym) ≥ mı´n(dh(xm, x0), dh(ym, x0))−
2→∞.
5)(Segunda propiedad de Nagata) Sean ahora y1, · · · , yn+2, x ∈ X y definamos
para cada i ∈ {1, · · · , n+ 2} el número r(i) = dh(yi, x). Por la construcción de dh
tenemos que para todo i existe un Vi ∈ Ur(i) tal que yi ∈ Vi y x ∈ Vi. Además para
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cada i existirá un k(i) tal que Vi ∈ Uk(i)r(i) . Por el principio del palomar existirán dos
i, j con i 6= j tales que k(i) = k(j). Como x ∈ Vi ∩ Vj por la cuarta propiedad de
la proposición 2.2.5 obtenemos que o bien Vi ⊆ Vj o Vj ⊆ Vi. Del primer caso se
deduce que dh(yi, yj) ≤ dh(x, yj) y del segundo tenemos que dh(yj, yi) ≤ dh(x, yi).
Y por tanto (X, dh) satisface (N2)n.
Corolario 2.2.8. Sea (X, d) un espacio métrico tal que asdim(X, d) = n. En-
tonces existe una métrica dh en X equivalente a gran escala a (X, d) tal que
dimAN(X, dh) = n y todos los conos asintóticos de (X, dh) son espacios ultra-
métricos.
En el siguiente capítulo mostraremos un grupo con una métrica propia inva-
riante por la izquierda de dimensión de Assouad-Nagata infinita tal que todos sus
conos asintóticos son ultramétricos.
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Capítulo 3
Dimensión de Assouad-Nagata de
grupos numerables
Como ya se ha dicho, la dimensión de Assouad-Nagata y la dimensión asin-
tótica de Assouad-Nagata coinciden para espacios métricos discretos. Un ejemplo
muy importante de espacios métricos discretos son los grupos numerables con mé-
tricas propias invariantes por la izquierda. De este modo la dimensión asintótica
de Assouad-Nagata pasa a ser un invariante cuasi-isométrico de interés para la teo-
ría geométrica de grupos. Ejemplos de grupos con dimensión de Assouad-Nagata
finita serían los grupos hiperbólicos, los grupos virtualmente abelianos, los grupos
virtualmente libres, los grupos de Coexeter y ciertos grupos tipo Baumslag-Solitar.
Uno de los problemas fundamentales en este ámbito sería sobre el tamaño
de la diferencia, cuando exista, entre la dimensión asintótica y la dimensión de
Assouad-Nagata de un grupo discreto. Dicho problema se puede subdividir en
varios subproblemas importantes:
1. ¿Existen grupos discretos tales que asdim(G) < asdimAN(G)?
2. SiG es un grupo nilpotente (o soluble) ¿Se cumple que asdim(G) = asdimAN(G)
para le métrica de la palabra?
3. Determinar qué grupos finitamente generados G admiten una métrica propia
invariante por la izquierda d tal que asdim(G, d) < asdimAN(G, d)
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La primera pregunta tiene respuesta afirmativa. P.Nowak en [59] encontró para ca-
da n ≥ 1 un grupo finitamente generado de dimensión asintótica igual a n pero de
dimensión de Assouad-Nagata infinita. Como problema final en su trabajo, Nowak
preguntaba sobre la existencia de grupos discretos tales que la dimensión asintótica
fuera estrictamente menor que la dimensión de Assouad-Nagata pero ésta última
fuese finita. Como consecuencia del trabajo de Nowak apareció uno de Brodskyi,
Dydak y Lang [18] que relacionaban el crecimiento de un grupo finitamente gene-
rado G con la dimension de Assouad-Nagata de su producto wreath H oG siendo
H 6= 1 un grupo finito. De estos resultados se deducen numerosos ejemplos de
grupos numerables localmente finitos de dimensión de Assouad-Nagata infinita.
El principal objetivo de la primera sección será estudiar la dimensión de Assouad-
Nagata de grupos localmente finitos y de grupos numerables. En particular mos-
traremos que para cada n un grupo localmente finito (G, dG) con dG un métrica
propia invariante por la izquierda satisface que asdimAN(G, dG) = n. Este proble-
ma se planteó en [18]. También mostraremos que este resultado se puede extender a
los grupos abelianos numerables no finitamente generados. Esto resolverá (negati-
vamente) el problema de Nowak para grupos numerables no finitamente generados
y el problema de [18] para grupos localmente finitos.
Con respecto a la segunda pregunta es un problema que lleva abierto algunos
años. A.N. Dranishnikov nos informó que la conjetura de la igualdad de dimen-
siones en grupos nilpotentes podría ser falsa. La razón era que John Roe sugería
el grupo de Heisenberg (el primer grupo nilpotente no abeliano) como contrae-
jemplo (véase [63] para una discusión sobre este aspecto). En la segunda parte de
este capítulo demostramos que esto no es cierto y que para el grupo nilpotente la
dimensión de Assouad-Nagata y la dimensión asintótica coinciden.
En la última parte estudiaremos el problema para los grupos nilpotentes. De-
mostraremos que para todo grupo nilpotente es posible encontrar una métrica
propia invariante por la izquierda tal que ambas dimensiones sean diferentes. Dra-
nishnikov en [28] preguntó los siguientes casos particulares:
Problema 3.0.9. (Dranishnikov [28]) ¿Se cumple dimAN(Z, d) = 1 para toda
métrica propia invariante por la izquierda en Z?
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En relación con el problema anterior preguntó lo siguiente:
Problema 3.0.10. (Dranishnikov [28]) ¿Se cumple que dimAN(Γ×Z) = dimAN(Γ)+
1 para toda métrica propia invariante por la izquierda en Z?
Obsérvese que en [30], Dranishnikov y Smith demostraron que asdimAN(G ×
Z) = asdimAN(G) + 1 para todo grupo finitamente generado G pero en este caso
las métricas a considerar fueron métricas de la palabra.
Como consecuencia de nuestro resultado, existirá una métrica propia invarian-
te por la izquierda d en Z tal que asdimAN(Z, d) = ∞ lo que resuelve los dos
problemas de Dranishnikov.
Otro problema importante es el de proporcionar ejemplos de clases grupos con
dimensión de Assouad-Nagata finita y dar un método para calcular las dimensiones.
Como ya se ha mencionado hasta ahora los grupos que se conocían con dimensión
de Assouad-Nagata finita eran los abelianos, los grupos de Coexeter, los hiperbó-
licos, ciertos grupos tipo Baumslag-Solitar y los libres. En la penúltima sección de
este trabajo damos el resultado que consideramos más importante de este libro:
una fórmula para calcular la dimensión de Assouad-Nagata del producto libre de
dos grupos. Tal fórmula para la dimensión asintótica se conoce desde los trabajos
de [11], sin embargo los métodos de tal artículo no sirven para la dimensión de
Assouad-Nagata. Nosotros proporcionamos un método que funcionará tanto para
la dimensión de Assouad-Nagata como para la dimensión asintótica. Es más, tal
método servirá para una clase de espacios más generales conocidos como espa-
cios tipo-árbol que resultan importantes en el estudio de los grupos relativamente
hiperbólicos.
Finalmente como apéndice de este capítulo construiremos un grupo G con una
métrica propia invariante por la izquierda tal que todos sus conos son ultramétricos
pero asdimAN(G) =∞.
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3.1. Grupos localmente finitos y dimension de Assouad-
Nagata
A continuación damos un método para construir métricas propias invariantes
por la izquierda en un grupo numerable. Una aplicación ‖ · ‖G : G → R+ se dice
que es una norma propia si satisface las siguientes condiciones:
1. ‖g‖G = 0 si y solo si g es el elemento neutro de G.
2. ‖g‖G = ‖g−1‖G para todo g ∈ G.
3. ‖g · h‖G ≤ ‖g‖G + ‖h‖G para todo g, h ∈ G.
4. Para todo K > 0 el número de elementos de G tales que ‖g‖G ≤ K es finito.
Así, si construimos una norma propia ‖ · ‖G en G entonces la aplicación dG(g, h) =
‖g−1 · h‖G define una métrica propia invariante por la izquierda. Recíprocamente
para toda métrica propia invariante por la izquierda dG la aplicación ‖g‖G =
dG(1, g) define una norma propia.
Un método para obtener una norma en un grupo numerable fue descrito por
Smith en [69](véase también [68]). Sea S un sistema simétrico de generadores
(posiblemente infinito) de un grupo numerable G y sea w : L → R+ una función
que llamaremos (función de pesos) que satisface:
1. w(s) = 0 si y solo si s = 1G
2. w(s) = w(s−1).
Entonces la función ‖ · ‖w : G→ R+ definida por :
‖g‖w = mı´n{
n∑
i=1
w(si) | x = Πni=1si, si ∈ S}
es una norma. Más aún si w satisface también que w−1[0, N ] es finito para todo N
entonces ‖ · ‖w es una norma propia.
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Obsérvese que si definimos w(g) = 1 para todos los elementos g ∈ S de un
sistema finito de generadores S ⊂ G, con G un grupo finitamente generado, ob-
tendremos una métrica de la palabra al modo estándar.
Este método para grupos finitos tiene la siguiente propiedad de extensión que
es sencilla de demostrar:
Lema 3.1.1. Sea G un grupo numerable y sea (G1, dG1) un subgrupo finito de G
con dG1 un métrica propia invariante por la izquierda. Sea S ⊂ G un subconjunto
simétrico de G tal que:
1. S ∩G1 = ∅.
2. G es generado por G1 ∪ S.
Si ‖ · ‖w : G→ R+ es una norma definida por una función de pesos w : G1 ∪ S ∪
S−1 → R+ que satisface
1. w(g) = ‖g‖G1 si g ∈ G1
2. w(g) ≥ diam(G1) si g ∈ S ∪ S−1.
entonces para todo g ∈ G1 se cumple que ‖g‖w = ‖g‖G1.
En un grupo localmente finito G podemos encontrar una filtración L de sub-
grupos finitos L = {{1} = G0 ⊂ G1 ⊂ G2...}. Si aplicamos sucesivamente el lema
3.1.1 a L podemos construir una sucesión de normas ‖ · ‖i : Gi → R+ y una norma
‖ · ‖G : G → R+ tal que la restricción de ‖ · ‖G a Gi coincida con ‖ · ‖Gi y cada
‖ · ‖i sea una extensión de ‖ · ‖i−1.
Sea L = {{0} = G0 ⊂ G1 ⊂ ...} una filtración de un grupo numerable G.
Diremos que la sucesión {gn}∞n=1 de los elementos deG es un sistema de generadores
de L si para cada i ≥ 1 existe un ni tal que Gi =< g1, ..., gni >. Si también se
cumple que ni = i y Gi−1 6= Gi para cada i ≥ 1 entonces diremos que la filtración
L es una cadena ascendente de un-paso. En una cadena ascendente de un-paso se
puede estimar fácilmente el cardinal de Gi.
Lema 3.1.2. Sea G un grupo localmente finito y sea L = {{1} = G0 < G1 < ...}
una cadena ascendente de un-paso entonces |Gi| ≥ 2i para todo i ∈ N.
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Demostración. Sea {gi}i∈N una sucesión de generadores de L. Para i = 1 el resul-
tado es obvio . Supongamos que el resultado es cierto para algún i ≥ 1. Tomemos
2i elementos diferentes {xn}2in=1 de Gi. El subconjunto X de Gi+1 definido como
X = {xn}2in=1∪{xn ·gi+1}2in=1 contiene 2i+1 elementos diferentes como gi+1 6∈ Gi.
Teorema 3.1.3. Sea G un grupo localmente finito. Para toda función creciente
f : R+ → R+ tal que l´ım
x→∞
f(x) = ∞ existe una métrica propia invariante por la
izquierda dG en G tal que f no es una función de control 0-dimensional.
Demostración. La demostración es por contradicción. Sea L = {G0 < G1 < ...}
una cadena ascendente de un-paso de G con {gi}∞i=1 una sucesión de generadores
de L. Supongamos que existiese una función f como en las hipótesis del teorema
que fuese una función de control 0-dimensional para todo métrica propia invariante
por la izquierda dG. En tal caso afirmamos:
Existe un K > 0 tal que para todo i > 0 todo elemento g ∈ Gi tiene longitud
menor o igual que K como palabra de {g1, ..., gi}.
Si esta afirmación fuera falsa probaremos que existe una métrica propia inva-
riante por la izquierda dG tal que f no es una función de control 0-dimensional
Fijemos J1 = 1 y tomemos h1 ∈ Gi1 un elemento tal que su mínima longitud en
Gi1 sea mayor que f(1). En el sistema de generadores {gj}i1j=1 definimos las normas
‖gj‖Gi1 = 1 con  = ±1. Considerando tales normas como pesos tendremos una
métrica propia invariante por la izquierda en Gi1 . Obsérvese que ‖h1‖Gi1 > f(J1)
pero h1 está en la misma componente 1-conexa que el origen. Supongamos ahora
definida la métrica propia invariante por la izquierda en Gir que verifica la siguiente
propiedad:
Existe un hr ∈ Gir con ‖hr‖Gir > f(Jr), Jr ≥ diam(Gir−1) y tal que hr está en
la misma componente Jr-conexa que el origen
Sea Jr+1 > diam(Gir) y sea hr+1 un elemento del grupo Gir+1 tal que su mínima
longitud sea mayor que f(Jr+1). Aplicamos 3.1.1 a Gir∪S con S = {gir+1, ..., gir+1}
y una función de pesos w que satisfaga w(g) = Jr+1 para todo generador g ∈
S∪S−1. Entonces obtendremos la norma enGir+1 que es una extensión de ‖·‖Gir con
la misma propiedad que anteriormente. Repitiendo este procedimiento podemos
obtener una norma propia ‖ · ‖G definida en G tal que para todo Jr existe un
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elemento hr con ‖hr‖G > f(Jr) y hr está en la misma componente Jr-conexa que
el origen. Deducimos que f no puede ser una función de control 0-dimensional de
dG y de este modo la afirmación anterior será cierta.
Ahora aplicando un argumento combinatorio sencillo podemos estimar la car-
dinalidad de cada subgrupo Gi:
|Gi| ≤
K∑
j=0
(2 · i)j ≤ (K + 1) · 2K · iK
Esto último contradice el lema 3.1.2 para i suficientemente grande.
Corolario 3.1.4. Un grupo localmente finito y numerable es finito si y solo si
asdimAN(G, dG) = 0 para toda métrica propia invariante por la izquierda dG.
Demostración. Resulta evidente que todo grupo finito satisface (al estar acotado)
asdimAN(G, dG) = 0 para todo métrica dG propia e invariante por la izquierda.
Para probar el recíproco observamos que si (X, dX) es una métrica discreta y
f no es una función de control 0-dimensional de (X, dX) entonces g no será una
función de control 0-dimensional de (X, dX) para toda función g tal que g ≤ f
asintóticamente es decir que existe un x0 tal que g(x) ≤ f(x) para todo x ≥ x0.
Por tanto por el teorema anterior si G no es finito podemos tomar una métrica dG
tal que la función f(x) = x2 no sea una función de control 0-dimensional de (G, dG).
Entonces ninguna función lineal puede ser una función de control 0-dimensional
de (G, dG) y así asdimAN(G, dG) > 0.
El resto de la sección se centrará en encontrar grupos localmente finitos con
dimensión de Assouad-Nagata no nula pero finita. Tales grupos serán de la forma
G =
⊕∞
i=0Gi siendo {Gi}i∈N una sucesión de grupos finitos y G0 = {0}. Nuestro
primer paso será definir una métrica propia invariante por la izquierda en G uti-
lizando una sucesión de métricas propias invariantes por la izquierda {dGi}i∈N de
{Gi}. Supongamos que dGi(x, y) ≥ 1 para cada pareja de elementos de Gi. Para
construir tal métrica tomamos una sucesión de números positivos {si}i∈N tales que
s1 ≥ 1 y si ≥ si−1 · diam(Gi−1) + 1 y definimos la aplicación k : G → N ∪ {0}
por k(g) = ma´x{i | pii(g) 6= 1Gi}. Las funciones pii : G → Gi son las proyecciones
canónicas. En esta situación podemos construir una norma propia como sigue:
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Lema 3.1.5. Sea G =
⊕∞
i=0Gi con G0 = {0} y {Gi, dGi}i∈N una sucesión de
grupos finitos con métricas propias invariantes por la izquierda dGi. Sea {si}i∈N la
sucesión de números finitos definida anteriormente. Entonces la aplicación ‖ · ‖G :
G→ R+ definida por ‖g‖G = sk(g) · ‖pik(g)(g)‖Gi satisface:
1. ‖ · ‖G es una norma propia en G.
2. Si g ∈ Gi entonces ‖ji(g)‖G = si‖g‖Gi con ji : Gi → G la inclusión canónica.
Demostración. (2) es obvio por definición de ‖·‖G así que demostremos (1). Veamos
en primer lugar que ‖ · ‖G define una norma en G. Tenemos que demostrar que
‖ · ‖G satisface las tres condiciones de norma. Usaremos la convención k(g) = 0 si
y solo si pii(g) = 1Gi para todo i. Esto implica g = 1G. Así la primera condición
puede deducirse fácilmente del hecho de que cada ‖ · ‖Gi es una norma (propia).
La segunda condición es trivial. Para la tercera sean g, h ∈ G y supongamos sin
pérdida de generalidad que k(g) ≥ k(h). Como pii(g ·h) = pii(g) Para cada i > k(h)
el caso k(g) > k(h) es obvio. Consideremos ahora que k(g) = k(h). En tal caso
tenemos que pii(g · h) = 1Gi para cada i > k(g). Existen ahora dos posibilidades:
1. pik(g)(g · h) 6= 1Gk(g) . Entonces como cada ‖ · ‖Gi es una norma tenemos:
‖g · h‖G = sk(g) · ‖pik(g)(g) · pik(g)(h)‖Gk(g) ≤
sk(g) · (‖pik(g)(g)‖Gk(g) + ‖pik(g)(h)‖Gk(g)) = ‖g‖G + ‖h‖G
2. pik(g)(g · h) = 1Gk(g) . Lo que implica trivialmente ‖g · h‖G < sk(g) ≤ ‖g‖G +
‖h‖G.
Finalmente para demostrar que es una norma propia dado K > 0 podemos tomar
si tal que K < si. Así el número de elementos de g ∈ G con norma menor o igual
que K estará acotado por Πi−1j=1|Gj| con |Gj| el cardinal de Gj.
La métrica propia invariante por la izquierda dG asociada a la norma anterior
la llamaremos cuasi-ultramétrica generada por {dGi}i∈N. La razón de este nombre
se muestra en el siguiente lema.
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Lema 3.1.6. Sea G =
⊕∞
i=0Gi el grupo definido anteriormente con dG la métrica
propia invariante por la izquierda del lema anterior. Entonces para cada g1, g2, g3 ∈
G tal que k(gi) 6= k(gj) con i, j = 1, 2, 3 tenemos:
dG(g1, g2) ≤ ma´x{dG(g2, g3), dG(g1, g3)}
Demostración. Si k(g1) > k(g2) y k(g1) > k(g3) entonces tendremos pik(g1)(g
−1
1 ·
gj) = pik(g1)(g
−1
1 ) con j = 2, 3, esto implicará que dG(g1, gj) = ‖g−11 ·gj‖G = ‖g−11 ‖G.
Y así dG(g1, g2) = dG(g1, gj). Supongamos ahora que k(g2) > k(g1) y k(g2) > k(g3).
Aplicando el mismo razonamiento obtenemos: dG(g1, g2) = dG(g2, g3). Finalmente
si k(g3) > k(g1) y k(g3) > k(g2) obtendremos por un razonamiento análogo que
dG(g1, g2) < sk(g3) ≤ dG(g3, g2).
Podemos estimar la dimension de Assouad-Nagata deG a partir de la dimensión
de Assouad-Nagata de cada Gi.
Lema 3.1.7. Sea G =
⊕∞
i=0Gi donde G0 = {0} y {Gi, dGi}i∈N es una suce-
sión de grupos finitos con dGi una métrica propia invariante por la izquierda. Sea
dG la cuasi-ultramétrica generada por {dGi}i∈N. Si existe una constante C ≥ 1
tal que para cada s ∈ (1, diam(Gi)] existe un recubrimiento U = {U0, ...,Un} de
(Gi, dGi) tal que las componentes s-conexas de cada Uj están C ·s-acotadas entonces
asdimAN(G, dG) ≤ n.
Demostración. Sea s ∈ (si, si+1] y sea U = {U0, ...,Un} un recubrimiento de
(Gi, dGi) tal que las componentes
s
si
-conexas de cada Uj están C · ssi -acotadas.
Si s ∈ (si · diam(Gi), si · diam(Gi) + 1] Definimos Uj = Gi para cada j = 0, ..., n.
Construimos ahora el recubrimiento V = {V0, ...,Vn} de (G, dG) usando la propie-
dad g ∈ Vj si y solo si pii(g) ∈ Uj. Veamos que las componentes s-conexas de Vj
están C · s-acotadas. Dado una s-cadena x1, x2, ..., xm de Vj, definimos la cadena
asociada y1, ..., ym mediante yr = x−11 · xr. Si demostramos que ‖ym‖G ≤ C · s
habremos terminado.
Primero observamos que y1 = 1G. Ahora supongamos que es cierto para algún
r < m que pij(yr) = 1Gj para todo j > i entonces como consecuencia del hecho
de que dG(yr, yr+1) < s ≤ si+1 obtendremos pij(yr+1) = 1Gj para cada j > i. Esto
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prueba que pij(yr) = 1Gj para cada j > i y cada r = 1, ...,m. Por la construcción de
la métrica dG obtenemos que dGi(pii(yr), pii(yr+1)) <
s
si
y entonces pii(y1), ..., pii(ym)
es una s
si
-cadena de pii(x−11 ) · Uj. Así, ésta será C · ssi -acotada. Combinando este
resultado y pii(y1) = 1Gi obtenemos finalmente que ‖pii(ym)‖Gi ≤ C · ssi lo que
implica ‖ym‖G ≤ C · s.
Para obtener el principal teorema de esta seción tenemos que encontrar grupos
finitos con métricas propias invariantes que satisfagan el lema anterior y garanticen
que (G, dG) tiene dimension de Assouad-Nagata no nula. Este es el objetivo del
siguiente lema.
Lema 3.1.8. Sea n un número natural fijo. Existe una constante Cn ≥ 1 tal que
para cada s ∈ R+, todo grupo finito (Znk , dnk) con k > 1 y dk la métrica de la palabra
canónica de Zk admite un recubrimiento U = {U0, ...,Un} donde las componentes
s-conexas de cada Ui están Cn · s-acotadas.
Demostración. Definimos r como la parte entera de k
2
. En esta demostración vemos
los grupos Zk como:
Zk = {−r,−r + 1, ...− 1, 0, 1, ..., r − 1, r}.
Como consecuencia trivial de los resultados de [52] se puede demostrar que dimANZn ≤
n así que sea D(s) = C ′n ·s una función de control n-dimensional de Zn con C ′n ≥ 1.
Fijemos s un número positivo y sean un recubrimiento V = {V0, ...,Vn} de Zn tal
que la componente s-conexa de cada V ′i está C ′n · s-acotada. Construimos un re-
cubrimiento U ′ = {U ′0, ...,U ′n} de Inr = {0, 1, ..., r}n de la forma U ′i = Vi ∩ Inr .
Obsérvese que la restricción de dnk a Inr coincide con la l1-métrica de Inr . Sea
pii : Znk → Zk la proyección canónica sobre la coordenada i-ésima. Para cada
subconjunto λ de {1, 2, ..., n} tomamos el automorfismo pλ : Znk → Znk dado por
pii(pλ(x)) = (λ,i) · pii(x) con (λ,i) = 1 ó (λ,i) = −1 dependiendo de si i ∈ λ ó
i 6∈ λ. Definimos el recubrimiento U = {U0, ...Un} de Znk de la forma x ∈ Ui si y
solo si existe un λ tal que pλ(x) ∈ U ′i . Estimemos el diámetro de las componentes
s-conexas de Ui. Primero afirmamos que si L y M son dos diferentes componentes
s-conexas de U ′i entonces d(pλ1(L), pλ2(M)) ≥ s para todo λ1 y λ2 subconjuntos
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de {1, 2, ..., n}. Supongamos que no es así y que existen x ∈ L e y ∈ M tales que
d(pλ1(x), pλ2(y)) < s. Pero si x = (x1, ..., xn) y y = (y1, ..., yn) entonces:
d(x, y) = |x1 − y1|+ ...+ |xn − yn| ≤
n∑
i=1
dk((λ1,i) · xi, (λ2,i) · yi) < s
Una contradicción con el hecho de que L y M son diferentes componentes s-
conexas.
A partir de esto deducimos que si L′ es una componente s-conexa de Ui entonces
existe una componente s-conexa de L de U ′i y algunos subconjuntos λ1, ..., λm
de {1, ..., n} tales que L′ = ⋃mj=1 pλj(L). Cada pλj(L) es s-conexo y está C ′n · s-
acotado ya que las aplicaciones pλ son isometrías. Resulta evidente que m ≤ 2n.
Así obtenemos que:
diam(L′) = diam(
m⋃
j=1
pλj(L)) ≤
m∑
i=1
(C ′n · s+ s) ≤ 2n · (C ′n + 1) · s
Por tanto el recubrimiento U = {U0, ...,Un} satisface los requerimientos del lema
con Cn = 2n · (C ′n + 1).
Teorema 3.1.9. Para cada n ∈ N∪{∞} existe un grupo localmente finito Gn con
una métrica propia invariante por la izquierda dn tal que asdimAN(Gn, dn) = n.
Demostración. Caso n < ∞. Supongamos n fijado. Sea {ki}i∈N una sucesión cre-
ciente de números naturales con k1 > 1 y sea {ri}i∈N la sucesión dada por la parte
entera de ki
2
. Tomamos los grupos finitos (Gni = Znki , dGni ) con dGni la métrica de
la palabra usual, sea (G, dG) el grupo G =
⊕∞
i=1G
n
i con dG la cuasi-ultramétrica
generada por {dGni }. Resulta claro que las condiciones del corolario 2.1.12 se cum-
plen con lo que obtenemos asdimAN(G, dG) ≥ n. Por otro lado por los lemas 3.1.7
y 3.1.8 concluimos que asdimAN(G, dG) ≤ n.
Caso n = ∞. Simplemente basta tomar el grupo G = ⊕∞i=1Gii donde Gii
son los grupos definidos en el anterior caso de la demostración y construimos la
cuasi-ultramétrica dG generada por {dGii}i∈N. Aplicando un razonamiento análogo
tenemos que asdimAN(G, dG) ≥ n para cada n.
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Observaciones 3.1.10. En [19] se preguntaba sobre la posibilidad de definir la di-
mensión asintótica de Assouad-Nagata de un grupo arbitrario G como el supremo
de las dimensiones asintóticas de Assouad-Nagata de sus subgrupos finitamente
generados H. Resulta evidente por el resultado anterior que tal estrategia no es
acertada. Incluso si suponemos que la dimensión de Assouad-Nagata de G es finita.
Corolario 3.1.11. Para cada n, k con n ∈ N y k ∈ N ∪ {∞} existe un grupo
abeliano numerable (G(n,k), d(n,k)) con d(n,k) una métrica propia invariante por la
izquierda tal que asdim(G(n,k), d(n,k)) = n pero asdimAN((G(n,k), d(n,k)) = n+ k.
Demostración. Fijemos n y k como en las hipótesis y tomemos el grupo (Gk, dk)
como en el teorema 3.3.2. Definimos el grupo G(n,k) = Zn ⊕ Gk y la métrica
propia invariante por la izquierda d(n,k) definida por d(n,k)((x1, y1), (x2, y2)) =
‖x1 − x2‖1 + dk(y1, y2). Resulta claro que existe una sucesión de dilataciones
fm : B(0, km)
n+k → G(n,k) con l´ım km = ∞ y B(0, km)n+k la bola de radio km
en Zn+k. Aplicando 2.1.12 deducimos asdimAN(G(n,k), d(n,k)) ≥ n + k. Las otras
desigualdades se siguen fácilmente de la subaditividad de la dimensión asintótica
y la dimensión de Assouad-Nagata con respecto al producto cartesiano (véase los
preliminares) y del hecho de que asdim(Zn, d1) = n.
3.2. Dimensión de Assouad-Nagata del grupo dis-
creto de Heisenberg
Proposición 3.2.1. La dimensión asintótica y la dimension de Assouad-Nagata
del grupo discreto de Heisenberg H3(Z) son ambas iguales a 3.
Demostración. Recordamos (ver [41], p.51) que el grupo continuo de Heisenberg
H3(R) es el único grupo no abeliano nilpotente de dimensión tres. Éste contiene,
como red cocompacta, al grupo discreto de Heisenberg H3(Z) generado por a, b, y c
con las relaciones c = [a, b], [a, c] = 1, y [b, c] = 1. Como G = H3(Z) tiene longitud
de Hirsch 3, su dimensión asintótica es 3 (véase el Teorema 3.5 de [29]). Para probar
que asdimAN(G) ≤ 3 consideraremos la sucesión exacta 1→ Z→ G→ G/Z→ 1,
donde Z está generado por c. Como G/Z = Z ⊕ Z, bastará demostrar que (Z, d)
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es cuasi-simétricamente equivalente a Z equipado con la métrica usual, donde d
es una métrica de Z proveniente de una métrica de la palabra en G. De hecho, a
la vista de 2.1.1 tenemos que asdimAN(Z, d) = 1 y aplicando 2.1.6 obtendremos
3 = asdim(G) ≤ asdimAN(G) ≤ 3.
En [41] p.52 se sugirió que la métrica d es cuasi-isométrica a la raíz cuadrada de
la métrica usual de Z (se menciona la igualdad [an, bn] = cn2). Como esa afirmación
no está totalmente clara, mostraremos una exposición detallada del resultado. Para
ello afirmamos que:
Afirmación 1. Sea K > 16 suficientemente grande de tal forma que 4(n+1)+
K · √n ≤ K · n para todo n ≥ 2 (equivalentemente, K ≥ 4(n+1)
n−√n para todo n ≥ 2).
Para cada entero k existe una palabra w en a y b (incluyendo los inversos) tal que
w = ck en G y l(w) ≤ K√|k|, donde l(w) es la longitud de w.
Demostración de la afirmación 1: Usaremos la igualdad [au, bv] = cu·v
cuya demostración se dejará al lector. Bastará considerar el caso k positivo. La
demostración será por inducción en k. Si k = n2 para algún numero natural n,
entonces pondremos w = [an, bn] cuya longitud es 4 ·n. Para k = 2 se puede tomar
w = [a, b]2. De manera análoga, se realiza el caso k = 3. Si existe un número natural
n ≥ 2 tal que n2 < k ≤ n2+n, entonces tomamos la palabra w′ para k′ = k−n2 y
escribimos w = [an, bn] ·w′. Observamos que l(w) ≤ 4n+ l(w′) ≤ 4n+K√k − n2 ≤
Kn ≤ K√k. De otro modo existirá n ≥ 2 tal que (n+ 1)2 − n ≤ k < (n+ 1)2 en
cuyo caso pondremos k′ = k − (n + 1)2 y w = [an+1, bn+1] · w′, donde w′ = ck′ y
l(w′) ≤ K√n.
Afirmación 2. Si w es una palabra en a y b (inversos incluidos) tales que
w = ck en G para algún k, entonces 2
√|k| ≤ l(w).
Demostración de la afirmación 2: Se hará por reducción al absurdo. Sea
w de longitud mínima tal que w = ck y l(w) < 2
√|k|. Entre todas las palabras
que minimizan l(w) elegimos una que maximice |k| (tal máximo no puede ser infi-
nito porque sólo hay un número finito de palabras de una longitud determinada).
Obsérvese que l(w) > 4. Como c está en el centro de G, la igualdad x · y = ck
implica que y · x = ck. Por tanto (por una permutación cíclica) podemos suponer
que w = am(1) · bn(1) · . . . am(s) · bn(s), donde todos los exponentes son no nulos y
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l(w) =
∑
(|m(i)|+ |n(i)|). Obsérvese que∑m(i) =∑n(i) = 0. También podemos
asumir k > 0.
La primera observación es que m(i) · n(i) > 0 para todo i. De hecho, si m(i) ·
n(i) < 0 para algún i podemos asumir que i = s sin pérdida de generalidad y
observamos que am(s)bn(s) = bn(s)am(s)cm(s)n(s), así se puede encontrar o bien una
palabra de menor longitud w′ o bien un número mayor k′ = k − m(s)n(s) que
satisface w′ = ck′ , lo que es una contradicción
Del mismo modo el signo de m(i) no puede ser el mismo que el de m(i + 1)
para todo i. De hecho bn(i)am(i+1) = c−n(i)m(i+1)am(i+1)bn(i) y como anteriormente
obtenemos una contradicción.
Si ahora consideramos el mínimo valor absoluto de los exponentes m(i) y n(i),
entonces (salvo permutación cíclica) se puede expresar w como o bien x(au·bu·a−u)y
ó x(bu · a−u · b−u)y con l(w) = l(x) + l(y) + 3|u|. En el primer caso se tiene que
au · bu ·a−u = cu2bu, así x · bu ·y = ck−u2 . Y por inducción l(w)−2|u| ≥ 2√|k − u2|,
y así l(w) ≥ 2|u| + 2√|k − u2| ≥ 2√k, lo que es una contradicción. El segundo
caso es análogo
Ahora d(cm, cn) = d(cm−n, 1) ≥ 2√|m− n| por la afirmación 2 y d(cm, cn) ≤
K
√|m− n| por la afirmación 1. Lo que significa que (Z, d) es equivalente bi-
Lipschitz a (Z,
√|m− n|). Como (Z,√|m− n|) es cuasi-simétricamente equiva-
lente a (Z, |m− n|) tendrá su misma dimensión de Assouad-Nagata.
3.3. Grupos nilpotentes y dimensión de Assouad-
Nagata
La idea de la demostración del teorema central de esta sección consiste en crear
una métrica de forma inductiva. En cada paso construiremos una métrica nueva
que satisfaga dos condiciones. La primera condición será que la nueva métrica
no perturba una bola suficientemente grande de la métrica antigua. La segunda
condición implica que existe una dilatación para una bola suficientemente grande
de Zn en el grupo con la métrica nueva. De hecho tal dilatación será la restricción
de un homomorfismo de la forma f : Zn → G. Entonces aplicaremos el corolario
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2.1.12. El lema siguiente podría considerarse el paso de inducción.
Lema 3.3.1. Sea G un grupo finitamente generado tal que su centro no es local-
mente finito. Sea dG una métrica propia invariante por la izquierda. En tal condi-
ción para cada k,m,R ∈ N existe una métrica propia invariante por la izquierda
dω que satisface las siguientes condiciones:
1. ‖g‖ω ≤ ‖g‖G.
2. ‖g‖G = ‖g‖ω si ‖g‖ω ≤ R.
3. Existe un homomorfismo f : Zm → G tal que la restricción f |B(0,k) de f a la
bola de radio k es una dilatación en (G, dω).
Demostración. Supongamos que k,m y R están dados y sea a y C dos números
naturales que satisfacen:
R < C <
a
2 · k ·m2 .
Como el centro de G no es localmente finito existe un elemento g en el centro de
orden infinito. La restricción de la métrica dG al subgrupo generado por g define
una métrica propia invariante por la izquierda en Z =< g >. Por el teorema
0.4.5 sabemos que dos métricas propias invariantes por la izquierda definidas en
un grupo son equivalentes a gran escala, por tanto podemos encontrar un número
entero h1 ∈ Z tal que si |h| ≥ |h1| entonces ‖gh‖G ≥ a. Sea p1 = 1 y para
cada j = 2...m definimos pj como un número suficientemente grande que satisface∑j−1
i=1 (2 · k · m)2pi < 2pj . Tomamos ahora el conjunto finito de números enteros
{h1, ..., hm} con hj = 2pj · h1 para todo j = 2, ...,m. En esta situación creamos la
norma ‖ · ‖ω generada por el siguiente sistema de pesos:
ω(z) =
‖z‖G si z 6= g±hi para todo i = 1...mC en otro caso
Por la elección de C y {h1, ..., hm} resulta claro que las dos primeras condiciones
del lema se satisfacen. Para demostrar la tercera condición definimos el homomor-
fismo f : Zm → G como f(x1, ..., xm) = gh con h =
∑m
i=1 xi · hi. Mostraremos
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que la restricción f |B(0,k) : B(0, k) → G a la bola de radio k es una dilatación de
constante C. Será suficiente comprobar que:
‖gh‖ω =
m∑
i=1
|xi| · C si h =
m∑
i=1
xi · hi y |xi| ≤ k
El razonamiento será por contradicción. Supongamos que existe un elemento de la
forma gh con h =
∑m
i=1 xi ·hi y |xi| ≤ k tal que ‖gh‖ω <
∑m
i=1 |xi| ·C. Esto implica
que existe un r =
∑m
i=1 yi · hi y un s ∈ G tal que gh = gr · s y además:
‖gh‖ω =
m∑
i=1
|yi| · C + ‖s‖G.
Obsérvese que |yi| ≤ k ·m. Existen ahora dos casos posibles:
Caso s = 1G: En esta situación tenemos que
∑m
i=1 |yi| · C <
∑m
i=1 |xi| · C
así que existe un i tal que xi 6= yi. Sea j = ma´x{i|xi 6= yi}. Del hecho de que
gh = gr podemos deducir (xj − yj) · hj =
∑j−1
i=1 (yi − xi) · hi lo que significa que
(xj − yj) · 2pj · h1 =
∑j−1
i=1 (yi − xi) · 2pi · h1 y entonces:
2pj ≤ |xj−yj| ·2pj ≤
j−1∑
i=1
|yi−xi| ·2pi ≤
j−1∑
i=1
|yi|+ |xi| ·2pi ≤
j−1∑
i=1
2pi ·(k ·m+k) < 2pj
Lo que es una contradicción. Por tanto el primer caso no es posible.
Caso 2: s 6= 1G. En este caso tenemos g(h−r) = s y h − r 6= 0 lo que implica
|h−r| ≥ |h1| y así ‖s‖G ≥ a. Pero del hecho de que ‖gh‖ω =
∑m
i=1 |yi| ·C+‖s‖G <∑m
i=1 |xi| · C podemos deducir:
a ≤ ‖s‖G <
m∑
i=1
(|xi| − |yi|) · C ≤
m∑
i=1
(k + k ·m) · C ≤ 2 · k ·m2 · C.
Por tanto C ≥ a
2·k·m2 y esto contradice la elección de a y C.
A continuación demostramos el teorema principal de esta sección.
Teorema 3.3.2. Si G es un grupo tal que su centro no es localmente finito entonces
existe una métrica propia invariante por la izquierda dG tal que asdimAN(G, dG) =
∞.
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Demostración. Usaremos el corolario 2.1.12 y el lema anterior. Tomemos una mé-
trica entera y propia invariante por la izquierda d en G y dos sucesiones crecientes
{ki}i∈N y {Mi}i∈N de números naturales. Construiremos la métrica dG del teorema
mediante un procedimiento inductivo.
Paso 1: Aplicamos el lema anterior a d con k = k1,m = 1 y R =M1. Obtenemos
así una métrica propia invariante por la izquierda dω1 tal que la bola Bω1(1G, R1)
es igual a la bola de radio R1 de d. También existe una dilatación f : B(0, k1)→ G
de la bola de radio k1 de Z a G.
Paso de inducción: Supongamos que hemos construido una sucesión finita de
métricas propias invariantes por la izquierda L = {dω1 , ..., dωn} y una sucesión finita
de números naturales R1 < R2 < ... < Rn que satisface las siguientes condiciones:
1. ‖g‖ωi ≤ ‖g‖ωi−1 .
2. ‖g‖ωi = ‖g‖ωi−1 si ‖g‖ωi ≤ Ri
3. Existe un homomorfismo fi : Zi → G tal que la restricción fi|B(0,ki) es una
dilatación en (G, dωi) para todo i = 1, ..., n
4. diam(fi(B(0, ki)) < Ri+1 para todo i = 1, ..., n− 1
En estas condiciones definimos Rn+1 = ma´x{Mn+1, Rn + 1, diam(fn(B(0, kn))} y
aplicamos el lema anterior a dωn con k = kn+1, m = n+1 y R = Rn+1. Tenemos así
una nueva métrica propia invariante por la izquierda dωn+1 . Resulta evidente que
la nueva sucesión finita de métricas propias invariantes por la izquierda {dωn+1}∪L
y la nueva sucesión finita de números R1 < R2 < ... < Rn < Rn+1 satisface las
mismas cuatro condiciones.
Repitiendo este procedimiento podemos construir una sucesión de métricas
enteras propias e invariantes por la izquierda {dωi}∞i=1 y una sucesión de números
naturales {Ri}∞i=1. De las dos primeras propiedades y el hecho de que l´ımi→∞Ri =
∞ podemos deducir que para todo g ∈ G la sucesión {‖g‖ωi}∞i=1 es constante
asintóticamente. Definimos ahora la función ‖ · ‖G : G → N de la forma ‖g‖G =
l´ımi→∞ ‖g‖ωi . Nuevamente por las dos primeras propiedades podemos ver que ‖·‖G
es una norma propia. Así esta norma define una métrica propia invariante por la
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izquierda dG. Usando la tercera y la cuarta propiedad tenemos que para todo i ∈ N
existe un homomorfismo fi : Zi → G tal que la restricción a la bola B(0, ki) es una
dilatación en (G, dG). Como en cada paso estamos incrementando la dimensión de
las bolas tenemos que para todo m ∈ N el espacio métrico (G, dG) satisface las
condiciones del corolario 2.1.12 y así tenemos asdimAN(G, dG) ≥ m. Por tanto
asdimAN(G, dG) =∞.
Recordamos que en [29] Dranishnikov y Smith demostraron que la dimensión
asintótica de un grupo nilpotente finitamente generado era igual a su longitud de
Hirsch. De este modo la dimensión asintótica de un grupo nilpotente siempre es
finita para toda métrica propia invariante por la izquierda. El siguiente corolario
trivial muestra que los únicos grupos nilpotentes que satisfacen la misma propiedad
para dimensión asintótica de Assouad-Nagata son los finitos.
Corolario 3.3.3. Sea G un grupo finitamente generado y nilpotente. G no es finito
si y solo si existe una métrica propia invariante por la izquierda dω en G tal que
asdimAN(G, dω) =∞.
Demostración. Una implicación es trivial ya que la dimensión de Assouad-Nagata
de todo conjunto acotado es finita. La otra es simplemente un caso particular del
teorema.
3.4. Dimensión de Assouad-Nagata de espacios ti-
po árboles
3.4.1. Funciones coloreantes
Los espacios tipo-árboles fueron introducidos por Drutu y Sapir en [34] para el
estudio de los grupos relativamente hiperbólicos. El principal interés de la noción de
espacios tipo árboles reside en la siguiente caracterización de grupos relativamente
hiperbólicos demostrada en el citado artículo: Un grupo finitamente generado G
es relativamente hiperbólico con respecto a los subgrupos finitamente generados
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H1, . . . , Hn si y solo si todo cono asintótico es tipo-árbol con respecto a los ω-límites
de las sucesiones de las clases de los subgrupos Hi [34].
Los espacios tipo árboles son generalizaciones de los R-árboles y comparten
muchas propiedades con los mismos. Surgen de forma natural como conos asintó-
ticos de grupos. Una teoría de los grupos que actúan en los espacios tipo-árboles
ha sido desarrollada recientemente por Drutu y Sapir en [35].
Definición 3.4.1. Sea X un espacio geodésico completo y sea P una colección
de subconjuntos cerrados geodésicamente (llamadas piezas) que recubren a X. Se
dice que el espacio X es un espacio tipo-árbol con respecto a P si las siguientes dos
propiedades se satisfacen:
(T1) Todo par de piezas tienen como mucho un punto en común.
(T ′′2 ) Todo lazo simple (curva cerrada y simple) de X está contenido en una pieza.
Un ejemplo sencillo pero muy importante de espacio tipo-árbol es el grafo de
Cayley del producto libre A∗B de grupos finitamente generados cuando el conjunto
de generadores de A ∗B es la unión de los conjuntos de generadores de A y B.
El principal resultado es el siguiente.
Teorema 3.4.2. Sea X un espacio geodésico tipo-árbol. Sea n un entero positivo
y sean r y f(r) ≥ r dos números reales positivos. Si cada pieza de X admite un
(r, f(r))-recubrimiento n-dimensional entonces el espacio X admite un (r, 300 ·
f(r))-recubrimiento n-dimensional.
A partir de lo mencionado anteriormente como corolario importante y directo
tenemos:
Corolario 3.4.3. Sen dos grupos G y H finitamente generados e infinitos con
métricas de la palabra. Se tiene que:
asdimAN(G ∗H) = ma´x{asdimAN(G), asdimAN(H)}
.
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Observaciones 3.4.4. Obsérvese que también podemos deducir la fórmula del pro-
ducto libre para la dimensión asintótica que Dranishnikov obtuvo en [11]
Pasemos a explicar la idea de la demostración. Sea X un espacio métrico geodé-
sico que es tipo-árbol con respecto a una colección P = {Pλ}λ∈Λ de piezas. Fijamos
un punto base x̂ ∈ X. Para cada pieza P hacemos que la proyección de x̂ en P sea el
punto base de P (llamémosla xP ). Cada pieza P admite un (r, f(r))-recubrimiento
U = ⋃n+1i=0 Ui n-dimensional y es fácil ver que tal recubrimiento puede hacerse
disjunto i.e. Ui ∩ Uj = ∅ si i 6= j. Podemos así construir una función coloreante
cP : P → {0, 1, 2, . . . , n} usando n+1 colores tal que el punto base xP tenga color
0. Esto se consigue mediante cP (x) = i si x ∈ Ui. Es más el hecho de que exista
una función coloreante en un espacio P de la forma cP : P → {0, 1, 2, . . . , n} tal
que las r-componentes conexas de cada color están f(r)-acotadas es equivalente
a que exista un (r, f(r))-recubrimiento n-dimensional. Por tanto nuestro objetivo
será construir una función coloreante en X que satisfaga tal propiedad. Para ello
utilizaremos la siguiente:
Definición 3.4.5. Sea β una geodésica en un espacio tipo árbol X que une un
punto β− con un punto β+. Consideramos la estructura tipo-árbol inducida en β.
Sea [β′, β+] la pieza de esta estructura que contiene β+. Denotamos por bβc el
subcamino de β que une β− con β′.
La función coloreante que buscamos para el espacioX tendrá la forma siguiente:
c′′X(x) =
∑
P
cP (piP (x)) +
k∑
i=1
⌊ |bβic|
99 · f(r)
⌋
(mod n+ 1)
Donde | · | denota la longitud y bac la parte entera a cuando a se un número y
no a un camino como en la definición anterior. El significado de los βi se explicará
en la sección 3.4.3.
3.4.2. Algunas propiedades de los espacios tipo-árbol
Recogemos en esta sección todas las propiedades de los espacios tipo-árboles
que usaremos en la demostración de nuestro teorema principal.
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Lema 3.4.6 ([34, Proposición 2.17]). La condición (T ′′2 ) en la definición de los
espacios tipo-árboles puede reemplazarse por la siguiente condición:
(T ′2) Para todo arco topológico C : [0, d] → X y t ∈ [0, d], sea C[t − a, t + b] un
sub-arco maximal de C que contiene a C(t) y está contenido en una pieza.
Entonces cualquier otro arco topológico con los mismos puntos iniciales y
finales de C debe contener los puntos C(t− a) y C(t+ b).
Si X es tipo-árbol respecto a P entonces siempre podemos añadir subconjuntos
unipuntuales de X a P , y así X será un espacio tipo-árbol con respecto a un
conjunto más grande de piezas. Para evitar usar piezas extras suponemos que las
piezas no pueden contener otras piezas.
Dada una geodésica γ en X y una pieza P de X, denotamos por γP la in-
tersección de γ con P . Por [34, Corolario 2.10], γP es o bien vacío o un punto o
subcamino cerrado de γ. Obsérvese que γP es una pieza de la estructura tipo-árbol
inducida en γ por la estructura en X.
Lema 3.4.7 ([34, Lema 2.6]). Sea X un espacio tipo-árbol y sea P una pieza de
X. Para cada punto x ∈ X existe un único punto y ∈ P tal que d(x, P ) = d(x, y).
Más aún, toda geodésica que una x con un punto de P contiene a y.
Definición 3.4.8. El punto y en 3.4.7 se llama la proyección de x en la pieza P y
se denota por piP (x).
Usaremos el siguiente lema varias veces en un contexto como el que sigue: Si
d(x, y) ≤ r y piP (x) 6= piP (y), entonces d(x, P ) ≤ r.
Lema 3.4.9 ([34, Lema 2.8]). Sea X un espacio tipo-árbol y P una pieza de X.
Si x e y son dos puntos de X con d(x, y) ≤ d(x, P ), entonces piP (x) = piP (y).
Lema 3.4.10 ([34, Lema 2.20]). Sea X un espacio tipo-árbol y P una pieza de
X. La proyección piP : X → P es una retracción 1-Lipschitz.
Lema 3.4.11. Sea X un espacio tipo-árbol y sea {xi}mi=0 una r-cadena de puntos
en X Sea ω una geodésica que une x0 con xm. Si P es una pieza de X tal que
ωP 6= ∅, entonces ωP es un camino que une ω−P = piP (x0) con ω+P = piP (xm) y
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existe un punto xk de la cadena tal que piP (xk) = ω−P y d(xk, ω
−
P ) ≤ r. Más aún,
toda geodésica que une xk con xm pasa por ω−P .
Demostración. Por 3.4.6, toda geodésica que une x0 con xm atraviesa ω−P . Con-
sideremos el índice maximal k tal que toda geodésica que una xk con xm pase
por ω−P y piP (xk) = ω
−
P . Si piP (xk+1) 6= ω−P , entonces d(xk, P ) ≤ r por 3.4.9; así
d(xk, ω
−
P ) = d(xk, piP (xk)) = d(xk, P ) ≤ r. Si existe una geodésica que una xk+1
con xm y no pase a través de ω−P , entonces por 3.4.6, toda geodésica que una xk
con xk+1 pasará por ω−P . Como d(xk, xk+1) ≤ r, tenemos que d(xk, ω−P ) ≤ r.
3.4.3. Demostración del teorema de dimensión para espacios
tipo-árbol
Introducimos a continuación algunas notaciones antes de definir la función co-
loreante c∗X : X → {0, 1, 2, . . . , n} de X. Fijemos un punto base x̂ ∈ X. Para toda
pieza P denotamos a la proyección x̂ de P ser el punto base de la pieza P ( lo
llamaremos xP ).
Como cada pieza P admite un (r, f(r))-recubrimiento n-dimensional, podemos
fijar una función coloreante c′P : P → {0, 1, 2, . . . , n} de P usando n + 1 colores
tal que las r-componentes de cada color están f(r)-acotadas. Llamaremos cP la
función coloreante de P que se obtiene a partir de c′P al cambiar el color de un
2r-entorno cerrado B(xP , 2r) del punto base xP al color 0. Observamos que ahora
las r-componentes de cada cP -color que no sea 0 están f(r)-acotadas y que las r-
componentes del cP -color igual 0 están 8 · f(r)-acotadas Como la componente del
punto xP de cP -color igual a 0 será de suma importancia en nuestra definición de
la nueva función coloreante c∗X , le daremos una notación especial CP . Denotamos
por C◦P al subconjunto CP \ {xP}.
Dado un punto cualquiera x ∈ X consideramos la geodésica γ que une x̂ con x.
La intersección γP de γ con una pieza P puede ser o vacía o un subcamino cerrado
de γ que una xP con piP (x).
Definición 3.4.12. Diremos que γP es un camino corto de γ si su punto final
piP (x) pertenece al conjunto CP . De otra forma diremos que este subcamino de γ
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es largo.
Obsérvese que todo camino corto γP tiene longitud menor o igual que 8 · f(r)
y que todo camino largo tiene longitud mayor que 2r.
Para cada camino largo γP consideramos el camino γ′P = γP \ B(xP , r). A tal
camino se llamará camino largo reducido. Consideramos el complementario en γ
de los interiores de todas los caminos largos reducidos de γ. Como sólo existen un
número finito de caminos largos de γ, este complementario es una unión de sub-
caminos cerrados {βi}ki=1 de γ. Usando la definición 3.4.5, construimos la función
coloreante de X de la siguiente manera :
c∗X(x) =
∑
P
cP (piP (x)) +
k∑
i=1
⌊ |bβic|
99 · f(r)
⌋
(mod n+ 1)
Es fácil comprobar usando 3.4.6 que el color c∗X(x) no depende de la elección de
la geodésica γ que una x̂ con x. El siguiente lema dice que (excepto posiblemente
en el punto base xP ) la función coloreante c∗X difiere de la función coloreante cP
por una constante modulo n+ 1.
Lema 3.4.13. Para toda pieza P del espacio tipo-árbol X tenemos que o bien
c∗X |P\xP = cP + c∗X(xP ) (mod n+ 1)
ó
c∗X |P\xP = cP + c∗X(xP ) + 1 (mod n+ 1)
En particular, en toda pieza P las r-componentes de cada c∗X-color están 8 · f(r)-
acotadas.
Demostración. Fijemos una pieza Q de X, un punto x ∈ Q \ {xQ}, y una geodési-
ca γ que una x̂ con x. Claramente
∑
P cP (piP (x)) = cQ(x) +
∑
P 6=Q cP (piP (x)) y la
primera suma en la definición de la función coloreante c∗X cambia cQ(x) cuan-
do nos movemos de xQ hacia x. Si el camino γQ−1 que conecta la pieza que
contiene a xQ y a la porción imediata de geodésica es largo, entonces c∗X(x) =
cQ(x) + c
∗
X(xQ) (mod n + 1) porque la segunda suma en la definición de la fun-
ción coloreante c∗X tiene el mismo valor para los puntos x y xQ. Si el camino γQ−1
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es corto, entonces la segunda suma en la definición de la función coloreante c∗X
podría cambiar el valor. Como la distancia desde xQ hasta el extremo final del
βi contenido en Q está acotada por 8 · f(r) < 99 · f(r), la segunda suma podría
cambiar el valor como mucho en uno.
El siguiente lema afirma que el valor de la función c∗X-colorerante del r-entorno
de cada pieza P ( excepto para el r-entorno del conjunto CP ) está determinada
por el valor de la función c∗X-coloreante de la pieza P .
Lema 3.4.14. Si d(x, P ) ≤ r y piP (x) /∈ CP , entonces c∗X(x) = c∗X(piP (x)).
Demostración. Si γ es una geodésica que une x̂ con x, entonces pasa por ambos xP
y piP (x) (obsérvese que xP 6= piP (x)). Como el subcamino β de γ que une piP (x) con
x tiene longitud ≤ r, no puede contener un camino largo de γ, por tanto la primera
suma en la definición de la función coloreante c∗X da el mismo valor para piP (x) y
para x. Como el subcamino de γ que une xP con piP (x) es largo, la contribución
al subcamino β de la segunda suma en la definición de la función coloreante c∗X
cumple que
⌊
|bβc|
99·f(r)
⌋
≤
⌊
r
99·f(r)
⌋
= 0.
Lema 3.4.15. Si una r-cadena de puntos {xi}mi=0 en X del mismo c∗X-color c co-
necta dos puntos x = x0 e y = xm de la misma pieza P de X, entonces {piP (xi)}mi=0
es una r-cadena de puntos del mismo c∗X-color c que conecta x e y en P supuesto
que ninguno de los puntos piP (xi) pertenezca a CP .
Demostración. Por 3.4.10, la proyección piP no aumenta las distancias, así la piP -
imagen de toda r-cadena es una r-cadena .
Demostraremos que c∗X(piP (xk)) = c por inducción en k. Obviamente, piP (x0) =
x0 y c∗X(piP (x0)) = c∗X(x0) = c. Si d(xk, P ) ≤ r, entonces c∗X(xk) = c∗X(piP (xk)) por
3.4.14. Si d(xk, P ) > r, entonces piP (xk) = piP (xk−1) por 3.4.9. Así c∗X(piP (xk)) =
c∗X(piP (xk−1)) = c.
Lema 3.4.16. Si dos puntos x e y de una pieza P tienen el mismo c∗X-color y
pueden conectarse por una r-cadena de ese c∗X-color en X, entonces d(x, y) ≤
36 · f(r).
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Demostración. Supongamos que d(x, y) > 36 · f(r). Entonces al menos uno de los
puntos x ó y (supongamos x) está a distancia > 18 · f(r) del punto base xP de la
pieza P . Sea {xi}mi=0 una r-cadena de puntos en X del mismo c∗X-color que conecta
los puntos x = x0 e y = xm. Por 3.4.10, la cadena {piP (xi)}mi=0 es también una
r-cadena que conecta los puntos x e y en P .
Si ninguno de los puntos piP (xi) pertenece a CP , entonces todos los puntos de
la cadena {piP (xi)}mi=0 tienen el mismo c∗X-color por 3.4.15. Así los puntos x e y
pertenecen a una r-componente de ese color en P . Por tanto d(x, y) ≤ 8 · f(r) por
3.4.13. Si existe un punto xi con piP (xi) ∈ CP , consideramos el siguiente número
k = ma´x{l | piP (xi) /∈ CP para todo i ≤ l}
Como d(xk, xk+1) ≤ r y piP (xk) 6= piP (xk+1), tenemos que d(xk, P ) ≤ r por 3.4.9.
Como piP (xk) /∈ CP , tenemos que c∗X(xk) = c∗X(piP (xk)) por 3.4.14. Entonces todos
los puntos de la cadena {piP (xi)}ki=0 que conecta x con piP (xk) tienen el mismo
c∗X-color por 3.4.15. Por tanto d(x, piP (xk)) ≤ 8 · f(r) por 3.4.13. Así d(x, xP ) ≤
d(x, piP (xk))+d(piP (xk), piP (xk+1))+d(piP (xk+1), xP ) ≤ 8·f(r)+r+8·f(r) ≤ 17·f(r)
lo que contradice d(x, xP ) > 18 · f(r).
Lema 3.4.17. Sea x un punto en X y sea γ una geodésica que une x̂ con x.
Supongamos que existe una r-cadena {xi}mi=0 desde x = x0 al punto xm ∈ γ tal que
todos los puntos de la cadena, excepto posiblemente xm, tienen el mismo c∗X-color
c. Denotamos por γ′ el subcamino de γ entre x y xm. Supongamos que si una pieza
larga γP de γ interseca γ′, entonces o bien γP ⊂ γ′ ó γP ∩ γ′ = xm. Entonces
d(x, xm) ≤ 140 · f(r).
Demostración. Consideramos el complementario en γ de los interiores de todas los
caminos largos de γ. Como existen solo un número finito de caminos largos de γ,
este complemento es la unión de subcaminos cerrados {βi}ki=1 de γ.
Afirmación 1. Todo subcamino β′ de una intersección βi ∩ γ′ de longitud
|β′| > 10 · f(r) contiene un punto de color c.
Demostración de la afirmación 1. Denotamos por y el punto final de β′ más
cercano a xm. Sea γP un subcamino corto de γ que contiene al punto y. La in-
tersección γP ∩ β′ es un subcamino de β′ con puntos finales y e y′. Como γP es
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corto, d(y, y′) ≤ 8 · f(r). Por 3.4.11, existe un elemento xt de la r-cadena tal que
d(xt, y
′) ≤ r y toda geodésica que una xt con xm pasa por y′. La única razón
para que el punto y′ tenga c∗X-color diferente al de c∗X(xt) = c podría ser debida al
cambio en la segunda suma de la definición de la función c∗X-colorerante cuando
vamos de y′ a xt. Supongamos que tal cambio sucede. Entonces el mismo cambio
ocurrirá si vamos desde y′ por β′ debido a la distancia d(xt, y′) ≤ r llegando así a
un punto de β′ de color c.
Afirmación 2. Si existe un camino largo γQ contenido en γ′, entonces |γQ| ≤
17 · f(r), es el único camino largo de γ en γ′, y el punto xm está a distancia menor
que 10 · f(r) de γQ.
Demostración de la afirmación 2. Llamamos y al punto piQ(x). Por 3.4.11,
existe un elemento xk de la r-cadena tal que d(xk, y) ≤ r y existe un elemento xl
de la r-cadena tal que d(xl, xQ) ≤ r. Por 3.4.14, c∗X(y) = c∗X(xk) = c. Denotamos
por H la r-cadena y, xk, xk+1, . . . , xl−1, xl, xQ. Por 3.4.10, la proyección piQ(H) es
también una r-cadena de y hacia xQ. Consideramos el primer punto xs de la cadena
H tal que piQ(xs) ∈ CQ. Por 3.4.9, d(xs−1, Q) ≤ r y por 3.4.14, c∗X(piQ(xs−1)) =
c∗X(xs−1) = c. Por tanto y, xk+1, . . . , xs−1, piQ(xs−1) es una r-cadena de color c. Por
3.4.15, la cadena y, piQ(xk+1), . . . , piQ(xs−1), piQ(xs−1) es también una r-cadena de
color c (así por 3.4.13, d(y, piQ(xs−1)) ≤ 8 · f(r)). Si el conjunto C◦Q tuviese c∗X-
color igual a c, la cadena y, piQ(xk+1), . . . , piQ(xs−1), piQ(xs) mostraría que el punto
y pertenece a CQ contradiciendo la definición de camino largo. Así, c∗X(C◦Q) 6= c.
Como nos movemos por una geodésica desde el punto piQ(xs) al punto xs, el c∗X-
color cambia de c∗X(piQ(xs)) = c∗X(C◦Q) a c∗X(xs) = c. La única razón posible para
este cambio es debida al cambio en el segundo sumando de la definición de la
función c∗X-coloreante. Por tanto c∗X(CQ) = c− 1 (mod n+1) y el camino largo γQ
es precedido por algún βj de longitud al menos 99 ·f(r)−d(piQ(xs), xQ) ≥ 90 ·f(r).
Esto entra en contradicción con la afirmación 1, a menos que d(xm, xQ) < 10 ·f(r).
Ahora podemos estimar |γQ| = d(y, xQ) ≤ d(y, piQ(xs−1)) + d(piQ(xs−1), piQ(xs)) +
d(piQ(xs), xQ) ≤ 8 · f(r) + r + diam(CQ) ≤ 17 · f(r).
Finalizamos a continuación la demostración del lema. Si γ′ no contiene un
camino largo, está contenido en algún βi y por la afirmación 1 no puede contener
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subcaminos de un color que no sea c de longitud mayor que 10 · f(r). Por la
definición de función coloreante c∗X , el color de βi cambia con periodicidad 99 ·f(r).
Así γ′ no puede ser mayor que (10 + 99 + 10) · f(r).
Si γ′ contiene un camino largo γQ, entonces d(x, xm) = d(x, piQ(x)) + |γQ| +
d(xQ, xm). Por la afirmación 2, el subcamino de γ entre los puntos x y piQ(x)
no contiene un camino largo y cambia el color con periodicidad 99 · f(r). Por
la afirmación 1, este subcamino no puede ser mayor que (10 + 99) · f(r). Por la
afirmación 2, |γQ| ≤ 17 · f(r) y d(xQ, xm) ≤ 10 · f(r). Finalmente,
d(x, xm) ≤ (10 + 99) · f(r) + 17 · f(r) + 10 · f(r) < 140 · f(r).
El resto de esta sección se dedica a la demostración de que las r-componentes
en X de cada c∗X-color están 300 · f(r)-acotadas. Consideramos dos puntos x′ y
x′′ en X. Supongamos que estos puntos tienen el mismo c∗X-color que denotaremos
por c. Supongamos además que existe una r-cadena {xi}li=0 de color c que une
x′ = x0 con x′′ = xl. Nuestro objetivo es mostrar que d(x′, x′′) ≤ 300 · f(r).
Si los puntos x′ e x′′ pertenecen a una misma pieza, entonces d(x′, x′′) ≤ 36·f(r)
por 3.4.16.
Supongamos que el punto base x̂ del espacio X y uno de los puntos x′ ó x′′
(supongamos x′′) pertenecen a una pieza Q. Denotemos por z′ el punto piQ(x′).
Consideremos el siguiente número k = ma´x{l | piQ(xi) = z′ para todo i ≤ l}. Por
3.4.9, d(xk, z′) ≤ r. Por la definición de la función coloreante c∗X , tenemos que
c = c∗X(xk) = cQ(piQ(xk)) +
⌊ |bβc|
99 · f(r)
⌋
= cQ(z
′) + 0 = c∗X(z
′)
donde β es la parte de la geodésica de x̂ a xk entre z′ y xk. Por tanto la cadena
x′ = x0, x1, . . . , xk, z′, xk, xk+1, . . . , xm = x′′ es una r-cadena de color c. Por 3.4.17,
d(x′, z′) ≤ 140 · f(r). por 3.4.16, d(z′, x′′) ≤ 36 · f(r). De este modo, d(x′, x′′) ≤
d(x′, z′) + d(z′, x′′) ≤ 200 · f(r).
Supongamos ahora que ninguna pareja de puntos de x′, x′′, x̂ pertenece a la
misma pieza. Sea γ′ (resp. γ′′) una geodésica desde x̂ a x′ (resp. x′′). Sea ω una
geodésica desde x′ hasta x′′. Sin pérdida de generalidad podemos suponer que cada
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par de estas geodésicas intersecan en un subcamino común. Sea x′ y y′ (resp. x′′ y
y′′) los puntos finales de la intersección γ′ ∩ ω (resp. γ′′ ∩ ω). Sea x̂ y ŷ los puntos
finales de la intersección γ′ ∩ γ′′.
Supongamos y′ = y′′ y la pieza de ω que contiene el punto y′ es igual a y′.
Por 3.4.11, existe un elemento xk de la r-cadena tal que d(xk, y′) ≤ r. Entonces
tenemos las r-cadenas x′ = x0, . . . , xk, y′ y y′, xk, xk+1, . . . , xm = x′′. Por 3.4.17,
d(x′, y′) ≤ 140 · f(r) y d(y′, x′′) ≤ 140 · f(r). Así d(x′, x′′) ≤ 280 · f(r).
Supongamos y′ 6= y′′. Entonces existe un camino cerrado simple formado por
partes de las geodésicas γ′, γ′′, y ω entre los puntos y′, y′′, y ŷ. Por 3.4.1, este
camino cerrado pertenece a una pieza Q. Consideramos también aquí la posibilidad
restante de que y′ = y′′ y este punto pertenezca a una pieza no trivial ωQ de la
geodésica ω.
Denotamos por z′ = piQ(x′) y z′′ = piQ(x′′) los puntos finales de la pieza ωQ.
Entonces
d(x′, x′′) = d(x′, z′) + d(z′, z′′) + d(z′′, x′′)
Por 3.4.11, existe un punto xk de la cadena que une x′ con x′′ la cual está r-cercana
a z′. Por 3.4.17, d(x′, z′) ≤ 140 · f(r). De manera análoga, d(z′′, x′′) ≤ 140 · f(r).
Estimamos ahora d(z′, z′′). Por 3.4.11, existe un punto xk de la cadena tal que
piQ(xk) = z
′ y d(xk, z′) ≤ r. Del mismo modo, existe un punto xl de la cadena tal
que piQ(xl) = z′′ y d(xl, z′′) ≤ r. Así tenemos una r-cadena z′, xk, xk+1, . . . , xl, z′′.
Denotemos esta cadena por H. Si ambos puntos z′ y z′′ pertenecen a CQ, entonces
d(z′, z′′) ≤ 8 · f(r). Si los puntos z′ y z′′ no pertenecen a CQ, entonces c∗X(z′) =
c∗X(xk) = c y c∗X(z′′) = c∗X(xl) = c por 3.4.14; por tanto d(z′, z′′) ≤ 36 · f(r) por
3.4.16.
Solo falta considerar el caso cuando uno de los puntos z′, z′′ (supongamos z′′)
pertenece a CQ y el otro punto no pertenece a CQ. Por 3.4.10, la proyección piQ(H)
es también una r-cadena de z′ a z′′. Consideremos el primer punto xs de la cadena
H tal que piQ(xs) ∈ CQ. Por 3.4.9, d(xs−1, Q) ≤ r y por 3.4.14, c∗X(piQ(xs−1)) =
c∗X(xs−1) = c. Por tanto z′, xk, xk+1, . . . , xs−1, piQ(xs−1) es una r-cadena de color c.
Por 3.4.15, la cadena z′, piQ(xk), piQ(xk+1), . . . , piQ(xs−1), piQ(xs−1) es también una
r-cadena de color c (así por 3.4.13, d(z′, piQ(xs−1)) ≤ 8 · f(r)). Ahora podemos
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estimar d(z′, z′′) ≤ d(z′, piQ(xs−1))+d(piQ(xs−1), piQ(xs))+d(piQ(xs), z′′) ≤ 8·f(r)+
r + diam(CQ) ≤ 17 · f(r).
Y finalmente,
d(x′, x′′) = d(x′, z′)+d(z′, z′′)+d(z′′, x′′) ≤ 140·f(r)+17·f(r)+140·f(r) < 300·f(r).
3.5. Grupos con conos ultramétricos
Nos preguntamos en esta sección sobre la existencia de un grupo finitamen-
te generado con una métrica propia invariante por la izquierda de dimensión de
Assouad-Nagata infinita y tal que todos sus conos asintóticos sean de dimensión
cero, en particular espacios ultramétricos. Para la construcción de tales ejemplos
necesitamos el siguiente resultado de [18].
Teorema 3.5.1. (Brodskiy, Dydak y Lang [18]) Supongamos que H y G son grupos
finitamente generados y que K es el núcleo de la proyección de H oG→ G equipada
con la métrica inducida de H oG. Si γ es la función de crecimiento de G y Dn−1K
es una función de control n−1-dimensional de K, entonces la parte entera de γ(r)
n
es como mucho Dn−1K (3 · n · r).
Para construir los ejemplos necesitaremos el siguiente lema:
Lema 3.5.2. Si (X, d) es un espacio métrico y asdimAN(X, log(1 + d)) ≤ n en-
tonces existe un función de control n-dimensional de (X, d) de tipo polinomial.
Demostración. Supongamos asdimAN(X, log(1 + d)) ≤ n. Esto implica que existe
una función de control n-dimensional de tipo lineal DnX(s) = C · s+ b del espacio
(X, log(1 + d) con C y b dos constantes fijadas. Supongamos sin pérdida de gene-
ralidad que C ∈ N. Ahora, la identidad (X, d|x) → (X, log(1 + d)) es claramente
una equivalencia a gran escala con ρ+(d) = log(1 + d) = ρ−(d). Por la proposición
0.1.8 obtenemos que la función QnX = ρ
−1
− ◦ DnX ◦ ρ+ es una función de control
n-dimensional de (X, d). Esto implica que QnX(s) = (10b · (1+ s)C − 1. Y por tanto
existe una función de control n-dimensional de tipo polinomial de (X, d).
El siguiente resultado nos da el método para construir los ejemplos buscados.
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Teorema 3.5.3. Sea G un grupo finitamente generado de crecimiento exponencial
y sea H un grupo finito. Supongamos que d es una métrica de la palabra de H oG
entonces:
1. Todos los conos asintóticos de (H oG, log(1 + d)) son ultramétricos.
2. asdimAN(H oG, log(1 + d)) =∞.
Demostración. La primera afirmación es una consecuencia de la proposición 2.2.2.
De hecho se puede ver fácilmente que si la métrica D(x, y) de X es de la forma
D(x, y) = log(1 + d(x, y)) donde d(x, y) es otra métrica entonces (d) = log(2)
log( d
2
+1)
satisface las condiciones de la proposición.
La segunda afirmación es consecuencia del lema 3.5.2 y el teorema 3.5.1. La
demostración es por contradicción. Supongamos que asdimAN(H oG, log(1+ d)) ≤
n. Por el lema 3.5.2 tenemos que existe una función de control n-dimensional de
tipo polinomial de (H oG, d) y entonces existirá un función de control n-dimensional
de tipo polinomial del núcleo K ⊂ H o G con la métrica restringida. Pero como
el crecimiento de G es exponencial por el teorema 3.5.1 toda función de control
n-dimensional de (K, d|k) debe ser de tipo al menos exponencial lo cual es una
contradicción.
Observaciones 3.5.4. Como los espacios métricos (H o G, d) y (H o G, log(1 + d))
son equivalentes a gran escala entonces ambos tienen que tener la misma dimen-
sión asintótica. Por tanto podemos suponer que el grupo (H oG, log(1 + d)) tiene
dimension asintótica finita. El siguiente ejemplo muestra este caso.
Ejemplo 3.5.5. Sea G = F2 el grupo libre generado por dos elementos y seaH = Z2.
Para toda métrica de la palabra d en Z2 o F2 tenemos asdim(Z2 o F2, d) = 1 y tal
grupo satisface las condiciones del teorema anterior.
Resulta evidente que el núcleo K de la proyección H o G → G es un grupo
localmente finito cuando H es finito. De la demostración de 3.5.3 obtendremos
fácilmente:
Corolario 3.5.6. Existe grupos localmente finito K con una métrica propia inva-
riante por la izquierda dK tal que asdimAN(K, dK) = ∞ y todos los conos asintó-
ticos son ultramétricos.
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Capítulo 4
Clasificación a gran escala de grupos
numerables
Uno de los problemas más importantes en la teoría geométrica de grupos es la
clasificación salvo cuasi-isometrías de los grupos finitamente generados con métri-
cas de la palabra ([42]). Tal problema ha sido resuelto en algunos casos particulares
como por ejemplo algunos grupos metabelianos ([70]), los grupos de lamplighter
([37]). El problema general está aún abierto incluso para grupos nilpotentes.
Para grupos finitamente generados y abelianos la solución es muy fácil: dos
grupos finitamente generados son cuasi-isométricos si y solo si tienen el mismo
rango libre de torsión. De hecho a partir de un resultado de Gromov [40], sobre la
caracterización de los grupos con crecimiento polinomial, y la fórmula de Bass [8] se
puede deducir fácilmente (!) un teorema de rigidez para grupos virtualmente abe-
lianos: Un grupo finitamente generado G es cuasi-isométrico a un grupo abeliano
si y solo si G es virtualmente abeliano. Recordamos que un grupo es virtualmente
abeliano o abeliano-por-finito si contiene un grupo abeliano de índice finito. De
hecho se dice que un grupo G es P1-por-P2 donde P1, P2 son dos propiedades de
los grupos, si G contiene un subgrupo normal H con la propiedad P1 cuyo grupo
cociente G/H tiene la propiedad P2. Un grupo G tiene una propiedad P localmente
si cada subgrupo finitamente generado de G tiene la propiedad P .
Para los grupos numerables la clasificación interesante a estudiar sería la clasi-
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ficación salvo equivalencias a gran escala. Observamos que una clasificación a gran
escala de los grupos finitamente generados con métricas propias invariantes por
la izquierda es equivalente a una clasificación salvo cuasi-isometrías de los grupos
finitamente generados con métricas de la palabra. La razón de este hecho sería que
los espacios son cuasi-geodésicos.
El propósito de este capítulo es estudiar la clasificación salvo equivalencias a
gran escala de los grupos numerables. El principal resultado de este capítulo y, a
nuestro juicio, uno de los más importantes del libro es el siguiente:
Teorema 4.0.7. Sean G,H dos grupos abelianos numerables con métricas propias
invariantes por la izquierda, las siguientes condiciones son equivalentes:
1. Los espacios métricos G,H son equivalentes a gran escala;
2. asdim(G) = asdim(H) y los espacios G,H son o ambos conexos a gran escala
o ambos no conexos a gran escala;
3. r0(G) = r0(H) y los grupos G,H son ambos finitamente-generados o ambos
no finitamente generados.
Resulta interesante resaltar que las dos primeras condiciones en este teorema
tienen naturaleza métrica y siguen siendo ciertas para espacios métricos que son
equivalentes a grupos abelianos. Para tales espacios el Teorema 4.0.7 implica la
siguiente clasificación:
Corolario 4.0.8. Si un espacio métrico X de dimensión asintótica n = asdim(X)
es equivalente a gran escala a un grupo abeliano numerable, entonces X es equiva-
lente a gran escala a
Zn si y solo si X es conexo a gran escala;
Zn ⊕ (Q/Z) si y solo si X es no conexo a gran escala.
En vista de estos resultados podemos plantearnos el siguiente problema,
Problema 4.0.9. Detectar grupos numerables que sean equivalentes a gran escala
a grupos abelianos.
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Mostraremos que la clase de tales grupos contiene todos los grupos abelianos-
por-finito y todos los grupos finito-por-abeliano. Para todo grupo localmente nil-
potente y no-distorsionado demostraremos que el converso también es cierto. La
clase de los grupos no-distorsionados contiene también todos los grupos localmente
abelianos-por-finito y todos los grupos localmente policíclicos-por-finitos de dimen-
sión asintótica finita.
Los resultados centrales (además del teorema de clasificación) sobre este tema
serían los siguientes:
Teorema 4.0.10. Un grupo numerable G es biyectivamente equivalente a gran
escala a un grupo abeliano si G es abeliano-por-finito o es localmente finito-por-
abeliano.
Teorema 4.0.11. Supongamos que un grupo numerable G es equivalente a gran
escala a un grupo abeliano numerable. Entonces:
1. G es localmente nilpotente-por-finito;
2. G es localmente abeliano-por-finito si y solo si G es no-distorsionado;
3. G es localmente finito-por-abeliano si y solo si G es no-distorsionado y lo-
calmente finito-por-nilpotente.
A continuación dibujamos un diagrama que muestra la interrelación de dife-
rentes clases de grupos cercanas a ser abelianas en un sentido a gran escala.
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fg-A-by-F
6?
- fg-N -by-F
6
?
fg-Ab
6?
fg-Ac
6
- fg-Ae
6
loc-F

AA
AK
- A-by-F
6
loc-(F -by-A)
6?
- D-Ab
6
- Ab
6
loc-(F-by-N ) ∩ loc-(A-by-F)
6
D-Ac
6
- Ac - Ae
6
loc-(F -by-N ) Rloc-(A-by-F)
6
- loc-(N -by-F)
D
En el diagrama consideramos las siguientes clases de grupos numerables:
A de grupos abelianos;
Ab grupos que son equivalentes a gran escala a grupos abelianos por biyec-
ciones;
Ac grupos que son equivalentes a gran escala a grupos abelianos;
Ae grupos que admiten un embebimiento a gran escala en grupos abelianos;
N grupos nilpotentes;
F grupos finitos;
fg grupos finitamente generados;
D grupos no-distorsionados.
Las otras clases se obtienen como intersecciones, extensiones y localizaciones de
estas clases.
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En la primera parte de este capítulo estudiaremos los grupos localmente fini-
tos y sus clasificaciones salvo equivalencias a gran escala biyectivas. Daremos un
criterio algebraico para tal clasificación basado en el número de p-Sylow que defi-
niremos. Esto nos permitirá mostrar el carácter universal de los grupos localmente
finitos para los espacios ultramétricos de geometría acotada.
En la segunda parte de este capítulo damos los principales resultados citados
anteriormente, la clasificación de los grupos abelianos, y el estudio de los grupos
que admiten un embebimiento a gran escala en grupos abelianos.
4.1. Clasificación de los grupos localmente finitos
Sea G un grupo numerable localmente finito. A continuación damos otro mé-
todo para definir métricas propias invariantes-por la izquierda. Consideremos una
filtración L de G por subgrupos finitos L = {1 ⊂ G1 ⊂ G2 ⊂ G3 . . . } y definimos
la métrica dL asociada a esta filtración como:
dL(x, y) = mı´n{i | x−1y ∈ Gi}.
Claramente, dL es una ultramétrica ( por tanto, la dimensión asintótica de
(G, dL) es cero).
Lema 4.1.1. Supongamos que dos grupos G y H tienen filtraciones por subgrupos
finitos: L = {1 ⊂ G1 ⊂ G2 ⊂ G3 . . . } de G y K = {1 ⊂ H1 ⊂ H2 ⊂ H3 . . . } de
H. Si el índice [Gi : Gi−1] es menor que o igual que el índice [Hi : Hi−1] para todo
i, entonces (G, dL) admite un embebimiento isométrico en (H, dH). Más aún, si
[Gi : Gi−1] = [Hi : Hi−1] para todo i (equivalentemente, el cardinal de Gi es igual al
cardinal de Hi para todo i), entonces los grupos (G, dL) y (H, dH) son isométricos.
Demostración. Definamos ai = [Gi : Gi−1] y bi = [Hi : Hi−1]. Fijemos una aplica-
ción inyectiva f1 : G1 → H1 y supongamos conocidas ciertas aplicaciones inyectivas
fk : Gk → Hk para todo k ≤ n tales que se cumplen las siguientes propiedades:
1. fi(x) = fj(x) para i < j y x ∈ Gi,
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2. La aplicación inyectiva fk : Gk → Hk es una isometría.
Construimos una aplicación inyectiva del conjunto de las clases cocientes {x ·
Gn} de Gn en Gn+1 al conjunto de las clases cocientes {y · Hn} de Hn en Hn+1.
Para ello se toman representantes 1, x1,. . . , xm (m = an+1 − 1) de las clases de
Gn en Gn+1 y representantes 1, y1,. . . , yl (l = bn+1 − 1) de las clases de Hn en
Hn+1. Para asegurar la inyectividad se envía la clase {1 · Gn} a {1 · Hn}. Ahora
extendemos fn a fn+1 : Gn+1 → Hn+1 como sigue: si x ∈ Gn+1 \ Gn, escribimos x
como xk · x′ para un único k ≤ m y definimos fn+1(x) como yk · fn(x′).
Si x y z pertenecen a clases diferentes de Gn en Gn+1, entonces fn+1(x) y
fn+1(z) pertenecerán a clases diferentes de Hn en Hn+1 y dL(x, z) = n + 1 =
dH(fn+1(x), fn+1(z)). Si x y z pertenecen a la misma clase xk ·Gn de Gn en Gn+1,
entonces x = xk · x′, z = xk · z′. Como fn+1(x) = yk · fn(x′), fn+1(z) = yk · fn(z′),
y la aplicación fn es una isometría, y así
dL(x, z) = dL(x′, z′)dH(fn(x′), fn(z′))dH(fn+1(x), fn+1(z)).
Pegando todos los fn tenemos la aplicación inyectiva isométrica f : G → H.
Obsérvese que en el caso de que [Gi : Gi−1] = [Hi : Hi−1] para todo i, la aplicación
f es biyectiva y establece una isometría entre (G, dL) y (H, dH).
Lema 4.1.2. Dados dos grupos localmente finitos G y H las siguientes condiciones
son equivalentes:
1. Existen métricas propias invariantes por la izquierda dG en G y dH en H
tales que (G, dG) es isométrico a (H, dH).
2. Existen filtraciones por subgrupos finitos: L = {1 ⊂ G1 ⊂ G2 ⊂ G3 . . . } de
G y K = {1 ⊂ H1 ⊂ H2 ⊂ H3 . . . } de H tales que el cardinal de Gi es igual
al cardinal de Hi para todo i.
Demostración. Por 4.1.1, bastará con demostrar que (1) =⇒ (2). Claramente,
podemos tomar una isometría f : G→ H tal que f(1G) = 1H con tal de reemplazar
cualquier f por f(1G)−1 · f . Obsérvese que f establece biyectividad entre la m-
componente de G que contienen a 1G y la m-componente de H que contiene a
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1H . También, esas componentes son subgrupos de G y H. Por tanto, definimos G1
como la 1-componente de G que contiene a 1G e, inductivamente, Gi+1 como la
(diam(Gi) + i)-componente de G que contiene a 1G.
Ejemplo principal. Si G es una suma directa de grupos cíclicos
∞⊕
i=1
Zai consi-
deramos la métrica en G asociada a la filtración
L = {1 ⊂ Za1 ⊂ Za1 ⊕ Za2 ⊂ Za1 ⊕ Za2 ⊕ Za3 ⊂ . . . }
Si escribimos los elementos del grupo
∞⊕
i=1
Zai como p = p1p2 . . . pn donde pj ∈
Zaj y denotamos |p| = n entonces la ultramétrica dL puede definirse explícitamente
como
dL(p, q) =
ma´x{|p|, |q|} if |p| 6= |q|ma´x{i | pi 6= qi} if |p| = |q|
Teorema 4.1.3. Todo grupo localmente finito numerable G con una métrica propia
invariante por la izquierda d es bi-uniformemente equivalente a la suma directa de
grupos cíclicos.
Demostración. Tomemos una filtración L de G por subgrupos finitos L = {1 ⊂
G1 ⊂ G2 ⊂ G3 . . . }. Entonces (G, d) es bi-uniformemente equivalente a (G, dL) [69,
Proposition 1]. Por 4.1.1, (G, dL) es isométrico a
∞⊕
i=1
Zai donde ai = [Gi : Gi−1].
Observaciones 4.1.4. En el teorema anterior se puede conseguir fácilmente que los
grupos cíclicos sean de orden primo. Basta con comprobar que si a = m · n y
(m,n) = 1 entonces Za admite la filtración finita:
1→ Zm → Za
Con índice [Za : Zm] = n. Por otro lado si a = pk entonces Za admite la filtración
finita:
1→ Zp → Zp2 → · · · → Zpk
Tal que el índice es [Zpi+1 : Zpi ] = p.
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Definición 4.1.5. Sea G un grupo numerable localmente finito y sea p un número
primo. Definimos el número p-Sylow de G (finito o infinito) del siguiente modo:
|p -Syl|(G) = sup{pn | pn divide |F |, F un subgrupo finito de G, n ∈ Z}
Observamos que si el número p-Sylow de G es finito, entonces es igual al orden
de un subgrupo de p-Sylow de algún subgrupo finito de G. Para un grupo abeliano
de torsión G el número de p-Sylow de G es igual al orden de los subgrupos de de
p-torsión de G.
Usaremos el siguiente teorema de Protasov:
Teorema 4.1.6 ([61, Teorema 5]). Dos grupos numerables localmente finitos
G y H con métricas propias invariantes por la izquierda son bi-uniformemente
equivalentes si y solo si, para cada subgrupo finito F de G, existe un subgrupo
finito E de H tal que |F | es un divisor de |E|, y para cada subgrupo finito E de
H, existe un subgrupo finito F de G tal que |E| es un divisor de |F |.
Corolario 4.1.7. Sean G y H dos grupos que son sumas numerables de grupos
cíclicos de orden primo. Sean dG y dH dos métricas invariantes propias en G y H.
Entonces los espacios métricos (G, dG) y (H, dH) son bi-uniformemente equivalen-
tes si y solo si los grupos G y H son isomorfos
Teorema 4.1.8. Sean G y H grupos localmente finitos numerables con métri-
cas propias invariantes por la izquierda dG y dH . Los espacios métricos (G, dG) y
(H, dH) son bi-uniformemente equivalentes si y solo si para todo primo p tenemos
que |p -Syl|(G) = |p -Syl|(H).
Demostración. Supongamos que los espacios métricos (G, dG) y (H, dH) son bi-
uniformemente equivalentes. Nuestro objetivo es demostrar que si |p -Syl|(G) ≥ pn,
entonces |p -Syl|(H) ≥ pn. Si existe un subgrupo finito F de G tal que pn divide a
|F |, entonces por 4.1.6 existirá un subgrupo E de H tal que pn divide a |E|. Por
tanto |p -Syl|(H) ≥ pn.
Supongamos ahora |p -Syl|(G) = |p -Syl|(H) para cada primo p. Por 4.1.6, Bas-
tará demostrar que para todo subgrupo finito F de G, existe un subgrupo fini-
to E de H tal que |F | es un divisor de |E|. Si |F | = pα11 · . . . · pαkk entonces
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pαii ≤ |pi -Syl|(H) para cada i. Para cada i encontramos un subgrupo Ei de H tal
que pαii divide a |Ei|. Sea E un subgrupo finito de H que contiene todos los grupos
Ei. Es obvio que |F | divide a |E|.
Proposición 4.1.9. El espacio M0 es equivalente a gran escala a
∞⊕
i=1
Z2.
Demostración. Definimos la aplicación f :
∞⊕
i=1
Z2 → M0 y consideramos un ele-
mento p = p1p2 . . . pn del grupo
∞⊕
i=1
Z2 donde pj ∈ {0, 1} = Z2 y escribimos
f(p) =
∞∑
i=1
2pi · 3i−1.
Se puede comprobar fácilmente que la aplicación f es una equivalencia a gran
escala: Para cada par de elementos p, q ∈
∞⊕
i=1
Z2 tenemos
3dL(p,q) ≤ dM0(f(p), f(q)) ≤ 3 · 3dL(p,q)
Observaciones 4.1.10 (cf. Proposition 1.2.2). La demostración anterior prueba ade-
más que el grupo
∞⊕
i=1
Z2 con la ultramétrica 3dL es equivalente bi-Lipschitz al espacio
M0.
Proposición 4.1.11 (cf. [61, Theorem 4]). Sean G y H dos grupos localmente
finitos y numerables con métricas propias invariantes por la izquierda. Entonces el
espacio métrico G es equivalente a gran escala a un subespacio métrico del espacio
H
Demostración. Por la proposición 1.2.21 y 4.1.9 el grupo G es equivalente a gran
escala a un subespacio del grupo ⊕Z2. Por el lema 4.1.1 el grupo (
⊕
Z2, dL) admite
una inmersión isométrica en cualquier grupo de la forma (
∞⊕
i=1
Zai , dL). Finalmente,
el grupo H es bi-uniformemente equivalente a la suma directa de grupos cíclicos
por el teorema 4.1.3.
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4.2. Clasificación de los grupos numerables abelia-
nos
4.2.1. Métricas invariantes en espacios homogéneos
En esta sección extenderemos el resultado de Smith [69] al espacio de las formas
G/H = {xH : x ∈ G} donde H es un subgrupo (no necesariamente normal) de un
grupo numerable G. El espacio G/H admite de forma natural una acción por la
izquierda del grupo G: g · xH 7→ (gx)H.
Un métrica d en G/H se dice que es G-invariante si d(gx, gy) = d(x, y) para
todo x, y ∈ G/H y g ∈ G. Es evidente queG/H junto con una métricaG-invariante
es homogéneo como espacio métrico.
Se dice que un espacio métrico X es homogéneo si para cada pareja de puntos
x, y ∈ X existe una isometría biyectiva f : X → X tal que f(x) = y. El teorema
de Baire garantiza que en un espacio numerable, propio y con métrica homogénea
todas las bolas son finitas. Esta simple observación nos permitirá demostrar la
unicidad de las métricas propias G-invariantes en espacios numerables G/H.
Lema 4.2.1. Sea H un subgrupo de un grupo numerable G. Para cada dos métricas
propias G-invariantes d, ρ definidas en G/H la aplicación identidad (G/H, d) →
(G/H, ρ) es una equivalencia a gran escala.
Demostración. Bastará con ver que la aplicación identidad (G/H, d) → (G/H, ρ)
es bornológica. Obsérvese que para todo ε ∈ R+ el número real
δ = ma´x{ρ(xH,H) : d(xH,H) ≤ ε}
es finito porque todas las bolas en (G/H, d) son finitas. Entonces para cada pareja
de clases cociente xH, yH ∈ G/H con d(xH, yH) ≤ ε obtenemos d(y−1xH,H) =
d(xH, yH) ≤ ε por la propiedad de la G-invariancia de la métrica d. Consecuente-
mente,
ρ(xH, yH) = ρ(y−1xH,H) ≤ δ,
lo que completa la demostración.
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A continuación, estudiaremos el problema de la existencia de una métrica pro-
pia G-invariante en G/H. Mostraremos que tal métrica en G/H existe si y solo si
el subgrupo H es cuasi-normal en G.
Definición 4.2.2. Decimos que un subgrupo H ⊂ G es
1. cuasi-normal si para todo x ∈ G existe un subconjunto finito Fx ⊂ G tal que
x−1Hx ⊂ FxH;
2. uniformemente cuasi-normal si existe un subconjunto finito F ⊂ G tal que
x−1Hx ⊂ FH para todo x ∈ G.
La cuasi-normalidad (uniforme) está altamente relacionada con la normalidad
usual.
Proposición 4.2.3. Un subgrupo H de un grupo G es
1. cuasi-normal siempre y cuando H contenga un subgrupo de índice finito que
sea normal en G;
2. uniformemente cuasi-normal siempre y cuando H tenga índice finito en algún
subgrupo normal de G.
Demostración. 1. Supongamos que N ⊂ H es un subgrupo de índice finito que es
normal en G. Entonces para todo x ∈ G tenemos que x−1Hx ⊃ x−1Nx = N . Sea
q : G→ G/N el homomorfismo cociente. Como N tiene índice finito en H, tendrá
índice finito también en x−1Hx. Entonces q(x−1Hx) es finito y por tanto existe un
subconjunto finito Fx ⊂ G tal que x−1Hx ⊂ FxN ⊂ FxH.
2. A continuación, supongamos que H tiene índice finito en algún subgrupo
normal N de G. Entonces N = F ·H para algún conjunto finito F ⊂ N y así para
todo x ∈ G tenemos que
x−1Hx ⊂ x−1Nx = N = FH.
El siguiente lema caracteriza subgrupos H ⊂ G cuyo espacio cociente admite
una métrica propia G-invariante.
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Lema 4.2.4. Un subgrupo H de un grupo numerable G es cuasi-normal en G si
y solo si el espacio cociente G/H admite una métrica propia G-invariante.
Demostración. Para demostrar la suficiencia, supongamos que d es una métri-
ca propia G-invariante en G/H. Como G/H es numerable, el teorema de Baire
garantiza que todas las bolas con respecto a la métrica d son finitas. En par-
ticular, para todo x ∈ G la bola Br(x−1H) de radio r = d(H, x−1H) centra-
da en x−1H es finita. Así, podemos encontrar un subconjunto finito Fx ⊂ G
tal que Br(x−1H) = {yH : y ∈ Fx}. Afirmamos que x−1Hx ⊂ FxH. Toma-
mos cualquier elemento h ∈ H y consideramos la isometría f : G/H → G/H,
f : yH 7→ x−1hx · yH. Observamos que f(x−1H) = x−1H y así
d(x−1hxH, x−1H) = d(f(H), f(x−1H)) = d(H, x−1H) = r.
En consecuencia, x−1hxH ∈ Br(x−1H) y obtenemos la inclusión requerida x−1hx ∈
FxH, que significa que H es cuasi-normal en G.
A continuación probamos la condición necesaria. Supongamos que el subgrupo
H es cuasi-normal en G. Fijemos una métrica propia invariante por la izquierda
d en G. Mostraremos que para todo par de clases cocientes xH, yH ∈ G/H la
distancia de Hausdorff
dH(xH, yH) = inf{ε ∈ R+ : xH ⊂ Oε(yH), yH ⊂ Oε(xH)}
es finita. Aquí Oε(yH) = {g ∈ G : dist(g, yH) < ε} será el ε-entorno abierto
alrededor de yH en G. Consideremos el punto z = x−1y y por la cuasi-normalidad
de H en G, encontramos un subconjunto finito Fz ⊂ G tal que z−1Hz ⊂ FzH.
Entonces Hz ⊂ zFzH y después de aplicar la inversión obtenemos que z−1H ⊂
HF−1z z
−1. Encontramos ahora un finito ε tal que la ε-bola abierta Oε(1G) centrada
en el elemento neutro 1G de G contiene el conjunto finito F−1z z−1. Entonces
y−1xH = z−1H ⊂ HF−1z z−1 ⊂ H ·Oε(1G)
y así xH ⊂ yH ·Oε(1G) = Oε(yH).
De forma análoga, podemos comprobar que yH ⊂ Oδ(xH) para algún δ ∈ R+.
Esto demuestra que la distancia de Hausdorff es una métrica bien definida dH en
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G/H. Es fácil ver también que la propiedad de invariancia por la izquierda de la
métrica d en G implica la propiedad de la G-invariancia de la métrica de Hausdorff
dH en G/H.
También es obvio que la aplicación cociente q : (G, d)→ (G/H, dH) es contrac-
tiva y para todo ε ∈ R+ la imagen q(Oε(1G)) de la ε-bola abierta centrada en el
elemento neutro de G coincide con la ε-bola abierta de G/H centrada en H. Esta
observación implica que la métrica dH en G/H es propia.
Finalmente, damos condiciones en un subgrupo H ⊂ G que garanticen que el
espacio cociente G/H admite una ultramétrica propia G-invariante.
Diremos que un subgrupo H de un grupo G tiene índice localmente finito en
G si H tiene índice finito, en cada subgrupo de G, generado por H ∪F para algún
subconjunto finito F ⊂ G.
Lema 4.2.5. Sea H un subgrupo de un grupo numerable G. El espacio G/H ad-
mite una ultramétrica propia G-invariante si y solo si el subgrupo H tiene índice
localmente finito en G.
Demostración. Supongamos que el grupo H tiene índice localmente finito en G. Si
H = G, entonces el espacio G/H es un conjunto unipuntual y trivialmente admite
una ultramétrica propia G-invariante. Así, supongamos que H 6= G. Escribimos G
como la unión G =
⋃
n∈ω Gn de una sucesión de subgrupos
H = G0 ⊂ G1 ⊂ G2 ⊂ . . .
Tales que H 6= G1 y el subgrupo H tiene índice finito en cada subgrupo Gn.
Definimos una ultramétrica propia G-invariante d en G/H haciendo
d(xH, yH) = mı´n{n ∈ ω : xGn = yGn}.
Ahora supongamos recíprocamente que el espacio G/H admite una ultramétri-
ca propia G-invariante ρ. Para demostrar queH tiene índice localmente finito en G,
bastará comprobar que para cada r ∈ R+ el conjunto Gr = {x ∈ G : ρ(xH,H) ≤
r} es un subgrupo de G. Es obvio que G = ⋃∞r=1Gr y el índice de H en Gr es igual
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al cardinal de la r-bola cerrada en G/H. Tomamos ahora dos puntos x, y ∈ Gr.
Como la ultramétrica ρ es G-invariante, tenemos
ρ(H, xyH) ≤ ma´x{ρ(H, xH), ρ(xH, xyH)} = ma´x{ρ(H, xH), ρ(H, yH)} ≤ r,
lo que significa que xy ∈ Gr. También para todo x ∈ Gr tenemos que
ρ(H, x−1H) = ρ(xH, xx−1H) = ρ(xH,H) ≤ r,
lo que quiere decir que x−1 ∈ Gr. Y así Gr es un subgrupo de G.
Por [7], dos espacios propios homogéneos y ultra-métricos son equivalentes a
gran escala. En particular, cualquier espacio de ese tipo es equivalente a gran escala
al grupo de torsión infinitamente generado Q/Z. Esto resolvió el problema 1606
de [66].
Como cada espacio G/H con una métrica G-invariante es homogéneo, podemos
aplicar lemas 4.2.5 y 4.2.1 para obtener el siguiente resultado de clasificación.
Corolario 4.2.6. Para todo subgrupo H de índice localmente finito en un grupo
numerable G el espacio G/H con una métrica propia G-invariante es equivalente
a gran escala a un conjunto unipuntual o al grupo Q/Z.
La clasificación de espacios G/H salvo equivalencia a gran escala biyectiva es
más rica. Por [7], cada espacio ultramétrico propio y homogéneo X es biyectiva-
mente equivalente a gran escala a la suma directa
Zf = ⊕p∈ΠZf(p)p
de grupos cíclicos Zp = Z/pZ para alguna función adecuada f : Π → ω ∪ {∞}
definida en el conjunto Π de los números primos. Si f(p) =∞ entonces por Zf(p)p =
Z∞p denotaremos a la suma directa de una cantidad numerable de copias del grupo
Zp. Este resultado combinado con los lemas 4.2.1 y 4.2.5 implican.
Corolario 4.2.7. Para todo subgrupo H que tiene índice localmente finito en un
grupo numerable G el espacio G/H con una métrica propia G-invariante es biyec-
tivamente equivalente a gran escala al grupo abeliano Zf para una elección de una
función f : Π→ ω ∪ {∞}.
88
4.2.2. Un resultado de selección
En esta sección, dado un subgrupo cuasi-normal H de un grupo numerable G,
estudiaremos las propiedades a gran escala de la aplicación cociente q : G→ G/H,
q : x 7→ xH. Los lemas 4.2.1 y 4.2.4 garantizan que G/H admite una métrica
propia G-invariante y que tal métrica es única salvo equivalencias a gran escala
biyectivas.
Lema 4.2.8. Para un subgrupo cuasi-normal H de un grupo numerable G la apli-
cación cociente q : G→ G/H es bornológica.
Demostración. Por la demostración del lema 4.2.4 se tiene que para toda métrica
propia invariante por la izquierda d en G la distancia de Hausdorff dH es una
métrica propia G-invariante en G/H. Es evidente que la aplicación cociente q :
G → G/H es contractiva y por tanto bornológica con respecto a las métricas d y
dH . El lema 4.2.1 garantiza que q : G → G/H es bornológica para toda métrica
propia G-invariante en G y G/H.
A continuación abordaremos el problema de la existencia de secciones borno-
lógicas s : G/H → G para la aplicación cociente q : G → G/H. Una aplicación
s : Y → X se dice que es una sección para una función f : X → Y si f ◦ s(y) = y
para todo y ∈ Y .
Teorema 4.2.9. Sea H un subgrupo de índice localmente finito en un grupo nu-
merable G. Para todo subsemigrupo S de G con S ·H = G, la aplicación cociente
q : G→ G/H tiene una sección bornológica s : G/H → S ⊂ G.
Demostración. Como G es numerable y H tiene índice localmente finito en G,
podemos escribir el grupo G como la unión G =
⋃
n∈ω Gn de una sucesión
H = G0 ⊂ G1 ⊂ G2 ⊂ . . .
de subgrupos de G tales que H tiene índice finito en cada grupo Gn. Si H 6= G,
entonces asumiremos G1 6= G0. Con esta convención la fórmula
ρ(xH, yH) = mı´n {n ∈ ω : xGn = yGn}
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determina una ultramétrica propia G-invariante en G/H. Fijemos también una
métrica propia invariante por la izquierda d en G.
Sea S ⊂ G un subsemigrupo de G tal que S ·H = G. Incluyendo la unidad a
S definimos S1 = S ∪ {1G}.
Sea α0 : G0/H → S ∩H una aplicación y para cada n ∈ N fijamos una sección
αn : Gn/Gn−1 → S1 ∩ Gn de la aplicación cociente pin : Gn → Gn/Gn−1 tal que
αn(Gn−1) = 1G y αn(xGn−1) ∈ S ∩ xGn−1 para cada x ∈ Gn \Gn−1.
Pongamos s0 = α0 : G0/H → S ∩H y para cada n ∈ N definimos una sección
sn : Gn/H → Gn de la aplicación cociente q|Gn : Gn → Gn/H mediante la fórmula
recursiva:
sn(xH) = αn(xGn−1) · sn−1(αn(xGn−1)−1 · xH) (4.2.1)
para xH ∈ Gn/H.
Primero mostraremos que sn(xH) está bien definida para cada xH ∈ Gn/H.
Como αn es una sección de la aplicación cociente Gn → Gn/Gn−1, tenemos a =
αn(xGn−1) ∈ xGn−1 y en consecuencia, x−1a ∈ Gn−1. Como H ⊂ Gn−1, obte-
nemos a−1xH ⊂ a−1xGn−1 = a−1x(x−1a)Gn−1 = Gn−1. Finalmente definimos
sn−1(a−1xH) y sn(xH) = a · sn−1(a−1xH).
Obsérvese que para cada x ⊂ Gn−1, tenemos αn(xGn−1) = αn(Gn−1) = 1G y
por tanto sn(xH) = sn−1(xH). Esto significa que sn|Gn−1/H = sn−1 y podemos
definir una aplicación s : G/H → G haciendo s(xH) = sn(xH) para cada n ∈ ω
tal que xH ⊂ Gn.
Demostraremos que la aplicación definida s es una sección de q : G→ G/H con
s(G/H) ⊂ S. Bastará ver que para cada n ∈ ω y x ∈ Gn tenemos s(xH) ∈ S∩xH.
Lo haremos por inducción en n. Si n = 0, entonces s(xH) = s(H) = s0(H) ∈ S∩H
por la elección de s0. Supongamos que sn−1(xH) ∈ S ∩ xH para todo x ∈ Gn−1.
Dado un punto cualquiera x ∈ Gn \ Gn−1 y tomando en consideración que a =
αn(xGn−1) ∈ S ∩ xGn−1, obtenemos
s(xH) = sn(xH) = a · sn−1(a−1xH) ∈ a · a−1xH = xH
y
s(xH) = a · sn−1(a−1xH) ⊂ S · S ⊂ S
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por la hipótesis de inducción.
Finalmente, mostraremos que la aplicación s : G/H → G es bornológica. Dado
cualquier ε ∈ R+ tomamos un entero k ≥ ε y sea
δ = diam(s(Gk/H)).
La propiedad bornológica de s se seguirá de la desigualdad d(s(xH), s(yH)) ≤ δ pa-
ra todo n ∈ ω y para toda pareja de puntos x, y ∈ Gn con ρ(xH, yH) ≤ ε. Veamos
esto por inducción en n. Si n ≤ k, entonces d(s(xH), s(yH)) ≤ diams(Gk/H) = δ.
Supongamos que la desigualdad se demuestra para cualquier x, y ∈ Gn−1 con n > k.
Tomamos dos puntos x, y ∈ Gn y observamos que ρ(xH, yH) ≤ ε ≤ k implica
xGk = yGk y tenemos que xGn−1 = yGn−1. Sea a = αn(xGn−1) = αn(yGn−1) ∈
xGn−1 = yGn−1 y observamos que
d(s(xH), s(yH)) = d(sn(xH), sn(yH)) = d(a · sn−1(a−1xH), a · sn−1(a−1yH)) =
= d(sn−1(a−1xH), sn−1(a−1yH)) ≤ δ.
La última desigualdad se sigue de la hipótesis de inducción ya que ρ(a−1xH, a−1yH) =
ρ(xH, yH) ≤ ε.
4.2.3. Cuasi-centralizadores y grupos-FC
Recordamos que el centralizador de un subconjunto A de un grupo G es el
subgrupo
C(A) =
{
x ∈ G : xA = {x}} donde xA = {a−1xa : a ∈ A}.
Por analogía, definimos el cuasi-centralizador
Q(A) = {x ∈ G : xA es finito}
de A en G.
Lema 4.2.10. El cuasi-centralizador Q(A) de cualquier subconjunto A ⊂ G es un
subgrupo de G.
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Demostración. Como a−1xya = a−1xaa−1ya ⊂ xA ·yA y por tanto (xy)A ⊂ xA ·yA,
observamos que (xy)A ∈ Q(A) para todo x, y ∈ Q(A). Por la igualdad (x−1)A =
(xA)−1 vemos también que x−1 ∈ Q(A) para cada x ∈ Q(A), lo que implica que
Q(A) es de hecho un subgrupo de G.
Si A es un subgrupo de G entonces se puede decir algo más del subgrupo Q(A).
El siguiente lema se sigue fácilmente de la definición de los cuasi-centralizadores.
Lema 4.2.11. Si H es un subgrupo de un grupo G, entonces x−1Q(H)x = Q(H)
para cada x ∈ H. En consecuencia, Q(H) · H = H · Q(H) es un subgrupo de G
que contiene a Q(H) como un subgrupo normal.
Los cuasi-centralizadores pueden usarse para caracterizar los FC-grupos (lo-
calmente). Siguiendo [3] decimos que un grupo G es un FC-grupo si las clases de
conjugación xG de cada punto x ∈ G son finitas.
La siguiente caracterización de los FC-grupos se sigue directamente de las de-
finiciones.
Proposición 4.2.12. Un grupo G es un FC-grupo si y solo si Q(G) = G.
Por un viejo resultado de B.H.Neumann [58] un grupo finitamente generado
es finito-por-abeliano si y solo si es un FC-grupo. Esta caracterización implica la
siguiente caracterización de los grupos localmente finitos-por-abeliano.
Proposición 4.2.13. Para un grupo G las siguientes condiciones son equivalentes:
1. G es un FC-grupo localmente;
2. G es localmente finito-por-abeliano;
3. Q(H) ⊃ H para cada subgrupo finitamente generado H ⊂ G.
4. Q(H) = G para cada subgrupo finitamente generado H ⊂ G.
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4.2.4. Propiedades a gran escala de las operaciones de grupo
En esta sección establecemos algunas propiedades bornológicas de las opera-
ciones de grupo.
Lema 4.2.14. Sean A,B dos subconjuntos de un grupo numerable G, la aplicación
multiplicación
· : A×B → G, · : (a, b) 7→ ab,
es bornológica si y solo si A−1A ⊂ Q(B).
Demostración. Sea d una métrica propia invariante por la izquierda y sea ‖ · ‖ su
norma correspondiente en el grupo G.
Para demostrar la condición necesaria supongamos que la aplicación · : A×B →
G es bornológica. Entonces para todo x ∈ A−1A existe un δ ∈ R+ tal que
d(ab, a′b′) ≤ δ para los puntos (a, b), (a′, b′) ∈ A×B tales quema´x{d(a, a′), d(b, b′)} ≤
‖x‖.
Escribimos el punto x ∈ A−1A como x = a−11 a2 y observamos ahora que
d(a1, a2) = ‖a−11 a2‖ = ‖x‖. En consecuencia, para todo b ∈ B tenemos que
‖b−1xb‖ = d(xb, b) = d(a−11 a2b, b) = d(a2b, a1b) ≤ δ.
esto quiere decir que b−1xb ∈ Bδ(1G) y por tanto xB ⊂ Bδ(1G), obteniendo x ∈
Q(B).
Para la condición suficiente supongamos que para todo x ∈ A−1A el conjunto
xB es finito, queremos ver que la aplicación · : A×B → G es bornológica. Fijamos
un ε ≥ 0 y consideramos el conjunto finito
F =
⋃
{xB : x ∈ A−1A, ‖x‖ ≤ ε}.
Sea δ = ma´x{‖y‖ : y ∈ F}. Tomamos ahora dos pares de puntos (a1, b1), (a2, b2) ∈
A×B con ma´x{d(a1, a2), d(b1, b2)} ≤ ε. Afirmamos que d(a1b1, a2b2) ≤ δ + ε. Sea
x = a−12 a1 y observamos que ‖x‖ ≤ ε y por tanto xB ⊂ F . Esto implica que
‖b−1xb‖ ≤ δ y que
d(a1b1, a2b2) ≤ d(a1b1, a2b1) + d(a2b1, a2b2) =
= d(b−11 a
−1
2 a1b1, 1) + d(b1, b2) ≤ ‖b−11 xb1‖+ ε ≤ δ + ε.
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Lema 4.2.15. Sea A un subconjunto de un grupo numerable. La operación inver-
sión
(·)−1 : A→ A−1, (·)−1 : a 7→ a−1,
es bornológica supuesto que A−1A ⊂ Q(A−1).
Demostración. Sea d un métrica propia invariante por la izquierda en el grupo G
y sea ‖ · ‖ la norma inducida por d. Dado un ε ∈ R+, consideramos el conjunto
F = {a−1xa : a ∈ A−1, x ∈ A−1A, ‖x‖ ≤ ε}.
Tal conjunto es finito porque A−1A ⊂ Q(A−1). De este modo δ = ma´xx∈F ‖x‖ es
finito.
Para demostrar que la aplicación inversa (·)−1 : A → A−1 es bornológica bas-
tará ver que d(x−1, y−1) ≤ δ para cada pareja de puntos x, y ∈ A con d(x, y) ≤ ε.
De la última desigualdad deducimos que ‖x−1y‖ = d(x, y) ≤ ε y por tanto yx−1 =
y(x−1y)y−1 ∈ F . En consecuencia tenemos que d(x−1, y−1) = ‖yx−1‖ ≤ δ.
4.2.5. Dos teoremas de factorización
En esta sección buscaremos condiciones en un grupo numerable G y en un sub-
grupo cuasi-normal H ⊂ G que garanticen que G es equivalente (biyectivamente)
a gran escala al producto H × (G/H). Aquí consideramos que G/H tiene una
métrica propia G-invariante. Los lemas 4.2.1 y 4.2.4 garantizan que tal métrica en
G/H existe y es única salvo equivalencias a gran escala.
Teorema 4.2.16. Sea H un subgrupo cuasi-normal de un grupo numerable G. El
grupo G es equivalente a gran escala a H × (G/H) por medio de una biyección si
la aplicación cociente q : G→ G/H admite una sección bornológica s : G/H → G
tal que s(G/H) ⊂ Q(H).
Demostración. Sea d una métrica propia invariante por la izquierda en el grupo
G y sea ‖ · ‖ la norma correspondiente en G. Sea s : G/H → G una sección
bornológica de la aplicación cociente q : G→ G/H tal que s(G/H) ⊂ Q(H).
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Definimos una equivalencia a gran escala biyectiva f : H × (G/H) → G me-
diante la fórmula f(x, yH) = s(yH) · x. Es facil comprobar que la aplicación f
es biyectiva. Tomando en consideración que Q(H) es un grupo, concluimos que
A−1A ⊂ Q(H) donde A = s(G/H). Ahora el lema 4.2.14 implica que f es borno-
lógica.
Sólo falta probar que la aplicación inversa
f−1 : G→ H ×G/H, f−1(z) = (s(zH)−1z, q(z)).
es bornológica.
La aplicación cociente q es bornológica por el lema 4.2.8. Así sólo faltaría ver
si es bornológica la aplicación
h : G→ H, h : z 7→ s(zH)−1z.
Fijemos un número real positivo ε. Como lo aplicación s◦q : G→ G es bornológica,
existe ε1 ∈ R+ tal que d(s(zH), s(z′H)) ≤ ε1 para cada par de puntos z, z′ ∈ G
con d(z, z′) ≤ ε. Como el conjunto F = {xH : x ∈ Q(H), ‖x‖ ≤ ε1} es finito, el
número δ = ma´x{‖y‖ : y ∈ F} también será finito.
Ahora la propiedad bornológica de la aplicación h quedará demostrada tan
pronto comprobemos que d(h(z), h(z′)) ≤ δ+ε para cada dos puntos z, z′ ∈ G con
d(z, z′) ≤ ε. Como z = s(zH) · h(z) y z′ = s(z′H) · h(z′), obtenemos
d(z, z′) = d(s(zH) · h(z), s(z′H) · h(z′)) = d(s(z′H)−1s(zH)h(z), h(z′)).
Además como s(G/H) ⊂ Q(H) y ‖s(z′H)−1s(zH)‖ = d(s(z′H), s(zH)) ≤ ε1, ob-
tenemos también h(z)−1s(z′H)−1s(zH)h(z) ∈ F y así ‖h(z)−1s(z′H)−1s(zH)h(z)‖ ≤
δ. En consecuencia,
d(h(z), h(z′)) ≤ d(h(z), s(z′H)−1s(zH)h(z)) + d(s(z′H)−1s(zH)h(z), h(z′)) =
= ‖h(z)−1s(z′H)−1s(zH)h(z)‖+ d(z, z′) ≤ δ + ε.
Recordemos que un subgrupo H ⊂ G es uniformemente cuasi-normal si existe
un conjunto finito F ⊂ G tal que x−1Hx ⊂ F ·H para todo x ∈ G.
95
Teorema 4.2.17. Sea H un subgrupo uniformemente cuasi-normal de un grupo
numerable G y sea A un subconjunto de G tal que A = A−1 y Q(A) = G. El
grupo G es equivalente a gran escala biyectivamente a H × (G/H) si la aplicación
cociente q : G→ G/H admite una sección bornológica s : G/H → A ⊂ G.
Demostración. Fijemos una métrica propia invariante por la izquierda d enG y una
métrica propia G-invariante ρ en G/H. Sea s : G/H → A una sección bornológica
de la aplicación cociente q : G→ G/H. Afirmamos que la aplicación
f : H ×G/H → G, f : (x, y) 7→ x · s(y)−1,
es una equivalencia a gran escala biyectiva.
Como Q(A−1) = G, las aplicaciones multiplicación e inversión µ : H × A−1 →
G e i : A → A−1 son bornológicas de acuerdo con los lemas 4.2.14 y 4.2.15.
Entonces la aplicación f es bornológica vista como composición de tres aplicaciones
bornológicas:
H ×G/H id×s−→ H × A id×i−→ H × A−1 µ−→ G.
Sólo falta demostrar que es bornológica la aplicación inversa
f−1 : G→ H ×G/H, f−1 : z 7→ (z · s(z−1H), z−1H).
Primero demostramos que la aplicación g : G → G/H, g : z 7→ z−1H es bornoló-
gica.
Sea ε ∈ R+. La propiedad bornológica de la aplicación s ◦ q : G → G implica
que existe un número real positivo ε1 tal que d(s(zH), s(z′H)) ≤ ε1 para todos
los puntos z, z′ ∈ G con d(z, z′) ≤ ε. De la inclusión s(G/H) ⊂ A = A−1 y la
igualdad Q(A) = G se sigue que el conjunto F1 = {axa−1 : a ∈ s(G/H), x ∈
G, ‖x‖ ≤ ε1} es finito. Como el subgrupo H es uniformemente cuasi-normal,
existe un subconjunto finito F2 ⊂ G tal que x−1Hx ⊂ F2H para todo x ∈ G.
Finalmente, sea δ = ma´x{ρ(xH,H) : x ∈ F1 · F2}.
Afirmamos que ρ(x−1H, y−1H) ≤ δ para toda pareja de puntos x, y ∈ G con
d(x, y) ≤ ε. Observese que x = s(xH) · hx y y = s(yH) · hy donde hx = s(xH)−1 ·
x ∈ H and hy = s(yH)−1 · y ∈ H. La elección del número ε1 garantiza que
‖s(yH)−1s(xH)‖ = d(s(xH), s(yH)) ≤ ε1.
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Vemos además que
xy−1 = s(xH)hxh−1y s(yH)
−1 ∈ s(xH)Hs(yH)−1 =
= s(yH)
(
s(yH)−1s(xH)
)
s(yH)−1s(yH)Hs(yH)−1 ⊂
⊂ F1s(yH)Hs(yH)−1 ⊂ F1F2H
y por tanto xy−1H = zH para algún z ∈ F1F2. Ahora la elección de δ garantiza
que ρ(x−1H, y−1H) = ρ(H, xy−1H) = ρ(H, zH) ≤ δ.
Esto completa la demostración de la propiedad bornológica de la aplicación
g : G → G/H, g : z 7→ z−1H que coincide con la segunda componente de f−1.
Finalmente, comprobemos que es bornológica la aplicación h : G → H, h : z 7→
z · (s ◦ g(z)), que coincide con la primera componente de f−1. Por el lema 4.2.14,
la multiplicación · : G× s(G/H)→ G, · : (x, y) 7→ x · y, es bornológica. Este hecho
en combinación con el hecho de que las aplicaciones s y g son bornológicas implica
que la aplicación h es bornológica.
Derivamos ahora algunos corolarios de los teoremas de factorización 4.2.16 y
4.2.17.
Corolario 4.2.18. Sea H un subgrupo de índice localmente finito en un grupo
numerable G. Si el subgrupo Q(H) · H tiene índice finito en G, entonces G es
equivalente a gran escala biyectivamente a H × Zf para alguna función f : Π →
ω ∪ {∞}.
Demostración. En primer lugar demostraremos que el subgrupo Q = Q(H) · H
es equivalente a gran escala biyectivamente a H × Q/H. Como H tiene índice
localmente finito en Q, la aplicación cociente q : Q → Q/H tiene una sección
bornológica s : Q/H → Q(H) ⊂ Q por el teorema 4.2.9. Aplicando el teorema
4.2.16, concluimos que Q es equivalente a gran escala biyectivamente a H ×Q/H.
El subgrupo Q = Q(H) · H tiene índice finito en G y por tanto es uniforme-
mente cuasi-normal por la proposición 4.2.3. Sea s1 : G/Q→ G una sección de la
aplicación cociente q : G → G/Q. Tomando en consideración que G/Q es finito,
concluimos que G = Q(s(G/Q)−1 ∪ s(G/Q)) y por tanto G es equivalente a gran
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escala biyectivamente a Q× (G/Q) por el teorema 4.2.17. Así, G es equivalente a
gran escala biyectivamente a H ×Q/H ×G/Q.
Por el corolario 4.2.7, el espacio Q/H es equivalente a gran escala biyectivamen-
te a Zf para una función f : Π→ ω∪{∞}. El espacio G/Q, siendo finito, es equiva-
lente a gran escala biyectivamente al grupo Zg para una función g : Π→ ω∪{∞}.
Entonces el producto Q/H × G/Q es equivalente a gran escala biyectivamente al
producto Zf × Zg, que es isomorfo a Zf+g. Así tenemos que G es equivalente a
gran escala biyectivamente a H × Zf+g.
Este corolario implica la parte abeliano-por-finito del teorema 4.0.10.
Corolario 4.2.19. Todo grupo numerable finito-por-abeliano es equivalente a gran
escala biyectivamente a un grupo abeliano.
Demostración. Dado un grupo numerable finito-por-abeliano G, encontramos un
subgrupo abeliano H de índice finito en G. Entonces Q(H) ·H ⊃ H tiene índice
finito en G y podemos aplicar el corolario 4.2.18 para concluir que G es equivalente
a gran escala biyectivamente al grupo abeliano H × Zf para una función f : Π→
ω ∪ {∞}.
Aplicando el teorema 4.2.16 (ó el 4.2.17) al subgrupo nZ del grupo ZObtenemos
Corolario 4.2.20. Para todo n ∈ N el grupo Z es equivalente a gran escala biyec-
tivamente a Z× Zn.
4.2.6. Grupos localmente finitos-por-abelianos
En esta sección demostraremos la parte ’localmente finito-por-abeliano’ del
teorema 4.0.10. Esto se hará con la ayuda del corolario de factorización 4.2.7 y del
teorema de selección 4.2.9.
El próximo lema está basado en un resultado bien conocida en la teoría de
grupos nilpotentes, incluimos la demostración aquí para hacer el trabajo lo más
autocontenido posible. Está basado en la demostración del teorema 1.1 de [44].
Lema 4.2.21. El centro de un grupo finitamente generado y finito-por-abeliano
tiene índice finito.
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Demostración. Sea G =< x1, ..., xn > un grupo finitamente generado y finito-por
abeliano y sea H un subgrupo finito tal que G/H es abeliano. Esto implica que
el conmutador [G,G] de G está incluido en H y que es finito. Ahora existe una
correspondencia biyectiva y−1 · x · y → x−1 · y−1 · x · y entre el conjunto de los
conjugados de x y algún subconjunto del conmutador. Así [G : CGx] es finito para
todo x ∈ G donde CGx es el centralizador de x. Por tanto [G :
⋂n
i=1CGxi] es finito.
Es obvio que
⋂n
i=1CGxi = Z(G), con Z(G) el centro de G. Y así el centro tiene
índice finito.
Lema 4.2.22. Todo grupo localmente finito-por-abeliano G contiene un subgrupo
abeliano libre H de índice localmente finito en G tal que Q(H) = G.
Demostración. Escribimos G como la unión de una sucesión creciente (Gn)n∈ω
de subgrupos finitamente generados de G tales que G0 = {1G}. Cada grupo Gn
es finito-por-abeliano, aplicando el lema 4.2.21 su centro Z(Gn) tiene índice fini-
to en Gn. Sea A0 = G0 y An = An−1 · Z(Gn) para n > 0. Se sigue que cada
An es un subgrupo abeliano de índice finito en Gn. Decimos que un subconjun-
to L = {a1, . . . , an} de un grupo abeliano A es linealmente independiente si el
homomorfismo
h : Zn → A, h : (k1, . . . , kn) 7→
n∑
i=1
kiai,
es inyectivo. Sea L0 = ∅ y por inducción en cada grupo abeliano An elegimos un
subconjunto linealmente independiente maximal Ln tal que Ln ⊃ Ln−1 y Ln \
Ln−1 ⊂ Z(Gn). Tal elección es posible porque para cada elemento x ∈ An existe
k ∈ N con xk ∈ Z(Gn).
Se sigue ahora que el subgrupo Hn de An generado por Ln es isomorfo a Z|Ln|
mientras que el subgrupo H de G generado por el conjunto L =
⋃
n∈ω Ln es un
grupo abeliano libre. De la elección de los conjuntos Li \Li−1 ⊂ Z(Gi) obtenemos
que para todo n ∈ ω el conjunto L \ Ln−1 está en el centralizador C(Gn) = {x ∈
G : ∀y ∈ Gn xy = yx} del subgrupo Gn en G. Como H ∩ Gn ⊃ Hn ∩ Gn tiene
índice finito en Gn, el subgrupo H tiene índice localmente finito en G.
Falta por demostrar que Q(H) = G. Tomamos un elemento cualquiera x ∈ G
y encontramos n ∈ ω tal que x ∈ Gn. El grupo Gn, al ser finitamente generado
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y finito-por-abeliano es un FC-grupo por [58]. En consecuencia al conjunto xGn
es finito y por tanto también lo será el subconjunto xHn de xGn . Afirmamos que
xH = xHn . De hecho, tomamos un elemento cualquiera h ∈ H y lo escribimos como
h = ab donde b ∈ Hn y a pertenece al subgrupo de G generado por el conjunto
L\Ln. Como L\Ln ⊂ C(Gn+1) ⊂ C(Gn), el elemento a conmuta con x. Finalmente
deducimos que xh = h−1xh = b−1a−1xab = b−1xb ∈ xHn .
Ahora podemos demostrar la parte localmente finita -por -abeliano del teorema
4.0.11.
Teorema 4.2.23. Todo grupo localmente finito-por-abeliano G es biyectivamente
equivalente a gran escala al grupo abeliano Zm×Zf para algún m ∈ ω∪∞ y alguna
función f : Π→ ω ∪ {ω}.
Demostración. Por el lema 4.2.22, el grupo G contiene un subgrupo abeliano libre
H de índice localmente finito en G tal que Q(H) = G. El grupo H, siendo libre
abeliano, es isomorfo a Zm para algún m ∈ ω ∪ {∞}. Por el corolario 4.2.18, el
grupo G es equivalente a gran escala biyectivamente a H×Zf para alguna función
f : Π→ ω ∪ {∞}.
Para grupos de dimensión asintótica infinita el teorema 4.2.23 puede mejorarse
del siguiente modo.
Teorema 4.2.24. Un grupo numerable G es equivalente a gran escala biyectiva-
mente a Z∞ si y solo si G es equivalente a gran escala biyectivamente a un grupo
abeliano y asdim(G) =∞.
Demostración. La condición necesaria es trivial. Para demostrar la condición sufi-
ciente suponemos que asdim(G) = ∞ y que G es equivalente a gran escala biyec-
tivamente al grupo abeliano A. Por el teorema 4.2.23, el grupo A es equivalente a
gran escala biyectivamente a Zm × Zf para algún m ∈ ω ∪ {∞} y alguna función
f : Π→ ω ∪ {∞}. Por el corolario 3.3 de [29],
∞ = asdim(G) = asdim(Zm × Zf ) = asdim(Zm) + asdim(Zf ) = m+ 0 = m.
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Como consecuencia de esto G será equivalente a gran escala biyectivamente a
Z∞ × Zf =
∞⊕
i=1
Z× Zpi
para alguna sucesión {pi}∞i=1 ∈ {1} ∪ Π.
Se sigue del corolario 4.2.20 que para todo i ∈ ω existe una equivalencia a
gran escala biyectiva ϕi : Z× Zpi → Z que envía el elemento neutro de Z× Zpi al
elemento neutro de Z. Las biyecciones (ϕi) inducen una equivalencia a gran escala
biyectiva
ϕ : ⊕∞i=1Z× Zpi → ⊕∞i=1Z = Z∞, ϕ(gi) 7→ (ϕi(gi)).
Así,
G ∼ A ∼ Z∞ × Zf ' ⊕∞i=1Z× Zpi ∼ Z∞
donde ' significa isomorfo y ∼ equivalente a gran escala biyectivamente.
4.2.7. Demostración del teorema principal
Dados dos grupos abelianos numerables G,H con métricas propias invarian-
tes por la izquierda Necesitamos demostrar la equivalencia de las siguientes tres
condiciones:
1. Los espacios métricos G,H son equivalentes a gran escala;
2. asdim(G) = asdim(H) y los espacios G,H son ambos conexos a gran escala
o no conexos a gran escala;
3. r0(G) = r0(H) y los grupos G,H son ambos finitamente generados o ambos
no finitamente generados.
La implicación (1)⇒ (2) se sigue inmediatamente de la invariancia e la dimen-
sión asintótica y la conexión a gran escala bajo equivalencias a gran escala.
La equivalencia (2) ⇔ (3) se sigue de los siguientes dos lemas. El primero se
demostró en [29].
Lema 4.2.25 (Dranishnikov, Smith). La dimensión asintótica asdim(G) de un
grupo abeliano numerable G es igual a su rango libre de torsión G.
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El segundo lema es muy conocido. No obstante damos la demostración.
Lema 4.2.26. Un grupo numerable G con una métrica propia invariante por la
izquierda es conexo a gran escala si y solo si G es finitamente generado.
Demostración. Si G es un grupo finitamente generado entonces su métrica de la
palabra es conexa a gran escala, de hecho es ε-conexa para ε = 1. Para el recíproco
supongamos que un grupo numerable G con una métrica propia invariante por
la izquierda d es ε-conexo para algún ε ∈ R+. Como d es propio la bola cerrada
Bε(1G) es finita. Como (G, d) es ε-conexo, todo elemento g ∈ G puede unirse con
la unidad 1G por medio de una cadena 1G = g0, g1, ..., gn = g tal que d(gi, gi+1) ≤ ε
para todo i ≤ n. Por la condición de invariancia por la izquierda esto implica
g−1i · gi+1 ∈ Bε(1G) y como podemos escribir g = (g−10 · g1) · (g−11 · g2) · · · (g−1n−1 · gn)
obtenemos que G es generado por el conjunto finito Bε(1G).
Finalmente, la implicación (2) ⇒ (1) del teorema 4.0.7 se sigue de la versión
abeliana del corolario 4.0.8.
Lema 4.2.27. Un grupo numerable abeliano G de dimensión asintótica n = asdim(G)
es equivalente a gran escala a
Zn si G es finitamente generado;
Zn × (Q/Z) si G es infinitamente generado.
Demostración. Por el lema 4.2.25, r0(G) = asdim(G) = n.
Si G es finitamente generado, entonces G es isomorfo a Zn⊕T para algún grupo
finito T . Como la proyección Zn ⊕ T → Zn es una equivalencia a gran escala, el
grupo G es equivalente a gran escala a Zn.
Si G no es finitamente generado, entonces por el teorema 4.2.23, G es equiva-
lente a gran escala biyectivamente al grupo Zm ⊕ Zf para algún m ∈ ω ∪ {∞} y
alguna función f : Π→ ω ∪ {∞}. Por el corolario 3.3 en [29],
n = asdim(G) = asdim(Zm ⊕ Zf ) = asdim(Zm) + asdim(Zf ) = m+ 0 = m.
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Si el grupo Zf no es finitamente generado, entonces es equivalente a gran escala
a Q/Z de acuerdo con el corolario 4.2.6. En este caso G es equivalente a gran escala
biyectivamente a Zn × (Q/Z).
Si Zf es finitamente generado, entonces es finito y así n = ∞ porque de otro
modo los grupos Zn×Zf y G serían finitamente generados. Como el grupo abeliano
Zn×Zf tiene dimensión asintótica infinita podemos aplicar el teorema 4.2.24 para
concluir que Zn × Zf es equivalente a gran escala biyectivamente a cualquier otro
grupo numerable de dimension asintótica infinita, en particular al grupo Zn ×
(Q/Z).
4.2.8. Embebimientos en grupos abelianos
Ahora nos ocuparemos del problema 4.0.9 de detectar grupos que son equiva-
lentes a gran escala a grupos abelianos. Empezamos estudiando las propiedades
que hacen que un grupo numerable admita una inmersión a gran escala en un
grupo numerable abeliano.
Recordamos que una aplicación f : X → Y entre dos espacios métricos se dice
que es una inmersión a gran escala si f : X → f(X) es una equivalencia a gran
escala , donde f(X) tiene la métrica inducida por Y .
Proposición 4.2.28. Si un grupo numerable G admite una inmersión a gran
escala en un grupo abeliano numerable, entonces G es localmente nilpotente-por-
finito.
Demostración. Esta proposición es un corolario sencillo de un famoso teorema de
M.Gromov [40].
Teorema 4.2.29 (Gromov). Un grupo finitamente generado G es nilpotente-por-
finito si y solo si G tiene crecimiento polinomial.
Recordamos que un grupo G con un conjunto finitamente generado S = S−1
tiene crecimiento polinomial si existen constantes C y d tal que para todo n ∈ N
tenemos que |Sn| ≤ C · nd.
Para demostrar la proposición 4.2.28, suponemos que f : G→ A es una inmer-
sión a gran escala de un grupo numerable G en un grupo abeliano A. Necesitamos
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demostrar que cada subgrupo finitamente generado de G es nilpotente-por-finito.
Sin perdida de generalidad suponemos que G es finitamente-generado. Elegimos
un subconjunto finito de generadores S = S−1 para el grupo G y consideramos la
métrica de la palabra d correspondiente a este conjunto S.
Se sigue que el espacio métrico (G, d) es ε-conexo para ε = 1. Como f es
bornológica, el número
r = ωf (1) = sup{diamf(B) : B ⊂ G, diam(B) ≤ 1}
es finito. Sea B la r-bola cerrada en el grupo abeliano A, centrada en el elemento
neutro de A. Como el grupo numerable A posee una métrica propia invariante por
la izquierda, la bola B es finita. El subgrupo de A, generado por el conjunto B es
abeliano y en consecuencia, tiene crecimiento polinomial. De este modo podemos
encontrar constantes C, d tales que |Bn| ≤ Cnd para todo n ∈ N.
Como f es una inmersión a gran escala, el número m = sup{|f−1(a)| : a ∈ A}
es finito. Entonces para todo n ∈ N tenemos
|Sn| ≤ m · |f(Sn)| ≤ m · |Bn| ≤ m · C · nd,
lo que implica que el grupo G tiene crecimiento polinomial y así es nilpotente-por-
finito por el teorema de Gromov 4.2.29.
Para grupos finitamente generados se puede demostrar el recíproco de la pro-
posición 4.2.28
Proposición 4.2.30. Un grupo finitamente generado G admite una inmersión a
gran escala en un grupo abeliano numerable si y solo si G es nilpotente-por-finito.
Demostración. La condición necesaria se sigue de la proposición 4.2.28. Para de-
mostrar la condición suficiente, sea G un grupo finitamente generado y nilpotente-
por-finito. Fijemos un conjunto finito de generadores S = S−1 para G. Por el
teorema 2 de Bass en [8], el grupo G tiene crecimiento polinomial de grado entero
d de tal forma que existe una constante C tal que para todo n ∈ N tenemos
C−1nd ≤ |Sn| ≤ Cnd.
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Este hecho implica que la métrica de la palabra ρ en G inducida por el sistema de
generadores S es ’doubling’ en el sentido de que existen una constante C ∈ R+ tal
que para todo r ∈ R+ y todo x0 ∈ G tenemos
|B2r(x0)| ≤ C · |Br(x0)|,
donde Br(x0) denota la r-bola cerrada centrada en x0.
Es facil ver que la fórmula
√
ρ(x, y) =
√
ρ(x, y), x, y ∈ G,
determina una métrica propia invariante por la izquierda √ρ en G. En consecuen-
cia, la aplicación identidad (G, ρ)→ (G,√ρ) es una equivalencia a gran escala.
Como la métrica ρ en G es doubling, el teorema de embebimiento de Assouad
[2] nos da un embebimiento bi-Lipschitz f : (G,√ρ) → Rm. Como la aplicación
identidad (G, ρ) → (G,√ρ) es una equivalencia a gran escala, la aplicación f :
G → Rm vista como una aplicación de (G, ρ) a Rm es un embebimiento a gran
escala.
Es obvio que la aplicación [·] : R → Z, que asigna a cada número real x ∈ R
su parte entera [x], es una equivalencia a gran escala que induce la equivalencia a
gran escala
i : Rm → Zm, [·]m : (x1, . . . , xm) 7→ ([x1], . . . , [xm]).
Vemos ahora que la composición g = i ◦ f : G → Zm es la inmersión a gran
escala requerida.
No sabemos si la proposición 4.2.30 es cierta para grupos localmente nilpotente-
por-finito en general.
4.2.9. Embebimientos cuasi-isométricos en grupos abelianos
En la sección anterior caracterizamos grupos finitamente-generados que ad-
miten inmersiones a gran escala en grupos abelianos numerable como los grupos
nilpotentes-por-finitos. En esta sección obtendremos una caracterización similar
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para embebimientos cuasi-isométricos. Recordamos que una aplicación f : X → Y
es un embebimiento cuasi-isométrico si existen constantes L,C tales que para todo
x, x′ ∈ X tenemos
1
L
dX(x, x
′)− C ≤ dY (f(x), f(x′)) ≤ LdX(x, x′) + C.
La desigualdad de la derecha significa que la aplicación f es asintóticamente Lips-
chitz.
Un embebimiento cuasi-isométrico f : X → Y se dice que es una cuasi-
isometría si f(X) es grande en Y , es decir, si existe una constante real positiva
K tal que para todo y ∈ Y existe x ∈ X con dY (y, f(x)) ≤ K.
Es facil comprobar que toda aplicación asintóticamente Lipschitz es bornoló-
gica. En consecuencia, toda cuasi-isometría es una equivalencia a gran escala.. El
recíproco es cierto si los espacios son geodésicos a gran escala.
Decimos que un espacio métrico X es geodésico a gran escala si existe una
constante C tal que cada par de puntos x, y ∈ X pueden ser unidos por una
cadena de la forma x = x0, . . . , xn = y tal que n ≤ d(x, y) + 1 y dX(xi−1, xi) ≤ C
para todo i ≤ n.
El siguiente lema es bien conocido.
Lema 4.2.31. Toda aplicación bornológica f : X → Y definida en un espacio
métrico geodésico a gran escala es asintóticamente Lipschitz.
Este Lema implica que toda equivalencia a gran escala entre espacios geodésicos
a gran escala es una cuasi-isometría. En contraste, un embebimiento a gran escala
entre espacios geodésicos a gran escala no es necesariamente un embebimiento
cuasi-isométrico. El siguiente contraejemplo lo demuestra.
Consideremos el grupo de Heisenberg UT3(Z) consistente en las matrices uni-
triangulares de la forma
H(x,y,z) =

1 x y
0 1 z
0 0 1
 donde x, y, z ∈ Z.
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De acuerdo con [63, 1.38], para toda métrica de la palabra en UT3(Z) existen
constantes positivas c, C tales que la distancias ‖H(x,y,z)‖ de una matriz Hx,y,z a la
matriz identidad está en el intervalo
c(|x|+ |y|+
√
|z|) ≤ ‖H(x,y,z)‖ ≤ C(|x|+ |y|+
√
|z|).
Esto significa que el homomorfismo
h : Z→ UT3(Z), h : z 7→ H(0,0,z),
es un embebimiento a gran escala pero no un embebimiento cuasi-isométrico.
El grupo de Heisenberg es el ejemplo más simple de un grupo no abeliano
nilpotente y libre de torsión. Para tales grupos tenemos la siguiente caracterización.
Proposición 4.2.32. Un grupo finitamente generado, nilpotente y libre de torsión
G es abeliano si y solo si G admite un embebimiento cuasi-isométrico en un grupo
finitamente generado abeliano.
Demostración. Esta proposición se seguirá de su versión continua demostrada por
Scott Pauls en [60].
Teorema 4.2.33 (Pauls). Si un grupo de lie nilpotente y conexo G con una
métrica riemanniana invariante por la izquierda admite un embebimiento cuasi-
isométrico en un espacio euclídeo finito-dimensional entonces G es abeliano.
La reducción de la proposición 4.2.32 al teorema de Pauls se hará con la ayuda
de un resultado clásico de Malcev [54], ver también [62, 2.18].
Teorema 4.2.34 (Malcev). Todo grupo finitamente generado nilpotente y libre
de torsión es isomorfo a una red uniforme en un grupo de Lie nilpotente y simple
conexo
Recordamos que un subgrupo discreto H de un grupo topológico G se dice que
es una red uniforme si el espacio cociente G/H es compacto.
Para demostrar la proposición 4.2.32, tomamos cualquier embebimiento cuasi-
isométrico f : G→ A de un grupo finitamente generado nilpotente y libre de tor-
sión G en un grupo finitamente generado y abeliano A. Como A es cuasi-isométrico
a Zm para m = r0(G), podemos asumir que A = Zm sin pérdida de generalidad.
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Por el teorema de Malcev, el grupo G puede ser considerado como una red
uniforme en un grupo de Lie conexo y nilpotente L. Tomemos en L una métrica
Riemmaniana propia e invariante por la izquierda L. Como el grupo cociente L/G
es compacto, existe un subconjunto compacto K ⊂ L tal que G · K = L. Para
cada punto x ∈ L podemos elegir un punto g(x) ∈ G tal que x ∈ g(x) ·K. Se sigue
así que la aplicación g : L→ G es un embebimiento cuasi-isométrico y así lo es la
composición g ◦f : L→ A = Zm ⊂ Rm. Por el teorema de Pauls podemos concluir
que el grupo de Lie L es abeliano y así lo es su subgrupo G.
Corolario 4.2.35. Un grupo finitamente-generado G admite un embebimiento
cuasi-isométrico en un grupo finitamente generado abeliano si y solo si G es abe-
liano -por-finito
Demostración. Si un grupo finitamente generado G es abeliano-por-finito entonces
G contiene a un subgrupo abeliano A de índice finito. En este caso la inclusión
A ⊂ G es una cuasi-isometría y así G admite un embebimiento cuasi-isométrico
en un grupo finitamente generado abeliano A.
Para demostrar la condición necesaria supongamos que un grupo finitamente
generado G admite un embebimiento cuasi-isométrico en un grupo finitamente ge-
nerado y abeliano. Como todo embebimiento cuasi-isométrico es un embebimiento
a gran escala, el grupo G será nilpotente-por-finito de acuerdo con la proposición
4.2.28. En consecuencia G contiene un subgrupo nilpotente N de índice finito en
G. Este subgrupo es finitamente generado por tres motivos: G es finitamente ge-
nerado, N tiene índice finito en G y la aplicación inclusión i : N → G es una
cuasi-isometría.
Sea T el conjunto de los elementos periódicos de un grupo nilpotente N . Por el
teorema 17.2.2. de [51], T es un subgrupo finito normal de N y el grupo cociente
N/T es un grupo finitamente generado, nilpotente y libre de torsión. Como T es
finito, el homomorfismo cociente q : N → N/T es una cuasi-isometría. Toman-
do en consideración que q : N → N/T y que i : N → G son cuasi-isometrías,
concluimos que el grupo N/T es cuasi-isométrico a G y por tanto admite un em-
bebimiento cuasi-isométrico en un grupo finitamente generado y abeliano. Por la
proposición 4.2.32, el grupoN/T es abeliano. En consecuencia, el grupoN es finito-
108
por-abeliano y así su centro Z(N) tiene índice finito en N por el lema 4.2.21. Esto
implica que N es abeliano-por-finito y así lo será el grupo G.
Con la ayuda del corolario 4.2.35 podemos caracterizar grupos finitos-por-
abeliano de la forma que sigue.
Corolario 4.2.36. Un grupo finitamente generado es finito-por-abeliano si y solo
si es abeliano-por-finito y finito-por-nilpotente.
Demostración. La condición necesaria se sigue del lema 4.2.21.
Para demostrar la condición suficiente, suponemos que un grupo finitamente
generado G es abeliano-por-finito y finito-por-nilpotente. Sea A ⊂ G un subgru-
po abeliano de índice finito y F ⊂ G un subgrupo normal finito con cociente
nilpotente G/F . Sea q : G → G/F el homomorfismo cociente. Se sigue que el
grupo nilpotente G/F es finitamente-generado. Así, el subgrupo de torsión T de
G/F es finito. Reemplazando el subgrupo F por F · q−1(T ), podemos suponer
que el grupo cociente G/F es libre de torsión. Como las aplicaciones A → G y
G → G/F son cuasi-isometrías, vemos que el grupo nilpotente libre de torsión
G/F es cuasi-isométrico al grupo abeliano A. Por la proposición 4.2.32, el grupo
G/F es abeliano. Por tanto, el grupo G es finito-por-abeliano.
Corolario 4.2.37. Un grupo numerable es localmente finito-por-abeliano si y solo
si es localmente abeliano-por-finito y localmente finito-por-nilpotente.
4.2.10. Grupos no-distorsionados
En esta sección establecemos algunas propiedades de los grupos no distorsiona-
dos. Recordamos que un subgrupo finitamente-generadoH de un grupo finitamente
generado G se dice no distorsionado en G si la aplicación inclusión i : H → G es
un embebimiento cuasi-isométrico con respecto a algunas (equivalentemente a to-
das) métricas de la palabra en los grupos H,G, ver [56]. Un ejemplo de subgrupos
distorsionados es el subgrupo cíclico generado por la matriz H(0,0,1) en el grupo de
Heisenberg UT3(Z).
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Decimos que un subgrupo H de un grupo numerable G es un retracto borno-
lógico de G si existe una aplicación bornológica r : G → H tal que r(h) = h para
todo h ∈ H. Si r puede elegirse de tal forma que sea un homomorfismo de grupos,
entonces diremos que H es un complemento en G.
Lema 4.2.38. Un subgrupo finitamente generado H de un grupo finitamente gene-
rado G es no distorsionado en G si una de las siguientes condiciones se satisface:
1. H es un retracto bornológico de G;
2. H es un complemento en G;
3. H tiene índice finito en G;
4. G es abeliano-por-finito;
5. G es policíclico-por-finito y asdim(H) = asdim(G);
Demostración. Fijemos métricas de la palabra en los grupos H,G. Como una
métrica de la palabra en H es geodésica a gran escala, la aplicación inclusión
i : H → G será asintóticamente Lipschitz por el lema 4.2.31.
1. Supongamos que r : G→ H es una retracción bornológica. Como la métrica
de la palabra en G es geodésica a gran escala, r es asintóticamente Lipschitz y así lo
será su restricción r|i(H) = i−1 : i(H)→ H, observando que i es un embebimiento
cuasi-isométrico.
2. Si H es un complemento en G, entonces H es no distorsionado en G, al ser
un retracto bornológico de G.
3. SiH tiene índice finito enG, entonces la inclusiónH → G es una equivalencia
a gran escala y así será una cuasi-isometría porque las métricas de la palabra en
H y G son geodésicas a gran escala.
4. Supongamos que G es abeliano-por-finito y sea A un subgrupo abeliano de
índice finito en G. Como G es finitamente generado, así lo será el subgrupo abeliano
A y A ∩ H. Como A tiene índice finito en G, el subgrupo A ∩ H tiene índice
finito en H. Sea L1 subconjunto linealmente independiente maximal del grupo
abeliano A ∩ H. Tal conjunto puede ser ampliado a un subconjunto linealmente
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independiente maximal L en A. Se sigue que el subgrupo abeliano libre F1 generado
por L1 es un complemento en el grupo abeliano libre F , generado por el conjunto
L en A. Consecuentemente, L1 es no distorsionado en L.
Por la maximalidad de L1 y L el subgrupo F1 tiene índice finito en A ∩ H
mientras que L tiene índice finito en A. Así, las inclusiones L1 → A ∩H → H y
L→ A→ G son cuasi-isometrías. Como L1 no está distorsionado en L, el subgrupo
H no estará distorsionado en G.
5. Supongamos que G es policíclico y que asdim(H) = asdim(G). Por [29],
asdim(G) es igual al rango de Hirsh hr(G) de G, mientras asdim(H) es igual a
hr(H). Por inducción en la longitud de Hirsh se pude ver fácilmente que la igualdad
hr(H) = hr(G) implica que H tiene índice finito en G y así H es no distorsionado
en G por el tercer item del lema.
Un grupo G se dice que es no distorsionado si G es unión de una sucesión no
decreciente (Gn)n∈ω de subgrupos finitamente generados tal que cada subgrupo Gn
es no distorsionado en Gn+1.
Proposición 4.2.39. Un grupo numerable G es no distorsionado si una de las
siguientes condiciones se satisface:
1. G contiene un subgrupo finitamente generado H de índice localmente finito
en G;
2. G es localmente abeliano-por-finito;
3. G es localmente policíclico-por-finito y asdim(G) <∞;
4. G admite un embebimiento a gran escala en un grupo numerable abeliano y
asdim(G) <∞.
Demostración. 1,2. Los dos primeros ítems de esta proposición se siguen inmedia-
tamente de los ítems 3,4 del lema 4.2.38.
3. Supongamos que el grupoG es localmente policíclico-por finito y que asdim(G) <
∞. Por [29], el grupo G contiene un subgrupo finitamente generado H tal que
asdim(H) = asdim(G). Escribimos G como la unión de la sucesiónH = G0 ⊂ G1 ⊂
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· · · de subgrupos finitamente generados. Cada grupo Gn es policíclico-por-finito
porque G es localmente policíclico-por-finito. Se sigue de asdim(H) = asdim(G)
que asdim(Gn) = asdim(H) para todo n. Ahora el lema 4.2.38(5) implica que
el grupo Gn es no distorsionado en Gn+1, lo que significa que el grupo G es no
distorsionado.
4. Supongamos que G admite un embebimiento a gran escala en un grupo abe-
liano numerable y que asdim(G) < ∞. Por la proposición 4.2.28, el grupo G es
localmente nilpotente-por-finito. Como los grupos nilpotentes finitamente genera-
dos son policíclicos, G es localmente policíclico-por-finito y así es no distorsionado
de acuerdo con el item precedente.
4.2.11. Grupos equivalentes a grupos abelianos
En esta sección estudiamos grupos no distorsionados que son equivalentes a
gran escala a grupos abelianos. El siguiente teorema es nuestro mayor resultado
en esta dirección.
Teorema 4.2.40. Si un grupo numerable G no distorsionado es equivalente a gran
escala a un grupo abeliano numerable A, entonces G es localmente abeliano-por-
finito
Demostración. Como G es equivalente a gran escala a A existen dos aplicaciones
bornológicas f : G → A, g : A → G y una constante r ∈ R+ tal que dG(g ◦
f(x), x) ≤ r y dA(f ◦ g(y), y) ≤ r para todo x ∈ G y y ∈ A.
El grupoG al ser no distorsionado, puede escribirse como la uniónG =
⋃
n∈ω Gn
de una sucesión no decreciente (Gn)n∈ω de subgrupos finitamente generados de G
tal que cada subgrupo Gn es no distorsionado en Gn+1. También podemos suponer
que el grupo G0 contiene a la r-bola cerrada Br(1G) ⊂ G.
Como las restricciones f |Gn : Gn → A son embebimientos a gran escala, los
grupos Gn son nilpotentes-por-finito de acuerdo con la proposición 4.2.28. Afir-
mamos que cada grupo Gn es abeliano-por-finito. Existe un subgrupo abeliano
finitamente generado An ⊂ A tal que f(Gn) ⊂ An. La propiedad de ser abeliano-
por-finito del grupo Gn se seguirá del corolario 4.2.35 tan pronto como veamos que
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la restricción f |Gn : Gn → An es un embebimiento cuasi-isométrico con respec-
to a las métricas de la palabra en Gn y An. En primer lugar obsérvese que esta
aplicación es asintóticamente Lipshchitz porque la métrica de la palabra en Gn es
geodésica a gran escala.
Como el subgrupo An es finitamente generado y g : A → G es bornológica,
la imagen g(An) está contenida en algún subgrupo finitamente generado de Gm
de G. Además, al ser la métrica de la palabra en An geodésica a gran escala,
la aplicación g|An : An → Gm es asintóticamente Lipshchitz y así lo es su res-
tricción g|f(Gn) : f(Gn) → Gm. Considerando la definición de r y la inclusión
Br ⊂ G0 ⊂ Gn, podemos afirmar que g ◦f(Gn) ⊂ Gn. Como la inclusión Gn ⊂ Gm
es un embebimiento cuasi-isométrico, la aplicación g : f(Gn) → Gn es asintóti-
camente Lipschitz con respecto a la métrica de la palabra en el grupo Gn. Esto
implica que f |Gn : Gn → An es un embebimiento cuasi-isométrico. Así, podemos
aplicar el Corolario 4.2.35 para concluir que el grupo Gn es abeliano-por-finito y
en consecuencia, el grupo G es localmente abeliano-por-finito.
Unificando el Teorema 4.2.40 con la proposición 4.2.39 y el corolario 4.2.37
obtenemos los dos últimos ítems del teorema 4.0.11 (el primer item de este teorema
se sigue directamente de la proposición 4.2.28).
Corolario 4.2.41. Si un grupo numerable G es equivalente a gran escala a un
grupo abeliano, entonces
1. G es localmente abeliano-por-finito si y solo si G es no distorsionado;
2. G es finito-por-abeliano si y solo si G es no distorsionado y localmente finito-
por-nilpotente.
El siguiente corolario se refiere a grupos con dimensión asintótica finita.
Corolario 4.2.42. Si un grupo numerable G de dimensión asintótica finita es
equivalente a gran escala a un grupo abeliano, entonces G es localmente abeliano-
por-finito.
Demostración. Por la proposición 4.2.39(4), el grupo G es no distorsionado y por
el teorema 4.0.7, G es localmente abeliano-por-finito.
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Finalmente, caracterizamos los grupos finitamente generados que son (biyecti-
vamente) equivalentes a gran escala a grupos abelianos.
Corolario 4.2.43. Para un grupo finitamente generado G las siguientes condicio-
nes son equivalentes:
1. G es abeliano-por-finito.
2. G es equivalente a gran escala a un grupo abeliano numerable;
3. G es biyectivamente equivalente a gran escala a un grupo abeliano numerable;
Demostración. La implicación (1) ⇒ (3) se demostró en el corolario 4.2.19 mien-
tras que (3) ⇒ (2) es trivial. Como los grupos finitamente generados son no dis-
torsionados, la implicación (2)⇒ (1) se sigue del teorema 4.2.40.
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