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In this paper, we introduce a modified explicit iterative process for finding a common
element of the solutions of an equilibrium problem and the set of common fixed points of a
finite family of asymptotically k-strictly pseudocontractive mappings in the intermediate
sense in the framework of Hilbert spaces. We get a weak convergence theorem for finding
a common element of the above two sets and then we modify these algorithms to have a
strong convergence theorem by using a hybrid method in the mathematical programming.
Our results improve and extend the recent ones announced by many others.
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1. Introduction
Throughout this paper, we assume that H is a real Hilbert space with inner product ⟨., .⟩ , C a nonempty closed convex
subset of H and T : C → C is a self-mapping of C . We use F(T ) to denote the fixed point set of T . wω(xn) =

x : ∃xnj ⇀ x

denotes the weak ω-limit set of {xn}. ‘‘→’’ and ‘‘⇀’’ denote strong and weak convergence, respectively. Recall the following
concepts.
(1) T is uniformly Lipschitzian if there exists a constant L > 0 such thatT nx− T ny ≤ L ‖x− y‖ for all integers n ≥ 1 and x, y ∈ C . (1.1)
(2) T is nonexpansive if
‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ C . (1.2)
(3) T is asymptotically nonexpansive if there exists a sequence {kn} of positive numbers satisfying the property
limn→∞ kn = 1 andT nx− T ny ≤ kn ‖x− y‖ for all integers n ≥ 1 and x, y ∈ C . (1.3)
(4) T is asymptotically nonexpansive in the intermediate sense [1] provided T is continuous and the following inequality
holds:
lim sup
n→∞
sup
x,y∈C
(
T nx− T ny− ‖x− y‖) ≤ 0. (1.4)
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(5) T is an asymptotically k-strictly pseudocontractivemapping [2]with sequence {γn} if there exists a constant k ∈ [0, 1)
and a sequence {γn} in [0,∞)with limn→∞ γn = 0 such thatT nx− T ny2 ≤ (1+ γn) ‖x− y‖2 + k x− T nx− (y− T ny)2 (1.5)
for all x, y ∈ C and n ∈ N .
Kim and Xu [2] proved every asymptotically k-strictly pseudocontractive mapping with sequence {γn} is a uniformly
L-Lipschitzian mapping with L = sup

k+√1+(1−k)γn
1−k :n ∈ N

.
(6) T is asymptotically k-strictly pseudocontractive mapping in the intermediate sense [3] with a sequence {γn} if there
exists a constant k ∈ [0, 1) and a sequence {γn} in [0,∞)with limn→∞ γn = 0 such that
lim sup
n→∞
sup
x,y∈C
(
T nx− T ny2 − (1+ γn) ‖x− y‖2 − k x− T nx− (y− T ny)2) ≤ 0 (1.6)
for all x, y ∈ C and n ∈ N .
Throughout this paper we assume that
cn = max

0, sup
x,y∈C
(
T nx− T ny2 − (1+ γn) ‖x− y‖2 − k x− T nx− (y− T ny)2) .
Then cn ≥ 0 for all n ∈ N, cn → 0 as n →∞ and (1.6) reduces to the relationT nx− T ny2 ≤ (1+ γn) ‖x− y‖2 + k x− T nx− (y− T ny)2 + cn (1.7)
for all x, y ∈ C and n ∈ N .
When cn = 0 for all n ∈ N in (1.7), then T is an asymptotically k-strict pseudocontractive mapping with sequence {γn}.
We note that T is not necessarily uniformly L-Lipschitzian (see [3, Lemma 2.6]).
Example 1.1 (Sahu et al. [3]). Let X = R and C = [0, 1]. For each x ∈ C , we define T : C → C by
Tx =

kx, if x ∈
[
0,
1
2
]
,
0, if x ∈

1
2
, 1
]
.
Then
(1) T is an asymptotically k-strictly pseudocontractive mapping in the intermediate sense.
(2) T is not continuous. Therefore T is not asymptotically k-strictly pseudocontractive and asymptotically nonexpansive
in the intermediate sense.
Example 1.2. Let X = R and C = [0, 1]. Let k ∈ [0, 1) be a constant. For all x ∈ C , we define T : C → C by
Tx =

1
4

1
2
− x+
√
2
2
, if x ∈
[
0,
1
2
]
,
√
x, if x ∈

1
2
, 1
]
.
Then
(1) T is asymptotically nonexpansive in the intermediate sense. Therefore T is an asymptotically k-strictly
pseudocontractive mapping in the intermediate sense.
(2) T is continuous but not uniformly L-Lipschitzian, and hence T is not asymptotically k-strictly pseudocontractive.
Example 1.3. Let X = R and C = [0, 1]. Let k ∈ [0, 1) be a constant. Let {an} be a sequence of positive numbers such that
an ↓ 0 and∏∞i=1(1 + an) = 4. Let {bn} be a sequence of positive numbers such that 1 + an = 12n+1bn , n ∈ N. We define
T : C → C by
Tx =

(1+ a1)x+ 12 , if x ∈ [0, b1],
1
2
+ 1
4
, if x ∈

b1,
1
2
]
.
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and
Tx =

(1+ an)

x−
n−1
i=1
1
2i

+
n−
i=1
1
2i
, if x ∈

n−1
i=1
1
2i
,
n−1
i=1
1
2i
+ bn

,
n+1−
i=1
1
2i
, if x ∈

n−1
i=1
1
2i
+ bn,
n−
i=1
1
2i

, n = 2, 3, 4, . . . .
and T1 = 1. Then
(1) T is (1+ a1)-Lipschitzian. Furthermore T is uniformly 4-Lipschitzian.
(2) T is not asymptotically k-strictly pseudocontractive.
(3) T is an asymptotically k-strictly pseudocontractive mapping in the intermediate sense.
Recall that a mapping A : C → H is called monotone if
⟨Au− Av, u− v⟩ ≥ 0, ∀u, v ∈ C .
A mapping A of C into H is called α-inverse strongly monotone, see [4], if there exists a positive real number α such that
⟨x− y, Ax− Ay⟩ ≥ α ‖Ax− Ay‖2 ,
for all x, y ∈ C . It is obvious that any α-inverse strongly monotone mapping A is monotone and Lipschitz continuous.
Let φ : C × C → R be a bifunction, where R is the set of real number. The equilibrium problem for the function φ is to
find a point x ∈ C such that
φ(x, y) ≥ 0 for all y ∈ C . (1.8)
The set of solutions of (1.8) is denoted by EP(φ). In 2005, Combettes and Hirstoaga [5] introduced an iterative scheme of
finding the best approximation to the initial data when EP(φ) is nonempty and they also proved a strong convergence
theorem.
For a bifunction φ : C × C → R and a nonlinear mapping A : C → H , we consider the following equilibrium problem:
Find z ∈ C such that φ(z, y)+ ⟨Az, y− z⟩ ≥ 0, ∀y ∈ C . (1.9)
The set of such that z ∈ C is denoted by EP , i.e., EP = {z ∈ C : φ(z, y)+ ⟨Az, y− z⟩ ≥ 0, ∀y ∈ C}. In the case of
A = 0, EP = EP(φ). In the case ofφ ≡ 0, EP is denoted by VI(C, A). Numerous problems in physics, optimization, variational
inequalities, minimax problems, the Nash equilibrium problem in noncooperative games, economics reduce to finding a
solution of (1.9) see, for instance, [6–8].
Recall that Mann’s iteration algorithm was introduced by Mann [9] in 1953. Since then, the construction of fixed points
for nonexpansive mappings and asymptotically k-strictly pseudocontractions via Mann’s iteration algorithm has been
extensively investigated by many authors (see, e.g., [10–12]).
Mann’s iteration algorithm generates a sequence {xn} by the following manner:
∀x0 ∈ C, xn+1 = αnxn + (1− αn)Txn, n ≥ 0, (1.10)
where {αn} is a real sequence in (0, 1)which satisfies certain control conditions.
On the other hand, recently, Qin et al. [13] introduced the following algorithm for a finite family of asymptotically k-
strictly pseudocontractions. Let x0 ∈ C and {αn}∞n=0 be a sequence in (0, 1). The sequence {xn} generated by the following
way:
x1 = α0x0 + (1− α0)T1x0,
x2 = α1x1 + (1− α1)T2x1,
...
xN = αN−1xN−1 + (1− αN−1)TNxN−1,
xN+1 = αNxN + (1− αN)T 21 xN ,
...
x2N = α2N−1x2N−1 + (1− α2N−1)T 2Nx2N−1,
x2N+1 = α2Nx2N + (1− α2N)T 31 x2N ,
...
is called the explicit iterative sequence of a finite family of asymptotically k-strictly pseudocontractions {T1, T2, . . . , TN}.
Since, for each n ≥ 1, it can be written as n = (h − 1)N + i, where i = i(n) ∈ {1, 2, . . . ,N} , h = h(n) ≥ 1 is a positive
integer and h(n)→∞, as n →∞. We can rewrite the above table in the following compact form:
xn = αn−1xn−1 + (1− αn−1)T h(n)i(n) xn−1, ∀n ≥ 0. (1.11)
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Then they proved some weak and strong convergence theorems for a finite family of asymptotically k-strictly
pseudocontractions by algorithm (1.11). More precisely, they proved the following theorem.
Theorem 1.1. Let C be a closed convex subset of a Hilbert space H and N ≥ 1 be an integer. Let, for each 1 ≤ i ≤ N, Ti :
C → C be an asymptotically ki-strictly pseudocontractive mapping for some 0 ≤ ki < 1 and a sequence

kn,i

such that∑∞
n=0(kn,i − 1) < ∞. Let k = max {ki:1 ≤ i ≤ N} and {kn} = max

kn,i:1 ≤ i ≤ N

. Assume that the common fixed point
set ∩Ni=1 F(Ti) of a family {Ti}Ni=1 is nonempty. For any x0 ∈ C, let {xn} be the sequence generated by the cyclic algorithm (1.11).
Assume that the control sequence {αn} is chosen such that k + ϵ ≤ αn ≤ 1 − ϵ for all n ≥ 0 and some ϵ ∈ (0, 1). Then {xn}
converges weakly to a common fixed point of the family {Ti}Ni=1.
Theorem 1.2. Let C be a closed convex subset of aHilbert spaceH andN ≥ 1 be an integer. Let, for each1 ≤ i ≤ N, Ti : C → C be
an asymptotically ki-strictly pseudocontractive mapping for some 0 ≤ ki < 1 and a sequence

kn,i

. Let k = max {ki:1 ≤ i ≤ N}
and {kn} = max

kn,i:1 ≤ i ≤ N

. Assume that the common fixed point set F = ∩Ni=1 F(Ti) of a family {Ti}Ni=1 is nonempty and
bounded. For x0 ∈ C, let {xn} be the sequence generated by the following algorithm:
x0 ∈ C chosen arbitrarily,
yn−1 = αn−1xn−1 + (1− αn−1)T h(n)i(n) xn−1,
Cn =

v ∈ C : ‖yn−1 − v‖2 ≤ ‖xn−1 − v‖2 + θn−1 − (1− αn−1)(αn−1 − k)
T h(n)i(n) xn−1 − xn−12 ,
Qn = {v ∈ C : ⟨xn−1 − v, x0 − xn−1⟩ ≥ 0} ,
xn = PCn−1∩Qn−1x0, ∀n ≥ 1,
(1.12)
where θn−1 = (k2h(n) − 1)(1 − αn−1)ρ2n−1 → 0 as n → ∞, where ρn−1 = sup {‖xn−1 − v‖ : v ∈ F} < ∞. If the control
sequence {αn} is chosen such that αn < 1, then {xn} converges strongly to PFx0.
Very recently, Sahu et al. [3] studied the weak and strong convergence of the modified Mann iteration process (1.13) for
the class of asymptotically k-strictly pseudocontractive mappings in the intermediate sense. More precisely, they obtained
the following theorems.
Theorem 1.3. Let C be a nonempty closed convex subset of a Hilbert space H and T : C → C be a uniformly continuous
asymptotically k-strictly pseudocontractive mapping in the intermediate sense with sequence {γn} such that F(T ) ≠ ∅ and∑∞
n=1 γn <∞. Assume that {αn} is a sequence in (0, 1) such that 0 < δ ≤ αn ≤ 1− k− δ and
∑∞
n=1 αncn <∞. Let {xn}∞n=1
be a sequence in C generated by the modified Mann iteration process:
xn+1 = (1− αn)xn + αnT nxn for all n ∈ N. (1.13)
Then {xn} converges weakly to an element of F(T ).
Theorem 1.4. Let C be a nonempty closed convex subset of a Hilbert space H and T : C → C a uniformly continuous
asymptotically k-strictly pseudocontractive mapping in the intermediate sense with sequence {γn} such that F(T ) is nonempty
and bounded. Let {αn} be a sequence in [0, 1] such that 0 < δ ≤ αn ≤ 1−k for all n ∈ N. Let {xn} be the sequence in C generated
by the following (CQ) algorithm:
u = x1 ∈ C chosen arbitrarily,
yn = (1− αn)xn + αnT nxn,
Cn =

z ∈ C : ‖yn − z‖2 ≤ ‖xn − z‖2 + θn

,
Qn = {z ∈ C : ⟨xn − z, u− xn⟩ ≥ 0} ,
xn = PCn∩Qn(u), ∀n ≥ 1,
(1.14)
where θn = cn + γn∆n and∆n = sup {‖xn − z‖ : z ∈ F(T )} <∞. Then {xn} converges strongly to PF(T )(u)
On the other hand, for finding a common element of EP(φ) ∩ F(S), Tada and Takahashi [14] introduced the following
iterative scheme by the hybrid method in a Hilbert space: x0 = x ∈ H and let
un ∈ C such that φ(un, y)+ 1rn ⟨y− un, un − xn⟩ ≥ 0, ∀y ∈ C,
wn = (1− αn)xn + αnSun,
Cn = {z ∈ H : ‖wn − z‖ ≤ ‖xn − z‖} ,
Qn = {z ∈ C : ⟨xn − z, x0 − xn⟩ ≥ 0} ,
xn+1 = PCn∩Qnx0,
(1.15)
for every n ∈ N ∪ {0}, where {αn} ⊂ [a, b] for some a, b ∈ (0, 1) and {rn} ⊂ (0,∞) satisfies lim infn→∞ rn > 0. Further,
they proved {xn} and {un} converge strongly to z ∈ EP(φ) ∩ F(S), where z = PEP(φ)∩F(S)x0.
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Inspired and motivated by the above facts, it is the purpose of this paper to introduce a modified explicit iterative
process for finding a common element of the set of common fixed points of a finite family of asymptotically k-strictly
pseudocontractive mappings in the intermediate sense and the set of solutions of an equilibrium problem. Then we prove
some weak and strong convergence theorems which extend and improve the corresponding results of Qin et al. [13,3,14]
and many others.
2. Preliminaries
It is well known that H satisfies the Opial condition [15], that is, for any sequence {xn}with xn ⇀ x, the inequality
lim inf
n→∞ ‖xn − x‖ < lim infn→∞ ‖xn − y‖
holds for every y ∈ H with y ≠ x. Hilbert space H satisfies the Kadec–Klee property [16,17], that is, for any sequence {xn}
with xn ⇀ x and ‖xn‖ → ‖x‖ together imply ‖xn − x‖ → 0.
Let C be a closed convex subset of H . For every point x ∈ H , there exists a unique nearest point in C , denoted by PCx such
that
‖x− PCx‖ ≤ ‖x− y‖ for all y ∈ C .
PC is called the metric projection of H onto C . It is well known that PC is a nonexpansive mapping.
We need some facts and tools in a real Hilbert space H which are listed as lemmas below.
Lemma 2.1 ([18, Lemma 1.3]). Let C be a closed convex subset of H. Given x ∈ H and z ∈ C. Then z = PCx if and only if there
holds the relation
⟨x− z, y− z⟩ ≤ 0, ∀y ∈ C .
Lemma 2.2 ([19]). Let C be a nonempty closed convex subset of H and also given a real number a ∈ R. The set
D := v ∈ C : ‖y− v‖2 ≤ ‖x− v‖2 + ⟨z, v⟩ + a
is convex and closed.
Lemma 2.3 ([18, Lemma 1.1]). Let H be a real Hilbert space. There holds the following identities
(i) ‖x− y‖2 = ‖x‖2 − ‖y‖2 − 2 ⟨x− y, y⟩ , ∀x, y ∈ H,
(ii) ‖tx+ (1− t)y‖2 = t ‖x‖2 + (1− t) ‖y‖2 − t(1− t) ‖x− y‖2 , ∀t ∈ [0, 1], ∀x, y ∈ H,
(iii) If {xn} is a sequence in H weakly converging to z, then
lim sup
n→∞
‖xn − y‖2 = lim sup
n→∞
‖xn − z‖2 + ‖z − y‖2 , ∀y ∈ H.
Lemma 2.4 ([10]). Let {rn} , {sn} and {tn} be three nonnegative sequences satisfying the following condition:
rn+1 ≤ (1+ sn)rn + tn, ∀n ∈ N.
If
∑∞
n=1 sn <∞ and
∑∞
n=1 tn <∞, then limn→∞ rn exists.
Lemma 2.5 ([3, Proposition 3.1]). Let C be a nonempty closed convex subset of a Hilbert space H and T : C → C a continuous
asymptotically k-strictly pseudocontractive mapping in the intermediate sense. Then I − T is demiclosed at zero in the sense that
if {xn} is a sequence in C such that xn ⇀ x ∈ C and lim supm→∞ lim supn→∞ ‖xn − Tmxn‖ = 0, then (I − T )x = 0.
Lemma 2.6 ([3, Proposition 3.3]). Let C be a nonempty closed convex subset of a Hilbert space H and T : C → C a continuous
asymptotically k-strictly pseudocontractive mapping in the intermediate sense. Then F(T ) is closed and convex.
Lemma 2.7 ([3, Lemma 2.6]). Let C be a nonempty subset of a Hilbert space H and T : C → C an asymptotically k-strictly
pseudocontractive mapping in the intermediate sense with sequence {γn}. ThenT nx− T ny ≤ 1
1− k

k ‖x− y‖ +

(1+ (1− k)γn) ‖x− y‖2 + (1− k)cn

for all x, y ∈ C and n ∈ N.
For solving the equilibrium problem, let us assume that the bifunction φ satisfies the following conditions (see [6]):
(A1) φ(x, x) = 0 for all x ∈ C;
(A2) φ is monotone, i.e., φ(x, y)+ φ(y, x) ≤ 0 for any x, y ∈ C;
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(A3) φ(., y) is upper-hemicontinuous, i.e., for each x, y, z ∈ C
lim sup
t→0+
φ(tz + (1− t)x, y) ≤ φ(x, y);
(A4) φ(x, .) is convex and weakly lower semicontinuous for each x ∈ C .
The following lemma appears implicitly in [6].
Lemma 2.8 ([6]). Let C be a nonempty closed convex subset of H and let φ be a bifunction of C × C into R satisfying (A1)–(A4).
Let r > 0 and x ∈ H. Then, there exists z ∈ C such that
φ(z, y)+ 1
r
⟨y− z, z − x⟩ ≥ 0 for all y ∈ C .
The following lemma was also given in [5].
Lemma 2.9 ([5]). Assume that φ : C × C → R satisfies (A1)–(A4). For r > 0 and x ∈ H, define a mapping Tr : H → C as
follows:
Tr(x) =

z ∈ C : φ(z, y)+ 1
r
⟨y− z, z − x⟩ ≥ 0 ∀y ∈ C

for all z ∈ H. Then, the following hold:
(1) Tr is single-valued;
(2) Tr is firmly nonexpansive, i.e., for any x, y ∈ H, ‖Trx− Try‖2 ≤ ⟨Trx− Try, x− y⟩.
This implies that ‖Trx− Try‖ ≤ ‖x− y‖ , ∀x, y ∈ H, i.e., Tr is a nonexpansive mapping.
(3) F(Tr) = EP(φ), ∀r > 0;
(4) EP(φ) is a closed and convex set.
Proposition 2.1. Let N ≥ 1 be an integer, let, for each 1 ≤ i ≤ N, Ti : C → C be a ki-strictly asymptotically pseudocontractive
mapping in the intermediate sense for some 0 ≤ ki < 1with sequences

γn,i
 ⊂ [0,∞) such that limn→∞ γn,i = 0 and cn,i ⊂
[0,∞) such that limn→∞ cn,i = 0, then there exists a constant k = max {ki : 1 ≤ i ≤ N} and γn = max

γn,i : 1 ≤ i ≤ N

and
cn = max

cn,i : 1 ≤ i ≤ N

such thatT ni x− T ni y2 ≤ (1+ γn) ‖x− y‖2 + k (I − T ni )x− (I − T ni )y2 + cn,
for all 1 ≤ i ≤ N, where limn→∞ γn = 0 and limn→∞ cn = 0.
Proof. Observe thatT ni x− T ni y2 ≤ (1+ γn,i) ‖x− y‖2 + ki (I − T ni )x− (I − T ni )y2 + cn,i
for all 1 ≤ i ≤ N . Letting k = max {ki : 1 ≤ i ≤ N}, γn = max

γn,i : 1 ≤ i ≤ N

and cn = max{cn,i : 1 ≤ i ≤ N}, then we
have {rn} ⊂ [0,∞)with limn→∞ γn = 0 and {cn} ⊂ [0,∞)with limn→∞ cn = 0 andT ni x− T ni y2 ≤ (1+ γn,i) ‖x− y‖2 + ki (I − T ni )x− (I − T ni )y2 + cn,i
≤ (1+ γn) ‖x− y‖2 + k
(I − T ni )x− (I − T ni )y2 + cn.
This completes the proof. 
3. Weak convergence theorems
Theorem 3.1. Let C be a nonempty closed convex subset of a real Hilbert space H and N ≥ 1 be an integer, φ : C → C be
a bifunction satisfying (A1)–(A4) and A be an α-inverse strongly monotone mapping of C into H. Let, for each 1 ≤ i ≤ N,
Ti : C → C be a uniformly continuous ki-strictly asymptotically pseudocontractive mapping in the intermediate sense for some
0 ≤ ki < 1 with sequences

γn,i
 ⊂ [0,∞) such that ∑∞n=1 γn,i < ∞ and cn,i ⊂ [0,∞) such that limn→∞ cn,i = 0. Let
k = max {ki : 1 ≤ i ≤ N} , γn = max

γn,i : 1 ≤ i ≤ N

and cn = max

cn,i : 1 ≤ i ≤ N

. Assume that F := ∩Ni=1 F(Ti) ∩ EP
is nonempty. Let {xn} and {un} be sequences generated initially by arbitrary element x1 ∈ C and then by
φ(un, y)+ ⟨Axn, y− un⟩ + 1rn ⟨y− un, un − xn⟩ ≥ 0, ∀y ∈ C,
zn = (1− βn)un + βnT k(n)i(n) un,
xn+1 = (1− αn)un + αnzn, ∀n ≥ 1,
(3.1)
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where {αn} , {βn} and {rn} satisfy the following conditions:
(i) 0 < a ≤ αn ≤ 1,
(ii) 0 < δ ≤ βn ≤ 1− k− δ < 1,
(iii)
∞−
n=1
βncn <∞,
(iv) 0 < b ≤ rn ≤ c < 2α.
Then, the sequences {xn} and {un} converge weakly to an element of F .
Proof. We divide the proof into five steps.
Step 1. We prove that limn→∞ ‖xn − p‖ exists, ∀p ∈ F .
Indeed, let p ∈ F , it follows from the definition of Ti and Lemma 2.3(ii) that
‖zn − p‖2 =
(1− βn)(un − p)+ βn(T k(n)i(n) un − p)2
= (1− βn) ‖un − p‖2 + βn
T k(n)i(n) un − p2 − βn(1− βn) T k(n)i(n) un − un2
≤ (1− βn) ‖un − p‖2 + βn
[
(1+ γk(n)) ‖un − p‖2 + k
T k(n)i(n) un − un2 + ck(n)]
−βn(1− βn)
T k(n)i(n) un − un2
≤ (1+ γk(n)) ‖un − p‖2 − βn(1− βn − k)
T k(n)i(n) un − un2 + βnck(n)
≤ (1+ γk(n)) ‖un − p‖2 − δ2
T k(n)i(n) un − un2 + βnck(n). (3.2)
By virtue of the convexity of ‖.‖2 and (3.2), we have
‖xn+1 − p‖2 = ‖(1− αn)(un − p)+ αn(zn − p)‖2
≤ (1− αn) ‖un − p‖2 + αn ‖zn − p‖2
≤ (1− αn) ‖un − p‖2 + αn(1+ γk(n)) ‖un − p‖2 − αnδ2
T k(n)i(n) un − un2 + αnβnck(n)
≤ (1+ γk(n)) ‖un − p‖2 − aδ2
T k(n)i(n) un − un2 + βnck(n). (3.3)
Next, we show that (I − rnA) is nonexpansive. Let x, y ∈ C . Since A is α-inverse strongly monotone and rn < 2α ∀n ∈ N ,
we have
‖(I − rnA)x− (I − rnA)y‖2 = ‖x− y− rn(Ax− Ay)‖2
= ‖x− y‖2 − 2rn ⟨x− y, Ax− Ay⟩ + r2n ‖Ax− Ay‖2
≤ ‖x− y‖2 − 2αrn ‖Ax− Ay‖2 + r2n ‖Ax− Ay‖2
= ‖x− y‖2 + rn(rn − 2α) ‖Ax− Ay‖2
≤ ‖x− y‖2 .
Thus (I − rn)A is nonexpansive. By Lemma 2.9, we have un = Trn(xn − rnAxn) and p = Trn(p− rnAp),∀n ∈ N .
Since I − rnA and Trn are nonexpansive, we obtain
‖un − p‖ ≤
Trn(xn − rnAxn)− Trn(p− rnAp) ≤ ‖xn − p‖ , for all n ≥ 1. (3.4)
Substituting (3.4) into (3.3), we obtain
‖xn+1 − p‖2 ≤ (1+ γk(n)) ‖xn − p‖2 − aδ2
T k(n)i(n) un − un2 + βnck(n)
≤ (1+ γn) ‖xn − p‖2 + βncn. (3.5)
Noting the conditions
∑∞
n=1 γn <∞ and
∑∞
n=1 βncn <∞, it follows from Lemma 2.4 that limn→∞ ‖xn − p‖ exists.
Step 2. We claim that limn→∞
un − un+j = 0, limn→∞ xn − xn+j = 0; ∀j = 1, 2, . . . ,N .
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It is easy to see from (3.5) that
aδ2
T k(n)i(n) un − un2 ≤ (1+ γk(n)) ‖xn − p‖2 − ‖xn+1 − p‖2 + βnck(n)
≤ (1+ γn) ‖xn − p‖2 − ‖xn+1 − p‖2 + βncn.
Taking the limit as n →∞ yields that
lim
n→∞
T k(n)i(n) un − un = 0. (3.6)
It follows that
‖zn − un‖ = βn
T k(n)i(n) un − un→ 0, as n →∞, (3.7)
and hence
‖xn+1 − un‖ = αn ‖zn − un‖ → 0, as n →∞. (3.8)
Let p ∈ F , it follows from (3.3) that
‖xn+1 − p‖2 ≤ (1+ γk(n)) ‖un − p‖2 + βnck(n)
= (1+ γk(n))
Trn(I − rnA)xn − Trn(I − rnA)p2 + βnck(n)
≤ (1+ γk(n)) ‖(I − rnA)xn − (I − rnA)p‖2 + βnck(n)
≤ (1+ γk(n))
‖xn − p‖2 + rn(rn − 2α) ‖Axn − Ap‖2+ βnck(n).
This implies that
(1+ γk(n))b(2α − c) ‖Axn − Ap‖2 ≤ (1+ γk(n)) ‖xn − p‖2 − ‖xn+1 − p‖2 + βnck(n).
Noticing the existence of limn→∞ ‖xn − p‖2 and limn→∞ βnck(n) = 0, limn→∞ γk(n) = 0, we have
lim
n→∞ ‖Axn − Ap‖ = 0.
From Lemmas 2.9 and 2.3(i), one has
‖un − p‖2 =
Trn(I − rnA)xn − Trn(I − rnA)p2
≤ ⟨(xn − rnAxn)− (p− rnAp), un − p⟩
= 1
2
‖xn − rnAxn − (p− rnAp)‖2 + ‖un − p‖2 − ‖xn − rnAxn − (p− rnAp)− (un − p)‖2
≤ 1
2
‖xn − p‖2 + ‖un − p‖2 − ‖xn − un − rn(Axn − Ap)‖2
= 1
2
‖xn − p‖2 + ‖un − p‖2 − ‖xn − un‖2 + 2rn ⟨xn − un, Axn − Ap⟩ − r2n ‖Axn − Ap‖2 .
This implies that
‖un − p‖2 ≤ ‖xn − p‖2 − ‖xn − un‖2 + 2rn ⟨xn − un, Axn − Ap⟩ − r2n ‖Axn − Ap‖2
≤ ‖xn − p‖2 − ‖xn − un‖2 + 2rn ⟨xn − un, Axn − Ap⟩
≤ ‖xn − p‖2 − ‖xn − un‖2 + 2rn ‖xn − un‖ ‖Axn − Ap‖ . (3.9)
Substituting (3.9) into (3.3), we obtain
‖xn+1 − p‖2 ≤ (1+ γk(n))
‖xn − p‖2 − ‖xn − un‖2 + 2rn ‖xn − un‖ ‖Axn − Ap‖
− aδ2
T k(n)i(n) un − un2 + βnck(n)
≤ (1+ γk(n)) ‖xn − p‖2 − (1+ γk(n)) ‖xn − un‖2 + 2(1+ γk(n))rn ‖xn − un‖ ‖Axn − Ap‖ + βnck(n),
which implies
(1+ γk(n)) ‖xn − un‖2 ≤ (1+ γk(n)) ‖xn − p‖2 − ‖xn+1 − p‖2 + 2(1+ γk(n))rn ‖xn − un‖ ‖Axn − Ap‖ + βnck(n).
The existence of limn→∞ ‖xn − p‖ and limn→∞ γk(n) = 0 and limn→∞ βnck(n) = 0 and limn→∞ ‖Axn − Ap‖ = 0 imply that
lim
n→∞ ‖un − xn‖ = 0. (3.10)
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Combining (3.8) and (3.10), we have
‖un+1 − un‖ ≤ ‖un+1 − xn+1‖ + ‖xn+1 − un‖ → 0, as n →∞. (3.11)
It follows that
lim
n→∞
un − un+j = 0, ∀j = 1, 2, . . . ,N. (3.12)
It follows from (3.10) and (3.11) that
‖xn+1 − xn‖ ≤ ‖xn+1 − un+1‖ + ‖un+1 − un‖ + ‖un − xn‖ → 0, as n →∞. (3.13)
This implies that
lim
n→∞
xn − xn+j = 0, ∀j = 1, 2, . . . ,N. (3.14)
Step 3. We claim that limn→∞ ‖un − Tlun‖ = 0, limn→∞ ‖xn − Tlxn‖ = 0, for all l = 1, 2, . . . ,N .
Since, for any positive integer n ≥ N , it can be written as n = (k(n) − 1)N + i(n), where i(n) ∈ {1, 2, . . . ,N}. Observe
that
‖un − Tnun‖ ≤
un − T k(n)i(n) un+ T k(n)i(n) un − Tnun
=
un − T k(n)i(n) un+ T k(n)i(n) un − Ti(n)un . (3.15)
Next, we prove that limn→∞
T k(n)−1i(n) un − un = 0.
Since, for each n ≥ N, n = (n− N)(mod N) and n = (k(n)− 1)N + i(n), we have
n− N = (k(n)− 2)N + i(n) = (k(n− N)− 1)N + i(n− N).
That is
k(n− N) = k(n)− 1, i(n− N) = i(n).
Therefore,T k(n)−1i(n) un − un ≤ T k(n)−1i(n) un − T k(n)−1i(n−N) un−N+1+ T k(n)−1i(n−N) un−N+1 − T k(n−N)i(n−N) un−N
+
T k(n−N)i(n−N) un−N − un−N+ ‖un−N − un−N+1‖ + ‖un−N+1 − un‖
=
T k(n)−1i(n) un − T k(n)−1i(n) un−N+1+ T k(n−N)i(n−N) un−N+1 − T k(n−N)i(n−N) un−N
+
T k(n−N)i(n−N) un−N − un−N+ ‖un−N − un−N+1‖ + ‖un−N+1 − un‖ . (3.16)
Applying Lemma 2.7, (3.6) and (3.12)–(3.16), we have
lim
n→∞
T k(n)−1i(n) un − un = 0. (3.17)
Using the uniformly continuity of Ti, we obtain
lim
n→∞
T k(n)i(n) un − Ti(n)un = 0. (3.18)
Noting (3.6) and (3.18), it follows from (3.15) that
lim
n→∞ ‖un − Tnun‖ = 0.
We also haveun − Tn+jun ≤ un − un+j+ un+j − Tn+jun+j+ Tn+jun+j − Tn+jun→ 0, as n →∞,
for any j = 1, 2, . . . ,N , which gives that
lim
n→∞ ‖un − Tlun‖ = 0; ∀l = 1, 2, . . . ,N. (3.19)
Moreover, for each l ∈ {1, 2, . . . ,N}, we obtain that
‖xn − Tlxn‖ ≤ ‖xn − un‖ + ‖un − Tlun‖ + ‖Tlun − Tlxn‖ → 0 as n →∞. (3.20)
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Step 4. We prove that
wω(xn) ⊂ F := ∩Ni=1 F(Ti) ∩ EP. (3.21)
In fact, since {xn} is bounded and H is reflexive,wω(xn) is nonempty. Let ω ∈ wω(xn) be an arbitrary element. Then there
exists a subsequence

xni

of {xn} converging weakly to ω. Note that Tl is uniformly continuous and ‖xn − Tlxn‖ → 0,∀l ∈
{1, 2, . . . ,N}, we see that xn − Tml xn→ 0, for all m ∈ N . By Lemma 2.5, we obtain ω ∈ ∩Ni=1 F(Ti). It follows from (3.10)
that uni ⇀ ω as i →∞. Next we show that ω ∈ EP .
Since un = Trn(xn − rnAxn), for any y ∈ C we have
φ(un, y)+ ⟨Axn, y− un⟩ + 1rn ⟨y− un, un − xn⟩ ≥ 0.
From (A2), we have
⟨Axn, y− un⟩ + 1rn ⟨y− un, un − xn⟩ ≥ φ(y, un).
Replacing n by ni, we obtain
Axni , y− uni
+ y− uni , uni − xnirni

≥ φ(y, uni). (3.22)
Put zt = ty+ (1− t)ω for all t ∈ (0, 1] and y ∈ C . Then, we have zt ∈ C . So, from (3.22) we have
zt − uni , Azt
 ≥ zt − uni , Azt − Axni , zt − uni − zt − uni , uni − xnirni

+ φ(zt , uni)
= zt − uni , Azt − Auni + zt − uni , Auni − Axni − zt − uni , uni − xnirni

+ φ(zt , uni).
Since
uni − xni → 0, we have Auni − Axni → 0. Further, from monotonicity of A, we have ⟨zt − uni , Azt − Auni⟩ > 0.
So, from (A4) we have
⟨zt − ω, Azt⟩ ≥ φ(zt , ω), (3.23)
as i →∞. From (A1), (A4) and (3.23), we also have
0 = φ(zt , zt) ≤ tφ(zt , y)+ (1− t)φ(zt , ω)
≤ tφ(zt , y)+ (1− t) ⟨zt − ω, Azt⟩
= tφ(zt , y)+ (1− t)t ⟨y− ω, Azt⟩ ,
and hence
0 ≤ φ(zt , y)+ (1− t) ⟨y− ω, Azt⟩ .
Letting t → 0, we have, for each y ∈ C ,
0 ≤ φ(ω, y)+ ⟨y− ω, Aω⟩ .
This implies ω ∈ EP . Thereforewω(xn) ⊂ F := ∩Ni=1 F(Ti) ∩ EP .
Step 5. We show that {xn} and {un} converge weakly to an element of F := ∩Ni=1 F(Ti) ∩ EP .
Indeed, for the above purpose, it is sufficient to show thatwω(xn) is a single-point set. We take z1, z2 ∈ wω(xn) arbitrary
and let

xki

and

xmj

be subsequences of {xn} such that xki ⇀ z1 and xmj ⇀ z2, respectively. Since limn→∞ ‖xn − p‖ exists
for each p ∈ F and z1, z2 ∈ F , it follows from Lemma 2.3(iii) that
lim
n→∞ ‖xn − z1‖
2 = lim
j→∞
xmj − z12
= lim
j→∞
xmj − z22 + ‖z2 − z1‖2
= lim
i→∞
xki − z22 + ‖z2 − z1‖2
= lim
i→∞
xki − z12 + 2 ‖z2 − z1‖2
= lim
n→∞ ‖xn − z1‖
2 + 2 ‖z2 − z1‖2 .
Hence z1 = z2. This implies thatwω(xn) is a single-point set. This completes the proof of Theorem 3.1. 
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Corollary 3.2. Let C be a nonempty closed convex subset of a real Hilbert space H andN ≥ 1 be an integer, let, for each 1 ≤ i ≤ N,
Ti : C → C be a uniformly continuous ki-strictly asymptotically pseudocontractive mapping in the intermediate sense for some
0 ≤ ki < 1 with sequences

γn,i
 ⊂ [0,∞) such that ∑∞n=1 γn,i < ∞ and cn,i ⊂ [0,∞) such that limn→∞ cn,i = 0.
Let k = max {ki : 1 ≤ i ≤ N} , γn = max

γn,i : 1 ≤ i ≤ N

and cn = max

cn,i : 1 ≤ i ≤ N

. Assume that ∩Ni=1 F(Ti) is
nonempty. Let {xn} be a sequence generated initially by arbitrary element x1 ∈ C and then by
zn = (1− βn)xn + βnT k(n)i(n) xn,
xn+1 = (1− αn)xn + αnzn, ∀n ≥ 1, (3.24)
where {αn} and {βn} satisfy the following conditions:
(i) 0 < a ≤ αn ≤ 1,
(ii) 0 < δ ≤ βn ≤ 1− k− δ < 1,
(iii)
∞−
n=1
βncn <∞.
Then, the sequence {xn} converges weakly to an element of ∩Ni=1 F(Ti).
Proof. Putting φ(x, y) ≡ 0, ∀x, y ∈ C and A = 0 and rn = 1 for all n ∈ N in Theorem 3.1, we have un = PCxn = xn, the
conclusion of Corollary 3.2 can be obtained from Theorem 3.1 immediately. 
Remark 3.3. Corollary 3.2 extends Theorem 3.4 of Sahu et al. [3] from one asymptotically k-strictly pseudocontractive
mapping in the intermediate sense to a finite family of asymptotically ki-strictly pseudocontractive mappings in the
intermediate sense.
Remark 3.4. Corollary 3.2 extends also Theorem 2.1 of Qin et al. [13] from a finite family of asymptotically ki-strictly
pseudocontractive mappings to a more general finite family of asymptotically ki-strictly pseudocontractive mappings in
the intermediate sense.
4. Strong convergence theorems
Theorem 4.1. Let C be a nonempty closed convex subset of a real Hilbert space H and N ≥ 1 be an integer, φ : C → C be
a bifunction satisfying (A1)–(A4) and A be an α-inverse strongly monotone mapping of C into H. Let, for each 1 ≤ i ≤ N,
Ti : C → C be a uniformly continuous ki-strictly asymptotically pseudocontractive mapping in the intermediate sense for some
0 ≤ ki < 1 with sequences

γn,i
 ⊂ [0,∞) such that limn→∞ γn,i = 0 and cn,i ⊂ [0,∞) such that limn→∞ cn,i = 0. Let
k = max {ki : 1 ≤ i ≤ N} , γn = max

γn,i : 1 ≤ i ≤ N

and cn = max

cn,i : 1 ≤ i ≤ N

. Assume that F := ∩Ni=1 F(Ti) ∩ EP
is nonempty and bounded. Let {αn} and {βn} be sequences in [0, 1] such that 0 < a ≤ αn ≤ 1, 0 < δ ≤ βn ≤ 1 − k for all
n ∈ N and 0 < b ≤ rn ≤ c < 2α. Let {xn} and {un} be sequences generated by the following algorithm:
x0 ∈ C chosen arbitrarily,
un ∈ C such that φ(un, y)+ ⟨Axn, y− un⟩ + 1rn ⟨y− un, un − xn⟩ ≥ 0, ∀y ∈ C,
zn = (1− βn)un + βnT k(n)i(n) un,
yn = (1− αn)un + αnzn,
Cn =

v ∈ H : ‖yn − v‖2 ≤ ‖xn − v‖2 + θn

,
Qn = {v ∈ C : ⟨xn − v, x0 − xn⟩ ≥ 0} ,
xn+1 = PCn∩Qnx0, ∀n ∈ N ∪ {0} ,
(4.1)
where θn = γk(n)ρ2n + ck(n) → 0, as n →∞, where ρn = sup {‖xn − v‖ : v ∈ F} < ∞. Then {xn} and {un} converge strongly
to PFx0.
Proof. We divide the proof of Theorem 4.1 into four steps.
(I) We first show that the sequences {xn} and {un} are well defined.
From the definition of Cn and Qn, it is obvious that Cn is closed and Qn is closed and convex for each n ∈ N ∪ {0}. From
Lemma 2.2, we know that Cn is convex. So, Cn∩Qn is a closed convex subset of H for any n. Next, we show that F ⊆ Cn. From
the proof of Theorem 3.1, we know that (I − rnA) is nonexpansive.
By Lemma 2.9, we have un = Trn(xn − rnAxn) and p = Trn(p− rnAp), ∀n ∈ N .
Since I − rnA and Trn are nonexpansive, we have
‖un − p‖ ≤
Trn(xn − rnAxn)− Trn(p− rnAp) ≤ ‖xn − p‖ , for all n ≥ 1. (4.2)
It follows from the definition of Ti and Lemma 2.3(ii) that
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‖zn − p‖2 =
(1− βn)(un − p)+ βn(T k(n)i(n) un − p)2
= (1− βn) ‖un − p‖2 + βn
T k(n)i(n) un − p2 − βn(1− βn) T k(n)i(n) un − un2
≤ (1− βn) ‖un − p‖2 + βn
[
(1+ γk(n)) ‖un − p‖2 + k
T k(n)i(n) un − un2 + ck(n)]
−βn(1− βn)
T k(n)i(n) un − un2
≤ (1+ γk(n)) ‖un − p‖2 − βn(1− βn − k)
T k(n)i(n) un − un2 + βnck(n)
≤ (1+ γk(n)) ‖un − p‖2 + βnck(n). (4.3)
By virtue of the convexity of ‖.‖2, one has
‖yn − p‖2 = ‖(1− αn)(un − p)+ αn(zn − p)‖2
≤ (1− αn) ‖un − p‖2 + αn ‖zn − p‖2 . (4.4)
Substituting (4.2) and (4.3) into (4.4), we obtain
‖yn − p‖2 ≤ (1− αn) ‖un − p‖2 + αn

(1+ γk(n)) ‖un − p‖2 + βnck(n)

≤ ‖un − p‖2 + γk(n) ‖un − p‖2 + βnck(n)
≤ ‖un − p‖2 + θn
≤ ‖xn − p‖2 + θn. (4.5)
It follows that p ∈ Cn for all n ∈ N ∪ {0}.
Next, we prove that F ⊆ Qn,∀n ≥ 0. For n = 0, we have F ⊆ C = Q0. Assume that F ⊆ Qn−1. Since xn is the projection
of x0 onto Cn−1 ∩ Qn−1, by Lemma 2.1, we have
⟨x0 − xn, xn − v⟩ ≥ 0, ∀v ∈ Cn−1 ∩ Qn−1.
In particular, we have
⟨x0 − xn, xn − p⟩ ≥ 0
for each p ∈ F and hence p ∈ Qn. Hence F ⊂ Qn,∀n ≥ 0. So, we obtain that F ⊆ Cn ∩ Qn, ∀n ≥ 0. This implies that {xn} is
well defined. From Lemma 2.8, we know that {un} is also well defined.
(II) We prove that ‖un − Tlun‖ → 0, ‖xn − Tlxn‖ → 0, as n →∞; ∀l ∈ {1, 2, . . . ,N}.
Since F is a nonempty closed convex subset of H , there exists a unique z ′ ∈ F such that z ′ = PFx0.
From xn+1 = PCn∩Qnx0, we have
‖xn+1 − x0‖ ≤ ‖v − x0‖ for all v ∈ Cn ∩ Qn, for all n ∈ N ∪ {0} . (4.6)
Since z ′ ∈ F ⊂ Cn ∩ Qn, we have
‖xn+1 − x0‖ ≤
z ′ − x0 for all n ∈ N ∪ {0} .
Therefore, {xn} is bounded. So are {un} and {yn}. From the definition of Qn, we have xn = PQnx0, which together with the fact
that xn+1 ∈ Cn ∩ Qn ⊂ Qn implies that
‖x0 − xn‖ ≤ ‖x0 − xn+1‖ , ⟨x0 − xn, xn+1 − xn⟩ ≤ 0. (4.7)
This shows that the sequence {‖xn − x0‖} is nondecreasing. So, we have the limit of ‖xn − x0‖ exists.
It follows from Lemma 2.3(i) and (4.7) that
‖xn+1 − xn‖2 = ‖(xn+1 − x0)− (xn − x0)‖2
= ‖xn+1 − x0‖2 − ‖xn − x0‖2 − 2 ⟨xn+1 − xn, xn − x0⟩
≤ ‖xn+1 − x0‖2 − ‖xn − x0‖2 .
Noting that limn→∞ ‖xn − x0‖ exists, this implies
lim
n→∞ ‖xn − xn+1‖ = 0. (4.8)
Since xn+1 ∈ Cn, we have
‖yn − xn+1‖2 ≤ ‖xn − xn+1‖2 + θn.
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So, we have limn→∞ ‖yn − xn+1‖ = 0. It follows that
‖yn − xn‖ ≤ ‖yn − xn+1‖ + ‖xn+1 − xn‖ → 0, as n →∞. (4.9)
Next, we claim that limn→∞ ‖xn − un‖ = 0. Let p ∈ F , it follows from (4.5) that
‖yn − p‖2 ≤ ‖un − p‖2 + θn
= Trn(I − rnA)xn − Trn(I − rnA)p2 + θn
≤ ‖(I − rnA)xn − (I − rnA)p‖2 + θn
≤ ‖xn − p‖2 + rn(rn − 2α) ‖Axn − Ap‖2 + θn.
This implies that
b(2α − c) ‖Axn − Ap‖2 ≤ ‖xn − p‖2 − ‖yn − p‖2 + θn
≤ ‖xn − yn‖ (‖xn − p‖ + ‖yn − p‖)+ θn.
It follows from (4.9) that
lim
n→∞ ‖Axn − Ap‖ = 0.
Similar to the proof of (3.9), we know that
‖un − p‖2 ≤ ‖xn − p‖2 − ‖xn − un‖2 + 2rn ‖xn − un‖ ‖Axn − Ap‖ . (4.10)
By (4.5), we have
‖yn − p‖2 ≤ ‖un − p‖2 + θn. (4.11)
Substituting (4.10) into (4.11), we obtain
‖yn − p‖2 ≤ ‖xn − p‖2 − ‖xn − un‖2 + 2rn ‖xn − un‖ ‖Axn − Ap‖ + θn,
which implies
‖xn − un‖2 ≤ ‖xn − p‖2 − ‖yn − p‖2 + 2rn ‖xn − un‖ ‖Axn − Ap‖ + θn
≤ ‖xn − yn‖ (‖xn − p‖ + ‖yn − p‖)+ 2rn ‖xn − un‖ ‖Axn − Ap‖ + θn. (4.12)
Noting limn→∞ ‖Axn − Ap‖ = 0 and (4.9), it follows from (4.12) that
lim
n→∞ ‖un − xn‖ = 0. (4.13)
Noting the conditions 0 < a ≤ αn ≤ 1 and 0 < δ ≤ βn ≤ 1− k, we obtainT k(n)i(n) un − un = 1βn ‖zn − un‖
= 1
αnβn
‖yn − un‖
≤ 1
aδ
(‖yn − xn‖ + ‖xn − un‖)→ 0, as n →∞. (4.14)
Similar to the proof of Theorem 3.1, we have
lim
n→∞ ‖un − Tlun‖ = 0, limn→∞ ‖xn − Tlxn‖ = 0, ∀l = 1, 2, . . . ,N. (4.15)
(III) We prove that there exists a subsequence

xni

of {xn}which converges weakly to z, where z ∈ F .
Since {xn} is bounded and C is closed, there exists a subsequence

xni

of {xn}which converges weakly to z, where z ∈ C .
By using the same method as in the proof of Theorem 3.1, we easily obtain that z ∈ F .
(IV) Finally we show that xn → z, un → z, where z = PF (x0).
Since xn = PQnx0 and z ∈ F ⊂ Qn, we have
‖xn − x0‖ ≤ ‖z − x0‖ .
It follows from z ′ = PFx0 and the weak lower-semicontinuity of the norm thatz ′ − x0 ≤ ‖z − x0‖ ≤ lim inf
i→∞
xni − x0 ≤ lim sup
i→∞
xni − x0 ≤ z ′ − x0 .
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Thus, we obtain that limi→∞
xni − x0 = ‖z − x0‖ = z ′ − x0. Using the Kadec–Klee property of H , we obtain that
lim
i→∞ xni = z = z
′.
Since

xni

is an arbitrary subsequence of {xn}, we conclude that {xn} converges strongly to z = PFx0. By (4.13), we have
un → z = PFx0 also. This completes the proof of Theorem 4.1. 
Corollary 4.2. Let C be a nonempty closed convex subset of a real Hilbert space H and N ≥ 1 be an integer, φ : C → C be
a bifunction satisfying (A1)–(A4). Let, for each 1 ≤ i ≤ N, Ti : C → C be a uniformly continuous ki-strictly asymptotically
pseudocontractive mapping in the intermediate sense for some 0 ≤ ki < 1 with sequences

γn,i
 ⊂ [0,∞) such that
limn→∞ γn,i = 0 and

cn,i
 ⊂ [0,∞) such that limn→∞ cn,i = 0. Let k = max {ki : 1 ≤ i ≤ N} , γn = max γn,i : 1 ≤ i ≤ N
and cn = max

cn,i : 1 ≤ i ≤ N

. Assume that F := ∩Ni=1 F(Ti)∩EP(φ) is nonempty and bounded. Let {αn} and {βn} be sequences
in [0, 1] such that 0 < a ≤ αn ≤ 1, 0 < δ ≤ βn ≤ 1− k for all n ∈ N and {rn} ⊂ (0,∞) satisfies lim infn→∞ rn > 0. Let {xn}
and {un} be sequences generated by the following algorithm:
x0 ∈ C chosen arbitrarily,
un ∈ C such that φ(un, y)+ 1rn ⟨y− un, un − xn⟩ ≥ 0, ∀y ∈ C,
zn = (1− βn)un + βnT k(n)i(n) un,
yn = (1− αn)un + αnzn,
Cn =

v ∈ H : ‖yn − v‖2 ≤ ‖xn − v‖2 + θn

,
Qn = {v ∈ C : ⟨xn − v, x0 − xn⟩ ≥ 0} ,
xn+1 = PCn∩Qnx0, ∀n ∈ N ∪ {0} ,
(4.16)
where θn = γk(n)ρ2n + ck(n) → 0, as n →∞, where ρn = sup {‖xn − v‖ : v ∈ F} < ∞. Then {xn} and {un} converge strongly
to PFx0.
Proof. Putting A = 0, the conclusion of Corollary 4.2 can be obtained by Theorem 4.1 immediately. 
Remark 4.3. Corollary 4.2 extends the theorem of Tada and Takahashi [14] from a nonexpansive mapping to a finite family
of asymptotically ki-strictly pseudocontractive mappings in the intermediate sense.
Corollary 4.4. Let C be a nonempty closed convex subset of a real Hilbert space H andN ≥ 1 be an integer, let, for each 1 ≤ i ≤ N,
Ti : C → C be a uniformly continuous ki-strictly asymptotically pseudocontractive mapping in the intermediate sense for some
0 ≤ ki < 1 with sequences

γn,i
 ⊂ [0,∞) such that limn→∞ γn,i = 0 and cn,i ⊂ [0,∞) such that limn→∞ cn,i = 0.
Let k = max {ki : 1 ≤ i ≤ N} , γn = max

γn,i : 1 ≤ i ≤ N

and cn = max

cn,i : 1 ≤ i ≤ N

. Assume that F := ∩Ni=1 F(Ti) is
nonempty and bounded. Let {βn} be a sequence in [0, 1] such that 0 < δ ≤ βn ≤ 1 − k for all n ∈ N. Let {xn} be a sequence
generated by the following algorithm:
x0 ∈ C chosen arbitrarily,
yn = (1− βn)xn + βnT k(n)i(n) xn,
Cn =

v ∈ H : ‖yn − v‖2 ≤ ‖xn − v‖2 + θn

,
Qn = {v ∈ C : ⟨xn − v, x0 − xn⟩ ≥ 0} ,
xn+1 = PCn∩Qnx0, ∀n ∈ {0} ∪ N,
(4.17)
where θn = γk(n)ρ2n + ck(n) → 0, as n →∞, where ρn = sup {‖xn − v‖ : v ∈ F} <∞. Then {xn} converges strongly to PFx0.
Proof. Putting φ(x, y) ≡ 0, ∀x, y ∈ C, A = 0, rn = 1 and αn = 1, for all n ∈ N in Theorem 4.1, we have un = PCxn = xn.
The conclusion of Corollary 4.4 can be obtained from Theorem 4.1. 
Remark 4.5. Corollary 4.4 extends Theorem 4.1 of [3] and Theorem 2.2 of [13], respectively.
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