Landslides are common natural hazards occurring in most parts of the world and have considerable adverse economic effects. Residual shear strength of clay is one of the most important factors in the determination of stability of slopes or landslides. This effect is more pronounced in sensitive clays which show large changes in shear strength from peak to residual states. This study analyses the prediction of the residual strength of clay based on a new prediction model, functional networks (FN) using data available in the literature. The performance of FN was compared with support vector machine (SVM) and artificial neural network (ANN) based on statistical parameters like correlation coefficient (R), NashSutcliff coefficient of efficiency (E), absolute average error (AAE), maximum average error (MAE) and root mean square error (RMSE). Based on R and E parameters, FN is found to be a better prediction tool than ANN for the given data. However, the R and E values for FN are less than SVM. A prediction equation is presented that can be used by practicing geotechnical engineers. A sensitivity analysis is carried out to ascertain the importance of various inputs in the prediction of the output.
Introduction
Stability of natural slopes or landslides depends upon the shear strength parameters of clay, which varies significantly between the peak and residual states. At residual strength, due to remoulding, clay exhibits negligible cohesion and a decreased value of friction angle as compared to the peak state. Right from the early studies, residual strength has been associated with both reactivated landslides and first-time slope failures in terms of residual friction angle (f r ). Skempton (1964) was the first to study the effect of drained residual shear strength of soil for stability analysis of reactivated landslides and suggested that the decrease of shear strength is partly due to changes in orientation of clay particles upon unidirectional shearing. Kenney (1967) reported the effect of mineralogical composition of soils on their residual strength. Based on an analysis of 99 cases of landslide failure in 36 types of soft clays, stiff clays and clay shales, Mesri and Shahien (2003) observed that residual strength also develops in first-time slope failures.
Several attempts have been made in the past to correlate the residual friction angle of soils and their index properties such as Atterberg limits and clay fraction (CF). Skempton (1964) related the residual friction angle (f r ) value with the clay fraction. Many researchers (Voight, 1973; Kanji and Wolle, 1977; Bucher, 1975; Vaughan and Walbancke, 1975; Seycek, 1978; Vaughan et al., 1978; Fleischer and Scheffler, 1979; Lupini et al., 1981) postulated relationships between f r and plasticity index (PI). Relationships between f r and liquid limit (LL) were also proposed by Jamiolkowski and Pasqualini (1976) , Cancelli (1977) , Mesri and Cepeda-Diaz (1986) , Stark and Eid (1994) and Stark et al. (2005) . For sedimentary soil, Stark and Eid (1994) observed that the type of minerals and percent of clay governs the value of f r . Using LL as an indicator of clay mineral, they proposed correlations of f r with LL for various ranges of CF. Wesley (2003) observed that, most of the soil above the A-line have the f r < 10 , while those below the A-line have higher values of f r . A good relationship was found between f r and deviation from the A-line (DPI) for soils with LL > 50. The DPI is denoted as DPI ¼ PI À 0:73 Â ðLL À 20Þ
(1)
Based on direct shear test results on simulated soilerock mixtures that were developed by mixing kaolinite clay with sand, Vallejo and Zhou (1994) indicated that the shear strength of the whole mixture was governed by the concentration of sand in the mixture. For sand content <50%, the shear strength was influenced by clay. For sand concentration between 50 and 80%, the shear strength was provided partly by the shear strength of kaolin and partly by the frictional resistance between sand grains.
Based on an experiment on 80 specimens, Tiwari and Marui (2005) presented a triangular correlation chart to calculate f r based on mineralogical composition of soils. The chart provided correlation of f r with the liquid limit, the plasticity index, the clay fraction, the specific surface area and the proportion of the clay mineral smectite. This model gave good results for the specimen tested by them, but failed to correctly predict the values for 53 other samples tested by other researchers. Wen et al. (2007) examined the residual strength of soils from the slip zones of about 170 landslides in the Three Gorges Project (TGP) area, China, and concluded that clay content and Atterberg limits could be used to estimate the residual strength of soils finer than 2 mm, but they are not appropriate for the evaluation of residual strength of soils containing a considerable amount of gravelsized particles.
Studies done by Kaya and Kwong (2007) on soil properties of some active landslides in Hawaii showed a poor correlation between soil index properties and f r for colluvial soils, which are rich in an amorphous phase. Another study by Yanrong (2009) on slip zones of large landslides in the Three Gorges Project, China observed Atterberg limits, particle size distribution, normal stress, particle shape and shearing rate as the most influential factors affecting residual shear strength of composite soil. Thus the previous studies suggested that f r is affected by a number of index properties. But most of the relationships cited earlier are in the form of graphs and are not easy to use by geotechnical engineers in practice.
Nowadays Artificial Intelligence (AI) techniques like artificial neural network (ANN), support vector machine (SVM), and genetic programming (GP) are being used as alternate techniques to statistical methods in different fields of science and technology. used SVM for multi-classification of cardiac arrhythmias into five classes with an accuracy of 99.78%. used heart rate variability (HRV) signal to classify the cardiac arrhythmias into four classes using ANN analysis and found that it was very efficient with 100% accuracy. The use of ANN has been also found to be efficient as a PID controller (Dong et al., 2014) . However, GP was found to be more efficient compared to radial basis function (RBF) neural network in the automatic detection of atrial fibrillation based on HRV signals (Yaghouby et al., 2010) . AI techniques have been found to be better prediction tools for geoscience problems than conventional techniques (Goh, 2002; Kerh and Chu, 2002) . Kerh and Chu (2002) observed that for prediction of peak ground acceleration, ANN based model with strong motion has better prediction performance compared to conventional nonlinear regression models. Similarly, Goh (2002) reported that for liquefaction susceptibility analysis of ground using in-situ data, ANN based model is more efficient compared to available empirical models. Das (2013) presented a comprehensive review of the successful application of ANN in different geotechnical engineering problems. Das and Basudhar (2008) used artificial neural network (ANN) modelling to predict the f r of clay, but their study was limited to tropical soil of a specific region only. Das et al. (2011) provided an equation for the calculation of f r of soil based on their analysis of data using ANN and SVM. However, ANN has poor generalization, attributed to attainment of local minima during training and needs iterative learning steps to obtain better learning performances. SVM has better generalization compared to ANN, but the parameters (C) and insensitive loss function ( 3) need to be fine-tuned by the user. Moreover, these techniques will not produce a comprehensive model equation and are also called as 'black box' system (Giustolisi et al., 2007) .
Recently, a new prediction method, functional network (FN), which is based upon the structure of the physical world has been used in many fields of science and engineering including petroleum engineering (El-Sebakhy et al., 2007) , signal processing, pattern recognition, function approximations (Castillo et al., 1999) , realtime flood forecasting, science, bioinformatics, medicine (ElSebakhy et al., 2006) , mining, and structural engineering (Rajasekaran, 2004) . FN was introduced by Castillo Castillo et al., 2000a) , Gomez (Castillo and Ruiz-Cobo, 1992) , and Castillo et al. (Castillo et al., , 2000b as a powerful alternative to ANN.
FN as a new modelling scheme has been used in solving both prediction and classification problems. Hence, in the present study an attempt has been made to predict the residual friction of soil using FN based on a set of index properties including LL, PI, CF and DPI. The data set used for the study is the same as used by Das et al. (2011) . Functional Networks have not been applied to geotechnical engineering issues to the best of the knowledge of the authors. The following section briefly describes the concepts of FN. The results from FN have been compared with the results from ANN and SVM as obtained by Das et al. (2011) .
Functional networks
FN is a recently introduced extension of neural networks. In FN, the network's initial topology is derived based on modelling of the properties of the real world, i.e. the domain knowledge of the problem, whereas in ANN, the number of hidden layers and neurons in the hidden layer is selected by trial and error until a good fit to the data is obtained. Once the initial topology is available, functional equations can be used to arrive at a much simpler topology. FN, thus, eliminates the problem of neural networks being 'black boxes' by using both the domain knowledge, i.e., associative, commutative, distributive etc. and the data knowledge to derive the topology of the problem. Although FN can deal only with data, the class of problems where FN are most convenient is the class where knowledge about both the domain and the data are available.
FN uses domain knowledge to determine the structure of the network and data to estimate the unknown neuron functions. In FN, arbitrary neural functions are allowed and they are initially assumed to be multiargument and vector valued functions.
Differences between FN and ANN
The characteristic features of the FN and their respective differences from the neural networks can be enumerated as follows:
(1) In FN, the information for selection of topology can be derived either from the data or from domain knowledge or from combinations of the two, whereas, in neural networks, only the data is used. (2) In FN the functions are learned during the structural learning and estimated during the parametric learning whereas in neural networks, the neuron functions are assumed to be fixed and known and only the weights are learned. (3) FN can use arbitrary multiargument and vector valued functions, whereas in neural networks they are fixed sigmoidal functions. (4) Intermediate layers of units are introduced in functional network architectures to allow several neuron outputs to be connected to the same units. This is not possible in neural networks.
In FN, there are two types of learning:
(1) Structural learning: the initial topology of the network is reached based on properties available to the designer and further simplification is made to the topology using functional equations. (2) Parametric learning: the neuron functions are estimated based on combination of given functional families and estimating the associated parameters from the available data. This is similar to estimating the weights of the connections in a neural network. Fig. 1 shows the main elements generally encountered in every FN. They can be enumerated as:
Working with functional networks
(1) Storing units One layer of input storing units for the input data x 1 ; x 2 ; x 3 ; etc.
One layer of output storing units which contain output data f 4 ; f 5 . One or several layers of processing units evaluate inputs from the previous layer and delivers to the next layer, f 6 . (2) Layer of computing units, f 1 ; f 2 ; f 3 : a neuron in the computing unit evaluates a set of input values coming from a previous layer and delivers a set of output values of the next layer. All the elements shown in Fig. 1 form the functional network architecture. The network architecture defines the topology of the functional network and determines the functional capabilities of the network.
The followings are the steps required to work with FN:
Step 1: The physical relationship between input and output.
Step 2: Based on the data available in the problem, the initial topology of the FN is selected. Unlike neural networks, where the topology is selected by trial and error method, the topology in FN is selected on the basis of properties and leads to selection of a single network structure.
Step 3: The network achieved initially is simplified using functional equations. For a given functional network, it is assessed whether there can be another simpler network, which gives the same output for the given set of inputs. If there is such a network, the complex and simpler networks are called as equivalent FN.
Step 4: For a given topology, a unique neuron function is arrived at, that produces a set of output.
Step 5: This step includes collection of data for learning of the network.
Step 6: The neuron functions are estimated based on the data in step 5 and combination of given functional families. The learning may be linear or non-linear based on the linearity of the neuron functions obtained.
Step 7: The obtained model is checked for errors and cross validated against a different set of data.
Step 8: If the model is found to be satisfactory in the cross validation process, it is ready to be used.
The learning method of a functional network consists of obtaining the neural functions based on a set of data U ¼ fI i ; O i g; fi ¼ 1; 2; 3; 4; .; ng. The learning process is based on minimizing the Euclidean norm of the error function, given by
The approximate neural function f i ðxÞ may be arranged as
where f ¼ shape functions with algebraic expressions ð1; x; x 2 ; x 3 ; .; x n Þ, trigonometric functions such as ½1; sinðxÞ; cosðxÞ; sinð2xÞ; cosð2xÞ; sinð3xÞ; cosð3xÞ, or exponential functions such as ð1; e x ; e 2x ; .; e nx Þ. The associative optimization function may lead to a system of linear or nonlinear algebraic equations. f ðx þ yÞ ¼ f ðxÞ þ f ðyÞ; x; y˛R (4) 2.2.1. Associativity functional network This paper applies the use of associativity functional networks. In general, with the use of the basic theory of functional equations, any multi-input network can be transformed into an associative network (Castillo and Ruiz-Cobo, 1992; Castillo et al., 2000b) . Considering two inputs (x 1 , x 2 ) and an output (x 3 ), an associative functional network can be presented as follows:
where, s ¼ number of inputs, f si can be polynomial, trigonometric, exponential or any admissible function and is called as shape function and m is the degree of functions used. Fig. 2 shows such an associative FN. The function f 3 can be expressed as:
From the input functions, we can construct,
Thus, the error in the jth data is given by, Figure 1 . A functional network.
To estimate the coefficients, a i ; i ¼ 1; 2; 3; .; m, the sum of squared errors is minimized as:
subject to,
where a is a real constant.
Using the Lagrangian multiplier technique, an auxiliary function is built as,
where,
The minimum of Eq. (11) is found from Eqs. (13) and (14).
The above system of equations has (m þ 1) equations and (m þ 1) unknowns and can be solved to get the coefficients a i ; i ¼ 1; 2; 3; .; m.
In matrix form BB
where B is the matrix of coefficients b ij and a ¼ a 1 ; a 2 ; a 3 ; .; a m . This matrix can be written in simpler form as,
Solving for unknowns for any given v, and u the coefficients a ¼ a 1 ; a 2 ; a 3 ; .; a m can be determined. For m ¼ 1, a can be used to write the equation, 
Database and preprocessing
In this study, databases available in the literature from landslide areas, slope failure areas, debris flow areas and volcanic eruption areas have been used (Das et al., 2011) . The residual friction values used in this study were determined using a laboratory ring shear test, and the average friction angle was considered. The 131 records used in this study include the index properties of soil (LL, PL, PI, CF and DPI) and the output, f r . The soils studied herein have a broad range of geologic and geographic origins as reflected in the wide range of values with large standard deviation values (Table 1) .
Results and discussions
Two different models have been analyzed in the present study with the use of FN. The first model (Model 1) consists of four inputs (LL, PI, CF, DPI) with one output (f r ). The second (Model 2) model consists of two inputs (DPI and CF) with one output f r . The data were normalized in the range [0, 1] for analysis. The FN was implemented using MATLAB (Mathworks Inc., 2005) .
Model 1
Out of the 131 available data, 98 (75%) randomly selected data were used for training and the rest was used for testing. Using prescribed neural function and degree of the selected function, the model in functional network is developed. By an increase in the degree the obtained results would be more accurate, but at the same time the complexity of the problem also increases. Fig. 3 shows a plot between the degree of neural function and R value in testing obtained for polynomial, exponential, sin and cos functions. It can be seen from the plot that there is a sharp rise in the R value initially. After a degree 10 of the neural function, the R value remains approximately the same. If a degree above 10 is taken, it increases the complexity of the model without much increase in the accuracy. Hence a tradeoff was made in the present study and a polynomial neural function with degree 10 was selected to model the FN. Fig. 4 provides the associative FN used to obtain the results. The prescribed equation for this model is given by Eq. (18).
where, n ¼ no. of variables, m ¼ degree of variable.
Here, n ¼ 4 and m ¼ 10, and the above Eq. (18) can be written in expanded form as: 
The coefficient a i,j , i ¼ 1 to 4; j ¼ 1 to 10 is obtained from FN training. The values of the variables to be entered in Eqs. (19) to (23) are the normalized value of the inputs between 0 and 1. The sum of values from Eqs. (19) to (23) gives the normalized value of the residual friction angle. The denormalized value is obtained using Eq. (24). 4 r;denorm ¼ 4 r;norm ð39 À 5:5Þ þ 5:5 (24) Fig. 5a ,b shows the plot of measured versus predicted values for the training and testing data respectively. It can be seen from the figures that the scatterness of the data points from the line of equality is within the 80% prediction limit. Table 2 provides the results of the FN model in terms of statistical parameters. The R values for the training and testing were found to be 0.914 and 0.898, respectively. According to Smith (1986) , if jRj value is greater than 0.8, a strong correlation exists between the two sets of variables. Hence, the R values for training and testing data for Model 1 suggest a good prediction of the residual friction angle values by FN.
The correlation coefficient (R) and root means square error (RMSE) are mostly used for performance criteria evaluation. However, R is a biased parameter and sometimes, higher values of R may not necessarily indicate better performance of the model because of the tendency of the model to be biased toward higher or lower values (Das and Basudhar, 2006) . So, Nash-Sutcliff coefficient of efficiency (E) is also considered. The E is defined as
and, f rðmÞ , f rðmÞ , f rðpÞ are the measured, average, and predicted residual friction angle (f r ), respectively. The E value compares the modelled and measured values of the variable and evaluates how far the network is able to explain total variance in the data set. The overfitting ratio is defined as the ratio of RMSE for testing and training data, and it defines the generalization. The overfitting value was found to be 0.877. The values of all other parameters are given in Table 2 . The comparison of results of FN with ANN for Model 1 for testing shows that the statistical performance of FN in terms of R (0.911), RMSE (2.781), MAE (8.955) and AAE (2.098) is better than the ANN. The corresponding values of R, RMSE, MAE and AAE for SVM were found to better than FN (Table 2) indicating that SVM has a better performance than FN. The difference between the values of statistical criteria like R, E and AAE for SVM and FN for testing data suggests that the results from FN are marginally poorer than SVM. There was a larger difference in value of FN and SVM for MAE (6.996). However, in terms of RMSE, the results from FN was found to be better than SVM.
Cumulative probability of the f rðpÞ =f rðmÞ has also been considered for the assessment of the model. The ratio f rðpÞ =f rðmÞ is arranged in ascending order and the cumulative probability is calculated from the formula:
where, i is the order number given to the f rðpÞ =f rðmÞ ratio and n is the number of data points. If the computed value of 50% cumulative probability (P 50 ) is less than unity, under prediction is implied; values greater than unity means over prediction. The 'best' model corresponds to the P 50 value close to unity. The 90% cumulative probability (P 90 ) reflects the variation in the ratio of f rðpÞ =f rðmÞ for the total observations. The model with f rðpÞ =f rðmÞ close to 1.0 is the better model. Fig. 6 shows the variation of f rðpÞ =f rðmÞ with cumulative probability (%) for FN model. The value of P 50 was found to be close to 1 (1.002). However, P 90 value was found to be 1.44. Hence, the model shows over prediction at 90% cumulative probability.
Sensitivity analysis
The sensitivity analysis is an essential tool to ascertain the importance of each input in a prediction model. In this study, the sensitivity analysis is done according to Gandomi et al. (2013) . To calculate the sensitivity of the output with respect to any input, the respective input is varied and other parameters are kept equal to their values in accordance with Eqs. (29) and (30) . Table 3 shows the sensitivity analysis of inputs for FN models. DPI was found to be the most important input followed by LL, PI and CF. Figure 6 . Cumulative probability distribution of training and testing data for Model 1.
Model 2
Similar to Model 1, 98 (75%) randomly selected data were used for training and the rest were used for testing. Fig. 7 shows a plot between the degree of neural function and R value in testing obtained for polynomial, exponential, sin and cos functions. For Model 2 also, a sharp rise in the R value is observed initially. The R values remained approximately same from degree 10 to 15 and then there was a decrease in the R value for polynomial, exponential and cos functions. However, a rise in the R value is observed after degree 15. In accordance with these observations, a FN model was selected with sin as the neural function with degree 18. The resulting associative FN is shown in Fig. 8 . The prediction equation for Model 2 can be obtained in the same manner as Model 1. The results obtained for Model 2 are also presented in Table 2 . A plot of predicted vs. measured values for training and testing data are shown in Fig. 9a,b , respectively. Based on the 80% prediction limit lines, it can be seen that most of the data points lie within the range of 80% prediction.
The R values for the training and testing were found to be very close to 0.8, hence, we can assume that there is a fairly good prediction (Smith, 1986) of the residual friction angle values by FN for Model 2, but these are not as efficient as Model 1.
A comparison of the value of R, E, AAE, MAE and RMSE from ANN, SVM and FN again shows that FN is better in the prediction of residual friction angle values than ANN, but is poorer compared to SVM. However, the difference of values of R and E between FN and SVM was found to be larger for Model 2. Also, the RMSE value for FN was lesser than SVM for Model 2. Overall, it was noticed that the Model 2 (considering two inputs) was less efficient than the Model 1 (with four inputs). Das et al. (2011) also presented similar observations. Cumulative probability distribution curves for both training and testing data for Model 2 are shown in Fig. 10 . The values of P 50 and P 90 obtained were 1.058 and 1.647, respectively. These values are in close conformity with the required values of P 50 . The value of overfitting ratio was found to be 0.855.
From the above discussion, it can be inferred that the prediction capability of the Model 2 is not as good as that of the Model 1. The degree of neural function selected for the Model 2 is 18 which gives high value of coefficients, a ij (of the order of 10 9 ). Consequently, the equation for Model 2 and its sensitivity analysis has not been presented in this study.
Conclusions
This paper discussed FN as an alternate tool to predict the residual strength of clay. Data previously available in the literature was used to train the functional network. Two types of models were developed. Model 1 included four inputs (LL, PL, PI, CF and DPI) and Model 2 included two inputs (CF and DPI) with one output f r . Based on the results and discussions following conclusions can be made. Based on the value of R and E, the results of FN were found to be better than ANN. The best R value obtained from different ANN algorithms, for Model 1, for training and testing data was found to be equal to 0.888 and 0.738, respectively, whereas the corresponding value for FN was 0.914 and 0.898; suggesting that FN is more efficient than ANN. The RMSE values for Model 1 for training (3.624) and testing (2.782) for FN were less than that of SVM, 9.970 for training and 6.700 for testing. However, the R and E values for FN were poorer than SVM. It was observed that the Model 1 with four inputs was better in performance as compared to Model 2 with two inputs. The sensitivity analysis of inputs according to Model 1 indicates DPI as the most important input followed by LL, PI and CF.
A prediction equation is also provided that can be used by the practicing geotechnical engineers to calculate the residual friction angle value if the index properties of the soil are available.
