Abstract This paper presents a novel approach to describe the normal behavior of computer networks (as used in IDS) based on Support Vector Data Description (SVDD). In the proposed method we find a minimal hyper-ellipse around the normal objects in the input space. Hyper-ellipse can be expanded in high dimensional space (ESVDD) or to be used as a preprocessing in SVDD method (PESVDD) to obtain better results for IDS. KDD-cup99 has been used as data set for test of the proposed method. The overall experiments show prominence of our work in comparison with similar previous works.
Introduction
Intrusion detection is one major research problem in network security which analyzes the network traffic and looks for potential threats. There are two general approaches to intrusion detection: Misuse Intrusion Detection (MID) and Anomaly Intrusion Detection (AID) [1] [2] [3] . Misuse detection systems, detect known attacks using predefined attack patterns and signatures [4, 5] . Anomaly detection systems detect attacks by observing deviations from the normal behavior of the system [6] .
Both groups of methods have their advantages and disadvantages. Misuse detection methods are fundamentally limited to known attacks. On the other hand, anomaly detection methods are capable to detect known and unknown attacks. However, new legitimate behavior can be falsely identified as an attack, resulting in a false positive. The problem with current state-of-the-art is to reduce false negative and false positive rate, although it is difficult to achieve both simultaneously. The capability of detecting new attacks makes anomaly detection methods an interesting topic of active research.
The one-class classification problem is a kind of anomaly detection systems among machine learning techniques. In this kind of classification, we assume one class of data as target class and the rest classified as outlier. One-class classification is particularly significant in applications where only a single class of data objects is applicable and easy to obtain. Objects from other classes could be too difficult or expensive to be made available. So we would only describe the target class to separate it from outlier.
Three general approaches have been proposed to resolve the one-class classification problems [7] as follows:-(1) The most straightforward method to obtain a one-class classifier is to estimate the density of the training data and to set a threshold on its density. Several distributions can be assumed, such as a Gaussian or a Poisson distribution. The most popular three density models are Gaussian model, mixture of Gaussians and Parzen density [8, 9] . (2) In second method a closed boundary around the target set is optimized.
K-centers, nearest neighborhood method and support vector data description (SVDD) are example of boundary methods [10, 11] . (3) Reconstruction methods are other one-class classification methods which have not been primarily constructed for one-class classification, but rather to model data. By using prior knowledge about data and making assumptions about the generating process, a model is chosen and fitted to data. Some types of reconstruction methods are: the k-means clustering, learning vector quantization, self-organizing maps, PCA, a mixture of PCAs, diabolo networks, and auto-encoder networks.
The SVDD is a kind of one-class classification method based on Support Vector Machine [12] . It tries to construct a boundary around the target data by enclosing the target data within a minimum hyper-sphere. Inspired by the support vector machines (SVMs), SVDD decision boundary is described by a few target objects, known as support vectors (SVs). One more flexible boundary can be obtained with introduction of kernel functions, by which data are mapped into a high-dimensional space. The most commonly used kernel function is Gaussian kernel [13] .
Nowadays, the SVDD method widely uses in outlier detection problems [14] [15] [16] [17] [18] . Intrusion detection is a big and complex outlier detection problem. In this problem normal behaviors are always accessible contrary to intrusion ones. Obtaining the intrusion samples is very costly process. Hence we can use SVDD and other oneclass classification as solution. These methods just focus on normal behaviors and do not need the intrusion patterns to generate decision boundaries.
In this paper we propose a novel one-class classifier based on the SVDD method which is applied in intrusion detection. In this method we try to fit a better boundary around the normal samples. The SVDD method sometimes could not obtain an appropriate decision boundary in the input space and the good result depends on the proper kernel function. Generally, it is been found that by describing the target class with more precision in the input space; the better results will be obtained. Hence, we define a hyper-ellipse around the target class to get a tighter boundary. Indisputably hyper-ellipse constructs a better decision boundary from hyper-sphere in the input space. The experiments confirm the prominence of our proposed method against the standard SVDD in both input and high-dimensional space. Furthermore we use this hyper-ellipse to define a mapping function as a preprocessing for the SVDD method for intrusion detection.
The paper is organized as follows. In the next section intrusion detection methods are reviewed. In Sect. 3 the SVDD method is described. The proposed methods are explained in Sect. 4, and eventually, experimental results are presented.
Intrusion Detection Methods
Network security aims to protect the entire infrastructure of a computer network and its corresponding services from unauthorized access. There are several fundamental components in network security:-(1) Security-specific infrastructures, such as hardware-and software-based firewalls and physical security approaches. (2) Security polices, which include security protocols, users' authentications, authorizations, access controls, information integrity and confidentiality. (3) Detection of malicious programs, including anti-viruses, worms, or Trojan horses, and spyware or malware. (4) Intrusion detection and prevention, which encompasses network traffic surveillance and analyzing and profiling user behavior [19] .
Since James P. Anderson outlined the increasing awareness of computer security problems and presented a project plan to address computer security challenges in 1972 for the United States Air Force (USAF), interest in intrusion detection research has been growing. For more than three decades, it widely used to overcome security threats in computer networks and to identify unauthorized use, misuse, and abuse of computer systems.
In general, intrusion detection is the process of identifying and responding to malicious activity targeted at computing and networking resources [20] . According to this definition an intrusion detection system (IDS) is a security management system for computers and networks which gathers and analyzes data from various areas within a computer or a network to identify possible security breaches. IDS are split into two groups, anomaly detection systems and misuse detection systems.
Each of these approaches has its own strengths and weaknesses. Misuse detection systems generally have very low false positive rates, which indicate error rates of mistakenly detected non-intrusion cases. For this reason, this approach can be seen at work in the majority of commercial systems [21] . However, they are unable to identify novel or obfuscated attacks, leading to high false negative rates, which represent error rates of missed detection cases.
Anomaly-based systems, on the other hand, are able to detect novel attacks but currently produce a large number of false positives. This stems from the inability of current anomaly-based techniques to cope adequately with the fact that in the real world normal, legitimate computer network and system usage changes over time, meaning that any profile of normal behavior also needs to be dynamic and has to be kept updated [22] .
There are many various techniques which have been utilized for intrusion detection such as statistical approaches, data mining, Fourier analysis, hybrid model, agent-based approach and kernel approach. Data mining is an information extraction approach used to discover hidden facts contained in data. It employs a combination of machine learning, statistical analysis, modeling techniques, and database technology to find patterns and subtle relationships in data and infers rules that allow the prediction of future results. We can apply data mining to develop rules that accurately capture the behavior of intrusions and normal activities. Three types of algorithms that could be particularly useful for mining audit data:
(1) Classification: to map a data item into one of several predefined categories, (2) Link analysis: to determine relationships between fields in database records, and (3) Sequence analysis: to discover what time-based sequences of audit events frequently occur concurrently.
The data mining based detection models performed as good as the best system built using manual knowledge engineering approaches.
Here we focus on data mining approaches because we can easily look at the problem of intrusion detection as a data clustering issue. The main goal in intrusion detection systems is the separation of normal samples from the outliers. Hence oneclass classification methods can be useful for this purpose. These classification methods can describe target objects more accurately. In the following subsection we explain one of the best methods in description of data in special domain.
Support Vector Data Description (SVDD)
The SVDD is a one-class classification method that estimates the distributional support of a dataset. A flexible closed boundary function is used to separate trustworthy data on the inside from outliers on the outside [12, 23] .
The basic idea of SVDD is to find a minimum hyper-sphere containing all the objective samples and none of the nonobjective samples. The hyper-sphere is specified by its center a and its radius R. The data description is achieved by minimizing the error function:
FðR; aÞ ¼ R 2 ð1Þ s:t:
In order to allow for outliers in the training dataset, the distance of each training sample x i to the center of the sphere should not be strictly smaller than R 2 . However, large distances should be penalized. Therefore, after introducing slack variables n i ! 0 the minimization problem becomes:
The parameter C gives the tradeoff between the volume of the description and the errors. The constraints can be incorporated into the error function by introducing Lagrange multipliers and constructing the Lagrangian.
LðR; a; a i ; c i ;
With the Lagrange multipliers of a i C 0, and c i C 0. Setting partial derivatives to 0 gives these constraints:
From the above equations and the fact that the Lagrange multipliers are not all negative, when we add the condition 0 B a i B C. Lagrange multipliers c i can be safely removed. So the problem can be transformed into maximizing the following function L with respect to the Lagrange multipliers a i :
Note that from (7), the center of the sphere is a linear combination of the training samples. Only those training samples x i which satisfy (4) by equality are needed to generate the description since their coefficients are not zero. Hence, these samples are called Support Vectors. The radius can be computed using any of the support vectors:- To judge a test sample z whether is in the target class, its distance to the center of sphere is computed and compared with R. It will be accepted, if satisfies (12) , and rejected otherwise.
SVDD is stated in terms of inner products. For more flexible boundaries, therefore, inner products of samples (x i Áx j ) can be replaced by a kernel function K(x j , x j ), where K(x i , x j ) satisfies Mercer's theorem [23] . This implicitly, maps samples into a nonlinear space to obtain a more tight and non-linear boundaries. In this context, the SVDD problem of (9) can be expressed as:
Several kernel functions have been proposed for the SV classifier. Not all kernel functions are equally useful for the SVDD. It has been demonstrated that using the Gaussian kernel:
results in tighter description. By changing the value of S in the Gaussian kernel, the description transforms from a solid hyper-sphere to a Parzen density estimator.
The Proposed Methods
The SVDD method does not seem to get a good decision boundary in the input space. For example, Fig. 1 shows the different datasets in the 2-dimensional space. The SVDD method fits a sphere around the target class as a separator in the input space. In this situation, the generated boundary covers the large amount of outlier space incorrectly. It just generates an acceptable boundary in spherical datasets (Fig. 1b) . We propose a new method which generates a better decision boundary around the target class in the input space. In this space a more precision boundary is obtained if we use an ellipse instead of a sphere which is presented in the SVDD method. In the high dimensional input space, we can also use a hyper-ellipse as a substitute for a hyper-sphere. Although this technique is more useful for the elliptical datasets (Fig. 1a) , it also generates noticeable results on the other datasets such as banana datasets (Fig. 1c) . On the other hand an ellipse is a general form of a sphere; so in the worst case it transforms to a sphere and we obtain the same decision boundary as the standard SVDD method (Fig. 1b) .
Here we try to find a hyper-ellipse with a minimum volume which encloses all or most of these target objects [26] . This technique results in a better decision boundary in the high-dimensional space as well as the input space. The best results for SVDD method depends on using Gaussian kernel. This kernel transforms input space into a high-dimensional space with infinite dimensions. Indisputably in this space a hyper-ellipse with infinite radii is a more accurate boundary in comparison to a hyper-sphere with just one radius, because these radii help in tightening the boundary of target objects and describing them more precisely.
The problem of finding the minimum hyper-ellipse around n samples with d dimensions represented by a center a and the radii R j which can be formulated as:
Corresponding to the presented SVDD to allow for outliers in the training dataset, each training sample x i should not be strictly in the hyper-ellipse. However, large distances should be penalized, so that, after introducing slack variables n i C 0 the minimization problem becomes:
where C controls the trade-off between the hyper-ellipse volume and the description error. In order to solve the minimization problem in (17), the constraints of (18) are introduced to the error function using Lagrange multipliers:
where a i C 0 and c i C 0 are Lagrange multipliers. Note that for each object x i in dimension j a corresponding a i and c i are defined. L has to be minimized with respect to R j , n i and maximized with respect to a i and c i . A test object z is accepted when it satisfies the following inequality
In SVDD method we can easily use the kernel trick to get more precise results, because it is stated in terms of inner products. However (18) is very complicated and we cannot apply the kernel trick to it. Hence we extract the transformation functions from the kernel functions and use these functions to create the high dimensional space. This technique is completely explained in the next subsections.
Here we can apply two techniques for getting better results. In the first manner we can generate a high dimensional space and expand this hyper-ellipse in this new space. Secondly we can use the achieved hyper-ellipse as a preprocessing in the SVDD method to obtain better results.
Fitting a Hyper-Ellipse in the High Dimensional Space (ESVDD)
Similar to SVDD, we can obtain better results by using the hyper-ellipse model. Assume we have a mapping U for data fitting. We can apply this mapping to (17) and we obtain:
According to [24] we can get these U functions from the standard kernels which is been proposed for the support vector classifier. For example to find the U function for polynomial kernel with d = 2, in the 2-dimensional space, we should do the following procedure:
In the SVDD method, using the Gaussian kernel instead of the polynomial kernel results in tighter descriptions. So we use this kernel for a random ellipsoid dataset. First we extract the U function from the Gaussian kernel. For this reason we solve the following problem:
If we suppose S = 1 then: The Taylor formula for e 2x i y i is
By using proper substitutions we can get desired U function. For example in the 1-dimensional input space and using four terms to compute the Taylor formula, the following U function is obtained. For the Gaussian kernel no finite mapping U(x) of object x can be given. But we can get an approximation of U functions by using the Taylor formula. So we can use these functions for mapping input space into high-dimensional space.
U Functions characteristics
Now we confronted a new difficulty about the U functions. As mentioned in the previous section, the Gaussian kernel has no finite mapping U(x) of object x. So we use an approximation of U functions. If we consider these functions with more attention, interesting results are obtained.
For example in the 4-dimensional space we get a U function which is mapping this space into 10,000-dimensional space, although many of these dimensions contained very small coefficient. So eliminating of these dimensions does not impose a critical error in the final results. Figure 2 shows the logarithm of coefficients for each dimension. Just few dimensions have considerable coefficients which can be efficient in the transformed domain. Therefore we can map 4-dimensional space into a smaller high-dimensional space with fewer dimensions. These dimensions are selected from 10,000 dimensions which have considerable coefficients (bigger than 10 -6 ). Hence many of these dimensions are useless and can be eliminated.
Applying a Preprocessing in the SVDD Method (PESVDD)
In this section we proposed a new preprocessing technique for SVDD method which can lead to better results in practice. In the first step, we find the minimal hyper- ellipse which covers the target objects in the input space. Hence we have to solve this optimization problem which explained before. The achieved minimum hyperellipse around n target samples with j dimensions represented by a center a and the radii R j (j = 1, …, d). Then we normalize data in respect to center and radii of obtained hyper-ellipse. In other words we define a simple mapping function which is shown in (26) to decrease the variance of data.
According to this transformation the new samples have smaller variance and would be suitable for using in the SVDD method. We show that this preprocessing has two advantages; on the one hand it leads to generate better decision boundary and on the other hand the final results are less influenced by changing the user defined parameters.
Here we apply the SVDD method to a simple synthetic dataset with and without this preprocessing technique. Figure 3 shows that the usage of this mapping function decreases the variance of samples. In this manner we obtain a very smooth and useful decision boundary. 
Experiments
We compare the performances of the SVDD and new proposed methods with a synthetic dataset and some of datasets taken from UCI Machine Learning Dataset Repository [25] . In the last of this section we apply this method for intrusion detection problem. Table 1 provides details about the datasets that are used here.
In Iris and balance-scale datasets three classes with four features are existed. Since, to use them for outlier detection, two of the classes are used as the target class while the remainder class is considered as outlier. Haberman's Survival dataset has two classes and uses three features. In this dataset we have 225 samples in one class and 81 samples in the other one. So we can use it easily for a one class classification problem. In this situation, the class with more samples supposed as the target class.
In the first step we should create some U functions for mapping the various input space into a high dimension high-dimensional space.
Here we deal with datasets by 2, 3 or 4 dimensions. The related mapping function characteristics are presented in Table 2 . For example U 1 is a mapping function which transforms a sample with 2 dimensions into a new position in a 100 dimensions space. We repeat all of the experiments with some of the selected dimensions of U functions (U 0 ). According to the previous section we claim that reducing the dimensions in the high-dimensional space has not any critical effects in the classification. Even in some cases fewer dimensions lead to better results. performance of SVDD and ESVDD methods with Iris, balance-scale and haberman datasets in 10 Iterations. The prominence of our proposed methods will be so clear when we use an elliptical synthetic dataset. In these experiments, we use the same user defined parameters. Thus ESVDD generates better decision boundary than SVDD in the non-spherical datasets specially.
The KDD-cup 1999 data was created based on the 1998 MIT-DARPA, it is available to download from the Information and Computer Science website, at the University of California at Irvine. Similar to the 1998 MIT-DARPA data, the full KDD-cup 1999 dataset, includes 7 weeks of TCP dump network traffic training data that was processed into approximately five million connection records, and 2 weeks of testing data, comprised of 38 different attack types that can be grouped into 5 categories which are shown in Table 4 . The attacks types are grouped into four groups:
1. Probing: is a class of attacks where an attacker scans a network to gather information or find known vulnerabilities; surveillance and other probing, e.g., port scanning. 2. DOS: Denial of Service; is a class of attacks where an attacker makes some computing or memory resource too busy or too full to handle legitimate requests, thus denying legitimate users access to a machine, e.g., Syn-flood. 3. U2R: User to root exploits are a class of attacks where an attacker starts out with access to a normal user account on the system and is able to exploit vulnerability to gain root access to the system; unauthorized access to local super user (root) privileges, e.g., various ''buffer overflow'' attacks. 4. R2L: A remote to user (R2L) attack is a class of attacks where an attacker sends packets to a machine over a network, then exploits machine's vulnerability to illegally gain local access as a user; unauthorized access from a remote machine, e.g., guessing password.
The training data is made up of 22 different attacks out of the 39 present in the test data. Table 7 in the Appendix shows the different attack types for both training (known) and the additional attack types included for testing (novel) for the four categories. The known attack types are those present in the training dataset while the novel attacks are the additional attacks in the test datasets not available in the training datasets. The testing data does not have the same probability distribution as the training data, and includes additional specific attack types. The KDD-cup 1999 data includes 41 variables that extended from the 11 variables of the raw 1998 MIT-DARPA data. These variables can be found in the Appendix (See Table 8 ).
Evaluating Measures
In the world of Data Mining and One-class classification methods some well-defined standard measures exist for evaluation. In general, there are four situations in intrusion detecting procedure which are shown in Table 5 . According to this table two kinds of error will occur. In the false positive error we detect a normal sample as an intrusion. On the other hand, detecting an intrusion sample as a normal sample, lead to a false negative error. The other two situations present the right detections. Different measures are defined with the aid of these four situations. Some of these measures are defined below.
In these formulations P(p) and P(n) are the total number of positive and negative samples sequentially. Precision is the number of correct positive predictions compared to the total number of positive predictions. Recall is the number of correct positive predictions compared to the total number of positive data. F-measure is a tradeoff between these two measures. Another common measure is Classification Accuracy (CA) which tells you how well a classification algorithm works. DR computes detection rate and FAR uses to compute the false alarm rate.
Experiments for KDD-cup 1999 Dataset
Here we apply the proposed methods to KDD-cup 1999 dataset. As an optional step we do a feature selection method to decrease the dimensions of samples. This step has many influences in execution time for ESVDD approach specially. Table 6 gives the experimental results of intrusion detection using ESVDD and PESVDD methods. In these experiments we use Gaussian kernel to get better results. All methods are executed in equal conditions by same learning and testing samples. ESVDD and PESVDD are new one-class classification methods. Hence, we just focus on normal samples and use them in the learning step. Then we can detect attacks by observing deviations from the normal samples.
Conclusion
In this paper, we propose a new approach to make the SVDD boundary closely fit the contour of the target data. The SVDD method uses a hyper-sphere which cannot be a good decision boundary for the target data, in the input space. So we define a hyper-ellipse instead of a hyper-sphere and resolve the equations by applying this alteration. Experiments show that using a hyper-ellipse leads to better results in the high-dimensional space beside the input space.
Furthermore we can use the achieved minimal hyper-ellipse as a preprocessing step for the SVDD method to get better decision boundary. As an important benefit, it is less influenced by changing the user defined parameters and we even obtained acceptable results with the inappropriate parameters. Experiments demonstrate the prominence of these methods to detect intrusions in KDD-cup 1999 dataset. Contrary to the other classification methods, the proposed methods are just focused on normal behaviors. Due to this advantage new attacks can be easily recognized. 
