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Zusammenfassung
Gegenstand dieser Arbeit ist der Berechenbarkeitsbegriff u¨ber den reellen und komplex-
en Zahlen und die Charakterisierung der Berechenbarkeit analytischer Funktionen.
Dazu werden analytische Maschinen betrachtet, ein von Hotz eingefu¨hrtes Maschinen-
modell, das die von Blum, Shub und Smale definierten Maschinen um unendliche
konvergente Berechnungen (analytische Berechnungen) erweitert. Es werden Resultate
u¨ber die Eigenschaften analytisch berechenbarer Funktionen pra¨sentiert und Verallge-
meinerungen des Darstellungssatzes von Blum, Shub und Smale fu¨r R-berechenbare
Funktionen gegeben.
Das Maschinenmodell wird dann dazu benutzt, um Berechenbarkeit holomorpher (kom-
plex-analytischer) Funktionen zu charakterisieren. Fu¨r die in der Arbeit definierte Klas-
se der koeffizientenberechenbaren analytischen Funktionen wird gezeigt, daß sie unter
grundlegenden Operationen wie Komposition und lokaler Umkehr abgeschlossen ist. Es
wird ferner gezeigt, daß die analytische Fortsetzung einer auf einem Gebiet D ⊆ C
analytischen und berechenbaren Funktion auf ein Gebiet G ⊇ D ebenfalls wieder be-
rechenbar ist.
Zusa¨tzlich zur Berechenbarkeit durch Maschinen wird auch Berechenbarkeit mittels re-
kursiver Funktionen betrachtet. Die linear primitiv-rekursiven Funktionen werden ein-
gefu¨hrt und im Rahmen der µ-rekursiven Funktionen klassifiziert.
Abstract
The subject of this thesis is computability over the real and complex numbers, and
the characterization of computable analytic functions. To this end, we consider analytic
machines, a machine model introduced by Hotz that extends the machines defined by
Blum, Shub and Smale with infinite convergent computations (analytic computati-
ons). Results concerning the properties of analytically computable functions are pre-
sented and generalizations of Blum, Shub and Smale’s representation theorem for
R-computable functions are given.
Then, the machine model is used for the characterization of computability of holomor-
phic (complex-analytic) functions. The class of coefficient-computable analytic functions
is introduced and shown to be closed under basic operations such as composition and
local inversion. Further, it is shown that, given a function that is analytic and computa-
ble on a region D ⊆ C and which possesses an analytic continuation on a region G ⊇ D,
this analytic continuation is also computable.
In addition to computability by machines, computability by recursive functions is con-
sidered. The linear primitive-recursive function are introduced and classified within the
µ-recursive functions.
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Inhaltsverzeichnis
Zur Notation
Die in dieser Arbeit verwendeten Notationen sind weitgehend Standard in Mathematik
und Informatik.
Fu¨r Mengen A und B verwenden wir A ⊆ B fu¨r die Teilmengenbeziehung. Wollen wir
ausdru¨cken, daß die Teilmengenbeziehung echt ist, so schreiben wir A ( B. Partielle
Funktionen von einer Menge A in eine Menge B werden durch A ⇀ B symbolisiert.
Fu¨r eine Menge M sei M∗ =
⋃∞
n=0M
n die Menge aller endlichen Folgen u¨ber M . Wenn
wir von Zeichenketten sprechen, nennen wir eine Menge A ein Alphabet und A∗ ist die
Menge aller endlichen Wo¨rter u¨ber A. Die beiden Definitionen sind a¨quivalent und un-
terscheiden sich nur in der Sprech- und Schreibweise. Fu¨r a ∈ A∗ sei |a| die La¨nge des
Wortes a. Die unendlichen Folgen u¨ber eine Menge M bezeichnen wir mit MN, dies ist
ein Spezialfall der Bezeichnung AB fu¨r die Menge aller Abbildungen von B nach A.
Die Mengen der natu¨rlichen, ganzen, rationalen, reellen und komplexen Zahlen bezeich-
nen wir mit N, Z, Q, R und C. Fu¨r x ≤ y bezeichne [x, y] das abgeschlossene Intervall
von x bis y, halboffene und offene Intervalle werden durch runde Klammern wie bei
(x, y] bezeichnet. Fu¨r eine Teilmenge D der komplexen oder reellen Zahlen bezeichne
‖ · ‖D die Supremumsnorm auf D.
Unter der r-Umgebung eines Punktes z0 ∈ C verstehen wir die offene Menge Ur(z0) =
{z ∈ C |z − z0| < r}, die abgeschlossene r-Umgebung bezeichnen wir mit
U r(z0) = {z ∈ C |z − z0| ≤ r}. Generell bezeichneD den Abschluß der MengeD (wobei
die Obermenge, in der der Abschluß gebildet wird, aus dem Zusammenhang hervorgeht).
vi
Kapitel 1
Einleitung
Motivation
Die klassische Theorie der Berechenbarkeit, oder Rekursionstheorie, die ihre Urspru¨nge
in Arbeiten von Turing, Hilbert, Go¨del, Church, Kleene und vielen anderen hat, dient
dazu, den intuitiven Begriff des Algorithmus und der Berechnung mathematisch pra¨zi-
se zu fassen. Zu diesem Zwecke wurden verschiedene Methoden entwickelt, mit denen
sogenannte berechenbare Funktionen charakterisiert werden ko¨nnen, etwa die Turing-
Maschinen, der λ-Kalku¨l, verschiedene Termersetzungssysteme oder die µ-rekursiven
Funktionen. Wa¨hrend mit Hilfe von Turing-Maschinen auf eine operationale Weise der
Begriff der Berechnung definiert wird, geschieht dies beim λ-Kalku¨l und auch bei den
µ-rekursiven Funktionen auf eine funktionale Weise, das heißt hier werden Funktionen
mit Hilfe von Gleichungen festgelegt. All diese Modelle wurden in den Jahrzehnten nach
ihrer Entdeckung in den 30er Jahren tiefgehend untersucht, und schnell zeigte sich, daß
alle zum gleichen Begriff der Berechenbarkeit bei Funktionen fu¨hren. Die Tatsache, daß
alle Ansa¨tze zum gleichen Ergebnis fu¨hren, gab Anlaß zur Formulierung der Church-
schen These. Diese besagt, daß mit den Turing-berechenbaren Funktionen wirklich auch
die “intuitiv berechenbaren” Funktionen erfaßt werden.
Durch die klassische Berechenbarkeitstheorie wurden die Grundlagen fu¨r die gesamte
theoretische Informatik gelegt. Ein Großteil ihrer Erkenntnisse baut auf ihr auf und
wird in ihrer Sprache formuliert.
Obwohl die klassische Theorie der Berechenbarkeit sehr umfassend ist, hat sie einen
Nachteil: Die betrachteten Strukturen sind diskret, es werden nur Funktionen der na-
tu¨rlichen Zahlen in sich betrachtet. Man kann die Theorie mit Hilfe von Kodierungen
leicht so verallgemeinern, daß man auch rationale berechenbare Funktionen definieren
kann. Aber dennoch bleibt die Natur der Berechnung diskret, und reelle oder komplexe
Funktionen ko¨nnen darin nicht charakterisiert werden. Die Frage nach berechenbaren
kontinuierlichen Funktionen erscheint aber sinnvoll, sind doch zahlreiche Probleme aus
den Naturwissenschaften und auch der Informatik, die algorithmischer Lo¨sung bedu¨rfen,
in kontinuierlichen Strukturen wie den reellen Zahlen verwurzelt. In der algorithmischen
Geometrie etwa wird mit Punktmengen reeller Zahlen gearbeitet, die Bildverarbeitung
macht intensiv von analytischen Methoden wie etwa der Fourier-Transformation Ge-
brauch, und u¨berall in den Naturwissenschaften, wo etwas berechnet werden muß, wer-
den Algorithmen aus der numerischen Mathematik verwendet, die in der Regel reelle
Zahlen verarbeiten.
Betrachtet man die Mathematik der letzten 2000 Jahre, so fa¨llt auf, daß schon lange
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vor der Entwicklung der Theorie der Berechenbarkeit und der Algorithmen nicht nur die
Existenz von Objekten, sondern auch deren Konstruktion oder algorithmische Berech-
nung von Interesse waren. Polynome etwa kann man auch als konkrete Berechnungsvor-
schrift auffassen. Die Verallgemeinerung von Polynomen, die analytischen Funktionen,
sind als Potenzreihen auch gleichzeitig eine Vorschrift zu ihrer Berechnung, wobei hier
die Berechnung unendlich lang ist. Betrachtet man klassische Operationen auf analyti-
schen Funktionen, wie etwa Integration, Differentiation, analytische Fortsetzung, lokale
Umkehr, so kann man diese Operationen auch in Verbindung mit der Berechenbar-
keit setzen. Welcher Zusammenhang besteht zwischen diesen Operationen und einem
etwaigen Berechenbarkeitsbegriff fu¨r analytische Funktionen? Werden durch diese Ope-
rationen nicht auch berechenbare Funktionen definiert? Wir werden uns in dieser Arbeit
mit einigen dieser Fragen bescha¨ftigen.
Beispiele
Wir wollen nun einige Beispiele einfacher Funktionen geben, die ihrer kontinuierlichen
Natur nach nicht im Rahmen der klassischen Berechenbarkeitstheorie betrachtet werden
ko¨nnen, von denen wir in der Regel aber dennoch eine intuitive Vorstellung haben, ob
sie berechenbar sind oder nicht. Es soll aber anhand der Beispiele auch deutlich werden,
daß der Berechenbarkeitsbegriff fu¨r reelle Funktionen auch in einem intuitiven Sinne
nicht so eindeutig ist wie bei den natu¨rlichen Zahlen. Es wird sich zeigen, daß der
Berechenbarkeitsbegriff stark vom verwendeten Modell abha¨ngt und die verschiedenen
Methoden, Funktionen zu definieren, nicht wie im diskreten Fall die gleichen Mengen
berechenbarer Funktionen hervorbringen.
1. Konstante Funktionen fc : R → R, x 7→ c mit c ∈ R. Ist die Konstante c eine
natu¨rliche oder rationale Zahl, so ist fc sicher eine im intuitiven Sinne berechenbare
Funktion, denn dann ist sie bereits Turing-berechenbar. Aber auch Funktionen wie
fpi : x 7→ pi kann man als berechenbar ansehen, da pi mit beliebiger Genauigkeit
approximiert werden kann. Problematisch wird es, wenn die Konstante c als “nicht
berechenbar” angesehen wird. Man sieht, daß man unter Umsta¨nden auch fu¨r
Zahlen einen Berechenbarkeitsbegriff geben muß.
2. Polynomfunktionen p(x) = anx
n+ . . .+ a0. A¨hnlich wie bei den konstanten Funk-
tionen wird man Polynomfunktionen als im intuitiven Sinne berechenbar ansehen,
wenn man die Berechenbarkeit der Koeffizienten außer Acht la¨ßt.
3. Analytische Funktionen a(z) =
∑∞
k=0 akz
k. Im Unterschied zu den bisherigen Bei-
spielen kann man diese Funktionen im allgemeinen nicht mehr in endlich vielen
Schritten berechnen. Wa¨hrend man die vorigen Funktionen mit Maschinen be-
schreiben kann, die endlich viele arithmetische Operationen auf reellen Zahlen
durchfu¨hren ko¨nnen, ist das hier im allgemeinen nicht mehr mo¨glich. Dennoch ist
es unsere Auffassung, daß Funktionen wie etwa die Exponentialfunktion oder die
trigonometrischen Funktionen in einem intuitiven Sinne berechenbar sind.
4. Heaviside-Funktion
h : R → R, x 7→
{
0 : x ≤ 0
1 : x > 0
2
Der Unterschied zu den bisher definierten Funktionen besteht darin, daß hier eine
unstetige Funktion gegeben ist. Es besteht keine Einigkeit daru¨ber, ob diese Funk-
tion intuitiv berechenbar ist oder nicht. Es gibt den Standpunkt, daß nur stetige
Funktionen (nicht notwendigerweise in der Standardtopologie stetig) berechenbar
sind. Wir sind hingegen der Auffassung, daß die Heaviside-Funktion und a¨hnliche
Funktionen in einem intuitiven Sinne berechenbar sind.
5. “Lange Bartfunktion”
χQ : R → R, x 7→
{
0 : x ∈ R−Q
1 : x ∈ Q
Hier werden die meisten darin u¨bereinstimmen, daß diese Funktion nicht in ei-
nem intuitiven Sinne berechenbar ist. Wodurch ist sie aber durch die Heaviside-
Funktion h abgegrenzt? Es gibt Maschinenmodelle, in denen χQ berechenbar ist
und solche, in denen sie es nicht ist.
Diese Beispiele zeigen schon, daß nicht unbedingt Einigkeit u¨ber den intuitiven Bere-
chenbarkeitsbegriff herrschen muß.
Wie in der klassischen Theorie sind nicht nur berechenbare Funktionen, sondern auch
entscheidbare Mengen interessant. Roger Penrose [Pen91] stellt etwa die Frage nach der
Entscheidbarkeit der Mandelbrotmenge und diskutiert auch die Unzula¨nglichkeit des
Turing-Maschinenmodells, formal u¨ber diese Entscheidbarkeitsfrage zu sprechen.
Einordung
Blum, Shub und Smale [BSS89] haben die Theorie der Berechenbarkeit ausgehend vom
klassischen Modell ausgedehnt und ein Maschinenmodell angegeben, das reelle Zahlen
als atomare Objekte betrachtet und mit diesen arithmetische Operationen durchfu¨hren
kann. Eine Berechnung ist in in diesem Modell eine endliche Abfolge von arithmeti-
schen Operationen und bedingten Verzweigungen. Dieses Modell ist der Erweiterung
eines klassischen Registermaschinenmodells auf die reellen Zahlen sehr a¨hnlich. Formal
definieren Blum, Shub und Smale sogenannte Graphenmaschinen, die durch Graphen
gegeben sind, deren Knoten fu¨r einzelne Programmbefehle stehen. Sie entwickeln eine
Komplexita¨tstheorie fu¨r dieses Maschinenmodell und formulieren das P 6= NP -Problem
u¨ber R.
Eine wesentliche Einschra¨nkung des Maschinenmodells im Hinblick auf eine Berechen-
barkeitstheorie u¨ber den reellen und komplexen Zahlen ist die Beschra¨nkung auf endli-
che Berechnungen. Die reellen Zahlen sind fundamental mit unendlichen Grenzprozessen
verknu¨pft, formal werden sie mit Hilfe solcher Grenzprozesse definiert. Von den diskutier-
ten Beispielen sind die konstanten Funktionen und die Polynomfunktionen berechenbar,
wenn man die Koeffizienten der Polynome bzw. Konstanten voraussetzt. Ebenso sind
abschnittsweise definierte Funktionen wie die Heaviside-Funktion berechenbar, wenn die
Anzahl der Abschnitte endlich ist oder diese Abschnitte aufza¨hlbar sind. Im wesentlichen
sind dies auch alle in diesem Modell berechenbaren Funktionen. Analytische Funktionen
wie etwa die Exponentialfunktion oder auch nichtrationale algebraische Funktionen wie
z.B. die Quadratwurzel sind nicht berechenbar, da diese Funktionen nicht mittels ei-
ner endlichen Abfolge arithmetischer Operationen und Vergleichsoperationen berechnet
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werden ko¨nnen.
In der Typ-2 Theorie der Berechenbarkeit oder der rekursiven Analysis, wie sie etwa
von Weihrauch [Wei00] vertreten wird, wird die Erweiterung des Berechenbarkeitsbe-
griffs von der anderen Seite aus angegangen: Das Modell der Turing-Maschine wird
beibehalten, die Ba¨nder ko¨nnen nach wie vor nur Nullen und Einsen beziehungsweise
Elemente eines endlichen Alphabets tragen, aber die Maschinen ko¨nnen unendlich lange
rechnen. Das Ergebnis einer Berechnung ist dann das Ergebnis eines Grenzprozesses.
In der gewo¨hnlichen Ausfu¨hrung dieses Modells sind die berechenbaren Funktionen au-
tomatisch stetig. Mittels der Typ-2 Turing-Maschinen sind durch die Mo¨glichkeit der
unendlich langen Berechnung auch analytische Funktionen berechenbar, soweit die Koef-
fizientenfolgen der Potenzreihenentwicklung berechenbare Zahlenfolgen sind. Unstetige
Funktionen wie die Heaviside-Funktion sind im allgemeinen in diesem Modell nicht be-
rechenbar.
Die prinzipielle Idee, mittels unendlich lange rechnenden Turing-Maschinen auch reelle
Funktionen zu berechnen, existiert schon la¨ngere Zeit. In [Ko91] wird sie mittels Orakel-
Turing-Maschinen entwickelt. Schon bei Grzegorczyk [Grz57] finden sich Ansa¨tze einer
Berechenbarkeitstheorie u¨ber den reellen Zahlen mittels Turing-Maschinen. Einen U¨ber-
blick u¨ber die Typ-2 Theorie der Berechenbarkeit, der auch weit daru¨ber hinausgeht und
unter anderem die Maschinen von Blum, Shub und Smale (BSS-Maschinen) behandelt,
findet man in [Zie07]. Brattka und Hertling entwickelten mit dem Modell der “feasible
real RAM” ein Registermodell u¨ber den reellen Zahlen, das mit der Typ-2 Turing-
Berechenbarkeit kombiniert wird.
Mit Hilfe von Repra¨sentationsfunktionen, die Ein- und Ausgabeba¨nder interpretieren,
wird die Expressivita¨t der Typ-2 Theorie vergro¨ßert und es ist mo¨glich, nicht nur Funk-
tionen u¨ber den reellen Zahlen zu betrachten, sondern beispielsweise auch Funktionen
allgemeinerer metrischer Ra¨ume. Die grundsa¨tzliche Charakteristik, daß in diesem Ma-
schinenmodell mit einem endlichen Alphabet gerechnet wird, wird aber beibehalten.
Wir sind der Ansicht, daß auch unstetige Funktionen wie etwa die Heaviside-Funktion
in einem intuitiven Sinne berechenbar sind, und daß das Maschinenmodell dies wider-
spiegeln sollte. Die Beschra¨nkung auf Nullen und Einsen erscheint bei der Untersuchung
der Berechenbarkeit reeller Funktionen vielleicht auch sehr restriktiv.
Nach einer Idee von Hotz [Hot94] haben Vierke [Vie96], Hotz, Vierke und Schieffer
[HVS95], Chadzelek [Cha98] und Chadzelek und Hotz [CH99] den Grundstein fu¨r die
Theorie der Analytischen Maschinen gelegt. Die Analytischen Maschinen sind ein Regis-
termaschinenmodell, das bei endlich vielen Rechenschritten dem von Blum, Shub und
Smale in seiner Berechnungsma¨chtigkeit a¨quivalent ist. Im Unterschied zu den BSS-
Maschinen werden bei Analytischen Maschinen auch unendliche, konvergente Berech-
nungen zugelassen. Dieser Ansatz hat den Vorteil, daß er einerseits Grenzwertbildungen
beru¨cksichtigt, und andererseits die reellen oder komplexen Zahlen als Atome betrach-
tet, von bitweisen Operationen wie bei Turing-Maschinen also abstrahiert.
Die Analytischen Maschinen bilden auch das grundlegende Maschinenmodell dieser Ar-
beit.
4
U¨bersicht
In Kapitel 2 fu¨hren wir das Modell der Analytischen Maschinen ein. Auf a¨hnliche Wei-
se wie in [Vie96] und [Cha98] geben wir die Definition der Analytischen Maschinen
und unendlicher Berechnungen. Die Definition des Maschinenmodells erfolgt zuna¨chst
allgemein fu¨r Ringe R, aber abgesehen von diesen grundlegenden Definitionen werden
Maschinen u¨ber den reellen Zahlen R und den komplexen Zahlen C betrachtet. Die-
se Maschinen verfu¨gen u¨ber exakte Arithmetik u¨ber diesen Zahlko¨rpern und rechnen
mit reellen bzw. komplexen Zahlen als Atomen. Jede Maschine korrespondiert zu einer
durch sie berechneten Funktion; auf diese Weise werden berechenbare Funktionen u¨ber
die Berechenbarkeit durch eine Maschine definiert.
Bei reellen Rechnungen stellt sich die Frage nach rationaler Approximierbarkeit. Die
δ-Q-Maschinen sind Registermaschinen u¨ber den rationalen Zahlen Q, die gerundete
reelle Eingaben verarbeiten und deren Ausgaben gegen reelle Zahlen konvergieren.
Mit dem Berechenbarkeitsbegriff von Funktionen ist auch der Begriff der Entscheidbar-
keit von Mengen gegeben. Analog zum Halteproblem fu¨r Turing-Maschinen ist das Kon-
vergenzproblem fu¨r analytische Maschinen. Wir verscha¨rfen die Resultate aus [Cha98]
diesbezu¨glich und lo¨sen ein dort gestelltes offenes Problem. Daru¨ber hinaus untersuchen
wir das Beschra¨nktheitsproblem fu¨r analytische Maschinen und zeigen, daß die Menge
der Ha¨ufungswerte einer berechenbaren Folge nicht berechenbar ist.
In der klassischen Theorie ist das Konzept des Nichtdeterminismus vor allem bei komple-
xita¨tstheoretischen Betrachtungen wichtig. Wa¨hrend die Berechnungsma¨chtigkeit nicht-
deterministischer Maschinen gleich der deterministischer Maschinen ist, gilt dies nicht
fu¨r die Komplexita¨t. Wir fu¨hren zwei verschiedene Formen des Nichtdeterminismus fu¨r
analytische Maschinen ein, zum einen Nichtdeterminismus mittels nichtdeterministischer
Verzweigungen und zum anderen das Raten reeller Zahlen. Wir zeigen, daß Nichtde-
terminismus bei unendlichen Berechnungen zu einer gro¨ßeren Berechnungsma¨chtigkeit
fu¨hrt als der Determinismus.
Bei Blum, Shub und Smale wird die Maschine unmittelbar u¨ber einen Graphen definiert,
in dem sich die Berechnungen entlang von Pfaden in diesem Graphen nachvollziehen
lassen. Fu¨r Analytische Maschinen definieren wir Berechnungsgraph und Berechnungs-
baum, und fu¨hren das Konzept der Berechnungspfade ein, das bei den BSS-Maschinen
wie bei den Analytischen Maschinen zum Darstellungssatz fu¨r R-Maschinen fu¨hrt. Die-
ser charakterisiert die R-berechenbaren Funktionen dadurch, daß ihr Definitionsbereich
in semi-algebraische Mengen zerfa¨llt, auf denen sie Polynome darstellen. Dies ergibt sich
daraus, daß die Maschinen arithmetische Operationen und Vergleichsoperationen end-
lich oft hintereinander ausfu¨hren ko¨nnen. Bei unendlich langen Berechnungen liegt die
Verallgemeinerung nahe, daß hier nicht Polynome, sondern Potenzreihen von den Ma-
schinen berechnet werden. Wir untersuchen diese Verallgemeinerungen des Darstellungs-
satzes und zeigen, daß der Darstellungssatz u¨ber den reellen Zahlen nicht auf unendliche
Berechnungen verallgemeinert werden kann. Fu¨r Maschinen u¨ber den komplexen Zahlen
zeigen wir, daß die von den Maschinen berechneten Funktionen immer auf einer offenen
Teilmenge des Definitionsbereiches durch eine Potenzreihe dargestellt werden ko¨nnen,
wenn auf jeder Berechnung der Maschine nur endlich viele Verzweigungsbefehle auftre-
ten.
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In Kapitel 3 werden die in Kapitel 2 entwickelten Modelle verwendet, um die Bere-
chenbarkeit komplex-analytischer Funktionen zu charakterisieren. Die analytische Funk-
tionentheorie ist eine wesentliche Sa¨ule der Mathematik. Viele der Operationen, die in
dieser Theorie betrachtet werden, sind eng mit der Berechenbarkeit verknu¨pft. Eine
Potenzreihe kann bei gegebenen Koeffizienten unmittelbar als Berechnungsvorschrift
aufgefaßt werden, aber mit Hilfe der klassischen Berechenbarkeitstheorie kann die Bere-
chenbarkeit analytischer Funktionen nicht ada¨quat charakterisiert werden. Es wa¨re zwar
mo¨glich, eine Funktion als berechenbar anzusehen, wenn die Koeffizientenfolge ihrer Po-
tenzreihenentwicklung eine rekursiv aufza¨hlbare Folge bildet. Dadurch entsteht aber
die Einschra¨nkung, daß nur rationale Koeffizientenfolgen beru¨cksichtigt werden ko¨nnen.
Auch sind viele Operationen in dieser Sichtweise nicht berechenbar, die wir als “intuitiv
berechenbar” ansehen, und die vom Standpunkt der klassischen Funktionentheorie von
zentraler Bedeutung sind.
Diese Probleme werden gelo¨st, wenn man nicht die Turing-Maschinen, sondern analy-
tische Maschinen als grundlegendes Berechenbarkeitsmodell fu¨r analytische Funktionen
wa¨hlt. In diesem Fall gibt es zwei Mo¨glichkeiten, Berechenbarkeit analytischer Funk-
tionen zu charakterisieren. Die erste Mo¨glichkeit besteht darin, die Berechenbarkeit
der Funktion vorauszusetzen. Alternativ fordert man die Berechenbarkeit der Koeffi-
zientenfolge der Potenzreihe mittels einer analytischen Maschine. Wir zeigen, daß jede
Funktion, deren Potenzreihenentwicklung in einem Punkt berechenbar ist, bereits auf
einer Umgebung des Punktes als Funktion berechenbar ist. Unter der Voraussetzung,
daß die Funktion fu¨r jedes Argument mit endlich vielen Verzweigungen berechenbar ist,
gilt auch die Umkehrung. Schließlich untersuchen wir klassische analytische Operatio-
nen wie lokale Umkehr und analytische Fortsetzung auf Berechenbarkeit. Dabei stellt
sich heraus, daß eine Funktion, die auf einer Teilmenge der komplexen Ebene definiert
ist und in einem kleinen Bereich dieser Menge berechenbar ist, auch schon auf ihrem
gesamten Definitionsbereich berechnet werden kann.
Im vierten Kapitel schließlich betrachten wir nicht mehr die Berechenbarkeit durch Ma-
schinen, sondern gehen auf Berechenbarkeit durch rekursive Funktionen ein. In [Ga¨01]
wurden die linearen rekursiven Funktionen einer Variablen als Funktionen eingefu¨hrt, die
einer linearen Rekursionsgleichung genu¨gen. Diese Funktionen wurden zu analytischen
linearen rekursiven fortgesetzt. Das heißt, es wurden analytische Funktionen definiert,
die u¨ber den komplexen Zahlen einer linearen Rekursionsgleichung genu¨gen. Ein einfa-
ches Beispiel fu¨r eine solche Funktion ist die Γ-Funktion, die die Fakulta¨t zu einer auf C
meromorphen Funktion fortsetzt. Wir zeigen nun, daß u¨ber den natu¨rlichen Zahlen die
linear primitiv-rekursiven Funktionen eine Klasse von Funktionen bilden, die unter an-
derem alle polynomialzeitberechenbaren und exponentialzeitberechenbaren Funktionen
entha¨lt. Wir zeigen, daß die Funktionen dieser Klasse einer Wachstumsbeschra¨nkung
unterliegen und grenzen die Klasse von der Klasse der allgemeinen primitiv-rekursiven
Funktionen ab, indem wir zeigen, daß die “Turmfunktion” 22
..
2
nicht der Wachstums-
beschra¨nkung unterliegt und somit nicht linear primitiv-rekursiv ist. Zum Abschluß der
Arbeit skizzieren wir eine Methode, mit der auch gewisse nichtlineare rekursive Funk-
tionen zu analytischen Funktionen fortgesetzt werden ko¨nnen.
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Analytische Maschinen
2.1 Definition der Analytischen Maschinen
Das Maschinenmodell, welches der vorliegenden Arbeit zugrunde liegt, ist ein Register-
maschinenmodell. Zuna¨chst geben wir aber die abstrakte Definition einer mathemati-
schen Maschine, in deren Rahmen Berechnungen und die von einer Maschine berechneten
Funktionen definiert werden. Dieses Modell wird dann konkretisiert durch die Register-
maschinen. Um mo¨glichst allgemein zu bleiben, definieren wir diese R-Maschinen fu¨r
einen RingR, fu¨r den wir natu¨rlich speziell die Ringe R der reellen und C der komplexen
Zahlen im Auge haben. Fu¨r die allgemeine Definition fordern wir aber nur, daß R ein
beliebiger Ring ist.
Die R-Maschinen sind Maschinen, die exakte Arithmetik u¨ber R verwenden, die aber
nur endliche Berechnungen zulassen. Sie werden dann zu den im Interesse dieser Arbeit
stehenden analytischen Maschinen erweitert, die unendliche, konvergente Berechnun-
gen erlauben. Die R-Maschinen entsprechen den Maschinen u¨ber einem Ring R von
Blum, Shub und Smale [BSS89], und das hier definierte spezielle Modell wurde bereits
in a¨hnlicher Form in [Cha98, CH99, Vie96] verwendet. Die Einfu¨hrung der Definitionen
orientiert sich hier an [Cha98].
2.1.1 Abstrakte Maschinen
Wir geben zuna¨chst die Definition einer mathematischen Maschine, die es uns erlaubt,
formal u¨ber Berechnungen und berechnete Funktionen zu sprechen. Dazu sei A im fol-
genden ein Alphabet. Dieses Alphabet wird spa¨ter dem Ring entsprechen, u¨ber dem die
konkrete Maschine definiert ist, in unserem Falle also R oder C.
In diesem Abschnitt werden nur deterministische Maschinen definiert. Die Definition
der nichtdeterministischen Maschinen erfolgt in einem eigenen Abschnitt.
Definition 2.1.1 (Abstrakte Maschine). Eine Abstrakte Maschine u¨ber dem Alphabet
A ist ein Tupel
M = (K,Ks, Ke, Kt,∆, A, in, out)
Hierbei ist K die Menge der Konfigurationen der Maschine, Ks ⊆ K, Ke ⊆ Kt ⊆ K
Start-, End- und Zielkonfigurationen, die Funktion ∆ : K → K mit ∆|Ke = id ist die
U¨bergangsfunktion und die Funktionen in : A∗ → Ks und out : K → A∗ sind Ein- und
Ausgabefunktionen.
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Wir fu¨hren nun den Begriff der Berechnung ein. Dabei unterscheiden wir zwischen hal-
tenden Berechnungen, wie sie von klassischen Maschinen her bekannt sind und un-
endlichen, konvergenten Berechnungen, die wir im folgenden analytische Berechnungen
nennen werden. Hier werden die End- und Zielkonfigurationen aus der obigen Defini-
tion eingesetzt: Befindet sich eine Maschine in einer Endkonfiguration, so hat sie eine
endliche Berechnung ausgefu¨hrt und ha¨lt. Unendliche Berechnungen werden dadurch
gekennzeichnet, daß eine Maschine bei einer solchen Berechnung unendlich oft eine Ziel-
konfiguration annehmen muß.
Um u¨ber konvergente Berechnungen sprechen zu ko¨nnen, muß der Konvergenzbegriff
auf A∗ zuna¨chst u¨berhaupt Sinn machen. Dazu setzen wir voraus, daß auf den Ai, i ∈ N
Metriken gegeben sind und betrachten eine Folge (an)n∈N ⊆ A∗ als konvergent, wenn es
ein i ∈ N gibt, so daß an ∈ Ai fu¨r fast alle n gilt, und daß limn→∞ an in Ai existiert.
Definition 2.1.2 (Berechnungen). Eine Berechnung angesetzt auf x auf einer Maschi-
ne ist eine Folge b = (ki)i∈N ∈ KN mit k0 = in(x) und ki+1 = ∆(ki). Sie heißt regula¨r,
falls k0 ∈ Ks. Eine haltende bzw. endliche Berechnung ist eine Berechnung mit kn ∈ Ke
fu¨r ein n ∈ N. Die La¨nge der Berechnung ist dann das kleinste solche ne und das Er-
gebnis der Berechnung ist out(kne).
Sei b = (ki)i∈N ∈ KN eine regula¨re Berechnung, bei der fu¨r unendlich viele n gilt:
kn ∈ Kt. Sei (knj)j∈N die Folge der Zielkonfigurationen. Die Berechnung heißt analy-
tisch, wenn die Folge der Ausgaben der Zielkonfigurationen konvergent ist, d.h. y =
limj→∞ out(knj) existiert. In diesem Fall ist y das Ergebnis der Berechnung. Wir be-
zeichnen die Maschine dann als konvergent.
Anmerkung. Da wir im folgenden nur regula¨re Berechnungen betrachten, lassen den Zusatz regula¨r weg.
Anstelle von analytischen Berechnungen sprechen wir oft auch von konvergenten unendlichen Berech-
nungen. Indem eine Maschine unendlich oft eine Zielkonfiguration annimmt, zeigt sie an, daß sie eine
unendlich lange Berechnung durchfu¨hrt. So gibt es also zwei verschiedene Mo¨glichkeiten, daß eine un-
endliche Berechnung als nicht konvergent angesehen wird:
1. Sie nimmt nur endlich oft eine Zielkonfiguration an.
2. Die Ausgabefolge der (unendlich vielen) Zielkonfigurationen ist nicht konvergent.
Anstelle der Ausgabefolge der Zielkonfigurationen kann man auch unmittelbar die Ausgabefolge der Ma-
schine betrachten, solange die Forderung, daß unendlich viele Zielkonfigurationen angenommen werden
mu¨ssen, bestehen bleibt. Beide Mo¨glichkeiten sind fu¨r unser Modell jedoch a¨quivalent.
Eingaben, auf denen Berechnungen halten bzw. konvergieren, bilden nun Haltebereich
HM und Definitionsbereich DM der Maschine:
HM = {x ∈ A∗ Berechnung von M angesetzt auf x endlich}
DM = {x ∈ A∗ Berechnung von M angesetzt auf x analytisch}
Da jede Endkonfiguration auch eine Zielkonfiguration ist, gilt HM ⊆ DM.
Eine Maschine M induziert nun auf natu¨rliche Weise eine partielle Funktion
ΦM : A∗ ⇀ A∗
Ist fu¨r x ∈ A∗ die Berechnung von M angesetzt auf in(x) endlich oder analytisch mit
Ergebnis y ∈ A∗, so ist ΦM(x) := y. Der Einfachheit halber fu¨hren wir folgende Schreib-
weise ein: Abku¨rzend fu¨r ΦM(x) schreiben wir auch M(x). Die n-te Approximation
M(n)(x) ist dann definiert als out(kjn), wobei jn der Index der n-ten Zielkonfiguration
ist.
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2.1.2 R-Maschinen
Die konkreten R-Maschinen, die wir im folgenden definieren werden, sind Registerma-
schinen, die mit Elementen aus R als Atomen rechnen ko¨nnen. Dies hat den Vorteil,
daß von Bitoperationen wie etwa bei Turing-Maschinen abstrahiert wird und die arith-
metischen Operationen als einzelne Rechenschritte betrachtet werden ko¨nnen. Der Ring
R wird dann im konkreten Falle natu¨rlich der Ring der reellen bzw. komplexen Zahlen
sein.
Das Maschinenmodell ist schematisch dargestellt in Abbildung 2.1. Die Maschinen sind
y0, y1, . . . Ausgabeband
x0, x1, . . . Eingabeband
z0, z1, . . . Rechenspeicher
pi0, pi1, . . . , piN Programm
α Akkumulator
β Befehlsza¨hler
γ Indexregister
δ Rundungsgenauigkeit
Abbildung 2.1: Das Schema der R-Maschine
aufgebaut aus verschiedenen Registern, Ein- und Ausgabe, Speicher und einem Pro-
gramm. Die (unendlichen) Ein- und Ausgabeba¨nder x = (x0, x1, . . .), y = (y0, y1, . . .) ∈
RN und der (unendliche) Rechenspeicher z = (z0, z1, . . .) ∈ RN enthalten in jeder Zelle
ein Element aus R. Daru¨ber hinaus geho¨rt zu einerR-Maschine ein endliches Programm
pi = (pi1, . . . , piN) mit Befehlen aus dem Befehlssatz Prog. In Tabelle 2.1 ist der Aufbau
von Prog angegeben, wobei wir hier darauf verzichten, eine formale Grammatik fu¨r Prog
anzugeben. Weiterhin ist Prog = ProgR natu¨rlich abha¨ngig vom betrachteten Ring, so-
fern dieser aus dem Zusammenhang jedoch hervorgeht, wird auf den Zusatz auch meist
verzichtet. Die Menge aller Programme u¨ber einem Ring ist dann gegeben durch Prog∗R.
Die zentrale Steuereinheit der Maschine besteht aus einem Akkumulator α ∈ R, u¨ber
den die Rechenoperationen laufen, einem Befehlsza¨hler β ∈ N und einem Indexregister
γ ∈ N.
Auf die Bedeutung des Genauigkeitsregisters δ wird bei der Einfu¨hrung von δ-Q-Ma-
schinen eingegangen.
Anmerkung. Bei endlichen Berechnungen wird natu¨rlich nur ein endlicher Teil des Eingabebandes ge-
lesen und ebenfalls nur ein endlicher Teil des Rechenspeichers verwendet. Tatsa¨chlich kann man leicht
zeigen, daß in diesem Fall bei den Ringen Q,R oder C ein Rechenspeicher von konstanter Gro¨ße genu¨gt
[Vie96]. Die Idee besteht dabei darin, die Information mehrerer Speicherzellen in eine einzige Zahl zu
kodieren.
Die Menge der Konfigurationen der Maschine mit Programm pi ∈ Prog∗ ist nun durch
den Inhalt der Register und der Speicherzellen gegeben:
K :=
{
k = (α, β, γ, pi, x, y, z) α ∈ R, β, γ ∈ N, x, y, z ∈ RN}
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Tabelle 2.1 Die Menge ProgR der Programmbefehle
1. Zuweisungen
– α := xi, α := zi, yi := α, zi := α, i ∈ N ∪ {γ}
– α := c, c ∈ R
– γ := 0
2. Arithmetik
– α := α+ zi, α := α · zi
– α := −α, α := 1
α
– γ := γ + 1, γ := γ −˙ 1 Mit ’ −˙ ’ ist die nichtnegative Differenz gemeint.
3. Verzweigungen
goto m
if α > 0 then goto m else goto n (R angeordnet)
if α 6= 0 then goto m else goto n (R nicht angeordnet)
if |α| > |zi| then goto m else goto n (R = C)
4. Spezielle Befehle
end
print
exception
next δ
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Anfangs-, End- und Zielkonfigurationen sind auf natu¨rliche Weise gegeben durch:
Ks := {k ∈ K α = γ = 0, β = 1,∀j : yj, zj = 0}
Ke := {k ∈ K piβ = end}
Kt := {k ∈ K piβ = print}
Die U¨bergangsfunktion ∆ ergibt sich nun in nahe liegender Weise aus dem Befehlssatz
Prog. Wir geben sie hier deshalb nicht mehr explizit an. Auf den Befehl next δ wird
in Abschnitt 2.1.3 u¨ber δ-Q-Maschinen eingegangen; exception dient dazu, die Ma-
schine zu stoppen, ohne sie in eine Endkonfiguration zu u¨berfu¨hren. Dies wird dadurch
realisiert, daß die U¨bergangsfunktion auf Konfigurationen mit diesem Befehl im Befehls-
index identisch operiert. Somit kann eine Berechnung, die auf ein exception-Kommando
sto¨ßt, nicht halten und auch nicht analytisch sein, da keine Zielkonfigurationen mehr
angenommen werden ko¨nnen. Berechnungen, fu¨r die α := 1
α
nicht definiert ist, also etwa
wenn das Inverse von α nicht definiert ist oder eine Division durch 0 stattfinden soll,
werden gestoppt, indem die U¨bergangsfunktion identisch operiert und so keine End-
bzw. Zielkonfiguration erreicht werden kann.
Die zur Verfu¨gung stehende Verzweigungsbedingung ha¨ngt vom Ring R ab, u¨ber dem
die Maschine definiert ist. Im allgemeinen Fall gibt es nur die Bedingung if α 6= 0. Soll-
te der Ring R jedoch angeordnet sein, so lassen wir zusa¨tzlich die Bedingung if α > 0
zu. Im Falle des Ko¨rpers C der komplexen Zahlen schließlich steht noch die Bedingung
if |α| > |zi| zur Verfu¨gung, die Vergleiche von Betra¨gen komplexer Zahlen gestattet.
Trifft eine Maschine auf einen Sprung in eine Programmadresse, die nicht existiert, so
wird dies wie die Division durch 0 behandelt.
Da R-Maschinen Funktionen R∗ ⇀ R∗ berechnen, muß fu¨r Ein- und Ausgabe ange-
geben werden, wie lang diese jeweils sind. Dies geschieht mit Hilfe der Ein- und Aus-
gabefunktionen. Diese interpretieren das erste Element der Ein- bzw. Ausgabefolge als
La¨ngenangabe in folgendem Sinne:
Ist r = (r1, r2, . . . , rn) ∈ R∗ gegeben, so ist in(r) = (0, 1, 0, pi, x, y, z) mit x0 = n, xi =
ri (1 ≤ i ≤ n), xi = 0 (i > n) und yi = zi = 0 (i ∈ N). Fu¨r eine Konfiguration
k = (α, β, γ, pi, x, y, z) interpretiert out den ersten Eintrag y0 als natu¨rliche Zahl, die
die La¨nge der Ausgabefolge angibt, es ist also out(k) = (y1, y2, . . . , yy0).
Anmerkung. Fu¨r die Interpretation des ersten Elements des Ein- und Ausgabebandes als La¨ngenanga-
be wird beno¨tigt, daß die natu¨rlichen Zahlen ein Untermonoid von R bilden. Dies kann man dadurch
umgehen, daß man x, y ∈ N × RN fordert und entsprechende Inkrementierungs- und Dekrementie-
rungsbefehle fu¨r diese La¨ngenangaben zum Befehlssatz hinzufu¨gt. Fu¨r die Zwecke dieser Arbeit ist das
aber belanglos, da wir ausschließlich die Ringe R und C betrachten. Wenn man (partielle) Funktionen
Ri ⇀ Rk fu¨r feste i, k betrachtet, kann man auf die La¨ngenangabe auch verzichten. Das werden wir in
den entsprechenden Fa¨llen auch tun.
Definition 2.1.3. Fu¨r einen Ring R und ein Programm pi ∈ Prog∗ heißt die durch
obige Konstruktion festgelegte abstrakte Maschine M = (K,Ks, Ke, Kt,∆,R, in, out)
die R-Maschine mit Programm pi.
Maschinen als Eingabe von Maschinen; Universelle Maschinen
Der Ring R sei in diesem Abschnitt der Ko¨rper der reellen Zahlen R oder der Ko¨rper
der komplexen Zahlen C. Wir fu¨hren die folgende Diskussion exemplarisch fu¨r R durch,
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alles Gesagte gilt analog auch fu¨r C.
Die Menge aller mo¨glichen Programme einer R-Maschine ist gegeben durch Prog∗. Wir
schra¨nken die Mo¨glichkeit, allgemeine Konstantenzuweisungen der Form α := c, c ∈ R
durchzufu¨hren, fu¨r R auf folgende Weise ein: Fu¨r eine Menge C ⊆ R sei Prog[C] die
Menge der Programmbefehle, wobei die Konstantenzuweisungen nur noch aus C ∪ Q
erfolgen ko¨nnen, d.h. die Form α := c, c ∈ C ∪ Q haben mu¨ssen. Im weiteren Verlauf
der Arbeit sind hauptsa¨chlich Maschinen ohne reelle (irrationale) Konstantenzuweisun-
gen Gegenstand; allgemeine Konstantenzuweisungen verzerren durch Kodierungen das
Bild der Berechenbarkeit, siehe etwa Satz 2.3.2. Natu¨rliche (und damit auch rationale)
Konstantenzuweisungen werden jedoch stets zugelassen, sie ko¨nnten auch bei Vorhan-
densein der 1 als Konstante leicht durch arithmetische Befehle erzeugt werden. Wir
sprechen dann von Maschinen ohne Konstanten.
Wir bezeichnen mit
MR[C] = (Prog[C])
∗
die Menge aller R-Maschinen mit Konstanten aus C und mit
MR = (Prog)
∗
die Menge aller R-Maschinen ohne Konstanten.
Durch Wahl einer pra¨fixfreien Kodierung G : MR → N ko¨nnen wir die Menge der
Maschinen in die Menge der natu¨rlichen Zahlen einbetten. Auf diese Weise erhalten
wir eine Aufza¨hlung aller R-Maschinen. Dieses Vorgehen ist auch aus der klassischen
Berechenbarkeitstheorie als Go¨delnumerierung bekannt. Vermo¨ge dieser Einbettung und
der Einbettung von N in R ko¨nnen wir nun Maschinen als Eingabe von Maschinen
auffassen, indem wir die Maschine mit ihrer Kodierung identifizieren. Wir schreiben
M(N) fu¨r M(G(N)), also Verwendung der Maschine N als Eingabe fu¨r die Maschine
M. Damit eine Maschine eine andere Maschine als Eingabe verarbeiten kann, muß
freilich die Abbildung G und auch ihre Umkehrung berechenbar sein. Dazu ko¨nnen etwa
die bekannten berechenbaren Bijektionen N∗ → N verwendet werden.
Durch Simulation sieht man nun, daß eine universelle Maschine U mit Definitionsbereich
in R× R∗ existiert mit
U(M, x) =M(x), x ∈ DM
Wird nun festgelegt, daß die Maschine U in einen Ausnahmezustand u¨bergeht, wenn sie
als erste Eingabe eine Zahl erha¨lt, die keine Kodierung einer Maschine ist, dann sieht
man, daß der Definitionsbereich von U eine Teilmenge von G(MR)×R∗ ist bzw.MR×R∗
nach Identifikation von G(MR) mit MR.
Auf a¨hnliche Weise werden wir im weiteren Verlauf der Arbeit Maschinen durch Identi-
fikation mit ihrer Kodierung als Eingabe von Maschinen auffassen und auch Funktionen
von Mengen M ⊆MR analytischer Maschinen betrachten.
2.1.3 δ-Q-Maschinen
In diesem Abschnitt erfa¨hrt das Maschinenmodell eine Erweiterung. Wa¨hlt man als Ring
R den Ring der rationalen Zahlen Q, dann sieht man schnell, daß die Q-Maschinen bei
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endlichen Berechnungen die gleiche Berechnungsma¨chtigkeit wie Turing-Maschinen ha-
ben, sofern man die Berechnungen von Turing-Maschinen auf nahe liegende Weise auf Q
ausdehnt. Bei der Betrachtung unendlicher Berechnungen tritt hier wegen der Unvoll-
sta¨ndigkeit von Q jedoch der Fall auf, daß es unendliche Berechnungen gibt, bei denen die
Ausgaben zwar als Cauchy-Folgen konvergieren, die aber keinen Grenzwert in Q haben.
Ein Maschinenmodell, bei dem nur rationale Zahlen in den Registern und im Speicher
auftreten ko¨nnen, das aber gleichwohl Funktionen R → R charakterisiert, ist aber als
sinnvolle Einschra¨nkung der allgemeinen analytischen Maschinen wu¨nschenswert. Dazu
erweitert man die Q-Maschinen dahingehend, daß reelle Eingaben zugelassen werden
und Resultate von konvergierenden rationalen Berechnungen reellwertig sein ko¨nnen.
Um reelle Eingaben verarbeiten zu ko¨nnen, werden diese mit einer vorgegebenen Pra¨zi-
sion gerundet.
Die folgende Konstruktion wird fu¨r die Ko¨rper Q und R der rationalen bzw. reellen
Zahlen gemacht. Analog verfa¨hrt man, will man mit komplexen Zahlen arbeiten; hier
verwendet man entsprechend die komplexen rationalen Zahlen Q[i] und die komplexen
Zahlen C.
Damit reellwertige Eingaben mit Q-Maschinen verarbeitet werden ko¨nnen, mu¨ssen diese
Eingaben gerundet werden. Dazu fu¨hrt man Rundungsfunktionen ein:
Definition 2.1.4. Eine Funktion ρ : N×R → Q heißt Rundungsfunktion, falls fu¨r alle
x ∈ R und n ∈ N gilt: |ρ(n, x)− x| < 2−n.
Bei der Definition der δ-Q-Maschinen wird zuna¨chst von einer Q-MaschineM mit Pro-
gramm pi ausgegangen, wobei zusa¨tzlich eine Rundungsfunktion ρ gewa¨hlt wird, und das
Eingabeband x nunmehr reelle Zahlen enthalten kann, also x ∈ RN. Weiterhin ko¨nnen
im Programm pi auch reelle Konstanten verwendet werden.
Die Interpretation der Zuweisungen der Form α :=xi bzw. α :=c fu¨r irrationale Kon-
stanten c durch die U¨bergangsfunktion ∆ wird nun durch die Zuweisungen α := ρ(δ, xi)
bzw. α := ρ(δ, xi). Hierbei ist die Rundungsgenauigkeit δ gegeben durch den Inhalt des
δ-Registers der Maschine. Mit Hilfe des Befehls next δ wird der Inhalt des δ-Registers
um 1 erho¨ht, und die Maschine wird neu gestartet.
Definition 2.1.5. Fu¨r ein Programm pi ∈ Prog∗ und eine Rundungsfunktion ρ heißt die
durch obige Konstruktion festgelegte abstrakte Maschine
Mδ-Qρ = (K,Ks, Ke, Kt,∆,R, in, out)
die δ-Q-Maschine mit Programm pi und Rundung ρ.
Eine δ-Q-Maschine ist nach dieser Definition stets an eine spezielle Rundungsfunktion
gebunden. Maschinen, deren berechnete Funktionen unabha¨ngig von der speziellen Run-
dungsfunktion sind, bezeichnen wir als robust. Bei robusten δ-Q-Maschinen ergibt sich
also fu¨r jede Eingabe und fu¨r jede Rundungsfunktion die gleiche berechnete Funktion. Da
Eigenschaften der Rundungsfunktionen nicht im zentralen Interesse dieser Arbeit stehen,
werden vor allem robuste δ-Q-Maschinen betrachtet, und der Zusatz robust wird wegge-
lassen. Chadzelek [Cha98] hat den Einfluß der Rundung auf die Berechnungsma¨chtigkeit
der Maschinen eingehend untersucht.
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2.2 Berechenbare Funktionen und grundlegende Eigenschaften
2.2.1 Berechenbare Funktionen und entscheidbare Mengen
Wir sind nun soweit, daß wir berechenbare und analytisch berechenbare Funktionen
definieren ko¨nnen. Generell ist in dieser Arbeit der Sprachgebrauch der folgende: Un-
ter berechenbaren Funktionen sind immer solche Funktionen zu verstehen, die mittels
einer endlichen Berechnung berechnet werden ko¨nnen. Unter analytisch berechenbaren
Funktionen verstehen wir Funktionen, die durch unendliche, konvergente Berechnungen
berechnet werden ko¨nnen. Dabei ist natu¨rlich stets noch das spezielle Maschinenmodell
zu beachten.
Berechenbare Funktionen
Bei der Definition (analytisch) berechenbarer Funktionen u¨ber dem Ring R setzen wir
voraus, daß die notwendigen Eigenschaften wie etwa das Vorhandensein einer Metrik
auf R bei analytischer Berechenbarkeit gegeben sind. Das Interesse dieser Arbeit liegt
ohnehin bei den Ko¨rpern R und C, wo alle no¨tigen Voraussetzungen gegeben sind.
Definition 2.2.1. Es sei D ⊆ R∗, und es sei f : D → R∗ eine Funktion. Wir nennen f
• R-berechenbar, falls es eine R-Maschine M gibt mit D ⊆ HM und ΦM|D = f ,
• auf D analytisch R-berechenbar, falls es eine R-Maschine M gibt mit D ⊆ DM
und ΦM|D = f .
Anmerkung. Bei der allgemeinen Definition berechenbarer Funktionen u¨ber dem Ring R sind auch be-
liebige Konstantenzuweisungen mit Konstanten aus R zugelassen. Fu¨r die Ko¨rper R und C haben wir
die Problematik der Konstantenzuweisung bereits diskutiert, und verstehen unter (analytisch) berech-
enbaren Funktionen solche ohne nichtrationale Konstantenzuweisungen. Wenn Konstanten aus einer
Konstantenmenge C verwendet werden, dann sprechen wir von (analytisch) R[C]-berechenbaren Funk-
tionen. Bei endlichen Mengen {c1, . . . , cn} schreiben wir R[c1, . . . , cn].
Beispiel 2.2.2.
1. Die Z-berechenbaren Funktionen sind gerade die Turing-berechenbaren Funktio-
nen. Definiert man mit Hilfe klassischer Turing-Maschinen auf nahe liegende Weise
Berechenbarkeit auf den rationalen Zahlen, so entsprechen die Q-berechenbaren
Funktionen gerade diesen (auf Q verallgemeinerten) Turing-berechenbaren Funk-
tionen.
2. Polynome und gegebenenfalls rationale Funktionen sind auf natu¨rliche Weise R-
berechenbar.
3. Da fu¨r eine R-Maschine HM ⊆ DM gilt, ist die Menge der berechenbaren Funk-
tionen in der Menge der analytisch berechenbaren Funktionen enthalten.
DieR-berechenbaren Funktionen werden durch den Darstellungssatz 2.2.22 in Abschnitt
2.2.2 vollsta¨ndig charakterisiert.
Fu¨r den Rest des Abschnittes betrachten wir wieder die Ko¨rper R und C. Zuna¨chst
definiert man analog fu¨r δ-Q-Maschinen:
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Definition 2.2.3. Es sei D ⊆ R∗, und es sei f : D → R∗ eine Funktion. Wir nennen f
(robust) δ-Q-analytisch berechenbar, wenn es eine (robuste) δ-Q-Maschine M gibt mit
DM = D und ΦM = f .
Vor allem fu¨r δ-Q-Maschinen, aber auch fu¨r R-Maschinen fu¨hren wir eine weitere Klasse
berechenbarer Funktionen ein. Im Zusammenhang mit dem Halte- und Konvergenz-
problem wird sich zeigen, daß die analytisch berechenbaren Funktionen nicht unter
Komposition abgeschlossen sind. Will man zwei analytische Maschinen hintereinander
ausfu¨hren, so ist ein nahe liegender Ansatz, zuna¨chst die erste Maschine eine bestimmte
Anzahl von Schritten rechnen lassen und dann die zweite mit dem erzeugten Zwischen-
ergebnis und dann das Verfahren mit einer immer gro¨ßeren Anzahl von Schritten zu wie-
derholen. Dies scheitert jedoch an zwei Gru¨nden: Zuna¨chst ist es im allgemeinen wegen
fehlender Stetigkeitsvoraussetzungen nicht mo¨glich, mit einer approximierten Eingabe
die Berechnung einer analytischen Maschine zu approximieren. Bei δ-Q-Maschinen ist
die Eingabe durch die Rundung auf natu¨rliche Weise nur approximativ gegeben. Aber
da u¨ber die Genauigkeit der Zwischenergebnisse keine Aussage gemacht werden kann, ist
es nicht mo¨glich, die Rundungsgenauigkeit zu bestimmen, mit der die zweite Maschine
jeweils rechnen muß. Daher liegt es nahe, zusammen mit der Zwischenausgabe auch eine
Aussage u¨ber die Genauigkeit dieser Ausgabe zu machen. Die Genauigkeitsangabe muß
zusammen mit der Ausgabe geliefert werden. In der folgenden Definition wird daher die
erste Komponente der Ausgabe als Genauigkeitsschranke interpretiert.
Definition 2.2.4. Sei M eine R-Maschine bzw. δ-Q-Maschine und b = (ki)i∈N eine
analytische Berechnung, die unendlich oft eine Zielkonfiguration annimmt. Die Aus-
gaben der Zielkonfigurationen seien gegeben durch (y
(j)
0 , . . . , y
(j)
nj ) ∈ Q∗, und die k-te
Komponente des Ergebnisses sei yk := limn→∞ y
(n)
k . Dann heißt die Berechnung stark,
falls
1. |y(j)0 | → 0 fu¨r j →∞ und
2. max1≤k≤nj |y(j)k − yk| ≤ |y(j)0 |.
Sie heißt quasi-stark, falls die zweite Bedingung fu¨r fast alle j gilt.
Eine Funktion f heißt nun stark δ-Q-analytisch berechenbar bzw. quasi-stark δ-Q-
analytisch berechenbar, falls es eine δ-Q-Maschine M gibt, die f berechnet und jede
analytische Berechnung von M stark bzw. quasi-stark ist. Wir lassen hier meist den
Zusatz “berechenbar” weg und schreiben (quasi-)stark δ-Q-analytische Funktionen. Wir
sprechen gelegentlich auch von δ-Q-approximierbaren Funktionen.
Analog definieren wir (quasi-)stark R-analytisch berechenbare Funktionen.
Der Unterschied zwischen stark berechenbar und quasi-stark berechenbar besteht also
darin, daß die Genauigkeitsschranke bei starken Berechnungen immer gelten muß und
bei quasi-starken Berechnungen erst von einem gewissen Berechnungszeitpunkt an. Die
Idee der quasi-stark δ-Q-analytischen Berechnung stammt von Vierke, die Eigenschaften
der quasi-stark δ-Q-analytisch berechenbaren Funktionen wurden zuerst von Chadzelek
[Cha98] ausgearbeitet.
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Berechenbare Operatoren
Wir haben bereits gesehen, wie Maschinen als Eingaben von Maschinen und Funktio-
nen aufgefaßt werden ko¨nnen. Ist zusa¨tzlich bekannt, daß das Ergebnis einer solchen
Funktion stets eine Kodierung einer Maschine ist, ko¨nnen wir von einem berechenbaren
Operator sprechen:
Definition 2.2.5 (Berechenbare Operatoren). Es seien F und G Mengen analytisch
berechenbarer Funktionen auf R und f : F→ G ein Operator. Seien M und N Mengen
analytischer Maschinen, die die Funktionsmengen abdecken. Dann heißt f analytisch
berechenbarer Operator, wenn es eine analytische Maschine F gibt mit M ⊆ DF und
Ausgaben in N, so daß gilt
ΦF(M) = f(ΦM) fu¨r alle M ∈M
Anmerkung. Wir werden im weiteren Verlauf den Begriff des berechenbaren Operators etwas weiter
fassen als in der obigen Definition. So werden wir nicht nur Mengen analytisch berechenbarer Funktionen
betrachten, sondern auch Mengen δ-Q analytisch berechenbarer Funktionen und Funktionsklassen fu¨r
weitere Maschinenmodelle. Auch in diesen Fa¨llen werden wir von berechenbaren Operatoren sprechen,
und die Art der Berechenbarkeit des Operators ist gegeben durch die Maschine, die den Operator
realisiert.
Entscheidbare Mengen
Ist D ⊆ R∗, so ist die charakteristische Funktion χD von D definiert durch
χD : R∗ → {0, 1}, x 7→
{
1 x ∈ D
0 x 6∈ D
Ist D ⊆ Rn, so ist natu¨rlich auch eine charakteristische Funktion Rn → {0, 1} definiert.
Es geht jedoch stets aus dem Zusammenhang hervor, auf welcher Menge eine verwen-
dete charakteristische Funktion definiert ist, und daher wird darauf nicht mehr explizit
eingegangen.
Definition 2.2.6. Sei D ⊆ R∗. D heißt
• R-entscheidbar, falls χD R-berechenbar ist.
• analytisch R-entscheidbar, falls χD analytisch R-berechenbar ist.
Anmerkung. Bei Turing-Maschinen sind Berechenbarkeit von Funktionen und Entscheidbarkeit von
Mengen a¨quivalente Konzepte. Die Turing-Entscheidbarkeit einer Menge ist a¨quivalent zur Berechen-
barkeit ihrer charakteristischen Funktion. Umgekehrt ist eine Funktion f : N → N genau dann Turing-
berechenbar, wenn ihr Graph {(n, f(n)) n ∈ N} ⊆ N2 eine Turing-entscheidbare Menge ist. Dies ist bei
R-Maschinen nicht mehr der Fall. Beispielsweise ist die Funktion √· : R+ → R nicht R-berechenbar
(vgl. Abschnitt 2.2.3), aber die Menge {(x,√x) x ∈ R+} ist R-entscheidbar.
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Abschlußeigenschaften berechenbarer Funktionen
Ist f : Rk → Rn eine R-berechenbare Funktion, so ist es auch pjf , die Projektion
auf die j-te Komponente. Dazu muß eine Maschine einfach nur stets die j-te Zelle des
Ausgabebandes ausgeben. Das gleiche gilt fu¨r R-analytische Maschinen.
Satz 2.2.7. Die Mengen der R-berechenbaren Funktionen und der analytisch R-be-
rechenbaren Funktionen sind abgeschlossen unter
• Projektion und
• kartesischem Produkt.
Die Menge der R-berechenbaren Funktionen ist zudem abgeschlossen unter Komposition.
Beweis. Die Abgeschlossenheit der R-berechenbaren Funktionen unter kartesischem
Produkt ergibt sich sehr einfach: Bei einer Eingabe x1, . . . , xn wird nacheinander das
Ergebnis der am Produkt beteiligten Funktionen berechnet, und alle Ergebnisse auf
dem Ausgabeband ausgegeben.
Fu¨r analytisch R-berechenbare Funktionen ist der Beweis nicht ganz unmittelbar, da
man die Maschinen aufgrund ihrer unendlichen Berechnungen nicht sequentiell ausfu¨hren
kann. Mit Hilfe von parallelen Berechnungen, einer auch in der klassischen Informatik
ha¨ufig angewandten Technik kann die Berechnung mehrerer analytischer Maschinen je-
doch simuliert werden. Der folgende Beweis und der Beweis zu Satz 2.2.11 werden ex-
emplarisch etwas ausfu¨hrlicher gestaltet, um dem Leser ein Gefu¨hl fu¨r die Technik zu
vermitteln. Der U¨bersicht halber wird der Beweis nur fu¨r zwei Funktionen bzw. Ma-
schinen gefu¨hrt, er la¨ßt sich auf offensichtliche Weise auf endlich viele und sogar auf
unendlich viele Maschinen verallgemeinern. Seien f, g analytisch R-berechenbar mit be-
rechnenden MaschinenMf ,Mg. Wir beschreiben im folgenden die MaschineMf×g, die
das kartesische Produkt f × g : (x, y) 7→ (f(x), g(y)) berechnet. Mf×g berechnet die
Approximationen von f(x) und g(y) parallel. Dazu wird eine allgemeine Za¨hlvariable n
in einer Schleife inkrementiert, und in jedem Durchlauf werden n Schritte der Berech-
nung von Mf auf x und n Schritte der Berechnung von Mg auf y simuliert. Die n-ten
Approximationen f (n)(x) und g(n)(y) werden nun auf die ersten beiden Zellen des Aus-
gabebandes geschrieben, n um 1 inkrementiert und die Schleife von neuem durchlaufen.
Auf diese Weise konvergiert der Inhalt des Ausgabebandes gegen (f(x), g(y)).
Die Abgeschlossenheit der R-berechenbaren Funktionen unter Komposition ergibt sich
auf naive Weise durch Simulation: Sind f, g R-berechenbar mit Dg ⊆ f(Df ), so berech-
net die MaschineMg◦f fu¨r jede Eingabe x zuna¨chst den Funktionswert f(x) und wendet
dann g auf diesen Wert an. Dies ist mo¨glich, da bei jeder Eingabe die Maschine Mf ,
die f berechnet, nur endlich viele Schritte beno¨tigt. 
Im allgemeinen sind analytisch berechenbare Funktionen nicht unter Komposition ab-
geschlossen. Dies zeigt sich im Zusammenhang mit dem Konvergenzproblem, siehe Satz
2.2.12. Die Komposition ist auch dann nicht allgemein mo¨glich, wenn die zweite aus-
gefu¨hrte Funktion lediglich endlich berechenbar ist. Es wird zusa¨tzlich die Stetigkeit der
zweiten Funktion beno¨tigt:
Lemma 2.2.8. Sei g : D → Ri analytisch berechenbar und g : Ri → Rk eine R-
berechenbare und stetige Funktion. Dann ist g ◦ f analytisch berechenbar.
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Beweis. Es seien Mf bzw. Mg Maschinen fu¨r f bzw. g. Auf Eingabe x simuliert
die Maschine fu¨r die Komposition Mh fu¨r wachsendes n die Maschine Mf bis zur
n-ten Ausgabe und berechnet dann g(M(n)f ). Dies ist mo¨glich, da Mg nur endliche
Zeit rechnet. Mit der Stetigkeit von g folgt, daß die Ausgabe von Mh gegen g(f(x))
konvergiert.
Daß die Stetigkeit auch eine notwendige Bedingung ist, zeigt Korollar 2.2.15. 
Anmerkung. Dieses Lemma zeigt, daß endliche, stetige Operationen nach einer unendlichen Berechnung
ausgefu¨hrt werden ko¨nnen. Es la¨ßt sich auf den Fall erweitern, daß f Werte in R∗ hat und g dort
definiert ist. Nach unserem Konvergenzbegriff auf R∗ muß bei Konvergenz die La¨nge der Ausgabefolge
der Maschine fu¨r f konstant werden, und sobald dieser Berechnungszeitpunkt erreicht ist, funktioniert
die Argumentation wie im urspru¨nglichen Fall.
Fu¨r die quasi-stark δ-Q-analytisch berechenbarern Funktionen ergibt sich
Lemma 2.2.9. Die quasi-stark δ-Q-analytisch berechenbaren Funktionen sind unter
Komposition abgeschlossen. Dies gilt auch fu¨r die stark δ-Q-analytisch berechenbaren
Funktionen.
Beweis. Wir verweisen auf [Cha98]. Die Idee besteht darin, die zweite Maschine fort-
laufend zu simulieren und immer, wenn sie auf eine Eingabe zuru¨ckgreift (die Ergebnis
der Berechnung der ersten Maschine ist), die erste Maschine so lange zu simulieren,
bis die Ausgabegenauigkeit gleich der Rundungsgenauigkeit δ der zweiten Maschine ist.
Dabei wird nur endlich oft ein Fehler gemacht, da irgendwann die Genauigkeitsschranke
exakt ist.
Fu¨r die stark δ-Q-analytisch berechenbaren Funktionen sieht man dies noch leichter, da
die Genauigkeitsschranke hier immer korrekt ist. 
Halte- und Konvergenzproblem
Fu¨r die klassische Berechenbarkeitstheorie ist das Halteproblem von zentraler Bedeu-
tung: Gegeben eine Turing-Maschine T , kann man entscheiden, ob T auf einer Eingabe
n ha¨lt oder nicht? Bekanntlich ist das Halteproblem fu¨r Turing-Maschinen unlo¨sbar.
Dabei wird das Problem zuna¨chst als Entscheidbarkeitsproblem fu¨r Turing-Maschinen
formuliert. Dann wird mit Hilfe eines Diagonalisierungsargumentes gezeigt, daß das Pro-
blem unlo¨sbar ist.
Das Problem kann auf einfache Weise auf R-Maschinen u¨bertragen werden. Gibt es eine
R-Maschine, die bei Eingabe eines Tupels (M, x) einer kodierten R-Maschine M und
einer Eingabe x mit Hilfe einer endlichen Berechnung entscheidet, ob M auf der Ein-
gabe x ha¨lt oder nicht? Das Halteproblem fu¨r R-Maschinen ist also die Frage, ob die
Funktion
h :MR × R → R, f(M, x) =
{
1 : M ha¨lt auf Eingabe x
0 : sonst
R-berechenbar ist. Genau wie im Fall der Turing-Maschinen zeigt man mittels Diago-
nalisierung, daß diese Funktion nicht berechenbar ist:
Ga¨be es eine Maschine H, die h berechnet, so ko¨nnte man daraus eine MaschineW kon-
struieren, die bei der Eingabe xH auf Eingabe (x, x) simuliert und in eine Endlosschleife
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verzweigt (also nicht ha¨lt), wenn H 1 ausgibt und 1 ausgibt, wenn H 0 ausgibt. Nun
u¨berlegt man, ob W mit Eingabe W ha¨lt oder nicht, und sieht, daß beide Alternativen
zu einem Widerspruch fu¨hren.
Mittels analytischer Berechnungen ist das Halteproblem fu¨r R-Maschinen jedoch ent-
scheidbar: Die Maschine H simuliert bei Eingabe eines Tupels (M, x) wie oben die
Maschine M auf der Eingabe x unendlich lange. Dabei gibt sie auf dem Ausgabeband
stets 0 fu¨r “ha¨lt nicht” aus. Erst, wenn M in eine Haltekonfiguration u¨bergeht, gibt
H eine 1 auf ihrem Ausgabeband aus, und dies setzt sie in diesem Fall unendlich lange
fort. Auf diese Weise konvergiert die Ausgabe von H gegen 1, falls M auf x ha¨lt, und
andernfalls gegen 0. Durch Simulation sieht man auch, daß das Halteproblem fu¨r klas-
sische Turing-Maschinen analytisch entscheidbar ist.
Wa¨hrend das Halteproblem fu¨r R-Maschinen noch analytisch entscheidbar ist, ist es das
Konvergenzproblem fu¨r R-Maschinen nicht mehr: Es gibt keine R-Maschine K, die bei
Eingabe eines Tupels (M, x) gegen 1 konvergiert, falls M auf Eingabe x eine konver-
gente analytische Berechnung durchfu¨hrt und andernfalls gegen 0.
Konkret heißt dies:
Satz 2.2.10. Die Funktion
f :MR × R → R, f(M, x) =
{
1 : M konvergiert auf Eingabe x
0 : sonst
ist nicht analytisch berechenbar.
Beweis. Dieses Problem wurde bereits von Vierke [Vie96] und Chadzelek [Cha98]
untersucht. Wir geben zur Veranschaulichung einen einfachen Beweis an:
Angenommen, es ga¨be eine Maschine K, die das Konvergenzproblem fu¨r analytische
Maschinen entscheidet. Wir konstruieren daraus eine Maschine W, die bei Eingabe x
zuna¨chst K auf (x, x) simuliert. Bei jeder Ausgabe von K, die gro¨ßer als 2
3
ist, gibt W
hintereinander eine 0 und eine 1 aus und bei jeder Ausgabe von K, die kleiner als 1
3
ist,
gibt W 1 aus. Ist nun W mit Eingabe W konvergent? Ist dies der Fall, dann muß die
Ausgabe von K bei Eingabe (W,W) gegen 1 konvergieren. Dann ist diese Ausgabe fast
immer gro¨ßer als 2
3
. In diesem Fall erzeugt W aber eine (nicht konvergente) Folge von
0 und 1 als Ausgabe, es liegt also ein Widerspruch vor. Im anderen Fall gelangt man
analog zu einem Widerspruch. 
In Analogie zu den Turing-Maschinen folgt nun, daß auch das Konvergenzproblem bei
leerer Eingabe nicht analytisch entscheidbar ist, d.h. daß die Funktion
f :MR → R, f(M) =
{
1 : M konvergiert
0 : sonst
nicht analytisch berechenbar ist. Wa¨re die Funktion na¨mlich berechenbar, so ko¨nnte das
Halteproblem mit Eingabe x gelo¨st werden, indem aus einer Maschine M mit Eingabe
x eine Maschine Mx konstruiert wird, deren Programm die Eingabe x als Konstante
entha¨lt und die mit der Konstanten operiert wie M mit ihrer Eingabe.
Anmerkung. Bei Verzicht auf allgemeine reelle Konstanten ist die Analogie zu den Turing-Maschinen
jedoch nicht ganz unmittelbar, da eine beliebige reelle Eingabe x nicht als natu¨rliche Zahl kodiert werden
kann. Im Beweis zu Satz 2.2.10 wird jedoch fu¨r die Diagonalisierung als Eingabe nur die Kodierung
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einer Maschine verwendet, und bei Beschra¨nkung auf natu¨rliche Konstanten erfolgt die Kodierung der
Maschinen in die natu¨rlichen Zahlen.
Vierke konnte zeigen [Vie96], daß das Konvergenzproblem fu¨r analytische Maschinen
durch drei hintereinandergeschaltete analytische Maschinen lo¨sbar ist, woraus auch un-
mittelbar folgt, daß die Menge der analytisch berechenbaren Funktionen nicht unter
Komposition abgeschlossen ist. Die Weiterfu¨hrung dieser U¨berlegung fu¨hrt zum Hierar-
chiesatz fu¨r R-analytische Maschinen 2.2.13.
Chadzelek stellte die Frage, ob das Konvergenzproblem statt mit dreier auch mit Hilfe
zweier hintereinander geschalteter Maschinen lo¨sbar ist. Er konnte dies nur unter der Zu-
hilfenahme von unendlichen Zwischenergebnissen bejahen. Wir gehen hier etwas weiter
und zeigen, daß sogar zwei hintereinander geschaltete analytische Maschinen genu¨gen,
deren Ausgabe sa¨mtlich in R liegt. Durch dieses Resultat wird auch das erste der in
[Cha98] offenen Probleme gelo¨st.
Satz 2.2.11. Das Konvergenzproblem fu¨r analytische Maschinen ist durch zwei hinter-
einander ausgefu¨hrte analytische Maschinen entscheidbar.
Beweis. Wir bezeichnen die zuerst ausgefu¨hrte Maschine mit M1. Es sei M die Ein-
gabemaschine, von der die Konvergenz entschieden werden soll. Die Folge (an)n∈N sei
die Ausgabefolge der Zielkonfigurationen von M. Sei fu¨r k ∈ N
bk := sup
n>m≥k
|an − am| (2.1)
Es gilt nun:
(an)n∈N konvergent ⇔ lim
k→∞
bk = 0.
Um nun zu u¨berpru¨fen, ob die bk eine Nullfolge bilden, wird nun lediglich die na¨chstho¨he-
re Zweierpotenz als obere Schranke gespeichert. Da uns nur das Verhalten der Folge fu¨r
kleine Werte von bk interessiert, werden bk mit bk ≥ 1 durch 1 ersetzt. Damit der Fall
bk = 0, der bei konstanten und fast u¨berall konstanten Folgen auftritt, abgedeckt ist,
wird in diesem Fall 2−k als obere Schranke genommen.
Insgesamt erhalten wir als Repra¨sentation
b˜k = r(bk, k) :=
{
max{j ≤ k : 2−j ≥ bk} : bk < 1
0 : sonst
(2.2)
Es gilt nun fu¨r b˜k:
(an)n∈N konvergent ⇔ lim
k→∞
b˜k =∞.
Die b˜k werden nun mit der Methode der parallelen Berechnung berechnet. Da diese
Methode in dieser Arbeit sehr ha¨ufig zur Anwendung kommen wird, erfolgt hier exem-
plarisch eine etwas detailliertere Darstellung. Ziel ist, nach (abza¨hlbar) unendlich vielen
Rechenschritten u¨ber die Werte sa¨mtlicher b˜k fu¨r alle k ∈ N zu verfu¨gen. Die Anzahl der
Rechenschritte, die beno¨tigt wird, um die b˜k zu berechnen, ist aber unbeschra¨nkt. Da-
her ko¨nnen die b˜k nicht nacheinander fu¨r k = 1, 2, . . . berechnet werden, sondern deren
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Berechnung muß parallel erfolgen. Dazu wird in einer a¨ußeren Endlosschleife der Para-
meter k beginnend bei 1 fortlaufend immer weiter inkrementiert. Fu¨r jedes j < k wird
eine aktuelle Approximation b˜j,k von b˜j (die “Approximation von b˜j beim k-ten Schlei-
fendurchlauf der a¨ußeren Schleife”) gefu¨hrt. b˜j,k wird als natu¨rliche Zahl gespeichert,
die die entsprechende Zweierpotenz repra¨sentiert. In jeder neuen Runde der a¨ußeren
Endlosschleife wird fu¨r das neue k der Wert b˜k,k = r(|ak − ak+1|, k) initialisiert. Dann
durchla¨uft in einer inneren Schleife der Parameter j alle Werte von 1 bis k. In dieser
inneren Schleife werden nun fu¨r alle l mit j ≤ l < k+1 die Werte |al− ak+1| berechnet,
und wenn |al − ak+1| > 2−b˜j,k ist, dann wird b˜j,k entsprechend verringert, außer im Falle
b˜j,k = 0, wo der Wert nicht mehr vera¨ndert wird. Nachdem die innere Schleife komplett
durchlaufen wurde, gilt fu¨r 1 ≤ j ≤ k : b˜j,k = r(maxj≤n<m≤k+1 |an − am|, k) mit der in
Gleichung 2.2 definierten Repra¨sentation r.
Auf diese Weise werden die b˜j durch die b˜j,k parallel approximiert. Da diese durch natu¨rli-
che Zahlen repra¨sentiert werden und im Laufe der Berechnung ho¨chstens verringert wer-
den, wird fu¨r jedes j die Berechnung stationa¨r, d.h. es gibt fu¨r jedes j ein kj mit b˜k,j = b˜j
fu¨r k ≤ kj.
Auf dem Ausgabeband gibt M1 die b˜k,j in jedem Schleifendurchlauf innerhalb einer re-
ellen Zahl una¨r codiert aus, wobei die einzelnen Zahlen durch Nullen getrennt werden:
Ist u(n) ∈ {0, 1}∗ die una¨re Darstellung fu¨r eine natu¨rliche Zahl n (u(1) = 1, u(2) =
11, u(3) = 111, . . .), so ist die Bina¨rdarstellung der Zwischenausgaben der Berechnung
von M1 nach dem k-ten Durchlauf der a¨ußeren Schleife gleich
0u(b˜1,k)0u(b˜2,k)0u(b˜3,k)0 . . . 0u(b˜k,k).
Da die Berechnung fu¨r jedes b˜j,k stationa¨r wird, konvergieren die Ausgaben gegen eine
reelle Zahl. Es gilt also:
M1(M) = 0u(b˜1)0u(b˜2)0u(b˜3)0 . . .
Es gilt nun
(an)n∈N konvergent ⇔ M1(M) irrational.
Ist na¨mlich (an)n∈N divergent, dann wird die Folge (b˜k)k∈N irgendwann stationa¨r sein,
denn ansonsten wu¨rde (bk)k∈N gegen 0 konvergieren. Dann hat aber M1(M) ab einer
hinreichend großen Stelle eine periodische Bina¨rbruchdarstellung, ist also rational. Ist
umgekehrt (an)n∈N konvergent, dann wird bk fu¨r hinreichend große k jede positive Zahl
unterschreiten und somit die una¨re Kodierung von b˜k immer la¨nger werden, M1(M)
kann in diesem Fall also nicht periodisch und somit nicht rational sein.
M2 ist nun einfach eine Maschine, die u¨berpru¨ft, ob ihre Eingabe eine rationale Zahl
ist oder nicht. Dies wird realisiert, indem alle rationalen Zahlen aufgeza¨hlt werden, und
immer, wenn die aktuell aufgeza¨hlte Zahl ungleich der Eingabe ist, eine 1 ausgegeben
wird, und sobald diese Zahl gleich der Eingabe ist, fortwa¨hrend nur noch 0 in einer
Endlosschleife. 
Anmerkung.(Parallele Berechnungen) Die im obigen Beweis verwendete Technik der parallelen Berech-
nung wird in a¨hnlicher Form im weiteren Verlauf der Arbeit ha¨ufiger verwendet. Es ko¨nnen endlich
viele Maschinen parallel simuliert werden, und bei geeigneten Aufza¨hlungen ko¨nnen sogar abza¨hlbar
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unendlich viele Maschinen parallel simuliert werden. Dabei ist die Vorgehensweise wie im obigen Beweis
immer die, daß die Berechnungstiefe jeder einzelnen simulierten Maschine immer weiter erho¨ht wird,
und dies fu¨r alle simulierten Maschinen parallel gemacht wird.
Es ko¨nnen auch unterschiedliche Maschinen zu unterschiedlichen Berechnungstiefen simuliert werden.
Ist etwa eine Aufza¨hlung {M1,M2, . . .} gegeben, d.h. eine Maschine M, die bei Eingabe eines Paa-
res (n, x) die Maschine Mn auf Eingabe x berechnet, so ist eine parallele Simulation aller (unendlich
vieler) Maschinen dadurch denkbar, daß zuna¨chst die erste Maschine einen Berechnungsschritt lang,
dann die ersten beiden Maschinen zwei Berechnungsschritte lang, dann die ersten drei Maschinen drei
Berechnungsschritte lang usw. simuliert werden.
Diese Methode, die wir hier parallele Berechnung nennen, findet auch in der klassischen Berechenbar-
keitstheorie ha¨ufig in a¨hnlicher Form Anwendung, wobei hier natu¨rlich keine unendlich langen Berech-
nungen beru¨cksichtigt werden. Die Methode wird beispielsweise beim klassischen Beweis der A¨quivalenz
deterministischer und nichtdeterministischer Turing-Maschinen verwendet. In der englischsprachigen
Literatur wird meist von Dovetailing gesprochen.
Das Konvergenzproblem fu¨r analytische Maschinen ist also durch zwei hintereinander
ausgefu¨hrte analytische Maschinen entscheidbar. Da es aber nicht durch eine Maschine
analytisch entscheidbar ist, folgt sofort, daß die Menge der analytisch berechenbaren
Funktionen nicht unter Komposition abgeschlossen ist.
Korollar 2.2.12. Die Menge der analytisch berechenbaren Funktionen ist nicht unter
Komposition abgeschlossen.
Eine analoge Argumentation zeigt, daß auch die Menge der δ-Q-analytischen Funktio-
nen nicht unter Komposition abgeschlossen ist. Das Argument kann sogar noch weiter
gefu¨hrt werden: Betrachtet man die Mengen der Funktionen, die durch Hintereinander-
ausfu¨hrung von n analytischen Maschinen berechenbar sind, dann kann man zeigen, daß
diese Mengen fu¨r aufsteigende n eine Hierarchie bilden:
Satz 2.2.13 (Hierarchiesatz fu¨r analytische Maschinen, [Cha98]). Es bezeichne {Ri-
analytisch} die Klasse der Funktionen, die durch Hintereinanderausfu¨hrung von i ana-
lytisch R-berechenbaren Funktionen darstellbar sind. Dann gilt fu¨r alle i ∈ N:
{Ri-analytisch} ( {Ri+1-analytisch}
Analoges gilt fu¨r δ-Q-Maschinen:
{δ-Qi-analytisch} ( {δ-Qi+1-analytisch}
Beschra¨nktheitsproblem; Ha¨ufungswerte
Wir haben gesehen, daß das Konvergenzproblem fu¨r analytische Maschinen nicht ana-
lytisch entscheidbar ist. Die Konvergenz bezieht sich hier auf die Folge der Ausgaben
der Zielkofigurationen einer Maschine. Eine etwas einfachere Frage ist die, ob diese Fol-
ge eine beschra¨nkte Folge bildet. Wir bezeichnen dies als Beschra¨nktheitsproblem fu¨r
analytische Maschinen. Auch dieses Problem ist nicht analytisch entscheidbar:
Satz 2.2.14. Fu¨r eine Maschine M bezeichne (M(n)(x))n∈N die Ausgabefolge ihrer
Zielkonfigurationen bei Eingabe x. Dann ist die Funktion
f :MR × R → R, f(M, x) =
{
1 : (M(n)(x))n∈N beschra¨nkt
0 : sonst
nicht analytisch berechenbar.
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Beweis. Wir nehmen das Gegenteil an, daß also eine Maschine B existiert, die ent-
scheidet, ob eine gegebene Maschine M beschra¨nkte Zwischenausgaben hat. Es muß
also gelten (analytische Berechnung):
B(M, x) =
{
1 : (M(n)(x))n∈N beschra¨nkt
0 : sonst
Die Maschine W sei nun wie folgt definiert: W erha¨lt als Eingabe x und simuliert B
auf der Eingabe (x, x). Dabei wird ein separater Za¨hler N mitgefu¨hrt. Immer, wenn das
Zwischenergebnis von B gro¨ßer als 2
3
ist, gibt W die Zahl N aus, inkrementiert diese
und fu¨hrt die Simulation fort. Falls wa¨hrend der Simulation das Zwischenergebnis von
B kleiner als 1
3
ist, gibt W die Zahl 0 aus.
Ist nun W(W) beschra¨nkt? Wir unterscheiden zwei Fa¨lle:
• W(W) ist beschra¨nkt. Dann mu¨ssen die Zwischenergebnisse der simulierten Ma-
schine B angesetzt auf W irgendwann stets gro¨ßer als 2
3
sein, da diese ja gegen
1 konvergieren. Dann wird die Ausgabe von W aber nach Konstruktion u¨ber alle
Grenzen wachsen.
• W(W) ist nicht beschra¨nkt. Analog mu¨ssen nun die Zwischenergebnisse von B
irgendwann stets kleiner als 1
3
sein, undW gibt nur noch 0 aus, ist also beschra¨nkt.

Wie bei der Vorgehensweise zum Konvergenzproblem sieht man auch, daß das Be-
schra¨nktheitsproblem auf leerem Band nicht entscheidbar ist, d.h. die Funktion
B(M) =
{
1 : (M(n))n∈N beschra¨nkt
0 : sonst
ist nicht berechenbar.
Durch Reduktion auf das Beschra¨nktheitsproblem ko¨nnen wir nun zeigen, daß die Vor-
aussetzung der Stetigkeit in Lemma 2.2.8 notwendig ist:
Korollar 2.2.15. Die Komposition g ◦f einer analytisch berechenbaren Funktion f mit
einer endlich berechenbaren Funktion g ist im allgemeinen nicht analytisch berechenbar.
Beweis. Wir nehmen das Gegenteil an und zeigen, wie wir mit einer solchen Kompo-
sition das Beschra¨nktheitsproblem fu¨r analytische Maschinen lo¨sen ko¨nnen. SeiM eine
Maschine, von der die Beschra¨nktheit entschieden werden soll. Die zuerst ausgefu¨hr-
te analytische Maschine u¨berpru¨ft nun fu¨r n = 1, 2, . . ., ob die Zwischenausgaben von
M n u¨berschreiten. Es wird bina¨r kodiert in einer reellen Zahl gespeichert, wenn eine
Schranke n u¨berschritten wurde. Wenn bei der Simulation die na¨chste Zwischenausgabe
vonM erreicht ist, wird in jedem Fall der aktuelle Stand ausgegeben. IstM nun unbe-
schra¨nkt, so konvergiert die Ausgabe gegen 1, andernfalls gegen eine von 1 verschiedene
reelle Zahl. Dies kann nun leicht mit einer dahinter geschalteten R-Maschine u¨berpru¨ft
werden und 1 bzw. 0 ausgegeben werden. 
Eine weitere Anwendung der Reduktion auf das Beschra¨nktheitsproblem zeigt, daß der
gro¨ßte Ha¨ufungswert einer berechenbaren Folge nicht analytisch berechenbar ist. Dazu
nennen wir eine Folge (an)n∈N ∈ RN
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• R-berechenbar, wenn die Funktion N → R, n 7→ an R-berechenbar ist und
• analytisch R-berechenbar, wenn die Funktion N → R, n 7→ an analytisch R-
berechenbar ist.
Wenn der gro¨ßte Ha¨ufungswert einer R-berechenbaren Folge nicht analytisch berech-
enbar ist, dann gilt dies erst recht fu¨r den gro¨ßten Ha¨ufungswert einer analytisch R-
berechenbaren Folge. Da der Beweis der ersten Aussage aber eine Verfeinerung des
Beweises der zweiten ist, beweisen wir beide Aussagen separat.
Korollar 2.2.16. Der gro¨ßte Ha¨ufungswert einer beschra¨nkten analytisch berechenbaren
Folge ist im allgemeinen nicht analytisch berechenbar. Genauer: Es gibt keine Maschi-
ne, die bei Eingabe einer analytischen Maschine, die eine Folge (an)n∈N berechnet, den
Grenzwert lim supn→∞ an berechnet.
Beweis. Wir fu¨hren das Problem auf das Beschra¨nktheitsproblem zuru¨ck. Wir nehmen
an, es gebe eine Maschine L, die den gro¨ßten Ha¨ufungswert einer analytisch berechen-
baren Folge berechnet. Ist nun eine Maschine M gegeben, konstruieren wir daraus eine
Maschine MB, die eine Folge berechnet (d.h. MB konvergiert auf n ∈ N) und fu¨r die
gilt:
lim sup
n→∞
MB(n) =
{
0 : (M(n))n∈N beschra¨nkt
1 : sonst
Sei M die Eingabemaschine. Die Maschine MB, simuliert nun bei Eingabe n die Ma-
schine M und es wird fu¨r k = 1, 2, . . . u¨berpru¨ft, ob M(k) ≥ n ist. Ist die Ungleichung
fu¨r ein konkretes k erfu¨llt, wird 1 ausgegeben und in einen Terminalzustand u¨bergegan-
gen. Andernfalls wird 0 ausgegeben und k inkrementiert. Ist M beschra¨nkt, so gibt es
ein n0, so daß die Maschine MB bei Eingabe n ≥ n0 in ihrer unendlich andauernden
Berechnung immer 0 ausgibt, da die Schranke n fu¨r kein k durch M(n) u¨berschritten
wurde. Im anderen Fall ist fu¨r alle n das Ergebnis MB(n) = 1, da fu¨r jedes n ein k
existiert mitM(k) ≥ n. Eine Maschine, die das Beschra¨nktheitsproblem lo¨st, konstruiert
aus ihrer Eingabemaschine M zuna¨chst die Maschine MB (diese Konstruktion ist of-
fenbar R-berechenbar) und setzt darauf die Maschine L an. Damit wird tatsa¨chlich das
komplementa¨re Beschra¨nktheitsproblem gelo¨st, d.h. es wird 0 bei Beschra¨nktheit und
1 bei Unbeschra¨nktheit berechnet. Da die Funktion x 7→ 1 − x jedoch R-berechenbar
und stetig ist, kann sie nach Lemma 2.2.8 dahinter ausgefu¨hrt werden, so daß auch das
urspru¨ngliche Beschra¨nktheitsproblem gelo¨st wird. 
Durch ein etwas verfeinertes Vorgehen gelingt es sogar zu zeigen, daß der gro¨ßte Ha¨u-
fungswert einer Folge sogar dann nicht analytisch berechenbar ist, wenn die Folge nicht
analytisch berechenbar ist, sondern nur endlich R-berechenar.
Satz 2.2.17. Der gro¨ßte Ha¨ufungswert einer beschra¨nkten R-berechenbaren Folge ist im
allgemeinen nicht analytisch berechenbar. Genauer: Es gibt keine Maschine, die bei Ein-
gabe einer R-Maschine, die eine Folge (an)n∈N berechnet, den Grenzwert lim supn→∞ an
berechnet.
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Beweis. Das Problem wird wieder auf das Beschra¨nktheitsproblem zuru¨ckgefu¨hrt. Sei
L eine Maschine, die bei Eingabe einer R-Maschine F (die eine Folge berechnet) den
gro¨ßten Ha¨ufungswert der durch F berechneten Folge analytisch berechnet.
Sei nun M eine Maschine, fu¨r die das Beschra¨nktheitsproblem gelo¨st werden soll. Wir
konstruieren wieder eine Maschine MB, auf die L zur Lo¨sung des Beschra¨nktheitspro-
blems fu¨r M angesetzt wird. Im Gegensatz zum vorherigen Beweis ko¨nnen wir nun
nicht mehr M so lange simulieren, bis ein Wert k u¨berschritten wird, da im Falle der
Beschra¨nktheit der Maschine diese Rechnung nicht enden wu¨rde. Die Eingabe fu¨r L muß
hier aber eine endliche R-Maschine MB sein. Diese arbeitet wie folgt: Es sei j ∈ N die
Eingabe von MB. Es sei weiter P eine Turing-berechenbare bijektive Aufza¨hlung des
Gitters P : N×N → N mit Umkehrfunktionen L und R, so daß gilt: P (j) = (L(j), R(j)),
L(P (n,m)) = n und R(P (n,m)) = m. In Lemma 4.1.5 wird ein Beispiel fu¨r solche Funk-
tionen gegeben. MB u¨berpru¨ft nun fu¨r die Eingabe j, ob M innerhalb der ersten L(j)
Schritte den Wert R(j) u¨bersteigt. Zusa¨tzlich u¨berpru¨ft sie auch, ob schon vorher dieser
Wert u¨bertroffen wird, es wird also fu¨r alle 1 ≤ m < L(j) u¨berpru¨ft, ob M(m) > R(j)
gilt. Falls nun gilt: M(m) ≤ R(j) fu¨r alle 1 ≤ m < L(j), aber ML(j) > R(j), dann
wird eine 1 ausgegeben, in allen anderen Fa¨llen eine 0. In beiden Fa¨llen terminiertMB
mit ihrer Ausgabe. Auf diese Weise wird sichergestellt, daß fu¨r jede Schranke k nur ein
einziges Mal eine 1 ausgegeben wird, wenn diese u¨berschritten wird. Nun gilt:
Wenn M beschra¨nkt ist, dann gilt MB(j) = 1 nur fu¨r endlich viele j, denn es werden
nur endlich viele Schranken k u¨berschritten, und fu¨r jede u¨berschrittene Schranke wird
fu¨r genau ein j (na¨mlich jenes mit dem kleinsten L(j)) eine 1 ausgegeben. Ist umgekehrt
M unbeschra¨nkt, so wird fu¨r unendlich viele j der berechnete Wert von F(j) gleich 1
sein, da fu¨r jedes k ein n existiert mit M(m) > k. Da P bijektiv ist, gibt es ein j mit
P (j) = (m, k). Ist m minimal mit M(m) > k, dann gilt nach Konstruktion MB(j) = 1.
Es gilt also:
lim sup
j→∞
MB(j) =
{
1 : M unbeschra¨nkt
0 : sonst
Nun wird also wie oben die Maschine L auf MB angesetzt. Schließlich ko¨nnen mit
demselben Argument wie im letzten Beweis beim Ergebnis 0 und 1 noch vertauscht
werden. 
Damit ist es auch nicht mo¨glich, unter der Voraussetzung, daß nur endlich viele endliche
Ha¨ufungswerte existieren, diese auch in irgendeiner Ordnung zu berechnen. Ansonsten
ko¨nnte man mit Lemma 2.2.8 nach der (analytischen) Berechnung der Ha¨ufungswerte
die stetige R-berechenbare Funktion max : R∗ → R ausfu¨hren und somit den gro¨ßten
Ha¨ufungswert berechnen.
2.2.2 Berechnungsgraph und Berechnungsbaum
Das Ziel dieses Abschnittes ist es, den Darstellungssatz fu¨r endlichR-berechenbare Funk-
tionen herzuleiten. Dieser charakterisiert die R-berechenbaren Funktionen vollsta¨ndig.
In [BCSS98] und [HVS95] finden sich ebenfalls Beweise dieses Satzes. Wir wollen ihn
hier herleiten, da die Herleitung ein klares Bild auf die Struktur von Berechnungen wirft
und wir fu¨r die Verallgemeinerung des Darstellungssatzes auf analytische Maschinen ei-
nige hier verwendete Begriffe beno¨tigen werden.
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Eine Berechnung einer Maschine ist eine Folge von Konfigurationen. Abstrahiert man
von der konkreten Konfiguration und unterscheidet Konfigurationen nur durch den In-
halt des Programmza¨hlers, so ergibt sich ein endlicher Graph, der Berechnungsgraph der
Maschine.
In [BCSS98] werden Maschinen durch den Berechnungsgraphen definiert. Bei endlichen
Berechnungen sind beide Modelle a¨quivalent. Wir haben die Definition u¨ber ein Ma-
schinenmodell vorgezogen, weil es gro¨ßere Allgemeinheit gestattet und insbesondere die
verschiedenen Klassen berechenbarer Funktionen leichter zuga¨nglich sind.
Der Berechnungsgraph liefert die grundsa¨tzliche Struktur einer Maschine bzw. eines Pro-
gramms. Verfolgt man einzelne Berechnungen einer Maschine im Berechnungsgraphen
und “rollt dabei den Graphen zu einem Baum ab”, so erha¨lt man den Berechnungs-
baum. Anhand des Berechnungsbaumes kann man einzelne Berechnungen anschaulich
verfolgen und die Operationen der Maschine leicht erkennen.
Definition 2.2.18. Sei M eine R-Maschine mit Programm pi = (pi1, . . . , piN). Der
Berechnungsgraph G(M) ist ein gerichteter Graph mit Knotenmenge {pi1, . . . , piN}. Die
Menge der Kanten ist gegeben durch
{pii → pii+1 1 ≤ i < N, pii kein Verzweigungsbefehl }
{pii → pim, pii → pin pii = if α > 0 then goto m else goto n}
Bei Verzweigungsbefehlen sind die Kanten mit α > 0 bzw. α ≤ 0 beschriftet, analog mit
=, 6= bei nichtgeordneten Ringen.
Der Berechnungsbaum von M ist nun der zu G(M) geho¨rige Baum:
Definition 2.2.19. Sei M eine R-Maschine mit Programm pi = (pi1, . . . , piN). Der Be-
rechnungsbaum B(M) ist ein gerichteter beschrifteter Graph mit Knotenmenge V ⊆
{pi1, . . . , piN}∗. B(M) ist induktiv wie folgt definiert:
• Die Wurzel von B(M) ist (pi1).
• Ist (pii1 , . . . , piik) ein Knoten von B(M) mit piik = end, so hat er keine Kinder.
• Ist (pii1 , . . . , piik) ein Knoten von B(M) mit piik 6= end, so hat er Kinder
(pii1 , . . . piik , piik+1) falls pii kein Verzweigungsbefehl
(pii1 , . . . piik , pin)
(pii1 , . . . piik , pim)
}
falls pii = if α > 0 then goto m else goto n
Der Berechnungsbaum einer Maschine ist ein nu¨tzliches Hilfsmittel, will man die Be-
rechnungen einer Maschine untersuchen. Genauer betrachtet man verschiedene Berech-
nungspfade in diesem Baum. Ein Pfad ist eine Folge von Knoten im Berechnungsbaum,
σ = (σi)i∈N.
Wir ordnen jeder Berechnung der MaschineM einen Berechnungspfad im Berechnungs-
baum zu:
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Definition 2.2.20. Sei M eine R-Maschine und (ki = (αi, βi, γi, pi, x(i), y(i), z(i)))i∈N
die Berechnung von M angesetzt auf x. Dann ist der Berechnungspfad
σ(x) = (σ1(x), σ2(x), . . .) ∈ ({pi1, . . . , pin}∗)N von x komponentenweise definiert durch
σi(x) := (piβ1 , . . . , piβi), i ∈ N
Wir definieren weiter den Berechnungspfad von x bis zum Zeitpunkt i als
σ≤i(x) = (σ1(x), . . . , σi(x)).
Anmerkung. Nach dieser Definition sind alle Berechnungspfade unendlich lang. Bei endlichen, haltenden
Berechnungen gilt ab einem Berechnungszeitpunkt i: ki+1 = ki (sobald piβi = end). Deshalb ko¨nnen wir
Pfade, die haltenden Berechnungen entsprechen, auch als ab einem Index i endliche Pfade der La¨nge i
(wenn i minimal) auffassen.
Der i-te Knoten von σ(x) ist also definiert als der Knoten, der die Befehlsfolge von M
bis zum Berechnungszeitpunkt i widerspiegelt.
Anhand des Berechnungspfades kann man die Berechnungen, die fu¨r eine Eingabe x von
der Maschine durchgefu¨hrt werden, leicht verfolgen. An jedem Knoten werden Zuwei-
sungen, arithmetische Berechnungen oder Verzweigungen ausgefu¨hrt. An jedem Knoten
werden also elementare Funktionen (Identita¨t, Addition, Multiplikation und jeweilige
Inverse) ausgefu¨hrt, und die Inhalte der Register ergeben sich durch Hintereinander-
ausfu¨hrung dieser elementaren Funktionen. Dies bedeutet aber, daß die Inhalte der Re-
gister rationale Funktionen der Eingabe x bilden. Pra¨ziser geht man wie folgt vor:
Fu¨r jede Speicherzelle zi, jede Ausgabezelle yi und die Register α und γ werden nun die
an einem Knoten des Berechnungsbaums berechneten Funktionen auf natu¨rliche Weise
definiert:
• Sei v = (pi1) die Wurzel von B(M). Dann ist
α(v, x) = γ(v, x) = zi(v, x) = yi(v, x) = 0.
• Seien die Funktionen fu¨r v = (pi1, . . . , piv) schon definiert und w = (pi1, . . . , piv, piw)
ein Nachfolger von v. Dann setzen wir stets α(w, x) = α(v, x), γ(w, x) = γ(v, x),
zi(w, x) = zi(v, x), yi(w, x) = yi(v, x), außer in den folgenden Fa¨llen:
α(w, x) = xi falls piw = α := xi
α(w, x) = zi(v, x) falls piw = α := zi
α(w, x) = c falls piw = α := c
yi(w, x) = α(v, x) falls piw = yi := α
zi(w, x) = α(v, x) falls piw = zi := α
α(w, x) = α(v, x) + zi(v, x) falls piw = α := α+ zi
α(w, x) = α(v, x) · zi(v, x) falls piw = α := α · zi
α(w, x) = −α(v, x) falls piw = α := −α
α(w, x) = α(v, x)−1 falls piw = α := α−1
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Man sieht sofort: α(v, ·), zi(v, ·), yi(v, ·) sind Polynome bzw. im Falle, daß R Divisi-
onsbereich ist, rationale Funktionen. Insbesondere sind an allen Verzweigungsstellen im
Programm die Bedingungen if α > 0 then . . . semi-algebraische Bedingungen, das
heißt, α ist ein Polynom bzw. eine rationale Funktion der Eingabe x. Weiter sieht man,
daß die berechneten Funktionen nur vom Pfad im Berechnungsbaum abha¨ngig sind. Ha-
ben zwei Eingaben x1 und x2 also den gleichen Berechnungspfad, so sind die berechneten
rationalen Funktionen dieselben, aber mit verschiedenen Argumenten.
Definition 2.2.21. Sei M eine R-Maschine und σ ∈ B(M) ein Pfad im Berechnungs-
baum. Der Einzugsbereich von σ ist
Dσ = {x ∈ DM|σ(x) = σ}.
Alle x ∈ Dσ haben den gleichen Berechnungspfad, und fu¨r alle diese x wird in den
Registern, im Speicher und auf dem Ausgabeband das gleiche Polynom bzw. die gleiche
rationale Funktion berechnet. Die Maschine verha¨lt sich also auf all diesen Eingaben
gleich. Die Zugeho¨rigkeit einer Eingabe x zu einer Menge Dσ ist durch die Folge semi-
algebraischer Bedingungen if α > 0 then . . . im Berechnungspfad bestimmt. Ist dies
eine endliche Folge, so ist Dσ also eine semi-algebraische Menge. Dabei verstehen wir
unter einer semi-algebraischen Menge eine Menge, die durch endlich viele polynomia-
le Gleichungen und Ungleichungen der Form p(ξ1, . . . , ξn) = 0, p(ξ1, . . . , ξn) 6= 0 und
p(ξ1, . . . , ξn) > 0 definiert werden kann.
Betrachten wir nun endliche Berechnungen: Sei HM der Haltebereich von M. Dann ist
jeder Pfad σ(x) fu¨r x ∈ HM von endlicher La¨nge. Es kann aber nur abza¨hlbar viele
Pfade endlicher La¨nge geben, wie man leicht einsieht, wenn man die Pfade ihrer La¨nge
nach aufza¨hlt und beru¨cksichtigt, daß es ho¨chstens 2n Pfade der La¨nge n geben kann,
da ein Knoten ho¨chstens zwei Kinder haben kann. Also ist die Menge
{Dσ(x)|x ∈ HM}
eine abza¨hlbare Menge semi-algebraischer Mengen. Damit haben wir gezeigt:
Satz 2.2.22 (Darstellungssatz fu¨r R-Maschinen). Sei M eine R-Maschine, und Φ :
HM → R die vonM berechnete Funktion. Dann ist der Haltebereich HM eine abza¨hlbare
Vereinigung semialgebraischer Mengen, auf denen die Funktion Φ ein Polynom bzw. im
Falle daß R ein Divisionsbereich ist, eine rationale Funktion ist.
Der Darstellungssatz wurde bereits in [BCSS98] und [Vie96] bewiesen. Er kla¨rt die Struk-
tur von R-berechenbaren (also endlich berechenbaren) Funktionen auf. Ein wesentliches
Ziel unserer Arbeit ist es zu untersuchen, ob Verallgemeinerungen des Darstellungssat-
zes fu¨r analytische Maschinen gelten; insbesondere, ob auf durch Programmpfade fest-
gelegten Teilmengen des Definitionsbereichs analytisch berechenbare Funktionen durch
Potenzreihen darstellbar sind.
Wir geben hier noch eine Verscha¨rfung des Darstellungssatzes an, die bekannt ist, in
der Literatur aber selten erwa¨hnt wird. Die Koeffizienten der Polynome bzw. rationa-
len Funktionen, die entlang eines Pfades σ im Akkumulator, im Speicher und auf dem
Ausgabeband berechnet werden, sind sogar selbst wieder berechenbar. Wir formulieren
dies exemplarisch fu¨r die Ausgabe.
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Abbildung 2.2: Darstellungssatz fu¨r R-berechenbare Funktionen
Satz 2.2.23 (Konstruktiver Darstellungssatz). Die Darstellung der von R-Maschinen
berechneten Funktionen durch Polynome bzw. rationale Funktionen ist R-berechenbar.
Das heißt, es gibt eine R-Maschine P, die bei Eingabe einer R-Maschine M und eines
Eingabewertes x ∈ HM die Koeffizienten der durch M berechneten rationalen Funktion
entlang des Pfades σ(x) berechnet.
Beweis. Der Beweises von Satz 2.2.22 liefert im wesentlichen auch eine Konstruktion
der entlang eines Pfades in den Registern und auf den Ba¨ndern berechneten Funktionen:
Sei M eine Eingabemaschine und x ∈ HM eine Eingabe. Sei σ = σ(x) (fu¨r M) und
rσ =
pσ
qσ
die vonM berechnete rationale Funktion entlang σ mit Za¨hler- und Nennerpo-
lynom. Die Maschine P berechnet nun die Koeffizienten von p und q durch Simulation
von M. Dabei werden fu¨r den Akkumulator und fu¨r jede von M benutzte Speicher-
und Ausgabebandzelle die Koeffizienten der dort berechneten rationalen Funktionen
mitberechnet. 
Wir beweisen nun einen Hilfssatz, der zeigt, daß eine u¨ber den reellen oder komplexen
Zahlen berechenbare Funktion auch stets auf mindestens einer nichtleeren offenen Menge
durch eine rationale Funktion dargestellt wird.
Lemma 2.2.24. Sei eine offene Menge D gegeben, die sich als Vereinigung abza¨hlbar
vieler semi-algebraischer Mengen schreiben la¨ßt:
D =
⋃
i∈N
Di.
Dann gibt es wenigstens ein i, so daß Di nichtleeres Inneres hat.
Beweis. Sei also D offen, Di semi-algebraisch fu¨r i ∈ N und D =
⋃
i∈NDi. Dann gibt
es nach dem Kategoriensatz von Baire wenigstens ein i, so daß Di nichtleeres Inneres
hat. Da Di semi-algebraisch ist, muß also auch Di selbst nichtleeres Inneres haben. 
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Tabelle 2.2 Hierarchie der Klassen berechenbarer Funktionen
2.2.3 Einordnung der Funktionsklassen und Beispiele
In diesem Abschnitt geben wir Beispiele fu¨r die verschiedenen Klassen berechenbarer
Funktionen und gehen insbesondere auf die in der Einleitung genannten Beispiele ein.
Einen U¨berblick u¨ber die Hierarchie der berechenbaren Funktionen gibt Tabelle 2.2. Ein
Großteil der Resultate dieses Abschnittes finden sich bereits in [Vie96] und [Cha98].
Wir gehen auf sie ein, da sie einen guten U¨berblick u¨ber die Klassen berechenbarer
Funktionen verschaffen.
R-berechenbare Funktionen
Die einfachste betrachtete Klasse berechenbarer Funktionen bilden die Q-berechenbaren
Funktionen, die (bei geeigneter Definition rationaler Berechnungen) a¨quivalent zu den
Turing-berechenbaren Funktionen sind. Die erste echt gro¨ßere Klasse ist die Klasse der
R-berechenbaren Funktionen. Sie ist auf natu¨rliche Weise echt gro¨ßer, da der Defini-
tionsbereich der Funktionen gleich der Menge der reellen Zahlen ist, und jede Turing-
Maschine auf einer R-Maschine simuliert werden kann.
Beispiel 2.2.25.
1. Konstante Funktionen fc : R → R, x 7→ c sind genau dann R-berechenbar, wenn
c ∈ Q. Natu¨rlich ist jede konstante Funktion fc fu¨r c ∈ R auch R[c]-berechenbar.
2. Polynomfunktionen p(x) = anx
n + . . .+ a0 sind genau dann R-berechenbar, wenn
fu¨r die Koeffizienten gilt: ai ∈ Q. Analog zu den konstanten Funktionen sind
Polynome stets R[a0, . . . , an]-berechenbar.
3. Die Heaviside-Funktion
h : R → R, x 7→
{
0 : x ≤ 0
1 : x > 0
.
ist R-berechenbar, da exakte Vergleiche mit reellen Zahlen verfu¨gbar sind.
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Die R-berechenbaren Funktionen werden durch den Darstellungssatz 2.2.22 charakte-
risiert. Mit Hilfe dieses Satzes lassen sich leicht Beispiele nicht R-berechenbarer Funk-
tionen angeben. Jede nichtrationale analytische Funktion etwa ist nicht R-berechenbar,
etwa die Exponentialfunktion exp : R → R, x 7→ ex oder die Wurzelfunktion √· : R+ →
R, x 7→ √x. Denn nach dem Identita¨tssatz fu¨r analytische Funktionen gibt es keine
nichtleere offene Menge, auf der diese Funktionen mit einer rationalen Funktion u¨ber-
einstimmen. Nach dem Darstellungssatz gibt es aber fu¨r eine R-berechenbare Funktion
semi-algebraische Mengen Ai, i ∈ N, auf denen die Funktion rational ist und fu¨r die gilt
R =
⋃
i∈N
Ai.
Da die semi-algebraischen Mengen u¨ber R gerade Vereinigungen (halboffener) Inter-
valle sind, muß wenigstens eines der Ai nichtleeres Inneres haben, da eine abza¨hlbare
Vereinigung einzelner Punkte nicht das Kontinuum ergeben kann.
Stark δ-Q-analytisch berechenbare Funktionen
Die stark δ-Q-analytisch berechenbaren Funktionen sind die einzige Klasse, die nicht in
der aufsteigenden Hierarchie der hier betrachteten Funktionsklassen einzuordnen sind.
Das liegt daran, daß nicht alle R-berechenbaren Funktionen auch stark δ-Q-analytisch
sind. Die Genauigkeitsschranke erzwingt zusammen mit der Rundung die Stetigkeit der
Funktion:
Satz 2.2.26 ([Vie96]). Die stark δ-Q-analytischen Funktionen sind stetig.
Beweis. Sei f stark δ-Q-analytisch mit Maschine Mf . Wir nehmen an, es gibt eine
Folge (xn)n∈N mit xn → x, aber f(xn) 6→ f(x). Damit gibt es ein ε > 0, so daß fu¨r
unendlich viele n gilt: |f(xn)−f(x)| > ε. Es sei n ein Berechnungszeitpunkt, zu dem die
Genauigkeit der Ausgabe kleiner als ε/2 ist. Wir wa¨hlen eine Rundung ρ, die bei Ge-
nauigkeit k die reelle Achse a¨quidistant in Intervalle der La¨nge 2−n unterteilt. Ist δn nun
die Rundungsgenauigkeit zum Zeitpunkt n, dann gibt es ein i, so daß ρ(n, xi) = ρ(n, x).
Damit verha¨lt sich die Maschine Mf auf den Eingaben x und xi bis zum Zeitpunkt n
identisch. Die Genauigkeitsangabe fu¨r die beiden Eingaben ist also ebenfalls identisch,
sowie die n-te Approximation. Dann ko¨nnen sich die Funktionswerte aber nicht um ε
unterscheiden. 
Die stark δ-Q-analytischen Funktionen entsprechen den Typ-2 Turing-berechenbaren
Funktionen [Wei00]. Sie sind in jeder der folgenden Klassen enthalten.
Im Gegensatz zu den R-berechenbaren Funktionen umfassen die stark δ-Q-analytischen
Funktionen auch nichtrationale algebraische Funktionen und transzendente analytische
Funktionen, wie die Exponentialfunktion. Zur Berechenbarkeit analytischer Funktionen
verweisen wir auf Kapitel 3. Andererseits sind elementare nichtstetige Funktionen wie
die Heaviside-Funktion nicht stark δ-Q-analytisch.
Quasi-stark δ-Q-analytisch berechenbare Funktionen
Die quasi-stark δ-Q-analytisch berechenbaren Funktionen unterscheiden sich von den
stark δ-Q-analytisch berechenbaren Funktionen dadurch, daß die Genauigkeitsschranke
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der Ausgabe nicht immer gilt, sondern nur fast immer, also von einem gewissen Berech-
nungszeitpunkt an. Diese relaxierte Bedingung gestattet es, auch nicht stetige Funk-
tionen zu berechnen. Die Idee besteht darin, daß R-Maschinen auf rationalen Zahlen
mittels mit Intervallarithmetik von immer gro¨ßer werdender Pra¨zision simuliert werden.
Dies funktioniert prinzipiell auch mit starken δ-Q-Maschinen, bei Verzweigungsbefeh-
len kann es jedoch passieren, daß die falsche Verzweigungsrichtung gewa¨hlt wird, wenn
das Vertrauensintervall noch zu groß ist. Bei hinreichender Genauigkeit jedoch kann bei
endlichen Berechnungen immer sichergestellt werden, daß die richtige Auswahl getroffen
wird. Wir zitieren hier ohne Beweis den Simulationssatz von Chadzelek, der zeigt, daß
jede R-berechenbare Funktion auch quasi-stark δ-Q-analytisch ist.
Satz 2.2.27 (Simulationssatz fu¨r R-Maschinen, [Cha98]). Jede R-berechenbare Funktion
ist quasi-stark δ-Q-analytisch.
Beispiel 2.2.28. Statt des detaillierten Beweises zeigen wir kurz, wie man die Heavi-
side-Funktion quasi-stark δ-Q-analytisch berechnen kann, um dem Leser ein Gefu¨hl fu¨r
quasi-starke Berechnungen zu geben. Die Berechnung geschieht in Phasen, die durch die
Rundungsgenauigkeit δ bestimmt sind. Die Eingabe x erha¨lt die Maschine in gerundeter
Form x˜ = ρ(δ, x). Ist nun 0 ∈ (x˜−δ, x˜+δ), so wird eine 0 als Funktionsergebnis und eine 0
als Ausgabegenauigkeit ausgegeben und die Rundungsgenauigkeit erho¨ht. Ist umgekehrt
0 6∈ (x˜− δ, x˜+ δ), so wird je nach dem Vorzeichen von x˜ 0 oder 1 als Ergebnis und 0 als
Ausgabegenauigkeit ausgegeben und in einen Endzustand u¨bergegangen. Ist nun x 6= 0,
so wird bei hinreichend hoher Rundungsgenauigkeit gelten 0 6∈ (x˜ − δ, x˜ + δ), und die
Berechnung wird mit dem richtigen Ergebnis halten. Die Ausgabegenauigkeit ist nur
falsch, solange die 0 vom Vertrauensintervall u¨berlappt wird, also nur endlich oft. Im
Falle x = 0 wird immer gelten 0 ∈ (x˜−δ, x˜+δ) und somit die Ausgabe gegen das richtige
Ergebnis 0 “konvergieren”. Die Ausgabegenauigkeit ist in diesem Fall immer korrekt. In
beiden Fa¨llen konvergiert sie gegen 0, da sie stets 0 ist.
Die quasi-stark δ-Q-analytischen Funktionen bilden die gro¨ßte und letzte Klasse in dieser
Hierarchie, die noch unter Komposition abgeschlossen ist.
Robust δ-Q-analytisch berechenbare Funktionen
Bei den robust δ-Q-analytisch berechenbaren Funktionen muß keine Genauigkeitsschran-
ke mit ausgegeben werden. Analog wie bei R-analytisch berechenbaren Funktionen zeigt
man (vgl. auch [Cha98]), daß diese nicht unter Komposition abgeschlossen sind. Damit
ist schon gezeigt, daß sie eine echte Oberklasse der quasi-stark δ-Q-analytisch berech-
enbaren Funktionen bilden.
Beispiel 2.2.29. Ein Beispiel einer Funktion, die nicht robust δ-Q-analytisch berechenbar
ist, ist die Funktion
χQ : R → R, x 7→
{
0 : x ∈ R−Q
1 : x ∈ Q
Ein detaillierter Beweis dieser Tatsache findet sich in [Vie96]. Die Idee besteht darin,
die feste Rundung ρ(x, δ) = [x·2
δ ]
2δ
zu verwenden, und eine Folge rationaler Zahlen xn zu
konstruieren, bei der die Dualbruchdarstellung von xn ein Pra¨fix der Darstellung von
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xn+1 ist. Fu¨r jede der Zahlen xn muß die Ausgabe einer die Funktion berechnenden
Maschine gegen 1 konvergieren, fu¨r den Grenzwert limn→∞ xn =: x jedoch gegen 0,
woraus ein Widerspruch entsteht, da die Berechnung der Maschine wegen der Rundung
fu¨r sukzessive xn identisch bis zur letzten Stelle von xn ist.
Analytisch R-berechenbare Funktionen
Die analytisch R-berechenbaren Funktionen bilden die gro¨ßte Klasse in der Hierarchie,
die noch durch eine einzige Maschine berechnet werden ko¨nnen. Diese Klasse umfaßt
alle vorangegangenen Klassen echt.
Beispiel 2.2.30.
1. Wir werden sehen, daß jede Funktion, die durch eine Potenzreihe definiert wird
und deren Koeffizientenenfolge Turing-berechenbar oder auch C-berechenbar ist,
analytisch C-berechenbar ist.
2. Als Beispiel einer analytisch R-berechenbaren Funktion, die nicht robust δ-Q-
analytisch berechenbar ist, dient χQ. Diese Funktion wird analytisch berechnet,
indem die rationalen Zahlen aufgeza¨hlt und mit der Eingabe verglichen werden.
Bei U¨bereinstimmung wird eine 1 ausgegeben und in einen Endzustand u¨berge-
gangen, andernfalls 0 ausgegeben und die Aufza¨hlung fortgesetzt.
Weitere Beispiele folgen mit den analytisch berechenbaren analytischen Funktionen in
Kapitel 3. Dort wird auch gezeigt, inwiefern zusa¨tzliche Bedingungen wie die Holomor-
phie einer Funktion zum Zusammenbruch der Hierarchie fu¨hren.
Typ-2 Turing-Maschinen
Wir schließen den Abschnitt mit einem Vergleich der analytischen Maschinen mit dem
Maschinenmodell, das in der Typ-2 Theorie der Berechenbarkeit verwendet wird. Dabei
skizzieren wir nur ein vereinfaches Modell, auf Repra¨sentationen, mit deren Hilfe die
Expressivita¨t der Theorie vergro¨ßert wird, gehen hier nicht ein. Fu¨r eine ausfu¨hrliche
Darstellung vgl. etwa [Wei95].
Das grundlegende Modell der Theorie ist ein Turing-Maschinenmodell mit einseitig un-
endlichen Ba¨ndern u¨ber {0, 1}. Es gibt mehrere Eingabeba¨nder, mehrere Arbeitsba¨nder
und ein Ausgabeband. In der Typ-2 Theorie wird gefordert, daß Ein- und Ausgabeba¨nder
Einwegba¨nder sind, d.h. der Kopf der Turing-Maschine kann sich nur von links nach
rechts bewegen. Mit Funktionen in : Rk → {0, 1}N bzw. out : {0, 1}N → R werden Ein-
und Ausgabeba¨nder interpretiert und dadurch Funktionen Rk → R definiert.
Die Einschra¨nkung, daß das Ausgabeband ein Einwegband ist, fu¨hrt dazu, daß die
durch Typ-2 Turing-Maschinen berechenbaren Funktionen automatisch stetig sind. Fer-
ner kann die Maschine in endlicher Zeit nur ein endliches Anfangsstu¨ck des Eingabeban-
des lesen, und der Eingabewert, mit der die Maschine auf ihren Arbeitsba¨ndern rechnet,
ist stets gerundet. Daher gilt:
Lemma 2.2.31 ([Vie96, Cha98]). Die Menge der Typ-2 Turing-berechenbaren Funktio-
nen ist gleich der Menge der (robust) stark δ-Q-berechenbaren Funktionen.
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2.3 Darstellungssa¨tze fu¨r analytische Maschinen
Abgesehen von der allgemeinen Diskussion zu Beginn des Abschnitts wenden wir uns
wieder den Ko¨rpern R und C zu. Der Darstellungssatz fu¨r R-berechenbare Funktionen
2.2.22 charakterisiert vollsta¨ndig diese Klasse berechenbarer Funktionen. Die Erweite-
rung der R-Maschinen durch unendliche konvergierende Berechnungen zu analytischen
Maschinen wirft die Frage nach einer Verallgemeinerung des Darstellungssatzes auf,
werden doch bei endlichen Teilberechnungen stets R-berechenbare Funktionen erzeugt.
Es stellt sich also die Frage, inwieweit die analytisch berechenbaren Funktionen durch
Potenzreihen darstellbar sind. Dabei ist der Konvergenzbegriff der analytischen Ma-
schinen wesentlich. Die Konvergenz der durch eine analytische Maschine berechneten
Zwischenergebnisse gegen die von der Maschine berechnete Funktion ist eine punktwei-
se Konvergenz. Wu¨rde man hier voraussetzen, daß die durch die n-te Approximation
definierten Funktionen gleichma¨ßig gegen die Grenzfunktion konvergieren, so wu¨rde bei
vorausgesetzter Analytizita¨t der n-ten Approximationen sofort folgen, daß die Grenz-
funktion ebenfalls analytisch, also durch Potenzreihen darstellbar, ist.
Bei R-berechenbaren Funktionen ist jede einzelne haltende Berechnung von endlicher
La¨nge; daher ko¨nnen nur endlich viele Vergleiche wa¨hrend einer solchen Berechnung
stattfinden und der Definitionsbereich wird somit in abza¨hlbar viele semi-algebraische
Mengen unterteilt. Vergleichbares gilt bei unendlichen Berechnungen nicht mehr. Es
kann sogar passieren, daß jede Eingabe einen eigenen Berechnungspfad hat, daß also
alle Mengen Dσ einpunktig sind. In diesem Fall macht eine Darstellung durch Potenz-
reihen natu¨rlich keinen Sinn, da eine nichttriviale Konvergenz einer Reihe immer nur
auf einer offenen Menge stattfinden kann.
Auch die wesentlich schwa¨chere Eigenschaft der Stetigkeit gilt im allgemeinen nicht
fu¨r analytisch berechenbare Funktionen. Das einfache Beispiel χQ zeigt sofort, daß eine
R-analytisch berechenbare Funktion nirgends stetig sein muß.
Beispiel 2.3.1. Die Unterteilung der Definitionsbereiche der analytisch berechenbaren
Funktionen durch die Berechnungspfade ist im allgemeinen u¨berabza¨hlbar: Dazu sei
K : [0, 1]→ R die Funktion, deren Graph die Kochsche Kurve darstellt:
K ist R-analytisch berechenbar. Tatsa¨chlich ist K sogar stark δ-Q-analytisch berech-
enbar. Die Genauigkeitsschranke bestimmt man, indem man durch Triangulierung den
Bereich eingrenzt, in dem K(x) liegen kann. Eine genauere Darstellung findet sich in
[Cha98].
K ist ein Beispiel fu¨r eine u¨berall stetige, aber nirgends differenzierbare Funktion. Es ist
also nicht mo¨glich, daß K auf irgendeiner offenen Teilmenge ihres Definitionsbereiches
durch eine Potenzreihe dargestellt werden kann.
Dieses Beispiel zeigt, daß es sogar stark δ-Q analytisch berechenbare Funktionen gibt,
die nirgends glatt sein mu¨ssen, also sicher auch nicht durch Potenzreihen darstellbar
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sind. Man muß sich also bei der Untersuchung auf die Fa¨lle beschra¨nken, bei denen of-
fene nichtleere Dσ existieren. Das ist beispielsweise der Fall, wenn bei jeder Berechnung
nur endlich viele Vergleiche auftreten.
Auch in diesem Fall gibt es im allgemeinen keine Darstellung durch Potenzreihen auf dem
gesamten Innern der Dσ-Mengen. Es macht hier einen großen Unterschied, ob man auf
dem Ko¨rper der reellen Zahlen R oder dem der komplexen Zahlen C arbeitet. Wa¨hrend
auf R selbst auf offenen Dσ noch große Unregelma¨ßigkeiten entstehen ko¨nnen, sind die
arithmetischen Operationen auf C stark genug, um zumindest in großen Teilen Darstel-
lung durch Potenzreihen im Innern von Dσ-Mengen zu erzwingen.
2.3.1 Darstellungen u¨ber R
In diesem Abschnitt betrachten wir Maschinen u¨ber dem Ko¨rper der reellen Zahlen
R. Wir werden zuna¨chst zeigen, daß fu¨r allgemeine R-analytische Maschinen selbst
im Innern offener Dσ-Mengen eine Darstellung durch Potenzreihen nicht gegeben ist.
Tatsa¨chlich werden wir eine Maschine angeben, die ohne Vergleiche arbeitet und den-
noch eine nicht stetige Funktion berechnet.
Durch Einschra¨nkung des Maschinenmodells la¨ßt sich mehr erreichen; bekannt ist be-
reits, daß stark δ-Q-analytische Maschinen auf ihrem gesamten Definitionsbereich stetig
sind. Fu¨r quasi-stark δ-Q-analytische Maschinen formulieren wir ein abgeschwa¨chtes
Resultat.
R-analytische Maschinen
Sei M eine R-analytische Maschine, und ΦM die von M berechnete Funktion. Wir
betrachten die Unterteilung des Definitionsbereiches DΦ von ΦM in Mengen
DΦ =
⋃
σ
Dσ,
wobei σ die Pfade des Berechnungsbaums von M durchla¨uft.
Wir betrachten nun die durch folgendes Programm gegebene Maschine M:
1: z1 = 1
2: α := 1/(1 + (z1 · (x1)2))
3: y1 := α
4: z1 := z1 + 1
5: print
6: goto 2
Die Maschine M berechnet die Funktion
ΦM : R → R, x 7→
{
1 : x = 0
0 : x 6= 0
Die n−te Approximation M(n)(x) ist gegeben durch
fn(x) :=M(n)(x) = 1
1 + nx2
.
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Mit fn ist also eine Folge rationaler Funktionen gegeben, die punktweise, aber notwen-
digerweise nicht gleichma¨ßig gegen ΦM konvergiert.
1
−1
1 2 3 4 5−1−2−3−4−5
Da im Programm vonM keine bedingten Verzweigungen vorkommen, ist Dσ(x) = R fu¨r
alle x ∈ R, daß heißt, der Berechnungsbaum besteht aus einem einzigen Pfad σ. ΦM ist
nicht auf ganz Dσ stetig, also auch nicht analytisch und nicht durch eine Potenzreihe
darstellbar.
Nimmt man aus dem obigen Beispiel den Nullpunkt aus dem Definitionsbereich heraus,
so ist die berechnete Funktion analytisch. Man ko¨nnte also darauf hoffen, daß analytisch
berechenbare Funktionen bis auf verschwindende Ausnahmepunkte im Innern der Dσ
analytisch sind. Das ist aber auch nicht der Fall.
Der folgende Satz ist auch ohne den Zusammenhang der Darstellung analytisch bere-
chenbarer Funktionen interessant, zeigt er doch die Macht der Konstanten. Wir zei-
gen, daß unter Zuhilfenahme beliebiger reeller Konstanten jede stetige Funktion, die
die rationalen Zahlen in sich abbildet, auf einem abgeschlossenen Intervall analytisch
R-berechenbar ist:
Satz 2.3.2. Sei f : [0, 1]→ R eine stetige Funktion mit f(Q∩ [0, 1]) ⊆ Q. Dann gibt es
eine Konstante c, so daß f R[c]-analytisch berechenbar (vgl. Anmerkung zur Definition
2.2.1) ist und es gibt eine Maschine, die f so berechnet, daß alle x ∈ [0, 1] denselben
Berechnungspfad haben.
Beweis. Sei f eine Funktion, die die Voraussetzung des Satzes erfu¨llt. Zur Berechnung
von f wird der Weierstraßsche Approximationssatz verwendet. Dazu seien die Bern-
steinpolynome zu f definiert als
Bn(x) :=
n∑
m=0
f
(m
n
)(n
m
)
xm(1− x)n−m.
Die Bn konvergieren auf [0, 1] gleichma¨ßig gegen die stetige Funktion f , siehe etwa
[SW96]. Werden die Werte von f(m
n
) vorausgesetzt, so sind die Bn(x) R-berechenbar. Bei
der naiven Berechnung der Summe durch eine einfache Schleife werden zwar Vergleiche
beno¨tigt. Man beachte aber, daß diese Vergleiche nur innere Variablen betreffen, na¨mlich
etwaige Za¨hler fu¨r n undm. Diese sind aber in keiner Weise von der Eingabe x abha¨ngig.
Daher fu¨hren diese Vergleiche auch nicht zu unterschiedlichen Berechnungspfaden σ fu¨r
verschiedene x.
Die Bereitstellung der Werte f(m
n
) erfolgt nun mit Hilfe einer Konstanten. Die Folge(
f(m
n
)
)
m≤n ist eine abza¨hlbare Folge rationaler Zahlen. Es sei P : N × N → N die
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bijektive berechenbare Aufza¨hlung aller Paare natu¨rlicher Zahlen und L,R : N → N
die Umkehrabbildungen mit P (L(n), R(n)) = n und L(P (j, k)) = j, R(P (j, k)) = k fu¨r
j, k, n ∈ N. Mit Hilfe von P und einer berechenbaren pra¨fixfreien Kodierung C aller
natu¨rlichen Zahlen ko¨nnen wir
(
f(m
n
)
)
m≤n als Folge so kodieren, daß die Information in
einer einzigen reellen Zahl c gespeichert ist.
Die Konstante c ist nun im Programm der Maschine gespeichert, und immer, wenn die
Berechnung eines Bernsteinpolynoms einen Wert f(m
n
) verlangt, wird ein R-berechen-
bares Unterprogramm aufgerufen, daß aus der Konstante c diesen Wert heraus liest.
Dieses Unterprogramm kann ebenfalls Verzweigungen verwenden; erneut sind nur innere
Variablen fu¨r eine Verzweigung ausschlaggebend. 
Anmerkung. In diesem Beweis zwischen inneren Variablen und a¨ußeren Variablen unterschieden. Da-
bei werden Vergleiche, die nur innere Variablen betreffen, nicht als relevant fu¨r den Berechnungsbaum
angesehen; wir unter inneren Variablen verstehen wir solche, die ohne Bezug auf die Eingabe im Pro-
gramm definiert werden. Formal kann man die inneren Variablen bzw. Register und Speicherzellen, die
nur von inneren Variablen abha¨ngen, induktiv u¨ber der Menge der Programmbefehle definieren. Bei der
Definition des Berechnungsbaumes haben wir eine solche Unterscheidung nicht gemacht, und formal
entstehen durch solche Vergleiche auch Verzweigungen im Berechnungsbaum. Da die Verzweigungsbe-
dingung aber nicht von der Eingabe abha¨ngt, wird fu¨r alle Eingaben genau ein Pfad ausgewa¨hlt. Fu¨r
die Einzugsbereiche der Berechnungspfade sind innere Variablen also nicht relevant.
Ist nun eine Funktion wie in Satz 2.3.2 gegeben, die zudem noch nirgends differenzierbar
ist, so folgt, daß es selbst in offenen, nichtleeren Dσ bei analytischen Maschinen u¨ber R
keine offene Teilmenge geben muß, auf der die berechnete Funktion durch Potenzreihen
dargestellt werden kann.
Beispiel 2.3.3. Wir konstruieren nun eine Funktion F : [0, 1]→ R, die die Eigenschaften
aus Satz 2.3.2 erfu¨llt. Tatsa¨chlich wird F derart gestaltet sein, daß f(m
n
) R-berechenbar
ist, das heißt, es wird nicht mehr die Verwendung einer nichtrationalen Konstante c
beno¨tigt, in der die rationalen Funktionswerte der Funktion kodiert werden.
Es sei g : R → R die periodische Fortsetzung der Funktion
x 7→
{
x : 0 ≤ x ≤ 1
2
1− x : 1
2
≤ x ≤ 1
Der Graph von g ist also einfach ein kleines Dreieck, unendlich oft nebeneinandergereiht.
Wir skalieren nun g auf halbe Gro¨ße und addieren die skalierte Funktion zu g hinzu,
und iterieren den Vorgang, und zwar jeweils mit dem Skalierungsfaktor 1
n!
. Wir erhalten
G(x) :=
∞∑
k=1
1
k!
g(k!x)
Diese Summe ist an allen rationalen Stellen p
q
endlich, denn g hat an den ganzen Zahlen
jeweils Nullstellen, und spa¨testens wenn k ≥ q gilt, ist somit g(k!p
q
) = 0. Dies ist eine
fu¨r unsere Zwecke ganz wesentliche Eigenschaft, denn durch die Endlichkeit der Summe
wird die Funktion an den rationalen Stellen endlich R-berechenbar. Es gilt: G ist eine
stetige, nirgends differenzierbare Funktion. Dies zeigen wir in Lemma 2.3.4 am Ende
des Absatzes. Mit Hilfe von Satz 2.3.2 ko¨nnen wir G mit einer analytischen Maschine
berechnen, und zwar so, daß die einzigen verwendeten Vergleiche innere Variablen (in
diesem Fall die Za¨hlveriablen n und m) betreffen. Damit ist ein konkretes Beispiel fu¨r
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Tabelle 2.3 Die Bildung von G (oben: Summanden, unten: Summe)
1
−1
1−1
1
−1
1−1
1
−1
1−1
1
−1
1−1
1
−1
1−1
1
−1
1−1
eine analytische Maschine gefunden, die fu¨r alle Eingaben den gleichen Berechnungs-
pfad durchla¨uft, und deren berechnete Funktion an keiner Stelle durch eine Potenzreihe
darstellbar ist.
Lemma 2.3.4. Die oben definierte Funktion G ist auf ganz R stetig und nirgends diffe-
renzierbar.
Beweis. Man sieht leicht, daß die Summe in der Definition von G gleichma¨ßig konver-
giert: Es gilt mit g(x) ≤ 1 und k! ≥ 2k (k > 3):∣∣∣∣∣
N∑
k=1
1
k!
g(k!x)−G(x)
∣∣∣∣∣ ≤
∞∑
k=N+1
1
2k
= 2−N .
Folglich ist G eine stetige Funktion, da die Funktion g stetig ist.
Wir zeigen nur, daß G an keiner rationalen Stelle differenzierbar ist. Mit einem etwas
aufwendigeren Beweis kann man auch zeigen, daß sie nirgends differenzierbar ist, aber fu¨r
unsere Zwecke genu¨gen die rationalen Stellen, da daraus bereits folgt, daß die Funktion
nirgends durch eine Potenzreihe darstellbar ist.
Sei x = p
q
∈ Q. Wir betrachten die durch xj := x + 1j! definierte Folge. Wir machen
nacheinander folgende Beobachtungen:
1. g(k!x) = 0 fu¨r k ≥ q und g(k!(x+ 1
j!
)) = 0 fu¨r k ≥ j > q.
2.
G(x) = G
(
p
q
)
=
q−1∑
k=1
1
k!
g(k!x) und G
(
x+
1
j!
)
=
j−1∑
k=1
1
k!
g
(
k!
(
x+
1
j!
))
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3. Fu¨r hinreichend große j und fu¨r k = 1, . . . , q liegen k!x und k!x + k!
j!
jeweils im
gleichen Definitionsabschnitt von g (bzw. k!x liegt auf der Grenze falls ganzzah-
lig). Fu¨r diese j und k gilt: g(k!x + k!
j!
) = g(k!x) ± k!
j!
, das Vorzeichen ist vom
Definitionsabschnitt abha¨ngig.
4. Fu¨r k ≥ q ist der Wert k!x ganzzahlig, und es gilt somit ebenfalls g(k!x + k!
j!
) =
g(k!x) + k!
j!
(= k!
j!
).
Insgesamt ergibt sich∣∣∣∣G(x)−G
(
x+
1
j!
)∣∣∣∣ =
∣∣∣∣∣
q−1∑
k=1
1
k!
g(k!x)−
j−1∑
k=1
1
k!
g
(
k!x+
k!
j!
)∣∣∣∣∣
=
∣∣∣∣∣
q−1∑
k=1
1
k!
g(k!x)−
j−1∑
k=1
1
k!
g(k!x)± k!
j!
∣∣∣∣∣
=
j−1∑
k=1
k!
j!
Fu¨r den Differenzenquotienten erhalten wir
|G(x)−G(x+ 1
j!
)|
1
j!
= j!
j−1∑
k=1
k!
j!
=
j−1∑
k=1
k!
Damit kann der Differenzenquotient nicht konvergieren und die Funktion an der Stelle
x somit nicht differenzierbar sein. 
2.3.2 δ-Q-analytische Funktionen
Wir wissen bereits, daß stark δ-Q-analytische Funktionen stetig sind (Satz 2.2.26). Durch
die Rundung und die Genauigkeitsschranke werden also sta¨rkere Voraussetzungen fu¨r
die berechneten Funktionen geschaffen. Aber auch diese Voraussetzungen reichen nicht
aus, damit solche Funktionen analytisch sind, selbst wenn ihr Definitionsbereich nicht
durch a¨ußere Variablen betreffende Vergleiche aufgespalten wird. Fu¨r die Funktion aus
Beispiel 2.3.3 ist es wegen der abschnittsweisen Definition der Basisfunktion jedoch nicht
einfach, eine Genauigkeitsschranke ohne Verwendung von Vergleichen zu berechnen. Wir
a¨ndern das Beispiel daher etwas ab.
Beispiel 2.3.5. Wir definieren die Funktion
H(x) :=
∞∑
k=1
1
k!
sin(k!x).
Auf a¨hnliche Weise, wie fu¨r die Funktion G aus dem letzten Beispiel, zeigt man, daß H
auf [0, 1] stetig und nirgends differenzierbar ist.
Fu¨r diese Funktion ko¨nnen wir nicht Satz 2.3.2 verwenden, da die Funktionen, aus denen
die Summe gebildet wird, nicht R-berechenbar sind. Wir approximieren die Funktion da-
her direkt. Prinzipiell ist klar, daß die Summe mit einer δ-Q-Maschine berechnet werden
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kann, und auch wie man sie approximiert. Wir geben hier aber genaue Abscha¨tzungen
an, damit deutlich wird, daß die Funktion und auch die Genauigkeitsschranke ohne Ver-
gleichsoperationen (die die Eingabe betreffen) berechnet werden ko¨nnen.
Die Berechnung von H mit einer starken δ-Q-Maschine erfolgt durch eine diagonale
Approximation: Fu¨r wachsende n wird die Summe
Hn(x) :=
n∑
k=1
1
k!
sn(k!x)
berechnet, wobei die Funktionen sn wiederum Approximationen des Sinus sind. Wir
definieren
sn(x) :=
(n!)2∑
k=1
(−1)k x
2k+1
(2k + 1)!
Dabei wa¨hlt man als obere Summationsgrenze (n!)2, um die Berechnung der Genauig-
keitsschranke zu vereinfachen. Es gilt na¨mlich fu¨r |x| ≤ 1 und k ≤ n:
| sin(k!x)− sn(k!x)| =
∣∣∣∣∣∣
∞∑
j=(n!)2+1
(−1)j (k!x)
2j+1
(2j + 1)!
∣∣∣∣∣∣
≤
∞∑
j=(n!)2+1
(k!)2j+1
(2j + 1)!
≤
∞∑
j=(n!)2+1
(k!)2j+1
jj+1j!
≤
∞∑
j=(n!)2+1
(k!)2j+1
((n!)2)j+1j!
da (j ≥ (n!)2)
≤
∞∑
j=(n!)2+1
1
j!
da (n ≥ k)
≤
∞∑
j=(n!)2+1
1
2j
≤ 2−(n!)2
Fu¨r x, x˜ ∈ [0, 1] sieht man weiter
|sn(k!x)− sn(k!x˜)| ≤
(n!)2∑
j=1
(k!)2j+1|x− x˜|2j+1
(2j + 1)!
Durch Anwendung des Mittelwertsatzes der Differentialrechnung und wegen x, x˜ ∈ [0, 1]
gilt |x− x˜|2j+1 ≤ (2j + 1)|x− x˜|, und man erha¨lt durch sehr grobe Abscha¨tzung
|sn(k!x)− sn(k!x˜)| ≤
(n!)2∑
j=1
(n!)2j+1(2j + 1)|x− x˜|
(2j + 1)!
≤ e(n!)2 |x− x˜| < 3(n!)2 |x− x˜|
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Die letzte Abscha¨tzung machen wir, damit wir die irrationale Konstante e nicht beno¨ti-
gen. Wir erhalten nun fu¨r einen gerundeten Wert x˜ = ρ(x, δ)
|Hn(x˜)−H(x)| =
∣∣∣∣∣
n∑
k=1
1
k!
sn(k!x˜)−
∞∑
k=1
1
k!
sin(k!x)
∣∣∣∣∣
=
∣∣∣∣∣
n∑
k=1
1
k!
(sn(k!x˜)− sn(k!x)) +
n∑
k=1
1
k!
(sn(k!x)− sin(k!x))+
+
∞∑
k=n+1
1
k!
sin(k!x)
∣∣∣∣∣
≤
n∑
k=1
1
k!
3(n!)
2 |x− x˜|+
n∑
k=1
1
k!
2−(n!)
2
+
∞∑
k=n+1
1
2k
≤ n3(n!)2 |x− x˜|+ 2−(n!)2+1 + 2−n ≤ n3(n!)2 |x− x˜|+ 2−n+1
Die Berechnung der Funktion H erfolgt nun durch Berechnung von Hn fu¨r wachsende
n. Dabei wird n in einer a¨ußeren Schleife erho¨ht, und dann in einer inneren Schleife
die sn mit der gerundeten Eingabe x˜ berechnet und die Summe gebildet. Dabei wird
bei Erreichen des na¨chsten n die Rundungsgenauigkeit δ so lange erho¨ht, bis |n3(n!)2δ+
2−n+1| < 2−n+2 gilt. Dies wird dann als Genauigkeitsschranke mit ausgegeben, und
die Berechnung ha¨ngt nicht von der Eingabe x ab. Damit ist eine stark δ-Q-analytische
Maschine angegeben, die die FunktionH ohne Vergleiche, die von der Eingabe abha¨ngen,
berechnet.
Quasi-stark δ-Q-analytische Funktionen
Wir haben bereits gesehen, daß selbst fu¨r stark δ-Q-analytische Funktionen keine sta¨rke-
ren Regularita¨tseigenschaften gelten. Daher gilt dies erst recht nicht fu¨r quasi-stark
δ-Q-analytische Funktionen. Diese mu¨ssen im Gegensatz zu den stark δ-Q-analytischen
Funktionen nicht einmal stetig sein, was daraus folgt, daß die Genauigkeitsschranke
nicht immer, sondern nur fast immer gelten muß. Es gilt jedoch
Satz 2.3.6. Sei f : D → Rm quasi-stark δ-Q analytisch. Dann teilt sich der Defini-
tionsbereich von f in abza¨hlbar viele Mengen
D =
⋃
n∈N
Gn
auf, so daß die Einschra¨nkung von f auf Gn stetig ist.
Beweis. Sei M eine f auf D berechnende Maschine, und es sei Gn die Menge aller
Punkte aus D, fu¨r die die Genauigkeitsschranke bei der Berechnung ab der n-ten Ziel-
konfiguration korrekt ist. Da fu¨r jede Eingabe ein Berechnungszeitpunkt n existiert, ab
dem die Genauigkeitschranke korrekt ist, gilt die Beziehung D =
⋃
n∈NGn. Betrachten
wir die Einschra¨nkung von f auf Gn, so ist diese Funktion auf Gn sogar stark δ-Q-
analytisch. Denn eine Maschine zur starken Berechnung von f auf Gn simuliertM und
beginnt erst mit der Ausgabe, nachdem in der simulierten Maschine die n-te Zielkonfigu-
ration erreicht wurde. Der Eintrittszeitpunkt der Genauigkeitsschranke ist als Konstante
in der Maschine gespeichert. Damit ist die Einschra¨nkung von f auf Gn aber stetig. 
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2.3.3 Darstellungen u¨ber C
Im Gegensatz zu den reellen Zahlen folgt aus der Berechenbarkeit mit analytischen Ma-
schinen u¨ber den komplexen Zahlen oftmals schon auf großen Bereichen eine Darstellung
durch Potenzreihen. Der Grund dafu¨r ist in den starken Konvergenzeigenschaften ana-
lytischer Funktionen zu finden; eine punktweise Konvergenz holomorpher Funktionen
impliziert zwar im allgemeinen keine kompakte Konvergenz, aber in bestimmten Fa¨llen
ist dies der Fall, und selbst im allgemeinen Fall liegt doch auf dichten Teilmengen des
Definitionsbereichs eine solche Konvergenz vor. Dabei ist die kompakte Konvergenz der
relevante Konvergenzbegriff fu¨r holomorphe Funktionen, also die gleichma¨ßige Konver-
genz auf kompakten Teilmengen.
Anmerkung. In diesem Abschnitt werden Maschinen u¨ber den komplexen Zahlen C betrachtet. Die
Maschinen speichern also komplexe Zahlen und fu¨hren arithmetische Operationen mit ihnen aus. Dabei
sollte stets beachtet werden, daß ausschließlich komplexe Operationen durchgefu¨hrt werden ko¨nnen und
insbesondere die Maschine auf Real- und Imagina¨rteil keinen Zugriff hat. Fu¨r endliche C Maschinen gilt
daher insbesondere, daß die nach dem Darstellungssatz entlang eines Berechnungspfades σ gegebenen
rationalen Funktionen im Inneren von Dσ holomorph sind.
C-analytische Maschinen
Zuna¨chst untersuchen wir allgemeine C-analytische Maschinen. Wie im reellen Fall auch
ko¨nnen durch bedingte Verzweigungsbefehle leicht Unstetigkeitsstellen erzeugt werden;
das ist auch sinnvoll, will man etwa zusammengesetzte analytische Funktionen berech-
nen. Wir betrachten also auch im komplexen Fall nichtleere, offene Teilmengen von Ein-
zugsbereichen Dσ von Berechnungspfaden und untersuchen die dort von der Maschine
berechneten Funktionen.
Beispiel 2.3.7. Dieses Beispiel soll verdeutlichen, daß es wichtig ist, stets offene Teil-
mengen des Definitionsbereiches bzw. von Einzugsbereichen Dσ zu betrachten.
Dazu sei M die analytische Maschine aus Abschnitt 2.3.1. Nun untersuchen wir, was
passiert, wenn wir auch komplexe Eingaben fu¨r die Maschine zulassen. Die Maschine
M berechnet die Funktion
ΦM : C−
{
± i√
n
∣∣∣n ∈ N}→ C, z 7→ { 1 : z = 00 : z 6= 0, z 6= ± i√
n
Das heißt, die Funktion ΦM setzt die Funktion aus Abschnitt 2.3.1 auf C−{± i√n |n ∈ N}
fort. Die n−te Approximation Φ(n)M ist offensichtlich gegeben durch
fn(x) := Φ
(n)
M (z) =
1
1 + nz2
.
Wieder hat der Berechnungsbaum nur einen Programmpfad σ, und es ist Dσ = C −
{± i√
n
|n ∈ N}. Also konvergiert M auf Dσ gegen eine nicht stetige Funktion.
Im Gegensatz zum reellen Fall ist die punktweise Konvergenz differenzierbarer Funk-
tionen jedoch bereits ein hinreichendes Kriterium, daß zumindest teilweise die Differen-
zierbarkeit erhalten bleibt. Mit Hilfe von Konvergenzsa¨tzen aus der Funktionentheorie,
meist aus dem Zusammenhang des Satzes von Montel, erha¨lt man folgendes Resultat.
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Satz 2.3.8. Sei f : C ⊇ D → C mit einer C-analytischen Maschine M berechenbar.
Sei weiterhin Dσ der Einzugsbereich eines Berechnungspfades σ fu¨r M mit nichtleerem
Inneren. Dann gibt es eine in Dσ dichte und offene Teilmenge D
′
σ, auf der f eine
analytische Funktion darstellt.
Beweis. Der Beweis stu¨tzt sich auf den Satz von Osgood [Osg02]. Dieser besagt, daß
eine auf einer offenen Menge in C punktweise konvergente Folge holomorpher Funktio-
nen auf einer dichten offenen Teilmenge bereits kompakt konvergiert.
Seien also M, f und σ wie im Satz. Wir betrachten die Folge (fn)n = (M(n))n der n-
ten Approximationen der Maschine M. Auf Dσ sind die fn nach dem Darstellungssatz
fu¨r C-berechenbare Funktionen alles rationale Funktionen, also insbesondere analytische
Funktionen. Diese konvergieren nach Voraussetzung auf Dσ punktweise gegen die Grenz-
funktion f . Ist Dσ offen, so folgt unmittelbar aus dem Satz von Osgood, daß ein in Dσ
dichter Teilbereich D′σ existiert, auf dem (fn) kompakt konvergiert und der Grenzwert
f somit eine analytische Funktion ist. Falls Dσ nicht offen ist, so wenden wir den Satz
von Osgood auf das nach Voraussetzung nichtleere Innere von Dσ an. Die so erhaltene
Menge D′σ ist dicht im Innern von Dσ, also auch dicht in Dσ. 
Jede analytisch berechenbare Funktion, deren berechnende Maschine Berechnungspfa-
de mit Einzugsbereich mit nichtleerem Inneren hat, ist also in einer offenen Teilmenge
ihres Definitionsbereichs holomorph! Der Beweis dieses Satzes verwendet nur den Dar-
stellungssatz fu¨r C-berechenbare Funktionen und daru¨ber hinaus lediglich Sa¨tze aus der
Funktionentheorie u¨ber konvergente Folgen analytischer Funktionen. Es wird nur ver-
wendet, daß die n-ten Approximationen auf Dσ rationale Funktionen sind, ihre spezielle
Form dagegen geht nicht in den Beweis ein.
Die Voraussetzung, daß ein Einzugsbereich Dσ mit nichtleerem Inneren existiert, ist bei-
spielsweise gegeben, wenn auf jedem Berechnungspfad der Maschine nur endlich viele
Vergleiche mit a¨ußeren Variablen vorkommen. Denn dann gibt es auf jedem Pfad nur
endlich viele Verzweigungen, und die Voraussetzungen von Lemma 2.2.24 sind gegeben.
Korollar 2.3.9. Sei f : D → C mit einer Maschine Mf analytisch berechenbar, so daß
bei jeder Berechnung nur endlich viele von der Eingabe abha¨ngige Vergleiche vorkommen.
Dann gibt es eine offene Menge, auf der die Funktion durch eine Potenzreihe darstellbar
ist.
Im allgemeinen sind Folgen holomorpher Funktionen, die punktweise konvergieren, nicht
notwendigerweise auch lokal gleichma¨ßig konvergent. Mit Hilfe des Satzes von Runge
kann man zeigen, daß Folgen holomorpher Polynome existieren, die auf C gegen eine
nicht stetige Grenzfunktion konvergieren. Die Folgen werden aber nicht auf eine im Sinne
der Berechenbarkeit konstruktive Weise gewonnen, es ko¨nnte daher sein, daß sie nicht als
Zwischenergebnisse der Berechnung einer analytischen Maschine auftreten ko¨nnen. Wir
vermuten jedoch, daß die Einschra¨nkung in Satz 2.3.8, daß die n-ten Approximationen
nur auf einer offenen dichten Teilmenge gleichma¨ßig konvergieren, notwendig ist:
Vermutung 2.3.10. Es gibt C-analytische Maschinen, die ohne Vergleiche mit a¨ußeren
Variablen eine nichtstetige Funktion berechnen.
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2.4 Nichtdeterministische Maschinen
In diesem Abschnitt gehen wir auf Nichtdeterminismus bei analytischen Maschinen
ein. Da der Schwerpunkt dieser Arbeit auf deterministischen Maschinen liegt, ist die
Darstellung der Definition der nichtdeterministischen Berechnung und des nichtdeter-
ministischen Entscheidungsproblems knapp gefaßt. Schließlich wird noch die Berech-
nungsma¨chtigkeit des Nichtdeterminismus mit der des Determinismus verglichen.
Wa¨hrend deterministische Maschinen bei einer Eingabe stets die gleiche Folge von Kon-
figurationen durchlaufen, ko¨nnen nichtdeterministische Maschinen bei gleicher Eingabe
unterschiedliche Folgen von Konfigurationen durchlaufen. Formal wird dies bei Turing-
Maschinen dadurch realisiert, daß die Konfigurationsu¨berga¨nge nicht mehr durch eine
Funktion definiert werden, sondern durch eine Relation. Auf diese Weise ist einer Ein-
gabe nicht mehr eindeutig eine Berechnung zuzuordnen, sondern vielmehr eine Menge
von Berechnungen. Daher werden im Zusammenhang mit Nichtdeterminismus Turing-
Maschinen als Akzeptoren aufgefaßt, die Entscheidungsprobleme lo¨sen. Eine Eingabe
wird dann als akzeptiert angesehen, wenn es wenigstens eine akzeptierende Berechnung
gibt. In diesem Zusammenhang sieht man eine nichtdeterministische Maschine ha¨ufig
als Maschine an, die fu¨r ein gegebenes Problem eine Lo¨sung ra¨t und dann verifiziert, ob
der geratene Wert tatsa¨chlich eine Lo¨sung des Problems darstellt.
Wir fu¨hren Nichtdeterminismus nun jedoch nicht nur fu¨r Entscheidungsprobleme ein,
sondern zur Berechnung von Funktionen. Dies ist allgemeiner, da die Entscheidbarkeit
einer Menge A ⊆ Rn a¨quivalent mit der Berechenbarkeit der charakteristischen Funkti-
on χA ist. Wenn eine nichtdeterministische Maschine gegeben ist, die zu einer Eingabe
mehrere gu¨ltige Berechnungen hat, so mu¨ssen diese gu¨ltigen Berechnungen dasselbe Re-
sultat haben. Andernfalls ist es nicht mo¨glich, fu¨r eine Maschine eindeutig eine von
ihr berechnete Funktion zu definieren. Mit gu¨ltigen Berechnungen sind bei klassischen
Turing-Maschinen haltende und bei analytischen Maschinen haltende und analytische
Berechnungen gemeint.
Bei R-Maschinen betrachten wir nun zwei verschiedene Mo¨glichkeiten, Nichtdetermi-
nismus zu definieren. U¨bertra¨gt man das Konzept des Nichtdeterminismus fu¨r Turing-
Maschinen auf R-Maschinen, dann muß es die Mo¨glichkeit geben, ausgehend von be-
stimmten Konfigurationen in mehrere unterschiedliche Folgekonfigurationen zu wech-
seln. Das kann dadurch realisiert werden, daß es bei einem Sprungbefehl mehrere Sprung-
ziele geben kann, zu denen die Maschine nichtdeterministisch verzweigen kann. Die-
se Form des Nichtdeterminismus, die wir schwachen Nichtdeterminismus nennen, ent-
spricht insofern dem Nichtdeterminismus bei Turing-Maschinen, als es bei einer gegebe-
nen Konfiguration mehrere mo¨gliche Folge-Operationen der Maschine geben kann.
Die zweite Mo¨glichkeit, Nichtdeterminismus fu¨r R-Maschinen zu definieren, besteht in
der Umsetzung der intuitiven Vorstellung von Nichtdeterminismus: Es wird ermo¨glicht,
eine Zahl (hier ein Element des Rings R) zu raten. Im Falle der reellen Zahlen wird hier
also das Raten von reellen Zahlen als Maschinenoperation eingefu¨hrt.
In beiden Fa¨llen wird die Berechenbarkeit einer Funktion dadurch definiert, daß es eine
nichtdeterministische Maschine gibt, die zu jeder Eingabe aus dem Definitionsbereich
wenigstens eine haltende Berechnung hat, und bei der alle haltenden Berechnungen
das gleiche Resultat haben. Bei unendlichen konvergierenden Berechnungen wird dies
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natu¨rlich entsprechend fu¨r analytische Berechnungen gefordert. Die Entscheidbarkeit ei-
ner Menge wird in beiden Fa¨llen u¨ber die Berechenbarkeit der charakteristischen Funk-
tion definiert.
Betrachtet man die unterschiedlichen Konzepte des Nichtdeterminismus (nichtdetermi-
nistische Verzweigungen bzw. Raten natu¨rlicher Zahlen) fu¨r klassische Turing-Maschi-
nen, so sieht man schnell ein, daß beide Konzepte bezu¨glich der Berechenbarkeit a¨qui-
valent sind und zum gleichen Begriff berechenbarer Funktionen fu¨hren. Das Raten einer
natu¨rlichen Zahl entspricht dem Raten endlich vieler Bits. Es gilt sogar, daß der Nichtde-
terminismus nicht aus der Klasse der deterministisch berechenbaren Funktionen heraus
fu¨hrt. Dies sieht man leicht durch Simulation. Analog sind alle klassisch nichtdeterminis-
tisch entscheidbaren Mengen auch deterministisch entscheidbar. Wir werden in diesem
Abschnitt untersuchen, inwieweit diese Konzepte auch fu¨r R-Maschinen u¨bereinstim-
men.
Wir wollen nun die Definition der nichtdeterministischen Maschinen formal angeben.
Dabei halten wir die grundlegende Definition allgemein fu¨r einen Ring R, werden dann
aber konkret den Ko¨rper R der reellen Zahlen betrachten.
Zuna¨chst geben wir die Definition der mathematischen nichtdeterministischen Maschine
an. Dabei gibt es noch nicht die Unterscheidung der beiden erwa¨hnten unterschiedli-
chen Konzepte des Nichtdeterminismus. Hier kann zu großen Teilen die Definition der
(deterministischen) mathematischen Maschine
M = (K,Ks, Ke, Kt,∆, A, in, out)
aus Abschnitt 2.1.1 u¨bernommen werden. Um nichtdeterministische Berechnungen zu
ermo¨glichen, ist ∆ nun aber nicht mehr die U¨bergangsfunktion, sondern die U¨bergangsre-
lation, die wir auffassen als Funktion ∆ : K → ℘(K) von der Menge der Konfigurationen
in ihre Potenzmenge. Fu¨r eine Berechnung b = (k1, k2, . . .) muß die relaxierte Bedingung
ki+1 ∈ ∆(ki) gelten.
Bei einer deterministischen Maschine M kann einer Eingabe x eindeutig eine Berech-
nung b = (k1, k2, . . .) zugeordnet werden mit k1 = in(x) und ki+1 = ∆(ki). Ist M
nichtdeterministisch, so ist dies nicht mehr mo¨glich. Es ergibt sich vielmehr zu jeder
Eingabe x eine Menge nichtdeterministischer Berechnungen Bx. Eine Berechnung aus
Bx kann haltend, nicht haltend oder auch analytisch sein. Gibt es mehrere endliche oder
analytische Berechnungen in Bx mit unterschiedlichen Resultaten, so kann der Maschine
M nicht eindeutig eine berechnete Funktion zugeordnet werden. Damit eine eindeutige
Funktion definiert werden kann, muß gefordert werden, daß all jene Berechnungen zur
Eingabe x, die endlich bzw. analytisch sind, auch das gleiche Resultat haben. Dies moti-
viert die folgende Definition des nichtdeterministischen Halte- bzw. Definitionsbereichs.
NHM =
{
x ∈ A∗
ex. endliche Berechnung vonM angesetzt auf x und
alle endl. oder anal. Berechnungen auf x haben das-
selbe Ergebnis
}
NDM =
{
x ∈ A∗
ex. analytische Berechnung von M angesetzt auf x
und alle analyt. oder endl. Berechnungen auf x haben
dasselbe Ergebnis
}
Bei der Definition der nichtdeterministischen Registermaschinen wird nun die Unter-
scheidung zwischen starkem und schwachem Nichtdeterminismus gemacht. Dazu fu¨hren
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wir zwei neue Befehle fu¨r die Programmiersprache Prog ein. Fu¨r den schwachen Nicht-
determinismus, bei dem das Raten sich auf die Wahl des Programmpfades beschra¨nkt,
wird ein Sprungbefehl mit mehreren mo¨glichen Zieladressen eingefu¨hrt. Beim starken
Nichtdeterminismus kann ein Element des Ringes R geraten werden. Dies wird durch
einen entsprechenden Programmbefehl realisiert.
Definition 2.4.1. Eine schwach nichtdetermistische R-Maschine ist eine R-Maschine
mit Progw = Prog ∪ {ngoto n1, . . . , nk}.
Eine stark nichtdetermistische R-Maschine ist eine R-Maschine mit Progs = Prog ∪
{guessα}.
Die Semantik der Befehle ergibt sich wie folgt: Ist k = (α, β, γ, pi, x, y, z) eine Konfigu-
ration, so gelte:
∆(k) =
{
{(α, ni, γ, pi, x, y, z) 1 ≤ i ≤ k} falls piβ = ngoto n1, . . . , nk
{(r, β + 1, γ, pi, x, y, z) r ∈ R} falls piβ = guessα
Anmerkung.
1. Eine alternative Mo¨glichkeit der Definition des starken Nichtdeterminismus besteht darin, daß
die geratenen Zahlen als zusa¨tzliche Eingabe auf dem Eingabeband stehen. So wird Nichtdeter-
minismus fu¨r endliche Maschinen von Blum, Shub und Smale definiert [BCSS98]. Diese Definition
ist mit unserer offenbar a¨quivalent.
2. Trifft eine Maschine auf eine Operation guessα bzw. ngoto n1, . . . , nk, so gibt es zur aktuel-
len Konfiguration mehrere Folgekonfigurationen. Wir sprechen hier von einer nichtdeterminis-
tischen Verzweigung. Unter Beru¨cksichtigung aller nichtdeterministischen Verzweigungen kann
man den Berechnungsbaum zu einer Eingabe definieren. Die Pfade dieses Baums bezeichnen wir
als nichtdeterministische Berechnungspfade. Diese mu¨ssen wohl unterschieden werden von den
Berechnungspfaden, die sich bei einer deterministischen Maschine durch unterschiedliche Ein-
gaben ergeben. Sind die Ausgaben der Maschine entlang eines Berechnungspfades konvergent,
so sprechen wir von einem (gegen den Wert x) konvergenten Berechnungspfad, andernfalls von
einem divergenten Berechnungspfad.
3. Fu¨r die von einer Maschine berechnete Funktion sind nur die haltenden bzw. analytischen Be-
rechnungspfade relevant. Ist ein Berechnungspfad (d.h. die zugeho¨rige Berechnung) divergent,
dann hat das Verhalten der Maschine entlang dieses Pfades keinen Einfluß auf den von der Ma-
schine berechneten Wert. Diese Tatsache wird im Sinne einer Beweistechnik auf folgende Weise
genutzt: Wird im Laufe einer Berechnung festgestellt, daß “falsch geraten” wurde, dann darf
dieser nichtdeterministische Berechnungspfad nicht zu einem Ergebnis fu¨hren. Das wird dadurch
realisiert, daß die Maschine das exception-Kommando aufruft. Wenn im folgenden in Beweisen
vom Beenden eines nichtdeterministischen Berechnungspfades gesprochen wird, dann ist dieser
Zusammenhang gemeint.
4. Schwach nichtdeterministische Maschinen ko¨nnen keine reellen Zahlen raten. Mit Hilfe nicht-
deterministischer Verzweigungen lassen sich aber leicht natu¨rliche oder sogar rationale Zahlen
raten: Ein Unterprogramm zum Raten einer natu¨rlichen Zahl inkrementiert in einer Schleife
einen Za¨hler, und ein nichtdeterministischer Sprungbefehl ermo¨glicht es, aus der Schleife heraus-
zuspringen.
Bei klassischen Turing-Maschinen sind Determinismus und Nichtdeterminismus bezu¨g-
lich ihrer Berechnungsma¨chtigkeit a¨quivalent. Wir werden sehen, daß dies bei R-Maschi-
nen bezu¨glich der Entscheidbarkeit bei endlichen Berechnungen ebenfalls gilt, und ins-
besondere daß sowohl starke als auch schwache nichtdeterministisch entscheidbare Men-
gen auch deterministisch entscheidbar sind. Die Menge der stark nichtdeterministisch
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berechenbaren Funktionen ist jedoch echt gro¨ßer als die der deterministisch und schwach
nichtdeterministisch berechenbaren.
Satz 2.4.2. Die Menge der schwach nichtdeterministisch R-berechenbaren Funktionen
und die der deterministisch R-berechenbaren Funktionen sind gleich.
Beweis. Die A¨quivalenz von schwachem Nichtdeterminismus und Determinismus sieht
man wie im klassischen Fall bei Turing-Maschinen durch Simulation. Die (endlich) vielen
nichtdeterministischen Verzweigungen einer Maschine bei fester Eingabe werden durch
eine deterministische Maschine parallel simuliert, bis eine der nichtdeterministischen
Berechnungen ha¨lt. Das Ergebnis dieser Berechnung wird dann ausgegeben. Da nach
Voraussetzung die Eingabe aus dem Definitionsbereich der Maschine ist und somit we-
nigstens eine der nichtdeterministischen Berechnungen ha¨lt, wird dieses Verfahren nach
endlicher Zeit ein Ergebnis liefern. Das Ergebnis ist auch korrekt, da alle haltenden
Berechnungen der nichtdeterministischen Maschine das gleiche Resultat haben. 
Man sieht sehr schnell ein, daß die A¨quivalenz zwischen starkem und schwachem Nicht-
determinismus bezu¨glich Berechenbarkeit nicht mehr gilt:
Satz 2.4.3. Die Funktion
√· : R+ → R, x 7→ √x ist stark nichtdeterministisch R-
berechenbar, aber nicht R-berechenbar.
Beweis. Daß die Funktion nicht R-berechenbar ist, folgt aus dem Darstellungssatz: Die
Wurzel ist auf keiner nichtleeren offenen semi-algebraischen Menge durch eine rationale
Funktion darstellbar.
Eine stark nichtdeterministische MaschineM, die√x berechnet, ra¨t bei einer Eingabe x
zuna¨chst den Wert w der Wurzel von x. Nun vergleicht sie w2 mit x, gibt bei Gleichheit
w aus und geht andernfalls in eine Endlosschleife. Offenbar gibt es fu¨r jede Eingabe x
genau einen haltenden nichtdeterministischen Berechnungspfad. 
Bezu¨glich der Entscheidbarkeit von Mengen sind starker und schwacher Nichtdetermi-
nismus jedoch a¨quivalent:
Satz 2.4.4. Die Mengen der stark nichtdeterministisch R-entscheidbaren Mengen, die
der schwach nichtdeterministisch R-entscheidbaren Mengen und die der deterministisch
R-entscheidbaren Mengen sind gleich.
Beweis. Daß jede schwach nichtdeterministisch R-entscheidbare Menge auch determi-
nistisch R-entscheidbar ist, folgt durch U¨bergang zur charakteristischen Funktion aus
Satz 2.4.2.
Sei A nun eine stark nichtdeterministisch R-entscheidbare Menge und M eine stark
nichtdeterministische Maschine, die die charakteristische Funktion χA berechnet. Wir
beschreiben eine deterministische MaschineMD, die χA deterministisch berechnet. Da-
zu wird bei Eingabe x die Maschine M simuliert. Dabei sind die im Laufe einer Be-
rechnung geratenen Zahlen bei einer deterministischen Berechnung nicht bekannt, und
werden als Parameter gefu¨hrt. Die Inhalte der Register, des Speichers und des Ausga-
bebandes bilden nun rationale Funktionen in diesen geratenen Zahlen. Es werden nun
analog der Vorgehensweise im konstruktiven Darstellungssatz die Koeffizienten dieser
rationalen Funktionen berechnet. Immer, wenn eine neue Zahl geraten wird, wird auch
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eine neue symbolische Variable eingefu¨hrt. Bei Verzweigungsbefehlen der Form if then
else muß die Simulation durch parallele Berechnungen in zwei neue Simulationen aufge-
spalten werden. Die Bedingung α > 0 bzw. α = 0 wird als semi-algebraische Bedingung
an die geratenen Zahlen fu¨r jede Verzweigung und jeden Pfad σ in eine Liste Lσ semi-
algebraischer Bedingungen aufgenommen. Auf diese Weise wird wie im Darstellungssatz
ein Berechnungsbaum erzeugt, der jedoch hier nicht von der Eingabe (diese ist gegeben)
abha¨ngt, sondern von den geratenen Zahlen.
Trifft die Simulation fu¨r einen der parallel simulierten Pfade auf eine haltende Berech-
nung, so muß festgestellt werden, ob diese Berechnung tatsa¨chlich auftreten kann, d.h.
ob die semi-algebraischen Bedingungen in der Liste Lσ lo¨sbar sind. Sind sie nicht lo¨sbar,
wird dieser Pfad verworfen und die Simulation entlang der anderen Pfade fortgesetzt.
Sind die semi-algebraischen Bedingungen jedoch lo¨sbar, gibt es also ein Tupel geratener
Zahlen (ζ1, . . . , ζn), das diesen Berechnungspfad erzeugt. Die Ausgabe der nichtdetermi-
nistischen Maschine bei der zugeho¨rigen haltenden Konfiguration ist also gleich Ergebnis
χA(x), da nach Definition des Nichtdeterminismus alle haltenden Berechnungen dassel-
be Ergebnis liefern. Diese Ausgabe wird bestimmt, indem fu¨r die rationale Funktion der
Ausgabe y(ζ1, . . . , ζn) die Gleichungen y(ζ1, . . . , ζn) = 0 bzw. y(ζ1, . . . , ζn) = 1 zur Lis-
te Lσ hinzugefu¨gt werden. Da die nichtdeterministische Maschine mit Ausgabe 0 oder
1 ha¨lt, ist genau eines der beiden Gleichungssysteme lo¨sbar. Diese Gleichungssysteme
bestehen aus Gleichungen der Form r(x) = 0, r(x) ≥ 0 oder r(x) 6= 0. Die Lo¨sbarkeit
solcher semi-algebraischer Gleichungssysteme ist mit Hilfe von Tarskis Quantorenelimi-
nation stets entscheidbar. Ein Beweis dieser Tatsache wu¨rde jedoch den Rahmen der
Arbeit sprengen, wir verweisen auf die Fachliteratur [BPR06]. Man sieht jedoch leicht,
daß die Lo¨sbarkeit semi-algebraischer Systeme auf die Lo¨sbarkeit algebraischer Glei-
chungssysteme reduziert werden kann, siehe dazu Lemma 2.4.5.
Nun muß noch sichergestellt werden, daß die MaschineMD in ihrer Simulation tatsa¨ch-
lich auf einen haltenden Berechnungspfad vonM trifft. Nach Voraussetzung gibt es aber
fu¨r jede Eingabe x ∈ R ein Tupel geratener Zahlen (ζ1, . . . , ζn), fu¨r die die Berechnung
ha¨lt, daM die Menge A entscheidet. Da alle mo¨glichen Berechnungen simuliert werden,
wird auch diese Berechnung simuliert. 
Bei endlichen Berechnungen verha¨lt es sich mit dem Nichtdeterminismus also zumindest
die Entscheidbarkeit betreffend wie bei Turing-Maschinen: Die Berechnungsma¨chtigkeit
wird durch Nichtdeterminismus nicht vera¨ndert, bei Entscheidbarkeit sind die verschie-
denen Varianten des Nichtdeterminismus auch gleichma¨chtig.
Wir zeigen noch das im Beweis zu Satz 2.4.4 erwa¨hnte
Lemma 2.4.5. Seien ri, 1 ≤ i ≤ n, rationale Funktionen. Sei S = {ri  0 1 ≤ i ≤ n}
ein System von Gleichungen und Ungleichungen, wobei  ∈ {=, 6=, >,<,≥,≤}. Dann
la¨ßt sich dieses System auf ein algebraisches Gleichungssystem zuru¨ckfu¨hren.
Beweis. Zuna¨chst wird aus dem System S ein bezu¨glich der Lo¨sbarkeit a¨quivalentes
System S ′ erzeugt, indem jede Ungleichung aus S unter Hinzufu¨gen einer neuen Variable
durch eine oder zwei Gleichungen ersetzt wird. Dazu fu¨hren wir fu¨r jedes i die Variablen
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zi1 , zi2 ein und nehmen Ersetzungen der folgenden Art vor:
ri(x1, . . . , xn) ≥ 0 → ri(x1, . . . , xn)− z2i1 = 0
ri(x1, . . . , xn) ≤ 0 → ri(x1, . . . , xn) + z2i1 = 0
ri(x1, . . . , xn) 6= 0 → ri(x1, . . . , xn) · zii − 1 = 0
ri(x1, . . . , xn) > 0 → ri(x1, . . . , xn) · zi1 − 1 = 0 und ri(x1, . . . , xn)− z2i2 = 0
ri(x1, . . . , xn) < 0 → ri(x1, . . . , xn) · zi1 − 1 = 0 und ri(x1, . . . , xn) + z2i2 = 0
Schließlich erha¨lt man ein algebraisches Gleichungssystem S ′′ aus S ′, indem die Gleichun-
gen, in denen rationale Funktionen ri =
pi
qi
vorkommen, mit dem Nenner qi multipliziert
werden. Dabei muß jeweils die Bedingung qi 6= 0 hinzugefu¨gt werden, was wie oben
durch Hinzunahme einer Gleichung mit einer neuen Variablen erreicht wird. 
Wir wenden uns nun dem Nichtdeterminismus bei unendlichen Berechnungen zu. Zu-
na¨chst zeigen wir, daß analog zum deterministischen Fall das Konvergenzproblem fu¨r
nichtdeterministische Maschinen nicht mit Hilfe einer nichtdeterministischen Maschine
entschieden werden kann.
Satz 2.4.6. Das Konvergenzproblem fu¨r schwach nichtdeterministische Maschinen ist
nicht schwach deterministisch analytisch entscheidbar:
Gegeben eine schwach nichtdeterministische Maschine M und Eingabe x, ist dann die
Maschine M auf der Eingabe x im schwach nichtdeterministischen Sinne konvergent?
Beweis. Der Beweis erfolgt durch Diagonalisierung. Wir nehmen an, es ga¨be eine
schwach nichtdeterministische Maschine K, die das Konvergenzproblem lo¨st, d.h. die
bei Eingabe von (M, x) gegen 1 konvergiert, falls M auf x konvergiert und ansons-
ten gegen 0. Dabei ist mit Konvergenz die nichtdeterministische Konvergenz gemeint,
d.h. es muß einen nichtdeterministischen Pfad geben, dessen Ausgaben gegen 0 bzw.
1 konvergieren, und die Ausgaben aller konvergenten Pfade konvergieren gegen dieses
Ergebnis. Wir konstruieren damit eine schwach nichtdeterministische Maschine W und
erhalten einen Widerspruch. Die Maschine W simuliert bei Eingabe x die Maschine K
auf der Eingabe (x, x). Dabei wird bei einer nichtdeterministischen Verzweigung von B
die Simulation ebenfalls nichtdeterministisch verzweigt. Immer, wenn die Ausgabe der
simulierten Maschine B nun gro¨ßer als 2
3
ist, wird nacheinander 0 und 1 ausgegeben, also
eine divergente Berechnung erzeugt. Im anderen Fall wird die Ausgabe der simulierten
Maschine B ausgegeben.
Die Frage, ob die Maschine W nun mit Eingabe W im schwach nichtdeterministischen
Sinne konvergiert, fu¨hrt zu einem Widerspruch: Ist W(W) konvergent, so konvergieren
die Ausgaben jedes konvergenten Berechnungspfades der Simulation von B gegen 1 und
sind somit fast immer gro¨ßer als 2
3
. Dann erzeugt W nach Konstruktion aber fu¨r alle
diese Pfade die divergente Ausgabe von alternierenden Nullen und Einsen. Fu¨r alle nicht
konvergenten Pfade der Simulation wird ebenfalls eine divergente Ausgabe erzeugt, da
die Ausgabe des Pfades durch die Simulation einfach weitergereicht wird, außer in dem
Fall, daß Ausgaben gro¨ßer als 2
3
sind, aber in diesem Fall kann ebenfalls keine Konver-
genz vorliegen. Im Widerspruch zur Annahme ist W(W) also nicht konvergent, da kein
konvergenter nichtdeterministischer Pfad existiert.
Ist umgekehrtW(W) divergent, so muß wenigstens ein Pfad der Simulation von B gegen
49
Kapitel 2. Analytische Maschinen
0 konvergieren, und alle konvergierenden Pfade mu¨ssen zum gleichen Grenzwert konver-
gieren. Fu¨r all diese Pfade wird die Ausgabe fast immer kleiner als 2
3
sein, und somit
wird die Ausgabe vonW fu¨r diese Pfade ebenfalls gegen 0 konvergieren. DaW bei ihrer
Simulation aus divergenten Pfaden keine konvergenten erzeugt, sind diese fu¨r die Be-
trachtung irrelevant. Damit existieren konvergente Berechnungspfade von W, und alle
konvergenten Berechnungspfade konvergieren gegen 0. Die Maschine ist also im schwach
nichtdeterministischen Sinne konvergent im Widerspruch zur Annahme. 
Wa¨hrend im endlichen Fall Determinismus und schwacher Nichtdeterminismus die glei-
chen berechenbaren Funktionen erzeugen, ist dies im analytischen Fall nicht mehr so.
Die Mo¨glichkeit der nichtdeterministischen Verzweigung gestattet es, das Konvergenz-
problem fu¨r deterministische analytische Maschinen schwach nichtdeterministisch zu
entscheiden. Die wesentliche Idee hierbei ist, daß fu¨r eine gegebene Maschine nichtde-
terministisch geraten wird, ob diese konvergiert oder nicht und dann u¨berpru¨ft wird, ob
richtig geraten wurde.
Satz 2.4.7. Die Klasse der (schwach) nichtdeterministisch analytisch R-berechenbaren
Funktionen ist echt gro¨ßer als die der deterministisch analytisch R-berechenbaren.
Beweis. Wir fu¨hren den Beweis fu¨r schwach nichtdeterministische Maschinen. Wir zei-
gen spa¨ter, daß die Menge der schwach nichtdeterministisch berechenbaren Funktionen
eine Teilmenge der stark nichtdeterministisch berechenbaren Funktionen ist, und damit
folgt die Aussage auch fu¨r stark nichtdeterministische Maschinen.
Es wird nun gezeigt, daß das Konvergenzproblem fu¨r analytische Maschinen mit einer
schwach nichtdeterministischen analytischen Maschine entscheidbar ist. Dazu konstru-
ieren wir eine schwach nichtdeterministische Maschine N, die die Funktion
f :MR → R, f(M) =
{
1 : M konvergiert auf leerem Band
0 : sonst
berechnet. Wir wissen bereits, daß diese Funktion nicht deterministisch analytisch R
berechenbar ist.
Die Maschine N erha¨lt als Eingabe eine Maschine M. Um die Konvergenz von M
zu entscheiden, “ra¨t” N zuna¨chst, ob M konvergiert oder nicht. Dazu wird einfach ein
ngoto-Befehl verwendet, der in zwei verschiedene Unterprogramme springt. In dem Fall,
daßM konvergiert, obwohl geraten wurde, sie divergiere, oder im umgekehrten Fall, daß
M divergiert obwohl Konvergenz geraten wurde, darf die nichtdeterministische Berech-
nung entlang dieses falschen Berechnungspfades nicht konvergieren. Es ist hier wichtig,
sich die Definition der Konvergenz einer nichtdeterministischen Maschine vor Augen zu
fu¨hren: Sie liegt vor, wenn es bei einer Eingabe wenigstens eine konvergente Berech-
nung gibt, und wenn zusa¨tzlich alle Berechnungen, die konvergieren, denselben Grenz-
wert haben. Dabei entstehen verschiedene nichtdeterministische Berechnungen dadurch,
daß durch einen ngoto-Befehl mit mehreren Sprungzielen verzweigt wird. Im folgenden
wird auch ausgenutzt, daß mit Hilfe von schwach nichtdeterministischen Verzweigungen
natu¨rliche Zahlen geraten werden ko¨nnen.
1. Wir betrachten zuna¨chst den Fall, daß M als konvergent angenommen wird. N
wird schließlich als Ausgabe 1 auf dem Ausgabeband stehen haben, falls richtig
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geraten wurde. Ansonsten wird diese nichtdeterministische Teilberechnung nicht
konvergieren und somit fu¨r die berechnete Funktion irrelevant sein. N testet, ob
die Folge der Zwischenausgaben M(k) eine Cauchyfolge bildet. Dazu wird fu¨r
n = 1, 2, . . . parallel (hier noch deterministisch) u¨berpru¨ft, ob |M(k)−M(l)| < 2−n
fu¨r alle hinreichend großen k, l gilt. Immer, wenn ein neues n in die Berechnung
aufgenommen wird, ra¨t N ein n0(n). Fu¨r dieses n0(n) soll fu¨r alle k, l > n0(n) die
Beziehung |M(k) −M(l)| < 2−n gelten. Dies wird durch parallele Berechnungen
fu¨r alle n und immer gro¨ßere k, l u¨berpru¨ft, und nach jedem erfolgreichen Test
produziert N eine 1 auf dem Ausgabeband. Wenn ein Paar k, l > n0(n) gefun-
den wird mit |M(k) −M(l)| ≥ 2−n, dann ist das geratene n0(n) falsch und dieser
nichtdeterministische Berechnungspfad wird durch ein exception-Kommando zur
Nichtkonvergenz gezwungen.
Wenn die Eingabemaschine M nun tatsa¨chlich konvergiert, so gibt es fu¨r jedes n
ein n0(n), so daß fu¨r alle k, l > n0(n) die Beziehung |M(k) −M(l)| < 2−n gilt.
Das heißt, daß es in diesem Fall fu¨r jedes n einen nichtdeterministischen Berech-
nungspfad gibt, der unendlich oft eine 1 auf das Ausgabeband schreibt, na¨mlich
jenen, bei dem ein korrektes n0(n) geraten wurde. Das gilt natu¨rlich fu¨r alle nicht-
deterministischen Pfade, bei denen die Tests nie scheitern. Also konvergiert das
Ergebnis in diesem Fall tatsa¨chlich gegen 1.
Falls dagegen nicht richtig geraten wurde und M in Wahrheit divergiert, so gibt
es ein n, so daß es fu¨r alle n0(n) immer k, l > n0(n) gibt mit |M(k)−M(l)| ≥ 2−n.
Dann wird aber der entsprechende nichtdeterministische Berechnungspfad, bei
dem dieses n0(n) geraten wurde, abgebrochen; das heißt, kein nichtdeterminis-
tischer Berechnungspfad kann in diesem Fall konvergieren und somit wegen par-
alleler Berechnung fu¨r alle n die gesamte Berechnung nicht. In diesem Fall wird
na¨mlich die Maschine bei diesem n fu¨r jedes geratene n0(n) die Berechnung ab-
brechen, sobald das Gegenbeispielpaar k, l gefunden wurde.
2. Nun betrachten wir den Fall, daßN ra¨t,M sei nicht konvergent. Falls die Annahme
stimmt, dann gibt es ein n ∈ N, so daß fu¨r alle n0 ∈ N es stets k, l ≥ n0 gibt mit
|M(k)−M(l)| ≥ 2−n. N ra¨t also zuna¨chst dieses n. Dann werden fu¨r immer gro¨ßere
n0 Paare k(n0), l(n0) geraten und es wird u¨berpru¨ft, ob |M(k) −M(l)| ≥ 2−n gilt.
Ist dies der Fall, so wird eine 0 auf dem Ausgabeband erzeugt. Andernfalls wird
dieser nichtdeterministische Berechnungspfad abgebrochen.
Falls die Annahme richtig war und M wirklich divergiert, dann existiert ein n,
so daß N fu¨r alle n0 richtige Werte fu¨r k(n0), l(n0) ra¨t und es gibt eine gegen 0
konvergierende Ausgabe.
Wenn aber M tatsa¨chlich entgegen der Annahme konvergiert, so gibt es fu¨r jedes
geratene n ein n0, fu¨r das kein Paar k(n0), l(n0) mit |M(k) −M(l)| ≥ 2−n geraten
werden kann; jeder nichtdeterministische Berechnungspfad wird also in diesem Fall
abgebrochen und die Maschine kommt u¨ber dieses n0 nicht hinaus.

Die Mo¨glichkeit, durch Raten verschiedene Berechnungspfade “auszuprobieren”, ver-
gro¨ßert also die Berechnungsma¨chtigkeit einer Maschine. Daß das Raten von reellen
Zahlen zumindest das nichtdeterministische Verzweigen umfasst, ist leicht einzusehen:
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Lemma 2.4.8. Jede schwach nichtdeterministisch analytisch R-berechenbare Funktion
ist auch stark nichtdeterministisch analytisch R-berechenbar.
Beweis. Das Raten einer reellen Zahl hat das Aufspalten einer Berechnung in unendlich
viele weitere Berechnungspfade zur Folge. Ein Befehl einer schwach nichtdeterministi-
schen Maschine der Form ngoto n1, . . . , nk kann beispielsweise dadurch simuliert werden,
daß eine reelle Zahl geraten wird, die reelle Zahlengerade in k Bereiche unterteilt wird,
und das Sprungziel in Abha¨ngigkeit von dem der geratenen Zahl zugeordneten Bereich
ausgewa¨hlt wird. Alternativ bringt man zuna¨chst das Programm in eine Normalform, bei
der jeder ngoto-Befehl genau zwei Sprungziele hat. Dann ra¨t die Maschine am Anfang
des Programms eine reelle Zahl, und bei jeder simulierten nichtdeterministischen Ver-
zweigung wird diese Zahl als Kodierung eines unendlichen bina¨ren Entscheidungsbaums
aufgefaßt. 
Der Abschnitt wird nun mit der Vermutung abgeschlossen, daß starker und schwacher
Nichtdeterminismus im analytischen Fall separiert sind.
Vermutung 2.4.9. Die Menge der schwach nichtdeterministischen analytisch berech-
enbaren Funktionen ist eine echte Teilmenge der stark nichtdeterministisch analytisch
berechenbaren Funktionen.
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2.5 Fazit
In diesem Kapitel wurden die analytischen Maschinen auf a¨hnliche Weise wie in [Cha98]
eingefu¨hrt. Dazu wurde zuna¨chst das abstrakte Maschinenmodell gegeben, das dann
durch Registermaschinen spezialisiert wurde, die u¨ber exakte Arithmetik u¨ber einem
Ring R verfu¨gen. Das Modell ermo¨glicht es, berechenbare Funktionen und entscheidba-
re Mengen u¨ber den reellen und komplexen Zahlen zu definieren. Dabei ko¨nnen endliche
und unendliche konvergierende Berechnungen unterschieden werden. Mit Hilfe von δ-Q-
Maschinen ko¨nnen reellwertige Funktionen durch rationale Berechnungen approximiert
werden.
Aus Kardinalita¨tsgru¨nden ko¨nnen nicht alle rellen Funktionen berechenbar sein. Ein
konkretes Beispiel fu¨r ein Problem, das nicht analytisch entscheidbar ist, ist das Kon-
vergenzproblem fu¨r analytische Maschinen, das Analogon zum Halteproblem fu¨r Turing-
Maschinen. Wir haben im Gegensatz zu [Cha98] auch das Beschra¨nktheitsproblem fu¨r
analytische Maschinen betrachtet und sind so zum Beweis der Tatsache gelangt, daß
auch die Menge der Ha¨ufungswerte einer beschra¨nkten Folge und damit insbesondere
ihr gro¨ßter und kleinster Ha¨ufungswert nicht analytisch berechenbar sind.
Im Gegensatz zum endlichen Fall kann aber das Konvergenzproblem fu¨r analytische
Maschinen durch mehrere hintereinander ausgefu¨hrte analytische Maschinen entschie-
den werden. Vierke [Vie96] konnte zeigen, daß drei hintereinander ausgefu¨hrte analyti-
sche Maschinen hierfu¨r genu¨gen. Wir haben dieses Resultat verscha¨rft und gezeigt, daß
bereits die Komposition zweier analytischer Maschinen genu¨gt, um das Konvergenzpro-
blem zu entscheiden und damit ein diesbezu¨glich offenes Problem aus [Cha98] gelo¨st.
Die Struktur der Berechnung auf R-Maschinen wird mit Hilfe des Berechnungsbaumes
der Maschine ersichtlich. Die Betrachtung dieses Baumes und seiner Berechnungspfa-
de ermo¨glicht es, die endlich berechenbaren Funktionen zu charakterisieren und den
Darstellungssatz (vgl. [BCSS98]) zu formulieren. Durch die arithmetische Natur der
Berechnungen von R-Maschinen ergibt sich, daß die R-berechenbaren Funktionen auf
Teilbereichen ihrer Definitionsmenge rationale Funktionen darstellen. Die Teilbereiche
ergeben sich durch die Verzweigungsbefehle und ko¨nnen damit als semi-algebraische
Mengen charakterisiert werden. Betrachtet man analytische Berechnungen auf R und
C, so stellen die Zwischenergebnisse dieser Berechnungen rationale Funktionen dar, die
gegen das Ergebnis der Berechnung konvergieren. Wir haben gezeigt, daß u¨ber R aus
dieser Beobachtung nicht geschlossen werden kann, daß die Funktionen auf Teilberei-
chen durch Potenzreihen dargestellt werden ko¨nnen. Dies gilt auch fu¨r Funktionen, die
durch δ-Q-Maschinen approximiert werden ko¨nnen, sogar fu¨r solche, bei denen fu¨r je-
des ausgegebene Zwischenergebnis die Genauigkeit stets bekannt ist. U¨ber C konnten
wir den Darstellungssatz fu¨r C-berechenbare Funktionen auf analytisch C-berechenbare
Funktionen dahingehend verallgemeinern, daß analytisch berechenbare Funktionen, die
fu¨r jede Eingabe mit endlich vielen Vergleichsoperationen auskommen, zumindest auf
Teilbereichen durch Potenzreihen dargestellt werden ko¨nnen.
Das Kapitel schließt mit einer Untersuchung des Nichtdeterminismus bei analytischen
Maschinen ab. Fu¨r endliche Maschinen wurde Nichtdeterminismus in [BCSS98] ein-
gefu¨hrt durch die Mo¨glichkeit, reelle Zahlen raten zu ko¨nnen. Wir haben hier nun gese-
hen, daß die Verallgemeinerung des Nichtdeterminismus von Turing-Maschinen zu zwei
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verschiedenen Mo¨glichkeiten fu¨hrt, Nichtdeterminismus fu¨r R-Maschinen zu definieren.
Die erste besteht im Raten von reellen Zahlen, und die zweite in nichtdeterministischen
Verzweigungen bei Sprungbefehlen. Es stellte sich heraus, daß die beiden Formen des
Nichtdeterminismus a¨quivalent bei Entscheidbarkeitsfragen sind, daß sie jedoch zu un-
terschiedlichen Mengen berechenbarer Funktionen fu¨hren. Wa¨hrend bei endlichen Ma-
schinen Nichtdeterminismus und Determinismus auch u¨ber R bei Entscheidbarkeitsfra-
gen a¨quivalent sind, haben nichtdeterministische analytische Maschinen eine gro¨ßere
Berechnungsma¨chtigkeit als deterministische analytische Maschinen.
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Berechenbare analytische Funktionen
3.1 Berechenbarkeit bei analytischen Funktionen
Die klassischen analytischen Funktionen haben eine große Bedeutung in der Mathe-
matik. Die komplexe Funktionentheorie ist eines der scho¨nsten Geba¨ude innerhalb der
Mathematik, und die Eigenschaften analytischer Funktionen sind reichhaltig. Bereits bei
der Entwicklung der Theorie von Riemann, Weierstraß und vielen anderen haben auch
Aspekte der Berechenbarkeit eine Rolle gespielt, wenn auch nicht auf eine maschinen-
theoretische Art und Weise. Allein die Darstellung durch Potenzreihen stellt eine enge
Verbindung zwischen berechenbaren Funktionen und analytischen Funktionen her. Denn
in gewisser Hinsicht stellt eine Potenzreihe ja schon eine Berechnungsvorschrift dar. Man
kann sogar noch weiter gehen und eine Potenzreihe als Maschine auffassen, wie in [Hot94]
geschehen.
Gegenstand dieses Kapitels ist es, den Begriff der berechenbaren analytischen Funktion
zu diskutieren und die Berechenbarkeit analytischer Funktionen mit Hilfe der zuvor un-
tersuchten Maschinenmodelle zu definieren. Nicht jede analytische Funktion wird man
in einem intuitiven Sinne als berechenbar ansehen, kann man doch sehr viel Information
in der Koeffizientenfolge einer Potenzreihe kodieren. Setzt man etwa den k-ten Koeffi-
zienten einer Potenzreihe auf 1, wenn die k-te analytische Maschine einer Aufza¨hlung
konvergiert und ansonsten auf 0, dann liegt eine Potenzreihe vor, die im Innern des
Einheitskreises konvergiert und die im intuitiven Sinne sicherlich nicht als berechenbar
gilt.
Dieses Beispiel zeigt auch gleich zwei Mo¨glichkeiten auf, die Berechenbarkeit einer analy-
tischen Funktion zu charakterisieren. Auf der einen Seite kann man die Berechenbarkeit
der Funktion voraussetzen, auf der anderen die Berechenbarkeit der Koeffizientenfolge.
Eine zentrale Frage dieses Kapitels ist, inwieweit diese beiden unterschiedlichen Mo¨glich-
keiten zum selben Berechenbarkeitsbegriff fu¨hren.
Unter dem Aspekt der bereits betrachteten Maschinenmodelle ko¨nnen wir analytische
Funktionen dann als berechenbar betrachten, wenn sie mit Hilfe einer Maschine be-
rechnet werden ko¨nnen. Hier muß natu¨rlich das Maschinenmodell genauer angegeben
werden. Analytische Funktionen haben Teilmengen der komplexen Zahlenebene als De-
finitionsbereich und sind (abgesehen von reellen Konstantenfunktionen) immer allgemein
komplexwertig. Daher kann man diese Funktionen nicht mit einer klassischen Turing-
Maschine berechnen. Mit Hilfe analytischer Maschinen kann man solche Funktionen aber
definieren. Zuna¨chst kann man mit (endlichen) C-Maschinen komplexwertige Funktio-
nen definieren. Wir werden aber sehen, daß die Menge der analytischen Funktionen,
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die gleichzeitig endlich C-berechenbar sind, sehr u¨berschaubar ist. Deshalb werden wir
allgemeinere analytische Maschinenmodelle fu¨r die Definition der Berechenbarkeit ana-
lytischer Funktionen zugrunde legen. Fu¨r jedes der untersuchten Maschinenmodelle la¨ßt
sich die zugeho¨rige Klasse analytischer Funktionen definieren.
Vom Standpunkt der klassischen Berechenbarkeitstheorie aus bietet es sich im Zusam-
menhang mit den erwa¨hnten Potenzreihen an, solche analytischen Funktionen als berech-
enbar zu bezeichnen, deren Potenzreihenentwicklung eine Turing-berechenbare Folge ist.
Dieser Ansatz fu¨hrt jedoch nicht sehr weit, gelten doch auf diese Weise schon Funktio-
nen mit nichtrationalen Koeffizienten als nicht mehr berechenbar. Diese Funktionen sind
auch nicht unter Komposition abgeschlossen, wie das folgende einfache Beispiel zeigt:
Die Funktion ez ist in obigem Sinne berechenbar, denn die Koeffizientenfolge ( 1
k!
)k∈N ist
Turing-berechenbar, wenn man den Begriff der Turing-Berechenbarkeit auf natu¨rliche
Weise auf die rationalen Zahlen erweitert. Die Komposition der Funktion mit sich selbst,
ee
z
, hat an der Stelle 0 den Wert e, hat also keinen rationalen nullten Koeffizienten in
der Potenzreihenentwicklung.
Eine weitere Mo¨glichkeit der Definition berechenbarer analytischer Funktion besteht
darin, auf den natu¨rlichen Zahlen gegebene klassisch berechenbare Funktionen zu ana-
lytischen Funktionen auf einem mo¨glichst großen Teilbereich der komplexen Zahlenebene
fortzusetzen. Ein Beispiel hierfu¨r ist die bekannte Γ-Funktion, die die primitiv-rekursive
Funktion der Fakulta¨t, n!, fortsetzt. Auf diese Mo¨glichkeit der Definition wird in Kapitel
4 kurz eingegangen.
Anmerkung. Zum Sprachgebrauch: Fu¨r die komplex-analytischen Funktionen gibt es mehrere unter-
schiedliche Bezeichnungen wie etwa holomorphe Funktionen, komplex differenzierbare Funktionen und
analytische Funktionen. Diese Begriffe kommen von den unterschiedlichen a¨quivalenten Mo¨glichkei-
ten, diese Funktionen zu definieren. Wir verwenden hier zumeist den Begriff analytische Funktion.
Dabei wird das Wort “analytisch” doppelt verwendet, da es ja auch Maschinen und Berechnungen
charakterisiert. Dennoch verwenden wir den Begriff und nicht etwa holomorph, weil er sofort an die
Potenzreihenentwicklung erinnert, die im Folgenden im Vordergrund steht.
Weiter wollen wir anmerken, daß wir in diesem Kapitel stets Funktionen betrachten, die auf ihrem
(zusammenha¨ngenden) gesamten Definitionsbereich eine analytische Funktion darstellen. Mit Hilfe von
C-Maschinen lassen sich durch Verzweigungsbefehle natu¨rlich auch zusammengesetzte analytische Funk-
tionen definieren, also Funktionen, deren Definitionsbereich sich in semi-algebraische Mengen aufspaltet,
auf denen die Funktion dann eine jeweils eigene analytische Funktion darstellt. Diese zusammengesetz-
ten Funktionen sind aber nicht Gegenstand dieses Kapitels.
Wir betrachten im folgenden Funktionen, die auf Gebieten, also offenen zusammenha¨ng-
enden Teilmengen von C, definiert sind. Fu¨r analytische Funktionen bieten sich auf
natu¨rliche Weise auch andere Definitionsmengen an, namentlich die Riemannschen Fla¨-
chen. Auf diese allgemeinere Auffassung der analytischen Funktionen werden wir in
dieser Arbeit nur am Rande eingehen, und uns auf Teilmengen der komplexen Ebene
beschra¨nken. Wenn wir von einer analytischen Funktion auf einem Gebiet D und ihrer
analytischen Fortsetzung auf ein Gebiet G ⊇ D sprechen, meinen wir damit immer einen
konkreten Zweig dieser analytischen Funktion.
Im Verlauf dieses Kapitels werden zuna¨chst die berechenbaren analytischen Funktionen
definiert. Im ersten Kapitel wurden verschiedene unterschiedlich ma¨chtige Maschinen-
modelle definiert. Man kann nun fu¨r jedes dieser Maschinenmodelle eine entsprechende
Klasse berechenbarer analytischer Funktionen definieren, und diese analog zum Hier-
archiesatz miteinander in Beziehung setzen. Dies werden wir am Ende des Kapitels
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auch tun, das Hauptaugenmerk liegt jedoch nicht darin, jede Klasse einzeln zu un-
tersuchen, sondern die Konzentration auf die durch allgemeine analytische Maschinen
berechenbaren bzw. koeffizientenberechenbaren analytischen Funktionen zu lenken. Bei
der Betrachtung der allgemeinen berechenbaren Funktionen ergibt sich fu¨r diese Klasse
mit der Nichtabgeschlossenheit unter Komposition eine nicht sehr befriedigende Eigen-
schaft, die unter anderem erst zur Untersuchung der anderen Klassen gefu¨hrt hat. Wir
werden sehen, daß dies bei analytischen Funktionen im wesentlichen nicht mehr der Fall
ist, sondern daß die koeffizientenberechenbaren analytischen Funktionen unter Kompo-
sition abgeschlossen sind. Der Hierarchiesatz, der fu¨r generelle analytisch berechenbare
Funktionen gilt, bricht also unter der Zusatzvoraussetzung der komplexen Differenzier-
barkeit zusammen.
Wir werden dann weitere Eigenschaften berechenbarer analytischer Funktionen untersu-
chen und sehen, daß diese neben der Komposition weitere Abschlußeigenschaften besit-
zen. Wenn eine analytische Funktion auf einem Gebiet definiert ist, und die Potenzreihe
dieser Funktion in einem Punkte u¨ber das Gebiet hinaus konvergiert, la¨ßt sich diese
Funktion u¨ber das Gebiet hinaus analytisch fortsetzen. Wir werden sehen, daß dies
auch fu¨r die Berechenbarkeit gilt. Wenn also eine analytische Funktion in einem Gebiet
D berechenbar ist, und fu¨r diese eine Fortsetzung auf dem Gebiet G ⊇ D existiert,
dann gibt es fu¨r jeden Punkt aus G eine Umgebung, in der die Funktion berechenbar
ist. Weiter werden wir sehen, daß auch die lokale Umkehrfunktion einer berechenbaren
analytischen Funktion ebenfalls lokal berechenbar ist.
3.1.1 Endlich C-berechenbare Funktionen
Zuna¨chst betrachten wir jene Funktionen, welche durch endliche C-Maschinen berechnet
werden ko¨nnen. Die endliche Berechenbarkeit ist jedoch nicht der natu¨rliche Berechen-
barkeitsbegriff fu¨r analytische Funktionen. Intuitiv erwartet man, daß es nicht mo¨glich
ist, selbst einfache transzendente analytische Funktionen oder sogar nichtrationale alge-
braische Funktionen mit nur endlich vielen Rechenschritten berechnen zu ko¨nnen. Diese
Intuition wird auch besta¨tigt:
Satz 3.1.1. Sei f : D → C eine auf dem Gebiet D analytische Funktion und sei f auf
D C-berechenbar. Dann stellt f eine auf D rationale Funktion dar.
Beweis. Nach dem Darstellungssatz 2.2.22 fu¨r C-berechenbare Funktionen ist
D =
⋃
σ
Dσ,
wobei die abza¨hlbar vielen Dσ die semi-algebraischen Einzugsbereiche der Berechnungs-
pfade sind. Nach Lemma 2.2.24 muß wenigstens ein an dieser Vereinigung beteiligtes Dσ0
ein nichtleeres Inneres haben. Nach dem Darstellungssatz ist f auf Dσ0 eine rationale
Funktion. Es ist also f |Dσ0 = r|Dσ0 fu¨r eine rationale Funktion r. Da Dσ0 nichtleeres
Inneres hat, folgt aus dem Identita¨tssatz fu¨r analytische Funktionen bereits f = r auf
ganz D. 
57
Kapitel 3. Berechenbare analytische Funktionen
Die endlich berechenbaren analytischen Funktionen werden also durch die rationalen
Funktionen abgedeckt. Ist eine rationale Funktion kein Polynom, so hat sie in der
Regel dennoch eine unendliche Potenzreihenentwicklung. Wir zeigen, daß fu¨r eine C-
berechenbare analytische Funktion die Folge der Koeffizienten der Potenzreihenentwick-
lung stets eine C-berechenbare Folge bildet.
Satz 3.1.2.
1. Sei f auf dem Gebiet D C-berechenbar und analytisch. Dann ist fu¨r z0 ∈ D die
Potenzreihenentwicklung von f um z0 eine C[C]-berechenbare Folge. Dabei ist die
Konstantenmenge C endlich.
2. Die Berechenbarkeit unter 1. ist konstruktiv, wenn auf Real- und Imagina¨rteil der
Register zugegriffen werden kann, d.h. es gibt eine C-Maschine mit der zusa¨tzli-
chen Operation der Konjugation α := α, die bei Eingabe einer Maschine fu¨r f ,
eines Punktes z0 ∈ D und eines Indexes n den n-ten Koeffizienten der Potenzrei-
henentwicklung von f um z0 berechnet.
Beweis.
1. Es sei f(z) =
∑∞
k=0 ak(z−z0)k. Nach dem Darstellungssatz 2.2.22 unterteilt sich D
in abza¨hlbar viele semi-algebraische Mengen, auf denen f rational ist. Nach Lemma
2.2.24 muß wenigstens eine dieser Mengen ein nichtleeres Inneres haben, f ist also
auf einer offenen Teilmenge von D rational, und somit wegen des Zusammenhangs
von D nach dem Identita¨tssatz fu¨r analytische Funktionen auf ganz D rational.
Sei f(z) = p(z)
q(z)
mit Polynomen p und q. Durch Entwicklung von p und q um
z0 erhalten wir Polynome p˜ und q˜ mit f(z) =
p˜(z−z0)
q˜(z−z0) . Die Maschine Ma, die
die Folge (ak)k∈N berechnet, hat als Konstanten die Koeffizienten von p˜ und q˜
gespeichert. Bei Eingabe von n berechnet sie nun symbolisch die n-te Ableitung
von f(z) = p˜(z−z0)
q˜(z−z0) und wertet diese an der Stelle z0 aus. Als Ergebnis wird dann
an =
f (n)(z0)
n!
ausgegeben.
2. Die Maschine, die bei Eingabe einer Maschine Mf fu¨r f , eines Punktes z0 und
eines Indexes n den n-ten Koeffizienten von f bei z0 berechnet, im folgenden K,
bestimmt zuna¨chst symbolisch die Koeffizienten der rationalen Funktion, die f dar-
stellt. Dazu muß K die Koeffizienten der vonMf berechneten rationalen Funktion
entlang eines Pfades σ berechnen, fu¨r den Dσ eine offene nichtleere Menge ist. Um
einen solchen Pfad zu finden, werden alle Berechnungspfade der MaschineM par-
allel simuliert. Dabei werden in der Simulation stets die Pfade verworfen, die kein
offenes nichtleeres Inneres haben ko¨nnen, wie Pfade, die durch = 0 Verzweigungen
entstehen. In solchen Fa¨llen wird immer der 6=-Pfad ausgewa¨hlt. Bei Verzweigun-
gen der Form |α| ≥ |zi| wird mit Methoden von Lemma 2.4.5 u¨berpru¨ft, ob einer
der beiden Fa¨lle αα − zizi > 0 bzw. αα − zizi < 0 eine nichtleere Lo¨sungsmenge
hat. Die Pfade mit nichtleerer Lo¨sungsmenge werden weiter simuliert. Findet K
auf diese Weise einen haltenden Pfad σ, ist die entsprechende Menge Dσ eine of-
fene Menge, da sie durch den endlichen Durchschnitt nichtleerer offener Mengen
definiert werden kann. Die symbolisch berechneten Koeffizienten der rationalen
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Funktion sind also die der Funktion f(z) = p(z)
q(z)
. K bestimmt durch Entwicklung
die Koeffizienten der Polynome p˜ und q˜ mit f(z) = p˜(z−z0)
q˜(z−z0) und berechnet wie im
ersten Fall den Koeffizienten an der Reihenentwicklung von f um z0.

Anmerkung.
1. Die Idee der Berechnung der Koeffizienten besteht hier also darin, die Koeffizienten der rationalen
Funktion zu berechnen, die durch die Maschine an einem Berechnungspfad σ berechnet wird.
Ist ein Berechnungspfad bekannt, der einen offenen, nichtleeren Einzugsbereich hat, so sind die
Koeffizienten der Potenzreihenentwicklung stets berechenbar.
2. Die Einschra¨nkung, daß die Maschine K im zweiten Teil des Satzes u¨ber die Operation der
Konjugation verfu¨gt, ist wesentlich, da diese Maschine somit nicht auf holomorphe arithmetische
Operationen beschra¨nkt ist.
3.1.2 Berechenbarkeit und Koeffizientenberechenbarkeit
Im folgenden werden wir als berechenbare analytische Funktionen solche ansehen, die
mit einer analytischen Maschine berechenbar sind. Wir werden zwar auch solche ana-
lytische Funktionen betrachten, die mit Hilfe (quasi-)stark δ-Q-analytischer Maschinen
berechenbar sind, aber das Hauptaugenmerk des Abschnitts liegt auf den durch allge-
meine analytische Maschinen berechenbaren Funktionen.
Wir unterscheiden berechenbare analytische Funktionen und koeffizientenberechenbare
analytische Funktionen, also einmal jene Funktionen, die als Funktionen mittels analy-
tischer Maschinen berechenbar sind, und zum anderen solche, deren Koeffizientenfolge
analytisch berechenbar sind.
Zuna¨chst gehen wir von analytischen Funktionen auf einem Gebiet D ⊆ C aus. Das
heißt, wir setzen voraus, daß die betrachteten Funktionen auf ganz D ohne Singula-
rita¨ten analytisch sind.
Definition 3.1.3. Sei D ⊆ C ein Gebiet, und sei f : D → C eine analytische Funktion.
f heißt
– eine auf D (analytisch) berechenbare analytische Funktion, wenn f auf D mit
einer analytischen Maschine berechenbar ist,
– in z0 ∈ D (analytisch) koeffizientenberechenbar, wenn f um z0 die Entwicklung
f(z) =
∑∞
k=0 ak(z − z0)k hat und die Folge (ak)k∈N analytisch berechenbar ist,
– (auf D) (analytisch) koeffizientenberechenbar, wenn f in jedem z0 ∈ D analytisch
koeffizientenberechenbar ist.
Die Klasse der auf D berechenbaren analytischen Funktionen bezeichnen wir mit OA(D),
und die Klasse der auf D (analytisch) koeffizientenberechenbaren Funktionen bezeichnen
wir mit OK(D).
Analog werden auch die entsprechenden Klassen berechenbarer analytischer Funktionen
fu¨r andere Maschinentypen definiert, wie etwa ((quasi-)stark) δ-Q-analytisch berechen-
bare und koeffizientenberechenbare Funktionen, die wir entsprechend mit Oδ-QA (D), bzw.
Oδ-QK (D) bezeichnen.
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Anmerkung.
1. Da wir im folgenden hauptsa¨chlich Maschinen mit unendlichen Berechnungen betrachten, werden
wir den Zusatz “analytisch” bei der Berechenbarkeit meist weglassen. Wenn wir doch endliche
Berechenbarkeit meinen, dru¨cken wir das mit dem Zusatz “endlich” explizit aus.
2. Die Koeffizientenberechenbarkeit ist ein lokaler Begriff, d.h. die Koeffizientenberechenbarkeit auf
einer Menge wird u¨ber jene der einzelnen Punkte der Menge definiert. Die einzelnen Maschinen,
die die Koeffizienten in den jeweiligen Punkten berechnen, mu¨ssen a priori nichts miteinander zu
tun haben. Eine sta¨rkere Voraussetzung ist, daß eine Maschine die Koeffizienten eines Punktes
bei Eingabe des Punktes berechnet. In diesem Fall sprechen wir von uniformer Berechenbarkeit.
3. Wie bei der Definition der Berechenbarkeit von Funktionen spielt auch die Menge der Konstan-
ten, u¨ber die eine Maschine verfu¨gen darf, eine Rolle. Wenn eine Menge C nichtrationaler Kon-
stanten verwendet wird, sagen wir entsprechend [C]-(analytisch) berechenbar/koeffizientenbere-
chenbar.
Welche analytischen Funktionen sind berechenbar bzw. koeffizientenberechenbar? Fu¨r
die Beantwortung dieser Frage ist relevant, ob komplexe nichtrationale Konstanten in
den Programmen zugelassen werden oder nicht.
Beispiel 3.1.4.
1. Jedes Polynom p(z) =
∑n
k=0 akz
k ist C[a1, . . . , an]-analytisch berechenbar.
2. Ist fu¨r jedes k die Zahl ak analytisch berechenbar, so ist das Polynom p(z) =∑n
k=0 akz
k analytisch berechenbar (ohne Konstanten).
Beweis. Eine Maschine zur Berechnung von p(z) simuliert parallel die (endlich
vielen) Maschinen zur Berechnung der Koeffizienten jeweils fu¨r N Schritte, be-
rechnet die Approximation, gibt diese auf dem Ausgabeband aus und erho¨ht die
Schrittanzahl N .
3. Fu¨r jede C-berechenbare (und damit auch Turing-berechenbare) Folge (ak)k∈N ist
die Potenzreihe f(z) =
∑∞
k=0 akz
k innerhalb ihres Konvergenzkreises berechenbar.
Beweis. Eine Maschine zur Berechnung von f(z) berechnet naiv fu¨r aufsteigende
n die Werte an und gibt die Partialsumme
∑n
k=0 akz
k auf dem Ausgabeband aus.
4. Es sei eine Aufza¨hlung der Menge der analytischen Maschinen festgelegt, und sei
Mn die n-te Maschine in dieser Aufza¨hlung. Wir definieren
an =
{
1 : Mn konvergiert auf Eingabe 0
0 : sonst
.
Die Konvergenzfunktion fu¨r analytische Maschinen sei definiert als
kA(z) =
∞∑
k=0
akz
k.
Dann konvergiert die Reihe im Innern des Einheitskreises, aber kA ist in 0 nicht
koeffizientenberechenbar und in keiner Umgebung der 0 analytisch berechenbar.
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Beweis. Aus der Unlo¨sbarkeit des Konvergenzproblems fu¨r analytische Maschinen
folgt, daß kA nicht analytisch koeffizientenberechenbar ist. Um zu sehen, daß kA
auch nicht analytisch berechenbar ist, betrachten wir fu¨r festes n
kA
(
1
2n
)
=
∞∑
k=0
ak2
−nk.
Wa¨re fu¨r ein n dieser Wert berechenbar, ko¨nnte das Konvergenzproblem gelo¨st
werden: Soll fu¨r M die Konvergenz entschieden werden, so wird zuna¨chst j be-
stimmt mit Mj = M. Dann wird die Maschine zur Berechnung von kA auf der
Eingabe 1
2n
simuliert. Bei jeder Ausgabe dieser simulierten Maschine wird der Ko-
effizient fu¨r 2−nj der Bina¨rdarstellung dieser Ausgabe bestimmt und ausgegeben.
Dieser Koeffizient wird bei hinreichender Genauigkeit der Berechnung von kA(
1
2n
)
nicht mehr vera¨ndert, da die Folge keiner periodischen Dualentwicklung entspre-
chen kann, und er entspricht der Lo¨sung des Konvergenzproblems fu¨r Mj.
Damit ist also kA(2
−n) fu¨r kein n ∈ N analytisch berechenbar, und somit kann die
Funktion kA in keiner Umgebung der 0 analytisch berechenbar sein.
5. Wir definieren analog die Konvergenzfunktion fu¨r Turing-Maschinen, indem wir
tk = 1 bzw. tk = 0 setzen, je nachdem, ob die k-te Turing-Maschine in einer
effektiven Aufza¨hlung ha¨lt oder nicht. Wir definieren
kT (z) =
∞∑
k=0
tkz
k.
Dann ist kt im Innern des Einheitskreises analytisch koeffizientenberechenbar und
analytisch berechenbar.
Beweis. Die Koeffizientenberechenbarkeit folgt unmittelbar aus der Lo¨sbarkeit
des Halteproblems fu¨r Turing-Maschinen durch analytische Maschinen.
Die Berechnung von kT (z) fu¨r |z| < 1 mittels einer analytischen Maschine geschieht
durch parallele Approximation aller tk, indem fu¨r wachsende n jeweils n Schrit-
te der Turing-Maschinen t1, . . . , tn simuliert werden. Sobald eine der simulierten
Maschinen ha¨lt, wird der jeweilige Wert fu¨r tk mit 1 festgelegt, andernfalls als 0
angenommen. Fu¨r jedes n wird dann die Partialsumme
∑n
k=0 tk,nz
n ausgegeben,
wobei tk,n die Approximation von tk bei Schritt n ist.
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3.2 Eigenschaften berechenbarer analytischer Funktionen
Wir haben zwei unterschiedliche Berechenbarkeitsbegriffe fu¨r analytische Funktionen
eingefu¨hrt: Den der Berechenbarkeit, der unmittelbar an der Berechenbarkeit der Funk-
tion orientiert ist, und den der Koeffizientenberechenbarkeit. Im Laufe des Abschnitts
untersuchen wir die Eigenschaften der beiden Funktionsklassen und die Beziehungen der
Klassen zueinander.
3.2.1 Koeffizientenberechenbarkeit analytischer Funktionen
Zuna¨chst untersuchen wir die koeffizientenberechenbaren analytischen Funktionen, denn
wie sich zeigt, ist dies der sta¨rkere der beiden Begriffe. Aus der Funktionentheorie sind
folgende Beziehungen bekannt:
Lemma 3.2.1 (Cauchysche Ungleichungen). Sei f auf D holomorph, z0 ∈ D und sei
der abgeschlossene Kreis U r(z0) ⊆ D. Dann gilt
|f (n)(z0)| ≤ n!
rn
‖f(ζ)‖|ζ−z0|=r
Beweis. Wohlbekannt, siehe etwa [FL94]. 
Korollar 3.2.2. Sei f auf D holomorph, z0 ∈ D und sei der abgeschlossene Kreis
U r(z0) ⊆ D. Weiter sei (ak)k∈N die Folge der Koeffizienten der Potenzreihenentwicklung
von f in z0. Dann gibt es eine Konstante M , so daß fu¨r die Koeffizienten ak gilt:
|ak| ≤ M
rk
Beweis. Dies folgt unmittelbar aus den Cauchyschen Ungleichungen zusammen mit
der Beobachtung, daß
f (k)(z0) = k!ak

Wir zeigen nun, daß die Berechenbarkeit der Koeffizientenfolge in einem Punkt die
Berechenbarkeit der Funktion in einer Umgebung dieses Punktes zur Folge hat.
Satz 3.2.3 (Berechenbarkeit der Summe einer Potenzreihe). Die Funktion f sei auf
dem Gebiet D analytisch, es sei z0 ∈ D und es gelte die Potenzreihenentwicklung f(z) =∑∞
k=0 ak(z−z0)k. Die Folge (ak)k∈N sei analytisch berechenbar. Es sei nun R > 0 so, daß
der abgeschlossene Kreis mit Radius R um z0 noch ganz in D liegt, also UR(z0) ⊆ D.
Dann ist die Funktion f in UR(z0) ⊆ D analytisch berechenbar.
Beweis. Wir geben eine Maschine M an, die f in UR(z0) berechnet. Nach Voraus-
setzung ist die Koeffizientenfolge (ak)k∈N analytisch berechenbar; sei K eine analytische
Maschine, die diese berechnet. Wir bezeichnen die n-te Approximation der Berechnung
von ak durch K mit a(n)k . Die Maschine M berechnet fu¨r ihre Eingabe z nun schritt-
weise immer genauere Approximationen des Funktionswertes f(z). Dazu simuliert sie in
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Schritt n die Maschine K fu¨r jedes k = 1, . . . , n fu¨r n Schritte und berechnet also fu¨r
die ersten n Koeffizienten die Approximationen a
(n)
k . Die Summe
n∑
k=0
a
(n)
k (z − z0)k
ist nun eine Approximation von f(z). Da u¨ber die Gu¨te der Approximation von a
(n)
k
jedoch nichts bekannt ist, reicht es nicht aus, diese Summe als Zwischenergebnis auszu-
geben. Durch die Cauchyschen Ungleichungen ist aber eine Abscha¨tzung fu¨r die ak gege-
ben. Sei M die Konstante aus den Cauchyschen Ungleichungen 3.2.1, fu¨r die |ak| ≤ MRk
gilt. Die Maschine M hat M
Rk
als Konstante gespeichert. Falls nun die n-te Approxima-
tion a
(n)
k nicht diese Ungleichung erfu¨llt, so ersetzt M diese einfach durch MRk . Die n-te
Ausgabe von M ist also
n∑
k=0
b
(n)
k (z − z0)k mit b(n)k =
{
a
(n)
k : |a(n)k | ≤ MRk
M
Rk
: sonst
Wir behaupten, daß
∑n
k=0 b
(n)
k (z − z0)k → f(z) fu¨r n→∞ gilt.
Dazu sei ε > 0. Fu¨r n0 > 0 gilt (der Einfachheit halber sei im folgenden q :=
z−z0
R
):
∞∑
k=n0
|ak(z − z0)k| ≤
∞∑
k=n0
M
Rk
|z − z0|k =M
∣∣∣∣ qn01− q
∣∣∣∣ .
Es sei n0 so groß fixiert, daß M | qn01−q | < ε (dies existiert, da |z − z0| < R und somit
q < 1). Da die Maschine K die Werte a(n)k analytisch berechnet, gibt es ein N0, so daß
fu¨r alle k ≤ n0 gilt: |ak − a(n)k | < ε|z−z0|k(n0+1) fu¨r alle n ≥ N0. Nach Wahl von b
(n)
k gilt
stets b
(n)
k ≤ MRk . Da diese Beziehung auch fu¨r ak gilt, ergibt sich fu¨r alle n ≥ N0
|ak − b(n)k | ≤
{
ε
|z−z0|k(n0+1) : 0 ≤ k ≤ n0
2M
Rk
: in jedem Fall
Fu¨r die n-te Approximation von M auf Eingabe z ergibt sich nun fu¨r n ≥ N0
|f(z)−M(n)(z)| =
∣∣∣∣∣f(z)−
n∑
k=0
b
(n)
k (z − z0)k
∣∣∣∣∣
≤
n0∑
k=0
|(ak − b(n)k )(z − z0)k|+
n∑
k=n0
|(ak − b(n)k )(z − z0)k|+
+
∞∑
k=n
|ak(z − z0)k|
Hierbei wurde die Summe aufgespalten in drei Teile: Im ersten Teil bis n0 ist die Ap-
proximationsgu¨te der a
(n)
k bekannt. Im zweiten Teil bis n werden all jene Koeffizienten
beru¨cksichtigt, fu¨r dieM bereits Approximationen berechnet, aber diese gegebenenfalls
mit Hilfe der Cauchyschen Ungleichungen abscha¨tzt. Im dritten Teil schließlich werden
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die verbleibenden Summanden gefu¨hrt, dieM noch gar nicht in der Summe beru¨cksich-
tigt.
Es ergibt sich nun, wenn wir zusa¨tzlich N0 so groß wa¨hlen, daß N0 > n0 und somit
neben n > N0 auch n > n0 gilt,
|f(z)−M(n)(z)| ≤
n0∑
k=0
ε
n0 + 1
+
n∑
k=n0
2M
|z − z0|k
Rk
+
∞∑
k=n
M
|z − z0|k
Rk
≤ ε+ 3ε = 4ε

Anmerkung. Dieser Satz ergibt die Berechenbarkeit einer Funktion, indem die Existenz einer sie be-
rechnenden Maschine gezeigt wird. Diese Berechenbarkeit ist jedoch nicht konstruktiv. Dazu mu¨ßte eine
Maschine angegeben werden, die bei Eingabe eines Punktes z und einer Maschine, die eine Koeffizien-
tenfolge berechnet, den Wert der Funktion an der Stelle z berechnet.
Der einzige nichtkonstruktive Aspekt des Beweises ist im u¨brigen, daß die Maschine u¨ber die Konstante
M
Rk
verfu¨gt. Diese kann zudem durch Vergro¨ßerung stets rational gewa¨hlt werden, es werden also keine
nichtrationalen Konstanten verwendet.
Korollar 3.2.4. Fu¨r eine analytische Funktion f : D → C gilt: “analytisch koeffizien-
tenberechenbar =⇒ analytisch berechenbar”, d.h. OA(D) ⊆ OK(D).
Satz 3.2.3 la¨ßt sich sogar noch verscha¨rfen. Wir werden zeigen, daß bei analytischer
Berechenbarkeit der Koeffizienten sogar nicht nur die Berechenbarkeit der Funktion in
einem Konvergenzkreis gilt, sondern sogar die Berechenbarkeit aller Ableitungen der
Funktion. Tatsa¨chlich ist dann nicht nur jede einzelne Ableitung analytisch berechen-
bar, sondern die Gesamtheit der Ableitungen der Funktion, die Ableitungen sind also
uniform, d.h. mit einer einzigen Maschine, berechenbar.
Zuna¨chst sieht man leicht ein, daß mit der Berechenbarkeit der Koeffizientenfolge einer
Funktion in einem Punkt auch die Koeffizientenfolgen der Ableitungen in diesem Punkt
uniform analytisch berechenbar sind.
Wir erinnern fu¨r das Folgende noch einmal kurz an die Schreibweise (k)d :=
k!
(k−d)! =
k · (k − 1) · · · (k − d + 1). Wenn die Fakulta¨t durch die Gammafunktion ersetzt wird,
kann k auch eine beliebige komplexe Zahl sein (solange k bzw. k − d 6∈ −N).
Lemma 3.2.5. Sei f auf D analytisch, z0 ∈ D und sei (ak)k∈N, die Koeffizientenfolge
der Potenzreihenentwicklung von f , um z0 analytisch berechenbar. Die d-te Ableitung
von f habe die Potenzreihendarstellung f (d)(z) =
∑∞
k=0 a(d,k)(z − z0)k. Dann ist die
Abbildung (d, k) 7→ a(d,k) analytisch berechenbar.
Beweis. Durch sukzessives Ableiten sieht man, daß a(d,k) = (k + d)dak+d gilt. Mit der
analytischen Berechenbarkeit von (ak)k∈N folgt sofort auch die Behauptung. 
Satz 3.2.6. Die Funktion f sei auf dem Gebiet D analytisch, z0 ∈ D, und es gelte
die Potenzreihenentwicklung f(z) =
∑∞
k=0 ak(z − z0)k. Die Folge (ak)k∈N sei analytisch
berechenbar. Es sei nun R > 0 so, daß der abgeschlossene Kreis mit Radius R um z0
noch ganz in D liegt, also UR(z0) ⊆ D. Dann sind die Ableitungen der Funktion f in
UR(z0) ⊆ D uniform analytisch berechenbar, es ist also die Funktion (d, z) 7→ f (d)(z)
auf N× UR(z0) analytisch berechenbar.
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Beweis. Der Beweis verla¨uft sehr a¨hnlich zum Beweis von Satz 3.2.3. Sei K eine
Maschine, die (ak)k berechnet. Die Maschine M erha¨lt als Eingabe d und z und be-
rechnet analytisch f (n)(z). Im Unterschied zu diesem Satz muß nicht fu¨r alle k der k-te
Koeffizient ak von f approximiert werden, sondern fu¨r alle k der k-te Koeffizient der
d-ten Ableitung ad,k. Fu¨r diesen erhalten wir mit Hilfe der Cauchyschen Ungleichung
die Abscha¨tzung
|ad,k| = (k + d)dak+d ≤ M
Rk+d
(k + d)d.
Sei a
(n)
d,k = (k + d)da
(n)
k+d die n-te Approximation des k-ten Koeffizienten der d-ten Ablei-
tung von f durch K. Analog zum Beweis von Satz 3.2.3 approximiert die Maschine M
die Potenzreihe von f (d) fu¨r wachsende n:
n∑
k=0
a
(n)
(d,k)(z − z0)k.
Dabei wird a
(n)
(d,k) durch
M
Rk+d
(k + d)d ersetzt, falls dieser Wert bei der Approximation
u¨berschritten wird, es wird also
n∑
k=0
b
(n)
d,k(z − z0)k mit b(n)k,d =
{
a
(n)
k,d : |a(n)k,d| ≤ MRk
M
Rk+d
(k + d)d : sonst
berechnet. Diese Berechnung approximiert nun fu¨r wachsende n den Wert f (d)(z). Wir
betrachten nun fu¨r große n0 die folgende Abscha¨tzung, wobei wieder q :=
z−z0
R
:
∞∑
k=n0
M
Rk+d
(k + d)d(z − z0)k = M
Rd
qn0
∞∑
k=0
(k + n0 + d)dq
k
=
M
Rd
qn0
∞∑
k=0
nd0(
k + d
n0
+ 1)dq
k
Nun gilt k+d
n0
+ 1 < k + d, sobald nur k ≥ 2 und n0 > 2. Addieren wir fu¨r die Fa¨lle
k = 0, 1 die Konstante c, und benutzen schließlich die d-te Ableitung der Identita¨t∑∞
k=0 x
k = 1
1−x , so erhalten wir
∞∑
k=n0
M
Rk+d
(k + d)d(z − z0)k ≤ M
Rd
qn0
(
c+
∞∑
k=0
nd0(k + d)dq
k
)
=
M
Rd
qn0nd0
(
d!
(1− q)d+1 + cn
−d
0
)
Offenbar wird fu¨r hinreichend großes n0 der letzte Term bei festem d und q < 1 beliebig
klein. Mit Hilfe dieser Abscha¨tzung sieht man nun analog zum Beweis von Satz 3.2.3:
n∑
k=0
b
(n)
(d,k)(z − z0)k −→n→∞ f
(d)(z).

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Ist eine Funktion in einem Punkt koeffizientenberechenbar, dann ist also die Gesamtheit
der Ableitungen in einem Konvergenzkreis um diesen Punkt berechenbar. Da die Ko-
effizienten einer Potenzreihe um einen Punkt sich leicht mit Hilfe der Ableitungen der
Funktion in diesem Punkt ausdru¨cken lassen, erhalten wir, daß die Funktion schon in
jedem Punkt des Konvergenzkreises koeffizientenberechenbar ist.
Satz 3.2.7. Die Funktion f sei auf dem Gebiet D analytisch, und es gebe ein z0 ∈ D, so
daß die Koeffizientenfolge der Potenzreihenentwicklung von f in diesem Punkt (ak)k∈N
analytisch berechenbar ist. Sei weiter UR(z0) ⊆ D. Dann ist die Folge der Koeffizienten
der Potenzreihenentwicklung in jedem Punkt z1 ∈ UR(z0) analytisch berechenbar.
Beweis. Es sei z1 ∈ UR(z0). Nach Satz 3.2.6 gibt es eine MaschineM, die die Ableitun-
gen von f in UR(z0) berechnet. Fu¨r z1 ∈ UR(z0) wird nun bei Eingabe k die MaschineM
auf z1 und k angesetzt, diese berechnet analytisch f
(k)(z1). Bezeichnen wir mit Kf (z, k)
den k-ten Koeffizienten der Potenzreihenentwicklung von f um z, so gilt:
k!Kf (z, k) = f
(k)(z1).
Die Maschine M angesetzt auf k und z1 wird also simuliert, und bei jedem Ausgabe-
schritt wird die Ausgabe durch k! dividiert. 
In diesem Beweis wird daru¨ber hinaus ersichtlich, daß die Berechnung fu¨r alle z1 von
einer einzigen Maschine erfolgen kann, daß also analytisch koeffizientenberechenbare
Funktionen immer schon uniform berechenbar sind:
Korollar 3.2.8. In der Situation von Satz 3.2.7 gilt sogar:
Die Funktion UR(z0) × N → C, (z, k) 7→ Kf (z, k) ist analytisch berechenbar. Dabei
bezeichne Kf (z, k) den k-ten Koeffizienten der Potenzreihenentwicklung von f .
In Satz 3.2.7 haben wir gezeigt, daß eine Funktion, die auf D analytisch ist und in einem
Punkt z0 ∈ D koeffizientenberechenbar ist, bereits in allen Punkten in einem Kreis um
z0 koeffizientenberechenbar ist. Daraus folgt nun auch, daß f in jedem Punkt von D
koeffizientenberechenbar ist:
Korollar 3.2.9. Die Funktion f sei auf dem Gebiet D analytisch, und es gebe ein
z0 ∈ D, so daß f in z0 koeffizientenberechenbar ist. Dann ist f auf ganz D koeffizien-
tenberechenbar.
Beweis. Sei w ∈ D beliebig. Dann gibt es wegen des Zusammenhangs von D einen
stetigen Pfad γ : [0, 1]→ D mit γ(0) = z0 und γ(1) = w. Fu¨r jedes t ∈ [0, 1] gibt es ein
rt > 0, so daß U rt(γ(t)) ⊆ D. Da γ[0, 1] ⊆ D kompakt ist, gibt es endlich viele t1, . . . , tn,
so daß
γ[0, 1] ⊆
⋃
1≤i≤n
Urti (ti) und Urti (ti) ∩ Urti+1 (ti+1) 6= ∅ fu¨r alle i < n.
Durch Induktion folgt nun mit Satz 3.2.7, daß f in allen Urti (ti) koeffizientenberechenbar
ist, insbesondere also in w. 
Wir haben also gezeigt, daß die Koeffizientenberechenbarkeit einer Funktion in einem
Punkt grundlegend fu¨r die Berechenbarkeit analytischer Funktionen ist: Daraus folgt
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bereits die Koeffizientenberechenbarkeit in jedem Punkte des betrachteten Definitions-
gebietes und in Konvergenzkreisen die (uniforme) Berechenbarkeit aller Ableitungen der
Funktion. Das wichtige Konzept der analytischen Funktionen, daß diese allein durch ihre
Entwicklung in einem Punkt (Funktionskeim) vollsta¨ndig festgelegt werden, u¨bertra¨gt
sich also auch auf die Koeffizientenberechenbarkeit!
3.2.2 Abschlußeigenschaften koeffizientenberechenbarer Funktionen
Es hat sich gezeigt, daß koeffizientenberechenbare analytische Funktionen stets auch
analytisch berechenbar sind, und daß Koeffizientenberechenbarkeit weitere Berechenbar-
keitseigenschaften impliziert. Die allgemeinen analytisch berechenbaren Funktionen sind
nicht unter Komposition abgeschlossen. Dagegen weisen die koeffizientenberechenbaren
analytischen Funktionen, die ja u¨ber analytische Maschinen definiert sind, erstaunlich
starke Abschlußeigenschaften auf.
Komposition
Mit Hilfe der Ergebnisse aus 3.2.1 ko¨nnen wir zeigen, daß die koeffizientenberechenbaren
analytischen Funktionen unter Komposition abgeschlossen sind. Die Idee des Beweises
liegt darin, die uniforme Berechenbarkeit der Ableitungen in jedem Punkt auszunutzen,
um die Koeffizienten der Komposition zweier berechenbarer Potenzreihen zu berechnen.
Satz 3.2.10. Sei D ⊆ C ein Gebiet und g : D → C und f : g(D)→ C koeffizientenbe-
rechenbare Funktionen. Dann ist auch f ◦ g : D → C koeffizientenberechenbar.
Beweis. Wir wa¨hlen ein z0 ∈ D und zeigen, daß f ◦ g in z0 koeffizientenberechenbar
ist. Es sei z1 := g(z0), die Potenzreihendarstellungen von f und g in z1 bzw. z0 seien
f(z) =
∑∞
k=0 ak(z − z1)k und g(z) =
∑∞
k=0 bk(z − z0)k. Nach Voraussetzung gibt es
MaschinenMf undMg, welche die Folgen (an)n und (bn)n analytisch berechnen. Damit
kann mit diesen Maschinen auch jede Ableitung von f an der Stelle z1 und jede Ableitung
von g an der Stelle z0 berechnet werden.
Betrachtet man die Ableitungen von f ◦g, so erha¨lt man durch sukzessive Anwendungen
von Ketten- und Produktregel einen Ausdruck fu¨r (f ◦g)(n)(z0), in dem Ableitungen von
f nur an der Stelle z1 und Ableitungen von g nur an der Stelle z0 berechnet werden. Ist
Pn = {(k1, . . . , kn) k1 + 2k2 + · · ·+ nkn = n} die Menge der Tupel, die die Partitionen
von n beschreiben, dann gilt
(f ◦ g)(n)(z0) =
∑
(k1,...,kn)∈Pn
n!
k1! · · · · · kn!
(
f (k1+···+kn)
)
(g(z0))
n∏
m=1
(
g(m)(z0)
m!
)km
Diese Formel kann man mit etwas Rechenaufwand durch Induktion zeigen. Sie ist als
Formel von Faa` di Bruno bekannt.
Um nun die Koeffizienten von (f ◦g)(z) =:∑∞k=0 ck(z−z0)k zu berechnen, beachte man,
daß
(
f (k1+···+kn)
)
(g(z0)) = (k1+· · ·+kn)!a(k1+···+kn) und g(m)(z0) = m!bm, und daß somit
die Formel von Faa` di Bruno ein endliches Polynom in den aj und bi ist. Somit ist die
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n-te Ableitung von f ◦ g an der Stelle z0 und damit auch die Potenzreihenentwicklung
von f ◦ g an der Stelle z0 analytisch berechenbar.
Damit ist gezeigt, daß f ◦ g in z0 koeffizientenberechenbar ist, und da die Wahl fu¨r z0
beliebig aus D war, ist f auf ganz D koeffizientenberechenbar. 
Lokale Umkehr
Hat eine analytische Funktion f in einem Punkt z0 eine nichtverschwindende Ablei-
tung, also f ′(z0) 6= 0, dann ist f in einer Umgebung von z0 lokal umkehrbar und die
Umkehrfunktion ist ebenfalls analytisch. Auf a¨hnliche Weise wie bei der Komposition
zeigen wir, daß bei koeffizientenberechenbarer Funktion auch die lokale Umkehrfunktion
koeffizientenberechenbar ist.
Satz 3.2.11. Sei D ⊆ C, z0 ∈ D und f : D → C eine koeffizientenberechenbare
analytische Funktionen mit f ′(z0) 6= 0. Dann ist die lokale Umkehrfunktion f−1 von f
in f(z0) und somit auch in einer Umgebung von f(z0) koeffizientenberechenbar.
Beweis. Sei f(z) =
∑∞
k=0 ak(z − z0)k mit der um z1 = f(z0) lokalen Umkehrfunktion
g(z) =
∑∞
k=0 bk(z − z1)k. Mit Hilfe der Kettenregel ergibt sich
g′(z1) =
1
f ′(g(z1))
=
1
f ′(z0)
g′′(z1) =
f ′′(g(z1))g′(z1)
f ′(g(z1))
=
f ′′(z0)g′(z1)
f ′(z0)
...
Durch Induktion stellt man fest: Die n-te Ableitung g(n)(z1) berechnet sich durch einen
endlichen arithmetischen Ausdruck durch die Ableitungen von f in z0 der Ordnung 1
bis n und die Ableitungen von g in z1 der Ordnung 1 bis n − 1. Dieser Ausdruck kann
symbolisch bestimmt werden, und damit ko¨nnen die Approximationen der Koeffizienten
bk aus den Approximationen der Koeffizienten ak und bj fu¨r j < k bestimmt werden. 
Analytische Fortsetzung
Sei f : D → C eine analytische Funktion auf dem Gebiet D. Sei z0 ∈ D und die
Potenzreihenentwicklung von f um z0 gegeben durch f(z) =
∑∞
k=0 ak(z− z0)k. Dann ist
es mo¨glich, daß der Konvergenzkreis U dieser Potenzreihe sich u¨ber das Gebiet D hinaus
erstreckt. Wenn man zusa¨tzlich annimmt, daß D ∩ U zusammenha¨ngend ist, kann man
eine Funktion g auf D ∪ U wie folgt definieren:
g(z) =
{
f(z) : x ∈ D∑∞
k=0 ak(z − z0)k : x ∈ U
Dann ist g eine wohlefinierte analytische Funktion g : D ∪ U → C mit g|D = f . Wir
nennen g eine unmittelbare analytische Fortsetzung von f .
La¨ßt man die Annahme des Zusammenhangs von D ∩ U weg, so kann es passieren,
daß die so definierte Funktion mehrdeutig wird. Fu¨hrt man diesen Gedanken weiter, so
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Abbildung 3.1: Analytische Fortsetzung entlang eines Pfades
kommt man zur Theorie der Riemannschen Fla¨chen. Wir wollen uns hier aber darauf
beschra¨nken, nur eindeutige Fortsetzungen zu betrachten.
Ist nun ein stetiger Weg γ : [0, 1] → C gegeben mit z0 ∈ D, w ∈ C, dann hat f eine
analytische Fortsetzung la¨ngs γ, wenn es eine Folge von Punkten z0 = γ(0), . . . , zn =
γ(1) = w auf γ und offene Kreise D0(z0), . . . , Dn(zn) mit zi+1 ∈ Di(zi), so daß Di ∩⋃
j<iDj zusammenha¨ngend ist und es analytische Funktionen f = f1, . . . , fn mit fi =
fi+1 auf Di(zi) ∩Di+1(zi + 1) gibt.
Wir nennen nun eine Funktion g : G → C eine analytische Fortsetzung der Funktion
f : D → C, wenn G ⊇ D und g|D = f . In diesem Fall existiert fu¨r jedes w ∈ G dann
stets ein stetiger Weg γ wie oben beschrieben, so daß f la¨ngs γ analytisch fortgesetzt
werden kann und g|Dn = fn mit den obigen Bezeichnungen gilt.
Mit Hilfe der Resultate aus Abschnitt 3.2.1 sieht man nun leicht: Ist eine analytische
Funktion f auf einer Menge D koeffizientenberechenbar und ist g eine analytische Fort-
setzung von f (hiermit ist immer ein konkreter Zweig gemeint), dann ist g ebenfalls
koeffizientenberechenbar. Wir erhalten folgende Verallgemeinerung von Folgerung 3.2.9:
Satz 3.2.12. Sei die analytische Funktion f auf D koeffizientenberechenbar und G ⊇ D
und g : G→ C eine analytische Fortsetzung von f . Dann ist g auf G koeffizientenbere-
chenbar.
Beweis. Es sei z0 ∈ D, w ∈ G und γ : [0, 1]→ C ein stetiger Weg mit γ(0) = z0, γ(1) =
w. Dann gibt es eine Folge von Punkten z0 = γ(0), . . . , zn = γ(1) = w auf γ und offene
Kreise D0(z0), . . . , Dn(zn) mit zi+1 ∈ Di(zi) und analytische Funktionen f = f1, . . . , fn
mit fi = fi+1 auf Di(zi) ∩ Di+1(zi + 1) und g|Di = fi fu¨r alle i. Durch Induktion und
Satz 3.2.7 folgt, daß jedes fi in Di koeffizientenberechenbar ist. Damit ist auch g in einer
Umgebung von w koeffizientenberechenbar. 
Es stellt sich die Frage, ob diese Berechenbarkeit auch konstruktiv ist, d.h. ob eine
Maschine bei Eingabe einer Maschine, die eine Funktion berechnet, und einer Maschine,
die einen stetigen Weg berechnet, die analytische Fortsetzung der Funktion entlang des
Weges berechnet. Im allgemeinen wird man auf diese Frage aber keine positive Antwort
erwarten, da der Konvergenzradius einer Potenzreihe nicht berechenbar ist. Dies folgt
daraus, daß der limes superior einer analytisch berechenbaren Folge im allgemeinen nicht
berechenbar ist.
3.2.3 Berechenbare analytische Funktionen
Wir kehren nun zu den berechenbaren analytischen Funktionen zuru¨ck, bei denen nur
die analytische Berechenbarkeit der Funktion, nicht aber der Koeffizienten der Potenz-
reihenentwicklung vorausgesetzt wird. Dabei untersuchen wir, ob eine Umkehrung von
69
Kapitel 3. Berechenbare analytische Funktionen
Satz 3.2.3 gilt, ob also eine berechenbare Funktion bereits koeffizientenberechenbar ist?
In diesem Fall wu¨rden auch alle Abschlußeigenschaften, die wir fu¨r koeffizientenbere-
chenbare Funktionen gezeigt haben, fu¨r berechenbare analytische Funktionen gelten.
Der naive Ansatz, die Koeffizienten der Potenzreihenentwicklung zu berechnen, besteht
in der sukzessiven Approximation der Differenzenquotienten zur Berechnung der Ablei-
tungen der Funktion. Dieser Ansatz scheitert jedoch daran, daß etwa fu¨r die Ableitung
lim
ζ→0
f(z + ζ)− f(z)
ζ
die Funktion f an unendlich vielen Stellen approximiert werden muß, die immer na¨her
an z heranru¨cken. Dabei ist die Genauigkeit der Approximationen aber im allgemeinen
nicht bekannt, und es kann somit die no¨tige Berechnungstiefe der einzelnen Approxima-
tionen von f(z + ζ) nicht bestimmt werden.
Auch der Ansatz, die Potenzreihe induktiv nach dem gesuchten Koeffizienten aufzulo¨sen
und diesen zu berechnen, scheitert an einem a¨hnlichen Problem: Will man in dem Aus-
druck
an =
1
δn
(
f(δ)−
n−1∑
k=0
akδ
k
)
−
∞∑
k=n+1
akδ
k−n
an durch immer kleinere δ approximieren, ist wieder die no¨tige Berechnungstiefe von
f(δ) nicht bekannt.
Da wir analytische Maschinen betrachten, bietet sich ein anderes Vorgehen an: Die Be-
rechnung einer analytischen Maschine ergibt sich durch arithmetische Operationen, und
die Zwischenergebnisse stellen rationale Funktionen dar, die gegen die berechnete Funk-
tion konvergieren. Analog zu Satz 3.1.1 werden die rationalen Funktionen, die entlang
der Berechnungspfade berechnet werden, symbolisch berechnet. Fu¨r analytische Ma-
schinen, die nicht notwendig endliche Berechnungen haben, tritt nun das Problem auf,
daß nicht mehr notwendigerweise ein Berechnungspfad σ mit einem offenen nichtleeren
Einzugsbereich existieren muß. Tatsa¨chlich kann es sogar sein, daß jeder Punkt zu ei-
nem eigenen Berechnungspfad fu¨hrt. Allerdings ist offen, ob bei analytischen Funktionen
nicht immer auch eine Maschine existiert, die keine solche Aufteilung des Definitionsbe-
reichs erzeugt.
Wenn jedoch ein Pfad mit nichtleerem offenen Einzugsbereich existiert (zum Beispiel
bei einer Maschine, bei der auf jedem Berechnungspfad nur endlich viele Verzweigungs-
befehle mit a¨ußeren Variablen), dann kann die Berechenbarkeit der Koeffizienten einer
berechenbaren analytischen Funktion nachgewiesen werden:
Satz 3.2.13. Sei f auf D analytisch und dort durch die Maschine Mf berechenbar. Es
gebe einen Berechnungspfad σ von Mf , so daß Dσ ⊆ D nichtleeres Inneres hat. Dann
ist f auf D koeffizientenberechenbar.
Beweis. Sei (fn)n∈N die Folge der vonMf berechneten rationalen Funktionen entlang
des Pfades σ. Diese konvergiert auf Dσ punktweise gegen f , also nach dem Satz von
Osgood auf einem offenen, dichten Teilbereich D′ von Dσ kompakt gleichma¨ßig gegen f .
Es sei z0 ∈ D′. Wir behaupten, daß f in z0 koeffizientenberechenbar ist, und damit nach
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den Sa¨tzen u¨ber koeffizientenberechenbare Funktionen in ganz D. In einer Umgebung
U von z0 konvergieren die fn gleichma¨ßig gegen f , und damit konvergieren nach dem
Satz von Weierstraß auch die k-ten Ableitungen der Funktionen in dieser Umgebung
gleichma¨ßig gegen die k-te Ableitung von f fu¨r alle k ∈ N.
Die fn sind als Zwischenergebnisse einer analytischen Berechnung rationale Funktionen.
Durch Verfolgen des Berechnungspfades σ vonMf ko¨nnen die Koeffizienten der Za¨hler-
und Nennerpolynome der rationalen Funktionen fn (in endlicher Zeit) berechnet werden.
Aus diesen Koeffizienten ko¨nnen mittels endlicher Berechnung wie in Satz 3.1.1 die
Koeffizienten der Potenzreihen der fn bei Entwicklung um z0 berechnet werden. Bei
gesuchtem k-ten Koeffizienten von f um z0 muß nun die Folge der k-ten Koeffizienten
der Funktionenfolge fn um z0 auf dem Ausgabeband ausgegeben werden. Wegen der
gleichma¨ßigen Konvergenz der Ableitungen konvergieren diese Koeffizienten dann schon
gegen den k-ten Koeffizienten von f . 
Vermutung 3.2.14. Die Voraussetzungen von Satz 3.2.13 liegen bei jeder berechenbaren
analytischen Funktion vor.
Anmerkung. Im Falle, daß Vermutung 3.2.14 korrekt ist, bedeutet das, daß alle berechenbaren ana-
lytischen Funktionen auch koeffizientenberechenbar sind. Jede berechenbare analytische Funktion hat
dann eine (nicht eindeutig bestimmte) Normalform, na¨mlich eine Maschine, die die Koeffizientenfolge
der Potenzreihe der Funktion in einem ausgewa¨hlten Punkt berechnet.
Bis die Richtigkeit von Vermutung 3.2.14 entschieden ist, mu¨ssen wir uns mit Spezi-
alfa¨llen begnu¨gen:
Satz 3.2.15. Sei die analytische Funktion f auf D analytisch berechenbar und habe im
Punkte z0 ∈ D eine Potenzreihenentwicklung mit Koeffizienten aus {0, 1}. Dann ist f
koeffizientenberechenbar.
Beweis. Es genu¨gt zu zeigen, daß f in z0 koeffizientenberechenbar ist, und wir setzen
oBdA voraus, daß z0 = 0 gilt. Falls ab einem i0 fu¨r alle i ≥ i0 stets gilt ai = 0 bzw. fu¨r alle
i ≥ i0 stets gilt ai = 1, so ist die Folge (ai)i∈N sehr einfach analytisch berechenbar. Wir
schließen diese beiden Fa¨lle im folgenden aus. Es ist dann also fu¨r unendlich viele i der
Koeffizient ai = 1, und damit der Konvergenzradius der Reihe nach Cauchy-Hadamard
gleich 1, und 1
2
liegt im Konvergenzbereich der Reihe. Wir berechnen nun (analytisch)
f ( 1
2
) =
∞∑
k=0
ak2
−k.
Soll nun der Koeffizient ai berechnet werden, so wird bei jeder neuen Approximation
von f ( 1
2
) die Dualentwicklung der Approximation berechnet und der Koeffizient bei
2−i ausgegeben. Nach Voraussetzung an die Koeffizienten wird bei der approximativen
Berechnung von f ( 1
2
) jede Stelle in der Dualentwicklung nach endlicher Berechnungszeit
stabil (da diese nicht konstant mit 0 oder 1 endet), und damit konvergiert die Ausgabe
der Maschine gegen ai. 
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3.2.4 δ-Q-berechenbare analytische Funktionen
Bisher haben wir analytische Funktionen untersucht, die von C-analytischen Maschinen
berechnet werden ko¨nnen bzw. deren Koeffizientenfolgen von diesen Maschinen berech-
net werden. In diesem Abschnitt wollen wir kurz auf analytische Funktionen eingehen,
die δ-Q-berechenbar sind, oder deren Koeffizientenfolge δ-Q-berechenbar ist. Dabei wer-
den wieder nur robuste δ-Q-Maschinen betrachtet, da der Einfluß der Rundung bei
unseren Betrachtungen keine Rolle spielt. Mit δ-Q-Maschinen sind in diesem Zusam-
menhang Maschinen gemeint, die mit rationalen komplexen Zahlen rechnen (also Ma-
schinen u¨ber dem algebraischen Erweiterungsko¨rper Q[i]). Die Begriffe “berechenbare
analytische Funktion” und “koeffizientenberechenbare anlytische Funktion” u¨bertragen
sich sinngema¨ß auf Funktionen, die durch δ-Q-Maschinen berechnet werden.
Zuna¨chst sieht man leicht ein, daß koeffizientenberechenbare analytische Funktionen,
stets auch δ-Q-koeffizientenberechenbar sind, da die Eingabe einer Maschine, die eine
Koeffizientenfolge berechnet, ganzzahlig ist, und damit eine solche Maschine stets mit
rationalen Zahlen rechnet (wa¨hrend die Ausgabe gegen allgemeine komplexe Zahlen kon-
vergiert). Dabei setzen wir fu¨r den Rest des Abschnitts voraus, daß keine irrationalen
Konstanten verwendet werden.
Satz 3.2.16. Jede C-koeffizientenberechenbare Funktion, die ohne irrationale Konstan-
ten berechnet werden kann, ist δ-Q-koeffizientenberechenbar.
Untersucht man den Beweis von Satz 3.2.3, so zeigt sich mit einer leichten Abschwa¨chung,
daß jede C-koeffizientenberechenbare Funktion schon δ-Q approximierbar ist!
Satz 3.2.17. Jede C-koeffizientenberechenbare Funktion ist δ-Q-berechenbar.
Beweis. Der Beweis ist eine Verfeinerung des Beweises von Satz 3.2.3, es werden daher
nur die wesentlichen A¨nderungen zu diesem Beweis ausgefu¨hrt.
Sind ak die Koeffizienten der Potenzreihenentwicklung von f um z0, R undM die durch
die Cauchyschen Ungleichungen gegebenen Konstanten mit |ak| ≤ MRk , dann wird bei der
Berechnung von f(z) fu¨r |z − z0| < R wieder ein approximierter Koeffizient |ak| durch
M
Rk
ersetzt, sollte er gro¨ßer als diese Zahl sein. Fu¨r wachsendes n wird die Summe
n∑
k=0
b
(n)
k (z − z0)k
berechnet, wobei die bk wie in Satz 3.2.3 definiert sind. Im Unterschied zu Satz 3.2.3 liegt
nun die Eingabe z jedoch nicht mehr als exakte komplexe Zahl vor, sondern lediglich als
gerundete Approximation ρ(z, δ) mit Genauigkeit δ. Diese Genauigkeit δ (repa¨sentiert
durch eine negative Zweierpotenz) muß nun hinreichend hoch sein, so daß die Summe
der Fehler immer noch klein bleibt. Im Schritt n, bei dem also die n-te Partialsumme
approximiert wird, wird die Genauigkeit δ so weit erho¨ht, daß fu¨r alle k = 1, . . . , n gilt:
|(z − z0)− ρ(z − z0, δ)|k ≤ 2−n 1
(n+ 1)M
Rk
.
Dabei definiert man die Zahlen M
Rk
, b
(n)
k und n0 wie im Beweis von Satz 3.2.3. Die
Rundungsgenauigkeit, die no¨tig ist, ist R-berechenbar, wir bezeichnen sie mit δ(n). Wir
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erhalten
|f(z)−M(n)(z)| =
∣∣∣∣∣f(z)−
n∑
k=0
b
(n)
k
(
ρ(z − z0, δ(n))
)k∣∣∣∣∣
≤
∣∣∣∣∣f(z)−
n∑
k=0
b
(n)
k (z − z0)n
∣∣∣∣∣+
n∑
k=0
∣∣∣b(n)k ((z − z0)− ρ(z − z0, δ(n)))k∣∣∣
≤
∣∣∣∣∣f(z)−
n∑
k=0
b
(n)
k (z − z0)n
∣∣∣∣∣+ 2−n
Der Rest des Beweises verla¨uft analog zum Beweis von 3.2.3. 
Anmerkung. Im allgemeinen ist mit z0 doch eine komplexe Konstante in der Maschine gespeichert.
Dies kann jedoch umgangen werden, wenn man fu¨r z0 eine rationale Zahl wa¨hlt, und da die rationalen
(komplexen) Zahlen dicht liegen, ist dies auch kein Problem.
Vollkommen analog u¨bertragen sich die Sa¨tze 3.2.6 und 3.2.7 auf δ-Q-Maschinen. Be-
zu¨glich Koeffizientenberechenbarkeit verhalten sich also analytische Maschinen und δ-Q-
Maschinen gleich.
Stark δ-Q-analytisch und Typ-2 Turing-berechenbare analytische Funktionen
Bei den stark δ-Q-analytischen Funktionen ist es eher als bei allgemeinen analytischen
Maschinen zu erwarten, daß Berechenbarkeit einer Summe einer Potenzreihe oder Be-
rechenbarkeit der Koeffizienten einer analytischen Funktion vorliegen. Durch die stets
geltende Ausgabegenauigkeitsschranke lassen sich leicht Abscha¨tzungen machen, so daß
eine Maschine stets so lange rechnet, bis eine hinreichende Genauigkeit vorliegt. Ist et-
wa die Koeffizientenfolge einer Potenzreihe stark δ-Q-analytisch berechenbar, so kann
die Summe der Potenzreihe (unter Voraussetzung der Schranke aus Lemma 3.2.1) wie-
der stark δ-Q-analytisch berechnet werden, indem die Partialsummen mit zunehmender
Genauigkeit approximiert werden. Da die Approximationsgenauigkeit der einzelnen Ko-
effizienten bei stark δ-Q-analytischen Maschinen bekannt ist, kann diese nun hinreichend
hoch gewa¨hlt werden.
Die Klasse der stark δ-Q-analytisch berechenbaren Funktionen ist gleich der Klasse der
Typ-2 Turing-berechenbaren Funktionen (vgl. Lemma 2.2.31), und daher gelten alle Re-
sultate fu¨r die Typ-2 Turing-berechenbaren Funktionen (TT-berechebaren) auch fu¨r die
stark δ-Q-analytisch berechenbaren Funktionen. Die mittels Typ-2 Turing-Maschinen
berechenbaren analytischen Funktionen hat Mu¨ller [Mu¨l95] untersucht. Er zeigt, daß
die Summe einer TT-berechenbaren Funktion TT-berechenbar ist, und daß die Koeffizi-
entenfolge der Potenzreihenentwicklung einer TT-berechenbaren analytischen Funktion
TT-berechenbar ist, und daß dies im Sinne der Typ-2 Theorie nicht konstruktiv ist.
Er untersucht auch die analytische Fortsetzung TT-berechenbarer Funktionen. Seine
Methoden verwenden jedoch die durch die Maschinen gegebene Ausgabegenauigkeits-
schranke und ko¨nnen daher nicht fu¨r analytische Maschinen verwendet werden.
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3.3 Fazit
In diesem Kapitel wurden die Resultate aus Kapitel 2 verwendet, um die Berechenbarkeit
analytischer Funktionen zu diskutieren. Wir haben argumentiert, daß Turing-Maschinen
und auch endliche C-Maschinen zur Charakterisierung berechenbarer analytischer Funk-
tionen ungeeignet sind. Die in Kapitel 2 eingefu¨hrten analytischen Maschinen mit un-
endlichen Berechnungen eignen sich besser zur Definition berechenbarer analytischer
Funktionen. Dabei wird unterschieden zwischen berechenbaren analytischen Funktionen
und koeffizientenberechenbaren analytischen Funktionen, also Funktionen, bei denen die
Koeffizientenfolgen der Potenzreihenentwicklung eine analytisch berechenbare Folge bil-
den.
Wir haben gezeigt, daß eine Funktion, die in einem Punkt koeffizientenberechenbar ist,
bereits im gesamten Konvergenzbereich der Potenzreihe der Funktion in diesem Punkt
analytisch berechenbar ist, und daß sogar alle Ableitungen der Funktion in diesem Be-
reich analytisch berechenbar sind. Schließlich konnten wir zeigen, daß eine Funktion, die
in einem Punkt koeffizientenberechenbar ist, bereits auf dem gesamten Konvergenzkreis
ihrer Potenzreihe um diesen Punkt koeffizientenberechenbar ist.
Die klassischen analytischen Funktionen haben die Eigenschaft, daß alle Informationen
u¨ber sie in ihrer Potenzreihe in einem einzigen Punkt enthalten sind. Ausgehend von
einem Funktionskeim kann eine analytische Funktion bis an die Grenzen ihres natu¨rli-
chen Definitionsbereichs fortgesetzt werden. Im allgemeinen ist diese Fortsetzung nicht
mehr eindeutig, sondern es wird notwendig, den Definitionsbereich der Funktion zu ei-
ner Riemannschen Fla¨che zu erweitern. Setzt man die Funktion jedoch entlang eines
bestimmten Pfades in der Ebene fort, so folgt aus dem Identita¨tssatz fu¨r analytische
Funktionen die Eindeutigkeit der Fortsetzung. Mit Hilfe unserer Resultate folgt, daß die
Fortsetzbarkeit aus einem einzigen Punkt heraus nicht nur fu¨r die Funktion selbst, son-
dern auch fu¨r die Berechenbarkeit folgt: Betrachtet man stets nur einen konkreten Zweig
der Funktion, so ist eine in einem Punkt koeffizientenberechenbare Funktion bereits auf
ihrem gesamten Definitionsbereich koeffizientenberechenbar!
Weiter haben wir gezeigt, daß die koeffizientenberechenbaren Funktionen auch unter
Komposition abgeschlossen sind. Angesichts der Tatsache, daß die allgemeinen analy-
tischen Maschinen nicht unter Komposition abgeschlossen sind, ist dies ein wichtiges
Resultat, da es zeigt, daß die Koeffizientenberechenbarkeit solche Abschlußeigenschaf-
ten erzwingt. Schließlich haben wir gezeigt, daß koeffizientenberechenbare Funktionen
unter lokaler Umkehr, einer weiteren grundlegenden Eigenschaft analytischer Funktio-
nen, abgeschlossen sind.
Das Resultat, daß jede koeffizientenberechenbare Funktion auch analytisch berechenbar
ist, wirft die Frage auf, inwieweit analytisch berechenbare Funktionen auch koeffizienten-
berechenbar sind. Dabei konnten wir mit Techniken aus Kapitel 2 zeigen, daß analytische
Funktionen, die mittels einer Maschine berechnet werden ko¨nnen, bei denen wenigstens
ein Berechnungspfad einen offenen nichtleeren Einzugsbereich hat, schon koeffizienten-
berechenbar sind.
Fu¨r die allgemeinen analytisch berechenbaren Funktionen gilt der Hierarchiesatz: Die
Klasse der δ-Q-analytisch berechenbaren Funktionen ist echt in der Klasse der R-ana-
lytisch berechenbaren Funktionen enthalten, und durch Hintereinanderausfu¨hrung mit
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weiteren analytischen Maschinen ergibt sich eine unendliche echt aufsteigende Hierarchie
von Funktionsklassen. Unsere Resultate ergeben, daß diese Hierarchie unter der Bedin-
gung der Koeffizientenberechenbarkeit zusammenbricht. Fu¨r Funktionen, die analytisch
koeffizientenberechenbar sind, haben wir auch gezeigt, daß sie δ-Q-approximierbar sind.
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Rekursive Funktionen
Wa¨hrend in den voranstehenden Kapiteln die Berechenbarkeit reeller und komplexer
Funktionen mittels Maschinen untersucht wurde, wird im vorliegenden Kapitel eine an-
dere Herangehensweise an die Berechenbarkeit betrachtet. In der klassischen Theorie
gibt es viele a¨quivalente Ansa¨tze, berechenbare Funktionen zu charakterisieren. Maschi-
nenmodelle wie Turing-Maschinen oder Registermaschinen fu¨hren zu einer operationalen
Definition der Berechenbarkeit. Es gibt auch funktionale Ansa¨tze, wie etwa den λ-Kalku¨l
und die Klasse der µ-rekursiven Funktionen. Mit letzterer Klasse beziehungsweise de-
ren Teilklasse der primitiv-rekursiven Funktionen werden wir uns in diesem Kapitel
bescha¨ftigen.
Dabei interessieren uns Fortsetzungen rekursiver Funktionen zu analytischen Funktio-
nen. Mit Hilfe von Rekursionsgleichungen werden Funktionen auf den natu¨rlichen Zahlen
definiert, beispielsweise die Fakulta¨t wird definiert durch 0! = 1, (n+ 1)! = (n+ 1) · n!.
Wir stellen die Frage, ob es analytische Funktionen auf mo¨glichst großen Teilbereichen
von C gibt, die auf den natu¨rlichen Zahlen mit den rekursiven Funktionen u¨berein-
stimmen, und die zudem die Rekursionsgleichung auf ihrer gesamten Definitionsmenge
erfu¨llen. Fu¨r die Fakulta¨t z.B. ist die Gammafunktion Γ(z) eine analytische Fortset-
zung auf C−{−n n ∈ N}, und hierbei ergeben sich die Singularita¨ten an den negativen
natu¨rlichen Zahlen zwingend aus der Rekursionsgleichung.
Die Fortsetzung berechenbarer Funktionen zu analytischen Funktionen ero¨ffnet die Mo¨-
glichkeit, die Theorie der analytischen Funktionen fu¨r Aussagen u¨ber klassische bere-
chenbare Funktionen zu nutzen. Ist neben der Fortsetzung auch ein Eindeutigkeitskrite-
rium fu¨r die Fortsetzung gegeben, so ko¨nnen Invarianten der fortgesetzten analytischen
Funktionen genutzt werden, um Ru¨ckschlu¨sse auf die ihnen zugrunde liegenden natu¨rli-
chen rekursiven Funktionen zu ziehen.
In [Ga¨01] wurden Fortsetzungen fu¨r eine Klasse rekursiver Funktionen gegeben, den
linear primitiv-rekursiven Funktionen in einer Vera¨nderlichen. Hier untersuchen wir,
inwieweit die Beschra¨nkung auf lineare Rekursionen die Berechnungsma¨chtigkeit ein-
schra¨nkt. Dazu definieren wir zuna¨chst die zugrunde liegende Klasse berechenbarer
Funktionen u¨ber den natu¨rlichen Zahlen und ordnen diese im Rahmen der primitiv-
rekursiven Funktionen ein. Dann fassen wir kurz die Ergebnisse aus [Ga¨01] zusammen,
um einen U¨berblick zu geben, fu¨r welche linear primitiv-rekursiven Funktionen eindeu-
tige Fortsetzungen gegeben werden ko¨nnen.
Schließlich gehen wir noch kurz auf nichtlineare Rekursionen ein. Wir skizzieren eine
Methode, die unter Zuru¨ckfu¨hrung auf die Methoden in [Ga¨01] eine Klasse nichtlinear
rekursiver Funktionen fortsetzt.
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4.1 Linear primitiv-rekursive Funktionen
In diesem Abschnitt betrachten wir die Klasse der linear primitiv-rekursiven Funktionen.
Zuna¨chst skizzieren wir zur besseren Einordnung die Klasse der µ-rekursiven Funktio-
nen. Fu¨r eine genauere Darstellung verweisen wir auf [Rog67]. Unsere Resultate dieses
Abschnitts u¨ber die Einordnung der linear primitiv-rekursiven Funktionen sind losgelo¨st
von der Berechenbarkeit u¨ber R oder C. Sie passen thematisch in die klassische Rekur-
sionstheorie.
4.1.1 µ-rekursive Funktionen
Auf Basis der Klasse der µ-rekursiven Funktionen kann man die klassische Berechenbar-
keitstheorie u¨ber den natu¨rlichen Zahlen aufbauen. Dabei werden zuna¨chst die primitiv-
rekursiven Funktionen definiert. Diese bilden die Klasse der Funktionen, die man erha¨lt,
wenn man von einer Menge von Basisfunktionen ausgeht und Einsetzungen und primi-
tive Rekursionen als Operationen zula¨ßt.
Dabei bestehen die Basisfunktionen aus der k-stelligen Nullfunktion, den Projektio-
nen Nk → N und der Nachfolgerfunktion. Sind γ1, . . . , γn k-stellige Funktionen und ist
φ eine n-stellige Funktion, so ist die Einsetzung der γj in φ definiert durch ψ(x) =
φ(γ1(x), . . . , γn(x)). Die primitive Rekursion ist eine Vorschrift der Form
φ(0, x) = g(x), φ(n+ 1, x) = h(n, x, φ(n, x)),
wobei φ (k+1)-stellig, g k-stellig und h (k+2)-stellig ist und g und h primitiv-rekursiv
sind.
Formal definiert man die Klasse der primitiv-rekursiven Funktionen als die kleinste
Klasse von Funktionen, die die Basisfunktionen entha¨lt und abgeschlossen ist unter
Einsetzung und primitiver Rekursion.
Die Klasse der primitiv-rekursiven Funktionen ist eine sehr große Klasse von Funktionen,
sie umfaßt aber nicht alle Turing-berechenbaren Funktionen. Die Ackermannfunktion ist
ein Beispiel einer Turing-berechenbaren Funktion, die nicht primitiv-rekursiv ist. Dazu
definiert man
a(0, k) = k + 1
a(n+ 1, 0) = a(n, 1)
a(n+ 1,m+ 1) = a(n, a(n+ 1,m))
Man kann zeigen, daß diese Funktion nicht primitiv-rekursiv ist. Sie ist jedoch berech-
enbar, wenn man die Klasse der primitiv-rekursiven Funktionen mit dem µ-Operator
zur Klasse der µ-rekursiven Funktionen erga¨nzt:
(µy : {f(x, y) = 0}) : x 7→
{
min {y f(x, y) = 0} ex. y mit f(x, y) = 0
undefiniert sonst
Die Klasse der µ-rekursiven Funktionen ist die kleinste Klasse, die die Basisfunktio-
nen entha¨lt und abgeschlossen ist unter Einsetzung, primitiver Rekursion und dem µ-
Operator. Es ist ein klassisches Resultat aus der Berechenbarkeitstheorie, daß die Klasse
der µ-rekursiven Funktionen gleich der Klasse der Turing-berechenbaren Funktionen ist.
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4.1.2 Definition der linear primitiv-rekursiven Funktionen
Wir geben nun die Definition der linear primitiv-rekursiven Funktionen. Dabei wird die
allgemeine Rekursionsvorschrift der primitiven Rekursion
F (0, x) = A(x), F (n+ 1, x) = B(n, x, F (n, x))
mit bereits als primitiv-rekursiv definierten Funktionen A und B ersetzt durch die lineare
Rekursion
f(0, x) = a(x), f(n+ 1, x) = g(n, x)f(n, x) + h(n, x)
Hierbei und auch im folgenden schreiben wir abku¨rzend x fu¨r das Tupel (x1, . . . , xk),
wobei die Stelligkeit unwesentlich ist oder aus dem Zusammenhang hervorgeht.
Der Begriff “linear” bezieht sich also auf die Rekursionsvorschrift. Wir bezeichnen eine
Funktion als linear rekursiv, wenn sie in einer endlichen Anzahl von Kompositionen und
linearen Rekursionen aus den Basisfunktionen der Polynome hervorgeht. Wir pra¨zisieren
die Definition der linear rekursiven Funktionen:
1. Basisfunktionen
• Konstanten
• Arithmetische Operationen: Addition, Subtraktion, Multiplikation
• Projektionen pik : (x1, . . . , xn) 7→ xk
2. Einsetzung
Seien die r-stellige Funktion f und die n-stelligen Funktionen g1, . . . , gr gegeben.
φ(x1, . . . , xn) = f(g1(x1, . . . , xn), . . . , gr(x1, . . . , xn))
ist die Einsetzung der gi in f .
3. Lineare Rekursion
Seien die r-stellige Funktion a und die r+1-stelligen Funktionen g und h gegeben.
Die r + 1-stellige Funktion f entsteht aus ihnen durch lineare Rekursion, falls
f(0, x) = a(x)
f(n+ 1, x) = g(n, x)f(n, x) + h(n, x)
Definition 4.1.1. Die Klasse der linear primitiv-rekursiven Funktionen ist die kleins-
te Klasse von Funktionen, die die Basisfunktionen entha¨lt und abgeschlossen ist unter
Einsetzung und linearer Rekursion.
Anmerkung.
1. Aus der Abgeschlossenheit unter Komposition folgt mit den arithmetischen Operationen, Pro-
jektionen und Konstanten sofort, daß alle (auch multivariate) Polynome linear rekursiv sind.
Man ko¨nnte ebenso die Polynome als Basisfunktionen wa¨hlen.
Da wir bei den arithmetischen Operationen auch die Subtraktion zulassen, wir aber andererseits
nur Funktionen mit Werten in Nk, k ∈ N betrachten, sei angemerkt, daß das Minuszeichen stets
als nichtnegative Differenz zu verstehen ist. Diese ist definiert durch a −˙ b = a − b falls a ≥ b
bzw. durch a −˙ b = 0 falls a < b.
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2. Die Definition als kleinste Klasse von Funktionen mit den genannten Eigenschaften ist eine
Standardvorgehensweise in der Mathematik, formal definiert man sie als Durchschnitt u¨ber alle
Funktionsklassen mit diesen Eigenschaften.
Man kann die Klasse auch durch Induktion definieren als Menge von Funktionen, die ausgehend
von den Basisfunktionen durch endliche Hintereinanderausfu¨hrung der Operationen Einsetzung
und lineare Rekursion definierbar sind. Die A¨quivalenz der beiden Definitionen ist leicht zu zei-
gen. Sie rechtfertigt die u¨bliche Vorgehensweise, Eigenschaften der Funktionen mittels Induktion
u¨ber den Aufbau der rekursiven Funktionen zu beweisen.
3. Der Ku¨rze halber sprechen wir im folgenden auch von linear rekursiven Funktionen.
Die linear rekursiven Funktionen bilden eine Unterklasse der primitiv-rekursiven Funk-
tionen. Im folgenden wird gezeigt, daß eine große Teilklasse der primitiv-rekursiven
Funktionen bereits linear rekursiv ist. Insbesondere sind alle in Polynomialzeit berech-
enbaren Funktionen linear rekursiv. Der Beweis a¨hnelt dem klassischen Beweis, daß
die Turing-berechenbaren Funktionen µ-rekursiv sind. In diesem wird gezeigt, daß die
Berechnungsschritte einer Turing-Maschine primitiv-rekursiv sind und schließlich die
Existenz einer haltenden Berechnung mit Hilfe des µ-Operators u¨berpru¨ft. Wir zeigen
hier, daß die Berechnungsschritte einer Turing-Maschine, die gewissen Beschra¨nkungen
unterworfen ist, sogar linear rekursiv sind.
Wir geben zuna¨chst einige Beispiele linear rekursiver Funktionen.
Lemma 4.1.2. Folgende Funktionen sind linear primitiv-rekursiv.
1. Polynome p(x1, . . . , xn)
2. Vorga¨ngerfunktion V (0) = 0, V (x+ 1) = x
3. Signumfunktion sgn(x) =
{
1 x 6= 0
0 x = 0
4. Konditional: Sind f, g, h linear primitiv-rekursiv, so auch
if f(x1, . . . , xn) = 0 then g(x1, . . . , xn) else h(x1, . . . , xn)
Beweis.
1. Sukzessive Andwendung der arithmetischen Operationen.
2. Lineare Rekursion mit V (0) = 0; V (n+ 1) = 1 · n+ 0.
3. sgn(0) = 0; sgn(n+ 1) = 1 (Elementare lineare Rekursion).
4. Die Funktion if f(x) = 0 then g(x) else h(x) ist definiert durch
sgn(f(x))g(x) +
(
1− sgn(f(x)))h(x).

Bekanntlich fu¨hrt die Anwendung des µ-Operators aus der Klasse der primitiv-rekursiven
Funktionen heraus. Ist aber eine Obergrenze der gesuchten Nullstellen bekannt, dann
ist dies nicht der Fall, d.h. der beschra¨nkte µ-Operator ist primitiv-rekursiv.
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Tatsa¨chlich ist die Anwendung des beschra¨nkten µ-Operators auf eine linear rekursive
Funktion wieder linear rekursiv. Wir betrachten dazu fu¨r linear rekursive Funktionen f
(∃y≤z : {f(x, y) = 0}) : (x, z) 7→
{
1 ∃y ≤ z : f(x, y) = 0
0 sonst
und
(µy≤z : {f(x, y) = 0}) : (x, z) 7→
{
min{y ≤ z : f(x, y) = 0} ∃y ≤ z : f(x, y) = 0
z sonst
Wir schreiben kurz ∃f (x, z) = 0 fu¨r (∃y≤z : f(x, y) = 0)(x, z) und µf (x, z) fu¨r (µy≤z :
f(x, y) = 0)(x, z).
Satz 4.1.3. Fu¨r linear rekursive Funktionen f definieren der beschra¨nkte Existenzope-
rator ∃f (x, z) und der beschra¨nkte µ-Operator µf (x, z) wieder linear rekursive Funktio-
nen.
Beweis.
∃f (x, 0) = if f(x, 0) = 0 then 1 else 0
∃f (x, z + 1) = sgn(f(x, z + 1)) · ∃f (x, z) +
(
1− sgn(f(x, z + 1)))
und
µf (x, 0) = 0
µf (x, z + 1) = ∃f (x, z) · µf (x, z) + (1− ∃f (x, z)) · (z + 1)

Wir werden mit der Schreibweise bei diesen Operatoren im folgenden lax umgehen, ins-
besondere werden wir den µ-Operator auf Mengen anwenden, die durch eine Gleichung
oder Ungleichung linear rekursiver Funktionen definiert sind. Es ist offensichtlich, wie
solche Anwendungen des µ-Operators auf die klassische Formulierung hin umgeschrieben
werden ko¨nnen. Als Beispiel steht µy≤x : {f(y) ≥ b} fu¨r µy≤x : {b − f(y) = 0}. Ebenso
verwenden wir logische Verknu¨pfungen, µy≤x : {f(y) = 0 ∧ g(y) = 0} steht etwa fu¨r
µy≤x : {f(y) + g(y) = 0} (dabei wird benutzt, daß keine negativen Zahlen vorkommen
ko¨nnen) und µy≤x : {f(y) = 0 ∨ g(y) = 0} fu¨r µy≤x : {f(y) · g(y) = 0}.
Die linear rekursive Definition des beschra¨nkten µ-Operators stellt den wesentlichen
Beweisschritt in Richtung linear rekursiver Berechenbarkeit der Turing-Berechnungs-
schritte dar, da hierdurch die allgemeine primitive Rekursion unter gewissen Voraus-
setzungen eliminiert werden kann. Wir geben ein paar Beispiele fu¨r die Anwendung
der Operatoren. Einige der hier definierten Funktionen werden wir im folgenden noch
beno¨tigen.
Beispiel 4.1.4.
• Die ganzzahlige Division ÷ : N × N → N, (x, y) 7→ ⌊x
y
⌋
ist linear rekursiv. Denn
es ist
x÷ y = µa≤x : {a · y > x} − 1
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• Der Rest der Division xmod y ist damit auch linear rekursiv: xmod y = x−y(x÷y).
• Der abgerundete Logarithmus log : N × N → N, x 7→ ⌊ log2(x)⌋ wird definiert
durch
log x = µa≤x : {2a > x} − 1
Mit Hilfe des beschra¨nkten µ-Operators gelingt es, die Paarungsfunktionen linear rekur-
siv zu definieren.
Lemma 4.1.5. Es gibt eine bijektive linear rekursive Paarungsfunktion P : N × N →
N mit linear rekursiven Umkehrfunktionen L und R, so daß P (L(z), R(z)) = z und
L(P (x, y)) = x, R(P (x, y)) = y.
Beweis. Die Funktion P (x, y) = 1
2
(x+y)(x+y+1)+x ist als Polynom linear primitiv-
rekursiv und ist bekanntlich bijektiv. Sie stellt die diagonale Aufza¨hlung von N×N dar.
Fu¨r die Umkehrfunktionen L und R gilt wegen der Bijektivita¨t L(z) = µx≤z : {∃y≤z :
{P (x, y) = z}} bzw. R(z) = µy≤z : {∃x≤z : {P (x, y) = z}} 
Es ist klar, daß man nun induktiv linear rekursive Bijektionen N → Nk mit linear re-
kursiven Umkehrfunktionen erha¨lt.
Die Klasse der allgemein µ-rekursiven Funktionen ist identisch mit der der Turing-
berechenbaren Funktionen. Die µ-Rekursivita¨t der Turing-Funktionen kann man be-
weisen, indem man die einzelnen Berechnungsschritte einer Turing-Maschine mit Hilfe
primitiv-rekursiver Funktionen beschreibt und schließlich mit dem µ-Operator die An-
zahl der Berechnungsschritte berechnet, die zu einem Endzustand fu¨hren. Der folgende
Satz zeigt, daß unter gewissen Voraussetzungen sogar die linear rekursiven Funktionen
ausreichen. Insbesondere folgt aus diesem Satz, daß die polynomialzeitberechenberen
Funktionen auch linear rekursiv sind.
Satz 4.1.6. Sei F : N → N in Zeit t(n) berechenbar, wobei die Funktion t linear rekursiv
sei. Dann ist F bereits linear rekursiv.
Beweis. Der Beweis erfolgt in mehreren Schritten. Wir betrachten ein einfaches Turing-
Maschinenmodell mit einem nach rechts hin unendlichen Band und dem Alphabet
A = {0, 1}. Die Funktion F wird somit von einer Maschine M berechnet, die als
Eingabe eine Bina¨rdarstellung der Zahl n erha¨lt und in maximal t(log n) (der La¨nge
dieser Darstellung) Rechenschritten die Bina¨rdarstellung der Zahl F (n) auf dem Band
erzeugt. Wir werden im folgenden zuna¨chst zeigen, daß bei einer geeigneten Kodierung
die U¨bergangsfunktion der Turing-Maschine linear rekursiv ist. Im Anschluß zeigen wir,
daß dies auch fu¨r die Funktion gilt, die einer Schrittzahl k die k-te Konfiguration zuord-
net. Da die Funktion F t(n)-zeitbeschra¨nkt ist, kann mit dem beschra¨nkten µ-Operator
u¨berpru¨ft werden, ob die Maschine nach spa¨testens t(n) Schritten in einen Endzustand
gelangt.
• Wir kodieren die 0-1-Folge, die den Inhalt des Bandes der Turing-Maschine dar-
stellt, stets als die der Folge zugeordnete natu¨rliche Zahl, wobei wir, um fu¨hrende
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Nullen zu beru¨cksichtigen, stets eine 1 als erstes Zeichen jeder Folge hinzufu¨gen.
Wir betrachten dazu die Funktion
〈.〉 : {0, 1}∗ → N, a1 . . . an 7→
n∑
k=1
ak2
n−k + 2n
Auf diese Weise erhalten wir eine injektive Kodierung aller Bandinhalte auf die
natu¨rlichen Zahlen. Wir betrachten nun die Funktion, die einer natu¨rlichen Zahl
(die Position des Kopfes der Turing-Maschine) und einem kodierten Bandinhalt
das entsprechende Element aus {0,1} zuordnet:
pos : N×N → {0, 1}, (i, 〈a1 . . . an〉) 7→ ai. Diese Funktion ist linear rekursiv, denn
es ist
pos(i, 〈a1 . . . an〉) = ((〈a1 . . . an〉)÷ (log n− i))mod 2.
Mit Hilfe von Rest-Divisionen ko¨nnen wir also auf beliebige Zeichen eines Blocks
linear rekursiv zugreifen.
• Nun betrachten wir die U¨bergangsfunktion δ der Turing-Maschine M, die auf
Konfigurationen angewendet wird. Es sei δ(z, i, 〈B〉) = (z′, i′, 〈B′〉) die Funktion,
die einer Konfiguration der Maschine bestehend aus Zustandsnummer z, Kopfpo-
sition i und kodiertem Bandinhalt 〈B〉 die na¨chste Konfiguration zuordnet. Da
mit Hilfe der Funktion pos auf den Inhalt der i-ten Zelle des Bandes zugegrif-
fen werden kann, sieht man nun, daß die Funktion δ linear rekursiv ist. Sie wird
durch zwei geschachtelte Fallunterscheidungen definiert, die mit Hilfe der linear
rekursiven if then else-Konstruktion realisiert werden.
• Um nun die k-Schritt-Funktion der Turing-Maschine zu erhalten, mu¨ssen wir die
Kodierung dahingehend erweitern, daß nicht nur Bandinhalte, sondern Konfigu-
rationen bestehend aus Zustandsnummer, Kopfposition und Bandinhalt kodiert
werden. Die Kodierung erfolgt analog der Kodierung der Bandinhalte, d.h. die
Zustandsnummer und die Kopfposition werden anhand ihrer Bina¨rdarstellung ko-
diert. Nun soll die Kodierung einer zusa¨tzlichen Bedingung genu¨gen: Sie soll auf
eine vorgegebene La¨nge normiert werden. Genauer betrachten wir die Kodierungs-
funktion c : N × N → N, (l, n) 7→ 〈bin(n)10l−|bin(n)|〉. Dabei ist bin : N → {0, 1}∗
die Bina¨rdarstellung und |.| die La¨ngenfunktion. c berechnet also zuna¨chst die
Bina¨rdarstellung der Eingabe n, fu¨gt dieser Bina¨rdarstellung eine 1 an und ha¨ngt
so viele Nullen an, daß die La¨nge der erhaltenen Zeichenkette gerade l ist. Von
dieser Zeichenkette wird anschließend die vermo¨ge der injektiven Abbildung 〈.〉
zugeho¨rige natu¨rliche Zahl bestimmt. Die Abbildung c ist linear rekursiv, denn es
gilt c(l, n) = 〈bin(n)〉·2l−(log(n)+1)+2l−log(n). Mit Hilfe der Division ÷ und des Rest-
operators mod kann auch die Dekodierungsfunktion d : N × N → N, (l, C) 7→ n
mit d(l, c(l, n)) = n linear rekursiv berechnet werden.
Sei ∗ der Konkatenationsoperator. Die Kodierung einer Konfiguration (z, i, 〈B〉) zu
vorgegebener La¨nge l besteht nun in der Konkatenation der Kodierungen c(l, z) ∗
c(l, i) ∗ c(l, 〈B〉). Hierbei wird vorausgesetzt, daß l hinreichend groß ist, so daß die
Kodierungsabbildung wohldefiniert ist. Wir werden sehen, daß dies bei geeigneter
Wahl von l stets mo¨glich ist.
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• Wir betrachten nun zu vorgegebenem k eine Folge von Konfigurationen
(z0, i0, 〈B0〉), . . . , (zk, ik, 〈Bk〉).
Zu gegebener La¨nge l(k) sei
C(k) := c(l(k), z0)∗c(l(k), i0)∗c(l(k), 〈B0〉)∗. . .∗c(l(k), zk)∗c(l(k), ik)∗c(l(k), 〈Bk〉)
die Konkatenation der Kodierungen der Konfigurationen.
Die La¨nge l(k) wa¨hlen wir als das Maximum der Gro¨ßen log |Z|+1 und t(log n)+1,
wobei |Z| die Anzahl der Zusta¨nde der Turing-Maschine M und t(n) die oben
vorausgesetzte zeitbeschra¨nkende Funktion seien.
Da in dieser Kodierung alle Zahlen mit gleicher La¨nge kodiert werden, la¨ßt sich
linear rekursiv mit Hilfe der Funktionen ÷ und mod aus der Kodierung C(k)
bei vorgegebenem j die Konfiguration (zj, ij, 〈Bj〉) bestimmen. Es sei conf(l, C, i)
die Funktion, die ein Wort C als Kodierung der Form C(k) interpretiert und die
i-te Konfiguration auswa¨hlt. Die Funktion conf ist, wie eben besprochen, linear
rekursiv.
• Im folgenden speichern wir die Information u¨ber den Index k und die zugeho¨ri-
ge Kodierung C(k) mit Hilfe der Paarungsfunktion P in einer einzigen natu¨rli-
chen Zahl w = P (k, C(k)). Die Funktion l(k) sei die zur Maschine M geho¨rende
La¨ngenfunktion. Wir definieren nun die Funktion start : N × N → {0, 1}. Dazu
betrachten wir eine Kodierung einer Konfigurationsfolge C, die zusammen mit der
La¨nge k in einer Zahl w wie im vorigen Absatz beschrieben kodiert wird. Es sei
start(n,w) = 1 genau dann, wenn die unter C kodierte Folge von Konfigura-
tionen als erste Konfiguration einem Startzustand mit Eingabe n entspricht. Die
Funktion end : N → {0, 1} erfu¨lle end(w) = 1 genau dann, wenn die letzte kodierte
Konfiguration einem Endzustand entspricht. start und end sind offenbar wieder
linear rekursiv.
• Mit Hilfe der bisher definierten linear rekursiven Funktionen la¨ßt sich nun die ur-
spru¨ngliche Funktion F linear rekursiv definieren. Wenn eine Zahl w existiert, so
daß w = P (k, C) und C eine Kodierung einer Folge von Konfigurationen mit Ko-
dierungsla¨nge k darstellt, weiter das erste Glied der Folge eine Startkonfiguration
mit Eingabe n darstellt, das letzte Glied der Folge einem Endzustand entspricht
und schließlich alle Konfigurationsu¨berga¨nge korrekt sind, dann entspricht die Fol-
ge der Konfigurationen C gerade einer haltenden Berechnung der Turing-Maschine
M. Da die Maschine Zeit t-beschra¨nkt ist, ko¨nnen wir mit Hilfe des beschra¨nkten
µ-Operators das kleinste solche w bestimmen. Es gilt also:
F (n) = val
(
µw≤s(n) :
{
k = L(w) ∧ C = R(w) ∧ start(n,w) = 1 ∧ end(w) = 1∧k
i=1 : {δ(conf(l(k), C, i− 1)) = conf(l(k), C, i)}
})
Hierbei bestimmt die linear rekursive Funktion val noch aus einer Kodierung
w = P (k, c) den Bandinhalt der letzten Konfiguration und interpretiert diesen als
natu¨rliche Zahl.
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Die obere Schranke s(n) des beschra¨nkten µ-Operators ist ebenfalls eine linear
rekursive Funktion, denn mit
s(n) := P (n, t(log n) · 3 · l(n))
la¨ßt sich die Gro¨ße der Zahl w nach oben abscha¨tzen. Die Schranke ergibt sich
daraus, daß die Maschine M als t(n)-zeitbeschra¨nkte Maschine ho¨chstens t(n)
Schritte beno¨tigt, um in einen Endzustand zu gelangen. Die Kodierungsla¨nge je-
der Konfiguration betra¨gt 3 · l(n).
Bei der oben angegebenen linear rekursiven Definition der Funktion F (n) ist
noch die lineare Rekursivita¨t der Konjunktion
∧k
i=1 : {δ(conf(l(k), C, i − 1)) =
conf(l(k), C, i)} nachzuweisen. Dies la¨ßt sich mit Hilfe des beschra¨nkten µ-Oper-
ators leicht wie folgt realisieren:
k∧
i=1
:
{
δ(conf(l(k), C, i− 1)) = conf(l(k), C, i)}
⇔ {µi≤k : {δ(conf(l(k), C, i− 1)) 6= conf(l(k), C, i)} = k}
Schließlich die vollsta¨ndige linear rekursive Beschreibung der Funktion F :
F (n) = val
(
µw≤s(n) :
{
k = L(w) ∧ C = R(w) ∧ start(n,w) = 1 ∧ end(w) = 1
∧ (µi≤k : {δ(conf(l(k), C, i− 1)) 6= conf(l(k), C, i)} = k)
})

Satz 4.1.6 besagt also, daß jede Funktion, die einer linear rekursiven Laufzeitschran-
ke unterworfen ist, wieder linear rekursiv ist. Daraus folgt insbesondere, daß alle in
Polynomialzeit und in Exponentialzeit berechenbaren Funktionen linear rekursiv sind.
4.1.3 Grenzen der linearen Rekursion
Wir zeigen nun, daß nicht alle primitiv-rekursiven Funktionen auch linear rekursiv sind.
Dazu betrachten wir die Turmfunktion, die durch folgende primitive Rekursion definiert
ist:
T (0, x) = x, T (n+ 1, x) = 2T (n,x)
Es ist also
T (n, x) =
n︷︸︸︷
22
·
·
x
ein exponentieller Turm der Ho¨he n. Das extrem starke Wachstum der Turmfunktion
werden wir ausnutzen, um zu zeigen, daß sie nicht linear rekursiv ist. Dazu zeigen wir,
daß linear rekursive Funktionen gewissen Wachstumsbeschra¨nkungen unterliegen.
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Satz 4.1.7. Sei f(x1, . . . , xk) eine linear rekursive Funktion. Dann gibt es eine Kon-
stante c, so daß gilt:
f(x1, . . . , xk) ≤ T (c, x1 + . . .+ xk)
Beweis. Wir zeigen die Aussage durch Induktion u¨ber den Aufbau der linear rekursiven
Funktionen.
• Basisfunktionen: Daß die Aussage fu¨r die Basisfunktionen wie Konstanten, Pro-
jektionen und Polynome gilt, ist klar.
• Einsetzung : Sei φ(x) = φ(x1, . . . , xk) = f(g1(x), . . . , gk(x)) mit linear rekursiven φ
und gi, und nach Induktionsvoraussetzung gelte fu¨r alle y1, . . . , yk und fu¨r alle x:
f(y1, . . . , yk) ≤ T (cf , y1 + . . .+ yk), gi(x) ≤ T (cgi , x1 + . . .+ xk)∀ 1 ≤ i ≤ k
Dann gilt mit cg := max(cg1 , . . . , cgk)
φ(x1, . . . , xk) = f(g1(x), . . . , gn(x)) ≤ T (cf , g1(x) + . . .+ gn(x))
≤ T (cf , T (cg1 , x1 + . . .+ xk) + . . .+ T (cgk , x1 + . . .+ xk))
≤ T (cf , T (cg, x1 + . . .+ xk) + . . .+ T (cg, x1 + . . .+ xk))
≤ T (cf , kT (cg, x1 + . . .+ xk))
≤ T (cf , T (c˜g + 1, x1 + . . .+ xk)) sei c˜g hinr. groß
= T (cf + c˜g + 1, x1 + . . .+ xk)
Dabei wurde die Monotonie der Turmfunktion in beiden Argumenten ausgenutzt
und die Rechenregel T (a, T (b, n)) = T (a+ b, n) verwendet.
• Lineare Rekursion: Seien a(x1, . . . , xk), g(x0, . . . , xk), h(x0, . . . , xk) linear rekursiv
und entstehe f(x0, . . . , xk) aus der linearen Rekursion
f(0, x1, . . . , xk) = a(x1, . . . , xk)
f(n+ 1, x1, . . . , xk) = g(n, x1, . . . , xk)f(n, x1, . . . , xk) + h(n, x1, . . . , xk)
und es sei nach Induktionsvoraussetzung
a(x1, . . . , xk) ≤ T (ca, x1 + . . .+ xk)
g(x0, x1, . . . , xk) ≤ T (cg, x0 + . . .+ xk)
h(x0, x1, . . . , xk) ≤ T (ch, x0 + . . .+ xk)
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Dann gilt mit c := max(cg, ch, ca)
f(n+ 1, x1, . . . , xk) = g(n, x1, . . . , xk)f(n, x1, . . . , xk) + h(n, x1, . . . , xk)
≤ T (cg, n+ x1 + . . .+ xk)f(n, x1, . . . , xk) + T (ch, n+ x1 + . . .+ xk)
≤ T (c, n+ x1 + . . .+ xk)(f(n, x1, . . . , xk) + 1)
≤ T (c, n+ x1 + . . .+ xk)2f(n, x1, . . . , xk) (oBdA f(n, x1, . . . , xk) ≥ 1)
≤ 22T (c, n+ x1 + . . .+ xk)T (c, n− 1 + x1 + . . .+ xk)f(n− 1, x1, . . . , xk)
≤ · · · (Aufrollen der Rekursion)
≤ 2n
n∏
i=0
(T (c, n− i+ x1 + . . .+ xk)) a(x1, . . . , ck)
≤ 2n (T (c, n+ x1 + . . .+ xk))n T (ca, x1 + . . .+ xn)
≤ 2nT (c, n+ x1 + . . .+ xk)n+1
= 2n+(n+1)T (c−1,n+x1+...+xk)
≤ T (c˜, n+ 1 + x1 + . . .+ xk) fu¨r hinreichend großes c˜
Dabei wurde erneut die Monotonie der Turmfunktion in beiden Argumenten, die
Rekursionsformel der Turmfunktion und die Rechenregel T (a, T (b, n)) = T (a +
b, n) ausgenutzt.

Korollar 4.1.8. Die Turmfunktion ist nicht linear rekursiv.
Beweis. Wa¨re T linear rekursiv, so ga¨be es ein cT mit T (x, y) ≤ T (cT , x + y), also
insbesondere fu¨r alle n ∈ N
T (n, 0) ≤ T (cT , n)
Dies kann aber nicht sein, da die Turmho¨he links mit n wa¨chst, rechts aber fest ist und
dort n nur in der ho¨chsten Turmpotenz steht. 
4.1.4 Analytische linear rekursive Funktionen in einer Variablen
Im letzten Abschnitt haben wir die Klasse der linear rekursiven Funktionen definiert
und im Rahmen der primitiv-rekursiven Funktionen eingeordnet. Wir sind an Fortset-
zungen dieser Funktionen zu analytischen Funktionen interessiert. Dabei interessieren
nicht einfach Interpolationen, die an Stellen mit ganzzahligen Koordinaten mit den
natu¨rlichen Funktionen u¨bereinstimmen, sondern die auch der Rekursionsgleichung auf
den komplexen Zahlen genu¨gen. Der U¨bersicht halber fassen wir einige a¨ltere Resultate
zusammen, die die Fortsetzung der linear rekursiven Funktionen in einer Variablen be-
treffen.
Eine einfache linear rekursive Funktion ist die Fakulta¨t n! = 1 ·2 · · · · ·n. Diese Funktion
hat eine “natu¨rliche” Fortsetzung hin zu einer analytischen Funktion: Die Gammafunk-
tion Γ(z). Diese Funktion erfu¨llt auf ihrem gesamten Definitionsbereich die gleiche Re-
kursionsgleichung, die die Fakulta¨t u¨ber den natu¨rlichen Zahlen erfu¨llt. Sie ist eindeutig
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unter der Voraussetzung der logarithmischen Konvexita¨t. In [Ga¨01] wurden Verallge-
meinerungen der Gammafunktion betrachtet, und es wurden allgemeine Lo¨sungen zur
Fortsetzung linear primitiv-rekursiver Funktionen in einer Variablen gegeben. Wir fas-
sen kurz einige Ergebnisse aus [Ga¨01] zusammen.
Eine Rekursionsvorschrift der Form
f(0) = a0
f(n+ 1) = g(n)f(n) + h(n)
bezeichnen wir als lineare Rekursion in einer Variablen. In [Ga¨01] wurden analytische
Fortsetzungen fu¨r die linear rekursiven Funktionen gesucht, also analytische Funktionen,
die der Gleichung
f(z + 1) = g(z)f(z) + h(z)
genu¨gen. Daru¨ber hinaus wurden Kriterien fu¨r die Eindeutigkeit der Lo¨sungen angege-
ben.
Die allgemeine lineare Rekursion la¨ßt sich auf die Spezialfa¨lle
f(z + 1) = f(z)g(z) (4.1)
und
f(z + 1) = f(z) + h(z) (4.2)
zuru¨ckfu¨hren. Bereits Hurwitz [Hur97] hat Lo¨sungen der Gleichung fu¨r auf C meromor-
phe Funktionen angegeben. In [GH01] wurden diese Lo¨sungen unabha¨ngig gefunden,
und zusa¨tzlich wurden dort Eindeutigkeitskriterien fu¨r die Lo¨sungen betrachtet, also
Bedingungen, unter denen die Lo¨sung der Rekursionsgleichung durch eine analytische
Funktion bei gegebenem Startwert eindeutig bestimmt ist. Die Lo¨sungen erha¨lt man wie
folgt:
Seien die Bernoulli-Polynome1 φk(w) fu¨r k ≥ 1 definiert durch die Potenzreihenentwick-
lung der Funktion
ewz − 1
ez − 1 = 1 +
∞∑
k=0
φk(w)
k!
zk.
und sei φ0(w) = w − 1. Dann erfu¨llen die Bernoulli-Polynome φk die Gleichung
φk(z + 1) = φk(z) + z
k.
Ist nun h(z) =
∑∞
k=0 akz
k eine analytische Funktion, so definiert man formal die Bernoul-
li-Transformation
(Bh)(z) :=
∞∑
k=0
akφk(z).
1Die Bezeichnung in der Literatur ist uneinheitlich; gelegentlich werden die hier so definierten
Funktionen als Bernoulli-Polynome bezeichnet, gelegentlich auch die durch die Entwicklung ze
wz
ez−1 =∑
∞
k=0
Bk(w)
k! z
k definierten Funktionen.
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Unter der Voraussetzung der Konvergenz lo¨st die Bernoulli-Transformation f(z) =
(Bh)(z) die Gleichung (4.2).
In [GH01] wird gezeigt, daß die Bernoulli-Transformation fu¨r ganze holomorphe Funk-
tionen h konvergiert, deren Koeffizientenfolge die Bedingung
∑∞
k=0 k!
|ak|
(2pi)k
< ∞ erfu¨llt.
Die Menge dieser Funktionen wird als Bernoulli-Raum B bezeichnet. Versehen mit ei-
ner geeigneten Norm || · ||B wird dieser Raum ein Banach-Raum, und die Bernoulli-
Transformation eine stetige lineare Abbildung von B in den Raum der ganzen Funktio-
nen.
Diese Vorgehensweise ermo¨glicht ein einfaches Kriterium fu¨r die Eindeutigkeit der Fort-
setzung dieser Klasse rekursiver Funktionen: Die Fortsetzung einer ganzzahligen Funk-
tion, die die Gleichung (4.2) mit einem Startwert fu¨r f(0) erfu¨llt, ist eindeutig unter der
Voraussetzung, daß die Fortsetzung eines Polynoms wieder ein Polynom ist, und daß die
Rekursion ein stetiger Operator bezu¨glich der angegebenen Norm ist.
Die allgemeine Lo¨sung von Hurwitz [Hur97] ergibt sich, indem die Konvergenz der
Bernoulli-Transformation durch konvergenzerzeugende Summanden erzwungen wird.
Dazu werden periodische Funktionen pin(z) (dies sind im Effekt Approximationen der
Fourier-Entwicklung der Bernoulli-Polynome) definiert, so daß
(B˜h)(z) :=
∞∑
k=0
ak(φk(z)− pik(z))
konvergiert. Die Eindeutigkeit der Lo¨sung, wie sie bei der Bernoulli-Transformation
vorlag, ist auf diese Weise aber nicht mehr gegeben.
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4.2 Ausblick: Fortsetzung iterativer Rekursionen
Wa¨hrend in den vergangenen Abschnitten lineare Rekursionen betrachtet wurden, gehen
wir nun kurz auf nichtlineare Rekursionen ein. Wir betrachten Rekursionen der Form
f(z + 1) = φ(f(z)) (4.3)
φ sei in diesem Fall eine bereits bekannte Funktion. Ein Beispiel fu¨r solche Funktionen
ist die im letzten Abschnitt definierte Turmfunktion, die eine Fortsetzung der Prinzipien
von Addition, Multiplikation und Potenzierung darstellt. Wir betrachten den Spezialfall
t(n) = T (n, 2), fu¨r den die rekursive Definition wie folgt aussieht:
t(0) = 1, t(n+ 1) = 2t(n)
Also ist t(n) = 22
..
2
ein Turm der Ho¨he n.
In der mathematischen Literatur spricht man bei der Fortsetzung der Iteration auf die
reellen und komplexen Zahlen von fraktionaler Iteration. Es gibt aber keine einheitliche
Theorie, die diese Fortsetzungen abdeckt, sondern nur verschiedene Ansa¨tze zur Fort-
setzung einzelner Klassen von Funktionen.
Wir skizzieren im folgenden einen Ansatz, der fu¨r eine Klasse von Funktionen die Lo¨sung
der Gleichung (4.3) auf die Fortsetzung der linear rekursiven Funktionen, die in Ab-
schnitt 4.1.4 besprochen wurden, zuru¨ckfu¨hrt. Die Darstellung hat den Charakter eines
Ausblicks, ob die dargestellte Vorgehensweise tatsa¨chlich zu analytischen Lo¨sungen der
Rekursionsgleichungen fu¨hrt, ist offen.
Wir betrachten solche Funktionen φ, die an der Stelle 0 einen Fixpunkt haben und deren
erste Ableitung an der Stelle 0 gleich 1 ist, d.h. fu¨r die gilt φ(0) = 0 und φ′(0) = 1. Sei
also
φ(z) = z + a2z
2 + a3z
3 + · · ·
Wir untersuchen nun die Iteration von φ. Dazu machen wir den Ansatz
φn(z) = z + A2(n)z
2 + A3(n)z
3 + · · ·
wobei φn(z) die n-fache Iteration von φ und Ak(n) den k-ten Koeffizienten der Potenz-
reihendarstellung von φn bezeichne. Ausgehend von dieser Darstellung berechnen wir
nun die (n+1)-te Iteration von φ. Fu¨r z aus dem Konvergenzbereich der Reihe ko¨nnen
wir die Reihen entsprechend a¨quivalent umordnen:
φn+1(z) = φn(φ(z))
= φ(z) + A2(n)(φ(z))
2 + · · ·
= z + (A2(n) + a2)z
2 + (A3(n) + 2a2A2(n) + a3)z
3 + · · ·
Es gilt also
A2(n+ 1) = A2(n) + a2
A3(n+ 1) = A3(n) + 2a2A2(n) + a3
...
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Man sieht, daß die Ai(n) linear rekursiv vom Typ f(z+1) = f(z)+h(z) sind. Induktiv
sieht man weiter, daß die additive Funktion immer durch ein Polynom definiert werden
kann, da die Lo¨sung f einer Gleichung der Form f(z+1) = f(z)+h(z) stets als Polynom
gewa¨hlt werden kann, wenn h bereits ein Polynom ist. Wir ko¨nnen also mit Hilfe der
Bernoulli-Polynome alle Ai(n) fortsetzen. Wir pra¨zisieren unsere Beobachtung, indem
wir die Gleichungen fu¨r die Ai(n) explizit bestimmen.
Ordnen wir nun zuna¨chst φ(z)k, k ∈ N nach Potenzen von z und setzen P (k, n) :=
{(i1, . . . , in) i1, . . . , in ≥ 1, i1 + · · ·+ ik = l}, so erhalten wir
φ(z)k =
∞∑
l=k
( ∑
(ii,...,ik)∈P (k,n)
ai1 · · · aik
)
zl
Nun ordnen wir die Reihe
φn+1(z) = φ(z) +
∞∑
k=2
Ak(n)(φ(z))
k
nach Potenzen von z und erhalten durch Koeffizientenvergleich fu¨r l ∈ N
Al(n+ 1) = Al(n) +
l∑
k=2
Ak(n)
∑
(ii,...,ik)∈P (k,n)
ai1 · · · aik
Induktiv sieht man, daß die Al(n) linear-rekursive Funktionen sind, die wir mit den
bekannten Methoden fortsetzen ko¨nnen.
Lemma 4.2.1. Sei φ(z) = z +
∑∞
k=2 akz
k, sei
hk,l =
∑
(ii,...,ik)∈P (k,n)
ai1 · · · aik ,
und seien die linear primitiv-rekursiven Funktionen Al(n) induktiv definiert durch
A1(n) = 1 n ∈ N
Al(0) = 0, Al(n+ 1) = Al(n) +
l−1∑
k=1
Ak(n)hk,l (l > 0) (4.4)
Dann existieren Polynome Fl(z), die die Funktionen Al(n) auf C fortsetzen und auf C
der Rekursion
Fl(z + 1) = Fl(z) +
l−1∑
k=1
Fk(z)hk,l
genu¨gen.
Beweis. Zuna¨chst sei bemerkt, daß die Funktionen in Gleichung (4.4) nicht verschra¨nkt
rekursiv definiert sind. Sind die primitiv-rekursiven Funktionen Ar(n), r < l bereits
definiert, so ist damit die primitiv-rekursive Funktion Al(n) definiert. Wir schreiben
hl(n) :=
l−1∑
k=1
Ak(n)hl,k.
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Damit nehmen die Rekursionen aus Gleichung (4.4) die Form
Al(n+ 1) = Al(n) + hl(n) (4.5)
an, wobei in hl(n) nur bereits definierte Funktionen vorkommen. Die Rekursionen in
Gleichung (4.5) sind aber linear und mit den Methoden aus Abschnitt 4.1.4 lo¨sbar.
Induktiv ko¨nnen wir Funktionen Fl(z), hl(z) definieren mit
Fl(z + 1) = Fl(z) + hl(z), (4.6)
indem wir einfach Fl(z) := B[hl](z) setzen, wobei B die Bernoulli-Transformation be-
zeichne. Da die hk,l Konstanten sind, folgt induktiv sofort auch, daß die Fl(z) Polynome
sind, denn die Bernoulli-Transformation fu¨hrt nicht aus der Menge der Polynome heraus.

Die Idee, wie man fu¨r komplexe w die Iteration φw erkla¨ren ko¨nnte, liegt nun auf der
Hand. Wir definieren zuna¨chst formal
F (w, z) =
∞∑
k=0
Fk(w)z
k
Unter der Voraussetzung der Konvergenz gilt nun
φ(F (w, z)) = F (w, z) + a2 (F (w, z))
2 + a3(F (w, z))
3 + · · ·
= F (w, z) + a2
( ∞∑
k=0
Fk(w)z
k
)2
+ · · ·
Umordnung nach Potenzen von z ergibt
φ(F (w, z)) = z + (F2(w) + a2)z
2 + · · ·
= z +
∞∑
k=2
(Fk(w) + hk(w))z
k
= z +
∞∑
k=2
Fk(w + 1)z
k
= F (w + 1, z)
Wir haben also
Satz 4.2.2. Sei φ(z) = z + a2z
2 + a3z
3 + · · · analytisch und seien die Funktionen
Al(n), hl(n) rekursiv wie oben definiert. Weiter seien Fl(z) die durch die Bernoulli-
Polynome gegebenen Lo¨sungen der Gleichungen Fl(z + 1) = Fl(z) + hl(z). Sei nun z0
vorgegeben, so daß die Reihe
ITφ(w, z0) :=
∞∑
k=0
Fk(w)z
k
0
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in w und z in einer Umgebung von z0 gleichma¨ßig konvergiert. Dann gilt
ITφ(w + 1, z0) = φ(ITφ(w, z0)).
Weiter sei z0 so gewa¨hlt, daß φ(z0) = a. Dann ist mit
F (w) := ITφ(w, z0)
eine Lo¨sung der Gleichung
F (w + 1) = φ(F (w)), F (0) = a
gegeben.
Es ist offen, fu¨r welche Funktionen φ die in Satz 4.2.2 definierte Reihe ITφ(w, z0) in einer
Umgebung von z0 tatsa¨chlich gleichma¨ßig konvergiert, und ob u¨berhaupt Funktionen φ
existieren, fu¨r die dies der Fall ist. Mo¨glicherweise ist es notwendig, die Konvergenz mit
konvergenzerzeugenden Summanden zu erzwingen, die die Rekursionsgleichungen der
Funktionen nicht vera¨ndern. Auch hier ist offen, ob dies mo¨glich ist.
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4.3 Fazit
In diesem Kapitel wurde die Betrachtung der Berechenbarkeit von der Maschinendefi-
nition gelo¨st, und ein U¨berblick u¨ber die Berechenbarkeit durch Rekursionsgleichungen
gegeben. Es gibt keinen einheitlichen Begriff der Berechenbarkeit durch rekursive Funk-
tionen u¨ber den rellen oder komplexen Zahlen. Eine Mo¨glichkeit zur Definition dieser
Berechenbarkeit besteht darin, die u¨ber den natu¨rlichen Zahlen rekursiven Funktionen
zu analytischen Funktionen fortzusetzen. Dabei ist mit Fortsetzung nicht lediglich die
Interpolation der Funktion durch eine analytische Funktion an den ganzzahligen Stellen,
sondern eine Fortsetzung auch der Rekursionsgleichung gemeint. Die fortgesetzte Funk-
tion soll die Rekursionsgleichung als Funktionalgleichung auf ihrem Definitionsbereich
erfu¨llen.
Die Fortsetzung rekursiver Funktionen zu analytischen Funktionen ermo¨glicht es, die
Theorie der analytischen Funktionen auch fu¨r die Berechenbarkeitstheorie zu nutzen,
etwa durch Schluß von Invarianten der fortgesetzten Funktion auf die urspru¨ngliche
Funktion u¨ber den natu¨rlichen Zahlen.
In [Ga¨01] wurden Fortsetzungen linear rekursiver Funktionen zu analytischen Funk-
tionen betrachtet. In diesem Kapitel haben wir nun untersucht, inwieweit die lineare
Rekursion eine Einschra¨nkung gegenu¨ber der allgemeinen primitiven Rekursion dar-
stellt. Dazu haben wir die Klasse der linear primitiv-rekursiven Funktionen u¨ber den
natu¨rlichen Zahlen definiert und gezeigt, daß diese Klasse die in Polynomialzeit berech-
enbaren Funktionen umfaßt. Ferner haben wir die Klasse nach oben abgegrenzt, indem
wir gezeigt haben, daß die linear primitiv-rekursiven Funktionen einer Wachstumsbe-
schra¨nkung genu¨gen, und daß die Turmfunktion nicht linear primitiv-rekursiv ist.
Nachdem im ersten Abschnitt des Kapitels lineare Rekursionen betrachtet wurden, ga-
ben wir schließlich noch eine Idee fu¨r eine Methode an, mit der eine Klasse nichtlinear
rekursiver Funktionen zu analytischen Funktionen fortgesetzt werden kann. Diese Me-
thode fu¨hrt die Fortsetzung der Funktionen in dieser Klasse auf die Fortsetzung der
linear primitiv-rekursiven Funktionen zuru¨ck.
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