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An inverse boundary value problem for certain
anisotropic quasilinear elliptic equations
Ca˘ta˘lin I. Caˆrstea∗ Ali Feizmohammadi†
Abstract
In this paper we prove uniqueness in the inverse boundary value
problem for quasilinear elliptic equations whose linear part is the
Laplacian and nonlinear part is the divergence of a function ana-
lytic in the gradient of the solution. The main novelty in terms of
the result is that the coefficients of the nonlinearity are allowed to
be “anisotropic”. As in previous works, the proof reduces to an inte-
gral identity involving the tensor product of the gradients of 3 or more
harmonic functions. Employing a construction method using Gaussian
quasi-modes, we obtain a convenient family of harmonic functions to
plug into the integral identity and establish our result.
1 Introduction
Let Ω ⊂ R1+n, n ≥ 2, be an open, bounded domain, with C1,1 boundary.
(The slightly unusual choice to work in dimension 1+n rather than n is due
to the origin in hyperbolic equations of some of the methods we will employ.)
In Ω we wish to consider quasilinear boundary value problems of the form{
∇ · ~J (x, u,∇u) = 0,
u|∂Ω = f.
(1)
Here ~J : Ω × R × R1+n → Rn is a function of suitable regularity. (Except
for x, we will use an arrow above the letter symbol to indicate a vector.)
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As an illustration, we may interpret (1) to be a model for electrical con-
duction, with u being the electric potential and ~J being the current density.
A linear medium is one for which Ohm’s law ~J (x, s, ~p) = σ(x)~p holds, where
σ is a (possibly matrix valued) function with a positive lower bound. A more
general form for the function ~J (x, s, ~p) would then correspond to nonlinear
conductive media.
To the problem (1), assuming we can show solutions exist and have suf-
ficient regularity, we can associate the Dirichlet-to-Neumann map
Λ ~J f = ~ν ·
~J (x, u,∇u)
∣∣∣
∂Ω
, (2)
where ~ν is the outer-pointing unit normal to ∂Ω, and u is the solution of
(1). In the conduction phenomena interpretation of (1), the Dirichlet-to-
Neumann map gives for each potential distribution on the boundary the
corresponding current density through the boundary. It is therefore a natural
mathematical object to represent the totality of possible experimental data
that may in principle be gathered from boundary measurements.
The inverse boundary value problem proposed by Caldero´n in [2] is to in-
vert the correspondence ~J → Λ ~J . The important subproblem of uniqueness
is the question of injectivity for the correspondence ~J → Λ ~J . In general
uniqueness cannot hold, as was first noted by Luc Tartar (account given
in [18]) for linear problems. Suppose Φ : Ω→ Ω is a smooth diffeomorphism
such that Φ(x) = x for all x ∈ ∂Ω. Let
[Φ∗ ~J ](x, s, ~p) =
[
(detDΦ)−1(DΦ)t ~J (·, s, (DΦ)~p)
]
◦ Φ−1(x). (3)
Then (see [28], [26])
ΛΦ∗ ~J = Λ ~J . (4)
It is conjectured that this is the only obstruction to uniqueness. However,
except in dimension 1 + n = 2 (e.g. [26]) there are only very partial results
even in the linear case.
In this paper we will avoid the possibility for non-uniquenes by considering
functions ~J of a less general kind. One restriction will be to take ~J (x, s, ~p)
to be a polynomial in ~p (or an analytic function in ~p) with coefficients de-
pending on x, with a zero zero order coefficient. The other restriction will
be that the first order term will be ~p. This is equivalent to saying that the
linear part of equation (1) is the Laplacian ∆. This restriction in particu-
lar makes the obstruction to uniqueness described above impossible, as any
nontrivial diffeomorphism would transform the Laplacian term into a second
order differential operator with non-constant coefficients.
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For elliptic semilinear or quasilinear equations, there are a number of
uniqueness results that are known. For semilinear equations, examples in-
clude [13], [14], [27], [8], [21], [20], [19]. For quasilinear equations, not in
divergence form, see [12]. For quasilinear equations in divergence form,
when ~J (x, s, ~p) = c(x, s)~p see [25], [28], [7]; when ~J (x, s, ~p) = A(x, s)~p
with A a matrix, see [26]; when ~J (x, s, ~p) = ~A(s, ~p), see [22], [24]; when
~J (x, s, ~p) = ~A(x, ~p) in 2D see [9]; when ~J (x, s, ~p) = σ(x)~p + ~b(x)|~p|2,
see [16], [5]; when ~J (x, s, ~p) = σ(x)~p+a(x)|~p|q−2~p, q ∈ (1, 2)∪ (2,∞), see [4].
We can also mention [3] for quasilinear time-harmonic Maxwell systems.
1.1 Assumptions and notation
Let R > 0 be such that Ω ⊂ BR
1+n
R = {x ∈ R
1+n : |x| < R}. For the
coordinates of x ∈ Ω we will use the notation
x = (x0, x1, x2, . . . , xn) = (x0, x
′) = (x0, x1, x
′′) = (x0, x1, x2, x
′′′), (5)
and correspondingly introduce the differential operators
∇ = (∂0, ∂1, . . . , ∂n), ∇
′ = (0, ∂1, . . . , ∂n) (6)
and
∆ =
n∑
j=0
∂2j , ∆
′ =
n∑
j=1
∂2j . (7)
Operators ∇′′, ∇′′′, ∆′′, ∆′′′ can also be defined in the same way.
In this paper we will assume that ~J has the form
~J (x, s, ~p) = ~p+
N∑
k=2
~Jk(x, ~p) + ~R(x, s, ~p), (8)
where
~Jk(x, ~p) =
n∑
i1,...,ik=0
~Jk;i1···ik(x)pi1 · · · pik =
~Jk : ~p
⊗k, (9)
~Jk;i1···ik ∈ C
∞(Ω;R1+n), max
k=2,N
|| ~Jk;i1···ik ||W 1,∞(Ω) < L, (10)
and R satisfies
|Dx ~R(x, s, ~p)|+ |∂s ~R(x, s, ~p)| < L|~p|
N+1, |Dp ~R(x, s, ~p)| < L|~p|
N , (11)
|DxDp ~R(x, s, ~p)|+ |∂sDp ~R(x, s, ~p)| < L|~p|
N , |D2p ~R(x, s, ~p)| < L|~p|
N−1.
(12)
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Here L is a finite positive constant. By “:” we denote the contraction of two
tensors (e.g. see equation (9)). We would like to point out that the coeffi-
cients ~Jk;i1···ik(x) must be symmetric under any permutation of the indices
i1, . . . , ik.
The boundary value problem (1) then becomes{
∆u+
∑N
k=2∇ ·
~Jk(x,∇u) +∇ · ~R(x, u,∇u) = 0,
u|∂Ω = f.
(13)
Before proceeding to our main result we need to say something about exis-
tence of solutions. The following result for the existence of strong solutions
is not novel. We provide a proof for the sake of completeness and for the
convenience of the reader.
Proposition 1.1. Let p ∈ (n,∞). There exist κ,K > 0 depending on
N and L, such that if ||f ||
W
2−1p ,p(∂Ω)
< κ, then (13) has a unique solution
u ∈ W 2,p(Ω) which satisfies
||u||W 2,p(Ω) ≤ K||f ||
W
2−1p ,p(∂Ω)
. (14)
Proof. This follows from a standard contraction principle argument. We
sketch it out here for the convenience of the reader. In what follows C will
stand for a number of different positive constants depending on Ω, N , and
L.
Let G0 : L
p(Ω) → W 2,p0 (Ω) be the solution operator to the equation
∆u = F , with zero Dirichlet boundary conditions. This is a bounded linear
operator. (This is where we need the boundary to be C1,1.) Given f ∈
W 2−
1
p
,p(∂Ω), let uf ∈ W 2,p(Ω) be the harmonic function that is equal to f
on the boundary ∂Ω. Consider then the mapping
Tf (v) = uf −G0
(
N∑
k=2
∇ · ~Jk(x,∇v) +∇ · ~R(x, v,∇v)
)
. (15)
If v ∈ W 2,p(Ω), by Sobolev embedding
||∇ · ~Jk(x,∇v)||Lp(Ω) ≤ C||v||
k
W 2,p(Ω), (16)
||∇ · ~R(x, v,∇v)||Lp(Ω) ≤ C||v||
N+1
W 2,p(Ω). (17)
It follows that Tf : W
2,p(Ω)→W 2,p(Ω), with
||Tf(v)||W 2,p(Ω) ≤ C
(
||f ||
W
2−1p ,p(∂Ω)
+max(||v||2W 2,p(Ω), ||v||
N+1
W 2,p(Ω))
)
. (18)
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Assuming ||f ||
W
2−1p ,p(∂Ω)
< 1/4(1+C), we see that Tf maps the ball of radius
1/2(1 + C) in W 2,p(Ω) to itself.
It remains to show that Tf is a contraction. To that end observe that for
v, w ∈ W 2,p(Ω), contained in the ball just mentioned,
||∇ ·
(
~Jk(x,∇v)− ~Jk(x,∇w)
)
||Lp(Ω)
≤ Cmax(||v||W 2,p(Ω), ||w||W 2,p(Ω))
k−1||v − w||W 2,p(Ω), (19)
||∇ ·
(
~R(x, v,∇v)− ~R(x, w,∇w)
)
||Lp(Ω)
≤ Cmax(||v||W 2,p(Ω), ||w||W 2,p(Ω))
N−1||v − w||W 2,p(Ω). (20)
It is then possible to choose a κ > 0 such that if ||f ||
W
2−1p ,p(∂Ω)
< κ, then
the ball of radius 2κ in W 2,p(Ω) is both invariant under Tf , and Tf is a
contraction on this ball. The unique fixed point of Tf is the solution we are
searching for.
We can now define the Dirichlet-to-Neumann map. For ||f ||
W
2−1p ,p(∂Ω)
< κ
Λ(f) =
[
∂~νu+
N∑
k=2
~ν · ~Jk(x,∇u) + ~ν · ~R(x, u,∇u)
]
∂Ω
∈ W 1−
1
p
,p(∂Ω), (21)
where u is the solution of (13).
1.2 Results and outline
The fact that the linear part of the equation (13) is prescribed suggests that it
is reasonable to expect uniqueness to hold in this case, as any diffeomorphism
would change the linear term and therefore the transformed equation will be
outside the class we are considering here. The main result of this paper is
that this intuition is correct.
Theorem 1. Suppose we have ~J (1), ~J (2) that satisfy (8)-(12) and addition-
ally Λ(1)(f) = Λ(2)(f) for all f such that ||f ||
W
2−1p ,p(∂Ω)
< κ. Then it must
hold that
~J (1)k =
~J (2)k , k = 2, . . . , N. (22)
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Up to a technical tool which we will describe below, we prove this theorem
in section 2. It is by now common in works on inverse boundary value
problems for semilinear and quasilinear elliptic equations to use a so called
“second linearization” trick, originally employed in [11]. The main idea is
to plug in Dirichlet data of the form ǫf , with ǫ a small parameter, into the
Dirichlet-to-Neumann map. One then derives an asymptotic expansion of
the form
Λ(ǫf) = ǫΛ1(f) + ǫ
2Λ2(f) + ǫ
3Λ3(f) + · · · , (23)
where Λ1 is the Dirichlet-to-Neumann map associated to the linear term in
(13), and Λk(f) is homogeneous of degree k in f . It is clear that Λ determines
each of these Λk. We do this in subsection 2.1.
In subsection 2.2 we then proceed to iteratively determine (in the sense
of uniqueness) the coefficients ~Jk from the Λk. We can convert the equality
Λ
(1)
k −Λ
(2)
k = 0 into an integral identity involving harmonic functions and the
coefficients ~Jk;i1···ik . Through a polarization trick we will reduce the problem
to showing that if C is a 3-tensor such that Cjkl = Ckjl and∫
Ω
C : ∇w1 ⊗∇w2 ⊗∇w3 dx = 0 (24)
for all harmonic functions w1, w2, w3, then C = 0.
The principal ingredient in the proof of Theorem 1 is then the following
theorem, which is perhaps of independent interest on its own.
Theorem 2. Suppose C = (Cjkl) ∈ C(Ω) is a 3-tensor such that Cjkl = Ckjl
for all j, l, k = 0, . . . , n and∫
Ω
C : ∇w1 ⊗∇w2 ⊗∇w3 dx = 0 (25)
for all smooth harmonic functions w1, w2, w3. Then C = 0.
We give a proof of this result in section 3. It turns out that the often
used complex geometric optics solutions introduced by Caldero´n in [2] are
not a sufficiently rich family of harmonic functions to use in (25) in order to
extract information on C. We instead use a construction based on Gaussian
quasi-modes in hyperplanes perpendicular to an arbitrary chosen direction.
Gaussing quasi-modes are approximate asymptotic eigenfunctions for the
Laplace-Beltrami operator ∆′ over Rn, that concentrate along straight lines.
Due to the splitting ∆ = ∂2
x0
+ ∆′, they allow us to construct harmonic
functions over compact subsets of R1+n that concentrate on planes. They
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have been recently used to solve inverse problems for linear elliptic equations
in [17], [6] and non-linear elliptic equations in [8], [21].
We remark that the construction of Gaussian quasi-modes in elliptic equa-
tions is based on a classical analogue for hyperbolic equations, namely Gaus-
sian beams. These are approximate solutions to the wave equation that
concentrate on null geodesics. They were introduced in the works [1] [23]
and have been used in the context of inverse problems in many works, see
for example [15] and the references therein.
In subsection 3.1 we describe how this Gaussian quasi-modes construc-
tion of harmonic functions works in our situation. The family of harmonic
functions we construct will depend on an assymptotic parameter λ which
will be made to go to infinity later in the argument. They also depend on a
number of arbitrary parameters. There are assymptotic expansions (in λ−1
and x2) for these harmonic functions and we compute a few of the first terms
whose exact expressions we will need to use.
In subsection 3.2 we plug the Gaussian quasi-mode harmonic functions
we have constructed into (25). As we let the assymptotic parameter λ→∞
we use a stationary phase theorem to obtain an expansion in powers of λ−1
of the left hand side. The coefficients of each power of λ−1 must each be zero.
We will split the tensor C into a part S that is symmetric under all
permutations of the indices and a remainder D. In subsection 3.3 we use
the first order in the assymptotic expansion given by the stationary phase
theorem to show that the symmetric part S must be zero. In subsection 3.4
we combine information obtained from the next two orders in the expansion
to deduce that C itself must also be zero, which then concludes the proof
of the Theorem 2. Our ability to independently vary the various parameters
on which our harmonic functions depend will be key to extracting useful
information from the various orders in the expansion.
2 Proof of Theorem 1
In this section we will reduce the proof of Theorem 1 to Theorem 2. We
do this by a version of the “second linearization” argument, i.e. we take
Dirichlet data of the form ǫf and derive asymptotic expansions as ǫ → 0
for the corresponding solutions of (13), and consequently for the quantity
Λ(ǫf). From the successive orders in ǫ of this last quantity, using Theorem
2, we can derive the uniqueness result for all the ~Jk terms. This kind of iter-
ative approach was also used, for example, in [3] for time-harmonic nonlinear
Maxwell systems.
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2.1 Small data asymptotic expansions
The most commonly used method for addressing inverse boundary value
problems for elliptic semilinear or quasilinear equations is to introduce bound-
ary Dirichlet data of the form ǫf , then derive an asymptotic expansion as
ǫ → 0 for the Dirichlet-to-Neumann map. To this end, for an f ∈ W 2,p(Ω),
let uǫ ∈ W 2,p(Ω) be the solution to

∆uǫ +
N∑
k=2
∇ · ~Jk(x,∇uǫ) +∇ · ~R(x, uǫ,∇uǫ) = 0,
uǫ|∂Ω = ǫf.
(26)
We make the the following Ansatz
uǫ =
N∑
k=1
ǫkuk + gǫ, (27)
where the functions uk ∈ W 2,p(Ω) are solutions of the boundary value prob-
lems {
∆u1 = 0,
u1|∂Ω = f,
{
∆uk +∇ · ~Jk(x,∇u1) +∇ · ~Nk = 0,
uk|∂Ω = 0, k = 2, . . . , N,
(28)
where
~Nk =
k−1∑
l=2
∑
α1+α2+···+αN=l
α1+2α2+···+NαN=k
l!
α1! · · ·αN !
~Jl : (∇u1)
⊗α1 ⊗ · · · ⊗ (∇uN)
⊗αN
=
k−1∑
l=2
∑
α1+α2+···+αk−1=l
α1+2α2+···+(k−1)αk−1=k
l!
α1! · · ·αk−1!
~Jl : (∇u1)
⊗α1 ⊗ · · · ⊗ (∇uk−1)
⊗αk−1 . (29)
These equations are derived by formally plugging in the expansion (27) for
uǫ into (26) and matching the terms with the same powers of ǫ.
With these definitions we get that gǫ satisfies{
∆gǫ + ǫ
N+1∇ · ~NN+1 +∇ · ~R(x, uǫ,∇uǫ) = 0,
gǫ|∂Ω = 0,
(30)
where ~NN+1 is a polynomial in ∇u1, . . . ,∇uN with coefficients constructed
from the ~Jk(x) functions, with the property that there exists a Cf > 0,
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independent of ǫ, such that ||∇ · ~NN+1||Lp(Ω) < Cf . By (11), (12), and
Proposition 1.1 we also have that
||∇ · ~R(x, uǫ,∇uǫ)||Lp(Ω) < Cfǫ
N+1. (31)
It follows that
||gǫ||W 2,p(Ω) < Cf ǫ
N+1. (32)
The expansion (27) implies an expansion for Λ(ǫf). We have
Λ(ǫf) =
N∑
k=1
ǫk
[
∂~νuk + ~ν · ~Jk(x,∇u1) + ~ν · ~Nk
]
∂Ω
+ O(ǫN+1). (33)
Suppose w ∈ W 2,p(Ω) is a harmonic function. Integration by parts gives that
〈w|∂Ω, ∂~νuk|∂Ω〉 = 0 for k = 2, . . . , N . Then
〈w,Λ(ǫf)〉 = ǫ
∫
Ω
∇w · ∇u1 +
N∑
k=2
ǫk
∫
Ω
∇w ·
(
~Jk(x,∇u1) + ~Nk
)
+ O(ǫN+1).
(34)
2.2 Integral identities & induction
Suppose that we are under the assumptions of Theorem 1. By (34) we must
have ∫
Ω
∇w1 ·
(
~J (1)k (x,∇u1)−
~J (2)k (x,∇u1) +
~N (1)k −
~N (2)k
)
= 0, (35)
for k = 2, . . . , N , and for any harmonic functions w1, u1 ∈ W 2,p(Ω).
The k = 2 case is∫
Ω
∇w1 · ( ~J
(1)
2 − ~J
(2)
2 ) : ∇u1 ⊗∇u1 = 0. (36)
Suppose w2, w3 are harmonic functions. We can insert u1 = tw2 + sw3, with
s, t real parameters, into the above identity. Considering only the coefficient
of ts in the resulting relation and using the symmetry of the ~J2;ij coefficients
we obtain that ∫
Ω
∇w1 · ( ~J
(1)
2 − ~J
(2)
2 ) : ∇w2 ⊗∇w3 = 0. (37)
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From Theorem 2 it follows that ~J
(1)
2 = ~J
(2)
2 . For the purpose of induction,
suppose that ~J
(1)
l =
~J
(2)
l , for all l = 1, . . . , k − 1. We then also have that
u
(1)
l = u
(2)
l , for all l = 1, . . . , k − 1, and therefore that
~N (1)k =
~N (2)k . We then
arrive at the identity∫
Ω
∇w1 · ( ~J
(1)
k −
~J
(2)
k ) : (∇u1)
⊗k = 0, (38)
for all harmonic functions w1, u1. As above, we can use polarization in the
(∇u1)⊗k term. Let w2, . . . , wk+1 be harmonic functions in Ω, t2, . . . , tk+1 be
real parameters. If we take u1 = t2w2 + · · · + tk+1wk+1, then the coefficient
of t2 · · · tk+1 gives∫
Ω
∇w1 · ( ~J
(1)
k −
~J
(2)
k ) : ∇w2 ⊗ · · · ⊗ ∇wk+1 = 0. (39)
We can choose w4, . . . , wk+1 to be coordinate functions (i.e. one of x0, . . . ,
xn). For any fixed such choice, let C be a 3-tensor such that
C : ∇w1 ⊗∇w2 ⊗∇w3 = ∇wk+1 · ( ~J
(1)
k −
~J
(2)
k ) : ∇w1 ⊗ · · · ⊗ ∇wk. (40)
Then (25) is satisfied, which gives ~J
(1)
k =
~J
(2)
k .
The conclusion of Theorem 1 follows by induction. All that remains is to
provide a proof of Theorem 2.
3 Proof of Theorem 2
In this section we give a proof of Theorem 2. We begin with a construction
of a family of harmonic functions, parametrized by a complex parameter
τ = λ+ iσ (and a choice of coordinate axes). We use Gaussian quasi-modes
in the variables x′ in order to construct this family. We are here not only
interested in the existence of such solutions, but we also compute for them
expansions in x2 and τ , for small x2 and large λ.
We plug such solutions into the identity (25) and in the limit λ → ∞
we use the stationary phase theorem in order to obtain an expansion of
the integral into powers of λ−1. As each order in the expansion must be
independently zero, using the first three terms we are able to extract enough
information to show that C = 0.
It will turn out to be convenient to split C into fully symmetric and
non-symmetric parts, with respect to the first two indices:
C = S +D, Sjkl =
1
6
∑
σ∈Σ3
Cσ(jkl) =
1
3
(Cjkl + Cklj + Cljk). (41)
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Note that S is symmetric under all permutations of the indices.
3.1 Gaussian quasi-modes construction of harmonic func-
tions
Note that without any loss of generality we may assume that Ω ⊂ {x1 > 0}.
Let τ = λ + iσ, λ, σ ∈ R. We would like to find harmonic functions of
the form
u±τ (x) = e
±λx0
(
e±iσx0eiτΨ(x1,x2)aτ (x1, x2) + rτ (x)
)
. (42)
Note that
∆u±τ = e
±τx0 [τ 2 +∆′]
(
eiτΨaτ
)
+∆
(
e±λx0rτ
)
, (43)
and
(τ 2 +∆′)eiτΨaτ
= eiτΨ
[
τ 2(1− |∇′Ψ|2)aτ + iτ(2∇
′Ψ · ∇′aτ + (∆
′ψ)aτ ) + (∆
′aτ )
]
. (44)
The quantity λ will be an asymptotic parameter, in the sense that we
eventually intend to take the limit λ → ∞. We will construct Ψ and aτ so
that this quantity vanishes to high order in both λ−1 and x2.
3.1.1 Expansions for uτ
Let M be a large natural number, δ > 0, let χ : R → [0,∞) be a smooth
function such that χ(t) = 1 for |t| < 1
2
and χ(t) = 0 for |t| > 1, and let
h : Rn−1 → R be a harmonic function. We make the following Ansa¨tze:
Ψ(x1, x2) =
M∑
j=0
ψj(x1)x
j
2, (45)
aτ (x1, x2) = χ(
x2
δ
)h(x′′′)
M∑
k=0
vk(x1, x2)τ
−k, (46)
vk(x1, x2) =
M∑
j=0
vk;j(x1)x
j
2. (47)
Since we would like for the quantity in equation (44) to vanish to high
order in λ−1 and x2, we require that the following conditions hold:
(i) Im Ψ ≥ κ|x2|2 ;
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(ii) ∂j2(|∇
′Ψ|2 − 1)|x2=0 = 0 for j = 0, 1, . . . ,M ;
(iii) ∂j2(2∇
′Ψ · ∇′v0 + (∆′Ψ)v0)|x2=0 = 0 for j = 0, 1, . . . ,M .
(iv) ∂j2(2∇
′Ψ · ∇′vk + (∆′Ψ)vk − i∆′vk−1)|x2=0 = 0 for j = 0, 1, . . . ,M .
As we will see, this conditions do not uniquely determine the ψj, vk;j. They
will however provide ODEs that these quantities need to satisfy. The general
forms that we obtain for the first few of these quantities are collected in
Appendix A.
With the definitions above, we have
∂1Ψ =
M∑
j=0
ψ˙jx
j
2, ∂2Ψ =
M−1∑
j=0
(j + 1)ψj+1x
j
2, (48)
∂1vk =
M∑
j=0
v˙k;jx
j
2, ∂2vk =
M−1∑
j=0
(j + 1)vk;j+1x
j
2, (49)
∆′Ψ =
M−2∑
j=0
[ψ¨j + (j + 1)(j + 2)ψj+2]x
j
2 +
2M∑
j=2M−1
ψ¨jx
j
2. (50)
Since
|∇′Ψ|2 =
2M−2∑
j=0
xj2
j∑
l=0
[
ψ˙lψ˙j−l + (l + 1)(j − l + 1)ψl+1ψj−l+1
]
+
2M∑
j=2M−1
xj2
j∑
l=0
ψ˙lψ˙j−l, (51)
requirement (ii) for j = 0 is
ψ˙20 + ψ
2
1 = 1. (52)
We make the choices
ψ0(x1) = x1, ψ1(x1) = 0. (53)
For j = 1 we have
2ψ˙0ψ˙1 + 4ψ1ψ2 = 0, (54)
which is satisfied automatically.
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For j = 2 we have
2ψ˙0ψ˙2 + ψ˙
2
1 + 6ψ1ψ3 + 4ψ
2
2 = 0, (55)
which simplifies to
ψ˙2 + 2ψ
2
2 = 0. (56)
We choose
ψ2(x1) =
1
2
(x1 − iǫ)
−1, (57)
which satisfies the equation for ψ2 and also requirement (i).
For j = 3 we have
2ψ˙0ψ˙3 + 2ψ˙1ψ˙2 + 8ψ1ψ4 + 12ψ2ψ3 = 0, (58)
which simplifies to
ψ˙3 + 3(x1 − iǫ)
−1ψ3 = 0. (59)
Any multiple of (x1 − iǫ)−3 is a solution
ψ3 = p3(x1 − iǫ)
−3, p3 ∈ C. (60)
For j = 4 we have
2ψ˙0ψ˙4 + 2ψ˙1ψ˙3 + ψ˙
2
2 + 10ψ1ψ5 + 16ψ2ψ4 + 9ψ
2
3 = 0, (61)
which simplifies to
ψ˙4 +
1
8
(x1 − iǫ)
−4 + 4(x1 − iǫ)
−1ψ4 +
9
2
p23(x1 − iǫ)
−6 = 0. (62)
The general solution to this equation is
ψ4(x1) = −
1
8
(x1 − iǫ)
−3 +
9
2
p23(x1 − iǫ)
−5 + p4(x1 − iǫ)
−4, p4 ∈ C. (63)
For j = 5 we have
2ψ˙5ψ˙0 + 2ψ˙4ψ˙1 + 2ψ˙3ψ˙2 + 12ψ6ψ1 + 20ψ5ψ2 + 24ψ4ψ3 = 0, (64)
which simplifies to
ψ˙5 + 5(x1 − iǫ)
−1ψ5 + 54p
3
3(x1 − iǫ)
−8 + 12p3p4(x1 − iǫ)
−7 = 0. (65)
The general solution to this equation is
ψ5(x1) = 27p
3
3(x1 − iǫ)
−7 + 12p3p4(x1 − iǫ)
−6
+ p5(x1 − iǫ)
−5, p5 ∈ C. (66)
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We can continue, in principle, to solve like this to find all the functions ψj ,
j = 0, . . . ,M .
In order to use requirement (iii), note that
2∇′Ψ · ∇′v0 + (∆
′Ψ)v0
=
2M−2∑
j=0
xj2
j∑
l=0
[
2v˙0;lψ˙j−l + 2(l + 1)(j − l + 1)v0;l+1ψj−l+1
+v0;l
(
ψ¨j−l + (j − l + 1)(j − l + 2)ψj−l+2
)]
+
2M∑
j=2M−1
xj2
j∑
l=0
[
2v˙0;lψ˙j−l + v0;lψ¨j−l
]
. (67)
For j = 0, requirement (iii) gives
2v˙0;0ψ˙0 + 2v0;1ψ1 + v0;0(ψ¨0 + 2ψ2) = 0, (68)
which simplifies to
v˙0;0 +
1
2
(x1 − iǫ)
−1v0;0 = 0. (69)
We then choose
v0;0 = (x1 − iǫ)
− 1
2 . (70)
For j = 1 we have
2v˙0;0ψ˙1+2v˙0;1ψ˙0+4v0;1ψ2+4v0;2ψ1+v0;0(ψ¨1+6ψ3)+v0;1(ψ¨0+2ψ2) = 0, (71)
which simplifies to
v˙0;1 +
3
2
(x1 − iǫ)
−1v0;1 + 3p3(x1 − iǫ)
− 7
2 = 0. (72)
The general solution to this equation is
v0;1 = 3p3(x1 − iǫ)
− 5
2 + q1(x1 − iǫ)
− 3
2 , q1 ∈ C. (73)
All other vk;j can also be determined in the same manner.
3.1.2 Estimate for the remainder term
If we want the definitions (42), (45)-(47), to be meaningful, we need to show
that the remainder term rτ can be controlled as λ→∞.
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In order to see by how much eτx0eiτΨaτ fails to be harmonic, first note
the following basic calculus result:
τme−τκx
2
2 ≤ Cmx
−2m
2 . (74)
By requirements (i)-(iv), and also by making sure that inf{x1 : x ∈ Ω} > 0,
we have ∣∣eiτΨτ 2(1− |∇′Ψ|2)aτ ∣∣ ≤ C|τ |−M−32 , (75)
and in fact more generally (for fixed δ!)
∣∣∂kj [eiτΨτ 2(1− |∇′Ψ|2)aτ]∣∣ ≤ C|τ |−M−3−3k2 . (76)
Similarly∣∣∂kj iτeiτΨ [(2∇′Ψ · ∇′aτ + (∆′ψ)aτ ) + (∆′aτ )]∣∣ ≤ C|τ |−M−1−3k2 . (77)
In the above estimate we need to be careful with the terms involving deriva-
tives of χ or h that are generated by the ∇′aτ and ∆′aτ terms. First note
that there is in fact no such term involving derivatives of h since ∇′Ψ · ∇′aτ
only contains derivatives with respect to x1 and x2, and also ∆
′′′aτ = 0 as
h is harmonic. As for the terms containing derivatives of χ, those are all
supported in { δ
2
≤ x2 ≤ δ}, so they may be controlled by a bound of the
form Ce−τκδ
2
.
It follows that
||(τ 2 +∆′)eiτΨaτ ||Hk(Ω) = O(|τ |
−M−3−3k
2 ). (78)
The remainder term rτ satisfies the equation
e∓λx0∆
(
e±λx0rτ
)
= −e±iσx0 [τ 2 +∆′]
(
eiτΨaτ
)
. (79)
We have
||e∓λx0∆
(
e±λx0rτ
)
||Hk(Ω) ≤ Ck,σ||[τ
2 +∆′]
(
eiτΨaτ
)
||Hk(Ω) = O(|τ |
−M−3−3k
2 ).
(80)
It then follows (e.g. [8, Proposition 2]) that there exists an rτ such that
||rτ ||Hk(Ω) = O(|τ |
−M−1−3k
2 ). (81)
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3.2 Application of a stationary phase theorem
Here we will plug the harmonic funcitons constructed above into the identity
(25). Before doing so, it is useful to start with a few preparatory calculations.
We observe that
∇u±τ = τe
±τx0eiτΨ(±aτ~e0 + i(∇
′Ψ)aτ + τ
−1∇′aτ +∇rτ ). (82)
This can be expanded in powers of τ−1 and x2 as follows
V +τ := τ
−1e−τx0e−iτΨ∇u+τ
= χh
[
(v0;0 + v0;1x2 + v0;2x
2
2 + τ
−1v1;0 + v0;3x
3
2 + v1;1τ
−1x2)~e0
+
[
iv0;0 + iv0;1x2 + i(v0;2 + v0;0ψ˙2)x
2
2 + (iv1;0 + v˙0;0)τ
−1
+i(v0;3 + v0;1ψ˙2 + v0;0ψ˙3)x
3
2 + (iv1;1 + v˙0;1)τ
−1x2
]
~e1
+
[
2iv0;0ψ2x2 + i(2v0;1ψ2 + 3v0;0ψ3)x
2
2 + v0;1τ
−1
+i(2v0;2ψ2 + 3v0;1ψ3 + 4v0;0ψ4)x
3
2 + (2iv1;0ψ2 + 2v0;2)τ
−1x2
]
~e2
]
+ τ−1
[
δ−1χ˙h~e2 + χ∇
′′′h
]
(v0;0 + v0;1x2) + · · · , (83)
where the omitted terms contain a power of x2 larger than 3, or a power of
τ−1 larger than 1, or τ−1 times a power of x2 larger than 1. Let ~α = ~e0+ i~e1.
Regrouping terms we can write
V +τ = χh
[
v0;0~α + x2 [v0;1~α + 2iv0;0ψ2~e2]
+ x22
[
v0;2~α + iv0;0ψ˙2~e1 + i(2v0;1ψ2 + 3v0;0ψ3)~e2
]
+ τ−1 [v1;0~α + v˙0;0~e1 + v0;1~e2]
+ x32
[
v0;3~α + i(v0;1ψ˙2 + v0;0ψ˙3)~e1 + i(2v0;2ψ2 + 3v0;1ψ3 + 4v0;0ψ4)~e2
]
+ τ−1x2 [v1;1~α + v˙0;1~e1 + (2iv1;0ψ2 + 2v0;2)~e2]
]
+ τ−1
[
δ−1χ˙h~e2 + χ∇
′′′h
]
(v0;0 + v0;1x2) + · · · , (84)
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and similarly
(−1)V −τ := (−1)τ
−1eτx0eiτΨ∇u−τ
= χh
[
v0;0~α + x2
[
v0;1~α + 2iv0;0ψ2~e2
]
+ x22
[
v0;2~α + iv0;0ψ˙2~e1 + i(2v0;1ψ2 + 3v0;0ψ3)~e2
]
+ τ−1
[
v1;0~α− v˙0;0~e1 − v0;1~e2
]
+ x32
[
v0;3~α + i(v0;1ψ˙2 + v0;0ψ˙3)~e1 + i(2v0;2ψ2 + 3v0;1ψ3 + 4v0;0ψ4)~e2
]
+ τ−1x2
[
v1;1~α− v˙0;1~e1 + (2iv1;0ψ2 − 2v0;2)~e2
] ]
− τ−1
[
δ−1χ˙h~e2 + χ∇
′′′h
]
(v0;0 + v0;1x2) + · · · . (85)
We choose
w1 = u
+
1;τ , w2 = u
+
2;τ , w3 = u
−
3;2τ , (86)
where the numerical indices indicate that we might have different choices in
the constants pj ,etc., and different choices of harmonic functions h1, h2, and
h3. For the various constants that appear in the expansions of our special
solutions we will use a superscript to indicate the solution to which it belongs.
For example p21 will be the p1 constant associated to solution 2.
For convenience, we choose pj3 = p
j
4 = p
j
5 = 0 for j = 1, 2, 3. This will
simplify somewhat the computations that will follow below.
With these choices
eτx0eiτΨ1eτx0eiτΨ2e−2τx0e−2iτΨ3 = e4iσx0ei(τΨ1+τΨ2−2τΨ3), (87)
where we can expand
τΨ1 + τΨ2 − 2τΨ3 = 4iσx1 + σF1 + λF2, (88)
with
F1 =
2ix1
x21 + ǫ
2
x22 −
i
2
x31 − 3x1ǫ
2
(x21 + ǫ
2)3
x42 + O(x
6
2), (89)
F2 =
2iǫ
x21 + ǫ
2
x22 +
i
2
ǫ3 − 3x21ǫ
(x21 + ǫ
2)3
x42 + O(x
6
2). (90)
We can write
τ−2τ−1
1
2
C : ∇w1 ⊗∇w2 ⊗∇w3
= eiλF2e4iσx0e−4σx1eiσF1C : V +1;τ ⊗ V
+
2;τ ⊗ V
−
3;2τ . (91)
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We would like to quote here a suitable stationary phase theorem, slightly
addapted from the source to fit our particular circumstances.
Theorem 3 (see [10, Theorem 7.7.5]). Let 0 ∈ I ⊂ R be a bounded interval.
Let X be an open neighborhood of I. If U ∈ C2k0 (I), F ∈ C
3k+1(X) and
Im F ≥ 0 in X, F ′(0) = 0, F ′′(0) 6= 0, F ′ 6= 0 in I \ {0}. Let
G(t) = F (t)− F (0)−
1
2
F ′′(0)t2 (92)
and
LjU =
∑
ν−µ=j
∑
2ν≥3µ
i−j
1
ν!µ!
(
−
1
2F ′′(0)
)ν
d2ν
dt2ν
(GµU) (0). (93)
Then∣∣∣∣∣∣
∫
I
eiλF (t)U(t)− eiλF (0)
(
2πi
λF ′′(0)
) 1
2 ∑
j<k
λ−jLjU
∣∣∣∣∣∣ ≤ Cλ−k||U ||C2k(I). (94)
With the following definitions, this theorem can be applied to the integral
in the x2 variable. We define
U = (−1)eiσF1C : V +1;τ ⊗ V
+
2;τ ⊗ V
−
3;2τ , F (x2) = F2(x2), (95)
which then gives
G(x2) = F2(x2)− F2(0)−
1
2
F ′′2 (0)x
2
2 =
i
2
ǫ3 − 3x21ǫ
(x21 + ǫ
2)3
x42 + O(x
6
2). (96)
Here we treat F2 as a function of x2. With this G we have
L0(U) = U |x2=0, (97)
L1(U) =
1
8ǫ
[
(x21 + ǫ
2)∂22U +
1
8
3x21 − ǫ
2
x21 + ǫ
2
U
]
x2=0
, (98)
and
L2(U) =
1
128ǫ2
[
(x21 + ǫ
2)2∂42U +
15(3x21 − ǫ
2)
2
∂22U +
105(3x21 − ǫ
2)2
16(x21 + ǫ
2)2
U
]
x2=0
.
(99)
Theorem 3 gives that
τ−2τ−1
(−1)
2
∫
C : ∇w1 ⊗∇w2 ⊗∇w3 dx2
=
(
π
x21 + ǫ
2
2λǫ
) 1
2
e4iσx0e−4σx1
[
L0(U) + λ
−1L1(U) + λ
−2L2(U)
]
+ O(λ−
7
2 ). (100)
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3.3 S is zero
The first order (in λ) term in the expansion comes from
U |x2=0 = h1(x
′′′)h2(x
′′′)h3(x
′′′)(x1 − iǫ)
− 1
2 (x21 + ǫ
2)−
1
2
× C(x0, x1, 0, x
′′′) : ~α⊗ ~α⊗ ~α + O(λ−1), (101)
so, recalling the decomposition C = S +D, we have
0 = −
(
2ǫ
π
) 1
2
lim
λ→∞
λ
1
2 τ−2τ−1
1
2
∫
S : ∇u1 ⊗∇u2 ⊗∇u3 dx
=
∫
e−4σx1Sˆ(4σ, x1, 0, x
′′′) : ~α⊗ ~α⊗ ~α
× (x1 − iǫ)
− 1
2h1(x
′′′)h2(x
′′′)h3(x
′′′) dx1 dx
′′′. (102)
In the above Sˆ is the Fourier transform of S with respect to the x0 variable.
We need the following
Lemma 3.1. Let I be a bounded interval in R that does not contain the
origin, µ > 0, and ǫ0 > 0. Let f ∈ L2(I) be such that∫
I
f(t)(t− iǫ)−µ dt = 0, ∀ǫ ∈ (0, ǫ0). (103)
Then f = 0.
Proof. We have ∀ǫ ∈ (0, ǫ0)
0 =
∫
I
f(t)(t− iǫ)−µ dt
=
∞∑
k=0
(iǫ)k
µ(µ+ 1) · · · (µ+ k − 1)
k!
∫
I
f(t)t−µt−k dt. (104)
It follows that for all k = 0, 1, . . .∫
I
f(t)t−µt−k dt = 0, (105)
so f = 0, since span {t−k}∞k=0 is dense in L
2(I).
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Using Lemma 3.1 we can conclude that∫
Sˆ(4σ, x1, 0, x
′′′) : ~α⊗ ~α⊗ ~αh1(x
′′′)h2(x
′′′)h3(x
′′′) dx′′′ = 0. (106)
It is known that {h1h2h3 : hj harmonic, j = 1, 2, 3} is dense in L2(BR
n−2
R ),
so we have
Sˆ(4σ, x1, 0, 0) : ~α⊗ ~α⊗ ~α = 0, (107)
which implies that
S(x0, x1, 0, 0) : ~α⊗ ~α⊗ ~α = 0. (108)
Since we can translate our coordinate system at will, it follows that
S(x) : ~α⊗ ~α⊗ ~α = 0, ∀x ∈ Ω. (109)
Recall that ~α = ~e0 + i~e1. More generally, since the coordinate system can
also be arbitrarily rotated, we see that
S : ~α⊗ ~α⊗ ~α = 0, (110)
for any ~α ∈ C3 such that ~α · ~α = 0. By Hilbert’s Nullstellensatz we then
deduce that there exists ~c : Ω→ C3 such that
S : ~β ⊗ ~β ⊗ ~β = (~c · ~β)(~β · ~β), ∀β ∈ C3. (111)
Since S is symmetric in all indices, by polarization, for vectors ~β1, ~β2, ~β3 ∈ C3
we have
S : ~β1 ⊗ ~β2 ⊗ ~β3 =
1
3
[
(~c · ~β1)(~β2 · ~β3) + (~c · ~β2)(~β1 · ~β3) + (~c · ~β3)(~β1 · ~β2)
]
.
(112)
We can isolate S in (25). Since we have established (112), we can now
use classical CGO solutions. To this end, let ~ξ, ~µ ∈ R3 \ {0} such that ~ξ ⊥ ~µ,
|~µ| = 1, and
~ζ± =
1
2
~ξ ±
i
2
|~ξ|~µ. (113)
It is easy to check that
~ζ+ · ~ζ+ = ~ζ− · ~ζ− = 0, ~ζ+ · ~ζ− =
1
2
|~ξ|2. (114)
With these choices ei
~ζ±·~x is a harmonic function.
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Let
u1 = u2 = e
i~ζ+·~x, u3 = e
2i~ζ−·~x. (115)
Note that by (25) we have
3
∫
S : ∇u1 ⊗∇u2 ⊗∇u3 dx =
∫
C :
(
∇u1 ⊗∇u2 ⊗∇u3
+∇u2 ⊗∇u3 ⊗∇u1 +∇u3 ⊗∇u2 ⊗∇u1
)
dx = 0. (116)
Then
0 = Sˆ(ξ) : ~ζ+ ⊗ ~ζ+ ⊗ ~ζ− =
1
3
(F~c · ~ζ+)|~ξ|
2. (117)
Similarly, if we choose
u1 = u2 = e
i~ζ−·~x, u3 = e
2i~ζ+·~x, (118)
we get
0 = FS(ξ) : ~ζ− ⊗ ~ζ− ⊗ ~ζ+ =
1
3
(F~c · ~ζ−)|~ξ|
2. (119)
Adding and subtracting the two gives
F~c · ~ξ = F~c · ~µ = 0, (120)
so F~c = 0, which implies S = 0.
3.4 C is zero
3.4.1 The order λ−
3
2 term
The expansions we have for the V ±τ terms give an expansion for C : V
+
1;τ ⊗
V +2;τ ⊗ V
−
3;2τ in powers of λ
−1 and x2. The fact that S = 0 implies that the
λ0x02 term is zero. In order to obtain the next order in λ
−1 information from
(100), we need to compute the λ−1x02 term of the expansion, as well as the
λ0x22 term. A quick inspection of the expansions (84) and (85) shows that
this term will be a polynomial of order 1 in the arbitrary constants qj1. Since
these can be chosen independently, the coefficient of each one will give us
an independent identity. In order to simplify our computations, we will only
write down terms that contain a qj1 factor.
We begin with the order λ−1x02 of the expansion of C : V
+
1;τ ⊗ V
+
2;τ ⊗ V
−
3;2τ .
It is easy to see that this is
χ3h1h2h3C :
[
v10;1|v0;0|
2~e2 ⊗ ~α⊗ ~α + v
2
0;1|v0;0|
2~α⊗ ~e2 ⊗ ~α
+
1
2
v30;1(v0;0)
2~α⊗ ~α⊗ ~e2
]
. (121)
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The λ0x22 term is made up of expressions obtained in two different ways,
which we will refer to using the suggestive labels “x22×1×1” and “x2×x2×1”.
The “x22 × 1× 1” contribution is
χ3h1h2h3C :
[
2i|v0;0|
2ψ2v
1
0;1~e2 ⊗ ~α⊗ ~α+ 2i|v0;0|
2ψ2v
2
0;1~α⊗ ~e2 ⊗ ~α
+ 2i(v0;0)
2ψ2v
3
0;1~α⊗ ~α⊗ ~e2
]
. (122)
The “x2 × x2 × 1” contribution is
χ3h1h2h3C :
[
2i|v0;0|
2ψ2v
1
0;1~α⊗ ~e2 ⊗ ~α+ 2i|v0;0|
2ψ2v
1
0;1~α⊗ ~α⊗ ~e2
2i|v0;0|
2ψ2v
2
0;1~e2 ⊗ ~α⊗ ~α + 2i|v0;0|
2ψ2v
2
0;1~α⊗ ~α⊗ ~e2
+ 2i(v0;0)
2ψ2v30;1~e2 ⊗ ~α⊗ ~α + 2i(v0;0)
2ψ2v30;1~α⊗ ~e2 ⊗ ~α
]
. (123)
Before adding these terms up, observe that since S = 0 we have
C : (~e2 ⊗ ~α⊗ ~α + ~α⊗ ~e2 ⊗ ~α+ ~α⊗ ~α⊗ ~e2) = 0. (124)
The relevant part of the λ0x22 term is then
2i(ψ2 − ψ2)χ
3h1h2h3
[
|v0;0|
2v10;1 + |v0;0|
2v20;1 + (v0;0)
2v30;1
]
× C : ~α⊗ ~α⊗ ~e2 (125)
In order to compute the λ0 order term in L1(U) we also need to account
for the term
∂22(e
iσF1C) : V1;τ ⊗ V2;τ ⊗ V 3;−2τ
∣∣
x2=0
= h1h2h3∂
2
2(e
iσF1C) : ~α⊗ ~α⊗ ~α
∣∣
x2=0
+ O(λ−1)
= O(λ−1). (126)
This shows that it will contribute nothing to our computation.
Note that
2i
x21 + ǫ
2
4ǫ
(ψ2 − ψ2) =
1
2
. (127)
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We therefore get that the λ−1 order term of L0(U) + λ
−1L1(U) is
h1h2h3C|x2=0 :
[
|v0;0|
2v10;1
1
2
(~e2 ⊗ ~α⊗ ~α− ~α⊗ ~e2 ⊗ ~α)
+ |v0;0|
2v20;1
1
2
(~α⊗ ~e2 ⊗ ~α− ~e2 ⊗ ~α⊗ ~α)
+ (v0;0)
2v30;1~α⊗ ~α⊗ ~e2
]
(128)
We first use the q31 term to obtain the identity
0 =
∫
e−4σx1Cˆ(4σ, x1, 0, x
′′′) : ~α⊗ ~α⊗ ~e2
× (x1 − iǫ)
− 1
2 (x1 + iǫ)
−1h1(x
′′′)h2(x
′′′)h3(x
′′′) dx1 dx
′′′. (129)
In order to continue, we will need an analogue of Lemma 3.1.
Lemma 3.2. Let I be a bounded interval in R that does not contain the
origin, and let ǫ0 > 0. Let f ∈ L2(I) be such that∫
I
f(t)(t− iǫ)−
1
2 (t+ iǫ)−1 dt = 0, ∀ǫ ∈ (0, ǫ0). (130)
Then f = 0.
Proof. The proof works in the same way as that of Lemma 3.1. In order to
have the conclusion, we only need to show that the Taylor expansion at z = 0
of the function (1− z)−
1
2 (1 + z)−1 does not contain any zero coefficients. To
see that this is the case, first note that
(1− z)−
1
2 =
∞∑
j=0
(2j − 1)!!
2jj!
zj , (1 + z)−1 =
∞∑
j=0
(−1)jzj . (131)
Then
(1− z)−
1
2 (1 + z)−1 =
∞∑
j=0
(−1)jzj
j∑
l=0
(−1)l
(2l − 1)!!
2ll!
. (132)
Take two successive terms from the second sum on the right hand side
(2l − 1)!!
2ll!
−
(2l + 1)!!
2l+1(l + 1)!
=
(2l − 1)!!
2ll!
(
1−
2l + 1
2(l + 1)
)
> 0. (133)
We then see that
∑j
l=0(−1)
l (2l−1)!!
2ll!
can be written as a sum of positive terms,
therefore it is non-zero for every j.
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We can now in the same way as above conclude that
C(x) : ~α⊗ ~α⊗ ~e2 = 0, ∀x ∈ Ω, (134)
which implies
2C(x) : ~e2⊗ ~α⊗ ~α = C(x) : (~e2⊗ ~α⊗ ~α+ ~α⊗~e2⊗ ~α) = 0, ∀x ∈ Ω. (135)
Putting everything together, we have
C(x) : ~e2⊗~α⊗~α = C(x) : ~α⊗~e2⊗~α = C(x) : ~α⊗~α⊗~e2 = 0, ∀x ∈ Ω. (136)
If we take the real part of (136) we get, for example, that
C(x) : ~e0 ⊗ ~e0 ⊗ ~e2 = C(x) : ~e1 ⊗ ~e1 ⊗ ~e2, ∀x ∈ Ω. (137)
We will later need to use the following consequence of (137) that follows from
a simple relabeling of axes
C(x) : ~ej ⊗ ~ej ⊗ ~ek = C(x) : ~el ⊗ ~el ⊗ ~ek, ∀x ∈ Ω, j 6= k 6= l. (138)
If we take the imaginary part of C(x) : ~α⊗ ~α⊗ ~e2 we get that
C(x) : ~e0 ⊗ ~e1 ⊗ ~e2 = 0, ∀x ∈ Ω. (139)
Since the choice of coordinate axes is arbitrary, we can conclude that for any
three mutually orthogonal vectors ~µ1, ~µ2, ~µ3 ∈ R1+n we have
C(x) : ~µ1 ⊗ ~µ2 ⊗ ~µ3 = 0, ∀x ∈ Ω. (140)
3.4.2 The λ−
5
2 term
Here we will look at terms of order λ−
5
2 in (100). As above, in order to avoid
tedious computation we will only write down terms that contain a qj1q
k
1 , j 6= k,
term.
In terms of the expansion of C : V +1;τ ⊗ V
+
2;τ ⊗ V
−
3;2τ , we need to compute
the relevant terms of order λ−2x02, λ
−1x22, and λ
0x42. All other orders do not
contain terms that would satisfy our criteria. Implicit in this statement is
the fact that we only need to collect terms from L0(U) and L1(U).
There are two ways to obtain a λ−2x02 term, which we can denote “λ
−2×
1 × 1” and λ−1 × λ−1 × 1. Only the later contributes relevant terms. These
are
χ3h1h2h3C :
[
v10;1v
2
0;1v0;0~e2 ⊗ ~e2 ⊗ ~α
−
1
2
v10;1v
3
0;1v0;0~e2 ⊗ ~α⊗ ~e2 −
1
2
v20;1v
3
0;1v0;0~α⊗ ~e2 ⊗ ~e2
]
(141)
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The relevant order λ−1 term in L1(U) is obtained just from the ∂
2
2 part
of that operator, the other term containing no qj1q
k
1 factors. It is therefore
enough to identify the λ−1x22 terms in the expansion of C : V
+
1;τ ⊗V
+
2;τ ⊗V
−
3;2τ .
There are four ways to obtain λ−1x22. The first is picking one term of order
λ−1x22 from one of the V
±
τ , multiplied by the zero order terms from the other
two factors. This way produces no relevant terms. The other three ways could
be abbreviated as “τ−1 × x22 × 1”, “τ
−1x2 × x2 × 1”, and “τ−1 × x2 × x2”.
The “τ−1 × x22 × 1” terms are
χ3h1h2h3C :
[
2iv10;1v
2
0;1ψ2v0;0~e2 ⊗ ~e2 ⊗ ~α + 2iv
1
0;1v
3
0;1ψ2v0;0~e2 ⊗ ~α⊗ ~e2
+ 2iv20;1v
1
0;1ψ2v0;0~e2 ⊗ ~e2 ⊗ ~α + 2iv
2
0;1v
3
0;1ψ2v0;0~α⊗ ~e2 ⊗ ~e2
− iv30;1v
1
0;1ψ2v0;0~e2 ⊗ ~α⊗ ~e2 − iv
3
0;1v
2
0;1ψ2v0;0~α⊗ ~e2 ⊗ ~e2
]
. (142)
The “τ−1x2 × x2 × 1” terms are
χ3h1h2h3C :
[
v˙10;1v
2
0;1v0;0~e1 ⊗ ~α⊗ ~α + v˙
1
0;1v
3
0;1v0;0~e1 ⊗ ~α⊗ ~α
+ v˙20;1v
1
0;1v0;0~α⊗ ~e1 ⊗ ~α+ v˙
2
0;1v
3
0;1v0;0~α⊗ ~e1 ⊗ ~α
−
1
2
v˙30;1v
1
0;1v0;0~α⊗ ~α⊗ ~e1 −
1
2
v˙30;1v
2
0;1v0;0~α⊗ ~α⊗ ~e1
]
. (143)
The “τ−1 × x2 × x2” terms are
χ3h1h2h3C :
[
v˙0;0v
2
0;1v
3
0;1~e1⊗~α⊗~α+v˙0;0v
1
0;1v
3
0;1~α⊗~e1⊗~α−
1
2
v˙0;0v
1
0;1v
2
0;1~α⊗~α⊗~e1
+ 2iv10;1v
2
0;1v0;0ψ2~e2 ⊗ ~α⊗ ~e2 + 2iv
1
0;1v
3
0;1v0;0ψ2~e2 ⊗ ~e2 ⊗ ~α
+ 2iv20;1v
1
0;1v0;0ψ2~α⊗ ~e2 ⊗ ~e2 + 2iv
2
0;1v
3
0;1v0;0ψ2~e2 ⊗ ~e2 ⊗ ~α
− iv30;1v
1
0;1v0;0ψ2~α⊗ ~e2 ⊗ ~e2 − iv
3
0;1v
2
0;1v0;0ψ2~e2 ⊗ ~α⊗ ~e2
]
. (144)
It may at first seem that a few terms containing factors like C : ∇′′′h1 ⊗
~α ⊗ ~α or C : ∇′′′h1 ⊗ ~e2 ⊗ ~α should also appear here. Note however that by
(136), the fact that ∇′′′h1 ⊥ ~α, and the freedom to choose coordinate axes
we can conclude that factors like C : ∇′′′h1⊗~α⊗~α are in fact zero. A similar
comment can be made about the other kind of terms. These can be seen to
be zero by (140), since ∇′′′hj , ~e0, ~e1, ~e2 are mutually orthogonal.
The relevant order λ0 term in L2(U) is obtained from the ∂
4
2 part of the
operator acting on the λ0x42 term in the expansion of C : V
+
1;τ ⊗ V
+
2;τ ⊗ V
−
3;2τ .
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There are ways of obtaining λ0x42, namely “x
4
2 × 1 × 1”, “x
3
2 × x2 × 1”,
“x22 × x
2
2 × 1”, and “x
2
2 × x2 × x2”. There are no relevant terms that can be
obtained via “x42 × 1× 1”.
The “x32 × x2 × 1” terms are
χ3h1h2h3C :
[
iψ˙2v0;0v
1
0;1v
2
0;1~e1 ⊗ ~α⊗ ~α+ iψ˙2v0;0v
1
0;1v
3
0;1~e1 ⊗ ~α⊗ ~α
+ iψ˙2v0;0v
2
0;1v
1
0;1~α⊗ ~e1 ⊗ ~α+ iψ˙2v0;0v
2
0;1v
3
0;1~α⊗ ~e1 ⊗ ~α
+ iψ˙2v0;0v
3
0;1v
1
0;1~α⊗ ~α⊗ ~e1 + iψ˙2v0;0v
3
0;1v
2
0;1~α⊗ ~α⊗ ~e1
]
. (145)
The “x22 × x
2
2 × 1” terms are
(−4)χ3h1h2h3C :
[
(ψ2)
2v0;0v
1
0;1v
2
0;1~e2 ⊗ ~e2 ⊗ ~α + |ψ2|
2v0;0v
1
0;1v
3
0;1~e2 ⊗ ~α⊗ ~e2
+ |ψ2|
2v0;0v
2
0;1v
3
0;1~α⊗ ~e2 ⊗ ~e2
]
. (146)
The “x22 × x2 × x2” terms are
χ3h1h2h3C :
[
iv0;0ψ˙2v
2
0;1v
3
0;1~e1 ⊗ ~α⊗ ~α− 4v0;0|ψ2|
2v10;1v
2
0;1~e2 ⊗ ~α⊗ ~e2
− 4v0;0(ψ2)
2v10;1v
3
0;1~e2 ⊗ ~e2 ⊗ ~α
+ iv0;0ψ˙2v
1
0;1v
3
0;1~α⊗ ~e1 ⊗ ~α− 4v0;0|ψ2|
2v20;1v
1
0;1~α⊗ ~e2 ⊗ ~e2
− 4v0;0(ψ2)
2v20;1v
3
0;1~e2 ⊗ ~e2 ⊗ ~α
+ iv0;0ψ˙2v
1
0;1v
2
0;1~α⊗ ~α⊗ ~e1 − 4v0;0|ψ2|
2v30;1v
1
0;1~α⊗ ~e2 ⊗ ~e2
− 4v0;0|ψ2|
2v30;1v
2
0;1~e2 ⊗ ~α⊗ ~e2
]
(147)
We must now put together all the above contributions to the order λ−2
term of L0(U) + λ
−1L1(U) + λ
−2L2(U). We choose parameters q
1
1 = q
2
1 = q.
Furthermore, we will from now on only consider terms that contain the factor
qq31.
Using the fact that S = 0, which implies the symmetries
2C : ~e1 ⊗ ~α⊗ ~α = 2C : ~α⊗ ~e1 ⊗ ~α = −C : ~α⊗ ~α⊗ ~e1, (148)
2C : ~e2 ⊗ ~α⊗ ~e2 = 2C : ~α⊗ ~e2 ⊗ ~e2 = −C : ~e2 ⊗ ~e2 ⊗ ~α, (149)
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we compute the contribution from L2(U) to the coefficient of λ
−2qq31 to be
(−1)
3
4ǫ
(x1 − iǫ)
− 1
2 (x21 + ǫ
2)−
3
2h1h2h3Cx2=0
:
[
x1~α⊗ ~α⊗ ~e1 + (x1 + iǫ)~e2 ⊗ ~e2 ⊗ ~α
]
. (150)
Similarly we compute the contribution from L1(U) to the coefficient of λ
−2qq31
to be
1
4ǫ
(x1 − iǫ)
− 1
2 (x21 + ǫ
2)−
3
2h1h2h3Cx2=0
:
[1
2
(
4(x1 + iǫ) + 3(x1 − iǫ)
)
~α⊗ ~α⊗ ~e1
+ i
(
3(x1 + iǫ)− (x1 − iǫ)
)
~e2 ⊗ ~e2 ⊗ ~α
]
. (151)
The contribution from L0(U) to the coefficient of λ
−2qq31 is
1
2
(x1 − iǫ)
− 1
2 (x21 + ǫ
2)−
3
2h1h2h3Cx2=0 : ~e2 ⊗ ~e2 ⊗ ~α. (152)
Adding these we obtain that the coefficient of λ−2qq31 in L0(U)+λ
−1L1(U)+
λ−2L2(U) is
1
4ǫ
(x1 + iǫ)(x1 − iǫ)
− 1
2 (x21 + ǫ
2)−
3
2h1h2h3Cx2=0
:
[1
2
~α⊗ ~α⊗ ~e1 + (3− 2i)~e2 ⊗ ~e2 ⊗ ~α
]
(153)
From (100) we now get the identity
0 =
∫
e−4σx1Cˆ(4σ, x1, 0, x
′′′) :
[1
2
~α⊗ ~α⊗ ~e1 + (3− 2i)~e2 ⊗ ~e2 ⊗ ~α
]
× (x1 − iǫ)
− 3
2h1(x
′′′)h2(x
′′′)h3(x
′′′) dx1 dx
′′′. (154)
Repeating the same method of proof we have used above, we can conclude
that
C(x) :
[1
2
~α⊗ ~α⊗ ~e1 + (3− 2i)~e2 ⊗ ~e2 ⊗ ~α
]
= 0, ∀x ∈ Ω. (155)
If we take the real part of this identity we get
C(x) :
[1
2
~e0 ⊗ ~e0 ⊗ ~e1 + 3~e2 ⊗ ~e2 ⊗ ~e0 + 2~e2 ⊗ ~e2 ⊗ ~e1
]
= 0, ∀x ∈ Ω. (156)
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Using (138) this becomes
C(x) :
[
3~e2 ⊗ ~e2 ⊗ ~e0 +
5
2
~e2 ⊗ ~e2 ⊗ ~e1
]
= 0, ∀x ∈ Ω. (157)
If we take the imaginary part of (155) we get
C(x) :
[
~e0 ⊗ ~e1 ⊗ ~e1 + 3~e2 ⊗ ~e2 ⊗ ~e1 − 2~e2 ⊗ ~e2 ⊗ ~e0
]
= 0, ∀x ∈ Ω. (158)
Using (138) again we have
C(x) :
[
~e0 ⊗ ~e2 ⊗ ~e2 + 3~e2 ⊗ ~e2 ⊗ ~e1 − 2~e2 ⊗ ~e2 ⊗ ~e0
]
= 0, ∀x ∈ Ω. (159)
Since S = 0
C : ~e0 ⊗ ~e2 ⊗ ~e2 = −
1
2
C : ~e2 ⊗ ~e2 ⊗ ~e0, (160)
so
C(x) :
[
3~e2 ⊗ ~e2 ⊗ ~e0 −
5
2
~e2 ⊗ ~e2 ⊗ ~e1
]
= 0, ∀x ∈ Ω. (161)
From (157) and (161) we conclude that
C(x) : ~e2 ⊗ ~e2 ⊗ ~e0 = 0, ∀x ∈ Ω. (162)
Combining the fact that S = 0 with (140), (162), and using the freedom
we have to relabel coordinate axes, we have that for all x ∈ Ω, j, k, l =
0, . . . , n
C(x) : ~ej ⊗ ~ej ⊗ ~ej = 0, (163)
C(x) : ~ej⊗~ek⊗~ek = C(x) : ~ek⊗~ej⊗~ek = C(x) : ~ek⊗~ek⊗~ej = 0, j 6= k, (164)
C(x) : ~ej ⊗ ~ek ⊗ ~el = 0, j 6= k 6= l 6= j. (165)
This amounts to C = 0.
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A Summary of the results of computations
We list here for easy reference the results of some of our computations.
A.1 Expansion of solutions
Below we give the first few terms in the expansions of Ψ(x1, x2) and aτ (x1, x2),
which both appear in the construction of the harmonic functions u±τ .
u±τ (x) = e
±λx0
(
e±iσx0eiτΨ(x1,x2)aτ (x1, x2) + rτ (x)
)
(166)
Ψ(x1, x2) =
M∑
j=0
ψj(x1)x
j
2 (167)
aτ (x1, x2) = χ(
x2
δ
)h(x′′′)
M∑
k=0
vk(x1, x2)τ
−k (168)
vk(x1, x2) =
M∑
j=0
vk;j(x1)x
j
2 (169)
ψ0(x1) = x1, ψ1(x1) = 0 (170)
ψ2(x1) =
1
2
(x1 − iǫ)
−1 (171)
ψ3 = p3(x1 − iǫ)
−3, p3 ∈ C (172)
ψ4(x1) = −
1
8
(x1 − iǫ)
−3 +
9
2
p23(x1 − iǫ)
−5 + p4(x1 − iǫ)
−4, p4 ∈ C. (173)
ψ5(x1) = 27p
3
3(x1 − iǫ)
−7 + 12p3p4(x1 − iǫ)
−6
+ p5(x1 − iǫ)
−5, p5 ∈ C. (174)
v0;0 = (x1 − iǫ)
− 1
2 . (175)
v0;1 = 3p3(x1 − iǫ)
− 5
2 + q1(x1 − iǫ)
− 3
2 , q1 ∈ C. (176)
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A.2 The V ±
τ
terms
Here we record the expansions of the quantities V ±τ .
V +τ = τ
−1e−τx0e−iτΨ∇u+τ
= χh
[
v0;0~α + x2 [v0;1~α + 2iv0;0ψ2~e2]
+ x22
[
v0;2~α + iv0;0ψ˙2~e1 + i(2v0;1ψ2 + 3v0;0ψ3)~e2
]
+ τ−1 [v1;0~α + v˙0;0~e1 + v0;1~e2]
+ x32
[
v0;3~α + i(v0;1ψ˙2 + v0;0ψ˙3)~e1 + i(2v0;2ψ2 + 3v0;1ψ3 + 4v0;0ψ4)~e2
]
+ τ−1x2 [v1;1~α + v˙0;1~e1 + (2iv1;0ψ2 + 2v0;2)~e2]
]
+ τ−1
[
δ−1χ˙h~e2 + χ∇
′′′h
]
(v0;0 + v0;1x2) + · · · . (177)
(−1)V −τ := (−1)τ
−1eτx0eiτΨ∇u−τ
= χh
[
v0;0~α + x2
[
v0;1~α + 2iv0;0ψ2~e2
]
+ x22
[
v0;2~α + iv0;0ψ˙2~e1 + i(2v0;1ψ2 + 3v0;0ψ3)~e2
]
+ τ−1
[
v1;0~α− v˙0;0~e1 − v0;1~e2
]
+ x32
[
v0;3~α + i(v0;1ψ˙2 + v0;0ψ˙3)~e1 + i(2v0;2ψ2 + 3v0;1ψ3 + 4v0;0ψ4)~e2
]
+ τ−1x2
[
v1;1~α− v˙0;1~e1 + (2iv1;0ψ2 − 2v0;2)~e2
] ]
− τ−1
[
δ−1χ˙h~e2 + χ∇
′′′h
]
(v0;0 + v0;1x2) + · · · . (178)
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