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Computationally, audio-visual temporal synchrony detection is analogous to visual motion detection in the sense that both solve the
correspondence problem. We examined whether audio-visual synchrony detection is mediated by a mechanism similar to low-level
motion sensors, by one similar to a higher-level feature matching process, or by both types of mechanisms as in the case of visual motion
detection. We found that audio-visual synchrony–asynchrony discrimination for temporally dense random pulse trains was diﬃcult,
whereas motion detection is known to be easy for spatially dense random dot patterns (random dot kinematograms) due to the operation
of low-level motion sensors. Subsequent experiments further indicated that the temporal limiting factor of audio-visual synchrony dis-
crimination is the temporal density of salient features not the temporal frequency of the stimulus, nor the physical density of the stimulus.
These results suggest that audio-visual synchrony perception is based solely on a salient feature matching mechanism similar to that pro-
posed for high-level visual motion detection.
 2007 Elsevier Ltd. All rights reserved.
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In our daily lives, we encounter environments where
visual signals are often accompanied by concomitant audi-
tory signals arising from the same event. Human observers
integrate such an audio-visual signal pair into a coherent
percept of a single multi-modal event. Since it is unlikely
that audio-visual signals of the same physical cause are
far separated in time, it is not surprising that physical tem-
poral proximity (approximate synchrony or simultaneity)
is a critical condition for subjective audio-visual integration
(Munhall, Gribble, Sacco, & Ward, 1996; Shams, Kami-
tani, & Shimojo, 2002; Watanabe & Shimojo, 2001). How-
ever, previous studies have not fully revealed how the
human sensory system detects audio-visual synchrony.
Speciﬁcally, it remains an open problem as to which level0042-6989/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
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tations and algorithms are used for temporal matching
(Marr, 1982).
Several lines of evidence argue against a simple view
that sensory modalities are separate modules that interact
with each other only at post-sensory processing levels
(Shimojo & Shams, 2001; Spence & Driver, 2004). Neuro-
physiological studies have shown the existence of multisen-
sory neurons in the superior colliculus and polisensory
cortex, as well as the existence of cross-modal interactions
even in primary sensory areas (Schroeder & Foxe, 2005;
Stein & Meredith, 1993). It has also been shown that early
components of event-related potentials could be inﬂuenced
by redundant audio-visual information (Lebib, Papo, de
Bode, & Baudonniere, 2003; Musacchia, Sams, Nicol, &
Kraus, 2006; van Wassenhove, Grant, & Poeppel, 2005).
Behaviorally, it has been suggested that the ventriloquist
eﬀect, an illusory visual capture of the spatial location of
an auditory signal occurs at early pre-attentive levels, since
it does not depend on the direction of automatic or
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& Driver, 2000; Vroomen, Bertelson, & de Gelder, 2001),
and can modulate the location of auditory attention
(Spence & Driver, 2000). Other phenomena that could be
interpreted as suggesting early binding of audio-visual sig-
nals include the enhanced audibility/visibility of coupled
audio-visual signals (Odgaard, Arieh, & Marks, 2004;
Sheth & Shimojo, 2004; Stein, London, Wilkinson, & Price,
1996),2 perceptual integration of visual and auditory
motion signals (Meyer, Wuerger, Rohrbein, & Zetzsche,
2005; Soto-Faraco, Spence, & Kingstone, 2005),3 visual
modulation of auditory perception (McGurk & MacDon-
ald, 1976; Soto-Faraco, Navarra, & Alsius, 2004), and
auditory modulation of visual perception (Gebhard &
Mowbray, 1959; Recanzone, 2003; Sekuler, Sekuler, &
Lau, 1997; Shimojo & Shams, 2001; Shipley, 1964). It is
possible to interpret these ﬁndings (audio-visual interac-
tions in anatomically peripheral brain areas, temporally
fast responses, or preattentive sensory processes) to indi-
cate that at least some audio-visual interactions reside at
relatively early processing levels.
However, any argument about the level of processing is
likely to raise controversy unless there is a conceptual clar-
iﬁcation of the potential mechanisms for each level. In
examining the level of processing for audio-visual syn-
chrony detection, our psychophysical study was intended
to investigate functional levels, which may or may not cor-
respond to anatomical hierarchies. As a conceptual frame-
work, we conceived a concrete hypothesis about potential
low- and high-level functional mechanisms for audio-visual
synchrony detection by referring to the mechanisms of a
similar, and more extensively studied problem — visual
motion detection. Computationally, visual motion detec-
tion is analogous to audio-visual temporal synchrony
detection in the sense that both solve the correspondence
problem (Marr, 1982). That is, while the task of audio-
visual synchrony detection is to ﬁnd correspondence
between signals from diﬀerent modalities on the basis of
temporal proximity, the task of visual motion detection is
to ﬁnd correspondence between visual signals on the basis
of spatiotemporal proximity (Dawson, 1991; Ullman,
1979). Although the same problem is shared with other per-
ceptual processes including binocular stereopsis and binau-
ral sound localization (Banks, Burr, & Morrone, 2006), a
merit of comparison with motion detection is that we have
good models for low- and high-level motion processing.4
The extensive study of visual motion detection has so far
revealed the existence of at least two types of detection2 Some eﬀects however might be explained by a response bias change
(Odgaard, Arieh, & Marks, 2003).
3 Audio-visual perceptual integration is not always supported (Alais &
Burr, 2004).
4 Binocular stereopsis is also known to involve multiple mechanisms
(Julesz, 1971; Liu, Stevenson, & Schor, 1994; Ramachandran, Rao, &
Vidyasagar, 1973; Wilcox & Hess, 1997), but it is open as to whether it
includes a high-level feature matching mechanism as proposed for motion
processing (Cavanagh, 1991, 1992; Lu & Sperling, 1995a, 1995b, 2001).mechanisms (e.g., Braddick, 1974; Cavanagh & Mather,
1989; Chubb & Sperling, 1988; Lu & Sperling, 2001; Nish-
ida & Ashida, 2001; Nishida, Ledgeway, & Edwards, 1997;
Nishida & Sato, 1992; Nishida & Sato, 1995). One exploits
low-level specialized sensors that compute motion directly
from raw sensory signals. Braddick (1974) introduced the
notion of low-level motion sensors under the name of the
short-range process to account for his ﬁnding that a ran-
dom dot kinematogram is correctly perceived only with
short displacements. Nowadays, this low level motion
detecting mechanism is more often called the ﬁrst-order
motion sensor, since later studies showed that it is not char-
acterized by the operating spatial range, but by the type of
input signals (a ﬁrst-order spatial property, luminance)
(Cavanagh & Mather, 1989; Chang & Julesz, 1983; Chubb
& Sperling, 1988). The computation of this mechanism is
considered to be a cross-correlation of spatiotemporally
separate luminance signals (Reichardt, 1961) with periphe-
ral spatiotemporal bandpass ﬁlters (van Santen & Sperling,
1985), or nearly mathematically equivalent computation of
spatially local motion energy within a given band of spatio-
temporal frequency (Adelson & Bergen, 1985; Watson &
Ahumada, 1985). The use of raw sensory signals by this
mechanism is suggested by the ﬁnding that the motion sen-
sors are most sensitive within the whole visual system when
the stimuli are low-spatial-frequency and high-temporal-
frequency luminance modulations (Watson & Ahumada,
1985; Watson & Robson, 1981). The visual system may
also include low-level motion sensors specialized for detect-
ing movements of second-order spatial or temporal proper-
ties, such as contrast modulation and ﬂicker modulation
(Cavanagh & Mather, 1989; Chubb & Sperling, 1988; Lu
& Sperling, 1995b; Nishida et al., 1997). These second-
order motion sensors are suggested to have a structure sim-
ilar to the ﬁrst-order motion sensor except for non-linear
preprocessing (Chubb & Sperling, 1988).
In addition to these low-level motion sensors, the visual
system has a high-level motion mechanism, which has been
called the long-range motion process (Braddick, 1974),
attentive tracking (Cavanagh, 1991, 1992), or the third-
order motion mechanism (Lu & Sperling, 1995a, 1995b,
2001). The existence of this mechanism was inferred from
motion perceptions that cannot be detected by ﬁrst-order
motion sensors, or by second-order motion sensors (Cava-
nagh, 1991; Lu & Sperling, 1995a). A representative stimu-
lus is the inter-attribute apparent motion, in which the ﬁrst
element distinguished from the background in an arbitrary
stimulus dimension (e.g., luminance, color, texture, depth,
motion) is perceived to move to the second element deﬁned
by another dimension (Cavanagh, Arguin, & von Gru¨nau,
1989; Lu & Sperling, 1995a). Lu and Sperling (1995a,
1995b, 2001) propose that this high-level motion computa-
tion uses feature-independent, common representation,
which they called stimulus ‘‘salience’’, as input of a motion
detector (a spatiotemporal comparator similar to those for
low-level motion sensors). They used the term salience to
describe the assumed neural process that underlies the
5 This argument followed an idea of considering the perception of dense
random dot stereogram as the evidence of the existence of low-level
binocular stereo mechanism (Julesz, 1971).
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intrinsically a binary variable, salience is a continuous var-
iable, with larger values more likely to be perceived as ﬁg-
ure and smaller values more likely to be perceived as
ground (Lu & Sperling, 2001). The magnitude of salience
depends on the stimulus distinctiveness from the back-
ground and is increased by attention directed to the ﬁgure.
By introducing common feature-independent representa-
tions, their theory can account for the inter-attribute
motion without assuming numerous detectors specialized
for various combinations of features. The theory is also
consistent with other properties of the high-level motion
perception, such as low temporal limits (3–6 Hz) and
strong inﬂuence of attention. The way to compute a sal-
ience map from an input image remains an open question,
but several promising suggestions have been made on this
issue (Itti & Koch, 2001; Li, 2002).
Introducing this dichotomy to the realm of audio-visual
processing, we frame the question as whether audio-visual
synchrony is detected by functionally similar low-level sen-
sors, by a functionally similar higher-level feature match-
ing process, or by both of them as in the case of visual
motion. We assume that a low-level sensor would be a
mechanism that computes the cross-correlation of audio-
visual raw sensory signals. This is a fast process that prop-
erly operates even when stimulus changes are rapid, and
preprocessing, if it exists at all, is a simple temporal ﬁlter-
ing. Diﬀerent sensors are prepared for diﬀerent combina-
tions of visual and auditory attributes. Selection of
matching features is automatic, and aﬀected little by atten-
tion. On the other hand, a high-level process would be a
mechanism that computes the cross-correlation of salient
feature sequences transformed from audio and visual sen-
sory signals. The process to extract and compare salient
features is relatively slow. A common mechanism could
operate for diﬀerent combinations of visual and auditory
attributes. Selection of matching features is strongly
aﬀected by attention.
Within this framework, our previous attempts to iden-
tify the mechanism of audio-visual synchrony detection
(Fujisaki, Koene, Arnold, Johnston, & Nishida, 2006; Fuji-
saki & Nishida, 2005b) could be interpreted to support the
salient-feature-matching hypothesis. We found that the
temporal-frequency limit of audio-visual temporal syn-
chrony perception for repetitive stimuli was as low as
4 Hz (Fujisaki & Nishida, 2005b). Beyond this limit,
although observers could clearly perceive temporal modu-
lations of audio and visual signals, they could not tell
whether they were in synchrony or not (a temporal crowd-
ing eﬀect). Another study showed that the search of a
visual target changing in synchrony with an auditory signal
was serial (Fujisaki et al., 2006). This suggests that atten-
tional selection of the location of visual event should pre-
cede audio-visual synchrony detection. It should also be
mentioned that audio-visual synchrony detection is similar
to the inter-attribute apparent motion in that both have to
bind heterogeneous signals.The purpose of the present study was to obtain further
support for the salient-feature matching hypothesis for
audio-visual synchrony perception, using the experimental
paradigms established in studies of visual motion.
The ability to perceive clear motion in spatially dense
random dot patterns, which contain no salient features,
has been regarded as evidence of the existence of low-level
motion sensors (Braddick, 1974; Braddick, 1980).5 The
high-level feature-matching mechanism may contribute to
random dot kinematogram, but only when the stimulus
density is sparse (Sato, 1999). Here we tested the existence
of low-level audio-visual synchrony detectors using a tem-
porally dense random pulse train as a temporal analogue of
a random dot pattern. If there are low-level sensors, audio-
visual temporal synchrony judgments will be possible even
when the stimulus density is high. Since the random pulse
stimulus contains a broad range of temporal frequency
modulations, low-level sensors will be activated regardless
of the sensors’ temporal frequency tunings. Contrary to
this prediction, we found a severe impairment of audio-
visual synchrony judgment for high-density random pulse
trains. As the pulse density was decreased, audio-visual
synchrony perception gradually improved. These ﬁndings
argue against the presence of low-level sensors. On the
other hand, the observed eﬀect of pulse density is consistent
with a hypothesis that there is only a salient-feature match-
ing mechanism, since some salient temporal features, such
as a brief pause and a distinctive pulse chunk, are obviously
less evident in dense stimuli than in sparse stimuli. Subse-
quent experiments further showed that the critical parame-
ter is the temporal density of salient features, not the
temporal frequency of the stimulus nor the physical density
of the stimulus. The results of this study, together with the
results of our prior reports (Fujisaki, Shimojo, Kashino, &
Nishida, 2004; Fujisaki & Nishida, 2005b; Fujisaki et al.,
2006), suggest that audio-visual synchrony detection is
based on a salient-feature-matching mechanism that uses
representations and algorithms similar to those used in
high-level visual motion detection.
To evaluate the perceptual accuracy of audio-visual syn-
chrony detection, we measured the participants’ perfor-
mance in discriminating an asynchronous audio-visual
stimulus from a physically synchronous one. The results
give an objective measure of the accuracy of audio-visual
lag judgment, which characterizes the perceptual mecha-
nism that underlies the perception of audio-visual syn-
chrony. An alternative subjective method, i.e., measuring
the probability of reporting apparent synchrony as a func-
tion of the audio-visual time lag (Dixon & Spitz, 1980),
could severely suﬀer from a variation in the participants’
criterion of ‘‘simultaneity’’. When a generous criterion is
applied, the participants would judge diﬀerent time lags
as belonging to a ‘‘synchrony’’ window even though they
6 Pv(t) = Pa(t  d + 2000) when t  d 6 0, Pv(t) = Pa(t  d) when
0 < t  d 6 2000, and Pv(t) = Pa(t  d  2000) when t  d > 2000, where
Pv: visual pulse, Pa: auditory pulse, t: time variable in ms, and d: delay
constant in ms.
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problem for rapid stimuli, since the perception of audio-
visual synchrony may be a result of an illusion known as
auditory driving (Shipley, 1964), in which visual events
always appear to occur in synchrony with the auditory
events even when audio-visual signals have diﬀerent tempo-
ral frequencies. To ascertain the relationship between the
two measures, we compared the results obtained with the
two methods in a control experiment.
A part of this study was presented at the 6th Annual
meeting of the International Multisensory Research
Forum, Rovereto, Italy (Fujisaki & Nishida, 2005a), and
the European Conference on Visual Perception 2005, A
Corun˜a, Spain (Nishida & Fujisaki, 2005).
2. Experiment 1: Audio-visual synchrony–asynchrony
discrimination for dense random pulse trains
2.1. Introduction
We measured audio-visual synchrony–asynchrony dis-
crimination performance for dense random pulse trains to
see whether audio-visual matching is possible for what we
considered to be a temporal analogue of a random dot
kinematogram.
2.2. Methods
2.2.1. Participants
Participants were the two authors and three paid volun-
teers who were unaware of the purpose of the experiments.
All the participants, including those who took part in the
subsequent experiments, had normal or corrected-to-nor-
mal vision and hearing. Informed consent was obtained
before the experiment started.
2.2.2. Apparatus
The apparatus of this and the subsequent experimentswas
identical to that used in our previous reports (Fujisaki et al.,
2006; Fujisaki & Nishida, 2005b). In brief, visual stimuli
were presented with a VSG2/5 Visual Stimulus Generator
(Cambridge Research Systems), and auditory stimuli were
presented with a TDT Basic Psychoacoustic Workstation
(Tucker–Davis Technologies). In a quiet dark room, the par-
ticipant sat 57 cm from a monitor (SONY GDM-F500,
frame rate: 160 Hz) while wearing headphones (Sennheiser
HDA 200).
2.2.3. Stimulus
The visual stimulus was a luminance-modulated Gauss-
ian blob (standard deviation: 2.0 deg) presented at the cen-
ter of the monitor screen (see Fig. 1). A large Gaussian
blob was used since the visual response is known to be
rapid for low-spatial-frequency luminance modulations
(Kelly, 1979). The background was a 21.5 cd/m2 uniform
ﬁeld subtending 38.7 deg in width and 29.5 deg in height.
The luminance increment of the blob peak was temporallymodulated between 0 and 43 cd/m2. Nothing was visible
during the oﬀ period. The ﬁxation marker was a bullseye
presented before stimulus presentation at the center of
the monitor screen. Participants were instructed to view
the visual stimulus while ﬁxating this location.
The auditory stimulus was a 100% amplitude-modulated
white noise with the sound pressure level of about 54 dB
SPL at the peak of modulation. It was presented diotically
via headphones with a sampling frequency of 24420 Hz.
The audio-visual stimuli were modulated by random
pulse trains. At the highest dot density (80/s), the pulse
density was prescribed by the refresh rate of the monitor
(=160 Hz). For each monitor refresh, a pulse appeared
randomly with 50% probability. A visual pulse was a single
ﬂash, and an auditory pulse was a pip that lasted for
6.25 ms (equivalent to the period of 1 display frame). The
stimulus density was ﬁxed at 80/s in Experiment 1, but it
was manipulated by changing the probability of stimulus
appearance in subsequent experiments. This resulted in
the stimulus having a ﬂat temporal-frequency power spec-
trum below 80 Hz regardless of the pulse density.
An audio-visual random pulse train was physically syn-
chronous, or asynchronous with a given audio-visual delay.
In either case, the stimulus lasted 2 s, with onset and oﬀset
being physically aligned between audio and visual stimuli.
A new random sequence was generated for each stimulus.
For synchronous stimuli, we used an identical random
pulse sequence for the two modalities. For asynchronous
stimuli, we applied time-shift and wrap-around operations
to the sequence of one modality.6
2.2.4. Procedures
The percent correct for discriminating synchrony–asyn-
chrony for a given stimulus condition was measured using
a single-interval binary response task with feedback. Before
the start of the experiment, the participants were given a
detailed verbal description of the task.
In a trial, about 2 s after the last participant’s response,
the ﬁxationmarkerwas removed, and either a physically syn-
chronous audio-visual stimulus or anasynchronous onewith
a given audio-visual delay, which was ﬁxed within a given
block, was presented. The participant had to make a two-
alternative forced response (synchronous/asynchronous)
by pressing aVSG response box key. Feedbackwas provided
after each response by changing the color of the ﬁxationmar-
ker,where blue and red indicated that the stimulus of the trial
was ‘synchronous’ and ‘asynchronous’, respectively.
Within a block of trials, we ﬁxed all the stimulus param-
eters other than the diﬀerence between synchronous and
asynchronous trials described above. Each block consisted
of 20 trials plus four initial practice trials. During the prac-
tice trials, synchronous and asynchronous stimuli were
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Fig. 1. Standard stimulus used in this study. (a) Temporal proﬁles of audio-visual stimuli. Both stimuli were modulated by the same random pulse trains,
being in synchrony or in asynchrony. Dotted arrows indicate corresponding pulse pairs. (b) Spatial conﬁguration of the visual display (Gaussian blob). (c)
An example of the auditory stimulus (amplitude modulated white noises). (d) Temporal cross-correlation of synchronous visual and auditory signals.
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Fig. 2. Results of Experiment 1. Proportion correct of discriminating
synchrony and asynchrony of dense (80/s) random pulse trains is plotted
as a function of the time lags between audio-visual signals. Each data
point represents the average for ﬁve participants, with the error bar
indicating the standard error. Also plotted is the synchrony–asynchrony
discrimination performance measured for the same participants using a
pair of a single audio pulse and a single visual pulse (Experiment 1 of
Fujisaki & Nishida, 2005b).
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nous stimulus, and 10 trials for asynchronous stimulus
were randomly ordered. The pulse density was ﬁxed at
the highest value (80/s), and the absolute audio-visual lag
of the asynchronous stimuli was varied between blocks. It
ranged from 500 to +500 ms in 18 steps (nine for each
sign), where a negative lag indicates that the audition
stream preceded the visual one. Each session consisted of
four or ﬁve blocks for diﬀerent lag values. Each participant
ran at least 2 blocks (40 trials) for a given signed lag con-
dition, based on which the proportion correct of synchrony
discrimination was computed. The order of data collections
for diﬀerent stimulus conditions was counterbalanced in
such a way to minimize possible eﬀects of order.
The purpose of the feedback was to maximize the dis-
crimination performance by excluding a type of error
where the participants could discriminate the two lag con-
ditions but not correctly label the physically ‘synchronous’
pair as ‘synchronous’. Note also that a subsequent experi-
ment (Experiment 5) suggests that the participants indeed
had a subjective impression of synchrony when the stimu-
lus was physically synchronous.
2.3. Results
Fig. 2 shows the proportion correct averaged over the
ﬁve participants, plotted as a function of the time lags
00.25
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and vision-ﬁrst conditions were averaged, since there was
no signiﬁcant diﬀerence between them. Plotted also is the
synchrony–asynchrony discrimination performance mea-
sured for the same participants using a pair comprising a
single audio pulse and a single visual pulse (from Fujisaki
& Nishida, 2005b, Experiment 1). The results indicate that
audio-visual synchrony–asynchrony discrimination with
dense random pulse trains was almost impossible, even
when the audio-visual time lags were large enough for dis-
crimination with single pulses. A one-way analysis of vari-
ance for normalized proportion correct scores, ln[p/(1  p)]
(Tukey, 1977) indicated that the eﬀect of time lag was not
signiﬁcant for dense random pulse trains (F(8,32) = .88,
p = .55), but was signiﬁcant for single pulse
(F(8,32) = 33.96, p < .01).7
3. Experiment 2: Audio-visual synchrony–asynchrony
discrimination for random pulse trains of various densities
3.1. Introduction
To characterize the eﬀect of pulse density on audio-
visual synchrony–asynchrony discrimination, we systemat-
ically varied the pulse density.
3.2. Methods
The methods were identical to those in Experiment 1
except for the following aspects. Participants were the
two authors and three original and two new paid volun-
teers.8 The pulse densities were varied from 80/s to 5/s
in 9 steps. The audio-visual time lag was ﬁxed at 0 ms
for synchronous stimuli and at 250 ms (audition ﬁrst)
for asynchronous stimuli. The results of Experiment 1
(and those of Experiment 5, see below) suggest that with
such a large lag, the lag and its direction would have little
eﬀect on the performance of synchrony–asynchrony
discrimination.
3.3. Results
Fig. 3a shows the results. While the audio-visual syn-
chrony–asynchrony discrimination performance was nearly
at chance level for the density of 80/s, it gradually
improved as the dot density was lowered, reaching >90%
for the density of 13.3/s or lower. A one-way analysis of
variance for normalized scores indicated that the eﬀect of
stimulus density was signiﬁcant (F(8,48) = 31.83, p < .01).7 In this and the following statistical analyses, the results did not diﬀer
signiﬁcantly when raw proportion correct scores were analyzed.
8 The purpose of recruiting new participants was to compare the results
of Experiment 2 with those of Experiments 5 and 6, in which only one
original volunteer could participate.4. Experiment 3: Vision–vision or audio–audio synchrony–
asynchrony discrimination for dense random pulse trains
4.1. Introduction
One might suspect that the observed diﬃculty in audio-
visual synchrony discrimination for dense random pulse
trains could be ascribed to temporal limits of peripheral
sensory processing. To test this possibility, Experiment 3
measured discrimination performance using within-modal
stimuli.Pulse density (/s)
Fig. 3. (a) Results of Experiment 2. Proportion correct of synchrony
discrimination of audio-visual random pulse trains is plotted as a function
of the pulse density. Each data point represents the average for seven
participants, with the error bar indicating the standard error. (b) Results
of Experiment 4, in which audio-visual stimuli were co-localized by
speaker presentation. Each data point represents the average for ﬁve
participants. Also plotted are the data for the same participants in
Experiment 2, where audio stimuli were presented through headphones.
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The methods were identical to those in Experiment 1
except for the following aspects. There were two condi-
tions: vision–vision (VV) and audition–audition (AA).
The pulse density was 80/s. The stimulus for the VV condi-
tion was a luminance-modulated Gaussian blob that was
divided into left and right halves separated by a 0.15
gap. The two half-blobs were modulated by the same ran-
dom pulse train either synchronously or asynchronously
(250 ms delay). The task was to judge whether the left
and right halves were synchronous or asynchronous. The
stimulus for the AA condition was 100% amplitude-modu-
lated white noises (ﬂutters) presented dichotically via head-
phones. As in the VV condition, ﬂutters presented in the
left and right ears were modulated by the same random
pulse train synchronously or with a delay of 250 ms. The
carrier noises were uncorrelated between the ears. The task
of the ﬁve participants (same as Experiment 1) was to judge
whether the ﬂutters presented to the left and right ears were
synchronous or asynchronous.
4.3. Results
Synchrony–asynchrony discrimination was nearly per-
fect both for matching between two visual random pulse
trains (VV condition, 100% for all participants) and for
that between two auditory random pulse trains (AA condi-
tion, 99%, average of ﬁve participants). This implies that
the temporal resolutions and phase accuracies of peripheral
sensory signals are high enough for some within-modal
mechanisms to make nearly perfect synchrony discrimina-
tion at the temporal density of 80/s.
Under the conditions we used, within-modal synchrony–
asynchrony detections were likely to be subserved by low-
level sensors, such as ﬁrst-order motion detectors for vision
and interaural time/level diﬀerence detectors for audition.
The temporal limit would be lowered if measured under
the conditions where those mechanisms do not work eﬀec-
tively. It is known, for instance, that visual temporal phase
discrimination is worsened as the inter-element spatial sep-
aration is increased (Forte, Hogben, & Ross, 1999; Victor
& Conte, 2002), and when the comparison is made between
diﬀerent attributes (Arnold, 2005; Holcombe & Cavanagh,
2001). In these cases, however, the observed temporal limit
is likely to reﬂect the characteristics of the comparison
mechanism involved. We conjecture that within-modal syn-
chrony judgments could be as bad as cross-modal judg-
ments when similar feature-matching mechanism are used
(Fujisaki & Nishida, 2005b). To minimize contribution of
the comparison processes to estimation of the temporal res-
olution of sensory signals, we used stimulus conditions that
were expected to activate the fastest comparison mecha-
nisms. This is because the temporal resolution of the
visual/auditory temporal responses feeding to comparison
mechanism should be equal to or better than the obtained
temporal-frequency thresholds.5. Experiment 4: Audio-visual synchrony–asynchrony
discrimination between sparse and dense random pulse trains
5.1. Introduction
The results of Experiment 3 suggest that poor audio-
visual synchrony discrimination for high-density random
pulse trains does not reﬂect the temporal properties of
within-modal mechanisms. However, given that both visual
and auditory systems consist of multiple processes, one
could argue that the results of Experiment 3 might not
reveal the temporal properties of within-modal signals
directly used for audio-visual comparison. Experiment 4
addressed the same problem from a slightly diﬀerent per-
spective. We measured the performance of audio-visual
synchrony discrimination as a function of the pulse density
of one modality, while keeping the other modality stimulus
at a sparse density. Let us assume a signiﬁcant diﬀerence in
temporal resolution between two modalities (Shimojo &
Shams, 2001; Welch & Warren, 1986). If the poor audio-
visual synchrony discrimination for high-density random
pulse trains reﬂects the temporal properties of within-
modal mechanisms, the critical parameter would be the
density of the modality of lower temporal limitation
(vision), and the synchrony discrimination would be
aﬀected more by the density change of that modality than
by the density change of the other modality. We tested
whether such an asymmetry was observed.
5.2. Methods
The pulse density for one modality was changed from
80/s to 5/s in 5 steps with the density of the other modality
ﬁxed at the sparsest value (5/s). There were three condi-
tions (Fig. 4a): audition ﬁxed (A ﬁxed), vision ﬁxed (V
ﬁxed), and both modalities changed (A–V changed). In
the V-ﬁxed, or A-ﬁxed condition, participants were
instructed to judge whether the pulse components of the
lower-density modality had synchronized pairs in the pulse
train of the higher-density modality. The audio-visual time
lag was 250 ms for asynchronous stimuli. The partici-
pants and other methods were identical to those used in
Experiment 1.
5.3. Results
Fig. 4 shows the results. A two-way analysis of variance
for normalized scores indicated that the eﬀect of target den-
sity (F(4,16) = 110.32, p < .01), the eﬀect of modality con-
dition (A ﬁxed, V ﬁxed, A–V changed) (F(2,8) = 22.30,
p < .01), and their interaction (F(8,32) = 5.48; p < .01)
were all signiﬁcant. For all the modality conditions, the
main eﬀect of target density was signiﬁcant (A ﬁxed:
F(4,16) = 66.42; p < .01; V ﬁxed: F(4,16) = 68.72; p < .01;
A–V changed: F(4,16) = 32.51; p < .01). For two density
conditions (10 and 20/s), the main eﬀect of modality condi-
tion was signiﬁcant (10/s: F(2,8) = 18.98; p < .01) as a
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Fig. 4. Stimuli and results of Experiment 5. (a) Temporal proﬁles of asymmetric density stimuli. The pulse density for one modality was changed from 80/s
to 5/s in ﬁve steps while the density of the other modality sparse was ﬁxed at the sparsest value (5/s). There were three conditions: audition ﬁxed (A ﬁxed),
vision ﬁxed (V ﬁxed), and both modalities changed (A–V changed). (b) Proportion correct of synchrony discrimination of asymmetric density stimulus is
plotted as the function of the pulse density of one modality.
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condition and the other two (Tukey HSD: A-ﬁxed vs. A–
V changed: p < .01; V-ﬁxed vs. A–V changed: p < .01; 20/
s: F(2,8) = 8.98; p < .01; Tukey HSD: A ﬁxed vs. A–V
changed: p < .05; V-ﬁxed vs. A–V changed: p < .01).
The synchrony–asynchrony discrimination performance
gradually decreased as the stimulus density of one modal-
ity was increased, with little diﬀerence between the A-ﬁxed
and V-ﬁxed conditions. The lack of asymmetry in the
eﬀects of audio and visual densities suggests that
the audio-visual density limit reﬂects the property of the
cross-modal process, rather than that of a within-modal
process of slower modality. It remains an open question
however as to what sorts of signal transformation make
the roles of audio and visual signals very similar in syn-
chrony judgments.
It is also worth mentioning that in Fig. 4a, the perfor-
mance obtained with these asymmetric density stimuli
was lower than that obtained with the symmetric density
stimuli, even though the density of one modality was higher
for the latter case. This may be because extra pulse trains
were included only in the denser modality signals.
Although these trains did not alter the peak location of a
cross-correlation function, they reduced the signal to noiseratio, by increasing false matching in asynchronous stimuli,
and by masking signal pulse in synchronous stimuli. The
results suggest that the audio-visual synchrony detection
is not robust against such noises. It was also shown that
presenting diﬀerent number of stimuli in each modality
reduces the magnitude of a cross-modal interaction (Sana-
bria, Soto-Faraco, Chan, & Spence, 2004).
6. Experiment 5: The eﬀect of spatial co-localization
6.1. Introduction
In most of the experiments reported in this paper, we
presented auditory stimuli through headphones in order
to present intended waveforms to the participants’ ears
with timings that were as precise as possible. With this
method, however, spatial positions were not physically
co-localized for the two modalities. This could be a poten-
tial problem, since spatial co-localization may play an
important role in audio-visual integration (Corneil, Van
Wanrooij, Munoz, & Van Opstal, 2002; Meredith & Stein,
1986; Meyer et al., 2005), and in synchrony judgments
(Spence & Squire, 2003; Zampini, Shore, & Spence, 2003,
2005).
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We replicated Experiment 2 (symmetrical density
change), with auditory stimuli presented from a speaker
placed immediately below the visual stimuli. Participants
were the two authors and three (one original and two new)
paid volunteers, all of whom participated in Experiment 2.
6.3. Results
As shown by Fig. 3b, the results obtained with the
speaker presentation were very similar to those obtained
for the same participants with headphone presentation in
Experiment 2. A two-way analysis of variance indicated
that the eﬀect of stimulus density was signiﬁcant
(F(8,32) = 79.15, p < .01), but that the eﬀect of the audi-
tory presentation method (F(1,4) = .44, p = .54) and the
interaction between the density and the presentation
method (F(8,32) = .37, p = .93) were not signiﬁcant. This
indicates that audio-visual mismatch in spatial location,
at least that caused by headphone presentation, did not
signiﬁcantly modulate the eﬀect of pulse density on
audio-visual synchrony discrimination. We also found no
signiﬁcant diﬀerence between headphone and speaker pre-
sentations for synchrony discrimination of repetitive stim-
uli (Fujisaki & Nishida, 2005b). It should also be noted
that audio-visual interactions, such as illusory ﬂashes or
auditory driving, occur even when stimuli are not spatially
co-localized (e.g., Recanzone, 2003; Shams, Kamitani, &
Shimojo, 2000; Shipley, 1964).
7. Experiment 6: Audio-visual subjective synchrony
judgments
7.1. Introduction
As noted at the end of Section 1, we measured the objec-
tive performance of synchrony–asynchrony discrimination
to reveal the basic perceptualmechanismunderlying the sub-
jective perception of audio-visual synchrony. However, our
participants could perform the discrimination task even if
they had no subjective impression of synchrony for physi-
cally synchronous stimuli, since they knew the direction of
the asynchrony of that block beforehand and were given
feedback for each trial. To address the concern that the dis-
crimination performance we measured might have little to
do with subjective synchrony perception, we examined
audio-visual subjective simultaneity for randompulse trains.
7.2. Methods
In each trial, an audio-visual random pulse train, the
same as that used in the other discrimination experiments,
was presented with a given audio-visual delay. Five partic-
ipants (same as Experiment 5) make a yes–no judgment
about whether the stimulus appeared to be in synchrony.
No feedback was given. Within the same block, 11 delayconditions, ranging from 250 to +250 ms (250, 200,
150, 100, 50, 0, 50, 100, 150, 200, 250 ms), appeared
15 times each in random order. Each participant ran two
blocks each for three density conditions: 5, 20 and 80/s.
7.3. Results
In Fig. 5, the proportion of synchrony responses is plot-
ted as a function of audio-visual time lag. The basic pattern
of the results was common for all participants. When there
was no audio-visual lag, the proportion of synchrony
response was high. This suggests that our participants were
able to perceive physically synchronous stimuli as synchro-
nous. As the audio-visual lag was increased in either direc-
tion, the proportion of synchrony responses declined. The
temporal tuning was relatively sharp for the lowest density
(5/s), but broadened as the density was increased, until
being nearly ﬂat for the highest density (80/s). This change
in tuning width is consistent with the eﬀect of stimulus den-
sity on synchrony–asynchrony discrimination. For the den-
sity of 80/s, synchrony responses were frequently observed
even when there were large lags. This is a reminiscent of the
auditory driving eﬀect (Shipley, 1964). Individual variation
of the overall level of the proportion of synchrony
responses may be due to the diﬀerence in the response cri-
terion, which we did not control in this experiment. To
conclude, the results of Experiment 6 support our assump-
tion that the perceptual mechanism underlying the subjec-
tive perception of audio-visual synchrony can be analyzed
from the objective performance of synchrony–asynchrony
discrimination.
8. Experiment 7: Audio-visual synchrony–asynchrony
discrimination for high-cut random pulse trains
8.1. Introduction
In the case of visual motion perception, it is known that
motion detection is not diﬃcult for spatially dense random
dot kinematograms even when the stimuli do not contain
trackable salient features (Braddick, 1974; Julesz, 1971).
Motion studies ascribe this perceptual ability to the opera-
tion of low-level motion sensors (Braddick, 1974, 1980;
Nakayama, 1985). Motion studies also consider that when
the dot density of a random dot kinematogram is reduced
and local salient features are made trackable, a higher-level
feature-matching mechanism, in addition to low-level sen-
sors, contributes to motion detection (Sato, 1999). In this
framework, the diﬃculty of detecting audio-visual syn-
chrony with the analogous dense-random pulse trains can
be interpreted as evidence against the existence of low-level
sensors for audio-visual synchrony detection. Given that
individuation of single pulses, pulse chunks, or brief pauses
becomes easier as the pulse density is reduced, the eﬀect of
pulse density is consistent with the idea that audio-visual
subjective temporal synchrony is established by a higher-
level salient feature-matching mechanism.
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Fig. 5. Results of Experiment 6. Proportion of synchrony responses is plotted as a function of audio-visual time lag separately for ﬁve participants and for
their mean. Diﬀerent symbols represent the results obtained with diﬀerent pulse density. Open symbols plotted at 250-ms lag represent the proportion
correct of synchrony–asynchrony discrimination for each pulse density.
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audio-visual synchrony–asynchrony discrimination deteri-
orated at temporal frequencies beyond 4 Hz (Fujisaki &
Nishida, 2005b). This is consistent with the present ﬁnding
of a failure of audio-visual synchrony–asynchrony at high
temporal densities. However, it should be noted that the
implications of the two ﬁndings are signiﬁcantly diﬀerent.That is, on the basis of only the low temporal-frequency
limit (Fujisaki & Nishida, 2005b), one cannot reject the
hypothesis that the audio-visual subjective temporal
synchrony is detected by a low-level sensor tuned to low
temporal frequencies, a mechanism analogous to low-level
motion sensors tuned to low spatial frequencies. On the
other hand, the random pulse stimuli used in this study
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Fig. 6. Results of Experiment 7. Proportion correct of synchrony
discrimination of low-pass ﬁltered audio-visual random pulse trains is
plotted as a function of the upper cut-oﬀ frequency.
9 Our argument would not be aﬀected even if non-linearity in perceptual
processing adds high-frequency components to the neural response to our
high-cut stimuli, since this would occur only when the power of the low-
frequency components is strong.
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sity aﬀects the total stimulus power, but it does not aﬀect
the ﬂat power spectrum. Therefore, the present ﬁnding
indicates that it is the stimulus temporal density, not the
temporal frequency, that limits the performance of audio-
visual synchrony perception, and thus provides clear evi-
dence against the low-pass low-level sensor hypothesis.
This conclusion is also supported by our previous ﬁndings
that audio-visual synchrony judgment is harder for sine
waves than for repetitive pulse trains, and that low-fre-
quency-cut ﬁltering does not impair the audio-visual tem-
poral synchrony judgment for single pulse stimuli
(Fujisaki & Nishida, 2005b).
However, there remains a possible counter argument
from the low-pass low-level sensor hypothesis. That is,
although dense random pulse trains contained broadband
frequency components, the power of the low-frequency
components might not have been strong enough to support
synchrony detection. To check this possibility, we applied
high-cut (low-pass) ﬁlters to the dense (80/s) random pulse
trains. If synchrony–asynchrony discrimination is possible
for high-cut stimuli, we can infer that our stimuli contained
suﬃcient power in low-frequency modulations.
8.2. Methods
High-temporal-frequency components of audio-visual
signals were ﬁltered out. The cut-oﬀ frequencies were var-
ied from 1 to 16 Hz in nine steps (1, 1.5, 2, 3, 4, 6, 8,
11.5, and 16 Hz, respectively). The pulse modulation was
transferred into the frequency domain by the fast Fourier
transform (FFT), ﬁltered by a hatbox high-cut ﬁlter, then
transferred back to the time domain by the inverse FFT.
While this procedure allows a non-causal inﬂuence of the
ﬁltering, it introduces no relative phase shift. No compen-
sation was made for the signal amplitudes across diﬀerent
cut-oﬀ-frequency conditions. This resulted in a reduction
in total power as the cut-oﬀ temporal frequency was low-
ered. The audio-visual time lag was 250 ms for asynchro-
nous stimuli. The participants and other methods were
identical to those used in Experiment 1.
8.3. Results
When the cut-oﬀ frequency was high (11.5 and 16 Hz),
the stimulus was not very diﬀerent from the original ran-
dom pulse, and synchrony–asynchrony discrimination
was hard. The discrimination was also diﬃcult when the
cut-oﬀ frequency was very low (2 Hz or below). However,
when the cut-oﬀ frequency was intermediate (3–6 Hz), the
discrimination performance was well above the chance
level (Fig. 6). A one-way analysis of variance for normal-
ized scores indicated the eﬀect of cut-oﬀ frequency was sig-
niﬁcant (F(8,32) = 5.86, p < .01). Tukey’s HSD test
indicated signiﬁcant diﬀerences between 1 and 3 Hz
(p < .01), 1 and 4 Hz (p < .01), 1 and 6 Hz (p < .01), 2
and 3 Hz (p < .05), 2 and 4 Hz (p < .05), and 2 and 6 Hz(p < .05). A paired t-test further indicated that the normal-
ized score was signiﬁcantly diﬀerent from zero (i.e., 50%) at
cut-oﬀ frequencies of 3, 4, 6 and 8 Hz. This suggests that
even though the power of the low-frequency components
in the dense random pulse trains was strong enough to sup-
port synchrony perception,9 the original unﬁltered random
pulse stimuli do not aﬀord audio-visual synchrony discrim-
ination. If there are low-pass synchrony sensors, and they
support synchrony discrimination for moderately high-cut
random pulse trains, they should also work for unﬁltered
stimuli. Therefore, the results of Experiment 7 do not sup-
port the existence of low-pass sensors. We conjecture that
the synchrony–asynchrony discrimination for moderately
high-cut random pulse trains is also mediated by a feature
matching mechanism. One reason the percent corrects were
not very high may be that temporal matching features were
not well deﬁned in gradually changing high-cut stimuli. In
agreement with this idea, our previous study (Fujisaki &
Nishida, 2005b) showed that the synchrony–asynchrony
discrimination was signiﬁcantly harder for sine wave mod-
ulations than for repetitive pulse trains.
9. Experiment 8: Audio-visual synchrony–asynchrony
discrimination between sparse ﬁgure pulses embedded in
dense background random pulse trains
9.1. Introduction
The next experiment tested the notion of ‘‘salient’’ fea-
ture matching by manipulating the stimulus saliencies by
color and pitch diﬀerences (Bregman & Achim, 1973;
1086 W. Fujisaki, S. Nishida / Vision Research 47 (2007) 1075–1093D’Zmura, 1991; Kooi, Toet, Tripathy, & Levi, 1994).
Distinctive audio-visual stimuli (ﬁgure pulse trains) made
of red ﬂashes and high-pitch pips were embedded in ran-
dom pulse trains (background pulse) made of white
ﬂashes and low-pitch pips (Fig. 7a). We varied the den-
sity of the ﬁgure pulse while keeping the total stimulus
density constant. We expected that when the ﬁgure pulse
density was low, the participants would be able to per-
ceive the ﬁgure pulse train (or at least a portion of it)
as a sequence of salient features by means of bottom-
up segmentation and/or top-down attentive selection. If
the matching process could selectively use a sparse ﬁgure
pulse train added to a dense pulse train, synchrony per-
ception would be signiﬁcantly facilitated even when the
total stimulus density was too high to reliably judge
audio-visual synchrony.0
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Fig. 7. Stimuli and results of Experiment 8. (a) Schematic illustration of the stim
in dense random pulse trains (background). The visual stimulus was a Gau
respectively. The auditory stimulus was 100% amplitude-modulated pure tone
ﬁgure and low (523 Hz, ‘‘C5’’ in musical note terminology) for background, re
ﬁve steps, while the density of the total pulse train (ﬁgure + background) was
pulse (consisting of red ﬂashes and high pitch pips) was presented. (b) Pro
background mixed stimulus, together with that for the control-ﬁgure-only stim9.2. Methods
In synchronous pairs, both ﬁgure and background pulse
trains were synchronized. The visual stimulus was a Gauss-
ian blob (20 cd/m2 at peak) presented against a dark ﬁeld
(0 cd/m2), whose color was red for target and white for
background, respectively. The auditory stimulus was 100%
amplitude-modulated pure tones (about 60 dB SPL at the
peak of modulation) whose pitch was high (2349 Hz,
‘‘D7’’ in musical note terminology) for ﬁgure and low
(523 Hz, ‘‘C5’’ in musical note terminology) for back-
ground, respectively. Sound levels were compensated across
diﬀerent career frequencies. The participants knew before-
hand which colors should correspond to which pitches in
synchronous stimuli. The density of ﬁgure pulse trains was
varied from 5/s to 80/s in ﬁve steps, while the density of100
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always 80/s, In the control condition, the stimulus containing only ﬁgure
portion correct of synchrony–asynchrony discrimination for the ﬁgure-
ulus, is plotted as a function of the ﬁgure pulse density.
W. Fujisaki, S. Nishida / Vision Research 47 (2007) 1075–1093 1087the total pulse train (ﬁgure + background) was always 80/s.
In the control condition, the stimulus containing only ﬁgure
pulse trains (consisting of red ﬂashes and high pitch pips)
was presented. The audio-visual time lag was 250 ms for
asynchronous stimuli. The participants and other methods
were identical to those used in Experiment 1.
9.3. Results
Fig. 7b shows the percentage of synchrony–asynchrony
discrimination for the ﬁgure-background mixed stimulus,
together with that for the control-ﬁgure-only stimulus, as
a function of the ﬁgure pulse density. A two-way analysis
of variance indicated that the eﬀect of stimulus condition
(F(1,4) = 81.79; p < .01), the eﬀect of target pulse density
(F(4,16) = 33.37; p < .01) and their interaction (F(4,16) =
16.64; p < .01) were signiﬁcant. The main eﬀect of target
pulse density was signiﬁcant for both stimulus conditions
(ﬁgure-background mixed: F(4,16) = 9.83; p < .01; control:
F(4,16) = 34.61; p < .01). The main eﬀect of stimulus condi-
tion was signiﬁcant for lower three densities (5/s:
F(1,4) = 128.16, p < .01; 10/s: F(1,4) = 21.87, p < .01; 20/
s: F(1,4) = 18.27, p < .05). Although the performance for
the mixed stimulus was at the chance level when the ﬁgure
pulse density was the highest (the stimulus that consisted
only of a dense ﬁgure pulse train), it was gradually
improved as the ﬁgure density was reduced. This is consis-
tent with our hypothesis that audio-visual synchrony detec-
tion is not limited by the raw stimulus density but by the
density of salient temporal features. However, the perfor-
mance for the mixed stimulus was not as good as that for
the ﬁgure-only stimulus. This is probably because some
red ﬂashes were sensory-masked by white ﬂashes (Breitmey-
er, 1984), because color/pitch diﬀerence could not perfectly
break the temporal crowding eﬀect under our stimulus con-
dition, and/or because attentional selection based on diﬀer-
ences in color and/or in pitch was not perfect for rapid
stimulus sequences under our stimulus condition.
One might suspect that the same results would be
obtained if there are low-level sensors that selectively
respond to the combination of a red ﬂash and a high-pitch
pip. However, if we assume sensors tuned to the speciﬁc
combination audio-visual stimuli that we happened to
choose, we may also have to assume inﬁnite numbers of
synchrony detectors for various combinations of audio-
visual stimuli. We rather think it more parsimonious to
assume that a small number of mechanisms compare some
abstract representations, such as chromatic or pitch single-
tons, or more feature-invariant ‘‘salience’’, as in the case of
inter-attribute apparent motion (Cavanagh et al., 1989; Lu
& Sperling, 1995a, 1995b; Lu & Sperling, 2001).1010 It should also be noted that while the detectors underlying chromatic
motion perception are still a matter of debate (e.g.,Dobkins & Albright,
2004), salient-feature tracking is considered to be one of main mechanisms
(Lu, Lesmes, & Sperling, 1999; Seiﬀert & Cavanagh, 1999).10. Experiment 9: Audio-visual synchrony–asynchrony
discrimination between repetitive stimulus deﬁned by various
features
10.1. Introduction
In the argument of the last paragraph, we assume that
audio-visual synchrony is detectable regardless of the
features that deﬁne audio and visual stimuli. This feature-
independence of audio-visual synchrony perception is
suggested not only by our daily experiences, but also by
a follow-up experiment of our previous study that mea-
sured the upper temporal frequency limit of discriminating
synchrony–asynchrony for repetitive audio-visual stimuli
(Fujisaki & Nishida, 2005b). Considering the importance
of the notion of feature independency for our hypothesis,
here we report the results of this follow-up experiment as
supplementary data.
10.2. Methods
Participants were the two authors.
The apparatus was the same as in the other experiments
except that the sound was presented by speakers attached
to both sides of the CRT monitor.
The waveform of the stimuli was a triangle wave, not a
random pulse train (Fig. 8a). A stimulus presentation of a
trial lasted for 6 s, including 2-s cosine ramps at the onset
and the oﬀset. The temporal frequency was variable
between blocks, and the temporal relationship of audio-
visual stimuli for each trial was either in-phase (synchro-
nous) or 180 out-of-phase (asynchronous). As in the other
experiments, the participants made a binary response
about stimulus synchrony. To prevent judgments based
on stimulus onset, we changed the stimulus phase from a
random value to the intended angle (0 or 180) during a
2-s onset ramp.
There were three visual stimuli and three auditory stim-
uli (Fig. 8b).
Visual stimulus 1 (V1): Expansion/contraction of a con-
centric sinusoidal luminance-modulated grating. The spa-
tial frequency was 1 c/radius, and the contrast was 50%.
The radius was changed between 2.26 and 6.78 by a lin-
ear-scale triangle wave Fig. 9.
Visual stimulus 2 (V2): Clockwise/counterclockwise
rotation of a radial sinusoidal grating. The size was
14.99 in diameter. The spatial frequency was 6 c/360,
and the contrast was 50%. The rotation angle was changed
by a linear-scale triangle wave while keeping the maximum
angle change speed at 60/s.
Visual stimulus 3 (V3): Horizontal translation of a rect-
angle subtending 5.02 in height and 12.56 in width. We
gave the rectangle a blurred horizontal luminance proﬁle
(a period of cosine function, peak increment contrast:
100%) to reduce motion aliasing. The horizontal position
of the rectangle was changed by a linear-scale triangle func-
tion between 19.33 left and right from the center.
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Fig. 8. Stimuli of Experiment 9. (a) The waveform of the stimulus was a triangular wave lasting for 6 s, including 2-s cosine ramps at the onset and the
oﬀset. (b) An audio-visual stimulus was a combination of one of three visual stimuli and one of three auditory stimuli. The visual stimuli were expansion/
contraction of a concentric grating (V1), clockwise/counterclockwise rotation of a radial grating (V2) and leftward/rightward translation of a rectangle
with blurred side edges (V3). Auditory stimuli were amplitude modulation (AM) of a triangle wave (A1), frequency modulation (FM) of a pure tone (A2),
and leftward/rightward translation of a white noise (A3).
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of a 440-Hz triangle wave between 54 dB SPL and
63.5 dB SPL. A linear change in amplitude generated in
a squared change in power.
Auditory stimulus 2 (A2): Frequency modulation (FM)
of a pure tone between 440 and 880 Hz by a log-scale trian-
gle wave. The sound pressure level was 60 dB (A).
Auditory stimulus 3 (A3): Anti-phased AM of white
noses from left and right speakers simulating the lateral
position shift of the sound. The amplitude of the sound
from each speaker was modulated by a linear-scale triangle
wave, with 180 phase diﬀerence between the two speakers.The sum of the amplitudes of the left and right sounds was
kept constant. The overall level of the signals from the two
speakers was 60 dB SPL.
We measured the modulation temporal frequency tun-
ing of synchrony–asynchrony discrimination for all nine
combinations of these audio-visual stimuli.
10.3. Results
The limit of discriminating in-phase from out-of-phase
stimuli was about 3–5 Hz regardless of the audio-visual
stimulus combinations, including the V1–A1 pair, and
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Fig. 9. Results of Experiment 9. (a) Proportion correct of synchrony–
asynchrony (in-phase vs. out-of-phase) discrimination plotted as a
function of the temporal frequency of the stimulus modulation, for nine
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logistic functions (Fujisaki & Nishida, 2005b). Participant: WF. (b)
Threshold temporal frequency (75% correct point estimated from the ﬁtted
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where synchronous audio-visual stimuli came from the
same physical event (Fig. 7). Note also that these temporal
limits were close to those obtained with visual and auditory
pulse trains (Fujisaki & Nishida, 2005b). Although the
number of participants was too small to discuss signiﬁ-
cance of small diﬀerences between stimulus conditions,
these results suggest that the temporal property of audio-
visual synchrony–asynchrony discrimination is relatively
independent of the types of stimuli and their combinations.
This feature-independence is consistent with the idea that
audio-visual synchrony perception is mediated by a sali-
ent-feature matching mechanism.11. Discussion
This study tried to clarify the mechanisms underlying
the subjective audio-visual temporal synchrony perception.
Speciﬁcally, we attempted to determine whether the subjec-
tive audio-visual temporal synchrony is detected by low-
level specialized sensors or by higher-level feature-match-
ing mechanisms, with assuming that these hypothetical
low- and high-level mechanisms are analogous to those
proposed for visual motion detection (Braddick, 1974; Lu
& Sperling, 2001). We expected that if low-level sensors
exist for audio-visual temporal synchrony detection,
audio-visual temporal synchrony–asynchrony discrimina-
tion would be possible even for dense random pulse trains
that do not contain trackable salient features. Our results
however did not support this prediction (Experiments 1
and 2). The diﬃculty in discriminating synchrony of dense
random pulse trains could not be ascribed to a temporal
limit of peripheral visual or auditory mechanism (Experi-
ments 3 and 4), nor to the lack of spatial co-localization
of audio-visual stimuli (Experiment 5). No dissociation
was found between objective synchrony–asynchrony dis-
crimination performance and subjective synchrony percep-
tion (Experiment 6). The temporal limiting factor of audio-
visual synchrony discrimination is neither the temporal
frequency of the stimulus nor the physical density of the
stimulus, but the temporal density of salient features
(Experiments 7 and 8). The audio-visual synchrony dis-
crimination is relatively independent of the types of the
stimuli and their combinations (Experiment 9). These
results support the hypothesis that audio-visual temporal
synchrony perception is established solely by a salient-fea-
ture matching process.
The feature-matching mechanism seems to be an eﬀec-
tive solution to the combinational explosion and false
matching problems between audio-visual signals. It allows
matching for only the events that are likely to have causal
relationships and ignores an enormous number of other
unrelated audio-visual events. The sparse temporal den-
sity limit to extract salient temporal features is probably
not something restricted to cross-modal (audio-visual)
comparisons. Similar temporal limits were also observed
for within-modal (within-visual), but cross-attribute com-
parisons to which local specialized sensors may not con-
tribute. Holcombe and Cavanagh (2001) reported that
the upper temporal limit for pairing spatially separate
color and orientation is slower than 3 Hz. It has also been
reported that the temporal frequency limit to take corre-
spondence between attributes is of the order of several
hertz in the case of color and motion (Arnold, 2005) or
spatially separated luminance modulation and luminance
modulation (Victor & Conte, 2002). We conjecture that
salient feature-matching may be a common principle of
mid-level temporal binding.
Another line of evidence that shows that audio-visual
temporal synchrony detection is established at a higher
level was found in an experiment involving a visual search
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(Fujisaki et al., 2006). The results indicate that audio–
visual perceptual synchrony is judged by means of a serial
process. This is also in line with the recent ﬁnding by
Alsius, Navarra, Campbell, and Soto-Faraco (2005) that
attention is also required for the occurrence of the classic
McGurk illusion (McGurk & MacDonald, 1976) which
contradicts the widely held belief that cross-modal speech
integration is automatic. However, according to our
hypothesis, audio–visual binding is not always attention-
demanding. In environments where the number of events
is small, early ‘bottom-up’ segmentation processes for each
modality can unambiguously extract corresponding audio
and visual signals as salient features. Hypothetically, in
these circumstances, an attentional perceptual process can
detect audio-visual synchrony without consuming atten-
tional resources.
Vatakis, Bayliss, Zampini, and Spence (in press) found
that the temporal discrimination performance for a target
audio-visual pair, evaluated in terms of the JND (just
noticeable diﬀerences) of temporal order judgments, is sig-
niﬁcantly impaired when the target is embedded in the mid-
dle of synchronous audio-visual distractors. They also
found that the performance is somewhat improved by let-
ting the participants know the position of the target or
by making the target distinctive by changing color and
pitch as we did in Experiment 8. In agreement with our sali-
ent-feature matching hypothesis, Vatakis et al. interpreted
these ﬁndings to imply that the distractors impair syn-
chrony discrimination by reducing the saliency of the target
stimuli through a temporal crowding eﬀect that can be
reduced to some extent by top-down or bottom-up atten-
tion to the target. Vatakis and Spence (2006c) also reported
that the crowding eﬀect induced by bimodal audio-visual
distractors was much larger than that induced by unimodal
visual or auditory distractors. Although this ﬁnding sug-
gests that the crowding eﬀect may have an origin in
cross-modal processing, Experiment 4 of this study sug-
gests that the addition of task-irrelevant unimodal pulse
trains could signiﬁcantly impair audio-visual synchrony
discrimination at least when the temporal density of addi-
tional signal is high.
Even though our data do not support the existence of
specialized low-level audio-visual synchrony detectors that
eﬀectively detect audio-visual temporal synchrony, one
may suspect that there may be some low-level detectors
for synchrony of audio-visual attribute pairs bound in
the natural environment, such as audio-visual looming
(Kitagawa & Ichihara, 2002; Maier, Neuhoﬀ, Logothetis,
& Ghazanfar, 2004), co-localized moving object (Meyer
et al., 2005), face movements and voice (Ghazanfar, Maier,
Hoﬀman, & Logothetis, 2005; Munhall & Vatikiotis-Bate-
son, 2004), and pitch and visual height (Evans & Treisman,
2005; Maeda, Kanai, & Shimojo, 2004). Although we can-
not completely exclude this possibility, Experiment 9 of this
study did not indicate signiﬁcant improvements in audio-
visual synchrony–asynchrony discrimination even underthe situation where we simulated looming (V1–A1 condi-
tion) and position shift (V3–A3 condition). In relation to
this issue, Vatakis and Spence (2006a, 2006b) examined
the JND of audio-visual temporal order judgments for
music, speech and object actions. They concluded that
the performance is more dependent on stimulus complexity
than on the event type. That is, cross-modal temporal dis-
crimination performance is better for audio-visual stimuli
of lower complexity (e.g., syllables) as compared to stimuli
having continuously varying properties (words and/or sen-
tences) (Vatakis & Spence, 2006a). This conclusion agrees
well with our hypothesis given that the temporal density
of salient features is a good index of stimulus complexity.
Arrighi, Alais, and Burr (2006) also found no improvement
in audio-visual synchrony perception when the stimulus
was real and biological as compared to when the stimulus
was artiﬁcial.
Whereas Fujisaki and Nishida (2005b) found that the
audio-visual synchrony discrimination for repetitive pulse
trains is greatly impaired beyond 4 Hz, Arrighi et al.
(2006) found that the audio-visual synchrony judgment
for drumming stimuli is not signiﬁcantly impaired even
when the drum rhythm varied randomly from 4 to
11.2 Hz (Experiment 3, fast series). The present study sug-
gests a clue to resolve this apparent discrepancy. Given that
the temporal limit of audio-visual synchrony perception is
determined by the density of salient features, not by the
physical temporal frequency of the stimuli, it is possible
that the pattern of random frequency modulation may
have provided sparse salient higher-order features, such
as those included in amplitude or frequency modulation
of drumming, for audio-visual matching.
In summary, we consider that our model drawn mainly
from audio-visual synchrony perception for artiﬁcial stim-
uli is generally applicable to synchrony perception of natu-
ral and/or complex events.
Our model, however, is still descriptive and the quanti-
tative prediction of the present data, including the eﬀect
of pulse density on audio-visual synchrony perception,
awaits further investigation. One remaining problem is to
specify the matching algorithm for audio-visual synchrony
perception. We consider it likely to be a neural cross-corre-
lator similar to those involved in the detection of visual
motion (van Santen & Sperling, 1985), binocular stereo
(Banks, Gepshtein, & Landy, 2004) and binaural sound
matching (Jeﬀress, 1948), at least as a ﬁrst approximation.
This view is consistent with ﬁndings that lag adaptation
induces recalibration of audio-visual synchrony perception
that looks functionally analogous to, e.g., the motion after-
eﬀect (Fujisaki et al., 2004; Vroomen, Keetels, de Gelder, &
Bertelson, 2004) and that increment discrimination of
audio-visual asynchrony shows a dipper function that is
qualitatively similar to those obtained with within-modal
stimuli (Banks et al., 2006).
Another and more serious limitation of the present
model is that it does not specify how salient temporal
features are computed from sensory inputs. It would be
W. Fujisaki, S. Nishida / Vision Research 47 (2007) 1075–1093 1091interesting in future to test models of temporal feature
extraction analogous to the models proposed for extraction
of higher-order features in spatial vision (Chubb & Sper-
ling, 1988; Itti & Koch, 2001; Landy & Bergen, 1991; Li,
2002; Morgan & Watt, 1997). It should be also noted that
the notion of ‘‘feature’’ is not well deﬁned even in spatial
vision, and that there is yet no satisfactory model of ﬁg-
ure-ground segregation and stream segregation, based on
which the notion of salience is deﬁned (Lu & Sperling,
2001). Correct modeling of salient feature extraction would
require further clariﬁcation of mid- and high-level sensory
processing where the representations might be more sym-
bolic than those in lower-level sensory processing (Marr,
1982). It should also be noted that analyzing higher-level
representations is not easy in pure vision and hearing
research, since various mechanisms included in multiple
processing stages could contribute to psychophysical
performance, but if we are correct in thinking that audio-
visual synchrony judgments are based purely on a high-
level feature matching mechanism, cross-modal study
could be a useful paradigm to selectively analyze high-level
sensory representations. This is why cross-modal research
could be an important topic even for the pure-vision
research community.
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