The aim of the present paper is to extend Kantorovich's mass transport problem to the framework of upper continuous capacities and to prove the cyclic monotonicity of the supports of optimal solutions. As in the probabilistic case, this easily yields the corresponding extension of the Kantorovich duality.
Introduction
Kantorovich's mass transportation problem was formulated in 1942, when Kantorovich [15] published a note containing the following explicit description of the general transportation problem. Suppose that X and Y are two compact metric spaces and c : X × Y → [0, ∞) a Borel-measurable mapping referred to as a cost function. Given two Borel probability measures µ and ν respectively on the Borel σ-algebras B(X) and B(Y ), a Borel probability measure π on B(X × Y ) is called a transport plan for µ and ν if µ is the projection of π on X and ν is the projection of π on Y, that is, γ(A × Y ) = µ(A) for all A ∈ B(X) and γ(X × B) = µ(B) for all B ∈ B(Y ).
Under the above conditions one said that µ and ν are the marginals of π. The set Π(µ, ν), of all transportation plans for µ and ν, is always nonempty (it contains at least the product measure µ ⊗ ν) and also convex and weak star compact as a subset of C(X × Y ) * (the dual of the Banach space C(X × Y ) of all continuous functions f : X × Y → R). This is a combination of the Banach-Alaoglu theorem and the Riesz representation theorem. Based on this fact, Kantorovich has noticed that the functional Cost(π) = X×Y c(x, y)dπ(x, y), π ∈ Π(µ, ν), (1.1) attains its infimum in the case of continuous cost functions. The plans π at which the infimum is attained are called optimal transportation plans. Kantorovich's problem is a relaxation of the Monge problem on "excavation and embankments" (see [18] ), which refers to the minimization of the transference cost X c(x, T (x))dµ over all Borel measurable mappings T : X → Y that push forward µ to ν (that is, ν(A) = µ(T −1 (A)) for every A ∈ B(Y )). The transportation plan associated to such a mapping T is π T (B) = µ ({x : (x, T (x)) ∈ B}) for every B ∈ B(X × Y ).
As a consequence, any optimal transportation plan can be viewed as a generalized solution for Monge's problem.
Kantorovich [16] realized this connection in 1948 and since then one speaks on the Monge-Kantorovich problem, a fusion of the two problems into a vast subject with deep applications in economics, dynamical systems, probability and statistics, information theory etc. Details are covered by a number of excellent surveys and fine books published by Ambrosio [2] , Evans [9] , Galichon [12] , Gangbo [13] , Gangbo and McCann [14] , Rachev [21] , Rachev and Rüschendorf [20] , Santambrogio [24] and Villani [27] , [28] , just to cite a few.
The aim of the present paper is to extend Kantorovich's mass transportation problem to the framework of upper continuous capacities and to prove the cyclical monotonicity of the supports of optimal solutions. A slight extension of Rockafellar's characterization of the subdifferentials of convex functions shows that these supports are included in the superdiferential of some concave function (concavity being understood with respect to a cost function). See Smith and Knott [26] and Rüschendorf [22] , [23] . As was noticed by Gangbo and McCann [14] this fact reduces (in principle) the recovery of an optimal transference mapping to a deeper analysis of this superdifferential.
The concept of capacity and the integral associated to a capacity were introduced Choquet [4] [5] in the early 1950s, motivated by some problems in potential theory. They proved to be a powerful tool also in decision making under risk and uncertainty, game theory, ergodic theory, pattern recognition interpolation theory etc. See Adams [1] , Cerdà, Martín and Silvestre [3] , Feng, Zhao and Wu [10] , Föllmer and Schied [11] , Wang and Klir [30] and Wang and Yan [31] , as well as the references therein.
Preliminaries on capacities and Choquet integral
For the convenience of the reader we will briefly recall some basic facts about capacities and Choquet integral. Let (X, A) be an arbitrarily fixed measurable space, consisting of a nonempty abstract set X and a σ-algebra A of subsets of X. 
A n for every nonincreasing sequence (A n ) n of sets in A.
Upper continuity of a capacity is a generalization of countable additivity of an additive measure. Indeed, if µ is an additive capacity, then upper continuity is the same with countable additivity.
A simple way to construct nontrivial examples of upper continuous capacities is to start with a probability measure P : A →[0, 1] and to consider any nondecreasing and continuous function u : [0, 1] → [0, 1] such that u(0) = 0 and u(1) = 1; for example, one may chose u(t) = t a with 0 < α < 1.Then µ = u(P ) is an upper continuous capacity on the σ-algebra A, called a distorted probability.
Suppose that (X, A) and (Y, B) are two measurable spaces. Any (upper continuous) capacity µ : A → [0, 1] and any measurable mapping T : X → Y induce a (upper continuous) capacity T #µ called the push-forward of µ through T and defined by the formula
The main feature of this kind of capacities is the following change of variables formula (C)
which works for all nonnegative bounded random variables g : Y → R.
The next concept of integrability with respect to a capacity refers to the whole class of bounded random variables, that is, to all bounded functions f : Ω → R verifying the condition of A-measurability (f −1 (A) ∈ A for every set A ∈ A).
Definition 2 The Choquet integral of a bounded random variable f with respect to the capacity µ is defined by the formula
where the integrals in the right hand side are taken in the sense of Riemann.
Notice that if f ≥ 0, then the last integral in the last formula is 0. The Choquet integral coincides with the Lebesgue integral when the underlying set function µ is a σ-additive measure.
As usually, a function f is said to be Choquet integrable on a set A ∈ A if f χ A is integrable in the sense of Definition 2. We denote
We next summarize some basic properties of the Choquet integral.
is a capacity, then the associated Choquet integral is a functional on the space of all bounded random variables such that:
see [6] , p. 64, Proposition 5.1 (ii) for the proof of positive homogeneity.
(b) In general, the Choquet integral is not additive but, if the bounded random variables f and g are comonotonic (that is,
This is usually referred to as the property of comonotonic additivity. An immediate consequence is the property of translation invariance,
for all c ∈ R and all bounded random variables f. 
whenever (f n ) n is a nonincreasing sequence of bounded random variables that converges pointwise to the bounded variable f. This is a consequence of the Bepo Levi monotone convergence theorem from the theory of Lebesgue integral (see [7] , Theorem 2, p. 133).
(d) The Choquet integral associated to an upper continuous capacity is not necessarily subadditive but this happens in the case of submodular capacities, that is, when
In this paper we are interested in a special kind of measurable spaces, those of the form (X, B(X)), where X is a compact metric space and B(X) is the σ-algebra of all Borel subsets of X. We will denote by Ch(X) the class of all This result allows us to identify Ch(X) to the set of all functionals on C(X) which are comonotonic addititive and monotonic. As a consequence, Corollary 1 (O'Brien, W. Vervaat [19] ) Ch(X) is compact and metrizable with respect to the weak star topology w * induced by C(X) * .
A direct argument for Corollary 1 makes the objective of Theorem 2 in [32] , were it is noticed that the weak star convergence on Ch(X) is equivalent with the convergence with respect to the metric
associated to an arbitrary sequence (f j ) j dense in the unit sphere of C(X).
In the case of probability measures, the result of Corollary 1 was noticed by Kryloff and Bogoliouboff [17] .
The existence of optimal transportation plans
The framework used in this section parallels that of Borel probability measures, but the details are based on the integral represention of comonotonic addititive and monotonic functionals provided by Theorem 1.
Let X and Y be two compact metric spaces on which there are given the upper-continuous capacities µ ∈ Ch(X) and respectively ν ∈ Ch(Y ). A transportation plan for µ and ν is any capacity π ∈ Ch(X × Y ) with marginals µ and ν, that is, such that
Under the above conditions one said that µ and ν are the marginals of γ. The set of all such transportation plans will be denoted Π Ch (µ, ν). Π Ch (µ, ν) is always nonempty because it contains the product capacity µ ⊗ ν; indeed,
B(X × Y ) = B(X) × B(Y )
due to the fact that X and Y are separable metric spaces. Given a Borel measurable cost function c : X × Y → [0, ∞), the cost of a transportation plan π ∈ Π Ch (µ, ν) is defined by a formula similar to formula (1.1):
The existence of the optimal transportation plans is motivated by the following result:
Cost(π).
Proof. We will denote by π → I π the bijection stated by Theorem 1, which makes possible to identify the set Ch(X × Y ), of all upper continuous capacities on X × Y, with the set Φ, of all comonotonically additive and monotonic functionals on C(X × Y ). By this bijection, the set Π Ch (µ, ν) corresponds to the subset Φ(µ, ν) of Φ, consisting of those comonotonically additive and monotonic functionals I : C(X × Y ) → R such that I(u) = I µ (u) for all u ∈ C(X) (3.1) and
where u and respectively v represent the extensions of u and v to X × Y via the formulas u(x, y) = u(x) and v(x, y) = v(y) for all (x, y) ∈ X × Y, (3.3) and I µ : C(X) → R and I ν : C(Y ) → R are the unique comonotonically additive and monotonic functionals generated by µ and ν via the Choquet integral. Indeed, assuming that I = I π , since µ and ν are the marginals of π, we have
for all α ∈ R, whence, by the definition of the Choquet integral, we infer that
We will use the above remark to prove that Φ(µ, ν) is a closed subset of Φ (and thus compact, according to Corollary 1). Since the topology of Φ is metrizable, this reduces to the fact that Φ(µ, ν) is closed under the operation of taking countable limits. For this, let (γ n ) n be a sequence of elements of Φ(µ, ν) converging to a capacity γ ∈ Φ and put I n = I γn and I = I γ in order to simplify the notation. By our assumptions, the functionals I n and I are comonotonically additive and monotonic and
The membership of I n to Φ(µ, ν) translates into the formulas
where u and respectively v represent the extensions of u and v to X × Y via the formulas (3.3). Combining this fact with (3.4), one easily conclude that I verifies similar formulas and thus the capacity γ that generates I belongs to Φ(µ, ν). In order to end the proof let's choose a sequence (π n ) n of elements of Π Ch (µ, ν) which minimazes the cost function, that is, such that
Cost(γ).
Since Π Ch (µ, ν) is a compact set, we may assume (by passing to a subsequence if necessary) that (π n ) n converges to some π ∈ Π Ch (µ, ν). Then Cost(π) = m, which means that π is an optimal transportation plan.
A necessary condition for the optimality of a transport plan
The aim of this section is to prove that optimal transportation plans have ccyclical monotone supports. For this, we need some preparation. As above, X and Y are compact metric spaces and c : X × Y → [0, ∞) is a continuous cost function.
Definition 3 A subset S ⊂ X × Y is called c-cyclically monotone if for every finite number of points (x i , y i ) ∈ S, i = 1, ..., n, and any permutation σ of {1, ..., n} , we have The support is a closed set since its complement is the union of the open sets of capacity 0.
We are now in position to prove the following result.
Theorem 3 If π ∈ Π Ch (µ, ν) is an optimal transportation plan for the Kantorovich problem, then π has c-cyclically monotone support.
Proof. Our argument is close to that used by Santambrogio [25] in a probabilistic framework.
If supp(π) were not c-cyclically monotone, then would exist points (x 1 ,ȳ 1 ), ..., (x n ,ȳ n ) in supp(π) and a permutation σ of {1, ..., n} such that
Choose ε such that
Since c is a continuous function, there exists compact neighbourhoods U i ofx i and V i ofȳ i such that c(
Consider the upper continuous capacities π i defined by
having the marginals µ i = pr X #π i and µ i = pr Y #π i ; here pr X and pr Y are the canonical projections of X × Y respectively on X and Y. The set function
is nonnegative since π − α Clearly, the marginals of γ are µ and ν. In order to prove the monotonicity of γ, let's consider two Borel subsets V and W of X × Y , such that V ⊂ W .
The inequality γ(V ) ≤ γ(W ) is a consequence of the fact that
For this, it suffice to show that
for all indices i. We claim that actually
and because χ W and χ V ∩K (respectively χ V and χ W ∩K ) are comonotonic, we have
This ends the proof of the monotonicity of γ. Clearly, γ is upper continuous and its marginals are µ and ν. The cost of the transport plan γ is less than the cost of π because
c(x σ(i) ,ȳ i ) − 2nε > 0.
Since this contradicts the optimality of π, we conclude that supp(π) is ccyclically monotone.
Corollary 2 Under the assumption of Theorem 3, there is a c-cyclically monotone subset of X × Y containing the supports of all optimal transport plans in Π Ch (µ, ν).
Proof. Indeed, Π Ch (µ, ν) is a convex set, a fact which easily implies that the union of all supports supp(π) with π ∈ Π Ch (µ, ν) is a c-cyclically monotone set.
As it was noticed by Rüschendorf [18] and Smithand Knott [20] , the notion of c-cyclically monotone set is intimately related to the theory of c-concave functions (concavity relative to a cost function). One important fact in this connection is the existence foreach c-cyclically monotone subset S of X × Y of a pair of continuous functions ϕ : X → R and ψ : Y → R such that :
ϕ(x) = inf{c(x, y) − ψ(y); y ∈ Y }, for all x;
(CM 2) ψ(x) = inf{c(y, x) − ϕ(x); x ∈ X}, for all y;
(CM 3) S ⊂ {(x, y) ∈ X × Y ; ϕ(x) + ψ(y) = c(x, y)}. 
