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Abstract
IMPROVING RETRIEVALS OF CROP VEGETATION PARAMETERS FROM REMOTE SENSING DATA
by
Mentor: Prof. Barry Gross

Nathaniel Levitan

Agricultural systems are difficult to model because crop growth is driven by the strongly nonlinear
interaction of Genotype x Environment x Management (G x E x M) factors. Due to the nonlinearity in the
interaction of these factors, the amount of data necessary to develop and utilize models to accurately
predict the performance of agricultural systems at an operational scale is large. Satellite remote sensing
provides the potential to vastly increase the amount of data available for modelling agricultural systems
as a result of its high revisit time and spatial coverage. Unfortunately, there have been significant
difficulties in deploying remote sensing for many agricultural modelling applications because of the
uncertainty involved in the retrievals. In this dissertation, we show that collecting farmer-provided
agro-managment information has the potential to reduce the uncertainty in the retrieval products
obtained from remote sensing observations. Specifically, both field-scale and regional-scale analysis are
used to show that secondary factor variability is a very significant cause of uncertainty in both crop
growth modelling and agricultural remote sensing that needs to be addressed through increased data
collection. In order to address this need for increased data availability, a method is developed that
allows geolocated crop growth model simulations to be used to train satellite-based crop state variable
retrievals, which is then validated at regional scale. The method developed provides a general robust
methodology to create a large-scale platform that would allow farmers to share data with government
agencies and universities to improve crop state variable retrievals and crop growth modelling and
provide farmers, government, industry, and researchers with insights and predictive capability into crop
growth at both field and regional scales.
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PREFACE
Before proceeding into the technical discussion, I would like to take a moment to discuss my
experience pursuing my PhD at CCNY, performing research, and writing this dissertation. As I was
working on completing my undergraduate studies in electrical engineering at NJIT, I was heavily inspired
by several of the courses, including Electromagnetics and Control Systems, to pursue studies to apply
mathematical principles to solve real-world problems. Inspired by great discussions with Professors
Moshary and Gross prior to my entry into the program, I chose to pursue a doctorate in Remote Sensing
as I was very intrigued by using radiative transfer theory, which has its basis in electromagnetics and
optics, to analyze imagery and provide useful information to a wide variety of people from satellites.
Initially, I began my work with aerosol retrievals which was in alignment with my research
groups interest and this time was valuable since it introduced me to the very interesting concepts of
model inversion and machine learning, both of which I believe are critical tools to analyze the large
volumes of data available from new technologies throughout the sciences. At the same time, I was also
introduced to projects for defense satellites, which I found interesting in that many of the same
concepts from aerosol retrievals could be brought over to a seemingly completely different problem and
used to bring benefits to different users such as locating hostile thermal threats in a cluttered
background.
While the technical aspects of aerosol remote sensing continued to be of interest, the potential
of performing research more directly impacting the economy inspired me, with my mentor’s
encouragement, to apply for a NASA Earth and Space Science Fellowship for agricultural remote sensing.
This fellowship allowed me to bring in the techniques and knowledge I learned in previous work to an
entirely new field and one in which an entire segment of the economy is poised to benefit from new
“Big Data” technologies that can transform the way it is conducted from improved scientific
understanding and modelling.
Working in this field (agricultural remote sensing) for the past two years has been one of the
most interesting and rewarding experiences in my life as I gained an appreciation of how science can
truly transform people’s lives. Putting food on the table is a great challenge in a lot of parts in the world
and even in some cases in the United States; further, reducing the amount of time and money focused
on food can free up time and money for other pressing national and international concerns. And yet, as
complicated as it seems, putting food on the table starts with managing the growth of plants on a single
plot of land to maximize its yield; in some sense, it can be thought of as a control system problem
consisting of systems of nonlinear differential equations, where the weather and farmer’s actions are
inputs and the crop yield is the output. However, the agronomy field is very sensitive to limited
availability of ground data and I have been focused on developing ways for the community to address
this throughout my research, as lack of ground data (often due to farmer concerns of data privacy)
significantly limits what research is performed in agronomy. It is my hope that the methods currently
being developed in the community, including those in this dissertation, lead to increased use of remote
sensing in agronomy in the future as remote sensing likely can provide the necessary data to successfully
operationalize models of the highly complex and non-linear agricultural system.
In addition to all the interesting work I have done during my studies and all the concepts, data
sources, programing languages, and machine learning techniques that I have been exposed to, I feel that
thinking in terms of the scientific method is one of the greatest skills I have learned with the help of
vi

Prof. Gross. Therefore, I think it appropriate to conclude this preface with a quote about the scientific
method from Feynman that has inspired me throughout my studies,
“In general, we look for a new law by the following process. First, we guess it … Then we

compute the consequences of the guess, to see what, if this is right, if this law we guess is right, to see
what it would imply and then we compare the computation results to nature or we say compare to
experiment or experience, compare it directly with observations to see if it works. If it disagrees with
experiment, it’s wrong. In that simple statement is the key to science. It doesn’t make any difference how
beautiful your guess is, it doesn’t matter how smart you are who made the guess, or what his name is …
If it disagrees with experiment, it’s wrong. That’s all there is to it.”
Lastly, I wish to note that I have included a summary of my non-agricultural remote sensing
work as an appendix at the end of this dissertation.
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The following chapters of this dissertation are reprinted as permitted under the terms and conditions of
the Creative Commons Attribution (CC BY) license under which they are released
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Chapter 1
Introduction
1.1.

Overview
In this chapter, we review the current strengths and limitations of techniques to model

agricultural systems at different spatial scales and the available techniques from remote sensing to
improve the performance of these models. The chapter will highlight the difficulties created by the
nonlinear interaction of Genotype x Environment x Management (G x E x M) factors in modelling
agricultural systems and the difficulties that the variability in these same factors causes in retrieving
crop state variables from remote sensing. In Chapter 2, we show that geolocated crop growth model
simulations can be a source of training data for crop state variable retrieval algorithms and suggest that
this can provide a viable supplement or alternative to limited, expensive-to-collect ground-truth data. In
Chapter 3, we show that variability in secondary factors, many controlled by G x E x M factors, is a large
cause of the difficulties in crop state variable retrieval and ultimately makes the retrieval of crop state
variables ill-posed. We suggest that the method of using geolocated crop growth models to train
retrieval algorithms presented in Chapter 2 can be used to address the ill-posedness of the retrieval
shown in Chapter 3 by greatly increasing the amount of data used in training these algorithms through
farmer participation. Chapter 3 shows that one potential application of this approach can be mapping G
x E x M factors on a global scale with remote sensing, a problem which is doubly ill-posed as both
retrieving crop state variables from remote sensing and retrieving G x E x M factors from crop state
variables are individually ill-posed problems. In Chapter 4, we summarize our results and discuss both
some potential applications based on this research and outline further research that can build on the
research presented. Lastly, in an appendix, we include a glossary of terms to help clarify some of the
field-specific terminology used in this dissertation.
1.2

Modelling agricultural systems

1

Mechanistic crop growth models (CGMs), such as DSSAT [1], STICS [2], APSIM [3], and HybridMaize [4], provide a physical framework to describe the effects that G x E x M factors have on crop
growth within the season and crop yields at the end of the season. In general, most mechanistic crop
growth models can be described by the following equation [5]
𝑥[𝑡 + 1] = 𝑓(𝑥[𝑡], 𝑢[𝑡], 𝑃)

(1)

where x[t] is the state vector describing the current status of the crop in time (such as LAI, biomass, root
depth, soil moisture, phenological stage), u[t] is the vector of environmental inputs in time (such as
temperature, solar radiation, rainfall), and P is a vector of model parameters (which can vary depending
on phenological stage). The crop yield is generally a function of the state vector at the end of the
season. The model parameters include two types of information: the site-specific factors that describe
the conditions on a particular farm and the model coefficients that quantify the effects of these factors
on crop growth. The site-specific factors can be obtained from farm records (generally proprietary) and
soil surveys; the site-specific factors obtainable from farm records include information such as cultivar
choice, planting date, planting density, fertilization, and irrigation. The model coefficients are
determined from field experiments that estimate the effect of the site-specific factors on crop growth;
they are often found by applying model parameter optimization procedures to the field experiment data
[6].
Crop growth models depend on accurate model coefficients and site-specific factors. Due to
detailed knowledge of site-specific factors at the scale of an individual field, the performance of crop
models at the individual field scale in predicting has been analyzed in a multitude of studies, with
respect to both the in-season state variables and yields [4,7–11]. For example, a 2014 study [9] for
wheat performed an in-season intercomparison of leaf area index, above ground biomass, above ground
N, and soil water content at 4 sites with 27 different wheat growth models. Unfortunately, it is difficult
to scale these validations to regionally or globally-gridded models because many of the site-specific
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parameters are difficult to predict accurately at coarse spatial scales [12], inevitably leading to
uncertainty in the results [13]. For example, a recent study [14] attempted to evaluate the improvement
provided by a crop model’s knowledge of site-specific factors and found that the error of the prediction
fell significantly for most models as the level of site-specific calibration increased. The inherent
uncertainty in model coefficients in crop models, compounded by the large increase in uncertainty of
site-specific factors at the regional scale, makes it very difficult to use a site-specific crop model for
regional predictions. A recent study [15], attempted to use the Hybrid-Maize model to predict countylevel yields over the US corn belt by attempting to collect information on site-specific factors from
various sources (including proprietary knowledge from DuPont Pioneer ® agronomists); however,
relatively large uncertainties in the predicted crop yield were reported (root mean square error of 34%
of mean at county level when the site’s ground-truth crop yield’s long term (decadal) average is
unknown). Therefore, significant work needs to be done to improve the accuracy of either the model
coefficients or the site-specific factors, or both [16].
At the regional and globally gridded scale, it is important to have accurate crop growth model
inputs and predictive performance in order to both accurately predict the output of the present system
and understand how changes in the system will affect production. growth. For example,
1.) In climate change studies, globally gridded crop models are being used to model the effect
on crop yields due to changing weather with respect to an approximation of the current,
global agricultural system [17,18].
2.) To support government decision making, regional crop models are being used by the
European Union to provide early predictions of crop yield with respect to an approximation
of the current European agricultural system [19].
3.) To improve actuarial policies in crop insurance, soil productivity and yield data are being
used to develop models to improve the prediction of actuarial risk with respect to general
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agricultural conditions and agromanagment practices [20].
4.) To ensure global food security, field-scale crop growth model simulations are being
upscaled to identify regions where farmer controllable yield-limiting factors, such as pest
and weed management, fertilization and irrigation, can be adjusted to reduce the yield gap
[21,22].
Unlike the regional scale, the uncertainty of the site-specific factors is significantly lower at the
field-scale; thus, a significant focus at the field-scale is addressing the uncertainty of model structure
and uncertainty in the model coefficients [16]. Model structural uncertainty means that the equations
that describe the G x E x M interactions that affect crop growth are themselves known inaccurately, in
addition to the coefficients within these equations [16]. Multi-model ensembles are currently being
explored in the literature [9,16,18] to estimate the uncertainty due to model structure [16] and improve
model predictive performance [9]. Ultimately, however, limited availability of calibration data is the
largest roadblock in addressing both model structural uncertainty and model coefficient uncertainty
[23–25], hindering the deployment of crop growth modelling in regular farming operations. However,
regular farming operations could stand to significantly benefit from crop growth modelling as farmers
are very interested in predicting the benefits of new treatments and optimizing use of resources. For
example, there is a strong desire [26] for information on the effect of decisions, such as cultivar
selection [27], economically optimum plant density [28], and economically optimal rate of nitrogen [29]
on location-specific, in-field performance prior to their deployment. Due to the nonlinear interactions of
G x E x M, it is necessary [29,30] to have minimal model structural and coefficient uncertainty in order to
understand how changing treatments and resource use will affect the yield and profit at the end of the
season. Further, optimal management of in-season conditions, such as nitrogen stress, also requires low
model structural and coefficient uncertainty to allow crop models to predict the economically optimal
management for the conditions [29,31]. In addition, the number of different cultivars encountered in
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regular farming operations is far greater than the small number of cultivars for which crop growth
models have been calibrated for in detailed research experiments [32,33]. While attempts to calibrate
crop models for a large number of cultivars has been attempted based on variety trials and seed
company experiments [32,33], the number of experiments is very limited in its span across E x M factors
and the amount of data collected in the experiments is also limited, inevitably leading to significant
uncertainty in the calibration of the cultivar parameters [23,32,33]. This unavailability of or uncertainty
in cultivar specific parameters further limits the deployment of crop models for regular farming
operations. As a result, farmers often resort [26] to suboptimal decision making, such as looking directly
at the results of yields observed in on-farm trials conducted by local universities and industrial
consortiums, such as FIRST seed trials (http://firstseedtests.com/), instead of relying on the detailed
analysis of the interaction of G x E x M factors that crop growth models can provide.
1.3

Applications of agricultural remote sensing
Satellite remote sensing can be used to obtain multispectral imagery of crop growth at both

moderate resolution for regional-scale analysis and at high resolution for field-scale analysis. At
moderate resolution, satellite instruments, such as polar-orbiting MODIS and MERIS, can provide solarreflective imagery at 250m to 500m resolution with near-daily revisit time. At high-resolution, several
LANDSAT satellites have historically (from the 1980s) provided 30m resolution solar-reflective imagery
with 16-day revisit time and newer publicly-funded satellites, such as Sentinel-2 satellites launched in
2015 and 2017, can provide imagery at 10-20m resolution with 5-day revisit time. In addition,
commercial satellites have historically been able to provide imagery at higher spatial and temporal
resolution than LANDAT and Sentinel-2, with the latest PlanetScope constellation of satellites providing
3 m resolution solar-reflective imagery with daily revisit time. As a result of the frequent, global
observations by these platforms, satellite remote sensing can be used to address the uncertainties with
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site-specific factors at the regional scale and model structural and coefficient uncertainty at the fieldscale.
At the regional-scale, current applications of agricultural remote sensing have generally focused
on retrieving current season crop yields [34–42] and phenological dates [36,43–46] (such as emergence
date, flowering date, and maturity date). Many of the approaches to retrieve crop yields and
phenological dates at the regional-scale have been empirical in nature [36,41,46]; however, crop growth
models are increasing being in the regional scale retrievals, both indirectly through crop model based
regression [34,35,47] and directly through crop model assimilation methods [38,39,42,48]. However,
while regional crop yields and phenological dates can be used to calibrate regional crop growth models
to predict yields into the future as G x E x M factors change [49–51] and implicitly retrieve information
about regional site-specific factors in performing this calibration, the use of only these to values to
calibrate the models inherently limits the strength of the calibration and the realism of the calibrated
models responsiveness to changes in the G x E x M factors [23,30]. In addition, it is important to note
that data on yields and phenological dates are commonly available from government surveys in many
parts of the world. Here it is important to note that calibration to predict yields into the future is
fundamentally different than data assimilation/calibration to retrieve current season yields from remote
sensing measurements of crop state variables [38,42,48] (such as leaf area index) because the critical
ability of a crop growth model to make predictions outside of the season in which it was calibrated is not
tested when using data assimilation to retrieve current season yields. Thus, although potentially useful
in its ability to retrieve yields that can in further work calibrate crop models, the assimilation of remotely
sensed crop state variables into crop growth models to retrieve current season yields [38,42,48] does
not demonstrate an ability to use remotely sensed state variables to improve our understanding of
regional site-specific factors in a way that is shown to be robustly able to predict the impact changes in
G x E x M factors will have on crop growth in the future. However, as remote sensing has been shown to
6

give us the ability to retrieve crop state variables, such as leaf area index [52], at the regional-scale,
there is great potential to use remote sensing to retrieve regional-scale site-specific factors that can
allow us to project the effects of changes in G x E x M factors into the future, with applications in climate
change analysis [17,18], government decision making [19,20], and global food security [21,22], as
discussed in the previous section. This dissertation seeks to develop methods to allow this goal to be
obtained.
At field-scale, a large application of agricultural remote sensing is the detection of stresses that
can limit crop yields during the season to allow farmers to deploy in-season precision agriculture
managements to reduce the stress [53,54]. For example, studies in the literature have focused on the inseason detection of nitrogen [31,55,56], water [56], weed [57], pest [58], and diseases [59] stress. In
addition, field-scale remote sensing can potentially allow farmers to make an early in-season prediction
of the end-of-season crop yield to assess the cost effectiveness of in-season management decisions in
real-time [54]. Outside of precision agriculture, remote sensing has been used for phenotyping and
breeding selection by measuring changes in canopy structure during important growth stages [60].
While these applications of remote sensing do deliver benefits to farmers [53,54], field-scale
remote sensing also has the potential to deliver benefits to farmers by increasing our understanding of
the interaction of G x E x M factors and improving crop growth models [61]. While research plot sizes
are currently generally too small [61] for satellite remote sensing-aided crop growth model
improvement, the increasing use of “big data” in agriculture [62,63] may allow individual farmer fields to
become research experiments for crop growth model improvement. Specifically, as the volume of data
collected and transmitted to the cloud by farm management systems, equipment, and sensors increases
[63], it becomes feasible for remote sensing to be used at the field-scale to improve crop growth models
as collocated data on site-specific factors can be obtained from cloud-based farmer records, such as
MyJohnDeere. In particular, as discussed in the previous section, reducing model structural uncertainty
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[16], reducing model coefficient uncertainty [16], and calibrating cultivar-specific coefficients [32,33] for
the large variety of cultivars used in regular farming operations are key limiting factors in utilizing crop
growth models for operational farm decision making; remote sensing imagery collocated with field-scale
site-specific factors provides the potential to address these limiting factors through data.
1.4 Retrieving crop state variables from remote sensing: empirical and physical approaches
Applying agricultural remote sensing to understand the effects of G x E x M variability is
ultimately dependent on the quality of the retrieval of crop state variables from remote sensing. The
crop state variables, denoted x[t] in Equation 1, form the underlying description of crop growth in our
model and therefore developing models to improve their retrieval is critical in crop remote sensing. Crop
state variables can be retrieved from remote sensing by either physical or empirical approaches [64].
Physical modelling approaches take into consideration the optical properties of the leaves and possibly
organs of the plant, the optical properties of the soil, and the radiative transfer equations that describe
how these optical properties affect the satellite signal. Unfortunately, the problem of using physical
modeling to retrieve crop state variables is both ill-posed and ill-specified, leading to difficulties in the
retrieval. As a result, empirical approaches have been developed that learn the relationship between
satellite measurements and state variables directly using ground measurements collocated with satellite
observations.
1.4.1

Physical Modelling Approaches
In physical modelling approaches, canopy radiative transfer models, such as one-dimensional

PROSAIL [65] or three-dimensional DART [66], are used to model the top-of-canopy (TOC) directional
reflectance from soil and vegetation properties. These modeled reflectances are matched with satellite
based retrievals of TOC reflectances and various techniques, such as direct optimization [67,68] and
look-up tables [67,69,70], are used to select the best vegetation parameters for the TOC reflectances. In
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addition, machine learning techniques, such as neural networks [67,71], Bayesian networks [72,73],
support vector machine regression [74] and Gaussian process regression [75], have been developed to
directly invert canopy radiative transfer models.
In a one-dimensional approximation [76], the TOC directional reflectance can be approximated
as the sum of the reflectance of the vegetation assuming a non-reflective soil (𝐵𝑅𝐹 ) and the
reflectance seen due to the non-zero reflectance of soil at the top-of-canopy. 𝐵𝑅𝐹

must be a property

of only the sensor geometry and the vegetation because it is calculated under the assumption that the
soil is non-reflective. The reflectance of the soil can be approximated as a Lambertian source that is
transmitted through the canopy. In this case, the TOC reflectance can be expressed as [76]:

where 𝑝

𝐵𝑅𝐹

= 𝐵𝑅𝐹

+

𝐽

(2)

is the soil reflectance, and 𝑡, 𝑟 , 𝐽 are properties of the canopy structure and leaves only

[77]. The leaf and canopy dependent variables (𝐵𝑅𝐹 , 𝑡, 𝑟 , and 𝐽 ) can be calculated by the canopy
radiative transfer model as a function of the vegetation parameters. Table 1-1 shows the vegetation

parameters that are used to map to the leaf and canopy dependent variables in the PROSAIL model and
the sensitivity of different bands to the parameters is reviewed in [78].
Table 1-1: Vegetation parameters in the PROSAIL model (adapted from [65])
N
Leaf structure parameter
Cab
Chlorophyll a+b content
Cw
Equivalent water thickness
Cm
Dry matter content
Cbp
Brown pigments content
LAI
Leaf area index
LIDF
Leaf inclination distribution function
sL
Hot spot parameter
As retrieving the vegetation parameters by model inversion is ill-posed [79], careful
consideration of the technique and a priori information used to perform the inversion is necessary. In
general, the primary method of including a priori information across all inversion methods is setting
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bounds or prior distributions for the vegetation parameters to be retrieved, which can be done based on
land class or crop type [77,80]; in addition, a priori information about crop growth stage [72] and
correlations between the retrieved variables [73] can also be included in the inversion methodology. In
the most intuitive inversion techniques, the vegetation parameters are simply varied by a numerical
optimization code until the measured reflectances have minimum difference with the modelled
reflectance and the retrieved vegetation parameters are taken at this identified minimum [67,68].
However, as this direct optimization approach is very computationally expensive to run pixel-by-pixel
and as it does not handle the ill-posedness of the problem well [64,79], newer inversion techniques have
been developed by performing a large number of simulations with a multitude of combinations of these
vegetation parameters and training an inversion methodology on these synthetic datasets of canopy
radiative transfer simulations [67,69–75]. In the simplest case, a look-up table mapping vegetation
parameters to modelled reflectances is generated from the synthetic datasets and a numerical
optimization code is run on the look-up table instead of the canopy radiative transfer model itself
[67,69,70]. In contrast, in machine learning approaches [67,71–75], the synthetic datasets are used to
directly estimate the highly non-linear relationship between the vegetation parameters and the
measurements [75]. These methods have an advantage over look-up table approaches in that only the
variable(s) of interest need to be retrieved and the machine learning method can learn to maximize its
sensitivity to the variable(s) of interest in training [79]. Neural network approaches that learn to take the
remote sensing TOC reflectances as inputs and predict the vegetation variable(s) of interest are
generally the most common machine learning approach [71,79]. However, the other machine learning
approaches used for canopy radiative transfer model inversion in the literature allow for further
reduction of the uncertainty in the retrieval in some cases. For example, Bayesian networks are better
suited to take in additional a priori information, such as crop growth stage [72] and correlations
between the retrieved variables [73]. Further, support vector machine and Gaussian process regression
10

methods are potentially more generalizable and robust to noise as compared to neural networks
[74,75].
In addition, the variables retrieved by the inversion of the canopy radiative transfer models may
not be the ones that are necessarily the ones of interest to users in the agriculture community. This
issue is seen clearly in studies that couple [38,81] crop growth models and canopy radiative transfer
models where some of the inputs to the canopy radiative transfer codes do not map to the outputs of
crop growth models at all and some are only connected by empirical relationships which may not
generalize well to all locations [82]. Nevertheless, the parameters in Table 1-1 do contain the leaf area
index, which is a state variable or output variable in many crop growth models, and the chlorophyll
content, which is closely correlated [82,83] to the nitrogen status in crop growth models that include
nitrogen stress. In addition, the parameters in Table 1-1 can be used to remove the effects of the canopy
on the soil reflectance early in crop growth stage (LAI < 2), and the residual soil reflectance can be used
to estimate [84] soil moisture, a very important state variable in crop growth modelling.
1.4.2

Empirical retrieval approaches
In the empirical approach to vegetative remote sensing, field data is used to train models to

directly predict the vegetation parameters from the top-of-canopy reflectances without a direct physical
model. For example, a large number of studies have been conducted using vegetation indices or
machine learning to train a regression between satellite solar reflective top-of-canopy reflectance and
ground-measured LAI for different crops [52,64,85,86]. While these methods can perform better than
the canopy radiative transfer approaches in certain cases, they suffer from a “one place, one time, one
equation” issue [52] due to variability in secondary factors affecting the retrieval [87], which prevents
regressions trained at one set of times and locations being used at others. The “one place, one time, one
equation” is analogous to the ill-posedness of the physical radiative transfer methods in that there is
insufficient information content to perform the retrieval without significant uncertainty if a priori to
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constrain the retrieval is unavailable. Thus, in spite of the simplicity of empirical retrieval approaches
and their decent performance, improving crop state variable retrieval with these methods further is
difficult without additional data.
1.5 Integration of crop growth modelling and remote sensing crop state variable retrieval
We now turn to discuss the existing methods in the literature integrating remote sensing crop
state variable retrieval with crop growth modelling. Coupling the state variable retrieval with crop
growth modelling allows for more information to be gleaned from the remote sensing as temporal and
mechanistic constraints can be applied to the retrievals [88]. Methods integrating crop growth
modelling and crop remote sensing can roughly be divided into three groups:
1. Methods which use crop growth model simulations to train regressions between
remote sensing measurements and agronomic variables [34,35,47,89,90]
2. Methods which assimilate crop state variables retrieved with either physical or
empirical methods (as described in the previous section) into crop growth models
[37,42,64]
3. Methods which simultaneously retrieve crop state variables from remote sensing and
assimilate them into crop growth models by coupling a crop growth model and canopy
reflectance model into one [38,81,91]
In the first approach [34,35,47,89,90], synthetic crop growth model simulations that cover a
range of expected G x E x M variability are run and corresponding synthetic remote sensing time series
are generated. Usually, empirical relationships between the LAI and satellite measurements derived
from previous crop state variable retrieval studies are used to generate the synthetic remote sensing
time series for each synthetic crop growth model simulation [34]; the use of empirical relationships to
generate the synthetic satellite observations is a limiting factor of these methods as using only the LAI to
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generate the satellite observations neglects secondary factors that affect the satellite observations [87].
Using the combined synthetic crop growth model simulations and remote sensing time series, a
regression is trained to allow for operational predictions of agronomic variable of interest, generally the
crop yield, from remote sensing data. This method has an advantage over purely empirical methods to
retrieve yield [36,41] in that this method provides a mechanistic basis for its retrievals, allowing it to
take into account the expected distribution of G x E x M variability in the region where it is being applied
by being retrained with a new set of region-specific synthetic crop growth model simulations [90].
Nevertheless, the use of the synthetic dataset underlying the method prevents it from being used to
retrieve a larger number of crop state variables time series from remote sensing, which are necessary to
accurately characterize the variability of G x E x M factors on a global scale [23,30].
Assimilating remote sensing based information into crop growth models provides the
opportunity to fully integrate mechanistic constraints on crop growth into the retrieval process. The
assimilation methods [37,38,42,64,81,91] can be divided into two types. In the first type, some of the
crop state variables are retrieved using physical or empirical remote sensing methods prior to the
assimilation and then the crop growth model assimilation process is independent of the initial retrievals
[37,42,64]; in this case, only variables that are not initially retrieved from the remote sensing benefit
from the assimilation. In the second type, the remote sensing reflectance measurements themselves are
directly assimilated into a combined crop growth and canopy reflectance model; as a result, a
preliminary retrieval method is unnecessary and all retrieved variables benefit from the mechanistic and
temporal constraints of the crop growth model.
First, we discuss the assimilation into crop growth models where state variables have been retrieved
as a preliminary step prior to the assimilation [37,42,64]. In these studies, remotely sensed LAI is
generally the variable assimilated from the solar reflective bands and yield is the end result of the
assimilation method. For example, in [42], MODIS-retrieved LAI (solar reflective bands) and AMSR-E
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retrieved surface soil moisture (microwave bands) were assimilated into DSSAT-CSM-Maize using an
Ensemble Kalman Filter and used to retrieve crop yield for one county over several years. Further recent
work [37] has sought to combine empirical methods for phenological date retrieval [36,46] with the crop
growth remote sensing assimilation approach. Specifically, in [37], the plant emergence day and thermal
time to the senescence phenological stage is determined by an analysis of the NDVI time series that is
very similar to [36]. Then, a neural network [92] that has been trained on a canopy radiative transfer
code is used to invert the top-of-canopy reflectances to the green area index (GAI) (which is very similar
to the leaf area index, except that it counts all of the photosynthetically active surface area of the
vegetation and not just the leaves). The retrieved GAI time-series is then used to optimally determine
the parameters of a simple crop growth model (with only two state variables – GAI and dry aboveground
biomass) by minimizing the root mean square error between the model GAI time series and the remote
sensing retrieved GAI. The crop yield is determined at season end by using a climatological harvest index
and multiplying by the end of season dry aboveground biomass. Both of these studies [37,42] present
useful assimilation methods for retrieving crop yields from LAI/GAI time series; however, because this
method relies on preliminary retrieval of crop state variables from remote sensing, the approach is
difficult to apply to retrieve a larger number of crop state variables time series from remote sensing, just
as the synthetic crop growth model regression approaches [34,35,47,89,90].
In order to fully use the remote sensing reflectance measurements and not rely on preliminary
relationships between the crop state variables and the satellite measurements, assimilation methods
into coupled crop growth and canopy reflectance models have been developed [38,81,91]. In these
methods, a canopy radiative transfer model generally accepts as inputs some of the crop state variables
predicted by the crop growth model as outputs; the assimilation then proceeds by varying the free
parameters in both the crop growth model and canopy radiative transfer model until the difference
between the actual and canopy radiative transfer model modelled TOC reflectance is minimized. As
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discussed in a previous section, a difficulty with this approach is that the inputs to the canopy radiative
transfer codes do not map well to the outputs of crop growth models [38,81,82]. Nevertheless, the
method has been successfully applied to retrieve yields [81], biomass [38,81], plant nitrogen content
[81], and LAI [81,91]. Importantly, the method provides the potential to retrieve more information than
the physical and empirical crop variable retrieval methods described in the previous section as it takes
into account temporal and mechanistic constraints on crop growth [88]. This dissertation further
explores retrieving more information from remote sensing using crop growth models.
1.6 Ground Truth Data
The use of ground-truth data is critical in both crop growth model and agricultural remote sensing
model calibration, algorithm training, validation, and testing. Different types of ground truth data are
available:


Surveyed data, which is obtained by collecting data from individuals and reporting a value
aggregated for a geographic region (sometimes along with statistics on the variation within
the reason). Examples of common surveyed data available at the state-level or county-level
in the United States are crop yields and phenological dates.



Field data, which is obtained by directly making measurements in the field, either with
destructive sampling or various types of proximal sensors (such as hemispherical
photography and CO2 eddy-covariance flux tower measurements). LAI and Gross Primary
Productivity (GPP) are examples of field data.



Agromanagement data, which is obtained from farmer’s records. Examples of
agromanagement data are planting date, planting density, and seed growing degree days
(GDD) to maturity, fertilization schedules, and irrigation schedules. In addition, farmerprovided agromanagement data can simply be the crop type the farmer planted itself (such
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as corn, soybean, or wheat). Unlike other types of agromanagement information, crop type
has been collected from farmers in the United State extensively and has been used to
develop very accurate crop type mapping remote sensing algorithms [93].
Surveyed data is the most common type of ground truth data available for large regions and
primarily focuses on crop yield. Crop yield is often available at the second level of national subdivision,
which is the county-level for the yields provided by USDA NASS in the United States [94] and the
NUTS3/NUTS2 level in the European Union [95]. In addition, globally gridded survey-based yield
products have been produced for validation of globally gridded crop growth models [96–98]. In the
United States, USDA NASS surveyed crop yields provide a very accurate source of data for county-level
crop yields, with a correlation coefficient of 0.97 found with an independent dataset of field-scale yields
reported to the USDA Risk Management Agency by individual farmers for insurance purposes [34,99].
Outside of the United States, the accuracy of yield statistics is more variable [96]. In addition to being
used to train algorithms for crop type mapping in agricultural remote sensing [36,41], surveyed crop
yields are critical for the calibration of regional-scale crop growth models [49,51].
Unfortunately, even with the availability of high-quality surveyed county-level crop yield data
and state-level phenological yield data in the United States, agricultural remote sensing is still quite
challenging in the United States beyond crop type mapping [93] and crop yield mapping [36,41] (both of
which can be done quite accurately in the United States [36,41,93]). As a result, field data is used in
agricultural remote sensing extensively, especially field LAI ground-truth data. Destructive
measurements of LAI, where leaves are collected in the field and measured in the laboratory, are the
gold standard for collecting ground-truth data [100]; in this case, the accuracy is determined by the
extent of the sampling and the quality of the procedure to upscale the results from the sampling plots
[100]. Unfortunately, destructive sampling is expensive and indirect measurements are typically used to
collect ground-truth LAI measurements, primarily sensors that measure the transmittance of solar
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radiation through the canopy and hemispherical photography [100]. The assumptions made in
processing these indirect measurements, particularly those related to the clumping effect, as well as the
sampling strategy used, strongly affect the accuracy of the ground-truth measurements [101].
Performing multiple simultaneous measurements within a sampling unit can be used to estimate the
uncertainty of the indirect measurements and reduce their bias by averaging [69,101]. Despite the
somewhat significant uncertainty in the field ground-truth measurements, they are a critical tool in
developing and testing agricultural remote sensing algorithms [52,69]. It is also important to note field
measurements of in-season state variables are critical for field-scale crop growth model calibration and
validation [30,102,103]; however, experiments for the calibration and validation of field-scale crop
growth models are often done on small research plots below the resolution of satellite remote sensing.
Agromanagment data is poised to become the next important source of ground-truth data for
agricultural remote sensing as the field moves from crop yield mapping and retrieving crop state
variables to assimilating retrieved crop state variables into crop growth model. As stated previously, in
the calibration approach to crop growth modeling, the remote sensing retrievals can be used to
determine and map the agromanagement inputs into crop growth models, making ground-truth
agromanagement data critical. In the next two chapters, we will demonstrate to importance of
collecting agromanagement ground truth data to agricultural remote sensing. We will show that
collecting agromanagement ground truth data provides the promise of developing algorithms to map G
x M agromanagement practices on a global scale from remote sensing. Mapping G x M practices on a
global scale can lead to significant advances in modelling the global agricultural systems, as present
globally gridded crop model simulations [96,104] rely on limited knowledge of global agromanagement
practices to perform simulations of the response of crops to changes in the environment.
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Chapter 2
Utilizing Collocated Crop Growth Model Simulations to Train Agronomic Satellite Retrieval Algorithms
This chapter is reprinted from
Remote Sens. 2018, 10(12), 1968; https://doi.org/10.3390/rs10121968
as permitted under the terms and conditions of the
Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/)
with formatting modifications
2.1 Chapter Summary
Due to its worldwide coverage and high revisit time, satellite-based remote sensing provides the
ability to monitor in-season crop state variables and yields globally. In this study, we presented a novel
approach to training agronomic satellite retrieval algorithms by utilizing collocated crop growth model
simulations and solar-reflective satellite measurements. Specifically, we showed that bidirectional long
short-term memory networks (BLSTMs) can be trained to predict the in-season state variables and yields
of Agricultural Production Systems sIMulator (APSIM) maize crop growth model simulations from
collocated Moderate Resolution Imaging Spectroradiometer (MODIS) 500-m satellite measurements
over the United States Corn Belt at a regional scale. We evaluated the performance of the BLSTMs
through both k-fold cross validation and comparison to regional scale ground-truth yields and
phenology. Using k-fold cross validation, we showed that three distinct in-season maize state variables
(leaf area index, aboveground biomass, and specific leaf area) can be retrieved with cross-validated
R2 values ranging from 0.4 to 0.8 for significant portions of the season. Several other plant, soil, and
phenological in-season state variables were also evaluated in the study for their retrievability via k-fold
cross validation. In addition, by comparing to survey-based United State Department of Agriculture
(USDA) ground truth data, we showed that the BLSTMs are able to predict actual county-level yields
with R2 values between 0.45 and 0.6 and actual state-level phenological dates (emergence, silking, and
maturity) with R2 values between 0.75 and 0.85. We believe that a potential application of this
methodology is to develop satellite products to monitor in-season field-scale crop growth on a global
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scale by reproducing the methodology with field-scale crop growth model simulations (utilizing farmerrecorded field-scale agromanagement data) and collocated high-resolution satellite data (fused with
moderate-resolution satellite data).
2.2 Introduction
2.2.1 Background
Understanding the effect that environmental and agromanagement factors—such as weather, soil,
and fertilization—have on crop growth is a critical question in agronomy-related fields [1]. Several
applications—such as adaptation to climate change [2], optimizing agricultural policies [3,4], supporting
precision agriculture [5], and reducing yield gaps [6] —require isolating the effect of a particular variable
from the other factors affecting crop growth. In order to isolate one of these factors, it is necessary to
have good estimates of the other factors in the agricultural system being studied.
Mechanistic crop growth models are well-suited for the task of analyzing the effect that changing a
particular factor will have while keeping the other factors constant. This is because they seek to
physically model the major genotype, environment, and management (G × E × M) interactions that
affect the individual components of the crop-soil system and, ultimately, the yield. Unfortunately, the
detailed agromanagement information to run field-scale crop models is, in general, unavailable [3] at a
national or global scale, introducing significant uncertainty into the model predicted effect of soil
variability, weather variability, irrigation changes, or fertilization changes on the attainable crop yield
[6]. Upscaling strategies [7,8] and gridded modeling strategies [2,9,10] have been developed to address
the limitation on the availability of data; however, significant uncertainties remain, especially due to
limited agromanagement information [11,12,13,14]. Gridded modeling strategies can potentially reduce
the effects of the limited data availability by calibrating to identify locally optimal crop growth model
parameters on a regional scale [15,16]. Unfortunately, these studies have been limited by generally only
using regional yields for calibration. For example, in [16], two unknown G × E × M factors (the planting
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date and planting density) and three crop growth model coefficients (the biomass to energy ratio, the
harvest index, and the potential heat units) are calibrated based only on goodness-of-fit criteria with
United State Department of Agriculture National Agricultural Statistics Service (USDA-NASS) county-level
maize yields. Further, even this calibration with regional crop yields is not always performed [10], likely
because the stresses imposed on crop growth, especially in developing regions, are highly variable and
dependent on unknown field-scale management decisions. Gridded crop models perform significantly
worse in developing regions [10].
Satellite remote sensing provides an alternative to these two approaches to mitigate the effects of
limited data availability because it makes field scale measurements with global coverage. As the
atmospherically-corrected satellite reflectance signal is strongly affected by the in-season crop state
[17], it provides the potential to efficiently collect a large dataset on crop-soil system state variables.
The state variables describe the dynamic evolution of the plant structure and soil state in time and
encompass variables such as the leaf area index (LAI), aboveground biomass, phenological stage, and
soil moisture. Canopy radiative transfer (RT) models [18] provide the theoretical basis that links the
state variables and soil reflectance (which is very influential when LAI is low [19,20]) with the satellite
reflectance signal. Field measurements of these in-season state variables are greatly beneficial in the
calibration of field-level crop growth models [21,22,23] and it can thus be supposed that a high
resolution global dataset of in-season state variables can also improve the calibration of regional crop
growth models. As illustrated in Figure 2-1, the in-season state variables of a crop are a function of the G
× E × M factors (both physically and in crop growth models) and, as a result, similar to the efforts in
[15,16], a calibration of a regional crop growth model with these in-season state variable measurements
would represent a reduction in the uncertainty of some of the unknown G × E × M factors and the crop
growth model coefficients that describe their effect on crop growth. As seen in Figure 2-1, a mechanistic
crop growth model calculates the yield from the in-season state variables, so the connection between
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the G × E × M factors and the state variables is more direct than that of the yield. This explains why
performing multi-objective calibration against both the state variables and yields can result in models
that outperform those calibrated against yields alone.

Figure 2-1. Interrelationships among yield, satellite measurements, crop state variables and G × E × M
factors.
The difficulty in directly using the satellite reflectance signal to retrieve the state variables is that the
connection between the state variables and the satellite reflectance signal is very complex. The large
number of inputs to canopy RT models [18] makes their inversion highly ill-posed, especially as one
attempts to retrieve more than one variable [24,25]. Because of the limited availability of data about the
distribution of canopy vegetation characteristics, studies must assume wide ranges of the unknown
canopy RT model inputs when performing the inversions [26], limiting the quality of the results. Complex
algorithms have been developed to invert the canopy RT models to retrieve the LAI and leaf chlorophyll
content in maize [19]; however, significant uncertainties remain. Furthermore, when coupling canopy RT
and crop growth models, significant further uncertainty is introduced because the variables that are
inputs to canopy RT models are not necessarily the same as those outputted by crop growth models
[17,27,28,29]. Some of these variables can be coupled with empirical relationships. For example, crop
growth models generally output the leaf nitrogen content, which can be converted to the leaf
chlorophyll content inputted to canopy RT models by an empirical relationship, such as that in [30].
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However, the leaf nitrogen-chlorophyll relationship in [30] only showed an R2 value of 0.73 and was
validated using only data from an N-rate trial at a single location in Shelton, Nebraska in 2006. Other
inputs, such as the average leaf angle and the equivalent water thickness, must simply be assumed to be
constants. Empirical approaches to retrieve the canopy vegetation characteristics and crop growth state
variables, trained with both proximal and collocated remote sensing, are also fraught with large
uncertainties due to limited data availability that causes the empirical models to generalize poorly to
new environments [31], even after nearly 30 years of data collection and research. Reducing the
uncertainties in retrieving canopy vegetation characteristics and in the coupling of canopy RT models
and crop growth models would thus require extensive field campaigns in a wide range of G × E × M
environments using traditional methods; the expense of carrying out such extensive field campaigns
calls for new approaches.
A promising line of research in agronomic satellite retrieval algorithms, which has recently seen new
interest [32,33,34], has been crop-model-based regression (CM-Reg), which was first introduced by [35].
CM-Reg generates a large, synthetic ensemble of crop model simulations and corresponding vegetation
indexes, either simulated by the crop model itself [35] or estimated via empirical relationships from its
outputs [32,33,34]. CM-Reg then uses this synthetic ensemble to estimate an empirical relationship
between the crop model-simulated yield and simulated vegetation indexes. This empirical relationship,
determined solely from synthetic crop model simulations, is then used to predict actual yields from
actual satellite measurements. While CM-Reg does not [34] necessarily produce significantly better
results than simpler empirical approaches [36,37] that regress satellite measurements against regional
surveyed yields, it has a significant advantage in that it is more generalizable to new environments. This
is because its yield prediction is based on mechanistic crop model simulations, rather than being purely
empirical [34]. However, as the ensemble used by CM-Reg to determine a relationship between the crop
yields and vegetation indices is synthetic, CM-Reg’s power will always be limited by the need to predict
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vegetation index time series for the synthetic simulations. Our work takes inspiration from CM-Reg to
address the concern of limited data availability to train agronomic satellite retrieval algorithms and
provides a framework to increase the number of variables retrieved.
2.2.2

Overview

As stated in Section 2.2.1, the need for extensive field measurements to calibrate canopy RT models
and their coupling with crop growth models serves as a major roadblock in fully utilizing satellite
measurements to calibrate regional crop growth models. In this study, we explore whether utilizing
collocated crop growth model simulations and satellite measurements can serve as an alternative to
utilizing ground measurements in training agronomic satellite retrieval algorithms. This approach is
similar to CM-Reg in that it seeks to learn an empirical relationship between crop growth simulation
output variables and satellite measurements from a database of these quantities. However, by utilizing
crop growth model simulations that perform accurate predictions at fixed locations and are not
synthetic, our method is able to use the actual satellite measurements to remove the major limitation of
CM-Reg that one must have a method to calculate synthetic satellite measurements from the crop
model simulations. Obtaining synthetic satellite measurements for synthetic crop model simulations is
fraught with difficulties, as seen by the challenges experienced [17,27,28,29,30] in coupling crop growth
models to canopy RT models. This indicates that replacing the synthetic satellite measurements with
actual measurements would provide a very interesting enhancement to CM-Reg.
Our method to utilize collocated crop growth model simulations and satellite measurements is
outlined in Figure 2-2 as Option 3, along with more traditional approaches to crop remote sensing,
which we label as Options 1 and 2. The traditional options (Options 1 and 2) use collocated imagery and
physical measurements of the in-season state variables and yields to calibrate canopy reflectance
models; Option 1 uses proximal imagery, while Option 2 uses collocated satellite imagery. In contrast,
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Option 3 uses collocated crop growth model simulations to replace the physical measurements, allowing
for the development of algorithms to retrieve the variables that do not have field measurements.
All three options in Figure 2-2 lead to the calibration of a canopy reflectance model, which then
can be used operationally in the future to obtain estimates of agronomic variables (the yields and inseason state variables) from satellite measurements. Once operational, these estimated in-season state
variables and yields can be used to calibrate regional crop models in addition to using the surveyed
regional crop yields, following a method similar to that used for only the surveyed yields by [15,16].

Figure 2-2. Flowchart of proposed method of calibrating canopy reflectance models as compared to
traditional options. The traditional options (1 and 2) use collocated in-season plant/soil
measurements along with proximal or satellite imagery, while the proposed Option 3 uses field scale
crop growth simulations in place of the in-season measurements. The calibrated canopy reflectance
models can be used in the future for regional crop model calibration.
It is important to note that there are a variety of methods (and combinations of these methods) that
can represent calibration of the canopy reflectance model in Figure 2-2, such as:
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Optimization of unknown canopy RT model inputs (such as the average leaf angle)



Optimization of the empirical relationships between crop growth model outputs and canopy RT
model inputs



Optimization of empirical canopy reflectance models that bypass the canopy RT models

In this study, we chose to optimize an empirical model that bypasses the canopy RT models, which
allows the satellite measurements to be directly used to obtain estimates of the agronomic variables
after optimization. In contrast, if a canopy RT model had been calibrated instead, an inversion method
would have had to be applied to estimate the agronomic variables from the satellite measurements and
calibrated canopy RT model.
We seek to demonstrate the feasibility of Option 3 as an alternative to Options 1 and 2 because of
the difficulties [31] in collecting sufficient in-season plant/soil measurements collocated with imagery to
reach an acceptable level of uncertainty with these two traditional options.
The feasibility of Option 3 ultimately rests on the hypothesis that:
1. Accurate, geolocated agromanagement data collected by farmers, supplemented by publicly
available high-resolution weather and soil datasets, can be used to provide decent estimates of
the water and nitrogen-limited attainable state variables at a set of training sites.
2. In highly developed cropping systems, such as those in the US Corn Belt, the gap between the
attainable yields and the actual yields, which have been further reduced by weeds, pests, and
other factors, is sufficiently small that significant information about the attainable state
variables is contained in the actual state variables.
3. Crop model-predicted state variables at a set of training sites with accurate, geolocated
agromanagement data can be used to teach a bidirectional long short-term memory network
(BLSTM) to retrieve the attainable state variables solely from the satellite measurements.
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Numerous studies [21,38,39,40,41] have been devoted to testing the first portion of the hypothesis;
particularly notable out of these are the more recent studies [21,38] with the Agricultural Production
Systems sIMulator (APSIM) maize model used in this study, which show very strong results in the
prediction of the LAI, biomass, leaf nitrogen, soil nitrogen, and soil water time series. Based on these
studies, we believe that it is reasonable to assume that the first portion of the hypothesis is true for the
purposes of this study. Therefore, in this study, we seek to show that it is reasonable to believe that the
second and third portions of the hypothesis are also true. We do so by performing a regional calibration
of the APSIM crop growth model across the entire United States Corn Belt at the county-level with
USDA-NASS survey data and high-resolution soil and weather data sources. A verification of the ability of
APSIM simulations of attainable yields to predict actual surveyed yields serves as a test on whether the
magnitude and variability of the yield gap is sufficiently small in the United States Corn Belt that the
random variability caused by weeds and pests does not prevent crop growth models from accurately
simulating the in-season growth processes on commercial farms that determine the yield. Previous
studies, such as that by [11], indicating the capability of crop growth model-simulated attainable yields
to predict actual yields over the US Corn Belt, provide support for this ability. We then examine whether
county-averaged 500-m Moderate Resolution Imaging Spectroradiometer (MODIS) satellite solar
reflectance measurements can predict the calibrated APSIM-predicted attainable in-season state
variables with a BLSTM.
2.3. Materials and Methods
2.3. 1. APSIM-Maize
As mentioned in Section 2.2.2, we chose to use the APSIM-maize [42,43] crop growth model to
perform the regional-scale simulations for this study based on strong recent validations of its ability to
simulate in-season growth processes in the midwestern United States [21] and Queensland, Australia
[38]. The APSIM-maize crop growth model was designed as a mechanistic, field-scale crop model that is
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able to simulate water and nitrogen-limited growth with detailed modeling of soil processes. The soil
processes are compartmentalized into a separate APSIM module that is used for several different crops.
The soil module is based on a heritage [42] from the Crop Environment Resource Synthesis (CERES) and
Productivity, Erosion, and Runoff Functions to Evaluate Conservation Techniques (PERFECT) models and
has a cascading bucket style water-balance component, along with modules describing the movement of
nitrogen and other nutrients through the soil. Although the modeling of maize growth in APSIM was
originally based on the CERES-maize module, APSIM has integrated all crop modeling into a generic crop
model template with specific parameters for each crop [44]. The generic crop model template is broken
down into seven components (phenology, biomass, canopy, root system, senescence pools, water, and
nitrogen) that simulate the growth of the particular crop with crop-specific parameters. Further details
on the operation of each crop growth component can be obtained from [44]. Although APSIM-maize is a
field-scale crop-growth model, it, as others, has been applied at the regional [45] and global [10] scale.
The sensitivity of APSIM-maize to its model inputs is heavily affected by the environment in which
the crop is being grown; a recent study [13] of the sensitivity of APSIM-maize found large variability in
the sensitivity index with respect to sowing date and hybrid choice across a range of environments in
New Zealand. The results show that different regions expose the crop to different types of
environmental stress and the effect caused by changing input parameters depends on the types of
stresses present in the environment. However, overall the soil properties, cultivar selection, and
management practices are very important to yield; a study [46] with APSIM-maize in Northeast China
found that yields can be increased by 9% by improving soil physical properties, by 23% by changing
cultivars, and by 34% by improving management practices.
The data input requirements to perform a simulation with APSIM and the sources of the data are
listed in Table 2-1. The data sources are further described in Section 2.3.2 and the calibration procedure
used to determine some of the maize input variables is described in Section 2.3.3. As outlined in Table 236

1, in order to use county-averaged soil survey data in place of detailed soil sampling, the unavailable
APSIM soil inputs were filled utilizing both the procedure in [21] and some APSIM default values. The
variable names of the data in the original data sources are listed in parenthesis after in Table 2-1.
Table 2-1. Input variables used for APSIM simulations
Module

Variable
Planting Density
Planting Date

Maize

Seed Variety
Nitrogen Fertilizer Applied
Irrigation Applied (0 if rainfed)

Weather

Daily maximum temperature
Daily minimum temperature
Daily precipitation
Daily solar radiation
Drained upper limit
Drained lower limit
Bulk density
Soil pH
Organic matter
Clay content
Saturated water content
Air dry water content
Crop lower limit

Soil

Maize soil/root water extraction
coefficient
Root penetration parameter
Soil evaporation coefficients (U and
CONA)
Soil water conductivity (SWCON)
Unsaturated water flow coefficients
(diffus_const and diffuse_slope)
Soil albedo
Cn2bare
Organic carbon
Organic carbon partitioning coefficients
(FBIOM and FINERT)
Initial nitrogen profile

Source
Calibrated
USDA NASS Crop Progress
Reports/Calibrated
Calibrated
Calibrated
Assumed zero by using only rainfed
counties
PRISM (tmax)
PRISM (tmin)
PRISM (ppt)
NASA POWER (srad)
POLARIS (theta_33)
POLARIS (theta_1500)
POLARIS (bd)
POLARIS (ph)
POLARIS (om)
POLARIS (clay)
POLARIS (theta_s)
POLARIS (theta_r)
Set equal to drained lower limit according
to [21]
Default profile from [21]
Default profile from [21]
Estimated from percent clay following [21]
Estimated from saturated water content
following [21]
Default values from [21]
Default value from [21]
Default APSIM value [21]
Estimated from organic matter following
[21]
Default values from [21]
Default APSIM profile
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2.3.2

Data

To conduct this study, we obtained collocated soil [47], meteorological [48,49], satellite solar
reflectance [50], and USDA NASS survey data for rainfed maize in the United States. Only rainfed maize
is considered to avoid the uncertainty introduced by the unknown irrigation amount and application
schedule, which can be significant; for example, a study in Northwest China [51] indicated that
inequities of water delivery in irrigated areas can cause up to 35% differences in yields. All data was
stored in a common MySQL database after the soil and metrological data were reprojected to the
resolution and grid of the satellite pixels using gdalwarp [52]. Pixels were selected for this study if they
were more than 90% covered by maize for that year, as defined by the appropriate USDA NASS Cropland
Data Layer [53], and if they were in counties where less than 10% of the maize is irrigated per the 2012
USDA Farm and Irrigation survey. The gdalwarp averaging function was applied to the USDA NASS
Cropland Data Layer to determine if a pixel was more than 90% covered by maize. All qualifying pixels in
MODIS tiles h11v04, h11v05, h10v04, and h10v05, which cover the vast majority of maize production in
the United States, were included for the years of interest.
As this study was conducted at the county level, the soil, meteorological, and satellite data were
averaged within each county over all qualifying pixels covered with maize; only maize pixels were
considered to compute the county-level averages. Data from 2008, 2009, 2010, 2011, 2013, 2014, 2015,
and 2016 were used to perform the county-level analysis and the spatially averaged time series were
stored in MySQL by county-year. A county-year includes all the meteorological, satellite, and USDA NASS
survey data necessary for the analysis of a particular county in a particular year. Data from 2012 was not
included because of the especially extreme drought, termed a “once-in-a-generation crop calamity”
[54], that occurred in the United States Corn Belt during this year which could result in unrepresentative
growing conditions unsuitable for this study.
2.3.2.1 Soil Data
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The national Probabilistic Remapping of SSURGO (POLARIS) [47] dataset of gridded soil
properties at 30-m resolution, which is based on a state-of-the-art machine learning based interpolation
of the USDA Soil Survey Geographic (SSURGO) Database is used to obtain the necessary soil inputs for
the APSIM crop growth model, as outlined in Table 2-1.
2.3.2.2 Meteorological Data (PRISM and NASA POWER)
The 4-km Parameter-elevation Relationships on Independent Slopes Model (PRISM) [48]
meteorological dataset, based on a state-of-the-art advanced interpolation of weather station data, is
used to obtain the daily maximum temperature, daily minimum temperature and daily precipitation.
The daily incoming solar radiation, a critical meteorological variable for crop growth models, is not
available in the PRISM dataset and is in general difficult to obtain at high spatial resolution due to lack of
measurements, although some early stage attempts have been made [55]. As a result, the 1-degree
daily incoming solar radiation data from the National Aeronautics and Space Administration Prediction
Of Worldwide Energy Resources (NASA POWER) [49] dataset is used and is linked to the county-years in
MySQL by nearest-neighbor interpolation. Despite the coarse resolution, the NASA POWER solar
radiation dataset has been found to be well-correlated with ground station data and has been assessed
as suitable for regional studies [56,57].
2.3.2.3 Satellite Solar Reflectance Data (MODIS)
The 500 m MODIS MCD43A4 V006 Nadir BRDF-Adjusted Solar Reflectance product [50] is
obtained for the pixel-years of interest in seven bands (620–670 nm—red; 841–876 nm—near-infrared;
459–479 nm—blue; 545–565 nm—green; 1230–1250 nm—near-infrared; 1628–1652 nm—shortwavelength infrared, and 2105–2155 nm—short-wavelength infrared) at 8-day intervals, which is
appropriate considering the 16-day retrieval period used to generate the product. Satellite data from
Julian day 109 to 333 (19 April to 29 November in non-leap years), which corresponds to 29
measurements per county-year, was considered for the satellite retrieval analysis in order to include the
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entire growing season for all sites (with decent margins for the vast majority of sites). The dates were
selected as the earliest and latest eight-day periods from 15 February with maize growth process active
among the APSIM simulations. Because raw MODIS measurements are taken with a 1–2 day revisit time
for the entire Earth on both the Terra and Aqua platforms and as all measurements in a 16-day period
centered on the retrieval date are considered by the MCD43A4 product to perform the BRDF-adjusted
surface reflectance retrieval, there are very few gaps in the data caused by clouds and other factors and
all 29 surface reflectances were available for >85% of county-years. The small percentage of countyyears that were missing retrievals generally did not have more than 1 or 2 retrievals missing out of the
29 and these were filled by linear interpolation in time.
2.3.2.4 USDA NASS Survey Data
The USDA NASS county-level Survey Crop Yields and state-level Crop Progress Survey data are
obtained from 2008–2016 for all counties included in the MySQL database for the analysis. The statelevel Crop Progress Survey reports the percentage of fields that have reached a particular phenological
stage on a weekly basis. Data for four phenological stages (planting, emergence, silking, and maturity)
are used in this study. The data for planting is used an input for the APSIM model, the difference
between the maturity and emergence date (i.e., the length of the season) is used to calibrate the APSIM
model, and the emergence, silking, and maturity dates are used to validate both the satellite retrieval
results and the APSIM simulations.
2.3. 3. Methods
2.3.3.1 APSIM Calibration
In order to obtain representative estimates of county-level variables, it is necessary to calibrate the
APSIM-maize module to accurately represent yields and phenological dates across the US Corn Belt. In
this calibration procedure, we assume that each region can be represented by a weighted average (i.e.,
a distribution) of crop model simulations with different agromanagement parameters. Calibration is
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performed against both the county-level ground-truth USDA NASS crop yields and interpolated statelevel growing season lengths, which we define as the number of Julian days between the median
emergence and maturity dates from the USDA NASS crop progress report. Two different types of
calibration were performed in this study. First, a calibration over the entire US Corn Belt with a constant
distribution of agromanagement parameters is performed. Second, a calibration dividing the United
States into weather-based clusters and determining a separate distribution of agromanagement
parameters for each cluster is performed. The two different calibration approaches are used to robustly
explore the remote sensing retrieval approach in light of the tradeoffs inherent in the calibration
process. The first approach has a strength in that assuming a constant distribution of agromanagement
parameters reduces the likelihood that the model calibration will be overfit because of the significant
reduction in the degrees of freedom (i.e., lack of spatial dependence of model parameters). In contrast,
the second approach is strong in that it reflects farmer adaptation to the local environment by
calibrating different model parameters in different regions, similar to other regional calibration
approaches [15,58] in which clusters are determined and agromanagement parameters are assumed to
be constant for each cluster. While complex agroecological zones are often used to define the clusters
based on the climate, soil, and terrain characteristics [58], in this study we choose to perform a simple kmeans clustering on the monthly average daily minimum temperature, daily maximum temperature and
precipitation (for all the years of the study period) to define our regions with constant agromanagement
parameters. We chose this approach over a more complex clustering that considered both weather and
soil properties due to the danger of overfitting the model calibration. By not including soil information in
the clustering, the soil component of APSIM is better tested when faced with intracluster soil variability.
We also performed calibration on clusters based purely on geographic proximity to further analyze the
performance of the calibration.
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Calibration was performed on the planting density, seed variety, nitrogen applied, and planting date.
Because of the large number of county-years considered (~5000) and the consequent computational
cost, only discrete values of these parameters were considered and they are listed in Table 2-2. The seed
variety is broken down into the seed brand and seed relative maturity in Table 2-2; seeds from different
brands with the same relative maturity differ in that they have the same growing degree day values
from planting to maturity, but different growing degree day values from planting to flowering. APSIM
simulations were run for all combinations of the parameters listed in Table 2-2 for each county-year
with the appropriate soil and weather data.
Table 2-2. Possible parameter values considered in APSIM optimizations
Parameters
Planting Density

Values
6, 7.5, 9 plants m−2

Seed Brand

A, B

Seed Relative
Maturity
Nitrogen Applied

80, 90, 100, 105, 110, 115, 120, 130 days

Source
[59]
APSIM Default
Cultivars
APSIM Default
Cultivars
[33]

200, 300 kg ha−1
25th, 50th, and 75th percentile of planting
USDA NASS Crop
Planting Date
progress for state in year in which simulation
Progress Reports
is performed
Because APSIM simulates attainable yields, the APSIM yields were reduced by 15% prior to
calibrating them against the NASS actual yields to account for the yield gap caused by pests, weeds, and
other factors. Previous studies [60,61,62] have noted the necessity of making a reduction for these
factors when calibrating regional crop models against actual yields. It has been estimated that the gap
between attainable yields and actual yields ranges from 20% to 30% over the US Corn Belt [63];
however, a value of 15% was chosen for the adjustment based on [11], which found a 16% average
difference between simulated attainable maize yields and actual yields at the national level across the
US Corn Belt. As explained by [11], crop models seem to slightly underestimate the attainable yield
because they miss some factors that can cause yields to increase; [11] provided an example of water
supply from perched water tables as a factor that increases yields that is not captured by the crop
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model. Another possible factor that can cause underestimation of the attainable yield in this study is the
use of only generic cultivars (Table 2-2) as the discrete options for calibration, which may not be as well
adapted to the local environments in the United States as some of the actual cultivars used by farmers.
While the 15% value is significantly smaller than the 40% value identified for maize across the US Corn
Belt by calibration in [60], we believe that the more recent results in [11] are more physical because
they are closer to the observed yield gap [63] and because the model inputs chosen by [11] as more
realistic than those chosen by [60] ([11] uses county-specific cultivars, planting dates, and planting
densities, while constant values are assumed by [60]). While further research may determine a more
accurate value for this adjustment, we believe that the 15% value is reasonable for the current study
based on [11] and the 20–30% yield gap observed across the US Corn Belt [63].
To find the best distribution of the agromanagement parameters for each cluster (or over the entire
United States for the clusterless calibration), each of the 288 different possible combinations of the
parameters in Table 2-2 were assigned a weight ranging between 0 and 1 by the calibration. It was
assumed that the simulations could be used to make predictions of the continuous variables as

𝑋 =∑

𝑤𝑋,

(1)

where Xc is the value of the continuous variable predicted by the calibrated model, w i is the weight for
the ith combination of agromanagement parameters, and Xi is the value of the corresponding APSIM
simulated variable. Xc and Xi can represent yields, phenological dates, and continuously valued in-season
state variables (i.e., all those except the discrete phenological stage). The weights were constrained to
sum to 1 to ensure that each weight had a physical meaning as the fraction of fields in the cluster that
were grown with these agromanagement parameters.
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Special treatment is needed for the phenological stage, which is a discrete number. Therefore,
we instead use the interpretation of the weights to calculate the fraction of fields in the mth
phenological stage on day d in a county as
𝑤 ℎ(𝐶 [𝑑], 𝑚),

𝐶 [𝑚, 𝑑] = ∑

(2)

where Cp is the predicted percentage of fields, Ci[d] is the phenological stage of the ith combination of
agromanagement parameters and h(n, m) is defined as

ℎ(𝑛, 𝑚) =

0, 𝑛 ≠ 𝑚
,
1, 𝑛 = 𝑚

(3)

Optimization was performed by minimizing the weights according to
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𝑤 = 1, 𝑎𝑛𝑑
,
0≤𝑤 ≤1

(4)

where Ym,k is the ground-truth USDA NASS crop yield, Pm,mat−eme,k is the ground-truth USDA NASS growing
season length (number of Julian days between maturity and emergence dates) interpolated to the
county level, σY is the standard deviation of the ground-truth crop yields, 𝜎

is the standard

deviation of the ground-truth season length, and Y i,k and Pi,mat−eme,k are the APSIM simulated yield and
APSIM simulated growing season length for the ith combination of agromanagement parameters and
kth county-year in the cluster. In order to ensure that Pm,mat−eme,k calibrates the simulations to the correct
conditions for the county, linear geographic interpolation of all state-level data to the county-level is
used in calibration; however, the performance in Section 2.4 and Section 2.5 is analyzed by averaging to
the state level. The standard interior point constrained least square optimization algorithm in MATLAB
2017a (lsqlin) is used to perform the optimization.
As in any calibration procedure, validation is critical to assess model performance and ensure
that overfitting has not occurred. Following the procedure in [64], leave-one-out (LOO) cross-validation
is used to analyze the performance of the calibration. Specifically, as in [64], the simulation for each
county-year is obtained by optimizing the calibration weights w i with all county-years that are neither of
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the same year or of the same county as the one being simulated. As a result, the yield predicted by each
simulation reflects the skill of the model without any knowledge of the conditions in the current year or
current county, providing a strong test on the model’s predictive ability. The LOO coefficient of
determination (R2) and the root-mean square error (RMSE) are used as the metrics to quantify the
model performance. The LOO R2 values are calculated at the regional levels, while the LOO RMSE values
are calculated at both the regional and county levels. For the spatial analysis, LOO RMSE County is
expressed as the percentage (%) of the overall yield standard deviation (σ Overall) over the entire US Corn
Belt, which we term the explained standard deviation (ESTD) and define it as

𝐸𝑆𝑇𝐷 = 100 × 1 −

[%].

(5)

The ESTD is reported in place of LOO RMSECounty because it is difficult to interpret RMSE values
and compare them to other studies as the magnitude of a cross-validated model’s error depends on the
variability (standard deviation) of the actual yields predicted (if the model is calibrated by LOO crossvalidation on a dataset where the variability of actual yields is low, the RMSE values will be low even if
the model performance is weak). Because the ESTD compares the LOO RMSE County to the standard
deviation of the yield over the entire dataset, it can be used to evaluate the spatial performance of the
model as the prediction error in each county is compared to the dataset’s overall yield variability. In
contrast, the LOO R2 is based on the average error over the regional scale and thus is more difficult to
use to evaluate the spatial performance of the model.
In order to validate the spatial performance of the model and separate it from its interannual
temporal performance, an empirical orthogonal function-based (EOF) model validation analysis is
conducted [65]. The EOF analysis decomposes the data into temporal and spatial components as
𝑌[𝑥, 𝑦, 𝑡] = 𝜇[𝑡] + ∑ 𝑃𝐶 [𝑡] ∗ 𝐸𝑂𝐹 [𝑥, 𝑦],

(6)
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where 𝜇[𝑡] is the mean interannual yield time series calculated over the US Corn Belt, 𝑃𝐶 [𝑡] are the i

temporal principal components calculated over the US Corn Belt, and 𝐸𝑂𝐹 [𝑥, 𝑦] are the corresponding

spatial EOF patterns. In order to focus on the validation of the spatial variability, the procedure from

[65] is modified by calculating the principal components only on the ground-truth NASS yield data and
projecting both the actual and simulated yields onto these same principal components. This ensures
that the projection to obtain the spatial EOF patterns is the same for both the actual and simulated
yields, allowing the comparison between the simulated and actual patterns to focus solely on the spatial
performance of the model. As EOF analysis requires data for all years from a county to be available,
counties where the NASS ground truth yields were not available for all study years were removed prior
to performing the EOF analysis. It has been observed previously [66] that many counties have at least
one year of yield data missing, causing these counties to be removed when performing analysis that
requires all years to be present. Once the actual and simulated spatial EOF patterns are obtained, the
ability of the model to reproduce the actual spatial patterns of the most significant EOFs is assessed
through scatterplots and associated R2 and RMSE values.
2.3.3.2 Retrieval of Predicted State Variables from Satellite Measurements
Once the state variables have been predicted by the calibrated APSIM models with Equations (1)
and (2), we train BLSTMs to predict the state variables from the county-averaged MODIS measurements.
A long short-term memory network (LSTM) is a form of a recurrent neural network that takes a
multivariate time series as an input and predicts another multivariate time series as an output; LSTMs
have found wide applications due to their strong ability to perform supervised learning in the time
domain [67]. The variant of LSTMs that we are using in this study, BLSTMs [68], have the advantage of
being able to make predictions with information from both the future and the past due to their
bidirectional nature.
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Figure 2-3. Architecture of BLSTMs used in study. Three separate BLSTMs are used to predict the
physical state variables, phenological state variables, and yield from the satellite measurements. The
layers of the BLSTMs, according to the definitions used in CURRENNT, are shown for each BLSTM.
A diagram of the BLSTMs used in this study are shown in Figure 2-3. All three BLSTMs are
common in that they all have three BLSTM layers of 30 units each; this deep structure aids the BLSTM in
capturing the different time scales of the various processes present in crop growth [69]. The spectral
surface reflectances are directly inputted to all three BLSTMs without converting to any vegetation
indexes to allow the BLSTM to itself determine the best transformations of the data necessary to
perform the retrievals. The BLSTMs are trained using the Munich Open-Source CUDA RecurREnt Neural
Network Toolkit (CURRENNT) [68] after the data is extracted from the MySQL database. The layers of
the networks and their interconnections, which are inputted to the CURRENT toolkit in a JSON file, are
illustrated in Figure 2-3. All trainable layers have bias values of 1.
Different BLSTMs are used for the different types of variables for the following reasons:


The physical state variable-predicting BLSTM uses a standard linear output layer and sum of
square errors cost function. Each of the physical state variables is normalized to zero mean and
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unit variance using the training data to ensure that units do not cause the network to favor
training one of the state variables over another.


The yield-predicting BLSTM is trained separately because it is designed to predict a single value
for the entire season, rather than a time series. The outputs for all the time steps of the yieldpredicting BLSTM are averaged to obtain a single yield value.



The phenological state variable BLSTM is trained separately because the fraction of fields in each
phenological stage in a county is equivalent to the probability that a particular field in a county
is in a particular phenological stage. As a result, a softmax output layer, which forces the outputs
to be probabilities that sum to 1, and a cross-entropy cost function must be used.
The physical state variables predicted represent a subset of the variables available in APSIM.

They were selected based on both their agronomic relevance and their detectability in the satellite
signal. In [28], the LAI, specific leaf area (SLA), surface soil moisture, and green leaf nitrogen biomass are
the variables coupled between APSIM and the canopy RT model, indicating that these should be
influential on the canopy signal. All of these variables can be calculated from the outputs of the physical
state variable BLSTM. The aboveground biomass, the harvested organ biomass (which becomes the crop
yield at the end of the season), and the subsurface soil moisture at several levels have also been
included for prediction by the BLSTM. The aboveground and harvested organ biomass are included
because of their importance in model calibration and because of previous studies showing their
retrievability [33,34,36,70,71]. The subsurface soil moisture was included because root-zone soil
moisture is critical to accurately model the growth of water-stressed maize and some studies [72,73]
have previously shown that maize root-zone soil moisture can be estimated from the water stressinduced change in maize vegetation indices. The recurrent and bidirectional properties of the BLSTM are
particularly attractive for root zone soil moisture because the change in vegetation indices has a
complex lagging effect [73] with respect to the root zone soil moisture.
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In analyzing the results of the physical state variable BLSTM, it is useful to categorize the
retrieved variables into separate groups. Several variables outputted by the BLSTM are highly
interrelated; for example, an increase in LAI is inherently highly correlated to an increase in total leaf
biomass. While the differences in the retrieval performance of variables in the same group can provide
an indication of the plant features within a group to which the satellite signal is most sensitive, it is also
interesting to look at the relative performance of variables from different groups. To increase the
number of groups analyzed, we calculate the SLA and leaf nitrogen percentage (LNP) from the outputs
of the BLSTM as
𝑆𝐿𝐴 =

𝐿𝑁𝑃 =

,

(7)
.

(8)

Neither the SLA nor the LNP are outputted from the BLSTM because it does not make sense to
average a ratio which is undefined when some of the crop in the county has either not emerged or has
been harvested in the model over a county. However, the performance of the BLSTM in retrieving both
the SLA and LNP is very interesting as, unlike the LAI, total leaf biomass, and leaf nitrogen biomass, they
are independent of the overall leaf growth and senescence. Therefore, the SLA is calculated from the
outputs of the BLSTM when the LAI is greater than 0.1 and the total leaf biomass is greater than 1 kg
ha−1, while the LNP is calculated when the total leaf biomass is greater than 1 kg ha −1 and the leaf
nitrogen biomass is greater than 0.001 kg ha−1 (0.1% of the total leaf biomass threshold). With these two
calculated outputs, the physical state variable BLSTM variables can be organized into the following
categories:


Variables describing leaf growth and senescence (LAI, total leaf biomass, and leaf nitrogen
biomass)



Variables describing major cumulative carbon assimilation (aboveground biomass and harvested
organ biomass)
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Specific leaf area



Leaf nitrogen percentage



Soil moisture

Variables from these groups are only weakly connected and the number of categories from which
retrievals can be performed gives a sense of the number of independent variables that can be predicted
by the BLSTM. While some models do interrelate some of these categories, such as the Monteith light
use efficiency model which relates the LAI to carbon assimilation and allows the combination of solar
radiation and LAI to predict daily carbon assimilation [74], the correlations between these categories are
theoretically limited because of the number of external factors affecting the complex biophysical
relationships between them. It is important to note that, unlike [74], our retrieval methodology does not
use any data except the satellite measurements to predict the state variables. While external data, such
as solar radiation or soil data, can allow some of these categories to be more strongly related, using
external data would inherently make the retrieval less generalizable as it would assume that the same
biophysical relationships hold in all environments.
The phenological stage prediction BLSTM is included in this study because of prior work [75,76,77]
that has shown that maize phenology is detectable from solar reflective satellite measurements. All
stages of maize growth from APSIM [43] have been included for prediction by the BLSTM; however,
several short stages that usually last only a few days in our APSIM simulations have been merged
together due to the eight-day temporal resolution of the satellite measurement time series used. The
mapping of the stages is shown in Table 2-3.
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Table 2-3: Mapping of Phenology BLTSM-predicted maize stages to APSIM and USDA NASS maize
stages [43]
BLSTM Stages
APSIM Stages
Pre- and Post- Major Growth
0 (No Growth), 1 (Germinating), 2 (Emerging), 9
(Maturing),
10
(MaturityToHarvestRipe),
11
(ReadyForHarvesting)
Note: Stages 9, 10, and 11 generally last for only a day each in the
APSIM simulations we performed and it is acceptable to group them
in this stage due to the inherent variability in when the farmer
actually performs the harvest

Emergence to Floral Initiation
3 (Juvenile), 4 (Photosensitive Period)
Floral Initiation to Silking
5 (Leaf Appearance), 6 (FlagLeafToFlowering)
Silking to Start Grain Fill
7 (FloweringToGrainFilling)
Start Grain Fill to End Grain Fill
8 (GrainFilling)
A standard k-fold cross-validation data division framework was used to train, validate and test the
BLSTMs. Each county was assigned to one of 10 data divisions and for each data division, the BLSTMs
were trained with the other nine folds. Out of these nine folds used for training, six are used as the
training dataset for gradient descent and three are used as the validation dataset for early stopping.
Training is stopped when there is no improvement in the validation dataset over 30 generations. The

process was repeated for each fold. By using k-fold cross-validation and assigning different counties to
different folds, the prediction performance results presented in this study are derived from BLSTMs that
have never been previously exposed to the data being predicted, either for gradient descent or early
stopping.
We perform the analysis of the state variable retrievals on the eight-day time scale of the MODIS
surface reflectance used for this study. For the state variables, for each time step, we calculated the kfold cross validated (CV) R2 and percentage uncertainty reduced (PRU), which we defined as

𝑃𝑅𝑈 = 100 × 1 −

[%],

(9)

where CVRMSEPredicted is the k-fold cross validated root mean square error and CVRMSE Mean is the root
mean square error that would have occurred if the mean of the variable for the day of interest across all
folds, except the one in which the prediction is being performed, would have been used as the predictor
instead of the BLSTM. Both the CVRMSEPredicted and CVRMSEMean are calculated over all counties. Because
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these performance metrics are calculated independently for each time step, they are measures of the
improvement in the retrieval beyond the mean time series of each state variable. This is a stronger test
of performance than commonly used in satellite vegetation product validations, where a single R2 and
RMSE value is calculated for the entire time series [19,78], ignoring the inherent correlation imposed by
the typical temporal evolution of the variables [79]. In order to analyze the spatial performance of the
retrievals, spatial plots of ESTD for the physical state variable predictions are calculated at particular
times within the growing season.
For the phenological state variables, we also analyze the transition dates between the stages
predicted by the BLSTM through both k-fold cross validation and comparison with the state-level USDA
NASS ground truth data. In order to determine the transition date for both the BLSTM predictions and
APSIM simulations, for each transition date, we calculate the cumulative distribution function that
indicates which percentage of fields have experienced the transition. This cumulative distribution
function is used it to determine the average transition date predicted by either the BLSTM or APSIM.
2.4 APSIM Calibration
2.4.1 Results
As described in Section 2.3.3.1, calibration of APSIM with respect to county-level yields was
performed by both calibrating a constant distribution of agromanagement parameters across the entire
US Corn Belt and by calibrating a different distribution for weather-based clusters. In Figure 2-4 and
Table 2-4, we present the LOO yield and phenological date cross-validation results for the clusterless
calibration across the entire US Corn Belt. The results in Figure 2-4 show a LOO R2 value of 0.45 and a
LOO RMSE value of 1.58 Mg ha−1 for the yield prediction. Furthermore, the phenological stage prediction
results in Table 2-4 comparing to the state-level USDA NASS ground-truth show a LOO R2 value of 0.39
and LOO RMSE value of 8.35 days for the prediction of the length of the season. In addition, the LOO R2
for the three phenological dates were predicted with values above 0.8.
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Figure 2-4. Scatterplot of actual yields versus LOO APSIM-predicted yields for clusterless calibration
across entire US Corn Belt. Colorbar represents number of points at a particular pixel in the
scatterplot.
Table 2-4. State-level performance of clusterless calibration in predicting phenological stage
transition dates as compared to ground-truth USDA NASS crop progress report data over entire US
Corn Belt
Transition
LOO RMSE (days) LOO R2
Emergence
6.67
0.91
Silking
4.77
0.88
Maturity
10.86
0.81
Length of Season
8.35
0.39
For the weather-cluster-based calibration, we chose to use 20 clusters and in Figure 2-5 and
Figure 2-6, we present the LOO R2 and ESTD for yield prediction for each cluster in this calibration. In
Figure 2-5, each county is assigned the R2 value of its corresponding cluster, while in Figure 2-6, the
ESTD value is the value for the county itself over the study period years. Figure 2-5 is stratified because
each cluster is assigned the value of the R2 value calculated with all county-years within the cluster;
because of this stratification, the clusters used for this study can be seen as each region with a different
color in Figure 2-5. By calculating the R2 value for all county-years within the cluster, the overall
spatiotemporal performance of the model within the cluster is seen.
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Figure 2-5. LOO yield prediction R2 values by cluster for the 20-cluster weather-based clustering
calibration

Figure 2-6. LOO yield prediction ESTD values (%) averaged for each county for the 20-cluster weatherbased clustering calibration.
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As can be seen from the results in Figure 2-5 and Figure 2-6, the performance of the calibration
between different clusters varies significantly and has a very distinct spatial pattern, with particularly
poor model performance in a band from Kansas to northern Indiana. This is seen with LOO R 2 values
below 0.3 and ESTD values below 20% in this region. In contrast, several regions outside this band have
higher LOO R2 between 0.35 and 0.75 and ESTD values above 40%, indicating strong model
performance. Further, while some of the regions with high LOO R 2 values have low ESTD values, such as
North Carolina, this does not necessarily represent that the models in these regions cannot be used, but
rather that they are magnitude of the average model bias is greater in these regions, while the
variability of the yield is captured correctly.
To verify that the spatial dependence of the model performance seen in Figure 2-5 and Figure 26 is not solely a result of the clustering chosen, we repeated the calibration with 10 weather-based
clusters and 10 purely geographic-based clusters indicating that, broadly, the spatial dependence of the
performance is not solely an artifact of the clustering chosen. The LOO R2 and ESTD values for these two
clusterings are shown in Figures 2-7 and 2-8. In addition, the ESTD values for the clusterless calibration
are shown in Figure 2-9 and also show remarkable similarities to the ESTD values presented for the
different model calibrations in Figure 2-6, 2-7 and 2-8. The common poor model performance in the
Kansas to northern Indiana band in all of these ESTD figures shows that there is likely a physical basis for
the weak performance across all calibrations.
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Figure 2-7a: LOO yield prediction R2 values by cluster for 10 cluster weather-based clustering calibration

Figure 2-7b: LOO yield prediction ESTD [%] values averaged for each county for the 10 cluster weatherbased clustering calibration
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Figure 2-8a: LOO yield prediction R2 values by cluster for 10 cluster geographic-based clustering
calibration

Figure 2-8b: LOO yield prediction ESTD [%] values averaged for each county for the 10 cluster
geographic-based clustering calibration
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Figure 2-9: LOO yield prediction ESTD [%] values averaged for each county for the clusterless
calibration
As a result of the spatial dependence of the model performance, we decided to use highperforming regions to assess the feasibility of retrieving the predicted state variable from collocated
satellite measurements using the weather-based-clustering by setting a threshold of only using clusters
with overall LOO R2 values above 0.40. In Section 2.5, we refer to these high-performing regions as the
“selected weather clusters”. This represents approximately half of the county-years in the dataset. The
LOO yield-prediction results for these clusters with this calibration are shown in Figure 2-10, while the
phenological date retrieval results are shown in Table 2-5. Figure 2-10 shows that LOO yield
performance among the selected clusters is has a LOO R2 value of 0.57. Table 2-5 shows that the length
of season is predicted with a LOO R2 value of 0.38 and a LOO RMSE of 5.8 days, while phenological dates
are predicted with LOO R2 values above 0.75.
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Figure 2-10. Scatterplot of actual yields versus LOO APSIM-predicted yields for clusters with LOO R2
values above 0.40 (using clustering in Figure 5 and Figure 6). Colorbar represents number of points at
a particular pixel in the scatterplot.
Table 2-5. State-level performance of the 20-weather-cluster-based calibration in predicting
phenological stage transition dates as compared to ground-truth USDA NASS crop progress
report data for clusters with LOO R2 values above 0.40
Transition
LOO RMSE (days) LOO R2
Emergence
7.56
0.85
Silking
4.30
0.80
Maturity
9.92
0.76
Length of Season
5.80
0.38
The results of the EOF-based analysis to assess the spatial performance of the model are shown
in Figure 2-11 for the clusterless calibration. Figure 2-11 shows the 4 most significant spatial EOF
patterns of the ground truth USDA county yields, as well as corresponding scatterplots of the predicted
versus actual EOF components. The displayed spatial patterns provide information about the modes of
spatial yield variability across the US Corn Belt. The results in the corresponding scatterplots show the
extent to which each mode can be reproduced by the model. Specifically, the scatterplots show that the
first three EOF components, which represent 86% of the total variability in the actual yields, can be
reproduced with R2 values above 0.4.
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(a)

(b)
Figure 2-11: EOF-based spatial performance analysis for clusterless calibration across the entire US
Corn Belt. (a) Spatial EOF pattern of the 4 most significant ground truth USDA county spatial EOF
patterns. The percentage of the spatial variability of the actual crop yield explained by each EOF
component is shown in the heading for each column. (b) Scatterplots between the crop model
predicted EOF spatial values and the actual EOF spatial values. Colorbars on the scatterplots indicate
number of points at a particular pixel in the scatterplot.
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2.4.2

Discussion
The calibration results show that APSIM can be used to provide realistic simulations of crop

growth, especially outside the Kansas to northern Indiana band. The decision to filter the results used
for the satellite retrieval analysis based on the quality of model performance was made based on the
need for the model to accurately capture the main factors driving crop growth when performing the
retrieval feasibility analysis. The LOO R2 performance metric serves as a good metric to select regions to
assess the satellite retrieval performance because:


It is high when the yield variability is driven by phenomena that are well-modelled and caused
by input factors known to the model, such as intracluster variability in weather and soil, as
opposed to factors unknown to the model, such as intracluster variability in genotype,
agromanagement practices, pests, weeds, and other factors.



It is high only when the model generalizes to other counties and years in the region, implying a
degree of physicality, due to its cross-validated nature

Filtering was performed with the LOO R2 rather than the ESTD to focus on how well the yield
variability was captured in each region, rather than the average model bias in the region. This is because
we seek regions where the variability in the yield-affecting factors is captured, rather than regions
where the error is nominally low.
It is also important that the clusterless calibration over the entire US Corn Belt is used to assess the
satellite retrieval feasibility to ensure that biases are not introduced by calibrating separately for each
cluster or by excluding certain clusters, testing for greater retrieval algorithm generalizability. While the
LOO R2 for the clusterless calibration in Figure 2-4 is lower than that in the selected weather clusters in
Figure 2-10 (0.45 versus 0.57), the decent LOO R2 values in Figure 2-4 show that the calibrated APSIM
model robustly models the effect of meteorology and soil variability to predict crop yields, even when it
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must assume that the same agromanagement parameters are applied over the entire United States. The
strong spatial performance of the model under clusterless calibration over the entire United States Corn
Belt is also seen by strong spatial performance in the EOF analysis in Figure 2-11; strong spatial
performance is critical in generating realistic data for the feasibility analysis.
Although it would be desirable to have better regional crop model performance to conduct this
feasibility study, the regional calibration performance attainable by a crop model is inherently limited.
As a comparison, [11] found a quadratic relationship between crop model predicted and actual yields
with an R2 value of 0.59 while using ground weather station data (including solar radiation) and
proprietary data on typical variety maturities and planting densities by site from DuPont® and other
sources. The availability of this ground-station weather and agromanagement data is likely to have
contributed significantly to the performance seen in [11], while limiting the generalizability of the
approach to regions where the data is unavailable, which is common even in the United States [56]. For
example, the use of gridded weather data in this study, especially the low resolution NASA POWER solar
radiation, is likely to have negatively affected the results [56]. Despite the limited data used in this study
and despite assuming no variation in the varieties planted across the counties at all, an R 2 value for the
clusterless calibration over the entire US Corn Belt of 0.45 (Figure 2-4) is obtained to a linear
relationship, which is strongly preferable to a quadratic relationship in model validation. Furthermore,
the exclusion of poorly-modelled regions and use of cluster-based calibration increases the R 2 value to
0.57 (Figure 2-10) in the selected weather clusters. In addition, unlike [11], we also performed
calibration against USDA NASS growth season lengths and validated the growth season lengths and
three of the APSIM-predicted phenological dates against the state-level USDA NASS ground truth. The
validation against the length of season is an important test of the phenological performance of the
APSIM calibration as the length of the season was only used as a calibration target. Therefore, due to
the nature of LOO cross-validation, the prediction of the length of the season (and the prediction of the
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yield) has been evaluated on calibrations that have never been exposed to data containing the length of
the season in the current county or the current year. The ability of the model to predict the length of the
season with LOO RMSE values between 5.8 and 8.4 days and LOO R2 values of 0.38 to 0.39 shows that
the phenological performance of the model is reasonable, especially considering the eight-day temporal
resolution at which the satellite retrieval analysis will be conducted and the uncertainties inherent in the
weekly state-level ground truth data. Accurate simulations of the length of the season are dependent on
accurate determination of the seed variety distributions from the calibration against USDA state-level
crop progress report season lengths and county-level yields. We are unaware of any other studies
reporting regional-scale crop growth model performance against USDA state-level crop progress report
phenological dates and thus it is likely that additional data, such as the proprietary seed relative
maturity data obtained for select sites in [11], is necessary to improve the prediction of the length of the
season. However, the accuracy of the data for select sites in [11] is unknown as validation of the
phenology is not conducted in [11]. Furthermore, restricting our study to the select sites would limit our
study’s geographic extent and generalizability. The phenological date LOO R 2 values, which are all above
0.75, are significantly higher than those for the length of the season because the planting date
percentiles are inputs into the APSIM simulations and are inherently correlated with the phenological
dates. Therefore, unlike the length of the season, the APSIM phenological date prediction performances
are not independent of the APSIM model inputs and cannot be solely used to assess the phenological
performance of the model; however, the decent LOO RMSE between 0.60 and 1.55 weeks provide
confidence in the physicality of the simulations with respect to timing.
2.5 Retrieval of Predicted State Variables from Satellite Measurements
2.5.1
Results
We now present the results for the BLSTMs trained to predict the APSIM-simulated agronomic
variables. We first present the results from the BLSTMs that predict the APSIM-simulated yields, as
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these can also be directly compared to the ground-truth county-level USDA NASS survey yields. The
performance of the yield-predicting BLSTM with respect to the APSIM-simulated yields and USDA NASS
survey yields for both calibrations is shown in Figure 2-12a–d.

Figure 2-12. Scatterplots of BLSTM-predicted versus APSIM-predicted (a,c) and BLSTM-predicted
versus NASS ground-truth (b,d) yields (a,b) over the entire US Corn Belt using clusterless calibration
and (c,d) in selected weather clusters using the 20-cluster weather-cluster-based calibration.
Colorbars represent number of points at a particular pixel in the scatterplot.
The results in Figure 2-12 show how well the yield-predicting BLSTMs are able to retrieve both
the APSIM-predicted yields, which were used for training and evaluated by k-fold cross-validation, and
the actual NASS ground-truth yields, which were never used for training at all. The BLSTM trained on the
clusterless calibration data over the entire US Corn Belt can predict the APSIM-simulated yields with a
CV R2 value of 0.68, while the NASS ground-truth yields are predicted with an R 2 value of 0.48. The
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BLSTM trained on the data from the selected weather clusters can predict the APSIM-predicted yields
with a CV R2 value of 0.63, while the NASS ground-truth yields are predicted with an R 2 value of 0.62.
The results show that while the BLSTMs perform better at retrieving the APSIM-predicted values than
actual values, learning to predict APSIM-simulated values does teach the BLSTMs to predict actual
values relatively well.
We now present the results of the phenological state variable BLSTMs by evaluating their
performance in predicting the transition dates. For these BLSTMs, unlike the yield-predicting BLSTMs,
some of the transition dates do not have a ground truth to compare against, necessitating the sole use
of k-fold cross-validation to evaluate the performance for these transition dates. The transition date
results for both the clusterless calibration across the entire US Corn Belt and the weather-cluster-based
calibration in the selected clusters are shown in Table 2-6. As the USDA ground-truth data is only
available at the state level, the BLSTM versus USDA results in Table 2-6 are based on state-averaged
values. In addition, Figures 2-13 to 2-16 show the CV R2 and CV PRU values for the phenological stage
membership probabilities themselves, as well as cross-validated confusion matrices for each calibration.
The kappa coefficient for the stage classifications (based on the confusion matrices in Figures 2-14 and
2-16) is 0.82 for the clusterless calibration over the entire US Corn Belt and 0.83 for the weather-clusterbased calibration in the selected weather clusters.
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(a)
(b)
Figure 2-13: (a) CV R and (b) CV PRU phenological state variable prediction results for clusterless
calibration over entire US Corn Belt
2

Figure 2-14: CV phenological state variable confusion matrix for clusterless calibration over entire
US Corn Belt
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Figure 2-15: (a) CV R2 and (b) CV PRU phenological state variable prediction results in selected
weather-based clusters

Figure 2-16: CV phenological state variable confusion matrix in selected weather-based clusters
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Table 2-6. BLSTM performance in retrieving phenological stage transition dates

Transition
Emergence

Clusterless Calibration over Entire
US Corn Belt
BLSTM vs.
BLSTM vs. USDA
APSIM
CV
RMSE
R2
RMSE
CV R2
(days)
(days)
6.88
0.63
8.42
0.86

Weather-Cluster-Based Calibration in
Selected Weather Clusters
BLSTM vs. APSIM
CV
RMSE
(days)
9.29

BLSTM vs. USDA

CV R2

RMSE
(days)

R2

0.55

11.56

0.79

Floral Initiation

4.71

0.76

-

-

5.30

0.69

-

-

Silking

4.97

0.82

4.19

0.85

5.09

0.75

4.84

0.78

Start Grain Fill

5.27

0.83

-

-

5.38

0.77

-

-

Maturity

6.46

0.85

11.46

0.83

6.78

0.75

12.36

0.75

The results in Table 2-6 show that the phenological state variable BLSTM, trained to predict
APSIM-simulated phenological stage membership probabilities, is able to accurately reproduce the
APSIM-simulated transition dates and predict the USDA NASS crop progress report median transition
dates. Importantly, in both calibration scenarios, the three USDA NASS transition dates considered
(emergence, silking, and maturity) are predicted with R2 values above 0.75, although there are some
biases in some of the predictions, particularly in the maturity date which has RMSEs near 12 days. It is
also important to note here that, unlike the APSIM calibration, the BLSTM is not provided with any
information about the planting date and, as a result, the results in Table 2-6 are a valid test of the ability
to retrieve the ground-truth phenological dates solely from MODIS measurements. Furthermore, the
two transition dates predicted by the BLSTM for which there is no USDA NASS ground-truth data (floral
initiation and start grain fill) are predicted with CV R 2 between 0.69 and 0.83 with respect to the
simulated values, which is similar to the range of CV R2 (0.55 to 0.85) for the transition dates that do
have corresponding ground truth data. As a result, it can be expected that the BLSTM predictions of
these two transition dates would have similar performance metrics with respect to ground truth data,
had it been available.
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Lastly, in Figure 2-17 and Figure 2-18, we present the retrieval results for the physical state
variables for the two calibration approaches. Figure 2-17 and Figure 2-18 show the timestep-bytimestep CV R2 and PRU retrieval performance for these predictions. Unlike the yields and phenological
state variables, a ground-truth dataset does not exist for these variables at the regional scale and the
retrieval performance for these variables is solely assessed through k-fold cross-validation. From the
results, one can see that the BLSTMs have a strong predictive ability for the state variables describing
the aboveground plant structure, with several having temporal CV R 2 values between 0.4 and 0.8, along
with a 30 to 55% reduction in uncertainty as compared to the CV mean. Specifically, all variables in the
leaf growth and senescence category have CV R2 values above 0.65 for large portions of the growing
season, while the cumulative carbon assimilation category generally ranges in retrieval performance
with CV R2 values of 0.4 to 0.7 for most of the growing season. Interestingly, especially in terms of PRU
for the clusterless calibration, the aboveground biomass is visibly better retrieved than the harvested
organ biomass for a large portion of the season, indicating that the satellite signal is possibly more
sensitive to biomass than grain yield. Furthermore, the SLA, which provides information about the
leaves that is independent of their growth and senescence, is predicted with CV R 2 values of up to 0.6.
The leaf nitrogen percentage, which also provides information about the leaves that is independent of
their growth and senescence, is successfully predicted in the clusterless calibration (with CV R 2 values of
up to 0.6); however, it is not well predicted in the selected weather clusters. Lastly, the soil moisture
state variables are retrieved with R2 values between 0.25 and 0.5 with generally stronger performance
later in the season, except the surface layer, which is retrieved significantly less accurately than the
other layers. Spatial plots of ESTD for the physical state variable predictions are shown in Figure 2-19.
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Figure 2-17. (a) CV R2 and (b) CV PRU physical state variable prediction results for clusterless
calibration over entire US Corn Belt.

Figure 2-18. (a) CV R2 and (b) CV PRU physical state variable prediction results in selected weatherbased clusters.
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Figure 2-19a: ESTD Values for retrieved Leaf Area Index for clusterless calibration over entire US Corn
belt

Figure 2-19b: ESTD Values for retrieved Aboveground Biomass for clusterless calibration over entire
US Corn belt

Figure 2-19c: ESTD Values for retrieved Harvested Organ Biomass for clusterless calibration over
entire US Corn belt

Figure 2-19d: ESTD Values for retrieved Leaf Nitrogen Biomass for clusterless calibration over entire
US Corn belt
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Figure 2-19e: ESTD Values for retrieved Total Leaf Biomass for clusterless calibration over entire US
Corn belt

Figure 2-19f: ESTD Values for retrieved Specific Leaf Area for clusterless calibration over entire US
Corn belt

Figure 2-19g: ESTD Values for retrieved Leaf Nitrogen Percentage for clusterless calibration over
entire US Corn belt

Figure 2-19h: ESTD Values for retrieved Soil Moisture 0 – 5 cm for clusterless calibration over entire
US Corn belt
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Figure 2-19i: ESTD Values for retrieved Soil Moisture 5 – 15 cm for clusterless calibration over entire
US Corn belt

Figure 2-19j: ESTD Values for retrieved Soil Moisture 15 – 30 cm for clusterless calibration over entire
US Corn belt

Figure 2-19k: ESTD Values for retrieved Soil Moisture 30 – 60 cm for clusterless calibration over entire
US Corn belt

Figure 2-19l: ESTD Values for retrieved Soil Moisture 60 – 100 cm for clusterless calibration over
entire US Corn belt
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Figure 2-19m: ESTD Values for retrieved Soil Moisture 100 – 200 cm for clusterless calibration over
entire US Corn belt
2.5.2

Discussion

Overall, the results presented in Section 2.5.1 demonstrated the possibility of retrieving several
agronomic variables from solar reflective satellite measurements via a new methodology of training
agronomic satellite retrieval algorithms solely with collocated crop growth model simulations. Because
our methodology only requires collocated crop growth model simulations, rather than collocated
measurements, we are able to explore the performance of our method for both variables that have
ground-truth measurements and those that do not.
First, we discuss the performance of the BLSTMs which had ground-truth data for validation. This
validation of these BLSTMs is very important to show that although the BLSTMs only see crop growth
model simulated values in training, they are able to predict actual values measured on the ground. The
NASS ground-truth yields are predicted with an R 2 value between 0.475 and 0.62, depending on the
calibration used. As a comparison, a phenology-based regression approach produced a cross-validated
R2 value of 0.59 for county-level maize yield prediction [80], a neural network approach to county-yield
prediction provided an R2 of 0.78 in [81], and an approach based on CM-Reg provided an R 2 of 0.74 in
[34]. While our results are not as good in terms of yield prediction as the best results in the literature,
this is entirely to be expected with our method, as we only trained on APSIM-simulated yields that
themselves only had LOO R2 between 0.45 and 0.57 with the actual NASS ground-truth county-level
yields. The fact that we were able to predict actual yields from the satellite with this strong of a
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performance despite training only on the APSIM-simulated yields provides strong validation of our
methodology, as our goal is not to create another yield prediction method, but to be able to use crop
growth model simulations to learn to retrieve variables for which there is no ground truth data for the
satellite measurements. Furthermore, the actual state-level USDA NASS crop progress reports transition
dates are predicted with high R2 (above 0.75), as seen in Table 2-6. Particularly notable is the USDA NASS
state-level median silking date for the clusterless calibration across the entire US Corn Belt, which is
predicted with an R2 value of 0.85 and a RMSE of 4.2 days. As a comparison, a very recent paper [77]
expanding on previous work with the shape-fitting method [36,76], predicted the USDA NASS silking
date with an RMSE of 4.3–4.5 days and an R2 value of 0.85 to 0.88 across the US Corn Belt. To our
knowledge, [77] represents the current state-of-the-art in regional satellite maize phenology retrieval
and it is impressive that our method, which is trained only on APSIM simulations, can match its
performance for the silking date, which is critical in agronomy and field-scale crop model simulations
[82]. The two other USDA NASS transition dates are predicted in [77] with very similar R2 values to our
values in Table 2-6; however, our method produces higher RMSE values. The higher RMSE for the other
USDA NASS transition dates are, however, to be expected, as the APSIM-predictions themselves in Table
2-4 and Table 2-5 have similar RMSE values as compared to the USDA NASS transition dates. In addition,
while discussing the performance of the variables which had ground truth data, we wish to note the
differences between the performance results obtained by k-fold cross-validation comparison to APSIMsimulated variables (the sole method available to evaluate the performance of the variables that do not
have ground-truth data) and those obtained by comparison to ground-truth data. For the crop yield
retrievals in Figure 2-12, the R2 value decreases from 0.68 to 0.475 when comparing to ground-truth
yields instead of APSIM-simulated yields when looking at the clusterless calibration across the entire US
Corn Belt, while the R2 value only decreases from 0.63 to 0.62 when looking at performances of the
selected weather clusters. These results indicate that, although k-fold cross-validation with respect to
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APSIM-simulated data can overestimate the retrieval performance with respect to ground truth data,
the magnitude of the overestimation varies and decreases when the APSIM model performance is
stronger. The silking and maturity date retrievals in Table 2-6 show much smaller differences in terms of
R2 values between the comparison to APSIM-simulated dates and ground-truth values than the yield
retrievals and surprisingly the emergence date retrievals have higher R 2 values toward the ground-truth
data then toward the APSIM-simulated values, indicating that in some cases the BLSTM can use the
MODIS data to learn to remove the noise from the APSIM simulations and retrieve the actual values
better than the APSIM data on which it was trained.
We now discuss the performance of our methodology with respect to the physical state variable
BLSTM, whose variables did not have ground truth data and were thus evaluated solely via k-fold crossvalidation. The results for both calibrations showed strong performance in retrieving information from
three categories of variables: leaf growth and senescence, cumulative carbon assimilation, and SLA. All
three of these categories are retrieved with CV R 2 between 0.4 and 0.8 and CV PRU values between 30%
to 55% for significant portions of the season for both calibrations, although the SLA is retrieved for a
shorter portion of the season than the others. This ability of the BLSTMs to reproduce these APSIMsimulated variables indicates that it is likely that this methodology will be able to accurately predict
actual physical state variable time series, particularly if this method is reproduced with field-scale crop
simulations and collocated satellite imagery with data from cooperating farmers. The retrieval of SLA by
our algorithm is particularly interesting, as it is rarely retrieved from space-borne instruments; a review
[31] of maize remote sensing found no studies retrieving SLA and we are only aware of two [83,84] for
any types of vegetation at all. Lastly, the soil moisture retrieval results show some promise for this
methodology with CV R2 values between 0.25 and 0.5 and CV PRU values of up to 30%. This is
particularly true if the methodology is reproduced at the field scale, where the modeling of soil water
transport is expected to be significantly more accurate [21]. Interestingly, the surface layer, which is the
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only one that can be directly observed by the satellite, is retrieved with the lowest quality. This poor
performance at the surface may be explained due to the attenuation of the surface soil signal by the
plant canopy as the canopy closes; in contrast, the soil moisture in the deeper layers is likely being
predicted by the BLSTM due to its detection of water stress in the leaf reflectance and its use of its
bidirectional structure to learn the appropriate lag [73] between soil moisture changes and plant water
status.
Furthermore, except for the leaf nitrogen percentage, the results for the retrieval of the physical
state variables were quite similar using the two different calibrations, providing further support for the
feasibility of our methodology. The retrieval results in the selected weather clusters do appear to be
slightly inferior to those using the clusterless calibration over the entire US Corn Belt; however, the
differences for all the variables except the leaf nitrogen percentage are not too large and some
differences are expected due to strength and weaknesses of each calibration approach. The large
difference in the retrieval performance of the leaf nitrogen percentage, which was retrieved quite well
in the clusterless calibration and quite poorly in the selected weather clusters, may indicate that our
APSIM simulations may insufficiently model the effects of nitrogen stress when looking at a subnational
scale. The availability of actual fertilization rates if this method is reproduced with field-scale data has
the potential to resolve this issue and potentially allow the leaf nitrogen percentage to be retrieved.
Overall, beyond the leaf nitrogen percentage, the strong feasibilities shown with both approaches gives
us confidence in our results.
The verification of the ability to retrieve the county-level state variables in the results implies that
there is a strong possibility that if a large dataset of geolocated, field-scale agromanagement records
were to be collected, the method could be reproduced to predict the field-scale state variables by
training with field-scale agromanagement data. Although it is very difficult for researchers to gain
farmer’s trust to obtain agromanagement data for a large number of fields [85] to train an operational
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version of this retrieval methodology, it is possible with a concerted effort by group of researchers
working extensively and collaboratively with farmers. For example, under promises of strict data
secrecy, studies in the literature have collected thousands of field-years of data via surveying efforts [86]
that is similar to the data that would be required for training these field-scale BLSTMs.
The growth of precision agriculture and the automated data collection provided by its infrastructure
[5,85] may allow for the efficient collection of data to train these field-scale algorithms. It is likely that
high-resolution satellite imagery fused [87] with moderate resolution satellite images (such as 10- to 20m Sentinal-2 data and 30-m Landsat data fused with 250-m and 500-m MODIS data) will be better suited
for training these field-scale BLSTMs than using only MODIS data because there frequently exists
significant within-field growth variability caused by the inhomogeneity of soil and management practices
in the field [5,88,89]. Furthermore, surveyed field plots may be smaller than the 500-m MODIS pixels
[90]. The main disadvantage of high resolution data is its high revisit time; however, data fusion, using
algorithms such as the Spatial and Temporal Adaptive Reflectance Fusion Model (STARFM) [91], allows
for this shortcoming to be mitigated, especially with the addition of newer satellite systems that provide
the fusion algorithms with more observations, such as the two Sentinal-2 satellites launched in 2015 and
2017 that provide a 5-day revisit time (as opposed to the 16-day revisit time traditionally provided by
Landsat) [87]. Future work is needed to assess the effect that using fused high-resolution/moderate
resolution data will have on this methodology, particularly because the quality of the data fusion is
strongly dependent on the inhomogeneity of the field [91] (i.e., the performance of STARFM should be
much better on a homogenous field as compared to an inhomogeneous field). Furthermore, commercial
platforms, such as the Planet Labs satellites that have daily revisit time with a constellation of satellites,
provide an additional option for addressing the issue of temporal resolution. Overall, the development
[87] of fusion products with publicly available [92] data from new, lower revisit time high resolution
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satellite systems, such as Sentinal-2, and the potential availability of daily data from commercial sources
gives us confidence that this algorithm can be trained at field scale in the future.
Once an operational version of the methodology is trained with field-scale data, it can provide
information on the in-season state variables of maize growth on a global scale. In the operational phase,
there is also an additional issue of identifying the maize pixels on which this algorithm should run using a
crop classification product, which is more difficult in real-time and outside the United States because
few crop classification products have as high quality as the retrospective USDA NASS Cropland Data
Layer [53] used in this study, produced annually for the Contiguous United States after the end of the
growing season. However, crop classification from satellite remote sensing is a very active, rapidly
progressing area of research [93,94,95,96,97,98,99] for data both inside and outside the United States,
at high resolution and at moderate resolution, and in real-time during the growing season and
retrospectively; therefore, the availability of crop classification products should not present a great
hurdle to adaption of this approach globally.
2.6 Conclusions
In this study, we used regional crop growth modeling to assess the feasibility of using collocated
crop growth model simulations and satellite measurements to train an empirical satellite agronomic
variable retrieval algorithm with bidirectional long short-term memory networks. Confidence was built
in the methodology by verifying that an algorithm trained solely with collocated crop growth model
simulations (without any ground-truth data) could accurately predict ground-truth values for the
agronomic variables for which it was available (the yields and phenological transition dates). We then
used k-fold cross-validation to explore the retrieval of variables that did not have ground-truth data. In
these analyses, we showed that three categories of physical state variables that lack regional-scale
ground-truth time-series data (leaf growth and senescence, cumulative carbon assimilation, and specific
leaf area) can be retrieved from the remote sensing measurements with cross-validated R2 values
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ranging from 0.4 to 0.8 for significant portions of the season. The results also showed that it is
potentially possible to retrieve some amount of information about further variables, such as the soil
moisture. The methodology proposed in this study provides a realistic, consistent methodology that can
be used by future survey efforts of farmer agromanagement data to train systems that are able to
retrieve in-season crop growth variables in the face of significant G × E × M variability.
As has been noted [31], the generalizability of retrieval algorithms to new locations and
environments is the most important factor limiting the use of remote sensing for crop growth modeling.
In this proposed approach, the issue of generalizability can be addressed by drastically increasing the
amount of data used to train the retrieval algorithm because one only needs the field agromanagement
data, rather than physical in-season measurements of the state variables. Specifically, by using the field
agromanagement data to perform crop growth model simulations at the field sites, one can replace
actual in-season measurements with simulated in-season state variables in training a satellite retrieval
algorithm. This provides the promise of training a strong retrieval algorithm that has constant internal
parameters across all locations, regions, and environments if sufficient geolocated agromanagement
data is obtained. As stated previously, in light of the expense of field campaigns, this would be
potentially a very attractive alternate approach to learning about crop growth on a global scale.
Future work can be conducted to explore the feasibility of incorporating synthetic aperture radar
(SAR) data into this methodology and expanding to other crops. Satellite-based SAR data, such as the
high resolution SAR data from the Sentinal-1A satellite launched in 2014, can be used to improve
retrievals of maize leaf area index [100], biomass [100], crop water requirements [101], and soil
moisture [102], indicating that incorporating it into this methodology may allow for further
improvement of the retrievals. Morphological-based SAR scattering models can also be used to
potentially retrieve other parameters, such as the crop height [103]. Furthermore, this methodology can
be expanded to other crops as maize is far from unique in being amiable to satellite remote sensing; for
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example, a recent study [37] showed that county-level yields for 9 out of 10 major US crop types are
significantly correlated to Moderate Resolution Imaging Spectroradiometer (MODIS) vegetation indices,
indicating the potential of applying this method to these crops, although the performance will also
strongly depend on the quality of the crop growth models for these crops.
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Chapter 3
Evaluation of the Uncertainty in Satellite-based Crop State Variable Retrievals Due to Site and Growth
Stage Specific Factors and their Potential in Coupling with Crop Growth Models
This chapter is reprinted from
Remote Sens. 2019, 11(16), 1928; https://doi.org/10.3390/rs11161928
as permitted under the terms and conditions of the
Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/)
with formatting modifications
3.1 Chapter Summary
Coupling crop growth models and remote sensing provides the potential to improve our
understanding of the genotype x environment x management (G × E × M) variability of crop growth on a
global scale. Unfortunately, the uncertainty in the relationship between the satellite measurements and
the crop state variables across different sites and growth stages makes it difficult to perform the
coupling. In this study, we evaluate the effects of this uncertainty with MODIS data at the Mead,
Nebraska Ameriflux sites (US-Ne1, US-Ne2, and US-Ne3) and accurate, collocated Hybrid-Maize (HM)
simulations of leaf area index (LAI) and canopy light use efficiency (LUE Canopy). The simulations are used
to both explore the sensitivity of the satellite-estimated genotype × management (G × M) parameters to
the satellite retrieval regression coefficients and to quantify the amount of uncertainty attributable to
site and growth stage specific factors. Additional ground-truth datasets of LAI and LUE Canopy are used to
validate the analysis. The results show that uncertainty in the LAI/satellite measurement regression
coefficients lead to large uncertainty in the G × M parameters retrievable from satellites. In addition to
traditional leave-one-site-out regression analysis, the regression coefficient uncertainty is assessed by
evaluating the retrieval performance of the temporal change in LAI and LUE Canopy. The weekly change in
LAI is shown to be retrievable with a correlation coefficient absolute value (|r|) of 0.70 and root-mean
square error (RMSE) value of 0.4, which is significantly better than the performance expected if the
uncertainty was caused by random error rather than secondary effects caused by site and growth stage
specific factors (an expected |r| value of 0.36 and RMSE value of 1.46 assuming random error). As a
90

result, this study highlights the importance of accounting for site and growth stage specific factors in
remote sensing retrievals for future work developing methods coupling remote sensing with crop
growth models.
3.2 Introduction
3.2.1 Background
Mechanistic crop growth models temporally predict the growth of crops as a function of
genotype x environment x management (G × E × M) factors [1]. By mechanistically modeling the effects
of G × E × M factors and their interactions, crop growth models are able to integrate information about
the properties of the seed (genotype), the decisions farmers make both at planting and within the
season (management), and the variability in the weather and soil (environment). Examples of these
factors in each category of G × E × M are shown in Table 3-1 [2,3]. In addition to these G × E × M factors,
biotic stresses—such as weeds, pests, and diseases—can further limit the growth of crops and these
factors are difficult to model, although some recent advances have been made [4]. Nevertheless, in
highly developed cropping systems, such as the US corn belt, fields tend to be well-managed and the
reduction in yield caused by unmodeled factors, such as biotic stresses, is generally 20% or less [5,6]. As
a result, mechanistic crop growth model simulations are able to provide valuable information with
relatively strong predictive performance in highly developed cropping systems [6,7].
Table 3-1. Examples of common G x E x M factors included in crop growth model simulations [2,3]
Genotype (G)
-Relative maturity/Growing
degree days (GDD) to maturity
-GDD to flowering
-Potential kernel number per
ear
-Grain growth rate

Environment (E)
Management (M)
-Air temperature
-Planting date
-Precipitation
-Planting density
-Solar radiation
-Fertilization
-Soil bulk density
-Irrigation
-Soil available water
-Soil organic matter
-Soil pH
Assimilation of remote sensing data into crop growth models can be used to reduce the
uncertainty in the G × E × M factors (which control crop growth) via calibration [8,9,10,11]. In the
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calibration approach to remote sensing data assimilation, the model parameters and G × E × M factors
affecting crop growth are adjusted by reinitialization until the crop growth model output agrees with the
remote sensing observation (as opposed to the updating or forcing approaches where the crop model
state variables are themselves directly altered) [9]. However, uncertainty in the remote sensing
retrievals of crop state variables, such as leaf area index (LAI), leads to significant challenges [9] in the
calibration and determination of the G × E × M factors. This is because the interactions of G × E × M
factors in crop growth models are highly non-linear and careful application of inversion techniques is
required to determine input parameters from observations [12,13]. As a result, even small uncertainties
in the remote sensing retrievals can propagate into significant errors in the G × E × M factors determined
by calibration [14]. Therefore, calibration of crop models with remote sensing data is primarily used to
analyze output variables, such as yields and biomass, discarding the G × E × M factors determined by
calibration as an intermediate step [8,15,16,17,18].
Nevertheless, improved understanding of the G × E × M factor variability can greatly improve
our ability to use crop growth models at the regional scale [6,19,20] to predict into the future and
answer questions about climate change [21], agricultural policies [22,23], and yield gaps [24]. At the
regional scale, G × E × M parameter uncertainty is even more significant due to a lack of calibration data
as compared to the field-scale [1,25]. Thus, constraints from measurements other than yield are vital for
further reduction in the uncertainty [25] at this scale. Illustrating this point, ref. [25] found that the
majority of the uncertainty in LAI simulations for regional simulations of Indian groundnut was
parametric uncertainty, indicating the potential of reductions in the uncertainties of satellite retrievals
(such as those of LAI) to significantly improve our understanding of G × E × M variability in calibration of
regional crop models [26].
The crop state variable retrieval uncertainty is in a large part caused by the variability in
secondary factors [27,28,29,30,31,32] that influence the remote sensing measurements, such as cultivar
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type, soil background, canopy structure, and inherent leaf properties; most of these secondary factors
are strongly dependent on site and growth stage [33,34,35,36]. Physical canopy radiative transfer
models, such as PROSAIL [37], provide a theoretical model to understand the effect of the secondary
factors by forward modeling the top-of-canopy reflectance spectrum from variables describing the soil
background, canopy structure, and leaf properties [9]. However, inversion of canopy radiative transfer
models is ill-posed [38] and requires the use of a priori constraints to perform the retrievals [39,40].
While temporal [40,41,42] and spatial [40,43] constraints can be used to address the ill-posedness of the
retrieval, they are not sufficiently powerful to remove the uncertainty. As a result, assumptions must be
made about the canopy structure and leaf properties [40]. Unfortunately, although both canopy
structure and leaf properties have a significant effect on the uncertainty of the retrieval [32], it is
difficult to constrain them beyond finding appropriate ranges for the values based on land cover [44]
and selecting vegetation indices with greater sensitivity to the variable of interest [32,45,46]. However,
even though the full spectral modeling can optimize the best choice of vegetation indices for given
applications, using vegetation indices in the retrievals directly still results in valuable spectral
information being lost, undercutting the benefits of the possibility of using the full spectral information
available with canopy radiative transfer models in the retrieval itself [47] as full-spectrum methods have
shown good results in the literature [48,49].
However, because of the lack of information available to remove the uncertainty about
secondary factors, physical radiative transfer approaches have not dominated over empirical
approaches, although these often do not use the full spectral information available from the sensor and
lack a theoretical basis to control secondary factors [27,28,29]. The empirical algorithms overcome these
issues by directly using training data to learn to use the “subtle spectral features to reduce undesired
effects” [47] that make vegetation retrievals difficult. In addition, in some cases, empirical methods are
also able to improve the retrievals with auxiliary information [29,50,51].
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In empirical approaches, the uncertainty caused by the variability in secondary factors manifests
as the “one place, one time, one equation” issue [27] where regressions between the satellite
measurements and the crop state variables trained on one set of sites and times do not generalize well
to another set of sites and times [27,28]. The issue occurs because most empirical studies develop a
global regression relating the satellite measurements to the crop state variables which does not account
for the spatiotemporal variability in the secondary factors, although some studies have attempted to
use the secondary factors to improve the retrieval [29,50,51]. Specifically, refs. [50,51] find that
developing separate regression models for different growth stages provides the best results, while [29]
finds that including cultivar, planting pattern, and growth stage in the model could improve the
performance of the retrievals. While the secondary factors in [29,50,51] do not correspond to the
secondary factors in physical radiative transfer models such as PROSAIL, their indirect connection to the
leaf and canopy parameters used by PROSAIL [33,34,35,36] allows them to reduce the uncertainty
caused by the secondary effects. Nevertheless, the work on including secondary effects is quite limited
and hampered by lack of available data [28] to span the large spatiotemporal variability in these
secondary factors, calling for new approaches to address this issue.
In order to address the uncertainty caused by secondary factors, it is necessary to obtain data
that covers the extent of their spatiotemporal variability. Crop growth models provide one possible
avenue to obtain information on the secondary factor leaf and soil properties. The use of crop growth
models to obtain information about the secondary factors has been best explored in coupling studies
[52,53,54,55], where remote sensing data is assimilated into a combined model consisting of a crop
growth model, a canopy radiative transfer model, and formalisms linking the outputs of the growth
model with the inputs of the radiative transfer model. These studies [52,53,54,55] have been successful
in coupling several variables from the crop growth models, such as LAI, leaf structure parameter, water
content, dry matter content, total chlorophyll content, and relative soil dryness. The variables coupled in
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addition to LAI are secondary factors that affect LAI retrieval [32] and the coupling can be understood to
provide constraints on these secondary factors from the biological mechanics of growth and its
interaction with the weather/soil environment. In addition, if available, any genetic (cultivar choice) or
management information inputted into the crop model can provide additional constraints on the
secondary factors [56]. Unfortunately, it is difficult to use crop growth models to gain information about
these secondary parameters at a regional scale as information about G × M parameters is limited at this
scale [57]. As a result, regional crop growth model simulations are generally validated only against crop
yields and phenological dates [6,20,58,59,60] and consequently may have significant uncertainty in their
prediction of in-season state variables (many of which are secondary factors in LAI retrieval) [61]. In
contrast, field-scale crop growth model simulations have been validated in much more detail with
respect to in-season state variables. For example, several studies [2,62,63,64,65] evaluate their
performance in predicting LAI, canopy cover, biomass, soil moisture, soil nitrogen, plant nitrogen,
evapotranspiration, and phenology as well as yield. The crop model’s stronger performance at fieldscale in predicting both the yield and individual within-season process can be attributed to the
availability of significantly more accurate agromanagement information, and to a lesser extent to more
accurate soil and weather data, at this scale [66]. Thus, incorporating field-scale crop growth modeling
of secondary parameters in training and testing agricultural satellite retrieval algorithms [67] can
potentially provide for significant advances in addressing the uncertainty caused by site and growth
stage specific secondary factors.
3.2.2 Overview
In this study, we seek to show that the difficulties in using remote sensing to determine the G ×
E × M factors affecting crop growth are strongly connected to variability in the relationship of satellite
measurments and crop state variables and that the variability in the relationship is in a large part caused
by site and growth stage specific factors. In order to achieve these objectives, this study uses field-scale
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crop growth model simulations powered by accurate agromanagement information and collocated with
satellite data at the Mead, Nebraska Ameriflux sites, supplemented by ground-truth data from
additional sites for validation. Crop growth model simulations are used from only the Mead, Nebraska
Ameriflux sites because geolocated agromanagement information, vital [66] to strong simulation
performance, is difficult to collect, partially due to farmer concerns about data privacy [68], limiting
available information about commercial-sized plots. The availability of collocated crop growth model
simulations allows us to (a) analyze the sensitivity of the genotype x management (G × M) factors
retrieval by the satellite to variability in the relationship of satellite measurments and crop state
variables and (b) use time-series analysis to analyze the uncertainty caused by this variability.
Furthermore, the collocated crop growth model simulations are used to demonstrate the possibility of
training and testing agricultural remote sensing algorithms with farmer-collected agromanagement data
across a wide range of spatiotemporal variability, following the concept we introduced in [67] at the
regional scale. Specifically, as in [67], the crop growth model simulations based on the provided data can
be used to train and test remote sensing retrieval algorithms and, with sufficient farmer participation, a
large swath of the spatiotemporal variability of the secondary factors affecting the retrievals can be
covered. This dataset would allow further research to find methods to optimally use available weather,
soil, and remote sensing data to create algorithms to map the regional-scale variability in G × E × M. As a
result, by using crop growth model simulations at a fixed number of sites where the G × M parameters
are known, a remote sensing retrieval algorithm could be trained to map G × M parameters where they
are unknown and where no high quality collocated crop growth model simulations are available.
3.3 Materials and Methods
3.3.1 Data
In this study, we rely on two ground-truth maize datasets, which we term FLUX and
LAIGROUND. The data sources are summarized in Table 3-2.
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Table 3-2. Ground-truth data sources
Name

Source(s)

Ameriflux
[76]
Flux
Tower
Data
(Dataset
FLUX)
GHG
Europe

LAI
Validation
Data
(Dataset
LAIGROUN
D)

[27]

Name
US-Ne1 [35]

Sites
Latitude
41.17

US-Ne2 [35]

41.16

US-Ne3 [35]

41.18

US-Ro1 [77]

44.71

US-Bi2 [78]
US-ARM
[79]
DE-Kli [80]
FR-Gri [81]

38.11
36.61
50.89
48.84

FR-Lam [82]

43.5

IT-BCi [83]
NL-Lan [84]

40.52
51.95

Beltsville

39.02

CEFLES2
[85]

44.37 –
44.46

California
[86]

35.48 –
39.22

Italy (IT-BCi)
[83]
Mead (USNe1 to USNe3) [35]
Missouri
[87]

40.52
41.16

Variables
Longitude
Name
Years
−96.48
2001–2009
2001–2009,
−96.47
odd years
2001–2009,
−96.44
odd years
2005, 2009,
−93.09
GPP
2011, 2013
SRAD
−121.54
2017–2018
Ground-truth LAI
Planting Date
−97.49
2008
Harvest Date
13.52
2007, 2012
1.95
2008, 2011
2006, 2008,
1.24
2010
14.96
2004–2009
4.90
2005
1998
−76.85
(N = 26)
0.19 –
2007
0.41
(N = 26)
−122.14
2011–2012
–
(N = 59)
−119.28
2008–2009
14.96
(N = 35)
−96.46

Ground-truth LAI

2001–2012
(N = 92)

2002
(N = 10)
−35.08 – 145.87 –
2006
NAFE06 [88]
−34.65
146.3
(N = 14)
SEN3EXP200 39.02 –
−2.13 –
2009
9 [85]
39.08
-2.08
(N = 10)
SMEX02-IA
41.76 –
−93.73 –
2002
[89]
42.67
−93.28
(N = 21)
39.03 –
−2.18 –
2003–2004
SPARC [85]
39.15
−1.88
(N = 45)
The FLUX dataset consists of CO2 flux tower measurements of gross primary productivity (GPP)
39.22

−92.12

and incoming solar radiation (SRAD) time series in maize fields. The eddy-covariance technique
determines the CO2 flux, which is termed the net ecosystem exchange (NEE), from the covariance of the
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vertical wind velocity and CO2 flux, sampled by the tower at 10–20 Hz and averaged to 30–60 minute
periods [69]. The height of the flux tower is selected to have an appropriate footprint covering the field
being studied by the tower. The ecosystem respiration is removed from the NEE to obtain the amount of
carbon captured by the producers in the field (GPP) by a partitioning algorithm. In this study, the GPP is
either obtained from the nighttime-partitioned product provided by FLUXNET2015 [70] or the site
principal investigators (PIs), or calculated from NEE using the nighttime-based partitioning algorithm of
[71] implemented in [72]. In addition, ground-truth LAI that was measured at sites on some days of the
season and the planting and harvest dates were obtained.
The LAIGROUND dataset consist of ground-truth LAI measurements of maize obtained during
various campaigns with different measurement technique (Destructive, LAI2000, AccuPAR, Hemispheric
Photography) compiled by [27]. Destructive measurements of LAI rely on physically sampling leaves in
predefined areas in the field and measuring them in a laboratory to estimate the LAI in the field. In
contrast, the LAI2000, AccuPAR, and Hemispheric Photography techniques use ground-based optical
measurements made by researchers in the field on sampling campaign days, along with physics and
image-processing based techniques, to estimate the LAI. Further details on all the different
measurement techniques can be found in [73]. Each site in this dataset represents a different
measurement campaign and some consist of LAI measurements on a single day in neighboring plots,
some consist of LAI measurements in different fields (sometimes many kilometers apart), and some
consist of multitemporal measurements in the same field/plot. Two of the sites are taken at CO2 eddycovariance tower sites in the FLUX dataset (Italy and Mead) and the analysis conducted in this study
takes care to ensure these are treated as the same sites across datasets when any site-based crossvalidation-type analysis is conducted. Following [27], LAI measurments greater than 6 and less than 0.1
are excluded from the LAIGROUND dataset as they are beyond the prediction power of vegitation
indicies.
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In addition to the ground data in Table 3-2, we also use solar-reflective satellite data collocated
with the ground data. Data from the Thematic Mapper (TM) sensor was used from LANDSAT 5, while
data from the Enhanced Thematic Mapper Plus (ETM+) sensor was used from LANDSAT 7. The LANDSAT
satellites used for each site depend upon which LANDSAT satellites were active when the site’s data was
collected; LANDSAT 5 was active from March 1984–January 2013, while LANDSAT 7 was active from
April 1999 to present (ca. August 2019). Data from both satellites was used at sites where data was
collected when both satellites were active. For the LAIGROUND dataset, the plots tend to be small and
we consequently use 30-m atmospherically-corrected LEDAPS surface reflectance data from LANDSAT 5
and 7 obtained from Google Earth Engine via the GEEXTRACT python tool within 5 m of the plot
coordinates. For the FLUX dataset, the plots tend to be production-sized fields and we obtain the
average LANDSAT LEDAPS [74] surface reflectance within a 100-m radius of the plot coordinates. In
addition, because the LANDSAT temporal resolution is quite low, we obtain MODIS MCD43A4 BRDFcorrected nadir surface reflectance [75] at daily time steps (based on a weighted window of 16 days of
measurements) at 500 meters for the FLUX sites, allowing for temporal analysis of the retrieval
performance. MODIS data was available for the entire study period for the FLUX sites.
3.3.2 Hybrid-Maize (HM) simulations
Simulations from the Mead, Nebraska Ameriflux sites performed by [90] with the Hybrid-Maize
(HM) crop growth model are used in this study. The simulations in [90] are based on accurate weather,
soil, and agromanagement inputs at the sites and were publicly released [91]. The agromanagement
inputs that were recorded at the sites and included in the simulations are planting date, cultivar
maturity, plant density, and irrigation. The simulations were validated by [90] with respect to yield, crop
respiration, soil respiration, and ecosystem respiration; they are further validated by us in Section 3.1
with respect to LAI and canopy light use efficiency (LUECanopy).
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3.3.3 Methods
In this subsection, we discuss the methods we use to evaluate the influence of site and growth
stage specific secondary factors on the relationship between crop state variables and satellite
measurments and the retrievability of G × M factors from satellite data. We focus on LAI and GPP in this
study because these variables are some of the most commonly retrieved from remote sensing [92]. GPP
also serves as a good complement to LAI because, unlike LAI, it is measured on a daily time scale at CO2
eddy-covariance tower stations. Thus, it can be used to provide validation of the temporal analysis
performed on crop growth model simulations of LAI. In addition, it should be noted that, as in [67], the
methods in this paper can be applied to crop growth model simulated variables whose time series are
more difficult to measure than LAI and GPP, providing a basis to analyze performance over a wide range
of crop state variables.
As daily GPP strongly depends on the daily SRAD, studies analyzing satellite-derived GPP must
account for the strong temporal variability of SRAD when performing retrievals; this is because the
variability in SRAD can mask the much smaller variability component in GPP caused by changes in the
leaves, plants, and canopy structure [93]. A common technique to do so is correlating the product of the
remote sensing measurement and SRAD with daily GPP, as opposed to the remote sensing
measurement itself [93]. To achieve a result identical to [93], we analyze the canopy light use efficiency
(LUECanopy) in place of the GPP, which we define as

𝐿𝑈𝐸

=

(1)

,

As the definitions of various light use efficiencies are not standardized in the literature, we need
to clarify that LUECanopy is essentially equivalent to LUEInc in [94], except that incident photosynthetically
active radiation (PARinc) is used in place of SRAD. In addition, we wish to note that for the purposes of
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this study, the criticism of LUEInc in [94] does not apply because our goal in calculating LUECanopy is simply
to remove the influence of SRAD and not any plant-based process.
3.3.3.1 Evaluation of HM simulations
First, in order to use the HM simulations to evaluate the retrievals, we expand upon the
validation performed by [90] to include LAI and LUECanopy. To do so, the modeled and measured values
are scatter plotted against each other and the coefficient of determination (R 2) to the best-fit line and
the root mean square error (RMSE) between the modeled and measured data are calculated. In order to
facilitate comparison between the modeling performance of LAI versus LUE Canopy, only dates on which
both LAI and LUECanopy measurements were available were included in the analysis to ensure that the
distribution of crop growth stage did not vary between scatterplots or performance metrics (R2 and
RMSE).
In addition, because daily LUECanopy measurements were available, a separate analysis of the
performance of the LUECanopy values and the change in LUECanopy is made. The change in LUECanopy is
defined as
[𝑡] = 𝐿𝑈𝐸

Δ𝐿𝑈𝐸

[𝑡 + Δ − 1] − 𝐿𝑈𝐸

[𝑡 − Δ + 1],

(2)

where Δ is in days and termed the Δ window. ΔLUECanopy is more sensitive to environmentalinduced changes than the LUECanopy value itself and the performance in modeling it thus provides
additional information on the strengths and limitations of the model.
Furthermore, because of high frequency variability in LUECanopy, the time series modeling
performance is analyzed at various levels of smoothing. The smoothing is performed by a moving
average filter which is defined as
𝐿𝑈𝐸

[𝑡] =

∑

𝐿𝑈𝐸

where N is in days and termed the smoothing window.

[𝑡 + 𝑖],

(3)
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3.3.3.2 Regression-based LAI and LUECanopy retrieval
Second, we train a regression of LANDSAT measurements to LAI and LUE Canopy with the
LAIGROUND and FLUX datasets. Specifically, we determine the regression coefficients in
(4)

𝐿𝐴𝐼 = 𝑎𝐸𝑉𝐼2 + 𝑏,

𝐿𝑈𝐸

= 𝑐𝐸𝑉𝐼2 + 𝑑,

(5)

,

(6)

where EVI2 is the Enhanced Vegetation Index 2 [27] and is defined as
𝐸𝑉𝐼2 = 2.5

.

and NIR is the surface reflectance in the near-infrared band, while Red is the surface reflectance in the
red band. The NIR is designated as Band 4 (0.77–0.90 µm) on Landsat 5 and 7, while the Red is
designated as Band 3 (0.63–0.69 µm). The coefficients are determined with leave-one-site-out crossvalidation by calculating the coefficients on all sites except the one being evaluated. The RMSE
performance is then assessed using the coefficients determined from all the other sites and the
procedure is repeated for each site. In addition, confidence intervals for the coefficients are determined
by bootstrapping. Specifically, for each left-out site, regression coefficients are determined for 1000
random subsets of the remaining sites with the probability of inclusion of a point in any individual
random subset equaling 50%. The 5th and 95th percentiles for the regression coefficients of these
subset realizations are used as the estimated lower and upper bound of the leave-one-out regression
coefficients for the site.
The LAIGROUND and FLUX datasets are analyzed separately for this procedure. The nearest
cloud-free LANDSAT measurement within 15 days of the ground measurement is used to analyze the
LAIGROUND dataset for consistency with [27], while the average cloud-free LANDSAT measurement
within 10 days of the ground measurement is used for the analysis of the FLUX dataset.
3.3.3.3 Satellite Retrieval and Crop Growth Model Sensitivity Analysis
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Third, we analyze the sensitivity of the crop growth model to its G × M inputs and analyze how
uncertainty in the satellite retrieval of LAI propagates to the uncertainty in estimation of its G × M
inputs. Specifically, we perform new Hybrid-Maize simulations based on the inputs used in [90], varying
the planting density, the planting date, and the seed’s growing degree days to maturity from their actual
values, and observe the error in the modeled LAI with respect to the measured LAI for the modified
simulations. As the emergence date is directly input into the simulations in [90], a preliminary set of
Hybrid-Maize simulations is used to determine the appropriate planting date in Hybrid-Maize for the
observed emergence date and then this planting date is varied in the sensitivity analysis. This method of
determining the planting date to be varied is used in place of the actual planting date to remove the
uncertainty caused by modeling the planting to emergence time (as in [90]).
Comparison of the modeled LAI is performed with both the actual measured ground-truth LAI
and the measured LAI retrieved from the MODIS measurements. To visualize the effect of the
uncertainty in the regression coefficients, the error is shown for a range of regression coefficients
determined from the confidence intervals obtained by bootstrapping in the previous subsection.
Specifically, the slope of the regression is linearly varied from its minimum lower bound to its maximum
upper bound while the intercept of the regression is simultaneously varied from its maximum upper
bound to its minimum lower bound. As a large value for the intercept compensates for a lower value in
the slope and vice versa, this method generates a realistic space within which to analyze the variation of
the regression coefficients.
3.3.3.4 Evaluation of uncertainty of LAI and LUECanopy retrievals due to site and growth stage specific
factors with temporal analysis
Fourth, we assess the uncertainty of LAI and LUECanopy retrievals with temporal analysis due to
site and growth stage specific factors. Due to the “one place, one time, one equation” concept [27],
103

different regression equations should be used to retrieve the LAI and LUE Canopy at different sites and
growth stages (different times). Furthermore, data from different years may also appear to require
different regression equations because the interannual difference in weather and agromanagement is
very significant [13] and can cause large differences in secondary factors. Therefore, different years can
also be considered different sites for the purposes of this analysis. In order to separate uncertainty
caused by site and growth stage specific factors from other types of uncertainty, we use temporal
analysis and focus on the retrieval of the temporal change in LAI and LUE Canopy. Errors caused by site and
growth stage specific factors should be strongly positively correlated at the same place and nearby
times; as a result, errors should partially cancel out when retrieving the temporal change as opposed to
the actual values themselves. Thus, in order to assess the extent of the uncertainty caused by site and
growth stage specific factors, the retrieval error of the change in LAI and LUE Canopy is compared to the
theoretical error of the change in LAI and LUECanopy assuming temporal independence of error.
To perform the temporal uncertainty analysis for LAI, we use the LAIGROUND dataset as the baseline
retrieval and apply the LANDSAT-trained leave-one-site-out regression coefficients from Equation (4) to
the MODIS MCD43A4 BDRF-adjusted daily surface reflectance time series to obtain retrievals of LAI with
daily resolution. The NIR band is designated as Band 2 on MODIS (0.84–0.88 µm), while the Red band is
designated as Band 1 on MODIS (0.62–0.67 µm). The training of the LAI retrieval algorithm is performed
on the LAIGROUND dataset with LANDSAT measurements for two reasons:


Using the LAIGROUND dataset with LANDSAT imagery better allows for the use of exact point
measurements in fields and is thus less likely to be subject to uncertainty in training due to the
inhomogeneity of LAI in the field, which can be significant [95].
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Training on high-resolution LANDSAT imagery as opposed to moderate-resolution MODIS
imagery is preferable due to the significance of the mixed-pixel effect and neighboring pixels of
other land types (including other crops) [95,96].

In addition, a scaling effect correction algorithm is not used to correct for the uncertainty in applying
a regression trained on LANDSAT data to MODIS data as these algorithms generally require a priori
information on the subpixel contents of the moderate resolution MODIS pixels [95,96] which is not
readily available. For this reason, training on MODIS pixels would likely not provide a benefit with
respect to the uncertainty as it is likely that the bias caused by LAI inhomogeneity and the mixed pixel
effect varies strongly from site to site [95,96].
With these daily LAI retrievals from MODIS measurements, we calculated the change in LAI as
(7)

Δ𝐿𝐴𝐼[𝑡] = 𝐿𝐴𝐼[𝑡 + Δ − 1] − 𝐿𝐴𝐼[𝑡 − Δ + 1],

where Δ is in days and termed the Δ window.

The MODIS-retrieved ΔLAI is compared to the crop growth model predicted ΔLAI using the
correlation coefficient absolute value (|r|) and RMSE. These metrics are compared to the theoretical |r|
and RMSE if the error of retrieved LAI [t + Δ − 1] and LAI [t − Δ + 1] were independent with a RMSE
equivalent to the leave-one-site-out RMSE calculated in Section 2.3.2. In this case, the theoretical RMSE
and |r| can be calculated as

𝑅𝑀𝑆𝐸(𝛥𝐿𝐴𝐼[𝑡])
|𝑟 (𝛥𝐿𝐴𝐼[𝑡])

= 𝑅𝑀𝑆𝐸(𝐿𝐴𝐼[𝑡 + 𝛥 − 1] − 𝐿𝐴𝐼[𝑡 − 𝛥 + 1]) = √2𝑅𝑀𝑆𝐸 (𝐿𝐴𝐼[𝑡]),
|=

(

(

)

,

(

)

)

=

,
√

(

(

[ ])
)

(8)

(9)

The uncertainty analysis for LUECanopy is complicated by the presence of high frequency components
that need to be smoothed by Equation (3) in order to fully understand the temporal resolution of the
retrieval. As the baseline retrieval methods with LANDSAT cannot account for the effects of the
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temporal smoothing because LANDSAT does not make daily measurements, the baseline retrieval must
be retrained with MODIS measurements. Thus, leave-one-site-out regression is used to determine the
regression coefficients in

𝐿𝑈𝐸

= 𝑝𝐸𝑉𝐼2 + 𝑞,

where 𝐸𝑉𝐼2 is the moving average of EVI2 defined as
𝐸𝑉𝐼2[𝑡] =

∑

𝐸𝑉𝐼2[𝑡 + 𝑖],

(10)

(11)

With these leave-one-site-out regression coefficients, a baseline RMSE for the retrieval of
𝐿𝑈𝐸

can be identified. In addition, as we have the benefit of a daily time series of MODIS

measurements, Δ𝐿𝑈𝐸

(defined in the same way as ΔLUECanopy in Equation (2) can be

determined by training a direct regression
Δ𝐿𝑈𝐸

= 𝑟(𝐸𝑉𝐼2[𝑡 + 𝛥 − 1] − 𝐸𝑉𝐼2[𝑡 − 𝛥 + 1]) + 𝑠,

(12)

in place of using Equation (10). The regression coefficients in Equation (12) are determined by leaveone-site-out cross-validation and the performance is compared to the theoretical |r| and RMSE
performance defined in Equations (8) and (9) (with LUE Canopy substituted for LAI). As using Equation (12)
depends on having multiple sites for cross-validation, this analysis is only performed for the actual
LUECanopy measurements, while only the |r| correlation with MODIS measurements is analyzed for the
modeled measurements. The analysis for LUECanopy measurements is performed between the planting
and harvest dates reported for the sites; the LUECanopy analysis is not performed at US-Bi2 due to the
unavailability of planting and harvest dates at this site.
3.3.3.5 Training LAI and LUECanopy retrievals with HM simulations
Lastly, in order to validate the concept of training and testing field-scale remote sensing
retrievals with crop growth model simulations, we compare the performance of LAI and LUE Canopy at sites
other than those in Mead, Nebraska using (a) regression coefficients trained with the actual LAI and
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LUECanopy measurements at the Mead, Nebraska sites; and using (b) regression coefficients trained with
HM modeled LAI and LUECanopy values at the Mead, Nebraska sites. These retrievals are trained and
evaluated using LANDSAT measurements and the performance is reported site-by-site.
3.4 Results
3.4.1 Evaluation of HM simulations
We first evaluate the performance of the modeled HM LAI and LUE Canopy at the Mead, Nebraska
sites. In Figure 3-1a,b, we show scatterplots between the modeled HM LAI and LUE Canopy values and the
actual values on the ground. As discussed in Section 2.3.1, only dates that have both LAI and LUE Canopy
measurements are included in Figure 3-1a,b for consistent comparison of the modeling performance of
these two variables. The figures show strong performance for modeled LAI and LUE Canopy with R2 values
of 0.91 and 0.77 and RMSE values of 0.62 and 0.30, respectively; although, the bias for LUE Canopy is
relatively high.

(a)

(b)

Figure 3-1. Comparison of actual versus Hybrid-Maize modelled (a) LAI and (b) LUE Canopy. The color
bars represent the number of points at each marker on the scatter plot.
In Figure 3-2, the performance of modeled LUECanopy and ΔLUECanopy are shown for all ground
measurements of LUECanopy, not only those that also have a LAI measurement on the same date. Figure
3-2a shows the scatterplot of modeled LUECanopy versus actual LUECanopy with no smoothing, while Figure
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3-2b shows the R2 value between modeled and actual LUE Canopy and ΔLUECanopy at different levels of
smoothing and values of Δ. As seen in Equation (3), a smoothing window of 1 represents no smoothing.
Only days where modeled LUECanopy is greater than zero are included in Figure 3-2. In addition, a small
number of days which have less than 95% of the underlying GPP time series available are not included in
Figure 3-2.

(a)

(b)

Figure 3-2. (a) Comparison of actual versus Hybrid-Maize modelled LUECanopy. The color bar
represents the number of points at each marker on the scatter plot. (b) R2 of actual versus
Hybrid-Maize modelled LUECanopy and ΔLUECanopy at different levels of smoothing and values of Δ.
N = 2384
The results in Figure 3-2 show that the performance of modeled LUECanopy is strong with an R2 of
0.76 in the absence of smoothing and slightly higher with smoothing. In contrast, as seen in Figure 3-2b,
the performance of ΔLUECanopy is dependent on the level of smoothing and value of Δ, with stronger
performance with longer Δ windows and more smoothing.
3.4.2 Regression-based LAI and LUECanopy retrieval
We now present the results of the retrieval of LAI and LUECanopy from LANDSAT EVI2 by Equations
(4) and (5) via leave-one-site-out cross validation. In Figure 3-3, we present the leave-one-site-out
performance for all sites combined in separate scatterplots for the LAIGROUND and FLUX datasets
(prediction performed with leave-one-site-out site-by-site and then combined into a single scatter plot).
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Figure 3-3a shows the LAI retrieval scatterplot for the LAIGROUND dataset, while Figure 3-3b,c show the
LAI and LUECanopy retrieval scatterplots for the FLUX dataset.

(a)

(b)

(c)

Figure 3-3. Comparison of retrieved versus actual (a) LAI from LAIGROUND dataset (b) LAI from
FLUX dataset and (c) LUECanopy from FLUX dataset from LANDSAT measurements via leave-one-siteout cross validation. The color bars represent the number of points at each marker on the scatter
plot.
Figure 3-3 shows LAI retrieved with a R2 performance between 0.41 and 0.69 and an RMSE
between 1.07 and 1.22, while LUECanopy is retrieved with an R2 performance of 0.74 and an RMSE of
0.17. In addition, the site-by-site leave-one-site-out retrieval performance and regression
coefficients for the LAIGROUND dataset are shown in Table 3-3, while the corresponding
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information for the FLUX dataset is shown in Table 3-4. Table 3-3 and Table 3-4 also show the
confidence intervals for the determined leave-one-site-out coefficients.
Table 3-3. Leave-one-site-out LAIGROUND LANDSAT regression retrieval performance using
Equation 4. a and b are the leave-one-site-out regression coefficients defined in Equation 4.
Lower bound
Confidence
Interval

Best-fit
coefficients
LAI
RMSE
0.85
0.60
1.32
1.58
1.03
0.98
0.31
0.89
1.23
1.74

Site Name
Beltsville
CEFLES2
California
Italy
Mead
Missouri
NAFE06
SEN3EXP2009
SMEX02-IA
SPARC

Upper bound
Confidence
Interval

N

a

b

a

b

a

b

26
26
59
35
92
10
14
10
21
45

8.41
8.55
8.19
8.49
7.27
8.13
8.08
8.20
8.66
9.17

-0.92
-1.04
-1
-1.20
-0.71
-0.87
-0.85
-0.94
-1.06
-1.31

7.73
7.76
7.60
7.82
5.86
7.57
7.50
7.61
8.03
8.67

-1.18
-1.31
-1.43
-1.49
-0.9
-1.18
-1.42
-1.26
-1.35
-1.55

8.94
9.10
9.22
9.33
7.67
8.81
9.19
8.90
9.27
9.73

-0.65
-0.79
-0.77
-0.92
-0.03
-0.64
-0.61
-0.77
-0.83
-1.03

Table 3-4. Leave-one-site-out FLUX LANDSAT regression retrieval performance using Equations
4 and 5. a, b, c, and d are the leave-one-site-out regression coefficients defined in Equations 4
and 5.
RMSE
Site
DEKli
FRGri
FRLam
ITBci
USArm
USBi
USNe
USRo

Best-fit coefficients

LAI

LUE

N

a

b

c

d

a

0.85

0.20

4

9.52

-1.24

1.67

-0.16

2.83

0.18

1

9.52

-1.24

1.67

1.11

0.20

16

9.64

-1.25

1.41

0.18

32

9.50

0.14

0.23

1

1.63

0.26

0.83
1.16

Lower bound
Confidence Interval
b

c

d

a

9.29

-1.36

1.57

-0.20

-0.16

9.28

-1.36

1.58

1.68

-0.17

9.40

-1.38

-1.27

1.69

-0.17

9.28

9.52

-1.24

1.66

-0.16

12

9.52

-1.25

1.66

0.16
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8.84

-0.80

0.13

27

9.59

-1.20

Upper bound
Confidence Interval
b

c

d

9.85

-1.11

1.75

-0.13

-0.20

9.88

-1.09

1.76

-0.14

1.61

-0.21

9.96

-1.15

1.77

-0.15

-1.39

1.62

-0.22

9.83

-1.15

1.80

-0.15

9.24

-1.36

1.57

-0.19

9.87

-1.03

1.74

-0.13

-0.16

9.35

-1.40

1.57

-0.20

9.90

-1.17

1.74

-0.13

1.44

-0.09

5.08

-0.96

1.11

-0.18

9.62

1.36

1.68

0.07

1.65

-0.16

9.25

-1.37

1.51

-0.18

9.93

-1.03

1.71

-0.10

3.4.3 Satellite Retrieval and Crop Growth Model Sensitivity Analysis
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We now turn to presenting the results of the crop growth model-based sensitivity analysis. First, in
Figure 3-4, we show the RMSE of the modeled LAI with respect to the actual ground truth LAI for
different simulations where three G × M parameters (the planting date, seed GDD to maturity, and
planting density) are offset by various amounts from their actual values. The results in Figure 3-4 allow
for analysis of the effect of biases in combinations of the three G × M parameters varied in the figures.
The results show that with respect to the ground-truth there are several combinations of parameter bias
which lead to LAI RMSEs below 0.7 against the ground-truth measurements, demonstrating illposedness in the inversion of LAI values to G × M parameters. As expected, the situation where none of
the parameters are biased (i.e., the actual G × M parameters applied in the field, at the center of the
figure), leads to a low RMSE (near 0.6), however other combinations of biases have similar RMSE. The
magnitude of the error seems to be most sensitive to variations in the planting density (as seen by
patterns in the variation of the performance corresponding to the frequency of the density variation);
however, significant negative GDD offsets and positive planting day delays are also seen to significantly
increase the error. Overall, the error is highly variable with respect to the parameter biases and many
combinations of biases lead to high error (a range of LAI RMSEs from 0.6 to 1.6 is observed). This
variation shows the strong sensitivity of the LAI to these three G × M inputs and the interactions
between them.
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Figure 3-4. RMSE of modelled LAI with respect to ground-truth LAI while varying planting date, seed GDD to maturity, and planting density.
Leftmost column represents offset from actual seed GDD to maturity in °C in simulation variant, while second leftmost column represents
offset from actual planting density in plants/m2 in simulation variant. Header represents offset from actual planting day in days in
simulation variant. Colorbar at right and color in main panel represents LAI RMSE for each simulation variant determined by column and
header. N = 146
112

In Figure 3-5, the sensitivity analysis from Figure 3-4 is reproduced with MODIS LAI retrievals
instead of ground-truth LAI measurements. First, it is important to note that the analysis causes a great
increase in the number of points analyzed (from N = 146 to N = 3280) and removes potential biases from
a skewed distribution of growth stages as all dates are included, instead of just the dates where the
ground-truth LAI measurements were taken. Secondly, the figure shows the change in modeled versus
retrieved LAI error as the MODIS EVI2/LAI regression coefficients are varied. The results show the strong
dependence of the error on both the regression coefficients used and the bias in the model parameters.
Interestingly, although all regression coefficients show good performance for some combinations of G ×
M biases, some regression coefficients show significantly less sensitivity to G × M biases than others in
terms of LAI error. For example, low regression slopes allow for low RMSE values at a limited number of
G × M bias combinations, while high regression slopes allow for low RMSE values at a significantly
greater number of G × M bias combinations. As in Figure 3-4, the variation in the LAI RMSE error is very
sensitive to the variation of planting density, although negative GDD offsets also have a very significant
effect in increasing the error. The ill-posedness of inverting the G × M factors from the MODIS
measurements is seen clearly in the figure with several combinations of biases and regression
coefficients leading to similar levels of LAI error. As expected, low parameter biases (near the center of
the figure) lead to low LAI RMSE values, although negatively biasing the planting density appears to
allow for better matchup with the MODIS measurements over a wider range of regression coefficients.
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Figure 3-5. RMSE of modelled LAI with respect to MODIS-retrieved LAI while varying planting date, seed GDD to maturity, and planting
density, and MODIS EVI2/LAI regression coefficients. Leftmost column represents offset from actual seed GDD to maturity in °C in
simulation variant, while second leftmost column represents offset from actual planting density in plants/m2 in simulation variant.
Topmost header represents offset from actual planting day in days in simulation variant. Second topmost header represents slope of
EVI2/LAI regression coefficients. Third topmost header represents intercept of EVI2/LAI regression coefficients. Colorbar at right and
color in main panel represents LAI RMSE for each simulation variant determined by column and header. N =3280
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3.4.4 Evaluation of uncertainty of LAI and LUECanopy retrievals due to site and growth stage specific
factors with temporal analysis
We now present the results analyzing the uncertainty of LAI and LUE Canopy retrievals due to site
and growth stage specific factors with temporal analysis. First, in Figure 3-6, we show scatterplots of
retrieved versus HM modeled ΔLAI at three values of Δ (Figure 3-6a–c, Δ = 3, 6, 9) and compare them to
the retrieval performance of HM modeled LAI itself (Figure 3-6d). The leave-one-out regression values
from Table 3-3 for Mead are used to perform the retrievals. The results in Figure 3-6 show a rising level
of performance with increasing Δ values, ranging from an R2 of 0.41 for Δ = 3 to an R2 of 0.72 at Δ = 9.
The retrieval of modeled LAI itself is seen to have an R2 of 0.85 in Figure 3-6d.

(a)

(c)

(b)

(d)

Figure 3-6. (a-c) Retrieved versus HM Modelled ΔLAI at Δ=3, 6, 9 (d) Retrieved versus HM Modelled
LAI. The colorbars represents the number of points at each marker on the scatter plot.
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In Table 3-5, we show the actual and theoretical, modeled versus retrieved |r| and RMSE for LAI
itself and ΔLAI for Δ = 2 to 10. The results in Table 3-5 show that the actual |r| and RMSE performance
of the ΔLAI retrievals significantly outperform the theoretical performance calculated with Equations (8)
and (9); for example, for Δ = 4, which corresponds to a week of measurements, the actual |r| and RMSE
values are 0.70 and 0.40, while the theoretical values are 0.36 and 1.46, respectively.
Table 3-5. Comparison of HM modelled versus retrieved, actual and theoretical |r| and RMSE
for the retrieval of ΔLAI and LAI at different values of Δ

Δ [days]
2
3
4
5
6
7
8
9
10
Value Itself
(no delta)

|r| –
Modelled v
Retrieved
0.52
0.64
0.70
0.75
0.78
0.81
0.83
0.85
0.87

|r| –
Modelled v
Retrieved
Theoretical
0.13
0.25
0.36
0.45
0.53
0.59
0.65
0.69
0.73

RMSE Modelled
v
Retrieved
0.17
0.29
0.40
0.50
0.59
0.68
0.76
0.84
0.91

RMSE Modelled v
Retrieved
Theoretical
1.46
1.46
1.46
1.46
1.46
1.46
1.46
1.46
1.46

N
2429
2429
2429
2429
2429
2429
2429
2429
2429

0.92

0.88

1.04

1.03

2429

In Figure 3-7, we present the |r| correlation of the MODIS EVI2 measurements versus modeled
ΔLUECanopy at different levels of smoothing and values of Δ. The results in Figure 3-7 show that the |r|
MODIS EVI2/ΔLUECanopy correlation strongly depends on the level of smoothing and the value of Δ;
however, high |r| values may be obtained when smoothing is performed at Δ values above 5.

116

Figure 3-7. |r| correlation of the MODIS EVI2 measurements versus HM modelled ΔLUE Canopy at
different levels of smoothing and values of Δ. N = 2359
Only days with modeled LUECanopy greater than zero are included in Figure 3-6 and Figure 3-7 and
Table 3-5. In addition, for consistency with Figure 3-2, the small number of days which have less than 95%
of the underlying measured GPP time series available are not included in Figure 3-7.
In addition to comparison of modeled values (from the Mead, Nebraska sites) in Figure 3-7,
ΔLUECanopy retrievals are compared against the actual ΔLUECanopy measurements at all sites in the FLUX
dataset. The performance against all the actual ΔLUECanopy data is shown in Figure 3-8 and Figure 3-9,
while the site-by-site performance is shown in Figure 3-10.
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Figure 3-8. Actual versus theoretical |r| performance of the ΔLUECanopy retrievals at all sites at
different levels of smoothing and values of Δ. N = 5071

Figure 3-9. Actual versus theoretical RMSE performance of the ΔLUECanopy retrievals at all sites at
different levels of smoothing and values of Δ. N = 5071
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Figure 3-10a: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at DEKli at different levels of smoothing and values of Δ. N = 256
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Figure 3-10b: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at FRGri at different levels of smoothing and values of Δ. N = 258
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Figure 3-10c: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at FRLam at different levels of smoothing and values of Δ. N = 461
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Figure 3-10d: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at ITBCi at different levels of smoothing and values of Δ. N = 536
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Figure 3-10e: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at NLLan at different levels of smoothing and values of Δ. N = 150
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Figure 3-10f: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at USARM at different levels of smoothing and values of Δ. N = 135
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Figure 3-10g: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at USNe1 at different levels of smoothing and values of Δ. N = 1427
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Figure 3-10h: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at USNe2 at different levels of smoothing and values of Δ. N = 799
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Figure 3-10i: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at USNe3 at different levels of smoothing and values of Δ. N = 786
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Figure 3-10j: Actual versus theoretical |r| and RMSE performance of the ΔLUECanopy retrievals at USRo1 at different levels of smoothing and values of Δ. N = 263
Figure 3-8, 3-9 and 3-10 show that the actual ΔLUECanopy is retrieved with a performance at or
above the theoretical performance assuming independence of retrieval error with respect to time and
the relationship holds at most, but not all, sites. Poor performance at some sites, as seen in Figure 3-10,
may be explained by the large pixel size of MODIS (500 m), which can cause significant noise in the
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measurement of the daily time series depending on the size of the field and the inhomogeneity of the
area surrounding the field [97,98]. Specifically, the mixed-pixel effect causes the signatures of
neighboring pixels to be blended and it makes it difficult to separate the time-series of individual crops,
especially if spring and winter crops are grown nearby [97], as is the case at some of the sites where
poor performance is observed. Furthermore, the footprint of the flux tower measurements themselves
depends on meteorological conditions and can be affected by process occurring outside the boundaries
of the field [81,99]. Overall, however, strong performance is seen for the majority of site-years analyzed
providing confidence in the retrievals.
3.4.5 Training LAI and LUECanopy retrievals with HM simulations
Lastly, we present the results indicating the performance of training the LAI and LUE Canopy
retrievals with HM modeled values as opposed to measured ground-truth values. In Table 3-6, we
compare the RMSE of the LAI retrieval at sites other than Mead in the LAIGROUND dataset trained on
either actual or modeled Mead LAI values, while in Table 3-7 we do the same for the LUE Canopy retrievals
in the FLUX dataset.
Table 3-6. Comparison of LAI retrieval performance on all sites except Mead, Nebraska in
LAIGROUND dataset trained with actual and HM-modelled Mead, Nebraska LAI values. Only
sites with ≥10 points listed site-by-site; all points included in last row.

Site
Beltsville
CEFLES2
California
Italy
Missouri
NAFE06
SEN3EXP2009
SMEX02-IA
SPARC
All except
Mead,
Nebraska

N
26
26
59
35
10
14
10
21
45

RMSE trained
with actual
data
0.84
0.77
1.40
1.39
0.62
0.51
0.87
1.20
1.87

RMSE trained
with modelled
data
0.97
0.87
1.39
1.26
0.78
0.47
0.79
1.32
1.83
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1.30

1.29
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Table 3-7. Comparison of LUECanopy retrieval performance on all sites except Mead, Nebraska in
FLUX dataset trained with actual and HM-modelled Mead, Nebraska LUE Canopy values
RMSE trained
RMSE trained
with actual
with modelled
data
data
Site
N
DE-Kli
4
0.20
0.20
FR-Gri
1
0.20
0.10
FR-Lam
16
0.21
0.29
IT-BCi
32
0.19
0.35
US-ARM
1
0.22
0.37
US-Bi2
12
0.26
0.30
US-Ro1
27
0.13
0.28
The results in Table 3-6 and Table 3-7 show the difference in performance in using modeled
versus actual data to train the LAI regression is small, while LUE Canopy retrievals perform better when
trained with actual, as opposed to modeled, values.
3.5 Discussion
The results presented in this study outline the importance of reducing the uncertainty in the
relationship between satellite measurements and crop states variables caused by site and growth stage
specific factors, in particular to use using remote sensing to map the G × E × M factors affecting crop
growth. The importance of reducing the uncertainty is well illustrated by Figure 3-5, which shows that
the set of allowable G × M parameters in terms of consistency with the MODIS LAI retrievals (as
measured by the RMSE) is strongly a function of the regression coefficients chosen.
Based on the “one place, one time, one equation” concept [27], the appropriate regression
coefficients for each time and place are ultimately different; therefore, auxiliary information is needed
to select the appropriate regression coefficient column for each site and time to retrieve G × M in Figure
3-5. This variability of the regression coefficients is best seen on the LAIGROUND dataset with highresolution LANDSAT measurements in both the coefficients themselves and the large confidence
intervals in Table 3-3, from which the range of the regression coefficients in Figure 3-5 was constructed.
Less variability is seen on the FLUX dataset in Table 3-4 because this dataset has fewer points, smaller
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diversity in sites (points from Mead, Nebraska make up more than half the dataset), and is not designed
to test the spatial variability of LAI in nearby plots in the same way as the LAIGROUND dataset; as a
result, the LAIGROUND results in Table 3-3 are more appropriate for analyzing the variability between
sites. Analyzed in conjunction with Figure 3-5, the regression coefficient variability in Table 3-3 makes it
very difficult to use remote sensing for mapping G × E × M. This is because, as illustrated in Figure 3-4
and Figure 3-5, the retrieval of G × E × M is difficult due to equifinality (i.e., “multiple combinations of
parameters leading to similar simulation accuracy”) [13] and, especially when the observations are
uncertain remote sensing retrievals, is ill-posed. Figure 3-4 does a good job of showing the ill-posedness
of the G × M retrieval even when using ground-truth LAI measurements; interestingly, due to the
availability of the entire time series when using MODIS measurements in Figure 3-5, some combinations
of G × M identified as probable in Figure 3-4 are not probable in Figure 3-5 for any combination of
regression coefficients. This is an illustration of the importance of the number of measurements
[13,100] needed to perform G × E × M retrievals and the frequent, low-cost observations provided by
satellites may be one of the most promising technologies to achieve that goal [101].
Although the uncertainty caused by site and growth stage specific secondary factors is wellknown [27,28,29,50,51], it is difficult to isolate it from other sources. One approach to understand it
[29,50,51] is to include variables connected to the secondary factors that cause it in the regression
methodology. Unfortunately, this approach requires that the secondary factors causing the uncertainty
are known and recorded or measured prior to the analysis being conducted. As a result, these studies
can miss some of the factors causing the issue and underestimate its extent. Another approach is to
train a global relationship between the satellite variables and crop state variables, ignoring the
secondary factors [27]. In this case [27], the issue is seen from the variability of the regression
coefficients, as in our analysis in Table 3-3 and Table 3-4, as well as indirectly from the variability in the
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leave-one-site-out RMSE error. However, this method cannot be used to exclude other sources of
uncertainty from the retrieval, such as random error and the mixed-pixel effect [102].
In this study, temporal analysis is used to avoid these alternate sources [27,29,50,51] of
uncertainty in determining the portion caused by site and growth stage specific secondary factors. The
results in Table 3-5 show that the modeled ΔLAI is retrieved from the MODIS measurements with
significantly better performance in terms of both |r| and RMSE as compared to the theoretical values
assuming temporal independence of error, indicating significant site and time correlation of error. These
results are also reproduced with actual ΔLUECanopy measurements across multiple CO2 flux tower sites in
Figure 3-8 and Figure 3-9. Both the results with modeled ΔLAI and actual ΔLUE Canopy indicate a significant
portion of the error can be removed by either predicting the secondary factors [29,50,51] or developing
better methods to remove their influence, such as identifying vegetation indices less sensitive to the
secondary factors [32,45,46]. The difference between the actual and theoretical |r| and RMSE for both
ΔLAI and ΔLUECanopy provide an indication of the possible reduction in uncertainty by addressing the
issue with secondary factors. The change in performance with respect to the value of Δ is driven by two
factors:


As Δ increases, the correlation between the error in the retrieved LAI or LUE Canopy at t2
relative to t1 decreases because the measurements are more likely to be in different
growth stages.



As Δ increases, the magnitude of the retrieved ΔLAI or ΔLUECanopy increases relative to
the remaining error which is not cancelled when calculating the change in the retrieved
variables from the variables themselves, i.e., e[t2] − e[t1].

As a result of these opposing error-influencing forces, a single value for the improvement in the
performance that could be obtained by reducing the influence of the secondary factors cannot be
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reported; however, as seen from Table 3-5 and Figure 3-8 and Figure 3-9 the improvement can be quite
dramatic. For example, for ΔLAI, the actual |r| at Δ = 2 is 0.52 (compared to a theoretical value of 0.13),
while the actual |r| at Δ = 5 is 0.75 (compared to a theoretical value of 0.45).
Furthermore, the retrieval of ΔLAI and ΔLUECanopy is also useful as a measure of the timescale of
the sensitivity of the MODIS measurements to changes in the canopy structure and crop status. Good
responsiveness to time-sensitive processes is important for several applications of crop remote sensing.
For example, good responsiveness is important in monitoring phenology/crop growth stage
[103,104,105], in-season detection of nitrogen [106,107], water [107], and disease [108] stresses, and
measurement of change in canopy structure during important growth stages [109]; these applications
have proven useful in crop growth modeling [59], precision agriculture [110], and phenotyping for
breeding selection [109], respectively. Our results show that satellite measurements can be used to
detect changes in LAI and LUECanopy faster and with higher accuracy than would be expected if the error
in LAI and LUECanopy retrievals were not autocorrelated in time. As a result, we also show the potential to
rapidly detect growth and stress related changes in crop state variables with greater precision than that
would be inferred from looking at generic performance validation studies [27,28].
The analysis used in this study relied on strong crop growth model simulation performance to
expand the dataset of ground-truth LAI values to daily resolution. The strong performance of the HM
simulations at the Mead, Nebraska sites, seen in [90] and Figure 3-1 and Figure 3-2, provides a potential
path [67] for future research to expand the development of testing agronomic satellite retrievals to a
wide variety of G x E x M factors with farmer-provided agromanagement data. The results in Table 3-6
show that using HM simulation data from Mead, Nebraska to train LAI retrievals can provide nearly
identical performance to using actual ground-truth LAI measurements from Mead, while Table 3-7
shows there are some relatively significant biases in using modeled LUE Canopy to perform the training.
The results for training LAI retrievals on HM simulation data show the potential of using farmer-provided
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agromanagement data to train, test, and improve retrieval algorithms, although a significantly greater
number of sites is needed to understand the generalizability and biases in this approach. Nevertheless,
the potential of reducing the uncertainty in the retrieval of crop state variables and the potential to map
G × E × M factors shown in this study provides strong support for pursuing this collocated crop growth
model simulation approach in agricultural remote sensing and should encourage researchers to increase
their collaborative efforts with farmers [68,111].
3.6 Conclusions
Overall, this study showed that the uncertainty in the relationship between satellite
measurements and crop state variables caused by site and growth stage specific factors is significant and
that this uncertainty leads to significant difficulties in using remotely sensed data to retrieve the
genotype × environment × management (G × E × M) factors affecting crop growth. Specifically, we
performed an extensive temporal analysis and retrieved the temporal change in the state variables to
show the amount of uncertainty caused by this secondary factor variability. We also conducted a joint
sensitivity analysis of the remote sensing regression parameters and crop model genotype x
management (G × M) parameters to illustrate the ill-posedness of retrieving G × E × M factors from
satellite measurements. This analysis demonstrated the criticalness of reducing the uncertainty in the
relationship between satellite measurements and crop state variables to make the retrieval more
feasible. The study shows the need for further data collection and model development that can
ultimately lead to methods that will minimize the secondary uncertainty caused by site and growth
stage specific factors. In addition, further work needs to be conducted to address the application of the
methods to use training data in regions where biotic stresses are poorly controlled and where, unlike
the case in highly developed commercial agriculture systems [7], crop growth models show significant
uncertainties in predicting actual yields (as opposed to potential yields) due to suboptimal management
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[112]. This research is critical to achieving the goal of mapping G × E × M factors on a global scale, which
can improve our ability to make predictions about the global agricultural system [113].
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Chapter 4
Conclusion
4.1

Summary
In this chapter, we summarize and contextualize the research presented in the previous chapters to

demonstrate its potential benefits and outline potential future work motivated by this dissertation. The
main conclusions of the research can be summarized as follows:
a.) A significant portion of the uncertainty in crop state variable retrievals from satellite remote
sensing is caused by variability in the relationship between crop state variables and satellite
measurements due to site and growth stage specific factors
b.) Geolocated crop growth model simulations can be used to develop, train, and test satellite crop
state variable retrieval algorithms
c.) Due to the ill-posedness of calibrating crop models, reducing the uncertainty of remote sensing
retrievals of crop state variables is vital to develop methods to map genotype x environment x
management (G x E x M) factors affecting crop growth on a global scale
In particular, we analyzed the uncertainty in crop state variable retrievals due to site and growth
stage specific factors in Chapter 3 by using temporal analysis. Specifically, the error due to site and
growth stage specific factors should be, unlike random error, significantly autocorrelated in time
because the factors’ change should be smooth in time. Therefore, retrieving the temporal change in the
state variables and comparing their performance in terms of root mean square error (RMSE) and the
correlation coefficient absolute value (|r|) to theoretical values of these performance metrics assuming
no autocorrelation provides a good metric to evaluate the uncertainty attributable to site and growth
stage specific factors. The weekly change in leaf area index (LAI) is found to be retrievable with an |r|
value of 0.70 and an RMSE value of 0.4, compared to theoretical values of 0.36 and 1.46, respectively,
assuming no autocorrelation. Therefore, a large amount of the uncertainty in the retrievals can be
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attributed to site and growth stage specific factors and it is vital to develop methods to address the
sources of the uncertainty.
The site and growth specific factor induced uncertainty is caused by variability in secondary factors
affecting the retrieval, such as cultivar type, soil background, canopy structure, and inherent leaf
properties [1–5]. Many of these secondary factors are directly or indirectly predicted by mechanistic
crop growth models. Mechanistic crop growth models predict the growth of a crop temporally as a
function of G x E x M factors. As a result, crop growth models could be used to obtain information on the
secondary factors from the G x E x M factors inputted into them. In particular, combining publically
available meteorological and soil data (environmental factors) with farmer provided information on
genotype x management (G x M) factors can allow for the creation of a dataset of geolocated crop
growth model simulations. This dataset could be used for the development of satellite crop state
variable retrieval algorithms that cover the spatiotemporal variability in these secondary factors. The
algorithms developed with the aid of this dataset could be designed to be more immune to the
variability in the secondary factors and to incorporate publically available environmental data to reduce
the uncertainty.
In Chapter 2, we explored using crop growth model simulations to train and test crop state variable
retrieval algorithms. The analysis was conducted at the regional scale to assess the feasibility of the
proposed method and to provide support for further work to replicate it at the field-scale to reduce the
uncertainty in crop state variable retrieval algorithms. The methods in Chapter 2 relied on a regionalscale calibration of the APSIM crop growth model [6] that we performed at the county-level across the
entire rainfed US Corn Belt using 8 years of data. The regional-scale simulations used publically available
high-resolution weather and soil data as inputs and were calibrated by cross-validation against USDA
NASS survey county-level yields and state-level emergence and maturity dates. The regional crop growth
model simulations were then used to train bidirectional long short-term memory (BLSTM) networks to
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retrieve crop state variables from MODIS satellite measurements. The BLSTM retrievals were validated
against both actual surveyed yield and pheonological dates and modelled in-season state variables (such
as leaf area index, aboveground biomass, specific leaf area, and soil moisture) via k-fold cross validation.
The performance of the BLSTM satellite retrievals against both actual surveyed data and modelled inseason state variables was strong. Specifically, performance with R2 values between 0.45 and 0.6 for
surveyed yields, between 0.75 and 0.85 for surveyed phenological dates, and between 0.4 to 0.8 for
modelled in-season state variables was observed. The strong performance of the crop state variable
retrieval methodology trained with crop growth model simulations provides strong support for using
crop growth model simulations to aid the development of field-scale satellite retrieval algorithms,
especially with respect to reducing the uncertainty caused by site and growth stage specific factors. Of
particular note, the method is able to retrieve of actual surveyed silking date better than one of the
most recent, state of the art methods in the literature (RMSE of 4.2 days with our method compared to
an RMSE of 4.3-4.5 days in [7]) and can retrieve uncommon modelled state variables, such as specific
leaf area, with R2 values if up to 0.6 (a review of maize remote sensing variable retrieval algorithms
found no studies retrieving specific leaf area at all [8]). Regional yields were retrieved with slightly
inferior performance compared to other methods in the literature; however, it is important to note, that
unlike other studies in the literature, our method is only trained on regional crop model simulations with
inherent uncertainty and the goal was to learn how to use crop models to train retrieval algorithms and
not to just create another regional-scale yield retrieval algorithm.
Crop state variable retrievals can be used to calibrate crop growth models to map the G x E x M
factors affecting crop growth on a regional/global scale. In Chapter 3, we illustrate that uncertainty in
crop state variable retrievals, coupled with the ill-posedness of the calibration problem, presents
significant difficulties in mapping the G x E x M factors at present. To quantify this issue, we conduct a
joint sensitivity analysis of G x M input parameters and satellite measurement/LAI regression
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coefficients. The analysis shows that multiple combinations of both input parameters and regression
coefficients lead to similar retrieval accuracy, indicating the difficulty of performing the retrievals with
the present level of uncertainty in the regression coefficients. As a result, reducing the secondary factor
uncertainty in crop state variable retrievals (i.e. possibly by training new retrieval algorithms with
collocated crop growth models) provides a path to overcoming the ill-posedness and using remote
sensing to map the G x E x M factors. Mapping the G x E x M factors at regional scale can lead to
transformative advances in our understanding of the global agricultural system, leading to answers to
critical questions in climate change [9], government agricultural policies [10,11], and addressing yield
gaps [12,13].
4.2 Practical Applications
In this section, we describe some practical cases, similar to [14], that can benefit from the research
in this dissertation integrating crop remote sensing and crop growth models. For each case, we explain
the needs of the user, describe the difficulties facing the user, and summarize the potential methods
developed in this research to address the user’s needs. Across all cases, the common theme illustrated is
that coupling crop growth models and remote sensing can allow us to better understand the effects the
nonlinear interactions of G x E x M factors have on crop growth.
4.2.1

Use Case 1

For our first use case, we look at a government agency that wants to conduct an impact assessment
analyzing the effects climate change will have into the future. Globally-gridded crop growth models [9],
coupled with synthetic weather datasets representative of the expected climates of the future, are a
good choice for conducting this impact assessment [15,16]. However, uncertainties in the
representativeness of the crop growth model inputs, especially G x M factors such as crop cultivar,
planting dates, irrigation, and fertilization, lead to significant uncertainties in the projected impacts [17–
20], which compound with the ill-specification of the model [9,17,18,21,22]. Nevertheless, accurate
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simulations of the effect of climate change on global crop production are vital for the development of
informed policy in government climate change mitigation activities [23–25].
Remote sensing can provide a viable mechanism to determine realistic inputs on a globally gridded
scale. As discussed in Chapter 3, the G x E x M factors affecting crop growth can be potentially retrieved
from remote sensing by calibrating globally gridded crop growth models with satellite-retrieved crop
state variables. However, as discussed previously the uncertainty in the crop state variable retrievals,
coupled with the ill-posedness of the calibration, are major roadblocks of using remote sensing to map G
x E x M factors on a global scale. Therefore, using collocated crop growth simulations to develop, train,
and test crop state variable retrieval algorithms potentially provides a very powerful solution to
improving the predictive performance of agricultural climate change impact assessments by vastly
increasing the amount of data used to produce the retrieval algorithms. While farmers have strong
concerns about the privacy of their agromanagment data and are reluctant to share it with universities
or government agencies [26], our work shows the vital importance of developing mutually beneficial
collaborations with farmers in order to advance the research to answer critical national or global
research questions. In this case, the collaboration involves sharing agromanagment data to run
geolocated crop growth model simulations to train satellite retrieval algorithms to improve the climate
change impact assessment in this use case. Developing mutually beneficial collaboration with farmers to
answer these questions often requires providing value directly to the individual farmers and we will
discuss potential ways of doing so in the next two use cases.
4.2.2

Use Case 2

In our second use case, we discuss the assistance we can provide to a farmer who wants to detect
nitrogen stress in-season and analyze the economics of applying different levels of side dressing (or not
applying side dressing at all). Unfortunately, existing methods in the literature have significant
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uncertainties in detecting nitrogen stress and quantifying its amount [8]. Further, while retrieving
nitrogen concentration (or chlorophyll concentration, which is closely related [27]) from remote sensing
provides a quantitative metric of nitrogen stress to farmers, it does not directly tell them how much side
dressing is economically optimal to apply and when to apply it [28]. Crop growth models can
theoretically be used to combine in-season measurements of nitrogen stress and the G x E x M factors to
determine the expected yields from different levels of side dressing and provide farmers with the
economically optimal rate of nitrogen (EONR) to apply [28–30]. However, due to uncertainties in both
the remote sensing retrievals, the crop growth model structure, and the crop growth model G x E x M
inputs, providing farmers with in-season side dressing recommendations from remote sensing
operationally is difficult.
The methods developed in this dissertation can aid the development of a combined remote
sensing/crop growth model [29,30] nitrogen fertilization recommendation system for individual farmers.
First, the work in Chapter 3 illustrates that much of the uncertainty in the remote sensing retrievals to
be used for this recommendation system is caused by site and growth stage specific factors. As outlined
in Chapter 3, geolocated crop growth models simulations can be used to develop a dataset covering the
spatiotemporal variability of secondary factors from collocated crop growth models. This dataset can be
then used to train and test new retrieval algorithms to both increase the robustness of the retrievals to
this variability and use external data (weather or soil data, for example) to reduce the uncertainty
caused by the variability. Further, the improved crop state variable retrievals can be used to improve
crop growth model performance in general, which would increase the quality of the fertilization
recommendations to the farmers. Specifically, retrievals of the crop state variables can be used to
develop methods to reduce the structural uncertainty [21,22,31] of crop growth model coefficients and
improve the accuracy of the site-independent model coefficients used in the model [32–34]. In the third
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use case, we further outline how our work can be used to improve crop growth model performance in
general.
While this dissertation focused on satellite remote sensing, much of the research focused on
supporting farmer decision making in precision agriculture, such as tools to suggest side dressing based
on nitrogen stress, are currently focused on drones and unmanned aerial vehicles [35]. At present,
drones are more economically efficient to obtain the high resolution imagery greatly beneficial in
precision agriculture than data from high resolution commercial satellites, although this may change in
the future as the development of commercial CubeSats advances [35]. Nevertheless, the processing of
imagery from drones faces similar challenges to retrieve useful information to that discussed in this
dissertation from satellite imagery. In particular, for the detection of nitrogen stress, empirical
relationships relating multispectral indices to N content are generally used which, as in satellite remote
sensing, suffer from poor generalizability due to the “one time, one place, one equation” issue [1]. The
methods developed in this dissertation can aid in addressing this issue. However, it is also important to
note that drones do have some potential advantages over satellite imagery. First, because drones are
able to take imagery from multiple positions and angles as they fly over the field, they are able to use
Structure from Motion to gain useful three dimensional information about the canopy, such as canopy
height, which can be useful in providing additional information for retrieval algorithms [36]. Secondly,
some drones are able to collected hyperspectral imagery which is able to improve the retrieval results as
hyperspectral imagery can reduce the ill-posedness of the inversion problem [37–40]. While
hyperspectral satellite missions have been launched in the past (such as Hyperion [41]) and new
missions are planned in the future (such as EnMAP [42]), high resolution hyperspectral imaging has not
reached commercial maturity on satellite platforms as compared to drones at the time of writing of this
dissertation.
4.2.3 Use Case 3
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In our third use case, a seed company wants to provide its farmers with accurate information on the
benefits of the performance of their seeds over those of others. Although crop growth models should be
well-suited for this task by capturing the main G x E x M factors affecting the performance of a cultivar,
using them for this task is difficult because:
a.) Crop growth models require a large amount of calibration data to accurately determine the
internal coefficients that describe a new cultivar and, consequently, few of the large number of
cultivars seen operationally on farms are calibrated in common crop growth models [32,43,44]
b.) Crop growth models are subject to structural uncertainty [21,22,31] that causes inaccuracies in
predictions even when a cultivar is well-calibrated
c.) The environment x management (E x M) inputs that the seed companies uses to compare the
performance of their cultivars to others may not be representative of the conditions
experienced and management used by farmers
Remote sensing can provide the potential to address these difficulties for the seed company to use
crop growth models to inform farmers about the performance of their seeds. First, with regard to
determining cultivar specific crop growth model coefficients, retrievals of crop state variables over fields
known to be planted with a specific cultivar can be used to aid in the calibration of that cultivar’s genetic
coefficient. This cultivar coefficient calibration would be similar to the use of crop yields from variety
and breeding trials [43,44] to determine the cultivar coefficients, however several in-season state
variables could be used in addition to or in place of the yields. The methods developed in Chapter 2
could be very beneficial to this cultivar coefficient calibration as we showed that collocated crop growth
model simulations can be used to train the retrieval of crop state variables for which there is little
ground data useable to train the retrieval algorithm; calibration against more in-season variables should
be very beneficial in the calibration process [45–47]. Further, the work in Chapter 2 and 3 can improve
the retrieval of all in-season crop state variables by training algorithms to better handle variability in
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secondary variables caused by site and growth stage specific factors as discussed previously. In addition,
the structural uncertainty in crop growth models [21,22,31], which has been previously noted in studies
exploring the performance of multi-modal ensembles [21,22], can also benefit from the additional state
variables retrievable with the methods developed in Chapter 2 and the increased robustness against site
and growth stage specific factors from the methods in both Chapters 2 and 3. Lastly, the retrieval of G x
E x M factors, explored in Chapter 3, can help seed companies determine realistic combinations of E x M
inputs for which to display the performance of their seeds in the region where the seed is being sold,
replacing expert knowledge and surveys seed companies have used in the past [48] to guide their
product development and marketing. Further, if E x M factors are retrieved spatially, seed companies
can make individualized recommendations to farmers on cultivar choice.
4.3 Future Work
In addition to the practical applications of our research listed in the previous section, we conclude
this dissertation by providing some proposed future works that could aid in further development of our
methods.
One area of work would be to determine the minimum set of agromanagment data (supplemented
by publically available soil and weather data) that needs to be collected to use collocated crop growth
models to train crop state variable retrieval algorithms, as outlined in Chapter 2, and make them more
immune to site and growth stage specific factors, as described in Chapter 3. The amount of
agromanagment data needed for generating the collocated crop growth model simulations may depend
on the state variable being retrieved, i.e. whether leaf area index, or specific leaf area, or yield. One
possible avenue to perform this research would be to perform more extensive analysis of the
dependence of crop growth model performance, especially toward less common crop state variables,
with respect to the available agromanagment data. This work would be similar to [49]; however, it
would be more focused toward determining the dataset needed to run crop growth models to train a
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remote sensing algorithm to retrieve a wide variety of crop state variables across a range different
genotypes, environments, and management conditions and could also use a proximal sensing
component to strengthen the validation.
Another area of work is to determine the set of crop state variables that need to be retrieved from
remote sensing and the accuracy with which they need to be retrieved in order to sufficiently reduce the
ill-posedness of determining G x M factors by crop model calibration with remotely sensed data. Based
on the results and discussion in Chapter 3, the number of variables obtained from remote sensing needs
to be increased and the uncertainty in their retrieval needs to be significantly decreased to map the G x
M factors on a regional scale with remotely sensed data. Small plot university field experiments are
likely to be able to improve our understanding of this question with direct measurements of the state
variables in research similar to [32], but with a greater number of state variables across a greater range
of G x E x M conditions.
Lastly, additional work needs to be carried to help farmers use the remotely sensed information to
perform precision in-season management of their fields, as in the in-season nitrogen management use
case discussed in the previous section. While interesting and exciting new methods are being developed
to address these questions [28–30], we believe that additional work can be done in this field to bring in
the latest methods from control theory and machine learning in optimally managing the complex nonlinear agricultural system, similar to the ideas suggested in [50].
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Appendix
Glossary
Term
Biotic stresses

Definition
Biological factors that reduce crop growth, such as pests, weeds, and diseases [1].
In well-managed cropping systems, biotic stresses are generally insignificant due
to use of agricultural technologies, such as herbicide and pesticide [2–4].

Calibration

The use of observation data to determine the model parameters of a physical
model/method by varying the parameters so that modelled data best matches
observed data according to a selected performance metric (such as root mean
square error) [5].
A physical model that predicts the top-of-canopy reflectance of the plant-soil
system from physical variables describing it [6,7]. The models adapt the
mathematics of the propagation of electromagnetic radiation through a medium
described by the equations of radiative transfer [8]. The models can be one
dimensional, such as PROSAIL [6], or three dimensional, such as DART [7].

Canopy Radiative
Transfer Model

Confusion Matrix

(Mechanistic)
Crop Growth
Model
Cross-Validation

Cultivar
Empirical
Method/Model
Field-scale
Genotype x
Environment x
Management (G
x E x M)

A representation of the accuracy of a classifier by displaying the number of
occurrences of class X being predicted as class Y arranged as a matrix, where one
of the dimensions is actual class and the other dimension is predicted class.
Counts on the diagonal of the matrix represent correctly predicted classification
of class X as class X, while off-diagonal counts represent incorrect classification
[9].
A physical model that predicts the in-season state variables and end-of-season
crop yield from the G x E x M factors affecting crop growth [10].
The process of assessing the performance of an empirical or physical model by
excluding some of the data used in training or calibration, assessing the predictive
performance of the model on the excluded data, and repeating the process until a
prediction is obtain for every point with it being excluded in training or calibration
[11]. The model performance in cross-validation is thus only assessed on points
where the model was trained or calibrated with only points not used in training or
calibration.
A variety of a type of crop (such as corn, soybean, or wheat) that has been
“selected and cultivated by humans” [12].
A method/model to make predictions that is purely statistical in nature and
where only the internal model parameters encode information specific to the
problem, while the model structure itself is generic [13]. The model parameters of
an empirical method are determined by training.
The simulation and remote sensing of crop growth processes on the scale of an
individual field, generally to aid in individual farmer decision making and in
precision agriculture activities.
The main factors that affect crop growth [10]. Genotype factors describe the
intrinsic genetic properties of the seed (cultivar) that a farmer selects.
Environment factors describe the intrinsic conditions of the location where the
crop is being grown, primarily the weather and the soil properties. Management
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Ground-truth
data

K-Fold CrossValidation

Leave-One-Out
Cross-Validation

Phenological
date
Phenological
stages (growth
stage)
Physical
(Mechanistic)
Method/Model
Precision
agriculture
Regional-scale

State variables

describes individual farmer decision making, such as when to plant and how much
to fertilize/irrigate (if at all), except the selection of seed type.
Data that can be used to calibrate, train, test or validate a physical or empirical
model. Different types of ground-truth data are available. Surveyed data, such as
that used for crop yields and phenological dates in Chapter 2 of this dissertation,
are obtained by collecting data from individuals and reporting a value (possibly
along with statistics) aggregated for a geographic region, such a county or a state.
Field data, such as LAI and GPP measurements used in Chapter 3 of this
dissertation, are obtained by directly making measurements in the field, either
with destructive sampling or various types of proximal sensors (such as
hemispherical photography and CO2 eddy-covariance flux tower measurements).
Agromanagement data, such as the planting date, planting density, and seed GDD
to maturity used in Chapter 3 of this dissertation, are obtained from farmer’s
records.
A form of cross validation where each point is assigned to one of k folds (groups)
and then the model is trained on all folds except the one for which the
predictions are being made [11]. In order to ensure independence between folds
when they are assigned to either training or testing, different subsets of the data,
such as data from different sites or years, are assigned to different folds, allowing
to test the generalizability of the model.
A form of k-fold cross validation where the number of folds is equal to the
number of points or (as in [14]) number of subsets in the data [11]. As a result,
the performance for each point or subset is assessed with a model trained on all
the other points or subsets of the data. The type of leave-one-out cross-validation
used depends on the natural subsets of the data. If the natural subsets of the data
are different years, each year forms its own fold; in contrast, if the natural subsets
of the data are different sites, each site forms its own fold.
The date on which one phenological stage ends and another begins [15].
Different stages in the growth of a crop characterized by changes in the
vegetative and reproductive development of the crop [15].
A method/model to make predictions that is based on a description of the
underlying processes being studied [13], such as a system of non-linear
differential equations describing crop growth. The model parameters of a physical
method are determined by calibration.
The use of intensive, generally sub-field scale, information to precisely manage
farm inputs and apply them at “the right place and the right time” [16].
The simulation and remote sensing of crop growth processes on the scale of
geographic regions, generally for regional scientific analysis and government
decision making. Examples of regional-scale applications include adaptation to
climate change [17], informing agricultural policies [18,19], and understanding
yield gaps [20].
The variables that form the internal description of the condition of a dynamic
system (such as crop growth) as it evolves in time [21]. A physical model, such as
a mechanistic crop growth model, describes how the state variables evolve in
time with respect to the model inputs and parameters. In crop growth modelling,
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Training

leaf area index, biomass, phenological stage, leaf nitrogen content, and soil water
are examples of state variables.
A method of determining the model parameters of an empirical model using
observational data by varying its parameters to minimize the error on the training
dataset [11]. The performance of the model is then assessed on an independent
testing dataset.
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Appendix
List of Abbreviations Used
Abbreviation
|r|
APSIM
BLSTM
CERES
CGM
CM-Reg
CURRENNT
CV
ExM
EOF
EONR
ESTD
GxExM
GxM
GAI
GDD
GPP
HM
LAI
LANDSAT ETM+
LANDSAT TM
LNP
LOO
LSTM
LUECanopy
MODIS
NASA
NASA POWER
NASS
NEE
NIR
PARinc
PERFECT
POLARIS
PRECIP
PRISM
PRU
R2
RMSE
RT
SAR
SLA

Term
Correlation Coefficient Absolute Value
Agricultural Production Systems sIMulator
Bidirectional Long Short-Term Memory Network
Crop Environment Resource Synthesis
Mechanistic Crop Growth Model
Crop-Model-based Regression
Munich Open-Source CUDA Recurrent Neural Network Toolkit
Cross Validated
Environment x Management
Empirical Orthogonal Function
Economically Optimal Rate of Nitrogen
Explained Standard Deviation
Genotype x Environment x Management
Genotype x Management
Green Area Index
Growing Degree Days
Gross Primary Productivity
Hybrid-Maize
Leaf Area Index
Landsat Enhanced Thematic Mapper Plus
Landsat Thematic Mapper
Leaf Nitrogen Percentage
Leave-One-Out
Long Short-Term Memory Network
Canopy Light Use Efficiency
Moderate Resolution Imaging Spectroradiometer
National Aeronautics and Space Administration
NASA Prediction of Worldwide Energy Resources
National Agricultural Statistics Service (USDA)
Net Ecosystem Exchange
Near-Infrared
Incident Photosynthetically Active Radiation
Productivity, Erosion, And Runoff Functions to Evaluate Conservation Techniques
Probabilistic Remapping Of SSURGO
Daily Precipitation
Parameter-Elevation Relationships on Independent Slopes Model
Percentage Reduced Uncertainty
Coefficient of Determination
Root-Mean Square Error
Radiative Transfer
Synthetic Aperture Radar
Specific Leaf Area
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SRAD
SSURGO
STARFM
Tmax
Tmin
TOC
USDA

Incoming Solar Radiation
Soil Survey Geographic Database (USDA)
Spatial and Temporal Adaptive Reflectance Fusion Model
Daily Maximum Air Temperature
Daily Minimum Air Temperature
Top-Of-Canopy
United State Department of Agriculture
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Appendix
Non-Agricultural Remote Sensing Work Performed
As discussed in the preface, in addition to the agricultural remote sensing work presented in this
dissertation, I worked on several aerosol retrieval and defense satellite projects during my studies and
these are summarized here.
First, I worked on two projects to improve the retrieval of aerosol optical depth (AOD) from
passive, solar-reflective MODIS satellite measurements. Both projects were focused on reducing the
uncertainty caused by the unknown land surface reflectances’ effect on the top-of-atmosphere signal. In
the first project, a land surface classification product and empirical orthogonal functions (EOFs) were
used to improve the retrieval algorithm’s estimation of the land surface reflectance. Specifically, basis
functions characterizing the typical multispectral correlation of the land surface reflectance were trained
on a training dataset of bidirectional surface reflectance coefficients and used to provide the aerosol
retrieval algorithm with the a priori information on the land surface. This information allowed it to
simultaneously retrieve the best surface reflectance and AOD consistent with the current day’s satellite
measurements. In the second project, the time series of satellite observations was used to further
constraint the surface reflectances used by the aerosol retrieval algorithm, as the bidirectional surface
reflectance coefficients vary slowly in time compared to the AOD. In order to accommodate the
changing satellite and solar geometry and account for the anisotropy of the surface reflectance, a Hough
Transform-based algorithm was developed to retrieve both the bidirectional surface reflectance
coefficients and the time series of AOD simultaneously. Unfortunately, this work was in part superseded
by the NASA operational effort to perfect their MAIAC system.
Second, I worked on a project to analyze retrieving aerosol microphysics from multistatic
(multiangular) lidar measurements. Traditionally, lidar measurments of aerosol scattering are only made
in the backscatter (180 degrees) direction, leading to significant difficulties in inverting to retrieve the
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aerosol microphysical properties due to ill-posedness. We explored the reduction in ill-posedness with
multiangular lidar scattering measurements and found potentially significant reductions in the
uncertainties of the retrieved microphysics although further constraints may be needed for full
generality.
Lastly, I worked on several projects to support defense satellite design work. In the most
significant project, I ingested MODIS retrieved cloud parameters, Rapid Refresh modelled
meteorological profiles, and land classification products into a radiative transfer code to deliver realistic
modelled hyperspectral data cubes (latitude x longtitude x wavelength) representing the clutter
radiances needed to be overcome in missile detection to aid in the optimal selection of the satellite
spectral bands. The data was used to minimize the sensitivity of the satellite to cloud, water vapor and
land emissivity clutter. In addition, to allow for computationally efficient generation of higher resolution
scenes, I developed a neural network approach to downscale using the low resolution modelled scene
and high-resolution MODIS cloud parameter data. This work has continued to provide value to NGC and
future collaborations in this direction are being planned.
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