ABSTRACT
Next, a numerical representation is computed from textual data. Binary representation is widely used and only takes into account presence or absence of a term in a document. The number of times a term occurs in a document (i.e., term frequency) is also used as a weighting scheme for textual data (Li et al. 
TF t,d is the number of occurrences of term t in document d, N is the number of documents in the collection 102 and DF t is the number of documents in the collection that contain term t. Essentially, TF-IDF avoids 103 assigning high scores to terms that occur too often in the dataset.
104
Another stage commonly found in sentiment classification approaches is feature selection. It can make learning algorithms more efficient/effective by reducing the amount of data to be analyzed as well as identifying relevant features to be considered in the learning process. 
the minority class (Barranquero et al., 2015) . Therefore, recall and precision, as defined in Equations 3 and 4, are adopted to measure the classification performance on each class (Moraes et al., 2013). 
ANN, SVM AND UNBALANCED DATASETS

161
As a supervised classification approach, SVM seeks to maximize the distance to the closest training 
224
(2013) has also compared ANN with SVM in the task of learning sentiment from unbalanced datasets,
225
however the algorithms were tested directly on unbalanced data and the experiments have not involved 226 any technique to mitigate the effects of class imbalance.
227
Based on the literature review above, our work contrasts with previous works as follows: rate around 80%, we considered just 180 reviews for the (minority) negative class, and the positive class 257 consisted of 900 training reviews.
258
For each training set, we ranked/selected terms by using the Information Gain (IG) technique (Yang 259 and Pedersen, 1997), and evaluate the performance of the learning methods as a function of an increasing 260 number of selected terms.
261
We adopted the Geometric Mean (G-Mean) to measure the classifiers' performance, as defined in of 1,000 positive and 1,000 negative reviews randomly selected from the data source. The ground truth
272
was obtained according to the customer 5-stars rating. Reviews with more than 3 stars were defined as 273 being positive and reviews with less than 3 stars were labeled as being negative. Reviews with 3 stars are 274 not included in our datasets.
275
The preprocessing of the datasets consisted of removing stopwords and stemming by applying the 
RESULTS
280
Our results are given as a function of vocabulary sizes since we aim to compare the behavior of classifiers Considering our results in the context of learning from unbalanced datasets (imbalance rate ≈ 80%),
294
we observed the following:
295
• ANN outperformed SVM significantly in only 5 of 26 tests, while SVM outperformed significantly 296 ANN in 12 tests.
297
• ANN tended to be more affected by noisy terms than SVM when the number of terms increases, of terms consisted of the top ranked terms according to IG score, it is reasonable assume that the 300 larger is a set of selected terms, the higher is the chance of it containing less important (noisy) 301 terms. Recall on the Negative class and precision on the Positive class (see Table 3 ) confirm the 302 inferior performance of ANN.
303
• However, ANN was comparable with SVM in the Movies dataset, as shown in Figure 2 (a). The 304 reason for this may be due to the quality of terms in the dataset, since the reviews present character-
305
istics that can result in a selection of terms with less noisy terms, like reviews with more terms (see 306 Table 2 ) and terms that reach higher IG scores on average (Moraes et al., 2013).
307
• ANN was competitive with SVM when few terms (up to 100 terms) are selected to compose the 308 vocabulary. Additionally, although the best performance of SVM has happened as a function of 309 more than 100 terms, except for the Movies dataset (best performance at just 100 terms), it has not 310 exceed 5% when compared with the performance achieved at 100 terms.
311
Considering our results in the context of undersampling the (majority) set of positive reviews, we 312 observed the following:
313
• ANN outperformed SVM significantly in 6 of 22 tests, while SVM outperformed significantly ANN 314 only twice. as stable as SVM on the movies dataset (see Fig. 3(a) ) and the reason may be due to the quality of 318 terms, as discussed above.
319
• In terms of recall and precision, both classifiers showed similar behaviors. Although the under-320 sampling of positive reviews have significantly improved the performance of both classifier, in 321 comparison with the unbalanced scenario, recall on the Positive class remained higher than recall 
342
CONCLUSION
343
Considering the importance of negative reviews in purchasing decisions and the fact that such reviews are 344 less common than positive reviews in e-commerce, this paper addressed the task of classifying positive 345 versus negative-oriented reviews in data unbalanced scenarios, and focused on assessing the performance 346 
