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Part I




Correlation coefficient between financial assets is an important input to portfolio selec-
tion as well as a fundamental parameter in financial risk assessment. Ever since the
beginning of the financial crisis in 2007, whether correlations between stocks and inter-
national equity markets increase during market downturns has been widely discussed
by both practitioners and academics. Some researchers have shown that cross corre-
lations between international equity markets do increase when global market becomes
highly volatile [Longin and Solnik (1995), Bernhart et al.(2011)]. Analogously, various
authors found that cross correlations only increase in strong bear market but not in bull
market [Longin and Solnik (2001), Ang and Chen (2002), Amira and Taamouti (2009)].
More detailed review will be given later. This phenomenon contradicts the basic idea of
risk diversification. This project aims to investigate the behavior of cross correlations
driven by market volatility or market return using a nonparametric approach.
To better understand the role of correlation in asset allocation, we can look at the mean-
variance portfolio selection framework developed by Markowitz in 1995. The portfolio
is defined by a weighted sum of all assets with w, the portfolio weight vector. Through
maximization of the objective function which is the expected return minus the portfolio
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s.t. w ≥ 0
wT 1 = 1
where λ is the parameter of the investor’s risk aversion and µ is the expected re-
turn. The Risk function can be defined by the portfolio variance which is var(wT x) =
∑i w2i var(xi)+∑i, j wiw jcov(xix j). Therefore, the estimation of covariance terms is cru-
cial to determining the risk of portfolio. Suppose each individual asset has variance
σ2 and zero cross correlation, a equally weighted portfolio will have variance equal to
σ2/N. This variance is much smaller than that of individual stocks. The concept of
risk diversification originates from here. However, the recent research shows that cross
correlations increase during market downturns or volatile market periods which implies
that the effect of risk diversification will be weakened during difficult times.
Kaplanis (1988) is one of the first to study correlations in financial markets. In his study,
the hypothesis of constant correlation between 10 major stock markets is not rejected.
The idea of constant correlation was also supported by some other researchers at that
time like Sheedy (1997), Tang (1995) and Ratner (1992). If the hypothesis were true,
the financial crisis in 1987 should have been prevented. King and Wadhwani (1990)
and Bertero and Mayer (1990) pointed out that cross correlations between international
markets increased during the crisis. In addition, the constant correlation was also con-
cluded as a temporary effect by King et al. (1994). Finally, in 1995 Longin and Solnik
used multivariate GARCH model to show that cross correlations between international
markets tend to increase especially during highly volatile periods.
Nowadays, time-varying correlations are widely accepted. Current research on behav-
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ior of cross correlations during difficult time is mainly based on parametric models.
Ang and Bekaert (2002) and Bernhart et al.(2011) both used Markov-switching model
(MSM) to study the change of cross correlations in different market environments. The
advantage of (MSM) is that it groups explicitly the price data into two sets, each with
its own values of parameters. Thus, they found that the cross correlations associated
with highly volatile regime are significantly larger than those estimated during calm
periods. Moreover, Bernhart et al.(2011) also showed that within the mean-variance
framework, by considering two market regimes, better portfolio performance can be
achieved. Other studies using MSM can be found in Ramchand and Susmel (1998),
Ang and Bekaert (2002) and Chesnay and Jondeau (2001).
Unlike the conclusions of studies based on MSM, other researchers found that it is the
market return that influences the cross correlations. Erb et al. (1994) showed that the
cross correlations are higher during recessions. Longin and Solnik (2001) used extreme
value theorem and developed a new measurement named exceedance correlation, to
demonstrate that cross correlations are higher when market plunges while no significant
change in correlations is proven when market surges. Based on the same framework,
Ang and Chen (2002) tested if the impact of market return is asymmetric and they found
similar results as Longin and Solnik. Amira et al. (2009) used VAR model to investigate
the driving force of cross correlations of international markets, too. They found that the
effect of market volatility on cross correlations can be absorbed once market trend is
introduced as a regression variable as well. Therefore, they concluded that it is rather
market trend instead of market volatility that drives the correlations.
Another related topic is the contagion effect in international markets. Contagion is de-
fined (Forbes and Rigobon (2002)) as a significant increase in cross-market linkages
after a shock to one country (or a group of countries). In this study, no significant
contagion but only interdependence was showed. Interdependence means that the cor-
relations do not increase significantly but there are always strong linkages between the
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markets. Nevertheless, Chiang et al.(2007) reconfirmed the contagion effect by study-
ing some Asian markets.
Since Engle (2002) proposed the dynamic conditional correlation (DCC) model which
belongs to the multivariate GARCH family, a lot of research has been done based on
it. Syllignakis and Kouretas (2011) used DCC to show that there is contagion effect
in markets of Central Eastern Europe countries. Similarly, Kenourgios et al. (2011)
confirmed the contagion effect in emerging markets. Despite the finding of increasing
correlation during market shocks, Gupta and Donleavy (2009) found that there are still
some potential benefits for Australian investors to diversify into international emerging
markets. Similar studies can be found in Colacito et al. (2011) and Lahrech and Syl-
wester (2011).
Instead of using correlations, Copula is also used to measure the dependence structure.
It is shown by Mashal and Zeevi (2002), Hu (2006), Chollete et al. (2006) and Ning
(2010) that market return has an asymmetric effect on the dependence structure of in-
ternational equity markets, i.e. equity markets tend to move together during recession
while no significant co-movement found in bull market.
The research papers presented here raise some interesting questions to which this thesis
also looks for the answers: Does market volatility have an impact on cross correlations?
Does market return drive the trend of cross correlations? Are the impacts based on pos-
itive and negative market returns different? Are there any applications of considering
the change of correlations based on different market environments in portfolio manage-
ment ?
In this first part of the thesis, a new nonparametric method is used to address the above
questions. The method imposes fewer assumptions on the model but requires larger
sample size. Fortunately, large amounts of data are rather accessible in financial market.
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In addition, the asymptotic point-wise confidence interval of the correlation is derived
in chapter 2. This asymptotic confidence interval tells how confident the estimation is
with respect to the true value. The analysis of real data is performed using daily returns
of Dow Jones 30 stocks and German DAX 30 stocks. Correlations between interna-
tional equity markets are also studied which include the main equity indices in US, UK,
Germany and Japan.
When dealing with sample correlations, it should be taken into account that the returns
of a given stock or a market should be standardized before being used for estimation of
correlation. Taking the ”Dow Jones Industry Average Index” as an example, after cal-
culating the logarithmic value of the daily price index (i.e, ri,t = log(pi,t)− log(pi,t−1)),
the log return ri,t is treated as ri,t = µi+σi,tεi,t where εt is a random variable with zero
mean and unit variance and σ2t denotes the variance at time t. The sample correlation






However, since εit is not directly observed from the price, the standardized log return
should be used instead of εit , i.e. r˜i,t = (ri,t−µi)/σi,t . Direct use of log returns without
standardization in the sample correlation estimator will result in data points with large
absolute values overwhelming the others. Figure 1 shows the log returns of Dow Jones
Industry Average and Figure 2 shows that after standardization. In order to standardize
the log returns, σt , the time-varying volatility must be estimated. In this first part of the
thesis, a new method based on local weighted least square estimator (LWLS) is used to
estimate σt and the local GARCH model is also used as a benchmark. Same as the Ker-
nel method, LWLS provides a continuous estimate of the response variable according to
the independent variable while winning over the traditional Kernel method by reducing
the asymptotic estimation bias.
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Figure 1: Log returns of Dow Jones Industry Average
Figure 2: Standardized Log returns of Dow Jones Industry Average by GARCH model
Another important issue is pointed out by Longin and Solnik (2001) and Ang and Chen
(20002): some of the previous research that claim to show increase in cross corre-
lations based on large absolute value of market return are biased. We will explain
this in detail. Given two gaussian random variables X1,X2 of constant correlation, the
estimated sample correlation conditioned on large absolute values of X1,X2, i.e. for
| X1 |> p, | X2 |> p, p > 0 will become larger as the threshold value p gets bigger. Nev-
ertheless, the sample correlation becomes smaller when conditioned on only large pos-
itive (or negative) values. For example, for a standard bivariate normal random sample
with constant correlation of 0.5 which contains 10000 observations, we could estimate





We divide the observations into two sets with equal number of observations: one for
smaller absolute values, i.e. | Xi |< 0.674 for i∈ {1,2} and the other for bigger absolute
value, i.e. | Xi |> 0.674 for i ∈ {1,2} . The estimated correlation for the first set is
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0.21 while it is 0.62 for the other. This effect is present whenever having a symmetric
distribution as the conditional mean is not shifted from zero. Therefore, the estimated
correlation is amplified for larger absolute values. However, if we condition only on
positive (negative) values that exceed 0.8 (-0.8), i.e. Xi > 0.8 for i∈ {1,2} or Xi <−0.8
for i ∈ {1,2}, the estimated correlation is 0.19 < 0.5. It is showed by Ang and Chen
(2002) that the correlation conditioned on extremely positive (negative) values con-
verges to 0 when threshold goes to infinity (negative infinity).
This problem does not apply directly to our analysis as the estimated correlations are
conditioned on an external factor: the performance of market index. However, to some
extend, the market volatility or the market return is influenced by individual stocks’ per-
formances. For correlations estimated based on market volatility, it is possible that the
highly volatile market periods are accompanied by large absolute values of individual
stocks’ returns. However, in our analysis, even if this bias is not considered, it is already
shown that no significant increase in cross correlations is present based on high market
volatility. Thus, this possible estimation bias introduced here only makes it worse.
Figure 3: 150 pairwise correlation coefficient plot from DJ 30 stocks vs DJ market return.
According to the previous discussion, if constant correlation is the case, the conditional
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correlation based on highly positive or highly negative values should have an inverse
U shape, i.e. lower sample correlation is obtained when conditioned on unidirectional
large values. In later analysis, although the conditional cross correlations between in-
dividual stocks are not conditioned on the values of the stocks themselves but on the
values of the global market index, we may still suspect a similar effect as the market
index is a weighted average of the prices of individual stocks. It is worth mentioning
that in the proposed estimator of conditional correlation, the conditional mean value
of stock return is removed from the original stock return. Thus the natural effect that
individual stocks’ prices tend to increase when market surges is eliminated before the
correlation is estimated because the mean value of individual stocks’ prices during bull
market is already removed from the raw log returns. Figure 3 shows 150 pairwise local
correlations in Dow Jones market conditioned on market returns. It can been observed
from the figure that in contradiction to the theoretical expectation of an inverse ”U”
shape, the conditional correlations show a normal ”U” shape. This suggests that there
is an increase in correlation when market return goes to extreme. This effect is not sig-
nificant on each pairwise correlation but it is confirmed by the confidence interval when
we aggregate all pairwise correlations together. The aggregated correlation based on
Dow Jones 30 stocks is given in figure 4. Moreover, in our multiple markets analysis,
we have already adjusted the bias in using US market return as both the independent
and one of the dependent variables. For cross correlations estimated among the other
three countries, this question is not a concern as the independent variable (US market
return) is not directly affected by the market returns of the other three counties.
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Figure 4: Correlation coefficient.
Briefly, in the first part of the thesis, it is shown that:
• Market volatility seems to have little impact on cross correlations between indi-
vidual stocks or international markets. Although the estimated cross correlations
are in general higher when market is highly volatile, the point-wise confidence
interval is too large to conclude a significant difference.
• When conditional mean values are removed from the original returns of the prices,
the pairwise cross correlations of individual stocks in both US market and Ger-
man market show a ”U” shape but its significance is not confirmed by the con-
fidence interval. However, when the aggregated correlation of all pairwise cross
correlations is estimated, the ”U” shape is shown to be significant which contra-
dicts the constant correlation assumption.
• The effect of market return on cross correlations is further proven asymmetric.
The increase in cross correlation is higher when market plunges and it is smaller
when market surges.
The report is organized as follows: Chapter 1 provides the theoretical background of
the proposed estimator and Chapter 2 describes the model in details. Data description
and empirical results are presented in Chapter 3 and 4. Due to the limit of the space,




in this section, theoretical background of Kernel estimator and LWLS estimator will
be discussed. They both belong to the nonparametric family. They help to investi-
gate the association between the response variable and the independent variable and to
characterize the impact of independent variable on actual observations. Nonparametric
regression is the family of regression methods which are data analytic, in the sense that
it does not assume certain form of the response function as in parametric regression. In
this first part of the thesis, the local weighted least square regression (WLS) is the main
estimator used. The organization of this chapter is arranged as follows: In section 2.1,
Kernel estimator is first introduced as it can be viewed as the local weighted constant
fitting which follows the same idea as WLS while being simpler. It is followed by sec-
tion 2.2 which discusses WLS, and finally section 2.3 is focused on the selection of the
optimal bandwidth.
1.1 Kernel estimator
First of all, to consider the smoothing problem in the simplest statistical framework, it is
assumed that we have n identically and independent distributed realizations (X1,Y1), ...(Xn,Yn).
Let (X ,Y ) be a generic member of the sample, whose conditional mean and conditional
variance are denoted respectively by m(x) = E(Y | X = x), σ2(x) = var(Y | X = x).
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Kernel estimator is introduced here as it follows the same idea as local weighted least
square estimator while having a simpler form. Without assuming a specific form of
the regression function, a data point which is remote from x normally carries little
information about m(x). Rather than taking the local running average, a kernel function
Kh is used to assign a weight to each data point depending on how apart the point is from
x. Usually, a kernel function is taken from a symmetric probability density function and
h is a parameter called the bandwidth. A commonly used kernel function is the gaussian
kernel, i.e. Kh(t) = 1/hK(t/h) = (
√
2pi)−1exp(−t2/2h2). Hence the expectation of the
dependent variable Y conditional on x with a Nadaraya-Watson’s weightis is given by [




The consistency of the kernel estimator with Nadaraya-Watson’s weight is shown by
the proposition 1.
Proposition 1. Assume that the predictor variable X is of one dimensional and is drawn
randomly from a certain distribution and
(A1)
∫ | K(u) | du < ∞,
(A2) lim|u|uK(u) = 0,
(A3) EY 2 < ∞,
(A4) n→ ∞,hn→ 0,nhn→ ∞.
Thus at every point x of continuity of m(x), f (x) and σ2(x) with f (x)> 0,
mˆh(x)
P−→ m(x)
It is also of our interest to derive the asymptotic distribution of the kernel smoother as
it is important to construction of the confidence interval. Since kernel estimators are
essentially weighted averages, it is natural to expect that they would be asymptotically
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normal under certain assumptions. It will be shown later that this is the same for LWLS
estimator.
Theorem 1 (Hardle(1990)). Suppose that
∫ | K(u) |2+η du < ∞ for some η > 0, h ∼
n−1/5, m and f are twice differentiable and E{| Y |2+η | X = x} ≤ ∞ for some η > 0
then mˆh(x j) converges in distribution at the k different locations x1,x2, ..xk to a normal
random vector with mean vector B and identity covariance matrix:
(nh)1/2{ mˆh(x j)−mh(x j)−B




K2(u)du and dK = (1/2)
∫
u2K(u)du with bias B and variance V. B =
dKh2{m′′(x j)+2m′(x j)( f ′(x j)/ f (x j))} and V = σ2(x j)cK/( f (x j)nh).
1.2 Local weighted least square estimator
From a functional approximation point of view, Kernel estimator actually can be viewed










A natural idea to improve the estimator is to use a local polynomial approximation of









β j(Xi− x) j)Kh(Xi− x). (1.1)
Of course, we have to assume that m has (p+ 1)th continuous derivatives around x.
Local weighted least square model is obtained when p = 1. The local polynomial esti-
mator for i.i.d cases has been systematically studied by Stone (1977), Cleveland (1979)
and Tsybakov (1986). Like Kernel estimator, it has nice asymptotic convergence and
asymptotic normality under some regularity conditions. However, data in financial mar-
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ket does not satisfy the i.i.d assumptions in general. The asymptotic distribution of de-
pendent data is studied by Masry and Fan (1997) and the main results are presented here.
Before the proofs, a few definitions are given. Firstly, If a random variable X is indexed
to time, usually denoted by t, the observations Xt are called a time series, where t is a
time index.
Definition 1. (Autocovariance function)
The autocovariance function of a time series Xt with Var{(Xt)}<∞, ∀t ∈ Z (where Z is
the integer set) is defined by γX(s, t) =Cov(Xs,Xt) = E{(Xs−EXs)(Xt−EXt)}
Definition 2. (Stationarity or weak stationarity)
The time series Xtwith t ∈ Z is said to be stationary if E{(Xt)2}<∞ ∀t ∈ Z, E{(Xt)}=
µ ∀t ∈ Z and γX(s, t) = γX(s+h, t+h) ∀s, t,h ∈ Z.
Let F ki be the σ algebra of events generated by the random variables {X j,Yj, i ≤ j ≤
k} and L2(F ki ) be the collection of all second-order random variables which are F ki
measurable.
Definition 3. (Strongly mixing)
The stationary time series Xtwith t ∈ Z is said to be strongly mixing if
sup
A∈F 0−∞,B∈F∞k
| P(AB)−P(A)P(B) |= α(k)→ 0 as k→ ∞.
Definition 4. (ρ mixing)





= ρ(k)→ 0 as k→ ∞.
We also have that ρ mixing process implies strong mixing process by α(sn)≤ ρ(sn)/4.
Now we are ready to look at the problem. The solution of the problem 1.1 is βˆ (x) =
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(XTWX)−1XTWy with W = diag(Kh(Xi− x))
X =

1 (X1− x) . . . (X1− x)p
...
... . . .
...







The (XTWX) matrix is positive definite as long as there are at least p+1 local effective

























sn,p . . . sn,2p






The solution to 1.1 can be expressed as [Fan and Gijbels (1995)]
βˆ (x) = diag(1,h−1, . . . ,h−p)S−1n tn.















µp . . . µ2p
 , S˜ =












Thus in the i.i.d case, it can be shown by conditioning on (X1, ...Xn) βˆ ∗(x)=E{βˆ (x)|X1, ...,Xn}=
(XTWX)−1XTW (m(X1),m(X2), ...,m(Xn))T . Since the regression is done locally within
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an interval of width h, by Taylor’s expansion, we have




diag((X1− x)p+1, ...(Xn− x)p+1)T
+ophp+1
where β (x) = (m(x), ...,m(x)p)T . Thus, by substituting this into the above equation,
using the fact that sn, j→P f (x)µ j, we obtain that




Therefore, it can be easily seen that βˆ is an asymptotically unbiased estimator of β . This
could not be done so easily for dependent data, so we will first look at the asymptotic
bias and variance of βˆ for mixing process.
Condition 1. (a) The kernel function K is a bounded density function on a compact
set.
(b) f (u,v; l)≤M < ∞,∀l ≥ 1, where f (u,v; l) denotes the density of (X0,Xl).
(c) Processes X j,Yj are either ρ mixing with ∑ρ(l) < ∞ or strongly mixing with
∑ la[α(l)]1−2/δ < ∞ for some δ > 2 and a > 1− 2/δ . In the latter case, we
assume further u2δ p+2K(u)→ 0 as | u |→ ∞.
Theorem 2. Under condition 1 and the assumption that hn→ 0, nhn→∞ as n→∞, we
have at every continuity point of f : Esn, j → f (x)µ j, nhnvar(sn, j)→ f (x)v2 j for each
0≤ j ≤ 2p and Sn→ f (x)S which means that each element converges in mean square
sense.
To study the joint asymptotic normality of βˆ (x), we need to center the vector tn by












Once again, we could expand m(x) by Taylor expansion and using the fact that sn, j→P













from which we could derive the asymptotic bias of ˆβ (x). By modifying slightly the
conditions, we could have the asymptotic variance covariance matrix of t∗n then for βˆ .
Condition 2. (a) The kernel function K is a bounded density function on a compact
set.
(b) f (u,v; l)≤M1 < ∞ and E{Y 21 +Y 2l | X1 = u,Xl = v} ≤M2 ∀l ≥ 1.
(c) In addition to (c) of condition 1, we add EY 20 <∞ and E{|Y0 |δ |X = u}≤M3 <∞
for u in a neighborhood of x.
Theorem 3. We write Var(Y | X = x) = σ2. Under condition 2 and the assumption that
hn→ 0, nhn→ ∞ we have at every continuity point of f ,σ2:
nhncov(t∗n)→ f (x)σ2(x)S
where cov(t∗n)denotes the covariance matrix of t∗n .
Now we are ready to state the theorem of joint normality. As before, we need to add
some new assumptions.
Condition 3. (a) we assume that there exists a sequence of positive integers satisfy-
ing sn→ ∞ and sn = o((nhn)1/2) such that as n→ ∞,
(n/hn)1/2ρ(sn)→ 0 and (n/hn)1/2α(sn)→ 0.
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(b) the conditional distribution G(y | u) of Y given X = x is continuous at the point
u = x.
Theorem 4. Under condition 1-3, we have the following asymptotic normality as n→
∞:
√
(nhn)(diag(1, ...hpm)[βˆ (x)−β (x)]−
hp+1n mp+1(x)
(p+1)!
S−1µ)→D N(0,σ2S−1S˜S−1/ f (x))
at continuity points of σ2, f .




As volatility and correlation are not directly observed from the price, estimation meth-
ods are employed for statistical inference. Section 2.1 presents the method of volatility
estimation using GARCH model and local WLS. Section 2.2 discusses the estimator
of correlation and finally in section 2.3, the asymptotic distribution of the correlation
estimator is derived.
2.1 Estimation of volatility
Since there is not yet a best model for estimation of volatility, three different models are
implemented to estimate the local volatility in order to test the robustness of the results.
The first two volatility indices are modeled either by parametric (GARCH) model or
nonparametric (LWLS) model. The last one is the S&P 500 VIX which is an official
volatility index given for S&P 500 and very often, it is regarded as the representative
volatility index of the US market.
2.1.1 Parametric models
GARCH model introduced by Bollerslev (1986), is one of the common models to esti-
mate volatility. It’s defined as:
ri,t+1 = µi+σi,t+1εi,t+1
25
with εi,t+1 i.i.d. ∼ N(0,1). Recall that ri,t+1 = log(pi,t+1)− log(pi,t) is the logarithmic
compounded returns of stock i from t to t+1 where pi,t is the price index of stock i. σi,t






All the results later are based logarithmic compounded returns, or the log returns for
short.
2.1.2 Non-Parametric models
Nonparametric model is also considered for volatility estimation. The simplest non-








However, volatility is not constant throughout the time. Here a local WLS weight is
employed to improve the estimation. Time is taken as the reference which means data
that happens most close to each other carry the most weight.
σˆ21t =
√




s2,h(t)Kh(Tt− t)− s1,h(t)Kh(Tt− t)
s2,h(t)s0,h(t)− s1,h(t)2
and Sn,i = ∑Kh(Xi− x)(Xi− x)i.
By applying these these two estimators to the market index, for example, the S&P 500
index which is treated as the reference of US market, two possible estimations of the
market volatility are available. Together with the official S&P 500 volatility index, all
three volatility estimations will be used as the reference of market volatility in the US
market. For German, since no official volatility index is available, only the estimations
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of volatility according to the first two methods are compared.
2.2 Estimation of correlation coefficient
It is mentioned in the introduction that for nonparametric methods, the standardized
return should be used for inference. This requires an estimation of local volatility of
individual stocks. Once again, both GARCH and LWSL methods are employed.
The aim of the project is to investigate the association between cross correlations and
market environment. The market environment is characterized by either market return
or market volatility. Market return is denoted by Mt and market volatility is denoted by
Vt . Let Ut = (Mt ,Vt). In order to estimate cross correlations, estimations of variances
and covariances are needed.





Then, the estimator of variance of asset k at u, σˆ2k (u) is estimated in a similar way. It is





where µˆr,k denotes the estimate of mean value of rk.
Similarly,the covariance term σˆ12(u) of asset 1 and asset 2 is given by:
σˆ12(u) =









This estimator has the flexibility to capture the behavior of correlation based on the
independent variable, i.e. Ut . By taking Ut as the market volatility or market return,
an continuous estimation of correlation depending on the specific market condition is
given. It is worth mentioning that the weight assigned to each data point only depends
on the parameter of market condition, i.e. Ut , rather than individual stock’s.
2.3 Asymptotic distribution
In this section, the asymptotic properties of the proposed estimator of correlation will
be studied. Once the asymptotic normality is established, a point-wise confidence in-
terval can be derived. This confidence interval will be used in the subsequent analysis
of real data to see if the change in correlation is statistically significant.
Firstly, according to local WLS method [J. Fan(1995)], we have the following asymp-































with the error terms defined as follows:
ek,i = rk,i−µk(Ui), εk,i = (rk,i−µk(Ui))2−σ2k (Ui)
ε12i = (r1,i−m1(Ui))(r2,i−m2(Ui))−σ212(Ui). Note that in the above equations, com-
pared to the first term, the rest is of higher order of h. As h will go to zero, we can
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Then we can rewrite the formula of the estimator ignoring the higher order terms of h:
































Now we are ready to derive the asymptotic normality of the estimation
Theorem 5. Under the same conditions as theorem 4, when hn→ 0, nhn→ ∞




















For simplicity, let’s write






According to the assumptions, E{ε12i|Ui}= 0, E{ε1i|Ui}= 0, E{ε2i|Ui}= 0,
E{ε12iε1i|Ui}= 0, E{ε12iε2i|Ui}= 0 then Then E{Dn,i(u)|Ui}= 0 and

















where ς(Ui) = E(ε2i |Ui),ς1(Ui) = E(ε21i|Ui), ς2(Ui) = E(ε22i|Ui), ς12(Ui) = E(ε1iε2i|Ui).
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Finally, as h→ 0, we have





































Following the same idea as in theorem 4, we could derive that
{nh}1/2{ρˆ(u)−ρ(u)−B(u)h2} D→ N(0, f−1(u)ν2Kω(u))












. Based on the asymptotic
normal distribution, the point-wise confidence interval can be easily constructed using
ρˆ(u)±Z1−α/2
√
V (u) where Z1−α/2 stands for the α/2 quantile of standard gaussian





3.1 Cross correlation between stocks
3.1.1 Correlation behavior vs market volatility
In the single market test, the US Dow Jones Industry Average (DJ) 30 stocks and the
German Deutscher Aktien (DAX) 30 stocks are used as the target markets since they are
both blue chip indices with rather small numbers of stocks. For Dow Jones’ 30 stocks,
daily returns from 2002 Feb 4 to 2011 Feb 4 are used and for Deutscher Aktien’s 29
stocks, daily returns from 2003 Jan 2 to 2011 Feb 4 are used.
Three volatility estimators are implemented in order to test the robustness of the results.
Standard GARCH model, local weighted least square model and the official volatil-
ity index of S&P 500 index are individually used as the estimator of market volatility.
Although the index of S&P 500 stocks is used as the market index for Dow Jones 30
stocks, in most of the cases both S&P 500 and Dow Jones reflect the trend of US market.
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(a) (b) (c)
Figure 3.1: Corr. Coefficient of MMM and AA (DJ) vs market volatility with 95% Conf. Inter-
vals. Market volatility estimation:(a) GARCH model, (b)local WLS model, (c) official S&P 500
Volatility Index.
Figure 3.2: Correlation coefficient of ADS and ALV (German) vs market volatility. The first
(from left) graph uses standard GARCH model to estimate individual stock volatility while the
seconde graph uses the local WLS method.
It can be seen from Figure 3.1 that although the estimated correlation shows an increas-
ing trend when market volatility gets larger, the point-wise confidence interval is too
large to make the trend significant. In addition, we mentioned in the introduction that
there may be an upward bias in the estimated correlation conditioned on large values
of volatility, which makes the real effect of volatility on cross correlation even less sig-
nificant than observed. Moreover, results from the three estimators of market volatility
are consistent with the confidence intervals of the estimation based on official S&P 500
volatility index slightly smaller than the others.
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Since there is no official volatility index for the German market, only GARCH model
and LWLS model are used to estimate market volatility and the results is shown in Fig-
ure 3.2. Same as in the US market, no significant trend is confirmed by the confidence
intervals. More figures of the estimated cross correlations versus the market volatility in
the same market are presented in the Appendix where only S&P 500’s official volatility
index is used as the reference of market volatility.
3.1.2 Correlation behavior vs market return
In this part, the behavior of cross correlations between individual stocks in response to
market return is studied. It can be seen from figure 3.3 that although the estimated cross
correlation does show a ”U” shape, i.e. the correlation estimated based on large positive
market returns and large negative market returns are both higher than that based on small
market returns, the confidence interval is so large that the increase in both negative and
positive direction is not significant. However, after comparing all the estimated pair-
wise cross correlations, we found that most of them are ”U” shaped (see figure ) which
suggests that the large confidence interval may be a result of insufficient data. Thus,
we further conduct an estimation of correlation based on all pair-wise stock returns and
the confidence band does shrink as expected. Here we further standardized the returns
according to different values of the market return as
ρˆ12(u) =
∑ni=1 wn,h(Ut−u)(r1t− µˆ1(u))/σˆ1(u)(r2t− µˆ2(u))/σˆ2(u)
∑ni=1 wn,h(Ut−u)
. (3.1)
The results from this combined data set are shown in figure .
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Figure 3.3: Correlation coefficient between MMM and AA (DJ) vs market return. The first (from
left) graph uses standard GARCH model to estimate individual stock volatility and the seconde
graph uses the local WLS method.
Figure 3.4: 150 pair-wise correlation coefficients between individual stocks from DJ market vs
market return. The local WLS method is used for the estimation of individual stock volatility.
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Figure 3.5: Correlation coefficient estimated from combined data set that contains all pair-wise
stock returns in DJ market vs market return. The local WLS method is used for the estimation
of individual stock volatility.
Figure 3.6 shows the correlation coefficient estimated between ADX and ALV in Ger-
man DAX market. The standard GARCH model is used to standardize the returns of
individual stocks in the figure on the left and the local weighted least square method is
used in the figure on the right. In both of the figures, the asymmetric effect of market
return on cross correlation is more pronounced compared to the previous analysis of
US market. In figure 3.7, 150 pair-wise correlations are also shown for DAX market.
This asymmetry is confirmed by the combined test of all pair-wise returns of the stocks
from DAX market which is shown in figure 3.8. When large negative market return
occurs, the cross correlation between individual stocks has a larger increase than that
when large positive market return happens. Moreover, this effect is shown by both of
the two estimators for local volatility estimation.
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Figure 3.6: Correlation coefficient between ADS.DE and ALV.DE (DAX) vs market return. The
first (from left) graph uses standard GARCH model to estimate individual stock volatility and
the seconde graph uses the local WLS method.
Figure 3.7: 150 pair-wise correlation coefficients between individual stocks from DAX market
vs market return. The local WLS method is used for the estimation of individual stock volatility.
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Figure 3.8: Correlation coefficient estimated from combined data set that contains all pair-wise
stock returns in DJ market vs market return. The GARCH model is applied to the estimation of
individual stock volatility in the figure on the left and local WLS method is used on the right.
3.2 Cross correlation between international markets
Current research suggests that international equity market correlations increase during
volatile market periods especially in downside movement [Ang and Bekaert (2002),
Longin and Solnik (2001)]. However, other researchers [Forbes and Rigobon (2002)]
show that a volatility bias exists and after correcting this bias, there is no more signifi-
cant change of correlations but only interdependence (highly correlated throughout the
time) between international markets.
In this section, the cross correlations between US, UK, German and Japan markets are
estimated according to different global market conditions. Weekly returns from US
Dow Jones Industrial Average, UK FTSE 100 index, German Deutscher Aktien index
and Japanese Nikkei Stock Average are used in the later analysis. The weekly returns
cover from 7 Jan 1991 to 27 Dec 2011. Due to lack of a global index, the US Dow
Jones index is used as a global market reference.
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3.2.1 Correlation behavior vs market volatility
Similar results are observed as in the case of a single market: no significant increase in
correlation can be concluded for highly volatile periods. For the correlation estimated
between US and the other countries, the estimated correlation has a slightly increasing
trend but still not significant. Moreover, the correlations estimated between the other
three markets are nearly constant.
Figure 3.9: Correlation coefficient between US and UK vs US market volatility. The first (from
left) graph uses standard GARCH model to estimate the market volatility and the seconde graph
uses local weighted least square method.
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Figure 3.10: Correlation coefficient between US and German vs US market volatility. The first
(from left) graph uses standard GARCH model to estimate the market volatility and the seconde
graph uses local weighted least square method.
Figure 3.11: Correlation Coefficient between US and Japan vs US market volatility. The first
(from left) graph uses standard GARCH model to estimate the market volatility and the seconde
graph uses local weighted least square method.
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Figure 3.12: Correlation Coefficient between UK and German vs US market volatility. The first
(from left) graph uses standard GARCH model to estimate the market volatility and the seconde
graph uses local weighted least square method.
Figure 3.13: Correlation Coefficient between UK and Japan vs US market volatility. The first
(from left) graph uses standard GARCH model to estimate the market volatility and the seconde
graph uses local weighted least square method.
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Figure 3.14: Correlation Coefficient between German and Japan vs US market volatility. The
first (from left) graph uses standard GARCH model to estimate the market volatility and the
seconde graph uses local weighted least square method.
3.2.2 Correlation behavior vs market return
The pairwise estimated cross correlations between the four international markets show
increasing trends as the market return gets extremely negative or extremely positive and
the trend based on positive market returns is not as clear as that based on negative mar-
ket returns. However, the trends are not significant according to the given confidence
intervals. The large confidence intervals might be also due to lack of sufficient data.
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Figure 3.15: Correlation coefficient between US and UK (up), between US and German (down)
vs US market return. For the estimation of individual stock volatility: (a) and (c) use GARCH,
(b) and (d) use Local WLS.
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Figure 3.16: Correlation coefficient between US and Japan (up), between UK and German
(down) vs US market return. For the estimation of individual stock volatility: (a) and (c) use
GARCH, (b) and (d) use Local WLS.
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Figure 3.17: Correlation coefficient between UK and Japan (up), between Japan and German
(down) vs US market return. For the estimation of individual stock volatility: (a) and (c) use




In this first part of the thesis, a new method based on local weighted least square method
is used to study the behavior of cross correlations based on different market conditions.
This new estimator is capable of capturing the movement of local correlations between
two prices according to a third variable. In our analysis, this third variable is either the
market volatility or the market return. The asymptotic distribution is derived for this
new estimator of local correlation. Thus a point-wise confidence interval based on the
asymptotic distribution is implemented in the subsequent analysis with real data.
Empirical tests are conducted based on 10-year daily returns of DJ 30 stocks, 10-year
daily returns of DAX 30 stocks and 1991-2011 weekly market returns of US, UK, Ger-
man and Japan. Based on this proposed estimator, the question of wether market volatil-
ity or market return has an impact on the cross correlation is addressed. It is shown that
the cross correlation between individual stocks in a single market increases significantly
given large positive or large negative market returns. This change is confirmed by the
95% confidence interval based on data set that is combined all 30 stocks pair-wise re-
turns in Dow Jones market or German DAX market. This increase is not significant
when the cross correlations between four major international markets is studied due to
insufficient data. This effect of increasing stocks’ cross correlations in extremely bull
market or bear market is also observed to be asymmetric with stronger effect in bear
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market. Based on our analysis, market volatility’s impact on the cross correlations is
lack of significance. Although there is already abundant research done in the area, a lot
of them might be biased because their conclusion is based on a specified model which
may be misspecified and lack of statistical significance test which leads to ambiguous
results. The contribution of the thesis is to give the estimation results with a significance
test.
Further empirical tests could be conducted for longer time period to see if the increase
in correlation is significant for the case where market volatility is used as the reference.
There are already some researchers who study the portfolio selection using regime
switching models [Ang and Bekaert (2002), Bernhart et al. (2011)]. The next step
would be to study the correlation prediction based on market information and its appli-
cation in risk management and portfolio allocation.
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Part II
Lead-lag relationship in equity market
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Introduction
As mentioned in the previous part of the thesis, correlation is a crucial input to financial
analysis, such as risk control and portfolio management. Most of the current research
on correlation estimation in financial market is based on the assumption that no signif-
icant lead-lag effects exist in the market, which means that the correlated information
in different financial assets is expressed simultaneously through the change of price.
It is worth questing such an assumption. For example, the fact that the futures mar-
ket leads the cash market has been studied for long by many researchers [Kawaller et
al.(1987), Stoll and Whaley(1990), Chan(1992), Grunblicher et al. (1994)]. Other lead-
lag relationships in financial market are also found including that between stock market
and option markets, between different exchange rates or between stock index and its
volatility [De Jong and Nijman(1997),Gwilym and Buckle(2001), De Jong et al.(1995),
Masset and Wallmeier(2010)]. Most of this research based on high-frequency data, i.e.
the intra-daily trading prices, assumes that the true price is a random walk which re-
sembles the model developed by Roll (1984). A random walk is a path that consists
of a succession of random steps. However, in this thesis, a functional approach is used
instead of random walk is because it is believed that it is the trend of the price that is
informative rather than the tick-by-tick movement of the trading price. Thus we assume
that the true price is a piecewise smooth function. Later in this thesis, correlations with
different lags will be studied to see if the correlation between the two stocks’ prices is
stronger when there is a time lag based on the smoothed price. The statistical signifi-
cance of such a lag will also be provided by the derived confidence interval.
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To study lead-lag relationship between different financial markets or assets is in fact
to study how information flows between them. In the ideal case where the market is
efficient, when information arrives, all individuals share it without delay. Therefore ev-
eryone reacts to this arrival of information simultaneously. However, in reality, market
frictions exist in many aspects. Those who respond to the information first naturally
become leaders and others who react later become followers. The delay in the fol-
lowers’ reactions is the time lag of interest. Various reasons for this have been given.
In Safvenblad(1997), a theoretical model of the lead-lag relationship is built based on
rational expectations equilibrium(REE) and it concludes that price that is more infor-
mative for prices of others tends to lead. However, it remains to be determined which
stock’s price is more informative. It is suggested that more liquid stock’s price should
be more informative. The lead-lag relationship between index and index future market
has been widely studied. Most of the studies found that the index futures market leads
the index by 20 to 60 minutes. This may be a result of market transaction cost since
Abhyankar (1995) showed that both the time lag and the significance of the lag will
decrease when the market transaction cost is reduced. Another example is given by
Stephan and Whaley (1990), it is shown that the stock market leads the option market
by 15 to 20 minutes. However, Chan et al.(1993) argued that this lead-lag relationship
is because of thin trading volume of the option market which can not fully reveal the
change in its price. Thus, in summary, time lags are because some financial assets’
prices adjust to the information more slowly than the others due to various market fric-
tions, such as transaction cost or thin trading volume. There are also some patterns
found, the most famous one being that prices of large firms tend to lead that of small
firms [Lo and MacKinlay(1990), Hou(2007)]. It is also found that prices of stocks that
have larger trading volume tend to lead that of stocks with lower trading volume [Chor-
dia and Swaminathan (2000)]. In addition to firm size and trading volume, the analyst
coverage, institutional ownership are also proven important [Brennan et al. (1993) and
Badrinath et al. (1995)]. It will be shown later in the real data analysis that patterns of
both firm size and trading volume are observed in our results.
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Correlation is the common instrument for quantifying how similar or how different the
way that different entities react to the same information. When time lag exists, even if
two entities are positively correlated, the simultaneous correlation will be weakened or
even turned into negative. That’s why to detect and measure the time lag is important
to the analysis of correlation. In addition, when a leader is found persistent, it helps to
predict the future reactions of the followers. Although in theory the lead can be recipro-
cal, in practice unidirectional lead-lag relationship is more of interest as for predictions.
In order to better illustrate the idea, a simulation of two correlated stochastic processes
with a time lag is conducted. The two series follow the Heston model which is often
used to simulate stock price with time-varying volatility.
Figure 4.1: λ = 10−5 and SF = 5 is applied to the estimator with a window of 2 hours’ time.
The two processes are generated to have a correlation of 0.6 with half an hour’s lag.
Figure 4.1 shows the lagged correlation with different time lags. The proposed estima-
tor is based on a piecewise smooth fitting of the price. From this simulated example, it
is easily seen that the correlation is only significant around the precise time lag. Failure
to take the lag into account will result in ignorance of the true correlation. This simula-
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tion also demonstrates the power of the proposed method in detecting such lags.
High-frequency trading data, typically by second, is becoming largely available nowa-
days but the analysis of correlation based on high-frequency trading prices is ham-
pered by microstructure noises and non-synchronized trading problem. Since individ-
ual stocks are traded randomly during the day which makes the trading times of each
stock not aligned, for illiquid stocks, i.e. stocks that are traded less frequently, the
time intervals between their trading records are larger than the others’. This problem
is vital since the movement of price throughout the process is to be studied in order
to analyse information flows. One simple approach to tackle the problem is to fix the
sample frequency, say every minute, and take the latest trading price within each sam-
pling interval for each stock. This approach has a main drawback as for illiquid stocks,
trading prices are missing for some intervals. It has been demonstrated theoretically
that such non-synchronicity or non-trading problem can lead to spurious serial correla-
tion when the underlying true stock prices are not correlated. Moreover, it introduces
positive lead or lag correlations between the irregular observed prices whose underlying
processes are only contemporaneously correlated [Lo and MacKinlay(1990)]. Refresh
time scheme is another commonly used scheme to extract aligned price. It is first pro-
posed in Barndorff-Nielsen et al. (2008b), namely, the Replace All scheme in deB.
Harris et al. (1995). In this Refresh time scheme for M stocks, the sampling time
intervals, defined by τ j, are selected recursively as:
τ j+1 = max
1≤i≤M
{ti,Niτ j+1}
with τ1 = max{t1,1, t2,1, ..., tM,1}. Here ti,n is the corresponding time of n-th trading
price of stock i. The step of each interval is determined by the most illiquid stock each
time and the price right before(or after) the interval τ j is selected for each stock to form
aligned price series. As in this scheme, the most illiquid stock always lag(or lead) the
others, an alternative version of it requires each stock to lead in turns [Ait-Sahalia et
al.(2010)]. All these methods have some information loss in common, as the number of
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price data included in the final analysis is very limited. It becomes more serious when
the number of stocks increase or any of the stocks becomes extremely illiquid.
The local linear model is proposed in this thesis to fit the intra-daily price in order to
achieve synchronicity as well as to get rid of noise. Local linear model belongs to
the Kernel regression family which fits random data with local linear functions with
weight provided by a Kernel function [Green and Silverman (1994)]. Since this method
preserves the shape of the movement of individual price, it is suitable for the study of
intra-daily information flows. In addition, it uses all data recorded in the smoothing
process with no information loss. Furthermore, inherited from nonparametric method,
it imposes fewer assumptions on the model of the process and the confidence band of
the estimation can be derived. However, when local linear model is used, we actually
assumed that the process of the price follows a piece-wise linear function and thus un-
known bias can be generated. To test the performance of the proposed estimator, it is
compared to one of the most up-to-date diffusion estimators, the QMLE developed by
Ait-Sahalia et al. (2010) as a benchmark. However, due to computational constrains, in
the analysis of real data, a smoothing spline is used to smooth the curve instead of local
linear model since it is widely accepted that smoothing spline is equivalent to Kernel
method by Eubank (1988). Theoretical backgrounds of the smoothing spline is given
in the appendix. Simulations have shown that the performance of the proposed method
is in line with the QMLE and even better for large correlation estimation. Therefore,
in the empirical study, both methods are used. There are also other popular nonpara-
metric high-frequency variance or covariance estimators, such as the Realized Kernels
(RK) proposed by Barndorff-Nielsen et al. (2008a), the Pre-Averaging (PA) approach
by Jacod et al. (2009) and other multi-scale methods by Zhang et al. (2005) and Zhang
(2006).
In addition to synchronization, sampling the price data with the right frequency is also
crucial to high-frequency data analysis. The earliest documented study of the effect
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of sampling frequency in correlation estimation is in Epps (1979). It showed that the
sample correlation, i.e. the normalized sum of the product of returns, tends to zero as
the sampling frequency increases. This effect is then called Epps effect and it is also
found in foreign exchange rates by Olsen et al. (1997) and Muthuswamy et al. (2001).
The underlying reason is that as the sampling interval shrinks to zeros, the observed
price difference is overwhelmed by noise which leads to a strong downward bias in the
sample correlation. Of course lowering the sampling frequency to 10 min to 30 min
will partially resolve the problem. However, it is a trade-off between accuracy and vari-
ance of the estimator. Moreover, for analysis that focuses on the local movements as
this thesis does, the number of observation within a short period is important to guaran-
tee the precision of estimation. In Martens(2004), it is demonstrated that non-trading,
non-synchronicity and other microstructure noise are important to the choice of optimal
sampling frequency. Another detailed study about optimal sampling frequency of port-
folio return can be found in de Pooter et al. (2012). Later in this thesis, analysis based
on different sampling frequencies will be shown.
The main purpose of this thesis is to detect if there is time lag between two stocks’
prices by studying their pairwise lagged correlations. Since the high-frequency lead-lag
effect does not necessarily last for whole day, the lead-lag relationship is rather a local
effect with respect to trading time [Wu et al. (2011)]. This suggests that only part of the
trading data should be used instead of the whole day’s. Figure 4.2 is an example where
the leader only has significant lead over the other for an earlier period of the trading
day. The blue curve is the S&P 500 index while the red one is an index for the energy
sector from S&P 500 stocks. It can be seen that the first down turn of the blue curve
comes around 15 minutes earlier than that of the red curve. However, later in this day,
the two curves almost simultaneously turned to an increasing trend. That is why only a
fix time window, usually one to one and 2 hours of trading price is used to analyse the
lead-lag relationship. It will be demonstrated later that the lags that is observed here
can be found by analysing the lagged correlations of the highly smoothed stock prices.
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A natural extension of the pairwise leadership would be the discovery of leadership
among multiple series. Algorithms based on graph theory are available for ranking the
leaders [ Wu et al. (2011), Sakurai et al. (2005)].
Figure 4.2: The plot of the two indices is after scaling and time period is from 25 to 60 minutes
after the opening of the market on 29 May 2012.
The first chapter of the thesis will provide theoretical background of local linear model
and its confidence interval will be derived. It is followed by the chapter where Monte
Carlo simulations are presented and finally in chapter 3, analysis based on real data is
discussed. The main results can be summarized as follows:
(a) From a functional approach, this thesis proposes a new correlation estimator that
is based on local linear model. The asymptotic properties of this estimator is
studied and the asymptotic confidence interval is thus derived.
(b) Although when implemented, smoothing spline is used to fit the price instead of
the local linear model, the performance of the proposed estimator in estimating
correlation of two stochastic processes with time-varying volatility where jumps
are included is in line with the best current diffusion estimator, the QMLE (the
performance is evaluated by bias and root mean square error of the estimation).
By implementing different values of tuning parameters in Monte Carlo simula-
tions, it is shown that the proposed method is fairly robust to reasonable change
in the tuning parameter for both time lag estimation and correlation estimation.
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(c) In real data analysis, stocks from energy and technology sector in S&P 500 are
studied by both the proposed method and the QMLE. It is shown that time lag up
to 20 minutes between individual stocks of the same sector is common. Moreover,
time lags are also present between the S&P 500 index and the sectoral index and




In this chapter, the setup of the proposed correlation estimator based on local linear
estimator will be provided in the first section without considering the lead-lag effects.
Details of the procedures for detecting lead-lag relationship is discussed in the next sec-
tion.
5.1 Model Setup
It is mentioned in the introduction that the efficient price of the stock k is approximated
by a piecewise linear function f such that:
pk(tki) = fk(tki)+ εki
where ε is the noise which is assumed to be serially and crossly independent such that:
E(εkiεp j) = 0 unless k = p and i = j. The time of the observed price is denoted by tki
for i = 1, ...nk. Without loss of generality, we assume that the function f has a range
between 0 and 1. Firstly, the non-synchronized price is fitted by a local linear model to
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achieve synchronized price and to filter the noise as well.











Thus with the estimated price at the mutual time τ j for j = 1, ...n which is equally
spaced, the estimated log return of the price is:
rˆk(τ j) = pˆk(τ j)− pˆk(τ j−1)
= fk(τ j)− fk(τ j−1)+ 12{ f
′′
k (τ j)− f
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where fk(τ j)− fk(τ j−1) is the true log return rk(τ j) for all j = 2, ...,n. Thus the esti-




















{( f2(τ j)− f2(τ j−1))( f ′′1 (τ j)− f
′′
1 (τ j−1))


























Kh(τ j− t1i)ε1i− 1p1(τ j−1)Kh(τ j−1− t1i)ε1i}
+op(h2+(nh)−1/2)




























































ε1i( f2(t1i)− f2(t1i+δ )),

























εki( fk(tki)− fk(tki+δ )).
By Taylor’s expansion, the inverse of σˆk can be write as:
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{2( f1(t2i)− f1(t2i+δ ))
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− 4ρ( f2(t2i)− f2(t2i+δ ))
σ21
}ε2i.
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2( f1(t2i)− f1(t2i+δ ))
σ1σ2
− 4ρ( f2(t2i)− f2(t2i+δ ))
σ21
}2.
Since ε1i and ε2 j are independent, Var(V1+V2) =Var(V1)+Var(V 2). Finally, by the-





1{2( f2(t1i)− f2(t1i+δ ))σ1σ2 −
4ρ( f1(t1i)− f1(t1i+δ ))
σ21
}2+∑n2i=1 ς22{2( f1(t2i)− f1(t2i+δ ))σ1σ2 −
4ρ( f2(t2i)− f2(t2i+δ ))
σ21
}2. This asymptotic normal distribution can help to derive the asymp-
totic confidence interval which is used later in this thesis.
5.2 Detecting lead-lag relationships
Some existing work studying the lead-lag relationship of times series by lagged corre-
lation can be found in World Wide Web ranking problems. [Wu et al.(2011), Sakurai
et al.(2005)] Wu et al.(2011) suggests that high frequency data, typically with sampling
interval less than 1 minute, reveals more about the lead-lag relationship than low fre-
quency data does. Thus, later in the simulation study, we will compare results with
sampling interval of 1 second, 5 second and 30 seconds. In this thesis, we follow the
same idea as in Wu et al.(2011) which is to compare the lagged correlations between
two time series and use the strongest lagged correlation to determine the lead-lag rela-
tionship. They also find that the lead-lag relationship in stock market is local effect such
that the leader’s position changes after a few seconds in average. Moreover, the lead-lag
effect is more obvious early in the trading day. Thus, it would be more reasonable to
detect the localized lead-lag relationship by using the trading price in the early part of
a trading day.
Suppose the part of trading price used in correlation estimation is controlled by a slid-
ing window of length w. We fix the window on series r˜1 starting from ts and slide the










Then the first maximum lagged correlation in the range is identified and the correspond-
ing time is taken as the time lag.
∆lag =
(
∆ ∈ [−w/2,w/2] such that ρˆ12(∆)> ρˆ12(υ),∀υ < ∆
and ρˆ12(∆)≥ ρˆ12(υ),∀υ > ∆
)
However, if such an scheme is implemented on two non-correlated time series, we will
still get a time lag but it will not be significant. In order to prevent such a situation, we
further implement a threshold scheme on the detection of time lag. With a threshold γ ,
the time lag is defined by:
∆γlag = ∆lag1{ρˆ12(∆lag)>γ}
In this design, by fixing the window on r˜1 or on r˜2 may result in different estimations.
Thus later in the simulation study, both methods are used and the difference is compared
to see if the method is robust to this change.
5.3 implementation
As smoothing spline is an equivalent method of local Kernel estimator, the proposed
method is implemented with smoothing spline instead of local linear estimator for the
sake of computation efficiency. Theoretical background of smoothing spline is provided
in the Appendix.
The two price processes are denoted by p1(ti) and p2(s j) with random trading time
ti and s j. Apart from non-synchronicity, price is also contaminated by microstructure
noise such as the bid-ask bounce effect and limited liquidity [Ait-Sahalia et al. (2012)].
The trading price is recorded by tick, i.e. by second, which results in multiple trading
prices recorded on a single tick. Generally, an average price for each tick is taken. Here,
trading prices recorded in the same tick is partitioned uniformly within the tick follow-
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ing their initial order. The bid-ask bounce effect can be ruled out as a sufficient level of
smoothness is imposed. Then a cubic smoothing spline function p˜k, k=1,2 is computed
to fit the trading price within a trading day. At this stage, the smoothing parameter λ has
an important influence on the smoothed price. It plays a similar role as the bandwidth
in Kernel smoothing. Although there are methods to determine the optimal smoothing
parameter, such as the generalized cross-validation, an optimal smoothing level should
be determined for this particular correlation estimator. Different λ values are used and
compared in the simulation studies.
After smoothing, predicted values can be taken from both processes at the same fixed
design points τi, i=1,...,n given by the smoothed curve p˜k(τi), k=1,2. For simplicity, the
designed points are taken equally spaced. Different lengths of time intervals between
any two designed points will lead to different sampling frequencies.
The performance of this proposed estimator is compared to other existing method in





In this chapter, results based on Monte Carlo simulations will be discussed. By simu-
lating price data in a realistic setting, it is shown in section 1 that the proposed method
performs well compared to one of the most up-to-date parametric methods, the QMLE
developed by Ait-Sahalia et al.(2010). In addition, in section 2, different values of
smoothing parameter and sampling frequency are implemented in the proposed model
to show its robustness.
6.1 Simulation design
The simulated price is generated from Heston Model, a stochastic volatility model that
is often used to simulate stock price. Heston Model is defined as:
dXit = σitdWit
dσ2it = κi(σi
2−σ2it )dt+ siσitdBit +σit−JVit dNit
where E(dWitdB jt) = δi jρidt and E(dW1tdW2t) = ρdt. This model is implemented with






The jump size introduced in volatility is modeled by JVt = exp(z) where z ∼ N(θi,µi)
and Nit is a Poisson process independent of the Brownian motions with intensity λi. Us-
ing this model, we can first generate N data points for both processes. However, at this
stage, it is well synchronized and without noise. In order to simulate data in a realistic
context with non-synchronicity, a number of randomly selected observations is deleted
from each process. The selection is simulated from Bernoulli trials with different prob-
ability for each process. Finally, i.i.d gaussian noise is added to both of the processes.
6.2 Comparison with QMLE
6.2.1 Review on QMLE
In order to introduce the Quasi Maximum Likelihood Estimator (QMLE), we will first
review the MLE, proposed by Ait-Sahalia et al. (2005). The price model is developed
under the assumption that the process satisfies:
dYt = σdWt .
with a constant volatility σ . Then the observations are contaminated by a microstructure
noise as
dY˜τi = dYτi + ετi.
τi is the time of observation and is assumed to be equally spaced, i.e. τi− τi−1 = δ for
i = 1, ...,n. Thus the log return of Yi is defined as:
ri = dY˜τi−dY˜τi−1.
By further assuming that the noise is i.i.d.Gaussian distributed and the log returns ri










Ω has the form
Ω=

σ2δ +2a2 −a2 0 . . . 0
−a2 σ2δ +2a2 −a2 . . .
0 −a2 σ2δ +2a2 . . . 0
... . . . . . . . . . −a2
0 . . . 0 −a2 σ2δ +2a2

where a is defined based on the assumption that Var(εi) = a2. Thus the maximizer σ of
the log likelihood function is the MLE of the volatility. Although the maximum likeli-
hood estimator is based on the assumption that the noise follows Gaussian distribution,
it is proven robust in the presence of other types of noise by Ait-Sahalia et al. (2005).
However, the most unrealistic assumption is to assume a constant volatility. It’s well
accepted by both academics and practitioners that the volatility of stock price is not
constant. That is why it is called a misspecified model.
Nevertheless, when Ait-Sahalia and Yu(2009) studied the performance of different es-
timators of integrated volatility by Monte Carlo simulations, MLE showed desired con-
vergence rate in the context of the time-varying stochastic volatility model. Integrated
volatility is defined as 1T
∫ T
0 σtdWt . This is not surprising as the integrated volatility
is a time average of the stochastic volatility process. Later, in Xiu(2010), it’s shown
theoretically that despite the fact that MLE is derived with the misspecified model, it
consistently estimates the integrated volatility at an optimal rate of convergence (n−4)
in the presence of microstructure noise. Moreover, in a recent paper by Ait-Sahalia et







It is also shown that together with the refresh time scheme which deals with non-
synchronicity, this modified QMLE actually has the optimal performance among most
of the best current estimators at that time.
The QMLE is chosen as a benchmark because of its optimal performance and the fact
that it does not require any tuning parameter. However, the analysis of the time lag is not
based on this QMLE because our estimator has a simple form of the confidence interval
and it’s computationally much less expensive for estimation with multiple lags. More-
over, by smoothing to different degree, it has the flexibility of analysing the macrostruc-
ture trend of the stock price movement as well as the tick-by-tick microstructure move-
ment.
6.2.2 Comparison of performance
The Heston model presented earlier in this Chapter is used in data generating process. In
this section, the performance of the proposed method will be compared to the improved
version of QMLE developed by Ait-Sahalia et al.(2010). The simulation is designed
based on a similar model used by Jacod et al. (2009) and a summary of the parameter
values is presented in table 6.1.
Asset Xi0 κi si σ2i ρi λi θi µi ai ρi
i = 1 log(100) 3 0.03 0.25 -0.3 12 -5 0.8 0.0003 0.6
i = 2 log(40) 2 0.02 0.09 -0.2 36 -6 1.2 0.0004 -
Table 6.1: Summary of parameter values in the Monte Carlo simulation
The results presented below in table 6.2 are based on three sets of simulations with
ρ = 0.8, ρ = 0.6 and another with ρ = 0.4. For each set, 1000 simulations are con-
ducted.
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ρ = 0.8 ρ = 0.6 ρ = 0.4
Mean RMSE Mean RMSE Mean RMSE
Smoothing (λ = 10−3) 0.79 0.02 0.59 0.04 0.40 0.04
Smoothing (λ = 10−4) 0.79 0.03 0.57 0.05 0.40 0.06
QMLE 0.76 0.04 0.57 0.04 0.38 0.03
Table 6.2: The window length is 2 hours for each estimation. For smoothing estimator, the
sampling frequency are set to be 1 second. The results are based on 1000 simulations.
As presented on the previous table 6.2, the proposed estimator performs well against
QMLE. Two values of the smoothing parameter are tested in the proposed method, i.e.
λ = 10−3 and λ = 10−4 and we keep the same sampling frequency that is used in
QMLE, i.e. SF = 1sec for all estimators. Here we didn’t test the set where λ = 10−5
which is tested for robustness later in next section, is because its optimal sampling is
different from the one used here. It can be seen that the proposed method has better per-
formance for higher value of correlation as it has both smaller bias and smaller RMSE
in the case where ρ = 0.8. Moreover, for smaller correlation, ρ = 0.4, although the
RMSE of the proposed method is slightly larger (0.04 compared to 0.03), it exhibits
smaller bias (0 compared to 0.02). As mentioned in Ait-Sahalia et al.(2010), QMLE
actually has the best performance among most of the current estimators, it can thus be
concluded that the proposed method also has desirable performance.
6.3 Tuning parameters
In this section, the performance of the proposed method with different sets of tuning
parameters will be compared to see if the proposed estimator is robust when there are
reasonable changes in tuning parameters’ values. Here, the bias and variance of not
only the correlation estimation but also that of the time lag will be shown. In addi-
tion to the previously described Heston Model, the simulated processes are designed to
have a 20 minutes’ time lag. Thus, by estimating the lagged correlation with different
time lags, the maximum lagged correlation will be treated as the true correlation. The
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corresponding time lag of the maximum lagged correlation will become the estimated
value of the time lag. The same method is used to detect the correct time lag and the
maximum correlation later with real data.
The main tuning parameters in the proposed method are the smoothing parameter, i.e. λ
and the sampling interval denoted by SF . Three values for each parameter are chosen.
In order to show the joint effect of the two parameters on the estimator, all combinations
of different values of λ and SF are included in the simulation. The analysis is based on
an observation window of fixed length w. One of the windows will be fixed on one of
the processes and for the other, the observation window slides with a maximum lag of
±w/2. For lower sampling frequency, to make the number of data included in the win-
dow stay the same, it requires more data generated from the process. For the purpose of
keeping the simulation in a realistic setting, the maximum duration generated is set to be
6.5 hours which is one trading day. Thus for the sake of fair comparison, the windowed
time for lower sampling frequency is moderately enlarged. For the highest sampling
frequency, every price per second, the windowed time is 1 hour which correspond to
the length maximum of 3600 data points while for the lowest sampling frequency, the
windowed time is 4 hours with a maximum of 1440 data points. Details of other basic
parameters in the simulation can be found in table 6.3.
Asset Xi0 κi si σ2i ρi λi θi µi ai ρi
i = 1 log(100) 3 0.3 0.09 -0.3 12 -5 0.8 0.003 0.6
i = 2 log(40) 2 0.2 0.16 -0.2 36 -6 1.2 0.001 -
Table 6.3: Summary of parameter values in the Monte Carlo simulation
λ ’s value ranges from 10−3 to 10−5. The smaller the λ is, the smoother the fitted curve
is. Here we attached two graphs of the smoothed price together with the original price
that correspond to λ = 10−3 and λ = 10−5. The smoothness is important not only to
the filtering of the noise but also to the scope of the analysis. When the tick-by-tick
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movement of price is of interest, it’s better to keep the degree of smoothing low. How-
ever, when the macro-trend of the price is the subject, a more smoothed curve will be
more suitable. Figure 6.1 shows the effect of fitting the sample price with different λ
values. For better comparison, the fitted curve is shifted downwards systematically. On
(a) λ = 10−3 (b) λ = 10−5
Figure 6.1: The smoothed price fitted by cubic smoothing spline with different λ values
the other hand, sampling interval ranges from 1 second to 10 seconds. In the literature,
sampling frequency used to serve as a tool to filter out the noise. The higher the sam-
pling frequency is, the smaller the noise compared to the true change of price. That’s
why we will also study the effect of different sampling frequencies on the proposed es-
timator. Table 6.4 shows the mean value and the root mean square error for each group
of parameters based on 1000 simulations.
Time Lag Correlation
Mean RMSE Mean RMSE
λ = 10−3 SF=1 sec 1200 0.04 0.58 0.05
SF=5 secs 240 0 0.57 0.04
SF=10 secs 120 0 0.57 0.04
λ = 10−4 SF=1 sec 1200 0.02 0.59 0.06
SF=5 secs 240 0 0.58 0.05
SF=10 secs 120 0 0.58 0.04
λ = 10−5 SF=1 sec 1200 0.86 0.60 0.08
SF=5 secs 240 0.04 0.59 0.06
SF=10 secs 120 0 0.59 0.04
Table 6.4: The simulated processes have a true correlation of 0.6 with 20 minutes time lag. The
windowed time is 1h for SF = 1, 2h for SF = 5 and 4h for SF = 10. The results are based on
1000 simulations.
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Results of the simulations show that the proposed method is fairly robust to the choice
of smoothing parameter λ and sampling frequency SF , i.e., the bias and variance of
different estimator do not vary much for different values of the two parameters. The bias
of the estimator can be seen from the estimated mean value. Since the true correlation
is 0.6 and our estimated mean value is from 5.7 to 6.0, the bias ranges from 0.3-0.
On the other hand, the Root Mean Square Error(RMSE) shows the variance of the
estimator which ranges from 0.04-0.08. For each group of of estimations with the same
smoothing parameter, as the sampling frequency decreases, the bias increases but the
RMSE decreases. This is reasonable since the noise level decreases with lower sampling
frequency which helps to reduce the estimation variance. However, since the number
of observations decreases naturally with lower sampling frequency, the bias increases.
It’s a trade-off between the bias and the sample variance. On the contrary, for the same
sampling frequency, as the smoothness increases, the bias decreases while the RMSE
increases. Thus, in order to achieve the optimal performance, one should combine
higher smoothness with lower sampling frequency or lower level of smoothness with
higher sampling frequency. For example, it would be wise to choose λ = 10−3 with
SF = 1 and λ = 10−5 with SF = 10. In figure 6.2 and figure 6.3, one sample lagged
correlations of each of the two sets of parameters’ values are presented.
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Figure 6.2: Lagged correlation estimated by smoothed price fitted by cubic smoothing spline
with λ = 10−3 and SF = 1
Figure 6.3: Lagged correlation estimated by smoothed price fitted by cubic smoothing spline




In this chapter, empirical results about the lead-lag relationship in stock market will
be presented. After the data description, time lag detected between stock prices and
between stock indices will both be discussed in details.
7.1 Data description
As suggested in Safvenblad(1997), lead-lag effect should theoretically be stronger for
strongly correlated stocks. Since stocks within the same sector tend to have strong
correlations, stocks from the energy sector and the technology sector in S&P 500 are
selected for analysis. These two sectors are the two biggest sectors in S&P 500 stocks.
The energy sector contains 45 stocks and the technology sector contains 49 stocks. The
high-frequency trading prices(by tick) of 29 May 2012 and 30 May 2012 are retrieved
from Bloomberg. Stocks in the two sectors are summarized in Table 7.1 and Table 7.2.
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Table 7.1: Summary of stocks in the energy sector in S&P 500 stocks
Code Name Code Name Code Name
COP ConocoPhillips NBL Noble Energy OKE Oneok
KMI Kinder Morgan WMB Williamss FTI FMC Technologies
DO Diamond Offshore Drilling APA Apacherp RRC Range Resourcesrp
SLB Schlumberger EQT EQTrp SWN Southwestern Energy
VLO Valero Energyrp WPX WPX Energy MUR Murphy Oilrp
MPC Marathon Petroleumrp RDC Rowans Plc PSX Phillips 66
NOV National Oilwell Varco HES Hessrp CHK Chesapeake Energyrp
COG Cabot Oil & Gasrp NE Noblerp EOG EOG Resources
NFX Newfield Exploration DVN Devon Energyrp QEP QEP Resources
DNR Denbury Resources XOM Exxon Mobilrp TSO Tesororp
APC Anadarko Petroleumrp SE Spectra Energyrp CVX Chevronrp
PXD Pioneer Natural Resources NBR Nabors Industries BHI Baker Hughes
ANR Alpha Natural Resources MRO Marathon Oilrp HP Helmerich & Payne
CAM Cameron Internationalrp HAL Halliburton BTU Peabody Energyrp
OXY Occidental Petroleumrp CNX Consol Energy SUN Sunoco
Table 7.2: Summary of stocks in the technology sector in S&P 500 stocks
Code Name Code Name Code Name
CA CA TDC Teradatarp LLTC Linear Technologyrp
EMC EMCrp NVDA NVIDIArp LXK Lexmark International
FISV Fiserv ADBE Adobe Systems WDC Western Digitalrp
ORCL Oraclerp PBI Pitney Bowes EA Electronic Arts
FSLR First Solar CTXS Citrix Systems AMAT Applied Materials
INTC Intelrp QCOM QUALCOMM MCHP Microchip Technology
XRX Xeroxrp CRM Salesforce MU Micron Technology
AAPL Apple ALTR Alterarp CSC Computer Sciencesrp
SNDK SanDiskrp KLAC KLA-Tencorrp IBM International Business Machinesrp
XLNX Xilinx BRCM Broadcomrp AMD Advanced Micro Devices
MSFT Microsoftrp TER Teradyne DNB Dun & Bradstreetrp
FIS Fidelity NFS CERN Cernerrp AKAM Akamai Technologies
RHT Red Hat NTAP NetApp HPQ Hewlett-Packard
INTU Intuit BMC BMC Software CTSH Cognizant Technology
ACN Accenture ADI Analog Devices NVLS Novellus Systems
ADSK Autodesk DELL Dell TXN Texas Instruments
LSI LSIrp
Prices of each stock from 9:30 am to 4:00 pm of each trading day are used for study as
we ignore the trading prices when market is closed.
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7.2 Empirical findings on individual stocks
The cross lagged correlations within each sector is first studied and the time lag is put
into a matrix called time lag matrix here. It is mentioned in section 1.2 that since the
observation window is fixed on one series and a sliding window is applied to the other,
the order of the two series matters. Therefore, different orderings are applied in the
analysis. For each row, if the time lag is positive at row i and column j, ith stock
leads the jth stock. That’s why that some part of the matrix is not symmetric due to
the different orderings just mentioned. The time lag estimated by the QMLE with all
49 stocks in technology sector is up to 15 minutes and figure 7.1 shows the estimated
time lag with 25 stocks out of 49 with the unite to be 1 second. In figure 7.2, a sample
estimated lagged correlation is presented with a optimal time lag of 3.1 minutes with a
lagged correlation of 0.42 while the correlation at time lag zero is 0.3. In order to see
how big the differences are between all estimated maximum lagged correlations and
the simultaneous correlations, we present the values of both in table 7.3 and table 7.4
together with the difference between them. The difference between the two estimated
correlations ranges from 0.001 to 0.98. Since the QMLE does not provide an estimation
of the confidence interval, the significance of the difference remains to be tested.
Figure 7.1: Results are estimated by QMLE based on prices of stocks in the technology sector
on 29 May. Each unit time lag in the matrix represents 1 seconds. A window of 2 hours’ time is
applied to the price.
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Figure 7.2: Lagged correlation plot with stock 5 and stock 19 in the matrix presented in figure
7.1. The lagged correlation at 3.1 minutes is 0.42 compared to the simultaneous correlation of
0.3.
Stocks’ number Simultaneous Corr. Opt. Lagged Corr. Difference
( 25 , 7 ) 0.13 0.36 0.23
( 7 , 17 ) 0.11 0.32 0.21
( 7 , 14 ) 0.13 0.33 0.20
( 18 , 13 ) 0.07 0.26 0.20
( 7 , 3 ) 0.15 0.33 0.19
( 7 , 23 ) 0.11 0.29 0.18
( 7 , 20 ) 0.22 0.39 0.17
( 7 , 15 ) 0.18 0.35 0.17
( 4 , 11 ) 0.28 0.45 0.17
( 17 , 7 ) 0.11 0.27 0.16
( 14 , 7 ) 0.13 0.29 0.16
( 4 , 5 ) 0.17 0.33 0.16
( 20 , 7 ) 0.22 0.37 0.16
( 21 , 25 ) 0.17 0.31 0.15
( 5 , 4 ) 0.17 0.31 0.15
( 7 , 21 ) 0.16 0.30 0.15
( 3 , 7 ) 0.15 0.29 0.15
( 11 , 4 ) 0.28 0.43 0.15
( 7 , 25 ) 0.13 0.27 0.15
( 24 , 7 ) 0.13 0.27 0.14
Table 7.3: The table shows 15 selected pair-wise simultaneous correlations and the maximum
lagged correlations estimated by QMLE among the same stocks presented in figure 7.1. These
pairs of stocks are with the greatest difference between the maximum lagged correlations and
the simultaneous correlations.
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Coordinates Simultaneous Corr. Opt. Lagged Corr. Difference
( 8 , 2 ) 0.24 0.25 0.006
( 12 , 14 ) 0.34 0.35 0.006
( 14 , 25 ) 0.3 0.31 0.005
( 6 , 9 ) 0.41 0.41 0.005
( 8 , 13 ) 0.15 0.15 0.005
( 1 , 4 ) 0.43 0.43 0.005
( 12 , 7 ) 0.32 0.32 0.005
( 11 , 17 ) 0.37 0.37 0.004
( 14 , 16 ) 0.34 0.34 0.004
( 23 , 4 ) 0.3 0.3 0.004
( 1 , 13 ) 0.19 0.19 0.003
( 19 , 8 ) 0.3 0.3 0.002
( 19 , 10 ) 0.55 0.55 0.002
( 5 , 13 ) 0.21 0.21 0.002
( 4 , 13 ) 0.41 0.41 0.002
( 16 , 14 ) 0.34 0.34 0.001
( 24 , 6 ) 0.51 0.51 0.001
( 1 , 22 ) 0.44 0.44 0.001
( 6 , 24 ) 0.51 0.51 0.001
( 12 , 15 ) 0.33 0.33 0.000
Table 7.4: The table shows 15 selected pair-wise simultaneous correlations and the maximum
lagged correlations estimated by QMLE among the same stocks presented in figure 7.1. These
pairs of stocks are with the smallest difference between the maximum lagged correlations and
the simultaneous correlations.
The time lags for stocks in technology sector are also estimated by the proposed method
with λ = 10−3 and sample of price taken every second. The results are presented in
table 7.5. Here only time lags that are proven significant, i.e. the lower bound of the
confidence interval at the maximum lagged correlation is larger the upper bound of the
confidence interval at the simultaneous correlation, are include. That is why there is a
smaller number of stocks which are shown to have significant time lag. The maximum
lagged correlations are bigger than the simultaneous correlations by an amount up to
0.17 with mean value 0.09. A sample lagged correlation is shown in figure 7.3. Another
set of parameters is also applied to the proposed estimator which has λ = 10−5 and
sample of price taken every 10 second. The results are shown in table 7.6. In this
case, the number of time lags shown significant is much smaller due to the reduction of
sample size by 9/10.
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Coordinates Time Lag Simultaneous Corr. Opt. Lagged Corr. Difference
( 5, 19) 305 0.24 0.33 0.09
( 5, 38) 1165 0.20 0.33 0.13
( 10, 4) 8 0.24 0.32 0.08
( 11, 42) 9 0.23 0.32 0.09
( 17, 12) 9 0.31 0.38 0.07
( 18, 12) 9 0.31 0.37 0.07
( 18, 42) 9 0.26 0.34 0.08
( 20, 42) 8 0.36 0.43 0.08
( 30, 1) 416 0.13 0.31 0.17
( 37, 12) 13 0.27 0.37 0.10
( 37, 26) 317 0.20 0.31 0.11
( 39, 41) 777 0.23 0.31 0.08
( 43, 12) 8 0.44 0.53 0.10
Table 7.5: The table shows all pair-wise lagged correlations estimated by the proposed method
that are significantly larger than the simultaneous correlations among all stocks in technology
sector. The estimator is implemented with λ = 10−3, price window of one hour and sample
taken every second.
Figure 7.3: Lagged correlation plot with stock 5 and stock 19. The lagged correlation at 6.9
minutes is 0.31 compared to the simultaneous correlation of 0.13.
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Coordinates Time Lag Simultaneous Corr. Opt. Lagged Corr. Difference
( 9, 7) 2 0.26 0.36 0.11
( 14, 32) 2 0.42 0.50 0.08
( 16, 7) 3 0.32 0.42 0.10
( 43, 7) 2 0.32 0.44 0.12
( 43, 12) 2 0.56 0.63 0.07
Table 7.6: The table shows all pair-wise lagged correlations estimated by the proposed method
that are significantly larger than the simultaneous correlations among all stocks in technology
sector. The estimator is implemented with λ = 10−5, price window of one hour and sample
taken every 10 second.
In Energy sector, similar results are found. The time lag in seconds of 25 stocks in
energy sector estimated by QMLE is shown in figure 7.4 with a sample of the lagged
correlation between stock 24 and stock 29 shown in figure 7.5. The differences between
the lagged correlations and the simultaneous correlations estimated by QMLE are pre-
sented in table 7.7 for 20 pairs with the largest difference and table 7.8 for another 20
pairs with the smallest difference.
Figure 7.4: Results are estimated by QMLE based on prices of stocks in the Energy sector on
29 May. Each unit time lag in the matrix represents 1 seconds. A window of 2 hours’ time is
applied to the price.
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Figure 7.5: Lagged correlation plot with stock 24 and stock 29 in the matrix presented in figure
7.1. The lagged correlation at 5 minutes is 0.46 compared to the simultaneous correlation of
0.055.
Stocks’ number Simultaneous Corr. Opt. Lagged Corr. Difference
( 29 , 41 ) -0.05 0.93 0.98
( 41 , 29 ) -0.05 0.64 0.70
( 31 , 29 ) -0.11 0.47 0.58
( 29 , 31 ) -0.11 0.40 0.51
( 24 , 29 ) 0.05 0.47 0.42
( 29 , 24 ) 0.05 0.46 0.41
( 29 , 43 ) 0.24 0.61 0.37
( 35 , 29 ) 0.26 0.58 0.32
( 29 , 35 ) 0.26 0.57 0.31
( 29 , 26 ) 0.24 0.53 0.29
( 26 , 29 ) 0.24 0.49 0.25
( 44 , 29 ) 0.23 0.46 0.23
( 42 , 29 ) 0.30 0.50 0.20
( 23 , 29 ) 0.22 0.40 0.18
( 43 , 42 ) 0.17 0.34 0.17
( 30 , 29 ) 0.20 0.36 0.16
( 29 , 32 ) 0.25 0.40 0.16
( 29 , 34 ) 0.41 0.56 0.15
( 29 , 44 ) 0.23 0.37 0.15
( 29 , 22 ) 0.29 0.43 0.14
Table 7.7: The table shows 15 selected pair-wise simultaneous correlations and the maximum
lagged correlations estimated by QMLE among the same stocks presented in figure 7.4. These
pairs of stocks are with the greatest difference between the maximum lagged correlations and
the simultaneous correlations.
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Coordinates Simultaneous Corr. Opt. Lagged Corr. Difference
( 25 , 31 ) 0.36 0.38 0.02
( 27 , 29 ) 0.40 0.42 0.02
( 24 , 43 ) 0.27 0.29 0.02
( 35 , 43 ) 0.32 0.33 0.02
( 38 , 29 ) 0.35 0.37 0.02
( 26 , 35 ) 0.33 0.35 0.02
( 44 , 31 ) 0.44 0.45 0.02
( 31 , 25 ) 0.36 0.38 0.02
( 35 , 26 ) 0.33 0.34 0.01
( 25 , 21 ) 0.17 0.19 0.01
( 21 , 25 ) 0.17 0.19 0.01
( 25 , 29 ) 0.34 0.35 0.01
( 43 , 22 ) 0.34 0.35 0.01
( 28 , 25 ) 0.33 0.34 0.01
( 22 , 43 ) 0.34 0.35 0.01
( 35 , 28 ) 0.38 0.39 0.01
( 31 , 44 ) 0.44 0.44 0.01
( 31 , 35 ) 0.31 0.31 0.01
( 45 , 28 ) 0.44 0.45 0.003
( 38 , 43 ) 0.32 0.32 0.001
Table 7.8: The table shows 15 selected pair-wise simultaneous correlations and the maximum
lagged correlations estimated by QMLE among the same stocks presented in figure 7.4. These
pairs of stocks are with the smallest difference between the maximum lagged correlations and
the simultaneous correlations.
Similarly, the proposed method is also used to analyse stocks from energy sector. The
time lags, the lagged correlations and the simultaneous correlations that proven signif-
icantly different from the lagged correlation by the proposed method among all stocks
in energy sector are presented in table 7.9. As before, a sample lagged correlations
between stock 5 and stock 3 are shown in figure 7.6. These results are estimated by the
proposed method with λ = 10−3 and price sample taken every second. No significant
time lag is proven when λ = 10−5 and price sample taken every 10 seconds is applied
again due to the sample size reduction.
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Coordinates Time Lag Simultaneous Corr. Opt. Lagged Corr. Difference
( 5, 3) 7 0.26 0.32 0.06
( 5, 6) 6 0.40 0.46 0.06
( 12, 26) 8 0.24 0.31 0.06
( 18, 3) 7 0.25 0.32 0.07
( 24, 26) 6 0.29 0.35 0.06
( 32, 6) 7 0.31 0.39 0.08
( 32, 10) 4 0.52 0.57 0.05
( 32, 14) 5 0.54 0.61 0.07
( 32, 16) 4 0.50 0.55 0.05
( 32, 18) 4 0.53 0.58 0.05
( 32, 26) 5 0.38 0.44 0.06
( 32, 30) 5 0.47 0.54 0.06
( 32, 33) 5 0.59 0.64 0.05
( 32, 35) 5 0.47 0.52 0.05
( 36, 3) 10 0.25 0.33 0.08
( 36, 6) 7 0.36 0.42 0.06
( 36, 28) 7 0.29 0.35 0.06
( 37, 3) 7 0.25 0.32 0.07
( 40, 6) 8 0.26 0.33 0.07
( 44, 3) 10 0.15 0.38 0.23
Table 7.9: The table shows all pair-wise lagged correlations estimated by the proposed method
that are significantly larger than the simultaneous correlations within energy sector
Figure 7.6: Results are based on prices of stocks in the energy sector on 29 May. λ = 10−3 and
SF = 1 secs are applied to the estimator with a window of 2 hours’ time.
A simple criterion is used to group the leaders and the followers: if sum of the ith
row substracts that of the ith column of time lag matrix is positive, then ith stock is
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a leader. If the difference is negative, it is a follower. Thus stocks are grouped as
leaders, followers or non of them. In order to see if there is any pattern, a summary of
leaders/laggers estimated by QMLE is provided in table 7.10 and table 7.11 shows the
statistics of leaders/laggers estimated by the proposed method where the average market
capital and average trading volume of each group are compared. It is worth mentioning
that the trading volume is measured by the turn over which is the ratio between traded
market shares and the firm’s total outstanding shares instead of simply traded shares.
This is because the total traded shares of a stock is positively correlated to the firm’s
market capital [Chordia and Swaminathan (2000)]. The patterns that are shown in Lo
and MacKinlay(1990) and Chordia and Swaminathan (2000) are both present here. The
leader’s group has both higher market capital value and higher trading volume compared
to the follower’s group. This is reasonable as larger firms have more influence on the
market and with more trading volume, their price adjusts faster to its expected value.
Market capital Trading volume
Leader Follower Leader Follower
Energy 25845 14981 0.028 0.024
Technology 67226 20977 0.024 0.022
Combined 40624 16980 0.026 0.024
Table 7.10: Summary of leaders and followers estimated by QMLE. The combined group’s
market capital and trading volume are calculated based on all stocks in the two sectors.
Market capital Trading volume
Leader Follower Leader Follower
Energy 36214 14726 0.027 0.024
Technology 67919 5930 0.032 0.029
Combined 41287 13035 0.028 0.026
Table 7.11: Summary of leaders and followers estimated by the proposed method. The combined
group’s market capital and trading volume are calculated based on all stocks in the two sectors.
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7.3 Empirical findings on stock indices
In this section, lead-lag relationships between stock indices are studied. This is moti-
vated by the fact that stock indecies are more informative than individual stock prices.
Since stock index is a weighted average of individual stocks, it also reduces the non-
trading problem of individual stocks. Thus, it is expected that there will be stronger
lead-lag effect between the sectoral index and the market index [Safvenblad(1997)].
The two sectoral indices (energy and technology) are computed based on a weighted
average of the individual stock prices and the weight is proportional to the market cap-
italization of the firm. These sectoral indices are updated every second. The index of
S&P 500 is obtained from Bloomberg, updated every 5 seconds.
As the smoothing spline is used, the macro-trend of the indices’ prices can also be
analysed by the proposed estimator when a higher level of smoothness is applied. Figure
7.7(a) shows the smoothed version of the two indices. It can be seen that the first down
turn of the red curve which is the price of the index of energy sector happened around
20 minutes later than the blue curve of the S&P 500 index. This lag is also confirmed
by the estimator when a high level of smoothness is applied(λ = 10−7).
Similar results can be found for the index of technology sector and it is also shown
to lead the market index by 3 to 5 seconds during the first hour after the market opens.
The lagged correlation is again studied with two levels of smoothness. The lagged
correlation with SF = 1 and λ = 10−3 is shown in figure 7.8(a) and the other with
SF = 5 and λ = 10−5 is shown in figure 7.8(b).
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(a) S&P 500 index and he index of energy sector
(b) Time lag = 20 minutes with λ = 10−7
Figure 7.7: The smoothed S&P 500 index and the index of energy sector are presented in figure
7.7(a) which is of 29 May 2012. λ = 10−7 and SF = 5 secs are applied to the proposed estimator
with a window of 1 hour’s time. The estimated time lag is 20 minutes
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(a) Time lag = 3 seconds with SF = 1 and λ = 10−3
(b) Time lag = 5 seconds with SF = 5 and λ = 10−5
Figure 7.8: λ = 10−3 and SF = 1 secs are applied to the proposed method with a window of 1





Although simultaneous correlation is popular in litteratur, the lead-lag relationship be-
tween prices of stocks with a lag up to 30 minutes, is shown to be a frequent phe-
nomenon. This finding is based on estimations of multiple lagged correlations. The
maximum lagged correlation that goes beyond a certain threshold within the period is
considered as the true correlation and the corresponding lag is used to estimate the true
time lag. In the analysis of real data, stocks of the energy and technology sectors in
S&P 500 are within the scope. In order to see if there is a pattern associated with the
leaders or the followers in the market, the market capitalization and the trading vol-
ume of each group are compared. The results show consistent patterns with previous
findings: big firms tend to lead small ones and stocks with high trading volume tend
to lead those which are less liquid. In addition, the lead-lag relationship between stock
indices is also investigated. The energy and technology sectors are both shown to lead
the market index. Moreover, a lag of 20 minutes observed in the macro-trend of the
market index and that of the energy sector is also confirmed by the estimation when a
higher level of smoothness is imposed on the fitted curve of the price. These results
make the simultaneous correlation debatable as the only representative of correlation.
When time lag exists, the simultaneous correlation will be weakened, which will result
in underestimation of the true correlation. Many issues about the impact of dependence
lag on portfolio management remains to be investigated.
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The correlation estimator in this thesis is based on a functional approach which assumes
that the true price is piecewise smooth function. This method has the advantage of re-
flecting the trend of the price movement which is believed to be most informative rather
than the tick-by-tick movement. The asymptotic confidence interval of the proposed
estimator is also derived. Thus, the log returns of the prices could be easily analysed
to get the sample correlation, or the realized correlation. It is also benchmarked against
one of the popular estimators, the QMLE, in Monte Carlo simulations and the results
showed that the new estimator is as efficient as QMLE in estimating correlations even
in the presence of noise and non-synchronicity. In addition, the proposed estimator is
shown to be robust to small changes of parameters’ values. Moreover, it has the flexi-
bility of analysing the price data with different degrees of smoothness to facilitate the
investigation of correlation of both macro-trend and tick-by-tick changes in price.
In summary, this thesis shows that the simultaneous correlation may not be the right
way to quantify correlations between financial time series as time lag exists in many
cases. The discovery of leaders and followers in the market does help to understand
better how information flows in the market and to find out why the lag exists. In the
future, the scope of the analysis could be extended to longer periods to see if the lead-lag
relationship can be used for predictions.
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Appendix A
Proofs of Theorem 4 in the first part
We are going to give the proofs of the main result from chapter 1.2. Recall Condition
1 and Theorem 2 defined in Chapter 1.2.Denote (Xi−xhn )





Proof of Theorem 2:























u jK(u) f (x+uhn)du
= f (x)u j +O(hn)
Thus as hn→ 0, E{Sn, j}→ u j f (x) at all continuity point of f (x).













( f (x)v2 j +o(1))
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Thus we have var{Di, j} = O(1/hn). Since Kh is bounded with compact support, sup |
u jK(u) | and sup | u2 jK(u)2 | are bounded for all j fixed.Ω denotes the support of K and
C is used to denote a generic constant.
| cov{D1, j,D1+l, j} | = | E{D1, jD1+l, j}−E{D1, j}E{D1+l, j} |
















+2sup | u jK(u) |
≤ M(sup |u jK(u)|)2+2sup | u jK(u) |
≤ C
Let dn be a sequence of constant such that dnhn→ 0. We partition the∑ni=1 | cov(D1, j,D1+l, j) |
into two parts, J1 = ∑dni=1 | Cov(D1, j,D1+l, j) | and J2 = ∑ni=dn | Cov(D1, j,D1+l, j) |.
Therefor, J1≤ dnC= o(1/hn). For ρ-mixing process, we also have |Cov{D1, j,D1+l, j} |≤
ρ(l)var{D(1, j)}. By (iii) of Condition 1, we have J2 ≤ var{D(1, j)}∑∞j=dn ρ( j) =
o(1/hn). For strong mixing process, by Davydov’s lemma, we have















Thus J2 ≤ Dh2/δ−2∑∞l=dn[α(l)]1−2/δ ≤ Dh2/δ−2d−an ∑∞l=dn la[α(l)]1−2/δ = o(1/hn) by
taking h1−2/δdan = 1
Now, by the fact that






(1− l/n)cov(D1, j,D1+l, j)
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we have nhnvar{sn, j}→ f (x)v2 j. By definition of Sn and S, we have Sn→ f (x)S.
The proof of Theorem 3 is very similar to that of Theorem 2. In order to show the joint












where C(u)=∑pj=0 c ju
jK(u) and Ch(u)=C(u/h)/h. We also denote σ2(x)= var{Y |X =
x}
By similar arguments as before we could show that at any continuity point of σ2 f we
have















we could derive that nhnvar{Qn}→ σ2(x) f (x)
∫
C2(u)du. By definition of t∗n and S˜, we
have nhnvar{t∗n}→σ2(x) f (x)S˜. Therefore, it remains for us to show hn∑n−1l=1 |cov(Z1,Zl+1)|=
o(1). As before, we will partition the sum into two parts, J1 =∑dni=1 |Cov(Z1,Zl+1) | and
J2 = ∑ni=dn |Cov(Z1,Zl+1) | where dn is a sequence of constant such that dnhn→ 0 .It
follows the same arguments as long as if we can show J1 = o(1/hn) and J2 = o(1/hn).
Since m(X j) is bounded in the neighborhood of X j ∈ [x− hn,x+ hn], Let’s denote
B = supX1∈[x−hn,x+hn] |m(X)| , supX1∈x±h E{(|Y1|+B)|X1} = supu∈[x−hn,x+hn]E{(|Y1|+
B)|X1 = u} and similar for its higher conditional moments. Thus we have
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It follows that J1 ≤ dnC = o(1/hn) and similarly as for theorem 2, we have J2 ≤
var{D(1, j)}∑∞j=dn ρ( j) = o(1/hn) for ρ-mixing process. In order to establish simi-
lar result for strong mixing process, it remains to show that E|Z1|δ ≤ O(h−δ+1).










Thus by similar arguments, we could show J2 = o(1/hn) and it follows that nhncov(t∗n)→
f (x)σ2(x)S.
The main result showed in Theorem 4 is based on the asymptotic normality of Qn which
is defined as before, any linear combination t∗n . Therefore, we will first show that
Lemma 1. Under same conditions as Theorem 4, we have tha following asymptotic
normality as n→ ∞:
√
nhnQn→D N(0,θ 2(x))
at continuity points of σ2 f where θ 2(x) = f (x)σ2(x)
∫
C2(u)du
To show this lemma, we will make use of the famous Lindeberg-Feller’s theorem (pre-
sented at the end).
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Proof:
The proof of this lemma us the small-block and large-block argument. Partition the set
1, ...n into 2k+1 subsets with large blocks of size rn = r and small block of size sn = s.












and by theorem 3,



























































E{η2j I{|η j| ≥ εθ(x)
√
n}}→ 0 (A.5)
For every ε > 0, (A.2) implies that Q′2 and Q
′
3 are asymptotically negligible, (A.3) im-
plies that the summands {η j} in Q′1 are asymptotically independent and finally (A.4)(A.5)
are the standard Lindeberg-Feller conditions for asymptotic normality of Q′1. Expres-
sions (A.2)-(A.5) entail the following asymptotic normality:
√
nhnQn→D N(0,θ 2(x))
Now we concentrate on showing (A.2)-(A.5) for strong mixing process and the differ-
ence for ρ mixing process is mentioned.




for ρ mixing process, qn(n/hn)1/2ρ(sn)→ 0. Define the large block size rn by rn =
b(nhn)1/2/qnc. Then it can easily be showed that , as n→ ∞,
sn/rn→ 0, rn/n→ 0, rn/(nhn)→ 0





















Now we will show that F1 = o(n) and F2 = o(n). Since snkn/n ≤ sn/(rn + sn)) ≤
sn/rn→ 0, we have F1 = O(knsn) = o(n). For F2, let’s denote m j = j(r+ s)+ r. Since

































Thus |F2| ≤ 2n∑n−1j=r |cov(Zn,0,Zn, j)| = o(n). Thus Expression (A.2) is showed. For





















Equation (A.3) is then proven. By applying lemma 2(presented at the end) with Vj =
exp(itη j) we have,




Now we will show (A.4) by the fact that sn/rn→ 0.













θ 2(x)→ θ 2(x)
It remains to establish (A.5). We employ a truncation argument as follows. Let aL(y) =
yI{|y| ≤L}, where L is a fixed truncation point. Correspondingly let mL(x)=E{aL(Yi)|Xi =
x} and


















Using the fact that C(·) is bounded (since K is bounded with compact support), we have
|ZLn,i| ≤C/h1/2n
. for some constant C. This entails that max0≤ j≤k−1 |ηLj |/
√
n≤C/√nhn→ 0, thus the
set {|η j| ≥ εθ(x)√n} is empty when n goes to infinity. Consequently, we have that
√
nhnQLn(x)→ N(0,θ 2L)




In fact Q˜Ln(x) has exactly the same structure as Qn(x) except Yi is replaced by YiI|Yi|>L.
Since by condition 4, σ2L(x) = var(Y I|Y |>L|X = x) < ∞ thus by dominant convergence
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n(x)}= σ2L(x) f (x)
∫
C2(x)dx→ 0












nhnQ˜Ln(x))−1|}+ |exp(−t2θ 2L(x)/2))− exp(−t2θ 2(x)/2)|
→ 0 as n→ ∞ then L→ ∞
The inequality is derived by using expi(a+b) ≤ expi(a)−expi(b)+1 which is a rearrange-
ment of (expi(a)+1)(expi(b)−1)≤ 0.
Theorem 6. (Lindeberg’s CLT) Let {Xn j, j = 1, ...,kn} be independent random vari-
ables with 0<σ2n = var{∑knj=1 Xn j}<∞, n= 1,2, ... and kn→∞ as n→∞. If∑knj=1 E{(Xn j−






(Xn j−E{Xn j)→L N(0,1)
Lemma 2. (Volkonskii & Rozanov, 1959) Let V1, ...,VL be strongly mixing random vari-
ables measurable with respect to the σ -algebra F j1i1 , ...,F
jL
iL respectively with 1 ≤ i1 <














In this chapter, the theoretical backgrounds of the smoothing spline will be provided.
Smoothing spline is one of the standard approaches in non-parametric regression. The
key idea is to fit the sample data with piecewise function that selected from a basis while
keeping a desired level of smoothness. A natural candidate of the function pool would
be polynomials. The spline function is the smoothest class of polynomials that keeps the
piecewise structure.In most of the non-parametric regressions, squared residual would
be the measure of the goodness-of-fit which is ∑ni=1( f (ti)− yi)2 for n observations and
the smoothness of the curve can be controlled by the integration of the mth order deriva-
tive which can be expressed as
∫ b
a f
(m)(t)2dt for a function defined on the interval [a,b].












It takes into account both the goodness-of-fit and the smoothness. The parameter λ con-
trols the balance between the goodness-of-fit and the smoothness. As λ goes to zero,
the premium is placed on smoothness, thus the optimal function f will has an order up
to (m-1); on the contrary, if λ approaches to 1, then f will be passing through all the
sample data. Figure B.1 shows different fitting results with different values of λ .
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Figure B.1: The graph shows three lines fitted with smoothing cubic spline which has λ =
10−4(green,-.),λ = 10−2(red,–),λ = 1(black) respectively.
One advantage of the smoothing spline is that it has a closed form solution. In order to
derive it, it’s better to start with some good properties of spline functions. The class of
spline family belongs to the piecewise polynomial function family. Different pieces are
joined together at the knots. In addition, as a whole, it has continuous derivatives up to
a certain order. Compared to the local polynomial method discussed in the first part of
the thesis, spline inherits the localized property while extending the global integrity of
the fitted curve. The formal definition of spline if:











where θ0, ...θr−1,η1, ...ηk are the coefficients.
The spline function defined in this form have the following properties:
(a) s is a polynomial of order at most r in each interval defined by [ξ j,ξ j+1).
(b) s has at most r−2 continuous derivatives.
(c) the r−1 derivative of s has jumps at ξ1,ξ2...ξk.
The functional space that contains all spline functions of order r and with knots at
ξ1,ξ2...ξk is denoted byS r(ξ1, ...ξk). Since t j and (t−ξ j)r−1+ are linearly independent,
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the spaceS r(ξ1, ...ξk) has a finite dimension of k+r. A natural spline function of order
r = 2m and k knots defined same as before is a spline function which further satisfies
that s is a polynomial of order m outside [ξ1,ξn]. Hence the natural spline space of
order 2m and with n knots, denoted by NS 2m(t1, ...tn) is a subspace of S r(ξ1, ...ξk)
and the dimension contracts to n as θm = ...θ2m−1 = 0. Thus a basis of dimension n
can be constructed. The following lemma [Lyche and Schumaker (1973)] states some
important properties about natural spline.
Definition 6. Sobolev space of order m, W m2 [0,1] is a functional space when ∀µ ∈
W m2 [0,1], µ
j is absolutely continuous, for j = 0, ...m−1 and µm ∈ L2[01].
Lemma 3. Let x1, ...,xn be a basis for NS 2m(t1, ...tn). Then there are coefficients









ηi j(t− ti)2m−1+ . (B.2)
If f ∈W m2 [0,1], Sobolev space of order m and s(t) = ∑nj=1 b jx j(t), then
∫ 1
0








b jηi j. (B.3)
Proof:
Equation B.2 is equivalent to saying that NS 2m(t1, ...tn) is a subspace ofS r(ξ1, ...ξk).
Only equation B.3 remains to be shown. Since the last property of natural spline func-




















































































The last step is based on the fact that x2m−1j (t) = (2m−1)!∑ni=1ηi j = 0 at tn. The next
lemma stats a key property about the natural spline.
Lemma 4. [Eubank(1999)] Let x1, ...,xn be a basis of NS 2mt1,...tn with an associated
design matrix X = {x j(ti)}i, j=1:n and let a = (a1, ...,an)T be a specific vector of con-
stants. If n ≥ m and let Jm( f ) be the smooth condition
∫ 1
0 f
(m)(t)2, it can be shown
that the unique minimizer of Jm( f ) over all W m2 [0,1] that satisfies f (ti) = ai,i=1:n is
f = ∑nj=1 b jx j, where b is the unique solution to Xc = a. In addition, X is of full rank.
Proof:
First, it’s shown that X is of full rank which is equivalent to showing that Xc = 0 if and
only if c = 0.
Suppose we have function s associate with any c such that Xc = 0, then s = ∑nj=1 c jx j




which entails that s is a polynomial of order less than m. Since s is zeros at n ≥ m
points, s = ∑nj=1 c jx j has to be the zero function. As x j are linearly independent, we
have c = 0.
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It remains to be shown that f = ∑nj=1 b jx j is the minimizer of Jm( f ). Suppose g ∈




s(m)(t)(g(m)(t)− s(m)(t))dt+ Jm(g− s).
According to lemma 3,
∫ 1
0 s
(m)(t)(g(m)(t)− s(m)(t))dt = 0. Thus Jm(g) ≥ Jm(s) and it
takes equal sign only when Jm(g− s) = 0. Following the same argument as previously
that shows s = ∑nj=1 c jx j = 0, we have g≡ s
Now we are ready to give the closed form of the smoothing spline estimator.
Theorem 7 (Eubank(1988)). Let x1,x2, ...xn be a basis for the set of natural splines of
order 2m with knots at t1, t2, ..., tn and define X = {x j(ti)}i, j=1:n. Then, if n ≥ m, the
unique minimizer of B.1 is µλ = ∑nj=1 bλ jx j where bλ = (bλ1, ...bλn)T is the unique
solution with respect to c = (c1, ...cn)T of the equation:
(XT X +nλΩ)c = XT y, (B.4)











According to lemma 4, for any function f ∈W m2 [0,1], B.1 will be reduced if we replace
f with a natural spline function s such that s(ti)= f (ti) at all the design points. Thus, B.1
only needs to be minimized over all natural spline functions which gives the equation
B.4 . Moreover, since Jm(s) = cTΩc ≥ 0 for all c, Ω is positively defined. Based on
lemma 4, X is of full rank. Thus, the solution to B.4 is unique. We could also write the
fitted value as:





For large sample properties, a general smoothing spline of order 2m can attain an op-
timal rate of convergence of order n−2m/(2m−1) when the true function lies in W m2 [0,1]
[Cox(1983)]. In practice, a smoothing spline rarely goes beyond order 3, which is called
a smoothing cubic spline which is used in the real data analysis presented in chapter 3
and chapter 4.
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