The performance of model-based leak detection and localization techniques heavily depends on the configuration of a limited number of sensors. This paper presents a sensor placement optimization strategy that guarantees sufficient diagnosability while satisfying the budget constraint. Based on the theory of compressed sensing, the leak localization problem could be transformed into acquiring the sparse leak-induced demands from the available measurements, and the average mutual coherence is devised as a diagnosability criterion for evaluating whether the measurements contain enough information for identifying the potential leaks. The optimal sensor placement problem is then reformulated as a {0, 1} quadratic knapsack problem, seeking an optimal sensor placement scheme by minimizing the average mutual coherence to maximize the degree of diagnosability. To effectively handle the complicated real-life water distribution networks, a validated binary version of artificial bee colony algorithm enhanced by genetic operators, including crossover and swap, is introduced to solve the binary knapsack problem. The proposed strategy is illustrated and validated through a real-life water distribution network with synthetically generated field data.
INTRODUCTION
Water loss management is one of the most significant issues facing urban water utilities around the world. According to the World Bank study (Kingdom et It is obvious that the location of pressure instrumentations is crucial to provide good quality information for optimizing the performance of different management tasks.
Many studies have been conducted for optimal sensor placement, driven by the need for model calibration, network segmentation and leak localization respectively. To put it simply, the optimal sensor placement can be regarded as a multi-objective optimization problem that selectively balances the need for improving the performance with the need to justify the expense of data collection (including metering, installation and maintenance costs). For model calibration, the overall performance is evaluated by the estimation or prediction accuracy, quantified by three most often adopted indexes, the so-called A, D and V-optimality criteria (Savic et al. ) , or combined (Kang & Lansey ) . The A-and D-optimality are concerned with the estimated parameter uncertainty, aimed at either minimizing the trace or maximizing the determinant of the parameter covariance matrix, while the V-optimality is concerned with the prediction uncertainty, aimed at minimizing the trace of the prediction covariance matrix. For network segmentation, the sampling-oriented modularity (Simone et al. ) is employed as a segmentation metric to gain better 'pressure This paper formulates the leak localization problem as a FDI problem with underdetermined linear equations, and adopts a diagnosability criterion to guide the sensor placement optimization so that leaks can be located. By maximizing the diagnosability using an enhanced binary artificial bee colony (ABC) algorithm, a quasi-optimal sensor placement can be guaranteed. The proposed sensor placement optimization approach is illustrated through a real-life network with synthetically generated field data.
DIAGNOSABILITY CRITERION AND OPTIMAL SENSOR PLACEMENT
In this section, a compressed sensing based diagnosability criterion is adopted to guide the sensor placement optimization and enhance the overall performance for leak detection and localization. The following subsection proposes a summary of the model-based leak detection and localization procedure. Particularly, an analytical expression for the leak sensitivity matrix is provided. Next, diagnosability analysis is presented for a leak localization procedure with the theory of compressed sensing. Average mutual coherence, a typical diagnosability criterion, is adopted for evaluating the quality of sensor placement. This is followed by a subsection describing the implementation of an enhanced binary ABC algorithm to support the decision making process, aimed at maximizing the degree of diagnosability (minimizing the average mutual coherence in this paper) and thus optimizing the sensor placement.
Leak detection and localization in WDNs
Model-based leak detection and localization techniques are adopted in this paper, aimed at providing a more effective and less costly system-wide diagnosis and monitoring scheme for WDNs. According to the theory of FDI, a set of online residuals between available pressure measurements and corresponding estimations using hydraulic simulators are generated and evaluated. In the absence of leaks, all of the generated residuals remain below given thresholds. Otherwise, when some of the residuals violate the thresholds, the residuals are matched against the leak sensitivity matrix, searching for the most favorable combination of leak candidates that leads to the consistency of the observed and expected residuals.
The model-based diagnosis methodology relies on the sensitivity-to-leak analysis, describing the theoretical pressure disturbances induced by leak candidates. An analytical expression of the leak sensitivity matrix is provided in this paper. For pressurized water steadily flowing through a network, the governing equations can be expressed as:
where A ¼ the n × p incidence matrix relating pipes to junction nodes (with unknown heads) in the WDN, in which the elements of A take values 0, þ1 (assumed flow enters the node) and À1 (assumed flow exists the node); similarly,
A 10 relates pipes to fixed head nodes; n and p ¼ the number of junction nodes and pipes; R ¼ the pipe friction parameters vector, depending on the diameter, roughness and length of the pipe; e ¼ flow exponent, the value is 1.852 when using the Hazen-Williams equation; q and Q ¼ the vector of pipe flows and user required demands;
H and H 0 ¼ the vector of unknown and known heads.
Here, it is assumed that minimum service head required for supplying demand Q is guaranteed among the whole network. In other words, the nodal demands Q is independent of available heads H. Since exact modelling of any potential leaks is intractable in practice, assumption has been made that leaks only appear at existing nodes. Thus, for the sake of simplicity, leaks are modelled as extra nodal demands.
The total nodal demands Q 0 can be written as: 
and ∇ is the nabla operator. In this paper, the focus is placed on locating medium magnitude unreported leaks with reasonable l, since large leaks would be visible to end users and need no further study. In this case, the term ∇ H l is relatively small and can be neglected in the calculation. Then, an approximate expression for residual vector r, as the difference between the nominal pressure in the model without leaks and the observed pressure in the network with specific leaks l, can be established:
where δ represents errors resulting from systematic errors induced by nodal demand uncertainties or inaccurate node elevation, and noises in measurements. Let A 1 be a n × n nonsingular submatrix of A, corresponding to a spanning tree that uses n pipes to connect unknown head nodes and the known head node (root), and A 2 denotes a n × (p-n) submatrix of A corresponding to the co-tree with N ¼ A 1 -1 A 2 . B 1 is the partitioned matrix of B containing the spanning tree pipes, while B 2 is the partitioned matrix containing the co-tree. Then, according to the graph theory, the leak sensitivity matrix S can be further simplified as:
where P ¼ the path matrix of the chosen spanning tree, only correlative with the network topology. According to the theory of graph (Bapat ), P ¼ A À1 1 . In Equation (5), B 1 þ NB 2 N T is a sparse matrix, depending on the nondeterministic network demands, or the operating point scenario. When dealing with large-scale WDNs, the running speed would be significantly improved while the precision maintains almost the same compared to Equation (3).
Based on Equation (4), the target of inferring the location of potential leaks can be transformed into acquiring the extra nodal demand vector l. Considering the industry practice, the number of deployed sensors m is generally much less than the number of leak candidates n, that is m should be far less than n. Therefore, the inversion problem of acquiring the extra nodal demands l from the m × 1 dimensionality-reduced residual vector r m is ill-posed due to the column rank deficiency of ΛS, in which Λ is the m × n binary measurement matrix determined by sensor placement. Assuming the occurrence of leaks is independent from each other, it is obvious that the probability of having fewer leaks is higher than that of having more. Therefore, to handle the above problem, a sparse solution with minimal number of nonzero elements in l is desired. With the theory of compressed sensing, the sparse solution can be obtained by solving the following optimization problem:
where λ is a formal variable in the compressed sensing problem for regulating the relative contribution between the two objectives. Without loss of generality, Equation (6) While under certain conditions several approximate recovery algorithms are available, this is beyond the scope of this paper and will be studied further in the future.
Compressed sensing based diagnosability analysis
In compressed sensing, diagnosability is a reasonable measure for evaluating whether the measurements contain The restricted isometry property (RIP) and mutual coherence are two common criterions for evaluating the diagnosability in compressed sensing theory. Compared with RIP, the coherence is a more computationally effective metric. The mutual coherence μ of matrixS ¼ ΛS is the largest absolute and normalized inner product between different l 2 -normalized columns, formulated as follows:
in whichS i is the ith column of matrixS. In general, the mutual coherence measures the worst cosine similarity between the columns, a value that exposes the solution's vulnerability (Elad ) . As such, a large value of μ would potentially confuse any recovery algorithms. Therefore, matrix Λ should be optimized, in order to minimizing the mutual coherence of ΛS.
An alternative way to understand the mutual coherence is through the adoption of the Gram matrix G ¼ S T S, where S is the column-normalized matrix. Apparently, the mutual coherence is equal to the off-diagonal entry g ij with the largest magnitude, that is μ ¼ max(g ij ) (i ≠ j). Notably, the pure mutual coherence only reflects the worst case, and ignores the average behavior of all other columns. Therefore, an average measure of mutual coherence instead is introduced, as a more reasonable objective function (Elad ) . Predictably, this is more appropriate to improve the actual performance of the leak localization procedure. The average mutual coherence is defined as follows:
To put it simply, the target is to minimize the criterion μ avg (ΛS) with respect to the binary measurement matrix Λ, assuming the matrix S is known and fixed.
Optimal sensor placement using enhanced binary ABC algorithm
The optimal sensor placement problem can be roughly stated as the choice of m most informative rows of S out of n available ones such that μ avg (ΛS) is minimized. For the sake of simplicity, an n-dimensional binary vector x is adopted as a replacement for Λ, and each Λ corresponds to a unique x:
Therefore, the optimal sensor placement problem is comes down to a particular {0, 1} quadratic knapsack problem, with 'one' and 'zero' respectively denoting the presence and absence of a sensor located at corresponding node: robust search for the optimal solution. The flowchart of the enhanced binary ABC algorithm is presented in Figure 1 .
RESULTS AND DISCUSSION
This section illustrates the proposed optimal sensor placement strategy with a real-life case study. The network is located in a major city in central China, consisting of two water plants, with 171 nodes and 239 pipes allocated on its distribution mains, shown in Figure 2 . In order to acquire an optimal sensor placement under the most general In the remainder of this section, the number of pressure sensors required in the network is roughly estimated by a greedy algorithm, and the enhanced binary ABC algorithm is then adopted aimed at intelligently searching for an optimal sensor placement scheme.
In general, the exhaustive search method, which necessarily provides the exact result, is typically computationally prohibitive. In this paper, the use of the greedy worst-out algorithm is explored to determine the proper number of sensors required for the network shown here. The row of S that would minimize the average mutual coherence maximally is sequentially removed from S at each iteration.
Hence, a set of locations that seems not suitable for sensing potential leaks can be acquired in order. The result is shown in criterion must be evaluated for 171 26 ≈ 3:8 × 10 30 times).
The initial population for the algorithm is generated randomly. As shown in Figure 4 , the global minimum average mutual coherence tends to a constant quickly along with the increasing number of generations. A fairly good characteristic of convergence is provided, which needs only about 150 generations to reach a quasi-optimal average mutual coherence of 0.520218. Some fluctuations appear in the evolution of average and current minimum objective function due to the appearance of scout bees. This indicates that the unchanged food sources are discarded in order to avoid being trapped into the local optimal.
The optimal placement of 26 sensors is shown in 
It is interesting to note that maximizing the leak isolability index is almost equivalent to minimizing the average mutual coherence, and even these two indexes are derived from different perspectives. The value of average mutual coherence and leak isolability index for two sensor placement schemes are provided in Table 1 . The sub-optimal sensor placement is obtained by a greedy worst-out algorithm, while the quasi-optimal placement is obtained by an enhanced binary ABC algorithm. These two sensor placement schemes are the same except for one sensor. The result indicates that both these two indexes show favorable distinguishing ability between similar placement schemes.
The proposed method is of guiding significance to deploying pressure instruments in newly built or reformed WDNs.
However, in addition to maximizing the degree of diagnosability, the engineering factors are almost equally decisive. Putting the degree of diagnosability aside, in practical applications, the pressure instruments are also preferred to be installed at the points of higher elevation. Because pressure instruments located at higher elevations reduce their requirements for the range of measurements, instruments are most accurate when measuring pressures within 50-75% of the maximum value on the scale. Moreover, the installation and maintenance costs depend on the sensor placement to a large extent as well. In order to provide a good trade-off between the diagnosability, the overall costs of metering, installation and maintenance combined, a node-specific weight can be easily integrated into the sensor placement optimization.
CONCLUSIONS
In this paper, an optimal sensor placement strategy is proposed to enhance the overall performance for model-based leak detection and localization in WDNs. The modelbased leak detection and localization technique is based on a relatively small number of pressure measurements and the associated sensitivity-to-leak analysis. By recovering the sparse representation of a leak-induced nodal demand vector, potential leaks can be detected and located. This paper provides an analytical expression for the leak sensitivity matrix, which contributes to calculation efficiency.
According to the theory of compressed sensing, the average mutual coherence is adopted to evaluate whether the measurements contain enough information for identifying potential leaks. An optimization method using the enhanced binary ABC algorithm is proposed for optimal sensor placement by minimizing the average mutual coherence, so that the degree of diagnosability can be maximized.
The proposed method is successfully applied to a reallife network located in a major city in central China. By minimizing the average mutual coherence using an enhanced binary ABC algorithm, a quasi-optimal sensor placement can be guaranteed. Based on the resulting optimal sensor placement obtained using the proposed method, the conclusion is reached that, for branching pipes, when candidate sensors located at the intermediate section own similar or lower elevation and similar or higher costs compared with candidate near the end of the branch, it is recommended that those candidates should be eliminated to reduce the number of candidate sensor locations. Otherwise, a node-specific weight should be integrated into the objective function for a balance between maximizing the degree of diagnosability and minimizing the overall costs. 
