Abstract. We study the Magnus representation for homology cylinders as a generalization of the Gassner representation for string links defined by Le Dimet [12] and Kirk-Livingston-Wang [11] . As an application, we give some factorization formulas of higher-order degree invariants defined by Harvey in [9] , [10] for closed three dimensional manifolds obtained from homology cylinders.
Introduction
Let Σ g,1 be a compact connected oriented surface of genus g ≥ 1 with one boundary component, and let C g,1 be the set of all diffeomorphism classes of homology cobordisms from Σ g,1 to itself with markings of their boundaries. We call such a homology cobordism with markings a homology cylinder (over Σ g,1 ). Stacking two homology cylinders gives a new one, and by this, we can endow C g,1 with a monoid structure. A systematic study of C g,1 was initiated by Habiro in [8] , where C g,1 appeared as a nice collection of 3-manifolds to which his clasper surgery theory is applied. A feature of this monoid C g,1 is that it contains the mapping class group M g,1 of Σ g,1 . M g,1 is the group of all isotopy classes of orientation preserving diffeomorphisms of Σ g,1 which fix the boundary pointwise, and has been studied by many people in various fields of mathematics. Later Garoufalidis-Levine [7] and Levine [14] introduced a group H g,1 by taking a quotient of C g,1 with respect to homology cobordant of homology cylinders. M g,1 can be also embedded into H g,1 , so that we can regard H g,1 as an enlargement of M g,1 .
∂Σ g,1 . Then R 2g together with the boundary loop ζ and one 2-cell makes up a standard CW-decomposition of Σ g,1 as depicted in Figure 1 . where p ∈ ∂Σ g,1 is the base point of Σ g,1 and M. We refer to [8] , [7] and [14] for the origin and generalities of homology cylinders. Given two homology cylinders M 1 = (M 1 , i + , i − ) and M 2 = (M 2 , j + , j − ), we define the multiplication M 1 · M 2 of M 1 and M 2 by
Then the set C g,1 of orientation-preserving diffeomorphism classes of homology cylinders becomes a monoid with the identity element defined by (Σ g,1 × I, i + = id ×1, i − = id ×0)
where collars of i + (Σ g,1 ) and i − (Σ g,1 ) are stretched half-way along ∂Σ g,1 × I. For each ϕ ∈ M g,1 , we can construct a homology cylinder M ϕ ∈ C g,1 defined by (Σ g,1 × I, id ×1, ϕ × 0). This gives an injective monoid homomorphism M g,1 ֒→ C g,1 .
From the monoid C g,1 , we can construct the homology cobordism group H g,1 of homology cylinders as in the following way. Two homology cylinders M 1 = (M 1 , i + , i − ) and M 2 = (M 2 , j + , j − ) are said to be homology cobordant if there exists a compact 4-manifold W satisfying ∂W = M 1 ∪ (−M 2 )/(i + (x) = j + (x), i − (x) = j − (x)) x ∈ Σ g, 1 and H * (W, M 1 ) = H * (W, M 2 ) = 0. We proceed all our discussion in PL or smooth category. H g,1 is the quotient set of C g,1 with respect to the equivalence relation of homology cobordism, and it becomes a group.
Let N k (G) := G/(Γ k G) be the k-th nilpotent quotient of a group G, where we define
For simplicity, we write N k (X) for N k (π 1 X)
where X is a CW-complex, and write N k for N k (F 2g ) = N k (Σ g,1 ). It is known that N k is a torsion-free nilpotent group for each k ≥ 2.
Let (M, i + , i − ) be a homology cylinder. By definition, i + (resp. i − ) : π 1 Σ g,1 → π 1 M is 2-connected, namely it induces an isomorphism on H 1 and an epimorphism on H 2 . Then, by Stallings' theorem [19] , i + (resp. i − ) induces an isomorphism i + (resp. i − ) :
for each k ≥ 2. Using this, we can obtain a monoid homomorphism
It is easily checked that σ k induces a group homomorphism σ k : H g,1 −→ AutN k . We define filtrations of C g,1 and H g,1 by 
Preliminaries from the theory of non-commutative rings
Now we review some properties of the group ring ZN of a torsion-free nilpotent group N from the theory of non-commutative rings, for which we refer to [4] , [17] , [20] . For our purpose, [3] , [9] , [10] will give an enough information, and we follow their terminology.
A multiplicatively closed set S of a ring R is called a right divisor set of R if it satisfies
For any r ∈ R, s ∈ S, the set sR ∩ rS is not empty.
For each right divisor set S of R, we can construct its right quotient ring RS −1 . An integral domain R is called a right Ore domain if R − {0} is a right divisor set. ZN is known to be an Ore domain, so that it can be embedded in the right field of fractions K N := ZN(ZN − {0}) −1 , which is a skew field.
We will also use the following localizations of ZN which are located between ZN and K N . Let ψ ∈ H 1 N be a primitive element. This means the corresponding homomorphism, which is denoted by ψ again, under H 1 N ∼ = Hom(N, Z) is onto. We write N ψ := Ker ψ.
Then we have an exact sequence
We take a splitting ξ : Z → N of this sequence and put t := ξ(1) ∈ N. Since N ψ is again a torsion-free nilpotent group, ZN ψ − {0} is a right divisor set of ZN ψ . Hence ZN ψ can be embedded in its right field of fractions K
a right divisor set of ZN, so that we can construct a right quotient ring ZN(ZN ψ −{0}) −1 .
Then the splitting ξ gives an isomorphism of ZN(ZN ψ − {0}) −1 with the skew Laurent
to be a non-commutative principal right and left ideal domain. By definition, we have inclusions 
where K × ab is the abelianization of the multiplicative group K × := K − {0}. This determinant is characterized by the following three properties:
(c) If A ′ is obtained by adding to a row of a matrix A a left K-linear combination of other rows, then det
It is well known that this determinant induces an isomorphism
. By assigning to each non-invertible matrix a formal symbol 0, we can extend det to the whole square matrices M(K). This extended map det : M(K) → K × ab ∪{0} is also multiplicative. The following lemma, which is slightly extended from the one in [11] , will be often used in the definitions of invariants discussed in Section 6. For an n×n matrix A, we denote by A (i,j) the matrix obtained from A by removing its i-th row and j-th column, and denote by A T the transpose of A.
Lemma 3.1. Let A be an n × n matrix over a skew field K. Let v = (v 1 , . . . , v n ) and w = (w 1 , . . . , w n ) T be non-zero vectors over K satisfying vA = 0 and Aw = 0. Then
(2) Otherwise,
is independent of the choice of i and j such that v i = 0 and w j = 0.
(3) For P, Q ∈ GL(n, K), we have
Proof.
(1) and (2) follows from almost the same argument as Lemma 6.2 in [11] . To show (3) , it suffices to show in the case where P, Q are matrices of elementary transformations, and it can be easily checked.
The Magnus representation
In this section, we describe the Magnus representation for homology cylinders. In [18] , we defined it by following Le Dimet's argument in [12] which used a generalization of the free calculus. Now we study it by an alternative definition along the lines of KirkLivingston-Wang [11] . It is given in terms of (co)homology of groups. We refer to [2] for generalities of (co)homology of groups. Before starting our discussion, we summarize our notation and rules. For a matrix A with coefficients in a ring R, and a homomorphism ϕ : R → R ′ , we denote by ϕ A the matrix obtained from A by applying ϕ to each entry. When R = ZG for a group G or its right field of fractions if exists, we denote by A the matrix obtained from A by applying the involution induced from (x → x −1 , x ∈ G) to each entry.
For a module M, M n always means a module of column vectors with n-entries.
For a (finite) CW-complex X and its regular covering X Γ with respect to a homomorphism π 1 X → Γ, Γ acts on X Γ from the right through its deck transformation group.
Therefore we regard the ZΓ-cellular chain complex C * (X Γ ) of X Γ as a collection of free ZΓ-modules consisting of column vectors together with differentials given by left multiplications of matrices. For each Γ-bimodule A, the twisted chain complex C * (X; A) is given by the tensor product of the right Γ-module C * (X Γ ) and the left Γ-module A, so that C * (X; A) and H * (X; A) are right Γ-modules. Now we start our discussion. First, we fix an integer k ≥ 2. Let M = (M, i + , i − ) be a homology cylinder. By applying the cellular approximation theorem and taking the mapping cylinder with respect to the embedding i + ∪ i − : Σ g,1 ∪ −Σ g,1 ֒→ M, we can consider i ± (Σ g,1 ) to be subcomplexes of M. Moreover, by contracting a maximal tree of 1-skeleton of M to a point, we can assume that M has only one 0-cell. We consider
) to be a local coefficient systems on M (resp. Σ g,1 ). K N k (M ) has this property.
Proof of Lemma 4.1. It suffices to show that H * (M, i ± (Σ g,1 ); K N k (M ) ) = 0. Our claim follows from a standard argument using their universal coverings together with the property of K N k (M ) mentioned in Remark 4.2 and the fact that H * (M, i ± (Σ g,1 )) = 0. For example, we refer to Proposition 2.1 in [11] .
2
Since R 2g is a deformation retract of Σ g,1 , we have
with a basis
Note that the "representation" r k is not a homomorphism. In fact, we have the following. Theorem 4.4. r k is a crossed homomorphism, namely for
is given as the composite of
and
Hence we have
This completes the proof.
, where ρ k : ZF 2g → ZN k is the natural map, and we write γ 1 , . . . , γ 2g for α 1 , . . . , α g , β 1 , . . . , β g .
This will be easily checked by using Proposition 4.8 mentioned later. Consequently, we see that r k generalizes the original Magnus representation for M g,1 (see [1] , [16] ).
Using the mapping cylinder construction as before, we can assume that M 1 ∪ M 2 is a subcomplex of W , and W has only one 0-cell p. We write
Then we have the following commutative diagram:
Consequently, we obtain the Magnus representations
which are crossed homomorphisms. They are genuine homomorphisms if we restrict them
In the rest of this section, we will describe a method for computing the Magnus representation from a presentation of π 1 M. In [11] , the Wirtinger presentation of the fundamental group of the exterior of a string link, which gives a finite presentation whose deficiency coincides with the number of strings, is effectively used. Recall that the deficiency of a finite presentation P = {x 1 , . . . , x n | r 1 , . . . , r m } of a finitely presentable group G is n−m, and the deficiency of G is the maximum of the deficiency of P , which is known to be equal to or less than the rank of H 1 G, over all possible finite presentations of G. In our context, we do not have such a useful method in general. However, by an argument of [5] , the deficiency of the fundamental group of a homology cylinder (M, i + , i − ) is 2g, so that we can consider the following type of a presentation of π 1 M.
we define an admissible presentation of π 1 M by a presentation of deficiency 2g together with extra generators
and relations to introduce them, namely
where s i , r i and u i are words in z 1 , . . . , z 2g+l . We always order the generators as i − (α 1 ), . . .,
Given an admissible presentation of π 1 M as in Definition 4.7, we write γ 1 , . . . , γ 6g+l for the ordered generators, and rewrite r 1 , . . . , r 4g+l for the ordered relations. Let A, B and C be (4g + l) × 2g, (4g + l) × (2g + l) and (4g + l) × 2g matrices defined by the equality
where the right hand side is the Jacobi matrix at ZN k (M) by the composite ρ k of natural
is invertible as a matrix with coefficients in K N k (M ) .
(2) As matrices with coefficients in K N k (M ) , we have
(1) We write t : N k (M) → 1 for the trivialization map. From a general theory,
T gives a presentation matrix of H 1 M/Φ + , where Φ + is the subgroup of H 1 M generated by i + (α 1 ), . . . , i + (β g ). The reader can consult [6] for this fact through the concept of presentations of a pair of groups. By definition, H 1 M/Φ + = 0, and we have an exact sequence
By the Hopfian property of Z 4g+l , we see that
(2) Through a standard argument using Eilenberg-MacLane spaces, we can assume that the given admissible presentation is obtained from a CW-decomposition of M. Then
−1 C, and our claim follows. Remark 4.9. The definition of the Magnus representation mentioned here coincides with that in [18] . In fact, we can observe that the same matrix (A B C) is used in the computation by the method mentioned there.
String links and homology cylinders
As a first application of the Magnus representation, we see that it generalizes the Gassner representation for the monoid L g of g-component string links and the group S g of their concordances. In [14] , embeddings Φ : L g → C g,1 and Φ : S g → H g,1 , which generalize an embedding of g-component pure braid group into M g,1 , are constructed. We review them under the following special situation: First, we fix an embedding D g ֒→ Σ g,1 of a disk with g holes denoted by D g into Σ g,1 as a tubular neighborhood of the loops β 1 , . . . , β g in Figure 1 . Let L be a pure string link and C be the complement of an open tubular neighborhood of L in D × I. We have a diffeomorphism of ∂C and ∂(D g × I)
after choosing a framing of L which decides the way to identify their meridians. Then we obtain a homology cylinder Φ(L) by removing D g × I from Σ g,1 × I and replacing it with C by using the above diffeomorphism. By this construction, concordant string links yield homology cobordant homology cylinders.
By the Gassner representation, we mean crossed homomorphisms
) for k ≥ 2 constructed as in the previous section. The case of k = 2 is the one discussed in [12] and [11] .
We mention two remarks about the above theorem. First we identify N k (D g ) with the subgroup of N k = N k (Σ g,1 ) generated by β 1 , . . . , β g . Second, the homomorphism Φ has ambiguity with respect to framings. However we can see below that the lower right part of r k (Φ(L)) does not depend on the choice of framings.
Proof. All we have to do is to give a suitable presentation of π 1 (Φ(L)). To use vanKampen's theorem, we divide Φ(L) into two parts M and C as follows.
We take g points q 1 , . . . , q g and g paths l j from the base point p to q j as in Figure 2 .
where before. We glue C to M by using some fixed framing. Then
is given by the Wirtinger presentation of D × I \ L. It is easy to see that
Using the above decomposition, we obtain
where δ i are words in i − (β 1 ), . . . , i − (β g ), z 1 , . . . , z l , i + (β 1 ), . . . , i + (β g ) which depend on the framing. Rewrite the above presentation by using i + (α j ) and i − (α j ), which does not affect generators i ± (β j ), z j and relations r j . For the resulting presentation, we can calculate the Magnus matrix of Φ(L) by the same method as mentioned before. Then our claim follows by comparing it with the method for obtaining the Gassner matrix of L given in [11] .
Proof. In [11] , they give 3-component string links denoted by L 5 and L 6 having the condition that L 5 is a pure braid, while the conjugate
is not a pure braid, they use the fact that g 2 (L 6 L 5 L −1 6 ) has an entry not belonging to ZN 2 (D g ). Then our claim follows from Theorem 5.1 with respect to this example.
Alexander invariants for homology cylinders
In this section, we study some invariants of homology cylinders arising from the Magnus representation and homology groups of related manifolds. In the argument below, we often
6.1. N k -Alexander rational function. In this subsection, we restrict r k to the sub-
Note that for every homology cylinder (M, i + , i − ) belonging to C g,1 [k], two inclusions i + and i − induce the same isomorphism i
so that we can naturally identify them. Under this identification, we regard r k as a crossed-anti-homomorphism, namely r k :
The first invariant is defined by applying Lemma 3.1 to the matrix (I 2g − r k (M)).
Lemma 6.1. Let M be a homology cylinder belonging to
Proof. For simplicity, we put 
Our claim follows by taking their first 2g rows.
(
where the fourth equality follows from the fact that M acts on N k trivially. On the other hand, it is easily checked that
by using the free calculus. Then
From (1), we see r k (M)(
. Comparing first rows, we have (1 −
. (2) follows from this.
Lemmas 3.1 and 6.1 allow us to define the following.
is independent of the choice of a generating system {α 1 , . . . , β g } of π 1 Σ g,1 . Indeed, if we take a new generating system ϕ(γ 1 ), . . . , ϕ(γ 2g ), where ϕ is an automorphism of π 1 Σ g,1 which preserves ζ, then the corresponding representation r ϕ k (M) and the old one r k (M) are related by
Note also that ∆ N k (M) is a homology cobordism invariant since r k (M) is.
N k -torsion.
In this subsection, we identify N k with N k (M) by using i + for each
Let Σ ± be the image of Σ g,1 under the embedding i ± . Since the relative complex C * (M, Σ + ; K N k ) obtained from any smooth triangulation of (M, Σ + ) is acyclic by Lemma 4.1, we can consider its Reidemeister torsion
We now call this the N k -torsion. We refer to [15] , [21] for generalities of torsions. Recall that Reidemeister torsions are invariant under subdivision of the CW-complex (M, Σ + ) and simple homotopy equivalence. Now we consider τ N k (M) more closely. First we give a standard cell decomposition of ∂M ∼ = Σ g,1 ∪ Σ g,1 as in Figure 3 . (We drow pictures in the case of g = 1 since the cases of higher genera are similar.) Let R 2g be the CW-subcomplex of ∂M whose 1-cells are given by i + (α 1 ), . . . , i + (β g ). 
Take a triangulation which is a refinement of the cell decomposition as in Figure 4 . By this refinement, for example, i + (α j ) is divided into two edges α s j+ and α t j+ . We can extend this triangulation to the whole of M by a theorem of Cairns and J. H. C. Whitehead. Then
by the multiplicativity of the torsion and the fact that Σ + is simple homotopy equivalent to R 2g . Starting from a 3-simplex of M facing the boundary, we can deform M onto a 2-dimensional subcomplex M ′ by a simple homotopy equivalence which keeps the 1-skeleton
Take a maximal tree T of the 1-skeleton of M ′ containing α as in Figure 5 , where T is drawn by thick lines, and collapse T to a point. This process preserves the simple homotopy type of C * (M ′ , R 2g ; K N k ), and we obtain a pair of CW-
As a result, we obtain
CW-complex with only one 0-cell and R 2g /T is a 1-dimensional CW-complex which consists of one 0-cell and 2g 1-cells. Note that (M ′ /T, R 2g /T ) gives a presentation of π 1 M having the form
If we write γ 1 , . . . , γ 4g+n for the ordered generators, the partial Jacobi matrix
∂γ j 1≤i,j≤2g+n , where ρ k is the composite of natural homomorphisms
is invertible in K N k by the same argument as Proposition 4.8, and we have
While the torsion τ N k (M) itself is difficult to compute, the degree d
in Section 3 is tractable by using an admissible presentation of π 1 M as follows. The matrix (
the last paragraph is also interpreted as a presentation matrix of
On the other hand, presentation matrices of H 1 (M, Σ + ; ZN k ) are obtained from admissible presentations of π 1 M by taking (A B) T as in Section 4. If we
, it is equivalent to a diagonal matrix of diagonal entries {p 1 (t), . . . , p 4g+l (t)}. Then
since each matrix used to transform (A B) T into the diagonal matrix is invertible in
, and the degree d ψ of its determinant is 0 by the additivity of degrees. In particu-
T ) does not depend on the choice of a presentation of
and coincides with
since multiplying an element of ±N k does not alter the degree.
follows for every primitive element
Proof. Take an admissible presentation of π 1 M 1 and construct a matrix (
as in Section 4. We denote this presentation by
for short. Similarly, we take an admissible presentation
Then we obtain an admissible pre-
, and the corresponding matrix (
From this, we have
Remark 6.5. Proposition 6.4 can be seen as a generalization of Proposition 1.11 in [13] .
6.3. Factorization formula of N k -degree for the closing of a homology cylinder.
Given a homology cylinder M = (M, i + , i − ), we can construct a closed 3-manifold C M by
We call C M the closing of M. Note that if M ∈ C g,1 [k], we have a natural isomorphism
Now we study Harvey's degree invariants, which were defined in [10] , for homology cylinders. In this paper, we adopt the following terminology to use them. The N k -degree
where we define δ
) has a non-trivial free part, which is different from the original definition.
Proof. By a change of a generating system of π 1 Σ g,1 preserving ζ, if necessary, we can assume that ψ(β 1 ) = 0. This means that 
After adding 2g relations i + (γ j ) = i − (γ j ) (j = 1, . . . , g) and delete the generators i + (γ j ) by them, we obtain a presentation of π 1 C M . Then the Jacobi matrix J C M of this presentation at ZN k is given by
where the second equality follows from Proposition 4.8.
Now we seek a non-zero row vector v and a non-zero column vector w satisfying vJ C M = 0 and J C M w = 0 to use Lemma 3.1. By Fundamental formula of free calculus, we obtain
On the other hand, we can put v = (
The following observation is important.
µY . By the definition of admissible presentations, Y T itself is a presentation matrix of
, so that we have an exact sequence
where the injectivity of the second map follows from the fact that
Hence, for our purpose, it is enough to show that
of the above sequence is mapped to 0 ∈ H 1 (M, Σ + ; ZN k ). Now we have an exact sequence
, where we consider π 1 M to be generated by z 1 , . . . , z 2g+l , i + (α 1 ), . . . , i + (β g ).
Then it can be checked that (−
, which comes from C 1 (Σ + , p; ZN k ), by the boundary corresponding to the relation
, where s j is the word which appeared in the admissible presentation. By the homology exact sequence, our claim follows. Now we continue the proof of Theorem 6.6. By the above lemma and the assumption that ψ(β 1 ) = 0, (
−1 is a vector on ZN k whose first entry
. Then there exists a matrix
On the other hand, since the (g +1)-st entry 1−β 1 of (
Then we can write
, and therefore
The matrix X ′ is equivalent to a diagonal matrix of diagonal entries {p 1 (t), . . . , p 4g+l−1 (t)}.
and, by Proposition 5.6 in [9] , we have
where the last equality follows for the same reason as mentioned in the previous subsection.
On the other hand, we have
From the above argument, we obtain δ
6.4. Factorization formula of N k -degree for the mapping torus of a homology cylinder. Given a homology cylinder M = (M, i + , i − ), we can also construct a closed 3-manifold T M as follows. First we attach a 2-handle I × D 2 along I × i ± (∂Σ g,1 ), so that we obtain a homology cylinder (M ′ , i ′ + , i ′ − ) over a closed surface Σ g , which corresponds to the embedding Σ g,1 ֒→ Σ g . Then
We call T M the mapping torus of M. If we take an admissible presentation of π 1 M briefly denoted by
then a presentation of π 1 T M is given by
where x is the loop
) × x and, in particular, these groups are all torsion-free nilpotent. For this case, we consider N k (Σ g ) to be a subgroup of N k (T M ).
For simplicity, we denote
We can show that H * (M, Σ g,1 ; K N k,0 ) = 0 as mentioned in Remark 4.2. Hence we can define
Then we have the following factorization formula in the case of mapping tori.
at ψ is finite, and we have
Remark 6.9. We need to comment on r k (M) ∈ GL(2g, K N k,T ) in the above equality, since we have no homomorphisms (T M ) is finite for this ψ.
).
Here we remark that the image of the composite
We denote by Σ again for a lift of Σ ⊂ T M on (T M ) ψ . We divide (T M ) ψ at Σ, and obtain two parts (T M ) 
is finite. To show the second assertion, we take an admissible presentation of π 1 M, and construct its Jacobi matrix (A B C) at N k as before. We may assume ψ(β 1 ) = 0. Then the corresponding presentation of π 1 T M gives the Jacobi matrix
We remark that x belongs to the center. As presentation matrices of H 1 (T M , p; N k,T ), this matrix is equivalent to the square matrix
By Proposition 4.8, Lemma 6.1 and Fundamental formula of free calculus, we have
We put (A B) := A B 0 
) has a non-trivial free part.
The following are some examples of homology cylinders which have non-trivial N 2 -Alexander rational functions. By using Theorem 7.3 in the next subsection, we obtain many situations where the formula sufficiently works. The computations for cases of k ≥ 3 are generally quite long and difficult.
Example 7.1. Assume that g = 1. The Dehn twist τ ζ ∈ M 1,1 belongs to C 1,1 [3] . By Then ∆ N 2 (τ ζ ) = −1 ∈ ZH, which is non-trivial. We can also compute the case of k = 3, and see that ∆ N 3 (τ ζ ) is non-trivial and d ψ (∆ N 3 (τ ζ )) = d ψ (∆ N 2 (τ ζ )) for every primitive element ψ ∈ H 1 Σ g,1 .
Example 7.2. Assume that g ≥ 2. Let τ 1 , τ 2 and τ 3 be Dehn twists along simple closed curves c 1 , c 2 and c 3 as in Figure 6 . for each ψ ∈ H 1 Σ g,1 and an integer k ≥ 2. To see some properties of these homomorphisms, we apply Harvey's Realization Theorem in [9] which gives a method for performing surgery on a compact orientable 3-manifold to obtain a homology cobordant one having distinct higher-order degrees. By Theorem 6.6, we can expect that a similar result holds for the degrees of N k -torsions, and this is indeed the case. such that
(1) M(n, k; x) is homology cobordant to M,
for any primitive element ψ ∈ H 1 Σ g,1 satisfying ψ(x) = p.
Proof. The proof proceeds almost parallel to that of the original in [9] by replacing the torsion-free derived series of groups by the lower central series (together with adjusting suffixes to our context). Here we only give remarks on the process, and omit the details.
We write G := π 1 M. The construction of M(n, k; x) is the same after taking an element B from Γ n−1 G \ Γ n G. From the construction, we can check that the resulting homology cobordism W between M and M(n, k; x) is one as homology cylinders. We put E := π 1 W and H := π 1 (M(n, k; x)).
We can show that G/[Γ i G, with coefficients in K
, which is a flat ZN i -module, and the five lemma give
which shows the second assertion.
The rest of the proof proceeds similarly, and we finish the sketch of the proof.
From this theorem, we can immediately see that the homomorphisms d ψ det(τ N k (·)) are all non-trivial and independent of each other for any ψ ∈ H 1 Σ g,1 . In fact, we can show it by constructing homology cylinders that are homology cobordant to the unit of C g,1 [2] . Therefore these homomorphisms are far from homology cobordant. Note also that these homomorphisms vanish on the subgroup M g,1 , since Σ g,1 × I is simple homotopy equivalent to Σ g,1 .
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