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Kapitel 1
Einfu¨hrung
In diesem Kapitel erfolgt zuna¨chst eine Einfu¨hrung in die Theorie und eine Einord-
nung der Problematik in Bezug auf bereits bekannte Resultate.
Schon seit langer Zeit werden komplexe Methoden zur Lo¨sung elliptischer Rand-
wertprobleme genutzt. Die praktische Umsetzung der Methoden erfordert jedoch
numerische Verfahren, die das Verhalten im kontinuierlichen Fall sehr genau wie-
derspiegeln. Aus diesem Grund spielen diskret holomorphe Funktionen und somit
auch diskrete Cauchy-Riemann-Operatoren eine zentrale Rolle bei der Lo¨sung von
Differenzenrandwertproblemen in der Ebene und es wird gezielt nach Verallgemei-
nerungen auf den ho¨herdimensionalen Fall gesucht.
Obwohl die Approximation der klassischen Cauchy-Riemann-Operatoren durch Dif-
ferenzenableitungen schon lange praktiziert wird, treten bei der tatsa¨chlichen Um-
setzung der Konzepte immer wieder Schwierigkeiten auf, wenn ganz spezielle Eigen-
schaften gefordert werden. So haben Duffin ([D1, D2, DD]), Ferrand [Fe], Hayabara
[Hay] und andere Autoren schon vor mehr als 60 Jahren erste wesentliche Beitra¨ge
zur Approximation der Cauchy- Riemann- Operatoren durch Differenzenableitungen
geliefert. Beim Aufbau einer umfassenden Theorie erkannte man schnell, dass die
Algebra der diskret holomorphen Funktionen nichtkommutativ ist und somit keine
Produktformel vorhanden ist. An dieser Hauptschwierigkeit arbeitet man bis heute.
Mit dieser Arbeit soll ein Beitrag dazu geleistet werden, um einige der Probleme
zu u¨berwinden. Im Kapitel 2 der Arbeit stehen zuna¨chst die diskret holomorphen
Funktionen im Mittelpunkt. Vorgestellt werden zwei Approximationen der Cauchy-
Riemann-Operatoren in der komplexen Ebene. Betont sei, dass sich die in dieser
Arbeit betrachteten Operatoren von den in [GS1] verwendeten Cauchy-Riemann-
Operatoren unterscheiden. Insbesondere kann mit den hier vorgestellten Operatoren
der diskrete Laplaceoperator faktorisiert werden. Auf diese Weise wird unmittelbar
der Zusammenhang zur harmonischen Analysis hergestellt. Auch gelingt in dieser
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Arbeit in Analogie zu [GS1] die orthogonale Zerlegung des Raumes l2, so dass einer
der Teilra¨ume gerade aus den diskret holomorphen Funktionen besteht. Man beachte
dazu die Ausfu¨hrungen im Abschnitt 2.4.
Doch zuna¨chst einige Erga¨nzungen zu Differenzenapproximationen selbst. Bereits
im Buch Numerische Behandlung von Differentialgleichungen von Collatz aus dem
Jahr 1951 findet man Aussagen zur Lo¨sbarkeit der finiten Gleichungen und zu Fehler-
abscha¨tzungen fu¨r Differenzenverfahren. Darauf aufbauend leistete Samarskij 1984
mit seinem Buch Theorie der Differenzenverfahren [Sam] einen wichtigen Beitrag
zum weiteren Ausbau der Theorie. Er richtete sein Augenmerk auf die Konstruk-
tion von Differenzenverfahren und die theoretische Untersuchung ihrer Eigenschaften
hinsichtlich des Approximationsfehlers, der Stabilita¨t, der Konvergenz und Genauig-
keit. Gleichzeitig formulierte er konstruktive Prinzipien wie Homogenita¨t und Kon-
servativita¨t (Gu¨ltigkeit von Erhaltungssa¨tzen), die im linearen Fall theoretisch be-
gru¨ndet sind und deren Anwendbarkeit bei nichtlinearen Aufgaben durch die Praxis
besta¨tigt wurde. Bei der Konstruktion homogener Differenzenschemata werden die
verschiedendsten physikalischen Prozesse durch gewisse integrale Erhaltungssa¨tze
charakterisiert. Die Herleitung der Differentialgleichungen basiert auf Integralbezie-
hungen, die einen Erhaltungssatz fu¨r ein kleines Volumen beinhalten. Die Differen-
tialgleichung findet man dadurch, dass man den Volumeninhalt gegen Null streben
la¨ßt und dabei die Existenz und Stetigkeit der auftretenden Ableitungen voraus-
setzt. Samarskij veranschaulicht seine Resultate an einer Vielzahl von Beispielen.
So werden 3- und 6-Punkt-Schemata fu¨r die eindimensionale Wa¨rmeleitgleichung
vorgestellt und der Approximationsfehler sowie die Stabilita¨t hinsichtlich der An-
fangswerte und der rechten Seite untersucht. Zur Gewinnung einer gleichma¨ßigen
Abscha¨tzung der Lo¨sung nutzt er das Maximumprinzip, die energetische Methode
oder die Darstellung der Lo¨sung in Integralform mit der Greenschen Funktion.
Da es unmo¨glich ist, alle Details einzuarbeiten, seien hier nur noch zwei Autoren
mit ihren speziellen Themen angesprochen. Hartwig und Weinelt lo¨sen in [HW]
Randwertprobleme (mit freiem Rand) mit Hilfe von Variationsungleichungen. Beim
Aufstellen der Variationsungleichung und bei der Beschreibung der Lo¨sung des
Randwertproblems durch die Lo¨sung der Variationsungleichung spielt das Minimum-
prinzip fu¨r die Energie eine zentrale Rolle. Aufbauend auf den Methoden von Sa-
marskij fanden die Autoren neue Abscha¨tzungen der Konvergenzgeschwindigkeit des
Approximationsverfahrens fu¨r hinreichend regula¨re Lo¨sungen. Gegenwa¨rtig werden
Methoden bis hin zu nichtlinearen Problemen untersucht. So werden beispielswei-
se Variationsmethoden von Dengfeng Lu¨ [De] genutzt, um p-Laplace-Systeme im
beschra¨nkten Gebiet mit glattem Rand zu untersuchen.
Um die diskrete Theorie weiter ausbauen zu ko¨nnen, wird im folgenden die Auf-
merksamkeit auf die Theorie rechtsinverser Operatoren gelenkt. Wesentliche Er-
kenntnisse auf diesem Gebiet wurden vor allem von den Autoren Przeworska und
Rolewicz [PRo] in den 70-er Jahren erzielt. Auch Caldero´n und Zygmund [Cal]
7erzeugen Systeme von singula¨ren Integralgleichungen auf dem Rand. Einen umfas-
senden U¨berblick u¨ber die Theorie rechtsinverser Operatoren findet man im Buch
von Tasche [Ta] aus den 80-er Jahren. Mit Hilfe dieser Operatoren werden vor allem
auch in [GS1] und [GS2] Lo¨sungsdarstellungen sowohl fu¨r Differentialgleichungen
als auch fu¨r Differenzengleichungen beschrieben. Wenn die entsprechenden diskre-
ten Fundamentallo¨sungen berechnet werden ko¨nnen, so erfolgt die Definition der
rechtsinversen Operatoren u¨ber die Faltung mit den Fundamentallo¨sungen. Dies ge-
schieht im Abschnitt 2.2.2. In den Abschnitten 2.2.3 bis 2.2.4 wird die Differenz
zwischen diskreter und kontinuierlicher Fundamentallo¨sung sowie das Konvergenz-
verhalten in den Ra¨umen lp und Lp untersucht. Dabei sei betont, dass die diskreten
Fundamentallo¨sungen Einschra¨nkungen von klassischen Funktionen auf das Gitter
sind. Folglich ko¨nnen Lp-Abscha¨tzungen direkt und ohne die vorherige Anwendung
von Interpolationssa¨tzen durchgefu¨hrt werden. Die Konstruktion der rechtsinversen
Operatoren erfolgt schließlich im Abschnitt 2.3.1.
Fundamentallo¨sungen fu¨r elliptische Differenzenrandwertprobleme wurden beispiels-
weise von Sobolev [So1, So2], Stummel [St], Thome´e [Th], Boor/Ho¨llig/Riemen-
schneider [BHR] und Duffin [D1, D2, DD] untersucht. Der Herangehensweise von
Stummel folgend werden in der vorliegenden Arbeit diskrete Fundamentallo¨sun-
gen mit Hilfe der diskreten Fouriertransformation berechnet. Bereits Ryabenkij
[Rya, RT, RTo] nutzt diskrete Fundamentallo¨sungen zur Definition von Differen-
zenpotentialen. Die vorliegende Arbeit baut auf seiner Beschreibung des diskreten
Randes auf. Ryabenkij arbeitet ferner den Zusammenhang zwischen der Lo¨sbarkeit
der Differenzenrandwertaufgabe und der Lo¨sbarkeit des entsprechenden Randglei-
chungssystems heraus. Seine Resultate sind jedoch an starke Vertra¨glichkeitsbedin-
gungen hinsichtlich der rechten Seite der Differenzengleichung gebunden. Erst in der
Arbeit [Ho] erfolgt die Zerlegung des Differenzenpotentials in ein diskretes Einfach-
und Doppelschichtpotential. Stellvertretend sei an dieser Stelle noch die Arbeit von
Kiselman [Ki] genannt, der diskrete Cauchy-Riemann-Operatoren betrachtet und
deren Fundamentallo¨sungen studiert sowie eine Arbeit von Le˘inartas [Le], der mit-
tels Fundamentallo¨sung die Lo¨sung des Cauchy-Problems einer ho¨herdimensionalen
homogenen linearen Differenzengleichung mit konstanten Koeffizienten beschreibt.
Auch in der Arbeit [MR] spielen Fundamentallo¨sungen eine wichtige Rolle. Hier
werden lineare Randwertprobleme auf dem Gitter untersucht.
Aus der Theorie der rechtsinversen Operatoren ist bekannt, dass I − TD mit
dem zum Operator D rechtsinversen Operator T einen Randoperator definiert.
Im klassischen komplexen Fall wird auf diese Weise ein Cauchy-Integral definiert.
Die entsprechenden Darstellungsformeln fu¨r die Cauchy-Operatoren in der diskreten
Theorie findet man im Abschnitt 2.3.2, in dem die diskrete Borel-Pompeiu-Formel
eine zentrale Rolle spielt. Im Abschnitt 2.3.3 werden die Eigenschaften des Cauchy-
Operators fu¨r eine der beiden Approximationen genauer untersucht und ein Zusam-
menhang zum diskreten Doppelschichtpotential hergestellt.
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Die orthogonale Zerlegung des Raumes l2 im Abschnitt 2.4.1 in einen Teilraum
der diskret holomorphen Funktionen und dessen orthogonales Komplement und
die dadurch mo¨gliche diskrete Bergmann-Projektion ist als Grundlage fu¨r expli-
zite Lo¨sungsdarstellungen zu betrachten. Die orthogonale Zerlegung ist auch eine
wichtige Grundlage fu¨r einige der Beweise im Kapitel 3. Ebenso werden durch die
Sa¨tze zur Beschra¨nktheit der rechtsinversen Operatoren und die Definition eines
diskreten Kurvenintegrals im Abschnitt 2.5 wichtige Hilfsmittel fu¨r die Untersu-
chungen im Abschnitt 3.3 bereitgestellt. Die Ausfu¨hrungen zum diskreten Kurven-
integral orientieren sich an den U¨berlegungen von Duffin, der bereits in [D2] ein
diskretes Kurvenintegral beschreibt und zeigt, dass die von ihm eingefu¨hrte Summe
wegunabha¨ngig ist, wenn die Funktion diskret analytisch ist. Man beachte dazu die
konkreten Ausfu¨hrungen im Abschnitt 2.5. Dabei ist zu beachten, dass Duffin zur
Beschreibung diskret analytischer Funktionen Differenzenquotienten verwendet, bei
denen die verwendeten Gitterpunkte auf einer Diagonale liegen. In der vorliegenden
Arbeit werden Vorwa¨rts- und Ru¨ckwa¨rtsableitungen betrachtet, wobei die entspre-
chenden Gitterpunkte durch eine Gerade parallel zu den Achsen verbunden werden
ko¨nnen.
Im Abschnitt 2.6. stehen elementare diskret holomorphe Funktionen im Mittelpunkt.
Die Aussagen beziehen sich sowohl auf diskrete Polynome als auch die diskrete
Exponentialfunktion sowie Sinus- und Cosinusfunktionen. Dabei genu¨gen die dis-
kreten Polynome der Appell-Eigenschaft. Bereits in [Fau] werden solche Polynome
im eindimensionalen Fall von Faustino und Ka¨hler verwendet und zu Multi-Index-
Polynomen erweitert, um eine Fischerdekomposition in Bezug auf den diskreten
Dirac-Operator zu erzielen und mit Euler- und Gammaoperatoren in unbeschra¨nk-
ten Gebieten zu arbeiten. In [D2] werden Polynome betrachtet, die diskret analytisch
sind und auch in [ZeiD] werden diskret analytische Funktionen untersucht, die ein
Wachstumsverhalten wie Polynome aufweisen und Fouriertransformierte von Dis-
tributionen sind. Ebenso spielen Appellsysteme in [Bo] eine zentrale Rolle, wobei
wiederum in der Quaternionenalgebra gearbeitet wird. Mercat [Mer1] verwendet
diskret holomorphe Polynome, um zu zeigen, dass wenn eine Folge von Abbildungen
auf einer Riemannschen Oberfla¨che gegeben ist, jede holomorphe Funktion durch
eine konvergente Folge diskret holomorpher Funktionen approximiert werden kann.
Ebenfalls betrachtet Mercat in [Mer2] eine Exponentialfunktion und auch von Fer-
rand [Fe] wurde eine diskret analytische Exponentialfunktion eingefu¨hrt.
Das Kapitel 3 steht ganz im Zeichen der Lo¨sung verschiedener Differenzengleichun-
gen auf der Grundlage der diskret holomorphen Funktionen. Dabei werden sowohl
Gleichungen erster Ordnung als auch Gleichungen zweiter und ho¨herer Ordnung
untersucht. Sehr ausfu¨hrlich wird zuna¨chst auf diskrete Vekuagleichungen eingegan-
gen, die eine Verallgemeinerung der Cauchy-Riemann’schen Differentialgleichungen
darstellen und auch Carleman-Bers-Vekuagleichungen genannt werden. Die Resul-
tate von Carleman [Car] mit seiner Untersuchung von allgemeinen Systemen erster
Ordnung und von Bers [Be] mit der Theorie der pseudoanalytischen Funktionen
9haben wesentlich zum Aufbau der Theorie beigetragen. Als Grundlage fu¨r die Un-
tersuchungen zu Vekuagleichungen in dieser Arbeit diente das Buch Verallgemei-
nerte analytische Funktionen von Vekua [Vek], in dem das von Bers beschriebene
A¨hnlichkeitsprinzip im klassischen Fall vorgestellt wird. Vekuagleichungen besitzen
besonders deshalb eine große Bedeutung, weil im ebenen Fall elliptische Gleichungen
zweiter Ordnung mit konstanten Koeffizienten mit Hilfe einer geeigneten Koordina-
tentransformation in ein System von Gleichungen erster Ordnung u¨berfu¨hrt werden
ko¨nnen. Man beachte dazu auch die Ausfu¨hrungen im vorderen Teil des Abschnittes
3.2.2. Zu Beginn der Untersuchungen im Abschnitt 3.2.1 werden zuna¨chst homoge-
ne diskrete Vekuagleichungen betrachtet. Dabei kann eine Produktdarstellung der
Lo¨sung erzielt werden, bei der ein Faktor eine diskret holomorphe Funktion ist und
der zweite Faktor die klassische Exponentialfunktion approximiert. Folglich kann
das in der Theorie von Bers beschriebene A¨hnlichkeitsprinzip auch auf die diskre-
te Theorie u¨bertragen werden. Im Anschluß werden inhomogene Gleichungen und
Vekuagleichungen im quaternionischen Fall diskutiert. Am Ende des Abschnittes
3.2 werden diskrete Beltramigleichungen studiert. Die Lo¨sung dieser Gleichungen
la¨sst sich mit Hilfe eines diskreten Π− Operators beschreiben, der die bekannten
Eigenschaften aus dem kontinuierlichen Fall aufweist.
Bei den Gleichungen zweiter und ho¨herer Ordnung wird zuna¨chst das diskrete Stokes-
problem in der Ebene untersucht. Im Mittelpunkt steht die Lo¨sungsdarstellung mit
Hilfe des rechtsinversen Operators und eines Orthoprojektors in Bezug auf die ortho-
gonale Zerlegung des Raumes l2 . Existenz- und Eindeutigkeitssa¨tze werden formu-
liert. Im Abschnitt 3.3.2 wird die Theorie der diskreten Operatoren zur Lo¨sung des
Lame´systems genutzt. Insbesondere kann gezeigt werden, dass die Lo¨sung des Lame´-
systems gegen die Lo¨sung des diskreten Stokesproblems aus dem Abschnitt 3.3.1
konvergiert, wenn die Poissonzahl gegen 2 strebt. Die U¨berlegungen im Abschnitt
3.3.3 beruhen auf der bekannten Tatsache, dass die Lo¨sung der elastischen Grund-
gleichungen eines homogenen isotropen Materials im ebenen Spannungs- und Ver-
schiebungszustand a¨quivalent auf die Lo¨sung der biharmonischen Gleichung zuru¨ck-
gefu¨hrt werden kann. Die diskrete Version des Satzes von Goursat ist das Bindeglied
zwischen der linearen Elastizita¨tstheorie und der komplexen Funktionentheorie mit
ihren Methoden. Der Satz von Goursat besagt, dass die Lo¨sung der biharmonischen
Gleichung mit Hilfe zweier diskret holomorpher Funktionen dargestellt werden kann.
Auf der Grundlage der diskret holomorphen Funktionen wird eine Lo¨sungsdarstel-
lung fu¨r die Verschiebungen in den diskreten Lame´gleichungen erzeugt. Dabei spielen
die diskreten Polynome aus dem Abschnitt 2.6.1 und die diskreten Kolosov Muskhe-
lishvili Formeln eine wesentliche Rolle. Die erzielten Resultate sind vor allem fu¨r
Untersuchungen auf dem Gebiet der Bruchmechanik sehr bedeutsam, da es in der
Na¨he von Singularita¨ten um eine mo¨glichst genaue Lo¨sungsdarstellung geht, die im
vorliegenden Fall auf endlichen Summen beruht.
Im Abschnitt 3.3.4 steht die Lo¨sung der diskreten Schro¨dingergleichung mit Hilfe
einer Gleichung vom Riccatityp im Mittelpunkt. In diesem Zusammenhang wird an
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einer Formel zur Differentiation eines Produktes von diskreten Funktionen gearbei-
tet, die einerseits mo¨glichst u¨bersichtlich sein soll, andererseits aber auch die im
diskreten Fall unvermeidlich zu beru¨cksichtigten Nachbargitterpunkte entha¨lt.
Am Ende des Kapitels 3 stehen die Navier-Stokes-Gleichungen im Mittelpunkt. Auch
hier spielen Orthoprojektoren und rechtsinverse Operatoren aus dem Kapitel 2 eine
wesentliche Rolle. Zur Lo¨sung der Navier-Stokes-Gleichungen kann ein Iterationsver-
fahren aufgestellt werden, so dass die Lo¨ung des zu untersuchenden Differenzenrand-
wertproblems auf die Lo¨sung von Stokesproblemen zuru¨ckgefu¨hrt werden kann. Ab-
schließend werden ausgehend von einem Spezialfall der Navier-Stokes-Gleichungen
diskrete Potential- und Stromfunktionen untersucht und numerisch berechnet. Hin-
gewiesen sei hier auf einige der Autoren, die ebenfalls auf diesem Gebiet ta¨tig sind.
So werden in der Arbeit [RTo] zeitabha¨ngige diskrete Navier-Stokes-Gleichungen un-
tersucht. Insbesondere wird die Methode der Differenzenpotentiale genutzt, um alle
Schwierigkeiten mit den Randbedingungen zu meistern. Dabei wird mit zentralen
Differenzen gearbeitet und es wird die Lo¨sung des diskreten Problems von Zeitschicht
zu Zeitschicht bestimmt. In der Arbeit [RT] wird die Konstruktion ku¨nstlicher Rand-
bedingungen fu¨r die Berechnung kompressibler a¨ußerer Stro¨mungen beschrieben. Die
Approximation beruht auf verallgemeinerten Potentialen und Randprojektionsope-
ratoren, die auf Caldero´n zuru¨ckgehen.
Die Lo¨sung von diskreten Randwertproblemen kann auch anderweitig verwendet
werden. So nutzt Zeilberger in [Zei1] den Zusammenhang zwischen der Lo¨sung von
Randwertproblemen und der Lo¨sung von Differenzengleichungen in Teilra¨umen, die
wichtig fu¨r Untersuchungen auf dem Gebiet der Kombinatorik sind. Auch in der Ar-
beit [Zei2] wird nach Anwendungen in der Kombinatorik gesucht. Die U¨berlegungen
von Zeilberger bauen auf den Resultaten von Duffin auf. Desbrun, Kanso und Tong
weisen in [DKT] darauf hin, dass es viele Computertechniken gibt, die auf der Dis-
kretisierung von Differentialgleichungen beruhen. Jedoch gehen die geometrischen
Strukturen, die sie simulieren, oft im Prozeß verloren. In [DKT] beschreiben die
Autoren eine Mo¨glichkeit der computergestu¨tzten Modellierung. In [STDM] wird
eine strukturerhaltende Diskretisierung des Lagrange-Systems fu¨r den Elektroma-
gnetismus entwickelt, indem Techniken fu¨r Variationsintegratoren und diskrete Dif-
ferentialformen kombiniert werden. Dies ist wichtig fu¨r die numerische Lo¨sung der
Maxwell-Gleichungen. Eine Verbindung zwischen Operatortheorie und komplexer
Analysis wird in der Arbeit [DJ] hergestellt. Angegeben wird die Spektraldarstellung
fu¨r eine Klasse selbstadjungierter diskreter Laplace-Graphen. Diese Spektraldarstel-
lung zerfa¨llt in zwei Modellklassen: Baumdiagramme und Gittergraphen.
In den Kapiteln 2 und 3 werden Problemstellungen untersucht, bei denen die Theorie
im kontinuierlichen Fall weit entwickelt ist. Damit war die Grundlage fu¨r die Diskre-
tisierung geschaffen. Beim Versuch, die diskrete Theorie weiter auszubauen, wurde
jedoch festgestellt, dass auch im kontinuierlichen Fall und speziell auf dem Gebiet
der Quaternionenanalysis noch Funktionen genauer zu untersuchen sind, um deren
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Eigenschaften gezielt nutzen zu ko¨nnen. Ein Beispiel dafu¨r sind die im Abschnitt
3.2.1. diskutierten Vekuagleichungen im quaternionenwertigen Fall. Will man die
diskrete Theorie im Hinblick auf das A¨hnlichkeitsprinzip erweitern, so muss die hy-
perkomplexe Exponentialfunktion gewissen Anforderungen genu¨gen. In dem sich nun
anschließenden Kapitel 4, das als Ausblick betrachtet werden kann, soll zuna¨chst ei-
ne hyperkomplexe Exponentialfunktion im kontinuierlichen Fall vorgestellt werden,
die die bisherigen Untersuchungen in eine neue Richtung lenkt. Im Abschnitt 4.2
folgen einige Ausfu¨hrungen zur Sinus- und Cosinusfunktion im ho¨herdimensionalen
Fall. Schließlich sollen im Abschnitt 4.3 erste Ansa¨tze im Hinblick auf eine hyper-
komplexe Fouriertransformation vorgestellt werden, die auf den Resultaten in den
Abschnitten 4.1 und 4.2 aufbauen. Damit endet die Arbeit mit U¨berlegungen auf
einem hochmodernen Forschungsgebiet mit verschiedenen Herangehensweisen.
Auch auf dem Gebiet der Clifford-Analysis seien einige wichtige Arbeiten zitiert,
die als Anstoß fu¨r die Untersuchungen im Kapitel 4 zu betrachten sind. Dabei ist
die Clifford-Analysis die Theorie der Null-Lo¨sungen des Dirac-Operators oder eines
verallgemeinerten Cauchy-Riemann Operators, die auch monogene Funktionen ge-
nannt werden. Begonnen wird mit Methoden, die die diskrete Theorie erweitern. In
[FKS] bauen die Autoren unmittelbar auf der hier vorgestellten Theorie und auch
auf den in [GH4] eingefu¨hrten Matrizen auf, indem Differenzenapproximationen des
Dirac-Operators betrachtet werden, die den diskreten Laplaceoperator faktorisieren.
Speziell werden diskret monogene Funktionen mit diskret holomorphen Funktio-
nen auf Quad-Graphen verglichen. In [Fau1] wird ein Multivektor-Schema verwen-
det, um diskrete Klein-Gordon und Dirac-Gleichungen zu studieren. Dabei werden
Chebyshev-Polynome erster Art genutzt. Das verwendete Clifford-Kalku¨l basiert auf
Spinor-Feldern und erlaubt die Lo¨sungsdarstellung der diskreten Dirac-Gleichungen
auf der Grundlage der diskreten Klein-Gordon-Gleichung. In der Arbeit [KK] wer-
den die Eigenschaften des diskreten Euleroperators untersucht. Ferner wird der in-
verse Operator eingefu¨hrt und eine diskrete Version des Almansi-Zerlegungssatzes
fu¨r den iterierten diskreten Dirac-Operator konstruiert. Darstellungsformeln fu¨r die
Null-Lo¨sung des iterierten Dirac-Operators werden mittels Taylorreihen erzielt. Ein
numerisches Beispiel wird anhand der diskreten Approximation der Stokesgleichung
vorgestellt. In [RSKS] wird eine diskrete Funktionentheorie in ho¨heren Dimensionen
auf der Basis eines neuen Types von Weyl-Beziehungen aufgebaut. Auch im Ho¨her-
dimensionalen ist die Erkenntnis wichtig, dass man eine Kombination aus Vorwa¨rts-
und Ru¨ckwa¨rtsableitungen beno¨tigt, und das nicht nur fu¨r die Faktorisierung des
Laplaceoperators. Der Euleroperator wird verwendet, um homogene Polynome zu
konstruieren. Bei der Fischer-Zerlegung in der harmonischen Analysis handelt es
sich um die orthogonale Zerlegung des Raumes der homogenen Polynome mit Ho-
mogenita¨tsgrad k in Bezug auf Ra¨ume von harmonischen homogenen Polynomen.
Als monogene Projektion wird die Projektion eines homogenen Polynoms auf den
Raum der homogenen diskreten monogenen Polynome bezeichnet. Zu beachten ist,
dass mit den eingefu¨hrten Operatoren nur in unbeschra¨nkten Gebieten wie Ra¨umen
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oder Halbra¨umen gearbeitet werden kann. Erwa¨hnt sei an dieser Stelle, dass die
wesentlichen Grundlagen fu¨r diese Theorie von Sommen geschaffen und von zahl-
reichen Autoren weiterentwickelt wurden. In der Arbeit [BS] wird gezeigt, dass die
diskrete Dirac-Gleichung im geradzahligen Fall auf das sogenannte diskrete isoto-
nische Dirac-System reduziert werden kann. Darauf beruht die Entwicklung einer
Bochner-Martinelli-Formel fu¨r diskret holomorphe Funktionen. Auch hier ist der Na-
me Sommen an erster Stelle zu nennen.Vermerkt sei, dass sich im kontinuierlichen
Fall die Bochner-Martinelli-Formel fu¨r holomorphe Funktionen mehrerer komplexer
Vera¨nderlicher auf die traditionelle Cauchy’sche Integralformel fu¨r den eindimen-
sionalen Fall reduziert. In [BBRS] wird im Zusammenhang mit der Wa¨rmeleitglei-
chung eine Kombination zwischen einer diskreten und einer kontinuierlichen Metho-
de vorgestellt. Konkret erfolgt die Diskretisierung nur in Bezug auf die ra¨umlichen
Koordinaten. Die Darstellung der Lo¨sung basiert auf der Taylorreihenentwicklung.
Daru¨ber hinaus werden Lo¨sungen fu¨r die entsprechenden Cauchy-Probleme mit Hil-
fe von speziellen Polynomen konstruiert. Im Zusammenhang mit dem Abschluß der
hier vorliegenden Arbeit sei vor allem auf die Arbeit [Hi] verwiesen. Hier wird eine
quaternionische Fouriertransformation beschrieben. Hinsichtlich deren Anwendung,
beispielsweise in der Bildverarbeitung, werden die Eigenschaften der Transforma-
tion studiert. Ferner wird der Zusammenhang zwischen der quaternionischen Fou-
riertransformation, die im quaternionischen Bereich angewendet wird, und der nur
auf reelle Signale bezogenen Transformation herausgearbeitet.
Eines der Hauptziele der Arbeit ist es, nicht nur eine einzelne Gleichung zu ap-
proximieren, sondern einen ganzen diskreten Operatorenkalku¨l aufzubauen. Da-
bei will man mo¨glichst viele der algebraischen Eigenschaften der klassischen Ope-
ratoren (Cauchy-Riemann Operator, rechtsinverser Operator und Randoperator)
u¨bertragen. Betont sei, dass die gewonnenen Resultate keineswegs eine simple Ein-
schra¨nkung der Aussagen aus dem kontinuierlichen Fall sind und auch keine Ap-
proximation. Es geht vielmehr darum, die analoge Eigenschaft fu¨r Gitterfunktionen
zu beweisen, so dass die algebraischen Operationen in bekannter Weise ausgefu¨hrt
werden ko¨nnen. Dabei gibt es einerseits Eigenschaften, die den Aufbau einer diskre-
ten Theorie erleichtern. Dazu geho¨rt die Tatsache, dass die Fundamentallo¨sung der
diskreten Cauchy- Riemann- Operatoren bei Wahl einer festen Schrittweite h keine
Polstelle besitzt. Andererseits sto¨ßt man auf Fakten, die eine unmittelbare U¨ber-
tragung der Aussagen vom kontinuierlichen Fall unmo¨glich machen. Dazu geho¨rt
die Nichtkommutativita¨t der Algebra der diskret holomorphen Funktionen. So gibt
es kein einfaches Analogon zur Leibnitzregel. Da auch in der hyperkomplexen Theo-
rie die Kommutativita¨t nicht gegeben ist, viele wichtige Eigenschaften aber trotzdem
gezeigt werden ko¨nnen, wird der ho¨herdimensionale Fall als Anreiz zur U¨berwindung
der auftretenden Schwierigkeiten genutzt. Ebenso ist eine Potenzreihenentwicklung
im beschra¨nkten Gebiet nicht mo¨glich. Die Hauptschwierigkeit dabei sind diskret
holomorphe Potenzen. In diesem Fall sind ganz neue U¨berlegungen und Herange-
hensweisen gefragt.
Kapitel 2
Diskret holomorphe Funktionen
2.1 Einleitung
Die Idee, Cauchy-Riemann-Operatoren mit Hilfe von Differenzenableitungen zu ap-
proximieren, ist schon sehr alt. Dennoch erweist es sich als schwierig, ganze Klas-
sen von Lo¨sungen der Differenzengleichungen als diskretes Analogon holomorpher
Funktionen zu betrachten. Erste Ansa¨tze findet man in [D2], [DD], [Fe], [Hay], [I1]
und [I2]. In Bezug auf a¨hnliche Entwicklungen auf dem Gebiet der diskret harmoni-
schen Funktionen sei auf die Arbeiten [DS], [D1], [Ho], [Rya] und [Th] verwiesen. Die
Hauptschwierigkeiten bestehen darin, dass diskret holomorphe Funktionen auch dis-
kret harmonische Funktionen sein sollen und dass ein diskreter Ausdruck zu finden
ist, der das Cauchy-Integral approximiert. Zusa¨tzlich ist zu beachten, dass diskret
holomorphe Funktionen keine Algebra bilden. Erste Ansatzmo¨glichkeiten, um die-
se Schwierigkeiten zu u¨berwinden, findet man sowohl auf dem Gebiet der diskret
harmonischen Funktionen als auch auf dem Gebiet der Differenzenpotentiale. Die
Theorie der Differenzenpotentiale konnte in [Ho] erweitert werden, indem ein diskre-
tes Analogon zum Einfach- und Doppelschichtpotential eingefu¨hrt wurde. Grundlage
dieses Konzeptes ist die Existenz diskreter Fundamentallo¨sungen. Einige Jahre zuvor
wurden von den Autoren Gu¨rlebeck und Spro¨ßig (siehe [GS1] und [GS2]) a¨hnliche
Ideen aufgegriffen, um Lo¨ungen von Cauchy-Riemann-Gleichungen im dreidimen-
sionalen Fall zu studieren. Dabei bilden selbst im kontinuierlichen Fall monogene
oder hyperholomorphe Funktionen keine Algebra. Einige grundlegende Ideen dieser
Theorie werden im folgenden weiter verfolgt.
In diesem Kapitel werden zwei Approximationen der Cauchy-Riemann-Operatoren
in der komplexen Ebene vorgestellt, die auch im diskreten Fall jeweils eine Faktorisie-
rung des Laplace-Operators in zwei adjunkte Cauchy-Riemann-Operatoren ermo¨gli-
chen. Im folgenden Abschnitt werden die Fundamentallo¨sungen dieser Differenzen-
operatoren berechnet und deren Eigenschaften eingehend studiert. Im Abschnitt
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2.3 steht die Definition eines diskreten Analogons zum komplexen T−Operator und
die Konstruktion eines diskreten Cauchy-Integrals im Mittelpunkt. Ferner wird ge-
zeigt, wie mit Hilfe der diskreten Cauchy-Riemann-Operatoren eine orthogonale
Zerlegung des Raumes l2(Gh) erzielt werden kann. Damit verfu¨gt man u¨ber ein
entscheidendes Hilfsmittel, um beispielsweise diskrete Bergmann-Projektionen defi-
nieren zu ko¨nnen. Auf der Grundlage des im Abschnitt 2.5 vorgestellten diskreten
Kurvenintegrals ko¨nnen spa¨ter im Abschnitt 3.3 konjugiert harmonische Funktionen
konstruiert werden. Schließlich werden im Abschnitt 2.6 ganz elementare diskret ho-
lomorphe Funktionen vorgestellt und deren Eigenschaften diskutiert.
2.2 Diskrete Cauchy-Riemann-Operatoren und
die Berechnung des diskreten Cauchy-Kerns
2.2.1 Der kontinuierliche Fall als Ausgangspunkt
Es sei IR2 der zweidimensionale Euklidische Raum und x = (x1, x2) ein beliebiges
Element dieses Raumes. Betrachtet werden die Cauchy-Riemann-Operatoren
D1 = (−i)
(
∂
∂x1
+ i
∂
∂x2
)
und D2 = i
(
∂
∂x1
− i ∂
∂x2
)
,
die der Beziehung D1D2 = D2D1 = ∆ mit ∆u =
2∑
i=1
∂2u
∂x2i
genu¨gen. Ferner sei D
der Raum aller beliebig oft differenzierbaren Funktionen mit kompaktem Tra¨ger. Im
Distributionensinn wird jede Lo¨sung Ek(x) der Gleichungen
Dk Ek(x) = δ(x) mit (δ, ϕ) = ϕ(0), ϕ ∈ D und k ∈ {1, 2}
Fundamentallo¨sung genannt. Fu¨r diese Fundamentallo¨sungen gilt
E1(x) =
i
2pi(x1 + ix2)
und E2(x) =
i
2pi(x1 − ix2) .
Bezeichnet man mit < x, ξ >= x1ξ1 + x2ξ2 das Euklidische Skalarprodukt, dann
erha¨lt man mittels Fouriertransformation (Fu)(x) = (2pi)−1
∫
ξ∈IR2
u(ξ) e−i<x,ξ> dξ
und der inversen Transformation (F−1v)(ξ) = (2pi)−1
∫
x∈IR2
v(x) ei<x,ξ>dx die Dar-
stellung
(F−1E1)(ξ) =
i
2pi
(
ξ2 + iξ1
ξ21 + ξ
2
2
)
und (F−1E2)(ξ) =
i
2pi
(
ξ2 − iξ1
ξ21 + ξ
2
2
)
.
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Auf Grund des Gruppenhomomorphismus zwischen komplexen Zahlen a + ib und
Matrizen
(
a −b
b a
)
kann die Fundamentallo¨sung auch in Matrixform geschrieben
werden. Es gilt
E1(x)=
i
2pi
(
F (ξ2/|ξ|2) −F (ξ1/|ξ|2)
F (ξ1/|ξ|2) F (ξ2/|ξ|2)
)
, E2(x)=
i
2pi
(
F (ξ2/|ξ|2) F (ξ1/|ξ|2)
−F (ξ1/|ξ|2) F (ξ2/|ξ|2)
)
,
wobei die Funktionen ξj|ξ|−2, j ∈ {1, 2} lokal integrierbar sind. Als regula¨re Dis-
tributionen werden diese Funktionen mit dem Funktional (ξj|ξ|−2, ϕ) identifiziert.
Dies entspricht der Vorgehensweise in [Wla], Paragraph 5.5.
2.2.2 Diskrete Theorie
Es seien b1 = (1, 0) und b2 = (0, 1) die Einheitsvektoren im Raum IR
2. Durch
IR2h = {mh = (m1h,m2h) mit m1,m2 ∈ Z} wird ein gleichma¨ßiges Gitter der
Schrittweite h definiert. Man beachte im folgenden, dass zur Vereinfachung der
Formeln die Schrittweite h bei den einzelnen Gitterpunkten weggelassen wird. Kei-
nesfalls erfolgt jedoch eine Einschra¨nkung auf die Schrittweite h = 1. An Stellen,
wo die Schrittweite besonders wichtig ist, wird sie weiterhin mitgefu¨hrt. Untersucht
werden im folgenden komplexwertige Funktionen
u(m) = (Re u(m), Im u(m))T = (u0(m), u1(m))
T
mit den Vorwa¨rtsableitungen Djhuk(m) = h
−1(uk(m + bj) − uk(m)) und Ru¨ck-
wa¨rtsableitungen D−jh uk(m) = h
−1(uk(m) − uk(m − bj)) fu¨r j ∈ {1, 2} und k ∈
{0, 1}. Die Cauchy-Riemann-Operatoren ko¨nnen einerseits mit Hilfe der Differenzen-
operatoren
D1h,M =
(
D−2h D
1
h
−D−1h D2h
)
und D2h,M =
(
D2h −D1h
D−1h D
−2
h
)
approximiert werden. Fu¨r hinreichend glatte Funktionen u konvergiert der Aus-
druck
D1h,Mu = (−i)[(D−1h Re u+ iD1hIm u) + i(D−2h Re u+ iD2hIm u)]
gegen (−i)
(
∂u
∂x1
+ i ∂u
∂x2
)
, wa¨hrend der Ausdruck
D2h,Mu = i[(D
−1
h Re u+ iD
1
hIm u)− i(D2hRe u+ iD−2h Im u)]
gegen i
(
∂u
∂x1
− i ∂u
∂x2
)
konvergiert. Eine zweite Mo¨glichkeit der Approximation be-
steht durch die Differenzenoperatoren
D1h =
(
D−1h −D2h
D−2h D
1
h
)
und D2h =
(
D1h D
2
h
−D−2h D−1h
)
.
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Diese Approximationen unterscheiden sich von den obigen Operatoren durch den
Faktor −i bzw. i. Konkret gilt
(
0 1
−1 0
)(
D−1h −D2h
D−2h D
1
h
)
=
(
D−2h D
1
h
−D−1h D2h
)
sowie (
D1h D
2
h
−D−2h D−1h
)(
0 −1
1 0
)
=
(
D2h −D1h
D−1h D
−2
h
)
.
Benutzt wird im weiteren stets die Approximation, die der jeweiligen kontinuierli-
chen Situation am besten angepasst erscheint. Weitere Approximationen der Cauchy-
Riemann-Opertatoren findet man beispielsweise in [D2],[Fe],[I1] sowie [I2].
Obige Differenzenoperatoren besitzen die wesentliche Eigenschaft
D1h,M D
2
h,M = D
2
h,M D
1
h,M = D
1hD2h = D2hD1h = I2 ∆h,
wobei mit I2 die 2 × 2 Einheitsmatrix bezeichnet wird und der diskrete Laplace-
operator die Gestalt
∆huh(m) =
∑
k∈K
akuh(m− k) mit K = {(0, 0), (−1, 0), (1, 0), (0,−1), (0, 1)}
und ak =
{
1/h2 fu¨r k ∈ K, k 6= (0, 0)
−4/h2 fu¨r k = (0, 0) hat.
Funktionen uh(m) mit der Eigenschaft ∆huh(m) = 0 in allen Gitterpunkten werden
diskret harmonisch genannt.
Je nach Approximation der Cauchy-Riemann-Operatoren werden im folgenden Funk-
tionen w(m), fu¨r die in allen Gitterpunkten D1h,Mw(m) = 0 oder D
1hw(m) = 0
gilt, als diskret holomorph bezeichnet. Analog werden Funktionen v(m) mit der Ei-
genschaft D2h,Mv(m) = 0 oder D
2hv(m) = 0 als diskret anti-holomorph bezeichnet.
Aufgrund der Faktorisierung des Laplaceoperators sind damit diskret holomorphe
Funktionen automatisch auch diskret harmonisch. Dies ist ein ganz wesentlicher
Vorteil, der beim weiteren Ausbau der diskreten Theorie eine große Rolle spielen
wird.
Hervorgehoben sei an dieser Stelle auch, dass auf Grund des Gruppenhomomorphis-
mus anstelle der imagina¨ren Einheit in der diskreten Theorie die Matrixschreibweise(
0 −1
1 0
)
verwendet wird. Als Konsequenz aus der Nichtkommutativita¨t der Na-
trizen werden die diskret holomorphen Funktionen damit in reellen Vektorra¨umen
definiert sein.
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Im folgenden steht die erste Approximation im Mittelpunkt. Jede 2 × 2− Matrix
Ejh,M(m), die Lo¨sung des Gleichungssystems D
j
h,M E
j
h,M(m) = I2 δh(m) mit j ∈
{1, 2} ist, wird diskrete Fundamentallo¨sung genannt. Dabei gilt
δh(m) =
{
h−2 m = (0, 0)
0 m 6= (0, 0) .
Diese Schreibweise ist so zu verstehen, dass der diskrete Cauchy-Riemann-Operator
auf jede Spalte der Matrix E1h,M(m) bzw. E
2
h,M(m) angewendet wird. Im folgenden
wird jedes Matrixelement der diskreten Fundamentallo¨sung mit Hilfe der diskreten
Fouriertransformation (siehe beispielsweise [St]) umgeformt. Dabei folgen aus
(Fhuh)(ξ) =

h2
2pi
∑
m∈IR2h
uh(m) e
ih<m,ξ> ξ ∈ Qh
0 ξ ∈ IR2 \Qh
mit Qh = {ξ ∈ IR2 : −pi/h < ξj < pi/h} und den Eigenschaften
Fh(D
j
huh) = −ξh−j Fhuh, ξh−j = h−1(1− e−ihξj),
Fh(D
−j
h uh) = ξ
h
j Fhuh, ξ
h
j = h
−1(1− eihξj) fu¨r j ∈ {1, 2}
die Beziehungen A1FhE
1
h,M(m) = I2 Fhδh(m) und A2FhE
2
h,M(m) = I2 Fhδ(m) mit
Fhδh(m) = (2pi)
−1, A1 =
(
ξh2 −ξh−1
−ξh1 −ξh−2
)
und A2 =
( −ξh−2 ξh−1
ξh1 ξ
h
2
)
.
Als Fouriertransformierte der diskreten Fundamentallo¨sungen erha¨lt man
(FhE
1
h,M(ξ) = (2pi)
−1(A1)−1 und (FhE2h,M)(ξ) = (2pi)
−1(A2)−1.
In Analogie zur Eigenschaft
D1h,M D
2
h,M = D
2
h,M D
1
h,M = I2∆h mit ∆h = D
1
hD
−1
h +D
2
hD
−2
h
kann im Fourier-transformierten Bereich die Beziehung A1A2 = A2A1 = −d2 I2
mit d2 = 4h−2
(
sin2 hξ1
2
+ sin2 hξ2
2
)
bewiesen werden. Daraus ergibt sich
(FhE
1
h,M)(ξ) = −
1
2pi
1
d2
A2 und (FhE
2
h,M)(ξ) = −
1
2pi
1
d2
A1.
Ferner wird in jeder Matrixkomponente die inverse diskrete Fouriertransformation
(Fh)
−1 = Rh F angewendet, wobei Rhu die Einschra¨nkung der Funktion u auf das
Gitter IR2h bezeichnet und das Symbol F fu¨r die klassische Fouriertransformation
(siehe Abschnitt 2.2.1) steht. Dadurch ergeben sich folgende Darstellungsformeln:
E1h,M(m) =
1
2pi
(
RhF (ξ
h
−2/d
2) RhF (−ξh−1/d2)
RhF (−ξh1/d2) RhF (−ξh2/d2)
)
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und
E2h,M(m) =
1
2pi
(
RhF (−ξh2/d2) RhF (ξh−1/d2)
RhF (ξ
h
1/d
2) RhF (ξ
h
−2/d
2)
)
.
Die Tatsache, dass die diskrete Fouriertransformation eine Abbildung vom Gitter
IR2h auf das Quadrat Qh ist, hat zur Folge, dass die Integrationsvariable im Ausdruck
RhFFhuh(m) auf Qh beschra¨nkt ist. Um obige Darstellungsformeln zu vereinfachen,
wurde die charakteristische Funktion χQh in den Matrixeintra¨gen weggelassen.
Daru¨ber hinaus sei erwa¨hnt, dass die diskrete Fundamentallo¨sung zuna¨chst nicht
eindeutig ist. Mit der Zusatzforderung, dass sie im Unendlichen gegen Null streben
soll, wird die Fundamentallo¨sung jedoch eindeutig.
Unter Verwendung der zweiten Approximation erha¨lt man ausgehend von der Dif-
ferenzengleichung DjhEjh(m) = I2 δh(m) mit j ∈ {1, 2} durch Wiederholung der
obigen Vorgehensweise die Darstellungsformeln
E1h(m) =
1
2pi
(
RhF (ξ
h
−1/d
2) RhF (ξ
h
−2/d
2)
RhF (ξ
h
2/d
2) RhF (−ξh1/d2)
)
und
E2h(m) =
1
2pi
(
RhF (−ξh1/d2) RhF (−ξh−2/d2)
RhF (−ξh2/d2) RhF (ξh−1/d2)
)
.
In Vorbereitung auf die Fehlerabscha¨tzungen im Abschnitt 2.2.3 werden abschlie-
ßend die Matrixelemente der diskreten Fundamentallo¨sungen abgescha¨tzt. Alle fol-
genden Resultate im Abschitt 2.2 wurden bereits in der Arbeit [GH2] fu¨r die erste
Approximation vero¨ffentlicht.
Lemma 2.2.1 In jedem Gitterpunkt m = (m1,m2) ko¨nnen die Elemente der Ma-
trizen E1h,M(m) und E
2
h,M(m) sowie E
1
h(m) und E
2
h(m) in der Form∣∣∣∣∣∣∣
1
(2pi)2
∫
ξ∈Qh
ξh±l
d2
e−ih<m,ξ>dξ
∣∣∣∣∣∣∣ ≤
C1 h
(|m|+ h)2 +
C2
|m|+ h ∀ l ∈ {1, 2}.
abgescha¨tzt werden. Dabei sind C1 und C2 Konstanten.
Der Beweis des Lemmas beruht auf folgendem Theorem von Thome´e (siehe [Th]):
Satz 2.2.1 Es seien d die Dimension des Euklidischen Raumes und p1 und p2
zwei positive ganze Zahlen mit p2 < p1 + d. Fu¨r N > 0 sei κN die Menge aller
Funktionen der Gestalt T (Θ) = T1(Θ)
T2(Θ)
, 0 6= Θ ∈ Qpi. Dabei bezeichnen Tj(Θ)
trigonometrische Polynome
Tj(Θ) =
∑
µ
tj,µ e
i<µ,Θ>, j = 1, 2
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mit den folgenden Eigenschaften:
(i) Es existieren gewo¨hnliche homogene Polynome Pj(Θ) vom Grad
pj, j = 1, 2, so daß gilt Tj(Θ) = Pj(Θ) + o(|Θ|pj) fu¨r Θ→ 0.
(ii) |T2(Θ)| ≥ N−1|Θ| p2 , Θ ∈ Qpi
(iii) |tj,µ| ≤ N
(iv) tj,µ = 0 fu¨r |µ| > N.
Unter diesen Voraussetzungen existiert fu¨r jedes N > 0 eine Konstante C, so daß
fu¨r alle µ (mit ganzzahligen Komponenten) und T ∈ κN gilt∣∣∣∣ ∫
Qpi
T (Θ) ei<µ,Θ> dΘ
∣∣∣∣ ≤ C(|µ|+ 1)−(d+p1−p2) .
Beweis von Lemma 2.2.1: Mit Hilfe der Substitution Θ = (Θ1,Θ2) = (hξ1, hξ2)
folgt
I = ± 1
(2pi)2
∫
ξ∈Qh
ξh±l
d2
, e−ih<m,ξ>dξ = ± 1
(2pi)2
1
h
∫
Θ∈Qpi
1− e±iΘl
d2Θ
e−i<m,Θ>dΘ
= ± 1
(2pi)2
1
h
∫
Θ∈Qpi
1− cos Θl
d2Θ
e−i<m,Θ>dΘ± 1
(2pi)2
1
h
∫
Θ∈Qpi
∓i sin Θl
d2Θ
e−i<m,Θ>dΘ
mit Qpi = {Θ ∈ IR2 : −pi < Θj < pi, j = 1, 2} und d2Θ = 4
(
sin2 Θ1
2
+ sin2 Θ2
2
)
.
Alle Voraussetzungen des Satzes 2.2.1 sind erfu¨llt. Wa¨hrend sich fu¨r den ersten
Summanden der obigen Formel p1 = p2 = 2 ergibt, ist fu¨r den zweiten Summanden
die Wahl von p1 = 1 und p2 = 2 geeignet. Damit ist Lemma 2.2.1 bewiesen.
2.2.3 Die Differenz zwischen diskreter und kontinuierlicher
Fundamentallo¨sung
In diesem Abschnitt soll die Differenz zwischen diskreter und kontinuierlicher Fun-
damentallo¨sung punktweise abgescha¨tzt werden. Diese Vorgehensweise ermo¨glicht
es, in den folgenden beiden Abschnitten Konvergenzaussagen zu beweisen.
Im Mittelpunkt steht wieder die erste Approximation der Cauchy-Riemann-Opera-
toren. Alle U¨berlegungen gelten jedoch auch unter Verwendung der zweiten Appro-
ximation. Betrachtet werden die einzelnen Matrixelemente in den Gitterpunkten.
Zur Vermeidung vieler Indizes werden die Matrixelemente der diskreten Fundamen-
tallo¨ung mit Ekhlj(m) bezeichnet. Um auch mit der kontinuierlichen Fundamen-
tallo¨sung im Gitterpunkt (0, 0) arbeiten zu ko¨nnen, sei
Eˆk(m) =
{
Ek(m), wenn m 6= (0, 0)
0, wenn m = (0, 0)
mit k ∈ {1, 2}.
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Im Fall m 6= (0, 0) kann jedes Matrixelement in der Form
Ekhlj(m)− Eˆklj(m) =
1
(2pi)2
(
±
∫
ξ∈Qh
1− cos(hξs)
h d2
e−ih<m, ξ> dξ
± i
∫
ξ∈Qh
(
sin(hξs)
h d2
− ξs|ξ|2
)
e−ih<m, ξ> dξ ±
∫
ξ∈IR2\Qh
− i ξs|ξ|2 e
−ih<m, ξ>dξ
)
mit l, j ∈ {1, 2}, s = 2 wenn l = j und s = 1 im Fall l 6= j geschrieben werden.
Lemma 2.2.2 In allen Gitterpunkten m = (m1,m2) 6= (0, 0) ist die Ungleichung
|Ekhlj(m) − Eˆklj(m)| ≤ C h |m|−2 ∀ l, j, k ∈ {1, 2} erfu¨llt. Im Fall m = (0, 0) gilt
|Ekhlj(m)− Eˆklj(m)| ≤ C h−1.
Beweis: Im Fall m = (0, 0) folgt die Abscha¨tzung unmittelbar aus Lemma 2.2.1.
Zu betrachten bleibt der Fall m 6= (0, 0) . Der Beweis wird fu¨r den Spezialfall s = 1
gefu¨hrt und kann unmittelbar auf den Fall s = 2 u¨bertragen werden. Substituiert
man Θ = (Θ1,Θ2) = (hξ1, hξ2), so resultiert aus Lemma 2.2.1 und Satz 2.2.1
|I1| =
∣∣∣∣∣∣∣
1
(2pi)2
∫
ξ∈Qh
1− cos(hξ1)
h d2
e−ih<m, ξ> dξ
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣
1
(2pi)2
1
h
∫
ξ∈Qpi
1− cos(Θ1)
d2Θ
e−i<m,Θ> dΘ
∣∣∣∣∣∣∣ ≤
C1 h
(|m|+ h)2 .
Abzuscha¨tzen bleibt das Integral
|I2| = 1
(2pi)2
∣∣∣∣∣∣∣∣
∫
ξ∈Qh
(
sin(hξ1)
h d2
− ξ1|ξ|2
)
e−ih<m, ξ> dξ −
∫
ξ∈IR2\Qh
ξ1
|ξ|2 e
−ih<m, ξ>dξ
∣∣∣∣∣∣∣∣
=
1
(2pi)2 h
∣∣∣∣∣∣∣∣
∫
Θ∈Qpi
(
sin(Θ1)
d2Θ
− Θ1|Θ|2
)
e−i<m,Θ> dΘ −
∫
Θ∈IR2\Qpi
Θ1
|Θ|2 e
−i<m,Θ>dΘ
∣∣∣∣∣∣∣∣
= |[F v1](m)|
mit
v1(Θ) =
1
2pi h
[(
sin(Θ1)
d2Θ
− Θ1|Θ|2
)
χQpi −
Θ1
|Θ|2 χIR2\Qpi
]
.
Die Funktion v1(Θ) ist lokal integrierbar und kann mit dem Funktional (v1, ϕ) fu¨r
alle ϕ ∈ D identifiziert werden. Somit gilt allgemein fu¨r x = (x1, x2)
( [Fv1](x), ϕ(x)) = (v1(Θ), [Fϕ](Θ) ) =
(
− 1
x21
F
(
∂2v1(Θ)
∂Θ21
)
, ϕ(x)
)
. (2.1)
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Die hier auftretende zweite partielle Ableitung wird genauer untersucht: Es sei ΓQpi
der Rand des Quadrates Qpi und Qpi = Qpi ∪ ΓQpi . Der Bezeichnung von Wladi-
mierow (siehe [Wla]) folgend, gilt allgemein fu¨r die zweite Ableitung der Funktion
v1(Θ) ∈ C2(Qpi) ∩ C2(IR2 \Qpi) im Distributionensinn
∂2v1
∂Θi ∂Θj
=
{
∂2v1
∂Θi ∂Θj
}
+
∂
∂Θj
(
[v1]ΓQpi cos(~n,Θi)χΓQpi
)
+
[{
∂v1
∂Θi
}]
ΓQpi
cos(~n,Θj)χΓQpi .
Dabei bezeichnet ~n den a¨ußeren Normalenvektor im Punkt Θ ∈ ΓQpi ,
{
∂2v1
∂Θi ∂Θj
}
bzw.
{
∂v1
∂Θi
}
entspricht den klassischen Anteilen der Distributionen ∂
2v1
∂Θi ∂Θj
bzw.
∂v1
∂Θi
und [v1]ΓQpi sowie
[{
∂v1
∂Θi
}]
ΓQpi
dem Sprung von v1 und
{
∂v1
∂Θi
}
beim Durchgang
durch den Rand ΓQpi von IR
2 \Qpi nach Qpi in Richtung ~n .
Entsprechend dieser Formel gilt
∂2v1
∂Θ21
=
1
2pi h
[(
−sin(Θ1)
d 2Θ
− 3 sin(2 Θ1)
d 4Θ
+
8 sin3(Θ1)
d 6Θ
+
6 Θ1
|Θ| 4 −
8Θ31
|Θ| 6
)
χQpi
+
(
6 Θ1
|Θ| 4 −
8Θ31
|Θ| 6
)
χIR2\Qpi +
∂
∂Θ1
(
−sin(Θ1)
d 2Θ
)
cos(~n,Θ1)χΓQpi
+
(
2 sin2(Θ1)
d 4Θ
− cos(Θ1)
d 2Θ
)
cos(~n,Θ1)χΓQpi
]
.
Nach Formel (2.1) kann nun das Fourierintegral in den Punkten x = m = (m1,m2)
in der Form
− 1
m21
F
(
∂2v1(Θ)
∂Θ21
)
= − 1
(2pi)2hm21
 ∫
Θ∈Qpi
(
−sin(Θ1)
d 2Θ
− 3 sin(2 Θ1)
d 4Θ
+
8 sin3(Θ1)
d 6Θ
+
6 Θ1
|Θ| 4 −
8Θ31
|Θ|,6
)
e−i<m,Θ> dΘ +
∫
Θ∈IR2\Qpi
(
6 Θ1
|Θ| 4 −
8Θ31
|Θ| 6
)
e−i<m,Θ> dΘ

geschrieben werden, da die Fouriertransformierte der restlichen zwei Summanden
Null wird. Der Integrand des ersten Integrals kann nach oben durch C |Θ|−1 abge-
scha¨tzt werden. Daraus resultiert in Verbindung mit Gleichung (2.1) die Ungleichung
|I2| = |[Fv1](m)| ≤ C h|m1|−2. In Analogie gilt |I2| ≤ C h|m2|−2. Wa¨hlt man nun
k ∈ {1, 2} so, dass |mk| = max
i∈{1,2}
|mi| > 0 gilt, so erha¨lt man mit |m| ≤
√
2 |mk|
die Abscha¨tzung |I2| ≤ C h|m|−2.
Auf Grund der Ungleichung
|Ekhlj(m)− Eˆklj(m)| ≤ |I1|+ |I2| ≤ C h |m|−2 ∀ l, j, k ∈ {1, 2}
ist Lemma 2.2.2 vollsta¨ndig bewiesen.
Verallgemeinerungen der Aussagen aus den Abschnitten 2.2.2 und 2.2.3 auf Dirac-
Operatoren findet man in [GH4].
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2.2.4 Konvergenz im Raum lp
Neben der punktweisen Abscha¨tzung soll nun die Differenz zwischen diskreter und
kontinuierlicher Fundamentallo¨sung im Raum lp untersucht werden. Wieder be-
ziehen sich die Ausfu¨hrungen auf die erste Approximation der Cauchy-Riemann-
Operatoren. Auf Grund der Matrixschreibweise wird die Euklidische Matrixnorm
‖Ekh,M(m)− Eˆk(m)‖2 =
 2∑
i,j=1
|Ekhij(m)− Eˆkij(m)|2
1/2
verwendet. Ferner sei G ⊂ IR2 ein beschra¨nktes Gebiet und Gh = (G ∩ IR2h) ⊂ IR2h.
Q(Gh) bezeichnet das kleinste Quadrat parallel zu den Koordinatenachsen mit Mit-
telpunkt (0, 0), welches das Gebiet Gh u¨berdeckt. Die La¨nge dieses Quadrates sei
L = 2 lh.
Satz 2.2.2 Bei Wahl der Schrittweite h ≤ e−1 gilt fu¨r k ∈ {1, 2}
‖Ekh,M(m)− Eˆk(m)‖lp(Gh) ≤
{
C1 h
−1+2/p, wenn 1 < p < 2
C2 h| lnh|, wenn p = 1 .
Beweis: Aus Lemma 2.2.2 folgt
‖Ekh,M(m)− Eˆk(m)‖plp(Gh) =
∑
m∈Gh
‖Ekh,M(m)− Eˆk(m)‖p2 h2
≤ ∑
m∈Gh\(0,0)
 2∑
i,j=1
C3 h
2
|mh|4
p/2 h2 + 2∑
i,j=1
C4 h
−p+2
= C5(p)
 ∑
mh∈Gh\(0,0)
(
h
|mh|2
)p
h2 + h−p+2

≤ C5(p)
4 l∑
m1=1
l∑
m2=1
(m21 +m
2
2)
−p h−p+2 + 4
l∑
m=1
m−2p h−p+2 + h−p+2

Die einzelnen Summanden auf der rechten Seite werden nun weiter abgescha¨tzt.
Unter der Voraussetzung h ≤ e−1 gilt
l∑
m1=1
l∑
m2=1
(m21 +m
2
2)
−p h−p+2
≤ 2−p h−p+2 + 2h−p+1
lh∫
x=h
(
h
x
)2p
dx+ h−p
√
2 lh∫
r=h
pi/2∫
ϕ=0
(
h
r
)2p
r dϕdr
≤
{
C6 h
−p+2, wenn 1 < p < 2
C7 h | lnh|, wenn p = 1
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und
l∑
m=1
m−2p h−p+2 ≤ h−p+2 + h−p+1
lh∫
x=h
(
h
x
)2p
dx ≤ C8 h−p+2 fu¨r 1 ≤ p < 2.
Aus diesen Abscha¨tzungen folgt unmittelbar die Behauptung des Satzes
Im obigen Satz wurde von einem beschra¨nkten Gebiet ausgegangen. Der Beweis
des Satzes gestattet auch eine Verallgemeinerung auf alle Gitterpunkte der Ebene.
Lediglich im Fall p = 1 kann die Seitenla¨nge des Quadrates Q(Gh) nicht beliebig
lang werden.
Folgerung 2.2.1 Fu¨r jedes h ≤ e−1, k ∈ {1, 2} und 1 < p < 2 gilt
‖Ekh,M(m)− Eˆk(m)‖lp(IR2h) ≤ C h
−1+2/p .
Betont sei an dieser Stelle, dass durch diese Abscha¨tzung nicht nur das Verhalten in
der Na¨he der Singularita¨t beschrieben wird, sondern auch im Unendlichen. Dies ist
ein ganz entscheidender Vorteil von diskreten Fundamentallo¨sungen, der zeigt, dass
diese universal einsetzbar sind, wa¨hrend im Vergleich dazu Greensche Funktionen
sehr stark vom betrachteten Gebiet abha¨ngen.
2.2.5 Konvergenz im Raum Lp
Die Matrixelemente der diskreten Fundamentallo¨sungen E1h,M(m) und E
2
h,M(m)
wurden im Abschnitt 2.2.2 als Einschra¨nkung der klassischen Fouriertransformierten
auf das Gitter IR2h definiert. Vernachla¨ssigt man diese Einschra¨nkung, so ko¨nnen die
Differenzen E1h,M(x)−E1(x) und E2h,M(x)−E2(x) im Raum Lp mit 1 < p < 4/3
abgescha¨tzt werden. Die hier angegebene obere Grenze fu¨r p ist beweistechnisch
bedingt. Die entsprechende Stelle wird im Beweis deutlich gemacht.
Bemerkenswert ist, dass diese Vorgehensweise u¨berhaupt mo¨glich ist, da durch Weg-
lassen der Einschra¨nkung der klassischen Fouriertransformation auf das Gitter gewis-
sermaßen eine natu¨rliche Fortsetzung existiert und somit keine Interpolation erfolgen
muss.
Satz 2.2.3 Es sei G ein beschra¨nktes Gebiet , h0 eine fest gewa¨hlte Schrittweite
und 1 < p < 4/3. Fu¨r jede Schrittweite h ≤ h0 gilt
‖Ekh,M(x)− Ek(x)‖Lp(G) ≤ C(h0)h2−2/p mit k ∈ {1, 2} .
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Beweis: In Analogie zum Satz 2.2.2 seien Ekhmn(x) und E
k
mn(x) mit m,n ∈ {1, 2}
die Elemente der Matrizen Ekh,M(x) und E
k(x) mit k ∈ {1, 2}. Die Norm im Raum
Lp(G) ist definiert durch
‖Ekh,M(x)− Ek(x)‖pLp(G) =
∫
x∈G
 2∑
m,n=1
|Ekhmn(x)− Ekmn(x)|2
p/2 dx .
Die Differenz der Matrixelemente kann im Distributionensinn als Fouriertransfor-
mierte
|Ekhmn(x)− Ekmn(x)| = |[Ff l(ξ)](x)| mit (2.2)
f l(ξ) =
1
2pi
[
1− e±ihξl
h d2
± iξl|ξ|2
]
χQh +
1
2pi
[
± iξl|ξ|2
]
χIR2\Qh .
geschrieben werden. Dabei gilt l = 2 im Fall m = n und l = 1 wenn m 6= n.
Im folgenden wird der Fall l = 1 betrachtet. Es sei ΓQh der Rand des Quadrates
Qh und Qh = Qh ∪ ΓQh . Der Bezeichnungsweise von Wladimierow (siehe [Wla])
folgend, kann die erste Ableitung der Funktion f 1 ∈ C1(Qh) ∩ C1(IR2 \ Qh) im
Distributionensinn in der Form
∂f 1
∂ξi
=
{
∂f 1
∂ξi
}
+ [f 1]ΓQh cos(~n, ξi)χΓQh mit i ∈ {1, 2}
geschrieben werden. Dabei bezeichnet ~n den a¨ußeren Normalenvektor in den Punk-
ten ξ ∈ ΓQh ,
{
∂f 1
∂ξi
}
ist der klassische Anteil der Distribution ∂f
1
∂ξi
und [f 1]ΓQh
bezeichnet den Sprung von f 1 beim Durchgang durch den Rand ΓQh von IR
2 \Qh
nach Qh entlang des Normalenvektors ~n. Das Fourierintegral der Distribution f
1
hat die Gestalt
F (f 1) = [i(x1 + ix2)]
−1F
(
∂f 1
∂ξ1
+ i
∂f 1
∂ξ2
)
(2.3)
= [i(x1 + ix2)]
−1
[
F
{
∂f 1
∂ξ1
+ i
∂f 1
∂ξ2
}
+
1
2pi
F
(
−1− e
±ihξ1
h d2
cos(~n, ξ1)χΓQh
)
+
i
2pi
F
(
−1− e
±ihξ1
h d2
cos(~n, ξ2)χΓQh
)]
.
Untersucht wird zuna¨chst der Term
{
∂f 1
∂ξ1
+ i ∂f
1
∂ξ2
}
, indem er in zwei Summanden
zerlegt wird. {
∂f 1
∂ξ1
+ i
∂f 1
∂ξ2
}
= w(ξ)χQh + v(ξ)χIR2\Qh mit
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w(ξ) =
1
2pi
[
∓ i e
±ihξ1
d2
− 2 sin(hξ1)(1− e
±ihξ1)
h2 d4
± i|ξ|2 ∓
2iξ21
|ξ|4
−2i sin(hξ2)(1− e
±ihξ1)
h2 d4
± 2ξ1ξ2|ξ|4
]
und
v(ξ) =
1
2pi
[
± i|ξ|2 ∓
2iξ21
|ξ|4 ±
2ξ1ξ2
|ξ|4
]
.
Außerhalb des Quadrates Qh gilt
∫
ξ∈IR.
2\Qh
|v(ξ)|p1dξ ≤ C1
∞∫
r=pi/h
2pi∫
ϕ=0
r−2p1+1dϕ dr ≤ C2 h2p1−2 fu¨r p1 > 1,
wa¨hrend innerhalb von Qh mit Hilfe der Ungleichung |w(ξ)| ≤ C h|ξ|−1 die Bezie-
hung ∫
ξ∈Qh
|w(ξ)|p1dξ ≤ C3 h2p1−2 fu¨r p1 < 2
bewiesen werden kann. Aus beiden Abscha¨tzungen folgt∥∥∥∥{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∥∥∥∥
Lp1 (IR.
2
)
≤ C h2−2/p1 fu¨r 1 < p1 < 2.
Mit Hilfe des Satzes von Hausdorff/Young (siehe [Hoe]) kann das Fourierintegral des
Ausdrucks
{
∂f1
∂ξ1
+ i ∂f
1
∂ξ2
}
abgescha¨tzt werden durch
∥∥∥∥F{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∥∥∥∥
Lq1 (IR.
2
)
≤ C
∥∥∥∥{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∥∥∥∥
Lp1 (IR.
2
)
≤ C h2−2/p1 , (2.4)
wenn q1 > 2 and
1
p1
+ 1
q1
= 1 . Auf Grund der Ho¨lderungleichung gilt in jedem
beschra¨nkten Gebiet G ∈ IR. 2∥∥∥∥[i(x1 + ix2)]−1F{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∥∥∥∥
Lp(G)
(2.5)
≤ ‖ |x1 + ix2|−p ‖1/pLp2 (G)
∥∥∥∥ ∣∣∣∣F{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∣∣∣∣p ∥∥∥∥1/p
Lq2 (G)
mit 1
p2
+ 1
q2
= 1. Der erste Faktor in Ungleichung (2.5) ist beschra¨nkt, wenn gilt
pp2 < 2 .
(Aus U¨bersichtsgru¨nden sei vermerkt, dass im Fall q2 > 3 gilt
p p2 = p
q2
q2 − 1 = p+
p
q2 − 1 <
4
3
+
4/3
2
= 2 und p q2 > 1 · 3 > 2.)
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Es sei q1 = pq2 > 2 . Aus den Ungleichungen (2.4) und (2.5) folgt somit∥∥∥∥[i(x1 + ix2)]−1F{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∥∥∥∥
Lp(G)
≤ C
∥∥∥∥F{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∥∥∥∥
Lq1 (IR.
2
)
≤ C h2−2/p1
fu¨r 1 < p1 < 2 und q1 > 2. Basierend auf der Ungleichung
1
p
= 1
pp2
+ 1
pq2
> 1
2
+ 1
q1
=
3
2
− 1
p1
kann man p = p1 fu¨r alle p mit 1 < p < 4/3 wa¨hlen. Sowohl an dieser
Stelle als auch in der Bemerkung zum Fall q2 > 3 spielt also die im Satz formulierte
obere Grenze fu¨r p eine wesentliche Rolle. Man erha¨lt die Abscha¨tzung
∥∥∥∥[i(x1 + ix2)]−1F{∂f 1∂ξ1 + i ∂f
1
∂ξ2
}∥∥∥∥
Lp(G)
≤ C h2−2/p (2.6)
mit 1 < p < 4/3. Zu untersuchen bleibt die Lp–Norm der letzten zwei Summanden
in Gleichung (2.3). Das Fourierintegral kann in der Form
‖I(h)‖Lp(G) =
∥∥∥∥|x1 + ix2|−1∣∣∣∣ 12pi F
(
− 1− e
±ihξ1
hd2
cos(~n, ξ1)χΓQh
)
+
i
2pi
F
(
− 1− e
±ihξ1
hd2
cos(~n, ξ2)χΓQh
)∣∣∣∣∥∥∥∥
Lp(G)
(2.7)
=
∥∥∥∥ ih|x1 + ix2|
∣∣∣∣sin(x1pi/h)(2pi)2
pi/h∫
ξ2=−pi/h
e−ix2ξ2
1 + sin2(hξ2/2)
dξ2
+
i sin(x2pi/h)
2 (2pi)2
pi/h∫
ξ1=−pi/h
1− e±ihξ1
sin2(hξ1/2) + 1
e−ix1ξ1 dξ1
∣∣∣∣∥∥∥∥
Lp(G)
geschrieben werden. Im weiteren sei G1 = {(x1, x2) : |x1| < a und |x2| < b}
das kleinste Rechteck, welches das Gebiet G u¨berdeckt. Mit Hilfe der Substitution
I(h/t)(x1, x2) = t I
(h)(t x1, t x2) folgt fu¨r t ≥ 1
‖I(h/t)‖pLp(G1)= tp−2 ‖I(h)‖pLp(tG1)= tp−2[ ‖I(h)‖pLp(G1)+ ‖I(h)‖pLp(tG1\G1)].
Im Spezialfall h0 = ht > h erha¨lt man
‖I(h)‖pLp(G) ≤ ‖I(h)‖pLp(G1) = ‖I(h0/t)‖pLp(G1)
≤ t(p−2)[ ‖I(h0)‖pLp(G1)+ ‖I(h0)‖pLp(IR. 2\G1)] . (2.8)
Untersucht wird zuna¨chst die Norm ‖I(h0)‖p
Lp(IR.
2\G1)
. Dazu wird das Gebiet IR.
2\G1
unterteilt in A1 ={(x1, x2) : |x1| ≥ a, |x2| ≥ b}, A2 ={(x1, x2) : |x1| ≥ a, |x2| < b} und
A3 = {(x1, x2) : |x1| < a, |x2| ≥ b}. Betrachtet wird zuerst das Teilgebiet A1. Mit
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Hilfe der partiellen Integration bezu¨glich ξ2 kann das erste Integral in Gleichung
(2.7) in der Form
∥∥∥∥ ih0|x1 + ix2|
∣∣∣∣sin(x1pi/h0)(2pi)2
pi/h0∫
ξ2=−pi/h0
e−ix2ξ2
1 + sin2(h0ξ2/2)
dξ2
∣∣∣∣∥∥∥∥p
Lp(A1)
≤ C1(h0)
∞∫
x1=a
∞∫
x2=b
 1
x2
√
x21 + x
2
2
p dx2 dx1 ≤ C2(h0) fu¨r p > 1
abgescha¨tzt werden. Durch partielle Integration bezu¨glich ξ1 scha¨tzt man das zweite
Integral in (2.7) ab. Es gilt
∥∥∥∥ ih0|x1 + ix2|
∣∣∣∣ i sin(x2pi/h0)2 (2pi)2
pi/h0∫
ξ1=−pi/h0
(1− e±ih0ξ1) e−ix1ξ1
sin2(h0ξ1/2) + 1
dξ1
∣∣∣∣∥∥∥∥p
Lp(A1)
≤ C3(h0)
∞∫
x1=a
∞∫
x2=b
 1
x1
√
x21 + x
2
2
p dx2 dx1 ≤ C4(h0) fu¨r p > 1.
Fu¨r das Teilgebiet A2 erha¨lt man die Ungleichung
‖I(h0)‖pLp(A2) ≤ C5
∞∫
x1=a
b∫
x2=0
 1√
x21 + x
2
2
p dx2 dx1 ≤ C6 fu¨r p > 1
und fu¨r das Teilgebiet A3 gilt
‖I(h0)‖pLp(A3) ≤ C7
a∫
x1=0
∞∫
x2=b
 1√
x21 + x
2
2
p dx2 dx1 ≤ C8 , wenn p > 1.
Zusammengefasst resultiert somit aus der Beziehung (2.8)
‖I(h)‖pLp(G) ≤ h
(p−2)
0 h
−p+2[ ‖I(h0)‖pLp(G1) + C9(h0)] , wenn p > 1. (2.9)
Im folgenden sei K ein Kreis mit Radius R , der das Gebiet G1 u¨berdeckt. Der
Summand ‖I(h0)‖pLp(G1) auf der rechten Seite der Ungleichung (2.9) kann unter Ver-
wendung von (2.7) in der Form
‖I(h0)‖pLp(G1) ≤ C10
R∫
r=0
2pi∫
ϕ=0
r−p+1dϕ dr ≤ C11 fu¨r p < 2 (2.10)
abgescha¨tzt werden. Dabei sind h durch h0 und G durch K zu ersetzen. Insgesamt
erha¨lt man aus den Beziehungen (2.3), (2.6), (2.7), (2.9) und (2.10) im Fall l = 1
und 1 < p < 4/3 die Ungleichung
‖Ff l(ξ)](x)‖Lp(G) ≤ Cα h2−2/p + Cβ h−1+2/p ≤ Cγ h2−2/p
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mit den aus der obigen Rechnung resultierenden Konstanten Cα, Cβ und Cγ ,
die abha¨ngig von h0 aber unabha¨ngig von h sind. Man beachte dabei, dass die
Ungleichnug 2 − 2/p < −1 + 2/p nur im Fall p < 4/3 gilt. Der Beweis kann
unmittelbar auf den Fall l = 2 u¨bertragen werden. Hier gelangt man durch die
entsprechenden Abscha¨tzungen zur gleichen Konvergenzordnung. Schließlich folgt
aus (2.2), der Definition der Matrixnorm und der Minkowskischen Ungleichung das
Endresultat
‖Ekh,M(x)− Ek(x)‖Lp(G) ≤
∥∥∥∥∥∥
2∑
m,n=1
|Ekhmn(x)− Ekmn(x)|
∥∥∥∥∥∥
Lp(G)
≤ C h2−2/p im Fall 1 < p < 4/3
Alle Grundlagen zur Definition rechtsinverser Operatoren im Sinne einer Faltung
sind nun bereitgestellt und wurden ausfu¨hrlich diskutiert.
2.3 Rechtsinverser Operator und die diskrete
Borel-Pompeiu-Formel
Mit den eingefu¨hrten diskreten Cauchy-Riemann-Operatoren und den zugeho¨rigen
diskreten Fundamentallo¨sungen ist es analog zum kontinuierlichen Fall mo¨glich,
rechtsinverse Operatoren zu konstruieren. Der Idee I − TD aus dem Kontinuier-
lichen folgend, wobei T den rechtsinversen Operator beschreibt, soll auch in der
diskreten Theorie ein Randoperator konstruiert werden. Auf diese Weise besteht die
Chance, ein diskretes Cauchyintegral zu definieren.
Im Abschnitt 2.3.1 wird ein rechtsinverser Operator T 1h,M zu dem im Abschnitt 2.2.2
definierten Operator D1h,M eingefu¨hrt und dessen Eigenschaften studiert. Auf der
Grundlage beider Operatoren ist es mo¨glich, im Abschnitt 2.3.2 den Randoperator
zu beschreiben und die Gu¨ltigkeit der diskreten Borel-Pompeiu Formel zu beweisen.
Die in den Abschnitten 2.3.1 und 2.3.2 vorgestellten Operatoren sind bereits in
den Arbeiten [GH3] und [Ho1] betrachtet worden, wo auch deren Eigenschaften
untersucht wurden. Eine Borel-Pompeiu Formel wird auch fu¨r den Operator D1h
und den dazugeho¨rigen rechtsinversen Operator T 1h angegeben. Im Abschnitt 2.3.3
wird der Zusammenhang zwischen dem diskreten Analogon zum Cauchyintegral und
dem diskreten Doppelschichtpotential (siehe [Ho]) herausgearbeitet. Daru¨ber hinaus
werden die Eigenschaften des Operators auf dem Rand genauer analysiert und es
kann ein Eindeutigkeitssatz zur Lo¨sung eines diskreten Cauchy-Riemann-Problems
formuliert werden.
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2.3.1 Konstruktion eines rechtsinversen Operators
Betrachtet wird ein beschra¨nktes Gebiet G ⊂ IR2 und es sei Gh = (G∩ IR2h) das zu-
geho¨rige diskrete Gebiet. Ferner sei K = {k1 = (1, 0), k2 = (0, 1), k3 = (−1, 0) und
k4 = (0,−1)}. Der Rand des diskreten Gebietes (als Menge der Randgitterpunkte)
wird definiert durch γ−h = {rh ∈ IR2h \Gh : ∃ ki mit (r + ki)h ∈ Gh, i = 1, . . . , 4}.
Er kann in die Teilra¨nder γ−hi = {rh ∈ γ−h : (r + ki)h ∈ Gh, i = 1, . . . , 4} zerlegt
werden. Dies soll fu¨r den Fall eines Rechtecks in der folgenden Abbildung verdeut-
licht werden.
Zusa¨tzlich seien Γsj = {lh ∈ IR2h\{Gh∪γ−h }: (l+kj)h ∈ γ−hs und (l+ks)h ∈ γ−hj} mit
s, j ∈ {1, . . . , 4} Außenecken. Diese Außenecken werden zur Beschreibung diskreter
Tangentialableitungen beno¨tigt. Als diskretes Analogon zum komplexen T -Operator
wird definiert
(T 1h,Mf)(m) = ((T
1M
h1 f)(m), (T
1M
h2 f)(m))
T .
Die Komponenten des Operators T 1h,M haben die Gestalt
(T 1Mhk f)(m) = (T
1,G
hk f)(m) + (T
1,γ−
h
hk f)(m),
mit
(T 1,Ghk f)(m) =
∑
l∈Gh
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( f0(l)
f1(l)
)
und
(T
1,γ−
h
hk f)(m) =
∑
l∈γ−
h1
∪γ−
h4
∪Γ14
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( f0(l)
0
)
+
∑
l∈γ−
h2
∪γ−
h3
∪Γ23
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
f1(l)
)
,
wobei bei der Vereinigung von Teilra¨ndern γ−hi, i = 1, . . . , 4 die Innenecken nur
einmal geza¨hlt werden und die vier Matrixelemente E1hki die Fundamentallo¨sung
E1h,M aus dem Abschnitt 2.2.2 repra¨sentieren. In den Außenecken werden die Rand-
werte Null gesetzt, da diese Ecken bei der Bearbeitung diskreter Cauchy-Riemann-
Probleme in Innengebieten keine Rolle spielen. Bei den folgenden Betrachtungen
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ist es jedoch notwenig, auf diese Außenecken zuzugreifen. Um dabei mit definierten
Werten in den betreffenden Gitterpunkten arbeiten zu ko¨nnen, ist das Nullsetzen
erforderlich.
Satz 2.3.1 Fu¨r Funktionen f(m) = (f0(m), f1(m))
T mit m ∈ Gh gilt
D1h,M(T
1
h,Mf)(m) = f(m).
Beweis: Ausgehend von der Eigenschaft
D1h,ME
1
h,M(m− l) = I2 δh(m− l) mit
E1h,M(m− l)=
(
E1h11(m− l) E1h12(m− l)
E1h21(m− l) E1h22(m− l)
)
und δh(m− l)=
{
h−2 m= l
0 m 6= l
erha¨lt man
D−2h (T
1,G
h1 f)(m) +D
1
h(T
1,G
h2 f)(m)
=
∑
l∈Gh
h2
{
D−2h
[(
E1h11(m− l)
E1h12(m− l)
)T(f0(l)
f1(l)
)]
+D1h
[(
E1h21(m− l)
E1h22(m− l)
)T( f0(l)
f1(l)
)]}
=
∑
l∈Gh
h2
(
D−2h
D1h
)T [( E1h11(m− l) E1h12(m− l)
E1h21(m− l) E1h22(m− l)
)(
f0(l)
f1(l)
)]
=
∑
l∈Gh
h2
[(
D−2h
D1h
)T( E1h11(m− l) E1h12(m− l)
E1h21(m− l) E1h22(m− l)
)](
f0(l)
f1(l)
)
=
∑
l∈Gh
h2
(
δh(m− l)
0
)T(f0(l)
f1(l)
)
=
{
f0(m) ∀m ∈ Gh
0 sonst.
In Analogie gilt
D−2h (T
1,γ−
h
h1 f)(m) +D
1
h(T
1,γ−
h
h2 f)(m)
=
∑
l∈γ−
h1
∪γ−
h4
∪Γ14
h2
(
δh(m− l)
0
)T(f0(l)
0
)
+
∑
l∈γ−
h2
∪γ−
h3
∪Γ23
h2
(
δh(m− l)
0
)T( 0
f1(l)
)
=
{
f0(m) ∀m ∈ γ−h1 ∪ γ−h4 ∪ Γ14
0 sonst.
Auf gleiche Weise zeigt man
−D−1h (T 1Mh1 f)(m) +D2h(T 1Mh2 f)(m)
=
∑
l∈Gh
h2
(
0
δh(m− l)
)T(f0(l)
f1(l)
)
+
∑
l∈γ−
h1
∪γ−
h4
∪Γ14
h2
(
0
δh(m− l)
)T(f0(l)
0
)
+
∑
l∈γ−
h2
∪γ−
h3
∪Γ23
h2
(
0
δh(m− l)
)T( 0
f1(lh)
)
=
{
f1(m) ∀m ∈ Gh ∪ γ−h2 ∪ γ−h3 ∪ Γ23
0 sonst
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Bemerkung: Fu¨r den Beweis der Rechtsinvertierbarkeit des Operators T 1h,M ist
offensichtlich der Summand T 1,Ghk f mit k = 1, 2 ausreichend. Der Summand T
1,γ−
h
hk f
wurde hinzugefu¨gt, um die folgenden Eigenschaften, speziell die diskrete Borel-
Pompeiu-Formel, beweisen zu ko¨nnen.
Im Diskreten gilt zusa¨tzlich auf Teilen des Randes die folgende Aussage:
Folgerung 2.3.1 Werden nicht nur Gitterpunkte m ∈ Gh, sondern auch Rand-
punkte betrachtet, dann gilt
D−2h (T
1M
h1 f)(m) +D
1
h(T
1M
h2 f)(m) = f0(m)
fu¨r alle m ∈ γ−h1 ∪ γ−h4 ∪ Γ14 und
−D−1h (T 1Mh1 f)(m) +D2h(T 1Mh2 f)(m) = f1(m)
fu¨r alle m ∈ γ−h2 ∪ γ−h3 ∪ Γ23.
Die nun folgende Eigenschaft ist im kontinuierlichen Fall trivial, in der diskreten
Theorie aber nur auf der Grundlage von Folgerung 2.3.1 zu erhalten.
Satz 2.3.2 Fu¨r Funktionen f(m) mit m ∈ Gh ∪ γ−h gilt
(T 1h,M [D
1
h,M (T
1
h,Mf)])(m) = (T
1
h,Mf)(m).
Beweis: Mit Hilfe von Folgerung 2.3.1 erha¨lt man unter Beachtung der Werte in
den inneren Gitterpunkten sowie den teilweise zu summierenden Werten in den
Randgitterpunkten
(T 1Mhk {D−2h T 1Mh1 f +D1hT 1Mh2 f,−D−1h T 1Mh1 f +D2hT 1Mh2 f})(m)
=
∑
l∈Gh
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( (D−2h T 1Mh1 [f0, f1] +D1hT 1Mh2 [f0, f1])(l)
(−D−1h T 1Mh1 [f0, f1] +D2hT 1Mh2 [f0, f1])(l)
)
+
∑
l∈γ−
h1
∪γ−
h4
∪Γ14
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( (D−2h T 1Mh1 [f0, f1] +D1hT 1Mh2 [f0, f1])(l)
0
)
+
∑
l∈γ−
h2
∪γ−
h3
∪Γ23
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
(−D−1h T 1Mh1 [f0, f1] +D2hT 1Mh2 [f0, f1])(l)
)
=
∑
l∈Gh
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T(f0(l)
f1(l)
)
+
∑
l∈γ−
h1
∪γ−
h4
∪Γ14
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T(f0(l)
0
)
+
∑
l∈γ−
h2
∪γ−
h3
∪Γ23
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
f1(l)
)
= (T 1Mhk f)(m)
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2.3.2 Konstruktion eines diskreten Cauchy-Integrals
Auf der Grundlage des rechtsinversen Operators T 1h,M ist es mo¨glich, die folgende
Borel-Pompeiu-Formel zu beweisen. Auf den Teilra¨ndern γ−hj, j = 1, . . . , 4 definiert
man die nach außen gerichteten Normaleneinheitsvektoren und bildet die Matri-
zen
(
nj1 n
j
2
nj3 n
j
4
)
, die wieder auf dem Homomorphismus zu komplexen Zahlen be-
ruhen. Es gilt
(
n11 n
1
2
n13 n
1
4
)
= −
(
n31 n
3
2
n33 n
3
4
)
=
( −1 0
0 −1
)
und
(
n21 n
2
2
n23 n
2
4
)
=
−
(
n41 n
4
2
n43 n
4
4
)
=
(
0 1
−1 0
)
.
Ferner wird der Randoperator
(F 1h,Mf)(m) = ((F
1M
h1 f)(m), (F
1M
h2 f)(m))
T
mit der komponentenweisen Darstellung
(F 1Mhk f)(m) = (F
1,γ−
h
hk f)(m) + (F
1,∗
hk f)(m), k ∈ {1, 2}
betrachtet. Dabei gilt
(F
1,γ−
h
hk f)(m) =
4∑
j=1
∑
l∈γ−
hj
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)(
nj1 n
j
2
nj3 n
j
4
)(
f0(l)
f1(l)
)
,
wobei die Matrix
(
0 −1
1 0
)
die imagina¨re Zahl i repra¨sentiert und auf Grund der
Nichtkommutativita¨t der Matrizen genau an dieser Stelle stehen muss. Der Operator
F 1,∗hk wird wie folgt eingefu¨hrt:
(F 1,∗hk f)(m)
:= − ∑
l∈γ−
h1
∩γ−
h4
h
(
E1hk1(m− l)
0
)T( 0 −1
1 0
)(
n11 + n
4
1 n
1
2 + n
4
2
n13 + n
4
3 n
1
4 + n
4
4
)(
f0(l)
f1(l)
)
− ∑
l∈γ−
h2
∩γ−
h3
h
(
0
E1hk2(m− l)
)T( 0 −1
1 0
)(
n21 + n
3
1 n
2
2 + n
3
2
n23 + n
3
3 n
2
4 + n
3
4
)(
f0(l)
f1(l)
)
− ∑
l∈γ−
h1
∩γ−
h2
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)(
n11 + n
2
1 n
1
2 + n
2
2
n13 + n
2
3 n
1
4 + n
2
4
)(
f0(l)
0
)
− ∑
l∈γ−
h3
∩γ−
h4
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)(
n31 + n
4
1 n
3
2 + n
4
2
n33 + n
4
3 n
3
4 + n
4
4
)(
0
f1(l)
)
.
Bei der Summation handelt es sich stets um eine Kombination von Innenecken.
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Im folgenden steht die diskrete Borel-Pompeiu-Formel und deren ausfu¨hrlicher Be-
weis im Mittelpunkt. Der hier vorgestellte Beweis wurde in seiner ersten Fassung im
Preprint [GH1] vero¨ffentlicht.
Satz 2.3.3 Die Borel-Pompeiu-Formel hat in den Komponenten k = 1 und k = 2
die Gestalt
(T 1Mhk (D
1
h,M f))(m) + (F
1M
hk f)(m) = fk−1(m)χk−1
mit den charakteristischen Funktionen χ0 =
{
1 ∀m ∈ Gh ∪ γ−h1 ∪ γ−h2
0 sonst
und χ1 =
{
1 ∀m ∈ Gh ∪ γ−h3 ∪ γ−h4
0 sonst
.
Im Spezialfall m ∈ Gh gilt
(T 1h,M(D
1
h,M f))(m) + (F
1
h,Mf)(m) = f(m) .
Damit ist die Grundlage fu¨r die Definition eines diskreten Analogons zum Cauchy-
Integral geschaffen. Ist f(m) eine diskret holomorphe Funktion ( mit der Eigenschaft
D 1h,Mf(m) = 0 ), so kann diese Funktion allein durch die Werte in den Randgitter-
punkten beschrieben werden. Dies ist besonders auch fu¨r numerische Berechnungen
ein ganz entscheidender Aspekt.
Beweis: Betrachtet wird zuna¨chst der mit dem rechtsinversen Operator verbundene
Ausdruck
S1 = (T
1,G
hk [D
−2
h f0 +D
1
hf1,−D−1h f0, D2hf1])(m)
=
∑
l∈Gh
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( D−2h f0(l) +D1hf1(l)
−D−1h f0(l) +D2hf1(l)
)
.
Die Summe auf der rechten Seite wird in vier Teilsummen entsprechend den vier
Differenzenableitungen unterteilt und jede der Teilsummen wird weiter umgeformt.
Die Vorgehensweise wird anhand der ersten Teilsumme demonstriert.∑
l∈Gh
h2E1hk1(m− l)D−2h f0(l)
=
∑
l∈Gh
hE1hk1(m− l)f0(l)−
∑
l∈Gh
hE1hk1(m− l)f0(l + k4)
=
∑
l∈Gh
hE1hk1(m− l)f0(l)−
∑
l∈Gh∪γ−h2\γ+h4
hE1hk1((m+ k4)− l)f0(l)
=
∑
l∈Gh
h2 [D−2h E
1
hk1(m− l)]f0(l)−
∑
l∈γ−
h2
hE1hk1(m− (l + k2))f0(l)
+
∑
l∈γ+
h4
hE1hk1(m− (l + k2))f0(l).
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Dabei wird mit γ+hi immer die Schicht der Gitterpunkte aus Gh bezeichnet, die
unmittelbar an den Teilrand γ−hi angrenzt. Als erstes Zwischenergebnis erha¨lt man
S1 =
∑
l∈Gh
h2[D−2h E
1
hk1(m− l)−D−1h E1hk2(m− l)]f0(l)
+
∑
l∈Gh
h2[D1hE
1
hk1(m− l) +D2hE1hk2(m− l)]f1(l)
− ∑
l∈γ−
h2
hE1hk1(m− (l + k2))f0(l) +
∑
l∈γ+
h4
hE1hk1(m− (l + k2))f0(l)
+
∑
l∈γ−
h3
hE1hk1(m− (l + k3))f1(l)−
∑
l∈γ+
h1
hE1hk1(m− (l + k3))f1(l)
+
∑
l∈γ−
h1
hE1hk2(m− (l + k1))f0(l)−
∑
l∈γ+
h3
hE1hk2(m− (l + k1))f0(l)
+
∑
l∈γ−
h4
hE1hk2(m− (l + k4))f1(l)−
∑
l∈γ+
h2
hE1hk2(m− (l + k4))f1(l)
Mit Hilfe der diskreten Fouriertransformation zeigt man im Fall k = 1
FhD
−1
h E
1
h12(m)=ξ
h
1FhE
1
h12(m)=−
ξh1 ξ
h
−1
2pi d2
=ξh−1FhE
1
h21(m)=−FhD1hE1h21(m),
wobei wie im Abschnitt 2.2.2 ξh−j = h
−1(1 − e−ihξj) und ξhj = h−1(1 − eihξj) fu¨r
j ∈ {1, 2} gilt. Analog erha¨lt man
FhD
1
hE
1
h11(m)=−ξh−1FhE1h11(m)=−
ξh−1 ξ
h
−2
2pi d2
=ξh−2FhE
1
h12(m)=−FhD2hE1h12(m).
Mittels Ru¨cktransformation folgt unter Verwendung der Eigenschaften der diskreten
Fundamentallo¨sung ∑
l∈Gh
h2[D−2h E
1
h11(m− l)−D−1h E1h12(m− l)]f0(l)
+
∑
l∈Gh
h2[D1hE
1
h11(m− l) +D2hE1h12(m− l)]f1(l)
=
∑
l∈Gh
h2[D−2h E
1
h11(m− l) +D1hE1h21(m− l)]f0(l)
+
∑
l∈Gh
h2[−D2hE1h12(m− l) +D2hE1h12(m− l)]f1(l)
=
∑
l∈Gh
h2 δh(m− l) f0(l) = f0(m)χGh ,
wobei allgemein χA =
{
1 ∀m ∈ A
0 sonst
gelten soll. Im Fall k = 2 resultiert aus
FhD
−2
h E
1
h21(m) = FhD
−1
h E
1
h22(m) und FhD
2
hE
1
h22(m) = FhD
−2
h E
1
h11(m)
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∑
l∈Gh
h2[D−2h E
1
h21(m− l)−D−1h E1h22(m− l)]f0(l)
+
∑
l∈Gh
h2[D1hE
1
h21(m− l) +D2hE1h22(m− l)]f1(l)
=
∑
l∈Gh
h2 δh(m− l) f1(l) = f1(m)χGh .
Somit erha¨lt man die Darstellung
S1 = fk−1(m)χGh
− ∑
l∈γ−
h2
hE1hk1(m− (l + k2))f0(l) +
∑
l∈γ+
h4
hE1hk1(m− (l + k2))f0(l)
+
∑
l∈γ−
h3
hE1hk1(m− (l + k3))f1(l)−
∑
l∈γ+
h1
hE1hk1(m− (l + k3))f1(l)
+
∑
l∈γ−
h1
hE1hk2(m− (l + k1))f0(l)−
∑
l∈γ+
h3
hE1hk2(m− (l + k1))f0(l)
+
∑
l∈γ−
h4
hE1hk2(m− (l + k4))f1(l)−
∑
l∈γ+
h2
hE1hk2(m− (l + k4))f1(l).
Zum Ausdruck S1 wird nun der Hilfsterm S2 addiert mit
S2 =
∑
l∈γ−
h2
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
D2hf1(l)
)
+
∑
l∈γ−
h2
:(l+k3)∈γ−h2
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
−D−1h f0(l)
)
+
∑
l 6∈γ−
h2
∩(l+k3)∈γ−h2
hE1hk2(m− l)f0(l + k3)−
∑
l∈γ−
h2
:(l+k3)6∈γ−h2
hE1hk2(m− l)f0(l)
+
∑
l∈γ−
h1
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( D1hf1(l)
0
)
+
∑
l∈γ−
h1
:(l+k4)∈γ−h1
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( D−2h f0(l)
0
)
− ∑
l 6∈γ−
h1
∩(l+k4)∈γ−h1
hE1hk1(m− l)f0(l + k4) +
∑
l∈γ−
h1
:(l+k4)6∈γ−h1
hE1hk1(m− l)f0(l)
+
∑
l∈γ−
h3
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
−D−1h f0(l)
)
+
∑
l∈γ−
h3
:(l+k2)∈γ−h3
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
D2hf1(l)
)
36 KAPITEL 2. DISKRET HOLOMORPHE FUNKTIONEN
+
∑
l 6∈γ−
h3
∩(l+k2)∈γ−h3
hE1hk2(m− l)f1(l + k2)−
∑
l∈γ−
h3
:(l+k2)6∈γ−h3
hE1hk2(m− l)f1(l)
+
∑
l∈γ−
h4
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( D−2h f0(l)
0
)
+
∑
l∈γ−
h4
:(l+k1)∈γ−h4
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( D1hf1(l)
0
)
+
∑
l 6∈γ−
h4
∩(l+k1)∈γ−h4
hE1hk1(m− l)f1(l + k1)−
∑
l∈γ−
h4
:(l+k1)6∈γ−h4
hE1hk1(m− l)f1(l).
Den Ausdruck S2 gilt es weiter umzuformen. Die Vorgehensweise wird anhand der
ersten vier Summanden demonstriert, die sich auf den Teilrand γ−h2 beziehen.
S
γ−
h2
2 =
∑
l∈γ−
h2
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
D2hf1(l)
)
+
∑
l∈γ−
h2
:(l+k3)∈γ−h2
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
−D−1h f0(l)
)
+
∑
l 6∈γ−
h2
∩(l+k3)∈γ−h2
hE1hk2(m− l)f0(l + k3)−
∑
l∈γ−
h2
:(l+k3)6∈γ−h2
hE1hk2(m− l)f0(l)
=
∑
l∈γ−
h2
h2E1hk2(m− l)D2hf1(l)−
∑
l∈γ−
h2
:(l+k3)∈γ−h2
hE1hk2(m− l)f0(l)
+
∑
l∈γ−
h2
:(l+k3)∈γ−h2
hE1hk2(m− l)f0(l + k3) +
∑
l 6∈γ−
h2
∩(l+k3)∈γ−h2
hE1hk2(m− l)f0(l + k3)
− ∑
l∈γ−
h2
:(l+k3)6∈γ−h2
hE1hk2(m− l)f0(l)
=
∑
l∈γ−
h2
h2E1hk2(m− l)D2hf1(l)−
∑
l∈γ−
h2
hE1hk2(m− l)f0(l)
+
∑
(l+k3)∈γ−h2
hE1hk2(m− l)f0(l + k3)
=
∑
l∈γ−
h2
hE1hk2(m− l)f1(l + k2)−
∑
l∈γ−
h2
hE1hk2(m− l)f1(l)
− ∑
l∈γ−
h2
hE1hk2(m− l)f0(l) +
∑
l∈γ−
h2
hE1hk2((m+ k3)− l)f0(l)
=
∑
l∈γ+
h2
hE1hk2(m− (l + k4))f1(l)−
∑
l∈γ−
h2
hE1hk2(m− l)f1(l)
− ∑
l∈γ−
h2
h2D−1h E
1
hk2(m− l)f0(l).
Fu¨r den letzten Summanden ergibt sich im Fall k = 1 auf Grund der Beziehung
FhD
2
hE
1
h22(m) = FhD
−2
h E
1
h11(m)
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− ∑
l∈γ−
h2
h2D−1h E
1
h12(m− l)f0(l)
=
∑
l∈γ−
h2
h2
[
δh(m− l)−D2hE1h22(m− l)
]
f0(l)
= f0(m)χγ−
h2
−∑
l∈γ−
h2
hE1h11(m− l)f0(l) +
∑
l∈γ−
h2
hE1h11((m+ k4)− l)f0(l)
= f0(m)χγ−
h2
−∑
l∈γ−
h2
hE1h11(m− l)f0(l) +
∑
l∈γ−
h2
hE1h11(m− (l + k2))f0(l).
Im Fall k = 2 erha¨lt man auf Grund von FhD
−1
h E
1
h22(m) = FhD
−2
h E
1
h21(m)
− ∑
l∈γ−
h2
h2D−1h E
1
h22(m− l)f0(l) = −
∑
l∈γ−
h2
h2D−2h E
1
h21(m− l)f0(l)
= −∑
l∈γ−
h2
hE1h21(m− l)f0(l) +
∑
l∈γ−
h2
hE1h21(m− (l + k2))f0(l).
Daraus resultiert
S
γ−
h2
2 =
∑
l∈γ+
h2
hE1hk2(m− (l + k4))f1(l)−
∑
l∈γ−
h2
hE1hk2(m− l)f1(l)
+ f0(m)χ
k=1
γ−
h2
−∑
l∈γ−
h2
hE1hk1(m− l)f0(l) +
∑
l∈γ−
h2
hE1hk1(m− (l + k2))f0(l)
mit χk=j
γ−
hi
=
{
1 ∀m ∈ γ−hi im Fall k = j , i ∈ {1, . . . , 4}, j ∈ {1, 2}
0 sonst.
Durch analoges Umformen der Ausdru¨cke auf den anderen Teilra¨ndern und der
Tatsache, dass sich Summanden mit denen von S1 zu Null erga¨nzen, folgt
S3 = S1 + S2
= fk−1(m)χGh + f0(m)χ
k=1
γ−
h2
+ f0(m)χ
k=1
γ−
h1
+ f1(m)χ
k=2
γ−
h3
+ f1(m)χ
k=2
γ−
h4
−∑
l∈γ−
h2
hE1hk1(m− l)f0(l)−
∑
l∈γ−
h2
hE1hk2(m− l)f1(l)
−∑
l∈γ−
h1
hE1hk1(m− l)f1(l) +
∑
l∈γ−
h1
hE1hk2(m− l)f0(l)
+
∑
l∈γ−
h3
hE1hk1(m− l)f1(l)−
∑
lh∈γ−
h3
hE1hk2(m− l)f0(l)
+
∑
l∈γ−
h4
hE1hk1(m− l)f0(l) +
∑
l∈γ−
h4
hE1hk2(m− l)f1(l).
Die u¨brig bleibenden Summanden werden geeignet zusammengefaßt. Die Vorgehens-
weise wird anhand des Teilrandes γ−h2 gezeigt, wobei der Homomorphismus zwischen
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komplexen Zahlen und Matrizen eine wesentliche Rolle spielt.
−∑
l∈γ−
h2
hE1hk1(m− l)f0(l)−
∑
l∈γ−
h2
hE1hk2(m− l)f1(l)
= − ∑
l∈γ−
h2
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)(
0 1
−1 0
)(
f0(l)
f1(l)
)
= − ∑
l∈γ−
h2
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)(
n21 n
2
2
n23 n
2
4
)(
f0(l)
f1(l)
)
.
Nach dem Umformen der Ausdru¨cke auf den restlichen Teilra¨ndern erha¨lt man als
erstes Teilergebnis
S1 + S2
= fk−1(m)χk−1 + f0(m)χk=1γ−
h1
∩ γ−
h2
+ f1(m)χ
k=2
γ−
h3
∩ γ−
h4
−
4∑
j=1
∑
l∈γ−
hj
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)(
nj1 n
j
2
nj3 n
j
4
)(
f0(l)
f1(l)
)
(2.11)
= fk−1(m)χk−1+f0(m)χk=1γ−
h1
∩ γ−
h2
+f1(m)χ
k=2
γ−
h3
∩ γ−
h4
−(F 1,γ
−
h
hk f)(m),
wobei χ0 =
{
1 ∀m ∈ Gh ∪ γ−h1 ∪ γ−h2
0 sonst
und χ1 =
{
1 ∀m ∈ Gh ∪ γ−h3 ∪ γ−h4
0 sonst
.
Betont sei, daß sich in den Innenecken des Gebietes jeweils zwei Normalenvektoren
u¨berlagern.
Im letzen Teil des Beweises wird S2 noch einmal untersucht, um die entsprechenden
Anteile dem rechtsinversen Operator beziehungsweise dem Randoperator zuordnen
zu ko¨nnen. Um Tangentialableitungen betrachten zu ko¨nnen, setzt man wie eingangs
erla¨utert in den Außenecken f0(m) = f1(m) = 0. Wie die einzelnen Summanden
umgeschrieben werden, soll anhand der Teilsumme S
γ−
h2
2 in ihrer urspru¨nglichen
Form demonstriert werden. Fu¨r den dritten Summanden von S
γ−
h2
2 gilt∑
l 6∈γ−
h2
∩(l+k3)∈γ−h2
hE1hk2(m− l)f0(l + k3)
=
∑
l∈Gh∩(l+k3)∈γ−h2
hE1hk2(m− l)f0(l + k3)−
∑
l∈Γ23
h2E1hk2(m− l)D−1h f0(l) (2.12)
=
∑
l∈γ−
h1
∩ γ−
h2
hE1hk2(m− (l + k1))f0(l)−
∑
l∈Γ23
h2E1hk2(m− l)D−1h f0(l).
Fu¨r den vierten Summanden von S
γ−
h2
2 nutzt man die Schreibweise
− ∑
l∈γ−
h2
:(l+k3)6∈γ−h2
hE1hk2(m− l)f0(l) (2.13)
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= −∑
l∈γ−
h2
∩ γ−
h3
hE1hk2(m− l)f0(l)−
∑
l∈γ−
h2
:(l+k3)∈Γ12
hE1hk2(m− l)[ f0(l)− f0(l + k3) ]
= −∑
l∈γ−
h2
∩ γ−
h3
hE1hk2(m− l)f0(l)−
∑
l∈γ−
h2
:(l+k3)∈Γ12
h2E1hk2(m− l)D−1h f0(l).
Aus (2.12) und (2.13) resultiert unter Beachtung der Gleichheit der Mengen
{l ∈ γ−h2 : (l + k3) ∈ (γ−h2 ∪ Γ12)} = {l ∈ γ−h2 \ (γ−h2 ∩ γ−h3)}
S
γ−
h2
2 =
∑
l∈γ−
h2
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
D2hf1(l)
)
+
∑
(l∈γ−
h2
\(γ−
h2
∩ γ−
h3
))∪ (l∈Γ23)
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
−D−1h f0(l)
)
+
∑
l∈γ−
h1
∩ γ−
h2
hE1hk2(m− (l + k1))f0(l)−
∑
l∈γ−
h2
∩ γ−
h3
hE1hk2(m− l)f0(l).
Faßt man die Summanden auf den Teilra¨ndern γ−h2 und γ
−
h3 sowie γ
−
h1 und γ
−
h4
zusammen, so ergibt sich insgesamt
S2 =
∑
l∈γ−
h2
∪ γ−
h3
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0
−D−1h f0(l) +D2hf1(l)
)
+
∑
l∈γ−
h1
∪ γ−
h4
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T( D−2h f0(l) +D1hf1(l)
0
)
− ∑
l∈γ−
h2
∩ γ−
h3
hE1hk2(m− l)[ f0(l) + f1(l) ]
+
∑
l∈γ−
h1
∩ γ−
h4
hE1hk1(m− l)[ f0(l)− f1(l) ]
+
∑
l∈γ−
h1
∩ γ−
h2
hE1hk2(m− (l + k1))f0(l) +
∑
l∈γ−
h3
∩ γ−
h4
hE1hk2(m− (l + k4))f1(l)
− ∑
l∈γ−
h1
∩ γ−
h2
hE1hk1(m− (l + k2))f0(l) +
∑
l∈γ−
h3
∩ γ−
h4
hE1hk1(m− (l + k3))f1(l)
+
∑
l∈Γ23
h2E1hk2(m− l)[−D−1h f0(l) +D2hf1(l) ]
+
∑
l∈Γ14
h2E1hk1(m− l)[D−2h f0(l) +D1hf1(l) ].
Bei den ersten zwei Summanden werden die Innenecken nur einmal geza¨hlt. (Bei-
spielsweise wird beim Zusammenfassen der Ausdru¨cke auf γ−h2 und γ
−
h3 die Menge
{l : l ∈ γ−h2} mit der Menge {l : l ∈ γ−h3 \ (γ−h2 ∩ γ−h3)} vereinigt.)
Offensichtlich erha¨lt man so fu¨r S2 die Darstellung
S2 = (T
1,γ−
h
hk [D
−2
h f0 +D
1
hf1,−D−1h f0 +D2hf1])(m)
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− ∑
l∈γ−
h2
∩ γ−
h3
hE1hk2(m− l)[ f0(l) + f1(l) ]
+
∑
l∈γ−
h1
∩ γ−
h4
hE1hk1(m− l)[ f0(l)− f1(l) ] (2.14)
+
∑
l∈γ−
h1
∩ γ−
h2
hE1hk2(m− (l + k1))f0(l) +
∑
l∈γ−
h3
∩ γ−
h4
hE1hk2(m− (l + k4))f1(l)
− ∑
l∈γ−
h1
∩ γ−
h2
hE1hk1(m− (l + k2))f0(l) +
∑
l∈γ−
h3
∩ γ−
h4
hE1hk1(m− (l + k3))f1(l),
wobei sich ein Anteil von S2 dem rechtsinversen Operator zuordnen la¨ßt. Untersucht
werden nun in (2.14) die zwei Summanden mit dem Summationsindex l ∈ γ−h1∩γ−h2.
Es gilt:
S4 =
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2(m− (l + k1))− E1hk1(m− (l + k2)) ]f0(l)
=
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2(m− (l + k1))− E1hk2(m− l) ]f0(l)
+
∑
l∈γ−
h1
∩ γ−
h2
h[−E1hk1(m− (l + k2)) + E1hk1(m− l) ]f0(l)
+
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2(m− l)− E1hk1(m− l) ]f0(l)
=
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2((m+ k3)− l)− E1hk2(m− l) ]f0(l)
+
∑
l∈γ−
h1
∩ γ−
h2
h[−E1hk1((m+ k4)− l) + E1hk1(m− l) ]f0(l)
+
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2(m− l)− E1hk1(m− l) ]f0(l)
=
∑
l∈γ−
h1
∩ γ−
h2
h2[−D−1h E1hk2(m− l) +D−2h E1hk1(m− l) ]f0(l)
+
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2(m− l)− E1hk1(m− l) ]f0(l).
Im Fall k = 1 erha¨lt man auf Grund von FhD
−2
h E
1
h11(m) = FhD
2
hE
1
h22(m)
S4 =
∑
l∈γ−
h1
∩ γ−
h2
h2[−D−1h E1h12(m− l) +D2hE1h22(m− l) ]f0(l)
+
∑
l∈γ−
h1
∩ γ−
h2
h[E1h12(m− l)− E1h11(m− l) ]f0(l)
=
∑
l∈γ−
h1
∩ γ−
h2
h2δh(m− l)f0(l) +
∑
l∈γ−
h1
∩ γ−
h2
h[E1h12(m− l)− E1h11(m− l) ]f0(l)
= f0(m)χ
k=1
γ−
h1
∩ γ−
h2
+
∑
l∈γ−
h1
∩ γ−
h2
h[E1h12(m− l)− E1h11(m− l) ]f0(l).
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Im Fall k = 2 ergibt sich aus der Beziehung FhD
−1
h E
1
h22(m) = FhD
−2
h E
1
h21(m)
S4 =
∑
l∈γ−
h1
∩ γ−
h2
h[E1h22(m− l)− E1h21(m− l) ]f0(l).
Faßt man beide Fa¨lle zusammen, so gilt
S4 = f0(m)χ
k=1
γ−
h1
∩ γ−
h2
+
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2(m− l)− E1hk1(m− l) ]f0(l). (2.15)
Auf gleiche Weise kann man die Summanden von (2.14) mit dem Summationsindex
l ∈ γ−h3 ∩ γ−h4 umformen. Man erha¨lt∑
l∈γ−
h3
∩ γ−
h4
h[E1hk2(m− (l + k4)) + E1hk1(m− (l + k3)) ]f1(l)
= f1(m)χ
k=2
γ−
h3
∩ γ−
h4
+
∑
l∈γ−
h3
∩ γ−
h4
h[E1hk2(m− l) + E1hk1(m− l) ]f1(l). (2.16)
Aus den Gleichungen (2.14) - (2.16) folgt auf Grund des Homomorphismus zwischen
komplexen Zahlen und Matrizen
S2 = (T
1,γ−
h
hk [D
−2
h f0 +D
1
hf1,−D−1h f0 +D2hf1])(m)
− ∑
l∈γ−
h2
∩ γ−
h3
hE1hk2(m− l)[ f0(l) + f1(l) ]
+
∑
l∈γ−
h1
∩ γ−
h4
hE1hk1(m− l)[ f0(l)− f1(l) ]
+f0(m)χ
k=1
γ−
h1
∩ γ−
h2
+
∑
l∈γ−
h1
∩ γ−
h2
h[E1hk2(m− l)− E1hk1(m− l) ]f0(l)
+f1(m)χ
k=2
γ−
h3
∩ γ−
h4
+
∑
l∈γ−
h3
∩ γ−
h4
h[E1hk2(m− l) + E1hk1(m− l) ]f1(l)
= (T
1,γ−
h
hk [D
−2
h f0 +D
1
hf1,−D−1h f0 +D2hf1])(m) +
f0(m)χ
k=1
γ−
h1
∩ γ−
h2
+ f1(m)χ
k=2
γ−
h3
∩ γ−
h4
− ∑
l∈γ−
h2
∩ γ−
h3
h
(
0
E1hk2(m− l)
)T( 0 −1
1 0
)[(
0 1
−1 0
)
+
(
1 0
0 1
)](
f0(l)
f1(l)
)
− ∑
l∈γ−
h1
∩ γ−
h4
h
(
E1hk1(m− l)
0
)T( 0 −1
1 0
)[(
0 −1
1 0
)
+
(−1 0
0 −1
)](
f0(l)
f1(l)
)
− ∑
l∈γ−
h1
∩ γ−
h2
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)[(
0 1
−1 0
)
+
(−1 0
0 −1
)](
f0(l)
0
)
− ∑
l∈γ−
h3
∩ γ−
h4
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( 0 −1
1 0
)[(
1 0
0 1
)
+
(
0 −1
1 0
)](
0
f1(l)
)
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= (T
1,γ−
h
hk [D
−2
h f0 +D
1
hf1,−D−1h f0 +D2hf1])(m)
+f0(m)χ
k=1
γ−
h1
∩ γ−
h2
+ f1(m)χ
k=2
γ−
h3
∩ γ−
h4
+ (F 1,∗hk f)(m).
Da nun alle Summanden von S2 den Differenzenoperatoren zugeordnet sind, gilt
insgesamt
S1 + S2 = (T
1,G
hk [D
−2
h f0 +D
1
hf1,−D−1h f0 +D2hf1])(m) + S2
= (T 1,Ghk [D
−2
h f0 +D
1
hf1,−D−1h f0 +D2hf1])(m)
+(T
1,γ−
h
hk [D
−2
h f0 +D
1
hf1,−D−1h f0 +D2hf1])(m) (2.17)
+f0(m)χ
k=1
γ−
h1
∩ γ−
h2
+ f1(m)χ
k=2
γ−
h3
∩ γ−
h4
+ (F 1,∗hk f)(m).
Aus (2.11) und (2.17) folgt schließlich die Behauptung des Satzes
Betrachtet man noch einmal die Komponenten T 1Mhk , k ∈ {1, 2} des rechtsinversen
Operators T 1h,M , dann wird im Anteil T
1,G
hk u¨ber alle Gitterpunkte des Gebietes
summiert und der Summand hat die Ordnung h2, wa¨hrend im Summanden T
1,γ−
h
hk
bei gleichbleibender Ordnung der Schrittweite nur u¨ber Randgitterpunkte summiert
wird. Diese Dimensionsreduktion ist auch beim Vergleich zwischen den Ausdru¨cken
F
1,γ−
h
hk und F
1,γ−I
hk zu beobachten. Symbolisch kann man dies durch
(T 1Mhk f)(m) = (T
1,G
hk f)(m) +O(h) und (F
1M
hk f)(m) = (F
1,γ−
h
hk f)(m) +O(h)
mit k ∈ {1, 2} zum Ausdruck bringen.
Folgerung 2.3.2 Werden nur komplexe Funktionen f(m) mit D1h,M f(m) = 0 fu¨r
alle m ∈ Gh betrachtet, dann folgt aus der Borel-Pompeiu Formel fu¨r die Kompo-
nenten k = 1 und k = 2
(T
1,γ−
h
hk (D
1
h,M f))(m) + (F
1,γ−
h
hk f)(m) + (F
1,∗
hk f)(m) = fk−1(m)χk−1.
Mittels der symbolischen Schreibweise erha¨lt man fu¨r alle m ∈ Gh
(F 1h,Mf)(m) = f(m) +O(h).
Durch die in der Folgerung angegebene symbolische Schreibweise und besonders den
Anteil F
1,γ−
h
hk im diskreten Randoperator wird die Analogie zum klassischen Cauchy-
Integral deutlich. Die Eigenschaften des Cauchy-Operators werden im Abschnitt
2.3.3 genauer untersucht.
An dieser Stelle wird zuna¨chst die Borel-Pompeiu-Formel auch fu¨r die zweite Appro-
ximation der Cauchy-Riemann-Operatoren bereitgestellt. Beim Beweis der Aussage
wiederholen sich die Beweisschritte von Satz 2.3.3.
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Betrachtet wird der rechtsinverse Operator
(T 1hf)(m) = ((T 1h1f)(m), (T
1
h2f)(m))
T
mit den Komponenten
(T 1hkf)(m) = (T˜
1,G
hk f)(m) + (T˜
1,γ−
h
hk f)(m) .
Dabei gilt, aber nun unter Verwendung der diskreten Fundamentallo¨ung E1h(m) ,
(T˜ 1,Ghk f)(m) =
∑
l∈Gh
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T (
f0(l)
f1(l)
)
und
(T˜
1,γ−
h
hk f)(m) =
∑
l∈γ−
h2
∪γ−
h3
∪Γ23
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T (
f0(l)
0
)
+
∑
l∈γ−
h1
∪γ−
h4
∪Γ14
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T (
0
f1(l)
)
.
In Analogie zur Folgerung 2.3.1 und zum Satz 2.3.2 beweist man unter Verwendung
des Operators D1h
D−1h (T
1
h1f)(m)−D2h(T 1h2f)(m) = f0(m)
fu¨r alle m ∈ Gh ∪ γ−h2 ∪ γ−h3 ∪ Γ23, sowie
D−2h (T
1
h1f)(m) +D
1
h(T
1
h2f)(m) = f1(m)
fu¨r alle m ∈ Gh ∪ γ−h1 ∪ γ−h4 ∪ Γ14 und
(T 1h[D1h(T 1hf)])(m) = (T 1hf)(m).
Weiterhin sei der Randoperator
(F 1hf)(m) = ((F 1h1f)(m), (F
1
h2f)(m))
T
mit der komponentenweisen Darstellung
(F 1hkf)(m) = (F˜
1,γ−
h
hk f)(m) + (F˜
1,∗
hk f)(m)
definiert. Konkret gilt
(F˜
1,γ−
h
hk f)(m) = −
4∑
j=1
∑
l∈γ−
hj
h
(
E1hk1(m− l)
E1hk2(m− l)
)T( nj1 nj2
nj3 n
j
4
)(
f0(l)
f1(l)
)
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und
(F˜ 1,∗hk f)(m)
=
∑
l∈γ−
h2
∩γ−
h3
h
(
E1hk1(m− l)
0
)T(n21 + n31 n22 + n32
n23 + n
3
3 n
2
4 + n
3
4
)(
f0(l)
f1(l)
)
+
∑
l∈γ−
h1
∩γ−
h4
h
(
0
E1hk2(m− l)
)T(n11 + n41 n12 + n42
n13 + n
4
3 n
1
4 + n
4
4
)(
f0(l)
f1(l)
)
+
∑
l∈γ−
h1
∩γ−
h2
h
(
E1hk1(m− l)
E1hk2(m− l)
)T(n11 + n21 n12 + n22
n13 + n
2
3 n
1
4 + n
2
4
)(
f0(l)
0
)
+
∑
l∈γ−
h3
∩γ−
h4
h
(
E1hk1(m− l)
E1hk2(m− l)
)T(n31 + n41 n32 + n42
n33 + n
4
3 n
3
4 + n
4
4
)(
0
f1(l)
)
.
Mit Hilfe dieser Operatoren kann in Analogie zum Satz 2.3.3 die folgende Borel-
Pompeiu-Formel bewiesen werden:
In den Komponenten k = 1 und k = 2 gilt
(T 1hk(D
1h f))(m) + (F 1hkf)(m) = fk−1(m)χk−1
mit den charakteristischen Funktionen χ0 =
{
1 ∀m ∈ Gh ∪ γ−h1 ∪ γ−h2
0 sonst
und χ1 =
{
1 ∀m ∈ Gh ∪ γ−h3 ∪ γ−h4
0 sonst
.
Im Spezialfall m ∈ Gh gilt
(T 1h(D1h f))(m) + (F 1hf)(m) = f(m) .
Betont sei abschließend, dass die Struktur des Randoperators immer von der kon-
kreten Gestalt des rechtsinversen Operators abha¨ngig ist. Der T−Operator selbst
ha¨ngt wieder von der Definition des a¨ußeren Randes ab. Die dafu¨r notwendigen Fest-
legungen erfolgten im Abschnitt 2.3.1 und sind in der gesamten Arbeit einheitlich
gewa¨hlt.
Erste, im Rahmen einer Dissertation durchgefu¨hrte, numerische Untersuchungen
haben gezeigt, dass es durchaus wichtig sein kann, auch Randgitterpunkte in den
Außenecken zu betrachten. In der hier vorliegenden Arbeit wurden die Randwerte
in den Außenecken jedoch Null gesetzt, da man diese Ecken ausgehend von einem
inneren Gitterpunkt mit keiner Vorwa¨rts- oder Ru¨ckwa¨rtsableitung erreichen kann.
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2.3.3 Eigenschaften des Cauchy-Operators
Die folgenden Aussagen beziehen sich wieder auf die erste Approximation der Cauchy-
Riemann-Operatoren. Ausgangspunkt der Untersuchungen ist der Ausdruck F
1,γ−
h
hk ,
mit k ∈ {1, 2}, zu dem ein Zusammenhang mit dem in [Ho], Kapitel 2 eingefu¨hrten
diskreten Doppelschichtpotential hergestellt werden soll. Dieses Doppelschichtpo-
tential hat in allen Gitterpunkten m ∈ Gh die Darstellung
PDh uR(m) =
∑
l∈γ−
h
∑
k∈K\Kl
[E∆hh (m− l)− E∆hh (m− (l + k))]uR(l).
Dabei ist E∆hh (m) die zum diskreten Laplace-Operator geho¨rende Fundamental-
lo¨sung mit der Fouriertransformierten
FhE
∆h
h (m) = −
1
2pi d2
mit d2 =
4
h2
( sin2
hξ1
2
+ sin2
hξ2
2
).
Ferner sind uR(l) die Randwerte auf γ
−
h und fu¨r die Mengen K und Kl gilt K =
{(0, 0), (1, 0), (−1, 0), (0, 1), (0,−1)} und Kl = {k ∈ K : (l + k)h 6∈ Gh}. Unter-
sucht wird der Term (F
1,γ−
h
hk f)(m) mit k ∈ {1, 2} auf den einzelnen Teilra¨ndern,
wobei eine Einschra¨nkung auf den Spezialfall k = 1 und f1(l) ≡ 0 fu¨r alle l ∈ γ−h
erfolgen soll. Ferner werden die Eigenschaften
FhE
1
h11(m)=
ξh−2
2pi d2
=FhD
2
hE
∆h
h (m) und FhE
1
h12(m)=
−ξh−1
2pi d2
=−FhD1hE∆hh (m)
genutzt. Auf dem Teilrand γ−h1 erha¨lt man
∑
l∈γ−
h1
h
(
E1h11(m− l)
E1h12(m− l)
)T( 0 −1
1 0
)( −1 0
0 −1
)(
f0(l)
0
)
= − ∑
l∈γ−
h1
hE1h12(m− l) f0(l) =
∑
l∈γ−
h1
hD1hE
∆h
h (m− l) f0(l)
=
∑
l∈γ−
h1
[E∆hh ((m+ k1)− l)− E∆hh ((m+ k1)− (l + k1)) ] f0(l).
Dies entspricht genau der Struktur des Doppelschichtpotentials auf dem Rand γ−h1,
wenn auch im Gitterpunkt m+k1. Auf den anderen Teilra¨ndern ergibt sich ebenfalls
die Struktur des Doppelschichtpotentials in der Form
∑
l∈γ−
h2
h
(
E1h11(m− l)
E1h12(m− l)
)T( 0 −1
1 0
)(
0 1
−1 0
)(
f0(l)
0
)
=
∑
l∈γ−
h2
[E∆hh ((m+ k2)− l)− E∆hh ((m+ k2)− (l + k2)) ] f0(l)
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sowie ∑
l∈γ−
h3
h
(
E1h11(m− l)
E1h12(m− l)
)T( 0 −1
1 0
)(
1 0
0 1
)(
f0(l)
0
)
=
∑
l∈γ−
h3
[E∆hh (m− l)− E∆hh (m− (l + k3)) ] f0(l)
und ∑
l∈γ−
h4
h
(
E1h11(m− l)
E1h12(m− l)
)T( 0 −1
1 0
)(
0 −1
1 0
)(
f0(l)
0
)
=
∑
l∈γ−
h4
[E∆hh (m− l)− E∆hh (m− (l + k4)) ] f0(l).
Die im folgenden Satz formulierte Aussage ist wiederum ein diskretes Analogon zur
klassischen Theorie, bei der die bekannte Projektionseigenschaft wiedergespiegelt
wird.
Satz 2.3.4 Fu¨r alle Gitterpunkte m ∈ Gh gilt
F 1h,M(F
1
h,Mf)(m) = (F
1
h,Mf)(m).
Beweis: Mittels zweimaliger Anwendung der diskreten Borel-Pompeiu Formel in
den Gitterpunkten m ∈ Gh erha¨lt man
F 1h,M(F
1
h,Mf)(m)
= (F 1h,Mf)(m)− (T 1h,M D1h,M F 1h,Mf )(m)
= (F 1h,Mf)(m)− (T 1h,M D1h,Mf)(m) + (T 1h,M D1h,M T 1h,M D1h,Mf)(m)
= (F 1h,Mf)(m)− (T 1h,M D1h,Mf)(m) + (T 1h,M D1h,Mf)(m)
= (F 1h,Mf)(m)
Weiterhin wird auf der Grundlage des Cauchy-Riemann-Operators D1h,M ein Ein-
deutigkeitssatz formuliert. Die Frage nach der Existenz einer Lo¨sung der Cauchy-
Riemann-Gleichung im beschra¨nkten Gebiet wird im Rahmen eines laufenden Pro-
jektes genauer untersucht und numerisch realisiert. Neben der Mo¨glichkeit, nur den
Realteil der Funktion auf dem Rand vorzugeben, besteht beispielsweise auch die
Mo¨glichkeit nur den Imagina¨rteil oder eine Kombination aus beiden vorzugeben.
Satz 2.3.5 Es sei u(m) = (u0(m), u1(m))
T . Wenn das Randwertproblem
D1h,M u(m) = (0, 0) ∀m ∈ Gh
u0(r) = ϕ(r) ∀ r ∈ γ−h
u1(m
α) = ψ(mα) fu¨r einen beliebigen Punkt mα ∈ Gh
lo¨sbar ist, dann besitzt es eine eindeutig bestimmte Lo¨sung.
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Beweis: Angenommen, es existieren zwei Lo¨sungen u1(m) = (u10(m), u
1
1(m))
T und
u2(m)=(u20(m), u
2
1(m))
T. Dann ist die Differenz u∗(m)=(u∗0(m), u
∗
1(m))
T = u1(m)−
u2(m) eine Lo¨sung des homogenen Randwertproblems. Auf die im Gebiet gelten-
de Differenzengleichung wird der Operator D2h,M angewendet. Auf Grund der Ei-
genschaft D2h,M D
1
h,M = I2 ∆h =
(
∆h 0
0 ∆h
)
ist u∗0(m) auch eine Lo¨sung des
Dirichletproblems
−∆h u∗0(m) = 0 ∀m ∈ Gh
u∗0(r) = 0 ∀r ∈ γ−h .
Nach dem in [Ho] bewiesenen Eindeutigkeitssatz ist jedoch u∗0(m) ≡ 0 fu¨r alle m ∈
Gh ∪ γ−h die einzige Lo¨sung dieses Randwertproblems. Daher gilt u10(m) = u20(m).
Aus den fu¨r alle m ∈ Gh geltenden Gleichungen
D1hu
∗
1(m) = −D−2h u∗0(m) = 0
D2hu
∗
1(m) = D
−1
h u
∗
0(m) = 0
folgt die Beziehung u∗1(m) = C, wobei C eine beliebige Konstante ist. Schließlich
resultiert aus der Zusatzbedingung u∗1(m
α) = 0 die Identita¨t C = 0 und somit
u11(m) = u
2
1(m)
Da fu¨r die weiteren Ausfu¨hrungen die im Satz 2.3.1 und Satz 2.3.3 bewiesenen Aus-
sagen auch fu¨r den Operator D2h,M und die dazugeho¨renden Differenzenoperatoren
T 2h,M und F
2
h,M beno¨tigt werden, sollen die entsprechenden Sa¨tze formuliert werden.
Auf die Beweise wird verzichtet, da die Beweisschritte von Satz 2.3.1 und Satz 2.3.3
unmittelbar u¨bertragen werden ko¨nnen. Definiert wird der rechtsinverse Operator
(T 2h,Mf)(m) = ((T
2M
h1 f)(m), (T
2M
h2 f)(m))
T
mit den Komponenten
(T 2Mhk f)(m) = (T
2,G
hk f)(m) + (T
2,γ−
h
hk f)(m).
Dabei sei
(T 2,Ghk f)(m) =
∑
l∈Gh
h2
(
E2hk1(m− l)
E2hk2(m− l)
)T( f0(l)
f1(l)
)
und
(T
2,γ−
h
hk f)(m) =
∑
l∈γ−
h1
∪γ−
h2
∪Γ12
h2
(
E2hk1(m− l)
E2hk2(m− l)
)T( f0(l)
0
)
+
∑
l∈γ−
h3
∪γ−
h4
∪Γ34
h2
(
E2hk1(m− l)
E2hk2(m− l)
)T( 0
f1(l)
)
.
Die Matrixelemente E2hki mit i = 1, 2 repra¨sentieren die Fundamentallo¨sung E
2
h,M
aus dem Abschnitt 2.2.2.
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Satz 2.3.6 Fu¨r Funktionen f(m) = (f0(m), f1(m))
T mit m ∈ Gh gilt
D2h,M(T
2
h,Mf)(m) = f(m).
Ferner wird der Randoperator
(F 2h,Mf)(m) = ((F
2M
h1 f)(m), (F
2M
h2 f)(m))
T
mit der komponentenweisen Darstellung
(F 2Mhk f)(m) = (F
2,γ−
h
hk f)(m) + (F
2,∗
hk f)(m)
definiert. Dabei gilt
(F
2,γ−
h
hk f)(m) =
4∑
j=1
∑
l∈γ−
hj
h
(
E2hk1(m− l)
E2hk2(m− l)
)T( 0 1
−1 0
)(
nj1 −nj2
−nj3 nj4
)(
f0(l)
f1(l)
)
und
(F 2,∗hk f)(m)
=
∑
l∈γ−
h1
∩γ−
h2
h
(
E2hk1(m− l)
0
)T( 0 −1
1 0
)(
n11 + n
2
1 −(n12 + n22)
−(n13 + n23) n14 + n24
)(
f0(l)
f1(l)
)
+
∑
l∈γ−
h3
∩γ−
h4
h
(
0
E2hk2(m− l)
)T( 0 −1
1 0
)(
n31 + n
4
1 −(n32 + n42)
−(n33 + n43) n34 + n44
)(
f0(l)
f1(l)
)
+
∑
l∈γ−
h1
∩γ−
h4
h
(
E2hk1(m− l)
E2hk2(m− l)
)T( 0 −1
1 0
)(
n11 + n
4
1 −(n12 + n42)
−(n13 + n43) n14 + n44
)(
f0(l)
0
)
+
∑
l∈γ−
h2
∩γ−
h3
h
(
E2hk1(m− l)
E2hk2(m− l)
)T( 0 −1
1 0
)(
n21 + n
3
1 −(n22 + n32)
−(n23 + n33) n24 + n34
)(
0
f1(l)
)
.
Satz 2.3.7 Die Borel-Pompeiu-Formel hat in den Komponenten k = 1 und k = 2
die Gestalt
(T 2Mhk (D
2
h,M f))(m) + (F
2M
hk f)(m) = fk−1χ
∗
k−1
mit den charakteristischen Funktionen χ∗0 =
{
1 ∀m ∈ Gh ∪ γ−h1 ∪ γ−h4
0 sonst
und
χ∗1 =
{
1 ∀m ∈ Gh ∪ γ−h2 ∪ γ−h3
0 sonst.
Im Spezialfall m ∈ Gh gilt
(T 2h,M (D
2
h,Mf))(m) + F
2
h,Mf(m) = f(m).
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Auffallend ist, daß bei der Definition des Operators F 2h,M im Vergleich zum Rand-
operator F 1h,M ein Vorzeichenwechsel sowie der U¨bergang zum konjugiert komplexen
Normalenvektor
(
nj1 −nj2
−nj3 nj4
)
mit j ∈ {1, . . . , 4} erfolgt. Anhand der im konti-
nuierlichen Fall geltenden Eigenschaften soll dafu¨r eine Erkla¨rung gegeben werden.
Untersucht wird das Cauchy-Integral
f(z) =
∫
Γ
i
2pi (z − ξ) α(ξ) f(ξ) dξ
mit der zum Operator D1 = (−i)
(
∂
∂z1
+ i ∂
∂z2
)
geho¨renden Fundamentallo¨sung
E1(z − ξ) = i
2pi (z−ξ) und dem a¨ußeren Normalenvektor α(ξ). Aus der Beziehung
f(z) = − 1
2pi
∫
Γ
i (ξ − z)
|ξ − z|2 α(ξ) f(ξ) dξ = −
1
2pi
∫
Γ
i (ξ − z)α(ξ) f(ξ) dξ
|ξ − z|2
folgt
f(z) =
1
2pi
∫
Γ
i (ξ − z)α(ξ) f(ξ) dξ
|ξ − z|2 ,
wobei E2(z−ξ) = i (z−ξ)
2pi |z−ξ|2 =
i
2pi(z−ξ) die zum Operator D
2 = i
(
∂
∂z1
− i ∂
∂z2
)
geho¨ren-
de Fundamentallo¨sung ist. Mit Hilfe der Substitution u(z) = f(z) erha¨lt man die
Gleichung
u(z) =
1
2pi
∫
Γ
i (ξ − z)u(ξ)α(ξ) dξ
|ξ − z|2 . (2.18)
Diese Umformung erkla¨rt sowohl den Vorzeichenwechsel als auch den U¨bergang zur
konjugiert komplexen Form des Normalenvektors.
Genauer betrachtet wird nun das zum kontinuierlichen Fall geho¨rende Produkt
α(ξ) dξ auf den Teilra¨ndern γ−hj, j = 1, . . . , 4 , wobei zuna¨chst der Fall j = 1 un-
tersucht wird. Unter Ausnutzung des Homomorphismus zwischen komplexen Zahlen
und Matrizen gilt(
n11 −n12
−n13 n14
)(
dξ1 dξ2
−dξ2 dξ1
)
=
( −1 0
0 −1
)(
dξ1 dξ2
−dξ2 dξ1
)
=
( −dξ1 −dξ2
dξ2 −dξ1
)
.
Diese Matrix entspricht dem komplexen Differential −dξ1 + i dξ2. Da auf dem Rand
γ−h1 keine A¨nderung in ξ1−Richtung erfolgt, kann dξ1 = 0 gesetzt werden und man
erha¨lt α(ξ) dξ = i dξ2. Andererseits gilt(
n11 n
1
2
n13 n
1
4
)(
dξ1 −dξ2
dξ2 dξ1
)
=
( −1 0
0 −1
)(
dξ1 −dξ2
dξ2 dξ1
)
=
( −dξ1 dξ2
−dξ2 −dξ1
)
,
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wobei die auf der rechten Seite stehende Matrix dem komplexen Differential −dξ1−
i dξ2 entspricht. Setzt man wiederum dξ1 = 0, so gilt α(ξ) dξ = −i dξ2. Dieser Zu-
sammenhang zwischen α(ξ) dξ und α(ξ) dξ kann auch auf den anderen Teilra¨ndern
γ−hj, j = 2, 3, 4 gezeigt werden, so dass insgesamt auf allen diskreten Teilra¨ndern gilt
α(ξ) dξ = −α(ξ) dξ. Dies erkla¨rt den Zusammenhang zwischen Formel (2.18) und
dem Cauchy-Integral
f(z) =
∫
γ−
h
i
2pi (z − ξ) α(ξ) f(ξ) dξ.
Will man die in den Abschnitten 2.2 und 2.3 vorgestellten Resultate fu¨r numerische
Berechnungen nutzen, ist hauptsa¨chlich ein Basispaket fu¨r die Differenzenoperatoren
D jh,M mit j = 1, 2, die rechtsinversen Operatoren T
j
h,M und die Randoperatoren
F jh,M zu erstellen. Dies setzt die genaue Erfassung des diskreten Gebietes einschließ-
lich dessen Rand und die sehr pra¨zise Berechnung der diskreten Fundamentallo¨sung
voraus. Das hier verfolgte Ziel war es, die Grundlagen fu¨r die dazugeho¨rige diskrete
Theorie zu erarbeiten und zwar so, dass ein einheitliches und aufeinander abge-
stimmtes Konzep als Ausgangspunkt fu¨r die numerische Umsetzung mit Matlab zur
Verfu¨gung steht.
2.4 Orthogonale Zerlegung des Raumes l2(Gh) und
Beschra¨nktheit des rechtsinversen Operators
2.4.1 Orthogonale Zerlegung des Raumes l2(Gh) auf der
Basis der diskreten Cauchy-Riemann Operatoren
Auf der Grundlage der Operatoren D1h,M und D
2
h,M aber auch der Operatoren D
1h
und D2h ist es mo¨glich, eine orthogonale Zerlegung des Raumes l2(Gh) vorzuneh-
men. Die Vorgehensweise wird im folgenden beschrieben und wurde bereits in der
Arbeit [GH5] fu¨r die Operatoren D1h,M und D
2
h,M vorgestellt. Durch diese ortho-
gonale Zerlegung verfu¨gt man u¨ber ein entscheidendes Hilfsmittel, das den weiteren
Verlauf dieser Arbeit pra¨gen wird, da in einem der beiden Teilra¨ume die diskret
holomorphen Funktionen liegen.
Es sei IR2 der Euklidische Raum mit den Einheitsvektoren ei, i = 1, 2 und G
ein beschra¨nktes Gebiet. Betrachtet werden Funktionen f(m) = (f0(m), f1(m))
T
auf dem Gitter IR2h = {mh = (m1h,m2h) : mi ∈ Z} mit einer festen Schrittweite
h > 0 . Wie auch bisher sei Gh = G ∩ IR2h das diskrete Gebiet und γ−h = {rh ∈
IR2h \Gh : ∃ki mit (r + ki)h ∈ Gh, i = 1, . . . , 4} dessen Rand, der in die Teilra¨nder
γ−hi = {rh ∈ γ−h : (r + ki)h ∈ Gh, i = 1, . . . , 4} zerlegt werden kann.
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Um eine orthogonale Zerlegung des Raumes l2(Gh) der Funktionen w(m) = (w0(m),
w1(m))
T und v(m) = (v0(m), v1(m))
T vornehmen zu ko¨nnen, wird das Skalarpro-
dunkt
< w, v >=
∑
m∈Gh
h2
(
w0(m)
w1(m)
)T( v0(m)
v1(m)
)
betrachtet. Außerhalb von Gh werden die Funktionen durch Null fortgesetzt, so dass
die Differenzenableitungen D±jh wi(m) und D
±j
h vi(m) mit j ∈ {1, 2} und i ∈ {0, 1}
erkla¨rt sind. Da insbesondere w(r) = v(r) = (0, 0)T fu¨r alle r ∈ γ−h gilt, kann im
Raum w
◦ 1
2 (Gh) mit der Norm
‖f‖w◦ 12 (Gh) = ‖f‖l2(Gh) +
( 2∑
j=1
‖D−jh f0‖2l2(Gh∪γ−h3∪γ−h4) +
2∑
j=1
‖D−jh f1‖2l2(Gh∪γ−h3∪γ−h4)
)1/2
gearbeitet werden. Auf Grund der A¨quivalenz der Normen ko¨nnte diese Norm auch
durch
‖f‖2w◦ 12 (Gh) = ‖f‖
2
l2(Gh)
+
2∑
j=1
‖D−jh f0‖2l2(Gh∪γ−h3∪γ−h4) +
2∑
j=1
‖D−jh f1‖2l2(Gh∪γ−h3∪γ−h4)
ersetzt werden. Mit Hilfe der diskreten Cauchy-Riemann Operatoren erha¨lt man die
folgende orthogonale Zerlegung:
Satz 2.4.1 Fu¨r jede fest gewa¨hlte Schrittweite h gilt
l2(Gh) = ker D
1
h,M(Gh)⊕D 2h,M(w
◦ 1
2 (Gh)) = ker D
1h(Gh)⊕D2h(w◦ 12 (Gh)) .
Beweis: Der Beweis wird fu¨r die Operatoren D1h,M und D
2
h,M vorgestellt und kann
ebenso fu¨r die Operatoren D1h und D2h gefu¨hrt werden. Es seien w(m) ∈ w◦ 12 (Gh)
und v(m) ∈ D 2h,M(w◦ 12 (Gh)) . Zuna¨chst wird bewiesen, dass D 2h,M(w◦ 12 (Gh))⊥ ⊂
ker D 1h,M(Gh) gilt und dabei vorausgesetzt, dass das Skalarprodukt die Eigenschaft
< w, v >= 0 fu¨r alle v(m) ∈ D 2h,M(w◦ 12 (Gh)) besitzt. Dadurch gilt fu¨r alle s(m) =
(s0(m), s1(m))
T ∈ w◦ 12 (Gh)
< w,D2h,Ms >= 0.
Dieses Skalarprodukt kann auch in der Form
0 =
∑
m∈Gh
h2[w0(m)D
2
h s0(m) + w1(m)D
−1
h s0(m)
+(−w0(m)D1h s1(m) + w1(m)D−2h s1(m))]
geschrieben werden. Durch einfache Verschiebung des Summationsindexes zeigt man
fu¨r Funktionen w(m), s(m) ∈ w◦ 12 (Gh)∑
m∈Gh
h2wi(m)[D
∓j
h sk(m)] = −
∑
m∈Gh
h2[D±jh wi(m)]sk(m) (2.19)
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mit j ∈ {1, 2} und i, k ∈ {0, 1}. Daraus resultiert
0 = < w,D2h,Ms >
= − ∑
m∈Gh
h2[D−2h w0(m) +D
1
hw1(m))s0(m) +
(−D−1h w0(m) +D2hw1(m))s1(m)] = − < D1h,Mw, s > .
Da die Beziehung fu¨r alle s(m) ∈ w◦ 12 (Gh) gelten soll, folgt w(m) ∈ ker D 1h,M(Gh).
Gezeigt wird nun, dass auch ker D 1h,M(Gh) ⊂ D 2h,M(w◦ 12 (Gh))⊥ gilt. Fu¨r die Funktion
w(m) ∈ ker D 1h,M(Gh) erha¨lt man in Analogie zu den bisherigen Beweisschritten
< w, v >=< w,D2h,Ms >= − < D1h,Mw, s >= 0.
Aus beiden Teilen des Beweises folgt schließlich ker D 1h,M(Gh) = D
2
h,M(w
◦ 1
2 (Gh))
⊥
Wie bereits im Abschnitt 2.2.2 erla¨utert, werden Funktionen, die im Kern des Opera-
tors D1h,M beziehungsweise D
1h liegen, als diskret holomorphe Funktionen bezeich-
net. Ausgehend von der orthogonalen Zerlegung des Raumes l2(Gh) werden die
Orthoprojektoren auf ker D 1h,M(Gh) beziehungsweise D
2
h,M(w
◦ 1
2 (Gh)) mit P
+
h und
Q+h bezeichnet. Sie ko¨nnen als 2× 2− Matrizen aufgefasst werden und besitzen die
im folgenden Lemma angegebenen Eigenschaften.
Lemma 2.4.1 Fu¨r die Orthoprojektoren P+h und Q
+
h gilt
D1h,M(P
+
h w)(m) = (0, 0)
T ∀m ∈ Gh und
D1h,M(Q
+
hw)(m) = D
1
h,M((I2 − P+h )w)(m) = D1h,Mw(m).
Der Beweis folgt unmittelbar aus der Definition der Orthoprojektoren.
Im weiteren sollen spezielle Eigenschaften bewiesen werden, die eng mit der ortho-
gonalen Zerlegung des Raumes l2(Gh) zusammenha¨ngen und im Abschnitt 3.3.2.
beno¨tigt werden.
Lemma 2.4.2 Fu¨r w(m), s(m) ∈ w◦ 12 (Gh) gilt
< w,D2h,Ms >= − < D1h,Mw, s > und < w,D1h,Ms >= − < D2h,Mw, s > .
Der Beweis der ersten Eigenschaft wurde bereits im Satz 2.4.1 gefu¨hrt. Unter Ver-
wendung der Beziehung (2.19) wird die zweite Eigenschaft auf analoge Weise gezeigt.
Ebenso erha¨lt man unter Verwendung der zweiten Approximation der Cauchy-Rie-
mann-Operatoren
< w,D2hs >= − < D1hw, s > und < w,D1hs >= − < D2hw, s > .
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Das folgende Lemma beruht auf der U¨berlegung, dass die hier betrachteten diskre-
ten Operatoren den Laplaceoperator faktorisieren. Nach Lemma 2.4.2 funktioniert
das U¨berwa¨lzen der Operatoren auf der Grundlage des Skalarproduktes. Im kon-
tinuierlichen Fall ist jedoch auch eine Faktorisierung des Laplaceoperators mittels
Divergenz und Gradient mo¨glich, wobei auch in diesem Fall das U¨berwa¨lzen der
Operatoren im Sinne des Skalarproduktes mo¨glich ist. U¨berpru¨ft werden soll, ob
dieser Zusammenhang auch in der diskreten Theorie besteht.
Definiert wird
[grad+h w0](m) =
(
D1hw0(m)
D2hw0(m)
)
und
div−h s(m) = D
−1
h s0(m) +D
−2
h s1(m),
so dass div−h grad
+
hw0 = ∆hw0 gilt.
Lemma 2.4.3 Fu¨r w0(m), s(m) ∈ w 12 (Gh) mit w0(r) = 0 auf γ−h3∪γ−h4, s0(r) = 0
auf γ−h1 und s1(r) = 0 auf γ
−
h2 gilt
< grad+hw0, s >= −
∑
m∈Gh
h2w0(m) div
−
h s(m) =< w0,−div−h s > .
Beweis: Unter Beachtung der Randbedingungen fu¨r w0(m) und s(m) beweist man
in Analogie zur Beziehung (2.19)
< grad+hw0, s > =
∑
m∈Gh
h2[(D1hw0(m))s0(m) + (D
2
hw0(m))s1(m)]
= − ∑
m∈Gh
h2w0(m) div
−
h s(m) =< w0,−div−h s >
2.4.2 Die Beschra¨nktheit des rechtsinversen Operators
In den folgenden beiden Lemmata wird die Beschra¨nktheit des Operators T 2h,M
gezeigt.
Lemma 2.4.4 Der Operator T 2h,M : l2(Gh) ∩ im Q+h → w12(Gh) ist beschra¨nkt.
Beweis: Zu jedem u(m) ∈ l2(Gh) ∩ im Q+h existiert eine Funktion v(m) ∈ w◦ 12 (Gh)
mit u(m) = D2h,Mv(m). Aus der Borel-Pompeiu-Formel folgt v(m) = T
2
h,M u(m). Auf
Grund der Beziehung (2.19), der in [Ho] bewiesenen ersten Greenschen Formel und
54 KAPITEL 2. DISKRET HOLOMORPHE FUNKTIONEN
der Poincare´schen Ungleichung erha¨lt man
‖u‖2l2(Gh) = ‖D2h,M v‖2l2(Gh) =< D2h,Mv,D2h,Mv >=< −D1h,M D2h,Mv, v >
=
∑
m∈Gh
h2[(−∆h v0(m)) v0(m) + (−∆h v1(m)) v1(m)]
=
∑
m∈Gh∪γ−h3∪γ−h4
2∑
i=1
h2 [(D−ih v0(m))
2 + (D−ih v1(m))
2]
≥ C−13 (‖v0‖2l2(Gh) + ‖v1‖2l2(Gh)) = C−13 ‖v‖2l2(Gh),
wobei die Konstante C3 mit dem kleinsten Eigenwert vom diskreten Laplaceoperator
zusammenha¨ngt. Daraus folgt
‖T 2h,Mu‖w12(Gh) = ‖v‖w12(Gh)
= ‖v‖l2(Gh) +
( 2∑
i=1
[ ‖D−ih v0‖2l2(Gh∪γ−h3∪γ−h4) + ‖D
−i
h v1‖2l2(Gh∪γ−h3∪γ−h4)]
)1/2
≤ (C1/23 + 1) ‖u‖l2(Gh)
Lemma 2.4.5 Fu¨r 1 < p < 2 und q < 2p
2−p ist der Operator T
2
h,M : lp(Gh) →
lq(Gh) beschra¨nkt.
Beweis: Es sei p < q. Zuna¨chst werden die Komponenten (T 2Mhk f)(m) mit k =
1, 2 nach oben abgescha¨tzt. Da zum Definitionsbereich des Operators T 2h,M nur
Funktionswerte f(m) = (f0(m), f1(m))
T mit m ∈ Gh geho¨ren, kann f0(r) =
f1(r) = 0 fu¨r alle r ∈ γ−h gesetzt werden. Ausgehend von der im Kapitel 2, Lem-
ma 2.2.1 bewiesenen Eigenschaft |E2hkj(m − l)| ≤ C1(|m − l| + h)−1 der diskreten
Fundamentallo¨sung mit k, j ∈ {1, 2} gilt
|(T 2Mhk f)(m)| =
∣∣∣∣ ∑
l∈Gh
h2
(
E2hk1(m− l)
E2hk2(m− l)
)T( f0(l)
f1(l)
)∣∣∣∣
≤ C1
∑
l∈Gh
h2(|m− l|+ h)−1(|f0(l)|+ |f1(l)|)
≤ 2C1
∑
l∈Gh
h2(|m− l|+ h)−1|f(l)|.
Aus der Voraussetzung q < 2p
2−p folgt
2
q
> 1− 2
p∗ mit
1
p∗+
1
p
= 1, also 1 = 2
q
+ 2
p∗−2β
mit β > 0. Daraus resultiert die Beziehung∑
l∈Gh
h2(|m− l|+ h)−1|f(l)|
=
∑
l∈Gh
h2
(
|f(l)|p/q(|m−l|+ h)−2/q+β
)(
|f(l)|p ( 1p− 1q )
)(
(|m−l|+ h)−2/p∗+β
)
.
2.4. ORTHOGONALE ZERLEGUNG DES RAUMES L2(GH) 55
Man setzt α1 =
1
q
, α2 =
1
p
− 1
q
und α3 =
1
p∗ , so dass gilt α1 + α2 + α3 = 1 und
wendet zweimal die Ho¨ldersche Ungleichung auf das Produkt der drei Faktoren an.
Dadurch erha¨lt man∑
l∈Gh
h2(|m− l|+ h)−1|f(l)|
≤
(∑
l∈Gh
h2|f(l)|p(|m−l|+h)−2+βq
)1
q
(∑
l∈Gh
h2|f(l)|p
)1
p
− 1
q
(∑
l∈Gh
h2(|m−l|+h)−2+βp∗
) 1
p∗
.
Fu¨r den zweiten Faktor gilt
( ∑
l∈Gh
h2|f(l)|p
)1
p
− 1
q
= ‖f‖1−p/qlp(Gh), wa¨hrend der dritte
Faktor mit Hilfe eines Integrals in Polarkoordinaten in der Form(∑
l∈Gh
h2(|m−l|+h)−2+βp∗
)1/p∗
≤
(
C2 (diam Gh)
βp∗
βp∗
)1/p∗
mit diam Gh = max
l∈Gh
|m − l| abgescha¨tzt werden kann. Zur Vereinfachung der
Schreibweise definiert man
K(p∗, q, Gh) = C2
(diam Gh)
βp∗
βp∗
= C2
(diam Gh)
p∗
q
+1− p∗
2
p∗
q
+ 1− p∗
2
und erha¨lt als Zwischenergebnis
|(T 2Mhk f)(m)| ≤ 2C1(K(p∗, q, Gh))
1
p∗ ‖f‖1−p/qlp(Gh)
( ∑
lh∈Gh
h2|f(l)|p(|m−l|+h)−2+βq
)1
q
.
Daraus folgt auf Grund der Ho¨lderschen Ungleichung
‖T 2h,M‖qlq(Gh) =
∑
m∈Gh
h2(|T 2Mh1 |2 + |T 2Mh2 |2)q/2
≤ (2
√
2C1)
q(K(p∗, q, Gh))
q
p∗ ‖f‖q−plp(Gh)
∑
l∈Gh
h2|f(l)|pK(q, p∗, Gh),
woraus die Beziehung ‖T 2h,M‖lq(Gh) ≤ 2
√
2C1 (K(p
∗, q, Gh))
1
p∗ (K(q, p∗, Gh))
1
q ‖f‖lp(Gh)
resultiert
Es sei vermerkt, daß die im Lemma 2.4.5 bewiesene Eigenschaft in analoger Weise
auch fu¨r den Operator T 1h,M und auch den Operator T
1h gezeigt werden kann.
Von besonderem Interesse fu¨r die weiteren Untersuchungen sind die Spezialfa¨lle in
Folgerung 2.4.1, die unmittelbar aus Lemma 2.4.5 resultieren.
Folgerung 2.4.1 Der Operator T 2h,M : lp(Gh)→ l2(Gh) ist fu¨r 1 < p < 2 und der
Operator T 2h,M : l2(Gh)→ lq(Gh) fu¨r q <∞ beschra¨nkt.
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Erwa¨hnt sei außerdem, dass auf Grund der im Abschnitt 2.2.5 beschriebenen natu¨rli-
chen Fortsetzung der diskreten Fundamentallo¨sung auch eine natu¨rliche Fortsetzung
des rechtsinversen Operators existiert. Dadurch besteht die Mo¨glichkeit, die Diffe-
renz zwischen diskretem und klassischen rechtsinversen Operator auch in Ra¨umen
zu untersuchen, die nicht auf das Gitter beschra¨nkt sind. Genauere Untersuchungen
dazu wurden bisher nicht durchgefu¨hrt, da sie fu¨r den weiteren Aufbau dieser Arbeit
nicht erforderlich sind.
2.5 Diskretes Kurvenintegral
Als weiteres Hilfsmittel fu¨r die Untersuchungen im Abschnitt 3.3 wird ein Analogon
zum klassischen Kurvenintegral beno¨tigt. Das Ausgangsproblem la¨ßt sich wie folgt
beschreiben: Es sei u0 eine diskret harmonische Funktion. Gesucht wird nach einer
zu u0 konjugiert harmonischen Funktion u1 mit der Eigenschaft
D1h
(
u0
u1
)
=
(
0
0
)
. (2.20)
Komponentenweise kann diese Gleichung in der Form
D−1h u0 = D
2
hu1
D−2h u0 = −D1hu1
geschrieben werden. In Analogie zu den Methoden der komplexen Analysis, wo u1
mit Hilfe eines Kurvenintegrals konstruiert wird, wird hier nach einer Summe ge-
sucht, die das Kurvenintegral approximiert. Bereits von Duffin wurde in [D2] ein
diskretes Kurvenintegral in der Form
b∫
a
f(z), dz =
m∑
n=1
(fn + fn−1)(zn − zn−1)/2
definiert, wobei a = z0, z1, . . . , zm = b eine Folge von Gitterpunkten mit |zk−zk+1| =
1 und fk = f(zk) bezeichnet. Er beweist, dass die Summe wegunabha¨ngig ist, wenn
die Funktion diskret analytisch ist.
Zur Vereinfachung soll bei den weiteren Ausfu¨hrungen zuna¨chst ein Rechteck be-
trachtet werden in dem Anfangspunkt (a1, a2) und Endpunkt (m1,m2) so festge-
legt werden, dass m1 > a1 und m2 > a2 gilt. Der erste Weg fu¨hre von (a1, a2) u¨ber
(m1, a2) nach (m1,m2).
Es gilt
u1(m1, a2)− u1(a1, a2) =
m1∑
i=a1+1
u1(i, a2)−
m1−1∑
i=a1
u1(i, a2)
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=
m1−1∑
i=a1
(u1((i+ 1), a2)− u1(i, a2)) .
In Analogie erha¨lt man mittels Verschiebung des Summenindex
u1(m1,m2)− u1(m1, a2) =
m2−1∑
j=a2
(u1(m1, j + 1)−u1(m1, j)) .
Durch die Addition beider Gleichungen gelangt man zur Darstellung
u1(m1,m2)− u1(a1, a2) =
m1−1∑
i=a1
hD1hu1(i, a2) +
m2−1∑
j=a2
hD2hu1(m1, j) .
Mit Hilfe der Eigenschaft (2.20) kann nun die Funktion u1 konstruiert werden durch
[u1(m1,m2) = u1(a1, a2)− h
m1−1∑
i=a1
D−2h u0(i, a2) + h
m2−1∑
j=a2
D−1h u0(m1, j).
Der Summand u1(a1, a2) auf der rechten Seite zeigt, dass u1 nur eindeutig bis auf
eine Konstante ist. Werden andere Wege betrachtet, dann ist es nur wichtig, ein
aus Rechtecken zusammengesetztes Gebiet vorliegen zu haben, das im Sinne von
Samarskij [Sam] verbunden ist. Konkret muss es mo¨glich sein, zwei Gitterpunkte
innerhalb des Gebietes durch einen Polygonzug zu verbinden, so dass alle Knoten
innere Gitterpunkte sind und die Linien parallel zu den Achsen verlaufen. Ist diese
Eigenschaft erfu¨llt, dann kann nach der vorgestellten Methode eine Funktion u1
konstruiert werden. Es ist auch mo¨glich, nur Wege in einer Richtung zu betrachten.
Unter Verwendung der Konstruktionsvorschrift fu¨r u1 und der Eigenschaft ∆hu0 = 0
weist man leicht nach, dass ∆hu1 = 0 gilt. Auch die Gu¨ltigkkeit der Eigenschaft
(2.20) kann unter Einbeziehung der konstruierten Funktion u1 u¨berpru¨ft werden.
2.6 Elementare diskret holomorphe Funktionen
In diesem Abschnitt werden ganz konkrete diskret holomorphe Funktionen vorge-
stellt und genauer untersucht. Begonnen wird im Abschnitt 2.6.1 mit diskreten
Polynomen, die der Appell-Eigenschaft genu¨gen. Speziell im eindimensionalen Fall
wurden solche Polynome bereits von Faustino und Ka¨hler in [Fau] betrachtet, dann
gezielt zu Multi-Index-Polynomen erweitert, um eine Fischerdekomposition in Bezug
auf den diskreten Dirac-Operator zu erzielen und so wie auch Sommen mit Euler-
und Gamma-Operatoren in unbeschra¨nkten Gebieten zu arbeiten. An entsprechen-
der Stelle wird im Abschnitt 2.6.2 auf diese Polynome aus dem eindimensionalen
Fall hingewiesen. Eine Appel-Eigenschaft im ho¨herdimensionalen Fall war nicht das
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Ziel der Autoren. In einer erst ku¨rzlich erschienenen Arbeit von Dynnikov [Dyn]
werden auch Sa¨tze u¨ber diskrete Polynome formuliert, jedoch ist in diesem Fall
auf Grund der gewa¨hlten Approximation der Cauchy-Riemann-Operatoren keine
Faktorisierung des Laplaceoperators zu erkennen, wa¨hrend in der hier vorliegenden
Arbeit genau dieser Faktorisierung große Bedeutung zukommt, um den Zusammen-
hang zwischen diskret holomorphen Funktionen und diskret harmonischen Funktio-
nen gewa¨hrleisten zu ko¨nnen. In der Arbeit von [Bo] spielen auch Appellsysteme
eine zentrale Rolle, wobei hier hauptsa¨chlich in der Quaternionenalgebra gearbeitet
wird.
Im Abschnitt 2.6.2 wird schließlich speziell auf die diskrete Exponentialfunktion,
sowie die Sinus- und Cosinusfunktion eingegangen. Diese Funktionen werden spa¨ter
im Kapitel 4 noch einmal analysiert, jedoch aus Sicht auf die klassische Theorie
im hyperkomplexen Fall, um einen Ausblick auf Erweiterungsmo¨glichkeiten dieser
Arbeit zu geben.
2.6.1 Diskrete Polynome und die Appell-Eigenschaft
Satz 2.6.1 Die Polynome P n(m1,m2) =
(
P n0 (m1,m2)
P n1 (m1,m2)
)
mit
P n0 =
n∑
s=0(2)
(
n
s
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − k)
s/2∏
l=1−s/2
(m2 + l) und
P n1 =
n∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)
(s−1)/2∏
l=(1−s)/2
(m2 + l)
besitzen im Fall n ≥ 1 die Eigenschaften
1
2
(
D−1h −D2h
D−2h D
1
h
)(
P n0 (m1,m2)
P n1 (m1 − 1,m2)
)
=
(
0
0
)
und
1
2
(
D1h D
2
h
−D−2h D−1h
)(
P n0 (m1,m2)
P n1 (m1,m2)
)
= n
(
P n−10 (m1,m2)
P n−11 (m1 − 1,m2)
)
.
Die letzte Eigenschaft wird als Appell-Eigenschaft bezeichnet. Die Bedeutung dieser
Eigenschaft liegt darin, dass die komplexe Ableitung einer Basisfunktion wieder auf
ein Vielfaches einer Basisfunktion fu¨hrt. Konkret wird ein System von Polynomen
{P n(z)} ein Appell-System genannt, wenn d
dz
P n(z) = nP n−1(z) mit n = 1, 2, . . .
gilt.
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Bevor dieser Satz ausfu¨hrlich bewiesen wird, sollen die ersten dieser Polynome kon-
kret angegeben werden, um deren Struktur besser zu verdeutlichen. Es gilt
P 1(m1,m2) =
(
m1
m2
)
P 2(m1,m2) =
(
m1 (m1 − 1)−m2 (m2 + 1)
2m1m2
)
P 3(m1,m2) =
(
m1 (m1 − 1) (m1 − 2)− 3(m1 − 1)m2 (m2 + 1)
3m1 (m1 − 1)m2 − (m2 − 1)m2 (m2 + 1)
)
Beweis des Satzes 2.6.1: Beginnend mit der Appell-Eigenschaft soll zuna¨chst die
erste Komponente betrachtet werden:
1
2
(D1hP
n
0 (m1,m2) +D
2
hP
n
1 (m1,m2))
=
1
2h
 n∑
s=0(2)
(
n
s
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − (k − 1))
s/2∏
l=1−s/2
(m2 + l)
−
n∑
s=0(2)
(
n
s
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − k))
s/2∏
l=1−s/2
(m2 + l)
+
n∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)
(s−1)/2∏
l=(1−s)/2
(m2 + l + 1)
−
n∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)
(s−1)/2∏
l=(1−s)/2
(m2 + l)

Bei den ersten beiden Summen gilt im Fall s = n(
n
n
)
(−1)n/2
n/2∏
l=1−n/2
(m2 + l)−
(
n
n
)
(−1)n/2
n/2∏
l=1−n/2
(m2 + l) = 0.
Daher wird bei diesen Summen der obere Index auf n−1 gesetzt. Ferner lassen sich
beide Summen auf Grund der Eigenschaft(
n
s
)
(n− s) = n
(
n− 1
s
)
(2.21)
wiefolgt zusammenfassen:
n−1∑
s=0(2)
(
n
s
)
(−1)s/2
n−s/2−2∏
k=s/2−1
(m1 − k)−
n−s/2−1∏
k=s/2
(m1 − k)
 s/2∏
l=1−s/2
(m2 + l)
=
n−1∑
s=0(2)
(
n
s
)
(−1)s/2
n−s/2−2∏
k=s/2
(m1 − k)
s/2∏
l=1−s/2
(m2 + l) · (n− s)
= n
n−1∑
s=0(2)
(
n− 1
s
)
(−1)s/2
n−1−s/2−1∏
k=s/2
(m1 − k)
s/2∏
l=1−s/2
(m2 + l)
60 KAPITEL 2. DISKRET HOLOMORPHE FUNKTIONEN
Beim Zusammenfassen der letzten zwei Summen wird die Beziehung
(
n
s
)
s = n
(
n− 1
s− 1
)
(2.22)
verwendet. Es gilt:
n∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)
 (s−1)/2+1∏
l=(1−s)/2+1
(m2 + l)−
(s−1)/2∏
l=(1−s)/2
(m2 + l)

=
n∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)
(s−1)/2∏
l=(3−s)/2
(m2 + l) · s
= n
n∑
s=1(2)
(
n− 1
s− 1
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)
(s−1)/2∏
l=(3−s)/2
(m2 + l)
= n
n−1∑
s=0(2)
(
n− 1
s
)
(−1)s/2
n−1−s/2−1∏
k=s/2
(m1 − k)
s/2∏
l=1−s/2
(m2 + l)
Da beide Teilergebnisse u¨bereinstimmen, erha¨lt man
1
2
(D1hP
n
0 (m1,m2) +D
2
hP
n
1 (m1,m2)) = nP
n−1
0 (m1,m2) .
Betrachtet wird nun die zweite Komponente:
1
2
(−D−2h P n0 (m1,m2) +D−1h P n1 (m1,m2))
=
1
2h
− n∑
s=0(2)
(
n
s
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − k)
s/2∏
l=1−s/2
(m2 + l)
+
n∑
s=0(2)
(
n
s
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − k))
s/2∏
l=1−s/2
(m2 + l − 1)
+
n∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)
(s−1)/2∏
l=(1−s)/2
(m2 + l)
−
n∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − (k + 1))
(s−1)/2∏
l=(1−s)/2
(m2 + l)

Bei den ersten beiden Summen gilt im Fall s = 0
−
(
n
0
)
(−1)0/2
n−1∏
k=0
(m1 − k) +
(
n
0
)
(−1)0/2
n−1∏
k=0
(m1 − k) = 0.
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Daher wird bei diesen Summen der untere Index auf 2 gesetzt. Ferner lassen sich
beide Summen auf Grund der Eigenschaft 2.22 wiefolgt zusammenfassen:
n∑
s=2(2)
(
n
s
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − k)
− s/2∏
l=1−s/2
(m2 + l) +
s/2−1∏
l=−s/2
(m2 + l)

=
n∑
s=2(2)
(
n
s
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − k)
s/2−1∏
l=1−s/2
(m2 + l) · (−s)
= −n
n∑
s=2(2)
(
n− 1
s− 1
)
(−1)s/2
n−s/2−1∏
k=s/2
(m1 − k)
s/2−1∏
l=1−s/2
(m2 + l)
= −n
n−1∑
s=1(2)
(
n− 1
s
)
(−1)(s+1)/2
n−s/2−3/2∏
k=(s+1)/2
(m1 − k)
(s−1)/2∏
l=(1−s)/2
(m2 + l)
= −n
n−1∑
s=1(2)
(
n− 1
s
)
(−1)(s+1)/2
n−1−s/2−3/2∏
k=(s−1)/2
(m1 − 1− k)
(s−1)/2∏
l=(1−s)/2
(m2 + l)
Beim Zusammenfassen der letzten zwei Summen wird die Beziehung 2.21 verwendet.
Zusa¨tzlich gilt im Fall s = n(
n
n
)
(−1)(n−1)/2
(n−1)/2∏
l=(1−n)/2
(m2 + l)−
(
n
n
)
(−1)(n−1)/2
(n−1)/2∏
l=(1−n)/2
(m2 + l) = 0,
so dass der obere Summenindex auf n− 1 gesetzt wird. Dadurch gilt
n−1∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s−1)/2
(m1 − k)−
n−s/2−1/2∏
k=(s−1)/2+1
(m1 − k)
 (s−1)/2∏
l=(1−s)/2
(m2 + l)
=
n−1∑
s=1(2)
(
n
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s+1)/2
(m1 − k)
(s−1)/2∏
l=(1−s)/2
(m2 + l) · (n− s)
= n
n−1∑
s=1(2)
(
n− 1
s
)
(−1)(s−1)/2
n−s/2−3/2∏
k=(s+1)/2
(m1 − k)
(s−1)/2∏
l=(1−s)/2
(m2 + l)
= n
n−1∑
s=1(2)
(
n− 1
s
)
(−1)(s−1)/2
n−1−s/2−3/2∏
k=(s−1)/2
(m1 − 1− k)
(s−1)/2∏
l=(1−s)/2
(m2 + l) .
Auf Grund der Beziehung (−1)(s+1)/2 = (−1)(s−1)/2+1 = −(−1)(s−1)/2 lassen sich
beide Teilergebnisse zusammenfassen und man erha¨lt
1
2
(−D−2h P n0 (m1,m2) +D−1h P n1 (m1,m2)) = nP n−11 (m1 − 1,m2).
Damit ist zuna¨chst die Appell-Eigenschaft bewiesen. Durch Wiederholung der Be-
weisschritte, angepasst auf die vera¨nderten Differenzenableitungen zeigt man leicht,
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dass die eingefu¨hrten Polynome auch diskret holomorph im Sinne der Eigenschaft
1
2
(
D−1h −D2h
D−2h D
1
h
)(
P n0 (m1,m2)
P n1 (m1 − 1,m2)
)
=
(
0
0
)
sind
Vermerkt sei, dass aus der letzten Eigenschaft sofort die Beziehung
1
4
(
D−1h −D2h
D−2h D
1
h
)(
D1h D
2
h
−D−2h D−1h
)(
P n0 (m1,m2)
P n1 (m1,m2)
)
=
n
2
(
D−1h −D2h
D−2h D
1
h
)(
P n−10 (m1,m2)
P n−11 (m1 − 1,m2)
)
=
(
0
0
)
folgt. Auf Grund der Faktorisierung des Laplaceoperators ist damit gezeigt, dass die
Polynome auch diskret harmonisch sind.
Zusa¨tzlich interessiert im Hinblick auf die weitere Verwendung der Polynome die
Frage, ob diese linear unabha¨ngig sind. Dies wird hier zuna¨chst in der gesamten
Ebene untersucht. Bei der Einschra¨nkung auf ein Gebiet Gh ist zu kla¨ren, wie groß
die Dimension des Raumes der Basisfunktionen sein muss, da hier nur endlich viele
Gitterpunkte vorhanden sind. Dieser Sachverhalt bedarf genauerer Untersuchungen
und wird im Rahmen des bereits im Abschnitt 2.3.3 angesprochenen Projektes ana-
lysiert.
In der Ebene kann gezeigt werden, dass(
P0(m1,m2)
P1(m1,m2)
)
:=
n∑
i=0
ai
(
P i0(m1,m2)
P i1(m1,m2)
)
≡
(
0
0
)
nur dann fu¨r alle (m1,m2) gilt, wenn alle ai mit i = 0, . . . , n identisch Null sind.
Auf Grund der Struktur der Polynome gilt zuna¨chst(
P0(0, 0)
P1(0, 0)
)
=
(
a0
0
)
.
Damit ist der Realteil nur im Fall a0 = 0 identisch Null. Auf Grund der Appell-
Eigenschaft der Polynome und der Einfu¨hrung eines Shift-Operators, der lediglich
den U¨bergang vom Gitterpunkt (m1− 1,m2) zum Gitterpunkt (m1,m2) realisiert,
ist die Identita¨t
1
2
(
D1h D
2
h
−D−2h −hD1hD−2h D−1h +hD1hD−1h
)(
P0(m1,m2)
P1(m1,m2)
)
=
n∑
i=0
iai
(
P i−10 (m1,m2)
P i−11 (m1,m2)
)
≡
(
0
0
)
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speziell im Gitterpunkt (m1,m2) = (0, 0) nur dann erfu¨llt, wenn a1 = 0 gilt.
Schließlich kann durch wiederholte Anwendung des modifizierten Differenzenopera-
tors gezeigt werden, dass fu¨r alle ai, i = 0, . . . , n die Beziehung ai = 0 gelten
muss.
Vom kontinuierlichen Fall weiss man, dass Polynome nicht nur nach Potenzen von
z, sondern auch nach Potenzen von z−z0 entwickelt werden ko¨nnen, wobei z0 eine
beliebig festgelegte komplexe Zahl ist. Gezeigt wird im folgenden, dass sich diese
Herangehensweise auch auf den diskreten Fall u¨bertragen la¨sst. Es sei N = N1 ·N2.
Untersucht wird fu¨r fest gewa¨hlten Polynomgrad n = N − 1 die Identita¨t
N1∑
n1=1
N2∑
n2=1
an1,n2
(
P n0 (m1 − n1,m2 − n2)
P n1 (m1 − n1,m2 − n2)
)
≡
(
0
0
)
.
Dieser Gleichung werden n weitere Gleichungen hinzugefu¨gt, indem jeweils auf die
zuletzt erhaltene Gleichung der modifizierte Differenzenoperator
1
2
(
D1h D
2
h
−D−2h −hD1hD−2h D−1h +hD1hD−1h
)
angewendet wird. Auf Grund der Appell-Eigenschaft nimmt der Polynomgrad von
Gleichung zu Gleichung ab. Schreibt man nun das gesamte Gleichungssystem in
Matrixschreibweise mit komplexen Elementen, so erkennt man auf Grund der nur
aus Nullen bestehenden rechten Seite, dass alle an1,n2 identisch Null sind, wenn die
aus den Polynomen bestehende Matrix eine von Null verschiedene Determinante be-
sitzt. Daher ist es ausreichend, die Struktur dieser Matrix genauer zu untersuchen.
Durch einfaches Transponieren der Matrix wird ersichtlich, dass es sich hier um eine
Vandermonde-Matrix handelt. Indem man die Spaltenvektoren dieser transponierten
Matrix untersucht, kann gezeigt werden, dass diese linear unabha¨ngig sind. Man bil-
det eine Linearkombination der Spaltenvektoren und betrachtet das so entstehende
Problem zeilenweise. In den einzelnen Zeilen stehen jeweils Polynome aufsteigenden
Grades in ein und demselben Gitterpunkt. Fu¨r diese Polynome wurde die lineare
Unanha¨ngigkeit bereits gezeigt, so dass insgesamt auf die lineare Unabha¨ngigkeit
der Spaltenvektoren geschlossen werden kann.
Abschließend soll kurz auf die Orthogonalisierung der Polynome mit Hilfe des Gram-
Schmidtschen Orthogonalisierungsverfahrens eingegangen werden. Fu¨r die Polynome
P n(m1,m2) =
(
P n0 (m1,m2)
P n1 (m1,m2)
)
und Pm(m1,m2) =
(
Pm0 (m1,m2)
Pm1 (m1,m2)
)
wird das Ska-
larprodukt
< P n, Pm >=
∑
m∈Gh
h2
(
P n0 (m1,m2)
P n1 (m1,m2)
)T (
Pm0 (m1,m2)
Pm1 (m1,m2)
)
betrachtet. Zur konkreten Arbeit mit dem Gram-Schmidtschen Orthogonalisierungs-
verfahren wird als diskretes Gebiet ein Quadrat mit 9 inneren Gitterpunkten und
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dem Koordinatenursprung als Mittelpunkt gewa¨hlt. Fu¨r die praktischen Berechnun-
gen stellt sich die Frage, ob die so orthogonalisierten Polynome auch orthogonale
Polynome sind, wenn das Ausgangsquadrat mit 9 inneren Gitterpunkten um jeweils
eine Schicht von Gitterpunkten erweitert wird. Es zeigt sich, dass das tatsa¨chlich
fu¨r die ersten Polynome P 1(m1,m2), P
2(m1,m2) sowie(
P 00 (m1,m2)
P 01 (m1,m2)
)
=
1
2
(
D1h D
2
h
−D−2h D−1h
)(
m1
m2
)
=
(
1
0
)
zutrifft. Die Berechnungen haben aber verdeutlicht, dass bei allen weiteren Polyno-
men zusa¨tzlich zur Vera¨nderung der Norm auch Vera¨nderungen in den Koeffizienten
auftreten, wenn diese auch zum Teil sehr gering ausfallen. Gefu¨hrt wurde der Beweis
mittels vollsta¨ndiger Induktion beginnend mit der Orthogonalisierung im Ausgangs-
quadrat mit 9 inneren Gitterpunkten.
2.6.2 Diskrete Exponential-, Sinus- und Cosinusfunktionen
In Vorbereitung auf das Kapitel 3 wird nach einer Diskretisierung der Exponen-
tialfunktion gesucht. Begonnen wird mit dem eindimensionalen Fall und der Suche
nach einer Funktion, deren Differenzenableitung mit der Ausgangsfunktion u¨berein-
stimmt.
Lemma 2.6.1 Im eindimensionalen Fall gelten die Beziehungen
D1h(1 + h)
m1 = (1 + h)m1 D−1h (1− h)−m1 = (1− h)−m1
D1h(1− h)m1 = −(1− h)m1 D−1h (1 + h)−m1 = −(1 + h)−m1 .
Beweis: Genauer untersucht wird die erste Gleichung. Die restlichen Beziehungen
ko¨nnen auf analoge Weise gezeigt werden. Mit Hilfe der Definition der Vorwa¨rts-
ableitung erha¨lt man
D1h(1+h)
m1 = h−1[(1+h)m1+1− (1+h)m1 ] = h−1(1+h)m1(1+h−1) = (1+h)m1
Die soeben in Lemma 4.2.1 betrachtete Funktion (1 + h)m1 soll noch ausfu¨hrlicher
studiert werden. Aus dem binomischen Satz folgt
(1 + h)m1 =
m1∑
k=0
(
m1
k
)
hk
= 1+m1h+
m1h·(m1−1)h
2!
+
m1h·(m1−1)h·(m1−2)h
3!
+. . .+m1h
m1−1 + hm1 .
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Da andererseits die Exponentialfunktion im kontinuierlichen Fall in die unendliche
Reihe ex = 1 + x + x
2
2!
+ x
3
3!
+ . . . entwickelt werden kann, liegt es nahe, Polynome
der Gestalt
xn+ =
n−1∏
k=0
(m1 − k)h
zu betrachten. Diese Polynome haben die Eigenschaft D1h x
n
+ = nx
n−1
+ , da gilt
D1h x
n
+ =
1
h
(
n−1∏
k=0
(m1 + 1− k)h−
n−1∏
k=0
(m1 − k)h
)
=
1
h
(
n−1∏
k=0
(m1 − (k − 1))h−
n−1∏
k=0
(m1 − k)h
)
=
1
h
 n−2∏
k=−1
(m1 − k)h−
n−1∏
k=0
(m1 − k)h

=
1
h
(
n−2∏
k=0
(m1 − k)h
)(
(m1 + 1)h− (m1 − (n− 1))h
)
=
1
h
· xn−1+ · n · h .
In Analogie zu diesen U¨berlegungen gelangt man mit Polynomen der Form
xn− =
n−1∏
k=0
(m1 + k)h
zur Beziehung
D−1h x
n
− =
1
h
(
n−1∏
k=0
(m1 + k)h−
n−1∏
k=0
(m1 − 1 + k)h
)
=
1
h
n−1∏
k=0
(m1 + k)h−
n−2∏
k=−1
(m1 + k)h

=
1
h
(
n−2∏
k=0
(m1 + k)h
)(
(m1 + (n− 1))h− (m1 − 1)h
)
= n · xn−1− .
Wie bereits einleitend zum Abschnitt 2.6 erla¨utert, sind die hier betrachteten Poly-
nome identisch mit den von Faustino und anderen Autoren verwendeten Polynomen.
Sie bildeten die Grundlage fu¨r die Konstruktion der diskret holomorphen Polynome
aus dem Satz 2.6.1.
Wie gelangt man nun aber vom eindimensionalen Fall zu einer diskret holomorphen
Exponentialfunktion im komplexen Fall? Man versucht, den eindimensionalen Fall
zu abstrahieren und dabei zwei Eigenschaften zu sichern:
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Einerseits soll diese Funktion diskret holomorph sein. Man sucht daher nach einer
Funktion EXPh(m1,m2) =
(
EXP0h(m1,m2)
EXP1h(m1,m2)
)
mit der Eigenschaft
D1h EXPh = 0.
Andererseits soll die komplexe Ableitung der Funktion wieder die Funktion selbst
ergeben. Bereits im Abschnitt 2.2.2 wurde erwa¨hnt, dass der Operator D2h gegen(
∂
∂x
− i ∂
∂y
)
konvergiert. Ausgehend von ∂z =
1
2
(
∂
∂x
− i ∂
∂y
)
soll die gesuchte diskrete
Funktion daher die Eigenschaft
1
2
D2h EXPh = EXPh
besitzen. Die im folgenden vorgestellte Funktion erfu¨llt im wesentlichen diese An-
forderungen, auch wenn teilweise Nachbargitterpunkte mit einbezogen werden.
Satz 2.6.2 Die Funktion EXPh(m1,m2) mit
EXP 0h(m1,m2) =
1
2
(1 + h)m1−1[(1 + ih)m2+1 + (1− ih)m2+1]
EXP 1h(m1,m2) =
1
2i
(1 + h)m1 [(1 + ih)m2 − (1− ih)m2 ]
besitzt die Eigenschaften
D−1h EXP
0
h(m1 + 1,m2 − 1)−D2hEXP 1h(m1 − 1,m2) = 0
D−2h EXP
0
h(m1,m2) +D
1
hEXP
1
h(m1 − 1,m2) = 0
und
1
2
D1hEXP
0
h(m1,m2) +
1
2
D2hEXP
1
h(m1,m2)
=
1
2
[EXP 0h(m1,m2) + EXP
0
h(m1 + 1,m2 − 1)]
sowie
−1
2
D−2h EXP
0
h(m1 + 1,m2) +
1
2
D−1h EXP
1
h(m1 + 1,m2) = EXP
1
h(m1,m2).
Beweis: Begonnen wird mit der ersten Eigenschaft. Hier gilt
D−1h EXP
0
h(m1 + 1,m2 − 1)−D2hEXP 1h(m1 − 1,m2)
=
1
2h
[(1 + h)m1 − (1 + h)m1−1][(1 + ih)m2 + (1− ih)m2 ]
− 1
2ih
(1 + h)m1−1[(1 + ih)m2+1 − (1− ih)m2+1 − (1 + ih)m2 + (1− ih)m2 ]
=
1
2h
(1 + h)m1−1(1 + h− 1)[(1 + ih)m2 + (1− ih)m2 ]
− 1
2ih
(1 + h)m1−1[(1 + ih)m2(1 + ih− 1) + (1− ih)m2(−1 + ih+ 1)]
= 0.
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Bei der zweiten Eigenschaft ergibt sich
D−2h EXP
0
h(m1,m2) +D
1
hEXP
1
h(m1 − 1,m2)
=
1
2h
(1 + h)m1−1[(1 + ih)m2+1 + (1− ih)m2+1 − (1 + ih)m2 − (1− ih)m2 ]
+
1
2ih
[(1 + h)m1 − (1 + h)m1−1][(1 + ih)m2 − (1− ih)m2 ]
=
1
2h
(1 + h)m1−1[(1 + ih)m2((1 + ih− 1)− (1− ih)m2(−1 + ih+ 1)]
+
1
2ih
(1 + h)m1−1(1 + h− 1)[(1 + ih)m2 − (1− ih)m2 ]
= 0.
Untersucht wird nun die dritte Eigenschaft. Man erha¨lt
1
2
D1hEXP
0
h(m1,m2) +
1
2
D2hEXP
1
h(m1,m2)
=
1
4h
[(1 + h)m1 − (1 + h)m1−1][(1 + ih)m2+1 + (1− ih)m2+1]
+
1
4ih
(1 + h)m1 [(1 + ih)m2+1 − (1− ih)m2+1 − (1 + ih)m2 + (1− ih)m2 ]
=
1
4h
(1 + h)m1−1(1 + h− 1)[[(1 + ih)m2+1 + (1− ih)m2+1]
+
1
4ih
(1 + h)m1 [(1 + ih)m2((1 + ih− 1) + (1− ih)m2(−1 + ih+ 1)].
Schließlich wird die letzte Eigenschaft betrachtet.
−1
2
D−2h EXP
0
h(m1 + 1,m2) +
1
2
D−1h EXP
1
h(m1 + 1,m2)
=
1
4h
(1 + h)m1 [−(1 + ih)m2+1 − (1− ih)m2+1 + (1 + ih)m2 + (1− ih)m2 ]
+
1
4ih
[(1 + h)m1+1 − (1 + h)m1 ][(1 + ih)m2 − (1− ih)m2 ]
=
1
4h
(1 + h)m1 [(1 + ih)m2(−1− ih+ 1)− (1− ih)m2(1− ih− 1)]
+
1
4ih
(1 + h)m1(1 + h− 1)[(1 + ih)m2 − (1− ih)m2 ]
Im Mittelpunkt steht nun die Diskretisierung der Sinus- und Cosinusfunktion. Be-
gonnen wird wieder mit dem eindimensionalen Fall. Ausgehend von den Beziehungen
cos(x) = 1
2
(eix + e−ix) und sin(x) = 1
2i
(eix− e−ix) gelangt man zu den im folgenden
Lemma untersuchten diskreten Sinus- und Cosinusfunktionen.
Lemma 2.6.2 Die diskreten Funktionen cos+h (m1) =
1
2
[(1+ ih)m1 +(1− ih)m1 ] und
sin+h (m1) =
1
2i
[(1 + ih)m1 − (1− ih)m1 ] haben die Eigenschaften
D1hD
1
h cos
+
h (m1) = −D1h sin+h (m1) = − cos+h (m1) und
D1hD
1
h sin
+
h (m1) = D
1
h cos
+
h (m1) = − sin+h (m1).
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Andererseits gilt fu¨r die Funktionen cos−h (m1) =
1
2
[(1 − ih)−m1 + (1 + ih)−m1 ] und
sin−h (m1) =
1
2i
[(1− ih)−m1 − (1 + ih)−m1 ]
D−1h D
−1
h cos
−
h (m1) = −D−1h sin−h (m1) = − cos−h (m1) und
D−1h D
−1
h sin
−
h (m1) = D
−1
h cos
−
h (m1) = − sin−h (m1).
Zusa¨tzlich erha¨lt man die Eigenschaften
(cos+h (m1))
2 + (sin+h (m1))
2 = (1 + h2)m1
(cos−h (m1))
2 + (sin−h (m1))
2 = (1 + h2)−m1 ,
wobei die rechten Seiten fu¨r h→ 0 gegen 1 konvergieren und das Produkt der beiden
linken Seiten exakt 1 ergibt.
Der Beweis von Lemma 2.6.2 beruht genau wie der Beweis von Lemma 2.6.1 auf ein-
fachen Berechnungen unter Verwendung der Vorwa¨rts- und Ru¨ckwa¨rtsableitungen.
Nun la¨ßt sich nachtra¨glich auch erkla¨ren, woher der Ansatz fu¨r die komplexe Expo-
nentialfunktion im Satz 2.6.2 kommt. Er beruht auf der U¨berlegung ez = ex+iy =
ex(cos(x) + i sin(x)).
Erfreulicherweise kann man im komplexen Fall ausgehend von der Beziehung
cos z =
1
2
(eiz + e−iz)) =
1
2
(eix−y + e−ix+y) =
1
2
(ey + e−y) cosx+
i
2
(e−y − ey) sinx
eine diskrete Cosinusfunktion COSh(m1,m2) =
(
COS0h(m1,m2)
COS1h(m1,m2)
)
definieren, die
selbst bei der speziellen Kombination der Gitterpunkte hervorragend zur Exponen-
tialfunktion im Satz 2.6.2 passt. Durch Anwendung des Operators 1
2
D2h wird die
dazugeho¨rige diskrete Sinusfunktion SINh(m1,m2) erkla¨rt.
Satz 2.6.3 Die Funktion COSh(m1,m2) mit
COS 0h(m1,m2) =
1
4
[(1− h)m2+1 + (1 + h)m2+1][(1 + ih)m1−1 + (1− ih)m1−1]
COS 1h(m1,m2) =
1
4i
[(1− h)m2 − (1 + h)m2 ][(1 + ih)m1 − (1− ih)m1 ]
besitzt die Eigenschaften
D−1h COS
0
h(m1 + 1,m2 − 1)−D2hCOS 1h(m1 − 1,m2) = 0
D−2h COS
0
h(m1,m2) +D
1
hCOS
1
h(m1 − 1,m2) = 0
und
1
2
D2hCOSh(m1,m2) = −
(
1
2
[SIN 0h(m1,m2) + SIN
0
h(m1 + 1,m2 − 1)]
SIN 1h(m1 − 1,m2)
)
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mit
SIN 0h(m1,m2) =
1
4i
[(1 + h)m2+1 + (1− h)m2+1][(1 + ih)m1−1 − (1− ih)m1−1]
SIN 1h(m1,m2) =
1
4
[(1 + h)m2 − (1− h)m2 ][(1 + ih)m1 + (1− ih)m1 ] .
Umgekehrt erha¨lt man
D−1h SIN
0
h(m1 + 1,m2 − 1)−D2hSIN 1h(m1 − 1,m2) = 0
D−2h SIN
0
h(m1,m2) +D
1
hSIN
1
h(m1 − 1,m2) = 0
und
1
2
D2hSINh(m1,m2) =
(
1
2
[COS 0h(m1,m2) + COS
0
h(m1 + 1,m2 − 1)]
COS 1h(m1 − 1,m2)
)
.
Der Satz zeigt, dass es auch fu¨r trigonometrische Funktionen mo¨glich ist, diskret ho-
lomorphe Funktionen zu konstruieren. Bei der Anwendung des Operators D2h tritt
bei den beiden Summanden in der ersten Komponente jeweils nur eine Verschiebung
in den Gitterpunkten auf, die ein Zusammenfassen verhindert. Somit wird auch in
diesem Fall die gewu¨nschte Eigenschaft hervorragend repra¨sentiert.
Der Beweis von Satz 2.6.3 verla¨uft vo¨llig analog zu den Beweisschritten im Satz
2.6.2.
Daru¨ber hinaus gilt beispielsweise
1
4
D2hD2hSINh(m1,m2) =
( −SIN0h(m1(m2 − 1) +O(h)
−SIN1h(m1 − 2,m2 − 1) +O(h)
)
.
Außerdem beha¨lt die Euler-Identita¨t eiz = cos z + i sin z auch im diskreten Fall
ihre Gu¨ltigkeit. Zur U¨berpru¨fung dieser Eigenschaft definiert man die Funktion
EXPh(im1, im2) mit
EXP 0h(im1, im2) =
1
2
(1 + ih)m1−1[(1 + i2h)m2+1 + (1− i2h)m2+1]
und
EXP 1h(im1, im2) =
1
2i
(1 + ih)m1 [(1 + i2h)m2 − (1− i2h)m2 ].
Durch einfaches Zusammenfassen der Ausdru¨cke erha¨lt man
COS(m1,m2) + i SINh(m1,m2) = EXPh(im1, im2).
Die hier vorgestellten diskret holomorphen Funktionen bilden die Grundlage fu¨r
die Lo¨sung von Differenzengleichungen im na¨chsten Kapitel. So ist beispielsweise
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die diskrete Exponentialfunktion als unmittelbare Grundlage fu¨r die Erweiterung
der Theorie der diskreten Cauchy-Riemann-Operatoren im Sinne von Vekua zu be-
trachten. Um einen Ausblick zu geben, wie die diskrete Theorie vom komplexen Fall
auf den hyperkomplexen Fall u¨bertragen werden kann, wird auch im Abschnitt 4.1
die Exponentialfunktion wieder im Mittelpunkt stehen. Hier jedoch aus Sicht der
klassischen Theorie, um zuna¨chst erst einmal die Arbeitsgrundlage fu¨r die Diskreti-
sierung zu schaffen. Dabei werden wichtige Eigenschaften der Funktionen, die eine
Verallgemeinerung der komplexen Theorie erlauben, gezielt beru¨cksichtigt. Unter
dem gleichen Gesichtspunkt werden im Abschnitt 4.2 Sinus- und Cosinusfunktionen
im ho¨herdimensionalen Fall diskutiert. Insgesamt ist damit die Basis geschaffen, um
im Kapitel 4 Aussagen zu Fourierreihen und einer auf den studierten Funktionen
beruhenden hyperkomplexen Fouriertransformation zu formulieren.
Kapitel 3
Lo¨sung von
Differenzengleichungen mit Hilfe
diskret holomorpher Funktionen
3.1 Einfu¨hrung
In diesem Kapitel werden zuna¨chst Gleichungen erster Ordnung betrachtet. Den
Hauptschwerpunkt zu Beginn des Kapitels bilden die Vekuagleichungen. Seit der
Einfu¨hrung der Theorie der verallgemeinerten analytischen Funktionen durch Vekua
[Vek] spielen sie eine bedeutende Rolle in der Theorie der partiellen Differential-
gleichungen. Sie erweitern die Mo¨glichkeiten der komplexen Analysis und verdeut-
lichen den Zusammenhang zwischen reellen und komplexen Methoden. Der Vorteil
komplexer Methoden liegt darin, dass die Lo¨sung von Gleichungen auf die Lo¨sung
der Cauchy-Riemann-Gleichungen zuru¨ckgefu¨hrt werden kann. Gleichungen erster
Ordnung spielen auch bei der Transformation von Gleichungen ho¨herer Ordnung
eine wesentliche Rolle. Dabei verwendet man verschiedene Methoden wie beispiels-
weise Dekompositionsmethoden oder spezielle Ansa¨tze. Auf diesen Sachverhalt wird
im Abschnitt 3.2.2 im Zusammenhang mit der Untersuchung der diskreten Beltra-
migleichung und dem zur Lo¨sungsdarstellung verwendeten diskreten Π− Operator
noch einmal genauer eingegangen.
Anschließend werden im Abschnitt 3.3 Gleichungen zweiter und ho¨herer Ordnung
betrachtet. Stellvertretend sollen hier als typische Vertreter die biharmonische Glei-
chung, Stokes- und Navier-Stokes-Gleichungen, Lame´gleichungen und die diskrete
Schro¨dingergleichung untersucht werden. Eine wichige Rolle in diesem Abschnitt
spielt der Satz von Goursat, mit dessen Hilfe es gelingt, die Lo¨sung der biharmo-
nischen Gleichung mit Hilfe zweier diskret holomorpher Funktionen darzustellen.
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Dieser Satz ist gleichzeitig das entscheidende Bindeglied zwischen linearer Elasti-
zita¨tstheorie und komplexer Funktionentheorie. Bei der Untersuchung des Stokes-
problemes im Abschnitt 3.3.1 wird die orthogonale Zerlegung des Raumes l2(Gh)
gezielt genutzt. Es kann gezeigt werden, dass die Lo¨sung des diskreten Lame´systems
gegen die Lo¨sung des diskreten Stokesproblemes konvergiert.
Im Unterschied zur klassischen Theorie sind im diskreten Fall einige Abweichungen
zu beachten. Beispielsweise fu¨hrt die Multiplikation aus der Menge der diskret holo-
morphen Funktionen heraus. Auch hat die Produktregel bei der Differentiation von
Funktionen, die nur in Gitterpunkten definiert sind, eine etwas andere Gestalt. Hier
trifft man auf a¨hnliche Probleme, wie sie aus der harmonischen Analysis bekannt
sind. Es ist daher naheliegend, Ideen und Herangehensweisen aus dieser Theorie
aufzunehmen und fu¨r den Aufbau der eigenen Theorie zu nutzen.
3.2 Gleichungen erster Ordnung
3.2.1 Diskrete Vekuagleichungen
3.2.1.1 Vorbemerkungen
Einerseits verallgemeinern Vekuagleichungen die Cauchy-Riemann’schen Differen-
tialgleichungen, deren Operatoren im Kapitel 2 analysiert wurden. Dies ist ein
Grund, warum sie an dieser Stelle ausfu¨hrlich studiert werden sollen. Andererseits
erweitern Sie das Konzept der komplexen Differenzierbarkeit.
Vekuagleichungen werden auch Carleman-Bers-Vekuagleichungen (oder Systeme)
genannt, da Carleman [Car] mit seiner Untersuchung von allgemeinen Systemen er-
ster Ordnung und Bers [Be] mit seiner Theorie der pseudoanalytischen Funktionen
wesentlich zum Aufbau dieser Theorie beigetragen haben. Auch Kravchenko weist
in seinem Buch [Kr1] auf die Bedeutung der pseudoanalytischen Funktionen fu¨r die
Lo¨sung von Schro¨dinger-, Dirac-, Maxwell-, Klein-Gordan- und anderen Gleichun-
gen auf der Basis komplexanalytischer Methoden hin. Der Zusammenhang zwischen
Vekuagleichung und Schro¨dingergleichung in der diskreten Theorie wird vor allem
im Satz 3.3.6 deutlich werden.
Im Abschnitt 3.2.1 wird der Bezeichnungsweise von Vekua folgend eine diskrete Me-
thode zur Lo¨sung der entsprechenden Differenzengleichungen vorgestellt. Dabei ist
zu beachten, dass diskret holomorphe Funktionen keine Algebra bilden. Die Un-
tersuchungen stu¨tzen sich auf vielfa¨ltige Erfahrungen auf dem Gebiet der Differen-
zenverfahren und der diskreten Potentialtheorie (siehe [D1], [Rya] und [Ho]), der
Berechnung diskreter Fundamentallo¨sungen (siehe [So1], [Th]) und der diskreten
Funktionentheorie (siehe [GS2], [Ho], [Zei]).
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Ziel ist es, die allgemeine Struktur der Lo¨sung der Differenzengleichungen zu be-
schreiben. Dabei gelingt es unter Verwendung der Matrixschreibweise fu¨r spezielle
Klassen von Lo¨sungen eine Produktdarstellung zu finden, bei der ein Faktor eine
diskret holomorphe Funktion ist und der andere Faktor eine Exponentialfunktion
approximiert. Hier wird die Analogie zum kontinuierlichen Fall deutlich, da die in
der Theorie von Bers als A¨hnlichkeitsprinzip beschriebene Vorgehensweise auch hier
zum tragenden Element der Theorie wird, indem die Struktur der Lo¨sung mit ins
Diskrete u¨bertragen wird. Die Aussicht auf die Gu¨ltigkeit dieses A¨hnlichkeitsprin-
zips ist ein weiterer Grund, warum gerade Vekuagleichungen in dieser Arbeit so
ausfu¨hrlich studiert werden. Viele der hier vorgestellten Resultate wurden bereits in
den Arbeiten [GH6] und [GH7] vero¨ffentlicht.
3.2.1.2 Vekuagleichungen in der klassischen Theorie
Es seien w(z) eine komplexwertige Funktion mit z = x + iy, G ⊂ IR2 ein be-
schra¨nktes Gebiet in der komplexen Ebene und G ∗ eine Menge isolierter Punkte
bezu¨glich G. Als Vekuagleichung bezeichnet man die Differentialgleichung
∂z¯w + Aw +Bw¯ = F, (3.1)
mit ∂z¯ =
1
2
(
∂
∂x
+ i ∂
∂y
)
und F ∈ Lp(G). Wenn w(z) in jedem Punkt der Menge
G\G ∗ die Gleichung (3.1) erfu¨llt, so wird diese Lo¨sung als verallgemeinerte Lo¨sung
bezeichnet. Ist G ∗ leer, so heißt w(z) regula¨re Lo¨sung. Die Klasse der verallgemei-
nerten und regula¨ren Lo¨sungen der homogenen Differentialgleichung (3.1) ist eine
lineare Mannigfaltigkeit u¨ber dem Ko¨rper der reellen Zahlen. Falls also w1(z) und
w2(z) zu dieser Klasse geho¨ren, so geho¨rt auch c1w1(z) + c2w2(z) mit c1, c2 ∈ IR
zu dieser Klasse.
Im folgenden sei E der Einheitskreis mit |z| ≤ 1 und Lp,2(IR2) eine Menge von
Funktionen mit den Eigenschaften f(z) ∈ Lp(E) und |z|−2 f
(
1/z
)
∈ Lp(E) fu¨r
p ≥ 1. Definiert wird
g(z) =
 A(z) +B(z) w(z)w(z) fu¨r w(z) 6= 0, z ∈ GA(z) +B(z) fu¨r w(z) = 0, z ∈ G.
Wenn die Koeffizienten A und B die Bedingungen A,B ∈ Lp,2(IR2) fu¨r p > 2
erfu¨llen, dann kann jede verallgemeinerte Lo¨sung der Gleichung (3.1) in der Form
w(z) = Φ(z) eν(z) (3.2)
geschrieben werden, wobei Φ eine in G holomorphe Funktion ist und
ν(z) =
1
pi
∫
G
g(ζ)
ζ − z dξ dµ ∈ C(p−2)/p fu¨r p > 2
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mit ζ = ξ+iµ gilt. Gleichung (3.2) wird in der Theorie von Bers A¨hnlichkeitsprinzip
genannt. Mit Hilfe dieser Formel ko¨nnen viele Eigenschaften analytischer Funktionen
aus der klassischen Funktionentheorie auf verallgemeinerte Lo¨sungen der Gleichung
(3.1) u¨bertragen werden.
3.2.1.3 Das homogene diskrete Problem im allgemeinen Fall
Betrachtet wird wieder ein gleichma¨ßiges Gitter der Schrittweite h. Die im folgenden
gewa¨hlte Bezeichnungsweise stimmt mit der Symbolik im Abschnitt 2.3.1 u¨berein.
Untersucht werden komplexwertige Funktionen
w(m) = (w0(m), w1(m))
T = (Re w(m), Im w(m))T .
Zur Vereinfachung des zu (3.1) geho¨renden diskreten Problems sei A = a1 + ia2
sowie B = b1 + ib2. Von den Koeffizienten a1, a2, b1 und b2 wird gefordert, dass
sie innerhalb des Gebietes Gh ∪ γ−h konstant sind und in den Gitterpunkten von
IR2h\(Gh∪γ−h ) identisch Null sind. Ohne diese Einschra¨nkung wu¨rde die Anwendung
des Differenzenoperators auf w(m) sehr aufwendig werden.
Auf Grund des Gruppenhomomorphismus zwischen komplexen Zahlen und Matrizen
kann Gleichung (3.1) durch das lineare Gleichungssytem
1
2
(
D−1h −D2h
D−2h D
1
h
)(
w0
w1
)
+
(
a1 −a2
a2 a1
)(
w0
w1
)
+
(
b1 −b2
b2 b1
)(
w0
−w1
)
=
(
f0
f1
)
(3.3)
fu¨r alle m ∈ Gh approximiert werden. In Analogie zu den Ausfu¨hrungen im Ab-
schnitt 2.6.2 wird zur Diskretisierung des Operators ∂z¯ =
1
2
(
∂
∂x
+ i ∂
∂y
)
der Diffe-
renzenoperator 1
2
D1h genutzt.
Betont sei an dieser Stelle noch einmal, dass Funktionen w(m) mit der Eigenschaft
D1hD2hw(m) = 0 fu¨r alle m ∈ Gh diskret harmonisch heißen. Ist in allen Gitter-
punkten die Eigenschaft D1hw(m) = 0 erfu¨llt, dann wird w(m) diskret holomorph
genannt.
Um eine diskrete Theorie entwickeln zu ko¨nnen, die auf dem A¨hnlichkeitsprinzip
beruht, interessieren wie bereits erwa¨hnt Lo¨sungen des homogenen Systems (3.3),
die ein Produkt zweier Faktoren darstellen, von denen ein Faktor diskret holomorph
ist und der zweite Faktor im Idealfall eine Exponentialfunktion approximiert. Dieses
Problem wird im weiteren sehr ausfu¨hrlich untersucht. Ausgangspunkt der U¨berle-
gungen ist die Diskretisierung der Exponentialfunktion aus dem Lemma 2.6.1. Mit
Hilfe der in diesem Lemma bewiesenen Eigenschaften wird zuna¨chst eine spezielle
Lo¨sung des homogenen Gleichungssystems (3.3) berechnet, die jedoch noch nicht die
angestrebte Darstellung aufweist.
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Lemma 3.2.1 Das System
1
2
(
D−1h −D2h
D−2h D
1
h
)(
w0
w1
)
+
(
a1 −a2
a2 a1
)(
w0
w1
)
+
(
b1 −b2
b2 b1
)(
w0
−w1
)
=
(
0
0
)
(3.4)
besitzt die spezielle Lo¨sung w0(m) = (1 + 2(a1 + b1)h)
−m1 (1 + 2(a2 + b2)h)−m2 und
w1(m) = (1− 2(a1 − b1)h)m1 (1− 2(a2 − b2)h)m2 .
Beweis: Der Beweis wird anhand der ersten Zeile des Systems (3.4) vorgestellt.
Dabei wird ein Koeffizientenvergleich bezu¨glich w0 und w1 durchgefu¨hrt. Es gilt
1
2
D−1h w0(m) =
1
2h
[(1 + 2(a1 + b1)h)
−m1− (1 + 2(a1 + b1)h)−m1+1](1 + 2(a2 + b2)h)−m2
=
1
2h
(1+2(a1 + b1)h)
−m1(1+2(a2 + b2)h)−m2 [1−1−2(a1 + b1)h] = −(a1 + b1)w0(m)
und
−1
2
D2hw1(m) =
1
2h
[(1− 2(a2 − b2)h)m2 − (1− 2(a2 − b2)h)m2+1](1− 2(a1 − b1)h)m1
=
1
2h
(1− 2(a1 − b1)h)m1(1− 2(a2 − b2)h)m2 [1− 1 + 2(a2 − b2)h] = (a2 − b2)w1(m).
Addiert man alle weiteren Summanden auf der linken Seite des Systems entsprechend
dem Koeffizientenvergleich, so ist die rechte Seite der ersten Gleichung identisch Null.
Der Beweis fu¨r die zweite Zeile des Systems (3.4) wird vo¨llig analog gefu¨hrt
Um dem Ziel einer Produktdarstellung na¨her zu kommen, wird das Problem im
folgenden Abschnitt zuna¨chst auf den Fall b1 = b2 = 0 eingeschra¨nkt.
3.2.1.4 Homogene diskrete Gleichungen im Fall b1 = b2 = 0
Gesucht wird nach Lo¨sungen (w0(m), w1(m))
T des erweiterten Gleichungssystems
1
2
(
D−1h −D2h
D−2h D
1
h
)(
w0 −w1
w1 w0
)
=
( −a1 a2
−a2 −a1
)(
w0 −w1
w1 w0
)
. (3.5)
Der Raum der gesuchten Funktionen (w0(m), w1(m))
T ist dabei offensichtlich ein
Teilraum des Raumes der Funktionen, die Lo¨sung des homogenen Problems (3.4)
im Fall b1 = b2 = 0 sind. Eine einfache Rechnung zeigt, dass die spezielle Lo¨sung
aus Lemma 3.2.1 jedoch nicht zu diesem Teilraum geho¨rt. Wenn w1(m) = (w
1
0(m),
w11(m))
T und w2(m) = (w
2
0(m), w
2
1(m))
T zwei Lo¨sungen des Problems (3.5) sind,
sieht man jedoch leicht, dass auch c1w1(m) + c2w2(m) mit c1, c2 ∈ IR eine Lo¨sung
des Problems ist.
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Zu kla¨ren bleibt die Frage, ob die gewa¨hlte Erweiterung sich als sinnvoll erweist. Sie
stellt immerhin eine Einschra¨nkung dar.
Betont sei, dass der Ausgangspunkt das Gleichungssystem (3.4) im Fall b1 = b2 = 0
ist, zu dem zwei spezielle Gleichungen addiert wurden. Das so entstandene System
(3.5) besteht aus vier Gleichungen. Es ist unschwer zu erkennen, dass die Glei-
chungen, die zum ersten und vierten Matrixelement geho¨ren, fu¨r h → 0 dieselbe
Differentialgleichung approximieren. Derselbe Sachverhalt spiegelt sich in den Ma-
trixkomponenten zwei und drei wieder. Aus diesem Gesichtspunkt ist das System
(3.5) durchaus ein geeignetes Analogon zum kontinuierlichen Fall.
Mit Hilfe der Matrixdarstellung des Problems (3.5) kann das folgende wichtige
Hauptresultat bewiesen werden, das erstmals auf eine Produktdarstellung hinweist.
Satz 3.2.1 Es sei w(m) eine beliebige Lo¨sung des Problems (3.5) und u(m) eine
Lo¨sung des Systems
1
2
(
D−1h −D2h
D−2h D
1
h
)(
u0(m1 + 1,m2 + 1) −u1(m1 + 1,m2 + 1)
u1(m1,m2) u0(m1,m2)
)
=
(
a1 u0(m1,m2 + 1)− a2 u1(m1,m2 + 1) −a2 u0(m1,m2 + 1)− a1 u1(m1,m2 + 1)
a2 u0(m1 + 1,m2) + a1 u1(m1 + 1,m2) a1 u0(m1 + 1,m2)− a2 u1(m1 + 1,m2)
)
.
Dann gilt fu¨r alle m ∈ Gh
1
2
(
D−1h −D2h
D−2h D
1
h
)[(
u0(m1+1,m2+1) −u1(m1+1,m2+1)
u1(m1,m2) u0(m1,m2)
)(
w0(m1,m2)−w1(m1,m2)
w1(m1,m2) w0(m1,m2)
)]
=
(
0 0
0 0
)
.
Beweis: In der ersten Matrixkomponente werden folgende Summanden addiert:
S1 =
1
2
D−1h [u0(m1 + 1,m2 + 1)w0(m1,m2)− u1(m1 + 1,m2 + 1)w1(m1,m2)]
=
1
2h
u0(m1 + 1,m2 + 1)w0(m1,m2)− 1
2h
u1(m1 + 1,m2 + 1)w1(m1,m2)
− 1
2h
u0(m1,m2 + 1)w0(m1 − 1,m2) + 1
2h
u1(m1,m2 + 1)w1(m1 − 1,m2)
+
1
2h
u0(m1,m2 + 1)w0(m1,m2)− 1
2h
u1(m1,m2 + 1)w1(m1,m2)
− 1
2h
u0(m1,m2 + 1)w0(m1,m2) +
1
2h
u1(m1,m2 + 1)w1(m1,m2)
=
1
2
u0(m1,m2 + 1)[D
−1
h w0(m1,m2)]−
1
2
u1(m1,m2 + 1)[D
−1
h w1(m1,m2)]
+
1
2
w0(m1,m2)[D
−1
h u0(m1+1,m2+1)]−
1
2
w1(m1,m2)[D
−1
h u1(m1+1,m2+1)]
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und
S2 = −1
2
D2h[u1(m1,m2)w0(m1,m2) + u0(m1,m2)w1(m1,m2)]
=
1
2h
u1(m1,m2)w0(m1,m2) +
1
2h
u0(m1,m2)w1(m1,m2)
− 1
2h
u1(m1,m2 + 1)w0(m1,m2 + 1)− 1
2h
u0(m1,m2 + 1)w1(m1,m2 + 1)
+
1
2h
u1(m1,m2 + 1)w0(m1,m2) +
1
2h
u0(m1,m2 + 1)w1(m1,m2)
− 1
2h
u1(m1,m2 + 1)w0(m1,m2)− 1
2h
u0(m1,m2 + 1)w1(m1,m2)
=
1
2
u1(m1,m2 + 1)[−D2hw0(m1,m2)] +
1
2
u0(m1,m2 + 1)[−D2hw1(m1,m2)]
+
1
2
w0(m1,m2)[−D2hu1(m1,m2)] +
1
2
w1(m1,m2)[−D2hu0(m1,m2)] .
In der Summe erha¨lt man
S1 + S2 =
1
2
u0(m1,m2 + 1)[D
−1
h w0(m1,m2)−D2hw1(m1,m2)]
+
1
2
u1(m1,m2 + 1)[−D−1h w1(m1,m2)−D2hw0(m1,m2)]
+
1
2
w0(m1,m2)[D
−1
h u0(m1 + 1,m2 + 1)−D2hu1(m1,m2)]
+
1
2
w1(m1,m2)[−D−1h u1(m1 + 1,m2 + 1)−D2hu0(m1,m2)]
= u0(m1,m2 + 1) [−a1w0(m1,m2) + a2w1(m1,m2)]
+u1(m1,m2 + 1) [a1w1(m1,m2) + a2w0(m1,m2)]
+w0(m1,m2) [a1 u0(m1,m2 + 1)− a2 u1(m1,m2 + 1)]
+w1(m1,m2) [−a2 u0(m1,m2 + 1)− a1 u1(m1,m2 + 1)] = 0.
Vo¨llig analog ergibt sich in der zweiten Matrixkomponente
1
2
D−1h [−u0(m1 + 1,m2 + 1)w1(m1,m2)− u1(m1 + 1,m2 + 1)w0(m1,m2)]
−1
2
D2h[−u1(m1,m2)w1(m1,m2) + u0(m1,m2)w0(m1,m2)] = 0
sowie in den restlichen beiden Komponenten
1
2
D−2h [u0(m1 + 1,m2 + 1)w0(m1,m2)− u1(m1 + 1,m2 + 1)w1(m1,m2)]
+
1
2
D1h[u1(m1,m2)w0(m1,m2) + u0(m1,m2)w1(m1,m2)] = 0
und
1
2
D−2h [−u0(m1 + 1,m2 + 1)w1(m1,m2)− u1(m1 + 1,m2 + 1)w0(m1,m2)]
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+
1
2
D1h[−u1(m1,m2)w1(m1,m2) + u0(m1,m2)w0(m1,m2)] = 0
Das Produkt der Matrizen bezu¨glich u(m) und w(m) in Satz 3.2.1 kann als Ma-
trixdarstellung einer diskret holomorphen Funktion Φ(m) aufgefasst werden. Da-
mit ist ein erster Schritt im Hinblick auf die Gu¨ltigkeit eines A¨hnlichkeitsprinzips
in der diskreten Theorie gelungen. Beha¨lt man den kontinuierlichen Fall und die
Darstellung (3.2) im Auge, so gelangt man nach dem Schritt u(z) ·w(z) = Φ(z) zur
Darstellung w(z) = (u(z))−1 · Φ(z). Im Sinne der diskreten Theorie stellt sich also
die Frage, ob eine Lo¨sung u(m) fu¨r das im Satz 3.2.1 formulierte Gleichungssystem
existiert und ob es mo¨glich ist, die dazugeho¨rige Matrix(
u0(m1 + 1,m2 + 1) −u1(m1 + 1,m2 + 1)
u1(m1,m2) u0(m1,m2)
)
zu invertieren.
Betont sei an dieser Stelle auch, dass die Hauptschwierigkeit im Satz 3.2.1 darin
bestand, die Probleme mit der im diskreten Fall geltenden Produktformel fu¨r den
Operator D1h (und ebenso fu¨r alle anderen Differenzenoperatoren) zu meistern. In
dieser Produktformel
D1h(ui(m1,m2)vk(m1,m2))
= ui(m1 + 1,m2)D
1
h vk(m1,m2) + vk(m1,m2)D
1
h ui(m1,m2) i, k ∈ {0, 1}
ist vor allem der Faktor ui(m1 + 1,m2), der sich auf einen zu mh benachbar-
ten Gitterpunkt bezieht, eine Herausforderung, durch die das Zusammenfassen aller
Ausdru¨cke im Matrizenprodukt erheblich erschwert wird.
Um eine Funktion u(m) fu¨r das System in Satz 3.2.1 konstruieren zu ko¨nnen, wird
ein spezieller Ansatz gewa¨hlt, der auf der Definition der diskreten Sinus- und Cosi-
nusfunktion im Lemma 2.6.2 beruht:
Lemma 3.2.2 Eine nichttriviale Lo¨sung des Problems
1
2
(
D−1h −D2h
D−2h D
1
h
)(
u0(m1 + 1,m2 + 1) −u1(m1 + 1,m2 + 1)
u1(m1,m2) u0(m1,m2)
)
=
(
a1 u0(m1,m2 + 1)− a2 u1(m1,m2 + 1) −a2 u0(m1,m2 + 1)− a1 u1(m1,m2 + 1)
a2 u0(m1 + 1,m2) + a1 u1(m1 + 1,m2) a1 u0(m1 + 1,m2)− a2 u1(m1 + 1,m2)
)
erha¨lt man mit Hilfe des Ansatzes
u0(m1,m2) =
1
2
(α− iβ)m1 (γ + iδ)m2 + 1
2
(α + iβ)m1 (γ − iδ)m2
u1(m1,m2) =
1
2i
(α− iβ)m1 (γ + iδ)m2 − 1
2i
(α + iβ)m1 (γ − iδ)m2 ,
der die Unbekannten α, β, γ und δ mit α2 + β2 6= 0 und γ2 + δ2 6= 0 entha¨lt.
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Beweis: Das erste Matrixelement kann auf Grund der Differenzenableitungen in der
folgenden Form geschrieben werden:
1
2
D−1h u0(m1 + 1,m2 + 1)−
1
2
D2h u1(m1,m2)
=
1
2
h−1
[
1
2
(α− iβ)m1+1(γ + iδ)m2+1 − 1
2
(α− iβ)m1(γ + iδ)m2+1
+
1
2
(α + iβ)m1+1(γ − iδ)m2+1 − 1
2
(α + iβ)m1(γ − iδ)m2+1
+
1
2i
(α− iβ)m1(γ + iδ)m2 − 1
2i
(α− iβ)m1(γ + iδ)m2+1
− 1
2i
(α + iβ)m1(γ − iδ)m2 + 1
2i
(α + iβ)m1(γ − iδ)m2+1
]
=
1
2
h−1
[
1
2
(α−iβ)m1(γ+iδ)m2+1(α−iβ−1) + 1
2
(α+iβ)m1(γ−iδ)m2+1(α+iβ−1)
+
1
2i
(α−iβ)m1(γ+iδ)m2+1
(
γ − iδ
γ2 + δ2
−1
)
− 1
2i
(α+iβ)m1(γ−iδ)m2+1
(
γ + iδ
γ2 + δ2
−1
)]
=
1
2
u0(m1,m2+1)
(
α− 1
h
− δ
h(γ2 + δ2)
)
+
1
2
u1(m1,m2+1)
(
β − 1
h
+
γ
h(γ2 + δ2)
)
.
Folglich mu¨ssen die freien Parameter α, β, γ, und δ die Gleichungen
2ha1 = α− 1− δ
(γ2 + δ2)
und − 2ha2 = β − 1 + γ
(γ2 + δ2)
(3.6)
erfu¨llen. Fu¨r das zweite Matrixelement erha¨lt man
−1
2
D−1h u1(m1 + 1,m2 + 1)−
1
2
D2hu0(m1,m2)
=
1
2
u0(m1,m2+1)
(
γ
h(γ2 + δ2)
+
β − 1
h
)
+
1
2
u1(m1,m2+1)
(
1− α
h
+
δ
h(γ2 + δ2)
)
,
so dass α, β, γ, und δ die gleichen Bedingungen wie oben zu erfu¨llen haben. Be-
trachtet wird nun das dritte Matrixelement. Aus der Beziehung
1
2
D−2h u0(m1 + 1,m2 + 1) +
1
2
D1hu1(m1,m2)
=
1
2
u0(m1+1,m2)
(
γ − 1
h
− β
h(α2 + β2)
)
+
1
2
u1(m1+1,m2)
( −α
h(α2 + β2)
+
1− δ
h
)
leitet sich die Forderung
2ha2 = γ − 1− β
(α2 + β2)
und − 2ha1 = δ − 1 + α
(α2 + β2)
(3.7)
ab. Schließlich erha¨lt man fu¨r das letzte Matrixelement
−1
2
D−2h u1(m1 + 1,m2 + 1) +
1
2
D1hu0(m1,m2)
=
1
2
u1(m1+1,m2)
(
1− γ
h
+
β
h(α2 + β2)
)
+
1
2
u0(m1+1,m2)
( −α
h(α2 + β2)
+
1− δ
h
)
,
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so dass sich auch hier die Gleichungen (3.7) ergeben
Mit den Beziehungen (3.6) und (3.7) sind vier Gleichungen fu¨r die vier freien Pa-
rameter α, β, γ, und δ in Lemma 3.2.2 aufgestellt. Gesucht wird nun nach einer
Lo¨sung fu¨r dieses Problems. Es erweist sich jedoch als einfacher und fu¨r die wei-
teren Betrachtungen als vo¨llig ausreichend, die Ausdru¨cke α + iβ, α − iβ, γ + iδ,
und γ − iδ zu berechnen, da andererseits Gleichungen ho¨herer Ordnung entstehen
wu¨rden. In den folgenden zwei Lemmata wird eine Methode vorgestellt, mit der
diese vier komplexen Ausdru¨cke berechnet werden ko¨nnen. Zur Vereinfachung der
Schreibweise sei
s1 = 1 + 2a1h, s2 = 1 + 2a2h, s3 = 1− 2a2h und s4 = 1− 2a1h.
Lemma 3.2.3 Das System (3.6)-(3.7) kann in der Form
α + iβ = s1 − i 1
γ − iδ + is3 α− iβ = s1 + i
1
γ + iδ
− is3
γ − iδ = s2 + i 1
α + iβ
− is4 γ + iδ = s2 − i 1
α− iβ + is4
geschrieben werden.
Beweis: Aus den Forderungen (3.6) und (3.7) und den angegebenen Substitutionen
folgt zuna¨chst
α = s1 +
δ
γ2 + δ2
β = s3 − γ
γ2 + δ2
γ = s2 +
β
α2 + β2
δ = s4 − α
α2 + β2
.
Um die Behauptung des Lemmas zu beweisen, nutzt man diese vier Darstellungen,
bildet die geforderten Ausdru¨cke auf der linken Seite und verwendet die Berech-
nungsvorschriften fu¨r komplexe Zahlen
Lemma 3.2.4 Die Terme α + iβ, α − iβ, γ + iδ und γ − iδ sind Lo¨sungen des
Systems(
(α + iβ)−
[
1
s4 + is2
+
s1 + is3
2
])2
=
s24 − s22
(s24 + s
2
2)
2
+
s21 − s23
4
− 2is2s4
(s24 + s
2
2)
2
+
2is1s3
4(
(α− iβ)−
[
1
s4 − is2 +
s1 − is3
2
])2
=
s24 − s22
(s24 + s
2
2)
2
+
s21 − s23
4
+
2is2s4
(s24 + s
2
2)
2
− 2is1s3
4(
(γ + iδ)−
[
1
s3 + is1
+
s2 + is4
2
])2
=
s23 − s21
(s23 + s
2
1)
2
+
s22 − s24
4
− 2is1s3
(s23 + s
2
1)
2
+
2is2s4
4(
(γ − iδ)−
[
1
s3 − is1 +
s2 − is4
2
])2
=
s23 − s21
(s23 + s
2
1)
2
+
s22 − s24
4
+
2is1s3
(s23 + s
2
1)
2
− 2is2s4
4
.
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Beweis: Zuna¨chst wird der Zusammenhang zwischen den Gleichungen in Lemma
3.2.3 und Lemma 3.2.4 gezeigt, indem stellvertretend jeweils die erste Gleichung
betrachtet wird. Aus Lemma 3.2.3 folgt
α + iβ = s1 − i
γ − iδ + is3 = s1 −
i
s2 +
i
α+iβ
− is4
+ is3
= s1 + is3 +
α + iβ
(s4 + is2)(α + iβ)− 1 .
Durch Umstellen dieser Gleichung erha¨lt man
(α + iβ)2 − (α + iβ)
(
2
s4 + is2
+ (s1 + is3)
)
+
s1 + is3
s4 + is2
= 0
und schließlich(
(α + iβ)−
[
1
s4 + is2
+
s1 + is3
2
])2
=
1
(s4 + is2)2
+
(s1 + is3)
2
4
.
Indem man von der rechten Seite dieser Gleichung den Real- und Imagina¨rteil be-
rechnet, gelangt man unmittelbar zur ersten Gleichung von Lemma 3.2.4. Mit den
u¨brigen Gleichungen verfa¨hrt man analog. Vermerkt sei, dass die rechten Seiten in
den Gleichungen von Lemma 3.2.4 nur von der Schrittweite h und den Parametern
a1 und a2 abha¨ngen, welche durch Substitution in den Ausdru¨cken s1, s2, s3 und
s4 verborgen sind. Im weiteren wird u¨berpru¨ft, ob sich die ersten beiden Gleichun-
gen im Lemma 3.2.4 widersprechen, da sie sich beide auf die Parameter α und β
beziehen. Auf gleiche Weise werden die letzten beiden Gleichungen untersucht. Zur
Vereinfachung der Bezeichnung soll u+ iv fu¨r die rechte Seite der ersten Gleichung
geschrieben werden. Folglich hat die rechte Seite der zweiten Gleichung die Gestalt
u− iv. Nutzt man nun die trigonometrischen Formen u+ iv = r(cos(ϕ) + i sin(ϕ))
und u− iv = r(cos(−ϕ) + i sin(−ϕ)) zur Berechnung der Wurzel, so erha¨lt man fu¨r
k = 0 und k = 1
α + iβ =
s4
s24 + s
2
2
+
s1
2
+
√
r cos
ϕ+ kpi
2
+ i
(
− s2
s24 + s
2
2
+
s3
2
+
√
r sin
ϕ+ kpi
2
)
α− iβ = s4
s24 + s
2
2
+
s1
2
+
√
r cos
−ϕ+ kpi
2
+ i
(
s2
s24 + s
2
2
− s3
2
+
√
r sin
−ϕ+ kpi
2
)
.
Im Fall k = 0 sind beide Gleichungen widerspruchsfrei
Somit existiert eine Lo¨sung u(m) des Gleichungssystems in Satz 3.2.1 und wie
bereits im Anschluß an diesen Satz angeku¨ndigt wird nun die folgende Matrizen-
gleichung studiert:(
Φ1(m1,m2) Φ2(m1,m2)
Φ3(m1,m2) Φ4(m1,m2)
)
=
(
u0(m1 + 1,m2 + 1) −u1(m1 + 1,m2 + 1)
u1(m1,m2) u0(m1,m2)
)(
w0(m1,m2) −w1(m1,m2)
w1(m1,m2) w0(m1,m2)
)
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Im Sinne des A¨hnlichkeitsprinzips soll untersucht werden, ob die im Matrizenpro-
dukt links stehende Matrix invertiert werden kann und ob diese Matrix mit der
Exponentialfunktion im Zusammenhang steht.
Satz 3.2.2 Wenn die Schrittweite h klein genug ist, so dass 1 + 4a1a2h
2 6= 0 gilt,
dann kann jede Lo¨sung des Problems (3.5) in der Form
(
w0(m1,m2) −w1(m1,m2)
w1(m1,m2) w0(m1,m2)
)
(3.8)
=
1
det u(m1,m2)
(
u0(m1,m2) u1(m1+1,m2+1)
−u1(m1,m2) u0(m1+1,m2+1)
)(
Φ1(m1,m2) Φ2(m1,m2)
Φ3(m1,m2) Φ4(m1,m2)
)
mit det u(m1,m2) = u0(m1,m2)u0(m1 + 1,m2 + 1) + u1(m1,m2)u1(m1 + 1,m2 + 1)
geschrieben werden. Dabei werden die Matrixelemente u0(m) und u1(m) mit Hilfe
von Lemma 3.2.2 und Lemma 3.2.4 berechnet und es gilt.
1
2
(
D−1h −D2h
D−2h D
1
h
)(
Φ1(m1,m2) Φ2(m1,m2)
Φ3(m1,m2) Φ4(m1,m2)
)
=
(
0 0
0 0
)
.
Beweis: Die Behauptung des Satzes folgt unmittelbar aus Satz 3.2.1, wenn man
beweisen kann, dass die Matrix
(
u0(m1 + 1,m2 + 1) −u1(m1 + 1,m2 + 1)
u1(m1,m2) u0(m1,m2)
)
invertierbar ist. Mit Hilfe des Ansatzes fu¨r u0 und u1 aus Lemma 3.2.2 hat die
Determinante dieser Matrix die Gestalt
u0(m1 + 1,m2 + 1)u0(m1,m2) + u1(m1 + 1,m2 + 1)u1(m1,m2)
=
1
4
(α− iβ)2m1+1(γ + iδ)2m2+1+ 1
4
(α− iβ)m1+1(α + iβ)m1(γ + iδ)m2+1(γ − iδ)m2
+
1
4
(α− iβ)m1(α + iβ)m1+1(γ + iδ)m2(γ − iδ)m2+1+ 1
4
(α + iβ)2m1+1(γ − iδ)2m2+1
−1
4
(α− iβ)2m1+1(γ + iδ)2m2+1+ 1
4
(α− iβ)m1+1(α + iβ)m1(γ + iδ)m2+1(γ − iδ)m2
+
1
4
(α− iβ)m1(α + iβ)m1+1(γ + iδ)m2(γ − iδ)m2+1− 1
4
(α + iβ)2m1+1(γ − iδ)2m2+1
= (α2 + β2)m1(γ2 + δ2)m2
(
1
2
(α− iβ)(γ + iδ) + 1
2
(α + iβ)(γ − iδ)
)
.
Da in Lemma 3.2.2 bereits α2+β2 6= 0 und γ2+δ2 6= 0 gefordert wurde, interessiert
hier nur der Fall, in dem gilt 1
2
(α−iβ)(γ+iδ)+ 1
2
(α+iβ)(γ−iδ) = 0. Diese Gleichung
ist a¨quivalent zu αγ + βδ = 0. Das Ziel ist es nun, diese Bedingung als Bedingung
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an die Koeffizienten a1 und a2 und die Schrittweite h zu formulieren. Mit Hilfe
der Ausdru¨cke fu¨r α, β, γ und δ aus dem Beweis von Lemma 3.2.3 erha¨lt man
αγ = s1s2 + s1
β
α2 + β2
+ s2
δ
γ2 + δ2
+
βδ
(α2 + β2)(γ2 + δ2)
und
βδ = s3s4 − s3 α
α2 + β2
− s4 γ
γ2 + δ2
+
αγ
(α2 + β2)(γ2 + δ2)
.
Aus der Beziehung αγ = −βδ folgt somit
s1s2 + s3s4 =
s3α− s1β
α2 + β2
+
s4γ − s2δ
γ2 + δ2
.
Mit Hilfe der Darstellungen
s3α− s1β = s3
(
s1 +
δ
γ2 + δ2
)
− s1
(
s3 − γ
γ2 + δ2
)
=
s3δ + s1γ
γ2 + δ2
s4γ − s2δ = s4
(
s2 +
β
α2 + β2
)
− s2
(
s4 − α
α2 + β2
)
=
s4β + s2α
α2 + β2
gelangt man zu
s1s2 + s3s4 =
s3δ + s1γ + s4β + s2α
(α2 + β2)(γ2 + δ2)
.
Ferner gelten im Za¨hler des Ausdrucks auf der rechten Seite die Beziehungen
δs3 + γs1 = δ
(
β +
γ
γ2 + δ2
)
+ γ
(
α− δ
γ2 + δ2
)
= βδ + αγ = 0
βs4 + αs2 = β
(
δ +
α
α2 + β2
)
+ α
(
γ − β
α2 + β2
)
= βδ + αγ = 0 ,
so dass die Determinante der Matrix nur Null wird, wenn s1s2 + s3s4 = 0 gilt. Diese
Gleichung kann schließlich in der Form
0 = (1 + 2a1h)(1 + 2a2h) + (1− 2a2h)(1− 2a1h) = 2 + 8a1a2h2
geschrieben werden
Vermerkt sei, dass die Matrixelemente Φ1(m1,m2), Φ2(m1,m2), Φ3(m1,m2) und
Φ4(m1,m2) nicht unabha¨ngig voneinander sind. Der Zusammenhang zwischen diesen
Elementen wird unter Verwendung der Gleichung (3.8) beschrieben. Konkret gilt
(det u(m1,m2))w0(m1,m2)
= u0(m1,m2)Φ1(m1,m2) + u1(m1 + 1,m2 + 1)Φ3(m1,m2) (3.9)
= −u1(m1,m2)Φ2(m1,m2) + u0(m1 + 1,m2 + 1)Φ4(m1,m2)
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und
( detu(m1,m2))w1(m1,m2)
= −u1(m1,m2)Φ1(m1,m2) + u0(m1 + 1,m2 + 1)Φ3(m1,m2) (3.10)
= −u0(m1,m2)Φ2(m1,m2)− u1(m1 + 1,m2 + 1)Φ4(m1,m2).
Aus diesen Gleichungen folgt
Φ4(m1,m2)
=
det u(m1,m2)
u20(m1 + 1,m2 + 1) + u
2
1(m1 + 1,m2 + 1)
Φ1(m1,m2)
+
u1(m1,m2)u0(m1 + 1,m2 + 1)−u0(m1,m2)u1(m1 + 1,m2 + 1)
u20(m1 + 1,m2 + 1) + u
2
1(m1 + 1,m2 + 1)
Φ2(m1,m2)
und
Φ3(m1,m2)
=
1
u1(m1 + 1,m2 + 1)
[
− u1(m1,m2) Φ2(m1,m2)− u0(m1,m2) Φ1(m1,m2)
+u0(m1 + 1,m2 + 1)
(
det u(m1,m2)
u20(m1 + 1,m2 + 1) + u
2
1(m1 + 1,m2 + 1)
Φ1(m1,m2)
+
u1(m1,m2)u0(m1+1,m2+1)− u0(m1,m2)u1(m1+1,m2+1)
u20(m1 + 1,m2 + 1) + u
2
1(m1 + 1,m2 + 1)
Φ2(m1,m2)
)]
,
wenn gilt u20(m1 + 1,m2 + 1) +u
2
1(m1 + 1,m2 + 1) 6= 0 und u1(m1 + 1,m2 + 1) 6= 0.
Die folgenden U¨berlegungen zeigen, dass diese beiden Eigenschaften erfu¨llt sind:
Im Fall u20(m1 + 1,m2 + 1) + u
2
1(m1 + 1,m2 + 1) = 0 erha¨lt man unter Verwendung
des Ansatzes fu¨r u0 und u1 in Lemma 3.2.2 (α
2 + β2)m1+1(γ2 + δ2)m2+1 = 0.
Dies ist genau der Fall, der hier nicht betrachtet wird, da in Lemma 3.2.2 nach
nichttrivialen Lo¨sungen des Systems gesucht wird. Betrachtet wird nun die zweite
Bedingung. Diese kann durch u0(m1 + 1,m2 + 1) 6= 0 ersetzt werden, wenn nach
Φ3(m1,m2) in Gleichung (3.10) anstelle von (3.9) aufgelo¨st wird. Eine dieser beiden
Ausdru¨cke muss verschieden von Null sein, da sonst
0 = u20(m1 + 1,m2 + 1) + u
2
1(m1 + 1,m2 + 1) = (α
2 + β2)m1+1(γ2 + δ2)m2+1
gilt. Dieser Fall wurde eben diskutiert.
Es sei jedoch auch noch auf einen anderen Zusammenhang zwischen den Elementen
der Matrix Φ hingewiesen. Dazu wird die Gleichung D1h Φ(m) = 0 elementweise
geschrieben:
D−1h Φ1−D2h Φ3 = 0, D−2h Φ1+D1h Φ3 = 0, D−1h Φ2−D2h Φ4 = 0, D−2h Φ2+D1h Φ4 = 0.
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Indem man in Analogie zu obigen U¨berlegungen Φ2 und Φ4 mit Hilfe von Φ1
und Φ3 ausdru¨ckt, stellt sich die Frage, ob die letzten zwei Gleichungen automa-
tisch erfu¨llt sind oder eine Zusatzbedingung darstellen. Erneut wird w0 und w1 in
Gleichung (3.8) eleminiert. Man erha¨lt
Φ2 = −u0(m1,m2)
u1(m1,m2)
Φ1 − u1(m1 + 1,m2 + 1)
u1(m1,m2)
Φ3 +
u0(m1 + 1,m2 + 1)
u1(m1,m2)
Φ4
Φ4 =
u21(m1,m2) + u
2
0(m1,m2)
det u(m1,m2)
Φ1
+
u0(m1,m2)u1(m1 + 1,m2 + 1)− u0(m1 + 1,m2 + 1)u1(m1,m2)
det u(m1,m2)
Φ3.
Mit Hilfe des Ansatzes fu¨r u0 und u1 aus Lemma 3.2.2 beweist man in Analogie
zum ersten Teil des Beweises von Satz 3.2.2
u0(m1,m2)u1(m1 + 1,m2 + 1)− u0(m1 + 1,m2 + 1)u1(m1,m2)
= (α2 + β2)m1(γ2 + δ2)m2(αδ − βγ) sowie
det u(m1,m2) = (α
2 + β2)m1(γ2 + δ2)m2(αγ + βδ)
u21(m1,m2) + u
2
0(m1,m2) = (α
2 + β2)m1(γ2 + δ2)m2
−u0(m1,m2)(αγ + βδ) + u0(m1 + 1,m2 + 1) = −u1(m1,m2) (αδ − βγ) und
−u1(m1 + 1,m2 + 1)(αγ + βδ) + u0(m1 + 1,m2 + 1)(αδ − βγ)
= −u1(m1,m2)(α2 + β2)(γ2 + δ2) .
Somit gilt
Φ4 =
Φ1
αγ + βδ
+
αδ − βγ
αγ + βδ
Φ3
und
Φ2 =
Φ1
u1(m1,m2)
(
− u0(m1,m2) + u0(m1 + 1,m2 + 1)
αγ + βδ
)
+
Φ3
u1(m1,m2)
(
− u1(m1 + 1,m2 + 1) + u0(m1 + 1,m2 + 1)
(
αδ − βγ
αγ + βδ
))
= −αδ − βγ
αγ + βδ
Φ1 − (α
2 + β2)(γ2 + δ2)
αγ + βδ
Φ3 .
Fu¨r die beiden Gleichungen aus dem Matrizenproblem folgt im Fall αγ + βδ 6= 0
D−1h [(α
2 + β2)(γ2 + δ2)Φ3] +D
2
hΦ1 + (αδ − βγ)[D−1h Φ1 +D2hΦ3] = 0 und
D−2h [−(α2 + β2)(γ2 + δ2)Φ3] +D1hΦ1 + (αδ − βγ)[−D−2h Φ1 +D1hΦ3] = 0.
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Diese Differenzengleichungen sind als Zusatzbedingung fu¨r die 4 Komponenten Φ1
bis Φ4 zu verstehen. Im Vergleich dazu soll der U¨bergang zum kontinuierlichen
Fall betrachtet werden. Da fu¨r h → 0 das Matrixelement Φ4 gegen Φ1 und das
Element Φ2 gegen −Φ3 konvergiert, approximieren die Differenzengleichungen die
Differentialgleichungen
∂
∂x
Φ3 +
∂
∂y
Φ1 = 0 und − ∂
∂y
Φ3 +
∂
∂x
Φ1 = 0,
so dass die Elemente Φ1 und Φ3 automatisch die Bedingengen fu¨r holomorphe
Funktionen erfu¨llen und keine Zusatzbedingung erforderlich ist.
Beispiel: Im weiteren wird ein Beispiel pra¨sentiert, um zu zeigen, wie die theore-
tischen U¨berlegungen bei den numerischen Berechnungen genutzt werden ko¨nnen.
Es sei a1 = 1 und a2 = 3 sowie h = 0.125, m1 = 1 und m2 = 2. Ferner wird
vorausgesetzt, dass der Punkt (m1h,m2h) = (0.125, 0.25) im Inneren eines be-
schra¨nkten Gebietes Gh liegt und D
1h Φ(m) = 0 fu¨r alle Gitterpunkte m ∈ Gh
gilt. Als Lo¨sung der Gleichungen in Lemma 3.2.4 erha¨lt man unter Verwendung eines
Mapleprogrammes
α = 1.264652496 β = −0.4080319774 γ = 1.518929861 δ = 0.0338222383.
Mit Hilfe des Ansatzes
u0(m1,m2) =
1
2
(α− iβ)m1 (γ + iδ)m2 + 1
2
(α + iβ)m1 (γ − iδ)m2
u1(m1,m2) =
1
2i
(α− iβ)m1 (γ + iδ)m2 − 1
2i
(α + iβ)m1 (γ − iδ)m2
kann gezeigt werden, dass das Gleichungssystem in Lemma 3.2.2 erfu¨llt ist. Unter
Verwendung von Satz 3.2.2 und den Beziehungen zwischen Φ1(m1,m2), Φ2(m1,m2),
Φ3(m1,m2) und Φ4(m1,m2) erha¨lt man
w0(1, 2) = 0.124437639 Φ1(1, 2)− 0.1029098652 Φ2(1, 2)
w1(1, 2) = −0.124437639 Φ2(1, 2)− 0.1029098653 Φ1(1, 2).
Abschließend ist zu beweisen, dass eine Lo¨sung des Systems (3.5) gefunden wurde.
Dazu nutzt man die Eigenschaften
D−1h Φ1(1, 2)−D2hΦ3(1, 2) = 0, D−1h Φ2(1, 2)−D2hΦ4(1, 2) = 0
und
D−2h Φ1(1, 2) +D
1
hΦ3(1, 2) = 0, D
−2
h Φ2(1, 2) +D
1
hΦ4(1, 2) = 0
sowie die Beziehungen zwischen den vier Komponenten der Variablen Φ. In der
folgenden Tabelle sind fu¨r alle vier Matrixelemente die auf der linken Seite des
Gleichungssystems (3.5) berechneten Werte eingetragen.
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−0.4332 Φ1(1, 2)− 0.2704 Φ2(1, 2)− 0.34E−10 Φ2(1, 3)− 0.24E−10 Φ1(1, 3)
0.2704 Φ1(1, 2)− 0.4332 Φ2(1, 2)− 0.60E−10 Φ1(1, 3) + 0.33E−10 Φ2(1, 3)
−0.2704 Φ1(1, 2) + 0.4332 Φ2(1, 2) + 0.20E− 9 Φ2(2, 2) + 0.91E−10 Φ1(2, 2)
−0.4332 Φ1(1, 2)− 0.2704 Φ2(1, 2)− 0.12E− 9 Φ1(2, 2) + 0.26E− 9 Φ2(2, 2)
Auf der rechten Seite des Systems erha¨lt man bei jedem Matrixelement exakt die
ersten beiden Summanden der in der Tabelle eingetragenen Werte. Somit unterschei-
den sich die Ergebnisse nur in der neunten Nachkommastelle.
Abschließend soll eine weitere Darstellungsform der Lo¨sung w(m) des Problems
(3.5) pra¨sentiert werden:
Ist die Schrittweite h klein genug, so folgt aus Satz 3.2.2
w0(m1,m2) =
u0(m1,m2)Φ1(m1,m2) + u1(m1 + 1,m2 + 1)Φ3(m1,m2)
det u(m1,m2)
w1(m1,m2) =
−u1(m1,m2)Φ1(m1,m2) + u0(m1 + 1,m2 + 1)Φ3(m1,m2)
det u(m1,m2)
.
Indem man den Ansatz aus Lemma 3.2.2 sowie die Beziehung
det u(m1,m2) = (α
2 + β2)m1 (γ2 + δ2)m2 (αγ + βδ)
nutzt, erha¨lt man
u0(m1,m2)
(α2 + β2)m1(γ2 + δ2)m2
=
1
2
(
α− iβ
α2 + β2
)m1( γ + iδ
γ2 + δ2
)m2
+
1
2
(
α + iβ
α2 + β2
)m1( γ − iδ
γ2 + δ2
)m2
=
1
2
(α + iβ)−m1(γ − iδ)−m2 + 1
2
(α− iβ)−m1(γ + iδ)−m2
= u0(−m1,−m2).
Analog gilt
u1(m1 + 1,m2 + 1)
(α2 + β2)m1(γ2 + δ2)m2
= −(αγ + βδ)u1(−m1,−m2) + (αδ − βγ)u0(−m1,−m2)
−u1(m1,m2)
(α2 + β2)m1(γ2 + δ2)m2
= u1(−m1,−m2) und
u0(m1 + 1,m2 + 1)
(α2 + β2)m1(γ2 + δ2)m2
= (αγ + βδ)u0(−m1,−m2) + (αδ − βγ)u1(−m1,−m2).
Auf diese Weise findet man die Darstellungen
w0(m1,m2) =
u0(−m1,−m2)Φ1(m1,m2)
αγ + βδ
− u1(−m1,−m2)Φ3(m1,m2)
+
αδ − βγ
αγ + βδ
u0(−m1,−m2)Φ3(m1,m2)
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und
w1(m1,m2) =
u1(−m1,−m2)Φ1(m1,m2)
αγ + βδ
+ u0(−m1,−m2)Φ3(m1,m2)
+
αδ − βγ
αγ + βδ
u1(−m1,−m2)Φ3(m1,m2).
Vermerkt sei, dass aus der Matrizengleichung (3.8) eine weitere Gleichung fu¨r w0
und w1 folgt. In diesen Fa¨llen erha¨lt man dieselben Darstellungsformeln fu¨r w0 und
w1, wenn man die Zusammenha¨nge zwischen Φ1, Φ2, Φ3 und Φ4 beachtet.
3.2.1.5 Konvergenz der diskreten Lo¨sung im Fall b1 = b2 = 0
Im folgenden wird eine Schreibweise fu¨r w(m) pra¨sentiert, die es erlaubt, den
Grenzu¨bergang fu¨r h → 0 auszufu¨hren. Mit Hilfe des Ansatzes fu¨r u0 und u1
aus Lemma 3.2.2 erha¨lt man
u0(m1,m2) =
1
2
(α− iβ)m1(γ + iδ)m2 + 1
2
(α + iβ)m1(γ − iδ)m2
=
1
2i
(
(α + iβ)m1 − (α− iβ)m1
)
· 1
2i
(
(γ + iδ)m2 − (γ − iδ)m2
)
+
1
2
(
(α + iβ)m1 + (α− iβ)m1
)
· 1
2
(
(γ + iδ)m2 + (γ − iδ)m2
)
und
u1(m1,m2) =
1
2i
(α− iβ)m1(γ + iδ)m2 − 1
2i
(α + iβ)m1(γ − iδ)m2
= − 1
2i
(
(α + iβ)m1 − (α− iβ)m1
)
· 1
2
(
(γ + iδ)m2 + (γ − iδ)m2
)
+
1
2
(
(α + iβ)m1 + (α− iβ)m1
)
· 1
2i
(
(γ + iδ)m2 − (γ − iδ)m2
)
.
Aus den Eigenschaften
1
2i
(
(α + iβ)m1 − (α− iβ)m1
)
=
√
α2 + β2
m1
2i
(
eim1 arctan
β
α − e−im1 arctan βα
)
=
√
α2 + β2
m1
sin
(
m1 arctan
β
α
)
sowie
1
2
(
(α + iβ)m1 + (α− iβ)m1
)
=
√
α2 + β2
m1
cos
(
m1 arctan
β
α
)
folgt
u0(m1,m2) =
√
α2 + β2
m1√
γ2 + δ2
m2
(
sin
(
m1 arctan
β
α
)
sin
(
m2 arctan
δ
γ
)
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+ cos
(
m1 arctan
β
α
)
cos
(
m2 arctan
δ
γ
))
=
√
α2 + β2
m1√
γ2 + δ2
m2
cos
(
m1 arctan
β
α
−m2 arctan δ
γ
)
und
u1(m1,m2) = −
√
α2 + β2
m1√
γ2 + δ2
m2
sin
(
m1 arctan
β
α
−m2 arctan δ
γ
)
.
Auf Grund von (3.8) hat die Lo¨sung w(m) des Systems (3.5) die Gestalt
w0(m1,m2) =
cos
(
m1 arctan
β
α
−m2 arctan δγ
)
Φ1(m1,m2)
√
α2 + β2
m1+1√γ2 + δ2 m2+1 cos
(
arctan β
α
− arctan δ
γ
)
−
sin
(
(m1 + 1) arctan
β
α
− (m2 + 1) arctan δγ
)
Φ3(m1,m2)
√
α2 + β2
m1√γ2 + δ2 m2 cos
(
arctan β
α
− arctan δ
γ
)
und
w1(m1,m2) =
sin
(
m1 arctan
β
α
−m2 arctan δγ
)
Φ1(m1,m2)
√
α2 + β2
m1+1√γ2 + δ2 m2+1 cos
(
arctan β
α
− arctan δ
γ
)
+
cos
(
(m1 + 1) arctan
β
α
− (m2 + 1) arctan δγ
)
Φ3(m1,m2)
√
α2 + β2
m1√γ2 + δ2 m2 cos
(
arctan β
α
− arctan δ
γ
) .
Nun kann der Grenzu¨bergang fu¨r h→ 0 durchgefu¨hrt werden. Die na¨chsten Schritte
werden anhand des Realteils w0(m) gezeigt.
Zuna¨chst gilt mit x1 = m1h ≈ (m1 + 1)h und x2 = m2h ≈ (m2 + 1)h
w0(x1, x2) =
cos
(
x1 lim
h→0
arctan β
α
h
− x2 lim
h→0
arctan δ
γ
h
)
Φ1(x1, x2)
e
x1 lim
h→0
ln(α2+β2)
2h e
x2 lim
h→0
ln(γ2+δ2)
2h lim
h→0
cos
(
arctan β
α
− arctan δ
γ
)
−
sin
(
x1 lim
h→0
arctan β
α
h
− x2 lim
h→0
arctan δ
γ
h
)
Φ3(x1, x2)
e
x1 lim
h→0
ln(α2+β2)
2h e
x2 lim
h→0
ln(γ2+δ2)
2h lim
h→0
cos
(
arctan β
α
− arctan δ
γ
) ,
so dass fu¨nf einzelne Grenzwerte auf der rechten Seite zu untersuchen sind:
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• L1 = lim
h→0
cos
(
arctan β
α
− arctan δ
γ
)
:
Man nutzt die Darstellung fu¨r α und β am Ende des Beweises von Lem-
ma 3.2.4 und die Eigenschaften r = 0 und ϕ = 0 fu¨r h → 0 und erha¨lt
lim
h→0
α = 1, lim
h→0
β = 0 sowie lim
h→0
arctan β
α
= 0. Auf analoge Weise zeigt man
lim
h→0
γ = 1, lim
h→0
δ = 0 und lim
h→0
arctan δ
γ
= 0. Somit gilt L1 = 1.
• L2 = lim
h→0
arctan β
α
h
und L3 = lim
h→0
arctan δ
γ
h
:
Mittels l’Hospitalscher Regel und den Eigenschaften lim
h→0
α = 1 und lim
h→0
β = 0
folgt L2 = lim
h→0
dβ
dh
. In Analogie erha¨lt man L3 = lim
h→0
dδ
dh
.
• L4 = lim
h→0
ln(α2+β2)
2h
und L5 = lim
h→0
ln(γ2+δ2)
2h
:
Unter Verwendung der l’Hospitalschen Regel und den Eigenschaften fu¨r α
und β ergibt sich L4 = lim
h→0
dα
dh
und auf analoge Weise L5 = lim
h→0
dγ
dh
.
Anhand der Gleichungen in Lemma 3.2.4 ist es mo¨glich zu zeigen, dass die Grenz-
werte L2 bis L5 existieren und endlich sind. Aus Lemma 3.2.3 folgert man
L4 + iL2 = 2a1 + i
L5− iL3
(lim
h→0
γ − i lim
h→0
δ)2
− 2ia2,
L4− iL2 = 2a1 − i L5 + iL3
(lim
h→0
γ + i lim
h→0
δ)2
+ 2ia2,
L5− iL3 = 2a2 − i L4 + iL2
(lim
h→0
α + i lim
h→0
β)2
+ 2ia1 und
L5 + iL3 = 2a2 + i
L4− iL2
(lim
h→0
α− i lim
h→0
β)2
− 2ia1.
Aus diesen vier Gleichungen resultieren die beiden Zusammenha¨nge L5 = L2 + 2a2
und L4 = L3 + 2a1, so dass zusammenfassend gilt
w0(x1, x2) =
cos (x1 L2− x2 L3)Φ1(x1, x2)
ex1 (L3+2a1)ex2 (L2+2a2)
− sin (x1 L2− x2 L3)Φ3(x1, x2)
ex1 (L3+2a1)ex2 (L2+2a2)
und
w1(x1, x2) =
sin (x1 L2− x2 L3)Φ1(x1, x2)
ex1 (L3+2a1)ex2 (L2+2a2)
+
cos (x1 L2− x2 L3)Φ3(x1, x2)
ex1 (L3+2a1)ex2 (L2+2a2)
.
Schließlich bleibt zu zeigen, dass diese Grenzwerte Lo¨sungen der homogenen Differential-
gleichung sind. Wenn die Beziehungen
∂Φ1
∂x1
− ∂Φ3
∂x2
= 0 und
∂Φ1
∂x2
+
∂Φ3
∂x1
= 0
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erfu¨llt sind, so erha¨lt man fu¨r den Realteil
1
2
(
∂w0
∂x1
− ∂w1
∂x2
)
= −L2
2
w1 − L4
2
w0 +
L3
2
w0 +
L5
2
w1 = a2w1 − a1w0
und fu¨r den Imagina¨rteil
1
2
(
∂w0
∂x2
+
∂w1
∂x1
)
=
L3
2
w1 − L5
2
w0 +
L2
2
w0 − L4
2
w1 = −a1w1 − a2w0.
Die rechten Seiten dieser Gleichungen stellen offensichtlich den Real- und Ima-
gina¨rteil des Produktes (−a1 − ia2)(w0 + iw1) dar, so dass tatsa¨chlich eine Lo¨sung
der homogenen Differentialgleichung gefunden wurde, bei der ein Faktor eine holo-
morphe Funktion ist.
Formel (3.2) zeigt, dass der zweite Faktor der Lo¨sung w(z) im kontinuierlichen
Fall eine Exponentialfunktion ist. Kann man beim Grenzu¨bergang h→ 0 auch den
Zusammenhang zu dieser Exponentialfunktion herausarbeiten? Um eine Antwort auf
diese Frage zu finden, werden die Grenzwerte fu¨r w0 und w1 mit dem klassischen
Produkt
e−(a1+ia2)(x1−ix2)(Φ1 + iΦ3) = e−a1x1 e−a2x2 ei(a1x2−a2x1)(Φ1 + iΦ3)
= e−a1x1 e−a2x2
(
cos(a1x2 − a2x1)Φ1 − sin(a1x2 − a2x1)Φ3
+i (sin(a1x2 − a2x1)Φ1 + cos(a1x2 − a2x1)Φ3)
)
verglichen. Man erha¨lt die Beziehung
(w0(x1, x2) + iw1(x1, x2)) = e
−x1(L3+2a1) e−x2(L2+2a2) ei(x1L2−x2L3)(Φ1 + iΦ3) .
Mit Hilfe der Substitution L3 = L4− 2a1 und L2 = L5− 2a2 ist folgende Umfor-
mung mo¨glich:
e−x1(L3+2a1) e−x2(L2+2a2) ei(x1L2−x2L3)
= e
1
2
(−L3+iL2)(x1+ix2) e
1
2
(−L4+2a1+i(L5−2a2))(x1+ix2) e−2x1a1 e−2x2a2
= e
1
2
(−L3+iL2)(x1+ix2) e
1
2
(−L4+iL5)(x1+ix2) e(a1−ia2)(x1+ix2) e−2x1a1 e−2x2a2
= e
1
2
(−L3−L4+i(L2+L5))(x1+ix2) e−(a1+ia2)(x1−ix2).
Man u¨berzeugt sich leicht, dass der erste Faktor auf der rechten Seite holomorph
ist. Da im kontinuierlichen Fall das Produkt zweier holomorpher Funktionen wieder
holomorph ist, erha¨lt man eine holomorphe Funktion mit Hilfe der Substitution
Φ∗1 + iΦ
∗
3 = e
1
2
(−L3−L4+i(L2+L5))(x1+ix2) (Φ1 + iΦ3).
Somit ist die klassische Exponentialfunktion bis auf den angegebenen holomorphen
Faktor approximiert.
Im folgenden werden homogene diskrete Vekuagleichungen mit b21 + b
2
2 6= 0 betrach-
tet. Dabei ist es ausreichend, den Spezialfall a1 = a2 = 0 zu untersuchen, da das
Gleichungssystem (3.4) linear ist und eine Lo¨sung des Problems durch U¨berlagerung
der Lo¨sungen aus den Fa¨llen a1 = a2 = 0 and b1 = b2 = 0 konstruiert werden kann.
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3.2.1.6 Homogene diskrete Gleichungen im Fall a1 = a2 = 0
In Analogie zum Gleichungssystem (3.5) wird ein System von vier Gleichungen be-
trachtet, das die Form
1
2
(
D−1h −D2h
D−2h D
1
h
)(
w0(m1,m2) −w1(m1,m2)
w1(m1,m2) w0(m1,m2)
)
=
( −b1 b2
−b2 −b1
)(
w0(m1,m2) w1(m1,m2)
−w1(m1,m2) w0(m1,m2)
)
(3.11)
hat. Auch hier approximieren beim Grenzu¨bergang h → 0 die Gleichungen, die
zum ersten und vierten Matrixelement geho¨ren, dieselbe Differentialgleichung. Dieser
Sachverhalt spiegelt sich auch bei den Gleichungen wieder, die zum zweiten und
dritten Matrixelement geho¨ren.
Im Vergleich zum System (3.5) wird nun ein System untersucht, bei dem auf der
rechten Seite die Matrix fu¨r w(m) eine andere Struktur hat. Das Ziel ist es, die-
ses Problem auf die Situation im Satz 3.2.1 zu u¨bertragen, denn auch hier steht
eine Produktdarstellung der Lo¨sung im Mittelpunkt, bei der ein Faktor eine diskret
holomorphe Funktion ist. Mit Hilfe des Ansatzes
( −b1 b2
−b2 −b1
)(
w0(m1,m2) w1(m1,m2)
−w1(m1,m2) w0(m1,m2)
)
=
(
B1 B2
B3 B4
)(
w0(m1,m2) −w1(m1,m2)
w1(m1,m2) w0(m1,m2)
)
erha¨lt man in jedem Gitterpunkt m ∈ Gh die Beziehung(
B1 B2
B3 B4
)
=
( −b1 b2
−b2 −b1
)(
w0 w1
−w1 w0
)(
w0 −w1
w1 w0
)−1
=
1
w20 + w
2
1
( −b1(w20 − w21)− 2b2w0w1 −2b1w0w1 + b2(w20 − w21)
−b2(w20 − w21) + 2b1w0w1 −2b2w0w1 − b1(w20 − w21)
)
.
Unter Verwendung dieser Schreibweise kann der folgende Satz in Analogie zum Satz
3.2.1 bewiesen werden:
Satz 3.2.3 Es sei w(m) eine beliebige Lo¨sung des Problems (3.11) und u(m) eine
Lo¨sung des Systems
1
2
(
D−1h −D2h
D−2h D
1
h
)(
u0(m1 + 1,m2 + 1) −u1(m1 + 1,m2 + 1)
u1(m1,m2) u0(m1,m2)
)
=
(
U1 U2
U3 U4
)
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mit
U1 =
1
w20 + w
2
1
(
(b1(w
2
0 − w21) + 2b2w0w1)u0(m1,m2 + 1)
+(2b1w0w1 − b2(w20 − w21))u1(m1,m2 + 1)
)
U2 =
1
w20 + w
2
1
(
(2b1w0w1 − b2(w20 − w21))u0(m1,m2 + 1)
+(−b1(w20 − w21)− 2b2w0w1)u1(m1,m2 + 1)
)
U3 =
1
w20 + w
2
1
(
(b2(w
2
0 − w21)− 2b1w0w1)u0(m1 + 1,m2)
+(2b2w0w1 + b1(w
2
0 − w21))u1(m1 + 1,m2)
)
und
U4 =
1
w20 + w
2
1
(
(2b2w0w1 + b1(w
2
0 − w21))u0(m1 + 1,m2)
+(−b2(w20 − w21) + 2b1w0w1)u1(m1 + 1,m2)
)
.
Dann gilt
1
2
(
D−1h −D2h
D−2h D
1
h
)[(
u0(m1+1,m2+1) −u1(m1+1,m2+1)
u1(m1,m2) u0(m1,m2)
)(
w0(m1,m2)−w1(m1,m2)
w1(m1,m2) w0(m1,m2)
)]
=
(
0 0
0 0
)
.
3.2.1.7 Inhomogene Vekuagleichungen
Ausgehend vom Problem (3.5) wird hier das inhomogene Problem
1
2
(
D−1h −D2h
D−2h D
1
h
)(
w0 −w1
w1 w0
)
+
(
a1 −a2
a2 a1
)(
w0 −w1
w1 w0
)
=
(
f0 −f˜1
f1 f˜0
)
(3.12)
betrachtet. Fu¨r h→ 0 wird gefordert, dass f˜0 gegen f0 und f˜1 gegen f1 konver-
giert. Somit approximiert man mit dem System (3.12) die beiden Differentialglei-
chungen
1
2
(
∂
∂x
w0− ∂
∂y
w1
)
+a1w0−a2w1 = f0 und 1
2
(
∂
∂y
w0+
∂
∂x
w1
)
+a2w0+a1w1 = f1.
Im folgenden wird die Lo¨sung des inhomogenen Problems (3.12) mit Hilfe des zum
Operator D1h rechtsinversen Operators T 1h = (T 1h1, T
1
h2)
T beschrieben, der am
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Ende des Abschnittes 2.3.2 definiert wurde. Man erha¨lt eine Lo¨sung des inhomogenen
Problems (3.12) innerhalb des Gebietes Gh durch den Ansatz(
w0 −w1
w1 w0
)
=
(
whom0 −whom1
whom1 w
hom
0
)
+ 2
(
T 1h1[f0, f1] T
1
h1[−f˜1, f˜0]
T 1h2[f0, f1] T
1
h2[−f˜1, f˜0]
)
,
wobei
(
whom0 −whom1
whom1 w
hom
0
)
eine Lo¨sung des homogenen Problems (3.12) ist. Da so-
wohl fu¨r w0 als auch fu¨r w1 zwei Gleichungen zu erfu¨llen sind, erscheint es sinnvoll
fu¨r alle m ∈ Gh zu fordern
T 1h1[−f˜1, f˜0] = −T 1h2[f0, f1] und T 1h2[−f˜1, f˜0] = T 1h1[f0, f1] .
Aus diesen Gleichungen leiten sich die folgenden Bedingungen ab:( −f˜1
f˜0
)
=
(
D−1h −D2h
D−2h D
1
h
)(
T 1h1[−f˜1, f˜0]
T 1h2[−f˜1, f˜0]
)
=
(
D−1h −D2h
D−2h D
1
h
)( −T 1h2[f0, f1]χGh
T 1h1[f0, f1]χGh
)
.
Diese Bedingungen ermo¨glichen es, f˜0 und f˜1 bei Vorgabe beliebiger Funktionen
f0 und f1 zu berechnen. Abschließend wird gezeigt, dass fu¨r h → 0 sowohl f˜0
gegen f0 als auch f˜1 gegen f1 konvergiert. Dazu wird die Konvergenzbeziehung
E1h →
(
0 1
−1 0
)(
E111 E
1
12
E121 E
1
22
)
=
(
E121 E
1
22
−E111 −E112
)
=
i
2pi
(
F (ξ1/|ξ|2) F (ξ2/|ξ|2)
−F (ξ2/|ξ|2) F (ξ1/|ξ|2)
)
genutzt sowie die Eigenschaften
−
∫
y∈G
(
E121(x− y)
E122(x− y)
)T( f0
f1
)
dG =
∫
y∈G
(
E112(x− y)
E111(x− y)
)T( f0
−f1
)
dG
und ∫
y∈G
(
E111(x− y)
E112(x− y)
)T( f0
f1
)
dG =
∫
y∈G
(
E122(x− y)
E121(x− y)
)T( f0
−f1
)
dG .
U¨ber den Bezug zum Kontinuierlichen erkennt man T 1h1[−f˜1, f˜0] = −T 1h2[f0, f1] →
T 1h1[−f1, f0] und T 1h2[−f˜1, f˜0] = T 1h1[f0, f1] → T 1h2[−f1, f0]. Schließlich wendet man
den Operator D1h an und nutzt die Eigenschaft D1h(T 1hf)(m) = f(m) fu¨r alle
m ∈ Gh.
Die Resultate in den Abschnitten 3.2.1.3 bis 3.2.1.7 sind erste wichtige Schritte,
um neben der klassischen Theorie der Vekuagleichungen eine diskrete Theorie auf-
bauen zu ko¨nnen. Eine Erweiterungsmo¨glichkeit dieser Theorie ist insbesondere in
der Frage zu sehen, welche Systeme von Differenzengleichungen auf diskrete Vekua-
gleichungen transformiert werden ko¨nnen. Das letzte Problem steht im engen Zu-
sammenhang mit der Untersuchung diskreter Beltramigleichungen, die im Abschnitt
3.2.2 betrachtet werden.
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In vielen dieser Abschnitte wurde immer wieder die Matrixdarstellung genutzt, so
dass kein Kommutativgesetz angewendet werden kann. Da diese Herangehensweise
der Situation im quaternionischen Fall entspricht, ist es naheliegend, eine Verallge-
meinerung der diskreten Theorie der Vekuagleichungen auf den quaternionischen Fall
zu versuchen. Dazu soll die homogene Gleichung betrachtet werden. Demonstriert
wird, dass die Lo¨sung dieser Gleichung sich wieder als ein Produkt zweier Funktio-
nen schreiben la¨sst. Hier sto¨ßt man neben der bereits angesprochenen Schwierigkeit
mit der diskreten Produktformel auf das Problem, dass die Ausdru¨cke wesentlich
umfangreicher und unu¨bersichtlicher werden. Dennoch ist eine Faktorisierung der
Lo¨sung mo¨glich, so dass man auch hier auf dem A¨hnlichkeitsprinzip aufbauen kann.
3.2.1.8 Vekuagleichungen im quaternionischen Fall
Es sei IR4 der 4-dimensionale Euklidische Vektorraum mit der Orthonormalbasis
e0 = (1, 0, 0, 0), e1 = (0, 1, 0, 0), e2 = (0, 0, 1, 0) und e3 = (0, 0, 0, 1). Auf Grund
der Multiplikationsregeln
e20 = e0, e
2
i = −e0, i = 1, 2, 3
eiej + ejei = 0, i 6= j, i, j = 1, 2, 3
e0ei = eie0 = ei, i = 0, 1, 2, 3
e1e2 = e3, e2e3 = e1 und e3e1 = e2
ist die Algebra der Quaternionen a = a0e0 + a1e1 + a2e2 + a3e3 nichtkommutativ.
Quaternionen kann man identifizieren mit einer speziellen Art von reellen 4 × 4 -
Matrizen der Form
a =

a0 −a1 −a2 −a3
a1 a0 −a3 a2
a2 a3 a0 −a1
a3 −a2 a1 a0
 .
Mehr Einzelheiten dazu findet man in [GS2]. Im folgenden wird eine dem Satz 3.2.1
angepaßte Aussage fu¨r den quaternionischen Fall bewiesen. Zur Vereinfachung wird
nur der Fall IR3 → IR4 betrachtet und zuna¨chst erst einmal der Dirac-Operator
studiert. Bei den weiteren Ausfu¨hrungen ist genau darauf zu achten, in welchem
Gitterpunkt des Raumes IR3 die Funktionen untersucht werden. Zur Vereinfachung
der Schreibweise wird ohne Index der Gitterpunkt (m1,m2,m3) bezeichnet. Die ver-
wendeten benachbarten Gitterpunkte werden durch die in der Tabelle 1 festgelegten
Indizes symbolisiert.
96 KAPITEL 3. DIFFERENZENGLEICHUNGEN
Index Gitterpunkt
[1] (m1,m2 + 1,m3 + 1)
[2] (m1 + 1,m2,m3 + 1)
[3] (m1 + 1,m2 + 1,m3)
[4] (m1 + 1,m2 + 1,m3 + 1)
[5] (m1 + 1,m2,m3)
[6] (m1,m2 + 1,m3)
[7] (m1,m2,m3 + 1) Tabelle 1
Satz 3.2.4 Es sei (w0, w1, w2, w3)
T eine beliebige Lo¨sung des Problems
0 −D1h −D2h −D3h
D1h 0 −D−3h D−2h
D2h D
−3
h 0 −D−1h
D3h −D−2h D−1h 0


w0 −w1 −w2 −w3
w1 w0 −w3 w2
w2 w3 w0 −w1
w3 −w2 w1 w0

=

−a0 a1 a2 a3
−a1 −a0 a3 −a2
−a2 −a3 −a0 a1
−a3 a2 −a1 −a0


w0 −w1 −w2 −w3
w1 w0 −w3 w2
w2 w3 w0 −w1
w3 −w2 w1 w0

und (u0, u1, u2, u3)
T eine Lo¨sung des Systems
0 −D1h −D2h −D3h
D1h 0 −D−3h D−2h
D2h D
−3
h 0 −D−1h
D3h −D−2h D−1h 0


u0 u1 u2 u3
−u[1]1 u[1]0 −u[1]3 u[1]2
−u[2]2 u[2]3 u[2]0 −u[2]1
−u[3]3 −u[3]2 u[3]1 u[3]0

=

A11 A12 A13 A14
A21 A22 A23 A24
A31 A32 A33 A34
A41 A42 A43 A44

mit den Matrixelementen
A11 = a0u
[4]
0 + a1u
[4]
1 + a2u
[4]
2 + a3u
[4]
3 A21 = a1u
[5]
0 − a0u[5]1 + a3u[5]2 − a2u[5]3
A12 = −a1u[4]0 + a0u[4]1 + a3u[4]2 − a2u[4]3 A22 = a0u[5]0 + a1u[5]1 − a2u[5]2 − a3u[5]3
A13 = −a2u[4]0 − a3u[4]1 + a0u[4]2 + a1u[4]3 A23 = −a3u[5]0 + a2u[5]1 + a1u[5]2 − a0u[5]3
A14 = −a3u[4]0 + a2u[4]1 − a1u[4]2 + a0u[4]3 A24 = a2u[5]0 + a3u[5]1 + a0u[5]2 + a1u[5]3
A31 = a2u
[6]
0 − a3u[6]1 − a0u[6]2 + a1u[6]3 A41 = a3u[7]0 + a2u[7]1 − a1u[7]2 − a0u[7]3
A32 = a3u
[6]
0 + a2u
[6]
1 + a1u
[6]
2 + a0u
[6]
3 A42 = −a2u[7]0 + a3u[7]1 − a0u[7]2 + a1u[7]3
A33 = a0u
[6]
0 − a1u[6]1 + a2u[6]2 − a3u[6]3 A43 = a1u[7]0 + a0u[7]1 + a3u[7]2 + a2u[7]3
A34 = −a1u[6]0 − a0u[6]1 + a3u[6]2 + a2u[6]3 A44 = a0u[7]0 − a1u[7]1 − a2u[7]2 + a3u[7]3 .
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Dann gilt

0 −D1h −D2h −D3h
D1h 0 −D−3h D−2h
D2h D
−3
h 0 −D−1h
D3h −D−2h D−1h 0



u0 u1 u2 u3
−u[1]1 u[1]0 −u[1]3 u[1]2
−u[2]2 u[2]3 u[2]0 −u[2]1
−u[3]3 −u[3]2 u[3]1 u[3]0

·

w0 −w1 −w2 −w3
w1 w0 −w3 w2
w2 w3 w0 −w1
w3 −w2 w1 w0

 =

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
Beweis: Die folgenden Schritte sind vo¨llig analog zum Beweis von Satz 3.2.1. Be-
trachtet wird hier nur das erste Matrixelement auf der linken Seite. Fu¨r alle weiteren
Matrixelemente sind die Berechnungen zu wiederholen. In Bezug auf dieses erste
Element sind die Summanden
S1 = −D1h[−u[1]1 w0 + u[1]0 w1 − u[1]3 w2 + u[1]2 w3]
=
1
h
[−u[1]1 w0 + u[1]0 w1 − u[1]3 w2 + u[1]2 w3 + u[4]1 w[5]0 − u[4]0 w[5]1 + u[4]3 w[5]2 − u[4]2 w[5]3
−u[4]1 w0 + u[4]0 w1 − u[4]3 w2 + u[4]2 w3 + u[4]1 w0 − u[4]0 w1 + u[4]3 w2 − u[4]2 w3]
= u
[4]
1 (D
1
hw0) + u
[4]
0 (−D1hw1) + u[4]3 (D1hw2) + u[4]2 (−D1hw3)
+w0(D
1
hu
[1]
1 ) + w1(−D1hu[1]0 ) + w2(D1hu[1]3 ) + w3(−D1hu[1]2 ),
S2 = −D2h[−u[2]2 w0 + u[2]3 w1 + u[2]0 w2 − u[2]1 w3]
= u
[4]
2 (D
2
hw0) + u
[4]
3 (−D2hw1) + u[4]0 (−D2hw2) + u[4]1 (D2hw3)
+w0(D
2
hu
[2]
2 ) + w1(−D2hu[2]3 ) + w2(−D2hu[2]0 ) + w3(D2hu[2]1 ) und
S3 = −D3h[−u[3]3 w0 − u[3]2 w1 + u[3]1 w2 + u[3]0 w3]
= u
[4]
3 (D
3
hw0) + u
[4]
2 (D
3
hw1) + u
[4]
1 (−D3hw2) + u[4]0 (−D3hw3)
+w0(D
3
hu
[3]
3 ) + w1(D
3
hu
[3]
2 ) + w2(−D3hu[3]1 ) + w3(−D3hu[3]0 )
zu addieren. Auf Grund der Voraussetzung gilt
S1 + S2 + S3
= u
[4]
0 (−D1hw1 −D2hw2 −D3hw3) + u[4]1 (D1hw0 +D2hw3 −D3hw2)
+u
[4]
2 (−D1hw3 +D2hw0 +D3hw1) + u[4]3 (D1hw2 −D2hw1 +D3hw0)
+w0(D
1
hu
[1]
1 +D
2
hu
[2]
2 +D
3
hu
[3]
3 ) + w1(−D1hu[1]0 −D2hu[2]3 +D3hu[3]2 )
+w2(D
1
hu
[1]
3 −D2hu[2]0 −D3hu[3]1 ) + w3(−D1hu[1]2 +D2hu[2]1 −D3hu[3]0 )
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= u
[4]
0 (−a0w0 + a1w1 + a2w2 + a3w3) + u[4]1 (−a0w1 − a1w0 − a2w3 + a3w2)
+u
[4]
2 (−a0w2 + a1w3 − a2w0 − a3w1) + u[4]3 (−a0w3 − a1w2 + a2w1 − a3w0)
+w0(a0u
[4]
0 + a1u
[4]
1 + a2u
[4]
2 + a3u
[4]
3 ) + w1(−a1u[4]0 + a0u[4]1 + a3u[4]2 − a2u[4]3 )
+w2(−a2u[4]0 − a3u[4]1 + a0u[4]2 + a1u[4]3 ) + w3(−a3u[4]0 + a2u[4]1 − a1u[4]2 + a0u[4]3 )
= 0
Damit gelingt ein erster Schritt in Richtung Ausbau der diskreten Theorie. Im Sinne
des A¨hnlichkeitsprinzips stellt sich nun die Frage, ob nicht einer der Faktoren mit der
Exponentialfunktion zusammenha¨ngt. An diese U¨berlegung schließt sich unmittelbar
die Frage an, wie denn in der Algebra der Quaternionen eine Exponentialfunktion
aussehen kann und welche speziellen Eigenschaften diese haben sollte. Als Ausblick
auf den weiteren Ausbau der diskreten Theorie wird dieser Frage im Kapitel 4 sehr
ausfu¨hrlich nachgegangen, allerdings zuna¨chst in der klassischen Theorie, um eine
geeignete Grundlage fu¨r die Diskretisierung zu schaffen.
3.2.2 Diskrete Beltramigleichungen
Vekuagleichungen besitzen besonders deshalb eine große Bedeutung, weil im ebenen
Fall elliptische Gleichungen zweiter Ordnung mit konstanten Koeffizienten mit Hilfe
einer geeigneten Koordinatentransformation in ein 2 × 2− System von Gleichun-
gen erster Ordnung u¨berfu¨hrt werden ko¨nnen. Beschreibt man diese Systeme mit
Methoden der komplexen Analysis, so erha¨lt man Vekua-(a¨hnliche) Gleichungen.
Unter Verwendung der Koordinatentransformation kann in der klassischen Theorie
gezeigt werden, dass die Beltramigleichung erfu¨llt ist. Die Lo¨sung dieser Gleichung
la¨ßt sich mit Hilfe des Π− Operators beschrieben. Im Sinne einer diskreten Theorie
stellt sich zuna¨chst erst einmal die Frage, ob dies auf einem gleichma¨ßigen Gitter
der Schrittweite h u¨berhaupt funktionieren kann. Dabei geht es nicht nur um die
Approximation der klassischen Operatoren, sondern gleichzeitig darum, dass die dis-
kreten Operatoren die grundlegenden Eigenschaften besitzen. Insbesondere ist auch
die Frage zu kla¨ren, ob man mit Hilfe der Differenzenoperatoren aus dem Kapitel 2
einen diskreten Π− Operator definieren kann, der zur Lo¨sung einer entsprechenden
Beltramigleichung fu¨hrt. Erste Ergebnisse zur Diskretisierung des Π− Operators
und zur diskreten Beltramigleichung wurden bereits in der Arbeit [GH8] vero¨ffent-
licht.
Im kontinuierlichen Fall ko¨nnen Gleichungen der Gestalt a uxx + 2b uxy + c uyy = f
mit Hilfe der Transformation
∂ω0
∂x
=
b√
∆
∂ω1
∂x
+
c√
∆
∂ω1
∂y
∂ω0
∂y
= − a√
∆
∂ω1
∂x
− b√
∆
∂ω1
∂y
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mit ∆ = ac− b2 > 0 in die Form uω0,ω0 + uω1,ω1 = f˜ u¨berfu¨hrt werden. Auf Grund
der Faktorisierung des Laplaceoperators erfu¨llt jede Lo¨sung des Problems(
uω0 − vω1
uω1 + vω0
)
=
(
T 21 [f˜ , g]
T 22 [f˜ , g]
)
(3.13)
obige Poissongleichung, wenn T˜ 2 =
(
T 21
T 22
)
der zum Operator D˜2 =
(
∂
∂ω0
∂
∂ω1− ∂
∂ω1
∂
∂ω0
)
rechtsinverse Operator ist. Dies beweist man durch Anwendung des Operators D˜2
auf die Gleichung (3.13). Schreibt man zusa¨tzlich die Gleichung (3.13) komponen-
tenweise, dann erha¨lt man ein System von Gleichungen erster Ordnung. Außerdem
sei darauf hingewiesen, dass man mit Hilfe des Ansatzes(
uω0 − vω1
uω1 + vω0
)
=
(
a −b
b a
)(
u
−v
)
(3.14)
eine Lo¨sung des Problems uω0ω0 + uω1ω1 = (a
2 + b2)u erha¨lt, da aus
uω0ω0 − vω1ω0 = a uω0 + b vω0 und uω1ω1 + vω0ω1 = b uω1 − a vω1
in der Summe
uω0ω0 + uω1ω1 = a (uω0 − vω1) + b (uω1 + vω0) = a (au+ bv) + b(bu− av)
resultiert. Durch diesen Ansatz, der ein System von Gleichungen erster Ordnung
verko¨rpert, wird der Zusammenhang zu Vekuagleichungen besonders deutlich.
Die Idee der Transformation soll nun auf den diskreten Fall u¨bertragen werden.
Zuna¨chst gilt
um1 = D
1
hu(ω0(m1 − 1,m2), ω1(m1,m2)) = uω0 ·D−1h ω0 + uω1 ·D1hω1
mit
uω0 =
u(ω0(m1,m2), ω1(m1 + 1,m2))− u(ω0(m1 − 1,m2), ω1(m1 + 1,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
uω1 =
u(ω0(m1 − 1,m2), ω1(m1 + 1,m2))− u(ω0(m1 − 1,m2), ω1(m1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2) .
Eine weitere Mo¨glichkeit der Apprroximation erha¨lt man, wenn man als Ausgangs-
punkt die Differenzenableitung um2 = D
2
hu(ω0(m1,m2 − 1), ω1(m1,m2)) wa¨hlt.
Die zweiten Ableitungen werden unter Verwendung der Produktregeln
D1h(uv) = u(m1 + 1,m2)D
1
hv + v D
1
hu und
D−1h (uv) = u(m1 − 1,m2)D−1h v + v D−1h u
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konstruiert. Es sei
um1m1 = uω0(m1 + 1,m2)D
1
hD
−1
h ω0 +D
−1
h ω0D
1
huω0
+uω1(m1 − 1,m2)D−1h D1hω1 +D1hω1D−1h uω1
mit D1huω0 = uω0 ω0 D
−1
h ω0 + uω0 ω1 D
1
hω1 und
uω0 ω0 =
u(ω0(m1 + 1,m2), ω1(m1 + 2,m2)− u(ω0(m1,m2), ω1(m1 + 2,m2))
(ω0(m1 + 1,m2)− ω0(m1,m2))(ω0(m1,m2)− ω0(m1 − 1,m2))
+
−u(ω0(m1,m2), ω1(m1 + 2,m2)) + u(ω0(m1 − 1,m2), ω1(m1 + 2,m2))
(ω0(m1,m2)− ω0(m1 − 1,m2))(ω0(m1,m2)− ω0(m1 − 1,m2))
uω0 ω1 =
u(ω0(m1,m2), ω1(m1 + 2,m2)− u(ω0(m1 − 1,m2), ω1(m1 + 2,m2))
(ω0(m1,m2)− ω0(m1 − 1,m2))(ω1(m1 + 1,m2)− ω1(m1,m2))
+
−u(ω0(m1,m2), ω1(m1 + 1,m2)) + u(ω0(m1 − 1,m2), ω1(m1 + 1,m2))
(ω0(m1,m2)− ω0(m1 − 1,m2))(ω1(m1 + 1,m2)− ω1(m1,m2))
sowie D−1h uω1 = uω1ω0D
−1
h ω0 + uω1ω1D
1
hω1 mit
uω1 ω0 =
u(ω0(m1 − 1,m2), ω1(m1 + 1,m2)− u(ω0(m1 − 1,m2), ω1(m1,m2))
(ω0(m1,m2)− ω0(m1 − 1,m2))(ω1(m1 + 1,m2)− ω1(m1,m2))
+
−u(ω0(m1 − 2,m2), ω1(m1 + 1,m2)) + u(ω0(m1 − 2,m2), ω1(m1,m2))
(ω0(m1,m2)− ω0(m1 − 1,m2))(ω1(m1 + 1,m2)− ω1(m1,m2))
uω01,ω1 =
u(ω0(m1 − 2,m2), ω1(m1 + 1,m2)− u(ω0(m1 − 2,m2), ω1(m1,m2))
(ω1(m1 + 1,m2)− ω1(m1,m2))(ω1(m1 + 1,m2)− ω1(m1,m2))
+
−u(ω0(m1 − 2,m2), ω1(m1,m2)) + u(ω0(m1 − 2,m2), ω1(m1 − 1,m2))
(ω1(m1,m2)− ω1(m1 − 1,m2))(ω1(m1 + 1,m2)− ω1(m1,m2))
In Analogie wird definiert
um1m2 = uω0(m1 + 1,m2)D
2
hD
−1
h ω0 +D
−1
h ω0D
2
huω0
+uω1(m1 − 1,m2)D−2h D1hω1 +D1hω1D−2h uω1
um2m1 = uω0(m1 + 1,m2)D
1
hD
−2
h ω0 +D
−2
h ω0D
1
huω0
+uω1(m1 − 1,m2)D−1h D2hω1 +D2hω1D−1h uω1
um2m2 = uω0(m1 + 1,m2)D
2
hD
−2
h ω0 +D
−2
h ω0D
2
huω0
+uω1(m1 − 1,m2)D−2h D2hω1 +D2hω1D−2h uω1
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mit D2huω0 = uω0ω0D
−2
h ω0 + uω0ω1D
2
hω1 und D
−2
h uω1 = uω1ω0D
−2
h ω0 + uω1ω1D
2
hω1.
Damit das Problem
f = a um1m1 + b um1m2 + b um2m1 + c um2m2
= a uω0(m1 + 1,m2)D
1
hD
−1
h ω0 + aD
−1
h ω0(uω0ω0D
−1
h ω0 + uω0ω1D
1
hω1)
+a uω1(m1 − 1,m2)D−1h D1hω1 + aD1hω1(uω1ω0D−1h ω0 + uω1ω1D1hω1)
+b uω0(m1 + 1,m2)D
2
hD
−1
h ω0 + bD
−1
h ω0(uω0ω0D
−2
h ω0 + uω0ω1D
2
hω1)
+b uω1(m1 − 1,m2)D−2h D1hω1 + bD1hω1(uω1ω0D−2h ω0 + uω1ω1D2hω1)
+b uω0(m1 + 1,m2)D
1
hD
−2
h ω0 + bD
−2
h ω0(uω0 ω0D
−1
h ω0 + uω0 ω1 D
1
hω1)
+b uω1(m1 − 1,m2)D−1h D2hω1 + bD2hω1(uω1ω0D−1h ω0 + uω1ω1D1hω1)
+c uω0(m1 + 1,m2)D
2
hD
−2
h ω0 + cD
−2
h ω0(uω0ω0D
−2
h ω0 + uω0ω1D
2
hω1)
+c uω1(m1 − 1,m2)D−2h D2hω1 + cD2hω1(uω1ω0D−2h ω0 + uω1ω1D2hω1)
auf die Gleichung uω0ω0 + uω1ω1 = f˜ zuru¨ckgefu¨hrt werden kann, muss gelten
a (D−1h ω0)
2 + b (D−1h ω0)(D
−2
h ω0) + b (D
−2
h ω0)(D
−1
h ω0) + c (D
−2
h ω0)
2
= a (D1hω1)
2 + b (D1hω1)(D
2
hω1) + b (D
2
hω1)(D
1
hω1) + c (D
2
hω1)
2
0 = a (D−1h ω0)(D
1
hω1) + b (D
−1
h ω0)(D
2
hω1) + b (D
−2
h ω0)(D
1
hω1) + c (D
−2
h ω0)(D
2
hω1)
0 = aD1hD
−1
h ω0 + bD
2
hD
−1
h ω0 + bD
1
hD
−2
h ω0 + cD
2
hD
−2
h ω0
0 = aD−1h D
1
hω1 + bD
−2
h D
1
hω1 + bD
−1
h D
2
hω1 + cD
−2
h D
2
hω1 .
Gezeigt wird im weiteren, dass alle diese Gleichungen mit Hilfe der Transformation
D−1h ω0 =
b√
∆
D1hω1 +
c√
∆
D2hω1
−D−2h ω0 =
a√
∆
D1hω1 +
b√
∆
D2hω1 (3.15)
mit ∆ = ac − b2 > 0 zu wahren Aussagen werden. Gleichzeitig folgt aus dieser
Transformation
D2hω1 =
a√
∆
D−1h ω0 +
b√
∆
D−2h ω0
−D1hω1 =
b√
∆
D−1h ω0 +
c√
∆
D−2h ω0 . (3.16)
Untersucht wird zuna¨chst die erste Gleichung. Es gilt
a (D−1h ω0)
2 + b (D−1h ω0)(D
−2
h ω0) + b (D
−2
h ω0)(D
−1
h ω0) + c (D
−2
h ω0)
2
= a
(
b√
∆
D1hω1 +
c√
∆
D2hω1
)2
+ 2b
(
b√
∆
D1hω1 +
c√
∆
D2hω1
)(
− a√
∆
D1hω1 −
b√
∆
D2hω1
)
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+c
(
− a√
∆
D1hω1 −
b√
∆
D2hω1
)2
= (D1hω1)
2
(
ab2
∆
− 2ab
2
∆
+
ca2
∆
)
+ (D1hω1)(D
2
hω1)
(
2abc
∆
− 2b
3
∆
− 2abc
∆
+
2abc
∆
)
+(D2hω1)
2
(
ac2
∆
− 2b
2c
∆
+
b2c
∆
)
= a(D1hω1)
2
(
ac− b2
∆
)
+ 2b(D1hω1)(D
2
hω1)
(
ac− b2
∆
)
+ c(D2hω1)
2
(
ac− b2
∆
)
= a(D1hω1)
2 + 2b(D1hω1)(D
2
hω1) + c(D
2
hω1)
2 .
Fu¨r die rechte Seite der zweiten Gleichung gilt
a (D−1h ω0)(D
1
hω1) + b (D
−1
h ω0)(D
2
hω1) + b (D
−2
h ω0)(D
1
hω1) + c (D
−2
h ω0)(D
2
hω1)
= a(D−1h ω0)
(
− b√
∆
D−1h ω0 −
c√
∆
D−2h ω0
)
+ b(D−1h ω0)
(
a√
∆
D−1h ω0 +
b√
∆
D−2h ω0
)
+b(D−2h ω0)
(
− b√
∆
D−1h ω0 −
c√
∆
D−2h ω0
)
+ c(D−2h ω0)
(
a√
∆
D−1h ω0 +
b√
∆
D−2h ω0
)
= (D−1h ω0)
2
(
− ab√
∆
+
ab√
∆
)
+ (D−1h ω0)(D
−2
h ω0)
(
− ac√
∆
+
b2√
∆
− b
2
√
∆
+
ac√
∆
)
+(D − h−2ω0)2
(
− bc√
∆
+
bc√
∆
)
= 0 .
Ebenso erha¨lt man fu¨r die restlichen beiden rechten Seiten wegen D1hD
2
hω1 = D
2
hD
1
hω1
aD1hD
−1
h ω0 + bD
2
hD
−1
h ω0 + bD
1
hD
−2
h ω0 + cD
2
hD
−2
h ω0
= aD1h
(
b√
∆
D1hω1 +
c√
∆
D2hω1
)
+ bD2h
(
b√
∆
D1hω1 +
c√
∆
D2hω1
)
+bD1h
(
− a√
∆
D1hω1 −
b√
∆
D2hω1
)
+ cD2h
(
− a√
∆
D1hω1 −
b√
∆
D2hω1
)
= D1hD
1
hω1
(
ab√
∆
− ab√
∆
)
+D1hD
2
hω1
(
ac√
∆
+
b2√
∆
− b
2
√
∆
− ac√
∆
)
+D2hD
2
hω1
(
bc√
∆
− bc√
∆
)
= 0
und wegen D−1h D
−2
h ω0 = D
−2
h D
−1
h ω0
aD−1h D
1
hω1 + bD
−2
h D
1
hω1 + bD
−1
h D
2
hω1 + cD
−2
h D
2
hω1
= aD−1h
(
− b√
∆
D−1h ω0 −
c√
∆
D−2h ω0
)
+ bD−2h
(
− b√
∆
D−1h ω0 −
c√
∆
D−2h ω0
)
+bD−1h
(
a√
∆
D−1h ω0 +
b√
∆
D−2h ω0
)
+ cD−2h
(
a√
∆
D−1h ω0 +
b√
∆
D−2h ω0
)
3.2. GLEICHUNGEN ERSTER ORDNUNG 103
= D−1h D
−1
h ω0
(
− ab√
∆
+
ab√
∆
)
+D−1h D
−2
h ω0
(
− ac√
∆
− b
2
√
∆
+
b2√
∆
+
ac√
∆
)
D−2h D
−2
h ω0
(
− bc√
Ω
+
bc√
Ω
)
= 0 .
Gleichungen der Gestalt uω0ω0 + uω1ω1 = f˜ ko¨nnen in Analogie zum kontinuierli-
chen Fall gelo¨st werden, da auch in der diskreten Theorie die Faktorisierung des
Laplaceoperators mo¨glich ist.
Daru¨ber hinaus stellt sich die Frage, ob in Analogie zum Ansatz (3.14) eine entspre-
chende Vorgehensweise in der diskreten Theorie mo¨glich ist. Dazu werden zuna¨chst
die zweiten Ableitungen nach ω0 und ω1 umgeschrieben. Es gilt
uω0ω0 =
uω0(ω0(m1 + 1,m2), ω1(m1 + 1,m2))− uω0(ω0(m1,m2), ω1(m1 + 1,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
uω0ω1 =
uω0(ω0(m1,m2), ω1(m1 + 1,m2))− uω0(ω0(m1,m2), ω1(m1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
uω1ω0 =
uω1(ω0(m1,m2), ω1(m1,m2))− uω1(ω0(m1 − 1,m2), ω1(m1,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
uω1ω1 =
uω1(ω0(m1 − 1,m2), ω1(m1,m2))− uω1(ω0(m1 − 1,m2), ω1(m1 − 1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
Das folgende Systems von Gleichungen erster Ordnung ist das diskrete Analogon zu
(3.14).
uω0(ω0(m1 + 1,m2), ω1(m1 + 1,m2))− vω1(ω0(m1,m2), ω1(m1,m2))
= a u(ω0(m1,m2), ω1(m1 + 2,m2)) + b v(ω0(m1,m2), ω1(m1 + 2,m2))
uω1(ω0(m1 − 1,m2), ω1(m1,m2)) + vω0(ω0(m1,m2), ω1(m1 + 1,m2))
= b u(ω0(m1 − 2,m2), ω1(m1 + 1,m2))− a v(ω0(m1 − 2,m2), ω1(m1 + 1,m2))
Auf Grund dieser Gleichungen ergibt sich
uω0ω0 − vω1ω0
=
uω0(ω0(m1 + 1,m2), ω1(m1 + 1,m2))− uω0(ω0(m1,m2), ω1(m1 + 1,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
− vω1(ω0(m1,m2), ω1(m1,m2))− vω1(ω0(m1 − 1,m2), ω1(m1,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
=
a u(ω0(m1,m2), ω1(m1 + 2,m2)) + b v(ω0(m1,m2), ω1(m1 + 2,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
−a u(ω0(m1 − 1,m2), ω1(m1 + 2,m2))− b v(ω0(m1 − 1,m2), ω1(m1 + 2,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
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= a
u(ω0(m1,m2), ω1(m1 + 2,m2))− u(ω0(m1 − 1,m2), ω1(m1 + 2,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
+b
v(ω0(m1,m2), ω1(m1 + 2,m2))− v(ω0(m1 − 1,m2), ω1(m1 + 2,m2))
ω0(m1,m2)− ω0(m1 − 1,m2)
= a uω0(ω0(m1,m2), ω1(m1 + 1,m2)) + b vω0(ω0(m1,m2), ω1(m1 + 1,m2))
sowie
uω1ω1 + vω0ω1
=
uω1(ω0(m1 − 1,m2), ω1(m1,m2))− uω1(ω0(m1 − 1,m2), ω1(m1 − 1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
+
vω0(ω0(m1,m2), ω1(m1 + 1,m2))− vω0(ω0(m1,m2), ω1(m1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
=
b u(ω0(m1 − 2,m2), ω1(m1 + 1,m2))− a v(ω0(m1 − 2,m2), ω1(m1 + 1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
+
−b u(ω0(m1 − 2,m2), ω1(m1,m2)) + a v(ω0(m1 − 2,m2), ω1(m1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
= b
u(ω0(m1 − 2,m2), ω1(m1 + 1,m2))− u(ω0(m1 − 2,m2), ω1(m1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
−a v(ω0(m1 − 2,m2), ω1(m1 + 1,m2))− v(ω0(m1 − 2,m2), ω1(m1,m2))
ω1(m1 + 1,m2)− ω1(m1,m2)
= b uω1(ω0(m1 − 1,m2), ω1(m1,m2))− a vω1(ω0(m1 − 1,m2), ω1(m1,m2))
Damit erha¨lt man als Zusammenfassung
uω0ω0 − vω1ω0 + uω1ω1 + vω0ω1
= a uω0(ω0(m1,m2), ω1(m1 + 1,m2)) + b vω0(ω0(m1,m2), ω1(m1 + 1,m2))
+b uω1(ω0(m1 − 1,m2), ω1(m1,m2))− a vω1(ω0(m1 − 1,m2), ω1(m1,m2))
= a (uω0(ω0(m1,m2), ω1(m1 + 1,m2))− vω1(ω0(m1 − 1,m2), ω1(m1,m2)))
+b (vω0(ω0(m1,m2), ω1(m1 + 1,m2)) + uω1(ω0(m1 − 1,m2), ω1(m1,m2)))
= a (a u(ω0(m1 − 1,m2), ω1(m1 + 2,m2)) + b v(ω0(m1 − 1,m2), ω1(m1 + 2,m2)))
+b (b u(ω0(m1 − 2,m2), ω1(m1 + 1,m2))− a v(ω0(m1 − 2,m2), ω1(m1 + 1,m2)))
= a2 u(ω0(m1 − 1,m2), ω1(m1 + 2,m2)) + b2 u(ω0(m1 − 2,m2), ω1(m1 + 1,m2))
+ab v(ω0(m1 − 1,m2), ω1(m1 + 2,m2))− ab v(ω0(m1 − 2,m2), ω1(m1 + 1,m2))
Auch wenn die Gleichung in der diskreten Version komplizierter ist und sich vor
allem die mit der Funktion v im Zusammenhang stehenden Summanden auf Grund
der unterschiedlichen Gitterpunkte nicht wegheben, so ist dennoch fu¨r h → 0 die
Beziehung zur klassischen Differentialgleichung erkennbar. Genauere Aussagen zum
Konvergenzverhalten sind mo¨glich, wenn man auf der rechten Seite den Ausdruck
ab v(ω0(m1,m2), ω1(m1,m2))
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subtrahiert und im Sinne einer additiven Null wieder addiert. Auf diese Weise ent-
stehen die Differenzen
ab v(ω0(m1 − 1,m2), ω1(m1 + 2,m2))− ab v(ω0(m1,m2), ω1(m1,m2))
und
ab v(ω0(m1,m2), ω1(m1,m2))− ab v(ω0(m1 − 2,m2), ω1(m1 + 1,m2)),
die man jeweils als Differenzenableitung multipliziert mit dem Faktor h ansehen
kann, auch wenn es sich hier nicht um unmittelbar benachbarte Gitterpunkte han-
delt.
Es ist schon bemerkenswert, dass trotz der vielen einfließenden Nachbargitterpunk-
te ein System von Gleichungen erster Ordnung existiert, welches fu¨r das Problem
zweiter Ordnung von so großer Bedeutung ist.
Im Mittelpunkt steht nun die Beltramigleichung, deren Lo¨sung sowohl im kontinu-
ierlichen als auch im diskreten Fall jeweils auf der bereits erwa¨hnten Koordinaten-
transformation beruht.
Im klassischen Fall wird die Gleichung
∂zw + q(z) ∂zw = 0 mit ∂z =
1
2
(
∂
∂x
+ i
∂
∂y
)
, ∂z =
1
2
(
∂
∂x
− i ∂
∂y
)
und ω = ω0 + iω1 Beltramigleichung genannt. Dabei ha¨ngt die komplexe Funktion
q(z) = q0 + iq1 =
a− c+ 2ib
a+ c+ 2
√
∆
mit ∆ = ac− b2 > 0
mit den konstanten Koeffizienten der Differentialgleichung
a uxx + 2b uxy + c uyy = f
zusammen. Man kann leicht nachrechnen, dass die Beltramigleichung unter Verwen-
dung der angegebenen klassischen Transformation erfu¨llt ist.
Entsprechend wird in der diskreten Theorie die Differenzengleichung
1
2
(
D−1h −D2h
D−2h D
1
h
)(
ω0
ω1
)
+
1
2
(
q0 −q1
q1 q0
)(
D1h D
2
h − hD−1h D2h
−D−2h − hD1hD−2h D−1h
)(
ω0(m1 − 1,m2)
ω1(m1 + 1,m2)
)
=
(
0
0
)
als diskrete Beltramigleichung bezeichnet.
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Zu beweisen ist, dass unter Verwendung der Transformation (3.16) sowie den Bezie-
hungen
D1hω0(m1 − 1,m2) = h−1(ω0(m1,m2)− ω0(m1 − 1,m2))
= D−1h ω0(m1,m2)
(D2h − hD−1h D2h)ω1(m1+1,m2) = D2hω1(m1+1,m2)−D2h(m1+1,m2)
+ D2hω1(m1,m2) = D
2
hω1(m1,m2)
(−D−2h − hD1hD−2h )ω0(m1−1,m2) = −D−2h ω0(m1−1,m2)−D−2h ω0(m1,m2)
+ D−2h ω0(m1 − 1,m2) = −D−2h ω0(m1,m2)
D−1h ω1(m1 + 1,m2) = h
−1(ω1(m1+1,m2)− ω1(m1,m2))
= D1hω1(m1,m2)
die diskrete Beltramigleichung erfu¨llt ist.
In der ersten Komponente gilt
1
2
(D−1h ω0 −D2hω1) +
1
2
a− c
a+ c+ 2
√
∆
(D−1h ω0 +D
2
hω1)
−1
2
2b
a+ c+ 2
√
∆
(−D−2h ω0 +D1hω1)
=
1
2
(
D−1h ω0 −
a√
∆
D−1h ω0 −
b√
∆
D−2h ω0
)
+
1
2
a− c
a+ c+ 2
√
∆
(
D−1h ω0 +
a√
∆
D−1h ω0 +
b√
∆
D−2h ω0
)
− 1
2
2b
a+ c+ 2
√
∆
(
−D−2h ω0 −
b√
∆
D−1h ω0 −
c√
∆
D−2h ω0
)
=
1
2(a+ c+ 2
√
∆)
(
aD−1h ω0 −
a2√
∆
D−1h ω0 −
ab√
∆
D−2h ω0 + cD
−1
h ω0 −
ac√
∆
D−1h ω0
− bc√
∆
D−2h ω0 + 2
√
∆D−1h ω0 − 2aD−1h ω0 − 2bD−2h ω0 + aD−1h ω0 +
a2√
∆
D−1h ω0
+
ab√
∆
D−2h ω0 − cD−1h ω0 −
ac√
∆
D−1h ω0 −
bc√
∆
D−2h ω0 + 2bD
−2
h ω0 +
2b2√
∆
D−1h ω0
+
2bc√
∆
D−2h ω0
)
=
1
2(a+ c+ 2
√
∆)
((
− 2ac√
∆
+ 2
√
∆ +
2b2√
∆
)
D−1h ω0
)
= 0 .
In der zweiten Komponente erha¨lt man
1
2
(D−2h ω0 +D
1
hω1) +
1
2
2b
a+ c+ 2
√
∆
(D−1h ω0 +D
2
hω1)
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+
1
2
a− c
a+ c+ 2
√
∆
(−D−2h ω0 +D1hω1)
=
1
2
(
D−2h ω0 −
b√
∆
D−1h ω0 −
c√
∆
D−2h ω0
)
+
1
2
2b
a+ c+ 2
√
∆
(
D−1h ω0 +
a√
∆
D−1h ω0 +
b√
∆
D−2h ω0
)
+
1
2
a− c
a+ c+ 2
√
∆
(
−D−2h ω0 −
b√
∆
D−1h ω0 −
c√
∆
D−2h ω0
)
=
1
2(a+ c+ 2
√
∆)
(
aD−2h ω0 −
ab√
∆
D−1h ω0 −
ac√
∆
D−2h ω0 + cD
−2
h ω0 −
bc√
∆
D−1h ω0
− c
2
√
∆
D−2h ω0 + 2
√
∆D−2h ω0 − 2bD−1h ω0 − 2cD−2h ω0 + 2bD−1h ω0 +
2ab√
∆
D−1h ω0
+
2b2√
∆
D−2h ω0 − aD−2h ω0 −
ab√
∆
D−1h ω0 −
ac√
∆
D−2h ω0 + cD
−2
h ω0 +
bc√
∆
D−1h ω0
+
c2√
∆
D−2h ω0
)
=
1
2(a+ c+ 2
√
∆)
((
− 2ac√
∆
+ 2
√
∆ +
2b2√
∆
)
D−2h ω0
)
= 0 .
Damit ist die Beltramigleichung erfu¨llt und der Beweis vollsta¨ndig gefu¨hrt. Im wei-
teren steht die Definition eines diskreten Π-Operators im Mittelpunkt. Dazu wird
wieder das Skalarprodukt
< u, v >=
∑
m∈Gh
h2
(
u0(m)
u1(m)
)T (
v0(m)
v1(m)
)
betrachtet und gefordert, dass u(r) = v(r) = (0, 0)T in allen Gitterpunkten r außer-
halb von Gh gelten soll, falls auf diese Gitterpunkte zugegriffen wird. Auf Grund
der Nullrandwerte hat der zum Operator D1h geho¨rende rechtsinverse Operator
T 1h die einfache Gestalt T 1h = (T 1h1, T
1
h2)
T mit
(T 1hku)(m) =
∑
l∈Gh
h2
(
E1hk1(m− l)
E1hk2(m− l)
)T (
u0(l)
u1(l)
)
.
Man beachte dazu die Ausfu¨hrungen am Ende des Abschnittes 2.3.2 .
Das Ziel ist es nun, den in Bezug auf das Skalarprodukt adjungierten Operator T 1h
zu finden, fu¨r den gilt < T 1hu, v >=< u, T 1hv > . Um die entsprechenden Umfor-
mungen vornehmen zu ko¨nnen, sind zwei U¨berlegungen von Bedeutung: Zuna¨chst
interessiert der Zusammenhang zwischen den Komponenten von E2h(m − l) und
E2h(l −m). Dazu wird die im Abschnitt 2.2.2 vorgestellte Schreibweise fu¨r die dis-
krete Fundamentallo¨sung genutzt. Fu¨r die einzelnen Komponenten erha¨lt man mit
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Hilfe der Substitution ξ neu1 = −ξ1 und ξ neu2 = −ξ2 die Beziehung
1
(2pi)2
∫
ξ∈Qh
ξh± t
d2
e−ih<m−l,ξ>dξ =
1
(2pi)2
∫
ξ∈Qh
ξh∓ t
d2
e−ih<l−m,ξ>dξ
mit t ∈ {1, 2} . Daraus leiten sich die Eigenschaften E 2h11(m−l) = −E 2h22(l−m) und
E 2h12(m − l) = E 2h21(l −m) ab. Andererseits soll der Zusammenhang zwischen den
Fundamentallo¨sungen E 1h (m) und E
2
h (m) genutzt werden. Nach Abschnitt 2.2.2
gilt E 1h11(mh) = E
2
h22(mh), E
1
h12(mh) = −E 2h12(mh), E 1h21(mh) = −E 2h21(mh)
und E 1h22(mh) = E
2
h11(mh). Fu¨r das Skalarprodukt erha¨lt man somit
< T 1hu, v >
=
∑
m∈Gh
h2
∑
l∈Gh
h2(E1h11(m− l)u0(l) + E1h12(m− l)u1(l)) v0(m)
+
∑
l∈Gh
h2(E1h21(m− l)u0(l) + E1h22(m− l)u1(l)) v1(m)

=
∑
m∈Gh
h2
∑
l∈Gh
h2(E2h22(m− l)u0(l)− E2h12(m− l)u1(l)) v0(m)
+
∑
l∈Gh
h2(− E2h21(m− l)u0(l) + E2h11(m− l)u1(l)) v1(m)

=
∑
l∈Gh
h2
 ∑
m∈Gh
h2(− E2h11(l −m) v0(m)− E2h12(l −m) v1(m))u0(l)
+
∑
m∈Gh
h2(− E2h21(l −m) v0(m)− E2h22(l −m) v1(m))u1(l)

= < u,−T 2hv >
und fu¨r den Operator T 1h gilt T 1h=−T 2h mit (D2h(T 2hu))(m)=u(m) ∀m ∈ Gh.
Als diskreter Π−Operator wird in Analogie zum kontinuierlichen Fall der Operator
Π1h = −D1h T 2h bezeichnet. Ebenso gelangt man durch Wiederholung der U¨ber-
legungen zum Operator Π2h = −D2h T 1h. Diese beiden diskreten Π− Operatoren
besitzen folgende Eigenschaften:
Fu¨r diskret holomorphe Funktionen u mit D1hu = 0 und u(r) = (0, 0)T auf dem
Rand folgt auf Grund der Beziehung D1hD2h = D2hD1h = I2 ∆h (vgl.Abschnitt
2.2.2)
D2h Π1hu = D2h(−D1h (T 2hu)) = −D1h(D2h (T 2hu)) = −D1hu = 0 .
Auf analoge Weise erha¨lt man unter der Voraussetzung D2hu = 0 die Beziehung
D1h Π2hu = 0.
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Es soll nun mit Hilfe des Operators Π2h die Lo¨sung der diskreten Beltramigleichung
1
2
(
D−1h −D2h
D−2h D
1
h
)(
ω0
ω1
)
+
1
2
(
q0 −q1
q1 q0
)(
D1h D
2
h − hD−1h D2h
−D−2h − hD1hD−2h D−1h
)(
ω0(m1 − 1,m2)
ω1(m1 + 1,m2)
)
=
(
0
0
)
beschrieben werden. Dazu wird der Ansatz(
W0(m1,m2)
W1(m1,m2)
)
=
1
2
(
m1
m2
)
+
(
(T 1h1f)(m)
(T 1h2f)(m)
)
mit der noch unbekannten Funktion f = (f0, f1)
T in die Beltramigleichung einge-
setzt.
Mit (Π2hf)(m) = ((Π2h1f)(m), (Π
2
h2f)(m))
T gilt(
0
0
)
=
1
2
D1h
(
1
2
(
m1
m2
)
+
(
(T 1h1f)(m)
(T 1h2f)(m)
))
+
1
2
(
q0 −q1
q1 q0
)
D2h
(
1
2
(
m1 − 1
m2
)
+
(
(T 1h1f)(m1 − 1,m2)
(T 1h2f)(m1 + 1,m2)
))
−h
2
(
q0 −q1
q1 q0
) D−1h D2h (12m2 + (T 1h2f)(m1 + 1,m2))
D1hD
−2
h
(
1
2
m1 − 1 + (T 1h1f)(m1 − 1,m2)
) 
=
1
4
D1h
(
m1
m2
)
+
1
2
(
f0(m1,m2)
f1(m1,m2)
)
+
1
2
(
q0 −q1
q1 q0
)(
1
2
D2h
(
m1 − 1
m2
)
−
(
(Π2h1f)(m1 − 1,m2)
(Π2h2f)(m1 + 1,m2)
))
−h
2
(
q0 −q1
q1 q0
) D−1h D2h (12m2 + (T 1h2f)(m1 + 1,m2))
D1hD
−2
h
(
1
2
(m1 − 1) + (T 1h1f)(m1 − 1,m2)
)  .
Auf Grund der Beziehungen
D1h
(
m1
m2
)
=
(
0
0
)
und
1
2
D2h
(
m1 − 1
m2
)
=
(
1
0
)
reduziert sich die Gleichung auf(
0
0
)
=
1
2
(
f0(m1,m2)
f1(m1,m2)
)
+
1
2
(
q0 −q1
q1 q0
)((
1
0
)
−
(
(Π2h1f)(m1 − 1,m2)
(Π2h2f)(m1 + 1,m2)
))
−h
2
(
q0 −q1
q1 q0
) D−1h D2h (12m2 + (T 1h2f)(m1 + 1,m2))
D1hD
−2
h
(
1
2
(m1 − 1) + (T 1h1f)(m1 − 1,m2)
)  .
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Folglich muss die noch zu bestimmende Funktion f = (f0, f1)
T die Gleichung(
q0
q1
)
= −
(
f0(m1,m2)
f1(m1,m2)
)
+
(
q0 −q1
q1 q0
)(
(Π2h1f)(m1 − 1,m2)
(Π2h2f)(m1 + 1,m2)
)
+h
(
q0 −q1
q1 q0
) D−1h D2h (12m2h+ (T 1h2f)(m1 + 1,m2))
D1hD
−2
h
(
1
2
(m1 − 1) + (T 1h1f)(m1 − 1,m2)
) 
erfu¨llen. Diese Gleichung approximiert die aus der klassischen Theorie bekannte
Gleichung q = −f + qΠf, die insbesondere von Tricomi [Tri] studiert wurde. Ver-
nachla¨ssigt man zuna¨chst den letzten Summanden, der fu¨r h → 0 sehr klein wird
und auch die Verschiebung in den Gitterpunkten im zweiten Summand, die mit
Hilfe eines Shiftoperators der Norm 1 beschrieben werden kann, so interessiert an
dieser Stelle die Frage, ob der Operator I2 − qΠ2h invertierbar ist. Im Sinne des
Banachschen Fixpunktsatzes ist zu untersuchen, ob die Norm des Operators Π2h be-
schra¨nkt ist. Auf Grund der Eigenschaft D1h (T 1hf)(m) = f(m) und Lemma 2.4.3
gilt (T 1hf)(m) ∈ im Q+h . Mit Hilfe von Lemma 2.4.2 und dessen U¨bertragung auf
die andere Approximation der Cauchy-Riemann Operatoren erha¨lt man allgemein
< Π2hf,Π2hg > = < −D2h(T 1hf),−D2h(T 1hg) > = < D1hD2h(T 1hf),−T 1hg >
= < D2hD1h(T 1hf),−T 1hg > = < D2hf,−T 1hg >
= < f,D1h(T 1hg) > = < f, g > .
Diese Isometrie gilt auch im Spezialfall f = g . Damit ist die Norm des Operators
Π2h gleich 1 und somit die Beschra¨nktheit gesichert.
Erwa¨hnt sei auch, dass die hier angegebene Differenzengleichung auf Grund der
Struktur der diskreten Fundamentallo¨sung ( siehe Lemma 2.2.1 ) fu¨r feste Schritt-
weite h keine Polstelle aufweist. Die Tatsache, dass erst beim Grenzu¨bergang das
singula¨re Verhalten zum Ausdruck kommt, erweist sich als sehr vorteilhaft bei der
weiteren Untersuchung der Gleichung. Insgesamt zeigen die Ausfu¨hrungen, dass auf
dem Gebiet der Beltramigleichungen eine ganze Reihe von Parallelen zwischen dem
kontinuierlichen und diskreten Fall bestehen. Die erzielten Resultate ko¨nnen als
Ausgangspunkt fu¨r den weiteren Ausbau der diskreten Theorie betrachtet werden.
3.3 Gleichungen zweiter und ho¨herer Ordnung
3.3.1 Das diskrete Stokesproblem in der Ebene
Betrachtet wird das Differenzenrandwertproblem
−∆h u0(m) + 1
µ
D1h p(m) =
%
µ
f0(m) ∀m ∈ Gh
3.3. GLEICHUNGEN ZWEITER UND HO¨HERER ORDNUNG 111
−∆h u1(m) + 1
µ
D2h p(m) =
%
µ
f1(m) ∀m ∈ Gh
D−1h u0(m) +D
−2
h u1(m) = 0 ∀m ∈ Gh
u(r) = (u0(r), u1(r))
T = (0, 0)T ∀ r ∈ γ−h ,
wobei % die Dichte, µ die Viskosita¨t, p den Druck, f0 und f1 die Vektorkompo-
nenten der a¨ußeren Kra¨fte und u0 sowie u1 die Geschwindigkeitskomponenten des
fließenden Mediums bezeichnen. In Vorbereitung auf den Beweis der Existenz einer
Lo¨sung dieses Randwertproblems werden einige Eigenschaften bewiesen, die auf der
orthogonalen Zerlegung des Raumes l2(Gh) beruhen. Einige der Beweisideen sind
schon im Buch [GS1] zu finden. Es sei jedoch darauf hingewiesen, dass hier nicht
mit reinen Vorwa¨rts- oder Ru¨ckwa¨rtsableitungen sondern mit Operatoren gearbeitet
wird, die den diskreten Laplaceoperator faktorisieren. Mehrere der hier vorgestellten
Resultate zu Stokes- Gleichungen und auch zu Navier- Stokes- Gleichungen wurden
bereits in der Arbeit [GH9] und ausfu¨hrlicher in der Arbeit [GH5] vero¨ffentlicht.
Lemma 3.3.1 Fu¨r Funktionen u(m) = (u0(m), u1(m))
T ∈ w◦ 12 (Gh)∩ ker div−h und
p(m) ∈ l2(Gh) gilt
< D2h,Mu,Q
+
h [0, p ] >= 0.
Beweis: Aus Lemma 2.4.1, Lemma 2.4.2 und der Eigenschaft div−h u(m) = 0 resul-
tiert
< D2h,Mu,Q
+
h [0, p ] >=< D
2
h,Mu, (I2 − P+h )[0, p ] >
=
∑
mh∈Gh
h2(div−h u(m)) p(m)+ < u,D
1
h,M P
+
h [0, p ] >= 0
Der Beweis des folgenden Satzes beruht unmittelbar auf Lemma 3.3.1.
Satz 3.3.1 Fu¨r jedes f(m) = (f0(m), f1(m))
T ∈ l2(Gh) existieren Funktionen
u(m) = (u0(m), u1(m))
T ∈ w◦ 12 (Gh) ∩ ker div−h und p(m) ∈ l2(Gh) so dass gilt
%
µ
(Q+h (T
1
h,Mf))(m) = −D2h,Mu(m) +
1
µ
(Q+h [0, p ])(m). (3.17)
Dabei ist T 1h,M der rechtsinverse Operator zum Operator D
1
h,M .
Beweis: Offensichtlich liegen D2h,Mu(m) und (Q
+
h [0, p ])(m) im Bildbereich des
Operators Q+h . Ferner wurde in Lemma 3.3.1 die Orthogonalita¨t der beiden Aus-
dru¨cke bezu¨glich des Skalarproduktes bewiesen. Gezeigt wird nun, dass es keinen
weiteren orthogonalen Teilraum geben kann, indem aus
< −D2h,Mu,Q+h (T 1h,Mf) >= 0 fu¨r alle u(m) ∈ w
◦ 1
2 (Gh) ∩ ker div−h (3.18)
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und
< Q+h [0, p ], Q
+
h (T
1
h,Mf) >= 0 fu¨r alle p(m) ∈ l2(Gh) (3.19)
f(m) = (f0(m), f1(m))
T = (0, 0)T folgt. Zuna¨chst gilt nach Lemma 2.4.1 und Lem-
ma 2.4.2
<−D2h,Mu,Q+h (T 1h,Mf)>=<u,D1h,M Q+h (T 1h,Mf)>=<u,D1h,M (T 1h,Mf)>=<u, f > .
Auf Grund der im Lemma 2.4.3 bewiesenen Eigenschaft ker div−h = ( im grad
+
h )
⊥
gibt es ein g0(m) mit g0(r) = 0 auf γ
−
h3 ∪ γ−h4, so dass aus f0(m) = D1h g0(m) und
f1(m) = D
2
h g0(m) fu¨r alle m ∈ Gh und u(m) ∈ w◦ 12 (Gh) ∩ ker div−h folgt
< u, f >=< u, grad+h g0 >= −
∑
m∈Gh
h2(div−h u(m)) g0(m) = 0.
Nach Voraussetzung ist Gleichung (3.19) fu¨r jede beliebige Funktion p(m) ∈ l2(Gh)
erfu¨llt. Betrachtet wird der Spezialfall p(m) = g0(m). Auf Grund der im Satz 2.3 3
bewiesenen Borel-Pompeiu-Formel gilt
0 = < Q+h [0, g0], Q
+
h (T
1
h,Mf) >=< Q
+
h [0, g0], Q
+
h T
1
h,M (D
1
h,M [0, g0]) >
= < Q+h [0, g0], Q
+
h [0, g0]−Q+h (F 1h,M [0, g0]) > . (3.20)
Der Operator F 1h,M bildet die Randwerte auf kerD
1
h,M ab und auf Grund der im Satz
2.4.1 bewiesenen orthogonalen Zerlegung des Raumes l2(Gh) gilt Q
+
h (F
1
h,M [0, g0]) =
(0, 0)T . Daher resultiert aus Gleichung (3.20) ‖Q+h [0, g0]‖l2(Gh) = 0. Aus dieser
Beziehung und den im Lemma 2.4.1 bewiesenen Eigenschaften der Orthoprojektoren
ergibt sich schließlich
f(m) = [grad+h g0](m) = (D
1
h,M [0, g0])(m)
= D1h,M(Q
+
h [0, g0])(m) = (0, 0)
T
Wird auf Gleichung (3.17) der zum Operator D2h,M rechtsinverse Operator T
2
h,M
angewendet, so folgt aus der Borel-Pompeiu-Formel im Satz 2.3.7 fu¨r alle Funktionen
u ∈ w◦ 12 (Gh) ∩ ker div−h und p(m) ∈ l2(Gh)
%
µ
(T 2h,M Q
+
h (T
1
h,Mf))(m) = −T 2h,M (D2h,Mu)(m) +
1
µ
(T 2h,M Q
+
h [0, p ])(m)
= −u(m) + 1
µ
(T 2h,M Q
+
h [0, p ])(m).
Durch Anwendung der Operatoren D 1h,M und D
2
h,M mit der bereits im Kapitel 2
hervorgehobenen Eigenschaft D 1h,M D
2
h,M = I2 ∆h kann man nun leicht nachpru¨fen,
dass die Existenz einer Lo¨sung des diskreten Stokesproblemes gesichert ist. Im fol-
genden Satz wird die Eindeutigkeit der Lo¨sung bewiesen.
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Satz 3.3.2 Das Randwertproblem
−I2 ∆h u(m) + 1
µ
[grad+h p ](m) =
%
µ
f(m) ∀m ∈ Gh
D−1h u0(m) +D
−2
h u1(m) = 0 ∀m ∈ Gh
u(r) = (u0(r), u1(r))
T = (0, 0)T ∀ r ∈ γ−h
besitzt fu¨r jede rechte Seite f(m) = (f0(m), f1(m))
T ∈ l2(Gh) eine eindeutig be-
stimmte Lo¨sung u(m) = (u0(m), u1(m))
T . Der Druck p(m) ∈ l2(Gh ∪ γ−h3 ∪ γ−h4) ist
eindeutig bis auf eine Konstante.
Beweis: Aus Lemma 3.3.1 und Satz 3.3.1 folgt
%2
µ2
‖Q+h (T 1h,Mf)‖2l2(Gh) = ‖D2h,Mu‖2l2(Gh) +
1
µ2
‖Q+h [0, p ]‖2l2(Gh). (3.21)
Zuna¨chst wird angenommen, dass zwei Lo¨sungen u1(m) = (u10(m), u
1
1(m))
T und
u2(m) = (u20(m), u
2
1(m))
T existieren. Die Differenz u∗(m) = u1(m) − u2(m) ist
eine Lo¨sung des obigen Differenzenrandwertproblems mit f(m) = (0, 0)T fu¨r al-
le m ∈ Gh und ohne den Summanden, der den Druck beinhaltet. Zusa¨tzlich sei
f(r) = (0, 0)T fu¨r alle r ∈ γ−h . In diesem Fall ist die linke Seite der Bezie-
hung (3.21) identisch Null. Folglich muß gelten D2h,Mu
∗(m) = (0, 0)T fu¨r alle
m ∈ Gh. Durch Anwendung des rechtsinversen Operators T 2h,M und der diskre-
ten Borel-Pompeiu-Formel ergibt sich u∗(m) = (0, 0)T . Dabei wird die Eigenschaft
F 2h,Mu
∗ = (0, 0)T beru¨cksichtigt. Im folgenden wird angenommen, dass es zwei
Lo¨sungen {u(m); p1(m)} und {u(m); p2(m)} des Randwertproblems gibt. Fu¨r die
Differenz p∗(m) = p1(m)− p2(m) gilt auf Grund der Beziehung (3.21) Q+h [0, p∗] =
(0, 0)T . Somit liegt (0, p∗(m)) im Kern des Operators Q+h , also auch im Kern des
Operators D1h,M . Daraus folgt D
1
h p
∗(m) = 0 und D2h p
∗(m) = 0 fu¨r alle m ∈ Gh
und somit p∗(m) = konstant
Betrachtet wird nun das Differenzenrandwertproblem
−I2 ∆h u(m) + 1
µ
[grad+h p ](m) =
%
µ
f(m) ∀m ∈ Gh
D−1h u0(m) +D
−2
h u1(m) = ϕ(m) ∀m ∈ Gh (3.22)
u(r) = ψ(r) = (ψ0(r), ψ1(r))
T ∀ r ∈ γ−h ,
wobei ϕ(m) ein Maß fu¨r die Kompressibilita¨t des fließenden Mediums darstellt und
durch ψ(r) die Werte der Geschwindigkeitskomponenten auf dem Rand des Gebietes
beschrieben werden. Im Fall ψ(r) = (0, 0)T tritt Adha¨sion ein.
Dieses System ist nur lo¨sbar, wenn die notwendige Bedingung
∑
m∈Gh
ϕ(m)h2 +
∑
r∈γ−
h3
D−1h u0(r)h
2 +
∑
r∈γ−
h4
D−2h u1(r)h
2 =
4∑
i=1
∑
r∈γ−
hi
(
α i0
α i1
)(
ψ0(r)
ψ1(r)
)
h
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erfu¨llt ist. Dabei sind
(
α i0
α i1
)
die Normaleneinheitsvektoren auf γ−hi, i = 1, . . . , 4.
Speziell gilt −
(
α 10
α 11
)
=
(
α 30
α 31
)
=
(
1
0
)
und −
(
α 20
α 21
)
=
(
α 40
α 41
)
=
(
0
1
)
.
Die notwendige Bedingung resultiert aus der Beziehung∑
m∈Gh
ϕ(m)h2 +
∑
r∈γ−
h3
D−1h u0(r)h
2 +
∑
r∈γ−
h4
D−2h u1(r)h
2
=
∑
m∈Gh∪γ−h3
D−1h u0(m)h
2 +
∑
m∈Gh∪γ−h4
D−2h u1(m)h
2
=
∑
m∈Gh∪γ−h3
u0(m)h−
∑
m∈Gh∪γ−h1
u0(m)h+
∑
m∈Gh∪γ−h4
u1(m)h−
∑
m∈Gh∪γ−h2
u1(m)h
=
∑
m∈γ−
h3
(
1
0
)(
u0(m)
u1(m)
)
h+
∑
m∈γ−
h1
( −1
0
)(
u0(m)
u1(m)
)
h
+
∑
m∈γ−
h4
(
0
1
)(
u0(m)
u1(m)
)
h+
∑
m∈γ−
h2
(
0
−1
)(
u0(m)
u1(m)
)
h.
Unter der Annahme, dass f(m) und ϕ(m) fu¨r alle m ∈ Gh gegeben sind, kann
folgende Existenz- und Eindeutigkeitsaussage bewiesen werden:
Satz 3.3.3 Das Randwertproblem
−I2 ∆h u(m) + 1
µ
[grad+h p ](m) =
%
µ
f(m) ∀m ∈ Gh
D−1h u0(m) +D
−2
h u1(m) = ϕ(m) ∀m ∈ Gh (3.23)
u(r) = (T 2h,M [0, ϕ])(r) ∀ r ∈ γ−h
besitzt fu¨r f(m) = (f0(m), f1(m))
T ∈ l2(Gh) und ϕ(m) ∈ l2(Gh) mit ϕ(r) = 0
∀ r ∈ γ−h eine eindeutige Lo¨sung {u(m); p(m)} im Sinne von Satz 3.3.2.
Beweis: Die Eindeutigkeit der Lo¨sung im Spezialfall ϕ(m) = 0 wurde bereits im
Satz 3.3.2 bewiesen. Diese Lo¨sung wird mit {uh(m); ph(m)} bezeichnet. Die Lo¨sung
des Problems (3.23) wird durch Addition einer speziellen Lo¨sung bestimmt.
Aus dem Ansatz u(m) = uh(m) + (T
2
h,M [0, ϕ])(m) ∀m ∈ Gh ∪ γ−h
p(m) = ph(m) + µϕ(m) ∀m ∈ Gh
folgt auf Grund der Rechtsinvertierbarkeit des Operators T 2h,M
−I2∆hu(m) + 1
µ
[grad+h p](m)
= −I2∆huh(m)−D1h,M D2h,M(T 2h,M [0, ϕ])(m)+
1
µ
[grad+h ph](m)+[grad
+
hϕ](m)
=
%
µ
f(m)− (D1h,M [0, ϕ])(m) + [grad+hϕ](m) =
%
µ
f(m).
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Offensichtlich sind auch die Beziehungen div−h u(m) = div
−
h (T
2
h,M [0, ϕ])(m) = ϕ(m)
und u(r) = (T 2h,M [0, ϕ])(r) erfu¨llt
Im folgenden seien im Gleichungssystem (3.22) die rechte Seite f(m) und die Rand-
werte ψ(r) gegeben. Eine Lo¨sung des Problems (3.22) wird mit Hilfe des Ansatzes
u(m) = uh(m) + uspez(m), p(m) = ph(m)
bestimmt. Dabei sei {uh(m); ph(m)} die Lo¨sung des im Satz 3.3.2 betrachteten
Randwertproblems, die bezu¨glich uh(m) eindeutig ist. Auf Grund der ersten und
letzten Gleichung des Problemes (3.22) sind die Komponenten us0(m) und us1(m)
von uspez(m) Lo¨sungen der Dirichletprobleme
−∆h usi(m) = 0 ∀m ∈ Gh, usi(r) = ψi(r) ∀ r ∈ γ−h , i = 0, 1.
Die Eindeutigkeit der Lo¨sung dieser Probleme wurde bereits in [Ho] gezeigt. Ange-
geben wird zuna¨chst eine Operatorschreibweise fu¨r us0(m) und us1(m) . Ausgehend
von der Beziehung D2h,Muspez(m) = (P
+
h (D
2
h,Muspez))(m) (die gewa¨hrleistet, dass
die homogene Laplacegleichung erfu¨llt ist) erha¨lt man mit Hilfe des rechtsinversen
Operators T 2h,M und der Borel-Pompeiu-Formel die Darstellung
uspez(m) = (F
2
h,Mψ)(m) + (T
2
h,M P
+
h (D
2
h,Muspez))(m).
Auf Grund der Eigenschaften D2h,M(T
2
h,MP
+
h (D
2
h,Muspez))(m) = (P
+
h (D
2
h,Muspez))(m)
und D2h,M(F
2
h,Mψ)(m) = (0, 0)
T ist die rechte Seite ϕ(m) des Problems (3.22) be-
stimmt durch
ϕ(m) = D−1h us0(m) +D
−2
h us1(m)
= div−h (F
2
h,Mψ)(m) + div
−
h (T
2
h,M P
+
h (D
2
h,Muspez))(m)
= (P+h2 (D
2
h,Muspez))(m),
wobei P+h2 die zweite Zeile in der 2 × 2− Matrix bezeichnet , die zu P+h geho¨rt.
Die letzten U¨berlegungen sind im folgenden Satz noch einmal zusammengefaßt:
Satz 3.3.4 Es seien us0(m) und us1(m) Lo¨sungen der Dirichletprobleme
−∆h usi(m) = 0 ∀m ∈ Gh, usi(r) = ψi(r) ∀ r ∈ γ−h i = 0, 1
und uspez(m) = (us0(m), us1(m))
T . Das Differenzenrandwertproblem
−I2 ∆h u(m) + 1
µ
[grad+h p ](m) =
%
µ
f(m) ∀m ∈ Gh
D−1h u0(m) +D
−2
h u1(m) = (P
+
h2 (D
2
h,Muspez))(m) ∀m ∈ Gh
u(r) = ψ(r) ∀ r ∈ γ−h
besitzt eine eindeutig bestimmte Lo¨sung im Sinne von Satz 3.3.2, die durch
u(m) = uh(m) + (F
2
h,Mψ)(m) + (T
2
h,M P
+
h (D
2
h,Muspez))(m)
p(m) = ph(m)
beschrieben wird.
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3.3.2 Das diskrete Lame´system
In diesem Abschnitt soll die Theorie der diskreten Operatoren zur Lo¨sung des
Lame´systems genutzt werden. Insbesondere kann gezeigt werden, dass die Lo¨sung
des Lame´systems gegen die Lo¨sung des diskreten Stokesproblems aus dem Abschnitt
3.3.1 konvergiert, wenn die Poissonzahl gegen 2 strebt. In verku¨rzter Form wurden
die hier vorgestellten Resultate bereits in der Arbeit [GH8] vero¨ffentlicht.
Ausgangspunkt der Untersuchungen ist das ebene Differenzenrandwertproblem
∆hu0(m) +
mp
mp − 2 D
1
h [D
−1
h u0(m) +D
−2
h u1(m)] = −f0(m) ∀m ∈ Gh
∆hu1(m) +
mp
mp − 2 D
2
h [D
−1
h u0(m) +D
−2
h u1(m)] = −f1(m) ∀m ∈ Gh
u(r) = (u0(r), u1(r))
T = (0, 0)T ∀ r ∈ γ−h .
Dabei ist mp mit mp > 2 die Poissonzahl, f0 und f1 sind die Vektorkomponenten
der a¨ußeren Kraft und u0 und u1 sind die Komponenten des Verschiebungsvektors u.
Mit Hilfe der Operatoren D 1h,M und D
2
h,M aus dem Abschnitt 2.2.2 kann man das
obige Differenzenrandwertproblem in der Form
D 1h,M D
2
h,M u(m) +
mp
mp − 2 D
1
h,M M
∗
x D
2
h,M u(m) = −f(m) ∀m ∈ Gh
u(r) = (0, 0)T ∀ r ∈ γ−h
schreiben. Dabei gilt u(m) = (u0(m), u1(m))
T , f(m) = (f0(m), f1(m))
T und die Ma-
trix M ∗x hat die Struktur M
∗
x =
(
0 0
0 1
)
.
Die Richtigkeit dieser Aussage u¨berpru¨ft man mittels einfacher Matrizenmultiplika-
tion. Ferner ko¨nnen die Terme auf der linken Seite zusammengefaßt werden, so dass
schließlich das System
D 1h,M M
−1
x D
2
h,M u(m) = −f(m) ∀m ∈ Gh
u(r) = (0, 0)T ∀ r ∈ γ−h
mit
M−1x = I2 +
mp
mp − 2 M
∗
x =
(
1 0
0 2(mp−1)
mp−2
)
entsteht. Vermerkt sei, dass
MxM
−1
x = M
−1
x Mx = I2 mit Mx =
(
1 0
0 1
2
mp−2
mp−1
)
gilt.
Fu¨r die zu Beginn des Abschnittes erwa¨hnten Konvergenzaussagen wird die im
folgenden Lemma angegebene Lo¨sungsdarstellung und speziell deren Eigenschaft
beno¨tigt.
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Lemma 3.3.2 Fu¨r die Lo¨sung des obigen Differenzenrandwertproblems gilt
u(m) = −(T 2h,M Q+hM Mx (T 1h,M f))(m) ,
welche auf Grund von Satz 2.3.6 die Eigenschaft
D2h,M u(m) = −(Q+hM Mx (T 1h,M f))(m)
aufweist. Dabei bezeichnen P +hM und Q
+
hM = I2 − P +hM die Orthoprojektoren von
l2 nach Mx kerD
1
h,M ∩ l2 beziehungsweise MxD 2h,M(w◦ 12 (Gh)) .
Beweis: Gezeigt wird zuna¨chst, dass jede Funktion mit der Eigenschaft
D2h,M u(m) = −(Q+hM Mx (T 1h,M f))(m)
Lo¨sung der diskreten Lame´gleichungen ist. Nach Satz 2.3.1 gilt
D 1h,M M
−1
x D
2
h,M u(m)
= −D 1h,M M−1x (Q+hM Mx (T 1h,M f))(m)
= −D 1h,M M−1x (Mx (T 1h,M f))(m) +D 1h,M M−1x (P +hM Mx (T 1h,M f))(m)
= −f(m) +D 1h,M M−1x (P +hM Mx (T 1h,M f))(m) .
Auf Grund der Abbildungseigenschaft des Orthoprojektors P +hM erha¨lt man
D 1h,M M
−1
x (P
+
hM Mx (T
1
h,M f))(m)
= D 1h,M M
−1
x Mxw(m) = D
1
h,Mw(m) = (0, 0) mit w(m) ∈ kerD1h,M .
Fu¨r die Lo¨sungsdarstellung selbst kann die Borel- Pompeiu- Formel aus Satz 2.3.7
genutzt werden. Man beachte, dass u(r) = (0, 0)T fu¨r alle r ∈ γ−h gilt
Gezeigt wird im folgenden, dass die Lo¨sung des diskreten Lame´systems gegen die
Lo¨sung des diskreten Stokesproblemes konvergiert. Dazu wird die Lo¨sung des dis-
kreten Stokesproblems (siehe Beginn des Abschnittes 3.3.1) mit us(m) bezeichnet.
Mit Hilfe von Lemma 3.3.2 gilt
D 2h,M(u(m)−
µ
%
us(m) ) = −(Q+hM Mx (T 1h,M f))(m)−
µ
%
D 2h,M us(m)
und auf Grund der Eigenschaft D 1h,M(T
1
h,M f)(m) = f(m) und Lemma 2.4.1 folgt
(T 1h,M f)(m) ∈ im Q+h und somit
−(Q+hM Mx (T 1h,M f))(m) = −(Q+hM MxQ+h (T 1h,M f))(m) .
Mit Hilfe von Gleichung (3.17) erha¨lt man
D 2h,M(u(m)−
µ
%
us(m) )
=
µ
%
Q+hM MxD
2
h,M us(m)−
1
%
(Q+hM MxQ
+
h [0, p])(m)−
µ
%
D 2h,M us(m) .
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Unter Verwendung der Eigenschaft D−1h u
s
0(m)+D
−2
h u
s
1(m) = 0 der Lo¨sung us(m) =
(us0(m), u
s
1(m))
T des diskreten Stokesproblems ergibt sich
MxD
2
h,M us(m) =
(
1 0
0 1
2
mp−2
mp−1
)(
D 2h −D 1h
D−1h D
−2
h
)(
us0(m)
us1(m)
)
=
(
D 2hu
s
0(m)−D 1hus1(m)
0
)
= D 2h,M us(m) .
Auf Grund der orthogonalen Zerlegung des Raumes l2, bildet der Orthoprojektor
Q+hM von l2 nach MxD
2
h,M(w
◦ 1
2 (Gh)) ab. Dadurch gilt
D 2h,M(u(m)−
µ
%
us(m) )
=
µ
%
Q+hM MxD
2
h,M us(m)−
1
%
(Q+hM MxQ
+
h [0, p])(m)−
µ
%
D 2h,M us(m)
=
µ
%
MxD
2
h,M us(m)−
1
%
(Q+hM MxQ
+
h [0, p])(m)−
µ
%
D 2h,M us(m)
=
µ
%
D 2h,M us(m)−
1
%
(Q+hM MxQ
+
h [0, p])(m)−
µ
%
D 2h,M us(m)
= −1
%
(Q+hM MxQ
+
h [0, p])(m)
= −1
%
(Q+hM Mx (0, p)
T )(m) +
1
%
(Q+hM Mx P
+
h [0, p])(m)
= −1
%
(Q+hM Mx (0, p)
T )(m) .
Die Gu¨ltigkeit des letzten Gleichheitszeichens ist auf die Beziehung
(Q+hM Mx P
+
h [0, p])(m) = (Mx P
+
h [0, p])(m)− (P +hM Mx P +h [0, p])(m) = 0
zuru¨ckzufu¨hren.
Im folgenden wird schließlich die Differenz u(m)− µ
%
us(m) in der Norm des Raumes
w12(Gh) nach oben abgescha¨tzt. Diese Sobolevnorm wird genau wie im Abschnitt 2.4
definiert durch
‖v‖w12(Gh) = ‖v‖l2(Gh) +
( 2∑
i=1
[ ‖D−ih v0‖2l2(Gh∪γ−h3∪γ−h4) + ‖D
−i
h v1‖2l2(Gh∪γ−h3∪γ−h4)]
)1/2
.
Lemma 3.3.3 Es gilt
‖u(m)− µ
%
us(m)‖w12(Gh) ≤
1
%
(
C
1/ 2
3 + 1
) 1
2
mp − 2
mp − 1 ‖p‖l2(Gh) ,
wobei die Konstante C3 mit dem kleinsten Eigenwert des diskreten Laplaceoperators
zusammenha¨ngt.
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Beweis: Indem man auf die Differenz
D 2h,M(u(m)−
µ
%
us(m) ) = −1
%
(Q+hM Mx (0, p)
T )(m)
die Borel- Pompeiu- Formel aus Satz 2.3.7 anwendet (man beachte u(r) = (0, 0)T
fu¨r alle r ∈ γ−h ), erha¨lt man
T 2h,M(D
2
h,M(u−
µ
%
us))(m) = u(m)− µ
%
us(m) = −1
%
(T 2h,MQ
+
hM Mx(0, p)
T )(m).
Auf Grund der in Lemma 2.4.4 bewiesenen Beschra¨nktheit des Operators T 2h,M
gelangt man unter Verwendung der Operatornorm
‖T 2h,M‖[l2(Gh)∩ imQ+hM ,w12(Gh)] = sup
u∈l2(Gh)∩ imQ+hM
‖T 2h,Mu‖w12(Gh)
‖u‖l2(Gh)
zur Abscha¨tzung
‖u(m)− µ
%
us(m)‖w12(Gh) =
1
%
‖(T 2h,M Q+hM Mx (0, p)T )(m)‖w12(Gh)
≤ 1
%
‖T 2h,M‖[l2(Gh)∩ imQ+hM ,w12(Gh)] ‖Q
+
hM‖[Mx l2(Gh),l2(Gh)∩ imQ+hM ] ‖Mx(0, p)
T‖l2(Gh)
≤ 1
%
(
C
1/ 2
3 + 1
)
‖Q+hM‖[Mx l2(Gh),l2(Gh)∩ imQ+hM ] ‖Mx(0, p)
T‖l2(Gh) , (3.24)
wobei C3 im Zusammenhang mit dem kleinsten Eigenwert des diskreten Laplace-
operators steht. Gezeigt wird nun, dass der Orthoprojektor Q+hM die Eigenschaft
‖Q+hM‖[Mx l2(Gh),l2(Gh)∩ imQ+hM ] = 1
besitzt. Dazu wird die Norm im Raum l2(Gh) ∩ imQ+hM durch
‖Q+hM u˜‖ 2l2(Gh)∩ imQ+hM =
∑
mh∈Gh
h2(M−1x Q
+
hM u˜)
T (M−1x Q
+
hM u˜)=<M
−1
x Q
+
hM u˜,M
−1
x Q
+
hM u˜>
definiert. Fu¨r den Quotienten
‖Q+hM Mxu‖ 2l2(Gh)∩ imQ+hM
‖Mxu‖ 2Mx l2(Gh)
gilt unter Beachtung der Abbildungseigenschaft Q+hM Mxu = MxD
2
h,M w des Ortho-
projektors Q+hM und Lemma 2.4.2
‖Q+hM Mxu‖ 2l2(Gh)∩ imQ+hM
‖Mxu‖ 2Mx l2(Gh)
=
‖MxD 2h,M w‖ 2l2(Gh)∩ imQ+hM
‖Mxu‖ 2Mx l2(Gh)
=
< M−1x MxD
2
h,Mw,M
−1
x MxD
2
h,Mw >
< M−1x Mxu,M−1x Mxu >
=
<D 2h,Mw,D
2
h,Mw>
< u, u >
=
− <w, I2 ∆hw>
< u, u >
.
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Betrachtet wird zuna¨chst das Skalarprodukt im Za¨hler. Aus
I2 ∆hw = D
1
h,M M
−1
x MxD
2
h,Mw = D
1
h,M M
−1
x Q
+
hM Mxu
= D 1h,M M
−1
x Mxu−D 1h,M M−1x P +hM Mxu = D 1h,M u
und
w = T 2h,M M
−1
x MxD
2
h,Mw = T
2
h,M M
−1
x Q
+
hM Mxu
folgt
− < w, I2 ∆hw>
= − < D 1h,Mu, T 2h,MM−1x Q+hMMxu>=< u,D 2h,MT 2h,MM−1x Q+hMMxu>
= < u,M−1x Q
+
hMMxu>=< u, u > − < u,M−1x P +hMMxu> .
Zu zeigen bleibt, dass < u,M−1x P
+
hMMxu >= 0 gilt. Dazu nutzt man die Eigenschaft
des Orthoprojektors P +hM und erha¨lt
< u,M−1x P
+
hMMxu > = < D
2
h,MT
2
h,Mu,M
−1
x P
+
hMMxu >
= − < T 2h,Mu,D 1h,MM−1x P +hMMxu >= 0 .
Insgesamt ergibt sich fu¨r die Operatornorm des Orthoprojektors Q+hM
‖Q+hM‖ 2[Mx l2(Gh),l2(Gh)∩ imQ+hM ] = supMxu∈Mx l2(Gh)
‖Q+hM Mxu‖ 2l2(Gh)∩ imQ+hM
‖Mxu‖ 2Mx l2(Gh)
= sup
Mxu∈Mx l2(Gh)
< u, u >
< u, u >
= 1
und aus Abscha¨tzung (3.24) folgt
‖u(m)− µ
%
us(m)‖w12(Gh) ≤
1
%
(
C
1/ 2
3 + 1
)
‖Mx(0, p)T‖l2(Gh)
=
1
%
(
C
1/ 2
3 + 1
) ∑
m∈Gh
h2
∣∣∣∣∣12 mp − 2mp − 1 p
∣∣∣∣∣
2
1/ 2 =1
%
(
C
1/ 2
3 + 1
) 1
2
mp − 2
mp − 1 ‖p‖l2(Gh)
unter Verwendung der Matrixnorm aus dem Abschnitt 2.2.4
Die durch Lemma 3.3.3 erzielte Abscha¨tzung ist noch nicht zufriedenstellend, da
auf Grund von (3.17) der Druck p auf der rechten Seite mit der Lo¨sung us(m)
zusammenha¨ngt. Betrachtet man jedoch die Differenzengleichungen
−µ
%
I2 ∆h us(m) +
1
%
[grad+h p ](m) = f(m)
−I2∆hu(m)− mp
mp − 2 D
1
h,M M
∗
x D
2
h,M u(m) = f(m),
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so besteht ein direkter Zusammenhang zwischen grad+h p und dem Verschiebungs-
vektor u(m) aus dem Lame´system. Außerdem gilt nach Lemma 3.3.2
u(m) = −(T 2h,M Q+hM Mx (T 1h,M f))(m).
Folglich existiert auch ein Zusammenhang zwischen p und f , der unabha¨ngig von
us(m) ist. Ohne die Schritte im Detail auszufu¨hren, kann die Norm ‖p‖l2(Gh) durch
eine Norm, die nur von der rechten Seite f(m) abha¨ngt, ausgedru¨ckt werden. Durch
die Kombination
mp
mp − 2 M
∗
x Q
+
hMMx (T
1
h,M f)
steht die Differenz mp − 2 nicht la¨nger im Nenner. Dies berechtigt zur folgenden
Aussage:
Folgerung 3.3.1 Fu¨r mp > 2 und mp → 2 gilt ‖u(m)− µ% us(m)‖w12(Gh) → 0 .
Diese Folgerung resultiert unmittelbar aus der Abscha¨tzung in Lemma 3.3.3 und
den sich anschließenden Bemerkungen.
In Analogie zum kontinuierlichen Fall kann dieses Resultat verwendet werden, um die
Lo¨sung des Stokesproblems mit Hilfe der Lo¨sung des Lame´systems zu beschreiben.
3.3.3 Die biharmonische Gleichung als Grundlage fu¨r den
weiteren Ausbau der Theorie
Der Hauptschwerpunkt der Untersuchungen in diesem Abschnitt beruht nicht nur
auf der biharmonischen Gleichung selbst, sondern auch auf der bekannten Tatsache,
dass die Lo¨sung der elastischen Grundgleichungen eines homogenen isotropen Ma-
terials im ebenen Spannungs- und Verschiebungszustand a¨quivalent auf die Lo¨sung
der biharmonischen Gleichung zuru¨ckgefu¨hrt werden kann. Im U¨bersichtsartikel von
Meleshko [Mel] findet man dazu einen historischen U¨berblick. Der Satz 3.3.5 stellt die
Verbindung zwischen der linearen Elastizita¨tstheorie einerseits und der komplexen
Funktionentheorie andererseits dar. Er zeigt, dass die Lo¨sung der biharmonischen
Gleichung mit Hilfe zweier diskret holomorpher Funktionen dargestellt werden kann.
Auf der Grundlage dieser diskret holomorphen Funktionen werden Lo¨sungsdarstel-
lungen fu¨r die Gleichungen der linearen Elastizita¨tstheorie erzielt. Dabei spielen die
Polynome aus dem Abschnitt 2.6.1 mit ihren Eigenschaften eine zentrale Rolle. Diese
Herangehensweise ist besonders auf dem Gebiet der Bruchmechanik sehr bedeutsam,
da hier Spannungs- und Verschiebungsfelder in der Na¨he von Singularita¨ten zu be-
rechnen sind, die durch Risse und Kerben hervorgerufen werden. Aufbauend auf
den Resultaten, die hier vorgestellt werden, erscheint eine Summendarstellung der
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diskret holomorphen Funktionen als geeignet, um die Ordnung der Singularita¨t zu er-
fassen. Dadurch ko¨nnen wichtige bruchmechanische Kenngro¨ßen berechnet werden.
Die hier beschriebene Methode, die sogenannte Theorie der komplexen Spannungs-
funktionen, geht zuru¨ck auf die Autoren Kolosov [Kol1, Kol2] und Muskhelishvili
[Mus]. Zur entsprechenden Vorgehensweise in der klassischen Theorie findet man in
[BG] grundlegende Aussagen.
Betrachtet wird die Differenzengleichung
∆h ∆hu(m) = 0 ∀m = (m1,m2) ∈ Gh.
Die Lo¨sung dieser Gleichung kann in einem aus Rechtecken zusammengesetzten
Gebiet, parallel zu den Achsen, mit Hilfe zweier diskret holomorpher Funktionen
ϕh(m) =
(
p
q
)
und ψh(m) =
(
p1
q1
)
(in Bezug auf den Operator D1h ) dargestellt werden. Die konkrete Vorgehensweise
wird mit Hilfe des folgenden Satzes erla¨utert, der eine diskrete Version des Satzes
von Goursat [Gor] darstellt. Dieser Satz wurde bereits in [Ho2] publiziert.
Satz 3.3.5 Fu¨r die reell-wertige Lo¨sung u(m) der biharmonischen Gleichung
∆h∆hu(m) = 0 gilt(
u
0
)
=
1
2
((
m1h m2h
−m2h m1h
)(
p
q
)
+
(
m1h −m2h
m2h m1h
)(
p
−q
)
+
(
p1 − A
q1
)
+
(
p1 − A
−q1
))
.
A ist dabei Lo¨sung der diskreten Poissongleichung ∆hA = −hD1hD−1h p−hD2hD−2h q.
Die Aussage des Satzes zeigt eindrucksvoll die Analogie zwischen der diskreten und
der klassischen Darstellung
u(z) =
1
2
(
z¯ϕ(z) + zϕ(z) + ψ(z) + ψ(z)
)
mit den holomorphen Funktionen φ und ψ.
Die Lo¨sung einer Poissongleichung −∆hu(m) = f(m) kann mit Hilfe des Volumen-
potentials
Vh(m) =
∑
m∈Gh
E∆hh (m− l) fh(m)h2
konstruiert werden, wobei E∆hh (m) die diskrete Fundamentallo¨sung des Laplace-
operators ist (siehe [Ho]). Ferner kann gezeigt werden, dass die Operatoren Vh :
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c(Gh) → c(Gh) und Vh : lp(Gh) → c(Gh) mit 1 < p < ∞ und 1p + 1q = 1
fu¨r alle h ≤ e−1 gleichma¨ßig beschra¨nkt sind. Dabei ist c(Gh) der Teilraum der
konvergenten Folgen aus der Menge der beschra¨nkten Funktionen und lp(Gh) ist
der unendlichdimensionale Folgenraum entsprechend der Bezeichnung von Riesz.
Beweis von Satz 3.3.5: Zuna¨chst sei u Lo¨sung der biharmonischen Gleichung
∆h ∆hu = 0. Gezeigt wird, dass mit Hilfe zweier diskret holomorpher Funktionen
ϕh(m) und ψh(m) die im Theorem 3.3.5 angegebene Lo¨sungsdarstellung mo¨glich
ist.
Setzt man P = ∆hu, dann ist P auf Grund der Eigenschaft ∆hP = ∆h∆hu = 0
diskret harmonisch. Gesucht wird nun nach einer zu P konjugiert harmonischen
Funktion Q mit der Eigenschaft
D1h
(
P
Q
)
=
(
0
0
)
. (3.25)
In Analogie zu den Methoden der komplexen Analysis, wo Q mit Hilfe eines Kur-
venintegrals konstruiert wird, ist im diskreten Fall nach einer Summe zu suchen,
die das Kurvenintegral approximiert. Dazu werden die Aussagen aus dem Abschnitt
2.5. verwendet. Die Funktion Q kann konstruiert werden durch
Q(m1,m2) = Q(a1, a2)− h
m1−1∑
i=a1
D−2h P (i, a2) + h
m2−1∑
j=a2
D−1h P (m1, j),
wobei Q nur eindeutig bis auf eine Konstante ist.
Unter Verwendung der Konstruktionsvorschrift fu¨r Q und der Eigenschaft ∆hP = 0
weist man leicht nach, dass ∆hQ = 0 gilt. Auch die Gu¨ltigkkeit der Eigenschaft
(3.25) kann unter Einbeziehung der konstruierten Funktion Q u¨berpru¨ft werden.
Nun wird nach Funktionen p und q gesucht, so dass
D1h
(
p
q
)
=
(
0
0
)
und D2h
(
p
q
)
=
1
2
(
P
Q
)
gilt.
Funktionen p und q mit diesen Eigenschaften sind diskret harmonisch und werden
u¨blicherweise diskret holomorphe Primitive von (P,Q) genannt. Der sich als a¨ußerst
hilfreich erweisende Zusammenhang zwischen diskret holomorphen und diskret har-
monischen Funtionen wird an dieser Stelle besonders deutlich. Aus
D1h
(
p
q
)
+D2h
(
p
q
)
=
1
2
(
P
Q
)
folgt zuna¨chst
(D1h +D
−1
h )p =
1
2
P sowie (D1h +D
−1
h )q =
1
2
Q.
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Beide Gleichungen werden zur Konstruktion von p genutzt. Unter der Vorausset-
zung, dass p(a1, a2) und p(a1 +1, a2) sowie p(a1, a2 +1) vorgegeben sind, berechnet
man p(a1 + 1, a2 + 1) unter Verwendung der Beziehung
h
2
Q(a1 + 1, a2 + 1)
= hD1hq(a1 + 1, a2 + 1) + hD
−1
h q(a1 + 1, a2 + 1)
= hD1hq(a1 + 1, a2 + 1) + hD
1
hq(a1, a2 + 1)
= −hD−2h p(a1 + 1, a2 + 1)− hD−2h p(a1, a2 + 1)
= −p(a1 + 1, a2 + 1) + p(a1 + 1, a2)
−p(a1, a2 + 1) + p(a1, a2).
Auf der Grundlage aller vier Werte fu¨r p berechnet man
p(a1 + k, a2 + l) =
h
2
P (a1 + k − 1, a2 + l) + p(a1 + k − 2, a2 + l) (3.26)
fu¨r l = 0 und l = 1 und alle k = 2, 3, . . .
In allen Fa¨llen l > 1 ko¨nnen nun die Differenzengleichungen ∆hp = 0 und ∆hP = 0
anstelle von fest vorgegebenen Werten genutzt werden. Mittels vollsta¨ndiger Induk-
tion kann bewiesen werden, dass die Rekursionsformel (3.26) auch in diesen Fa¨llen
gu¨ltig ist. Die diskret harmonische Funktion q wird wieder mit Hilfe des diskreten
Kurvenintegrals
q(m1,m2) = q(a1, a2)− h
m1−1∑
i=a1
D−2h p(i, a2) + h
m2−1∑
j=a2
D−1h p(m1, j)
konstruiert. Es la¨sst sich nun leicht nachweisen, dass p und q die gewu¨nschten
Eigenschaften besitzen.
Im na¨chsten Beweisschritt setzt man entsprechend der Aussage des Satzes
p1 = u− p ·m1h− q ·m2h+ A mit ∆hA = −hD1hD−1h p− hD2hD−2h q.
Dadurch gilt
∆hp1 = ∆hu−∆h(p ·m1h+ q ·m2h) + ∆hA
= ∆hu−∆h(p ·m1h+ q ·m2h)−hD1hD−1h p−hD2hD−2h q
= ∆hu−D1hD−1h (p · (m1 + 1)h+ q ·m2h)
−D2hD−2h (p ·m1h+ q(m2 + 1)h)
= ∆hu−∆hp ·m1h− 2D1hp−∆hq ·m2h− 2D2hq
= ∆hu− P = 0.
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Die konjugiert harmonische Funktion q1 wird auch hier mit Hilfe des diskreten
Kurvenintegrals erzeugt. Abschließend sei vermerkt, dass analog zum kontinuierli-
chen Fall die Darstellung nicht eindeutig ist.
Sind nun umgekehrt zwei beliebige diskret holomorphe Funktionen ϕh(m) und
ψh(m) gegeben, dann gilt nach den letzten Berechnungen und der Tatsache, dass
die Komponenten von ϕh und ψh diskret harmonisch sind
∆hu = ∆hp1 + ∆hp ·m1h+ ∆hq ·m2h+ 2D1hp+ 2D2hq = 2D1hp+ 2D2hq.
Aus dieser Beziehung folgt schließlich die Eigenschaft
∆h ∆hu = 2D
1
h ∆hp+ 2D
2
h ∆hq = 0
Auf der Grundlage des hier bewiesenen Satzes wird nun eine Verbindung zwischen
Gleichungen aus der linearen Elastizita¨tstheorie und Methoden aus der komplexen
Funktionentheorie herstellt.
Ausgangspunkt der U¨berlegungen sind die beiden Differenzengleichungen fu¨r die
Verschiebungen
µ∆hu0 + (λ+ µ)D
−1
h e = 0 (3.27)
µ∆hu1 + (λ+ µ)D
−2
h e = 0.
Die Vektorkomponenten der a¨ußeren Kraft sind Null gesetzt und u0 und u1 bilden
die Vektorkomponenten des Verschiebungsvektors u. Daru¨ber hinaus gilt
µ = G =
E
2(1 + ν)
und λ =
Eν
(1 + ν)(1− 2ν) ,
so dass λ+ µ =
E(1− 2ν) + 2Eν
2(1 + ν)(1− 2ν) =
E
2(1 + ν)(1− 2ν) =
G
1− 2ν
und e = D1hu0 +D
2
hu1 . Konkret bezeichnet E den Elastizita¨tsmodul, ν die Quer-
dehnzahl und G den Schubmodul. Man beachte, dass der Unterschied zum Diffe-
renzenrandwertproblem am Anfang des Abschnittes 3.3.2 in der Vertauschung von
Vorwa¨rts- und Ru¨ckwa¨rtsableitungen besteht.
Zur Lo¨sungsdarstellung fu¨r das System (3.27) wird der Ansatz
2Gu0 = −D−1h Θ + 2αΦ1 (3.28)
2Gu1 = −D−2h Θ + 2αΦ2
nach Papkovic-Neuber [Pap],[Neu] mit der ebenen Spannungsfunktion Θ, der Ma-
terialkonstante α und den diskret harmonischen Funktionen Φ1 und Φ2 genutzt.
Durch Einsetzen von (3.28) in (3.27) ergibt sich
µ∆h
(
− 1
2G
D−1h Θ +
2α
2G
Φ1
)
+
G
(1− 2ν) D
−1
h e = 0
µ∆h
(
− 1
2G
D−2h Θ +
2α
2G
Φ2
)
+
G
(1− 2ν) D
−2
h e = 0 .
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Daraus resultiert
−1
2
D−1h ∆hΘ + α∆hΦ1 +
G
(1− 2ν) D
−1
h e = 0
−1
2
D−2h ∆hΘ + α∆hΦ2 +
G
(1− 2ν) D
−2
h e = 0 .
Da Φ1 und Φ2 diskret harmonische Funktionen sind, vereinfachen sich die Glei-
chungen zu
D−1h
(
2G
(1− 2ν) e−∆hΘ
)
= 0
D−2h
(
2G
(1− 2ν) e−∆hΘ
)
= 0 .
Der Term in der Klammer ist unabha¨ngig von den Koordinaten. Folglich gilt
2Ge− (1− 2ν)∆hΘ = konstant.
In der linearen Elastizita¨tstheorie wird diese Konstante vernachla¨ssigt, so dass
2Ge = (1− 2ν)∆hΘ gilt. (3.29)
Andererseits folgt aus e = D1hu0 +D
2
hu1 und (3.28)
2Ge = −D1hD−1h Θ + 2αD1hΦ1 −D2hD−2h Θ + 2αD2hΦ2,
also
2Ge = −∆hΘ + 2α (D1hΦ1 +D2hΦ2). (3.30)
Durch Gleichsetzen von (3.29) und (3.30) erha¨lt man
(1− 2ν)∆hΘ = −∆hΘ + 2α(D1hΦ1 +D2hΦ2)
und somit
2(1− ν)∆hΘ = 2α(D1hΦ1 +D2hΦ2) . (3.31)
Folglich setzt sich die Lo¨sung Θ aus einem Anteil Φ0 ∈ ker∆h und einem zu Glei-
chung (3.31) passenden inhomogenen Anteil zusammen. Aus diesen U¨berlegungen
heraus kann die diskrete Spannungsfunktion in der Form
Θ = Φ0 + Φ1 ·m1h+ Φ2 ·m2h− A1
mit ∆hΦ0 = ∆hΦ1 = ∆hΦ2 = 0 und ∆hA1 = −hD1hD−1h Φ1 − hD2hD−2h Φ2 geschrie-
ben werden und man erha¨lt die Eigenschaft ∆hΘ = 2(D
1
hΦ1 + D
2
hΦ2) auf Grund
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der Berechnungen
∆hΘ = ∆hΦ0 + ∆h(Φ1 ·m1h+ Φ2 ·m2h)−∆hA1
= ∆h(Φ1 ·m1h+ Φ2 ·m2h) + hD1hD−1h Φ1 + hD2hD−2h Φ2
= D1hD
−1
h (Φ1 · (m1 + 1)h+ Φ2 ·m2h) +D2hD−2h (Φ1 ·m1h+ Φ2 · (m2 + 1)h)
= D1hh
−1[Φ1(m1,m2) · (m1 + 1)h+ Φ2(m1,m2) ·m2h
−Φ1(m1 − 1,m2) ·m1h− Φ2(m1 − 1,m2) ·m2h]
+D2hh
−1[Φ1(m1,m2) ·m1h+ Φ2(m1,m2) · (m2 + 1)h
−Φ1(m1,m2 − 1) ·m1h− Φ2(m1,m2 − 1) ·m2h]
= h−2[Φ1(m1 + 1,m2) · (m1 + 2)h+ Φ2(m1 + 1,m2) ·m2h
−2Φ1(m1,m2) · (m1 + 1)h− 2Φ2(m1,m2) ·m2h
+Φ1(m1 − 1,m2) ·m1h+ Φ2(m1 − 1,m2) ·m2h
+Φ1(m1,m2 + 1) ·m1h+ Φ2(m1,m2 + 1) · (m2 + 2)h
−2Φ1(m1,m2) ·m1h− 2Φ2(m1,m2) · (m2 + 1)h
+Φ1(m1,m2 − 1) ·m1h+ Φ2(m1,m2 − 1) ·m2h]
= D1hD
−1
h Φ1 ·m1h+ 2h−1[Φ1(m1 + 1,m2)− Φ1(m1,m2)]
+D1hD
−1
h Φ2 ·m2h+D2hD−2h Φ1 ·m1h
+D2hD
−2
h Φ2 ·m2h+ 2h−1[Φ2(m1,m2 + 1)− Φ2(m1,m2)]
= ∆hΦ1 ·m1h+ ∆hΦ2 ·m2h+ 2D1hΦ1 + 2D2hΦ2
= 2(D1hΦ1 +D
2
hΦ2) .
Aus dieser Beziehung und Gleichung (3.31) folgt fu¨r die Materialkonstante α
α = 2(1− ν) .
Schließlich resultiert aus (3.31) ∆h ∆hΘ = 2D
1
h∆hΦ1 + 2D
2
h∆hΦ2 = 0 , die wichtige
Eigenschaft der Spannungsfunktion Θ.
Somit hat einerseits die Lo¨sung u der biharmonischen Gleichung nach Satz 3.3.5
die Darstellung
u = p ·m1h+ q ·m2h+ p1 − A
mit ∆hA = −hD1hD−1h p−hD2hD−2h q und den diskret harmonischen Funktionen p, q
und p1. Andererseits hat auch die diskrete Spannungsfunktion Θ die Form
Θ = Φ0 + Φ1 ·m1h+ Φ2 ·m2h− A1
mit ∆hA1 = −hD1hD−1h Φ1 − hD2hD−2h Φ2 und den diskret harmonischen Funktionen
Φ0, Φ1 und Φ2. Nach der diskreten Version des Satzes von Goursat ist daher sicher-
gestellt, dass die Komponenten des Verschiebungsvektors mit Hilfe zweier diskret ho-
lomorpher Funktionen dargestellt werden ko¨nnen. Ausgehend von den Gleichungen
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(3.28) gilt konkret
2Gu0 = −(D−1h Φ0 +D−1h (Φ1 ·m1h) +D−1h (Φ2 ·m2h)−D−1h A1) + 2αΦ1
= −(D−1h Φ0 +D−1h Φ1 ·m1h+D−1h Φ2 ·m2h−D−1h A1)
+2αΦ1(m1h,m2h)− Φ1((m1 − 1)h,m2h)
und
2Gu1 = −(D−2h Φ0 +D−2h (Φ1 ·m1h) +D−2h (Φ2 ·m2h)−D−2h A1) + 2αΦ2
= −(D−2h Φ0 +D−2h Φ1 ·m1h+D−2h Φ2 ·m2h−D−2h A1)
+2αΦ2(m1h,m2h)− Φ2(m1h, (m2 − 1)h) .
Diese Gleichungen sollen in Anlehnung an die klassische Theorie Kolosov Muskhe-
lishvili Gleichungen fu¨r die Verschiebungen genannt werden.
Um nun die Komponenten des Verschiebungsvektors in den Lame´gleichungen be-
rechnen zu ko¨nnen, werden die harmonische Funktion Φ0, das Paar (Φ1,Φ2) der
diskret holomorphen Funktionen und die Lo¨sung A1 der diskreten Poissongleichung
beno¨tigt. Zur Vereinfachung soll zuna¨chst Φ0 konstant gewa¨hlt werden. Fu¨r das
Paar (Φ1,Φ2) der diskret holomorphen Funktionen eignen sich die im Abschnitt
2.6.1 eingefu¨hrten Polynome. Konkret sei
Φ1 = P
n
0 (m1,m2) und Φ2 = P
n
1 (m1 − 1,m2).
Die Lo¨sung der diskreten Poissongleichung kann, wie bereits im Anschluß an den
Satz 3.3.5 beschrieben, mit Hilfe des Volumenpotentials konstruiert werden. Damit
erha¨lt man fu¨r jeden Polynomgrad n eine Lo¨sung der Gleichungen (3.27). Man
beachte, dass fu¨r die Materialkonstante α = 2(1− ν) gilt.
Bisher wurden nur die Differenzengleichungen betrachtet und noch keine Randbe-
dingungen zur Lo¨sung der Probleme in beschra¨nkten Gebieten beru¨cksichtigt. Es
erscheint jedoch sinnvoll, die erzielten Lo¨sungen fu¨r u0 und u1 zu u¨berlagern und
mit unbekannten Koeffizienten zu versehen, um mit Hilfe eines linearen Gleichungs-
systems sowohl die Bedingungen fu¨r u0 als auch fu¨r u1 auf dem Rand einzustellen.
Im Unterschied zum kontinuierlichen Fall, wo mit Potenz- und Laurantreihenent-
wicklungen gearbeitet wird, sind hier auf Grund der endlichen Anzahl an Randgit-
terpunkten im beschra¨nkten diskreten Gebiet nur endliche Summen zu bilden. Dies
erweist sich als entscheidender Vorteil.
Hervorzuheben ist, dass die U¨berlegungen in diesem Abschnitt erst der Anfang fu¨r
viele weitere theoretische und numerische Untersuchungen sind. Besonders interes-
sant ist die Frage, wie sich die beschriebenen Summendarstellungen bei praktischen
Problemen auf dem Gebiet der Bruchmechanik bewa¨hren. Daru¨ber hinaus besteht
die Mo¨glichkeit, auch Probleme im Außengebiet oder gekoppelte Probleme zu un-
tersuchen.
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Die numerische Umsetzung der bisher erzielten Resultate in Matlab erfolgt gerade im
Rahmen eines Projektes. So entstehen Programme zur Berechnung der diskreten Po-
lynome. Auch wird die diskrete Poissongleichung mit Hilfe des Volumenpotentials
gelo¨st. Die aktuellen Berechnungen sollen verdeutlichen, dass die diskreten Kolo-
sov Muskhelishvili Gleichungen fu¨r die Verschiebungen tatsa¨chlich zu Lo¨sungen der
Lame´gleichungen fu¨hren. Daru¨ber hinaus wird an den linearen Gleichungssystemen
zur Einstellung vorgegebener Randwerte gearbeitet. Dabei sind einige technische
Schwierigkeiten zu meistern, um tatsa¨chlich alle erforderlichen Randgitterpunkte zu
erfassen.
3.3.4 Lo¨sung der diskreten Schro¨dingergleichung
mit einer Gleichung vom Riccatityp
Ausgangspunkt der Betrachtungen in diesem Abschnitt ist die diskrete Schro¨dinger-
gleichung
(−I2 ∆h + u) f = 0
mit I2 =
(
1 0
0 1
)
, u =
(
u0 u1
u2 u3
)
und f =
(
f0 −f1
f1 f0
)
. Zur Faktorisierung
des Laplaceoperators werden die Differenzenoperatoren D1h und D2h aus dem Ab-
schnitt 2.2.2 genutzt.
Um die Lo¨sung der Differenzengleichung beschreiben zu ko¨nnen, wird im folgenden
Lemma eine Formel zur Differentiation eines Produktes von Funktionen bewiesen,
die an die U¨berlegungen aus dem Abschnitt 3.2.1.4 anknu¨pft. Wie bei jeder Pro-
duktformel im Diskreten werden neben dem Gitterpunkt (m1,m2) auch die be-
nachbarten Gitterpunkte in die Formel eingehen. Dieser Sachverhalt erschwert den
Aufbau der diskreten Theorie. Da man das Problem der benachbarten Gitterpunk-
te nicht umgehen kann, stellt sich eigentlich nur die Frage, an welcher Stelle es
die theoretischen Aussagen besonders u¨bersichtlich erscheinen la¨ßt. Dies trifft auf
die nun folgende Gestalt der Produktformel zu. Zur Vereinfachung der Schreibweise
wird immer dann das Argument der Funktionen weggelassen, wenn es sich um den
Gitterpunkt (m1,m2) handelt.
Lemma 3.3.4 Fu¨r Funktionen f(m) = (f0(m), f1(m))
T und q(m) = (q0(m), q1(m))
T
mit den Matrixdarstellungen(
f0 −f1
f1 f0
)
und
(
q0 −q1
q1 q0
)
gilt
D1h
[(
q0(m1 + 1,m2 + 1) q1(m1 + 1,m2 + 1)
−q1 q0
) (
f0 −f1
f1 f0
)]
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=
(
D1hq0(m1,m2+1)+D
−2
h q1(m1,m2+1) D
1
hq1(m1,m2+1)−D−2h q0(m1,m2+1)
D2hq0(m1+1,m2)−D−1h q1(m1+1,m2) D2hq1(m1+1,m2)+D−1h q0(m1+1,m2)
)
·
(
f0 −f1
f1 f0
)
+
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
0 0
)[(
D−1h −D2h
D2h D
−1
h
)(
f0 −f1
f1 f0
)]
+
(
0 0
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)[(
D1h −D−2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)]
.
Beweis: Die Beweisschritte werden anhand des Matrixelementes in der linken obe-
ren Ecke demonstriert. Alle U¨berlegungen ko¨nnen auf die restlichen drei Matrix-
elemente u¨bertragen werden. Durch Einfu¨gen von additiven Nullen erha¨lt man
D−1h [q0(m1 + 1,m2 + 1) f0 + q1(m1 + 1,m2 + 1) f1]−D2h[−q1 f0 + q0 f1]
=
1
h
[q0(m1 + 1,m2 + 1)f0−q0(m1,m2 + 1)f0(m1 − 1,m2)+q1(m1 + 1,m2 + 1)f1
−q1(m1,m2 + 1)f1(m1 − 1,m2) + q1(m1,m2 + 1)f0(m1,m2 + 1)− q1f0
−q0(m1,m2 + 1)f1(m1,m2 + 1) + q0f1 + q0(m1,m2 + 1)f0 − q0(m1,m2 + 1)f0
+q1(m1,m2 + 1)f1 − q1(m1,m2 + 1)f1 + q1(m1,m2 + 1)f0 − q1(m1,m2 + 1)f0
+q0(m1,m2 + 1)f1 − q0(m1,m2 + 1)f1]
= f0D
1
hq0(m1,m2 + 1) + q0(m1,m2 + 1)D
−1
h f0 + f1D
1
hq1(m1,m2 + 1)
+q1(m1,m2 + 1)D
−1
h f1 + f0D
−2
h q1(m1,m2 + 1) + q1(m1,m2 + 1)D
2
hf0
−f1D−2h q0(m1,m2 + 1)− q0(m1,m2 + 1)D2hf1 .
Fu¨r die restlichen Matrixelemente gilt:
Element rechts oben
D−1h [−q0(m1 + 1,m2 + 1) f1 + q1(m1 + 1,m2 + 1) f0]−D2h[q1 f1 + q0 f0]
= −f1D1hq0(m1,m2 + 1)− q0(m1,m2 + 1)D−1h f1 + f0D1hq1(m1,m2 + 1)
+q1(m1,m2 + 1)D
−1
h f0 − f1D−2h q1(m1,m2 + 1)− q1(m1,m2 + 1)D2hf1
−f0D−2h q0(m1,m2 + 1)− q0(m1,m2 + 1)D2hf0
Element links unten
D−2h [q0(m1 + 1,m2 + 1) f0 + q1(m1 + 1,m2 + 1) f1] +D
1
h[−q1 f0 + q0 f1]
= f0D
2
hq0(m1 + 1,m2) + q0(m1 + 1,m2)D
−2
h f0 + f1D
2
hq1(m1 + 1,m2)
+q1(m1 + 1,m2)D
−2
h f1 − f0D−1h q1(m1 + 1,m2)− q1(m1 + 1,m2)D1hf0
f1D
−1
h q0(m1 + 1,m2) + q0(m1 + 1,m2)D
1
hf1
Element rechts unten
D−2h [−q0(m1 + 1,m2 + 1) f1 + q1((m1 + 1,m2 + 1) f0] +D1h[q1 f1 + q0 f0]
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= −f1D2hq0(m1 + 1,m2)− q0(m1 + 1,m2)D−2h f1 + f0D2hq1(m1 + 1,m2)
+q1(m1 + 1,m2)D
−2
h f0 + f1D
−1
h q1(m1 + 1,m2) + q1(m1 + 1,m2)D
1
hf1
+f0D
−1
h q0(m1 + 1,m2) + q0(m1 + 1,m2)D
1
hf0
Werden die gewonnenen Ergebnisse wieder in Matrixform geschrieben, dann folgt
die Behauptung des Lemmas
Bei allen weiteren Ausfu¨hrungen interessiert nur folgender Spezialfall des Lemmas:
Folgerung 3.3.2 Ist f(m) = (f0(m), f1(m))
T eine Lo¨sung der diskreten Vekua-
gleichung (
D−1h −D2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)
=
( −q0 q1
−q1 −q0
)(
f0 −f1
f1 f0
)
entsprechend Formel 3.5 in Abschnitt 3.2.1.4 , dann gelten auf Grund der Matrix-
schreibweise(
D−1h f0 −D2hf1 −D−1h f1 −D2hf0
D−2h f0 +D
1
hf1 −D−2h f1 +D1hf0
)
=
( −q0f0 + q1f1 q0f1 + q1f0
−q1f0 − q0f1 q1f1 − q0f0
)
die Beziehungen
D−1h f0 −D2hf1 = −D−2h f1 +D1hf0
D−2h f0 +D
1
hf1 = D
−1
h f1 +D
2
hf0 (3.32)
und aus Lemma 3.3.4 folgt
D1h
[(
q0(m1 + 1,m2 + 1) q1(m1 + 1,m2 + 1)
−q1 q0
) (
f0 −f1
f1 f0
)]
=
D1hq0(m1,m2+1)+D−2h q1(m1,m2+1) D1hq1(m1,m2+1)−D−2h q0(m1,m2+1)
D2hq0(m1+1,m2)−D−1h q1(m1+1,m2) D2hq1(m1+1,m2)+D−1h q0(m1+1,m2)

·
(
f0 −f1
f1 f0
)
+
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
0 0
)[(
D−1h −D2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)]
+
(
0 0
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)[(
D−1h −D2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)]
=
D1hq0(m1,m2+1)+D−2h q1(m1,m2+1) D1hq1(m1,m2+1)−D−2h q0(m1,m2+1)
D2hq0(m1+1,m2)−D−1h q1(m1+1,m2) D2hq1(m1+1,m2)+D−1h q0(m1+1,m2)
 f
+
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)
D1hf .
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Um den Zusammenhang zum diskreten Laplaceoperator herzustellen, wird im fol-
genden Lemma die Struktur von D2hf unter der Voraussetzung untersucht, dass f
eine Lo¨sung der diskreten Vekuagleichung ist.
Lemma 3.3.5 Ist f eine Lo¨sung der diskreten Vekuagleichung, dann gilt
D2hf =
( −q0 −q1
q1 −q0
) (
f0 −f1
f1 f0
)
.
Beweis: Auf Grund der Matrixdarstellung des Operators D2h und der Gu¨ltigkeit
der Beziehungen (3.32) erha¨lt man zuna¨chst(
D1h D
2
h
−D−2h D−1h
) (
f0 −f1
f1 f0
)
=
(
D1hf0 +D
2
hf1 −D1hf1 +D2hf0
−D−2h f0 +D−1h f1 D−2h f1 +D−1h f0
)
=
(
D1hf0 +D
2
hf1 D
−2
h f0 −D−1h f1
−D−2h f0 +D−1h f1 D1hf0 +D2hf1
)
.
Unter Verwendung der Beziehungen (2.19) zeigt man, dass D2h der zu −D1h ad-
jungierte Operator ist, da gilt
<w,D2hf > =
∑
m∈Gh
h2[w0D
1
hf0−w1D−2h f0+w0D2hf1+w1D−1h f1]
= −∑
m∈Gh
h2[f0D
−1
h w0−f0D2hw1+f1D−2h w0+f1D1hw1] = − <f,D1hw>.
Da vorausgesetzt wurde, dass f eine Lo¨sung der diskreten Vekuagleichung D1hf =
−qf ist, wa¨hlt man auch fu¨r den adjungierten Operator einen linearen Ansatz in
f0 und f1 , also
D2hf =
(
Af0 +Bf1 −Cf0 −Df1
Cf0 +Df1 Af0 +Bf1
)
.
Im folgenden werden zwei Eigenschaften des Operators D2h genutzt. Zuna¨chst gilt
D1hf + D2hf = I2 (D
1
h + D
−1
h )f . Unter Beachtung der Vekuagleichung erha¨lt man
komponentenweise
−q0f0 + q1f1 + Af0 +Bf1 = (D1h +D−1h )f0 und
−q1f0 − q0f1 + Cf0 +Df1 = (D1h +D−1h )f1 .
In der ersten Gleichung ha¨ngt die rechte Seite nur von f0 ab. Man wa¨hlt daher
B = −q1. Analog setzt man in der zweiten Gleichung C = q1. Somit gilt
D2hf =
(
Af0 − q1f1 −q1f0 −Df1
q1f0 +Df1 Af0 − q1f1
)
.
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Die zweite wichtige Eigenschaft des Operators D2h ist D1hD2hf = D2hD1hf =
I2 ∆hf. Aus
D2h
( −q0f0 + q1f1 q0f1 + q1f0
−q1f0 − q0f1 q1f1 − q0f0
)
= I2 ∆hf
folgt komponentenweise
A(−q0f0 + q1f1)− q1(−q1f0 − q0f1) = ∆hf0 und
q1(−q0f0 + q1f1) +D(−q1f0 − q0f1) = ∆hf1 .
Auch hier setzt man auf Grund des Koeffizientenvergleiches A = −q0 und D = −q0.
Dadurch gilt
D2hf =
( −q0f0 − q1f1 −q1f0 + q0f1
q1f0 − q0f1 −q0f0 − q1f1
)
und die Behauptung des Lemmas ist bewiesen
Mit Hilfe von Folgerung 3.3.2 und Lemma 3.3.5 wird fast der U¨bergang zum Laplace-
operator geschafft. Zu bewa¨ltigen ist nur noch das bereits angesprochene Problem
der benachbarten Gitterpunkte in den Matrixelementen q0(m1 + 1,m2 + 1) und
q1(m1 + 1,m2 + 1) . Dazu wird die folgende Schreibweise genutzt:
D1h
[(
q0 q1
−q1 q0
)(
f0 −f1
f1 f0
)]
+D1h
[(
q0(m1 + 1,m2 + 1)− q0 q1(m1 + 1,m2 + 1)− q1
0 0
)(
f0 −f1
f1 f0
)]
= −D1hD2hf
+D1h
[(
q0(m1 + 1,m2 + 1)− q0 q1(m1 + 1,m2 + 1)− q1
0 0
)(
f0 −f1
f1 f0
)]
=
(
D1hq0(m1,m2+1)+D
−2
h q1(m1,m2+1) D
1
hq1(m1,m2+1)−D−2h q0(m1,m2+1)
D2hq0(m1+1,m2)−D−1h q1(m1+1,m2) D2hq1(m1+1,m2)+D−1h q0(m1+1,m2)
)
f
+
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)
D1hf .
Ziel der weiteren Ausfu¨hrungen ist es, den Korrekturterm
D1h
[(
q0(m1 + 1,m2 + 1)− q0 q1(m1 + 1,m2 + 1)− q1
0 0
)(
f0 −f1
f1 f0
)]
auf der anderen Seite der Gleichung geschickt unterzubringen. Demonstriert wird
auch hier die Vorgehensweise anhand des Matrixelementes in der linken oberen Ecke.
Durch mehrmaliges Einfu¨gen von additiven Nullen erha¨lt man
D−1h [f0q0(m1 + 1,m2 + 1)− f0q0] +D−1h [f1q1(m1 + 1,m2 + 1)− f1q1]
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=
1
h
[f0q0(m1 + 1,m2 + 1)− f0q0 − f0(m1 − 1,m2)q0(m1,m2 + 1)
+f0(m1 − 1,m2)q0(m1 − 1,m2) + f1q1(m1 + 1,m2 + 1)− f1q1
−f1(m1 − 1,m2)q1(m1,m2 + 1) + f1(m1 − 1,m2)q1(m1 − 1,m2)
+f0q0(m1 + 1,m2)− f0q0(m1 + 1,m2) + f0(m1 − 1,m2)q0 − f0(m1 − 1,m2)q0
+f1q1(m1 + 1,m2)− f1q1(m1 + 1,m2) + f1(m1 − 1,m2)q1 − f1(m1 − 1,m2)q1]
= f0D
2
hq0(m1 + 1,m2) + f0D
−1
h q0(m1 + 1,m2)− f0(m1 − 1,m2)D2hq0
−f0(m1 − 1,m2)D−1h q0 + f1D2hq1(m1 + 1,m2) + f1D−1h q1(m1 + 1,m2)
−f1(m1 − 1,m2)D2hq1 − f1(m1 − 1,m2)D−1h q1
= f0(D
2
h +D
−1
h )q0(m1 + 1,m2)− f0(m1 − 1,m2)(D2h +D−1h )q0
+f1(D
2
h +D
−1
h )q1(m1 + 1,m2)− f1(m1 − 1,m2)(D2h +D−1h )q1
+f0(D
2
h +D
−1
h )q0 − f0(D2h +D−1h )q0 + f1(D2h +D−1h )q1 − f1(D2h +D−1h )q1
= h f0(D
2
h +D
−1
h )D
1
hq0 + h (D
−1
h f0)(D
2
h +D
−1
h )q0
+h f1(D
2
h +D
−1
h )D
1
hq1 + h (D
−1
h f1)(D
2
h +D
−1
h )q1 .
Fu¨r die anderen Matrixelemente gilt:
Element rechts oben
D−1h [−f1q0(m1 + 1,m2 + 1) + f1q0] +D−1h [f0q1(m1 + 1,m2 + 1)− f0q1]
= −h f1(D2h +D−1h )D1hq0 − h (D−1h f1)(D2h +D−1h )q0
+h f0(D
2
h +D
−1
h )D
1
hq1 + h (D
−1
h f0)(D
2
h +D
−1
h )q1
Element links unten
D−2h [f0q0(m1 + 1,m2 + 1)− f0q0] +D−2h [f1q1(m1 + 1,m2 + 1)− f1q1]
= h f0(D
1
h +D
−2
h )D
2
hq0 + h (D
−2
h f0)(D
1
h +D
−2
h )q0
+h f1(D
1
h +D
−2
h )D
2
hq1 + h (D
−2
h f1)(D
1
h +D
−2
h )q1
Element rechts unten
D−2h [−f1q0(m1 + 1,m2 + 1) + f1q0] +D−2h [f0q1(m1 + 1,m2 + 1)− f0q1]
= −h f1(D1h +D−2h )D2hq0 − h (D−2h f1)(D1h +D−2h )q0
+h f0(D
1
h +D
−2
h )D
2
hq1 + h (D
−2
h f0)(D
1
h +D
−2
h )q1 .
Wird das Ergebnis wieder in Matrixschreibweise zusammengefasst, dann gilt
D1h
[(
q0(m1 + 1,m2 + 1)− q0 q1(m1 + 1,m2 + 1)− q1
0 0
)(
f0 −f1
f1 f0
)]
= h
[(
(D2h +D
−1
h )D
1
h 0
(D1h +D
−2
h )D
2
h 0
)(
q0 q1
−q1 q0
)](
f0 −f1
f1 f0
)
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+h
[(
D2h +D
−1
h 0
0 0
)(
q0 q1
−q1 q0
)]
(I2D
−1
h )f
+h
[(
0 0
D1h +D
−2
h 0
)(
q0 q1
−q1 q0
)]
(I2D
−2
h )f .
Damit lassen sich die Ergebnisse im folgenden Satz zusammenzufassen, der unmit-
telbar an die diskrete Schro¨dingergleichung anknu¨pft. Erwa¨hnt sei an dieser Stelle,
dass auch Kravchenko in [Kr2] die Theorie von Bers nutzt, um lokal betrachtet ein
vollsta¨ndiges System von Lo¨sungen der Schro¨dingergleichung zu erhalten.
Satz 3.3.6 Es sei q eine Lo¨sung der Gleichung A(q)f = −uf mit
A(q)
=
D1hq0(m1,m2+1)+D−2h q1(m1,m2+1) D1hq1(m1,m2+1)−D−2h q0(m1,m2+1)
D2hq0(m1+1,m2)−D−1h q1(m1+1,m2) D2hq1(m1+1,m2)+D−1h q0(m1+1,m2)

−
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)(
q0 −q1
q1 q0
)
−h
[(
(D2h +D
−1
h )D
1
h 0
(D1h +D
−2
h )D
2
h 0
)(
q0 q1
−q1 q0
)]
−h
[(
D2h +D
−1
h 0
0 0
)(
q0 q1
−q1 q0
)]
(I2D
−1
h )
−h
( 0 0
D1h +D
−2
h 0
) q0 q1
−q1 q0
 (I2D−2h )
und u =
(
u0 u1
u2 u3
)
. Jede Lo¨sung f der diskreten Vekuagleichung D1hf = −qf
ist auch eine Lo¨sung der diskreten Schro¨dingergleichung
−D1hD2hf = −I2 ∆hf = −uf .
Auch die Umkehrung ist mo¨glich:
Ist f eine Lo¨sung der diskreten Schro¨dingergleichung, dann gilt fu¨r q =
(
q0 −q1
q1 q0
)
in der Gleichung D1hf = −qf die Beziehung A(q)f = −uf. Zum Beweis nutzt man
das Assoziativgesetz fu¨r Matrizen und die Beziehung
−uf = −D1hD2hf
= D1h
[(
q0 q1
−q1 q0
) (
f0 −f1
f1 f0
)]
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= D1h
[(
q0(m1 + 1,m2 + 1) q1(m1 + 1,m2 + 1)
−q1 q0
) (
f0 −f1
f1 f0
)]
−D1h
[(
q0(m1 + 1,m2 + 1)− q0 q1(m1 + 1,m2 + 1)− q1
0 0
) (
f0 −f1
f1 f0
)]
=
(
D1hq0(m1,m2+1)+D
−2
h q1(m1,m2+1) D
1
hq1(m1,m2+1)−D−2h q0(m1,m2+1)
D2hq0(m1+1,m2)−D−1h q1(m1+1,m2) D2hq1(m1+1,m2)+D−1h q0(m1+1,m2)
)
f
−
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)[(
q0 −q1
q1 q0
)(
f0 −f1
f1 f0
)]
−D1h
[(
q0(m1 + 1,m2 + 1)− q0 q1(m1 + 1,m2 + 1)− q1
0 0
) (
f0 −f1
f1 f0
)]
= A(q)f .
Abschließend sei noch einmal darauf hinweisen, dass die Gleichung A(q)f = −uf
nur deshalb eine so umfangreiche Struktur hat, weil das Problem der benachbarten
Gitterpunkte zu lo¨sen war. Die letzten drei Summanden im Ausdruck A(q) sind
durch diese Korrektur in den Gitterpunkten entstanden. Sie zeichnen sich alle durch
den Vorfaktor h aus, so dass diese Summanden bei Wahl einer hinreichend kleinen
Schrittweite h vernachla¨ssigbar klein werden.
Neben diesen Zusatztermen approximiert die Differenzengleichung(
D1hq0(m1,m2+1)+D
−2
h q1(m1,m2+1) D
1
hq1(m1,m2+1)−D−2h q0(m1,m2+1)
D2hq0(m1+1,m2)−D−1h q1(m1+1,m2) D2hq1(m1+1,m2)+D−1h q0(m1+1,m2)
)
−
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)(
q0 −q1
q1 q0
)
= −u
eine Differentialgleichung erster Ordnung vom Riccatityp.
Auf der Grundlage der gewa¨hlten Symbolik und speziell der Produktformel aus
dem Lemma 3.3.4 ist es mo¨glich, die diskrete Schro¨dingergleichung bis auf zwei
verbleibende Summanden in Produktform zu schreiben. Dabei soll nicht unmittelbar
vorausgesetzt werden, dass f eine Lo¨sung der diskreten Vekuagleichung D1hf =
−qf ist. Die Resultate werden im folgenden Lemma zusammengefasst:
Lemma 3.3.6 Fu¨r die diskrete Schro¨dingergleichung gilt
I2 ∆hf − uf
= (D1h + q˘)(D2h + q¯) f
−h
 q1(m1,m2+1)[D2hD−2h f0−D1hD−1h f1] −q1(m1,m2+1)[D2hD−2h f1+D1hD−1h f0]
−q1(m1+1,m2)[D1hD−1h f0+D2hD−2h f1] q1(m1+1,m2)[D1hD−1h f1−D2hD−2h f0]

−q˘ [I2(D1h +D−1h )f + 2q0 I2f ]
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mit q˘ =
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)
und q¯ =
(
q0 q1
−q1 q0
)
.
Beweis: Auf Grund der Definition von A(q)f in Satz 3.3.6, der Produktformel in
Lemma 3.3.4 und dem Assoziativgesetz fu¨r Matrizen gilt
I2 ∆hf − uf = I2 ∆hf + A(q)f
= I2 ∆hf +D
1h
[(
q0(m1 + 1,m2 + 1) q1(m1 + 1,m2 + 1)
−q1 q0
) (
f0 −f1
f1 f0
)]
−
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
0 0
)[(
D−1h −D2h
D2h D
−1
h
)(
f0 −f1
f1 f0
)]
−
(
0 0
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)[(
D1h −D−2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)]
−
(
q0(m1,m2 + 1) q1(m1,m2 + 1)
−q1(m1 + 1,m2) q0(m1 + 1,m2)
)[(
q0 −q1
q1 q0
)(
f0 −f1
f1 f0
)]
−D1h
[(
q0(m1 + 1,m2 + 1)− q0 q1(m1 + 1,m2 + 1)− q1
0 0
)(
f0 −f1
f1 f0
)]
.
Unter Beachtung der Beziehung I2 ∆hf = D
1hD2hf ko¨nnen die Ausdru¨cke zusam-
mengefaßt werden zu
I2 ∆hf − uf
= D1h
[(
q0 q1
−q1 q0
) (
f0 −f1
f1 f0
)
+
(
D1h D
2
h
−D−2h D−1h
) (
f0 −f1
f1 f0
)]
−
(
q0(m1,m2+1) q1(m1,m2+1)
0 0
)[(
D−1h −D2h
D2h D
−1
h
)(
f0 −f1
f1 f0
)
+
(
q0 −q1
q1 q0
)(
f0 −f1
f1 f0
)]
−
(
0 0
−q1(m1+1,m2) q0(m1+1,m2)
)[(
D1h −D−2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)
+
(
q0 −q1
q1 q0
)(
f0 −f1
f1 f0
)]
Im folgenden nutzt man die Eigenschaften
(
D−1h −D2h
D2h D
−1
h
)(
f0 −f1
f1 f0
)
=
(
D−1h −D2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)
+
(
0 0
D2h −D−2h D−1h −D1h
)(
f0 −f1
f1 f0
)
=
(
D−1h −D2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)
+
(
0 0
hD2hD
−2
h −hD1hD−1h
)(
f0 −f1
f1 f0
)
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sowie (
D1h −D−2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)
=
(
D−1h −D2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)
+
(
D1h −D−1h −D−2h +D2h
0 0
)(
f0 −f1
f1 f0
)
=
(
D−1h −D2h
D−2h D
1
h
)(
f0 −f1
f1 f0
)
+
(
hD1hD
−1
h hD
2
hD
−2
h
0 0
)(
f0 −f1
f1 f0
)
,
die unmittelbar aus der Definition der Differenzenoperatoren resultieren. Man erha¨lt
I2 ∆hf − uf
= D1h
[(
q0 q1
−q1 q0
) (
f0 −f1
f1 f0
)
+
(
D1h D
2
h
−D−2h D−1h
) (
f0 −f1
f1 f0
)]
−
(
q0(m1,m2+1) q1(m1,m2+1)
−q1(m1+1,m2) q0(m1+1,m2)
)D−1h −D2h
D−2h D
1
h
(f0 −f1
f1 f0
)
+
(
q0 −q1
q1 q0
)(
f0 −f1
f1 f0
)
−
(
q0(m1,m2+1) q1(m1,m2+1)
0 0
) 0 0
hD2hD
−2
h −hD1hD−1h
(f0 −f1
f1 f0
)
−
(
0 0
−q1(m1+1,m2) q0(m1+1,m2)
)[(
hD1hD
−1
h hD
2
hD
−2
h
0 0
)(
f0 −f1
f1 f0
)]
= D1h(q¯f +D2hf)− q˘(D1hf + qf)
− h
 q1(m1,m2+1)[D2hD−2h f0−D1hD−1h f1] −q1(m1,m2+1)[D2hD−2h f1+D1hD−1h f0]
−q1(m1+1,m2)[D1hD−1h f0+D2hD−2h f1] q1(m1+1,m2)[D1hD−1h f1−D2hD−2h f0]

Durch Einfu¨gen einer additiven Null ergibt sich
I2 ∆hf − uf
= D1h(q¯f +D2hf)− q˘(D1hf + qf)− q˘(D2hf + q¯f) + q˘(D2hf + q¯f)
− h
 q1(m1,m2+1)[D2hD−2h f0−D1hD−1h f1] −q1(m1,m2+1)[D2hD−2h f1+D1hD−1h f0]
−q1(m1+1,m2)[D1hD−1h f0+D2hD−2h f1] q1(m1+1,m2)[D1hD−1h f1−D2hD−2h f0]

= (D1h + q˘)(D2hf + q¯f)− q˘(D1hf + qf +D2hf + q¯f)
− h
 q1(m1,m2+1)[D2hD−2h f0−D1hD−1h f1] −q1(m1,m2+1)[D2hD−2h f1+D1hD−1h f0]
−q1(m1+1,m2)[D1hD−1h f0+D2hD−2h f1] q1(m1+1,m2)[D1hD−1h f1−D2hD−2h f0]
 .
Schließlich wird beru¨cksichtigt, dass
D1hf +D2hf = I2 (D
1
h +D
−1
h )f und q + q¯ = 2q0 I2 gilt
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Vermerkt sei, dass in der Darstellungsformel fu¨r I2 ∆hf − uf in Lemma 3.3.6 der
Summand mit dem Vorfaktor h wieder als verschwindend klein betrachtet wer-
den kann. Der Summand −q˘[I2 (D1h + D−1h )f + 2q0 I2 f ] ist durchaus typisch fu¨r
Produktformeln. Erinnert sei hier an die fu¨r Quaternionen geltende Leibnitzformel
D(uv) = (Du)v + u¯(Dv) + 2Re(uD)v mit D = ∂
∂x1
e1 +
∂
∂x2
e2 +
∂
∂x3
e3 (vgl [GS1]).
Dieser Summand verhindert aber insbesondere auch, dass der Schro¨dingeroperator
im Moment vollsta¨ndig faktorisiert werden kann. Mo¨glicherweise kann diese Schwie-
rigkeit in Zukunft u¨berwunden werden, so wie auch im kontinuierlichen Fall die
Faktorisierung des Schro¨dingeroperators mit Hilfe der Operatoren
M q f = f · q und M q f = f¯ · q vollsta¨ndig gelingt.
3.3.5 Diskrete Navier-Stokes-Gleichungen
Die in diesem Abschnitt vorgestellte Methode findet man bereits im Buch [GS1]
der Autoren Gu¨rlebeck und Spro¨ßig. Jedoch beruhen die fru¨heren Darstellungen auf
Differenzenoperatoren, die nicht die Kopplung zwischen Vorwa¨rts- und Ru¨ckwa¨rts-
differenzen nutzen. Diese Kopplung ermo¨glicht aber gerade die Faktorisierung des
Laplaceoperators. Da in der vorliegenden Arbeit alle Gleichungen zusammenha¨ngen
und auf den gleichen Differenzenoperatoren beruhen, sollen die diskreten Navier-
Stokes-Gleichungen nicht ausgelassen werden. Sie sind auch fu¨r zuku¨nftige Unter-
suchungen, beispielsweise Aussagen zu gekoppelten Problemen, von Bedeutung.
Auf der Grundlage des Stokesproblems soll nun eine Mo¨glichkeit zur Lo¨sung der
Navier-Stokes-Gleichungen
−∆hu0(m)+ 1
µ
D1hp(m) +
%
µ
(
u0(m)D
−1
h u0(m) + u1(m)D
−2
h u0(m)
)
=
%
µ
f0(m)
−∆hu1(m)+ 1
µ
D2hp(m) +
%
µ
(
u0(m)D
−1
h u1(m) + u1(m)D
−2
h u1(m)
)
=
%
µ
f1(m)
D−1h u0(m) + D
−2
h u1(m) = 0 (3.33)
u(r) = (0, 0)T
fu¨r alle m ∈ Gh und r ∈ γ−h angegeben werden. Dazu wird das Ausgangsproblem
entsprechend dem folgenden Satz umformuliert. Zur Vereinfachung der Schreibweise
dient die Bezeichnung
Mh0(m) =
%
µ
(
u0(m)D
−1
h u0(m) + u1(m)D
−2
h u0(m)
)
− %
µ
f0(m)
Mh1(m) =
%
µ
(
u0(m)D
−1
h u1(m) + u1(m)D
−2
h u1(m)
)
− %
µ
f1(m).
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Satz 3.3.7 Das Randwertproblem (3.33) ist a¨quivalent zum Problem
u(mh) = (T 2h,M Q
+
h (T
1
h,MMh))(m) +
1
µ
(T 2h,M Q
+
h [0, p ])(m) (3.34)
−(Q+h2 (T 1h,MMh))(m) =
1
µ
(Q+h2[0, p ])(m),
wobei Q+h2 die zweite Zeile in der 2× 2− Matrix zu Q+h bezeichnet und Mh(m) =
(Mh0(m),Mh1(m))
T gilt.
Beweis: Es sei (u, p) eine Lo¨sung des Problems (3.34). Dann gilt
−I2∆hu(m)
= −D1h,MD2h,M
[
(T 2h,MQ
+
h (T
1
h,MMh))(m) +
1
µ
(T 2h,M Q
+
h [0, p ])(m)
]
= −D1h,M
[
(Q+h (T
1
h,MMh))(m) +
1
µ
(Q+h [0, p])(m)
]
= −Mh(m)− 1
µ
[grad+h p](m) .
Ferner gilt
div−h u(m) = div
−
h [ (T
2
h,M Q
+
h (T
1
h,MMh))(m) +
1
µ
(T 2h,M Q
+
h [0, p])(m) ]
= (Q+h2 (T
1
h,MMh))(m) +
1
µ
(Q+h2[0, p])(m) = 0.
Die Randbedingung des Problems (3.33) ist erfu¨llt, da die Lo¨sung des Problems
(3.34) auf Grund der Eigenschaft des Orthoprojektors Q+h von der Gestalt
T 2h,M (D
2
h,Ms)(m) = s(m)− (F 2h,Ms)(m)
mit s0(m), s1(m) ∈ w◦ 12 (Gh) ist. Es sei nun (u, p) eine Lo¨sung des Problems (3.33).
Mit Hilfe der Borel-Pompeiu-Formel erha¨lt man
T 1h,M (I2 ∆hu)(m)=T
1
h,M (D
1
h,M D
2
h,Mu)(m)=D
2
h,Mu(m)− F 1h,M(D2h,Mu)(m).
Durch Anwendung des Operators Q+h gilt
Q+h T
1
h,M (I2 ∆hu)(m)=Q
+
h (D
2
h,Mu)(m)−Q+h F 1h,M(D2h,Mu)(m)=D2h,Mu(m).
Man beachte dabei, dass F 1h,M die Randwerte auf ker D
1
h,M abbildet. Andererseits
folgt aus dem Randwertproblem (3.33)
Q+h T
1
h,M (I2 ∆hu)(m) = Q
+
h (T
1
h,MMh)(m) +
1
µ
Q+h (T
1
h,M (D
1
h,M [0, p ]))(m)
= Q+h (T
1
h,MMh)(m) +
1
µ
(Q+h [0, p ])(m).
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Aus beiden Gleichungen resultiert
D2h,Mu(m) = Q
+
h (T
1
h,MMh)(m) +
1
µ
(Q+h [0, p ])(m).
Schließlich erha¨lt man die erste Gleichung von (3.34) mit Hilfe des Operators T 2h,M
unter nochmaliger Verwendung der Borel-Pompeiu-Formel. Die zweite Gleichung
resultiert aus der Beziehung
0 = div−h u(m) = div
−
h [ (T
2
h,M Q
+
h (T
1
h,MMh))(m) +
1
µ
(T 2h,M Q
+
h [0, p])(m) ]
= Q+h2 (T
1
h,MMh)(m) +
1
µ
(Q+h2[0, p])(m)
Ausgehend von den Gleichungen (3.34) kann das folgende Iterationsverfahren zur
Lo¨sung der Navier-Stokes-Gleichungen (3.33) aufgestellt werden:
un(m) = T 2h,M Q
+
h (T
1
h,MM
n−1
h )(m) +
1
µ
(T 2h,M Q
+
h [0, p
n])(m)
−Q+h2 (T 1h,MMn−1h )(m) =
1
µ
(Q+h2[0, p
n])(m)
mit
Mn−1hj (m)=
%
µ
(
un−10 (m)D
−1
h u
n−1
j (m) + u
n−1
1 (m)D
−2
h u
n−1
j (mh)
)
− %
µ
fj(mh)
fu¨r j = 0, 1, (u00(m), u
0
1(mh))
T ∈ w◦ 12 (Gh) ∩ ker div−h und n = 1, 2, 3, . . . .
Dadurch ist die Lo¨sung des Randwertproblems (3.33) auf die Lo¨sung (un, pn) von
Stokesproblemen fu¨r n = 1, 2, 3, . . . zuru¨ckgefu¨hrt, deren Eindeutigkeit im Satz 3.3.2
bewiesen wurde. Zu zeigen bleibt, dass das Iterationsverfahren gegen die Lo¨sung des
Problems (3.33) konvergiert. Lemma 2.4.4 sowie Lemma 2.4.5 bilden die Grundlage
des Beweises. Folgerung 2.4.1 bezieht sich auf zwei Spezialfa¨lle, die unmittelbar aus
Lemma 2.4.5 folgen. Sie sind von besonderem Interesse fu¨r die weiteren Untersu-
chungen.
Satz 3.3.8 Es sei |f‖lp(Gh) ≤ C4
(
µ
16KC4%
)2
. Fu¨r jede Funktion u0(m) ∈ w◦ 12 (Gh) ∩
ker div−h mit
‖u0‖w12(Gh) ≤
µ
16KC4%
+ Ω und Ω =
√√√√( µ
16KC4%
)2
− ‖f‖lp(Gh)
C4
konvergiert das obige Iterationsverfahren gegen die Lo¨sung der Navier-Stokes-Glei-
chungen (3.33).
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Beweis: Es sei
[grad−h u
n
i ](m) =
(
D−1h u
n
i (m)
D−2h u
n
i (m)
)
, i = 0, 1.
Basierend auf Lemma 2.4.4 und Lemma 2.4.5 definiert man
K = ‖T 2h,M‖[l2(Gh)∩imQ+h ,w12(Gh)]‖T
1
h,M‖[lp(Gh), l2(Gh)].
Betrachtet wird die Differenz un(m)−un−1(m). Indem man (f0(m), f1(m))T durch
(Mh0(m),Mh1(m))
T ersetzt, gilt in Analogie zur Beziehung (3.21)
1
µ
‖Q+h [0, pn−pn−1]‖l2(Gh)∩ imQ+h ≤‖Q
+
h (T
1
h,M [M
n−1
h0 −Mn−2h0 ,Mn−1h1 −Mn−2h1 ])‖l2(Gh)∩ imQ+h .
Unter Beachtung der Eigenschaft
‖Q+h ‖[l2(Gh),l2(Gh)∩imQ+h ] = 1
des Orthoprojektors Q+h folgt aus dem Iterationsverfahren
‖un − un−1‖w12(Gh) ≤ ‖T 2h,M Q+h (T 1h,M [Mn−1h0 −Mn−2h0 ,Mn−1h1 −Mn−2h1 ])‖w12(Gh)
+
1
µ
‖T 2h,M Q+h [0, pn − pn−1]‖w12(Gh)
≤ 2 ‖T 2h,M‖[l2(Gh)∩imQ+h ,w12(Gh)] ‖Q
+
h ‖[l2(Gh),l2(Gh)∩imQ+h ]
· ‖T 1h,M‖[lp(Gh),l2(Gh)] ‖Mn−1h0 −Mn−2h0 ,Mn−1h1 −Mn−2h1 ‖lp(Gh)
≤ 2K ‖Mn−1h0 −Mn−2h0 ,Mn−1h1 −Mn−2h1 ‖lp(Gh).
Mittels a2 + b2 ≤ (|a|+ |b|)2 und der Minkowskischen Ungleichung erha¨lt man
‖Mn−1h0 −Mn−2h0 ,Mn−1h1 −Mn−2h1 ‖lp(Gh)
=
%
µ
( ∑
mh∈Gh
h2
[
(un−1 grad−h u
n−1
0 − un−2 grad−h un−20 )2
+(un−1 grad−h u
n−1
1 − un−2 grad−h un−21 )2
]p/2 )1/p
≤ %
µ
( ∑
mh∈Gh
h2
[
|un−1 grad−h un−10 − un−2 grad−h un−20 |
+|un−1 grad−h un−11 − un−2 grad−h un−21 |
]p )1/p
≤ %
µ
1∑
j=0
‖un−1 grad−h un−1j − un−2 grad−h un−2j ‖lp(Gh)
≤ %
µ
1∑
j=0
[
‖(un−1 − un−2) grad−h un−1j ‖lp(Gh) + ‖un−2 grad−h (un−1j − un−2j )‖lp(Gh)
]
.
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Die beiden Normen auf der rechten Seite haben die Gestalt ‖w grad−h vj‖lp(Gh). Aus
der Ho¨lderschen Ungleichung folgt
‖w grad−h vj‖lp(Gh) ≤ ‖w‖lp q1 (Gh) ‖ grad−h vj‖lp p1 (Gh) mit
1
p1
+
1
q1
= 1.
Betrachtet wird der Spezialfall pp1 = 2. Hier gilt
q := pq1 =
2p
2− p und p =
2q
2 + q
.
Auf Grund der Definition der diskreten Sobolevnorm erha¨lt man fu¨r j = 0, 1
‖w grad−h vj‖lp(Gh) ≤ ‖w‖lq(Gh)
( ∑
mh∈Gh
h2[(D−1h vj)
2 + (D−2h vj)
2]
)1/2
= ‖w‖lq(Gh)
( 2∑
i=1
‖D−ih vj‖2l2(Gh)
)1/2
≤ ‖w‖lq(Gh) ‖v‖w12(Gh).
Ferner soll gezeigt werden, dass fu¨r w ∈ w◦ 12 (Gh) gilt ‖w‖lq(Gh) ≤ C4 ‖w‖w12(Gh). Aus
der Borel-Pompeiu-Formel folgt auf Grund der speziellen Wahl der Randwerte
‖w‖lq(Gh) = ‖T 2h,M (D2h,Mw)‖lq(Gh) mit D2h,Mw ∈ l2(Gh) ∩ im Q+h .
Mit Hilfe von Folgerung 2.4.1 und den a¨quivalenten Umformungen im Beweis von
Lemma 2.4.4 erha¨lt man schließlich
‖T 2h,M (D2h,Mw)‖lq(Gh) ≤ C4 ‖D2h,Mw‖l2(Gh) ≤ C4 ‖w‖w12(Gh).
Als erstes Zwischenergebnis resultiert daraus
‖un − un−1‖w12(Gh) ≤ 4K C4
%
µ
‖un−1 − un−2‖w12(Gh)
(
‖un−1‖w12(Gh) + ‖un−2‖w12(Gh)
)
.
Indem man schließlich Ln = 4K C4
%
µ
( ‖un−1‖w12(Gh) +‖un−2‖w12(Gh)) setzt ergibt sich
‖un − un−1‖w12(Gh) ≤ Ln ‖un−1 − un−2‖w12(Gh).
Wird 0 ≤ ‖un−1‖w12(Gh) ≤ µ16KC4% + Ω mit
Ω =
√√√√( µ
16KC4%
)2
− ‖f‖lp(Gh)
C4
und ‖f‖lp(Gh) ≤ C4
(
µ
16KC4%
)2
vorausgesetzt, so folgt aus dem Iterationsverfahren in Analogie zu den obigen Be-
weisschritten
‖un‖w12(Gh) ≤ 2K
%
µ
( ∑
mh∈Gh
h2
[
(un−1grad−h u
n−1
0 −f0)2+(un−1grad−h un−11 −f1)2
]p/2 )1/p
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≤ 2K %
µ
1∑
j=0
[
‖un−1 grad−h un−1j ‖lp(Gh) + ‖f‖lp(Gh)
]
≤ 4KC4 %
µ
‖un−1‖2w12(Gh) + 4K
%
µ
‖f‖lp(Gh)
≤ 4KC4 %
µ
[(
µ
16KC4%
+ Ω
)2
+
‖f‖lp(Gh)
C4
]
= 4KC4
%
µ
[(
µ
16KC4%
)2
+
µΩ
8KC4%
+ (Ω)2 +
‖f‖lp(Gh)
C4
]
≤ µ
64KC4%
+
Ω
2
+ 4KC4
%
µ
(
µ
16KC4%
)2
≤ 1
2
(
µ
16KC4%
+ Ω
)
.
Auf Grund der Ungleichung
Ln+1 = 4K C4
%
µ
( ‖un‖w12(Gh) + ‖un−1‖w12(Gh)) ≤ 4K C4
%
µ
3
2
(
µ
16KC4%
+ Ω
)
≤ 6KC4 %
µ
(
2
µ
16KC4%
)
=
3
4
< 1
fu¨r alle n ≥ 1 kann der Banachsche Fixpunktsatz angewendet werden und die
Behauptung des Satzes ist bewiesen
Da es auch in der klassischen Theorie ein a¨hnliches Iterationsverfahren gibt, besteht
die Mo¨glichkeit, die Differenz zwischen der diskreten und der kontinuierlichen Lo¨sung
der Navier-Stokes Gleichungen abzuscha¨tzen, indem man die jeweiligen Ausdru¨cke
im gleichen Iterationsschritt untersucht. Auf Grund dessen, dass auf die klassische
Theorie der Navier-Stokes Gleichungen in dieser Arbeit nicht weiter eingegangen
wurde und insbesondere die Eigenschaften der klassischen Operatoren nicht erwa¨hnt
wurden, soll an dieser Stelle auf eine detaillierte Untersuchung verzichtet werden.
Verwiesen sei jedoch auf das Buch [GS2] und den Artikel [FGHK], wobei zu beachten
ist, dass in [GS2] mit anderen Differenzenoperatoren gearbeitet wird und im Artikel
[FGHK] Dirac-Operatoren im unbeschra¨nkten Gebiet betrachtet werden.
3.3.5.1 Potential- und Stromfunktionen
Ausgehend von einem Spezialfall der Navier-Stokes-Gleichungen im ebenen Fall wer-
den nun diskrete Potential- und Stromfunktionen berechnet. Dabei spielen funk-
tionentheoretische Methoden fu¨r Gitterfunktionen eine wesentliche Rolle. Der ent-
scheidende Vorteil der diskreten Theorie liegt darin, dass nicht nur wichtige alge-
braische Eigenschaften im Modell enthalten sind, sondern die entwickelten Formeln
auch direkt fu¨r numerische Berechnungen genutzt werden ko¨nnen. Anhand von zwei
numerischen Beispielen wird die Anwendbarkeit der Methode bei der Berechnung
von Stromlinien gezeigt.
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Als Ausgangspunkt wird zuna¨chst der kontinuierliche Fall betrachtet.
Es sei x = (x1, x2). Die stationa¨ren Navier-Stokes Gleichungen haben die Gestalt
%
(
u0
∂u0
∂x1
+ u1
∂u0
∂x2
)
= %f0(x) + µ
(
∂2u0
∂x21
+
∂2u0
∂x22
)
− ∂p
∂x1
%
(
u0
∂u1
∂x1
+ u1
∂u1
∂x2
)
= %f1(x) + µ
(
∂2u1
∂x21
+
∂2u1
∂x22
)
− ∂p
∂x2
, (3.35)
wobei in Analogie zum Abschnitt 3.3.1 % die Dichte, µ die Viskosita¨t, p den Druck,
f0 und f1 die Vektorkomponenten der a¨ußeren Kra¨fte und u0 und u1 die Geschwin-
digkeitskomponenten des fließenden Mediums bezeichnen. Untersucht wird hier der
reibungslose Fall µ = 0. Gleichzeitig sei f0(x) = f1(x) = 0. Zuna¨chst soll der Druck
aus den Gleichungen (3.35) eliminiert werden. Aus der Beziehung
∂
∂x1
(
u0
∂u1
∂x1
+ u1
∂u1
∂x2
)
− ∂
∂x2
(
u0
∂u0
∂x1
+ u1
∂u0
∂x2
)
= 0 folgt
∂u1
∂x1
(
∂u0
∂x1
+
∂u1
∂x2
)
− ∂u0
∂x2
(
∂u0
∂x1
+
∂u1
∂x2
)
+ u0
∂
∂x1
(
∂u1
∂x1
− ∂u0
∂x2
)
+ u1
∂
∂x2
(
∂u1
∂x1
− ∂u0
∂x2
)
= 0. (3.36)
Auf Grund des Massenerhaltungssatzes gilt fu¨r ebene, imkompressible Fluide die
Kontinuita¨tsgleichung
∂u0
∂x1
+
∂u1
∂x2
= 0 . (3.37)
Aus (3.36) und (3.37) folgt
∂u1
∂x1
− ∂u0
∂x2
= 0 , (3.38)
so dass zur Bestimmung der Geschwindigkeitskomponenten u0 und u1 die Glei-
chungen (3.37) und (3.38) genutzt werden ko¨nnen. Es sei vermerkt, dass die Be-
dingung µ = 0 entfallen kann, da durch Differentiation von (3.38) nach x2 und
Differentiation von (3.37) nach x1 folgt
∆u0 =
∂2u0
∂x21
+
∂2u0
∂x22
= 0.
Analog erha¨lt man ∆u1 = 0 durch Differentiation von (3.38) nach x1 und Differen-
tiation von (3.37) nach x2. Aus dem Ansatz
u0 =
∂Φ
∂x1
=
∂Ψ
∂x2
u1 =
∂Φ
∂x2
= − ∂Ψ
∂x1
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resultiert fu¨r die Potentialfunktion Φ(x1, x2)
∂u1
∂x1
− ∂u0
∂x2
=
∂2Φ
∂x1 ∂x2
− ∂
2Φ
∂x1 ∂x2
= 0
∂u0
∂x1
+
∂u1
∂x2
= ∆Φ = 0
und fu¨r die Stromfunktion Ψ(x1, x2)
∂u1
∂x1
− ∂u0
∂x2
= −∆Ψ = 0
∂u0
∂x1
+
∂u1
∂x2
=
∂2Ψ
∂x1 ∂x2
− ∂
2Ψ
∂x1 ∂x2
= 0.
Zwischen Potentialfunktion Φ(x1, x2) und Stromfunktion Ψ(x1, x2) gelten die Cau-
chy–Riemannschen Differentialgleichungen
∂Φ
∂x1
= u0 =
∂Ψ
∂x2
und
∂Φ
∂x2
= u1 = − ∂Ψ
∂x1
.
Ausgehend von den Beziehungen im kontinuierlichen Fall soll nun eine Mo¨glichkeit
der Diskretisierung vorgestellt werden, deren Ziel es ist, Potential- und Stromfunk-
tion mit Hilfe der diskreten Cauchy–Riemann-Gleichungen numerisch berechnen zu
ko¨nnen. Im Mittelpunkt steht die Visualisierung von Stromlinien, die sich durch die
Eigenschaft Ψ = konstant auszeichnen.
Betrachtet wird dazu ein gleichma¨ßiges Gitter der Schrittweite h mit den Gitter-
punkten x = (x1, x2) = (lh, kh), l, k ∈ Z . Mittels Vorwa¨rts- und Ru¨ckwa¨rtsdiffe-
renzen kann das System (3.35) in der Form
%(u0(l, k)D
1
h u0(l, k − 1) + u1(l, k)D2h u0(l, k − 1))
= %f0(l, k) + µ(D
−1
h D
1
hu0(l, k) +D
−2
h D
2
hu0(l, k))−D1h p(l, k)
%(u0(l, k)D
1
h u1(l − 1, k) + u1(l, k)D2h u1(l − 1, k))
= %f1(l, k) + µ(D
−1
h D
1
hu1(l, k) +D
−2
h D
2
hu1(l, k))−D2h p(l, k)
diskretisiert werden. Eine geringfu¨gige Vereinfachung dieses Systems wird durch die
Beziehungen
D2h u0(l, k − 1) = D−2h u0(l, k) beziehungsweise
D1h u1(l − 1, k) = D−1h u1(l, k)
erzielt. Folglich werden im Vergleich zum Problem (3.33) nur an zwei Stellen Vor-
wa¨rtsableitungen statt Ru¨ckwa¨rtsableitungen betrachtet. In Analogie zum kontinu-
ierlichen Fall wird auch hier der Spezialfall µ = 0 sowie f0(l, k) = f1(l, k) = 0
betrachtet und der Druck eliminiert. Aus der Gleichung
−D2h (u0(l, k)D1h u0(l, k − 1) + u1(l, k)D2h u0(l, k − 1))
+ D1h (u0(l, k)D
1
h u1(l − 1, k) + u1(l, k)D2h u1(l − 1, k)) = 0
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folgt
−D2h u0(l, k) (D1h u0(l, k) +D2h u1(l, k))
+ D1h u1(l, k) (D
1
h u0(l, k) +D
2
h u1(l, k))
+ u0(l, k)D
1
h(D
−1
h u1(l, k)−D−2h u0(l, k))
+ u1(l, k)D
2
h(D
−1
h u1(l, k)−D−2h u0(l, k)) = 0,
wobei
D1h u0(l, k) +D
2
h u1(l, k) = 0
die Kontinuita¨tsgleichung (3.37) und
D−1h u1(l, k)−D−2h u0(l, k) = 0
die Gleichung (3.38) approximieren.
Da bei diesen Gleichungen nur auf den Gitterpunkt (l, k) Bezug genommen wird,
soll das Argument zur Vereinfachung der Formeln in Zukunft weggelassen werden.
Auch im diskreten Fall kann die Bedingung µ = 0 entfallen, denn es gilt
D−1h (D
1
h u0 +D
2
h u1) = 0 (I)
D2h (D
−1
h u1 −D−2h u0) = 0. (II)
Durch Subtraktion der Gleichung (II) von (I) erha¨lt man
D−1h D
1
h u0 +D
−2
h D
2
h u0 = ∆h u0 = 0.
Analog gilt
D−2h (D
1
h u0 +D
2
h u1) = 0 (III)
D1h (D
−1
h u1 −D−2h u0) = 0 (IV )
und aus der Addition von (III) und (IV) folgt ∆h u1 = 0. Aus dem Ansatz
u0 = D
−1
h Φh = D
2
h Ψh und u1 = D
−2
h Φh = −D1h Ψh
resultieren folgende Eigenschaften der diskreten Potentialfunktion Φh
D−1h u1 −D−2h u0 = D−1h D−2h Φh −D−2h D−1h Φh = 0
D1h u0 +D
2
h u1 = D
1
hD
−1
h Φh +D
2
hD
−2
h Φh = ∆h Φh = 0,
wa¨hrend fu¨r die diskrete Stromfunktion Ψh gilt
D−1h u1 −D−2h u0 = −D−1h D1h Ψh −D−2h D2h Ψh = −∆h Ψh = 0
D1h u0 +D
2
h u1 = D
1
hD
2
h Ψh −D2hD1h Ψh = 0.
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Der obige Ansatz mit der diskreten Potential- und Stromfunktion kann auch in der
Form
D 1h,M
(
Φh
Ψh
)
=
(
0
0
)
geschrieben werden. Damit ist der direkte Bezug zu den diskreten Cauchy–Riemann-
Gleichungen im Kapitel 2 hergestellt und alle Eigenschaften dieser Operatoren ko¨nnen
genutzt werden. In den folgenden numerischen Beispielen spielt vor allem der Ein-
deutigkeitssatz 2.3.5 eine wesentliche Rolle.
3.3.5.2 Numerische Resultate
Um die Qualita¨t der numerischen Ergebnisse mittels Fehleranalyse beurteilen zu
ko¨nnen, wurden zwei Beispiele ausgewa¨hlt, bei denen die Stromlinien auch analytisch
berechnet werden ko¨nnen.
Beispiel 1: Zu berechnen sind die Stromlinien fu¨r die ebene Staupunktstro¨mung
mit der Potentialfunktion
Φ(x1, x2) =
1
2
a (x21 − x22).
Auf Grund des Ansatzes
u0 =
∂Φ
∂x1
und u1 =
∂Φ
∂x2
gilt u0(0, 0) = u1(0, 0) = 0. Aus der Beziehung
∂Ψ
∂x1
dx1 +
∂Ψ
∂x2
dx2 = 0
und dem Ansatz mit der Potentialfunktion fu¨r die Geschwindigkeitskomponenten
u0 und u1 folgt
− ∂Φ
∂x2
dx1 +
∂Φ
∂x1
dx2 = a x2 dx1 + a x1 dx2 = 0.
Mittels Integration ergibt sich fu¨r die Stromlinien x1 x2 = konstant (Abb. 5.1).
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Abbildung 5.1
Verlauf der Strom-
linien im Beispiel 1
kontinuierlicher Fall
Im Spezialfall a = 1 wurde folgendes Cauchy-Riemann-Problem zur Berechnung
der Stromfunktion Ψh im Quadrat mit den Eckpunkten (0, 0), (1.5, 0), (1.5, 1.5)
und (0, 1.5) gelo¨st:
D 1h,M
(
Φh(m)
Ψh(m)
)
=
(
0
0
)
∀m ∈ Gh
Φh(rh) =
1
2
((r1h)
2 − (r2h)2) ∀ rh ∈ γ−h
Ψh(m
∗h) = (m∗1h)(m
∗
2h) mit m
∗
1 = m
∗
2 = 1.
Nach dem Eindeutigkeitssatz 2.3.5 ist die Lo¨sung des Cauchy-Riemann-Problems
durch die Vorgabe von Ψh im Punkt m
∗h eindeutig bestimmt. Den berechneten
Approximationsfehler der Stromfunktion in der l2-Norm und c-Norm findet man in
Tabelle 5.1.
Schrittweite h 7.8125E-3
Anzahl Randgitterpunkte 764
Anzahl innerer Gitterpunkte 36481
l2-Norm des Fehlers von Ψh in Gh
absoluter Fehler 9.3525E-3
relativer Fehler 8.3787E-3
c-Norm des Fehlers von Ψh in Gh
absoluter Fehler 1.1596E-2
Tabelle 5.1
Approximationsfehler
der Stromfunktion im
Beispiel 1
Zusa¨tzlich ist in Abbildung 5.2 das Stromlinienverhalten von Ψh graphisch darge-
stellt. Dabei kommt der enge Zusammenhang zwischen den analytisch berechneten
Stromlinien in Abbildung 5.1 und dem numerisch bestimmten Verhalten der Strom-
linien in Abbildung 5.2 sehr deutlich zum Ausdruck.
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Abbildung 5.2 Stromlinienverlauf im Beispiel 1, diskreter Fall
Beispiel 2: Als Ausgangspunkt wird die komplexe Funktion
F (z) =
a
n
zn
betrachtet, wobei a und n reelle Konstanten sind. Man zerlegt F (z) in Real- und
Imagina¨rteil mit F (z) = F (x1 + ix2) = Φ(x1, x2)+ iΨ(x1, x2) und fu¨hrt andererseits
Polarkoordinaten z = r eiϕ ein, aus denen die Darstellung
F (z) =
a
n
rn ei nϕ =
a
n
rn (cos(nϕ) + i sin(nϕ))
resultiert. Daraus ergeben sich fu¨r die Potentialfunktion und Stromfunktion die Be-
ziehungen
Φ(r, ϕ) =
a
n
rn cos(nϕ) und Ψ(r, ϕ) =
a
n
rn sin(nϕ).
Das Stromlinienverhalten im Spezialfall n = 2
3
und a = 1 ist in Abbildung 5.3
dargestellt.
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Abbildung 5.3
Verlauf der Stromlinien im Beispiel 2, kontinuierlicher Fall
Zur Berechnung der diskreten Stromfunktion Ψh im Quadrat mit den Eckpunk-
ten (−.15,−.15), (1.1,−.15), (1.1, 1.1) und (−.15, 1.1) wurde folgendes Cauchy-
Riemann-Problem gelo¨st:
D1h,M
(
Φh(m)
Ψh(m)
)
=
(
0
0
)
∀m ∈ Gh
Φh(rh) =
3
2
((r1h)
2 + (r2h)
2)1/3 cos
(
2
3
arctan
(
r2h
r1h
))
∀ rh ∈ γ−h
Ψh(m
∗h) =
3
2
((m∗1h)
2 + (m∗2h)
2)1/3 sin
(
2
3
arctan
(
m∗2h
m∗1h
))
mit m∗1 = m
∗
2 = 1.
In Tabelle 5.2 ist der Approximationsfehler der Stromfunktion Ψh in der l2-Norm
angegeben.
Schrittweite h 7.8125E-3
Anzahl Randgitterpunkte 636
Anzahl innerer Gitterpunkte 25281
l2-Norm des Fehlers von Ψh in Gh
absoluter Fehler 6.6273E-1
relativer Fehler 7.6731E-1
Tabelle 5.2
Approximationsfehler
der Stromfunktion im
Beispiel 2
Im Vergleich zum Beispiel 1 ist bei diesen Berechnungen ein qualitativ gro¨ßerer
Approximationsfehler aufgetreten. Dieses Beispiel wurde ausgewa¨hlt, da es im kon-
tinuierlichen Fall mit Hilfe von Polarkoordinaten einfach ist, die Stromlinien zu
berechnen. Andererseits wird das Problem mit Hilfe von Differenzenableitungen ap-
proximiert, die fu¨r kartesische Koordinaten definiert sind. Diese Schwierigkeit kommt
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beim Approximationsfehler deutlich zum Ausdruck. Dennoch spiegeln die in Abbil-
dung 5.4 dargestellten Stromlinien der Funktion Ψh das Verhalten der Stromlinien
in Abbildung 5.3 in u¨berzeugender Weise wieder.
Abbildung 5.4 Stromlinienverlauf im Beispiel 2, diskreter Fall
Kapitel 4
Elementare Funktionen in der
Quaternionenanalysis -
Ein Ausblick auf die mo¨gliche
Erweiterung der Theorie
In den Kapiteln 2 und 3 werden Sachverhalte untersucht, bei denen die Theorie
im kontinuierlichen Fall weit entwickelt ist. Damit ist der Grundstein gelegt, um
nach diskreten Methoden zu suchen, die einerseits wichtig fu¨r die numerischen Rea-
lisierung sind, andererseits aber auch eine gezielte Fehleranalyse ermo¨glichen. Beim
Versuch, die diskrete Theorie weiter auszubauen, wurde jedoch festgestellt, dass auch
im kontinuierlichen Fall auf dem Gebiet der Quaternionenanalysis noch Funktionen
genauer zu untersuchen sind, um wichtige Eigenschaften herauszuarbeiten. Ein Bei-
spiel dafu¨r sind die am Ende von Abschnitt 3.2.1 diskutierten Vekuagleichungen
im quaternionischen Fall. Will man hier die Theorie im Hinblick auf das A¨hnlich-
keitsprinzip weiter ausbauen, stellt sich die Frage, welche Anforderungen man im
hyperkomplexen Fall an eine Exponentialfunktion stellt. Erfreulicherweise kann im
Abschnitt 4.1 eine hyperkomplexe Exponentialfunktion vorgestellt werden, die die
bisherigen U¨berlegungen in eine ganz neue Richtung lenkt. Nachdem diese Herange-
hensweise zuna¨chst prinzipiell abgelehnt wurde, ist sie dennoch in recht kurzer Zeit
von mehreren Autoren aufgegriffen und weiterentwickelt worden. Im Abschnitt 4.2
folgen einige Ausfu¨hrungen zur Sinus- und Cosinusfunktion im ho¨herdimensionalen
Fall. Im Abschnitt 4.3 sollen erste Ansa¨tze im Hinblick auf eine hyperkomplexe Fou-
riertransformation vorgestellt werden, die auf den U¨berlegungen im Abschnitt 4.1
und 4.2 aufbauen. Gerade das letzte Gebiet ist ein hochmodernes Forschungsgebiet,
auf dem es viele verschiedene Herangehensweisen gibt. In der aktuellen Forschung
wird beispielsweise der Zusammenhang zwischen der quaternionischen Fouriertrans-
formation, die im quaternionischen Bereich angewendet wird und der auf reelle Si-
gnale bezogenen Fouriertransformation hergestellt (siehe [Hi]). Stellvertretend seinen
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an dieser Stelle auch die Arbeiten von [Ell] und [BHS] genannt, wobei man speziell
in der Arbeit [BHS] einen genauen U¨berblick u¨ber den historischen Verlauf findet.
Bei den verschiedenen Zuga¨ngen sind verschiedene Eigenschaften der Exponential-
funktion von Interesse und immer dann, wenn andere Schwerpunkte gesetzt werden,
a¨ndern sich auch die Anforderungen an die Fouriertransformation.Die hier vorge-
stellten Resultate sind als ausbaufa¨hige Anregungen zu verstehen, die auf den in
dieser Arbeit geschaffenen Grundlagen beruhen. Das Hauptaugenmerk im Kapitel
4 wird auf der Theorie monogener Funktionen liegen, um einige der grundlegenden
Ideen u¨bertragen zu ko¨nnen.
4.1 Hyperkomplexe Exponentialfunktion
4.1.1 Problemstellung und historische Einordnung
Zuna¨chst soll auf einige wichtige Begriffe aus der Clifford- Algebra eingegangen
werden. Danach werden die Eigenschaften formuliert, welche die hier angestrebte
hyperkomplexe Exponentialfunktion erfu¨llen soll. Abschließend soll das Problem hi-
storisch eingeordnet und von einer Vielzahl bereits bekannter Resultate abgegrenzt
werden.
Es sei e1, . . . , en die Orthonormalbasis des IR
n. Die Clifford- Algebra C`0,n ist die
freie Algebra u¨ber IRn, die modulo der Relation
x2 = −|x|2e0,
aufgebaut wird. Dabei ist e0 das Einselement in C`0,n. In der Algebra C`0,n gelten
die nichtkommutativen Multiplikationsregeln
eiej + ejei = −2δije0,
wobei mit δij das Kroneckersymbol bezeichnet wird. Jedes Element x aus IR
n kann
in der Form
x =
n∑
i=1
xiei
dargestellt werden. Auf diese Weise wird der Euklidische Raum IRn mit dem Raum∧1C`0,n identifiziert, der aus allen Vektoren aus C`0,n besteht. Ebenso identifiziert
man IRn+1 mit
∧0C`0,n ⊕ ∧1C`0,n, dem Raum aller Paravektoren in C`0,n.
Im folgenden werden Funktionen f : IRn+1 7→ C`0,n betrachtet. Diese Funktionen
ko¨nnen in der Form
f =
∑
A⊂{1,...,n}
eAfA
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mit reellen KoordinatenfA geschrieben werden. Dabei sei Scf = f∅ der Realteil
von f und ~f =
∑n
i=1 eifi der vektorielle Anteil von f . Mengen differenzierbarer
Funktionen f ∈ Ck(IRn+1, C`0,n), k ∈ IN ∪ {0}, ko¨nnen sowohl koordinatenweise als
auch direkt betrachtet werden. Diese Mengen sind C`0,n-bi-Module. Im Spezialfall
n = 2 identifiziert man wie u¨blich C`0,2 mit den Quaternionen IH und arbeitet in
rechts- bzw. linkslinearen Vektorra¨umen.
Es sei D = ∂
∂x0
+
∑n
i=1 ei
∂
∂xi
der verallgemeinerte Cauchy-Riemann-Operator und
D = ∂
∂x0
− ∑ni=1 ei ∂∂xi der dazu adjungierte Operator. Diese Operatoren sind hy-
perkomplexe Analoga zu den komplexen Cauchy-Riemann-Operatoren ∂
∂z
bzw. ∂
∂z
.
Auch im ho¨herdimensionalen Fall gilt DD = ∆n+1, wobei mit ∆n+1 der Laplace-
operator u¨ber dem IRn+1 bezeichnet wird. Im folgenden wird mitunter auch auf den
Dirac-Operator D = ∑ni=1 ei ∂∂xi mit D2 = −∆n Bezug genommen.
Man nennt eine Funktion f : Ω 7→ C`0,n, Ω ⊆ IRn+1 linksmonogen, wenn fu¨r jedes
x ∈ Ω die Gleichung (Df)(x) = 0 erfu¨llt ist. Auf analoge Weise werden rechts-
monogene Funktionen definiert. Wesentliche Eigenschaften des verallgemeinerten
Cauchy-Riemann-Operators, des Dirac-Operators sowie der linksmonogenen Funk-
tionen findet man in [BDS] und [GS2].
Im Hinblick auf die Exponentialfunktion wird eine hyperkomplexe Ableitung der
monogenen Funktionen beno¨tigt. Indem die entsprechenden Resultate fu¨r quater-
nionenwertige Funktionen aus [Sud] und [MS] verallgemeinert wurden, konnte in
[GM] gezeigt werden, dass 1
2
D als eine solche Ableitung monogener Funktionen im
IRn+1 fu¨r beliebiges n aufgefasst werden kann.
Gesucht wird im folgenden nach einer Exponentialfunktion, die monogen ist, keine
Nullstellen besitzt und die reelle Exponentialfunktion exp(x0) auf den Fall IR
n+1
erweitert. Bezu¨glich x1, ..., xn soll diese Funktion periodisch sein. Schließlich soll sie
mit ihrer Ableitung u¨bereinstimmen und somit die Differentialgleichung
1
2
D EXP(x0, ..., xn) = EXP(x0, ...xn) (4.1)
erfu¨llen.
Begonnen wird im Abschnitt 4.1.2 mit der Konstruktion einer Exponentialfunktion
im Raum IR3. Zusa¨tzlich zu diesem Fall der paravektorwertigen Funktionen in C`0,2
wird im Abschnitt 4.1.3 der Fall quaternionenwertiger Funktionen, definiert im IR4,
betrachtet. Da sich dieser Fall von der Situation im IR3 und auch vom allgemeinen
Fall paravektorwertiger Funktionen unterscheidet, wird das allgemeine Ergebnis fu¨r
n > 3 ( f : IRn+1 7→ ∧0C`0,n ⊕ ∧1C`0,n) im Abschnitt 4.1.4 vorgestellt.
Im folgenden wird ein historischer U¨berblick gegeben, um die gesuchte Exponential-
funktion mit den oben beschriebenen Eigenschaften gezielt einordnen zu ko¨nnen:
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Erste Schritte, um die Eigenschaft der Monogenita¨t elementarer Funktionen ausge-
hend von der komplexen Analysis zu erzielen, gehen auf Fueter zuru¨ck (siehe [Fue1],
[Fue2] und [Fue3]). Grundidee dieser Arbeiten war die Einfu¨hrung einer Abbildung
der komplex analytischen Funktionen auf monogene Funktionen. Wendet man diese
Methode auf die komplexe Exponentialfunktion ez an, so erha¨lt man eine erste Ver-
allgemeinerung. Diese Idee wurde spa¨ter von vielen Autoren weiterentwickelt (siehe
beispielsweise die Arbeiten [Sce], [Sud], [Ma], [Som1], [Som2], [Lou] und [JS]). Einen
umfassenden U¨berblick dazu findet man in der Arbeit [Spr1], wo solche Ideen ge-
nutzt werden, um mit Hilfe der Fueter-Sce-Methode radial monogene Funktionen
zu konstruieren. Insbesondere ist in dieser Arbeit auch eine Exponentialfunktion
enthalten.
Durch Erweiterung der Idee der konjugiert harmonischen Funktionen aus der kom-
plexen Analysis wird in [Sud] gezeigt, dass ausgehend von einer gegebenen reellwer-
tigen harmonischen Funktion mit Hilfe der Beziehung
f(q) = u(q) + 2 Vec
1∫
0
s2Du(sq)q ds, q = q0e0 + q1e1 + q2e2 + q3e3
eine monogene Funktion konstruiert werden kann. Diese Herangehensweise wurde ge-
nutzt, um Verallgemeinerungen reellwertiger elementarer Funktionen wie beispiels-
weise der Logarithmus- und Tangensfunktion zu definieren.
Ein anderer Zugang basiert auf Erweiterungen. Unter der Voraussetzung, dass eine
holomorphe Funktion im IR2 oder eine monogene Funktion im IRn (n > 2) gegeben
ist, wird nach einer monogenen Erweiterung dieser Funktion in den Raum IRn+1
gesucht. Diese Idee basiert auf der Cauchy-Kowalewski-Erweiterung und wird bei-
spielsweise in den Artikeln [Som1] und [Som2] sowie im Buch [BDS] ausfu¨hrlich
beschrieben.
Als einen durchaus natu¨rlichen Zugang kann man die Definition einer verallgemei-
nerten Exponentialfunktion mit Hilfe ihrer Potenzreihenentwicklung ansehen. Dies
wird in der Arbeit [GS2] sowie in vielen anderen Quellen deutlich. Allerdings sind
auf Grund der nichtkommutativen Multiplikation in der Clifford- Algebra Cl0,n die
Potenzen der Vektoren bzw. Paravektoren x nicht monogen und auch die daraus
resultierende Exponentialfunktion ist nicht monogen.
Im Raum IR4 existieren verschiedene weitere Ideen. In der Arbeit [Ronn] wird das
Konzept der bikomplexen Zahlen genutzt, um die komplexe Analysis auf den IR4 zu
verallgemeinern. Auch eine Exponentialfunktion wird durch
e(x0, x1, x2, x3) = e
x0(cosx1 cosx2 coshx3 + sinx1 sinx2 sinhx3 (4.2)
+i ex0(sinx1 cosx2 coshx3 − cosx1 sinx2 sinhx3)
+j ex0(cosx1 sinx2 coshx3 − sinx1 cosx2 sinhx3)
+k ex0(sinx1 sinx2 coshx3 + cosx1 cosx2 sinhx3)
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beschrieben.
Wie bereits erwa¨hnt steht bei der Suche nach einer Exponentialfunktion immer die
Frage im Mittelpunkt, welche Eigenschaften diese besitzen soll. Zuna¨chst soll sie mo-
nogen sein. Die Definition der Exponentialfunktion u¨ber eine Funktionalgleichung
basiert auf der Eigenschaft exp (x+ y) = exp(x) exp(y). Es ist unschwer einzusehen,
dass innerhalb der Theorie der Clifford- Analysis diese Eigenschaft nicht fu¨r allge-
meine Argumente gelten wird. Eine ausfu¨hrliche Antwort auf diese Fragen findet
man in [GN1]. Schra¨nkt man die Exponentialfunktion aus dem IRn+1 ein, so er-
wartet man, dass sie die reelle Exponentialfunktion ex erweitert und (falls mo¨glich)
fu¨r n = 1 U¨bereinstimmungen mit der komplexen Funktion ez zeigt. Die Exponen-
tialfunktion sollte ferner u¨berall verschieden von Null sein und im ”Imagina¨rteil”
periodisch. Ein interessantes Beispiel ist die Funktion
exp(x) = ex1+···+xn [ cos(x0
√
n)e0 + (− 1√
n
(e1 + · · ·+ en))) sin(x0
√
n)]
aus [Som1, BDS]. Sie wurde konstruiert durch monogene Erweiterung der Funktion
exp(~x) = ex1+···+xn . Hinsichtlich ihrer Eigenschaften gilt exp(0) = 1, sie besitzt keine
Nullstellen und erweitert die reelle Exponentialfunktion. Daru¨ber hinaus ist sie die
einzige verallgemeinerte Exponentialfunktion, die der Bedingung
exp(x+ y) = exp(x) ∗ exp(y)
genu¨gt. Dabei kommt die Tatsache zum Tragen, dass es im Prinzip nur eine ima-
gina¨re Einheit gibt. Auch hier sei auf die Arbeit [GN1] verwiesen. Nicht erfu¨llt ist die
Differentialgleichung (4.1) und die Periodizita¨tseigenschaft in Imagina¨rteilrichtung.
U¨brigens erfu¨llen alle bisher kommentierten Exponentialfunktionen die Periodizi-
ta¨tsbedingung nicht, denn sowohl die durch Erweiterung entstandenen Funktionen
als auch die in [Ronn] betrachtete Funktion zeigen wenigstens in einer Imagina¨rteil-
richtung ein exponentielles Verhalten. In [Spr1] wird eine radial monogene Funktion
EXPk (x) , n = 2k + 1 im IR
n+1 beschrieben, die fu¨r k = 1 die Gestalt
EXP1 (x) = e
x0
[
sin |x|
|x| + w
(
sin |x| − |x| cos |x|
|x|2
)]
besitzt mit x = x1e1 + x2e2 + x3e3 und der variablen imagina¨ren Einheit ω =
x
|x| .
Diese Funktion entha¨lt keinen Exponenten in Bezug auf x1, x2, x3, aber strebt in
allen imagina¨ren Richtungen gegen Null. Im Hinblick auf die Anforderungen an eine
Exponentialfunktion als wichtiger Bestandteil einer verallgemeinerten Fouriertrans-
formation wird hier nach einer Exponentialfunktion gesucht, die im Unendlichen
nicht verschwindet.
Eine wichtige Eigenschaft der reellen und komplexen Exponentialfunktion besteht
darin, dass sie Lo¨sung der Differentialgleichung
f ′ = f, f(0) = 1 (4.3)
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ist. Betrachtet man die hyperkomplexe Ableitung 1
2
D, wie sie in [Sud], [MS] und
[GM] eingefu¨hrt wurde, so wird nach einer monogenen Exponentialfunktion gesucht,
welche die Gleichung
1
2
Df = f, f (0) = 1 (4.4)
erfu¨llt. Die bekannten Exponentialfunktionen, die durch die Cauchy-Kowalewski-
Erweiterung entstehen, erfu¨llen die Gleichung (4.4) nicht. Diese Aussage trifft auch
auf die Funktion
f (x, y, z, w) = ex (cos y + i sin y) (cos z + j sin z) (cosw + k sinw)
aus der Arbeit [Som2] zu. Hingegen erfu¨llt die EXP1-Funktion, die in [Spr1] betrach-
tet wird, die Differentialgleichung (4.4) und sie besitzt zusa¨tzlich die Eigenschaft
1
2
D EXP1 (λx) = λ EXP1 (λx) , (4.5)
aber nur fu¨r reelle Zahlen λ. Um die Mo¨glichkeit offen zu lassen, auch (gewo¨hnliche)
Differentialgleichungen bezu¨glich der Ableitung 1
2
D zu betrachten, soll nach Expo-
nentialfunktionen gesucht werden, welche die Eigenschaft (4.5) fu¨r allgemeineres λ
besitzen.
Vor kurzem wurden in [FM] Potenzreihenentwicklungen mit Appell-Polynomen ge-
nutzt, um Verallgemeinerungen der reellwertigen Exponentialfunktion zu definieren,
die Lo¨sung der Differentialgleichung 1
2
Du = u sind. In der Arbeit [CFM] wird die
Idee verwendet, um eine monogene Sinus- und Cosinusfunktion als Lo¨sung der Glei-
chung (1
2
D)2u = −u zu definieren. Allerdings ist die in dieser Arbeit angegebene
Lo¨sung der hyperkomplexen Differentialgleichung bedingt durch ein Vorzeichenpro-
blem nicht monogen.
4.1.2 Konstruktion einer Exponentialfunktion im IR3
Gesucht wird nach einer quaternionenwertigen Funktion u = u0+u1 e1+u2 e2+u3 e3 ,
die von x0, x1, x2 abha¨ngt und die Eigenschaften
1
2
(
∂
∂x0
+ e1
∂
∂x1
+ e2
∂
∂x2
)
(u0 + u1 e1 + u2 e2 + u3 e3) = 0 (4.6)
und
1
2
(
∂
∂x0
−e1 ∂
∂x1
−e2 ∂
∂x2
)
(u0+u1 e1+u2 e2+u3 e3) = (u0+u1 e1+u2 e2+u3 e3) (4.7)
besitzt.
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Satz 4.1.1 Wenn u∗ = u∗(x1, x2) Lo¨sung der Gleichung(
− e1 ∂
∂x1
− e2 ∂
∂x2
)
(u∗0 + u
∗
1 e1 + u
∗
2 e2 + u
∗
3 e3) = u
∗
0 + u
∗
1 e1 + u
∗
2 e2 + u
∗
3 e3 (4.8)
ist, dann ist die quaternionenwertige Funktion u(x0, x1, x2) := e
x0u∗(x1, x2) eine
Lo¨sung der Gleichungen (4.6) und (4.7).
Beweis: Die Aussage folgt unmittelbar aus den Rechenschritten
1
2
(
∂
∂x0
±D
)
u(x0, x1, x2)
=
1
2
∂
∂x0
u(x0, x1, x2)∓ 1
2
(
−D
)
u∗(x1, x2)ex0
=
1
2
u(x0, x1, x2)∓ 1
2
u∗(x1, x2)ex0
Untersucht wird nun die Gleichung (4.8) koordinatenweise:
∂
∂x1
u∗1 +
∂
∂x2
u∗2 = u
∗
0 (4.8a)
∂
∂x1
u∗0 +
∂
∂x2
u∗3 = −u∗1 (4.8b)
− ∂
∂x1
u∗3 +
∂
∂x2
u∗0 = −u∗2 (4.8c)
∂
∂x1
u∗2 −
∂
∂x2
u∗1 = −u∗3. (4.8d)
Indem man (4.8a) und (4.8d) in die Gleichung (4.8b) einsetzt, erha¨lt man
∂
∂x1
u∗0 +
∂
∂x2
u∗3 =
∂
∂x1
(
∂
∂x1
u∗1 +
∂
∂x2
u∗2
)
+
∂
∂x2
(
− ∂
∂x1
u∗2 +
∂
∂x2
u∗1
)
= −u∗1.
Diese Gleichung kann auch in der Form
∆u∗1 = −u∗1 mit ∆u∗1 =
∂2u∗1
∂x21
+
∂2u∗1
∂x22
(4.9)
geschrieben werden. Setzt man (4.8a) und (4.8d) in Gleichung (4.8c) ein, so folgt
− ∂
∂x1
u∗3 +
∂
∂x2
u∗0 = −
∂
∂x1
(
− ∂
∂x1
u∗2 +
∂
∂x2
u∗1
)
+
∂
∂x2
(
∂
∂x1
u∗1 +
∂
∂x2
u∗2
)
= −u∗2
und schließlich
∆u∗2 = −u∗2. (4.10)
Somit kann die Exponentialfunktion mit Hilfe gewisser Eigenfunktionen des Laplace-
operators im IR2 konstruiert werden. Diese Eigenfunktionen sind nicht eindeutig, so
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dass die Mo¨glichkeit besteht, zusa¨tzliche Bedingungen zu stellen: In Analogie zum
reellen und komplexen Fall soll
u(0, 0, 0) = 1 (4.11)
gefordert werden. Im Hinblick darauf, dass die Exponentialfunktion in x1− und
x2−Richtung periodisch sein soll, wird der allgemeine Ansatz
u∗1 = A sin(αx1) cos(β x2)
u∗2 = B cos(γ x1) sin(δ x2) (4.12)
mit konstanten Koeffizienten A, B, α, β, γ und δ betrachtet. Aus den Gleichungen
(4.9) und (4.10) erha¨lt man zuna¨chst
α2 + β2 = 1 und γ2 + δ2 = 1. (4.13)
Mit Hilfe des Ansatzes (4.12) folgt aus den Gleichungen (4.8a) and (4.8d)
u∗0 =
∂
∂x1
u∗1 +
∂
∂x2
u∗2 = Aα cos(αx1) cos(βx2) +B δ cos(γx1) cos(δx2)
und
u∗3 = −
∂
∂x1
u∗2 +
∂
∂x2
u∗1 = B γ sin(γ x1) sin(δx2)− Aβ sin(αx1) sin(βx2).
Zusa¨tzlich wird in Verbindung mit der Beziehung (4.11) Aα +Bδ = 1 gefordert.
Indem man sich nun auf den Spezialfall α = β = γ = δ = A = B =
√
2
2
beschra¨nkt,
erha¨lt man
u : = EXP(x0, x1, x2) = e
x0
(
cos
x1√
2
cos
x2√
2
+ (4.14)
+
(√
2
2
sin
x1√
2
cos
x2√
2
)
e1 +
(√
2
2
cos
x1√
2
sin
x2√
2
)
e2
)
.
Es ist leicht nachzupru¨fen, dass diese Funktion die Gleichungen (4.6) and (4.7)
erfu¨llt. Der Zusammenhang zur reellen und komplexen Exponentialfunktion wird
durch die Beziehungen
EXP(0, 0, 0) = 1
EXP(x0, 0, 0) = e
x0
EXP(x0, x1, 0) = e
x0
(
cos
x1√
2
+
(√
2
2
sin
x1√
2
)
e1
)
EXP(x0, 0, x2) = e
x0
(
cos
x2√
2
+
(√
2
2
sin
x2√
2
)
e2
)
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deutlich. Auf Grund der Eigenschaft
EXP
(
0, x1 +
4kpi√
2
, x2 +
4kpi√
2
)
= EXP(0, x1, x2) ∀ k ∈ Z
ist die hier betrachtete Exponentialfunktion periodisch mit der Periode 4pi/
√
2.
Bemerkung 1: Wenn man andererseits mit dem Ansatz
u∗1 = A sin(αx1 + βx2)
u∗2 = B sin(γx1 + δx2)
startet und den Spezialfall α = β = γ = δ =
√
2
2
, A = γ
αγ+βδ
und B = β
αγ+βδ
betrachtet, dann erha¨lt man die Exponentialfunktion
u(x0, x1, x2) = e
x0
(
cos
x1 + x2√
2
+
e1 + e2√
2
sin
x1 + x2√
2
)
.
In dieser Darstellung sind die Komponenten, die zu den Einheitsvektoren e1 und
e2 geho¨ren, nicht unabha¨ngig voneinander. Man kann die Funktion als Einbettung
einer komplex-wertigen Funktion in die Algebra der Quaternionen betrachten. Aus
diesem Grund soll der erste Ansatz bevorzugt werden.
Bemerkung 2: Im allgemeinen ko¨nnen die Gleichungen (4.9) und (4.10) mit Hilfe
der Methode der Trennung der Vera¨nderlichen gelo¨st werden. Diese Mo¨glichkeit
wurde bereits in [GHS] benutzt, um eine quaternionenwertige Exponentialfunktion
zu konstruieren. Die Idee dazu wurde in Zusammenarbeit mit den Autoren Malonek
und Gu¨rlebeck erarbeitet.
4.1.3 Eine Exponentialfunktion vom IR4 in den IR4
Es wird wieder die Funktion u(x) = u0 + u1e1 + u2e2 + u3e3 betrachtet und nach
einer Lo¨sung der Gleichungen
1
2
Du =
1
2
(
∂
∂x0
+D
)
u = 0 (4.15)
und
1
2
Du =
1
2
(
∂
∂x0
−D
)
u = u (4.16)
gesucht.
Satz 4.1.2 Erfu¨llt die quaternionenwertige Funktion u∗ = u∗(x1, x2, x3) die Glei-
chung
Du∗(x1, x2, x3) = −u∗(x1, x2, x3) , (4.17)
so ist u(x0, x1, x2, x3) = e
x0u∗(x1, x2, x3) Lo¨sung der Gleichungen (4.15) und (4.16).
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Der Beweis dieses Satzes erfolgt in Analogie zum Beweis von 4.1.1.
Untersucht wird nun das System (4.17). Auch hier ist es mo¨glich, u∗1, u
∗
2 und u
∗
3 zu
eleminieren. Auf diese Weise erha¨lt man die Gleichungen
∆u∗1 = −u∗1, ∆u∗2 = −u∗2, und ∆u∗3 = −u∗3.
Zusa¨tzlich soll u(0, 0, 0, 0) = 1 gefordert werden. Wa¨hlt man insbesondere
u∗1 =
√
3
3
(
sin
x1√
3
cos
x2√
3
cos
x3√
3
+ cos
x1√
3
sin
x2√
3
sin
x3√
3
)
u∗2 =
√
3
3
(
cos
x1√
3
sin
x2√
3
cos
x3√
3
+ sin
x1√
3
cos
x2√
3
sin
x3√
3
)
u∗3 =
√
3
3
(
sin
x1√
3
sin
x2√
3
cos
x3√
3
+ cos
x1√
3
cos
x2√
3
sin
x3√
3
)
,
dann erha¨lt man
u∗0 =
∂
∂x1
u∗1 +
∂
∂x2
u∗2 +
∂
∂x3
u∗3 = cos
x1√
3
cos
x2√
3
cos
x3√
3
− sin x1√
3
sin
x2√
3
sin
x3√
3
.
Durch einfaches Nachrechnen u¨berzeugt man sich leicht, dass
u : = EXP(x0, x1, x2, x3) =
ex0
[
cos
x1√
3
cos
x2√
3
cos
x3√
3
− sin x1√
3
sin
x2√
3
sin
x3√
3
+
√
3
3
(
sin
x1√
3
cos
x2√
3
cos
x3√
3
+ cos
x1√
3
sin
x2√
3
sin
x3√
3
)
e1
+
√
3
3
(
cos
x1√
3
sin
x2√
3
cos
x3√
3
+ sin
x1√
3
cos
x2√
3
sin
x3√
3
)
e2
+
√
3
3
(
sin
x1√
3
sin
x2√
3
cos
x3√
3
+ cos
x1√
3
cos
x2√
3
sin
x3√
3
)
e3
]
eine Lo¨sung der Gleichungen (4.15) und (4.16) ist. In Bezug auf die Eigenschaften
der Funktion gilt
EXP(0, 0, 0, 0) = 1
EXP(x0, 0, 0, 0) = e
x0
EXP(x0, x1, 0, 0) = e
x0
(
cos
x1√
3
+
√
3
3
(
sin
x1√
3
)
e1
)
EXP(x0, 0, x2, 0) = e
x0
(
cos
x2√
3
+
√
3
3
(
sin
x2√
3
)
e2
)
EXP(x0, 0, 0, x3) = e
x0
(
cos
x3√
3
+
√
3
3
(
sin
x3√
3
)
e3
)
.
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Außerdem besitzt die Exponentialfunktion keine Nullstellen, da
| EXP(x0, x1, x2, x3)|2
= e2x0
(
1
3
+
2
3
cos2
x1√
3
cos2
x2√
3
cos2
x3√
3
+
2
3
sin2
x1√
3
sin2
x2√
3
sin2
x3√
3
)
> 0.
Abschließend sei vermerkt, dass die hier konstruierte Exponentialfunktion sehr an-
schaulich mit der Funktion e(x0, x1, x2, x3) der bikomplexen Algebra in Formel (4.2)
verglichen werden kann. Definiert man
d =
(
∂
∂x0
+ i
∂
∂x1
+ j (
∂
∂x2
+ i
∂
∂x3
)
)
und d =
(
∂
∂x0
− i ∂
∂x1
− j ( ∂
∂x2
+ i
∂
∂x3
)
)
unter Verwendung der Einheitsvektoren i, j und k, so erha¨lt man die Beziehungen
d e(x0, x1, x2, x3) = 0 und 1
2
d¯ e(x0, x1, x2, x3) = e(x0, x1, x2, x3).
Dabei steht das Symbol  fu¨r die Multiplikation in der bikomplexen Algebra. Be-
tont sei, dass trotz der Anteile cosh(x3) und sinh(x3) in der Exponentialfunktion
e(x0, x1, x2, x3) diese Funktion nicht das gewu¨nschte Verhalten im Unendlichen auf-
weist.
Im Hinblick auf die Anwendung der hier konstruierten Exponentialfunktion bei der
Lo¨sung von Differentialgleichungen ist es wichtig, Kenntnisse u¨ber das Verhalten
von EXP(x · λ) bzw. EXP(λ · x) zu besitzen. Fu¨r reelle Zahlen λ gilt
1
2
D EXP(λx0, λx1, λx2, λx3) = λ EXP(λx0, λx1, λx2, λx3).
Ist λ = λ0 + λ1e1 + λ2e2 + λ3e3 ein Quaternion, dann kann man sich durch die
ausfu¨hrliche Berechnung davon u¨berzeugen, dass die Eigenschafzen
EXP(x · λ)D = 0
1
2
D EXP(x · λ) = λ · EXP(x · λ)
und
D EXP(λ · x) = 0
1
2
EXP(λ · x)D¯ = EXP(λ · x) · λ
erfu¨llt sind. Wie u¨blich steht das Symbol ”·” fu¨r die Quaternionenmultiplikation.
Besonders hervorzuheben ist, dass die Ausdru¨cke
λ · EXP(x · λ) und EXP(λ · x) · λ
bi-monogene Funktionen sind. Dies ist nicht offensichtlich, da der Raum der links-
monogenen Funktionen in der Regel nur ein rechtslinearer Raum ist.
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4.1.4 Der allgemeine Fall mit n+ 1 Variablen fu¨r n > 3
Es sei u = u(x0, · · · , xn) = u0 + u1e1 + . . . + unen eine paravektorwertige Funktion
mit u : IRn+1 7→ C`0,n. Gesucht wird nach monogenen Lo¨sungen der Gleichung
1
2
(
∂
∂x0
−D
)
u = u. (4.18)
Satz 4.1.3 Ist die Funktion u∗ = u∗0 + u
∗
1 e1 + . . . + u
∗
n en nur von den Variablen
x1, . . . , xn abha¨ngig und erfu¨llt sie die Gleichung
Du∗ = −u∗ , (4.19)
dann ist u = ex0 u∗ eine monogene Lo¨sung der Gleichung (4.18).
Der Beweis von Satz 4.1.1 und Satz 4.1.2 kann unmittelbar u¨bertragen werden.
Die Koordinaten von u∗ erfu¨llen die Gleichungen
∂
∂x1
u∗1 +
∂
∂x2
u∗2 + . . .+
∂
∂xn
u∗n = u
∗
0 (4.20)
− ∂
∂xi
u∗0 = u
∗
i i = 1, . . . , n (4.21)
− ∂
∂xi
u∗j +
∂
∂xj
u∗i = 0 i, j = 1, . . . , n i 6= j (4.22)
Als Erweiterung des Falles n = 3 definiert man
u∗0 =
n∏
i=1
cos
xi√
n
−
3∏
i=1
sin
xi√
n
n∏
i=4
cos
xi√
n
und u∗j = −
∂
∂xj
u∗0, j = 1, . . . , n.
Die Gleichungen (4.21) sind somit offensichtlich erfu¨llt. Aus Gleichung (4.20) folgt
∂
∂x1
u∗1 +
∂
∂x2
u∗2 + . . .+
∂
∂xn
u∗n = −
∂2u∗0
∂x21
− ∂
2u∗0
∂x22
− . . .− ∂
2u∗0
∂x2n
= n
1
n
u∗0 = u
∗
0.
Schließlich sind auch die Gleichungen (4.22) erfu¨llt, da
− ∂
∂xi
u∗j +
∂
∂xj
u∗i =
∂
∂xi
∂
∂xj
u∗0 −
∂
∂xj
∂
∂xi
u∗0 = 0.
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4.2 Sinus- und Cosinusfunktion im
ho¨herdimensionalen Fall
In diesem Abschnitt wird eine monogene Erweiterung der Sinus- und Cosinusfunktion
vorgestellt. Daru¨ber hinaus werden die Eigenschaften der Funktionen studiert. Die
gesuchte Sinus- und Cosinusfunktion soll die Differentialgleichung (1
2
D)2u = −u
erfu¨llen. Daru¨ber hinaus soll die erste hyperkomplexe Ableitung der Sinusfunktion
zur Cosinusfunktion fu¨hren, wa¨hrend die Ableitung der Cosinusfunktion die negative
monogene Sinusfunktion ergibt. Als dritte Eigenschaft interessiert der Zusammen-
hang zwischen der Sinus- und Cosinusfunktion und der im Abschnitt 4.1 betrachteten
monogenen Exponentialfunktion.
Als Ausgangspunkt wird die klassische Situation im Raum IRn+1 mit n = 1 betrach-
tet. Es sei
SIN(x0, x1) =
ex1 + e−x1
2
sin(x0) + i
ex1 − e−x1
2
cos(x0)
und
COS(x0, x1) =
ex1 + e−x1
2
cos(x0)− i e
x1 − e−x1
2
sin(x0).
Aus diesen Definitionen resultieren die bekannten Beziehungen
COS(x0, x1) + i SIN(x0, x1) = e
−x1 cos(x0) + ie−x1 sin(x0) = ei(x0+ix1)
:= EXP0(−x1, x0) + i EXP1(−x1, x0) (4.23)
und
COS2(x0, x1) + SIN
2(x0, x1) = 1. (4.24)
Zusa¨tzlich haben beide Funktionen die Eigenschaften
1
2
(
∂
∂x0
+ i
∂
∂x1
)
SIN(x0, x1) = 0 ,
1
2
(
∂
∂x0
− i ∂
∂x1
)
SIN(x0, x1) = COS(x0, x1)
und
1
2
(
∂
∂x0
+ i
∂
∂x1
)
COS(x0, x1) = 0 ,
1
2
(
∂
∂x0
− i ∂
∂x1
)
COS(x0, x1) = − SIN(x0, x1).
Folglich gilt 1
4
D¯D¯ SIN(x0, x1) = − SIN(x0, x1). Unter Verwendung der Schreibweise
ex0+ix1 = ex0(cos(x1) + i sin(x1)) = EXP0(x0, x1) + i EXP1(x0, x1)
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beweist man das Additionstheorem
EXP0(x0 + y0, x1 + y1) + i EXP1(x0 + y0, x1 + y1)
= (EXP0(x0, x1) + i EXP1(x0, x1)) (EXP0(y0, y1) + i EXP1(y0, y1).
Auf der Grundlage dieses Konzeptes sucht man nach einer Sinus- und Cosinus-
funktion im Fall n+1 > 2. Die Eigenschaften dieser Funktionen werden im weiteren
diskutiert.
Im Fall n = 2 sucht man nach monogenen Lo¨sungen der Gleichung
1
4
D¯D¯u(x0, x1, x2, 0)
=
1
4
(
∂
∂x0
− e1 ∂
∂x1
− e2 ∂
∂x2
)(
∂
∂x0
− e1 ∂
∂x1
− e2 ∂
∂x2
)
u(x0, x1, x2, 0)
= −u(x0, x1, x2, 0). (4.25)
Satz 4.2.1 Die Funktion
SIN(x0, x1, x2, 0) = cosh
(
x1√
2
)
cosh
(
x2√
2
)
sin(x0)
+
e1√
2
sinh
(
x1√
2
)
cosh
(
x2√
2
)
cos(x0)
+
e2√
2
cosh
(
x1√
2
)
sinh
(
x2√
2
)
cos(x0)
:= SIN0(x0, x1, x2, 0) + e1 SIN1(x0, x1, .x2, 0) + e2 SIN2(x0, x1, x2, 0)
ist monogen und erfu¨llt die Gleichung 4.25.
Diese Funktion kann mit Hilfe der Methode der Trennung der Vera¨nderlichen kon-
struiert werden.
Satz 4.2.2 Als zweite Lo¨sung der Gleichung 4.25 mit der Zusatzbedingung
u(0, 0, 0, 0) = 1 erha¨lt man
COS(x0, x1, x2, 0) = cosh
(
x1√
2
)
cosh
(
x2√
2
)
cos(x0)
− e1√
2
sinh
(
x1√
2
)
cosh
(
x2√
2
)
sin(x0)
− e2√
2
cosh
(
x1√
2
)
sinh
(
x2√
2
)
sin(x0)
:= COS0(x0, x1, x2, 0) + e1 COS1(x0, x1, .x2, 0) + e2 COS2(x0, x1, x2, 0).
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Zwischen beiden Funktionen gilt die Beziehung
1
2
D SIN(x0, x1, x2, 0) = COS(x0, x1, x2, 0).
Wa¨hrend die Sinusfunktion mit der in der Arbeit [CFM] definierten Funktion u¨ber-
einstimmt, unterscheidet sich die hier angegebene Cosinusfunktion von der in [CFM]
betrachteten Funktion durch zwei Vorzeichen. Diese Vorzeichen sind entscheidend
fu¨r die Eigenschaften der Funktion.
Auf der Grundlage der Sa¨tze 4.2.1 und 4.2.2 erha¨lt man die Eigenschaft
COS2(x0, x1, x2, 0) + SIN
2(x0, x1, x2, 0) =
1
2
+
1
4
cosh(
√
2x1) +
1
4
cosh(
√
2x2).
Zum na¨chsten Resultat gelangt man ebenfalls durch einfache Berechnungen. Es zeigt,
dass auch im Fall IR3 ein Analogon zur Eulerschen Form existiert, wenn auch hier
die zu den Basisvektoren e1 und e2 geho¨renden Komponenten nicht unabha¨ngig
voneinander sind.
Satz 4.2.3 Es gilt
COS(x0, x1, x2, 0) +
e1 + e2√
2
SIN(x0, x1, x2, 0)
+ COS(x0, x2, x1, 0) +
e1 + e2√
2
SIN(x0, x2, x1, 0)
=
[
EXP0(− x1√
2
,
√
2x0, x2) + (e1 + e2)EXP1(− x1√
2
,
√
2x0, x2)
]
cosh x2√
2
cos x2√
2
+
[
EXP0(− x2√
2
, x1,
√
2x0) + (e1 + e2)EXP1(− x2√
2
, x1,
√
2x0)
]
cosh x1√
2
cos x1√
2
.
Formuliert wird nun ein Additionstheorem. Ausgehend von Formel 4.14 erha¨lt man
EXP (x0 + y0, x1 + y1, x2 + y2)
= ex0+y0
(
cos
(
x1 + y1√
2
)
cos
(
x2 + y2√
2
)
+
e1√
2
sin
(
x1 + y1√
2
)
cos
(
x2 + y2√
2
)
+
e2√
2
cos
(
x1 + y1√
2
)
sin
(
x2 + y2√
2
))
= ex0+y0
(
cos
(
x1 + y1√
2
)
cos
(
x2 + y2√
2
)
+
e1 + e2√
2
sin
(
x1 + y1√
2
)
cos
(
x2 + y2√
2
)
− e2√
2
sin
(
x1 + y1 − x2 − y2√
2
))
.
Mit Hilfe des folgenden Lemmas vereinfacht man die ersten beiden Summanden auf
der rechten Seite.
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Lemma 4.2.1 Fu¨r die Exponentialfunktion gilt
ex0+y0
(
cos
(
x1 + y1√
2
)
cos
(
x2 + y2√
2
)
+
e1 + e2√
2
sin
(
x1 + y1√
2
)
cos
(
x2 + y2√
2
))
=
(
ex0 cos
(
x1√
2
)
cos
(
x2√
2
)
+
e1 + e2√
2
ex0 sin
(
x1√
2
)
cos
(
x2√
2
))
·
(
ey0 cos
(
y1√
2
)
cos
(
y2√
2
)
+
e1 + e2√
2
ey0 sin
(
y1√
2
)
cos
(
y2√
2
))
cos
(
x2+y2√
2
)
cos
(
x2√
2
)
cos
(
y2√
2
)
Beweis: Man berechnet das Produkt auf der rechten Seite. Dabei ergeben die
Komponenten bezu¨glich e3 Null. Schließlich nutzt man die bekannten Additions-
theoreme fu¨r cos(xi + yi) und sin(xi + yi) mit i = 1, 2
Indem man in Lemma 4.2.1 die zwei Faktoren auf der rechten Seite mit Hilfe der
Exponentialfunktion in Formel 4.14 ausdru¨ckt, erha¨lt das Additionstheorem die Ge-
stalt
EXP (x0 + y0, x1 + y1, x2 + y2)
=
(
EXP (x0, x1, x2) +
e2√
2
ex0 sin
(
x1 − x2√
2
))
·
(
EXP (y0, y1, y2) +
e2√
2
ey0 sin
(
y1 − y2√
2
))
cos
(
x2+y2√
2
)
cos
(
x2√
2
)
cos
(
y2√
2
)
− e2√
2
sin
(
x1 + y1 − x2 − y2√
2
)
· ex0+y0 .
Betrachtet wird nun den Raum IR4. Man sucht nach monogenen Funktionen mit
der Eigenschaft
1
4
D¯D¯u(x0, x1, x2, x3) = −u(x0, x1, x2, x3). (4.26)
Satz 4.2.4 Im Raum IR4 hat die Sinusfunktion die Gestalt
SIN(x) = SIN0(x) + e1 SIN1(x) + e2 SIN2(x) + e3 SIN3(x)
mit x = (x0, x1, x2, x3) und
SIN0(x) =
(
cosh
x1√
3
cosh
x2√
3
cosh
x3√
3
+ sinh
x1√
3
sinh
x2√
3
sinh
x3√
3
)
sinx0 ,
SIN1(x) =
1√
3
(
sinh
x1√
3
cosh
x2√
3
cosh
x3√
3
+ cosh
x1√
3
sinh
x2√
3
sinh
x3√
3
)
cosx0 ,
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SIN2(x) =
1√
3
(
cosh
x1√
3
sinh
x2√
3
cosh
x3√
3
+ sinh
x1√
3
cosh
x2√
3
sinh
x3√
3
)
cosx0 ,
SIN3(x) =
1√
3
(
cosh
x1√
3
cosh
x2√
3
sinh
x3√
3
+ sinh
x1√
3
sinh
x2√
3
cosh
x3√
3
)
cosx0 .
Mit Hilfe der Rechenregeln in der Quaternionenalgebra beweist man, dass diese
Funktion monogen ist und die Gleichung 4.26 erfu¨llt.
Satz 4.2.5 Die Komponenten der Cosinusfunktion
COS(x) = COS0(x) + e1 COS1(x) + e2 COS2(x) + e3 COS3(x)
sind die Funktionen
COS0(x) =
(
cosh
x1√
3
cosh
x2√
3
cosh
x3√
3
+ sinh
x1√
3
sinh
x2√
3
sinh
x3√
3
)
cosx0 ,
COS1(x) = − 1√
3
(
sinh
x1√
3
cosh
x2√
3
cosh
x3√
3
+ cosh
x1√
3
sinh
x2√
3
sinh
x3√
3
)
sinx0 ,
COS2(x) = − 1√
3
(
cosh
x1√
3
sinh
x2√
3
cosh
x3√
3
+ sinh
x1√
3
cosh
x2√
3
sinh
x3√
3
)
sinx0 ,
COS3(x) = − 1√
3
(
cosh
x1√
3
cosh
x2√
3
sinh
x3√
3
+ sinh
x1√
3
sinh
x2√
3
cosh
x3√
3
)
sinx0 .
Die Sinus- und Cosinusfunktion besitzen die folgenden Eigenschaften:
1
2
D SIN(x)= COS(x) und COS2(x)+ SIN2(x)=
1
3
(
cosh
2x1√
3
+cosh
2x2√
3
+cosh
2x3√
3
)
.
Man untersucht nun, wie das Analogon zur Eulerschen Form im IR4 aussieht. Dazu
werden die Komponenten der Exponentialfunktion in die folgenden zwei Anteile
zerlegt:
EXP0(x) := EXP
A
0 (x) + EXP
B
0 (x)
=
(
ex0 cos
x1√
3
cos
x2√
3
cos
x3√
3
)
+
(
−ex0 sin x1√
3
sin
x2√
3
sin
x3√
3
)
,
EXP1(x) := EXP
A
1 (x) + EXP
B
1 (x)
=
(
ex0√
3
sin
x1√
3
cos
x2√
3
cos
x3√
3
)
+
(
ex0√
3
cos
x1√
3
sin
x2√
3
sin
x3√
3
)
,
EXP2(x) := EXP
A
2 (x) + EXP
B
2 (x)
=
(
ex0√
3
cos
x1√
3
sin
x2√
3
cos
x3√
3
)
+
(
ex0√
3
sin
x1√
3
cos
x2√
3
sin
x3√
3
)
,
EXP3(x) := EXP
A
3 (x) + EXP
B
3 (x)
=
(
ex0√
3
cos
x1√
3
cos
x2√
3
sin
x3√
3
)
+
(
ex0√
3
sin
x1√
3
sin
x2√
3
cos
x3√
3
)
.
170 KAPITEL 4. HYPERKOMPLEXE ELEMENTARE FUNKTIONEN
Durch Vertauschen von x1, x2, x3 in der Sinus- und Cosinusfunktion erha¨lt man
1
2
[
COS(x0, x1, x2, x3) +
e1 + e2 + e3√
3
SIN(x0, x1, x2, x3)
+ COS(x0, x1, x3, x2) +
e1 + e2 + e3√
3
SIN(x0, x1, x3, x2)
+ COS(x0, x2, x1, x3) +
e1 + e2 + e3√
3
SIN(x0, x2, x1, x3)
+ COS(x0, x2, x3, x1) +
e1 + e2 + e3√
3
SIN(x0, x2, x3, x1)
+ COS(x0, x3, x2, x1) +
e1 + e2 + e3√
3
SIN(x0, x3, x2, x1)
+ COS(x0, x3, x1, x2) +
e1 + e2 + e3√
3
SIN(x0, x3, x1, x2)
]
= [EXPA0 (−
x1√
3
,
√
3x0, x2, x3)+(e1+e2+e3)EXP
A
1 (−
x1√
3
,
√
3x0, x2, x3)]
cosh x2−x3√
3
cos x2√
3
cos x3√
3
+ [EXPA0 (−
x2√
3
, x1,
√
3x0, x3)+(e1+e2+e3)EXP
A
1 (−
x2√
3
, x1,
√
3x0, x3)]
cosh x1−x3√
3
cos x1√
3
cos x3√
3
+ [EXPA0 (−
x3√
3
, x1, x2,
√
3x0)+(e1+e2+e3)EXP
A
1 (−
x3√
3
, x1, x2,
√
3x0)]
cosh x1−x2√
3
cos x1√
3
cos x2√
3
.
Abschließend wird nach einem Additionstheorem im Raum IR4 gesucht. In Analogie
zur Situation im IR3 schreibt man
EXP (x+ y)
= EXP0(x+ y) + e1EXP1(x+ y) + e2EXP2(x+ y) + e3EXP3(x+ y)
= EXP0(x+ y) + (e1 + e2 + e3)EXP1(x+ y)
−e2
√
2√
3
ex0+y0 sin
(
x1 + y1 − x2 − y2√
3
)
sin
(
pi
4
− x3 + y3√
3
)
−e3
√
2√
3
ex0+y0 sin
(
x1 + y1 − x3 − y3√
3
)
sin
(
pi
4
− x2 + y2√
3
)
Mit Hilfe des folgenden Lemmas ko¨nnen die ersten zwei Summanden auf der rechten
Seite vereinfacht werden.
Lemma 4.2.2 Es gilt
EXP0(x+ y) + (e1 + e2 + e3)EXP1(x+ y)
= (EXPA0 (x) + (e1 + e2 + e3)EXP
A
1 (x))
·
(EXPA0 (y) + (e1 + e2 + e3)EXPA1 (y)) cos x3+y3√3 cos x2+y2√32 cos x2√
3
cos x3√
3
cos y2√
3
cos y3√
3
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+ (EXPB0 (y) + (e1 + e2 + e3)EXP
B
1 (y))
sin x3+y3√
3
sin x2+y2√
3
2 cos x2√
3
cos x3√
3
sin y2√
3
sin y3√
3

+ (EXPB0 (x) + (e1 + e2 + e3)EXP
B
1 (x))
·
(EXPA0 (y) + (e1 + e2 + e3)EXPA1 (y)) sin x3+y3√3 sin x2+y2√32 sin x2√
3
sin x3√
3
cos y2√
3
cos y3√
3
+ (EXPB0 (y) + (e1 + e2 + e3)EXP
B
1 (y))
− cos x3+y3√
3
cos x2+y2√
3
2 sin x2√
3
sin x3√
3
sin y2√
3
sin y3√
3
 .
Beweis: Die rechte Seite kann mit Hilfe der Rechenregeln in der Quaternionen-
algebra sowie den Additionstheoremen fu¨r sin(x1+y1√
3
) und cos(x1+y1√
3
) ausgewertet
werden
Vermerkt sei, dass in Lemma 4.2.2 die folgenden Umformungen mo¨glich sind:
(e1 + e2 + e3)EXP
A
1 (x)
= e1EXP
A
1 (x) + e2EXP
A
2 (x) + e3EXP
A
3 (x)
+
e2√
3
ex0 sin
(
x1 − x2√
3
)
cos
(
x3√
3
)
+
e3√
3
ex0 sin
(
x1 − x3√
3
)
cos
(
x2√
3
)
und
(e1 + e2 + e3)EXP
B
1 (x)
= e1EXP
B
1 (x) + e2EXP
B
2 (x) + e3EXP
B
3 (x)
− e2√
3
ex0 sin
(
x1 − x2√
3
)
sin
(
x3√
3
)
− e3√
3
ex0 sin
(
x1 − x3√
3
)
sin
(
x2√
3
)
.
Dabei kann das Argument x auch durch y ersetzt werden.
4.3 Anwendung der Exponentialfunktion und
eine hyperkomplexe Fouriertransformation
Im Abschnitt 4.3.1 werden Resultate u¨ber Fourierreihen im komplexen Fall zusam-
mengetragen und erla¨utert, wie man zu einem Ausgangspunkt fu¨r die U¨bertragung
auf den quaternionischen Fall gelangt. Im Abschnitt 4.3.2 werden Fourierreihen
vorgestellt, die auf dem Quaternionenprodukt m · x¯ beruhen. Die Eigenschaften
der Fourierkoeffizienten werden anschließend im Abschnitt 4.3.3 analysiert. Bedingt
durch die Nichtkommutativita¨t der Quaternionenmultiplikation erha¨lt man jedoch
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keine Darstellungsformel fu¨r die Fourierkoeffizienten, wie dies zu Beginn im kom-
plexen Fall mo¨glich war. Aus diesem Grund soll im Abschnitt 4.3.4 das Modell
vereinfacht werden, indem Fourierreihen fu¨r periodische und monogene Funktionen
betrachtet werden, die auf der Multiplikation zwischen x und dem skalaren Faktor
m0 beruhen. In diesem Zusammenhang wird die Besselsche Ungleichung bewiesen.
Im Abschnitt 4.3.5 werden schließlich Fourierreihen fu¨r periodische, aber im allge-
meinen nichtmonogene Funktionen betrachtet. Dabei wird ein erster Ansatz fu¨r die
Definition einer Fouriertransformation diskutiert. Zwei Beispiele beweisen die An-
wendbarkeit der Methode. Abschließend wird eine hinreichende Bedingung fu¨r die
Existenz der Integrale angegeben.
4.3.1 Zusammenfassung der Resultate im komplexen Fall
Im Komplexen werden gewo¨hnlich die Fourierreihen
f(x0, x1) =
∑
(m0,m1)∈Z2
α(m0,m1) e
i(m0x0+m1x1)
betrachtet. Eine einfache Rechnung zeigt, dass die Beziehungen(
∂
∂x0
+ i
∂
∂x1
)
f(x0, x1) =
∑
(m0,m1)∈Z2
α(m0,m1) i(m0 + im1) e
i(m0x0+m1x1)
und (
∂
∂x0
− i ∂
∂x1
)
f(x0, x1) =
∑
(m0,m1)∈Z2
α(m0,m1) i(m0 − im1) ei(m0x0+m1x1)
erfu¨llt sind. Die Fourierkoeffizienten werden nach der Vorschrift
α(k0, k1) =
1
(2pi)2
2pi∫
0
2pi∫
0
f(x0, x1) e
−i(k0x0+k1x1)dx0 dx1
berechnet. Ferner gilt
1
(2pi)2
2pi∫
0
2pi∫
0
((
∂
∂x0
+ i
∂
∂x1
)
f(x0, x1)
)
e−i(k0x0+k1x1)dx0 dx1
= i(k0 + ik1)
1
(2pi)2
2pi∫
0
2pi∫
0
f(x0, x1) e
−i(k0x0+k1x1)dx0 dx1
und
1
(2pi)2
2pi∫
0
2pi∫
0
((
∂
∂x0
− i ∂
∂x1
)
f(x0, x1)
)
e−i(k0x0+k1x1)dx0 dx1
= i(k0 − ik1) 1
(2pi)2
2pi∫
0
2pi∫
0
f(x0, x1) e
−i(k0x0+k1x1)dx0 dx1.
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Beide Gleichungen sind beispielsweise dann von Interesse, wenn eine Laplaceglei-
chung mit Hilfe der obigen Integralmethode gelo¨st werden soll.
Das Ziel ist es, ein Analogon zu dieser Transformation im quaternionischen Fall zu
finden. Dazu soll die Exponentialfunktion aus dem Abschnitt 4.1.3 mit den Eigen-
schaften
D · EXP (m · x) = 0 und 1
2
EXP (m · x) · D¯ = EXP (m · x) ·m
genutzt werden, wobeiD = ∂
∂x0
+e1
∂
∂x1
+e2
∂
∂x2
+e3
∂
∂x3
, D¯ = ∂
∂x0
−e1 ∂∂x1−e2 ∂∂x2−e3 ∂∂x3
und m = m0 +m1e1 +m2e2 +m3e3 gilt.
Das Symbol ”·” steht auch hier wieder fu¨r das Quaternionenprodukt. Diese quater-
nionenwertige Exponentialfunktion ist vergleichbar mit der komplexen Funktion
f1(x0, x1) = e
i(m0+im1)(x0+ix1) = e−(m1x0+m0x1) ei(m0x0−m1x1),
welche die Eigenschaften
1
2
(
∂
∂x0
+ i
∂
∂x1
)
f1(x0, x1) = 0 und
1
2
(
∂
∂x0
− i ∂
∂x1
)
f1(x0, x1) = i(m0 + im1) f1(x0, x1)
besitzt. Interessant ist nun der Zusammenhang zwischen der Funktion f1(x0, x1)
und der Funktion f2(x0, x1) = e
i(m0x0+m1x1), die als Faktor in der Fourierreihe steht.
Nutzt man die Schreibweise exp(x0, x1) = e
x0+ix1 , dann gilt
f1 = exp(−m1x0 −m0x1,m0x0 −m1x1) und f2 = exp(0, Im(imx¯)),
wobei Im(imx¯) der Imagina¨rteil des Produktes imx¯ = i(m0 + im1)(x0 − ix1) ist.
Aus diesen U¨berlegungen kann ein Ansatz fu¨r eine Fourierreihe im quaternionischen
Fall abgeleitet werden.
4.3.2 Fourierreihen im quaternionischen Fall,
die auf dem Produkt m · x¯ beruhen
Um eine Fourierreihe zu konstruieren, wird auf der Funktion f2(x0, x1) aufgebaut.
Dabei soll lediglich der Faktor i weggelassen werden.
Lemma 4.3.1 Die Fourierreihe
f(x0, x1, x2, x3) =
∑
(m0,m1,m2,m3)∈Z4
α(m0,m1,m2,m3) · EXP (0,Vec(m · x¯))
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mit
Vec(m · x¯) =
 m1x0 −m0x1 +m3x2 −m2x3m2x0 −m3x1 −m0x2 +m1x3
m3x0 +m2x1 −m1x2 −m0x3

T
:=
 A1A2
A3

T
und
EXP (0,Vec(m · x¯)) =

cos A1√
3
cos A2√
3
cos A3√
3
− sin A1√
3
sin A2√
3
sin A3√
3
1√
3
(
sin A1√
3
cos A2√
3
cos A3√
3
+ cos A1√
3
sin A2√
3
sin A3√
3
)
1√
3
(
cos A1√
3
sin A2√
3
cos A3√
3
+ sin A1√
3
cos A2√
3
sin A3√
3
)
1√
3
(
sin A1√
3
sin A2√
3
cos A3√
3
+ cos A1√
3
cos A2√
3
sin A3√
3
)

besitzt die Eigenschaft
f(x0, x1, x2, x3) ·D =
∑
(m0,m1,m2,m3)∈Z4
α(m0,m1,m2,m3) ·
(
EXP (0,Vec(m · x¯)) ·m
)
.
Beweis: Auf Grund des Assoziativgesetzes der Quaternionenmultiplikation gilt
f(x0, x1, x2, x3) ·D =
∑
(m0,m1,m2,m3)∈Z4
(
α(m0,m1,m2,m3) · EXP (0,Vec(m · x¯))
)
·D
=
∑
(m0,m1,m2,m3)∈Z4
α(m0,m1,m2,m3) ·
(
EXP (0,Vec(m · x¯)) ·D
)
.
Durch unmittelbare Berechnung der Ausdru¨cke zeigt man schließlich die Gu¨ltigkrit
der Beziehung EXP (0,Vec(m · x¯)) ·D = EXP (0,Vec(m · x¯)) ·m
Im na¨chsten Schritt wird zusa¨tzlich der Operator D¯ von rechts angewandt:
Lemma 4.3.2 Fu¨r die Fourierreihe
f(x0, x1, x2, x3) =
∑
(m0,m1,m2,m3)∈Z4
α(m0,m1,m2,m3) · EXP (0,Vec(m · x¯))
gilt
(f(x0, x1, x2, x3) ·D) ·D¯ = −
∑
(m0,m1,m2,m3)∈Z4
|m|2α(m0,m1,m2,m3) ·EXP (0,Vec(m · x¯)).
Beweis: Auf Grund des Assoziativgesetzes bezu¨glich der Multiplikation und Lemma
4.3.1 erha¨lt man
(f(x0, x1, x2, x3) ·D) · D¯
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=
∑
(m0,m1,m2,m3)∈Z4
(
α(m0,m1,m2,m3) ·
(
EXP (0,Vec(m · x¯)) ·D
))
· D¯
=
∑
(m0,m1,m2,m3)∈Z4
α(m0,m1,m2,m3) ·
((
EXP (0,Vec(m · x¯)) ·D
)
· D¯
)
=
∑
(m0,m1,m2,m3)∈Z4
α(m0,m1,m2,m3) ·
((
EXP (0,Vec(m · x¯)) ·m
)
· D¯
)
.
Schließlich weist man mittels Rechnung nach, dass(
EXP (0,Vec(m · x¯)) ·m
)
· D¯ = −|m|2EXP (0,Vec(m · x¯))
mit |m|2 = m20 +m21 +m22 +m23 gilt
Im folgenden werden die Operatoren D und D¯ von links angewandt.
Lemma 4.3.3 Die Fourierreihe
f(x0, x1, x2, x3) =
∑
(m0,m1,m2,m3)∈Z4
EXP (0,Vec(m · x¯)) · α(m0,m1,m2,m3)
besitzt die Eigenschaften
D¯ · f(x0, x1, x2, x3) = −
∑
(m0,m1,m2,m3)∈Z4
(
m¯ ·EXP (0,Vec(m · x¯))
)
·α(m0,m1,m2,m3)
und
D·
(
D¯·f(x0, x1, x2, x3)
)
= − ∑
(m0,m1,m2,m3)∈Z4
|m|2EXP (0,Vec(m·x¯))·α(m0,m1,m2,m3).
Der Beweis dieses Lemmas beruht auf den Beziehungen
D¯ · EXP (0,Vec(m · x¯)) = −m¯ · EXP (0,Vec(m · x¯))
und
D ·
(
− m¯ · EXP (0,Vec(m · x¯))
)
= −|m|2EXP (0,Vec(m · x¯)).
4.3.3 Eigenschaften der Fourierkoeffizienten
Es sei m = (m0,m1,m2,m3) und k = (k0, k1, k2, k3). Ferner sei definiert
Vec(m · x¯)− Vec(k · x¯)
=
 (m1 − k1)x0 − (m0 − k0)x1 + (m3 − k3)x2 − (m2 − k2)x3(m2 − k2)x0 − (m3 − k3)x1 − (m0 − k0)x2 + (m1 − k1)x3
(m3 − k3)x0 + (m2 − k2)x1 − (m1 − k1)x2 − (m0 − k0)x3

T
:=
 B1B2
B3

T
.
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Lemma 4.3.4 Die Fourierkoeffizienten besitzen die Eigenschaft
α(k) =
(√
3
6pi
)4 6pi√3∫
x0=0
6pi√
3∫
x1=0
6pi√
3∫
x2=0
6pi√
3∫
x3=0
∑
m∈Z4
α(m) · EXP (0, B1, B2, B3) dx0 dx1 dx2 dx3
=
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
∑
m∈Z4
α(m) · EXP
(
0,
6piB1√
3
,
6piB2√
3
,
6piB3√
3
)
dx0 dx1 dx2 dx3,
wobei Summation und Integration komponentenweise zu verstehen sind.
Beweis: Benutzt wird die Kurzschreibweise
EXP
(
0,
6piB1√
3
,
6piB2√
3
,
6piB3√
3
)
= (EXP0, EXP1, EXP2, EXP3).
Auf Grund der Quaternionenmultiplikation genu¨gt es zu zeigen, dass
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
EXP0 dx0 dx1 dx2 dx3 =
{
1 wenn m = k
0 sonst
und
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
EXPi dx0 dx1 dx2 dx3 = 0 ∀m, k i = 1, 2, 3 gilt.
Zuna¨chst schreibt man den ersten Integranden um:
EXP0 = (cos(2piB1) cos(2piB2) cos(2piB3)− sin(2piB1) sin(2piB2) sin(2piB3))
=
1
4
(
cos 2pi(B1 +B2 −B3) + cos 2pi(B2 +B3 −B1) + cos 2pi(B3 +B1 −B2)
+ cos 2pi(B1 +B2 +B3)− sin 2pi(B1 +B2 −B3)− sin 2pi(B2 +B3 −B1)
− sin 2pi(B3 +B1 −B2) + sin 2pi(B1 +B2 +B3)
)
=
1
4
(
cos 2pi(u10x0+u11x1+u12x2+u13x3) + cos 2pi(u20x0+u21x1+u22x2+u23x3)
+ cos 2pi(u30x0+u31x1+u32x2+u33x3) + cos 2pi(u40x0+u41x1+u42x2+u43x3)
− sin 2pi(u10x0+u11x1+u12x2+u13x3)− sin 2pi(u20x0+u21x1+u22x2+u23x3)
− sin 2pi(u30x0+u31x1+u32x2+u33x3) + sin 2pi(u40x0+u41x1+u42x2+u43x3)
)
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mit
u10 = m1 − k1 +m2 − k2 −m3 + k3 u20 = m2 − k2 +m3 − k3 −m1 + k1
u11 = −m0 + k0 −m3 + k3 −m2 + k2 u21 = −m3 + k3 +m2 − k2 +m0 − k0
u12 = m3 − k3 −m0 + k0 +m1 − k1 u22 = −m0 + k0 −m1 + k1 −m3 + k3
u13 = −m2 + k2 +m1 − k1 +m0 − k0 u23 = m1 − k1 −m0 + k0 +m2 − k2
u30 = m1 − k1 +m3 − k3 −m2 + k2 u40 = m1 − k1 +m2 − k2 +m3 − k3
u31 = −m0 + k0 +m2 − k2 +m3 − k3 u41 = −m0 + k0 −m3 + k3 +m2 − k2
u32 = m3 − k3 −m1 + k1 +m0 − k0 u42 = m3 − k3 −m0 + k0 −m1 + k1
u33 = −m2 + k2 −m0 + k0 −m1 + k1 u43 = −m2 + k2 +m1 − k1 −m0 + k0.
Fu¨r alle Sinusintegrale gilt
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
sin 2pi(ui0x0+ui1x1+ui2x2+ui3x3) dx0 dx1 dx2 dx3
=
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
(
sin 2piui0x0 cos 2piui1x1 cos 2piui2x2 cos 2piui3x3
− sin 2piui0x0 cos 2piui1x1 sin 2piui2x2 sin 2piui3x3
+ cos 2piui0x0 sin 2piui1x1 cos 2piui2x2 cos 2piui3x3
− cos 2piui0x0 sin 2piui1x1 sin 2piui2x2 sin 2piui3x3
+ cos 2piui0x0 cos 2piui1x1 cos 2piui2x2 sin 2piui3x3
+ cos 2piui0x0 cos 2piui1x1 sin 2piui2x2 cos 2piui3x3
− sin 2piui0x0 sin 2piui1x1 cos 2piui2x2 sin 2piui3x3
− sin 2piui0x0 sin 2piui1x1 sin 2piui2x2 cos 2piui3x3
)
dx0 dx1 dx2 dx3
= 0,
da in jedem Summand mindestens eine Sinusfunktion enthalten ist. Man wiederholt
die Berechnungen nun fu¨r die Cosinusintegrale:
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
cos 2pi(ui0x0+ui1x1+ui2x2+ui3x3) dx0 dx1 dx2 dx3
=
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
(
cos 2piui0x0 cos 2piui1x1 cos 2piui2x2 cos 2piui3x3
− cos 2piui0x0 cos 2piui1x1 sin 2piui2x2 sin 2piui3x3
− sin 2piui0x0 sin 2piui1x1 cos 2piui2x2 cos 2piui3x3
+ sin 2piui0x0 sin 2piui1x1 sin 2piui2x2 sin 2piui3x3
− sin 2piui0x0 cos 2piui1x1 sin 2piui2x2 cos 2piui3x3
− sin 2piui0x0 cos 2piui1x1 cos 2piui2x2 sin 2piui3x3
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− cos 2piui0x0 sin 2piui1x1 sin 2piui2x2 cos 2piui3x3
− cos 2piui0x0 sin 2piui1x1 cos 2piui2x2 sin 2piui3x3
)
dx0 dx1 dx2 dx3
=
1∫
x0=0
cos 2piui0x0dx0
1∫
x1=0
cos 2piui1x1dx1
1∫
x2=0
cos 2piui2x2dx2
1∫
x0=0
cos 2piui3x3dx3.
Das erhaltene Produkt ist nur im Fall ui0 = ui1 = ui2 = ui3 = 0 verschieden von
Null. Diese Eigenschaft ist genau dann gleichzeitig fu¨r alle i = 1, . . . , 4 erfu¨llt, wenn
m = k gilt. Daraus kann man schlußfolgern
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
EXP0 dx0 dx1 dx2 dx3 =
{
1
4
(1 + 1 + 1 + 1) = 1 wenn m = k
0 sonst.
Analog wird nun der zweite Integrand untersucht. Es gilt:
EXP1 =
1√
3
(sin(2piB1) cos(2piB2) cos(2piB3) + cos(2piB1) sin(2piB2) sin(2piB3))
=
1
4
√
3
(
sin 2pi(B1 +B2 −B3)− sin 2pi(B2 +B3 −B1) + sin 2pi(B3 +B1 −B2)
+ sin 2pi(B1 +B2 +B3) + cos 2pi(B1 +B2 −B3)− cos 2pi(B2 +B3 −B1)
+ cos 2pi(B3 +B1 −B2)− cos 2pi(B1 +B2 +B3)
)
=
1
4
√
3
(
sin 2pi(u10x0+u11x1+u12x2+u13x3)−sin 2pi(u20x0+u21x1+u22x2+u23x3)
+ sin 2pi(u30x0+u31x1+u32x2+u33x3) + sin 2pi(u40x0+u41x1+u42x2+u43x3)
+ cos 2pi(u10x0+u11x1+u12x2+u13x3)− cos 2pi(u20x0+u21x1+u22x2+u23x3)
+ cos 2pi(u30x0+u31x1+u32x2+u33x3)−cos 2pi(u40x0+u41x1+u42x2+u43x3)
)
.
In diesem Fall kann gefolgert werden
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
EXP1 dx0 dx1 dx2 dx3 =
{
1
4
√
3
(1− 1 + 1− 1) = 0 m = k
0 sonst.
Die letzten beiden Integranden haben die Struktur
EXP2 =
1√
3
(cos(2piB1) sin(2piB2) cos(2piB3) + sin(2piB1) cos(2piB2) sin(2piB3))
=
1
4
√
3
(
sin 2pi(u10x0+u11x1+u12x2+u13x3)+sin 2pi(u20x0+u21x1+u22x2+u23x3)
− sin 2pi(u30x0+u31x1+u32x2+u33x3) + sin 2pi(u40x0+u41x1+u42x2+u43x3)
+ cos 2pi(u10x0+u11x1+u12x2+u13x3) + cos 2pi(u20x0+u21x1+u22x2+u23x3)
− cos 2pi(u30x0+u31x1+u32x2+u33x3)−cos 2pi(u40x0+u41x1+u42x2+u43x3)
)
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und
EXP3 =
1√
3
(sin(2piB1) sin(2piB2) cos(2piB3) + cos(2piB1) cos(2piB2) sin(2piB3))
=
1
4
√
3
(
−cos 2pi(u10x0+u11x1+u12x2+u13x3)+cos 2pi(u20x0+u21x1+u22x2+u23x3)
+ cos 2pi(u30x0+u31x1+u32x2+u33x3)− cos 2pi(u40x0+u41x1+u42x2+u43x3)
− sin 2pi(u10x0+u11x1+u12x2+u13x3) + sin 2pi(u20x0+u21x1+u22x2+u23x3)
+ sin 2pi(u30x0+u31x1+u32x2+u33x3)+sin 2pi(u40x0+u41x1+u42x2+u43x3)
)
.
Somit erha¨lt man
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
EXP2 dx0 dx1 dx2 dx3 =
{
1
4
√
3
(1 + 1− 1− 1) = 0 m = k
0 sonst
und
1∫
x0=0
1∫
x1=0
1∫
x2=0
1∫
x3=0
EXP3 dx0 dx1 dx2 dx3 =
{
1
4
√
3
(−1 + 1 + 1− 1) = 0 m = k
0 sonst
und Lemma 4.3.4 ist vollsta¨ndig bewiesen
Folgerung 4.3.1 Im Fall k = 0 erha¨lt man aus Lemma 4.3.4 und der Definition
der Fourierreihen im Abschnitt 4.3.2 die Beziehung
α(0) =
(√
3
6pi
)4 6pi√3∫
x0=0
6pi√
3∫
x1=0
6pi√
3∫
x2=0
6pi√
3∫
x3=0
∑
m∈Z4
α(m) · EXP (0,Vec(m · x¯)) dx0 dx1 dx2 dx3
=
(√
3
6pi
)4 6pi√3∫
x0=0
6pi√
3∫
x1=0
6pi√
3∫
x2=0
6pi√
3∫
x3=0
f(x0, x1, x2, x3) dx0 dx1 dx2 dx3.
4.3.4 Fourierreihen fu¨r periodische monogene Funktionen
basierend auf der Multiplikation von x mit dem
skalaren Faktor m0
Man definiert
f(x0, x1, x2, x3) =
∑
m0∈Z
α(m0, x0) · EXP (0,m0x1,m0x2,m0x3)
mit den Quaternionen EXP (0,m0x1,m0x2,m0x3) = (EXP0, EXP1, EXP2, EXP3)
und α(m0, x0) = (α0, α1, α2, α3).
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Lemma 4.3.5 Die Eigenschaft f ·D = 0 ist erfu¨llt, wenn die Fourierkoeffizienten
Lo¨sungen der Differentialgleichungen
∂α0
∂x0
= m0α0,
∂α1
∂x0
= m0α1,
∂α2
∂x0
= m0α2 und
∂α3
∂x0
= m0α3 sind.
In diesem Fall schreibt man α0(m0, x0) = α0(m0) e
m0x0 , α1(m0, x0) = α1(m0) e
m0x0 ,
α2(m0, x0) = α2(m0) e
m0x0 und α3(m0, x0) = α3(m0) e
m0x0 .
Bemerkung: Es gilt
em0x0EXP (0,m0x1,m0x2,m0x3) = EXP (m0x0,m0x1,m0x2,m0x3),
da anstelle des Produktes m · x¯ in diesem Abschnitt das Argument x mit dem
konstanten Faktorm0 multipliziert wird.
Berechnet werden nun die Fourierkoeffizienten unter der Voraussetzung, dass die
Funktion periodisch mit der Periode T = 6pi√
3
ist.
Lemma 4.3.6 Die Fourierkoeffizienten besitzen die Eigenschaft
α(k0, x0) = κ
(√
3
6pi
)3 6pi√3∫
x1=0
6pi√
3∫
x2=0
6pi√
3∫
x3=0
f(x0, x1, x2, x3) · EXP (0, k0x1, k0x2, k0x3) dx1dx2dx3
= κ
1∫
x1=0
1∫
x2=0
1∫
x3=0
f(x0,
6pi√
3
x1,
6pi√
3
x2,
6pi√
3
x3) · EXP (0, k06pi√
3
x1, k0
6pi√
3
x2, k0
6pi√
3
x3)dx1dx2dx3
mit κ = 2 wenn k0 6= 0 und κ = 1 wenn k0 = 0.
Beweis: Es sei f = (f0, f1, f2, f3). Auf Grund der Quaternionenmultiplikation sind
Integrale u¨ber alle Produkte fiEXPj mit i, j ∈ {0, . . . 3} zu untersuchen. Die
Berechnungen werden im Fall i = j = 0 vorgefu¨hrt:
1∫
x1=0
1∫
x2=0
1∫
x3=0
f0(x0,
6pi√
3
x1,
6pi√
3
x2,
6pi√
3
x3)
(
cos 2pik0x1 cos 2pik0x2 cos 2pik0x3
− sin 2pik0x1 sin 2pik0x2 sin 2pik0x3
)
dx1dx2dx3
=
∑
m0∈Z
α0(m0, x0)
1∫
x1=0
1∫
x2=0
1∫
x3=0
(
cos 2pim0x1 cos 2pim0x2 cos 2pim0x3
− sin 2pim0x1 sin 2pim0x2 sin 2pim0x3
)(
cos 2pik0x1 cos 2pik0x2 cos 2pik0x3
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− sin 2pik0x1 sin 2pik0x2 sin 2pik0x3
)
dx1dx2dx3
− ∑
m0∈Z
α1(m0, x0)
1∫
x1=0
1∫
x2=0
1∫
x3=0
1√
3
(
sin 2pim0x1 cos 2pim0x2 cos 2pim0x3
+ cos 2pim0x1 sin 2pim0x2 sin 2pim0x3
)(
cos 2pik0x1 cos 2pik0x2 cos 2pik0x3
− sin 2pik0x1 sin 2pik0x2 sin 2pik0x3
)
dx1dx2dx3
− ∑
m0∈Z
α2(m0, x0)
1∫
x1=0
1∫
x2=0
1∫
x3=0
1√
3
(
cos 2pim0x1 sin 2pim0x2 cos 2pim0x3
+ sin 2pim0x1 cos 2pim0x2 sin 2pim0x3
)(
cos 2pik0x1 cos 2pik0x2 cos 2pik0x3
− sin 2pik0x1 sin 2pik0x2 sin 2pik0x3
)
dx1dx2dx3
− ∑
m0∈Z
α3(m0, x0)
1∫
x1=0
1∫
x2=0
1∫
x3=0
1√
3
(
sin 2pim0x1 sin 2pim0x2 cos 2pim0x3
+ cos 2pim0x1 cos 2pim0x2 sin 2pim0x3
)(
cos 2pik0x1 cos 2pik0x2 cos 2pik0x3
− sin 2pik0x1 sin 2pik0x2 sin 2pik0x3
)
dx1dx2dx3
=
{
1
4
α0(k0, x0) wenn k0 6= 0
α0(k0, x0) wenn k0 = 0.
Fu¨r alle anderen Integrale erha¨lt man auf analoge Weise
1∫
x1=0
1∫
x2=0
1∫
x3=0
fiEXPi dx1dx2dx3 =
{
1
12
α0(k0, x0) wenn k0 6= 0
0 wenn k0 = 0
i = 1, 2, 3,
1∫
x1=0
1∫
x2=0
1∫
x3=0
fiEXP0 dx1dx2dx3 =
{
1
4
αi(k0, x0) wenn k0 6= 0
αi(k0, x0) wenn k0 = 0
i = 1, 2, 3,
−
1∫
x1=0
1∫
x2=0
1∫
x3=0
f0EXPi dx1dx2dx3 =
{
1
12
αi(k0, x0) wenn k0 6= 0
0 wenn k0 = 0
i = 1, 2, 3,
1∫
x1=0
1∫
x2=0
1∫
x3=0
f3EXP2 dx1dx2dx3 =−
1∫
x1=0
1∫
x2=0
1∫
x3=0
f2EXP3 dx1dx2dx3

1
12
α1(k0, x0) wenn k0 6= 0
0 wenn k0 = 0
,
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1∫
x1=0
1∫
x2=0
1∫
x3=0
f1EXP3 dx1dx2dx3 =−
1∫
x1=0
1∫
x2=0
1∫
x3=0
f3EXP1 dx1dx2dx3

1
12
α2(k0, x0) wenn k0 6= 0
0 wenn k0 = 0
,
1∫
x1=0
1∫
x2=0
1∫
x3=0
f2EXP1 dx1dx2dx3 =−
1∫
x1=0
1∫
x2=0
1∫
x3=0
f1EXP2 dx1dx2dx3
{
1
12
α3(k0, x0) wenn k0 6= 0
0 wenn k0 = 0
.
Unter Verwendung der Regeln fu¨r das Quaternionenprodukt ist das Lemma vollsta¨ndig
bewiesen
4.3.4.1 Die Besselsche Ungleichung
Ausgehend von der Fourierreihe
f(x0, x1, x2, x3) =
∑
m0∈Z
α(m0, x0) · EXP (0,m0x1,m0x2,m0x3)
mit den Faktoren EXP (0,m0x1,m0x2,m0x3) = (EXP0, EXP1, EXP2, EXP3) und
α(m0, x0) = (α0, α1, α2, α3) werden die trigonometrischen Polynome
Sn0 =
n∑
m0=−n
α0EXP0 − α1EXP1 − α2EXP2 − α3EXP3,
Sn1 =
n∑
m0=−n
α1EXP0 + α0EXP1 − α3EXP2 + α2EXP3,
Sn2 =
n∑
m0=−n
α2EXP0 + α3EXP1 + α0EXP2 − α1EXP3 und
Sn3 =
n∑
m0=−n
α3EXP0 − α2EXP1 + α1EXP2 + α0EXP3
betrachtet. Um die mittlere Approximation zu charakterisieren, definiert man
δn =
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
(
(f0 − Sn0 )2 + (f1 − Sn1 )2 + (f2 − Sn2 )2 + (f3 − Sn3 )2
)
dx1dx2dx3.
Zuna¨chst soll nur den Summand (f0−Sn0 )2 untersucht werden. Indem man alle Ter-
me vernachla¨ssigt, die auf Grund der Orthogonalita¨t der Sinus- und Cosinusfunktion
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Null werden, erha¨lt man
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f0 − Sn0 )2dx1dx2dx3 =
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
f20dx1dx2dx3
−2
n∑
m0=−n
α0
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
f0EXP0dx1dx2dx3 + 2
n∑
m0=−n
α1
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
f0EXP1dx1dx2dx3
+2
n∑
m0=−n
α2
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
f0EXP2dx1dx2dx3 + 2
n∑
m0=−n
α3
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
f0EXP3dx1dx2dx3
+
n∑
m0=−n
α20
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 20 dx1dx2dx3 +
n∑
m0=−n
α21
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 21 dx1dx2dx3
+
n∑
m0=−n
α22
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 22 dx1dx2dx3 +
n∑
m0=−n
α33
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 23 dx1dx2dx3.
Vermerkt sei, dass gilt
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 20 dx1dx2dx3 =
(
6pi√
3
)3
· 1
4
=
18pi3√
3
und
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 21 dx1dx2dx3 =
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 22 dx1dx2dx3
=
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP 23 dx1dx2dx3 =
(
6pi√
3
)3
· 1
12
=
6pi3√
3
.
Indem die Berechnungen fu¨r die Ausdru¨cke (fi−Sni )2, i = 1, 2, 3 wiederholt werden
und die quadratische Erga¨nzung sowie die Beziehung 18pi
3√
3
+ 3 6pi
3√
3
= 36pi
3√
3
= 1
2
(
6pi√
3
)3
verwendet wird, erha¨lt man
δn =
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f20 + f
2
1 + f
2
2 + f
2
3 )dx1dx2dx3
+
n∑
m0=−n
(√
36pi3√
3
α0−
√ √
3
36pi3
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f0EXP0+f1EXP1+f2EXP2+f3EXP3)dx1dx2dx3
)2
−
√
3
36pi3
n∑
m0=−n
( 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f0EXP0+f1EXP1+f2EXP2+f3EXP3)dx1dx2dx3
)2
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+
n∑
m0=−n
(√
36pi3√
3
α1−
√ √
3
36pi3
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f1EXP0−f0EXP1+f3EXP2−f2EXP3)dx1dx2dx3
)2
−
√
3
36pi3
n∑
m0=−n
( 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f1EXP0−f0EXP1+f3EXP2−f2EXP3)dx1dx2dx3
)2
+
n∑
m0=−n
(√
36pi3√
3
α2−
√ √
3
36pi3
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f2EXP0−f3EXP1−f0EXP2+f1EXP3)dx1dx2dx3
)2
−
√
3
36pi3
n∑
m0=−n
( 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f2EXP0−f3EXP1−f0EXP2+f1EXP3)dx1dx2dx3
)2
+
n∑
m0=−n
(√
36pi3√
3
α3−
√ √
3
36pi3
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f3EXP0+f2EXP1−f1EXP2−f0EXP3)dx1dx2dx3
)2
−
√
3
36pi3
n∑
m0=−n
( 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f3EXP0+f2EXP1−f1EXP2−f0EXP3)dx1dx2dx3
)2
.
Den Minimalwert δminh erzielt man konkret fu¨r die Fourierkoeffizienten
α(m0, x0) = 2
(√
3
6pi
)3 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
f(x0, x1, x2, x3) · EXP (0,m0x1,m0x2,m0x3)dx1dx2dx3
und da δn ≥ 0 gilt, ergibt sich
2
(√
3
6pi
)3 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f 20 + f
2
1 + f
2
2 + f
2
3 )dx1dx2dx3 ≥
n∑
m0=−n
(α20 + α
2
1 + α
2
2 + α
2
3).
Aus dieser Ungleichung folgt die Besselsche Ungleichung
2
(√
3
6pi
)3 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f 20 + f
2
1 + f
2
2 + f
2
3 )dx1dx2dx3 ≥
∑
m0∈Z
(α20 + α
2
1 + α
2
2 + α
2
3) .
4.3.5 Fourierreihen fu¨r periodische aber im allgemeinen
nicht monogene Funktionen
Als Verallgemeinerung des Abschnittes 4.3.4 werden die Fourierreihen
f(x0, x1, x2, x3) =
∑
(m1,m2,m3)∈Z3
α(m1,m2,m3, x0) · EXP (0,m1x1,m2x2,m3x3)
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betrachtet und die Quaternionen in der Form α(m1,m2,m3, x0) = (α0, α1, α2, α3)
und EXP (0,m1x1,m2x2,m3x3) = (EXP0, EXP1, EXP2, EXP3) geschrieben.
Lemma 4.3.7 Die Fourierkoeffizienten besitzen die Eigenschaft
α(k1, k2, k3, x0)
= 2
(√
3
6pi
)3 6pi√3∫
x1=0
6pi√
3∫
x2=0
6pi√
3∫
x3=0
f(x0, x1, x2, x3) · EXP (0, k1x1, k2x2, k3x3) dx1dx2dx3
= 2
1∫
x1=0
1∫
x2=0
1∫
x3=0
f(x0,
6pi√
3
x1,
6pi√
3
x2,
6pi√
3
x3) · EXP (0, k16pi√
3
x1, k2
6pi√
3
x2, k3
6pi√
3
x3) dx1dx2dx3.
Beim Beweis des Lemmas sind alle Beweisschritte von Lemma 4.3.6 zu u¨bertragen.
Lemma 4.3.8 (Besselsche Ungleichung)
Die Funktion f(x0, x1, x2, x3) mit
f(x0, x1, x2, x3) =
∑
(m1,m2,m3)∈Z3
α(m1,m2,m3, x0) · EXP (0,m1x1,m2x2,m3x3)
erfu¨llt die Besselsche Ungleichung
2
(√
3
6pi
)3 6pi√3∫
0
6pi√
3∫
0
6pi√
3∫
0
(f 20 + f
2
1 + f
2
2 + f
2
3 ) dx1dx2dx3 ≥
∑
(m1,m2,m3)∈Z3
(α20 + α
2
1 + α
2
2 + α
2
3).
Der Beweis beruht unmittelbar auf den Ideen aus dem Abschnitt 4.3.4. Betrachtet
werden trigonometrische Polynome und man nutzt die folgenden Eigenschaften:
Fu¨r festes ni, i = 1, 2, 3 und ein beliebiges Element (k1, k2, k3) ∈ Q = {(k1, k2, k3) :
ki ∈ Z , −ni ≤ ki ≤ ni, i = 1, 2, 3} ist die Gleichung
∑
(m1,m2,m3)∈Q∗
αj(m1,m2,m3,x0)αj(k1,k2,k3,x0)
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP
[m1,m2,m3]
j EXP
[k1,k2,k3]
j dx1dx2dx3 = 0
erfu¨llt, wobei Q∗ = {(m1,m2,m3) ∈ Q : (m1 6= k1) ∨ (m2 6= k2) ∨ (m3 6= k3) und
j = 0, . . . , 3 gilt. Weiterhin erha¨lt man fu¨r j, l ∈ 0, . . . , 3 und j 6= l
∑
(m1,m2,m3)∈Q
αj(m1,m2,m3,x0)αl(k1,k2,k3,x0)
6pi√
3∫
0
6pi√
3∫
0
6pi√
3∫
0
EXP
[m1,m2,m3]
j EXP
[k1,k2,k3]
l dx1dx2dx3 = 0.
Der obere Index in den Komponenten der Exponentialfunktion [k1, k2, k3] bezieht
sich dabei auf die Bezeichnung EXP (0, k1x1, k2x2, k3x3).
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4.3.5.1 Eine heuristische Methode zur Einfu¨hrung der
Fouriertransformation
Bisher wurden periodische Funktionen mit der Periode T = 6pi√
3
und ω0 =
2pi
T
= 1√
3
untersucht. Um nichtperiodische Funktionen studieren zu ko¨nnen, soll der Grenzu¨ber-
gang T → ∞ und ω0 → 0 betrachtet werden. Die Fourierkoeffizienten in Lemma
4.3.7 enthalten nicht nur den Faktor ω0 =
1√
3
in den Sinus- und Cosinusfunktionen,
sondern auch die Faktoren 1√
3
vor den Komponenten EXP1, EXP2 und EXP3,
die nicht mit dem periodischen Verhalten zusammenha¨ngen. Auch der Vorfaktor 2,
der im Beweis von Lemma 4.3.6 und Lemma 4.3.7 eine wichtige Rolle spielt, ha¨ngt
mit dem Ausdruck 1√
3
, aber nicht mit der Periodizita¨t zusammen. Alle diese Terme,
die nicht das periodische Verhalten charakterisieren, werden im folgenden als Kon-
stanten C1, C2, C3 und C4 bezeichnet. Wird die Fouriertransformation genauer
untersucht, sind diese Koeffizienten zu bestimmen. Anhand der nachfolgenden zwei
Beispiele gewinnt man den Eindruck, dass C1 = C2 = C3 = C4 = 1 gelten muss.
In Anlehnung an Lemma 4.3.7 sei
f(x0, x1, x2, x3) =
∑
(m1,m2,m3)∈Z3
α(m1,m2,m3, x0) · EXP (0,m1x1,m2x2,m3x3)
=
∑
(m1,m2,m3)∈Z3
{
C1
(
1
2pi
)3T∫
0
T∫
0
T∫
0
f(x0, x1, x2, x3) · EXP (0,m1x1,m2x2,m3x3)dx1dx2dx3
}
·EXP (0,m1x1,m2x2,m3x3)ω30
=
∑
(m1,m2,m3)∈Z3
{
C1
(
1
2pi
)3 T2∫
−T
2
T
2∫
−T
2
T
2∫
−T
2
f(x0, y1, y2, y3) · EXP (0,m1y1,m2y2,m3y3)dy1dy2dy3
}
·EXP (0,m1x1,m2x2,m3x3)ω30 .
Man substituiert ωi = mi ω0 und ∆ωi = (mi + 1)ω0 − miω0 = ω0 fu¨r i = 1, 2, 3
und erha¨lt die Gleichung
f(x0, x1, x2, x3)
=
∑
(m1,m2,m3)∈ Z3
ωi = mi∆ωi
{
C1
(
1
2pi
)3 T2∫
−T
2
T
2∫
−T
2
T
2∫
−T
2
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3)dy1dy2dy3
}
·EXP ∗(0, ω1x1, ω2x2, ω3x3) (∆ωi)3
mit
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EXP ∗(0, ω1x1, ω2x2, ω3x3)
=

cosω1x1 cosω2x2 cosω3x3 − sinω1x1 sinω2x2 sinω3x3
C2
(
sinω1x1 cosω2x2 cosω3x3 + cosω1x1 sinω2x2 sinω3x3
)
C3
(
cosω1x1 sinω2x2 cosω3x3 + sinω1x1 cosω2x2 sinω3x3
)
C4
(
sinω1x1 sinω2x2 cosω3x3 + cosω1x1 cosω2x2 sinω3x3
)

.
Durch den Grenzu¨bergang ∆ωi = ω0 → 0, i = 1, 2, 3 und somit T →∞ gelangt
man zur Darstellungsformel
f(x0, x1, x2, x3)
=
∞∫
−∞
∞∫
−∞
∞∫
−∞
{
C1
(
1
2pi
)3∞∫
−∞
∞∫
−∞
∞∫
−∞
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3)dy1dy2dy3
}
·EXP ∗(0, ω1x1, ω2x2, ω3x3) dω1dω2dω3 .
Beispiel 1: Als einfachstes Beispiel soll das Fourierintegral der Funktion
f(x0, x1, x2, x3) =
x0 − x1e1 − x2e2 − x3e3
(1 + x21)(1 + x
2
2)(1 + x
2
3)
berechnet werden. Mit Hilfe der Beziehungen
∞∫
0
cos(ωixi)
1 + x2i
dxi =
pi
2
e−|ωi| und
∞∫
0
xi sin(ωixi)
1 + x2i
dxi =
ωi
|ωi|
pi
2
e−|ωi|
erha¨lt man im Fall C1 = C2 = C3 = C4 = 1(
1
2pi
)3 ∞∫
−∞
∞∫
−∞
∞∫
−∞
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3)dy1dy2dy3 = (α, 0, 0, 0)T
mit
α =
1
8
e−|ω1| e−|ω2| e−|ω3|
(
x0 − ω1|ω1| −
ω2
|ω2| −
ω3
|ω3|
)
.
Die Ru¨cktransformation mit obiger Integralformel ist mo¨glich.
Beispiel 2: Beschrieben wird die Fouriertransformation des Cauchykerns
f(x0, x1, x2, x3) =
x0 − x1e1 − x2e2 − x3e3
(x20 + x
2
1 + x
2
2 + x
2
3)
2
.
Indem man auch hier C1 = C2 = C3 = C4 = 1 setzt, erha¨lt man(
1
2pi
)3 ∞∫
−∞
∞∫
−∞
∞∫
−∞
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3)dy1dy2dy3 = (β, 0, 0, 0)T
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mit
β =
1
8pi
e−|x0|
√
ω21+ω
2
2+ω
2
3
 x0
|x0| −
(ω1 + ω2 + ω3)√
ω21 + ω
2
2 + ω
2
3
 .
Fu¨r diese Berechnungen werden die Formeln
∞∫
0
x sin(ax) dx
(b2 + x2)2
=
pi
4b
a e−ab a > 0, b > 0
∞∫
0
cos(ax) dx
(b2 + x2)2
=
pi
4b3
(1 + ab) e−ab a > 0, b > 0
∞∫
0
e−β
√
γ2+x2√
γ2 + x2
cos(bx) dx = K0(γ
√
β2 + b2) Re β > 0,Re γ > 0, b > 0
∞∫
0
(
1
β(γ2 + x2)3/2
+
1
γ2 + x2
)
e−β
√
γ2+x2cos(bx) dx=
1
βγ
√
β2 + b2K1(γ
√
β2 + b2)
∞∫
0
K0(α
√
x2 + β2) cos(γx)dx=
pi
2
√
α2 + γ2
e−β
√
α2+γ2 Re α > 0,Re β > 0, γ > 0
∞∫
0
(x2 + b2)∓
ν
2Kν(α
√
x2 + b2) cos(cx)dx
=
√
pi
2
α∓ν b
1
2
∓ν(α2 + c2)±
ν
2
− 1
4 K±ν− 1
2
(b
√
α2 + c2) Re α > 0,Re β > 0, c > 0
genutzt. Auch hier gelingt die Ru¨cktransformation.
4.3.5.2 Eine hinreichende Bedingung fu¨r die Existenz der Integrale
Es sei vorausgesetzt, dass
∞∫
−∞
∞∫
−∞
∞∫
−∞
|f(x0, x1, x2, x3)|dx1 dx2 dx3 <∞
gilt. Betrachtet wird das Integral
J(A) =
A∫
−A
A∫
−A
A∫
−A
 1(2pi)3
∞∫
−∞
∞∫
−∞
∞∫
−∞
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3)dy1dy2dy3

·EXP ∗(0, ω1x1, ω2x2, ω3x3)dω1dω2dω3,
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wobei (x0, x1, x2, x3) ein beliebiger fest gewa¨hlter Punkt ist. Fu¨r A → ∞ erha¨lt
man das obige Fourierintegral mit C1 = C2 = C3 = C4 = 1. Es sei 0 < B < ∞.
Auf Grund der Ungleichung
B∫
−B
B∫
−B
B∫
−B
|f(x0, x1, x2, x3)| dx1dx2dx3 ≤
∞∫
−∞
∞∫
−∞
∞∫
−∞
|f(x0, x1, x2, x3)| dx1dx2dx3 <∞
gilt
A∫
−A
A∫
−A
A∫
−A
{
1
(2pi)3
B∫
−B
B∫
−B
B∫
−B
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3)dy1dy2dy3
}
·EXP ∗(0, ω1x1, ω2x2, ω3x3)dω1dω2dω3
=
1
(2pi)3
B∫
−B
B∫
−B
B∫
−B
f(x0, y1, y2, y3) ·
{ A∫
−A
A∫
−A
A∫
−A
EXP ∗(0, ω1y1, ω2y2, ω3y3)
·EXP ∗(0, ω1x1, ω2x2, ω3x3)dω1dω2dω3
}
dy1dy2dy3 . (4.27)
Fu¨r die erste Komponente des Integrals innerhalb der geschweiften Klammern auf
der rechten Seite dieser Gleichung errechnet man
8
(
sin(A(y1 − x1))
y1 − x1
)(
sin(A(y2 − x2))
y2 − x2
)(
sin(A(y3 − x3))
y3 − x3
)
,
wa¨hrend die letzten drei Komponenten identisch Null sind. Untersucht wird nun die
linke Seite der Gleichung (4.27): Mit Hilfe der Schwarzschen Ungleichung gilt fu¨r
alle vier Komponenten∣∣∣∣
∞∫
−∞
∞∫
−∞
∞∫
−∞
[
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3)
]
i
dy1dy2dy3
∣∣∣∣
≤ 2
∞∫
−∞
∞∫
−∞
∞∫
−∞
3∑
j=0
|fj|dy1dy2dy3 ≤ 4
∞∫
−∞
∞∫
−∞
∞∫
−∞
√√√√ 3∑
j=0
f 2j dy1dy2dy3
= 4
∞∫
−∞
∞∫
−∞
∞∫
−∞
|f(x0, y1, y2, y3)| dy1dy2dy3, i = 0, . . . , 3.
Somit konvergiert das Integral
∞∫
−∞
∞∫
−∞
∞∫
−∞
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3) dy1dy2dy3
gleichma¨ßig bezu¨glich ω1, ω2, ω3 und
B∫
−B
B∫
−B
B∫
−B
f(x0, y1, y2, y3) · EXP ∗(0, ω1y1, ω2y2, ω3y3) dy1dy2dy3
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strebt fu¨r B → ∞ gleichma¨ßig gegen den Grenzwert. Folglich kann man auf der
linken Seite der Gleichung (4.27) B durch ∞ ersetzen. Daraus ergibt sich fu¨r J(A)
die komponentenweise Darstellung
Ji(A) =
1
pi3
∞∫
−∞
∞∫
−∞
∞∫
−∞
fi(x0, y1, y2, y3)
sin(A(y1 − x1))
y1 − x1
sin(A(y2 − x2))
y2 − x2
sin(A(y3 − x3))
y3 − x3 dy1dy2dy3, i = 0, . . . , 3.
Man substituiert nun tj = yj − xj, j = 1, 2, 3 und schreibt Ji(A) in der Form
Ji(A) =
1
pi3
∞∫
−∞
∞∫
−∞
∞∫
−∞
fi(x0, x1+t1, x2+t2, x3+t3)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3
=
1
pi3
∞∫
0
∞∫
0
∞∫
0
(
fi(x0, x1−t1, x2−t2, x3−t3) + fi(x0, x1−t1, x2−t2, x3+t3)
+ fi(x0, x1−t1, x2+t2, x3−t3) + fi(x0, x1−t1, x2+t2, x3+t3)
+ fi(x0, x1+t1, x2−t2, x3−t3) + fi(x0, x1+t1, x2−t2, x3+t3)
+ fi(x0, x1+t1, x2+t2, x3−t3) + fi(x0, x1+t1, x2+t2, x3+t3)
)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3 .
Daru¨ber hinaus multipliziert man die Identita¨t
1 =
8
pi3
∞∫
0
sin(At1)
t1
dt1
∞∫
0
sin(At2)
t2
dt2
∞∫
0
sin(At3)
t3
dt3
mit der Konstanten Si (dem Wert, den man fu¨r Ji(A) erwartet, wenn A gegen
unendlich strebt) und subtrahiert das Ergebnis von Ji(A). Auf diese Weise gilt
Ji(A)− Si = 1
pi3
∞∫
0
∞∫
0
∞∫
0
ϕi(t1, t2, t3)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3
mit
ϕi(t1, t2, t3) = fi(x0, x1−t1, x2−t2, x3−t3) + fi(x0, x1−t1, x2−t2, x3+t3)
+ fi(x0, x1−t1, x2+t2, x3−t3) + fi(x0, x1−t1, x2+t2, x3+t3)
+ fi(x0, x1+t1, x2−t2, x3−t3) + fi(x0, x1+t1, x2−t2, x3+t3)
+ fi(x0, x1+t1, x2+t2, x3−t3) + fi(x0, x1+t1, x2+t2, x3+t3)− 8Si.
Es erfolgt nun die Einschra¨nkung auf die Fa¨lle in welchen
1. fi stetig in (x0, x1, x2, x3) ist: Si = fi(x0, x1, x2, x3)
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2. fi eine Unstetigkeit erster Ordnung hat:
Si =
1
8
(
fi(x0, x1−0, x2−0, x3−0) + fi(x0, x1−0, x2−0, x3+0)
+ fi(x0, x1−0, x2+0, x3−0) + fi(x0, x1−0, x2+0, x3+0)
+ fi(x0, x1+0, x2−0, x3−0) + fi(x0, x1+0, x2−0, x3+0)
+ fi(x0, x1+0, x2+0, x3−0) + fi(x0, x1+0, x2+0, x3+0)
)
.
Da im ersten Fall gilt
lim
t1,t2,t3→+0
fi(x0, x1 ± t1, x2 ± t2, x3 ± t3) = fi(x0, x1, x2, x3)
und im zweiten Fall
lim
t1,t2,t3→+0
fi(x0, x1 ± t1, x2 ± t2, x3 ± t3) = fi(x0, x1 ± 0, x2 ± 0, x3 ± 0)
folgt lim
t1,t2,t3→+0
ϕi(t1, t2, t3) = 0 .
Satz 4.3.1 (Konvergenzkriterium)
Das Integral Ji(A) mit i = 0, . . . , 3 konvergiert fu¨r A→∞ an der Stelle (x0, x1, x2, x3)
und nimmt dort den Wert Si an, wenn fu¨r beliebiges h > 0 das Integral
h∫
0
h∫
0
h∫
0
|ϕi(t1, t2, t3)|
t1 t2 t3
dt1dt2dt3 (4.28)
konvergiert.
Beweis: Man schreibt
Ji(A)− Si = 1
pi3
h∫
0
h∫
0
h∫
0
ϕi(t1, t2, t3)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3
+
1
pi3
∫ ∫
IR3+\Qh
∫
ϕi(t1, t2, t3)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3
mit IR3+ = {(t1, t2, t3) : ti ≥ 0} und Qh = {(t1, t2, t3) : 0 ≤ ti ≤ h} und beweist
im ersten Schritt, dass gilt
h∫
0
h∫
0
h∫
0
ϕi(t1, t2, t3)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3 → 0 fu¨r A→∞,
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wenn das Integral (6.28) existiert und einen endlichen Grenzwert besitzt.
Es sei gi(t1, t2, t3) =
ϕi(t1,t2,t3)
t1 t2 t3
. Zuna¨chst wird angenommen, dass das Integral u¨ber
gi(t1, t2, t3) ein eigentliches Integral ist. Daru¨ber hinaus unterteilt man den Wu¨rfel
Qh in n Teilwu¨rfel Qj, j = 0, . . . , n− 1. Somit ergibt sich
I1 :=
h∫
0
h∫
0
h∫
0
gi(t1, t2, t3) sin(At1) sin(At2) sin(At3) dt1dt2dt3
=
n−1∑
j=0
∫ ∫
(t1,t2,t3)∈Qj
∫
gi(t1, t2, t3) sin(At1) sin(At2) sin(At3) dt1dt2dt3 .
Ferner wird mit mji die untere Schranke aller Werte von gi(t1, t2, t3) im Teilwu¨rfel
Qj bezeichnet. Dies ermo¨glicht die Schreibweise
I1 =
n−1∑
j=0
∫ ∫
(t1,t2,t3)∈Qj
∫
[gi(t1, t2, t3)−mji ] sin(At1) sin(At2) sin(At3) dt1dt2dt3
+
n−1∑
j=0
mji
∫ ∫
(t1,t2,t3)∈Qj
∫
sin(At1) sin(At2) sin(At3) dt1dt2dt3 .
Ist wji die Differenz zwischen oberer und unterer Schranke aller Werte von gi(t1, t2, t3)
im Teilwu¨rfel Qj, so folgt gi(t1, t2, t3)−mji ≤ wji und man erha¨lt die Ungleichung
|I1|≤
n−1∑
j=0
(
|wji |
∫ ∫
(t1,t2,t3)∈Qj
∫
dt1dt2dt3+|mji |
∣∣∣∣ ∫ ∫
(t1,t2,t3)∈Qj
∫
sin(At1) sin(At2) sin(At3) dt1dt2dt3
∣∣∣∣).
Um das letzte Integral abscha¨tzen zu ko¨nnen, soll mit b − a die La¨nge jeder Seite
des Teilwu¨rfels Qj bezeichnet werden. Man erha¨lt
∣∣∣∣
b∫
t1=a
sin(At1)dt1
b∫
t2=a
sin(At2)dt2
b∫
t3=a
sin(At3)dt3
∣∣∣∣ = ∣∣∣∣(cos(Aa)− cos(Ab)A
)3∣∣∣∣ ≤ 8A3
und kann schlußfolgern
|I1| ≤
n−1∑
j=0
|wji |Cj +
8
A3
n−1∑
j=0
|mji | mit Cj =
∫ ∫
(t1,t2,t3)∈Qj
∫
dt1dt2dt3.
Man fixiert nun ε > 0 und wa¨hlt eine Unterteilung des Wu¨rfels Qh in n Teilwu¨rfel
so, dass
n−1∑
j=0
|wji |Cj <
ε
2
.
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Eine Unterteilung dieser Art ist immer mo¨glich, da vorausgesetzt wurde, dass das
Integral u¨ber gi(t1, t2, t3) ein eigentliches Integral ist. Mit der speziellen Wahl der
Unterteilung sind alle Werte mji festgelegt und man erha¨lt fu¨r
A >
16
ε
n−1∑
j=0
|mji |
1/3
die Ungleichung |I1| < ε. Im weiteren wird angenommen, dass das Integral u¨ber
gi(t1, t2, t3) ein uneigentliches Integral ist und gi(t1, t2, t3) absolut integrierbar ist.
Ohne Einschra¨nkung der Allgemeinheit soll der Fall betrachtet werden, bei dem im
Wu¨rfel Qh nur ein singula¨rer Punkt, beispielsweise der Punkt (h, h, h), enthalten
ist. (Andererseits wird der Wu¨rfel Qh in eine endliche Anzahl von Teilwu¨rfeln unter-
teilt, so dass innerhalb jedes Teilwu¨rfels nur ein singula¨rer Punkt enthalten ist und
man wu¨rde die folgenden Betrachtungen fu¨r jeden dieser Teilwu¨rfel wiederholen.)
Es sei 0 < µ < h und Qh−µ = {(t1, t2, t3) : 0 ≤ t1 ≤ h − µ}. Man schreibt das
Integral I1 in der Form I1 = I11 + I12 mit
I11 =
h−µ∫
0
h−µ∫
0
h−µ∫
0
gi(t1, t2, t3) sin(At1) sin(At2) sin(At3) dt1dt2dt3
und
I12 =
∫ ∫
Qh\Qh−µ
∫
gi(t1, t2, t3) sin(At1) sin(At2) sin(At3) dt1dt2dt3 .
Fu¨r hinreichend kleine µ ist die Ungleichung
|I12| ≤
∫ ∫
Qh\Qh−µ
∫
|gi(t1, t2, t3)|dt1dt2dt3 < ε
2
erfu¨llt. Betrachtet man den Wu¨rfel Qh−µ, dann ist das Integral u¨ber gi(t1, t2, t3)
ein eigentliches Integral. In diesem Fall wurde bereits bewiesen, dass I11 gegen Null
strebt, wenn A unendlich groß wird.
Im zweiten Schritt untersucht man das Integral
I2 =
1
pi3
∫ ∫
IR3+\Qh
∫
ϕi(t1, t2, t3)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3 = I21 − I22
mit
I21 =
1
pi3
∫ ∫
IR3+\Qh
∫ (
fi(x0, x1−t1, x2−t2, x3−t3) + fi(x0, x1−t1, x2−t2, x3+t3)
+fi(x0, x1−t1, x2+t2, x3−t3) + fi(x0, x1−t1, x2+t2, x3+t3)
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+fi(x0, x1+t1, x2−t2, x3−t3) + fi(x0, x1+t1, x2−t2, x3+t3)
+fi(x0, x1+t1, x2+t2, x3−t3) + fi(x0, x1+t1, x2+t2, x3+t3)
)
sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3
und
I22 =
8Si
pi3
∫ ∫
IR3+\Qh
∫ sin(At1)
t1
sin(At2)
t2
sin(At3)
t3
dt1dt2dt3 .
Da f(x0, x1, x2, x3) absolut integrierbar ist, gilt diese Eigenschaft auch fu¨r den Aus-
druck (
fi(x0, x1−t1, x2−t2, x3−t3) + fi(x0, x1−t1, x2−t2, x3+t3)
+fi(x0, x1−t1, x2+t2, x3−t3) + fi(x0, x1−t1, x2+t2, x3+t3)
+fi(x0, x1+t1, x2−t2, x3−t3) + fi(x0, x1+t1, x2−t2, x3+t3)
+fi(x0, x1+t1, x2+t2, x3−t3) + fi(x0, x1+t1, x2+t2, x3+t3)
)
1
t1
1
t2
1
t3
,
wenn (t1, t2, t3) ∈ IR3+\Qh. In Analogie zu den obigen Ausfu¨hrungen kann man (im
Fall eines singula¨ren Punktes) zeigen, dass I21 gegen Null strebt, wenn A unendlich
groß wird. Schließlich strebt das Integral I22, geschrieben in der Form
I22 =
8Si
pi3
∫ ∫
IR3+\QhA
∫ sin(u1)
u1
sin(u2)
u2
sin(u3)
u3
du1du2du3 ,
mit QhA = {(u1, u2, u3) : 0 ≤ ui ≤ Ah} gegen Null, wenn A beliebig groß wird
und Satz 4.3.1 ist vollsta¨ndig bewiesen
Damit sind wesentliche Eigenschaften bewiesen, die fu¨r eine Fouriertransformation
von Bedeutung sind und es wird gewissermaßen eine Tu¨r geo¨ffnet fu¨r die Anwendung
der Fouriertransformation in der Theorie der Differentialgleichungen.
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