Abstract. In this work, we prove an optimal Penrose inequality for asymptotically locally hyperbolic manifolds which can be realized as graphs over Kottler space. Such inequality relies heavily on an optimal weighted Alexandrov-Fenchel inequality for the mean convex star shaped hypersurfaces in Kottler space.
Introduction
The famous Penrose inequality (conjecture) in general relativity, as a refinement of the positive mas theorem ( [39] , [42] ), states that the total mass of a space time is no less than the mass of its black holes which are measured by the area of its event horizons. When the cosmological constant Λ = 0, its Riemannian version reads that an asymptotically flat manifold (M n , g) with an outermost minimal boundary Σ (a horizon) has the ADM mass
provided that the dominant condition R g ≥ 0 holds. Here R g is the scalar curvature of (M n , g), |Σ| is the area of Σ and ω n−1 is the area of the unit (n − 1)-sphere. Moreover, equality holds if and only if (M, g) is isometric to the exterior Schwarzschild solution. For the case n = 3, (1.1) was proved by Huisken-Ilmanen [28] using the inverse mean curvature flow and by Bray [3] using a conformal flow. Later, Bray's proof was generalized by Bray and Lee [7] to the case n ≤ 7.
For related results and further development, see the excellent surveys [4] , [34] . Recently Lam [30] gave an elegant proof of (1.1) for asymptotically flat graphs over R n for all dimensions. His proof was later extended in [14, 29, 35] . Very recently, a general Penrose inequality for a higher order mass was conjectured in [21] , which is true for the graph cases [21, 32] and conformally flat cases [22] . In recent years, there has been great interest to extend the previous results to a spacetime with a negative cosmological constant Λ < 0. In the time symmetric case, (M n , g) is now an asymptotically hyperbolic manifold with an outermost minimal boundary Σ. In the asymptotically hyperbolic manifolds, a mass-like invariant, which generalizes the ADM mass, was introduced by Chruściel, Herzlich and Nagy [10, 11, 27] . See also an earlier contribution by Wang [40] for the special case of conformally compact manifolds. For this mass m H the corresponding Penrose GW and JW are partly supported by SFB/TR71 "Geometric partial differential equations" of DFG. Part of this work was done while CX was visiting the mathematical institute of Albert-Ludwigs-Universität Freiburg. He would like to thank the institute for its hospitality. , provided that the dominant energy condition R g ≥ −n(n−1) holds. This is a very difficult problem. Neves [37] showed that the powerful inverse mean curvature flow of Huisken-Ilmanen [28] alone could not work for proving (1.2) . For the special case that the asymptotically hyperbolic manifold can be represented by a graph over the hyperbolic space H n , Dahl-Gicquaud-Sakovich [13] and de Lima-Girão [16] proved this conjecture with a help of a sharp Alexandrov-Fenchel inequality for a weighted mean curvature integral in H n . Recently there have been many contributions in establishing Alexandrov-Fenchel inequalities in H n , see [9, 23, 24, 31, 41] . Penrose inequalities for the Gauss-Bonnet-Chern mass have been studied in [21, 24] .
In this paper we are interested in studying asymptotically locally hyperbolic (ALH) manifolds. Let us first introduce the locally hyperbolic metrics. Fix κ = ±1, 0 and suppose (N n−1 ,ĝ) is a closed space form of sectional curvature κ. Consider the product manifold P κ = I κ × N , where I −1 = (1, +∞) and I 0 = I 1 = (0, ∞) endowed with the warped product metric
One can easily check that the sectional curvature of (P κ , b κ ) equals to −1 and thus it is called locally hyperbolic. Note that in the case κ = 1 and (N,ĝ) is a round sphere, (P κ , b κ ) is exactly the hyperbolic space. Since there are a lot of work on the case that κ = 1 and (N,ĝ) is a round sphere, see the work mentioned above, we will in principle focus on the remaining case, the locally hyperbolic case. Namely, κ = −1, 0 or κ = 1 and N is a space form other than the standard sphere. In this case, the mass defined by (1.6) below is a geometric invariant. (See Section 3 in [10] ). In order to define this mass, we recall from [10] the following definition of ALH manifolds.
) is called asymptotically locally hyperbolic (ALH) if there exists a compact subset K and a diffeomorphism at infinity Φ :
and
Then a mass type invariant of (M n , g) with respect to Φ, which we call ALH mass, can be defined by
where e := (Φ −1 ) * g − b κ , N ρ = {ρ} × N , ν is the outer normal of N ρ induced by b κ and dµ is the area element with respect to the induced metric on N ρ , ϑ n−1 is the area of N ϑ n−1 = |N | and c n = 1 2(n − 1)ϑ n−1 .
For this mass, there is a corresponding Penrose conjecture.
Conjecture 1. Let (M, g) be an ALH manifold with an outermost minimal horizon Σ. Then the mass
provided that M satisfies the dominant condition
Moreover, equality holds if and only if (M, g) is a Kottler space.
The Kottler space, or Kottler-Schwarzschild space, is an analogue of the Schwarzschild space in the context of asymptotically locally hyperbolic manifolds which is introduced as follows. We consider the metric
Let ρ κ,m be the largest positive root of V κ,m . Then the triple
is a complete vacuum static data set with the negative cosmological constant −n which satisfies (1.9)∆V κ,m g κ,m −∇ 2 V κ,m + V κ,m Ric gκ,m = 0 and R gκ,m = −n(n − 1).
We remark here that throughout the all paper,∆ and∇ denote the Laplacian and covariant derivative with respect to the metric g κ,m . Remark that in (1.8) if κ ≥ 0, the parameter m is always positive; if κ = −1, the parameter m can be negative. In fact, m belongs to the following interval m ∈ [m c , +∞) and
Comparing with the case of the asymptotically hyperbolic, this is a new and interesting situation. The corresponding positive mass theorem looks now like Conjecture 2. Let (M, g) be an ALH manifold (κ = −1 case without boundary). Then the mass
provided that M satisfies the dominant condition (1.7).
These problems were first studied by Chruściel-Simon [12] . Recently, Lee and Neves [33] used the powerful inverse mean curvature flow to obtain a Penrose inequality for 3 dimensional conformally compact ALH manifolds if the mass m ≤ 0. Roughly speaking, they managed to show that the inverse mean curvature flow of Huisken and Ilmanen does work for ALH with κ = 0, −1, though Neves [37] has previously showed that it alone does not work for the asymptotically hyperbolic manifolds, i.e., κ = 1. Very recently, de Lima and Girão [17] proved Conjecture 1 for a class of graphical ALH for all dimenions n ≥ 3, in the range m ∈ [0, ∞).
Motivated by these work and our previous wok on the Gauss-Bonnet-Chern mass, in this paper we want to to show Conjecture 1 for a class of graphical ALH for all dimensions n ≥ 3, in the full range
In order to state our results, let us introduce the corresponding Kottler-Schwarzschild spacetime in general relativity
We consider its Riemannian version, namely Q κ,m = R × P κ,m with the metric
It is well-known thatg κ,m is an Einstein metric, i.e. We identity P κ,m with the slice {0} × P κ,m ⊂ Q κ,m and consider a graphs over P κ,m or over a subset P κ,m \Ω, where Ω is a compact smooth subset containing {0} × ∂P κ,m . An ALH graph associated to a smooth function f : P κ,m \Ω → R is a manifold M n with the induced metric from (Q κ,m ,g κ,m ), i.e.
(1.12)
) is ALH in the sense of Definition 1.1.
We now state the main results of this paper. Theorem 1.2. Suppose M ⊂ Q κ,m is an ALH graph over P κ,m with inner boundary Σ, associated to a function f : P κ,m \Ω → R. Assume that Σ is in a level set of f and |∇f (x)| → ∞ as x → Σ. Then we have
where H is the mean curvature of Σ in (P κ,m , g κ,m ) and ξ is the unit outer normal of (M, g) in (Q κ,m ,g κ,m ). Moreover, if in addition the dominant energy condition
Remark 1.3. For any ALH graph over the whole P κ,m , we have
provided that the dominant energy condition R g + n(n − 1) ≥ 0 holds, since in this case
This can be viewed as a version of the positive mass theorem in this setting. See Conjecture 2.
Comparing with the work of [17] , which considers graphs over the local hyperbolic space P κ , our setting enables us to consider the negative mass range. In order to obtain a Penrose type inequality, we need to establish a Minkowski type inequality in the Kottler space. This motivates us to study geometric inequalities in the Kottler space. The corresponding Minkowski type inequality is proved in the following Theorem. Theorem 1.4. Let Σ be a compact embedded hypersurface which is star-shaped with positive mean curvature in P κ,m , then we have
where ∂P κ,m = {ρ κ,m } × N. Equality holds if and only if Σ is a slice.
Here by star-shaped we mean that Σ can be represented as a graph over N n−1 . When m = 0, i.e, P κ,m = P κ , which is a locally hyperbolic space, Theorem 1.4 was proved in [17] . When m = 0, P κ,m has no constant curvature. A similar inequality was first proved by Brendel-Hung-Wang in their work on anti-de Sitter Schwarzschild space [9] . Our proof of Theorem 1.4 uses crucially their work.
One can check easily that for the Kottler space P κ,m the area of its horizon ∂P κ,m satisfies
Combining (1.14), (1.16) and (1.17), we immediately obtain the Penrose inequality for ALH graphs.
is an ALH graph as in Theorem 1.2, so that its horizon Σ ⊂ (P κ,m , g κ,m ) is star-shaped with positive mean curvature, then
Equality is achieved by the Kottler space.
The Kottler-Schwarzschild space P κ,m ′ can be represented as an ALH graph in (Q κ ,g κ ) over P κ,m , if m ′ ≥ m. One can check that it achieves equality in the Penrose inequality (1.18).
The rigidity in Theorem 1.5 should follow from the argument of Huang-Wu [29] . We will return to this problem later.
Kottler-Schwarzschild space
As stated in the introduction, the Kottler space, or Kottler-Schwarzschild space, is an analogue of the Schwarzschild space in the setting of asymptotically locally hyperbolic manifolds. Let (N n−1 ,ĝ) be a closed space form of constant sectional curvature κ. Then the n-dimensional Kottler-Schwarzschild space P κ,m = [ρ κ,m , ∞) × N is equipped with the metric
One can realize metric (2.1) as a graph over the locally hyperbolic spaces
provided m ≥ 0. Explicitly, one needs to find a function f = f (ρ) satisfying
Let ρ 0 := ρ κ,m be the largest positive root of
Then when ρ approaches ρ 0 , we have
2 ), so that one can solve that
Its horizon is {S ρ 0 : ρ n 0 + κρ n−2 0 = 2m} which implies (1.17). Also one can check directly that the AH mass (1.6) of the Kottler space is exactly m. See Lemma 3.1 below. More generally, the metric (2.1) can be realized as a graph over another Kottler-Schwarzschild space (P κ,m 1 , g κ,m 1 ), provided m ≥ m 1 .
Remark that in (2.1), in order to have a positive root ρ 0 , if κ ≥ 0, the parameter m should be always positive; if κ = −1, the parameter m can be negative. In fact, in this case, m belongs to the following interval
Here the certain critical value m c comes from the following. If m ≤ 0, one can solve the equation
By a change of variable r = r(ρ) with
, r(ρ κ,m ) = 0, we can rewrite P κ,m as P κ,m = [0, ∞) × N equipped with the metric
It is easy to check
By the definition of ρ κ,m , we know that
One can also verify
We take κ = −1 as example to verify (2.7).
Here c = ln 2 +
which implies λ κ (r) = ρ = O(e r ) as r → ∞. Let R αβγδ denote the Riemannian curvature tensor in P κ,m . Let∇ and∆ denote the covariant derivative and the Laplacian on P κ,m respectively. The Riemannian and Ricci curvature of (P κ,m ,ḡ) are given by
It follows from (2.7) that Second, instead of computing the ALH mass with V κ in (1.5) one can compute it with V κ,m by using the following Lemma Lemma 3.2. We have
andν denotes the outer normal of N ρ induced by g κ,m .
Proof. First note that
thus we have
Then using the fact that g κ,m is ALH of decay order τ , one can replace V κ by V κ,m , b κ by g κ,m and ν byν in (1.6) without changing mass, that is,
This implies the desired result.
According to [36] , the second term in (3.1) is also an integral invariant when the reference metric is taken as the Kottler-Schwarzschild metric g κ,m rather than b κ . In the spirit of [14, 15] , one can estimate the second term since (P κ,m , g κ,m , V κ,m ) satisfies the static equation (1.9). Therefore we can prove Theorem 1.2 for the graphs over a Kottler-Schwarzschild space which extends the previous works of graphs over the Euclidean space, hyperbolic space as well as the locally hyperbolic spaces.
Proof of Theorem 1.2. The proof of this theorem follows in the spirit of the one in [14, 15] . For the convenience of readers, we sketch it. Denote (M, g) ⊂ (Q κ,m ,g κ,m ) with the unit outer normal ξ and the shape operator B = −∇g κ,m ξ. Define the Newton tensor inductively by
where S r denotes the r-th mean curvature of (M, g) with respect to ξ. Let {ǫ i } n i=1 be a local orthonormal frame on M, then a direct computation gives (or see (3.3) in [1] for the proof)
whereR denotes the curvature tensor of (Q κ,m ,g κ,m ) and (R(ξ,
Using the fact that 
where ( 
Denote by
In the local coordinates x = (x 1 , · · · , x n ) of (P κ,m , g κ,m ), the tangent space T M n is spanned by
and thus
On the other hand (
(3.5)
Note that the shape operator of M n is given by (cf. (4.5) in [24] for instance)
By the decay property of metric (1.12) together with (3.5), one can check that
where ≈ means that the two terms differ only by the terms that vanish at infinity after integration.
With expression (3.6) and applying the similar argument in the proof of (4.11) in [24] , one can check that
As in the proof of Theorem 1. 
Next using (3.7) and the assumption that |∇f (x)| → ∞ as x → Σ, we have
Finally integrating (3.4) and revoking Lemma 3.2, we finally obtain
¿From the Gauss equation we obtain
Sinceg κ,m is an Einstein metric, we have
Combining all the things together, we complete the proof of the theorem.
Inverse mean curvature flow
Let Σ 0 be a star-shaped, strictly mean convex closed hypersurface in P κ,m parametrized by X 0 : N → P κ,m . Since the case κ = 1 has been considered in [9] , we focus on the case κ = 0 or −1, Consider a family of hypersurfaces X(·, t) : N → P κ,m evolving by the inverse mean curvature flow:
where ν(·, t) is the outward normal of Σ t = X(N, t).
Let us first fix the notations. Let g ij , h ij and dµ denote the induced metric, the second fundamental form and the volume element of Σ t respectively. Let ∇ and ∆ denote the covariant derivative and the Laplacian on Σ t respectively. We always use the Einstein summation convention. Let |A| 2 = g ij g kl h ik h jl .
We collect some evolution equations in the following lemma. For the proof see for instance [20] . 
The mean curvature evolves under 
(6) The function p, defined above, evolves under
Since Σ 0 is star-shaped, we can write Σ 0 as a graph of a function over N :
It is well known that there exists a maximal time interval [0, T * ), 0 < T * ≤ ∞, such that the flow exists and any X(·, t), t ∈ [0, T * ) are also graphs of functions u over N :
Define a function ϕ(·, t) : N → R by
dr.
In term of the local coordinates x i on N , the induced metric and the second fundamental form of Σ t are given respectively by
Here ϕ i = ∇ĝ i ϕ and ϕ ij = ∇ĝ i ∇ĝ j ϕ. Thus the mean curvature is given by
Along flow (4.1), the graph functions u evolve under
By the parabolic maximum principle, we can derive the C 0 and C 1 estimates.
Proof. At the point where u(·, t) attains its minimum, we have v = 1 and ϕ ij ≥ 0, and hence
.
Thus from (4.5) we infer that (4.8) from which the first assertion follows. The second one is proved in a similar way by considering the maximum point of u(·, t).
To derive the C 1 estimate, we need to estimate the upper and lower bounds for H. Proof. By Lemma 4.1 and (2.9), we have
In view of the inequality |A| 2 ≥ 1 n−1 H 2 , by using Proposition 4.2 and the maximum principle, we deduce
The first assertion follows.
For the second assertion, we take derivative s of (4.6) with respect to t and get
Since λ ′′ κ (r) ≥ 0, by using the maximum principle, we have
Taking into account of (4.6) and Proposition 4.2, we conclude that 
one can verify that the evolution equation of ω is
Notice that vF = λH and −κ ≤ λ 2 κ − 2mλ 2−n κ . Using (2.5), Proposition 4.2 and 4.3, we have
Thus by using the maximum principle on (4.12) we have t . By Lemma 4.1 and (2.9), we have
Combining (4.9) and (4.16) and using Proposition 4.2, we obtain
Using Proposition 4.3 and the maximum principle, we have
Hence e log χ−log H ≤ Ce Proof. We need the following refinement of (4.13), by taking Proposition 4.6 into account:
Then the proof follows the same way as Proposition 4.4.
We now derive the C 2 estimates. (4.6). With the C 2 estimates, we can derive the higher oder estimates via standard parabolic Krylov and Schauder theory, which allows us to obtain the long time existence for the flow. Proof. Using Proposition 4.2 and 4.7, we get
It follows from Proposition 4.11 that
On the other hand,
Thus from (4.3) we see
If we do more delicate analysis, we may improve the estimates given in Proposition 4.11 to o(e − 1 n−1 t ) as in the work of Gerhardt for the inverse mean curvature flow in H n . Here we avoid to do so, as in the work of Brendle-Hung-Wang [9] . We remark that on a general asymptotically hyperbolic manifolds such estimates may be difficult to obtain, cf. the work of Neves [37] . See Remark 5.7 below.
Minkowski type inequalities
We start this section with Theorem 5.1 ( [9] ). Let Σ be a compact embedded hypersurface which is star-shaped with positive mean curvature in (ρ κ,m , ∞) × N n−1 . Let Ω be the region bounded by Σ and the horizon ∂M = {ρ κ,m } × N . Then
Equality holds if and only if Σ = {ρ} × N for some ρ ∈ [ρ κ,m , ∞).
When κ = 1, Theorem 5.1 was proved in [9] ; when κ = 0, −1, the proof follows from a similar argument, which is even simpler. For the convenience of the reader, we include it here. To prove this theorem, we need the following two lemmas.
Lemma 5.2. The functional
is monotone non-increasing along flow (4.1).
Proof. The proof of this lemma can be found in [9] . For completeness, we include the calculations here. To simplify the notation, we denote ρ 0 = ρ κ,m . In view of Lemma 4.1 and integrating by parts, we calculate
where in the third line we used the simple fact ∆V κ,m = ∆V κ,m − ∇ 2 V κ,m (ν, ν) − Hp and (1.9).
Then we use the divergence theorem to deal with the first term that
where in the last equality we used the relation 2m = ρ n 0 + κρ n−2 0 and the fact∆V κ,m = nV κ,m which follows from (1.9).
Similarly, by Lemma 4.1 and (5.4), we have
Also a Heintze-Karcher type inequality proved by Brendle [8] is needed to estimate the third term, that is,
Hence substituting (5.4), (5.6) into (5.3) together with (5.5), we infer
Taking into account of Lemma 4.1 (1), we get the assertion.
Lemma 5.3.
Proof. In view of (5.4), it suffices to prove
¿From (4.4), Proposition 4.7 and 4.11, we have
Using Proposition 4.7 and the expressions of λ κ , λ ′ κ , and v, we get 
where in the second line, we have integrated by parts and used the fact
Meanwhile, we infer from (2.5), (5.9), (5.10) and (5.12) that
t ) (5.13) (5.11) and (5.13) imply that (5.7) is reduced to prove
When κ = 1, it was already observed in [9] that (5.14) is a non-sharp version of Beckner's Sobolev type inequality, Lemma 5.4. When κ = −1, by the Hölder inequality, we have
, which implies (5.14). When κ = 0, (5.14) is trivial. Hence we show (5.7) and complete the proof.
Lemma 5.4 ([2]).
For every positive function f on S n−1 , we have
Proof. Theorem 4 in [2] gives that (n − 1)
for every positive smooth function w. Set w = f n−2 2 , one gets the desired result. Remark 5.5. It is easy to see that the above inequality holds also on the space form N .
Proof of Theorem 5.1. Note that |∂M | = ρ n−1 0 ϑ n−1 . The inequality (5.1) follows directly from Lemma 5.2 and Lemma 5.3. When the equality holds, we have the equality in (5.3), which forces |A| 2 = 1 n−1 H 2 and hence Σ is umbilic. When m = 0, an umbilic hypersurface must be a slice {ρ} × N . When m = 0, it follows from the equality case in (5.14) that λ κ is constant, which implies again Σ is a slice {ρ} × N .
We now prove another version of Alexandrov-Fenchel inequalities, which is applicable to prove Penrose inequalities. Theorem 5.6. Let Σ be a compact embedded hypersurface which is star-shaped with positive mean curvature in (ρ 0 = ρ κ,m , ∞) × N n−1 . Let Ω be the region bounded by Σ and the horizon ∂M = {ρ 0 } × N . Then
Equality holds if and only if
Remark 5.7. Theorem 5.6 should be stronger than Theorem 5.1. In fact we believe the following
holds.
To simplify the notation, we define Using (1.17) and Theorem 5.1, we obtain Q 2 (0) ≥ Q 2 (t 1 ) = Q 1 (t 1 ) ≥ (n − 1)κϑ n−1 .
Case 2: For all t ∈ [0, ∞), we have
¿From above, we know that Q 2 (t) is monotone non-increasing in t ∈ [0, ∞). Thus it suffices to show that lim inf t→∞ Q 2 (t) ≥ (n − 1)κϑ (5.19) . It is easy to show that equality implies that Σ is geodesic. We complete the proof.
