The contextual information in the built environment is highly heterogeneous, it goes from static information (e.g., information about the building structure) to dynamic information (e.g., user's space-time information, sensors detections and events that occurred). This paper proposes to semantically fuse the building contextual information with data coming from a smart camera network by using ontologies and semantic web technologies. The ontology developed allows interoperability between the different contextual data and enables, without human interaction, real-time event detections to be performed and system reconfigurations. The use of semantic knowledge in multi-camera monitoring systems guarantees the protection of the user's privacy by not sending nor saving any image, just extracting the knowledge from them. This paper presents a new approach to develop a "all-seeing" smart building, where the global system is the first step to attempt to provide Artificial Intelligence (AI) to a building. More details of the system and future works can be found at the following website: http://wisenet.checksem.fr/ .
Introduction
In Greek mythology, Argus Panoptes was a giant with a hundred eyes. It was impossible to deceive his vigilance, for only some of his eyes slept while the rest were awake. Argus was the servant of Hera. At his death, Hera rewarded the giant's fidelity by transferring his eyes to the feathers of the peacock, his favorite animal. "To have the eyes of Argus" is a popular expression which means to be lucid and vigilant. The term Panoptes means "all-seeing". Within the built environment the term "all-seeing" is a quest in terms of access control, flow control and activities. In that context, a Panoptes building would characterize a smart building equipped with a network of cameras which could, in real-time, combine the different information seen and deduce the triggering of actions. In classical multi-camera based systems there is a monitor room with a central processing server where all the information is collected and analyzed in real-time by a human operator (or a set of them). However, as the size of the network increases, it becomes more difficult (or even impossible) for the human operator to monitor all the video streams at the same time and to identify events. Furthermore, having a large amount of information makes it infeasible to create a relation between actions that happened in the past and current actions.
Based on our experience, some issues and limitations of multi-camera based system deployed in built environments have been identified, such as:
-Selecting and filtering relevant information from the large amount of generated data. -Dealing with missing information and non-detectable information. For example, a person may become not-visible to a camera due to its position or an obstruction. -Reconfiguration of the cameras according to their context. The camera should adjust its configuration to ease the task of identifying a specific object or action. For example, the cameras should be able to adjust its parameters (e.g., aperture and shutter speed) according to the light in the environment. -Integration of data from different nodes and different domains. A multi-camera based system should be able to link the contextual information with the information coming from the different camera nodes to identify events and take decisions. -Privacy protection. There are many privacy laws that restrict the monitoring of people, therefore, a multi-camera based system should be able to extract the useful information from an image/video while protecting the privacy of the individuals.
Many efforts have being devoted to deal with the aforesaid limitations of the multi-camera based system. The most prominent one is to rely on smart cameras to perform visual tasks semi-autonomously (with minimal human interaction). Smart cameras are specialized cameras that contain not only the image sensor but also a processing unit and some communication interfaces. In a few words, smart cameras are a selfcontained vision systems [24, 42] . The use of smart cameras in the built environment has become a growing trend due to the rich contextual data provided.
In the built environment, context is an essential factor since it provides information about the current status of users, places, objects, sensors and events. We assume that a smart building is a context-aware system because it extracts, interprets and uses the contextual information to automatically adapt its functionality according to the contextual changes.
A Panoptes building is a type of smart building that uses only smart cameras sensors and its main purpose is monitoring the different activities that occur in the built environment; in contrast to the smart building which uses different types of sensors and which mainly focuses on managing/monitoring the energy consumption. The creation of a Panoptes building is a complicate task due to the integration of data coming from different domains around the knowledge of the building composition. Many works have been done using semantic web standards such as Resource Description Framework (RDF) and Web Ontology Language (OWL) to represent contextual data [16] . On those systems, the ontology plays a crucial role in enabling the processing and sharing of information and knowledge, i.e., the use of an ontology allows interoperability between different domains.
This paper proposes an ontology for a Panoptes building that re-purposes and integrates information about different domains composing the built context. The proposed ontology is the kernel of the WiseNET (Wise NETwork) system, which is a context-aware system whose main function is to perform reasoning about heterogeneous sources of information. Explicitly, the WiseNET system enhances the information of a smart camera network (SCN) with contextual information to allow autonomously real-time event/anomalies detection and system reconfiguration. The main contribution of this paper is the semantic fusion of Industry Foundations Classes (IFC) data with sensor information and other domain information in the Panoptes context, by using semantic web technologies. A semantic-based system is presented as well, which allows to overcome the multi-camera based system limitations and some computer vision problems, specially the privacy protection which nowadays is an important factor to consider.
The rest of the paper is organized as follows. Section 2 introduces the terminology used in the paper as well as summarizes related works. Section 3 describes the development process of the WiseNET ontology and its links to existing ontologies. Section 4 discusses the operational model, specifically the WiseNET system architecture. Section 5 presents the population of the ontology from the IFC, this is done once at the system initialization and is considered as static population. Section 6 presents the population of the ontology from smart cameras which consists of a static population, to initialize the sensors, and a dynamic population which occurs each time the smart cameras detect a person. Finally, Sections 7 and 8 present Discussion and Conclusions respectively.
Background and related work
Nowadays, multi-camera based systems have become a part of our daily life. They can be found in cities, commercial centers, supermarkets, offices, and even in houses. The advances in image sensor technology allow us to have smart cameras, which are lowcost and low-power systems that capture high-level description of a scene and analyze it in real-time [42] . These smart cameras can extract necessary/pertinent information from different images/video by employing different image processing algorithms such as face detection [47] , person detection [8] , people tracking [13] , fall detection [35] , object detection [33] , etc.
Smart camera networks have been used in the built environment for a long time. The main applications focus on the following problematics:
-Study of space-use. Space-use is a research that aims at analyzing the relation between built space and its use. An example of this research is presented by Tomé et al. which studied the spaceuse by using computer vision-based tracking and Radio Frequency Identification (RFID) [38] . -Monitoring of elderly people. The context of this type of applications is health care and ambient assisted living. Some notable works in this field are: Nawaz et al. which used smart cameras to monitor the activities of elderly people while protecting their privacy [26] ; and Crispim-Junior et al. which developed a multi-camera based framework to recognize the activities of elderly people during a clinical protocol in a hospital [7] . -Security, monitoring and surveillance. These are the most well-known applications in the built environment; they consists on using the visual information to monitor the activities of the building users. Yu et al. developed a robust image processing algorithm to perform multi-camera multiobject tracking in a built environment [46] ; other examples in this field can be found in the survey of Winkler et al. [41] .
Most of the previous applications use a SCN deployed in a built environment to obtain and analyze different type of information. Therefore, they might be considered as Panoptes building applications. The main function of a Panoptes building is to combine the different information obtained by the SCN and to deduce the triggering of actions/events in real-time. In that context, Panoptes building applications should understand the static building information as well as perceive (accurately) the dynamic and evolving data, i.e., they should be aware of their context. A context-aware system in the built environment is a complex task; it requires information from different domains such as en-vironment data, sensing devices, spatio-temporal facts and details about the different events that may occur. For example, the required event information could be a set of concepts and relations concerning the different events that may occur in a built environment, their location, the time they occurred, the agents involved, the relation to other events and their consequences. In the case of the sensor information, the required data could be the description of the different sensing devices, the process implemented on them and their results. Regarding the environment, the required data could be the structure of the building, its topology and the different elements contained in a space.
The built environment data can be obtained using the Building Information Modeling (BIM) of a building. BIM becomes a general term designing the set of numerical data, objects and processes appended during the life-cycle of a building [11] . From the designing, construction and facility management steps, the BIM allows practitioners and managers to exchange data in a uniform way using the IFC standard [40] . The IFC standard gives the base of description, both semantic and graphic of all elements making the building [20] . This allows to aggregate all heterogeneous software dedicated to the built environment on an interoperability way. In the domain of interoperability three levels are described: technical, organizational and semantics [21] . The IFC aims the technical interoperability level [9] . The organizational level is in charge of the practitioners according to the law of each country and the rules of each enterprise. The semantics level aims to clearly specify the meaning of each element making the BIM.
An important work was made to bring the IFC EX-PRESS schema into the semantic web world using OWL as the schema modeling language. Dibley et al. compared different frameworks that tried to achieve this goal [10] . The result is the ifcowl ontology whose main objective is to convert the IFC concepts and instances data into equivalent RDF data. The conversion procedure from EXPRESS to OWL can be found in [30] .
According to Studer, an ontology is a formal, explicit specification of a shared conceptualization [37] . In other words, an ontology is a set of concepts and relations used to describe and represent an area of concern. Currently, ontologies are represented using OWL-2 language, which is the recommendation of the World Wide Web Consortium (W3C) [43] . Other recommended technologies/languages in the semantic web field are: RDF, used for representing informa-tion in the form of a graph composed of triples [45] ; RDF Schema (RDFS), which provides a vocabulary for creating a hierarchy of classes and properties [3] ; SPARQL 1 , used to query RDF data [44] ; and the Semantic Web Rule Language (SWRL 2 ), which is used for extending the OWL model with rule axioms [18] .
One important application of ontology is for semantic fusion, which consists on integrating and organizing data and knowledge coming from multiple heterogeneous sources and to unified them into a consistent representation. There have being many works that combine semantic information coming from different sources in an ontology. Hong et al. presented some context-aware systems were the ontology plays a central role for enabling interoperability between devices and agents which are not designed to work together [16] . Dibley et al. developed an ontology framework that combines a sensor ontology with a building ontology and others supporting ontologies [10] . Other works have focused on using ontologies for combining computer vision with different kinds of information such as SanMiguel et al. which created an ontology composed mainly of knowledge about objects, events and image processing algorithms [34] ; Chaochaisit et al. presented a semantic connection between sensor specification, localization methods and contextual information [5] ; and Town which presented an ontology that fusion multiple computer vision stages with context information for image retrieval and event detections [39] . The use of ontologies as an interoperability agent warranties the information fusion. Consequently, we propose the creation of an ontology to combine and re-purpose the different types of information required by a Panoptes building.
Our approach differs from classical computer vision which deals with algorithm improvements [46] and signal processing problems [35] , by dealing with a meaning problem in computer vision [39] , where the observation of the smart camera is improved by semantically fusing it with contextual information (e.g., position of the sensors, position of the users, spaces in the environment and events that have occurred).
Formal modeling
The WiseNET ontology is an OWL-2 ontology that incorporates a vast corpus of concepts in the domain of a Panoptes building. The ontology provides a vocabulary for combining, analysing and re-purposing the information coming from the smart camera network (SCN) deployed in a built environment. The main function of the WiseNET ontology is to perform realtime event/anomalies detection and initiate system reconfiguration.
Ontology development
The goal for developing the WiseNET ontology was to create a shared understanding of the structure of information for a Panoptes building. The WiseNET developing process follows the Noy and McGuinness methodology for ontology development [27] . This methodology consists of seven steps which are: determine scope of the ontology, consider reuse, enumerate classes, define classes and properties, define constrains and create instances (ontology population shown on Sections 5 and 6).
Scope of the ontology
To determine the scope of the ontology we need to think about the kind of knowledge that should be covered by the ontology and its use, i.e., its domain.
Some competency questions were formulated to determine the focus of the ontology (Table 1) . Those competency questions should be answered by the ontology and from them it can be extracted the different kind of knowledge that should be contained in the WiseNET ontology. Roughly, is knowledge about the environment, events, person, sensors and time.
Links to existing ontologies
When developing a new ontology it is recommended to reuse existing ontologies as much as possible. In this way, one can focus on defining the specific knowledge of the application. The reuse of external ontologies, not only saves time but also gives the advantage of using mature and proved ontological resources that have been validated by their applications and (some) by the W3C.
The WiseNET ontology reuses resources from many different ontologies (see Table 2 ). However, there are six key ontologies that cover most of the required concepts of the different domains, those are: Table 1 Selected competency questions for the WiseNET ontology
Competency questions
How many people are in the space X?
Which doors does the camera Z observes? Where is the person Y located?
What are the nearest cameras of camera Z?
What is the position of all the persons? Which building elements does the camera Z observes? Where was the person Y in the last T minutes?
What image processing algorithms are implemented in the camera Z?
How many rooms does the storey X has? Is somebody in a restricted area? Is the space X empty/occupied?
At what time does the person Y enter/left the space Z?
Is the space X1 connected to the space X2? How long does the person Y stayed in the space X? What are all the spaces connected to the space X?
Where were all the people at time T?
Which types of sensors are in the system? At what time does the event E occured? What is the position of all the sensors?
Who was involved in the event E?
Where is the camera Z located? Which events happened in the last T minutes?
E, X, X1, X2, Y, Z are id's and T is a variable. -The DUL ontology, which provides a set of concepts used for interoperability among different ontologies [12] . This ontology gives the necessary properties to combine spatial information with different types of data. -The event ontology, which deals with the notion of events and their different properties such as location, time, agents, factors and products [32] . This ontology provides most of the vocabulary required for describing activities and events that may happen. -The ifcowl ontology, which is a semantic representation of the IFC schema (standard for representing building and construction data) [28] . Most of the environment concepts required (such as the structure of the building, its topology and the different elements contained in a space) can be obtained from the IFC. The IFC data used dur-ing the experimentations was defined using the IFC2x3 specification, therefore we focused on that version of the ifcowl. However, the system should be able to cope with newer versions of the IFC. -The person ontology, which provides a minimum set of classes and properties for describing a natural person [31] . -The ssn ontology, which describes sensors, observations, sensing processes, measurement capabilities and related concepts [6] . This ontology provides the required vocabulary to describe the sensors used in our system. -The time ontology, which provides concepts for describing the temporal properties of resources [15] . This ontology provides all the required concepts about instants, intervals, their duration and their topological relations. Table 2 . Figure 1 shows the primary classes and properties reused by the WiseNET ontology. The external ontologies were not imported, from most of them only some concepts are reused, except from the ifcowl from which some instances are also considered. Not importing the external ontologies gives two main benefits: easing the ontology maintenance and improving the performance. The performance improvement is a very important factor due to the goal of the WiseNET ontology is to perform real-time reasoning.
Classes and properties of WiseNET
Many of the competency questions involves more than one type of knowledge. Hence, the WiseNET ontology should be able to collect and combine the information from those different domains. In that context, it is necessary to define new concepts (classes and properties) that will allow us to: complete the information from the different domains, to describe attributes of instances according to our needs and, more importantly, to relate (i.e., link) the different domains.
The Tables 3 and 4 present some selected classes and properties with emphasis on built environment information. We propose to enhance the IFC information by adding functional facts to the spaces, i.e., information about the space usage (if it is a corridor, a reception, a coworking space, etc). Additionally, we propose to add information about the different types of alarm and security systems present in the built environment, specifically the security systems of the doors (e.g., key-lock system, card reader system and biometric system). This can allow the deduction of knowledge regarding the security restrictions of a space.
After having the complete terminology of the ontology, some constraints and characteristics of the class expressions and the property axioms need to be defined. Axioms are a set of formulas taken to be true and that every assignment of values should satisfied. Those constraints and characteristics will determine the expressiveness and decidability of the ontology, and their definition will depend on the description logic used.
Ontology decidability
Description logics (DLs) are a family of formalism for representing knowledge [1] . The most notable applications for the DLs is to provide the logical formalism for ontologies languages such as OWL. OWL-2, the current W3C ontology language recommendation, is based on the expressive description logic SROIQ(D) [17] . SROIQ(D) extends the well known description logic SHOIN (D) by including: a role constructor by general inclusion (R) and a qualified number restriction (Q). SROIQ(D) provides high expressive power with high computational cost of reasoning. Hence, to meet a more suitable compromise between the expressive power and the computational cost, the WiseNET ontology was defined using the SHOIQ(D) language which is more expressive than SHOIN (D) yet less expressive than SROIQ(D) and less computational complex [22] . A definition of the SHOIQ(D) constructors and some examples referencing the WiseNET ontology can be found in the Table 5 .
Horrocks and Sattler presented a tableau decision procedure for SHOIQ(D) that solves the ontology consistency problem and allows the use of reasoning services, thus demonstrating the decidability of SHOIQ(D) [19] . One of the few requirements to preserve the decidability in SHOIQ(D) is to restrict the application of the qualified number restriction to simple roles, i.e., roles that are neither transitive nor have a transitive subrole [19] . This restriction is satisfy in the WiseNET ontology.
However, knowledge representation formalisms of the semantic web (such as DLs) have expressive limitations, for example composition of complex classes from classes and properties. Those limitations can be overcome by rule-based knowledge, specifically by using SWRL (Semantic Web Rule Language) rules [18] . SWRL rules are represented as implication of an antecedent (Body) and a consequent (Head):
.., b n : Body and h : Head. Reasoning becomes undecidable for the combination of OWL + SWRL, therefore the expressivity of SWRL needs to be reduced in order to assure decidability. Although many procedures exists to guarantee decidability of SWRL, the DL-safe rules was adapted [25] . This procedure consists on restricting the number of possible variables assignments, i.e., restricting the application of rules only to known OWL individuals (named individuals).
Examples of DL-safe rules implemented in the WiseNET ontology are presented in Listing 1 and Listing 2. The first one states that if there are two spaces 'x' and 'y', and both contain the door 'd', then those spaces are connected to each other. The second one states that if there are two spaces 'x' and 'y', and two smart cameras 's1' and 's2', and 'x' is connected to 'y', and 's1' is located in 'x' and 's2' is located in 'y', then those smart cameras are nearby each other. To recapitulate, the WiseNET ontology decidability was insured by restricting the application of the qualified number restriction and by using DL-safe rules. As a result, a semantic reasoner can be employed for inferring logical consequences from a set of asserted facts or axioms. After finishing the formalization of the ontology the next step is to connect it to an operational architecture that enables the insertion of the required facts.
Operational modeling
The WiseNET ontology is the kernel of the WiseNET system. WiseNET is a semantic-based system that fuses heterogeneous sources of data such as data coming from sensors and the different contextual information. Due to the application of the paper (Panoptes building), we will focus in a specific type of sensor: smart cameras; however, the system is defined to in- Fig. 2 . WiseNET system overview: the smart camera network is in charge of extracting pertinent information from a scene, to convert the data into knowledge and to send it to the central API, which afterwards will populate the WiseNET ontology with that knowledge. The central API is also responsible for reconfiguring the image processing algorithms in the smart cameras and for transferring data to the monitor unit from which a client/user may visualize the history of activities. Notice that all the smart cameras are connected to the central API, however to keep the image cleaner, only the connection of two smart cameras are shown. The definition of the colors is as follows: in the 2D map (central part of the image), the orange cameras represent cameras that are detecting people (e.g., Camera_5), and the blue an green triangles represent the position of the only two people presented in the storey; in the camera views (right part of the image), the green and blue bounding boxes represent detected people and the red one represent regions of interest (i.e., Roi_5), in this case the region around the door. clude other type of sensors such as temperature, humidity, depth sensor, etc. The main goal of WiseNET is to improve classical computer vision and deep learning systems by considering the contextual information of the environment and by performing real-time reasoning. As a result, WiseNET may overcome some limitations of computer vision (e.g., false detections and missed detections), some drawbacks of deep learning (e.g., the need of large amount of training and testing data) and limitations of multi-camera based system (presented in Section 1) while allowing real-time event/anomalies detection and system reconfiguration. Figure 2 illustrates the architecture of the WiseNET system. The system is articulated in three sections: the smart camera network, the central unit and the monitor unit. The SCN is a set of smart cameras distributed in an environment. The main functions of the SCN, in the WiseNET system, is to extract low-level features from a scene (such as person detection as shown in blue and green in the right side of the Figure 2) , to convert the extracted data into knowledge and then to send it to the central unit. More information regarding the type of smart cameras used can be found in [23] . The central unit is composed of two elements the central API and the WiseNET ontology. The central API is in charge of the management of the ontology, for example: capturing the knowledge coming from the SCN and insert it to the ontology, retrieving inferred knowledge from the ontology, transferring data to the monitor unit, sending new configurations to the smart cameras, and other services. The WiseNET ontology is responsible of enabling interoperability between the incoming knowledge streams and the contextual data (e.g., environment information, previous knowledge and sensor information) in order to deduce new knowledge and detect events/anomalies based on the history of activities. The central unit is also in charge of re-identifying people in the system by using their visual features extracted by the SCN. Eventually, the central unit could request extra information to the SCN. The monitor unit has as main function the visualization of the static and dynamic information; this unit will automatically retrieve information and will present it in a graphical manner, for example an occupancy map (as shown at the center of Figure 2 ). The monitor unit implements some queries to answer questions such as: how many people is in a room? what is the location of a person? and many others (see Table 1 ).
The proposed system is context-aware and combines the information extracted by the SCN with logic rules and knowledge of what the camera observes, building information and events that may occurred. Our system differs from other computer vision systems mainly by three factors. First, no images are sent, the smart cameras extract the knowledge from the images and then this knowledge is sent to the central unit (for more details see Section 6.1). Second, the WiseNET system combines context information with the camera information to improve the detections, in this way, it can overcome missed detections or non-detectable information (e.g., people out of sight of a camera). Third, the system uses an ontology to fusion the different kinds of information presented in a Panoptes building, such as: information of the environment, time, smart cameras, events, detectable objects, etc.
Notice that the architecture shown in Figure 2 presents the WiseNET system as a centralize system where there is no communication between the smart cameras, however the system could also be deployed in a distributed manner as presented in [2] .
Once the ontology is formally defined and implemented in a triplestore (a database for the storage of triples), the last step of the ontology development (as stated in Section 3) is to populate it. The next two sections will present the population from the IFC file and from the sensors respectively. Note that the second one consists of two parts. Firstly, the initialization of the sensors is populated, consisting on the description of the sensors and their relation to the built environment. Secondly, an ongoing population is performed each time the smart cameras detect a person in the building.
Ontology population from IFC
After inserting the WiseNET ontology in the system, the a priori information about the built environment needs to be populated (inserted). The required information can be extracted from the IFC file of the environment. This population will be performed only once at the initialization of the system, therefore is considered as a static population.
The I3M (Institut Marey et Maison de la Métallurgie) building located in Dijon (France), will be used as an example for this section. The I3M building is composed of three building storeys from which we will focus on the third storey where a SCN has been deployed.
An IFC2x3 file, describing all the elements composing the I3M building, was used in this project. It was obtained from the company in charge of the construction of this building and it was generated using the Revit CAD software 3 . Only a small portion of the IFC file is needed in the WiseNET system. Therefore, to im-3 http://www.autodesk.com/products/revit-family/overview prove the ontology performance, only the required information will be extracted from the IFC file and populated in the ontology. Figure 3 shows, in the form of a graph, the main classes and properties required to be extracted from an IFC file and populated on the ontology. The extracted/populated data consists on information about the building, building storeys, spaces and elements contained on those spaces (such as doors, windows, walls). Furthermore, the topology of the building is also required, i.e., the relation between the building and the building storeys, between the building storeys and the spaces, between the spaces and the different elements (doors, windows and walls) and the relations between two spaces. We assume that two spaces are connected if and only if they share a door.
A framework was developed for extracting and populating the required IFC data into the WiseNET ontology (see Figure 4 ). The extraction/population framework employs semantic web technologies and it consists mainly of four processes: a compliance check of the IFC, a conversion of the IFC into ifcowl, the extraction of the pertinent instances from the ifcowl and finally, the population of the extracted instances and their relating properties into the WiseNET ontology.
The framework starts with an IFC file of a built environment, in this case the I3M building. The requirements of the IFC is to contain the following entities: IfcBuildingStorey, IfcRelSpaceBoundary, IfcRelDecomposes, IfcBuilding, IfcDoor, IfcWindow, IfcWall, and IfcSpace. The compliance check will verify the fulfillment of those re- quirements. Afterwards, the IFC is converted to RDF by using the IFC-to-RDF converter by Pauwels and Oraskari [29] . The result of the conversion is the ifcowl ontology with instances of the I3M building.
Extraction query
The ifcowl will be queried using SPARQL in order to extract the pertinent instances. The Listing 3 shows the SPARQL code used for the extraction. Line 4 obtains the building instance by using its class. Line 7 acquires the array of building storeys that decompose the building; and line 8 obtains the storeys inside that array. The same is done for the spaces that decompose the storeys on lines 11-12. Lines 15-16 obtain the elements that are contained in a space. Lines 19-22 filter out the undesired elements just leaving the doors, windows and walls. Finally, line 25 saves all the classes of the elements. The result of the extraction query is a table where the columns corresponds to the variables used with the SELECT operator (line 1). This table is called the extracted table.
Population query
The extracted table contains a set of instances without any relations between them. That is why, the population query will create those relations using the WiseNET properties and then will insert them to the WiseNET ontology. To accomplish this, the population query will process row by row the extracted table. For exemplification, lets assume that the first row of the extracted table has the following values:
?building = inst:Building_I3M , ?storey = inst:Storey_3 , ?space = inst:Space_303 , ?element = inst:Door303_1 ,
where inst is a special prefix, defined in ifcowl, used to define instances. Now, those instances will be the input of the population code shown in the Listing 4. Line 3-5 relate the extracted instances of the ifcowl with the WiseNET properties. Line 1 inserts the previously created relations into the WiseNET ontology. This process needs to be repeated for all the rows of the extracted table, which can be achieved by using an external loop.
As aforesaid, we assumed that two spaces are connected if and only if they share a door. This property spaceConnectedTo could be obtained from queries but its quite complex, therefore it was decided to formulate a rule to obtain this property (see Listing 1).
To summarize, in order to populate the WiseNET ontology with the a priori environment knowledge, the # Get the classes of elements 25 ?element rdf:type ?elementType Linked data technology connects data from one datasource to other data-sources, in our case, linked data allows the WiseNET ontology to obtain extra information from the ifcowl if required (e.g., the dimensions of a door, its material and the dimensions of a wall).
Ontology population from smart cameras
The built information has already been added to the WiseNET ontology, the next step is to populate the information about the sensors. A complete smart camera network has been installed in the third storey of the I3M building. The smart cameras are based on the Raspberry Pi 3 system [23] 4 .
There are two types of information that needs to be populated concerning the smart cameras. Firstly, there is the smart camera setup information, which consist on describing the smart cameras and their relation to the built environment. Secondly, there is the detection information, which occurs each time the smart cameras performs a detection. The first one will be populated once, at the system initialization, therefore is considered as a static population. The second one will be populated multiple times (each time there is a detection), therefore it will be considered as a dynamic population. Figure 5 presents the user interface of the software developed for adding and setting up smart cameras in the system. The software helps to perform the following tasks:
Static population
-Assigning a smart camera to a space. First, the user has to input the camera name and then the system will automatically propose a set of spaces that are obtained by querying the ifcowl. -Giving semantic meaning to image regions. There is a semantic gap between the visual information of an image and its physical representation. Ideally 3D information obtained from the IFC file could be used for bridging this gap by making an automatic labeling of the built elements (such as doors, walls, etc) in the camera image. However, some problems have been encountered while performing automatic matching between the 3D image (bottom-left in Figure 5 ) and the camera image (top-left in Figure 5 ). The main challenge lies in obtaining the 3D coordinates and angles of the camera in the real world. Consequently, it was chosen to manually label the camera image by drawing regions of interest (ROIs) and assigning their representation in the built environment (as shown in the Figure 5) . The system automatically proposes a set of elements for representation (e.g., doors and windows) according to the selected space, information obtained by querying the ifcowl.
There is optional information that may be added using the setup software, such as:
-Assigning specific image processing algorithms to the smart camera, by default it is person detection.
-Assigning specific function to the space, by default they are simple spaces. -Saying if the space has an alarm or not and the type of alarm, by default there is no alarm. -Assigning some security system to the doors, by default the doors have the key-lock system.
The information concerning the restriction of a space is deduced by adding a rule stating: if a space has a door with a security system different than key-lock then that space is a restricted area. A space with doors that have key-lock system could also be a restricted space but it needs to be stated directly.
The WiseNET smart camera setup software is connected to a SPARQL endpoint that inserts the information set by the user by running the query shown in the Listing 5. This step can be seen as a soft camera calibration that requires only the location of the cameras in the building. This differs from many multi-camera based systems, that required overlapping between the fields of views of the cameras and their orientation, leading to a time-consuming and skill-dependent calibration process [36] . An important contribution of using an ontology during the smart camera setup is the automatic suggestion of pertinent elements according to the space. This is achieved by using the static population of the building information.
Dynamic population
As aforementioned, the main functions of the smart cameras is to firstly detect pertinent information using different image processing algorithms and secondly to extract the knowledge from the images and to send it to the central unit.
For the Panoptes building application the main detectable object of the smart cameras is the person. Therefore, three different image processing algorithms have been implemented, person detection, face detection and fall detection 5 . After detecting some pertinent information, the smart camera describes what it "observes" by using the vocabulary defined in the WiseNET ontology, i.e., the smart camera extracts the knowledge of the scene. This addition of semantic meaning to what the camera "observes" is a problem known as semantic gap [39] .
For instance, consider the scene "observed" by the smart camera Camera_5 where all the variables corresponds to terms defined in the WiseNET ontology (see Tables 3 and 4 ). The xywh are the coordinates of the detection box (green bounding box in Figure 2 ). The visual descriptors of the detection box were obtained by using the RGB histogram method. This is a classic image processing method that consist on taking the most preeminent color tone for each channel (R (red), G (green), B (blue)). It is possible to use different visual descriptors such as different color space or even physical characteristics (e.g., height, head size and shoulder width) [4] . After describing the scene, the smart camera sends that knowledge to the central unit by using web services. Moreover, when a person is detected an instant event is created. An instant event is a type of event that occurs in an specific point in time/space. If it is the first time a person is detected in a specific space, then the event 'person in space' is also created. This is an interval event and, as its name indicates, it occurs in a time interval (i.e., it has a starting and an end time). The 'person in space' event is an array containing the detections of a person in an specific space. Finally, the central API will dynamically insert this knowledge into the ontology. The central API has many functions such as performing the statics and dynamic population and managing the system reconfiguration. Currently, the reconfiguration task is in development process.
Discussion
This paper focused on creating an ontology model to fusion and re-purpose the different types of information required by a Panoptes building. Once the model is assembled it needs to be evaluated to verify if it satisfy its intent.
Currently, the smart camera network (SCN) has already been deployed and the image processing algorithms have been embedded on it. However, the central API is in development process, therefore it is not possible to perform an evaluation of the complete system. Moreover, the WiseNET ontology may be evaluated. According to Hitzler et al. the accuracy criteria is a central requirement for ontology evaluation [14] . This criteria consists on verifying if the ontology accurately captures the aspects of the modeled domain for which it has designed for. The WiseNET ontology development was based on some competency questions (see Table 1 ), therefore the evaluation consists on showing that those questions can be answered by the ontology. Listing 6 presents the queries to answer some competency questions. Those questions were selected because they involve aspects which are important in a Panoptes building such as: knowing how many spaces there are in the storeys, which doors a smart camera monitors, how many people are in a space, at what time a person enter/leave a space and how much time a person stayed on a space. Question 1 (of Listing 6) was answered by getting all the elements aggregated by the building storeys. For answering question 2, the regions of interest (ROIs) in a camera's field of view and their physical representation are obtained. Question 3 was answered by counting the number of 'person in space' events in the specific space. Question 4 and 5 were answered by using the time interval entity of the event 'person in space'. The time interval entity has a beginning, end and duration (the duration is giving in a temporal unit).
Regarding the built environment, in this paper the definition of a Panoptes building was given, as well as its formalization by using an ontology. Also, two types of populations in the Panoptes environment were defined, static and dynamic. Furthermore, we believe that a classification of smart building should be done due to the generality of the actual definition of smart building. This classification may be created by considering: the functionalities of the smart building, the devices utilize, or a combination of both. The third type of classification was applied by defining a Panoptes building as a smart building using only cameras and focusing in monitoring the activities of people. Moreover, we considered that applications concerning smart buildings should exploit the built environment information, specially the data obtained from the IFC. We also proposed to enhance the IFC information by adding functional facts to the spaces and information about the security systems in the built environment. Concerning the WiseNET system, we believe that a semantic-based system may present great advantages over the classical computer vision and deep learning systems. First of all, the WiseNET system does not needs training and testing data like the other systems.
Secondly, by sending only the extracted knowledge of the image the amount of data transmitted through the network is lower than the other systems. Furthermore, a semantic-based system allow us to efficiently fusion different type of information (as shown in this paper), specially environmental information, which gives advantages over other type of systems. Those and other advantages will be studied in future work.
Regarding the privacy protection, it is important to remark that the SCN used in the WiseNET system do not send or save any image, in that way the privacy of the individuals is protected. However, one exception could be done if the ontology infers that an illegal act is occurring, in that case, the central API can use that inferred knowledge to send a message to the smart camera telling it to start recording and to save the images locally (to have them as a proof). Even in that special case no images are send through the network, in this way the system is more secured.
The queries shown in Listing 6 could be extended to obtain information that enables the reconfigure the SCN. The bi-directionality between the SCN and the central unit is a novelty in the semantic web domain. Specifically, the mechanism of using the ontology to interact with external devices. In general, the ontologies are not designed to be used in that way, therefore a central API is needed to be designed to perform two main tasks. Firstly, to receive all the messages from the SCN, synchronize them (by using timestamps) and then populate the ontology. Secondly, to check the ontology inferred knowledge and to use it for reconfigure the SCN by triggering a specific action (e.g., recording and triggering an alarm), changing the image processing algorithm or by saying to the smart camera to focus on a specific ROI. The dependency on the central API leaves an open question about the automatic externalization of the ontology knowledge, i.e., making the ontology to automatically output the inferred knowledge.
Conclusion and prospectives
According to the legend of Argus we tried to develop a "all-seeing" smart building, which we have called Panoptes building. With that motivation, the WiseNET ontology was developed. Its main goal is to fusions the different built environment contextual information with information coming from the smart camera network and other domain information, to allow real-time event detections and system reconfigu-ration. The purpose of the developed ontology is to create a kernel of a Panoptes building system (i.e., the WiseNET system), rather than working towards publishing another generic ontology. The ontology development procedure was performed using different semantic technologies, and it consisted of: defining a set of questions that the ontology should answer (competency questions); reusing different domain ontologies (DUL, event, ifcowl, person and ssn); creating a set of classes and properties to connect the different domain ontologies and to complete the application knowledge; defining a set of constrains and extending the expressiveness by using logic rules; and finally, populating the ontology with static information (built environment and smart camera setup) and dynamic information (smart camera detections).
The WiseNET system is a semantic-based real-time reasoning system, that fuses different sources of data and is expected to overcomes limitations of multicamera based system. The WiseNET system selects relevant information from the video streams and adds contextual information to overcome problems of missing information due to false/missed detections. Additionally, it relates events that occurred at different times, without human interaction. It also protects the user's privacy by not sending nor saving any image, just extracting the knowledge from them. It may as well, reconfigure the smart camera network according to the inferred knowledge. In few words, the WiseNET system enables interoperability of information from different domains such as the built environment, event information and information coming from the smart camera network. A future goal of the WiseNET system is to offer services to building users according to information coming from a network of sensors deployed on the built environment and contextual information. This is a highly complex task due to the large scope of the building system, that goes from the static physical structure of the built environment to the internal environment in terms of the dynamic building users and the way how they interact with the building facilities.
The future works will focus on completing the externalization of the ontology knowledge using the central API and on properly evaluate and compare the semantic-based system against a classical computer vision system and a deep learning system.
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