A method towards robust and efficient medial axis transform (MAT) of arbitrary domains using distance solutions is presented. The distance field, d, is calculated by solving the hyperbolic-natured Eikonal (or Level Set) equation. The solution is obtained on Cartesian grids. Both the fast-marching method and fast-sweeping method are used to calculate d. Medial axis point clouds are then extracted based on the distance solution via a simple criteria: the Laplacian or the Hessian determinant of d. These point clouds in 2D-pixel and 3D-voxel space are further thinned to curves and surfaces through binary image thinning algorithms. This results in an overall hybrid approach. As an alternative to other methods, the current d−MAT procedure bypasses difficulties that are usually encountered by pure geometric methods (e.g. the Voronoi approach), especially in 3D, and provides better accuracy than pure thinning methods. It is also shown that the d−MAT approach provides the potential to sculpt/control the MAT form for specialized solution purposes. Various examples are given to demonstrate the current approach.
Introduction
In physics, the nearest normal wall distance d is still a key parameter in many turbulence modeling and simulation approaches [10, 28] and also in peripheral applications incorporating additional solution physics [17, 29] . Such examples include explosive front, multiphase flow, and electrostatic particle force modeling. Also, in grid generation the near-wall isovalues of d can be used to form the boundary layer mesh [25, 30] , while the far-field d contours can be used as a rapid means of evaluating computational interfaces on unstructured overset meshes with relative movements. Not only being useful in traditional physics, distance field has also been important in computer vision, modeling and computational physics.
In the general fields of shape analysis and solid modeling, including automated meshing, obtaining the medial axis transform (MAT) for a given geometry (or shape/domain) is regarded as an essential step [14, 19, 22, 21, 23] . Efficient and robust techniques are therefore required. Medial axis has been widely studied by researchers across the community. Several different types of methods exist, mainly including thinning, Voronoi diagram, distance field, and hybrid methods. A brief review on these methods can be found in [9] . Most widely discussed are the Voronoi diagram [6, 16, 3, 7] and distance field methods [1, 24, 27] . By nature, the Voronoi diagram is geometry-based and the distance field is often related to general differential equations. One of the advantages of differential equations is that their extension to 3D space is straightforward. On the other hand, although being quite intuitive, the Voronoi type methods often encounter increasing geometric and logical complexity and the approaches rigidity prevents MAT modification/customization.
In this paper, we propose a hybrid differential MAT approach based on the pixel/voxel distance field solution, namely d−MAT. Notice the advantage of such a hybrid method is to extract a well approximated medial point cloud on a properly calculated distance field, while pure thinning methods are fundamentally discrete and cannot ensure an accurate distance distribution. A similar approach has been suggested by Bouix [5] . However, the Laplacian or Hessian determinant criteria of the distance field proposed in this study seems simpler, more robust, and is independent on the thinning techniques. As shown later in this paper, the differential equation-based approach also provides a biased MAT, in other words the medial axis does not necessarily lie at the mid-point of the space, and it can be sculpted/controlled by the user.
To evaluate d, there are several methods. They can be broadly classified as: search procedures, integral approaches, and numerically solving differential equations. Crude search procedures often require O(n v n s ) operations where n v and n s correspond to the number of volume and surface node points [28] . This can be O(n v √ n s ) and O(n v log n s ) operations, however, for complex geometries such specialized approaches are difficult to apply [28] . Differential equation-based methods have been discussed in detail in References [29, 28, 30] . Advantageously, they are naturally compatible with vector and parallel computer architectures. The focus here is on the solution of Eikonal differential equation within the framework of the integer Cartesian space using the fast-marching method (FMM) [25] or the fast-sweeping method (FSM) [31] .
Solutions of Eikonal Equation

H-J/Eikonal Equation for d
To overcome the expense of calculating d, Sethian [25] considered viscosity solutions of the following general Hamilton-Jacobi equation, → 0,
with H(∇φ, x, β) = F |∇φ| − (1 − β). A stationary Eikonal equation with hyperbolic nature is obtained when β = 0:
where the dependent variable φ describes first arrival times of propagating wave fronts from boundaries, and F (x) is the local speed function of these fronts. The wall distance is then simply d = F φ, if F ≡ const.. With → 0, Eq. (2) can be solved by numerical schemes with just enough dissipation to gain an entropy (physical sensible) solutions [25, 28] . As shown by Tucker [28, 30] , the right hand side Laplacian is useful and often employed to control the front propagation velocity. However, this potential is not explored here. With = 0, Eq. (2) is also the multidimensional form of the boundary value formulation of the front tracking problem, F = dx dφ , where F > 0. Details of the procedures to solve Eq. (2) with ≡ 0 using FMM and FSM are given in Appendix.
Domain and Initialization
For simplicity and efficiency, uniform Cartesian grids dots in Figure 1 ) and the value of d on these points are evaluated exactly. The remaining points are marked as 'unknown' and the value of d on them set as ∞. Then, the whole domain is solved numerically with FMM or FSM. 
Distance Solution Examples
Medial Axis Transform via Distance Field: d−MAT
The medial axis of a shape provides a compact representation of its features and their connectivity. As a result, researchers have discovered and are still exploring its use in many fields, such as topology recognition for grid generation [26, 23] . The medial axis is defined when the shape is embedded in an Euclidean space and is endowed with a distance function. Therefore, an expedient route is to efficiently obtain d (as discussed in previous sections) followed by the medial axis construction. (Notice that this approach is different from the pure geometric Voronoi-diagram based approach, in which the equal distance nature of the Voronoi-diagram is a key.) In 3D, a sphere is called medial if it meets S, the domain boundary, only tangentially in at least two points. The medial axis M is defined as the closure of the set of centers of all medial spheres. Figure 5 is an illustration in 2D. Only the medial axis inside the domain is considered here. Informally, the medial axis of a surface in 3D is the set of all points that have more than one closest point on the surface. They are often called the medial axis transform (MAT) for that 3D bounded domain. 
Feature Detection Criteria
The key step for the MAT construction here is to detect the medial axis feature in a given d field. Notice that the unique property of a medial axis point is that it has equal distance to multiple boundaries. Hence, in space, the medial axis represents the 'local maxima' or non-smoothness of the distance function d(x). For example, in one dimension the medial axis is a single point as shown in Figure 6 . Another way to detect the medial axis feature is through the Hessian matrix determinant. The Hessian matrix,
∂xi∂xj , is a square matrix of second-order partial derivatives of a function. It is the true 'second order' derivative in multi-dimensional space. The determinant of the Hessian matrix has been widely used in computer vision [15] (e.g. the 'blob detection') and shock wave detection in computational fluid dynamics [2, 20] . axes for more complex geometries. These include a hand profle, compressor passage with two blades and one splitter, a turbine blade shroud, a turbine blade in a passage, and a test section with an airfoil and other devices.
Thinning and Representation
It is very often still not enough to just have the medial axis as a finite thickness curve or surface. The ultimate aim of MAT is to reduce the marked area to thin curves/surfaces and possibly to represent them in a parametric form. This requires a 'thinning' operation. As shown, for example, in Figure 9 once the medial axis area is marked, by say application of ∇ 2 d < − one only obtains a point cloud of the underlying mesh nodes. However, to build up the topology, data reduction and connectivity of the point cloud are needed. Because the complex medial axis area does not represent a simple bounding line or surface, surface reconstruction methods or point cloud simplification methods cannot be applied directly, particularly due to branching points of the medial axis. Hence, here, shape recognition methods are considered. A typical procedure is to first convert the point cloud into a binary image and then thin the 'width' of the band (or shell) in the image, and finally transfer back to medial axis skeleton of the domain.
Notice that the term 'thinning' is a morphological operation that is used to remove selected foreground pixels/voxels from 2D/3D binary images, somewhat like erosion or opening. The result of thinning can be regarded as the minimum set of the topology preserving representation of the original shape. It can be used for many applications, and is often useful for skeletonization. Thinning is normally only applied to binary images, and produces another binary image as output. In the current case, because the uniform Cartesian grids are used, they are conformed with binary (black & white) images. The marked medial axis points can be regarded as 'black' pixels and the rest are 'white'. Therefore, the thinning methodologies for binary images can be applied here to thin medial axis point clouds.
Thinning in Z 2
Thinning methodologies for 2D binary images have been extensively studied since 1980s (see [13] for a review). In this study, the algorithm described in [11] is adopted. Consider a pixel at p and its eight neighbors, see Figure 10 . The following notations are used. The pixels x 1 , x 2 , . . . , x 8 are the 8-neighbors of p and are collectively denoted by N (p). They are said to be 8-adjacent to p. The pixels, x 1 , x 3 , x 5 , x 7 are the 4-neighbors of and 4-adjacent to p. The value of each pixel can either be 0 or 1 meaning 'white' and 'black'. The thinning algorithm is generally described as: p is deleted (i.e. value changed from 1 to 0), if only if all the following conditions are satisfied:
where ∨, ∧ are logical 'OR', 'AND' operators, and
A note to this algorithm is that it preserves the connectivity of the pixels, or to say: no two remaining pixels after thinning are 'disconnected' if they were neighbors before the thinning. Therefore, if p and x 1 are the remaining pixels in Figure 10 , the local connectivity is straightforward, because The typical procedure of applying this algorithm can be described with the aid of 
Thinning in Z 3
It is much more complicated to thin a binary image with p ∈ Z 3 . The recent study of Palágyi [18] shows that a robust (both topology-preserving and maximum thinning) surface-thinning algorithm is possible. It deals with the full 26-adjacent voxels to p, see Figure 14 . This is an analogous extension from the 2D thinning algorithms but different in the underlying details. We adopt this method in this study to thin the equivalent Z 3 binary image representing the marked medial axis point cloud in 3D. Figure 14a , also denoted as N 6 (p). The set N 18 (p) contains the set N 6 (p) and the 12 points marked "black square". The set N 26 (p) contains the set N 18 (p) and the 8 points marked "black circle". Whether p is deletable depends on N 26 (p) marked "diamond" and six additional points marked "black diamond", see Figure 14b . An important step is to construct structuring elements to delete the extra voxels. Due to the extended neighbor dependency, this procedure, although becoming more complex than its 2D counterpart, still seems manageable. A complete set of 114 structuring elements are suggested in [18] . Details of this algorithm can be found in the original paper. A note to the application of this thinning algorithm is that in our study the extracted medial point cloud by the Laplacian criteria is already quite thin, usually a few voxels thick, say N th ∼ 4 voxels. The iterations involved in the above thinning is at most N th /2 ∼ 2, and this number is independent on the size of the image, i.e. the total voxels in space. 
Solution Superposition
One useful feature of the current d−MAT approach is that it allows solution superposition. For instance, in Figure 16 , frames (a), (b) and (c) are three independent solutions. The first is simply a square domain. The other two are solid points at two different locations placed in an infinite domain. After applying the minimum superposition:
where d a , d b and d c are the independent solutions, the solution shown in frame (d) is obtained. The solution is the same as if it was solved with the three boundary conditions imposed simultaneously. This decomposition is particularly useful because different speed functions can be applied to different solutions before the superposition. For example, Figure 17 represents a different pattern of the distance field after the superposition of With this useful feature, one can build biased medial axes by setting different speed functions to superimposed solutions. Figure 18(a) shows the standard medial axes of the flow domain of a multi-element airfoil, and frame (b) demonstrates the biased medial axes where front speed from the far field boundaries is three times faster than the one from the airfoil. Sometimes to create more sensible domain decomposition, it is desirable to have such a biased medial axis. For instance, in Figure 19 , the biased medial axes may provide more sensible information for domain division. We also note that to further sculpt the medial axis (see Reference [30] ) other d dependent functions can be added to the differential Eikonal type equation. This sculpting can provide a d−MAT for high quality hexehedral meshing. This is left as future work. 
Conclusion
A Finite Difference Solution Procedures
A.1 Fast-Marching Method
The gradient ∇φ in Eq. (2) is discretized by Godunov's upwind difference scheme. This correctly chooses the physically vanishing weak viscosity solution. The following form is suggested by Osher [17] and Sethian [25] , ⎛ The stencil of grid points involved is shown in Figure 20 . Although schemes with higher order accuracy are available, Refs. [25, 28] suggest the first-order scheme is sufficient for d calculation. Through substitution of the above equation Eq. (6) can be rewritten as:
In a way similar to the Dijkstra algorithm [8] , the idea of the Fast-Marching Method (FMM) is to introduce an order to the selection of grid points. This order is based on a causality criteria, where the arrival time φ at any point depends only on the neighbors that have smaller values. Therefore, the FMM relies on propagating the information in one direction from smaller values of φ to larger ones. This is also convenient for Eq. (8), since it can be further reduced to a standard quadratic equation,
The general algorithm can be described as follows. The front constructs a narrow band of trial points, distinct from the accepted (known) points and the far (unknown) points. Among the current trial points, the point, e.g. denoted as A, with smallest φ is moved from 'trial' status to 'known'. Each neighbor of A is added to trial points if it was 'unknown' before, and the quadratic equation (10) is solved for each neighboring point of A. Therefore, a new narrow band of trial points is formed. A recursive procedure is performed until there are no more 'unknown' points. The key to this algorithm is to find the smallest φ among the trial points. To store the trial points A special minheap data structure [4] is suggested in [25] , in which the worst case of finding the smallest φ has the complexity of O(log N ). This is significantly improved compared with a crude search, which is of O(N ).
A.2 Fast-Sweeping Method
To avoid implementing any complex data structure essentially needed in the marching methods, the Fast-Sweeping Method (FSM) [31] is also considered. For discretization, FSM shares the same finite difference scheme with FMM, i.e. the first-order Godunov's scheme Eq. (6). However, the FSM does not have the FMM's convenience of reducing Eq. 
where n is the number of dimensions. The above equation is re-organized so that a 1 ≤ a 2 ≤ · · · ≤ a n . When n = 2, the unique solution of the above equation is:
and for n ≥ 3 a recursive procedure, detailed in [31] , is required to findx, in which an integer p, 1 ≤ p ≤ n, is sought such that a p <x ≤ a p+1 is the unique solution of 
The whole domain is repeatedly swept with 2 n alternating orderings. For example when n = 3, these orderings are {i = 0 : I or I : 0} × {j = 0 : J or J : 0} × {k = 0 : K or K : 0} Notice that often just one 2 n sweep cannot guarantee a converged solution for an arbitrary speed function F (x), especially those with complex characteristics [31, 12] . However, in practice, for constant F or those with simple characteristics one 2 n sweep is sufficient for an accurate solution.
