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Abstract
Daniel Kleitman’s many research contributions are surveyed, with emphasis on extremal hy-
pergraph theory, asymptotic enumeration, and discrete geometry.
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1. Introduction
One of the many attractions of combinatorics is its plentiful supply of easily stated,
tantalizing problems that resist solution. These problems have their own intrinsic value,
as well as a greater signi5cance: their solutions provide the foundation for a growing
theoretical framework that encompasses broad themes underlying the problems, connec-
tions that emerge between seemingly disparate problems, and fundamental techniques
that 5nd wide application. Over the past 35 years, Danny Kleitman has had a major
impact on this developing framework—as an extraordinarily successful problem solver
with a unique capacity for penetrating insight, and as a mentor and colleague to many
students and young researchers.
The story of Kleitman’s arrival to combinatorics is part of the folklore of the
5eld: educated as a physicist, (Cornell B.S., Harvard Ph.D., and postdoctoral work in
Denmark), he was a young professor at Brandeis in the early 1960s when he hap-
pened on a book of open mathematical problems by Ulam [121]. Among these were
some problems of Paul Erdo˝s in combinatorial set theory. Kleitman quickly solved two
of them. 2 During the ensuing correspondence with Erdo˝s, Erdo˝s sent more problems
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and Kleitman sent back more solutions, prompting Erdo˝s to inquire “Why are you
only a physicist?” and ultimately prompting MIT to appoint him to their mathematics
department in 1966.
With his colleagues Richard Stanley and the late Gian-Carlo Rota, Kleitman has
made MIT a major world center for combinatorics for three decades. A highly valued
research collaborator, he has published papers with more than a hundred other mathe-
maticians. His enthusiasm, good humor, and perpetually open oNce door have served
as an invitation to discuss mathematics (and anything else). His personal generosity
and warm hospitality, and that of his wife Sharon, are well known.
This paper surveys some of Kleitman’s research contributions. It touches only a
fraction of Kleitman’s papers, which number over 200, and focuses on his contributions
to extremal hypergraph theory, Sperner theory, asymptotic enumeration, and discrete
geometry.
As coined by Erdo˝s, a proof “from the book” ([3]) is one that clearly, elegantly, and
without superOuous detail reveals the essential truth that underlies a theorem. Kleitman
has provided us with many such proofs, and their brevity and clarity make it possible
to reproduce several of them here. A very recent example arose at the August 1999
meeting at MIT that was held to celebrate Kleitman’s 65th birthday. At the open
problem session, the following lovely problem (due to Kearnes and Kiss [65]) was
presented: Given sets A1; : : : ; An, a proper subbox of the product A=A1× · · · ×An is
a set of the form B1× · · · ×Bn with Bi a proper subset of Ai for each i. A proper
dissection of A is a partition of A into proper subboxes. The conjecture was that every
proper dissection of a 5nite product set must have at least 2n subboxes. This is trivial
if each |Ai| has size 2, but is surprisingly nontrivial in general.
This problem generated considerable interest among meeting participants. Within a
day, Kleitman (working with Noga Alon, Tom Bohman and Ron Holzman) proved the
conjecture. Their eventual distillation of the proof [5] is a gem: Let B1; : : : ; Bt be the
subboxes in some proper dissection where Bj =Bj1× · · · ×Bjn. Select sets R1; R2; : : : ; Rn,
where Ri is chosen uniformly at random from the odd-sized subsets of Ai, and let
R=R1× · · · ×Rn. For j∈{1; : : : ; t}, de5ne Xj to be the 0–1 indicator for the event
that |Bj ∩R| is odd. Let X = ∑j Xj. It follows that:
Exp[Xj] = Prob[|Bj ∩R| is odd]=
n∏
i=1
Prob[|Bji ∩Ri| is odd]= 2−n;
so Exp[X ] = t2−n. On the other hand, since
X ≡
∑
j
Xj ≡
∑
j
|Bj ∩R| ≡ |R| ≡ 1mod 2;
we have X¿1 with probability 1, so Exp[X ]¿1. Thus t¿2n.
2. Extremal hypergraph theory and Sperner theory
A hypergraph on a set X is a collection of subsets of X , called edges. We write BX
for the hypergraph of all subsets of X , and we write (Xk ) for the hypergraph consisting
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of all k-element subsets (or k-sets) of X . Also, we write [n] for the set {1; : : : ; n} and
Bn for B[n]. A hypergraph is a chain if the edges C1; : : : ; Ck can be indexed so that
C1⊂ · · · ⊂Ck , and it is an antichain if no edge is a subset of another.
Extremal hypergraph theory is a major branch of combinatorial set theory that
is concerned with identifying hypergraphs that are extremal (that is, of maximum
or minimum size) among all hypergraphs with a given property. The prototype for
results in this area is a 1928 result of Sperner concerning the size of the largest
antichain in Bn. When 06k6n, (
[n]
k ) is an antichain of size (
n
k ), and the maximum
over such antichains occurs when k = 
n=2. Sperner proved that no antichain has size
greater than ( nn=2). Extremal hypergraph theory grew out of this result, as did the
related area of Sperner theory [23], which includes re5nements and strengthenings of
Sperner’s Theorem for Bn, the study of properties of antichains of Bn, and the search
for analogues of Sperner’s Theorem in other classes of partially ordered sets. Paul
Erdo˝s did much to focus attention on these areas, and, as mentioned above, several of
Kleitman’s early papers solved problems posed by Erdo˝s. Kleitman’s work—his results
and the techniques used to prove them—have had a substantial impact on both of these
areas. The survey article of Kleitman and Curtis Greene [46] is essential reading for
anyone interested in these topics. It contains a more thorough discussion of many of
the results and methods described below.
2.1. Some strengthenings of Sperner’s Theorem
One natural way to attempt to strengthen Sperner’s Theorem is to consider relaxations
of the antichain condition and determine whether the upper bound of ( nn=2) still holds.
Kleitman found several such strengthenings. The following result from [69] was also
discovered independently by Katona [62]:
Let H be a hypergraph on [n]. If [n] can be 2-colored so that for every two
comparable sets in H, their di:erence contains elements of both colors, then
|H|6( nn=2).
This result was the key lemma in the independent solutions of Kleitman and Katona
to the Littlewood–ORord problem (see Section 4.1). Extensions to 3-colorings were
later proved by Katona [64] and by Griggs and Kleitman [47].
Greene and Kleitman [45] obtained a diRerent strengthening with a similar Oavor.
A 2-coloring of a set S is balanced if the two color classes have sizes 
|S|=2 and
|S|=2.
LetH be a hypergraph on [n]. If there is a balanced coloring of [n] such that for
every two comparable sets in H, the coloring of their di:erence is not balanced,
then |H|6( nn=2).
The key to the proofs of both of these results is a construction, 5rst given by
de Bruijn et al. [13] that partitions Bn into symmetric chains, i.e., chains that for
some k6n=2 consist of one set of each size i between k and n − k. This symmet-
ric chain decomposition (SCD) of Bn has an easy inductive description: For each
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such chain A1⊂ · · · ⊂Ar in the SCD of Bn−1, the SCD of Bn contains the chains
A1⊂ · · · ⊂Ar ⊂ (Ar ∪{n}) and (unless r=1) (A1 ∪{n})⊂ · · · ⊂ (Ar−1 ∪ {n}).
By de5nition each chain of an SCD contains one set of size 
n=2, and since no
antichain can have more than one set in each chain, the existence of an SCD gives an
immediate proof of Sperner’s Theorem. The proofs of the two results above use the
SCD in more subtle ways. In the 5rst result, let X; Y be the partition of [n] induced
by the 2-coloring and consider an SCD of BX and an SCD of BY . If X1⊂ · · · ⊂Xt is
a chain in the 5rst decomposition, and Y1⊂ · · · ⊂Ys is a chain in the second, then the
condition on the hypergraph H implies that it contains at most min{s; t} sets of the
form Xi ∪Yj, which is also the number of sets of this form having size exactly 
n=2.
Thus the sum of min{s; t} over all such pairs of chains is ( nn=2), and this proves the
theorem.
The second result above uses an explicit description of the SCD found independently
by Greene and Kleitman and by Leeb (unpublished, see [45]). Represent each subset
S of [n] by a list s1s2 : : : sn of left and right parentheses, where si;=“)” if and only
if i∈S. Repeatedly match pairs of left–right parentheses under the natural rule that a
left parenthesis can be matched to a right parenthesis that follows it if and only if
all intervening parentheses are already matched. Say that two sets are equivalent if
their resulting parenthesizations have the same set of matched pairs. The equivalence
classes are chains and can be shown to be the chains of the SCD. To prove the second
result above, we may assume that the balanced coloring partitions [n] into even and
odd integers. Using the explicit description of the SCD, it is not hard to prove that for
every two sets belonging to the same chain, the coloring of their diRerence is balanced.
Thus the hypothesis on H implies that it has at most one set from each chain of
the SCD.
Another strengthening of Sperner’s Theorem proved by Kleitman [74] is the follow-
ing conjecture of Erdo˝s and Katona:
If H is a hypergraph with ( nn=2)+ t edges, than there are at least t(
n=2+1)
ordered pairs (A; B)∈H×H such that A⊂B.
2.2. Some properties of large antichains of Bn
Let A be an antichain in Bn. Given a lower bound on the size of A, what lower
bounds can be inferred on (1) the size of the downward closure A↓ of A (which
consists of those sets that are subsets of at least one edge of A), and (2) the average
size of the sets in A?
The 5rst of these questions was posed by Erdo˝s, STarkUozy and SzemerTedi ([30])
and answered by Kleitman [72]. The second question was answered by Kleitman and
Milner [92] (also, independently, by Hochberg [53] and by Daykin, see [92]).
If A is an antichain in Bn, such that |A|¿( nk ) with k 6 n=2, then:
(1) |A↓|¿∑ki=0 ( ni ).
(2) 1|A|
∑
A∈A |A|¿k.
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Both of these results are sharp. The proofs are notable for their succinctness and
for their (then) novel use of linear programming duality in extremal set theory. We
sketch the proof of the second result here. The following fundamental inequality holds
for any antichain A of Bn:
∑
A∈A
1
( n|A|)
61:
This was originally proved by Yamamoto [125], was rediscovered by Meshalkin
[109] and Lubell [105], and has come to be known as the LYM inequality. Sperner’s
Theorem is an immediate consequence. Now suppose that A is an antichain of size at
least ( nk ); without loss of generality we may assume that |A|=( nk ). For i∈{0; : : : ; n},
let xi be the number of members of A of size i. We want to prove that
∑n
i=0 ixi¿k(
n
k ),
given that
∑n
i=0 xi =(
n
k ). The LYM inequality imposes another constraint:
∑n
i=0 xi=(
n
i )
61. Thus we want a lower bound for the optimal value of a linear program in the
nonnegative variables xi whose objective is to minimize
∑
i ixi. The dual linear program
in the two variables y; z is to maximize ( nk )y−z subject to the constraints z¿0 and, for
i∈{0; : : : ; n}, y−z=( ni )6i. Setting y= k(n−2k+2)=(n−2k+1) and z=( nk )k=(n−2k+1)
satis5es the dual constraints and gives a dual objective function value of k( nk ). This
provides a lower bound on the value of the original problem.
2.3. The Sperner and LYM properties for ranked posets
The set Bn ordered by inclusion is an example of a ranked partially ordered set.
Many of the ideas surrounding Sperner’s Theorem have been fruitfully generalized to
this setting.
If P is a partially ordered set (poset) and x; y∈P, then we say that y covers x if
x¡y and no element z satis5es x¡z¡y. A ranking of a 5nite poset P is a partition
P0; P1; : : : ; Pr of P into sets (called levels) such that if y covers x, then x∈Pi and
y∈Pi+1 for some i. If P has such a ranking, then we say that P is a ranked partially
ordered set of height r. If x∈P, then we write Nx for the size of the unique level that
contains x.
An antichain in a general poset is a set of mutually incomparable elements, and a
ranked poset is said to have the Sperner property if its level of largest size is an
antichain of maximum size.
The LYM inequality for Bn described in Section 2.3 generalizes to give a natural
suNcient condition for a ranked poset to be Sperner. The ranked poset P is said to be
an LYM poset if for every antichain A of P,
∑
x∈A (1=Nx)61.
In [83], Kleitman proved a theorem giving two equivalent characterizations of LYM
posets. The 5rst is a property called the normalized matching property, which was
introduced independently by Graham and Harper [41]. This says that for every level Pi
and any subset A of Pi there are at least |A|(|Pi+1|=|Pi|) elements at level Pi+1 that are
related to some element of A. The second condition is the existence of a regular chain
covering, which is a list of chains (repetition allowed), each containing an element from
every level, such that for each level, every element on the level belongs to the same
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number of chains in the list. This last condition implies that the class of LYM posets
includes every ranked poset whose symmetry group acts transitively on its levels.
As noted by Greene and Kleitman [46], many extensions of Sperner’s Theorem
(including the results of Section 2.2) that were originally proved for Bn can be extended
to any LYM poset.
In related work, Kleitman et al. [89] gave another general result that extends
Sperner’s Theorem: every 5nite poset has a maximum antichain that is invariant under
the symmetry group of the poset.
2.4. On Sperner k-families: the Greene–Kleitman Theorem
The proof of Sperner’s Theorem via the symmetric chain decomposition works by
exhibiting a partition of Bn into chains with the property that each chain contains a
set of size 
n=2. This is an example of a general property of 5nite partially ordered
sets. If P is a 5nite poset, let d(P) denote the size of the largest antichain. A chain
of P is saturated if it contains an element from every antichain of cardinality d(P).
Dilworth’s Theorem [21] says that every 5nite poset has a partition into saturated
chains. The number of chains in such a partition is necessarily equal to d(P).
Greene and Kleitman [44] de5ned a k-family in a poset P to be a subset that contains
no chain of length k +1; thus a 1-family is just an antichain. A Sperner k-family is a
k-family of maximum size. For example, Erdo˝s proved that for each k¿1, the union of
the middle k levels of Bn is a Sperner k-family. Again the SCD provides an immediate
proof of this fact. Each chain C in the SCD contains exactly min{|C|; k} elements from
the middle k levels. For every k-family, its intersection with a chain C has at most
min{|C|; k} elements, so we conclude that no k-family is larger than the union of the
middle k levels. Furthermore, every Sperner k-family must intersect each chain C of
the SCD in min{|C|; k} elements.
Greene and Kleitman initiated a systematic study of Sperner k-families for general
5nite posets. Their central result gives a striking generalization of Dilworth’s Theo-
rem. Say that a chain C in P is k-saturated if it contains min{|C|; k} elements from
every Sperner k-family, and call a chain completely saturated if it is k-saturated for
all k. The SCD for Bn is a partition into completely saturated chains. Greene and
Kleitman exhibited posets for which there is no partition into completely saturated
chains. However, they proved:
For every @nite poset P and for each k¿1, there is a partition of P into chains
that are both k-saturated and k + 1-saturated.
This theorem is now well known as “the Greene–Kleitman Theorem”. The above
formulation diRers a bit from their original formulation. Let dk(P) denote the size of
the largest k-family of P. It is easy to see that for any chain partition C of P:
∑
C∈C
min{|C|; k}¿dk(P) (1)
and that equality holds if and only if each chain in the partition is k-saturated. They
de5ned a k-saturated chain partition to be one that attains equality in (1). They
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proved that for each k, P has a chain partition that is both k-saturated and
k + 1-saturated.
Their proof developed a rich structure theory for the set of Sperner k-families. In
particular, the set has a natural structure as a distributive lattice. For the case k =1
this was known before. BirkhoR (see [11]) observed that the set of all 1-families (an-
tichains) has a natural partial ordering under which it is isomorphic to a sublattice
of Bn; hence it is distributive. Dilworth [22] noted further that the set of Sperner
1-families is, in turn, a sublattice of that lattice. For k¿1, Greene and Kleitman de-
5ned a natural partial order on the set of k-families, but this order does not necessarily
give a distributive lattice. They showed that it does give a locally distributive lat-
tice, and that the sublattice of Sperner k-families is distributive. The lattice structure
of the set of Sperner k-families enabled them to show that every poset satis5es that
for each k, either (i) every k-saturated chain is k + 1-saturated, or (ii) there exists
an element x that belongs to every Sperner k-family and to every Sperner k + 1-
family. This property is the key step in their proof, which used a double induction on
|P| and k.
Greene and Kleitman [44] proved several additional properties of Sperner k-families.
They gave a “Helly type” theorem
If P is a poset for which every collection consisting of k + 1 Sperner k-families
has nonempty intersection, then the collection of all Sperner k-families of P has
nonempty intersection.
Also, they showed that these concepts give rise to a family {Mk(P): k¿0} of ma-
troids de5ned on the set of maximal elements of P. Let P1 be the set of maximal
elements of P, and let P∗=P − P1. Say that a subset X of P1 is k-independent if
dk(P∗ ∪X )=dk(P∗), i.e., there is a Sperner k-family of P∗ ∪ X that is disjoint from
X . They prove:
The set of k-independent subsets of P∗ form the independent sets of a matroid.
This generalizes the class of transversal matroids, which correspond to the case where
k =1 and P has height 2 (P∗ is an antichain).
The seminal work of Greene and Kleitman on the connection between chain partitions
and Sperner k-families was the inspiration for much further research. It led directly
to Greene’s beautiful “conjugate partition” theorem for posets [42]: By analogy with
dk(P), one can de5ne the quantity d′k(P) to be the size of the largest set contain-
ing no k + 1 element antichain. Let k(P)=dk(P) − dk−1(P) and ′k(P)=d′k(P) −
dk−1(P). Greene showed that the sequences (k(P): k¿1) and (′k(P): k¿1) are con-
jugate partitions of the integer |P|. Many investigations of the structure of chains
and antichains in partially ordered sets have followed, including a number of alter-
native proofs of the Greene–Kleitman theorem [34,35,54,113,116], generalizations to
acyclic directed graphs [31,104,117], and analogues in other settings such as the set
of matchings of a bipartite graph [117]. See [123,31] and the references contained
therein.
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2.5. Correlation inequalities and unions of intersecting families
A hypergraph is intersecting if any two edges have nonempty intersection. A hy-
pergraph is a star if all the edges have a common element. Clearly a maximal star on
[n] has size 2n−1, and this is also the size of the largest intersecting hypergraph since
an intersecting hypergraph cannot contain both a set and its complement.
Erdo˝s asked: how large can a hypergraph be if it is the union of k intersecting
hypergraphs? For k6n, the union of k distinct maximal stars has 2n−2n−k edges, and
Kleitman proved:
The maximum size of the union of k intersecting hypergraphs on [n] is 2n−2n−k .
The proof is by induction on k. Let H1; : : : ;Hk be intersecting hypergraphs. We
may assume without loss of generality that each Hj is upward-closed (closed under
taking supersets). Let Ij =Bn −Hj; we want that
⋂k
j=1Ij has size at least 2
n−k . Let-
ting I′=
⋂k−1
j=1 Ij, the desired conclusion follows from |Ik |¿2n−1 and the induction
hypothesis |I′|¿2n−k+1 using the following lemma:
IfI andJ are each downward closed hypergraphs on [n], then 2n|I∩J|¿|I||J|.
This result has a nice probabilistic interpretation: if we choose a set E uniformly
at random from Bn then Prob[E∈I and E∈J]¿Prob[E∈I]Prob[E∈J]. In other
words, the event that E∈I is positively correlated with the event that E∈J.
A version of this lemma was proved earlier by Harris [51] in the context of per-
colation theory. Kleitman’s independent discovery and its application demonstrated its
potential importance to hypergraph theory. Indeed, it is now a basic tool in the 5eld.
A number of related and more general inequalities were proved subsequently, including
well known “four function theorem” of Ahlswede and Daykin [1].
2.6. Restrictions on unions and intersections
Consider the following four conditions on a hypergraph H:
(C1) H contains no three distinct sets A; B; C such that A∪B=C,
(C2) H contains no three distinct sets A; B; C such that A∪B=C and A∩B= ∅,
(C3) H contains no four distinct sets A; B; C; D such that A∪B=C and A∩B=D,
(C4) H contains no three distinct sets, A; B; C such that A∩B ⊆ C.
Kleitman obtained nearly tight bounds for the largest hypergraph on [n] satisfying
each of these restrictions.
The problem of determining the largest hypergraph satisfying condition (C1) was
one of the problems mentioned in the introduction of this paper, that Kleitman read
in Ulam’s problem book [121]. It was originally published by Erdo˝s in 1945 [24].
On its face, restriction (C1) is a signi5cant weakening of the condition that H be an
antichain. However, Erdo˝s conjectured that no such H could be larger than O(( nn=2)).
Kleitman [70], proved this conjecture by establishing an upper bound of 23=2( nn=2).
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In two subsequent papers, he improved the upper bound to ( nn=2)(1+O(1=
√
n)). The
proof of this last bound [85] was obtained from a sequence of LYM-type inequalities
for hypergraphs satisfying (C1). These inequalities say that for any such hypergraph,
if xj is the number of sets of size j, then for each k6n=2,
k
2k∑
j=k
xj
j( nj )
61:
The proof of the upper bound is obtained by viewing these as the constraints of
a linear program, whose objective is to maximize
∑
j xj, and 5nding an appropriate
feasible solution to the dual (minimization) linear program.
Aigner et al. [2] proved that the minimum number f(n) of hypergraphs on [n]
satisfying (C1) whose union is Bn satis5es (ln 2=2)(1 + o(1))6f(n)=n6 12 (1 + o(1)).
For the condition (C2), Kleitman [77] answered a question of Erdo˝s by proving that
when n=3m+ 1, the extremal family consists of all subsets whose sizes are between
m+ 1 and 2m+ 1.
For condition (C3), Erdo˝s and Kleitman [26] proved a tight bound of  (2n=n1=4).
Later, Kleitman [87] determined the exact behavior, again by 5nding and applying
LYM-type inequalities for hypergraphs satisfying (C3).
Let s(k) be the maximum size of a collection of k element sets satisfying (C4).
Since the intersection of the sets in the collection with a 5xed set in the collection
must be distinct, s(k)62k . Erdo˝s conjectured that s(k)6ck for some constant c¡2.
Kleitman et al. [96] proved this conjecture. This proof is especially signi5cant as an
early and important demonstration of the power of Shannon entropy in combinatorial
set theory.
2.7. Hypergraphs without k disjoint edges
Erdo˝s asked: how large can a hypergraph on [n] be if it contains no set of k
pairwise disjoint edges? If H is a union of k − 1 intersecting hypergraphs, then it has
this property, so there are such hypergraphs of size 2n − 2n−k . However, this is not
best possible; it is generally better to let m= 
n=k, and select all subsets of size at
least m + 1. This construction is still not always best possible, but Erdo˝s conjectured
and SarkUozi and SzTemerTedi (see [74]) proved that it is best possible when k =3 and
n≡ 2mod 3. Kleitman [74] proved for all k that when n≡ (−1)mod k, this construction
is best possible. This was a corollary of a result that identi5es the extremal hypergraph
when n≡ 0mod k: let m= n=k and take all sets of size at least m+1 and all sets of size
m that exclude element n. The proof that this is the extremal hypergraph is an ingenious
counting argument. Given a hypergraph H with no k pairwise disjoint edges, let y(j)
be the number of j-element sets not in H; the goal is to bound
∑
j y(j) from below.
Let "=("1; "2; : : : ; "l) be a composition of n (i.e., an list of nonnegative integers that
sum to n). An ordered "-partition of [n] is a list of l sets (A1; : : : ; Al) that partition
[n] with |Ai|= "i. Let a "-partitions (S1; : : : ; Sl) be chosen uniformly at random from
all "-partitions of [n], and de5ne the random variable Z" to be the number of Si in
the "-partition that do not belong to H. It is easy to see that Exp[Z"] is equal to
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∑l
i=1 y("i)=(
n
i ). For compositions whose number l of parts is at least k, the fact that
H has no k pairwise disjoint edges implies that Z"¿l− k with probability 1, and thus
Exp[Z"]¿l− k. By considering some carefully chosen choices of " and also assuming
(without loss of generality) that H is upward closed, one obtains a collection of lower
bounds on the y(j). These lower bounds can be combined to give the desired result.
2.8. Hypergraphs whose edges have small symmetric di:erence
The symmetric diRerence E⊕F of two sets E; F is (E − F)∪ (F − E). When H
is a hypergraph on [n] such that any two edges have symmetric diRerence of size at
most d, how large can H be? The hypergraph Ir of all subsets of size at most r has
all symmetric diRerences of size at most 2r. Erdo˝s conjectured that whenever r¡n=2
it is the largest such hypergraph. This was proved by Kleitman [70].
The proof was one of the earliest examples of the important “shifting” technique
in extremal set theory: to prove that a particular hypergraph F is the largest among
hypergraphs satisfying a particular property, a family of operators mapping hypergraphs
to hypergraphs is introduced such that (i) each operator preserves the property under
study, (ii) for every hypergraph H, each operator either 5xes H or maps H to a
hypergraph of the same size that is closer (in some precise sense) to F. By applying
these operators repeatedly we eventually obtain a hypergraph that is 5xed by all of the
operators; this hypergraph is either equal to F or is similar enough to F that its size
can be easily bounded by |F|.
2.9. Cutsets in Bn
A cutset of Bn is a hypergraphH that contains at least one edge from every maximal
chain. A cutset is minimal if no subhypergraph is a cutset. Note that ( [n]k ) is a minimal
cutset for all k. Reasoning by analogy with Sperner’s theorem, one might guess that
the maximum size of a minimal cutset is ( nn=2). This is easily shown to be false:
the hypergraph consisting of sets that contain exactly one of the elements {1; 2} is a
minimal cutset having size 2n−1. FUuredi et al. [38] gave a random construction that
showed the existence of minimal cutsets of size 2n(1− o(n)).
2.10. k-independent hypergraphs
A hypergraph H is k-independent if for any two disjoint collections of edges A
and B with |A| + |B|6k, there is a vertex contained in all of the edges of A and
in no edge of B. What is the maximum number of edges f(n; k) in a k-independent
hypergraph on [n]?
In the case k =2, it is easy to see that H is 2-independent if and only if H∪H′ is
an antichain (where H′ is the set of complements of sets in H). Thus f(n; k) is equal
to half the size of the largest antichain that consists of complementary pairs of sets.
When n is even, ( [n]n=2 ) is such an antichain. When n is odd, the set of all (n−1)=2-sets
containing element 1, together with their complements, is such an antichain, and this
can be shown to be best possible.
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The situation for larger k is more diNcult. Kleitman and Spencer [97] proved that
d1=2kk 6 log2 f(n; k)=n6d2=2
k for positive constants d1 and d2.
3. Asymptotic enumeration of combinatorial structures
Enumeration is at the core of combinatorics: given a simple description of a 5nite set
of objects, determine the size of the set. Typically, the class of objects is parameterized
by one or more integer parameters, and the problem is to give a simple explicit formula
for the size of the set in terms of the parameters.
There are many fundamental enumeration problems where simple explicit formulas
are neither known nor likely to be found. In such cases, it is natural to look for good
approximations to the answer. This gives rise to asymptotic enumeration, an area
where Kleitman and colleagues have made major contributions, deriving asymptotic
bounds for the enumeration of antichains of Bn and the enumeration of partial orders,
topologies, semigroups, lattices, closure relations, triangle-free graphs, full graphs, and
tournament score sequences on n elements.
For several of these problems, the estimation problem is suNciently diNcult that one
focuses on the logarithm of the quantity to be counted. Lower bounds are obtained
by identifying a large, easily enumerated subclass of the class of objects of interest.
Obtaining good upper bounds is more diNcult. Kleitman’s work shows, for most of
these problems, that the lower bounds can be closely matched by upper bounds. The
rough general conclusion to be drawn for these problems is that (in some sense) the
class of objects to be counted mostly consists of objects of a particularly simple form.
Further details on this subject can be found in Kleitman’s survey article [86].
3.1. Counting antichains in Bn
One natural counting problem is to determine the number A(n) of distinct antichains
in Bn. This problem has several equivalent formulations because A(n) is also equal to
the number of (1) downward closed subsets of Bn, (2) monotone functions f from
Bn to {0; 1}, and (3) elements of a free distributive lattice on n generators. In 1897,
Dedekind [20] raised this question in the last form. He answered the question for n=4,
Church [17] did it for n=5 in 1940, and Ward [121] did it for n=6 in 1945.
Attention turned to the determination of upper and lower bounds on A(n). Gilbert
[40] proved that 2(
n
n=2 )6A(n)6n(
n
n=2 )+2. These bounds are readily obtained using
basic results from Sperner theory. For the lower bound, one notes simply that every
subset of ( [n]	n=2
) is an antichain. On the other hand, a partition of Bn into chains of
sizes c1; c2; : : : ; ct yields A(n)6
∏t
i=1 (ci + 1), since each antichain contains at most
one element from each chain. Applying this fact with the sequence of chain sizes
corresponding to a symmetric chain decomposition gives (a slight improvement on)
Gilbert’s upper bound. It is illuminating to de5ne &(n)= log2 A(n)=(
n
n=2); the above
bounds can be restated as 16&(n)6n.
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Yamamoto [125] showed that &(n)6n' for 5xed '¿0 and large enough n. Korobkov
[101] showed that &(n) can be bounded above by a constant 4:23, and Hansel [50]
improved this upper bound to log2 3. Kleitman [78] proved that &(n)= 1 + o(1). This
focused attention on the lower order behavior. Writing &(n)= 1+((n), Kleitman showed
((n)6O(log n=n1=2). Markowsky [107] proved the lower bound &(n)¿)(2−n=2).
Kleitman and Markowsky [91] then improved the upper bound to ((n)6O(log n=n).
The upper bounds were obtained by an increasingly diNcult sequence of re5nements
on the argument above that &(n)6n. First, it is more convenient to count monotone
functions from Bn to {0; 1} rather than antichains. To specify such a function, it suNces
to specify it on each chain of the SCD. Hansel observed that if we consider the chains
in increasing order of size then when considering a particular chain C, the values
speci5ed on previous chains and monotonicity determine the values on all but two sets
in C, and there are only 3 choices for a monotone function on those two sets.
Kleitman’s improvement (and the subsequent improvement by Kleitman and
Markowsky) was obtained by a considerable re5nement of Hansel’s method. The goal
was to reduce the number of free choices on most chains from 3 to 2. Kleitman de-
scribed a rule for doing this. Applying this rule results in missing some functions.
However, Kleitman showed that by repeating this for diRerent choices of chain parti-
tions and orderings of the chains, one obtains every function at least once. The upper
bound is thus multiplied by the number of repetitions, but this is absorbed in the lower
order term.
There have been a number of papers following up on this work. Korshunov [102]
and Sapozhenko [118] improved the estimates, and Pippenger [114] and Kahn [56]
showed how to derive the Kleitman–Markowsky bounds using entropy methods.
Burosch et al. [14], considered the related problem of counting the number Cn of
closure relations on an [n] element set, which can be shown to be equivalent to counting
the number of families of subsets that are intersection-free, meaning that there are no
three distinct sets A; B; C such that A∩B=C. This is bounded below by the number An
of antichains of Bn. As an upper bound, they showed that logCn62
√
2( nn=2)(1+o(1)).
3.2. Finite partial orders, topologies and Kn-free graphs
Let Pn denote the number of partial orders on n points. Kleitman and Rothschild
[93,94] determined that logPn= n2=4 + 3n=2 + O(log n).
In [93], they observed that the number Tn of topologies on [n] satis5es log Tn= logPn
(1 + o(1)), so their results on Pn give the asymptotics of log Tn.
The upper bound on Pn follows from the stronger statement that “most” partial orders
have the following structure: they consist of three levels L1; L2; L3 where (1) |L1| and
|L3| are n=4 + o(n), (2) |L2| is n=2 + o(n), (3) each element covers (resp., is covered
by) a fraction 12 + o(1) elements at the level below it (resp. above it).
The basic method they used for estimating the number of partial orders was to
classify all partial orders into a small 5nite number of types one of which is the class
of orders described above. They then showed that the class described above is dominant
in the sense that most partial orders are of that type. This was done by showing, for
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each of the other types, that the number of partial orders of that type of size n can be
bounded by the number of partial orders of the dominant type of some size smaller
than n.
A similar approach was used by Erdo˝s et al. [28] to estimate the number of Kr-free
graphs with vertex set n. For a 5xed integer r, let Fr(n) denote the number of graphs
on n vertices that are Kr-free, that is, have no r-vertex complete subgraph. Obviously,
if G is any Kr-free graph with n vertices and e edges, then Fr(n)¿2e, since every
subset of a Kr-free graph is Kr-free. TurTan’s famous theorem [120] determined the
maximum number e(n; r) of edges in an n vertex Kr-free graph, and so Fr(n)¿2e(n; r).
Remarkably, Erdo˝s et al. [28] showed that 2e(n;r) is very close to the correct answer;
the set of graphs that are subsets of the TurTan graph is dominant among the set of
Kr-free graphs.
This approach to asymptotic enumeration has come to be known as the Kleitman–
Rothschild method. It is one of the most important methods in the 5eld and in the
closely related theory of random graphs (see, for instance, the excellent survey article
by Promel et al. [115] and the many references contained therein.)
3.3. Lattices
Here we mean lattices in the sense of universal algebra: partially ordered sets where
every two elements have a meet (greatest lower bound) and a join (least upper bound).
Every 5nite lattice has a unique minimum 0ˆ and unique maximum 1ˆ, and it is con-
venient not to include these in counting the elements, so Ln denotes the number of
lattices with n elements other than 0ˆ and 1ˆ.
Klotz and Lucht [100] obtained the upper and lower bounds
√
2=4(1 + o(1))6
log2 Ln=n
3=26 log n(1 + o(1)). Kleitman and Winston [98] improved the upper bound
to log Ln=n3=266:114.
The height of a lattice is the size of a largest chain excluding 0ˆ and1ˆ. The lower
bound of Klotz and Lucht was obtained by estimating the number of lattices that arise
as subsets of 5nite projective planes; these are all lattices of height 2. The main part
of the argument given by Kleitman and Winston shows that the number Sn of lattices
of height 2 satis5es log Sn=n3=260:77; a short argument then gives the bound on Ln.
3.4. Semigroups
It is easy to count (unrestricted) binary operations on [n]; there are nn
2
of them. If
we restrict to associative operations (semigroups) then the count becomes substantially
more diNcult. Kleitman et al. [95] obtained a tight asymptotic formula for this number.
First, they described a large explicit family of semigroups: For each (A; e) with e∈[n]
and A⊆ [n]− e, de5ne the set S(A; e) of binary operations (∗) having the property that
for every x; y∈[n], if x; y∈A, then x ∗y∈[n]−A and, in all other cases, x ∗y= e. Let
S ′(A; e) denote the subset consisting of all such operations for which no a∈A satis5es
a∗x= x∗a= e for all x∈A. The sets S ′(A; e) are disjoint for diRerent choices of A and
e. It is easy to see that |S(A; e)|=(n− |A|)|A|2 and that |S ′(A; e)|=(1+ o(1))|S(A; e)|.
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Summing over all S ′(A; e) gives a total of (1 + o(1))
∑t
i=0 f(t) semigroups where
f(t)= ( nt )t
1+(n−t)2 .
The main result of the paper shows that this lower bound is asymptotically tight;
that is, almost all semigroups have the simple form described above.
3.5. Full graphs
A mixed graph is a graph that can have both directed and undirected edges. A
mixed graph is a full graph if it is possible to assign a set S(v) to each vertex v so
that there is a directed edge from w to v if and only if S(v)⊂ S(w) and an undirected
edge between w and v if and only if S(v) and S(w) have nonempty intersection and
neither is contained in the other. Let F(n) be the number of full graphs on n ver-
tices; Lynch [106] found bounds on log2 F(n) and conjectured that log2 F(n)= (n
2=2)
(1 + o(1)).
Kleitman et al. [90] proved this conjecture. They de5ned a class of mixed graphs
called the dominant class consisting of semi-directed graphs whose vertices can be par-
titioned into two classes A; B so that (1) B is an undirected clique, (2) the only directed
edges in the graph go from a vertex in B to one in A, (3) For every (a; b)∈A×B
there is either a directed edge from b to a or an undirected edge.
It is easy to show that every such mixed graph is a full graph and that the number
of such graphs satis5es the conjectured bound. As usual, the hard part of the proof is
showing that this subclass of full graphs gives the correct logarithmic order for the set
of all full graphs.
3.6. Tournament score sequences
A tournament is a directed graph obtained by assigning an orientation to each edge
of a complete undirected graph. The sequence of out-degrees of the vertices, arranged
in nondecreasing order is called the score sequence of the tournament. The number
of distinct score sequences for n-vertex tournaments is denoted Sn. Erdo˝s and Moser
(see [110]) proved c14n=n9=2¡Sn¡c24n=n3=2. Kleitman [79] sketched a detailed (but
incomplete) argument that would give a tight bound of Sn= (4n=n5=2). Kleitman and
Winston [124] proved that this is a lower bound and also proved an upper bound of
O(4n=n2).
The techniques here were completely diRerent from those used for the other prob-
lems in this section. Tournament score sequences of length n can be characterized as
the set of integer solutions to a system of linear inequalities which were given ex-
plicitly by Landau (see [110]) so the problem reduced to estimating the size of the
solution set. Kleitman and Winston related the number of solutions to the coeNcients
of certain q-polynomials, the Gaussian polynomials (see, for example, [9]) and the
q-Catalan numbers ([16]). By a substantial analytic argument they obtained bounds on
the needed coeNcients leading to upper and lower bounds on Sn. They also formulated
a conjecture about the largest coeNcient in a q-Catalan number which if true would
give an essentially tight upper bound of O(4n=n5=2). This insightful conjecture was
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proved very recently by Kim and Pittel [66], thus 5nishing the argument that Kleitman
had outlined 30 years earlier.
4. Discrete geometry
Discrete geometry can be described as the study of graphs and hypergraphs that
can be naturally associated with geometric con5gurations. Many fundamental problems
in this subject are of “extremal” nature: what is the largest or smallest con5guration
satisfying a particular set of properties? Kleitman’s contributions to this area include
the solutions to several long standing open problems.
4.1. Concentrations of vector subset sums: The Littlewood–O:ord problem
First some notation. Let (S;+) be an abelian semigroup. For a list of elements
z1; : : : ; zn and for J ⊆ [n], let zJ denote
∑
j∈J zj. Also, for a metric space M , the
diameter of a subset X of M is the supremum of the pairwise distances between
points of X .
Littlewood and ORord posed the following question in 1943:
Over all choices of z1; : : : ; zn∈C and S ⊆C such that each zi has modulus at
least 1 and S has diameter less than 1, what is the maximum number of subsets
J of [n] such that zJ ∈S?
For example, if zi =1 for all i and S = [(n− 1)=2; n=2] then there are exactly ( nn=2)
subsets J with zJ ∈S, namely the sets of size 
n=2. Erdo˝s [24] used Sperner’s Theorem
to prove this result in the special case that the zi are all real. Kleitman [69] and
Katona [62] independently extended Erdo˝s’ result to the complex numbers. Their proofs
were similar; they 5rst stated and proved the two-part Sperner theorem (the 5rst result
described in Section 2.1) and then deduced the result as follows. An easy argument
reduces the problem to the case Re(zj)¿0 for all j. After this reduction, assign a color
to each zj according to the sign of its imaginary part. If J1 and J2 are subsets of [n]
with J1⊂ J2 such that J2 − J1 is monochromatic, then zJ2 − zJ1 equals zJ2−J1 , is a sum
of points that lie in the same quadrant, and must have modulus at least 1. Thus if S
has diameter less than 1, then the set of J with zJ ∈S satis5es the hypothesis and thus
the conclusion of the two-part Sperner theorem.
Erdo˝s [24] conjectured that the result extends to the case that z1; : : : ; zn are vectors
in a Hilbert space. Kleitman’s elegant proof of this result has become a textbook
example ([12,8,23]) of the power of simple combinatorial reasoning. Given z say that a
hypergraphH on [n] is z-dispersed if |zJ−zI |¿1 for all I; J ∈H. It suNces to partition
Bn into (
n
n=2) z-dispersed hypergraphs. This is done inductively. Given such a partition
6n−1 of Bn−1, we construct the partition 6n of Bn. Suppose that H= {E1; : : : ; Er} is
in 6n−1. For r¿2, select Ej from H to maximize the inner product 〈zn; zEj〉. Then put
H′=H∪{Ej ∪{n}} andH′′= {Ei ∪{n}: i∈[r]−{j}} into 6n. The key point is that
the distribution of sizes of the hypergraphs in 6n evolves exactly like the distribution
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of sizes of chains in the inductive construction of a symmetric chain decomposition of
Bn as described in Section 2.1. This implies that 6n consists of (
n
n=2) hypergraphs.
Later, Kleitman [82,84] extended this argument to obtain several generalizations of
the basic result. These generalizations included upper bounds on the number of vector
subset sums lying in regions of larger diameter (as sums of binomial coeNcients) and
more precise estimates based on information about the angles between diRerent zi’s.
A signi5cant extension of this research was a result of Frankl and FUuredi [36] show-
ing that for 5xed d and k, there is an ( so that for suNciently large n, the maximum
possible number of subset sums of a list of n vectors that lie in a ball of diameter
k + ( is at most the sum of the k + 1 largest binomial coeNcients.
4.2. Slicing corners o: a cube with one cut
Consider the hypercube [−1; 1]n in Rn. What is the maximum number of vertices
that can be sliced oR (separated from the origin) by a hyperplane that is tangent to
the ball of unit radius centered at the origin? More precisely, among all unit vec-
tors a˜ in Rn, what is the maximum size of the set S(a˜) of vectors v˜∈{−1; 1}n such
that a˜ · v˜¿1? This intriguing problem was posed by Tomaszewski (see [48]). For
a˜=(1=
√
2; 1=
√
2; 0; : : : ; 0) we have |S(a˜)|=2n= 14 , and this is the largest example known.
Holzman and Kleitman proved that |S(a˜)|6 516 [55]. Their result gave more: there is
a natural non-strict variant of the problem which asks for the maximum size of the
set T (a˜)= {v˜∈{−1; 1}n: a˜ · v˜¿1}. They proved that |T (a˜)|6 516 for any unit vector a˜.
This result is best possible for all n¿4, as shown by the vector ( 12 ;
1
2 ;
1
2 ;
1
2 ; 0; : : : ; 0).
The proof uses a probabilistic viewpoint. Fix a˜. For v˜ chosen uniformly at random
from {−1; 1}n, de5ne the random variable Z to be a˜ · v˜. The goal is to show that the
probability of the event Z¿1 is at most 516 . For I ⊆ [n], de5ne ZI =
∑
i∈I aivi, and
observe that Z =ZI + Z XI , (where XI = [n] − I), and that the variance of zI is
∑
i∈I a
2
i .
With an appropriate choice of I (depending on a˜), the probability that ZI + Z XI¿1
can be bounded above by 516 . This is deduced through a long and careful analysis
that uses the expressions for the variances of ZI and Z XI , and the fact that (ZI ; Z XI ) is
an independent pair of random variables each having a distribution that is symmetric
around 0.
4.3. The diameter of graphs of polyhedra
For a convex polyhedron P, let G(P) be the graph whose vertex set is the set of
extreme points of P, with two vertices adjacent in G(P) if the segment that connects
them is an edge (one-dimensional face) of P. The diameter of G(P) is denoted '(P).
Let (d; n) denote the maximum of '(P) over d-dimensional polyhedra with n facets.
One of the central open problems in the theory of convex polyhedra is to determine
good bounds on (d; n).
In 1957, Hirsch conjectured that (d; n)6n− d; this was disproved ten years later
by Klee and Walkup [68]. For n¿2d, they gave a construction yielding (d; n)¿n−
d+ 
d=5; this is still the best known lower bound. Upper bounds of n3d−3 and n2d−3
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were obtained, respectively, by Barnette [10] in 1967 and Larman [103] in 1970. The
latter remained the best result until about 1991 when Kalai [58] and MatouYsek et al.
[108] independently proved an upper bound of 2
√
(n−d) log(n−d). One year, Kalai [59]
proved a bound of the form nO(log d), and shortly thereafter, Kleitman [60] found a
remarkable simpli5cation of Kalai’s argument to obtain:
(d; n)6nlog d+2:
The surprisingly short and elegant argument can be reproduced here: Let P be a
d-dimensional polyhedron with facets F1; : : : ; Fn, and let u and v be arbitrary ver-
tices. For i¿0, let Ui (resp. Vi) be the set of facets reachable from u (resp. v) in at
most i steps, let j be the least integer such that Uj ∩Vj = ∅, and 5x F∈Uj ∩Vj. Thus,
there are paths u0; u1; : : : ; uj and v0; v1; : : : ; vj with u= u0, v= v0 and uj; vj∈F . Since
Uj−1 ∩Vj−1 = ∅, without loss of generality |Uj−1|6
n=2. If Q is the polyhedron de-
5ned by the inequalities in Uj−1, then dG(Q)(u; uj−1)¿j − 1. To see this, suppose that
u and uj−1 were joined by a shorter path in G(Q). Such a path would contain an edge
not in G(P). The 5rst such edge must hit a facet Fi ∈Uj−1. Then Fi would be reachable
from u within j − 1 steps in G(P), contradicting Fi ∈Uj−1. Thus j − 16(d; 
n=2),
and d(u; v)62j+d(uj; vj)62(d; 
n=2)+ 2+(d− 1; n− 1), from which the desired
result follows by induction.
4.4. The Hadwiger–Debrunner (p; q)-problem
A vertex cover of a hypergraph H is a set S of vertices that intersects each edge of
H, and the cover number =(H) is the size of a smallest vertex cover. A hypergraph
has the (p; q)-property, for positive integers p¿q, if for every set of p edges there is
a vertex that belongs to at least q of them. The (p; q)-property is trivially necessary
(and far from suNcient) for =(H)6p=q.
A number of classical geometric results concern hypergraphs whose vertex set is Rd
and whose edges are compact convex sets. Helly’s theorem [52] says that for such
a hypergraph H, the (d + 1; d + 1)-property is suNcient for =(H)= 1. On the other
hand, if q6d then, for any p¿q, there are hypergraphs with the (p; q)-property for
which =(H) is not even 5nite. Hadwiger and Debrunner [49] asked whether, for every
p¿q¿d+1, there is a constant c(p; q; d) such that the (p; q)-property for H implies
that =(H)6c(p; q; d). Despite progress on some special cases, the problem remained
wide open until it was settled in the aNrmative by Alon and Kleitman in 1992. Their
original argument used a fractional version of Helly’s theorem [61], linear programming
duality, and a result [4] on the existence of weak (-nets for convex sets. Subsequently,
they gave a similar but self-contained proof [7].
Here is a sketch of the argument; it suNces to take q=d + 1. For (¿0, a strong
(-cover for a hypergraph H is a 5nite multiset of vertices satisfying |S ∩H |¿(|S|
for every edge H ∈H. The main step is to show that, for each d and p, there is an
((d; p)¿0 such that every hypergraph H having the (p; d+ 1)-property has a strong
((d; p)-cover. Such a set is trivially also a vertex cover for H, but its size can not in
general be bounded by a function of d and p.
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Next, it can be shown that given any 5nite multiset R of points in Rd and any '¿0,
it is possible to construct a set S(R; ') of points, whose size depends on d and ' but
not on |R|, such that the convex hull of any '|R| points from R contains a point of
S(R; '). Then, letting Q be a strong ((d; p)-cover for H, the set S(Q; ((d; p)) is a
vertex cover whose size can be bounded by a function of d and p alone.
The main step is proved as follows. The previously mentioned fractional version of
Helly’s theorem is shown to imply that there is a function ((d; p) such that every H
satisfying the (p; d + 1)-property satis5es the following: it is not possible to assign
nonnegative weights to the edges of H so that the total weight of all edges is 1,
and for every vertex the total weight of the edges containing it is less than ((d; p).
Expressing this condition as a linear program, and taking its dual, we obtain the result
claimed by the main step.
4.5. Art galleries and prison yards
Let P be an arbitrary polygon in the plane, representing the walls of an enclosure.
A point u is said to see or cover a point v if the line segment joining them does not
meet P. “Guard” problems involve the selection of a minimal set of points to see all
points in the interior and=or the exterior of P.
Klee 5rst proposed the Art Gallery problem where the goal is to cover the interior
of P. Chvatal [18] exhibited a family of n vertex polygons requiring 
n=3 guards. He
also showed that 
n=3 guards are suNcient for any n vertex polygon; later Fisk [33]
gave a very short proof of this fact using graph coloring.
In the case of rectilinear polygons, where all angles are right angles, Kahn et al.
[57] showed that 
n=4 guards are suNcient. This follows from their main result:
Any simple rectilinear polygon can be convexly quadralateralized (that is, the interior
can be partitioned into convex quadrilaterals by adding nonintersecting lines between
vertices).
In the Prison Yard problem, the guards are restricted to vertices of P and are
required to cover both the interior and exterior of P. The problem was independently
posed by D. Wood and by Malkevitch (see [112]). It is easy to see that n=2 guards
are necessary and suNcient if P is convex, and O’Rourke conjectured that 
n=2 is
suNcient for any polygon. Various upper bounds and partial results were proved, and
then FUuredi and Kleitman [39] proved O’Rourke’s conjecture.
Here is an overview of the proof. We may assume that P is not convex; let Q be
its convex hull. First construct a triangulation T of the interior of Q in such a way
that (1) the vertices of T are the vertices of P, (2) each edge of P is an edge of
T , (3) no chord of Q is an edge of T . Given this construction, the conjecture now
follows immediately from the following conjecture, which is proved by an intricate
induction: If G is an n-vertex 2-connected planar graph with one non-triangular face
C, and the cycle C has no chords in G, then there is a set of n=2 vertices that meets
every triangle of G. As FUuredi and Kleitman observed, the hypothesis that C has no
chords is essential; identifying this restriction was a key insight in settling O’Rourke’s
conjecture.
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5. Concluding remarks
This survey has described some of the highlights of Danny Kleitman’s research
contributions. In reviewing his work, one is left with a deep appreciation of his ability
to 5nd the right way to look at a problem and to combine ingenuity and technical skill
to solve it. His pioneering applications of linear programming, correlation inequalities,
entropy, and shifting, and his seminal work on asymptotic enumeration, have expanded
the arsenal of tools available to researchers in the 5eld. Viewed as a whole, his work
provides a marvelous lesson in the art of problem-solving in discrete mathematics.
Acknowledgements
I would like to thank Noga Alon, Navin Goyal, Curtis Greene, JeR Kahn, Gyula
Katona, and especially Doug West, for reading a previous version of this manuscript
and for their many helpful comments and suggestions.
References
[1] R. Ahlswede, D.E. Daykin, An inequality for the weights of two families of sets, their unions and
intersections, Z. Wahrscheinl. Geb. 43 (1978) 183–185.
[2] M. Aigner, D. DuRus, D.J. Kleitman, Partitioning a power set into union-free classes, Discrete Math.
88 (2–3) (1991) 113–119.
[3] M. Aigner, G. Ziegler, Proofs From the Book, 2nd Edition, Springer, Berlin, 2001.
[4] N. Alon, I. BTarTany, Z. FUuredi, D.J. Kleitman, Point selections and weak (-nets for convex hulls,
Combin. Probab. Comput. 1(3) (1992) 189–200.
[5] N. Alon, T. Bohman, R. Holzman, D.J. Kleitman, On partitions of discrete boxes, Discrete Math.
257 (2002) 255–258.
[6] N. Alon, D.J. Kleitman, Piercing convex sets and the Hadwiger–Debrunner (p; q)-problem, Adv. Math.
96 (1992) 103–112.
[7] N. Alon, D.J. Kleitman, A purely combinatorial proof of the Hadwiger–Debrunner (p; q)-conjecture,
The Wilf Festschrift (Philadelphia, PA., 1996), Electron. J. Combin. 4(2) (1997) Research Paper 1.
[8] I. Anderson, Combinatorics of Finite Sets, Oxford Science Publications, The Clarendon Press, Oxford
University Press, New York, 1987.
[9] G. Andrews, The Theory of Partitions, Encyclopedia of Mathematics, Vol. 2, Addison-Wesley, Reading,
MA, 1976.
[10] D.W. Barnette, Wv paths on 3-polytopes, J. Combin. Theory 7 (1969) 62–70.
[11] G. BirkhoR, Lattice Theory, AMS Colloquium Publications, Vol. 25, American Mathematical Society,
Providence, RI, 1967.
[12] B. BollobTas, Combinatorics, Cambridge University Press, Cambridge, 1986.
[13] N. de Bruijn, C. Tengbergen, D. Kruyswijk, On the set of divisors of a number, Nieuw Arch. Wiskunde
23 (1951) 191–193.
[14] G. Burosch, J. Demetrovics, G.O.H. Katona, D.J. Kleitman, A.A. Sapozhenko, On the number of
databases and closure operations, Theoret. Comput. Sci. 78(2)A (1991) 377–381.
[15] K. Cameron, On k-optimum dipath partitions and partial k-colorings of acyclic digraphs, European J.
Combin. 7 (1986) 115–118.
[16] L. Carlitz, Sequences, paths, ballot numbers, Fibonacci Quart. 10 (1972) 531–549.
[17] R. Church, Numerical analysis of certain free distributive structures, Duke Math. J. 6 (1940) 732–734.
[18] V. ChvTatal, A combinatorial theorem in plane geometry, J. Combin. Theory Ser. B 18 (1975) 39–41.
244 M. Saks /Discrete Mathematics 257 (2002) 225–247
[19] D.E. Daykin, D.J. Kleitman, D.B. West, The number of meets between two subsets of a lattice,
J. Combin. Theory Ser. A 26 (2) (1979) 135–136.
[20] R. Dedekind, Ueber Zerlegungen von Zahlen durch ihre grUossten gemeinsamen Teiler, Festschrift Hoch.
Braunschweig u. ges. Werke II (1897) 103–148.
[21] R.P. Dilworth, A decomposition theorem for partially ordered sets, Ann. Math. 51 (1950) 161–166.
[22] R.P. Dilworth, Some combinatorial problems on partially ordered sets, in: R.E. Bellman and M. Hall
(Eds.), Combinatorial Analysis, Proceedings of the Symposium on Applied Mathematics, Amer. Math.
Soc., Providence, RI, 1960, pp. 85–90.
[23] K. Engel, Sperner Theory, Cambridge University Press, New York, 1997.
[24] P. Erdo˝s, On a lemma of Littlewood and ORord, Bull. Amer. Math. Soc. 51 (1945) 898–902.
[25] P. Erdo˝s, D.J. Kleitman, On coloring graphs to maximize the proportion of multicolored k edges,
J. Combin. Theory 5 (1968) 164–169.
[26] P. Erdo˝s, D.J. Kleitman, On collections of subsets containing no 4-member boolean algebra, Proc.
Amer. Math. Soc. 28 (1) (1971) 87–90.
[27] P. Erdo˝s, D.J. Kleitman, Extremal problems among subsets of a set, Discrete Math. 8 (1974) 281–294.
[28] P. Erdo˝s, D.J. Kleitman, B.L. Rothschild, Asymptotic enumeration of Kn-free graphs. Colloquio
Internazionale sulle Teorie Combinatoire (Rome 1973), Tomo II, Atti dei Convegni Lincei No. 17,
Accad. Naz. Lincei, Rone, 1976, pp. 19–27.
[29] P. Erdo˝s, C. Ko, R. Rado, Intersection theorems for systems of 5nite sets, Quart. J. Math. Oxford
Ser. 12 (1961) 48.
[30] P. Erdo˝s, A. STarkUozy, E. SzemerTedi, On a theorem of Behrend, J. Austral. Math. Soc. 7 (1967) 9–16.
[31] S. Felsner, Orthogonal structures in directed graphs, J. Combin. Theory Ser. B 57(2) (1993) 309–321.
[32] A. Felzenbaum, R. Holzman, D.J. Kleitman, Packing lines in a hypercube, Discrete Math. 117(1–3)
(1993) 107–112.
[33] S. Fisk, A short proof of ChvTatal’s watchman theorem, J. Combin. Theory Ser. B 24 (1978) 374.
[34] S.V. Fomin, Finite partially ordered sets and Young diagrams, Dokl. Akad. Nauk SSSR 342 (1978)
1144–1147.
[35] A. Frank, On chain and antichain families of a partially ordered set, J. Combin. Theory Ser. B 29
(1980) 176–184.
[36] P. Frankl, Z. FUuredi, Solution of the Littlewood–ORord problem in high dimensions, Ann. Math. 128
(1988) 259–270.
[37] D.R. Fulkerson, O.A. Gross, Incidence matrices and interval graphs, Paci5c J. Math. 15 (1965)
835–855.
[38] Z. FUuredi, J.R. Griggs, D.J. Kleitman, A minimal cutset of the boolean lattice with almost all members,
Graphs Combin. 5 (1989) 327–332.
[39] Z. FUuredi, D.J. Kleitman, The prison yard problem, Combinatorica 14(3) (1994) 287–300.
[40] E.N. Gilbert, Lattice theoretic properties of frontal switching functions, J. Math. Phys. 33 (1954)
57–67.
[41] R. Graham, L.H. Harper, Some results in matching in bipartite graphs, Stud. Appl. Math. 4 (1970)
15–20.
[42] C. Greene, Some partitions associated with a partially ordered set, J. Combin. Theory Ser. A 20 (1976)
69–79.
[43] C. Greene, G.O.H. Katona, D.J. Kleitman, Extensions of the Erdo˝s–Ko–Rado theorem, Stud. Appl.
Math. 55(1) (1976) 1–8.
[44] C. Greene, D.J. Kleitman, The structure of Sperner k-families, J. Combin. Theory Ser. A 20(1) (1976)
41–68.
[45] C. Greenem D.J. Kleitman, Strong versions of Sperner’s theorem, J. Combin. Theory Ser. A 20 (1976)
80–88.
[46] C. Greene, D.J. Kleitman, Proof techniques in the theory of 5nite sets, in: G.C. Rota (Ed.), Studies
in Combinatorics, MAA Studies in Mathematics, Vol. 17, MAA, Providence, 1978, pp. 22–79.
[47] J.R. Griggs, D.J. Kleitman, A three part Sperner theorem, Discrete Math. 17 (1977) 281–289.
[48] R.K. Guy, Any answers anent these analytical enigmas?, Amer. Math. Monthly 93 (1986) 279–281.
[49] H. Hadwiger, H. Debrunner, U ber eine Variante zum Helly’schen Satz, Archy. Math. 8 (1957)
309–313.
M. Saks /Discrete Mathematics 257 (2002) 225–247 245
[50] G. Hansel, Sur le nombre des functions Booleennes monotones de n variables, C.R. Acad. Sci. Paris
262 (1966) 1088–1090.
[51] T.E. Harris, A lower bound for the critical probability in a certain percolation process, Proc. Cambridge
Philos. Soc. 56 (1960) 13–20.
[52] E. Helly, U ber Mengen konvexer kUorper mit gemeinschaftlichen punkten, Jahresber. Deutsch. Math.
Verein 32 (1923) 175–176.
[53] M. Hochberg, Restricted Sperner families and s-systems, Discrete Math. 3 (1972) 359–364.
[54] A.J. HoRman, D.E. Schwarz, On partitions of a partially ordered set, J. Combin. Theory Ser. B 18
(1976) 593–598.
[55] R. Holzman, D.J. Kleitman, On the product of sign vectors and unit vectors, Combinatorica 12(3)
(1992) 107–112
[56] J. Kahn, Entropy, independent sets and antichains: a new approach to Dedekind’s problem, Proc. Amer.
Math. Soc. 130 (2002) 371–378.
[57] J. Kahn, M. Klawe, D. Kleitman, Traditional galleries require fewer watchman, SIAM J. Algebraic
Discrete Methods 4(2) (1983) 194–206.
[58] G. Kalai, A subexponential randomized simplex algorithm, Proceedings of the 24th ACM Symposium
on Theory of Computing, ACM Press, New York, 1992, pp. 475–482.
[59] G. Kalai, Upper Bounds for the diameter of graphs of convex polytopes, Discrete Comput. Geom. 8
(1992) 363–372.
[60] G. Kalai, D.J. Kleitman, A quasi-polynomial bound for the diameter of graphs of polyhedra, Bull.
Amer. Math. Soc. (N.S.) 26(2) (1992) 315–316.
[61] M. Katchalski, A. Liu, A problem of geometry in Rd, Proc. Amer. Math. Soc. 75 (1979) 284–288.
[62] G. Katona, On a conjecture of Erdo˝s and a stronger form of Sperner’s theorem, Stud. Sci. Math.
Hungar. 1 (1966) 59–63.
[63] G. Katona, A generalization of some generalizations of Sperner’s theorem, J. Combin. Theory Ser. A
12 (1972) 72–81.
[64] G. Katona, A three part Sperner theorem, Stud. Sci. Math. Hungar. 8 (1973) 379–390.
[65] K.A. Kearnes, E.W. Kiss, Finite algebras of 5nite complexity, Discrete Math. 207 (1999) 89–135.
[66] J.H. Kim, B. Pittel, Con5rming the Kleitman–Winston Conjecture on the Largest CoeNcient in a
q-Catalan Number, J. Combin. Theory Ser. A 92 (2000) 197–206.
[67] V. Klee, P. Kleinschmidt, The d-steps conjecture and its relatives, Math. Oper. Res. 12 (1987)
718–755.
[68] V. Klee, D. Walkup, The d-step conjecture for polyhedra of dimension d¡6, Acta Math. 133 (1967)
53–78.
[69] D. Kleitman, On a lemma of Littlewood and ORord on the distribution of certain sums, Math. Z. 90
(1965) 251–259.
[70] D. Kleitman, On a combinatorial problem of Erdo˝s, Proc. Amer. Math. Soc. 17 (1966) 139–141.
[71] D.J. Kleitman, Families of non-disjoint subsets, J. Combin. Theory 1 (1966) 153–155.
[72] D.J. Kleitman, On a combinatorial conjecture of Erdo˝s, J. Combin. Theory 1 (1966) 209–214.
[73] D. Kleitman, On subsets containing a family of non-commensurable subsets of a 5nite set, J. Combin.
Theory 1 (1966) 297–299.
[74] D. Kleitman, A conjecture of Erdo˝s–Katona on commensurable pairs among subsets of an n-set, Theory
of Graphs (Proceedings of Colloquium Tihany, 1966), Academic Press, New York, 1968, pp. 215–218.
[75] D. Kleitman, On a conjecture of Milner on k-graphs with non-disjoint edges, J. Combin. Theory 5
(1968) 153–156.
[76] D.J. Kleitman, Maximal number of subsets of a 5nite set no k of which are pairwise disjoint,
J. Combin. Theory 5 (1968) 157–163.
[77] D. Kleitman, On families of subsets of a 5nite set containing no two disjoint sets and their union,
J. Combin. Theory 5 (1968) 235–237.
[78] D. Kleitman, On Dedekind’s problem: the number of monotone boolean functions, Proc. Amer. Math.
Soc. 21 (1969) 677–682.
[79] D. Kleitman, The number of tournament score sequences for a large number of players, in:
Combinatorial Structures and Their Applications (Proceedings of the Calgary International Conference,
Calgary, Alta., 1969), Gordon and Breach, New York, 1970, pp. 209–213.
246 M. Saks /Discrete Mathematics 257 (2002) 225–247
[80] D.J. Kleitman, On a lemma of Littlewood and ORord on the distributions of linear combinations of
vectors, Adv. Math. 5 (1970) 155–157.
[81] D. Kleitman, Collections of subsets containing no two sets and their union, Proceedings of the 1968
LA meeting AMS, Amer. Math. Soc., Providence, RI, 1971, pp. 153–155.
[82] D. Kleitman, How many sums of vectors can lie in a circle of diameter
√
2?, Adv. Math. 9 (1972)
296–298.
[83] D.J. Kleitman, On an extremal property of antichains in partial orders: the LYM property and some
of its implications and applications, in: M. Hall, J.H. van Lint (Eds.), Combinatorics, Part 2: Graph
Theory, Foundations, Partitions, and Combinatorial Geometry, Math. Centre Tracts, No. 56, Math.
Centrum, Amsterdam, 1974, pp. 77–90.
[84] D. Kleitman, Some new results on the Littlewood–ORord problem, J. Combin. Theory Ser. A 20
(1976) 89–113.
[85] D.J. Kleitman, Extremal properties of collections of subsets containing no two sets and their union,
J. Combin. Theory Ser. A 20 (1976) 390–392.
[86] D.J. Kleitman, Methods for asymptotic counting, Proceedings of the Southeastern Conference on
Combinatorics, Graph Theory and Computing I (Baton Rouge, 1981), Congr. Numer. 32 (1981) 63–85.
[87] D.J. Kleitman, Collections of sets without unions and intersections, Combinatorial Mathematics:
Proceedings of the Third International Conference (New York, 1985), Annals of the New York
Academy of Science, Vol. 555, NY Acad. Sci., New York, 1989, pp. 272–282.
[88] D.J. Kleitman, Extremal problems on hypergraphs, Extremal problems for 5nite sets (VisegrTad, 1991),
Bolyai Society of Mathematical Studies, Vol. 3, JTanos Bolyai Math. Soc., Budapest, 1994, pp. 355–374.
[89] D. Kleitman, M. Edelberg, D. Lubell, Maximal sized antichains in partial orders, Discrete Math. 1
(1971=72) 47–53.
[90] D.J. Kleitman, F.R. Lasaga, L.J. Cowen, Asymptotic enumeration of full graphs, J. Graph Theory
20(1) (1995) 59–69.
[91] D. Kleitman, G. Markowsky, On Dedekind’s problem: the number of isotone boolean functions II,
Trans. Amer. Math. Soc. 213 (1975) 373–390.
[92] D.J. Kleitman, E.C. Milner, On the average size of the sets in a Sperner family, Discrete Math. 6
(1973) 141–147.
[93] D. Kleitman, B. Rothschild, The number of 5nite topologies, Proc. Amer. Math. Soc. 25 (1970)
276–282.
[94] D.J. Kleitman, B.L. Rothschild, Asymptotic enumeration of partial orders on a 5nite set, Trans. Amer.
Math. Soc. 205 (1975) 205–220.
[95] D.J. Kleitman, B.R. Rothschild, J.H. Spencer, The number of semigroups of order n, Proc. Amer.
Math. Soc. 55(1) (1976) 227–232.
[96] D.J. Kleitman, J. Shearer, D. Sturtevant, Intersections of k-element sets, Combinatorica 1 (1981)
381–384.
[97] D.J. Kleitman, J. Spencer, Families of k-independent sets, Discrete Math. 6 (1973) 255–262.
[98] D.J. Kleitman, K.J. Winston, The asymptotic number of lattices, Ann. Discrete Math. 6 (1980)
243–249.
[99] D.J. Kleitman, K.J. Winston, Forests and score vectors, Combinatorica 1 (1981) 49–54.
[100] W. Klotz, L. Lucht, Endliche VerbUande, J. Reine Angew. Math. 247 (1971) 58–68.
[101] B.K. Korobkov, Problemy Kibernet. 13 (1965) 5–28.
[102] A.D. Korshunov, The number of monotone Boolean functions, Problemy Kibernet. 38 (1981)
5–108,272 (in Russian).
[103] D.G. Larman, Paths on polytopes, Proc. London Math. Soc. 20(3) (1970) 161–178.
[104] N. Linial, Extending the Greene–Kleitman theorem to directed graphs, J. Combin. Theory Ser. A 30
(1981) 331–334.
[105] D. Lubell, A short proof of Sperner’s lemma, J. Combin. Theory 1 (1966) 299.
[106] J.F. Lynch, The visually distinct con5gurations of k sets, Discrete Math. 133 (1981) 281–287.
[107] G. Markowsky, Combinatorial aspects of lattice theory with applications to the enumeration of free
distributive lattices, Ph.D. Thesis, Harvard University, 1973.
[108] J. MatouYsek, M. Sharir, E. Welzl, A subexponential bound for linear programming, Proceedings of
the Eighth Annual Symposium on Computational Geometry, Berlin, Germany, 1992, ACM Press,
New York, 1992, pp. 1–8.
M. Saks /Discrete Mathematics 257 (2002) 225–247 247
[109] L.D. Meshalkin, Generalization of Sperner’s theorem on the number of subsets of a 5nite set, Theoret.
Probab. Appl. 8 (1963) 203–204.
[110] J.W. Moon, Topics on Tournaments, Holt, Rinerhart and Winston, New York, 1968.
[111] R. Nussinov, G. Pieczenik, J.R. Griggs, D.J. Kleitman, Algorithms for loop matchings, SIAM J. Appl.
Math. 35 (1978) 68–82.
[112] J. O’Rourke, Art Gallery Theorems and Algorithms, Oxford University Press, New York, 1987.
[113] H. Perfect, Addendum to ‘A short proof of the existence of k-saturated partitions of partially ordered
sets’, Glasgow Math. J. 25 (1984) 31–33.
[114] N. Pippenger, Entropy and enumeration of boolean functions, IEEE Trans. Inform. Theory 45(6) (1999)
2096–2100.
[115] H.J. PrUomel, A. Steger, A. Taraz, Asymptotic enumeration, global structure and constrained evolution,
Discrete Math. 229 (2001) 213–233.
[116] M. Saks, A short proof of the existence of k-saturated partitions of a partially ordered set, Adv. Math.
33 (1979) 207–211.
[117] M. Saks, Some sequences associated with combinatorial structures, Discrete Math. 59 (1986) 135–166.
[118] A.A. Sapozhenko, The number of antichains in multilayered ranked sets, Diskrete Math. 1 (1989)
110–128. (Russian; translation in Discrete Math. Appl. 1(2) (1991) 149–169.)
[119] E. Sperner, Ein satz uber Untermengen einer Endlichen Menge, Math. Z. 27 (1928) 544–548.
[120] P. TurTan, On an extremal problem in graph theory, Mat. Fiz. Lapok 48 (1941) 436–452.
[121] S. Ulam, A Collection of Mathematical Problems, Interscience, New York, 1960, p. 27.
[122] M. Ward, Note on the order of free distributive lattices, Bull. Amer. Math. Soc. 52 (1946) 423
(Abstract 135).
[123] D.B. West, Parameters of partial orders and graphs: packing, covering and representation, in: I. Rival
(Ed.), Graphs and Orders, Reidel, Dordrecht, 1985, pp. 267–350.
[124] K.J. Winston, D.J. Kleitman, On the asymptotic number of tournament score sequences, J. Combin.
Theory Ser. A 35 (1983) 208–230.
[125] K. Yamamoto, The logarithmic order of free distributive lattices, J. Math. Soc. Jpn. 6 (1954)
343–353.
