Abstract: In this paper we present a general formula for the inhomogeneous non-Gaussian 1 , where M 1 and M 2 are the matrix representations of S 1 and S 2 respectively. In the 2-dimensional case we also give a manifestly SO(2)-invariant formulation in terms of invariants of the matrix A. An expression for I(S 1 , S 2 ) in the infinite-dimensional case is calculated and the solution depends only on the determinants of M 1 and M 2 . The infinite-dimensional case may be of use in QFT.
where we have used the well-known result
In [1] , A. Morozov and Sh. Shakirov calculate the integrals in terms of the SL(d)-invariants of the homogeneous symmetric form S. As it turns out that approach is not the most convenient for the present problem. Instead, we shall rewrite the integral to become a function of the eigenvalues of the matrix A = −iM 2 M −1
1 , in the following way,
where z i is the i:th eigenvalue of the matrix A and
Ward identities
In this section we investigate differential operators that annihilate J d . Because of the high symmetry of the integrand they take a rather simple form. For simplicity, let us consider the one-dimensional case, where
We would like to find an operator which turns the integrand into a full derivative. To that end, consider
which is equivalent to
We have so far not specified the contour of integration in equation 2.1. It is crucial in the derivation of the Ward identity that the boundary terms vanish. To that end we only consider closed contours. In analogy with [1] we denote an admissible contour as a contour for which the integral 2.1 converges. In this case any contour that tends asymptotically to the lines Arg(z) = 0 and Arg(z) = π are admissible. To make the integrand single-valued we introduce a branch cut along the line Arg(z) = 0 as indicated in figure 1 . Note that the contours shown in figure 1 are closed on the Riemann sphere if the infinitely remote point is taken into account. There are two classes of admissible contours, and these classes are separated by the branch cut. The fact that there are two essentially different contours means that there will be two different solutions to the integral 2.1. This can also be seen from that fact that the differential equation 2.3 is second order. We denote the two independent solutions by J 0 1 and J 1 1 .
An equally simple analysis for the d-dimensional case gives the following PDE:s:
where k = 1, . . . , d. In the d-dimensional case we have to distinguish between the cases when d is even or odd. The explanation for this is that when d is odd, the integrand of equation 1.5 has a branch point in the infinitely remote point, whereas in the evendimensional case the eigenvalues z i are the only branch points. To see this, set t = 1 z and
in the denominator of 1.5:
When z is close to the origin, w tends to In order to get a single-valued integrand, we must cut the plane to prevent contours to encircle the branch points. This is done by pairwise connecting the branch points with non-intersecting cuts. In the odd-dimensional case we also make a branch cut from one of the eigenvalues z i to the point at infinity. This is illustrated in figure 2 and 3.
In the even-dimensional case, any straight line not crossing any of the branch cuts is admissible if it is parallell to the real axis. In the odd-dimensional case, let z k be the branch point that is connected to the branch point at infinity. The admissble contours in this case are those that tend asymptotically to the lines Arg(z k ) = 0 and Arg(z k ) = π and does not cross any of the other branch cuts. In this way we get two different classes of contours for the odd-dimensional case. The two classes are separated by the branch cut from z k to the infinitely remote point. For the even-dimensional case there is only one class of admissble contours. The two independent solutions to equation 2.4 are denoted J 0 d and J 1 d , where J 1 d is equal to zero in the even-dimensional case.
Solution of the Ward identities

Special cases
Before we start with the general solution, we comment on some special cases. Consider the case when all the eigenvalues z i are equal to one. This means that M 2 = iM 1 . Moreover the integral
is just a constant so that
which is a direct consequence of the following equation that was proved in [1] 
Next, we consider the case when all the eigenvalues are equal, i.e. z 1 = . . . = z d = z. In this case the differential equations 2.4 reduce to the Kummer-equation,
which has the solution
where U (a, b, z) and M (a, b, z) are the Kummer U and M functions respectively and c and d are constants. Notice that in one dimension this leads to the following well-known result
where K ν (z) is the modified Bessel-function of the second kind.
All eigenvalues distinct and non-zero
In this section we solve the differential equations 2.4 when the eigenvalues of A are distinct and non-zero. The solution is found using Frobenius method, i.e. by assuming the function J d can be expressed by an infinite series,
where the k i are some real numbers to be determined. Since the integral defining the function J d is completely symmetric in its arguments, it is clear that the coefficients a i 1 ,...,i d must be completely symmetric in their indices and that
Inserting this expression into equation 2.4 gives the following algebraic equations .10 is a consequence of the fact that any second order PDE will be a combination of two linearly independent functions. Note that in even dimension only k = 0 yields a solution since the integral in this case is invariant under parity (i.e. the transformation z i → −z i for all i). For k = 0 we get, after some algebraic manipulations, the following expression for the coefficients In summary we have the following expressions for the two independent solutions to equation 2.4: 
