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Abstract
Large-scale multiple-input multiple-output (MIMO) is a promising technology for next-
generation wireless communication as it can offer a high data rate, high link reliability,
and better quality-of-service (QoS). In the meantime, due to the heavy traffic in the sub-6
GHz band which has been used for almost all the wireless communications nowadays, the
millimeter wave (mmWave) band ranging from 30-300 GHz is explored to support the vast
amount of connectivity required by next-generation wireless communications. Therefore,
large-scaleMIMOandmmWave communications are two of themost important techniques
for future wireless communications. To make the best advantage of large-scale MIMO
systems, the transmitter or receiver should obtain good enough channel state information
(CSI) to perform precoding and other operations. The transmitter and receiver in large-
scale MIMO systems are equipped with antenna arrays with tens or hundreds of antennas,
causing the size of the channel larger than that in conventionalMIMO systems. Traditional
training pilots, which are mutually orthogonal between the antennas, for the conventional
MIMO systems may be no longer feasible for large-scale MIMO systems as this training
scheme requires more training resources for a larger channel. Meanwhile, among the
many types of large-scale MIMO systems, the hybrid systems with a reduced number of
radio frequency (RF) chains are suggested for mmWave communications as they are more
energy-efficient. In hybrid systems, obtaining a large number of samples is evenmore time-
iv
consuming because of the reduced number of RF chains. Therefore, for large-scale MIMO
systems, CSI acquisition techniques with low training overhead are required. Moreover,
large-scale MIMO systems can be more vulnerable to hardware imperfections as they are
more complicated than conventional MIMO systems. For this reason, possible hardware
imperfections should be considered when developing CSI acquisition techniques.
In this thesis, we consider CSI acquisition for large-scale MIMO systems with reduced
training overhead. The CSI considered in this thesis includes the channel matrix and chan-
nel covariance matrix. The work reported in this thesis contains the design of covariance
matrix estimation methods that can be applied to channel estimation for fully digital large-
scale MIMO systems, the design of channel estimator for switch-based hybrid large-scale
MIMO systems and the design of channel estimator as well as channel covariance matrix
estimator for phase shifter-based fully connected hybrid large-scale MIMO systems.
Firstly, we develop low-complexity linear shrinkage-based covariance matrix estimation
methods with reduced training overhead and apply them to the minimum mean-square-
error (MMSE) channel estimation for fully digital large-scale MIMO systems. In fully
digital MIMO systems, each antenna element in the antenna array is equipped with a
radio frequency (RF) chain. The MMSE method, which requires the channel covariance
information, is one of the popular approaches for channel estimation. However, the channel
covariance information is not known in practice and has to be estimated. With the reduced
training overhead, the channel covariance matrix estimated by general methods, such as
using the sample covariance matrix (SCM) of the received signal, can be ill-conditioned
and inaccurate. As a result, the performance of the MMSE channel estimation may
degrade. To address this issue, the linear shrinkage estimators which have been used
v
for low-sample-support applications are considered. We propose data-driven, leave-one-
out cross-validation (LOOCV) methods to choose the parameters of the linear shrinkage
estimators automatically for reducing the estimation error evaluated by the Frobenius norm.
We first implement our proposed methods in linear shrinkage estimators with several
typical shrinkage targets to estimate the channel covariance matrix. Then the estimated
channel covariance matrix is used for MMSE channel estimation. Numerical results
show that our proposed methods are effective in improving MMSE channel estimation
performance when the training overhead is low.
Secondly, we consider switch-based hybrid large-scale MIMO systems for mmWave
communications. In switch-based hybrid systems, each antenna is equipped with one
switch, and multiple antennas share one RF chain, so the number of RF chains is much
smaller than the number of antennas. Using traditional training schemes for this structure
is extremely time-consuming as the number of training signals seen at the receiver after
each channel use is at most the number of its RF chains. By studying the hybrid structure
of the system and exploring the properties of the mmWave channel, we propose a training
scheme that consumes less training resources and develop a matrix completion (MC)-
based channel estimator. Our proposed estimator does not need the knowledge of the
array response so it can be implemented in systems where antenna arrays are not perfectly
calibrated. We evaluate our proposed estimator in terms of spectral efficiency (SE) and
normalized mean square error (NMSE). The simulation results show that our proposed
estimator has advantages over one of the state-of-the-art estimators in terms of estimation
performance and computational complexity.
Thirdly, we consider the channel estimation for phase shifter-based fully connected
vi
hybrid mmWave MIMO systems. Both of the switch-based hybrid structure and the
phase shifter-based fully connected hybrid structure employ a few RF chains than the
number of antennas, but they have different constraints on training design. Therefore,
training schemes designed for switch-based hybrid systems cannot be directly used. We
first develop two training schemes that are compatible with the phase shifter-based hybrid
structure. We then propose anMC-based channel estimatorwhich also can be implemented
in systems with imperfectly calibrated arrays. Numerical results show that our proposed
estimator outperforms some of the most recently proposed estimators.
Lastly, we develop a low-complexity channel covariance matrix estimator for phase
shifter-based fully connected hybrid mmWave MIMO systems by exploring the structure
of the mmWave channel covariance matrix. Our proposed channel covariance matrix
estimator has lower computational complexity and better estimation performance than
some of the state-of-the-art estimators.
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Chapter 1
Introduction
With the rapid increase of wireless devices and services, the next or 5G wireless commu-
nications, compared to the 4G, are expected to achieve higher data rates, increase capacity,
decrease latency and provide a better quality of service (QoS) [2]–[5]. In particular,
trillions of devices will be wirelessly connected and many new wireless applications, e.g.,
IoT, D2D communications and augmented reality, will be available for users [2], [6]. To
support this enormous amount of connectivity and data exchange, the 5G system should
be able to achieve 1 ∼ 10 Gbps data rates – almost 10 times higher than the traditional
LTE network, 1 ms round trip latency – almost 10 times reduction from the 4G system,
99.999% availability, nearly 100% coverage, energy usage reduction by almost 90% and
high battery life [2], [7]. Large-scale MIMO is introduced as one of the key technologies
of enabling 5G. In large-scale MIMO systems, the transmitter and the receiver use antenna
arrays with hundreds of elements to perform high directional beamforming, and the system
will have better performance in terms of data rate and link reliability [8].
Moreover, almost all wireless communications nowadays use spectrum in the sub-6
GHz band as this band can offer reliable propagation over several kilometers in different
1
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environments [2], [3], [9]. However, with the rapid increase of wireless devices, this
band suffers from heavy traffic, and it is unrealistic to support the vast amount of con-
nectivity required by 5G [2], [9]. Therefore, the high-frequency mmWave band ranging
from 30 − 300 GHz is explored to overcome this issue. In addition, the physical size
of large-scale antenna arrays can be greatly reduced as the wavelength of mmWave fre-
quencies is decreased, making the deployment of large-scale antenna arrays in mmWave
communication systems practical and flexible. Therefore, mmWave communication sys-
tems with large-scale antenna arrays are attractive for future wireless cellular networks [6],
[10]–[13]. In large-scale MIMO systems, CSI is of great value. Signal processing tasks
for MIMO communication systems such as beamforming [14], [15], precoding [16], [17],
interference alignment [18], [19], and data detection [20], [21] rely heavily on accurate
CSI. Studies in [22]–[25] show that imperfect CSI can affect the performance of MIMO
systems. Therefore, obtaining accurate CSI is crucial for MIMO communication systems.
1.1 Background
In the following, we provide some background on large-scale MIMO systems, mmWave
communications, and CSI acquisition techniques.
1.1.1 Large-Scale MIMO Systems
This thesis focuses on point-to-point systems. The transmitter is equippedwithNt antennas
and Kt RF chains that consist of DACs, power amplifiers, and so on. The receiver is
equipped withNr antennas andKr RF chains that consist of ADCs, power amplifiers, and
so on. Two types of architectures are considered in this thesis: the fully digital architecture
2
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RF Chain
RF Chain
RF Chain
RF Chain
Figure 1.1: The large-scale MIMO system
and hybrid architecture [26]–[29]. In the fully digital architecture, each antenna element is
equipped with one RF chain, while in the hybrid architecture, multiple antennas share one
RF chain and the number of RF chains is much smaller than the number of antennas, i.e.,
Kt  Nt andKr  Nr. Compared to the fully digital architecture, the hybrid architecture
that has a small number of RF chains is more attractive to mmWave communications as
the power consumption of the RF chain is high at mmWave frequencies (e.g., 250 mW at
mmWave frequencies compared with 30 mW at microwave frequencies) [28]–[32]. Figure
1.1 shows a general large-scale MIMO system where the difference between the fully
digital architecture and the hybrid architecture is reflected on the structure of the analog
part and its wiring to RF chains, which are highlighted by the red dashed squares.
• Fully Digital Architecture
In the fully digital architecture, each antenna is equipped with one RF chain, i.e.,
Kt = Nt and Kr = Nr. The signal received by each antenna is directly processed
by its corresponding RF chain. Therefore, there is no analog precoding/combining
process in the fully digital architecture. Figure 1.2 (a) shows the wiring between
3
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(a) (b)
RF Chain
RF Chain
(c)
Figure 1.2: Analog structures for the fully digital architecture and the hybrid architec-
tures. (a): The fully digital architecture. (b): The switch-based hybrid architecture. (c):
The phase shifter-based fully connected hybrid structure.
antennas and RF chains. Note that the figure only shows the structure at the
transmitter side and the receiver side is similarly structured.
• Switch-Based Hybrid Architecture
In the switch-based hybrid architecture, the analog part contains a switching network.
Each of the Nt antennas is equipped with a switch, and every Nt/Kt neighboring
switches are grouped together and share one of the Kt RF chains. This forms an
array-subarray structure, i.e., each of the Kt subarrays has Nt/Kt antennas. The
architecture is shown in Figure 1.2 (b). During each channel use, only a subset of
antennas are activated so that the number of transmitting (receiving) antennas isKt
(Kr). Therefore, although the total number of antennas isNt (Nr) at the transmitter
(receiver), only Kt (Kr) symbols are sent (received) at the transmitter (receiver).
This architecture consumes less power than the fully digital architecture but at the
cost of reduced processing ability.
4
CHAPTER 1. INTRODUCTION
• Phase Shifter-Based Fully Connected Hybrid Architecture
Different from the switch-based hybrid architecture where the analog part contains
a switching network, the phase shifter-based fully connected hybrid architecture
has a phase-shifting network shown in Figure 1.2 (c). Each of the Nt antennas
is equipped with Kt analog phase shifters which are connected to Kt RF chains,
resulting in KtNt analog phase shifters in the phase shifting network. Similar to
the switch-based architecture, onlyKt symbols are transmitted during each channel
use. The phase shifting network in this architecture is more complicated than the
switching network, but it offers more flexibility on beamforming and has a stronger
processing ability.
Each of these three architectures has advantages and disadvantages. The fully digital
architecture has the strongest processing ability yet has the highest power consumption;
the switch-based hybrid architecture has the least processing ability but consumes the
least power; the phase shifter-based architecture has the processing ability and the power
consumption level in between the above two architectures. Note that there are also other
types of hybrid structures, e.g., phase shifter-based subarray hybrid architecture [31],
[32] and lens-based hybrid architecture [33], [34]. In this thesis, we only consider the
hybrid structures in Figure 1.2 (b) and (c). The systems introduced above can be used in
either sub-6 GHz communications or mmWave communications [16], [35]–[39]. In this
thesis, the fully digital system considered is for sub-6 GHz communications and the hybrid
systems considered are for mmWave communications.
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1.1.2 MmWave Communications
MmWave communications are promising for future wireless communications for its ad-
vantages such as extremely wide bandwidth, narrow beams, and secure transmission [5],
[40]–[44]. The mmWave band usually refers to the frequencies from 30 GHz to 300 GHz.
Currently available bands to be exploited for 5G wireless communications include the
local multipoint distribution service at 28-30 GHz, the unlicensed band at 60 GHz, and
the E-band at 71-76 GHz, 81-86 GHz, and 92-95 GHz [44]–[47]. The physical size of
antennas at mmWave frequencies is very small so that large antenna arrays can be built
and integrated on chips or PCBs (printed circuit board) [44]. The large antenna arrays
can form narrow beams that can reduce the impact of interference [45]. Moreover, due to
high attenuation in free space at mmWave frequencies, the transmission range of mmWave
communications is limited. With the limited transmission range and narrow beams, the
security of mmWave transmission is better [44].
In the following, mmWave propagation characteristics that are related to wireless com-
munications and the mmWave channel model are introduced.
A. Propagation Characteristics
The study of mmWave characteristics is another research area, and the characteristics
of mmWave are usually discussed under different applications. In this thesis, we consider
the two most important propagation characteristics related to wireless communications.
• Propagation Path Loss
According to the Friis equation (1.1), free-space loss is inversely proportional to the
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wavelength:
PR = PTGRGT
λ2c
(4piR)2
(1.1)
where PR is the received power, PT is the transmitted power, GR is the gain of
the receiving antenna, GT is the gain of the transmitting antenna, λc is the carrier
wavelength, andR is the transmitting distance. Therefore, the shorter thewavelength
is, the larger the free space loss will be. The wavelength of mmWave is less than
10mm, but the wavelength at 3 GHz is 10 cm, so there will be a 20 dB free space
loss if using mmWave as the carrier wave. Apart from the free space loss, wireless
transmissions at mmWave frequencies also suffer from foliage loss, rain loss, and
atmospheric gaseous loss [48]–[50]. For instance, 60 GHz wave is very sensitive
to oxygen absorption, and this would cause the transmission power to have a 15 dB
loss per kilometer.
• Propagation Path
Like light waves, mmWave signals are subject more to shadowing and reflections.
Short wavelength results in greater diffusion of the signal and less specular reflec-
tions. In the meantime, for non-LOS paths, only the reflected power contributes
the most to the received power, and thus the number of propagation paths in the
mmWave channel tends to be small [51].
B. MmWave Channel Model
Many experiments have been done in different environments such as Austin campus
and Manhattan for studying and modeling the mmWave channel [52]–[56]. In this thesis,
the small-scale fading of the mmWave channel is modeled using the Ray-clustering model
7
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[56]:
H =
1√
L
K∑
k=1
L∑
l=1
gklar(φ
r
kl, θ
r
kl)a
H
t (φ
t
kl, θ
t
kl), (1.2)
where
• K ∼ max{Poisson(λ), 1} is the number of clusters with λ as the mean of the
Poisson distribution and L is the number of rays within each cluster;
• The complex small-scale fading gain gkl on the l-th ray of the k-th cluster follows
a complex Gaussian distribution, i.e., gkl ∼ CN (0, γk), where γk is the fraction
power of the k-th cluster and can be modeled using [56, eq (7)]. As reported in [56],
the number of clusters is small, e.g., K = 1, 2, yet the number of rays inside each
cluster can be large, e.g., L = 10, 20.
• ar(φrkl, θrkl) and at(φtkl, θtkl) represent the receiving and transmitting array response
vectors, respectively, where φrkl, φtkl, θrkl and θtkl are the azimuth AoA, the azimuth
AoD, the elevation AoA, and the elevation AoD on the l-th ray of the k-th cluster,
respectively. Moreover, these angles are characterized by cluster center angles and
ray angle shifts. Take azimuth AoA as an example: φrkl = φrk − ϕrkl, where φrk is
the center angle of the k-th cluster and ϕrkl is the angle shift of the l-th ray away
from the center angle of the cluster. Similarly, θrkl = θrk − ϑrkl, φtkl = φtk − ϕtkl and
θtkl = θ
t
k − ϑtkl. This representation indicates that each cluster covers a range of
angles, and the angular spread characterizes the span of each cluster. In [56], channel
measurements in the urban area of New York City are presented and the angular
spread is shown in terms of the root-mean-square (rms) of all the measurements.
At the carrier frequency fc = 28 GHz, example angular spreads of 15.5◦, 6◦, 10.2◦,
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and 0◦ are reported for the azimuth AoA, the elevation AoA, the azimuth AoD, and
the elevation AoD, respectively.
• If the uniform linear array (ULA) is adopted. For anNa-element ULA placed along
the y axis with distance d between adjacent antennas, the array response is given by
[16]
a(φkl) =
1√
Na
[1, ej
2pi
λc
d sin(φkl), · · · , ej(Na−1) 2piλc d sin(φkl)]T , (1.3)
where λc is the carrier wavelength and Na = Nt or Nr is the number of antennas at
the transmitter or the receiver.
• If the uniform square planar array (USPA) is adopted. For a
√
Na ×
√
Na USPA
placed on the yz plane with distance d between adjacent antennas, the array response
[35] is
a(φkl, θkl) = ay(φkl, θkl)⊗ az(θkl), (1.4)
where ⊗ denotes the Kronecker product,
ay(φkl, θkl) =
1
N
1
4
a
[1, ej
2pi
λc
d sin(φkl) sin(θkl), · · · , ej(
√
Na−1) 2piλc d sin(φkl) sin(θkl)]T
is the array response along the y axis, and
az(θkl) =
1
N
1
4
a
[1, ej
2pi
λc
d cos(θkl), · · · , ej(
√
Na−1) 2piλc d cos(θkl)]T
is the array response along the z axis.
The resulting channel H has the size of Nr ×Nt. As mentioned above, the number of
clusters K is small, e.g., K = 1 or 2, but the number of rays within each cluster can be
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Figure 1.3: Examples of rsub with different angular spreads for ULA and USPA systems.
(a): the ULA system has υth = 10.2◦ and υrh = 15.5◦, and the USPA system has
υth = 10.2
◦, υtv = 0◦, υrh = 15.5
◦, and υrv = 6◦. (b): the ULA system has υth = 30.2◦
and υrh = 35.5◦, and the USPA system has υth = 30.2◦, υtv = 0◦, υrh = 35.5◦, and
υrv = 30
◦.
large, e.g., L = 20. Therefore, the number of pathsKL can be a large number and H may
have a high rank rch. Let σ1 > σ2 > · · · > σrch be the singular values of H. We may use
pe
∆
=
∑rsub
j=1 σ
2
j∑rch
i=1 σ
2
i
(1.5)
to measure the energy captured by a rank-rsub approximation of H.
Figure 1.3 shows the energy of H captured by a rank-rsub approximation of H, where H
is the channel of a 32×128 ULA or a 36×144 USPA system. The channels are generated
based on model (1.2) of which the number of clusters K ∼ max(Poisson(1.8), 1), and
the cluster powers are generated according to [56, Table I]. The number of rays within
each cluster is randomly generated on [1, 20], i.e., L ∼ U [1, 20]. For the ULA system, the
horizontal AoDs φtkl and the horizontal AoAs φrkl are distributed respectively as
φtkl ∼ U(φtk − υth/2, φtk + υth/2), and φrkl ∼ U(φrk − υrh/2, φrk + υrh/2),
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where the center angles φtk and φrk are uniformly distributed on [0, 2pi] and each center
angle is separated by at least one angular spread, i.e., different φtk are separated by at
least one horizontal AoD angular spread υth and different φrk are separated by at least one
horizontal AoA angular spread υrh. For the USPA system, the horizontal AoDs and AoAs
are generated the sameway as in the ULA system. Denote by υtv and υrv the angular spreads
of the vertical AoD and vertical AoA, respectively, then the vertical AoDs and AoAs are
distributed respectively as
θtkl ∼ U(θtk − υtv/2, θtk + υtv/2), and θrkl ∼ U(θrk − υrv/2, θrk + υrv/2),
where the vertical center angles θtk and θrk are generated in the same manner as the
horizontal angles φtk and φrk in the ULA system. In Figure 1.3 (a), the ULA system has
υth = 10.2
◦ and υrh = 15.5◦, and the USPA system has υth = 10.2◦, υtv = 0◦, υrh = 15.5◦,
and υrv = 6◦; in Figure 1.3 (b), the ULA system has υth = 30.2◦ and υrh = 35.5◦, and the
USPA system has υth = 30.2◦, υtv = 0◦, υrh = 35.5◦, and υrv = 30◦. The results in Figure
1.3 (a) and (b) all suggest that the required rank rsub for capturing the majority of the total
energy of H, e.g., pe = 0.9 or 0.95, is generally much smaller than the channel rank rch.
The measurements and simulations in [56] also yield similar observations. Therefore, the
mmWave channel can be considered as low-rank. Comparing the results in Figure 1.3 (a)
and (b), it can be seen that larger angular spreads yield a higher rsub. This relates to the
resolution of the antenna array. For an antenna array with a fixed resolution, larger angular
spread means more resolvable paths, which results in a higher rsub.
11
CHAPTER 1. INTRODUCTION
1.1.3 Channel State Information Acquisition
As introduced previously, obtaining accurate CSI is crucial for MIMO communication
systems. There are mainly two types of CSI: instantaneous CSI and statistical CSI.
The instantaneous CSI describes the current channel coefficients, and the statistical CSI
characterizes the statistics of the channel (e.g., channel covariance). In this thesis, we
consider CSI acquisition for large-scaleMIMO systemswhere the CSI includes the channel
matrix and channel covariance matrix. In the following, we firstly review CSI acquisition
techniques for fully digital MIMO systems and then introduce CSI acquisition techniques
for hybrid mmWave MIMO systems.
A. CSI Acquisition for Fully Digital MIMO Systems
The channel estimation task can be performed by using training [57], semi-blind [58],
or blind [59], [60] based techniques. Training-based channel estimation has been widely
used in MIMO systems [61], [62]. In this thesis, we focus on the training-based channel
estimation. In the training-based channel estimation, pilot sequences are known to the
transmitter and receiver [62]. The training schemes are identified as the conventional pilot
(CP) scheme and the superimposed pilot (SIP) schemea [61]. In the CP scheme, the pilot
symbols are sent in dedicated time slots that are allocated for training, while in the SIP
scheme, the pilot symbols are superimposed to the data and the data is transmitted in all
times slots.
With the received pilot signals, the channel can be estimated by different methods,
such as the LS method [63], [64] and the MMSE method [63], [65]. The LS method
does not require any knowledge of the channel, but its estimation performance may be
aIn some literature, the superimposed pilot scheme is short as SP.
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less accurate [57], [66]. When the channel statistics are known, the MMSE estimator
is applied to achieve good estimation performance [63], [65], [67]–[69]. In large-scale
MIMOsystems, the number of antennas at the transmitter and receiver is large. TheMMSE
method has a high computational complexity since it requires inverting a covariancematrix
which has the size of NrNt×NrNt, and this inverting operation has cubic computational
complexity. Therefore, methods that reduce the computational complexity of MMSE
channel estimation, such as those in [70]–[74] are proposed.
For the training-based channel estimation, the design of the training pilot plays a vital
role in the estimation performance. Based on the derivation in [57], the training with
orthogonal pilot sequences is optimal for the LS method. However, since the number
of orthogonal pilot sequences is limited, the same pilot sequences will be reassigned to
different users in the multiuser multicell scenario. The reuse of pilot sequences causes
pilot contamination and coherent interference, which grows with the number of antennas,
can affect the system spectral efficiency [45], [62]. TheMMSE channel estimation is more
widely used in this scenario. Researches have been done on training design for mitigating
pilot contamination and improving the system spectral efficiency. In [75]–[80], the CP-
based training scheme is optimized for suppressing pilot contamination and improving
the achievable spectral efficiency. More recently, the SIP-based training scheme design
is studied in [81]–[85] and is considered to have a higher potential in spectral efficiency
improvement than the CP-based training scheme.
The techniques mentioned above are used for channel matrix estimation, and many of
them, such as [70], [74], [75], [79], utilize channel covariance information to improve
the channel estimation performance. However, such information is unknown in practice
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and needs to be estimated. Channel estimation schemes that rely on channel covariance
information can suffer from performance degradation when the information is imperfectly
known [86]. The channel covariance matrix is conventionally estimated as the sample
covariance matrix (SCM) of the received signal [70], but this approach is not suitable
for large-scale MIMO systems. In large-scale MIMO systems, it can be hard to obtain
samples with the size larger than the dimension of the channel covariance matrix. If
the sample size is smaller than the matrix dimension, the channel covariance matrix
estimated as the SCM of the received signal is not even invertible [70]. One promising
way for estimating large-dimensional covariance matrices with low sample support is to
regularize the sample covariance of the received signals [70], [86], [87]. In this thesis,
we explore the regularization technique and design effective covariance matrix estimation
methods to improve the performance of MMSE channel estimation.
B. CSI Acquisition for Hybrid MmWave MIMO Systems
MmWave communications are promising for future wireless communications. Hybrid
MIMO systems with a small number of RF chains are suggested for mmWave communi-
cations. Therefore, CSI acquisition for hybrid mmWave MIMO systems has become an
active research area recently. Different from fully digital systems, hybrid systems face
an additional issue that the dimension of the observed signal is much smaller than the
dimension of the antennas (or equivalently, the dimension of the unknown channel). As a
result, observing a large number of signals in hybrid MIMO systems is more challenging
than that in fully digital MIMO systems. To tackle this challenge, researchers have been
exploring the sparse (or low-rank) property of the mmWave channel to reduce the effective
channel dimension and recover it with low training overhead [30].
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Popular techniques formmWave channel estimation includeCS [29], [88]–[93], AoA/AoD
tracking [1], [94]–[98], and low-rank matrix recovery [99]–[103]. These approaches all
use the CP-based training scheme. The CS-based channel estimation scheme explores
the sparse property of the mmWave channel and formulates the estimation problem as a
CS problem which can be solved by different methods, such as the orthogonal matching
pursuit (OMP) algorithm [29], [88]–[91] and its variants [92], [93]. In the AoA/AoD
tracking-based channel estimation scheme, AoA/AoD pairs are tracked by using training
beams, such as the codebook-based training beam [95], [96]. Then the channel is recov-
ered by using the estimated AoA/AoD pairs and path gains. The above-mentioned CS
and AoA/AoD tracking-based channel estimation schemes rely on the knowledge of the
antenna array response, which may not be accurately knownwhen the array is not perfectly
calibrated. The low-rank matrix recovery-based channel estimation scheme utilizes the
low-rank property of the mmWave channel and estimates the subspace of the channel. Dif-
ferent methods are used for estimating the subspace, such as MC [102], [103] and Arnoldi
iteration [99]. The low-rank matrix recovery-based channel estimation scheme does not
need the knowledge of the array response and can be more suitable for the systems with
imperfectly calibrated antenna arrays. Recently, channel estimation schemes that explore
both the sparse property and the low-rank property of the mmWave channel are proposed
in [104], [105]; however, they also need the knowledge of the array response.
There are also channel estimation schemes that utilize the channel covariance informa-
tion [106]–[108], which is also unknown in practice and has to be estimated. Very recently,
channel covariance estimation methods are designed by utilizing the sparse property of
the channel covariance matrix [109], [110] or exploring the analytical expression of the
15
CHAPTER 1. INTRODUCTION
channel covariance matrix [107]. In this thesis, we explore the low-rank property of the
mmWave channel matrix and channel covariance matrix to design the mmWave channel
estimator and channel covariance estimator.
1.2 Research Challenges and Existing Works
In this thesis, we mainly focus on training-based CSI acquisition for large-scale MIMO
systems with low training overhead. In the meantime, we also consider the hardware
constraints of the hybrid architectures and the impact of array-inherent impairments. In
this section, the research challenges are presented, and existing works related to each
challenge are briefly introduced. The techniques for some of the most popular methods
are detailed in Chapter 2-5.
1.2.1 Low Training Overhead
The adoption of large-scale MIMO systems yields large channel matrices, and thus the
training resources needed can be larger than that in conventional systems. Consuming
a large number of training resources may be impractical in real-time communications,
especially for the systems with hybrid structures.
A. Fully Digital Large-Scale MIMO Systems
For fully digitalMIMOsystems, theMMSEapproach is one of themost popularmethods
for channel estimation [57], [111], [112]. The MMSE channel estimation requires the
knowledge of the channel covariance, which is unknown in practice and generally estimated
as the SCM of the received signal [113], [114]. However, the channel covariance matrix
estimated as the SCM of the received signal can be ill-conditioned or even singular when
16
CHAPTER 1. INTRODUCTION
the training length is low, i.e., the sample support is low. Therefore, the performance of the
MMSE channel estimation may be degraded because of the inaccurately estimated channel
covariance. One way of improving the performance of MMSE channel estimation with
low training overhead is to obtain a good estimate of channel covariance matrix firstly.
Regularization techniques have attracted tremendous attention recently for covariance
matrix estimation. By imposing structural assumptions of the true covariance matrix,
techniques such as banding or tapering [115], thresholding [116], and shrinkage [117]–
[127] have demonstrated great potential for improving the performance of covariance
matrix estimation. Banding or tapering technique [115] can be suitable for the applications
where the dataset relies on a natural ordering and the variables far away from the ordering
are weakly correlated. Thresholding technique [116] can be applied to the cases where the
true covariance matrix is sparse. Shrinkage technique [117]–[127] shrinks an estimate of
the covariance matrix towards more stable targets and can be effective in scenarios when
the sample size is smaller than the data dimension.
Among all different types of covariance matrix estimators, this thesis explores the
linear shrinkage estimator for its simplicity, well-conditioned property, and guaranteed
positive-definiteness. The shrinkage parameters greatly influence the performance of the
shrinkage estimator, making the parameter choosing a crucial step in designing shrinkage
estimators. There are several existing parameter choosing methods. In 2004, Ledoit and
Wold (LW) [87] studied estimators that shrink the SCM of the data toward an identity
target and derived analytical shrinkage parameters which achieve near-oracle performance.
Later, Stoica et al in 2008 [128] proposed the general linear combination (GLC) design
for complex-valued signals with general shrinkage targets for knowledge-aided space-
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time adaptive processing (KA-STAP) radar applications. More recently, Chen et al [129]
derived the oracle approximating shrinkage (OAS) estimator, which assumes the SCM of
the data, real-valuedGaussian samples, and a scaled identity target. All of these techniques
offer analytical solutions and achieve near-oracle performances under different underlying
assumptions (e.g., identity shrinkage target, diagonal shrinkage target). However, they
have limitations. The LW method [87] and GLC method [128] may exhibit a noticeable
gap to the oracle choice when the sample support is low as they employ asymptotic
approximations. The OAS method [129] assumed identity target, but its extensions to
more general cases, e.g., with multiple/general shrinkage targets, are not trivial.
B. Hybrid Large-Scale MmWave MIMO Systems
Hybrid large-scale MIMO systems where the number of RF chains is much smaller than
the number of antenna elements are widely considered for mmWave communications.
In hybrid systems, the receiver only observes signals with reduced dimension. The
conventional channel estimator, e.g., the LS estimator, may need the sample size to be at
least the same as the channel size (e.g., hundreds by hundreds). Obtaining such a large
amount of samples for hybrid systems may be impractical. As introduced previously, the
mmWave channel is sparse on beamspace or has a low rank. Then only the information of
the paths (the AoAs/AoDs and path gains) in the channel or the subspace of the channel is
needed to reconstruct the whole channel matrix. It is possible to estimate such information
from a small number of samples (e.g., the sample size is smaller than the channel size),
which means that the training required for channel estimation can be reduced. By utilizing
the properties of the mmWave channel, novel mmWave channel estimators with low
training overhead have been proposed.
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The mmWave channel estimators proposed in [1], [29], [88]–[91], [94]–[98] utilize
the property that the mmWave channel matrix is sparse on the beamspace, i.e., there
are only a small number of paths in the channel. In particular, the channel estimators
in [1], [94]–[98] track the paths (the AoA/AoD pairs and path gains) in the channel
by sending out training beams that are designed based on a codebook. The codebook
design will affect the training quality (e.g., the length and accuracy of training). In [29],
[88]–[91], the channel estimation problem is formulated as a CS problem. The channel
matrix is rewritten as a combination of a dictionary and a sparse vector. The dictionary
is predefined based on the antenna array response, and the sparse vector is unknown and
to be estimated by using CS algorithms, e.g., the OMP algorithm. The resolution of the
dictionary is one of the key factors of influencing the performance of such estimators. A
high-resolution dictionary can lead to a better estimation performance but suffers from a
higher computational complexity.
The channel estimators in [99]–[101] utilize the low-rank property of the mmWave
channel and reconstruct the channel by estimating its subspace. Specifically, the channel
estimators in [99], [101] require the sample size to be the same as the channel size, so
they assume channel reciprocity for reducing the training length; the channel estimator
[100] needs prior knowledge of the maximum channel rank which is unknown in practice.
The channel estimation problem can also be formulated as an atomic norm minimization
problem [130], [131] in which high-resolution AoAs/AoDs estimation can be achieved,
and thus the channel estimation performance can be improved. However, these methods
need the tool of semidefinite programming (SDP), which can result in a high computational
load. There are also two-stage channel estimators [104], [132]. Specifically, [104] explores
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both the low-rank property and the sparse property of the channel matrix; [132] utilizes the
sparse property of the channel matrix and the multi-dimensional structure of the received
data. The second stage of both two-stage estimators solves a CS problem in which a
dictionary is needed.
Apart from themmWave channel estimator design, there are some very recent works that
consider themmWave channel covariance estimation. The channel covariance information
can be used in channel estimation [107], [133] or analog precoder/combiner design [134]–
[136]. Similar to the case of the mmWave channel estimation, researchers have been
working on reducing the mmWave channel covariance matrix estimation problem size
to achieve low training overhead. In [109] and [110], the mmWave channel covariance
estimation problem is formulated as a CS problem and solved by CS algorithms whose
estimation performance depends on the quality of the predefined dictionary. In [107], the
channel covariance matrix is estimated through one instantaneous channel estimation via
computing the analytical expression of the channel covariance. However, the analytical
expression is only derived for single antenna receivers and its extension to the multiple
antennas receivers is not trivial.
All of the above estimators can achieve decent estimation performance with low training
overhead, but they are designed based on some assumptions, e.g., the number of paths in
the channel is known, the array response is accurately known, or the system has channel
reciprocity property. However, in practice, it is challenging to obtain the information of
the number of channel paths, and the array response may not be accurately known if the
antenna array is not perfectly calibrated. Therefore, these estimators have some limitations
on practical implementations.
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1.2.2 Hybrid Architecture Hardware Constraints
Hybrid architectures are proposed for implementing large-scaleMIMOsystems inmmWave
communications since the hardware components in RF chains working at mmWave fre-
quencies have high power consumption. For single-stream transmissions with one symbol
s transmitted, the received signal can be written as
y = WHHfs+ WHn, (1.6)
where W and f are the receiving processing matrix and transmitting processing vector,
respectively, and n is the noise vector. As illustrated in Figure 1.1, the transmitted symbol
s firstly goes through the baseband precoder B and then is processed by the RF precoder
G. The received signal firstly goes through the RF combiner Q and then is sent to the
baseband combiner D. Therefore, the transmitting processing vector f = Gb and the
receiving processing matrix W = QD. Different hybrid architectures impose different
constraints on the RF precoder G and the RF combiner Q.
• Switch-Based Hybrid Architecture
As illustrated in Figure 1.2 (b), the analog part contains a network of switches that
control the on/off of the antenna elements. Take the transmitter as an example. The
RF precoder G ∈ CNt×Kt only contains 1’s and 0’s, i.e.,
[G]i,j ∈ {0, 1},
where [G]i,j denotes the (i, j)-th entry of G, 1 represents that the switch is on,
and 0 indicates that the switch is off. In addition, in this architecture, every Nt/Kt
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neighboring switches (or equivalently antenna elements) are grouped together and
share one of the Kt RF chains. This results in an array-subarray structure that
each of the Kt RF chains is connected to one subarray which has Nt/Kt antenna
elements. Under the constraint of this structure, for the i-th column of G, only the(
(i− 1)Nt/Kt + 1
)
-th to the
(
iNt/Kt
)
-th element can be 1, and the rest are all 0’s.
Assume Nt = 8, Kt = 4, then G will be of the following form:
G =

1 0 0 0
0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0
0 0 1 0
0 0 0 1
0 0 0 0

}
1st subarray
}
2nd subarray
}
3rd subarray
}
4th subarray
(1.7)
where each subarray has Nt/Kt = 2 antenna elements. The RF combiner Q at
the receiver is structured similarly to G. Therefore, during each transmission, only
Kr antenna elements are switched on, meaning that only Kr signals are seen at the
receiver. The channel estimators in [29], [91] consider the switch-based architecture,
and the training of these estimators is to randomly switch on and off the switches at
the transmitter side and the receiver side.
• Phase Shifter-Based Fully Connected Hybrid Architecture
Figure 1.2 (c) shows the phase shifter-based hybrid architecture. In this architecture,
there is a phase shifting network in which the analog phase shifters and antenna
elements are fully connected. At the transmitter, the constraint of analog phase
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shifters requires that
[G]i,j ∈ FRF,
where
FRF = {ej
2pik
2It : k = 0, 1, . . . , 2It − 1} (1.8)
is a set that contains all the possible shifts of the phase shifters and It is the number
of bits of the phase shifters at the transmitter. Similarly, at the receiver,
[Q]i,j ∈ WRF,
where
WRF = {ej
2pik
2Ir : k = 0, 1, . . . , 2Ir − 1} (1.9)
and Ir is the number of bits of the phase shifters at the receiver.
For this hybrid architecture, there are different types of RF precoder/combiner and
digital precoder/combiner design. In [1], the training process consists of different
stages. In the first stage, the transmitter sends out two beams that cover the area
of [0◦, 180◦] and [180◦, 360◦], respectively, and the receiver forms two beams si-
multaneously with one covers the area of [0◦, 180◦] and another covers the area of
[180◦, 360◦]. Then after the first stage, the range of the locations of the AoA/AoD
pair is determined. At the following stages, the range of the location of the AoA/AoD
pair is gradually narrowed down, and finally, the AoA/AoD pair is found. Therefore,
in [1], the RF precoder/combiner and baseband precoder/combiner are designed to
form specific beam patterns. The designs in [95]and [96] follow the similar idea
as in [1]. In [88], G,B,Q, and D are designed to minimize the coherence of the
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equivalent measurement matrix that consists of the RF precoder/combiner, base-
band precoder/combiner, and the dictionary. There are also designs that only use
the RF precoder/combiner [94], [104], i.e., set B = I,D = I and design G,Q. All
the above training designs are compatible with their corresponding estimators, and
when being implemented in different estimators, their performances may differ.
The switch-based hybrid architecture imposes constraints on both of the elements and the
structures ofG andQ. The phase shifter-based hybrid architecture imposes constraints on
the elements ofG andQ in terms of their modulus (unit modulus) and phases (determined
by the number of bits of the phase shifters). Both of the two hybrid architectures only
allow up toKr signals seen at the receiver andKr is usually much smaller thanNr, which
makes the dimension of the observed signals much smaller than the dimension of the
antennas at the receiver. For the fully digital architecture, since each antenna is equipped
with an RF chain that can directly process the signal, i.e., the signal will not go through
the switching network or phase shifting network, G and Q do not exist. Therefore, f = b
and W = D.
1.2.3 Array-Inherent Impairments
In practical MIMO systems, hardware components are not always working in ideal con-
ditions due to many factors, e.g., temperature changing and aging. The influences of
hardware impairments on MIMO communications are studied in [12], [137]–[139]. There
are many types of hardware impairments such as power amplifier nonlinearity and I/Q
imbalance [140]–[144]. Among various hardware impairments, array-inherent impair-
ments become more obvious in large-scale MIMO systems that adopt larger size antenna
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arrays than in traditional MIMO systems. In large antenna arrays, there can be some
uncertainties about the precise position of the antenna phase center and the gain of each
antenna element due to mutual coupling, manufacture flaws, and so on [145]–[147]. The
resulting impairments influence the phase and gain of the antenna elements and then affect
the array response. Define the gain and phase error vector at the transmitter or the receiver
as
e = [ρ1e
jκ1 , ρ2e
jκ2 , . . . , ρNae
jκNa ]T , (1.10)
where Na = Nt or Nr. We use et and er to denote the gain and phase error vectors at
the transmitter and receiver, respectively. Take the transmitter as an example. The actual
array response for the ULA system is
a˜t(φ
t
kl) = at(φ
t
kl) et, (1.11)
where  denotes the Hadamard product. Clearly,
a˜t(φ
t
kl) =
1√
Nt
[ρ1e
jκ1 , ρ2e
j( 2pi
λc
d sin(φtkl)+κ2), . . . , ρNte
j( 2pi
λc
(Nt−1)d sin(φtkl)+κNt )]T . (1.12)
For the USPA system,
a˜t(φ
t
kl, θ
t
kl) = (at,y(φ
t
kl, θ
t
kl)⊗ at,z(θtkl)) et. (1.13)
With phase and gain errors presenting in the array, the received signal y in (1.6) is changed
to
y˜ = WHErHE
H
t fs+ W
HErn, (1.14)
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whereEr is a diagonal matrix with er as the diagonal elements, andEt is defined similarly.
The effective channel matrix Heff is
Heff = ErHE
H
t . (1.15)
Note that Er and Et are unknown in practice.
Many existing mmWave channel estimation methods [1], [29], [88]–[91], [94]–[98],
[104], [130]–[132] for hybrid systems require that the array response is accurately known.
However, since the phase and gain errors are typically time-varying, e.g., due to tempera-
ture changes or hardware aging [147], the array response may not be accurately known in
practice. When antenna arrays are not perfectly calibrated, mmWave channel estimation
methods that reply on the knowledge of the array response may suffer from performance
degradation. For example, the method proposed in [1] estimates the channel by finding
the AoAs/AoDs and the corresponding path gains of the channel paths. During training,
the transmitter and the receiver use different beampatterns to locate the AoAs and AoDs.
If the beampattern is distorted, the received signals would be distorted, which yields false
estimation of AoAs/AoDs. Denote by κt and %t the phase error level and gain error level
at the transmitter, respectively. We assume the phase errors and the gain errors of the ULA
system at the transmitter are distributed as [148]
κti ∼ U(−κt,κt), and ρti ∼ U(−%t, %t).
Figure 1.4 (a) shows a training beampattern that is generated by the ideal transmitter
ULA array, i.e., κ = 0 and % = 0, for the channel estimation method proposed in [1].
The beampattern covers the range of [0◦, 45◦] and [135◦, 180◦]. Figure 1.4 (b) shows the
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Figure 1.4: A transmittng training beampattern that covers the rang of [0◦, 45◦] and
[135◦, 180◦] for the mmWave channel estimation method in [1]. (a): Beampattern of the
ideal ULA array, i.e., κt = 0, %t = 0. (b): Beampattern of a nonideal ULA array with
the phase error level κt = pi/4 and the gain error level %t = 0.2.
beampattern generated by a nonideal ULA array with the phase error level κ = pi/4 and
the gain error level % = 0.2. The beampattern generated by the nonideal array includes
more sidelobes. Therefore the training signals are transmitted to unwanted directions,
which may lead to AoD estimation errors. Some studies in array signal processing have
considered the case for the AoA/AoD estimation when the array has phase and gain errors,
however, methods such as those in [148]–[151] require full dimensional observations.
Therefore, they can not be directly implemented in channel estimation for hybrid systems.
1.3 Research Motivations and Contributions
Many signal processing tasks for MIMO systems rely on accurate CSI. However, CSI is
unknown in practice and has to be estimated. In this thesis, we focus on CSI acquisition
for large-scaleMIMO systems. In the previous section, we have identified three challenges
of the CSI acquisition for large-scale MIMO systems. The work reported in this thesis is
motivated by making contributions to addressing these challenges.
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The main contributions are listed below:
1. Cross-Validated Shrinkage Covariance Matrix Estimator
For developing effective covariance matrix estimation methods with low training
overhead, we explore linear shrinkage-based estimators for their simplicity, well-
conditioned property, guaranteed positive-definiteness, and effectiveness in low-
sample-support applications. Since the choice of shrinkage coefficients can greatly
influence the performance of linear shrinkage estimators, we investigate the meth-
ods of choosing such coefficients. We, therefore, propose data-driven, leave-one-out
cross-validation (LOOCV) methods for automatically choosing the shrinkage coef-
ficients. The solutions obtained by our methods have low complexities as they can
be found analytically or by solving small size optimization problems. Our proposed
LOOCV methods can be implemented in linear shrinkage estimators with different
shrinkage targets and achieve near-oracle performance. We then apply our proposed
methods toMMSE channel estimation for the fully digital large-scale MIMO system
to improve the accuracy of MMSE channel estimation when the training is low.
2. MC-Based Channel Estimation for Switch-Based Systems
Since the hardware components in RF chains working at mmWave frequencies have
high power consumption, hybrid large-scale MIMO systems with the reduced num-
ber of RF chains have been suggested for mmWave communications. We study
switch-based hybrid mmWave MIMO systems and investigate the impact of array-
inherent impairments on existing CS-based channel estimators. We explore the MC
technique for developing a channel estimator that has low training overhead and is
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robust against array-inherent impairments. A training scheme that is compatible
with the switch-based hybrid architecture is proposed, and the singular value pro-
jection (SVP) that has a low complexity is implemented in the MC-based channel
estimator. Numerical results show that our proposed channel estimation scheme has
better performance and lower computational complexity than the existing CS-based
channel estimators that are implemented using the OMP algorithm.
3. MC-BasedChannelEstimator forPhase Shifter-BasedFullyConnectedHybrid
Systems
We then study phase shifter-based fully connected hybrid mmWave MIMO sys-
tems. The MC technique is again used for developing the channel estimator that is
immune to array-inherent impairments. Also, two training schemes are proposed
for this hybrid architecture. The generalized conditional gradient with alternating
minimization (GCG-Alt) algorithm that does not need the channel rank as prior
knowledge is implemented for the MC-based estimator. The computational com-
plexity analysis and simulation results show that our proposed channel estimator
has lower computational complexity and better performance than two state-of-the-
art mmWave channel estimators, especially when antenna arrays are not perfectly
calibrated.
4. Low-Rank Channel Covariance Matrix Estimator for Phase Shifter-Based
Fully Connected Hybrid Systems
We also consider the channel covariance matrix estimation for phase shifter-based
fully connected hybrid mmWave MIMO systems. By exploiting Kronecker product
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expansion and the structure of the antenna array, we formulate the mmWave channel
covariance estimation problem as a structured low-rank matrix sensing problem.
Then the GCG-Alt algorithm is used to solve this problem. Simulations results and
the computational complexity analysis suggest that our proposed mmWave channel
covariance matrix estimator outperforms one of the state-of-the-art estimators when
the training overhead is low.
1.4 Thesis Outline
In Chapter 2, we show our proposed CV-based shrinkage estimators of the covariance
matrix and their implementation in MMSE channel estimation. The content of Chapter 2
is based on the following publication:
• J. Tong, R. Hu, J. Xi, Z. Xiao, Q. Guo, and Y. Yu.“ Linear shrinkage estimation
of covariance matrices using low-complexity cross-validation," Signal Processing,
vol. 148, pp. 223-233, Jul. 2018.
In Chapter 3, we consider switch-based hybrid mmWave MIMO systems and introduce
our proposed training scheme and the MC-based channel estimator implemented by the
SVP algorithm. The content of Chapter 3 is based on the following publication:
• R. Hu, J. Tong, J. Xi, Q. Guo, and Y. Yu, “Robust channel estimation for switch-
based mmWave MIMO systems,” in Proc. 9th IEEE Int. Conf. Wireless Commun.
Signal Process. (WCSP), pp. 1-7, Oct. 2017.
In Chapter 4, we consider phase shifter-based fully connected hybrid mmWave MIMO
systems and introduce our proposed two training schemes and the MC-based channel
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estimator implemented by the GCG-Alt algorithm. The content of Chapter 4 is based on
the following publication:
• R. Hu, J. Tong, J. Xi, Q. Guo, and Y. Yu, “Matrix completion-based channel
estimation for mmWave communication systems with arrayinherent impairments,"
IEEE Access, vol. 6, pp. 62915-62931, Oct. 2018.
In Chapter 5, we consider phase shifter-based hybrid mmWave MIMO systems and
introduce our proposed channel covariance matrix estimator based on matrix sensing. The
content of Chapter 5 is based on the following manuscript:
• R. Hu, J. Tong, J. Xi, Q. Guo, Y. Yu, “Channel Covariance Matrix Estimation
via Dimension Reduction for Hybrid MIMO MmWave Communication Systems,"
submitted to Sensors, vol. 19, no. 15, pp. 1-20, Jul. 2019.
In Chapter 6, conclusions and future works are presented.
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Fully Digital Large-Scale MIMO
Systems: Linear Shrinkage-Based
Covariance Matrix Estimators
2.1 Introduction
In this chapter, we consider fully digital large-scale MIMO systems. As introduced in
Chapter 1, for large-scale MIMO systems, low training overhead is one key requirement
for designing CSI acquisition techniques. Both the channel matrix and the channel co-
variance matrix are valuable channel information. One may first estimate the channel
covariance matrix and then utilize the channel covariance information to further estimate
the channel. In this chapter, the channel covariance matrix is firstly estimated and then
used for channel matrix estimation. The channel covariance matrix is generally estimated
as the SCM of the received signals, but it may become ill-conditioned or even singular
when the training samples are limited [70], [86]. Then channel estimation methods that
rely on the estimated covariance matrix, such as the MMSE approach [65], may perform
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poorly or fail. Regularization techniques have attracted tremendous attention recently for
covariance matrix estimation [152]–[154]. Techniques such as banding [115], threshold-
ing [116], and shrinkage [117]–[127] have demonstrated great potential for improving the
performance of covariance matrix estimation. In this chapter, the linear shrinkage esti-
mation of covariance matrix is concerned due to its simplicity, well-conditioned property,
and guaranteed positive-definiteness.
Let X ∈ CN×T be a matrix of T independent and identically distributed (i.i.d.) ob-
servations on a dataset of N random variables with covariance matrix Σ. Denote R an
estimate of Σ, a linear shrinkage estimate is constructed as
Σ̂ρ,τ = ρR + τT0, (2.1)
where T0 is the shrinkage target, and ρ and τ are nonnegative shrinkage coefficients.
In general, the shrinkage target T0 is better-conditioned, more parsimonious or more
structured, with lower variance but higher bias compared to the original estimate R [120].
The coefficients ρ and τ are chosen to provide a good tradeoff between bias and variance,
so Σ̂ρ,τ outperforms bothR andT0 and better approximates to the true channel covariance
matrix Σ. There can be various approaches for constructing R and T0. If X is the sample
of the dataset, R can be constructed as
R =
1
T
XXH , (2.2)
which is the SCM of the dataset. In large-scale MIMO systems, we may not directly obtain
the samples of the channel matrix H. In this case, we may first obtain T estimates {Ĥt}
of the instantaneous channel H by using channel estimation methods that do not rely on
33
CHAPTER 2. FULLY DIGITAL LARGE-SCALE MIMO SYSTEMS: LINEAR
SHRINKAGE-BASED COVARIANCE MATRIX ESTIMATORS
channel statistics, such as the least square (LS) method. Then R can be constructed from
{Ĥt}. Details of constructing R for large-scale MIMO systems are explained in Section
2.3. The shrinkage target T0 can be set as an identity or a diagonal matrix. Furthermore,
T0 can also be set by using prior knowledge. For example, knowledge-aided space-time
signal processing (KA-STAP) may set T0 using knowledge about the environment [128]
or past covariance matrix estimates [155]. Even multiple shrinkage targets can be applied
when distinct guesses about the true covariance matrix are available [126].
Compared to other regularized estimators such as banding and thresholding, linear
shrinkage estimators can be easily designed to guarantee positive-definiteness. Such
shrinkage designs have been employed in various applications which utilize covariance
matrices and have demonstrated significant performance improvements. The linear shrink-
age approach has also been generalized to nonlinear shrinkage estimation of covariance
matrices [156], [157], and is closely related to several unitarily invariant covariance matrix
estimators that shrink the eigenvalues of the dataset SCM, such as those imposing condi-
tion number constraints on the estimate [158], [159]. Shrinkage has a Bayes interpretation
[118], [87]. The true covariance matrix Σ can be assumed to be within the neighborhoods
of the shrinkage target T0.
The choice of shrinkage coefficients significantly influences the performance of linear
shrinkage estimators. Various criteria and methods have been studied. Under the mean
squared error (MSE) criterion, Ledoit and Wolf (LW) [87] derived closed-form solutions
based on asymptotic estimates of the statistics needed for finding the optimal shrinkage
coefficients, where R and T0 are assumed as the dataset SCM and identity matrix, respec-
tively. Later the LW solution was extended for more general shrinkage targets [126], [128].
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Chen et al [129] assumed Gaussian distribution and proposed an oracle approximating
shrinkage (OAS) estimator, which achieves near-optimal parameter choice for Gaussian
data even with very low sample supports. The shrinkage coefficients determination can
also be cast as amodel selection problem, and thus genericmodel selection techniques such
as cross-validation (CV) [160]–[162] can be applied. In general, CV splits the samples for
multiple times into disjoint subsets and then fits and assesses the models under different
splits based on a properly chosen prediction loss. This has been explored, e.g., in [119],
[122], where the Gaussian likelihood is used as the prediction loss. All these data-driven
techniques achieve near-optimal parameter choice when the underlying assumptions hold.
However, there are also limitations to their applications: almost all existing analytical
solutions to shrinkage coefficients [87], [126], [128], [129] were derived under the as-
sumption of the dataset SCM and certain special forms of shrinkage targets. They need to
be re-designed when applied to other cases, which is generally nontrivial. The asymptotic
analysis-based methods [87], [128] may not perform well when the sample support is
very low. Although the existing CV approaches [119], [122] have broader applications,
they assume Gaussian distribution and employ a grid search to determine the shrinkage
coefficients. The likelihood cost of [119], [122] must be computed for multiple data splits
and multiple candidates of shrinkage coefficients, which can be time-consuming.
In this chapter, we further investigate the data-driven techniques that automatically
tune the linear shrinkage coefficients using leave-one-out cross-validation (LOOCV). We
choose a simple quadratic loss as the prediction loss for LOOCV and derive analytical and
computationally efficient solutions. The solutions do not need to specify the distribution
of the data. Our proposed methods can be used together with general shrinkage targets
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and can also be easily extended to incorporate multiple shrinkage targets. Then we apply
our proposed LOOCV treatment to channel covariance matrix estimation for fully digital
large-scale MIMO systems to improve the MMSE channel estimation.
The rest of this chapter is organized as follows. In Section 2.2, several existing linear
shrinkage coefficients choosing methods that have attracted considerable attentions re-
cently are introduced. In Section 2.3, the system model and MMSE channel estimation of
the fully digital large-scale MIMO system are introduced. In Section 2.4, we present the
computationally efficient LOOCV methods for choosing the linear shrinkage coefficients
and then extend them for multi-target shrinkage. Section 2.5 reports the numerical results
and Section 2.6 concludes this chapter.
2.2 ExistingMethods for Choosing Linear Shrinkage Co-
efficients
In this section, we discuss some of the popular existing methods for linear shrinkage
coefficients choosing. Since these methods are not specifically designed for large-scale
MIMO channel covariancematrix estimation, we discuss them in a general sense. Suppose
we have T i.i.d. observations of N random variables with covariance matrix Σ, and the
observations are stored in X ∈ CN×T . We consider the linear shrinkage estimator (2.1),
i.e., Σ̂ρ,τ = ρR + τT0. In the estimator, R is an estimate of Σ, T0 is the shrinkage target
and ρ and τ are nonnegative shrinkage coefficients.
In 2004, Ledoit and Wolf (LW) [87] studied estimators that shrink the dataset SCM to-
ward an identity target, i.e.,R is constructed as in (2.2) andT0 = I. Such estimators do not
alter the eigenvectors but shrink eigenvalues of the dataset SCM, which is well supported
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by the fact that sample eigenvalues tend to be more spread than population eigenvalues.
The optimal shrinkage coefficients under the squared Frobenius norm criterion can be
written as
ρ? =
α2
δ2
, τ ? =
β2
δ2
µ, (2.3)
where the parameters µ , tr(Σ)
N
, δ2 , E[‖R− µI‖2F ], β2 = E[‖Σ−R‖2F ], and α2 =
‖Σ− µI‖2F depend on the true covariance matrix Σ and other unknown statistics. Ref.
[87] shows that δ2 = α2 + β2 and proposes to approximate these quantities by their
asymptotic estimates under T →∞, N →∞, N/T → c <∞, as
µ̂ =
tr(R)
N
, δ̂2 = ‖R− µ̂I‖2F , (2.4)
β̂2 = min
(
δ̂2,
1
T 2
T∑
t=1
∥∥xtxHt −R∥∥2F
)
, α̂2 = δ̂2 − β̂2, (2.5)
where xt is the t-th observation. By substituting these into (2.3), estimators that signifi-
cantly outperformR of (2.2) are obtained, which also approach the oracle estimators when
the training length is large enough.
The above LW estimator is extended by Stoica et al in 2008 [128] for complex-valued
signals with general shrinkage targets T0, with applications to knowledge-aided space-
time adaptive processing (KA-STAP) in radar applications. Several estimators with similar
performance are derived there. For the general linear combination (GLC) design of [128],
it is shown that the oracle shrinkage coefficients for (2.1) satisfy
ρ? = 1− τ
?
ν
, (2.6)
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where
ν =
tr(T0Σ)
‖T0‖2F
, τ ? = ν
β2
E[‖R− νT0‖2F ]
. (2.7)
The quantity β2 is estimated in the same way as (2.5), and a computationally efficient
expression for β̂2 is given by
β̂2 =
1
T 2
T∑
t=1
‖xt‖4F −
1
T
‖R‖2F . (2.8)
Furthermore, ν and E[||R − νT0||2F ] are estimated as ν̂ = tr(T0R)||T0||2F and ||R − ν̂T0||
2
F ,
respectively. This leads to the result given by Eqns. (34) and (35) of [128], which can
recover the LW estimator [87] when the identity shrinkage target T0 = I is assumed.
More recently, Chen et al [129] derived the oracle approximating shrinkage (OAS)
estimator, which assumes real-valued Gaussian samples. In [129], R is the dataset SCM,
T0 =
tr(R)
N
I and ρ = 1 − τ . They first derive the oracle shrinkage coefficients for the
SCM obtained from i.i.d. Gaussian samples, which is determined by N, T, tr(Σ) and
tr(Σ2). Then, they propose an iterative procedure to approach the oracle estimator. In the
iterations, tr(Σ2) and tr(Σ) are estimated by tr(Σ̂jR) and tr(Σ̂j), respectively, where
Σ̂j is the covariance matrix estimate at the j-th iteration. It is further proved that Σ̂j
converges to the OAS estimator with the following analytical expression for τ :
τ ?OAS = min
(
1,
(
1− 2
N
)
tr(R2) + (tr(R))2(
T + 1− 2
N
)
[tr(R2)− (tr(R))2
N
]
)
. (2.9)
This approach achieves superior performance for (scaled) identity target and Gaussian
data and dominates the LW estimator [87] when T is small. It was later generalized by
Senneret et al [153] to a shrinkage target chosen as the diagonal entries of the SCM. Other
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related techniques include [123], which also assumes Gaussian data, dataset SCM, and
identity/diagonal shrinkage targets.
All the above techniques provide analytical solutions and achieve near-oracle perfor-
mance when the underlying assumptions (e.g., large dimensionality, large size of training
data, identity/diagonal shrinkage targets) hold. However, they also have limitations. In
particular, the LW and GLC methods [87], [128], which employ asymptotic approxima-
tions, may exhibit a noticeable gap to the oracle choice when the sample support is low,
which is relevant in applications of large-scale MIMO system. The OAS method [129] as-
sumed identity target, but its extensions to more general cases, e.g., with multiple/general
shrinkage targets, are not trivial.
2.3 System Model and MMSE Channel Estimation
In this section, the system model and MMSE channel estimation for the fully digital
large-scale MIMO system are introduced.
2.3.1 System Model
The fully digital large-scale MIMO system withNt transmiting antennas andNr receiving
antennas is shown in Figure 2.1. The received signal vector y ∈ CNr for single-stream
transmission with one symbol s transmitted is expressed as
y = WHHfs+ WHn, (2.10)
where W and f are the receiving processing matrix and transmitting processing vector,
respectively, and n ∈ CNr is a zero-mean, white noise with covariance matrix σ2I.
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Figure 2.1: The fully digital large-scale MIMO system
2.3.2 MMSE Channel Estimation
The objective of this chapter is to design channel covariance matrix estimation methods
to improve the performance of MMSE channel estimation. In the following, the MMSE
channel estimator [65] is introduced. Suppose we have M training stages. Since the
system is fully digital at both the transmitter and the receiver, the receiver can receive Nr
symbols at each training stage. We set the receiving processing matrix W of (2.10) as an
identity matrix INr . Then the received signal vector ym ∈ CNr at them-th stage is
ym = Hfmsm + nm, (2.11)
Assume all the transmitted symbols during training are identical and sm =
√
P . By
setting ‖fm‖2F = 1, the total transmitting power is ‖fmsm‖2F = P , and the PNR is
PNR =
‖fmsm‖2F
σ2
. (2.12)
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After training, collect all the received signal vectors into a matrix Y ∈ CNr×M , we have
Y =
√
PHF + N, (2.13)
where F ∈ CNt×M is the total transmitting processing matrix whose m-th column is fm,
and N is the noise matrix whosem-th column is nm. Vectorizing Y of (2.13) gives
y˜ =
√
P F˜h + n, (2.14)
where y˜ = vec(Y), F˜ = FT ⊗ I, h = vec(H), n = vec(N), vec(·) denotes vectorization,
and ⊗ denotes Kronecker product.
In the following, we useΣh , {vec(H)vecH(H)} to denote the true channel covariance
matrix. Given Σh, the MMSE estimate of h from y˜ can be computed as [65]
ĥMMSE =
√
PΣhF˜
H(P F˜ΣhF˜
H + I)−1y˜. (2.15)
The channel covariance matrix Σh, which can be very large in large-scale MIMO systems,
must be estimated in order to compute ĥMMSE. Since we explore the linear shrinkage
estimator (2.1) to estimate Σh, R of (2.1) should be firstly constructed. As introduced in
Section 2.1, if T direct observations {ht} of the channel are available, we can construct
R = 1/T
∑T
i=1 hth
H
t . However, if observations of {ht} are unavailable, but y˜ of (2.14)
is obtained, we may estimate Σh from least square (LS) estimates of H, i.e.,
ĤLS =
1√
P
YFH(FFH)−1. (2.16)
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We set the transmitting matrix F as an identity matrix, i.e., F = I, and rewrite (2.16) as
ĤLS =
1√
P
Y =
1√
P
(
√
PHF + N) = H +
1√
P
N. (2.17)
Denote by ĥLS the vectorization of ĤLS. It can be shown that the covariance matrix of
ĥLS is
ΣĥLS , E[ĥLSĥ
H
LS] = Σh +
1
P
I. (2.18)
Therefore, if ΣĥLS is estimated as Σ̂ĥLS , we can use (2.18) to estimate Σh as
Σ̂h = Σ̂ĥLS −
1
P
I. (2.19)
Then we construct R as an estimate of ΣĥLS . Denote by {ĥLSt} the T LS estimates of H,
we may construct R as
R =
1
T
T∑
t=1
ĥLStĥ
H
LSt , (2.20)
which is the SCM of ĥLS. Note that for obtaining T LS estimates of H, we need MT
training stages in total. Since F = I, (2.16) is rewritten as
ĤLS =
1√
P
Y,
and therefore,
ĥLS =
1√
P
y˜. (2.21)
With (2.21), we finally construct R as
R =
1
T
T∑
t=1
y˜ty˜
H
t , (2.22)
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where y˜t = vec(Yt) and Yt is the received signal between the (M(t− 1) + 1)-th and the
Mt-th training stage. Note that R of (2.22) is a SCM-based estimation as it is the SCM of
the received signal. With R and the shrinkage target T0, we can use the linear shrinkage
estimator (2.1) to estimate ΣĥLS .
2.4 LOOCV Choice of Linear Shrinkage Coefficients
In this section, LOOCV methods are proposed for automatically choosing the coefficients
for the linear shrinkage estimator. The proposed methods can achieve near-oracle perfor-
mance with low training overhead which is the scenario in large-scale MIMO systems.
Cross-validation has been applied previously for choosing shrinkage coefficients for co-
variance matrix estimation. The key issues for applying this generic tool include finding
appropriate predictive metrics for scoring the different estimators and fast computation
schemes. In [119], [122], the Gaussian likelihood was chosen as such a proxy. The compu-
tations with likelihood are generally involved as multiple matrix inverses/determinants are
required, and a grid search is required for finding the optimal parameters. In this section,
a distribution-free, Frobenius norm loss is used as the metric, which leads to analytical
solutions and is computationally more tractable. We start presenting our methods for the
general scenario as introduced in Section 2.2. Then our methods are applied to the channel
covariance matrix estimation with the SCM-based estimation of (2.22). Moreover, our
proposed methods can be further extended to the multi-target shrinkage case. Before
presenting our proposed methods, the following assumptions are made:
1. The true covariance matrixΣ, the estimated covariance matrixR, and the shrinkage
target T0 are all Hermitian and positive-semidefinite (PSD).
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2. T independent, identically distributed (i.i.d.) samples {xt} are available.
3. The shrinkage coefficients are nonnegative, i.e.,
ρ ≥ 0, τ ≥ 0. (2.23)
Assumption 3 follows the treatments in [87], [128], [129] and is sufficient but not necessary
to guarantee that the shrinkage estimate Σ̂ρ,τ is PSD when assumption 1 holdsa. Two
classes of shrinkage targetswill be considered in this paper. One is constructed independent
of the training samples {xt} for generating R, similarly to the knowledge-aided targets
as considered in [128]. The other is constructed from {xt}, but is highly structured
with significantly fewer free parameters as compared to R. Examples of the second class
include those constructed using only the diagonal entries ofR [129], [153] and the Toeplitz
approximations of R [126].
2.4.1 Oracle Choice
Different criteria may be used for evaluating the covariance matrix estimators. In this
chapter, the squared Frobenius norm of the estimation error is used as the performance
measure. Given Σ, R and T0, the oracle shrinkage coefficients minimize
JO(ρ, τ) = ||Σ̂ρ,τ −Σ||2F = ||ρR + τT0 −Σ||2F , (2.24)
aImposing Assumption 3 may introduce performance loss. Alternatively, one may remove the constraint
ρ ≥ 0, τ ≥ 0 and impose a constraint that Σ̂ρ,τ is PSD, similar to a treatment in [163]
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where || · ||F denotes the Frobenius norm. The cost function in (2.24) can then be rewritten
as a quadratic function of the shrinkage coefficients:
JO(ρ, τ) =
ρ
τ

T
AO
ρ
τ
− 2
ρ
τ

T
bO + tr(Σ
2), (2.25)
AO =
 tr(R2) tr(RT0)
tr(RT0) tr(T
2
0)
 , (2.26)
bO =
 tr(RΣ)
tr(T0Σ)
 , (2.27)
where tr(·) denotes the trace of a matrix. As AO is positive-definite, we can find the
minimizer of JO(ρ, τ) by solving the above bivariate convex optimization problem. We
can also apply the Karush-Kuhn-Tucker (KKT) conditions to find the solution analytically.
From (2.25), letting JO(ρ,τ)
∂ρ
= JO(ρ,τ)
∂τ
= 0 leads to
tr(R2)
tr(RΣ)
ρ+
tr(RT0)
tr(RΣ)
τ = 1, (2.28)
tr(RT0)
tr(T0Σ)
ρ+
tr(T20)
tr(T0Σ)
τ = 1. (2.29)
The oracle shrinkage coefficients can be obtained by solving (2.28) and (2.29):
 ρ?O
τ ?O
 = A−1O bO. (2.30)
Note that (2.30) may produce negative shrinkage coefficients, which may not lead to a
positive-definite estimate of the covariance matrix. In this case, we clip the negative
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coefficient to zero and then find the other coefficient using (2.28) or (2.29) to guarantee the
positive definiteness, for τ = 0 or ρ = 0, respectively. This treatment is similar to [87],
[128], [129], [163] and provides a suboptimal yet simple solution. The oracle estimator
requires knowledge of Σ, which is unavailable in real applications, but the result serves as
an upper bound of the performance given the linear shrinkage structure.
2.4.2 LOOCV Choice for General Cases
Let Σ̂ denote a positive-definite, Hermitian matrix. It can be easily verified that the
following cost
JS(Σ̂) , E[||Σ̂− xxH ||2F ] (2.31)
is minimized when Σ̂ = Σ, where the expectation is taken over x. In this chapter, the
LOOCV [160] is applied to produce an estimate of JS(Σ̂) as the proxy for measuring
the accuracy of Σ̂, based on which the shrinkage coefficients can be selected. With the
LOOCV method, the length-T training data X = [x1,x2, · · · ,xT ] is repeatedly split into
two sets with respect to time. For the t-th split, where 1 ≤ t ≤ T , T − 1 samples in
Xt (with the t-th column xt omitted from X) are used for producing a covariance matrix
estimate Rt and the remaining sample xt is spared for parameter validation. In total, T
splits of the samplesX are used and all the samples are used for validation once. Assuming
shrinkage estimation with given shrinkage coefficients (ρ, τ), we construct from each Xt
a shrinkage covariance matrix estimator as
Σ̂t,ρ,τ = ρRt + τT0. (2.32)
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The following LOOCV cost function is used to
JCV(ρ, τ) =
1
T
T∑
t=1
||Σ̂t,ρ,τ − xtxHt ||2F =
1
T
T∑
t=1
||ρRt + τT0 − xtxHt ||2F (2.33)
to approximate the cost in (2.31) when Σ̂ is chosen as Σ̂t,ρ,τ . For notational simplicity,
define
St , xtxHt . (2.34)
After some manipulations, the above cost function can be written similarly to (2.25) as
JCV(ρ, τ) =
ρ
τ

T
ACV
ρ
τ
− 2
ρ
τ

T
bCV +
1
T
T∑
t=1
tr(S2t ), (2.35)
where
ACV =

1
T
T∑
t=1
tr(R2t )
1
T
T∑
t=1
tr(RtT0)
1
T
T∑
t=1
tr(RtT0) tr(T
2
0)
 , (2.36)
bCV =

1
T
T∑
t=1
tr(RtSt)
1
T
T∑
t=1
tr(T0St)
 . (2.37)
The shrinkage coefficients can then be found by solving the above bivariate, constant-
coefficient quadratic program. Analytical solutions can be obtained under different con-
ditions, as shown below.
A. Unconstrained Shrinkage
For unconstrained (ρ, τ), setting the partial derivatives∂JCV(ρ,τ)
∂ρ
= ∂JCV(ρ,τ)
∂τ
= 0 yields
T∑
t=1
tr(R2t )
T∑
t=1
tr(RtSt)
ρ+
T∑
t=1
tr(RtT0)
T∑
t=1
tr(RtSt)
τ = 1, (2.38)
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T∑
t=1
tr(RtT0)
T∑
t=1
tr(T0St)
ρ+
T tr(T20)
T∑
t=1
tr(T0St)
τ = 1. (2.39)
Solving (2.38) and (2.39) produces the unconstrained solution
ρ?CV
τ ?CV
 = A−1CVbCV. (2.40)
Choose (2.40) as the optimal shrinkage coefficients if both ρ?CV and τ ?CV are nonnegative.
Otherwise, consider the optimal choices on the boundary of ρ ≥ 0, τ ≥ 0 specified by
(2.38) or (2.39) for τ = 0 or ρ = 0 as
ρ?CV =
T∑
t=1
tr(RtSt)
T∑
t=1
tr(R2t )
, τ ?CV = 0, (2.41)
or
ρ?CV = 0, τ
?
CV =
T∑
t=1
tr(T0St)
T tr(T20)
. (2.42)
B. Constrained Shrinkage
For the more parsimonious design using convex linear combination, the following
constraint is imposed:
ρ = 1− τ. (2.43)
By plugging (2.43) into the cost function (2.33) and taking the minimizer, we can find the
optimal shrinkage coefficients through
ρ?CV =
T∑
t=1
(tr(T20)− tr(RtT0)− tr(T0St) + tr(StRt))
T∑
t=1
(tr(R2t )− 2tr(RtT0) + tr(T20))
. (2.44)
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In case a negative shrinkage coefficient is produced, we set it to zero and let the other be one
according to (2.43). Note that although the closed-form solution involves multiple matrix
operations, the quantities involved need to be computed only once. Furthermore, the
computational complexity may be greatly reduced given a specific method of covariance
matrix estimation. In the following, the simplified solutions for the SCM-based channel
covariance matrix estimation are shown.
2.4.3 LOOCV Choice for SCM-Based Estimation
We use the SCM-based estimation R (2.22) for the linear shrinkage estimator to estimate
ΣĥLS of (2.18). In this case, we set St defined in (2.34) as
St = y˜ty˜
H
t , (2.45)
and we have
R =
1
T
T∑
t=1
y˜ty˜
H
t =
1
T
T∑
t=1
St. (2.46)
For the t-th split, we construct Rt from all the received signals except the t-th as
Rt =
1
T − 1
∑
j 6=t
y˜jy˜
H
j =
T
T − 1R−
1
T − 1St. (2.47)
Then the following expressions for quickly computing the relevant quantities in (2.36) and
(2.37) can be verified:
1
T
T∑
t=1
tr(R2t ) =
T (T − 2)
(T − 1)2 tr(R
2)− 1
T (T − 1)2
T∑
t=1
||y˜t||4F , (2.48)
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1
T
T∑
t=1
tr(RtSt) =
T
T − 1tr(R
2)− 1
T (T − 1)
T∑
t=1
||y˜t||4F , (2.49)
1
T
T∑
t=1
tr(RtT0) = tr(RT0), (2.50)
1
T
T∑
t=1
tr(StT0) = tr (RT0) . (2.51)
Plugging these into (2.36) and (2.37) and after some manipulations, we can rewrite the
LOOCV cost function (2.35) as
JCV(ρ, τ) =
ρT (ρT − 2ρ− 2T + 2)
(T − 1)2 tr(R
2) + 2τ(ρ− 1)tr(RT0) + τ 2tr(T20)
+
1
T
(
ρ
T − 1 + 1
)2 T∑
t=1
‖y˜t‖4F . (2.52)
The optimal shrinkage coefficients can then be obtained analytically fromR, the shrinkage
target T0, and the received signals {y˜t}, as discussed below.
A. Unconstrained Shrinkage
It can be verified from (2.39) and (2.51) that the optimal shrinkage coefficients (ignoring
the nonnegative constraint ρ ≥ 0, τ ≥ 0) satisfy
τ = (1− ρ)tr(RT0)
tr(T20)
. (2.53)
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The closed-form solution to ρ is given by
ρ?CV,SCM =
T tr(R2)
T−1 − (tr(RT0))
2
tr(T20)
−
T∑
t=1
‖y˜t‖4F
T (T−1)
(T 2−2T )tr(R2)
(T−1)2 − (tr(RT0))
2
tr(T20)
+
T∑
t=1
‖y˜t‖4F
T (T−1)2
. (2.54)
In case ρ?CV,SCM > 1 or ρ?CV,SCM < 0, (2.41) or (2.42) are applied, respectively, to
determine the solution, and the expressions in (2.48)-(2.51) are used.
Note that for the typical shrinkage target T0 = tr(R)N I, (2.53) results in τ
?
CV,SCM =
1− ρ?CV,SCM. This provides another justification for the convex linear combination design
with an identity target, which has been widely adopted in the literature, e.g., [129]. This
also shows that for such a special target the unconstrained solution is equivalent to the
constrained solution, which does not hold for more general shrinkage targets.
B. Constrained Shrinkage
For the widely considered convex linear combination with constraint ρ + τ = 1, the
optimal ρ (ignoring the nonnegative constraint) is computed as
ρ?CV,SCM =
T tr(R2)
T−1 − 2tr(RT0) + tr(T20)−
T∑
t=1
‖y˜t‖4F
T (T−1)
(T 2−2T )tr(R2)
(T−1)2 − 2tr(RT0) + tr(T20) +
T∑
t=1
‖y˜t‖4F
T (T−1)2
. (2.55)
Similarly, in case a negative shrinkage coefficient is obtained, we set it to zero and let the
other be one.
The above results show that the optimal shrinkage coefficients for the covariance matrix
estimate (2.1) can be computed directly from the received signals and shrinkage target,
without the need of specifying any user parameters. The constrained shrinkage design
may lead to certain performance loss as compared to the unconstrained one.
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2.4.4 Multi-Target Shrinkage
So far, the linear shrinkage designs with a single target have been considered. Multiple
shrinkage targets may be used to further enhance performance, which may be obtained
from a priori knowledge, e.g., a past covariance matrix estimate from older training
samples or from neighboring frequencies. The proposed LOOCV method can be easily
extended to multiple targets.
A. Oracle Choice of Shrinkage Coefficients
Consider the multi-target shrinkage design
Σ̂ρ,τ = ρR +
K∑
k=1
τkTk, (2.56)
where all the shrinkage coefficients are nonnegative to guarantee PSD covariance matrix
estimates, i.e.,
ρ ≥ 0; τk ≥ 0,∀k. (2.57)
The oracle multi-target shrinkage minimizes the squared Frobenius norm of the estimation
error
JO,MT(ρ, τ ) =
∥∥∥∥∥ρR +
K∑
k=1
τkTk −Σ
∥∥∥∥∥
2
F
, (2.58)
which can be rewritten as
JO,MT(ρ, τ ) =
 ρ
τ

T
AO,MT
 ρ
τ
− 2
 ρ
τ

T
bO,MT + tr(Σ
2), (2.59)
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where τ = [τ1, τ2, · · · , τK ]T ,
AO,MT =

tr(R2) tr(RT1) · · · tr(RTK)
tr(T1R) tr(T
2
1) · · · tr(T1TK)
... ... . . . ...
tr(TKR) tr(TKT1) · · · tr(T2K)

, (2.60)
bO,MT =

tr(RΣ)
tr(T1Σ)
...
tr(TKΣ)

. (2.61)
The oracle shrinkage coefficients can then be obtained by solving the problem of minimiz-
ing the cost function JO,MT(ρ, τ ) of (2.59), which is a strictly convex quadratic program
(SCQP) with K + 1 variables.
B. LOOCV Choice of Shrinkage Coefficients
Now presenting how the proposed LOOCV method be extended to the multi-target
shrinkage. Following the same treatment as in Section 2.3.2, in each split of the training
data, Rt and St are constructed to generate and validate the covariance matrix estimate,
respectively. The multiple shrinkage coefficients are chosen to minimize the LOOCV cost
JCV,MT(ρ, τ ) =
1
T
T∑
t=1
∥∥∥∥∥ρRt +
K∑
k=1
τkTk − St
∥∥∥∥∥
2
F
. (2.62)
The above cost function can be rewritten in a form similar to (2.35) as
JCV,MT(ρ, τ ) =
 ρ
τ

T
ACV,MT
 ρ
τ
− 2
 ρ
τ

T
bCV,MT +
1
T
T∑
t=1
tr(S2t ) (2.63)
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with
ACV,MT =

T∑
t=1
tr(R2t )
T
T∑
t=1
tr(RtT1)
T
· · ·
T∑
t=1
tr(RtTK)
T
T∑
t=1
tr(T1Rt)
T
tr(T21) · · · tr(T1TK)
... ... . . . ...
T∑
t=1
tr(TKRt)
T
tr(TKT1) · · · tr(T2K)

, (2.64)
bCV,MT =

1
T
T∑
t=1
tr(RtSt)
1
T
T∑
t=1
tr(T1St)
...
1
T
T∑
t=1
tr(TKSt)

. (2.65)
The constant entries of ACV,MT and bCV,MT can be computed in the same way as for
the single-target case. When K is small, which is typically the case, the solution that
minimizes the LOOCV cost can be found quickly using standard optimization tools.
Alternatively, the global optimizer that ignores the nonnegative constraint may be firstly
found by ρ?CV,MT
τ ?CV,MT
 = A−1CV,MTbCV,MT, (2.66)
and check if the nonnegative condition is satisfied. If a negative shrinkage coefficient is
produced, then the boundaries of ρ ≥ 0, τk ≥ 0, k = 1, 2, · · · , K are considered, which
are equivalent to removing a certain number of shrinkage targets from the shrinkage
design. The solution can be found in exactly the same way as (2.66) but with fewer targets.
Similarly to the single-target case, a constrained case may also be considered, where the
shrinkage targets {Tk} have the same trace as the estimated covariance matrix R, and
ρ+
K∑
k=1
τk = 1. (2.67)
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Then the LOOCV cost function can be rewritten as
JCV,MT(τ ) =
1
T
T∑
t=1
∥∥∥∥∥
K∑
k=1
τkAkt + Bt
∥∥∥∥∥
2
F
, (2.68)
where
Akt , Tk −Rt, 1 ≤ k ≤ K, 1 ≤ t ≤ T, (2.69)
Bt , Rt − St, 1 ≤ t ≤ T. (2.70)
The optimal shrinkage coefficients can be found similarly as for the unconstrained case by
minimizing
JCV,MT(τ ) = τ
TA′CV,MTτ − 2τ Tb′CV,MT +
1
T
T∑
t=1
tr(B2t ), (2.71)
where the entries of A′CV,MT and b′CV,MT are defined by
[A′CV,MT]mn ,
1
T
T∑
t=1
tr(AmtAnt), 1 ≤ m,n ≤ K, (2.72)
[b′CV,MT]k ,
1
T
T∑
t=1
tr(AktBt), 1 ≤ k ≤ K. (2.73)
These entries may also be evaluated quickly. For example, with the SCM-based estimation
R of (2.22),
[A′CV,MT]mn = tr(TmTn)− tr((Tm + Tn)R) + η, (2.74)
[b′CV,MT]k =
T
T − 1tr(R
2)− 1
T (T − 1)
T∑
t=1
||y˜t||4F − η, (2.75)
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where
η =
1
T
T∑
t=1
tr(R2t )
can be computed using (2.48). The solution to τ can be found as
τ ?CV,MT = A
′−1
CV,MTb
′
CV,MT (2.76)
if the nonnegative condition is satisfied. Otherwise, find the solution in a similar way as
for the unconstrained case.
Note that for multi-target shrinkage, Lancewicki and Aladjem [126] recently introduced
anothermethod for finding the shrinkage coefficients. They assume SCM-based estimation
and shrinkage targets which belong to a set that can be characterized by Eqn. (21) of [126].
Then, they follow the Ledoit-Wolf (LW) framework [87] to derive unbiased estimates of
the unknown coefficients needed for minimizing the expectation of the cost in (2.58),
based on which {ρ, τ} can be optimized. By contrast, the proposed approach here resorts
to a LOOCV estimate of the cost in (2.31), which does not rely on the aforementioned
assumptions in [126] and offers wider applicability.
2.5 Simulation Results
In this section, we present numerical examples to demonstrate the effectiveness of the
proposed shrinkage design and compare it with alternative methods. We first show the
quality of channel covariance matrix estimation performance of the proposed shrinkage
design. The channel covariance matrix estimation performance is measured by the MSE
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Figure 2.2: Performance of the channel covariance matrix estimation using different
estimators with Nt = M = 50, Nr = 10 and PNR = 5 dB. The unconstrained case is
considered. “identity" and “past" represent shrinkage targets chosen as the scaled identity
matrix and the estimate of a past covariance matrix, respectively; “MT-CV" uses both the
identity target and the target set as a past estimate.
normalized by the average of the squared Frobenius norm ‖Σh‖2F , i.e.,
NMSEΣh ,
E[||Σ̂ρ,τ −Σh||2F ]
E[||Σh||2F ]
. (2.77)
We then apply our proposed methods to MMSE channel estimation and show the channel
estimation performance. The quality of channel estimation is measured by the normalized
MSE which is defined as
NMSEh ,
E[||ĥMMSE − h||2F ]
E[||h||2F ]
, (2.78)
where ĥMMSE is the MMSE channel estimate obtained from (2.15) with the true channel
covariance matrix replaced by its shrinkage estimate.
A. Channel Covariance Matrix Estimation
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Figure 2.3: Performance of the channel covariance matrix estimation using different
estimators with PNR = 10 dB for the example in Figure 2.2.
We assume the channel covariance matrix Σh as
Σh = Σt ⊗Σr, (2.79)
whereΣt andΣr are, respectively, the transmitter side and receiver side covariancematrix.
The entries of Σt and Σr are given by
[Σt]i,j =
 r
|i−j|
t , i ≥ j
(r∗t )
|i−j|, i < j
, (2.80)
[Σr]i,j =
 r
|i−j|
r , i ≥ j
(r∗r)
|i−j|, i < j
, (2.81)
rt = 0.7e
−j0.9349pi and rr = 0.9e−j0.9289pi.
As discussed in Section 2.3, we can firstly estimate ΣĥLS and then obtain the estimation
of Σh through (2.19). While applying shrinkage to estimate ΣĥLS , we use the SCM-based
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Figure 2.4: Performance of the channel covariance matrix estimation using different
estimators with PNR = 20 dB for the example in Figure 2.2.
estimation R (2.22) and different shrinkage targets. We first use a single shrinkage target.
In this case, two shrinkage targets are tested: the identity matrix and the shrinkage estimate
(with a scaled identity target) of a past covariance matrix. The second is considered based
on the assumption that Σh is slowly varying in time and a well-conditioned estimate of
a past covariance matrix Σpasth can be available. We then use two-target in the shrinkage
estimator (2.56), and set the two-target as the two single shrinkage targets introduced
above. In the simulations, Σpasth is modeled by randomly perturbing rt and rr in (2.80)
and (2.81) by δt and δr whose real and imaginary parts are both randomly and uniformly
generated from
[
− 1
10
√
2
, 1
10
√
2
]
. The unconstrained case is considered. We set Nt =
M = 50, Nr = 10 and PNR = {5 dB, 10 dB, 20dB}. The NMSEh defined in (2.77) is
used to measure the channel covariance matrix estimation performance of the shrinkage
estimators with different training length T .
Figure 2.2 shows the channel covariance estimation performance with PNR = 5 dB.
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We can see that all the shrinkage estimations outperform the SCM-based estimation R.
For the shrinkage estimation, using the past estimate target has a better performance than
using the identity target. While using the past estimate target, our proposed CV design
outperforms the GLCmethod [128]. Our proposed CV design with the past estimate target
and the two-target have almost the same performance. The channel covariance estimation
performance with PNR = 10 dB and PNR = 20 is shown in Figure 2.3 and Figure 2.4,
respectively. The performances of all estimation methods are improved for PNR = 10
dB and PNR = 20, and our proposed method still has a better performance than the
GLC method. Note that the multi-target method of [126] is not directly applicable to the
shrinkage target used here. Similarly to [70], we do not exploit the Kronecker product
structure in (2.79) and the exponential modeling of (2.80) and (2.81) while estimating the
covariance matrix. Therefore, similar trends can be observed when the channel covariance
matrix follows different models such as those in [108], [164].
B. MMSE Channel Estimation
The estimated channel covariancematrix Σ̂h can be used in theMMSEchannel estimator
(2.15). We consider the unconstrained case and set Nt = M = 50, Nr = 10, the MMSE
channel estimation performance of using the channel covariance matrix estimated by
different estimators are shown in Figure 2.5 withPNR = 5 dB, Figure 2.6 withPNR = 10
dB, and Figure 2.7 withPNR = 20 dB. From the simulation results in Figure 2.5, when the
number of channel estimates T is small, the MMSE channel estimator constructed using
R of (2.22) is poorer than the LS estimator which does not require any knowledge of Σh.
Therefore, an accurate estimate of the covariancematrix is necessary to exploit the potential
of the MMSE channel estimator. The results shown in Figure 2.6 and Figure 2.7 indicate
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Figure 2.5: Performance of MMSE estimation of MIMO channels with the channel
covariance matrix estimated using different estimators with Nt = M = 50, Nr = 10
and PNR = 5 dB. The unconstrained case is considered. “LS” refers to the LS estimator
in (2.17); “MMSE” refers to the MMSE channel estimator (2.15) constructed using
estimated covariance matrices; “identity" and “past" represent shrinkage targets chosen
as the scaled identity matrix and the estimate of a past covariance matrix, respectively;
“MT-CV" uses both the identity target and the target set as a past estimate.
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Figure 2.6: Performance of MMSE estimation of MIMO channels with the channel
covariancematrix estimated using different estimators with PNR = 10 dB for the example
in Figure 2.5.
that when the PNR increases, the performance of the MMSE estimator becomes better
than the LS estimator when T is small. Shrinkage with LOOCV choice of the shrinkage
coefficients improves the performance of the MMSE channel estimator by providing a
better estimate of Σh. Two-target shrinkage can further enhance the performance. Note
that for PNR = 20 dB, all the estimators except the SCM estimator and the LS estimator
have a similar channel estimation performance. However, for a low or median PNR (e.g.,
5 dB or 10 dB), our proposed method has an obvious performance improvement.
In the above simulations, we choose NMSE as an evaluation metric to show the channel
estimation error of our proposed method over different PNRs. Since our work is to
improve the performance of the MMSE channel estimator, the NMSE is a direct and clear
metric to show the effectiveness of our method. However, the NMSE metric may not be a
straightforward way of showing how the channel estimation error affects theMIMO system
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Figure 2.7: Performance of MMSE estimation of MIMO channels with the channel
covariance matrix estimated using different estimators with PNR = 20 dB for the
example in Figure 2.5.
performance. Many scholars have been investigating the impacts of channel estimation
errors on the performances of large MIMO systems from different perspectives. The work
in [165] discussed the effects of channel estimation errors on the energy efficiency of
the downlink massive MIMO; the work in [166] analyzed the zero forcing (ZF) and the
maximum ratio transmission (MRT) precoders’ performances in massive MIMO systems
over different levels of channel estimation and channel reciprocity errors. One can refer to
these works to obtain more insights about the relation between channel estimation errors
and MIMO system performances. "
2.6 Conclusion
In this chapter, we have introduced a LOOCV method for choosing the coefficients for
linear shrinkage covariance matrix estimators. By employing a quadratic loss as the
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LOOCV prediction error, analytical expressions of the optimal shrinkage coefficients are
obtained, which do not require a grid search of the parameters. As a result, the coefficients
can be computed at low costs for the SCM-based estimation of the covariance matrix.
The LOOCV method is generic in the sense that it can be applied to different covariance
matrix estimationmethods and different shrinkage targets. We apply our proposedLOOCV
method to estimate the channel covariance matrix of the fully digital MIMO system to
improve the performance of the MMSE channel estimator. Numerical examples show that
the proposed LOOCV method can approximate the oracle parameter choices in general
and can improve the performance of the MMSE channel estimator.
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Chapter 3
Switch-Based Hybrid Large-Scale
MIMO Systems: MC-Based MmWave
Channel Estimator
3.1 Introduction
This chapter investigates the channel estimation for switch-based hybrid MIMO systems.
Due to the poor scattering nature at mmWave frequencies, there are only a few dominant
spatial paths in the mmWave channel [44], [54], [56], which indicates that the channel can
be reconstructed by using the information of those paths. Obtaining the paths’ information
may require less training resources; thus, the training overhead could be reduced. As such,
the channel estimation problem can be solved by finding the AoDs/AoDs and path gains of
the dominant paths in the channel. CS-based channel estimators have been proposed in [1],
[88], [96] to find the paths’ information. One main idea of these estimators is to search for
the angle pairs in a predefined dictionary based on training. Therefore, their performances
are highly dependent on the quality of the dictionary that is usually designed based on the
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array response. However, as mentioned in Chapter 1, due to the presence of array-inherent
impairments, the array response of the uncalibrated arrays may not be accurately known,
which would introduce estimation errors for the estimators relying on such knowledge.
Therefore, such estimators can be vulnerable to array-inherent impairments. To be more
specific, it is challenging for the CS-based estimators to construct a proper basis that the
mmWave channel is aligned on without knowing the array response, and thus the basis
mismatch issue will arise [167], [168], which would degrade the estimation performance.
Also, the CS-based estimators may suffer from a heavy computational load when a high-
resolution dictionary is applied to achieve better performance.
In this chapter, a basis-free MC-based channel estimation scheme is proposed and the
incoherence properties of the mmWave channel is analyzed to guarantee that the full
channel matrix can be accurately recovered from only a subset of its entries that are
sampled uniformly randomly [169]. We introduce a training scheme that involves only
properly controlling the switches at the transmitter and the receiver, which is compatible
with the switch-based hybrid architecture. This scheme guarantees a high probability that
at least one sample from each column and each row of the channel matrix is obtained. The
singular value projection (SVP) algorithm [170] is applied to implementing the MC-based
estimator and its computational complexity is analyzed. The simulation results show that
the proposed MC-based estimator is robust against array-inherent impairments and has
better performance with a lower computational complexity than the existing CS-based
estimator [91].
The rest of this chapter is organized as follows. The switch-based mmWave system
and the mmWave channel model are introduced in Section 3.2. The CS-based channel
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RF Chain
RF Chain
RF Chain
RF Chain
Figure 3.1: The switch-based hybrid mmWave MIMO system
estimator is reviewed in Section 3.3. In Section 3.4, the proposed MC-based channel
estimator is presented. The simulation results are shown in Section 3.5 and Section 3.6
concludes this chapter.
3.2 System Model
We consider the switch-based hybrid mmWave MIMO system shown in Figure 3.1. In
the following, we assume the system is equipped with ULA, but the method proposed in
this Chapter is also applicable to USPA systems. The system employs the array-subarray
structure as introduced in Chapter 1. The transmitter has Nt antennas and Kt RF chains,
and the receiver has Nr antennas and Kr RF chains.
Recall that the general mmWave channel model in (1.2) has K clusters and L paths
inside each cluster. In this chapter, the model with L = 1 is considered and is written as
H =
K∑
k=1
gkar(φ
r
k)a
H
t (φ
t
k), (3.1)
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where
ar(φ
r
k) =
1√
Nr
[1, ej
2pi
λc
d sin(φrk), · · · , ej(Nr−1) 2piλc d sin(φrk)]T
is the receiver’s array responsewithAoAφrk and the transmitter’s array response is similarly
defined with AoD φtk. K is the number of clusters, or equivalenly, the number of paths
in the channel. The complex path gain gk of the k-th path follows a complex Gaussian
distribution, i.e., gk ∼ CN (0, γk), where γk is the fraction power of the k-th path and can
be modeled using [56, eq (7)]. The above H in (3.1) can be written compactly as
H = Ardiag(g)AHt , (3.2)
where
Ar = [ar(φ
r
1), ar(φ
r
2), . . . , ar(φ
r
K)]
At = [at(φ
t
1), at(φ
t
2), . . . , at(φ
t
K)]
g = [g1, g2, . . . , gK ]
T .
Note that H of (3.2) is a rank-K matrix.
3.3 The CS-Based MmWave Channel Estimator
CS as a technique that aims to reconstruct compressed data with reduced measurements
[171], [172] has been used in designing channel estimators for hybrid mmWave MIMO
systems [1], [29], [90], [91]. Ignoring the quantization error and using the virtual channel
representation, H may be modelled as [29], [173], [174],
H = ArHvA
H
t , (3.3)
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where Ar ∈ CNt×Gr and At ∈ CNt×Gt are two dictionary matrices, and Hv ∈ CGr×Gt
is a sparse matrix that contains the path gains of the quantized directions. The two
dictionary matrices Ar and At are generally constructed using the array response [29],
[90]. Vectorizing (3.3) leads to
vec(H) = Ψx, (3.4)
where
Ψ = A∗r ⊗At (3.5)
is the basis matrix, (·)∗ denotes conjugate, ⊗ represents the Kronecker product, and
x , vec(Hv) is a K-sparse vector. Noisy observations of linear combinations of the
entries of vec(H) may be obtained by training, yielding
y = Φvec(H) + z = ΦΨx + z, (3.6)
where Φ is the sensing matrix specified by the training scheme and z is the noise. The
OMP is a popular algorithm for implementing the CS scheme [29], [88]. The OMP
algorithm finds the nonzero entries of x from y, which corresponds to finding K out
of GrGt candidate direction pairs. In order to obtain the row orthogonality of the two
dictionaries, the physical angles of the array response of the dictionary should be generated
according to the following equation [88]
2pid
λc
sin(φg) =
2pi
G
(g − 1)− pi, g = 1, 2, . . . , G, (3.7)
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where G is the number of the grid points. If d = λc
2
, (3.7) simplifies to
sin(φg) =
2
G
(g − 1)− 1. (3.8)
Under this condition, when the numbers of grid points Gr = Nr and Gt = Nt, the two
dictionary matrices Ar and At are unitary. When Gr > Nr and Gt > Nt, the two
dictionary matrices are redundant. The computational complexity of the OMP algorithm
increases linearly with the number of sampled entries N and the total number of basis
vectors GrGt, which is about O(NKGrGt).
The above CS-based estimation scheme is under the assumption that the channel has
a sparse representation under the basis which is constructed based on the ideal array
response. When array-inherent impairments bring uncertainties to the array, the actual
array response is unknown and the resulting channel may not be sparse on the basis defined
in (3.5). In this chapter, the phase errors of the arrays are considered. As introduced in
Chapter 1, the array response with phase errors at the transmitter is
a˜t(φ
t
k) =
1√
Nt
[ejκ1 , ej(
2pi
λc
d sin(φtk)+κ2), . . . , ej(
2pi
λc
(Nt−1)d sin(φtk)+κNt )]T , (3.9)
which depends not only on the AoD, but also on the phase errors. Such unknown
uncertainties can cause severe basis mismatch issue for the OMP estimator and thus
significantly degrade its performance [167], [168].
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3.4 Proposed MC-Based MmWave Channel Estimator
MC is a technique that aims to recover a data matrix from incomplete observations. Under
some suitable conditions, studies in [175]–[177] have shown that an unknown low-rank
matrix can be accurately recovered from a small set of its entries. The CS technique
and the MC technique share similar goals as they both target to recover data from a few
measurements, but they focus on different properties of the data. The CS technique focuses
on the sparse property of the data vector, yet the MC technique generally deals with low-
rank matrices. In the following, we first introduce the MC formulation of the mmWave
channel estimation problem; we then present the training scheme and the MC-based
channel estimator implemented by the SVP algorithm.
3.4.1 MC Formulation
Define a sampling operator PΩ(·) as
[PΩ(H)]i,j =

[H]i,j, (i, j) ∈ Ω
0, otherwise
, (3.10)
where [H]i,j denotes the (i, j)-th entry of H and Ω represents the sampling domain. Let
p be the sampling density, then the number of sampled entries of H in the operator PΩ(·)
is N = pNrNt. The MC problem is to use the sampled entries through PΩ(·) to recover
the unknown matrix H. In the noisy scenario, PΩ(HN) is obtained, where
HN = H + EN (3.11)
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and EN is the noise matrix. Then the full channel matrix is recovered by solving the
low-rank matrix completion problem [176]
min
Ĥ
(rank(Ĥ)), s.t. ‖PΩ(Ĥ−HN)‖2F ≤ δ2. (3.12)
If EN is white Gaussian noise with standard deviation σ, then
‖PΩ(EN)‖2F ≤ (N +
√
8N)σ2
has high possibility [176]. For successfully recovering H using the MC technique, H
should obey the strong incoherence property [176]. In the following, we examine the
incoherence property of the mmWave MIMO channel to show the suitability of using the
MC technique for mmWave channel estimation.
We assume largeNr andNt, which is of interest for large-scalemmWaveMIMOsystems.
We first check the strong incoherence property of the mmWave channel with ideal antenna
arrays, i.e., no array-inherent impairments. Let the singular value decomposition (SVD)
of the rank-K matrix H be
H =
K∑
i=1
σiuiv
H
i , (3.13)
where σi is the i-th singular value of H, and ui and vi are the corresponding left and right
singular vectors of H, respectively. Define
PU =
K∑
i=1
uiu
H
i , PV =
K∑
i=1
viv
H
i , E =
K∑
i=1
uiv
H
i . (3.14)
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Denote by ea the vector with the a-th entry equal to 1 and others equal to 0 and define
1a=a′ =

1, a = a′ is true
0, otherwise
,
If there exists µ such that
• for all pairs (a, a′) and (b, b′)
∣∣∣∣〈ea,PUea′〉 − KNr 1a=a′
∣∣∣∣ ≤ µ
√
K
Nr
(3.15)
∣∣∣∣〈eb,PV eb′〉 − KNt1b=b′
∣∣∣∣ ≤ µ
√
K
Nt
, (3.16)
• and for all (a, b)
|Eab| ≤ µ
√
K√
NrNt
, (3.17)
then H obeys the strong incoherence property with parameter µ [176]. In this case, H can
be accurately recovered with high probability if at least C1µ4n(logn)2 uniformly sampled
entries are known [176], where C1 is a positive constant and n = max(Nr, Nt).
We start examining the strong incoherence property of H from K = 1. When K = 1,
comparing (3.2) with (3.13), we can see that u1 = ar(φr1) and v1 = at(φr1) are the singular
vectors of H. Then all the entries of PU have the same module 1/Nr, and all the entries
of PV have the same module 1/Nt. When a = a′
〈ea,PUea′〉 = [PU ]a,a = 1
Nr
,
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which yields ∣∣∣∣〈ea,PUea′〉 − 1Nr 1a=a′
∣∣∣∣ = 0.
When a 6= a′,
〈ea,PUea′〉 = [PU ]a,a′ = 1
Nr
,
which yields ∣∣∣∣〈ea,PUea′〉 − 1Nr 1a=a′
∣∣∣∣ = 1Nr .
We can now verify that (3.15) is satisfied with µ = 1. Similarly, we can verify (3.16) and
(3.17) with µ = 1.
For K ≥ 2, we exploit the following asymptotic property of the mmWave channel
[178]: asNr andNt become very large, i.e., in the large-scale MIMO setting, the singular
vectors of H converge to the array response vectors. Assume ui = ar(φri ),vi = at(φti),
then all the entries of the left singular vectors have module 1/
√
Nr and those of the right
singular vectors have module 1/
√
Nt. Consequently, for a = a′,
〈ea,PUea′〉 = [PU ]a,a = K
Nr
,
which yields ∣∣∣∣〈ea,PUea′〉 − KNr 1a=a′
∣∣∣∣ = 0 < KNr , (3.18)
and for a 6= a′,
|〈ea,PUea′〉 − 0| = |[PU ]a,a′| =
∣∣∣∣∣
K∑
i=1
ui,au
∗
i,a′
∣∣∣∣∣
≤
K∑
i=1
|ui,a||u∗i,a′ | =
K
Nr
. (3.19)
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Therefore, from (3.18) and (3.19), we can verify that (3.15) is satisfied with µ =
√
K.
Similarly, we can verify (3.16) and (3.17).
When the array has phase errors, it can be seen from (3.9) that compared to the array
response, the amplitude of each element in the real array response a˜(φtk) does not change.
Therefore, the above strong incoherence property analysis for the channel with ideal arrays
still stands with the channel that has phase errors. Moreover, the above analysis assumes
noiseless samples of H and provides useful guidelines for high-PNR applications.
3.4.2 Training Scheme
The sampling pattern has a crucial influence on the performance of MC. From [176], at
least one entry must be sampled from each row and each column to recover the original
matrix. In this chapter, we adpat the uniform spatial sampling (USS) scheme [179], which
was proposed for array signal processing and seems to outperform alternative sampling
schemes such as the Bernoulli scheme [176, Section IV].
Suppose N entries of the Nr × Nt matrix H need to be sampled. The USS scheme
suggests to takeN/Nt distinct samples from theNr entries of each column. In the switch-
based array-subarray structure, there areNsub , Nr/Kr antennas in each receiver subarray
and share the same RF chain. In order to make full use of the receiver RF chains and keep
the training time short, all theKr RF chains at the receiver are activated during the whole
training process. Each RF chain at the receiver is switched randomly to a distinct antenna
in the associated subarray.
As introduced in Chapter 1, the received signal for single-stream transmission with one
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symbol s transmitted can be written as
y = WHHfs+ WHn. (3.20)
The receiving processing matrix W and the transmitting processing vector f determine
how the channel is sampled. Therefore, designing sampling pattern of the operator PΩ(·)
is equivalent to designing W and f . With the constraints of W and f imposed by the
switch-based hybrid architecture introduced in Chapter 1, the training process is described
in the following.
During training, suppose one symbol is transmitted at each training stage. We employ
M training stages with S training steps at each training stage. At the m-th training stage,
a unique processing vector f of (3.20) is used at the transmitter, which will be denoted by
fm. During the m-th training stage, fm remains unchanged and the receiver changes the
receiving processing matrix W of (3.20) by S times. The total number of training steps
is MS. Construct a matrix H˜ ∈ CNr×Nt and initialize all its entries to zero. Index the
antennas at the transmitter from 1 to Nt and the antennas at the receiver from 1 to Nr.
For each receiver subarray c, c = 1, 2, . . . , Kr, denote by Ic the set of antennas that have
not been switched on so far. The disjoint sets {Ic} are initialized according to the array
structure, i.e.,
Ic = {(c− 1)Nsub + 1, (c− 1)Nsub + 2, . . . , cNsub}
and the union of the initial Ic gives {1, 2, . . . , Nr}. At the s-th step of the m-th training
stage:
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• The transmitter sends out one symbol sm,s with powerP through fm. The transmitter
only activates the transmit antenna indexed by jm ≡ mod(m,Nt). Activating the
jm-th antenna means that the jm-th column of H is extracted. Note that if m is the
multiple of Nt, then the Nt-th antenna will be activated. The resulting transmitting
processing vector is
fm = [0, . . . , 1, . . . , 0, ]
and its jm-th element is 1. Assume all transmitted symbols during the training are
identical and sm,s =
√
P . By setting ‖fm‖2F = 1, the total transmitting power is
‖fmsm,s‖2F = P . Define the pilot-to-noise ratio (PNR) as
PNR =
‖fmsm,s‖2F
σ2
, (3.21)
where the noise is assumed to be an additive white Gaussian noise (AWGN) with
variance σ2.
• The receiver receives Kr signals through Wm,s. For each receiver subarray c, the
receiver randomly switches on (with equal probabilities) an antenna in Ic and denote
by ic the index of the antenna being switched on. Then the ic-th element of the c-th
column of Wm,s is 1, and the rest entries of Wm,s are all zero, i.e.,
[Wm,s]l,c =

1, l = ic, c = 1, 2, . . . , Kr
0, otherwise
.
Then the observation after the s-th step of them-th stage is
ym,s =
√
PWHm,sHfm + W
H
m,snm,s, (3.22)
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where nm,s ∈ CNr is the noise vector. Then the index sets Ic is updated by removing
ic and used for the next training step. The entries of the observation ym,s can be
written as
[ym,s]c =
√
P [H]ic,jm + nic , c = 1, 2, . . . , Kr, (3.23)
where nic is the noise received at the ic-th antenna at the receiver. Then update the
entries of matrix H˜ as
[H˜]ic,jm = [ym,s]c, c = 1, 2, . . . , Kr. (3.24)
After all of theMS training steps, a noisy observation of H is obtained and stored in H˜.
An illustration of the proposed training scheme is shown in Figure 3.2.
WhenM ≥ Nr, it is guaranteed that at least one entry is observed (with noise) for each
column of H as every BS antenna is switched on at least once. When S = 1, the sampling
scheme guarantees that for each subarray at the receiver, N/NtKr out of the Nsub entries
of each column of H will be sampled once. When S > 1, one can sample SN/(NtKr)
out of the Nsub entries of each column of H or sample the same entry by S times. The
event of missing an entire row of H corresponds to the case that for all the Nt columns,
theN/(NtKr) entries are taken from a common subset of the subarray with sizeNsub−1.
The probability of such an event is
Pmiss =
(Nsub−1NNtKr )(
Nsub
N
NtKr
)
Nt = (Nr − NNt
Nr
)Nt
,
which is negligible when N and Nt are large enough. For example, when Nr = 64, Nt =
64, and N = 0.5×NtNr, Pmiss ≈ 5.4× 10−20.
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Figure 3.2: An illustration of the proposed training scheme for a system with Nt =
Nr = 8,Kt = Kr = 2. For simplicity, only the 1st, the 2nd and the 8th stages are shown
in this figure. At each training stage, only one transmitting antenna will be switched on
and it is marked in red, green and blue for the 1st, the 2nd and the 8th stage, respectively.
In the meantime,Kr = 2 receiving antennas, which are also distinguished by colors, are
switched on during each training step of the stage. The 8 × 8 systems yields a 8 × 8
channel matrix, and the colored squares in the matrix represent the received signals with
their positions corresponding to the indexes of antennas. The blank squares in the matrix
represent unknown entries of the channel matrix.
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3.4.3 MC-Based Channel Estimator Implemented by SVP
The low-rank recovery problem in (3.12) is NP-hard and is usually solved approximately,
e.g., relaxed as a nuclear normminimization problem [180] or an affine rank minimization
problem (ARMP) [170]. In this chapter, the singular value projection (SVP) algorithm
[170] is applied to reconstruct H based on H˜. The algorithm is to solve the following
matrix sensing problem
min
Ĥ
φ(Ĥ) =
1
2
‖A(Ĥ)− y‖2F , s.t. rank(Ĥ) ≤ K, (3.25)
where A is a linear map, y is the observed signal and K is the maximum rank of the
matrix Ĥ. The MC problem is a special case of the above matrix sensing problem, which
replaces the sensing operator A by the operator PΩ defined in (3.10). Therefore, the
problem becomes
min
Ĥ
φ(H) =
1
2
‖PΩ(Ĥ)− H˜‖2F , s.t. rank(Ĥ) ≤ K. (3.26)
A similar algorithm has been applied to MIMO channel estimation for a different scenario
in [181]. The SVP channel estimator for solving problem (3.26) is shown in Algorithm
3.1, in which the tolerance  and the step size ηc are discussed later in this chapter.
The major computational cost of the SVP is in line 5 of Algorithm 3.1, which needs
to compute the rank-K approximation of an intermediate matrix Z ∈ CNr×Nt . This
can be done by computing the SVD of Z. Define a flop as an operation of real-valued
numbers. In order to reduce the high computational complexity due to SVD, we can
choose an alternative way to calculate the rank-K approximation of Z by first computing
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Algorithm 3.1 The SVP Estimator
1: Input: H˜, K, ηc, 
2: Initialization: Ĥ0 = 0, t = 0
3: while ‖PΩ(Ĥt − H˜)‖2F ≤  do
4: Zt+1 ← Ĥt − ηc(PΩ(Ĥt)− H˜)
5: Compute the top K singular vectors of Zt+1: UK ,ΣK ,VK .
6: Obtain Zt+1K = UKΣLVHK
7: Ĥt+1 ← Zt+1K
8: t = t+ 1
9: end while
10: Output: the estimated channel Ĥ = Ĥt
the eigenvalue decomposition of the Nr × Nr matrix ZZH = USUH , which needs
8N2rNt + 23N
3
r flops per iteration, and then obtaining ZK = UKUHKZ, where UK
consists of columns in U that correspond to the K largest eigenvalues, which needs
8N2rNt+8N
2
rK flops per iteration. This way the computational cost of the SVP algorithm
is about 16N2rNt + 23N3r + 8N2rK flops per iteration.
3.5 Simulation Results
A. SVP Performance in Terms of NMSE
We assume the system has Nt = Nr = 64 antennas and Kt = Kr = 4 RF chains. The
number of paths is K = 4, i.e., the rank of the channel matrix is 4. The AoAs and AoDs
are uniformly distributed on [−pi/2, pi/2], and γk is set to 1/K. The normalized NMSE
defined as ‖H − Ĥ‖2F/‖H‖2F is used to evaluate the performance of SVP. The proposed
training scheme is used.
Based on the convergence analysis in [170], the tolerance  of Algorithm 3.1 can be set
as  = C0‖en‖2F + 0, where ‖en‖2F is the instantaneous total noise power of the observed
entries, and C0 and 0 are positive constants. Since ‖en‖2F is unknown, we use pNtNrσ2
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Figure 3.3: Histograms of number of iterations for SVP to stop with Nt = Nr =
64,Kt = Kr = 4,K = 4, ηc = 1.8, and no phase errors. Set the number of training
stepsMS = 512, yielding the sampling density p = 0.5.
to approximate C0‖en‖2F , where σ2 is the average noise power. We set the training stage
M = Nt = 64 and the training steps inside each stage S = 8, then the number of the
total training steps is MS = 512, which is equivalent to a sampling density of p = 0.5.
Figure 3.3 shows the stopping performance of the SVP estimator by using tolerance with
p = 0.5, ηc = 1.8 and 0 = 10−3. The convergence rate depends on the PNR defined in
(3.21). For PNR = 5, 10, 15, 20, 25 dB, it takes 3, 3, 4, 5, 6 iterations on average for the
SVP to stop.
B. Performance Comparison in Terms of NMSE and SE
We now show the estimation performance and the computational complexity compar-
ison between the OMP estimator [91] discussed in Section 3.3 and the proposed SVP
estimator. Assume Nt = Nr = 64, Kt = Kr = 4, K = 4 and p = 0.5. For the OMP
estimator, two dictionaries are adopted, one is the unitary dictionary with Gt = Gr = 64
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grid points and the other is the redundant dictionary with Gt = Gr = 128 grid points.
For the SVP, we set the step size ηc = 1.8. The OMP algorithm has the per iteration
computational complexity of 8pNtNrGtGr flops. For the unitary dictionary, the per it-
eration complexity ratio between the OMP estimator and the SVP estimator is around
8pNtNrGtGr/(16N
2
rNt + 23N
3
r + 8N
2
rK) ≈ 6.5, and for the redundant dictionary, the
ratio increases to 26. Both of the OMP and the SVP are iterative algorithms. The number
of iterations will affect the estimation performance and the computational complexity.
Therefore, it is important to take the number of iterations into consideration when evalu-
ating the estimation performance of the OMP estimator and the SVP estimator. We now
set the number of iterations to be the same for the two estimators to show their estimation
performances. Based on the observation in Fig. 3.3, we set the number of iterations
differently under different PNR levels, which is 3 for PNR = 5 dB, 3 for PNR = 10
dB, 4 for PNR = 15 dB, 5 for PNR = 20 dB and 6 for PNR = 25dB. The total com-
putational complexity for the OMP-unitary is about 6.5 times that of the SVP, and for the
OMP-redundant is about 26 times that of the SVP. The comparison in Figure 3.4 shows
that the SVP estimator, which exhibits significantly lower complexity, achieves better per-
formance than the OMP estimator. Note that the OMP estimator may perform better when
the number of iterations is increased, but its complexity is further increased.
We next show the impact of the estimation error on achievable SE of two different
transmitter and receiver settings.
Setting I: This setting is the same as in [91] for evaluating the achievable SE. The
transmitter has the fully digital structure as shown in Figure 1.2 (a) that every antenna is
equipped with a RF chain. The receiver has the switch-based hybrid structure as shown
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Figure 3.4: NMSE comparison for the proposed SVP estimator and the OMP estimator
with Nt = Nr = 64,Kt = Kr = 4,K = 4, ηc = 1.8, and no phase errors. Set the
number of training stepsMS = 512, yielding the sampling density p = 0.5.
in Figure 3.1. Note that our proposed estimator is also compatible with the fully digital
structure: at each training stage, we only need to activate one antenna to transmit the pilot,
and set other antennas to be quiet. Assume the transmitter knows the estimated channel
Ĥ. We design the precoder as Pt = VKH , where VKH is the firstK right singular vectors of
the estimated channel Ĥ = UHΣHVHH . At the receiver, we use the incremental successive
selection algorithm (ISSA) [182] to select Kr antennas out of Nr antennas to achieve
maximum transmission rate. Note that the switch-based structure in Figure 3.1 is in the
array-subarray form, so the ISSA algorithm has been revised to be compatible with this
structure. If the selected antenna belongs to a subarray Asub, then the rest of the antennas
in Asub will not be selected.
Setting II: The transmitter and the receiver both adopt the switch-based structure in
Figure 3.1. We use the joint transmit receive selection method in [182] to select Kt out
84
CHAPTER 3. SWITCH-BASED HYBRID LARGE-SCALE MIMO SYSTEMS:
MC-BASED MMWAVE CHANNEL ESTIMATOR
SNR (dB)
-15 -10 -5 0 5 10 15
S
p
ec
tr
a
l
E
ffi
ci
en
cy
(B
it
s/
S
ec
/
H
z)
0
5
10
15
20
25
30
35
AS - Perfect channel matrix
No AS - Perfect channel matrix
AS - SVP
No AS - SVP
AS - OMP-redundant
No AS - OMP-redundant
Figure 3.5: SE comparison for the proposed SVP estimator and the OMP estimator for
Setting I with Nt = Nr = 64,Kt = Kr = 4,K = 4, ηc = 1.8, and no phase errors. Set
the number of training stepsMS = 512, yielding the sampling density p = 0.5.
of Nt antennas at the transmitter and Kr out of Nr antennas at the receiver to achieve
maximum transmission rate.
Figure 3.5 shows the impact of channel estimation schemes on the achievable SE for
Setting I. The SNR is defined as the ratio between the transmit signal power and the
noise power. The settings of the SVP estimator and the OMP estimator are the same as
described in the NMSE comparison and the channel is estimated at PNR = 10 dB. In
Figure 3.5, the solid lines represent conducting precoding at the transmitter and antenna
selection (AS) at the receiver; the dashed lines represent only conducting precoding at
the transmitter and no AS at the receiver, i.e., only using one sub-array at the receiver or
randomly choosing Kr antennas at the receiver. The difference between the solid lines
and dash lines indicates that AS is meaningful. It can be seen that using the channel
estimated by the SVP estimator, the achievable SE is nearly optimal in approaching the
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Figure 3.6: SE comparison for the proposed SVP estimator and the OMP estimator for
Setting II withNt = Nr = 64,Kt = Kr = 4,K = 4, ηc = 1.8, and no phase errors. Set
the number of training stepsMS = 512, yielding the sampling density p = 0.5.
SE achieved with the perfect channel matrix. By contrast, the channel estimation errors
of the OMP-redundant estimator significantly degrade the achievable SE. Furthermore,
the SVP estimator here has lower computational complexity than the OMP-redundant
estimator. Figure 3.6 shows the impact of channel estimation schemes on the achievable
SE for Setting II. The settings of the SVP estimator and the OMP estimator remain the
same and PNR = 10 dB. Using the switch-based structure at the transmitter has lower
power consumption and simpler hardware design than the fully digital structure, but at
the cost of losing SE. Under Setting II, AS is still meaningful and the SVP estimator still
outperforms the OMP-redundant estimator.
As introduced in Chapter 1, practical large-scale MIMO systems may have array-
inherent impairments. In the following simulation, the phase errors of the arrays at the
transmitter and the receiver are considered. In Figure 3.7, we assume unknown phase
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errors at the transmitter and the receiver are distributed respectively as
κti ∼ U(−κt,κt), and κri ∼ U(−κr,κr).
The SE results for Setting I with κt = κr = 0.5pi are compared. Comparing Figure 3.5
and Figure 3.7, when the array has phase errors, the performance of the SVP estimator
remains the same while the performance of the OMP estimator is degraded significantly,
especially at low PNRs. This confirms that the MC estimator is robust against the array
response mismatch, attributed to its basis-free nature.
C. Other CS solvers
TheOMPmethod is a popular method for implementing the CS-basedmmWave channel
estimator for its relatively lower complexity (compared to other CS problem solvers, e.g.,
convex optimization methods) and good performance [109], so we choose to compare our
proposed estimator with the OMP estimator. Apart from OMP, which is a greedy method,
there are other methods that can be used for solving the CS problem. In the following,
we compare our proposed method with two well-known CS problem solvers: fast iterative
shrinkage thresholding algorithm (FISTA) [183] and alternating direction method (ADM)
[184]. Both of them solve `1 minimization problems. Note that the Bayesian framework
can also be used to develop effective CS problem solvers, such as the one in [185], which
is a nonconvex method and requires some prior statistical knowledge of the signal and
noise. However, in this work, we mainly focus on comparing our method with the CS-
based methods that do not assume any statistical properties of the signal and noise. The
performance comparison for the system settings are the same as that in Figure 3.5 in terms
of NMSE is shown in Figure 3.8. From Figure 3.8, we can see that when PNR < 10 dB,
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Figure 3.7: SE comparison for the proposed SVP estimator and the OMP estimator for
Setting I with Nt = Nr = 64,Kt = Kr = 4,K = 4, ηc = 1.8. Set the number of
training stepsMS = 512, yielding the sampling density p = 0.5. The phase error levels
κt = κr = 0.5pi.
the SVP method achieves the best performance, when PNR > 10 dB, the ADM method
with redundant dictionary (Gt = 2Nt, Gr = 2Nr) has the best performance. However, the
ADMmethod and the FISTAmethod require at least 16pGtGrNrNt flops per iteration, and
both of them require tens to hundreds of iterations to stop. The per iteration complexity
ratio between the ADM/FISTA with redundant dictionary and the SVP method is at least
16pGtGrNtNr/(16N
2
rNt + 23N
3
r + 8N
2
rK) ≈ 52. We also compare the SVP method,
the FISTA method, and the ADM method with different levels of phase errors. The result
presented in Figure 3.9 shows that the performance of FISTA and ADM degrades as the
phase error level increases.
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Figure 3.8: NMSE comparison for the proposed SVP estimator, the OMP estimator, the
FISTA estimator, and the ADM estimator with Nt = Nr = 64; Kt = Kr = 4;K = 4;
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Figure 3.9: NMSE comparison for the proposed SVP estimator, the OMP estimator, the
FISTA estimator, and the ADM estimator with Nt = Nr = 64; Kt = Kr = 4;K = 4;
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3.6 Conclusion
In this chapter, we have investigated the MC approach to robust mmWave channel estima-
tion for switch-based hybrid systems. The proposed SVP-based MC method can exhibit
significantly lower complexity than the OMP-based CS schemes and is immune to the
phase errors of the arrays. Furthermore, the impact of the channel estimation error on the
achievable SE for two different system settings are evaluated. The numerical results sug-
gest that the SVP estimator can achieve near-optimal performance. The proposed design
does not need to specify a basis and can thus be directly applied to more general array
types such as planar arrays, which makes it more attractive for wider applications.
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Chapter 4
Phase Shifter-Based Fully-Connected
Hybrid Large-Scale MIMO Systems:
MC-Based MmWave Channel
Estimator
4.1 Introduction
This chapter investigates the channel estimation for phase shifter-based fully-connected
hybridmmWaveMIMO systems. The phase shifter-based fully-connected hybrid structure
imposes different constraints from the switch-based hybrid structure on training design.
In switch-based hybrid systems, the output signals from the RF chains at the transmitter
side are transmitted directly through the selected antennas, and the receiver can directly
digitally process the signals received at the activated antennas. However, this is not the
case in phase shifter-based fully connected hybrid systems. At the transmitter side, the
signals manipulated via the digital precoder are processed by the shifting network in the
analog precoder before being transmitted through the antennas. At the receiver side, the
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received signals at the antennas can be digitally manipulated after they are processed by the
shifting network in the analog combiner. Therefore, training schemes that are designed
for switch-based hybrid systems cannot be directly used in phase shifter-based hybrid
systems. In this chapter, we redesign the training scheme.
The CS-based channel estimators [1], [88], [96] that rely on a predefined dictionary have
been proposed for phase shifter-based fully connected hybrid mmWave MIMO systems.
However, as analyzed in Chapter 3, constructing the predefined dictionary requires the
knowledge of the antenna array response. Therefore, they are not robust against array-
inherent impairments. Since the channel estimation problem can be considered as finding
the AoA/AoD pairs and the path gains of the channel, other types of channel estimators that
aim to find such information have been proposed. The channel estimators in [98], [130],
[131] are proposed for achieving high-resolution estimation AoDs and AoAs. Specifically,
[98] designs structured training beam pairs to achieve high-resolution estimation; in [130]
and [131], the AoAs/AoDs finding problem is formulated as an atomic normminimization
problem and solved by using semidefinite programming (SDP). These methods still rely
on the knowledge of the array response to solve the problem. There are also two-stage
estimators which first use methods, e.g., matrix completion [104] or PARAFAC decom-
position [132], to construct a matrix containing the AoA/AoD information, and then use
CS methods to find the AoA/AoD pairs. The methods at the first stage denoise the ob-
servations and are independent of the array response, but the CS methods at the second
stage may still rely on the knowledge of the array response. However, as mentioned in
Chapter 1 and 3, due to the presence of array-inherent impairments, the array response of
uncalibrated arrays may not be accurately known, which would introduce errors for the
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estimators relying on such knowledge. Apart from tackling the channel estimation prob-
lem as finding the AoA/AoD pairs, [99] estimates the subspace of the mmWave channel
by adopting the Arnoldi iteration technique. This method is independent of the array re-
sponse but heavily relies on channel reciprocity since it treats the downlink channel as the
transpose of the uplink channel and requires closed-loop training. The channel estimation
problem is solved in [106] by utilizing the channel covariance matrix. Though this method
is irrelevant to the array response, it requires knowledge of the channel covariance matrix,
which is difficult to obtain in practice.
In this chapter, a MC-based channel estimator with two different training schemes are
proposed. A generalized conditional gradient (GCG) framework [186] is developed to
implement the MC-based channel estimator and an alternating minimization (AltMin)
approach is introduced to accelerate the convergence of the estimation algorithm. The
proposed estimator is still robust against array-inherent impairments due to its basis-free
nature, and it still exhibits a low computational complexity. Also, the proposed estimator
in this chapter does not need the number of paths to be known as a prior, which is more
practical than the SVP channel estimator proposed in Chapter 3.
The rest of this chapter is organized as follows. The phase shifter-based fully-connected
hybrid mmWave system and the mmWave channel model are introduced in Section 4.2. In
Section 4.3, two existing state-of-the-artmmWave channel estimators are briefly discussed.
Two training schemes and the proposed MC-based channel estimator are presented in
Section 4.4. Simulation results are given in Section 4.5. Section 4.6 concludes this
chapter.
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RF Chain
Figure 4.1: The phase shifter-based fully connected hybrid mmWave MIMO system
4.2 System Model
The phase shifter-based fully connected mmWave system is considered. Both the ULA
and USPA are considered for the system. The transmitter has Nt antennas and Kt RF
chains, and the receiver has Nr antennas andKr RF chains. The diagram of the system is
shown in Figure 4.1.
The mmWave channel model in (1.2) is used in this chapter, which is
H =
1√
L
K∑
k=1
L∑
l=1
gklar(φ
r
kl, θ
r
kl)a
H
t (φ
t
kl, θ
t
kl),
where detailed modeling can be found in Section 1.1.2. Assume single-stream transmis-
sions with one symbol s transmitted, the received signal can be written as
y = WHHfs+ WHn, (4.1)
where W and f are the receiving processing matrix and transmitting processing vector,
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respectively, and n is noise vector.
4.3 Existing mmWave Channel Estimators
As analyzed in Chapter 3, the channel estimation problem can be formulated as a CS
problem or a MC problem. In the following, two state-of-the-art channel estimators are
reviewed: one is a CS-based estimator with an optimized training scheme, and the other
is a Two-Stage estimator which uses a MC method at its first stage and a CS method at its
second stage.
A. CS-Based Channel Estimator With an Optimized Training Scheme
In [88], a CS-based mmWave channel estimator is proposed for the phase shifter-based
fully connected hybrid mmWave MIMO system. The CS-based estimator solves the
same CS problem as introduced in Section 3.3 and is also implemented by using the
OMP algorithm. Different from the OMP estimator [91] introduced in Section 3.3 that is
designed for switch-based hybrid mmWave MIMO systems, the OMP estimator in [88]
has an optimized training scheme that is compatible with the phase shifter-based hybrid
mmWave MIMO system. The simulation results in [88] suggest that the OMP estimator
with the optimized training scheme a has better performance than the one with random
training. As introduced in Chapter 1, under the constraints of the phase shifter-based fully
connected hybrid architecture, the elements of the RF precoder G and the RF combiner
Q have unit modulus and phases chosen from a set that is pre-determined by the number
of bits of the phase shifters. Based on [187]–[189], by minimizing the total coherence of
the equivalent sensing matrix, the CS performance can be improved.
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Recall that the channel estimation problem can be formulated as a CS problem
y = Φvec(H) + z = ΦΨx + z
= Ξx + z (4.2)
where Φ = BTGT ⊗ DHQH is the sensing matrix specified by the training scheme,
Ψ = A∗r ⊗ At is the dictionary, Ξ = ΦΨ is the sensing measurement matrix and z is
the noise. The dictionary matrices Ar and At are constructed as described in Section 3.3.
The estimation task is to find nonzero entries of x from y. To reduce the coherence of Ξ
given the dictionary matrices Ar and the At, [88] proposes to set the RF precoder G as a
normalized Nt ×Nt discrete Fourier transform (DFT) matrix and the RF combiner Q as
a normalized Nr ×Nr DFT matrix. The digital precoder B is a block matrix where each
block has the size Kt ×Nblock. Each block matrix has singular values all equal to 1, and
its left singular matrix and right singular matrix are normalizedKr ×Kt DFT matrix and
Nblock×Nblock DFT matrix, respectively. The digital precoder D is constructed similarly.
The resulting equivalent sensing matrix Ξ has low coherence.
The above design requires that G and Q to be normalized DFT matrices, which means
that G and Q have orthonormal columns. However, when array-inherent impairments
bring unknown phase and gain errors to the array response, the resulting G and Q no
longer have orthonormal columns. Therefore, the coherence may be increased, yielding
performance degradation. In addition, when the array response is not accurately known,
the channel H may no longer be sparse on the dictionary Ψ that is designed based on the
ideal array response, which brings channel estimation errors.
B. Two-Stage Channel Estimator
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The very recently proposed Two-Stage estimator [104] first solves anMC problem using
the fixed point continuation (FPC) algorithm [190] at the first stage and then solves a CS
problem using the FISTA algorithm [183] at the second stage.
Recall the signal model (4.1) where W is the receiving processing matrix and f is the
transmitting processing vector. Denote by Wt and ft the t-th training processing matrix
and vector at the receiver and the transmitter, respectively. Assume the columns of Wt
and ft are randomly chosen from pre-determined combining/beamforming codebooksW
and F , respectively, where the cardinality of the two sets are |W| = Nr and |F| = Nt.
No processing pair {Wt, ft} is reused during training. Denote by W˜ ∈ CNr×NL and
F˜ ∈ CNt×NR the matrices constructed by all vectors in W and F , respectively. After
training, the receiver has noisy observations of the subset of a NL ×NR low-rank matrix
C = W˜HL HF˜. (4.3)
At the first stage, the FPC algorithm is used to recover C by solving an MC problem
(relaxed as a nuclear norm minimization problem):
min
Ĉ
‖Ĉ‖∗
s.t. ‖PΩ(Ĉ)− PΩ(C + N)‖2F < 21 (4.4)
where ‖Ĉ‖∗ is the nuclear norm (i.e., summation of the singular values) of Ĉ, N is the
noise, PΩ(·) is the sampling operator and 1 is an error tolerance parameter. Note that
when NL < Nr and NR < Nr, the dimension of C is smaller than that of H. Therefore,
estimating C has a lower computational complexity than estimating H.
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As shown in Section 3.3, H can be modelled as H = ArHvAHt , where Ar and At are
dictionary matrices. Then C can be modelled as
C = W˜HArHvA
H
t F˜
= A˜HvB˜
H , (4.5)
where A˜ = W˜HL Ar and B˜ = F˜HAt. At the second stage, the FISTA algorithm estimates
Hv from Ĉ by solving a CS problem:
min
vec(Ĥv)
‖vec(Ĥv)‖1 (4.6)
s.t. ‖Ĉ− A˜ĤvB˜‖2F < 22, (4.7)
where ‖x‖1 is the 1-norm (i.e., summation of the absolute values) of x and 2 is an
error tolerance parameter. Though the FPC algorithm does not require the knowledge of
the array response, the FISTA algorithm that solves the CS problem requires the array
response to be accurately known.
Both of the two state-of-the-art estimators suffer from performance degradation when
array-inherent impairments exist. In the next section, the proposed MC-based channel
estimator that is robust against array-inherent impairments is presented.
98
CHAPTER 4. PHASE SHIFTER-BASED FULLY-CONNECTED HYBRID
LARGE-SCALE MIMO SYSTEMS: MC-BASED MMWAVE CHANNEL ESTIMATOR
4.4 Proposed MC-Based MmWave Channel Estimator
As analyzed in Chapter 3, the mmWave channel estimation problem can be formulated as
a MC problem
min
Ĥ
(rank(Ĥ)), s.t. ‖PΩ(Ĥ−HN)‖2F ≤ δ2, (4.8)
where HN = H + EN with EN as the noise matrix, and PΩ(·) is the sampling operator
defined in (3.10). In this chapter, the uniform spatial sampling (USS) strategy introduced
in Chapter 3 is used. We introduce two training schemes: one is MC type training scheme
that obtains the noisy observations of the entries of the channel, and the other is inductive
matrix completion (IMC) type training scheme that obtains the linear combinations of
the entries of the channel. Then the corresponding G,Q,B and D are designed for
these two different schemes. We finally show our proposed MC-based estimator that is
implemented by the generalized conditional gradient (GCG) framework and the alternating
minimization (AltMin) approach.
4.4.1 MC Type Training Scheme
TheMC type training scheme obtains noisy observations of the channel entries. Following
the USS strategy, we takeN/Nt distinct noisy samples from theNr entries of each column
of the channel matrix. During training, we suppose one symbol is transmitted at each
training stage and employ M training stages with S training steps at each training stage.
At the transmitter, a unique processing vector f of (4.1) is used at them-th training stage,
which is denoted by fm. At them-th stage, fm remains unchanged and the receiver changes
the receiving processing matrixW by S times. In the following, we useWm,s to represent
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the receiving processing matrix at the s-th step of them-th stage.
The total number of training steps isMS. At the s-th step of them-th training stage, the
transmitter sends out one symbol sm,s with power P through fm and the receiver receives
Nm,s ≤ Kr a signals through Wm,s. In this way, the observation at the s-th step of the
m-th stage is
ym,s = W
H
m,sHfmsm,s + W
H
m,snm,s, (4.9)
where nm,s ∈ CNr is the noise vector. Assume all transmitted symbols during the training
are identical and sm,s =
√
P . By setting ‖fm‖2F = 1, the total transmitting power is
‖fmsm,s‖2F = P . We define the pilot-to-noise ratio (PNR) as
PNR =
‖fmsm,s‖2F
σ2
, (4.10)
where the noise is assumed to be additive white Gaussian noise (AWGN) with variance
σ2.
Collect all the S received vectors of them-th training stage into vector
ym =
√
PWHmHfm + nm, (4.11)
where
ym = [y
T
m,1,y
T
m,2, . . . ,y
T
m,S]
T ,
Wm = [Wm,1,Wm,2, . . . ,Wm,S],
nm = [n
T
m,1W
∗
m,1,n
T
m,2W
∗
m,2, . . . ,n
T
m,SW
∗
m,S]
T ,
aThe receiver with onlyKr RF chains can only produce up toKr estimates simultaneously.
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and (·)T represents the transpose. Stacking all the received vectors from the M training
stages into matrix Y yields
Y =
√
PWHHF + N, (4.12)
where Y = [y1,y2, . . . ,yM ], N = [n1,n2, . . . ,nM ], W = [W1,W2, . . . ,WM ] and
F = [f1, f2, . . . , fM ]. As introduced in Section 1.2.2, W is composed of Q and D, and
F is composed of G and B. At the m-th stage, fm = Gmbm, where Gm ∈ CNt×Kt and
bm ∈ CKt are the analog precoder and digital precoder at the transmitter, respectively; for
the receiver,
Wm = [Qm,1Dm,1, . . . ,Qm,SDm,S],
where Qm,s ∈ CNr×Kr and Dm,s ∈ CKr×Nm,s are the analog combiner and digital com-
biner, respectively. Recall that for the phase shifter-based hybrid structure, the constraint
of analog phase shifters requires [Qm,s]i,j ∈ WRF and [Gm]i,j ∈ FRF, where WRF and
FRF are two sets that contain all the possible phase shifts of the phase shifters at the
receiver and the transmitter, respectively. Details ofWRF and FRF can be found in (1.9)
and (1.8).
We design fm to sample one column of H at each stage and choose Wm to sample
N/Nt distinct entries of that column. We setM ≥ Nt to guarantee that every column in
H is sampled at least once. Let jm = mod(m,Nt)+1, where mod(·) denotes the modulus
operation. At them-th stage,
fm , [0, . . . , 1, . . . , 0]T (4.13)
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is set with 1 at its jm-th entry, such that the jm-th column of H is extracted. Since
fm = Gmbm, the design task is as follows:
Find Gm,bm,
s.t. Gmbm = fm,
Gm ∈ FNt×KtRF . (4.14)
In order to satisfy the constraint of fm, the inner product of the jm-th row of Gm and bm
must be 1 and the other Nt − 1 rows in Gm must be orthogonal to bm.
We first present the design of Gm and bm with fm = [1, 0, . . . , 0]T . Write Gm as
Gm =
G1,m
G2,m
 , (4.15)
where G1,m ∈ F2×KtRF ,G2,m ∈ F (Nt−2)×KtRF , and then Gmbm = fm in (4.14) splits into
G1,mbm = e1, (4.16)
G2,mbm = 0(Nt−2)×1, (4.17)
where e1 = [1, 0]T . Since the entries in G1,m cannot be 0, we need Kt ≥ 2 to guarantee
that problem (4.16) is solvable. This is because ifKt = 1, the vector bm becomes a scalar
bm. Then problem (4.16) becomes
G1,mbm =
1
0
 , (4.18)
which has no solution unless the entries in G1,m can be 0.
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If G1,m is known, the least square solution of (4.16) is
bm = G
H
1,m(G1,mG
H
1,m)
−1e1. (4.19)
We can see thatG1,mGH1,m should be invertible, which requiresG1,m having full row rank.
Considering [G1,m]i,j ∈ F2×KtRF , the Vandermonde matrix is a natural choice for G1,m.
Therefore, we construct G1,m as
[G1,m]1,l =
1√
Kt
ωl−11 , [G1,m]2,l =
1√
Kt
ωl−12 ,
l = 1, 2, . . . , Kt,
where
ω1 = e
jn1
2pi
2It , ω2 = e
jn2
2pi
2Ir ,
It is the number of bits of the phase shifters at the transmitter, and n1, n2 are integersb.
Here we require n1 6= n2 so that G1,m has full row rank. The minimum requirement for
realizing fm is It = 1, Kt = 2. For example, when It = 1, Kt = 2, G1,m ∈ F2×2RF , and
(4.19) becomes
bm = G
−1
1,me1. (4.20)
With It = 1, choosing n1 = 0, n2 = 1, we have G1,m and bm as
G1,m =
1 1
1 ejpi
 , bm =
1/2
1/2
 . (4.21)
After obtaining bm, all the rows of G2,m in (4.17) can be chosen as G1,m(2, :) since
bFor achieving high numerical stability, one can choose proper ω1 and ω2 so that G1,mGH1,m is well-
conditioned.
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G1,m(2, :)bm = 0. This produces
Gm =

G1,m
G1,m(2, :)
...
G1,m(2, :)

. (4.22)
For other fm with the jm-th entry being 1, we only need to swap the first and the jm-th row
of the Gm in (4.22) and keep the designed bm unchanged c.
During each of the S training steps, the receiver produces the estimates of Nm,s entries
of the jm-th column of H through Wm,s ∈ CNr×Nm,s . Let im,s,q be the row index of the
q-th sampled entry and
Im,s = {im,s,1, im,s,2, . . . , im,s,Nm,s}.
In order to achieve interference-free sampling, the required Wm,s is constructed as
[Wm,s]i,j =

1, i = im,s,j, j = 1, 2, . . . , Nm,s
0, otherwise
. (4.23)
Then the design task is as follows:
Find Qm,s,Dm,s,
s.t. Qm,sDm,s = Wm,s
Qm,s ∈ WNr×KrRF . (4.24)
c The approach in [191] also solves problem (4.14), and its solution is equivalent to our solution when
It = 1,Kt = 2.
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We first present the design of Qm,s and Dm,s with Im,s = {1, 2, . . . , Nm,s}, which means
Wm,s =
INm,s
0
 . (4.25)
Write Qm,s as
Qm,s =
Q1,m,s
Q2,m,s
 , (4.26)
where Q1,m,s ∈ CKr×Kr and Q2,m,s ∈ C(Nr−Kr)×Kr . Then Qm,sDm,s = Wm,s in (4.24)
splits into
Q1,m,sDm,s = W1,m,s, (4.27)
Q2,m,sDm,s = 0, (4.28)
where Dm,s ∈ CKr×Nm,s , and
W1,m,s =
 INm,s
0(Kr−Nm,s)×Nm,s
 . (4.29)
Note that we need Nm,s ≤ Kr − 1 to guarantee that only one 1 in each column of Wm,s.
If Q1,m,s is given, the solution of (4.27) is
Dm,s = Q
−1
1,m,sW1,m,s. (4.30)
Q1,m,s should be invertible. Similar to the design of G1,m, we construct Q1,m,s as
[Q1,m,s]k,l =
1√
Kr
ωl−1k , k, l = 1, 2, . . . , Kr, (4.31)
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where
ωk = e
jnk
2pi
2Ir , (4.32)
and Ir is the number of bits of the phase shifters at the receiver. After obtainingDm,s, all the
rows of Q2,m,s in (4.28) can be chosen as Q1,m,s(Kr, :) as Q1,m,s(Kr, :)Dm,s = 01×Nm,s ,
yielding
Qm,s =

Q1,m,s
Q1,m,s(Kr, :)
...
Q1,m,s(Kr, :)

. (4.33)
For other Im,s, we just need to permute the rows in the Qm,s of (4.33) according to
the elements in Im,s and keep the designed Dm,s unchanged. For example, if Im,s =
{1, Nr, 3, 4, . . . , Nm,s}, we swap the second and the Nr-th row of Qm,s. Note that when
Kr = 2, we have Nm,s = Kr − 1 = 1 and Dm,s becomes a vector dm,s, so that problem
(4.24) reduces to problem (4.14). Similarly, we require Ir ≥ 1 and Kr ≥ 2 for realizing
Wm,s.
The processing matrices designed above are applied to (4.12) to obtain the received
samples in Y. Without loss of generality, let the transmitted symbol power P = 1. We
can then construct a matrix H˜ ∈ CNr×Nt using Y ∈ CN/M×M as
[H˜]l,k =

[Y]il,k,jl,k , (l, k) ∈ Ω,
il,k = 1, . . . ,
N
M
, jl,k = 1, . . . ,M
0, otherwise,
(4.34)
where Ω contains the positions of allN samples stored in the form of (l, k) with l ∈ [1, Nr]
and k ∈ [1, Nt] and (l, k) indicates sampling the (l, k)-th entry of H˜. In the above, (il,k, jl,k)
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represents the index of the corresponding entry in Y for the (l, k)-th entry of H˜. Note that
H˜ and PΩ(H˜) are actually the same. Then the channel matrix H can be estimated from
PΩ(H˜) by using MC algorithms.
The proposed training scheme actually achieves the same sampling pattern of the training
scheme designed for the switch-based system in Chapter 3. However, the realization of
the sampling pattern is different for the phase shifter-based hybrid system from that for the
switch-based hybrid system. For the phase shifter-based hybrid system considered in this
chapter, all the processing matricesG,Q,B andD have to be designed, but for the switch-
based system considered in Chapter 3, only G and Q are designed based on the positions
of the antennas being switched on, and B and D are set to an identity matrix I. When
array-inherent impairments exist, the samples obtained by the proposed training scheme
are noisy observations of the entries of the effective channel matrix Heff = ErHEHt of
(1.15). In this case, the MC-based estimator estimates Heff instead of H.
4.4.2 IMC Type Training Scheme
In the MC type training scheme, only one transmitter antenna is activated during each
training stage and the total transmitting power P is concentrated on a single transmission
antenna. This may be feasible in scenarios where the path loss of the transmission link is
not significant such as in the mmWave massive MIMO-based ultra-dense networks [192]
where the path loss is even smaller than that in the conventional cellular networks [192].
For scenarios where the transmission distance is long and thus incurs a high path loss,
the peak transmission power for a signle antenna can be high if a high PNR is required.
In order to address this challenge, an inductive matrix completion (IMC) type training
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scheme is proposed. The principle of IMC is to estimate a linear transformation of the
unknown matrix [193]. Then the unknown matrix can be recovered from the estimated
transformation. With the IMC type training scheme, all the transmitter antennas are
activated simultaneously, and the total transmitting power are spread out on the array,
reducing the peak power transmitted from the antennas.
In the IMC framework, instead of directly sampling and completing H, a transformed
matrix
C = XHL HXR (4.35)
is firstly sampled and then completed using low-rank matrix recovery methods, where
XL ∈ CNr×d1 and XR ∈ CNt×d2 are feature matrices. Clearly, when d1 = Nr, d2 = Nt,
H can then be recovered as
H = (XHL )
−1C(XR)−1
when C is known. Obtaining the entries of C is equivalent to using the columns of XL
and XR to sample H, i.e.,
[C]i,j = X
H
L (:, i)HXR(:, j). (4.36)
Therefore, when the feature matrices XL and XR are known, the sampling process can
be achieved by setting the precoder fm and combiner Wm,s of (4.9) as columns of XR
and XL, respectively. As such, the numbers of antennas activated simultaneously are
given by the numbers of nonzero elements in the columns of XL and XR. Note that the
IMC formulation here reduces to the MC approach when XL = INr ,XR = INt . In the
following, we focus on the choice of XL and XR.
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Let H = USVH be the thin SVD of H with rank rch, and let xLi (xRi) be the i-th
column of XL (XR). In order to successfully recover C and H, the feature matrices XL
and XR have to satisfy the following two key properties [194].
1. Incoherent w.r.t H: The feature matrices XL and XR are incoherent with respect to
H, i.e.,
max
i
‖UHxLi‖2 ≤
√
µ0rch
Nr
, (4.37)
max
j
‖VHxRi‖2 ≤
√
µ0rch
Nt
, (4.38)
max
i,j
‖xHLiUVHxRi‖2 ≤
√
µ0rch
NrNt
(4.39)
2. Self-incoherent: The feature matrices XL and XR are both µ1-incoherent, i.e.,
max
i
‖xLi‖2 ≤
√
µ1d1
Nr
, max
j
‖xRi‖2 ≤
√
µ1d2
Nt
(4.40)
The above properties imply that matrix C should not be too spiky so that it is possible to
be recovered from a subset of entries [176]. Moreover, if XL and XR have orthonormal
columns, i.e., XHL XL = INr and XHR XR = INt , the condition number of C and that of
H are equal. This is useful because if the condition numbers differ, a practical matrix
completion algorithm may produce an estimate of C with a different rank. This can in
turn yield over- or underestimation of the rank of H. However, not all the orthonormal
matrices are suitable for XL and XR. For example, consider an extreme case where the
AoAs/AoDs coincide with the normalized spatial frequencies and XL and XR are unitary
DFT matrices. Then it can be verified that the transformed matrix C becomes a diagonal
matrix, which is sparse and very spiky and can hardly be recovered unless all of its entries
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are observed [176].
In light of the above discussion, we choose XL and XR as follows:
• Obtaining twomatricesA ∈ CNr×Nr andB ∈ CNt×Nt whose elements are generated
randomly on a unit circle.
• Calculate the SVD of A and B as A = UASAVHA and B = UBSBVHB .
• Set XL = UA and XR = UB.
With XL and XR given, noisy observations of a subset of the entries of C are obtained by
choosing fm andWm,s of (4.9) as the corresponding column(s) ofXR andXL, respectively.
For example, in order to observe [C]1,1 and [C]2,1 at the s-th step of the m-th training
stage, set Wm,s = XL(:, 1 : 2) and fm = XR(:, 1) and obtain
[C˜]1,1
[C˜]2,1
 = WHm,sHfmsm,s + WHm,snm,s, (4.41)
where nm,s denotes the observation noise. Note that (4.41) is actually the same as (4.9).
The correspondingPNR can be defined in the sameway as (4.10). We choose the sampling
domain Ω the same as in Section 4.4.1, which takesN/Nt distinct noisy samples from the
Nr entries of each column of C. Note that fm and Wm,s in (4.41) are no longer made of
only 1’s and 0’s, and thus the design discussed in Section 4.4.1 is not suitable here. The
PE-AltMin algorithm in [35] is adopted to solve (4.14) and (4.24) for realizing fm and
Wm,s using the hybrid transceivers.
Similar to (4.12), after MS training steps, we obtain the received samples in YC and
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then construct a matrix C˜ ∈ CNr×Nt as
[C˜]l,k =

[YC]il,k,jl,k , (l, k) ∈ Ω,
il,k = 1, . . . ,
N
M
, jl,k = 1, . . . ,M
0, otherwise,
(4.42)
Then matrix C can be estimated by solving the low-rank matrix recovery problem
min
Ĉ
rank(Ĉ), s.t. ‖PΩ(Ĉ)− PΩ(C˜)‖2F ≤ δ2c , (4.43)
where δ2c is set according to the noise variance. After obtaining Ĉ, we can produce the
estimate of the original channel matrix as
Ĥ = (XHL )
−1Ĉ(XR)−1.
This IMC formulation is still immune to the phase/gain errors as no knowledge of the
array response is needed.
Note that the Two-Stage estimator [104] introduced in Section 4.3 also adopts the
formulation in (4.35) with the entries of XL and XR randomly generated from a unit
circle, but it does not require the columns of XL and XR to be orthonormal. Therefore,
the condition number of C may be different from that of H and the recovery accuracy may
be affected.
4.4.3 MC-Based Channel Estimator Implemented by GCG-Alt
In this chapter, we adopt the framework introduced in [186] that consists of a relaxed
generalized conditional gradient (GCG) algorithm and a local search algorithm to estimate
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H (or Heff). We propose an alternating minimization (AltMin) algorithm as the local
search algorithm and thus name the resulting estimator as the GCG-Alt estimator. This
estimator utilizes the relaxed GCG algorithm to generate a good initial estimate, based on
which the AltMin algorithm converges fast to an optimized solution.
As mentioned in Chapter 3, the MC problem (4.8) is NP-hard and usually relaxed to
different types of problems. In this chapter, the MC problem is formulated as
min
Ĥ∈CNr×Nt
φ(Ĥ), (4.44)
where
φ(Ĥ) , f(Ĥ) + µ‖Ĥ‖∗,
f(Ĥ) , 1
2
‖PΩ(Ĥ)− PΩ(H˜)‖2F ,
µ > 0 is a regularization coefficient and ‖Ĥ‖∗ is the nuclear norm of Ĥ. This formulation
is for the MC type training scheme where we obtain H˜ (4.34) and estimate H from H˜. In
the IMC type training scheme, we obtain C˜ (4.42) and estimate C (4.35). In this case, we
still adopt formulation (4.44) but replace Ĥ with Ĉ and H˜ with C˜.
A. Relaxed GCG Algorithm
Following [186], problem (4.44) can be solved via the GCG algorithm by successively
finding the descent directionZ of f(Ĥ) and updating Ĥ by (1−η)Ĥ+θZ, where η ∈ [0, 1]
is the step size properly chosen to avoid divergence and θ is a parameter chosen tominimize
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φ(Ĥ). At the k-th iteration, Zk is found as [186]:
Zk = min‖Z‖∗≤1
〈Z,∇f(Ĥk−1)〉, (4.45)
where ∇ represents the gradient and
〈A,B〉 , tr(AHB)
represents the inner product of two matrices. The solution to (4.45) is given [186] as
Zk = uk−1vHk−1, (4.46)
where (uk−1,vk−1) is the top singular vector pair of
−∇f(Ĥk−1) = −PΩ(Ĥk−1 − H˜). (4.47)
Then
Ĥk = (1− ηk)Ĥk−1 + θkZk. (4.48)
Following [186], θk can be chosen as
θ˜k = argmin
θk≥0
φ(θk), (4.49)
where
φ(θk) , f((1− ηk)Ĥk−1 + θkZk) + µ‖(1− ηk)Ĥk−1 + θkZk‖∗. (4.50)
However, solving (4.49) can be computational expensive since it involves the evaluation
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of ‖(1−ηk)Ĥk+θkZk‖∗. In order to reduce the computational complexity, [186] proposes
to minimize an upper bound of φ(θk), which is
h(θk) = f((1− ηk)Ĥk−1 + θkZk) + µ(1− ηk)‖Ĥk−1‖∗ + µθk. (4.51)
This upper bound is obtained by using the convex property of the nuclear norm that
‖(1− ηk)Ĥk−1 + θkZk‖∗ ≤ (1− ηk)‖Ĥk−1‖∗ + θk‖Zk‖∗
and the fact that
‖Zk‖∗ ≤ 1.
Then
θ˜k = arg min
θ≥0
h(θk). (4.52)
The solution of (4.52) is obtained by letting
∂h(θk)/∂θk = 0
as
θk =
2R(zHkΩh˜Ω)− (1− ηk)zHkΩĥkΩ − 2µ
2zHkΩzkΩ
, (4.53)
where
zkΩ = vec(PΩ(Zk)), (4.53a)
h˜Ω = vec(PΩ(H˜)), ĥkΩ = vec(PΩ(Ĥk−1)), (4.53b)
where vec(·) denotes vectorization and R(·) denotes the real part of a number. After
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obtaining θk, we can update Ĥk as in (4.48). The k-th iteration of the GCG algorithm
updates Ĥ from Ĥk−1 to Ĥk by adding a rank-1 matrix θkZk, producing an estimate Ĥk
of rank k.
B. AltMin Algorithm
Recall that the parameter θk is chosen based on an upper bound of the objective function
in (4.50). This suggests that Ĥk in (4.48) may not be the optimal solution and it is possible
to obtain a solution with rank k that improves Ĥk. Therefore, before moving to the next
iteration of the relaxed GCG algorithm, a local search algorithm can be applied to find
such a solution using Ĥk as the input and compute iteratively an output ĤQk with rank k
and
φ(ĤQk ) < φ(Ĥk),
whereQ is the number of iterations of the local search algorithm. Following [186], [195],
[196], the nuclear norm of Ĥ can be written as
‖Ĥ‖∗ = 1
2
min
U,V
{‖U‖2F + ‖V‖2F : Ĥ = UVH}, (4.54)
where U ∈ CNr×r̂ and V ∈ CNt×r̂ with r̂ being the rank of Ĥ. Therefore, finding an Ĥ to
minimize the objective function in (4.44) becomes finding a pair of (U,V) to minimize
φ˜(U,V) , f(UVH) + 1
2
µ(‖U‖2F + ‖V‖2F ). (4.55)
Given
Ĥk−1 = Uk−1VHk−1,
the update Ĥk in (4.48) obtained by the relaxed GCG algorithm is equivalent to the
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following:
Uk = [
√
1− ηkUk−1,
√
θkuk−1],
Vk = [
√
1− ηkVk−1,
√
θkvk−1], (4.56)
where
Zk = uk−1vHk−1,
Uk ∈ CNr×k and Vk ∈ CNt×k.
Let us use the k-th update of (Uk,Vk) obtained by the relaxed GCG algorithm as the
input of the AltMin algorithm. We now discuss the update of Vik at the i-th update of the
AltMin algorithm. Define
φ˜(V|Ui−1k ) =
1
2
‖PΩ(H˜−Ui−1k VH)‖2F +
µ
2
‖V‖2F . (4.57)
Vectorizing V in (4.57) into v, we have
φ˜(v|Ui−1k ) =
1
2
‖h˜Ω − PΩ((INt ⊗Ui−1k )v)‖2F +
µ
2
‖v‖2F
=
1
2
‖h˜Ω − U i−1k v‖2F +
µ
2
‖v‖2F , (4.58)
where
U i−1k = PΩ˜
(
INt ⊗Ui−1k
) ∈ CNtNr×Ntk, (4.59)
Ω˜ stores the positions of theN sampled entires out of theNtNr entries of vec(H˜) and the
operator PΩ˜(A) keeps the rows of A corresponding to Ω˜ while sets other rows of A to
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zero. Given Ui−1k ,
Vik = vec
−1(vik)
can be updated by solving
vik = min
v
φ˜
(
v|Ui−1k
)
. (4.60)
Since (4.58) is a quadratic smooth function, the solution of (4.60) can be found by solving
∂φ˜
(
v|Ui−1k
)
∂v
= 0.
Therefore, we update Vik as
Vik = vec
−1 (vik) , (4.61)
where
vik =
(
(U i−1k )HU i−1k + µINtk
)−1
(U i−1k )Hh˜Ω. (4.62)
Following similar procedures, given Vik, we can define
V ik = PΩ˜
(
(Vik)
∗ ⊗ INr
) ∈ CNtNr×Nrk, (4.63)
and update
Uik = vec
−1(uik), (4.64)
where
uik =
(
(V ik)HV ik + µINrk
)−1
(V ik)Hh˜Ω. (4.65)
The updates in (4.62) and (4.65) can be done iteratively for a number of iterations. Note
that the AltMin algorithm may yield a local minimum.
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C. Stopping Criteria
Define the relative contribution of the i-th iteration of the AltMin algorithm as
ik =
φ˜(Ui−1k ,V
i−1
k )− φ˜(Uik,Vik)
φ˜(Ui−1k ,V
i−1
k )
(4.66)
and a threshold a. Then we stop the AltMin algorithmwhen ik ≤ a. Suppose the AltMin
algorithm stops after Q iterations, the output of the AltMin algorithm replaces the k-th
update obtained by the relaxed GCG algorithm, i.e.,
(Uk,Vk)← (UQk ,VQk ).
Similarly, we also set an energy threshold  to determine whether the GCG-Alt estimator
should stop iterating. Let the relative energy difference between the k-th and the (k−1)-th
update of the GCG-Alt estimator be
k =
‖Ĥk‖2F − ‖Ĥk−1‖2F
‖Ĥk−1‖2F
. (4.67)
We can stop the estimator when k ≤ . In addition, by using our proposed training
schemes, PΩ(H˜) is equivalent to PΩ(H+Nh), where Nh ∈ CNr×Nt is the white Gaussian
noise matrix. Assume the noise standard deviation is known as σ, we have ‖PΩ(Nh)‖2F ≤
(N +
√
8N)σ2 with large probability [176]. Define δ2k = ‖PΩ(Ĥk − H˜)‖2F , an additional
stopping criterion is introduced that if
δ2k ≤ (N +
√
8N)σ2, (4.68)
the estimator also stops. The GCG-Alt estimator is summarized in Algorithm 4.1.
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Algorithm 4.1 The GCG-Alt Estimator
1: Input: PΩ(H˜), µ, , a
2: Initialization: U0 = ∅,V0 = ∅, k = 0, 0 =∞
3: while k >  or δ2k > (N +
√
8N)σ2 do
4: (uk,vk)← top singular vector pair of −∇f(Ĥk)
5: k = k + 1
6: ηk ← 2/(k + 1) and determine θk using (4.53)
7: Uk ← [
√
1− ηkUk−1,
√
θkuk−1]
8: Vk ← [
√
1− ηkVk−1,
√
θkvk−1]
9: Initialization:i = 0, 0k =∞, (U0k,V0k)← (Uk,Vk)
10: while ik > a do
11: i = i+ 1
12: obtain Uik and Vik via (4.65) and (4.62)
13: calculate ik in (4.66)
14: end while
15: (Uk,Vk)← (Uik,Vik)
16: calculate k in (4.67)
17: end while
18: Output: the estimated channel Ĥ = Ĥk = UkVHk
D. Computational Complexity
Define a flop as an operation of real-valued numbers. We now analyze the computa-
tional complexity of the GCG-Alt estimator. For calculating the top singular vector pair in
step 4 of Algorithm 4.1, the computational cost is 8(2q+3)(g+1)NtNr flops by using the
randomized SVD method in [197], where the exponent parameter q = 2 and the oversam-
pling parameter g = 10. Calculating step 6 of Algorithm 4.1 requires (4p+16)NtNr flops.
Suppose at the k-th iteration of the GCG algorithm, U i−1k is a block diagonal matrix with
each block of the sizeNr×k andNt blocks in total, but there are only pNr×k non-zero ele-
ments in each block. Therefore, the calculation of
(
(U i−1k )HU i−1k + µINtk
)−1 only requires
8k2pNrNt+4k
3Nt+8k
2Nt+kNt ≈ 8k2pNrNt+4k3Nt+8k2Nt flops. The calculation of
(U i−1k )Hh˜Ω requires 8kpNrNt flops and the multiplication of
(
(U i−1k )HU i−1k + µINtk
)−1
and (U i−1k )Hh˜Ω requires 8k2Nt flops. Therefore, the total number of flops needed for
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Table 4.1
Algorithm Operation Flops per iteration
GCG Step 4 of Algorithm 4.1 8(2q + 3)(g + 1)NrNt
(r̂GCG iterations) Step 6 of Algorithm 1 (4p+ 16)NrNt
AltMin Eq.(4.62) 8k
2pNrNt + 4k
3Nt
(Q iterations) +16k2Nt + 8kpNrNt
U ik ∈ CNtNr×kNt Eq.(4.65) 8k
2pNrNt + 4k
3Nr
V ik ∈ CNtNr×kNr +16k2Nr + 8kpNrNt
Algorithm Operation Total
GCG Step 4 of Algorithm 4.1 8r̂GCGBNtNr
(r̂GCG iterations) Step 6 of Algorithm 4.1 where B = (2q + 3)(g + 1) + (4p+ 16)
AltMin Eq.(4.62)
1
3Qr̂GCG(r̂GCG + 1)pNrNt(16r̂GCG + 32)
(Q iterations) +
U ik ∈ CNtNr×kNt Eq.(4.65)
1
3Qr̂GCG(r̂GCG + 1)(Nt +Nr)
V ik ∈ CNtNr×kNr ×(3r̂2GCG + 19r̂GCG + 8)
OMP
8pr̂OMPNtNrGtGr(r̂OMP iterations)
obtaining Vik is (8k2pNr + 4k3 + 16k2 + 8kpNr)Nt. Similarly, the total number of flops
needed for obtaining Uik is (8k2pNt + 4k3 + 16k2 + 8kpNt)Nr. The calculations in step
13 and 16 of Algorithm 4.1 require way fewer flops than other steps in Algorithm 4.1 and
are thus ignored. The flop counts are summarized in Table 4.1.
4.5 Simulation Results
In the following, we evaluate the performance of our proposed design for the phase
shifter-based fully connected hybrid transceivers with the ULA and USPA.
A. The ULA System
Assume a carrier frequency of fc = 28GHz. The number of clustersK ∼ max(Poisson(1.8), 1),
and the cluster powers are generated following [56, Table 1]. The number of rays in each
cluster L ∼ U [1, 20]. The horizontal AoDs
φtkl ∼ U(φtk − υth/2, φtk + υth/2),
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where the center angles φtk are distributed uniformly from [0, 2pi] and separated by at least
one angular spread υth = 10.2◦. Similarly, the horizontal AoAs
φrkl ∼ U(φrk − υrh/2, φrk + υrh/2)
with υrh = 15.5◦. The noise is assumed to be additive white Gaussian noise (AWGN) with
variance σ2. The ULA at the transmitter has Nt = 128 antennas and Kt = 16 RF chains.
The ULA at the receiver has Nt = 32 antennas and Kr = 4 RF chains. The transmitter
and the receiver both employ 6-bit phase shifters, i.e., It = Ir = 6. Both of the phase
errors and gain errors of the antenna arrays are considered. Denote by κt and κr the phase
error levels for the ULAs at the transmitter and receiver, respectively. The phase errors of
ULAs at the transmitter and receiver are distributed respectively as
κti ∼ U(−κt,κt), and κri ∼ U(−κr,κr).
With gain errors, the gains of the antennas assumed to be
ρti ∼ U(1− %t, 1 + %t), and ρri ∼ U(1− %r, 1 + %r),
respectively, for the transmitter and the receiver, where %t and %r are the unequal gain
levels for the ULAs at the transmitter and the receiver, respectively. When the arrays of
the hybrid transceiver are perfectly calibrated, κt = κr = 0 and %t = %r = 0.
The OMP estimator [88] and the Two-Stage estimator [104] are compared with the
proposed GCG-Alt estimator. We choose the redundant dictionary with Gt = 2Nt = 256
and Gr = 2Nr = 64 for the OMP estimator. As suggested in [88], a stopping threshold
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Figure 4.2: NMSE of the channel estimation in the ULA system with Nt = 128, Nr =
32,Kt = 16,Kr = 4, different training steps, PNR = 20 dB, and perfectly calibrated
arrays, i.e., κt = κr = 0, %t = %r = 0.
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Figure 4.3: NMSE of the channel estimation in the ULA system with Nt = 128, Nr =
32,Kt = 16,Kr = 4, 512 training steps, different PNRs and perfectly calibrated arrays,
i.e., κt = κr = 0, %t = %r = 0.
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OMP = 0.1σ
2 is set for the OMP estimator. Our observations show that for the application,
the stopping threshold is sensitive to the noise variance. ForPNR < 10 dB, OMP = 0.1σ2
leads to underestimation of the available paths, while for PNR > 10 dB, OMP = 0.1σ2
leads to overestimation and the OMP estimator takes too long to stop. In order to show
the potential of the OMP estimator, we set the optimized stopping threshold OMP =
0.025σ2, 0.05σ2, 0.1σ2, 0.2σ2, 0.4σ2 for PNR = 0, 5, 10, 15, 20 dB, respectively. Similar
settings for the stopping threshold can be found in [192]. For the proposed GCG-Alt
estimator, we set µ = σ2,  = 0.01, a = 0.1. First, the MC type training scheme will be
used to show the performance of the GCG-Alt estimator and we set Nm,s = Kr − 1 = 3.
Therefore, at each training step, the receiver obtainsNm,s = 3 samples. For the Two-Stage
estimator, the MC type training scheme is used as it outperforms the random training
scheme in [104] for the channels considered in the simulations of this chapter. Then
the two matrices Z and F of [104] are set as INr and INt , respectively. The numbers
of the transmitter and the receiver gird points of FISTA of the Two-Stage estimator are
G′t = Nt = 128 and G′r = Nr = 32, respectively.
we first assume the arrays of the hybrid transceiver are perfectly calibrated, i.e., κt =
κr = 0 and %t = %r = 0. The three estimators’ performances under different training
steps are evaluated by NMSE= ‖Ĥ−H‖2F/‖H‖2F , where Ĥ is the estimated channel. For
the OMP estimator, the transmitter sends outM transmitting beams and the receiver uses
SKr receiving beams for each transmitting beam to obtain a total ofMSKr measurements
inMS training steps. For the GCG-Alt and the Two-Stage estimators,MS training steps
yield MSNm,s measurements. We fix M = Nt = 128 for the three estimators, and set
S = 1 to 8 training steps for each stage, yielding 128 to 1024 training steps in total. We
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Figure 4.4: NMSE of the channel estimation in the ULA system with Nt = 128, Nr =
32,Kt = 16,Kr = 4,MS = 512 training steps, different phase error levels, PNR = 20
dB and %t = %r = 0. The transmitter and receiver phase error levels are assumed the
same, i.e., κt = κr.
set PNR = 20 dB, which may be feasible for some scenarios such as the backhaul and
access links in ultra-dense networks [192]. From Figure 4.2, when the number of training
steps is small, i.e., the sampling density p is low, the Two-Stage estimator outperforms the
GCG-Alt estimator and the OMP estimator. As the number of training steps increases,
the performance for all three estimators improves and the GCG-Alt estimator performs the
best. Figure 4.3 shows the channel estimation performance withMS = 512 training steps,
which corresponds to a sampling ratio of p = 0.5 for the OMP estimator and p = 0.375
for the GCG-Alt estimator and the Two-Stage estimator. Different PNRs are considered.
The results suggest that the GCG-Alt estimator has better recovery performance when
PNR ≥ 5 dB.
We also consider imperfectly calibrated transmitter and receiver arrays. Figure 4.4 and
Figure 4.5 compare the performance with different levels of phase and gain errors. It is
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Figure 4.5: NMSE of the channel estimation in the ULA system with Nt = 128, Nr =
32,Kt = 16,Kr = 4,MS = 512 training steps, different gain error levels, PNR = 20
dB and κt = κr = 0. The transmitter and receiver gain error levels are assumed the
same, i.e., %t = %r.
seen that the performance of the GCG-Alt estimator remains stable while the performance
of the OMP estimator and the Two-Stage estimator degrades as the phase or gain error
level increases. The performance deterioration of the Two-Stage estimator comes from
its second stage where a CS method requiring the knowledge of the array response is
applied. Thus, when the phase or gain errors are present, channel estimators relying on
the knowledge of the array response may suffer from performance degradations.
We also examine the estimated rank of the channel using the OMP estimator and the
GCG-Alt estimator. We define rsub as the rank of the reduced-rank approximation of the
true channel that captures 95% of the channel’s energy and denote by r̂GCG and r̂OMP the
ranks of the channel estimates produced by theGCG-Alt andOMP estimators, respectively.
The distribution of rsub, r̂GCG and r̂OMP are illustrated in Figure 4.6 for PNR = 20 dB.
From Figure 4.6 (a), the probability of rsub ≤ 5 is around 80%, and the probability of rsub
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Figure 4.6: Distributions of rsub, r̂GCG and r̂OMP, with perfectly calibrated arrays
(κt = κr = 0, %t = %r = 0),MS = 512 training steps, and PNR = 20 dB.
higher than 8 is less than 5%. The distribution of r̂GCG is similar to rsub. By contrast,
the distribution of r̂OMP has a longer tail, suggesting that the OMP estimator tends to
overestimate the channel paths.
We next compare the computational complexity of the OMP estimator and the GCG-Alt
estimator. The number of iterations of the GCG algorithm is equal to the estimated rank
r̂GCG. The number of iterations of the AltMin algorithm Q depends on the threshold
a. Recall that at the k-th GCG iteration, the AltMin algorithm stops when ik ≤ a. At
PNR = 20 dB, Figure 4.7 illustrates an example showing how the value of ik changes
over iterations for k = 1, 2, 3, 4. If a = 0.1 is set, then the AltMin algorithm stops after
Q = 2 iterations. Based on the flop counts in Table 4.1, Figure 4.8 shows the number
of flops needed by the GCG-Alt estimator and the OMP estimator when we fix Q = 2
and vary r̂GCG or r̂OMP from 1 to 20. Note that from Figure 4.6, r̂OMP tends to be larger
than r̂GCG. Therefore, the computational complexity of the proposed GCG-Alt estimator
is much lower than the OMP estimator.
In order to investigate the influence of channel estimation on the achievable SE of the
hybrid transceiver, we use the PE-AltMin hybrid precoder proposed in [35]. The data
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Figure 4.7: Convergence rate of the AltMin algorithm with PNR = 20 dB,MS = 512
training steps, and perfectly calibrated arrays, i.e., κt = κr = 0, %t = %r = 0.
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Figure 4.8: Complexity comparison with different r̂GCG (or r̂OMP), Nt = 128, Nr =
32, Q = 2,MS = 512 training steps. The parameters for the randomized SVD method
in the GCG algorithm are q = 2, g = 3, and the numbers of grid points of the redundant
dictionary for the OMP estimator are Gt = 256 and Gr = 64.
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transmission model [35] is
y = DHQHHGBs + DHQHn, (4.69)
where D,Q,B,G are the receiver digital precoder, receiver analog combiner, transmitter
digital combiner and transmitter analog precoder, respectively, s ∈ CNs is the symbol
vector with E[ssH ] = 1
Ns
INs , Ns is the number of data streams, and n is the noise vector.
The reason of using the PE-AltMin precoder is that it is immune to phase and gain errors
as it does not rely on the antenna array response, and has lower computational complexity
compared to other hybrid precoders such as [16]. The signal-to-noise ratio (SNR) is
defined as the ratio between the total transmitting signal power ||GBs||2 and the noise
power. We set Ns = Kr = 4. The SE result for PNR = 10 dB with perfectly calibrated
transmitter and receiver arrays is shown in Figure 4.9. All of the three estimators can obtain
an estimated channel that leads to near-optimal SE for SNR ≤ 0 dB, but the estimated
channel provided by the Two-Stage estimator and the OMP estimator incurs higher SE
loss than that provided by the GCG-Alt estimator when SNR > 0 dB.
B. The USPA System
We next consider the system with USPA at the transmitter and the receiver. The
parameters fc, K, L, φtkl, φrkl are assumed the same as in the ULA system. Based on the
measurement results in [56], we assume the vertical AoD angular spread υtv = 0◦ and
the vertical AoA angular spread υrv = 6◦. The vertical AoDs and AoAs are distributed
respectively as
θtkl ∼ U(θtk − υtv/2, θtk + υtv/2), and θrkl ∼ U(θrk − υrv/2, θrk + υrv/2)
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Figure 4.9: Spectral efficiency achievable with different channel estimation schemes
and the PE-AltMin precoder for the ULA system, MS = 512 training steps, Ns = 4,
PNR = 10 dB, and perfectly calibrated arrays, i.e., κt = κr = 0, %t = %r = 0.
with the vertical center angles θtk and θrk being generated in the same manner as the
horizontal center angles φtk and φrk in the ULA system. The USPA at the transmitter has
Nt = 144 antennas and Kt = 18 RF chains. The USPA at the receiver has Nr = 36
antennas and Kr = 4 RF chains. The phase error and gain error are the same as defined
in the ULA system.
When the arrays are not perfectly calibrated, e.g., with the phase error levels κt = κr =
0.25pi and gain error levels %t = %r = 0.2, the SE evaluation result is demonstrated in
Figure 4.10. The GCG-Alt estimator still provides a relatively more accurate estimated
channel, leading to higher SE. Moreover, since the Two-Stage estimator is less sensitive
to the phase/gain errors, its SE loss compared to the OMP estimator is lower.
In the USPA system, we use the unitary dictionary with Gt = Nt and Gr = Nr for
the OMP estimator since the redundant dictionary takes too much storage spaced. The
dFor the USPA system with Nt = 12× 12, Nr = 6× 6, the redundant dictionary that doubles the grids
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Figure 4.10: Spectral efficiency achievable with different channel estimation schemes
and the PE-AltMin precoder for the ULA system, MS = 512 training steps, Ns = 4,
PNR = 10 dB, and imperfectly calibrated arrays with κt = κr = 0.25pi, %t = %r = 0.2.
parameters OMP, a,  and µ are the same as in the ULA system. The number of training
steps MS = 144 × 4 = 576, leading to a sampling ratio of p = 0.44 for the OMP and
0.33 for the GCG-Alt estimator and the Two-Stage estimators.
We set the number of streamsNs = 4 andPNR = 10 dB. The SE result with %t = %r = 0
and κt = κr = 0 shown in Figure 4.11 suggests that using the channel estimated by the
OMP estimator has an obvious SE loss, which is caused by using the unitary dictionary
that has lower resolution than the redundant dictionary. The computational complexity
comparison presented in Figure 4.12 demonstrates that the proposed GCG-Alt estimator
still has lower computational complexity than the OMP estimator with a unitary dictionary.
The SE result with κt = κr = 0.25pi and %t = %r = 0.2 shown in Figure 4.13 indicates
that the GCG-Alt estimator still provides a relatively more accurate estimated channel but
along both axes (y axis and z axis) requires Gt = 576, Gr = 144. Therefore, the storage space needed by
the redundant dictionary will be 5184× 82944.
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Figure 4.11: Spectral efficiency achievable with different channel estimation schemes
and the PE-AltMin precoder for the USPA system, MS = 576 training steps, Ns = 4,
PNR = 10 dB, and perfectly calibrated arrays, i.e., κt = κr = 0, %t = %r = 0.
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Figure 4.12: Complexity comparison for the USPA system with different r̂GCG (or
r̂OMP), Nt = 144, Nr = 36, Q = 2, MS = 576 training steps. The parameters for the
randomized SVD method in the GCG algorithm are q = 2, g = 3, and the numbers of
grid points of the unitary dictionary for the OMP estimator are Gt = 144 and Gr = 36.
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Figure 4.13: Spectral efficiency achievable with different channel estimation schemes
and the PE-AltMin precoder for the USPA system, MS = 576 training steps, Ns = 4,
PNR = 10 dB, and imperfectly calibrated arrays with κt = κr = 0.25pi, %t = %r = 0.2.
the Two-Stage and OMP estimators suffer from phase/gain errors and provide less accurate
estimated channels, which is similar to the case of the ULA system.
C. The IMC Type Training Scheme
Assuming the same ULA system with perfectly calibrated arrays, we compare the
IMC type training scheme with the MC type training scheme. The NMSE with different
training steps is shown in Figure 4.14. We can see that these two schemes have almost
the same performance. The MC type training scheme can be realized with very few bits
phase shifters, e.g., 1-bit phase shifters, yet the IMC type training scheme requires lower
instantaneous power for the transmitter antennas.
In the above simulations, we have compared our proposed method with the OMP
estimator and the Two-Stage estimator. Our proposed method explores the low-rank
property of the mmWave channel, the OMP estimator utilizes the spatial sparsity of the
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Figure 4.14: NMSE of the GCG-Alt estimator with different types of training schemes
in the ULA system with Nt = 128, Nr = 32,Kt = 16,Kr = 4, different training steps,
PNR = 20 dB, and perfectly calibrated arrays, i.e., κt = κr = 0, %t = %r = 0.
mmWave channel, while the Two-Stage estimator exploits both the low-rank property and
spatial sparsity of the mmWave channel. The three estimators are three types of channel
estimators. Therefore, in this chapter, we focus on comparing our proposed estimator with
the other two types of estimators. In our recent work [198], we show a comprehensive
performance comparison over different kinds of channel estimators that utilize the low-
rank property or both of the low-rank property and the spatial sparsity of the channel, we
refer the interested readers to reference [198] for a more comprehensive comparison.
4.6 Conclusions
In this chapter, we have considered the impact of array-inherent impairments on the per-
formance of the dictionary-dependent CS-based channel estimators for hybrid transceivers
in mmWave communication systems. We show that array-inherent impairments can af-
133
CHAPTER 4. PHASE SHIFTER-BASED FULLY-CONNECTED HYBRID
LARGE-SCALE MIMO SYSTEMS: MC-BASED MMWAVE CHANNEL ESTIMATOR
fect the array response, and thus degrades the performance of the CS-based estimators
that utilize the array response to design dictionaries. We propose an MC-based channel
estimator that is independent of the array response to avoid the channel estimation error
caused by imperfectly calibrating the antenna elements’ phase centers and gains. Two
training schemes and a channel matrix recovery algorithm based on generalized condi-
tional gradient and alternating minimization are designed. The numerical results show
that the proposed MC-based channel estimator is robust against phase errors and gain
errors of the antenna elements and has advantages over the CS-based estimators.
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Chapter 5
Phase Shifter-Based Fully-Connected
Hybrid Large-Scale MIMO Systems:
Low-Rank MmWave Channel
Covariance Estimator
5.1 Introduction
This chapter investigates the channel covariance matrix estimation for phase shifter-based
fully connected hybrid mmWave MIMO systems. In Chapter 3 and 4, channel estimation
methods for estimating instantaneous channels have been discussed for different hybrid
mmWaveMIMO systems. The estimated channels can be used for designing precoders and
combiners for achieving high data transmissions rates [16], [35]. Though these methods
explore the properties of the mmWave channel and achieve good channel estimation
performances with lower training overhead than traditional channel estimation methods,
e.g., the LS estimator, they assume the channel stays static during the whole training
process. However, the instantaneous channel can vary fast at mmWave frequencies and
135
CHAPTER 5. PHASE SHIFTER-BASED FULLY-CONNECTED HYBRID
LARGE-SCALE MIMO SYSTEMS: LOW-RANK MMWAVE CHANNEL COVARIANCE
ESTIMATOR
the precoder/combiner have to be redesigned once the instantaneous channel changes.
Although the instantaneous channel may vary fast at mmWave frequencies, the long-
term channel statistics, e.g., angular power spectrum, can be stationary for tens to hundreds
of coherence blocks [134]. Recently, the channel covariance information has been utilized
to design the analog precoders/combiners [17], [134]–[136], [199]. To realize the designs,
the channel covariance matrix should be firstly estimated. With large antenna arrays, the
channel covariance matrix has a large dimensionality, which demands a large number
of observations to be used when traditional covariance matrix estimators are adopted.
Meanwhile, the hybrid structure only allows a reduced number of observations to be
acquired at the receiver, which makes the channel covariance estimation task challenging.
In order to address this challenge, [109] proposes several CS-based channel covariance
estimators. Like the CS methods introduced in Chapter 3 and 4, these CS-based methods
also need a dictionary for searching the AoA/AoD pairs and their performance depends
on the resolution of the dictionary. As analyzed in Chapter 3 and 4, a high-resolution
dictionary yields a high computational complexity. Moreover, the CS-based channel
covariance estimators in [109] require the number of paths in the channel to be known
a priori. In [107], an analytical expression of the channel covariance is derived and
computed through the information obtained from one instantaneous channel estimation.
In [200], the covariance matrices of vector channels are estimated by solving a subspace
estimation problem leveraging their low-rank property. Also, tensor decomposition has
been used for dimension reduction for the mmWave channel estimation problem [201],
[202]. It has been recently used for channel covariance estimation in frequency-selective
channels [109], where the channel is represented as a low-rank third-order tensor in terms
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of factor matrices. The channel covariance matrix is obtained from the estimated factor
matrices. The methods of [107], [109], [200] focus on vector channels, which may not
be directly applicable to matrix channels where both the transmitter and receiver employ
multiple antennas.
In this chapter, we investigate the mmWave channel covariance matrix estimation prob-
lem for hybrid mmWave communication systems that are equipped with ULAs or USPAs.
Both the transmitter and the receiver have multiple antennas. We formulate the channel
covariance estimation problem as a structured low-rankmatrix sensing problem by exploit-
ing Kronecker product expansion [203]–[209] and the structures of antenna arrays. The
formulated problem has reduced dimensionality. Then we adapt the GCG-Alt algorithm
introduced in Chapter 4 to find the solution. Compared to the CS-based channel covariance
estimator [109], our proposed estimator has lower complexity and better performances.
The rest of this chapter is organized as follows. The system model is introduced in
Section 5.2. In section 5.3, the proposed channel covariance estimator based on low-rank
matrix sensing formulation is presented. The simulation results are shown in Section 5.4
and Section 5.5 concludes this chapter.
5.2 System Model
In this chapter, we consider the phase shifter-based fully connected hybridmmWave system
shown in Figure 4.1. We assume that the transmitter has Nt antennas and Kt RF chains,
and the receiver hasNr antennas andKr RF chains. We use the single-stream transmission
model in (1.6), which is
y = WHHfs+ WHn,
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where W and f are the receiving processing matrix and transmitting processing vector,
respectively, s is the transmitted signal and n is the noise vector.
The mmWave channel model of (1.2) is used, which is
H =
1√
L
K∑
k=1
L∑
l=1
gklar(φ
r
kl, θ
r
kl)a
H
t (φ
t
kl, θ
t
kl), (5.1)
where details of the modeling parameters can be found in Section 1.1.2. As discussed in
[134], though the small-scale fading gain gkl may change fast, the AoDs, AoAs and γ2k may
remain stationary over tens to hundreds of coherence blocks. Assume that {gkl, ∀k,∀l}
are mutually independent. In this chapter, we use R to represent the channel covariance
matrix. The channel covariance matrix can then be modeled as
R , E[vec(H)vecH(H)]
=
1
L
K∑
k=1
γ2k
L∑
l=1
T˜tkl ⊗ T˜rkl ∈ CNrNt×NrNt , (5.2)
where
T˜tkl , a∗t (φtkl, θtkl)aTt (φtkl, θtkl) ∈ CNt×Nt , (5.3)
and
T˜rkl , ar(φrkl, θrkl)aHr (φrkl, θrkl) ∈ CNr×Nr . (5.4)
Note that expression (5.2) is the same as the channel covariance expression in [134] when
L = 1. In the following, we first present our proposed covariance matrix estimation
method for systems equipped with the ULA and then discuss its adaptation to systems that
adopt the USPA.
For the ULA, the array responses at(φtkl, θtkl) and ar(φrkl, θrkl) are independent of the
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elevation angles. They can thus be abbreviated as at(φtkl) and ar(φrkl), and are defined in
(1.3). Accordingly, T˜tkl of (5.3) and T˜rkl of (5.4) become
T˜tkl = a
∗
t (φ
t
kl)a
T
t (φ
t
kl) (5.5)
and
T˜rkl = ar(φ
t
kl)a
H
r (φ
t
kl), (5.6)
respectively, which are Toeplitz-Hermitian. Since the Kronecker product of two Toeplitz-
Hermitian matrices is block-Toeplitz-Hermitian [210], the channel covariance matrix R
defined in (5.2) is block-Toeplitz-Hermitian.
When Nt and Nr are large, the dimension of the channel covariance matrix R is large.
In this case, estimating R can be difficult when only a small number of observations of
the channel are available, which is typical in the hybrid system. From (5.2), R follows the
Kronecker product expansion model [203]. In the following, we explore this property and
the block-Toeplitz-Hermitian structure of R to reduce the dimensionality of the problem
of estimating R, and formulate the channel covariance matrix estimation problem as a
structured low-rank matrix sensing problem.
5.3 Structured Low-Rank Covariance Matrix Sensing
5.3.1 Rank Reduction by Permutation
Define
Ttkl =
γk√
L
T˜tkl ∈ CNt×Nt (5.7)
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and
Trkl =
γk√
L
T˜rkl ∈ CNr×Nr (5.8)
respectively, where 1 ≤ l ≤ L and 1 ≤ k ≤ K. Then R of (5.2) can be written compactly
as
R =
K∑
k=1
L∑
l=1
Ttkl ⊗Trkl ∈ CNtNr×NtNr , (5.9)
where the summation involves KL terms. Note that Ttkl and Trkl are Toeplitz-Hermitian.
Denote the following Nr ×Nr submatrix of R as
Rmn , [R]((m−1)Nr+1):mNr,((n−1)Nr+1):nNr , (5.10)
where 1 ≤ m ≤ Nt and 1 ≤ n ≤ Nt. Define a permutation operator P(·) that permutes
the NtNr ×NtNr matrix R into a N2t ×N2r matrix
Rp = P(R)
by stacking each submatrix Rmn into a row vector as
[P(R)]m+(n−1)Nt,: = vecT (Rmn) ∈ C1×N
2
r .
We write
ttkl = vec(Ttkl) ∈ CN
2
t ×1,
and
trkl = vec(Trkl) ∈ CN
2
r×1.
140
CHAPTER 5. PHASE SHIFTER-BASED FULLY-CONNECTED HYBRID
LARGE-SCALE MIMO SYSTEMS: LOW-RANK MMWAVE CHANNEL COVARIANCE
ESTIMATOR
Then based on the Kronecker product expansion property [210], [211], Rp can be written
as a sum of vector outer products
Rp =
K∑
k=1
L∑
l=1
ttkl(t
r
kl)
T ∈ CN2t ×N2r . (5.11)
Note that if we have Rp, we can obtain R as P−1(Rp).
From (5.11), the column space of Rp is spanned by {ttkl} and the row space of Rp is
spanned by {trkl}. Recall that ttkl = vec(Ttkl) and by using the relation between Ttkl and
the transmitter array response at(φtkl) shown in (5.5) and (5.7), ttkl can be written as
ttkl =
γk√
NtL
[aTt (φ
t
kl), e
−j 2pi
λc
d sin(φtkl)aTt (φ
t
kl), . . . ,
e−j(Nt−1)
2pi
λc
d sin(φtkl)aTt (φ
t
kl)]
T
=
γk√
L
a∗t (φ
t
kl)⊗ at(φtkl), (5.12)
where φtkl is the azimuth AoD. We can see that ttkl consists of the array response vector
at(φ
t
kl) and the column space of Rp is determined by the set
Ct = {a∗t (φtkl)⊗ at(φtkl), 1 ≤ k ≤ K, 1 ≤ l ≤ L}.
As introduced earlier, small angular spreads are observed in the mmWave propagation
environment, which indicates that the AoDs inside a cluster are closely spaced and their
corresponding array response vectors are highly correlated. Therefore, for the k-th cluster,
though the number of rays L inside can be large, the space spanned by {a∗t (φtkl) ⊗
at(φ
t
kl), 1 ≤ l ≤ L}may be well approximated by a low-rank space. In addition, since the
number of clustersK is generally small (e.g.,K = 1 or 2), both Ct and R can be low-rank.
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Figure 5.1: Energy captured by a rank-rsub approximation of Rp and R
This is similar to the low-rankness of the mmWave channel H, which has been validated
by the experimental and simulation results in [56].
The low-rank property of Rp can be shown numerically. Denote by rch the rank of Rp
or R, and let σ1 > σ2 > . . . > σrch be the singular values of Rp or R. We may use
pe
∆
=
∑rsub
j=1 σ
2
j∑rch
i=1 σ
2
i
(5.13)
to measure the energy captured by a rank-rsub approximation of Rp or R, where rsub is
the rank of the subspace of Rp or R. Fig. 2 shows an example of a ULA system with
K = {1, 2, 3, 4}, L = 30, Nt = 64, and Nr = 16. The covariance matrix R and its
permuted version Rp have sizes of 1024 × 1024 and 4096 × 256, respectively, which
shows that Rp is a taller matrix. The horizontal AoDs
φtkl ∼ U(φtk − υth, φtk + υth), l = 1, 2, · · · , L, (5.14)
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where the center angles φtk are distributed uniformly in [0, 2pi] and separated by at least
one angular spread υth = 10.2◦. Similarly, the horizontal AoAs
φrkl ∼ U(φrk − υrh, φrk + υrh), l = 1, 2, · · · , L, (5.15)
where υrh = 15.5◦. The cluster powers are generated following [56, Tab. I]. It can be seen
from Fig. 2 that for capturing a majority of the total energy, e.g., with pe = 0.95, 0.99, the
required rsub for Rp is generally much smaller than min(N2t , N2r , KL) and is also much
smaller than that for R. In the following, we use rp as the rsub of Rp and rR as the rsub
of R for a certain pe. As such, Rp may be well approximated as a rank-rp matrix. One
may use low-rank matrix recovery methods, e.g., matrix completion methods, to estimate
the best rank-rp approximation of Rp from a small amount of observations. However,
when Nt and Nr are large, which is the case in mmWave communications, the number
of parameters required by the rank-rp approximation of Rp, i.e., (N2t + N2t ) × rp, is still
large. Therefore, estimating the subspaces of Rp can be computationally expensive.
5.3.2 DimensionReductionByExploiting theToeplitz-HermitianStruc-
ture
Recall that R is block-Toeplitz-Hermitian and Rp = P(R) is a permutation of R. From
(5.11) and (5.12), we can see thatRp is also specially structured: Rp is the summation of the
outer products of ttkl and trkl, where ttkl and trkl are the vectorizations of Toeplitz-Hermitian
matrices Ttkl and Trkl, respectively. Since the Toeplitz-Hermitian matrix Ttkl ∈ CN2t ×N2t
is determined by its first column and first row (its first row is the conjugate transpose of its
first column), we can represent ttkl in terms of the entries in the first column and first row
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of Ttkl. We can represent trkl in the same way. Therefore, the total numbers of unknowns
in ttkl and trkl are 2Nt− 1 and 2Nr− 1, respectively. Then we can reduce the problem size
of (N2t + N2r )× rp to 2(Nt + Nr − 1)× rp. In the following, we show how the problem
size can be reduced.
First, let us use an example with Nt = 3 to illustrate the structure of ttkl. The array
response
at(φ
t
kl) =
1√
3
[1, ej
2pi
λc
d sin(φkkl), ej2
2pi
λc
d sin(φkkl)]T .
Then according to (5.12), we have
ttkl =
√
L
γk
a∗t (φ
t
kl)⊗ at(φtkl) =
√
L
3γk

1
ej
2pi
λc
d sin(φkkl)
ej2
2pi
λc
d sin(φkkl)
e−j
2pi
λc
d sin(φkkl)
1
ej
2pi
λc
d sin(φkkl)
e−j2
2pi
λc
d sin(φkkl)
e−j
2pi
λc
d sin(φkkl)
1

.
We can see that all the 9 elements in ttkl can be represented by the elements in at(φtkl) and
a∗t (φ
t
kl). Now construct a vector
akl =
√
L
3γk
[aTt (φ
t
kl), e
−j 2pi
λc
d sin(φkkl), e−j2
2pi
λc
d sin(φkkl)]T ∈ C5×1,
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then ttkl can be rewritten as
ttkl =

[I3,03×2]
[01×3, 1, 0]
[I2,02×3]
[01×4, 1]
[01×3, 1, 0]
[1,01×4]

akl.
In fact, akl(4) = (akl(2))∗ and akl(5) = (akl(3))∗. Therefore, ttkl can be expressed as a
product of a weight matrix and a vector akl. Furthermore, the weight matrix depends only
on the structure of the antenna array and is independent of the path angles.
Similarly, for the general cases, we can express ttkl with a weight matrix Γu ∈
CN2t ×(2Nt−1) and a vector akl ∈ C(2Nt−1)×1, and express trkl with a weight matrix
Γv ∈ CN2r×(2Nr−1) and a vector bkl ∈ C(2Nr−1)×1. We require
akl(x+Nt − 1) = (akl(x))∗, 2 ≤ x ≤ Nt,
and
bkl(y +Nr − 1) = (bkl(y))∗, 2 ≤ y ≤ Nr.
We then have
ttkl = Γuakl, and trkl = Γvbkl, (5.16)
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where Γu = [Γu1,Γu2] with Γu1 ∈ CN2t ×Nt , Γu2 ∈ CN2t ×(Nt−1), and
Γu1 =

INt
01×Nt
[INt−1,0(Nt−1)×1]
02×Nt
[INt−2,0(Nt−2)×2]
03×Nt
...
[1,01×(Nt−1)]

, Γu2 =

0Nt×(Nt−1)
eT1
0Nt−1×(Nt−1)
eT2
eT1
0(Nt−2)×(Nt−1)
eT3
eT2
eT1
...
01×(Nt−1)

with ei ∈ C(Nt−1)×1 being a vector whose i-th entry is 1 and other entries are zero. Γv is
constructed similarly as Γu, and Γu and Γv are both full-rank. This is because Γu and Γv
consist of 1’s and 0’s, and there is only one 1 in each row of Γu and Γv. Therefore, (5.11)
can be rewritten as
Rp =
K∑
k=1
L∑
l=1
Γuaklb
T
klΓ
T
v
= Γu
(
K∑
k=1
L∑
l=1
aklb
T
kl
)
ΓTv
= ΓuCΓ
T
v , (5.17)
where C =
∑K
k=1
∑L
l=1 aklb
T
kl.
As shown above, Rp is approximately low-rank. Since the fixed weight matrices
Γu and Γv are full-rank, C is approximately low-rank. Hence estimating a low-rank
approximation of Rp is equivalent to estimating a low-rank approximation of C. Note that
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C ∈ C(2Nt−1)×(2Nr−1) is much smaller than Rp ∈ CN2t ×N2r and this can greatly reduce the
complexity of the problem.
5.3.3 Training
We assume that the channel matrix H remains static during a snapshot and suppose we
have T snapshots. For different snapshots, we assume that the AoAs/AoDs and the fraction
power γ2k remain unchanged, but the small-scale fading gain gkl ∼ CN (0, γ2k) can change
[134]. Suppose the transmitter sends out S training beams during each snapshot. For the
s-th training beam of the t-th snapshot, we employ the transmitting vector ft,s ∈ CNt and
the receiving matrix Wt,s ∈ CNr×Kr . Therefore, in each snapshot, after the transmitter
sends out S training beams, the receiver receives SKr symbols and the sampling ratio is
SKr/NrNt. We design ft,s and Wt,s and their corresponding analog/digital design for the
hybrid structure according to the training scheme described in Section 4.4.2. For the s-th
training beam of the t-th snapshot, the received signal is
yt,s = W
H
t,sHtft,ss+ W
H
t,snt,s
= (fTt,s ⊗WHt,s)vec(Ht)s+ WHt,snt,s, (5.18)
where nt,s is the noise vector and Ht is the channel matrix at snapshot t. Without loss of
generality, assume identical training symbols s =
√
P . By setting ‖ft,s‖2F = 1, the total
transmitting power is ‖ft,ss‖2F = P and the pilot-to-noise ratio (PNR) is defined as
PNR =
‖ft,ss‖2F
σ2
, (5.19)
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where the noise is assumed to be an additive white Gaussian noise (AWGN) with variance
σ2. In the t-th snapshot and after the transmitter sends out all the S training beams, stack
the received signals as
yt =

fTt,1 ⊗WHt,1
fTt,2 ⊗WHt,2
...
fTt,S ⊗WHt,S

vec(Ht) +

WHt,1nt,1
WHt,2nt,2
...
WHt,Snt,S

, (5.20)
= Ptvec(Ht) + nt ∈ CSKr×1, (5.21)
where
Pt =

fTt,1 ⊗WHt,1
fTt,2 ⊗WHt,2
...
fTt,S ⊗WHt,S

, and nt =

WHt,1nt,1
WHt,2nt,2
...
WHt,Snt,S

.
Suppose the trainings are the same for different snapshots, i.e., f1,s = f2,s = . . . = fT,s = fs,
W1,s = W2,s = . . . = WT,s = Ws. We then have
P = P1 = . . . = PT =

fT1 ⊗WH1
fT2 ⊗WH2
...
fTS ⊗WHS

, (5.22)
and
Σ = PRPH + Σn, (5.23)
where Σ and Σn represent the covariance matrices of the received signal yt and the
noise nt, respectively. After T snapshots, we can compute the dimension-reduced sample
covariance matrix (SCM) of yt as
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S =
1
T
T∑
t=1
yty
H
t ∈ CSKr×SKr . (5.24)
We permute S into Sp ∈ CS2×K2r in a similar procedure as R is permuted into Rp.
5.3.4 Low-Rank Matrix Sensing Problem
We can now formulate the channel covariance estimation problem as a low-rank matrix
sensing problem [193]:
min
R̂p
rank(R̂p) s.t. ‖A(R̂p)− vec(Sp)‖2F ≤ ζ2, (5.25)
where R̂p is the estimate of Rp, A : CN2t ×N2r → CS2K2r×1 is an appropriate linear map,
and ζ2 is a constant to account for the fitting error. Replacing R̂p with (5.17), we can
reformulate (5.25) as
min
Ĉ
rank(Ĉ) s.t. ‖A(ΓuĈΓTv )− vec(Sp)‖2F ≤ ζ2, (5.26)
where Ĉ is the estimate of C.
In general, problem (5.26) is a nonconvex optimization problem and difficult to solve.
In this chapter, we solve the relaxed version of problem (5.26) [186]:
min
Ĉ
φ(Ĉ) = f(Ĉ) + µ‖Ĉ‖∗ (5.27)
where
f(Ĉ) =
1
2
‖A(ΓuĈΓTv )− vec(Sp)‖2F (5.28)
andµ > 0 is a regularization coefficient. After somemanipulations, we haveA(ΓuĈΓTv ) =
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Qvec(Ĉ), where
Q =

(fH1 ⊗ fT1 )Γu ⊗ (W∗1 ⊗W1)Γv
(fH1 ⊗ fT2 )Γu ⊗ (W∗1 ⊗W2)Γv
...
(fHS ⊗ fTS )Γu ⊗ (W∗S ⊗WS)Γv

, (5.29)
and Q ∈ CS2K2r×(2Nt−1)(2Nr−1). The direct evaluation of ‖Ĉ‖∗, which is the nuclear norm
(i.e., the summation of the singular values) of Ĉ, is computationally expensive. Following
[102], ‖Ĉ‖∗ can be written as
‖Ĉ‖∗ = 1
2
min
U,V
{‖U‖2F + ‖V‖2F : Ĉ = UVT}. (5.30)
Therefore, finding a Ĉ to minimize the objective function in (5.27) becomes finding a pair
of (U,V) to minimize
φ˜(U,V) , f(UVT ) + 1
2
µ(‖U‖2F + ‖V‖2F )
=
1
2
‖Qvec(UVT )− vec(Sp)‖2F
+
1
2
µ(‖U‖2F + ‖V‖2F ). (5.31)
We adapt the GCG-Alt algorithm introduced in Chapter 4 to solve (5.31). In the following,
we discuss the key steps of the GCG-Alt algorithm for solving (5.31). As introduced in
Chapter 4, the GCG-Alt algorithm consists of a relaxed GCG algorithm and an AltMin
algorithm. Let Ĉk−1 be the solution to C at the (k − 1)-th GCG iteration. The relaxed
GCG algorithm first produces an output
Ĉk = (1− ηk)Ĉk−1 + θkZk, (5.32)
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where Zk is the outer product of the top singular vector pair of vec−1(−∇f(Ĉk)). The
calculations of vec−1(−∇f(Ĉk)) and the parameter θk here are different from those in
Chapter 4. For problem (5.31), we calculate vec−1(−∇f(Ĉk)) as
−∇f(Ĉk) = −(QHQvec(Ĉk−1)−Qvec(Sp)),
and the parameter θk as
θk =
R
(
qHzkvec(Sp)− (1− ηk)qHzkQvec(Ĉk)
)
− µ
qHzkqzk
, (5.33)
where qzk = Qvec(Zk) and R(·) denotes the real part of a number. Since Ĉk =
UkV
T
k , updating Ĉk is equivalent to updating Uk = [
√
1− ηkUk−1,
√
θkuk] and Vk =
[
√
1− ηkVk−1,
√
θkvk]. Then the obtained Uk and Vk are used as the initial input of the
AltMin algorithm, i.e., U0k ← Uk,V0k ← Vk. After Ia iterations of the AltMin algorithm,
we update Uk = UIak and Vk = V
Ia
k . After obtaining Ĉ, we have R̂rp = ΓuĈΓTu and
R̂ = P−1(R̂rp).
5.3.5 Computational Complexity
Define a flop as an operation of real-valued numbers. Let M = SKr be the number
of received symbols during each snapshot. Following the computational complexity
analysis in Chapter 4, the computational complexity of the GCG-Alt estimator is about
8rest(Iarest +Ia+1)(2Nt−1)2(2Nr−1)2 +8/3Iarest(rest +1)(2rest +1)(2Nt−1)(2Nr−
1)(Nr+Nt−1)+Iar2est(rest+1)2((2Nr−1)3+(2Nt−1)3)+16rest(2Nr−1)(2Nt−1)M2,
where Ia is the number of iterations of theAltMin algorithm and rest is the estimated rank of
Ĉ by the GCG-Alt estimator. Later in Section 5.4, we show the computational complexity
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of the GCG-Alt estimator with specific examples.
5.3.6 Extension to the USPA System
We now follow the same process introduced in Section 5.3 to estimate the channel covari-
ance matrix for USPA systems. To account for the different array structure of the USPA,
the weight matrices of (5.16) are redesigned. the array response for a
√
Na×
√
Na USPA
placed on the yz plane with distance d between adjacent antennas is defined in (5.34),
which is
a(φkl, θkl) = ay(φkl, θkl)⊗ az(θkl),
where ay(φkl, θkl) is the array response along the y axis and az(θkl) is the array response
along the z axis. We design the weight matrices by examining the structure of T˜tkl defined
in (5.3) which is written as
T˜tkl = a
∗
t (φ
t
kl, θ
t
kl)a
T
t (φ
t
kl, θ
t
kl)
=
(
aty(φ
t
kl, θ
t
kl)⊗ atz(θtkl)
)∗ (
aty(φ
t
kl, θ
t
kl)⊗ atz(θtkl)
)T
where aty(φtkl, θtkl) and atz(θtkl) are the transmitter array response vectors along the y axis
and z axis, respectively. Note that T˜tkl is block-Toeplitz-Hermitian. Let
T˜ykl = a
∗
ty(φ
t
kl, θ
t
kl)a
T
ty(φ
t
kl, θ
t
kl) ∈ C
√
Nt×
√
Nt
and
T˜zkl = a
∗
tz(θ
t
kl)a
T
tz(θ
t
kl) ∈ C
√
Nt×
√
Nt ,
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we can verify that
T˜tkl = T˜
y
kl ⊗ T˜zkl, (5.34)
and T˜ykl and T˜zkl are Toeplitz-Hermitian. Then for the USPA, Ttkl of (5.7) can be written
as
Ttkl =
γk√
L
T˜ykl ⊗ T˜zkl. (5.35)
In Section III. B, we have expressed ttkl = vec−1(Ttkl), where Ttkl of (5.7) is Toeplitz-
Hermitian matrix, in terms of a weight matrix and a vector. We have similar expressions
for the vectorizations of the Toeplitz-Hermitian matrices T˜ykl and T˜zkl. Let
t˜ykl = vec(T˜
y
kl)
= Γya
y
kl (5.36)
where Γy ∈ CNt×(2
√
Nt−1) is the weight matrix and aykl ∈ C(2
√
Nt−1)×1, and
t˜zkl = vec(T˜zkl)
= Γza
z
kl (5.37)
where Γz ∈ CNt×(2
√
Nt−1) is the weight matrix and azkl ∈ C(2
√
Nt−1)×1. Let
Γ(a)y = [Γy]1+(a−1)√Nt:a
√
Nt,:, 1 ≤ a ≤
√
Nt,
and
Γ(b)z = [Γz]1+(b−1)√Nt:b
√
Nt,:, 1 ≤ b ≤
√
Nt,
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where [A]a:b,: denotes the submatrix of A made of its a-th to b-th rows and [A]a:b,c:d
denotes the submatrix of A defined by its a-th to b-th rows and c-th to d-th columns. By
exploring the matrix vectorization process, we have
ttkl = vec(Ttkl)
= Γuakl, (5.38)
where
Γu =

Γ
(1)
y ⊗ Γ(1)z
Γ
(1)
y ⊗ Γ(2)z
...
Γ
(1)
y ⊗ Γ(
√
Nt)
z
Γ
(2)
y ⊗ Γ(1)z
Γ
(2)
y ⊗ Γ(2)z
...
Γ
(
√
Nt)
y ⊗ Γ(
√
Nt)
z

∈ CN2t ×(2
√
Nt−1)2 (5.39)
is the weight matrix and
akl =
γk√
L
(aykl ⊗ azkl) ∈ C(2
√
Nt−1)2×1
is a vector. Then for the USPA system, Γu of (5.16) becomes (5.39) and Γv of (5.16) is
constructed similarly as (5.39); the sizes of vectors akl and bkl of (5.16) have changed:
akl ∈ C(2
√
Nt−1)2×1 and bkl ∈ C(2
√
Nr−1)2×1, and consequently, the size for matrix C of
(5.17) has changed: C ∈ C(2
√
Nt−1)2×(2
√
Nr−1)2 . After obtaining the weight matrices, we
can follow the processes in Section 5.3.3-5.3.4 to estimate C and then have the channel
covariance matrix estimated as R̂ = P−1(ΓuĈΓTv ).
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5.4 Simulations
We now evaluate the performance of our proposed design for fully connected hybrid
transceivers with the ULA and USPA.
5.4.1 The ULA system
We assume a carrier frequency of fc = 28 GHz. For the ULA system, Nt = 64, Nr =
16, Kt = 16, and Kr = 4. The number of clusters K = {1, 2} and there are L = 30 rays
in each cluster. The horizontal AoDs and AoAs are generated as (5.14) with υth = 10.2◦
and as (5.15) with υrh = 15.5◦, respectively. The cluster powers are generated following
[56, Tab. I]. We compare the GCG-Alt estimator with the DCOMP estimator in [109],
which has varying receiving processing matrix Wt,s and transmitting processing vector
ft,s during training and has the best performance among other estimators in [109]. The
DCOMP estimator needs a dictionary matrix with Gt grid points that is associated with
AoD and a dictionary matrix with Gr grid points that is associated with AoA. Let Lp be
the number of paths in the channel, the DCOMP estimator assumes that Lp is known. For
the DCOMP estimator, we set Gt = 2Nt = 128, Gr = 2Nr = 32, and Lp = rR. Based on
Fig. 5.1, for pe = 0.99, rR = 18 and 24 for K = 1 and 2, respectively. For the GCG-Alt
estimator, we set µ = σ2,  = 0.003, and a = 0.1. The performance metric η [109]
η =
tr(M̂HRM̂)
tr(MHRM)
is used to measure how close the subspace of R̂ is to the subspace of R, where M̂ ∈
CNtNr×rR and M ∈ CNtNr×rR are the singular vector matrices of R̂ and R, respectively.
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We also use the average of the normalized mean square error
NMSE =
‖R̂−R‖2F
‖R‖2F
to measure their performance.
We set PNR = 10 dB and the number of training beams S = 32, and compare the
GCG-Alt estimator with the DCOMP estimator under different T . With S = 32 per
snapshot, the sampling ratio at each snapshot is SKr/NrNt = 12.5%. The comparison
result shown in Fig. 5.2 suggests that when the sampling ratio per snapshot is 12.5%,
our proposed estimator requires fewer snapshots to obtain a R̂ whose subspace is close
to that of R, as compared to the DCOMP estimator. The NMSE result shown in Fig.
5.3 suggests that our proposed GCG-Alt estimator can obtain a more accurate covariance
matrix estimate. Furthermore, the black line in Figure 5.3 is a lower bound of the NMSE
performance when the AoAs/AoDs are perfectly known. Recall that the covariance matrix
after permutation can be written as (5.17), which is
Rp = ΓuCΓ
T
v ,
where C =
∑K
k=1
∑L
l=1 aklb
T
kl, and Γu and Γv are known. Since akl and bkl are con-
structed based on the AoD and AoA array responses with a scaled factor
√
L/γk, we can
rewrite C as
C = ADBT , (5.40)
where the columns of A ∈ C2Nt−1×KL and B ∈ C2Nr−1×KL are constructed in the way
shown in Section 5.3.2 by using the AoD and AoA array responses, respectively, and
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D ∈ CKL×KL is a diagonal matrix. Vectorizing C, we have
vec(C) = (BA)d, (5.41)
where BA denotes the Khatri-Rao product of B and A, i.e., BA = [B(:, 1)⊗A(:
, 1),B(:, 2) ⊗A(:, 2), . . . ,B(:, KL) ⊗A(:, KL)], and d contains the diagonal elements
of D. Since A and B are known, we only need to estimate d. After training, we obtain a
permutated SCM of yt as Sp, and the LS solution of d is
d̂ = ((Q(BA))HQ(BA))−1(Q(BA))Hvec(Sp), (5.42)
where Q is shown in (5.29). Then the estimated permutated covariance matrix is
R̂LSp = ΓvAD̂B
TΓTv , (5.43)
where D̂ = diag(d̂). Finally, we obtain the estimated covariance matrix R̂LS =
P−1(R̂LSp ).
We also compare the computational complexity of the GCG-Alt estimator and the
DCOMP estimator. The computational complexity of the DCOMP estimator is about
8TLpGtGr(M
2 +M) flops, whereM = SKr. For the GCG-Alt estimator, based on our
observations, the number of iterations of the AltMin algorithm Ia ≤ 2, the estimated rank
rest ≈ 4 when K = 1 and rest ≈ 5 when K = 2. Fig. 5.4 shows the comparison results
with different T . We can see that the computational complexity of the GCG-Alt estimator
is lower than the DCOMP estimator. Also, the computational complexity of the GCG-Alt
estimator does not increase as T increases. This is because we use Sp ∈ CS2×K2r , which
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Figure 5.2: Comparison of η of the GCG-Alt estimator and the DCOMP estimator under
the ULA system, where Nt = 64, Nr = 16,PNR = 10 dB, and S = 32.
is the permutation of the SCM of yt shown in (5.24), and its size is irrelevant to T .
Then we set the number of snapshots T = 40, and compare the GCG-Alt estimator with
the DCOMP estimator under different S. The result shown in Fig. 5.5 suggests that when
T = 40, the GCG-Alt estimator can obtain a more accurate subspace estimation than the
DCOMP estimator when the number of training beams S ≥ 24 per snapshot. Note that
S = 24 corresponds to a sampling ratio of 9.375% per snapshot.
The GCG-Alt estimator explores both the Kronecker structure and the block-Toeplitz-
Hermitian structure of R while the DCOMP estimator only considers the Hermitian
structure of R, so the GCG-Alt estimator can reach an accurate subspace estimation of R
with fewer snapshots. We use the same training for different snapshots while the DCOMP
estimator uses different trainings per snapshot (i.e., varyingWt,s and ft,s ). WhenS is small
(e.g., S ≤ 16), the DCOMP estimator outperforms the GCG-Alt estimator. However, the
GCG-Alt estimator performs better when S becomes larger (e.g., S ≥ 24). Note that for
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Figure 5.3: Comparison ofNMSE of the GCG-Alt estimator and the DCOMP estimator
under the ULA system, where Nt = 64, Nr = 16,PNR = 10 dB, and S = 32.
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Figure 5.4: Complexity comparison of theGCG-Alt estimator and theDCOMP estimator
under the ULA system, where Nt = 64, Nr = 16,PNR = 10 dB, and S = 32.
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Figure 5.5: Comparison of η of the GCG-Alt estimator and the DCOMP estimator under
the ULA system, where Nt = 64, Nr = 16,PNR = 10 dB, and T = 40.
the DCOMP estimator, estimating more paths (i.e., Lp is large) yields better performance,
but its computational complexity also increases.
5.4.2 The USPA system
We next consider the systemwith the USPA at the transmitter and receiver. The parameters
fc, K, L, φ
t
kl, φ
r
kl are assumed the same as in the ULA system. The transmitter has an 8×8
USPA (i.e., Nt = 64) and Kt = 16 RF chains, and the receiver has a 4 × 4 USPA (i.e.,
Nr = 16) and Kr = 4 RF chains. We assume the elevation AoD angular spread υtv = 0◦
and the elevation AoA angular spread υrv = 6◦ based on the measurement results in [56].
The elevation AoDs and AoAs are distributed as
θtkl ∼ U(θtk − υtv, θtk + υtv),
θrkl ∼ U(θrk − υrv, θrk + υrv),
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Figure 5.6: Comparison of η of the GCG-Alt estimator and the DCOMP estimator under
the USPA system, where Nt = 64, Nr = 16,PNR = 10 dB, and S = 32.
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Figure 5.7: Comparison of η of the GCG-Alt estimator and the DCOMP estimator under
the USPA system, where Nt = 64, Nr = 16,PNR = 10 dB, and T = 40.
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Figure 5.8: Comparison of η of the GCG-Alt estimator and the DCOMP estimator under
the USPA system, where Nt = 64, Nr = 16,K = 1,PNR = 10 dB, S = 16, T = 16,
υtv = 0
◦, and υrv = 6◦.
with the elevation center angles θtk and θrk being generated in the same manner as the
azimuth center angles in the ULA system. For the DCOMP estimator, we set Gt =
2
√
Nt× 2
√
Nt = 256 and Gr = 2
√
Nr × 2
√
Nr = 64. The parameters Lp, µ, , a for the
GCG-Alt estimator and DCOMP estimator are the same as in the ULA system.
We set PNR = 10 dB. The performance comparison with S = 32 under different T
is shown in Fig. 5.6 and the performance comparison with T = 40 under different S
is shown in Fig. 5.7. We can see that both of the GCG-Alt estimator and the DCOMP
estimator achieve higher η for the USPA system. One reason for this is that the USPA
system has lower resolution than the ULA system in the azimuth direction even though
they have the same number of transmitter and receiver antennas. For the USPA system,
the azimuth AoD is resolved by an
√
Nt = 8-element antenna array and the azimuth AoA
is resolved by a
√
Nr = 4-element antenna array; while for the ULA system, the azimuth
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AoD is resolved by a Nt = 64-element antenna array and the azimuth AoA is resolved
by a Nr = 16-element antenna array. Therefore, for the same angular spread, the USPA
system resolves fewer paths than the ULA system, which results in a lower rank.
We also show the effects of angular spreads on the performance of the estimators. We
set υtv = 0◦, υrv = 6◦, K = 1,PNR = 10 dB, S = 16, and T = 16. The estimators’
performance under different angular spreads for the azimuth AoD/AoA (i.e., different υth
and υrh) shown in Fig. 5.8 suggests that the estimators achieve lower η when υth and υrh are
larger.
5.5 Conclusions
In this chapter, we have formulated the channel covariance estimation problem for hybrid
mmWave systems as a structured low-rankmatrix sensing problemby exploitingKronecker
product expansion and the structures of the ULA/USPA. The formulated problem has a
reduced dimensionality and is solved by using a low-complexity GCG-Alt algorithm. The
computational complexity analysis and numerical results suggest that our proposedmethod
is effective in estimating themmWave channel covariancematrix. However, the knowledge
of the array response is needed to formulate the channel covariance matrix problem as a
structured low-rank matrix sensing problem, which indicates that our method is sensitive
to array impairments. In future works, we need to adapt our method to scenarios where
the array response is not perfectly known.
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6.1 Conclusions
In this thesis, we have focused on the CSI acquisition with low training overhead for three
types of large-scale MIMO systems: fully digital MIMO systems, switch-based hybrid
mmWaveMIMO systems, and phase shifter-based fully connected hybridmmWaveMIMO
systems. Moreover, we also considered the impact of array-inherent impairments. The
major contributions of this thesis are summarized below.
In Chapter 2, we have proposed low complexity linear shrinkage-based covariance
matrix estimation methods. Linear shrinkage designs are effective in improving the
performance of covariance matrix estimation when the sample support is low, which is of
interest in large-scale MIMO systems. Since the choice of shrinkage coefficients would
greatly influence the performance of linear shrinkage estimators, therefore, we firstly
proposed LOOCV methods to automatically choose the linear shrinkage parameters. Our
proposed parameter choosing methods have low computational complexity as analytical
expressions of the optimal shrinkage coefficients are obtained by employing a quadratic
loss as the prediction error. The proposed LOOCVmethods do not rely on the distribution
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of the data and can be used together with general shrinkage targets. We then applied
our proposed methods to MMSE channel estimation for fully digital MIMO systems.
Simulation results suggested that our proposed methods can improve MMSE channel
estimation when the training overhead is low.
In Chapter 3, we have proposed an MC-based channel estimator and a training scheme
for switch-based hybrid mmWave MIMO systems. The MC-based estimator does not
need the knowledge of the array response. Therefore, for systems with uncalibrated
arrays, the proposed estimator outperforms the existing CS-based estimators that have
been intensively discussed recently. Also, the MC-based estimator is implemented by the
SVP algorithm, which has lower computational complexity than the CS-based estimator
implemented by the OMP algorithm. Simulation results suggested that our proposed
MC-based channel estimator outperforms the CS-based estimator in terms of estimation
performance and computational complexity.
In Chapter 4, we have considered phase shifter-based hybrid mmWave MIMO systems.
Similar to Chapter 3, the MC technique is again used to design the mmWave channel
estimator due to its basis-free nature. Different from Chapter 3, the GCG-Alt algorithm,
which does not need the channel rank as prior knowledge, was used to implement the MC-
based estimator. Therefore, the GCG-Alt channel estimator can be more practical than
the SVP channel estimator. We also proposed two training schemes that are compatible
with phase shifter-based fully connected hybrid systems. Simulation results suggested that
our proposed MC-based channel estimator, which is robust against phase/gain errors, has
better estimation performance and lower computational complexity than twomost recently
proposed channel estimators.
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In Chapter 5, we have considered the channel covariance matrix estimation for phase
shifter-based fully connected hybrid MIMO systems. By exploring the structure of the
mmWave channel covariance matrix, we formulated the channel covariance estimation
problem as a structured low-rank matrix sensing problem. Then the problem was solved
by the GCG-Alt algorithm. The computational complexity analysis and simulation results
suggested that our proposed matrix sensing-based channel covariance estimator has lower
computational complexity and outperforms one of the state-of-the-art mmWave channel
covariance estimators.
6.2 Future Works
Some possible directions for future works are listed below.
• In this thesis, narrowband systems were assumed. The proposed mmWave channel
estimation methods in Chapter 3 and 4 may be extended to wideband scenarios
[89], [212] in different manners. For example, they can be directly applied to the
pilot subcarriers in an OFDM setting. They may also be combined with direction-
finding methods such as the MUSIC [213] to estimate the angles of the propagation
paths. The property that different subcarriers may share the same AoAs/AoDs
[89] may then be exploited to offer a good initial guess for the proposed mmWave
channel estimator, e.g., the GCG-Alt channel estimator, to reduce the solution space
of CS-based estimators that aim to recover the paths’ information. In the case
of uncalibrated arrays, direction finding methods that account for the unknown
phase/gain errors, such as [214] and [215], may be exploited to improve robustness.
• The mmWave channel estimators designed in this thesis only use the training pilots.
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Wemay consider using the information data at the transmission phase to aid channel
estimation and further improve the performance of our proposed channel estimators.
Data-aided channel estimation has been considered in [83], [216] for fully digital
systems. In [216], a few pilots are used for coarsely estimating the channel and then
data symbols are used to improve the estimation accuracy. The data-aided scheme is
realized by utilizing certain available prior data obtained from the output of the soft-
input soft-output decoder. Recently, data-aided-based method has been proposed
for mmWaveMIMO systems [217], [218]. In [217], the channel estimation problem
is formulated as a sparse vector recovery problem so that the channel estimation
task becomes a sparse vector estimation task. The authors employ i.i.d Gaussian
distribution and a correlated pattern to model the prior of the sparse vector and use
the clustered sparse Bayesian learning (SBL) to estimate the sparse vector. The
data-aided scheme is realized by using Gaussian approximation on the distribution
of the data symbol. In [218], the channel is estimated through two steps: the
AoDs are estimated in the first step through data symbols by using the SBL method
and the channel path gains are estimated in the second step through pilot symbols
by using the LS method. The AoD estimation in the first step is also a sparse
vector recovery problem and the non-zero locations of the sparse vector are not
affected by the transmitted data symbol. The authors of [218] model each element
in the sparse vector as a zero-mean Gaussian random variable controlled by a
variance, and the SBL method is used to learn the variances. The above three
methods adopts different data-aided schemes, and in the future, we may explore the
MC technique to incorporate different data-aided schemes to improve the channel
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estimation performance.
• For the mmWave covariance estimator proposed in this thesis, the structure of the
arrays was assumed to be known, indicating that the proposed method may suffer
from performance degradationwhen arrays are not perfectly calibrated. To solve this
issue, we may improve the robustness of our proposed estimator by firstly estimating
the phase/gain errors from one instantaneous channel estimation. The methods that
consider blind self-calibration problems, such as [219], can be used for estimating
phase/gain errors. Then the arrays can be calibrated, and our proposed estimator
can be implemented.
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