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Abstract 
Given a planar straight-line graph or polygon with holes, we seek a covering triangulation whose minimum 
angle is as large as possible. A covering triangulation is a Steiner triangulation with the following restriction: 
no Steiner vertices may be added on an input edge. We give an explicit upper bound on the largest possible 
minimum angle in any covering triangulation of a given input. This upper bound depends on local geometric 
features of the input. We then show that our covering triangulation has minimum angle at least a constant factor 
times this upper bound. 
This is the first known algorithm for generating a covering triangulation of an arbitrary input with a provable 
bound on triangle shape. Covering triangulations can be used to triangulate intersecting regions independently, 
and so solve several subproblems of mesh generation. 
1. Introduction 
1.1. Covering triangulations 
We define a covering triangulation as an embedded triangular graph in which the vertex set contains 
the input vertex set, and the edge set contains the input edge set. If the input is a polygon, then another 
way to view covering triangulations i that one is allowed Steiner points in the polygon's interior, 
but not on its boundary. Traditionally, most triangulation algorithms generate ither a constrained 
triangulation or a Steiner triangulation. A constrained triangulation has a vertex set that is exactly the 
vertex set of the input, and an edge set that contains the edge set of the input. A Steiner triangulation 
has a vertex set that contains the vertex set of the input, and every edge of the input is the union of 
some edges of the triangulation. 
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From these definitions, we see that a constrained triangulation is a special type of covering trian- 
gulation, and a covering triangulation is a special type of Steiner triangulation. 
1.2. Previous results 
When seeking a constrained triangulation of a two dimensional input, one typically desires a tri- 
angulation that exactly optimizes ome measure. The (constrained) Delaunay triangulation optimizes 
several measures; for example it maximizes the minimum angle [8]. Surveys appear in [7,1]. 
Recently, [11] has shown how to find a covering triangulation that approximately minimizes the 
maximum angle. A constrained tetrahedralization need not exist [14]. The construction of [3] shows 
that a covering tetrahedralization always exists, although there are no bounds on tetrahedron shape. 
When seeking a Steiner triangulation, one usually settles for a triangulation that is only approxi- 
mately optimal. This is because of the difficulty in obtaining an exactly optimal solution, and also 
because in many cases the optimal triangulation is unreasonably arge (or may not exist). There are 
many algorithms that have a constant lower bound on the minimum angle produced (unless a small 
angle appears in the input), e.g., [6,5,13], and for three dimensions, [12]. 
We can also view [6] as a covering triangulation result: If certain geometric onditions on a planar 
straight-line graph (PSLG) are met (by adding additional Steiner points on the boundary), then a 
covering triangulation (of the modified PSLG) may be found that achieves a constant bound on both 
the smallest and largest angle. 
An excellent summary of much of the computational geometry literature relevant o Steiner and 
constrained triangulations appears in [4]. A conference version of the present work appears in [10], 
and the omitted proofs appear in [9]. 
1.3. Application motivation 
Triangulation of polyhedral regions is a fundamental geometric problem for numerical analysis. Tri- 
angulations are desired for other applications as well, such as solid modeling, functional interpolation, 
and computer graphics. 
For numerical stability in the finite element method, it is necessary for triangles to have bounded 
shape [2]. For most problems the closer a triangle is to equilateral the better. However, which measure 
is best is unclear, in that small angles and large angles both have a detrimental effect. 
We seek a triangulation whose minimum angle is as large as possible. This implicitly bounds the 
largest angle, but the largest angle generally is not as small as possible. Unlike Steiner triangulations, 
it appears impossible to simultaneously guarantee that the largest and smallest angles of a covering 
triangulation are close to optimal. However, it may be useful to optimize some measure that combines 
the two. 
By not adding Steiner points on a polygon's boundary, our algorithm allows us to triangulate 
intersecting regions independently. Such regions might arise in the model of a semiconductor with 
differently doped regions, or across a degenerate edge introduced to "probe" a numeric solution along 
a line of interest. Our algorithm inherently buffers the boundary, and a (nearly) arbitrary triangulation 
algorithm may be used to triangulate outside the buffer. 
The algorithm may also find application in mesh refinement. Suppose a mesh exists for a given 
polygon, but after running a finite element method we discover that the mesh is too coarse near a heat 
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source. We may then "erase" the mesh in a neighborhood of the heat source. Then a finer mesh could 
be generated strictly inside this neighborhood, and our algorithm could be used to triangulate the gap 
between the outer and inner mesh. The advantage for this method is that a mesh for the entire region 
does not need to be recalculated. 
An important feature of our algorithm is that we give non-obvious explicit bounds on the minimum 
angle of the triangulation i terms of geometric features of the input, namely distances between vertices 
and certain derived angles. This is useful in the above examples where there is some flexibility in 
designing the polygon. 
1.4. The maxmin angle possible 
The constrained triangulations are inadequate for the applications mentioned above. The four point 
example of Fig. 1 shows that for a polygon the optimal minimum angle when Steiner points are not 
allowed may be much worse than the optimal minimum angle when Steiner points are allowed on the 
interior. 
A key question is what features of a general polygon P determine the optimal minimum angle 
A of a covering triangulation. For Steiner triangulations, [6] first noted that the distance between an 
edge and an interfering point, a point on a closed face disjoint from the edge, determines how small 
triangles must be in order to have aspect ratio bounded by a constant. See [5,12,13] for a history of 
this notion. 
For a covering triangulation, because we are not allowed to add Steiner points on ~P, it may be 
impossible to make triangles as small as required to have a constant bound on A, even when no edges 
of the input intersect at a small angle. Indeed, in Fig. 2 the optimal minimum angle is approximately 
proportional to the distance between the top and bottom edges divided by the length of the bottom 
edge. 
Hence the optimal minimum angle should depend on the maximum ratio of the length of an edge E 
to its distance to an interfering point. However, the optimal minimum angle is actually more closely 
dependent on the angle that the interfering point makes with E at V. That is, if this angle is large, it 
may be possible to triangulate with minimum angle much more than the interfering point distance to 
edge length ratio. 
For an intuitive reason for why this is so, consider Fig. 3. The closest interfering point to edge 
E is the vertex W of F opposite V. Suppose an adversary moves W towards V by shortening F, 
which changes the interfering point distance proportionately. If the adversary halves the length of F, 
we may change the lengths of the edges containing V according to a geometric series, so that the 
Fig. 1. The maxmin-angle constrained triangulation (left) and covering triangulation (right). 
Fig. 2. The optimal minimum angle for a covering triangulation may be as bad as linear in the ratio of the length of an edge 
to its closest interfering point. 
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Fig. 3. The optimal minimum angle may be much better than linear in the ratio of the length of an edge to its closest 
interfering point. 
resulting triangulation has minimum angle about 2 - i / l°  times that of the original triangulation. The 
"10" arises because there are ten similar triangles with vertex V. If F is made sufficiently short, then it 
will be advantageous to add more similar triangles with vertex V, so that the minimum angle depends 
logarithmically on ]El/dist(W, V), where IEI denotes the length of E. 
To be precise, consider an edge E = vU of P, and W a visible point of a face of P disjoint from 
E (interfering with E). Let co be the angle between the P edges meeting at V. Then we show that 
any covering triangulation of P has minimum angle at most 
h(E ,W)=O(min(w, /UVW/ log  [E] ~) .  
IWWI) 
Hence an upper bound on the maxmin angle of a covering triangulation of P is the minimum of 
h(E, W) over all edges E and points W of P. Our algorithm constructs a triangulation with minimum 
angle at least a constant factor times this upper bound, and hence within a constant factor of optimal. 
The running time of the algorithm is O(n 2 + 7 log'),), where n is the input cardinality and 7 is the 
output cardinality. The output cardinality necessarily depends on the input geometry, and not just on 
n. The output cardinality is not optimal. 
1.5. Overview 
We assume that the input is a polygon with holes. Planar straight-line graph input can be easily 
handled in the following manner. We treat a PSLG edge as two edges, one for each side, unless it is 
on the boundary of the region to be triangulated. The two sides of an edge will not unduly affect one 
another, since we never add a Steiner point on an input edge. 
The algorithm has three main steps. First, in Section 2 we triangulate part of P by introducing 
sequences of triangles called wedges at vertices of P. These triangles completely cover the boundary 
of P, but leave an untriangulated polygon with holes Q inside P. The shape of Q is special, with 
bounds on closest interfering point distance to edge length ratios and bounds on interior angles. The 
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key idea is that because of these bounds it is easier to generate a covering triangulation with large 
minimum angle of Q than of P. 
Second, in Section 3 we shrink Q to the polygon R, where R closely resembles a half-sized copy 
of Q lying inside Q. In Section 4 we triangulate R using a standard mesh generation algorithm with 
constant bounds on the smallest angle produced. In this way we deal with the topological complexities 
of a general polygon with holes. This introduces Steiner points on the boundary of R, but in a controlled 
way. 
Third, in Section 5 we match R to Q, that is we triangulate the region between Q and R using the 
edges of Q as a guide. No new vertices on the boundary of either Q or R are introduced in this last 
step. 
The hardest task is not describing our algorithm but proving its optimality, and especially proving 
the shape bounds on Q. The optimality proof is a step-by-step argument that we never introduce a
triangle with an angle smaller than a constant times the best possible for a covering triangulation of the 
particular input P. For this we follow a sequence of lemmas and theorems through all of the sections. 
We explicitly characterize the maximum minimum angle possible in Section 2. We conclude and 
present some open problems in Section 6. 
2. Constructing wedges around vertices 
In this section we prove our lower bound and begin the triangulation of P. We form triangles that 
share an edge or vertex with i~P. We call the portion of P which remains to be triangulated Q. The 
boundary of Q is completely composed of faces from the triangles we introduce in this section. That 
is, no triangle of a later section will contain an edge or vertex of OP. 
Wedge. A wedge is a sequence of triangles with a common vertex V, where consecutive triangles 
contain a common edge. The edges containing V are called the spokes of the wedge, and are ordered 
as in Fig. 4. The edges opposite V are called rim edges. The angle at V of a triangle is denoted 0
throughout. 
V E=S 1 U 
Fig. 4. The triangles Ti, spokes S~, and rim edges Ri of a wedge at V. 
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Interfere. For a closed face F of a polygon, we say that the closed polygon face G interferes with F 
if F and G are disjoint. We also say that any point of G interferes with F. We will only be concerned 
with interfering points that are visible to V. 
Length. We use [EJ to denote the length of the edge E. 
2.1. Upper bound on minimum angle 
In order to get an upper bound on the optimal minimum angle, at each vertex of P we determine an 
upper bound on the maximum minimum angle of a wedge in any covering triangulation. The global 
upper bound is the minimum of these local upper bounds. 
Consider a vertex V of P, and let E be a P edge containing V. Any covering triangulation will 
have some wedge at V with first spoke E. Let W be a P vertex interfering with E. We start by 
finding a lower bound on the maxmin angle of the wedge in the case that its last spoke is VW. Later 
in Theorem 1 we will generalize this to the case when W is a general interfering point, not necessarily 
a vertex, and VW is not present as an edge in a given wedge. 
We begin by proving the contrapositive of what we desire. 
Lemma 1. At any vertex V of a triangulation with all angles at least ~, 
IEI kLzF/., 
IFI 
where 17, and F are edges at V, and k = 2 cos a. Note 1 <<. k < 2 and ZEF/ct >/ 1. 
Proof. We use induction on the number of edges between E and F at V. The base case is if there 
are no edges between E and F, that is if E and F are in a common triangle T. Let G be the third 
edge and e, f and g the angles opposite E, F and G. 
From the law of sines, IEI/IF[ = sin e/sin f. This may be expressed as sin(g + f ) /s in f = 
cos g + sin g cos f~ sin f. For any triangle angle 0 we have 7r >/9/> c~, which implies cos 0 ~< cos c~. 
Hence the above is less than (k/2)(1 + sing/sin f) .  
If f > g, then this is less than k. Otherwise, the worst case is when f = a. If g = a as well, then 
the above equals k. Furthermore, since sin(g + o~)/sin a is a more slowly growing function of g than 
is k g/a, we have that sin(g + a)/sin a < k g/a for all g > a. 
For the induction step, let H be any edge between E and F. By induction the theorem is true for 
the number of edges between E and H and between H and F. Thus 
[El IEI IHI _ __  <~ kZEHk ZHF = k ZEF. [] 
IF[ [HI IF[ 
Lemma 2. Any wedge with edges E and F has smallest angle 
< man (ZEF ,  AEF/1 IEI'~ og ) 
Proof. The contrapositive of Lemma 1 is that a wedge has an angle less than a whenever 
k/EF/~ < [E____I[ 
I f l  
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This condition is satisfied for any a > ZEF/log([El/ lFI).  Taking the limit as a approaches the right 
hand side, the wedge has an angle ~< ZEF/ log  ([E[/IF[). The proof is completed by also noting that 
no wedge can have smallest angle larger than the angle between two of its edges, ZEF.  [] 
We now generalize Lemma 1 to the case that W is not a vertex, and VW is not an edge of a wedge. 
The idea is that W takes the place of the short edge F. 
Lemma 3. At any vertex V with edge E --- VU and visible interfering point W, in a triangulation 
with all angles at least oz, 
IEI <~ 2zwvE'/~. 
dist (V, W) 
Proof. Any W of interest lies in the sector defined by a triangle AXVY of the triangulation under 
consideration. Assume that VX is the closer spoke of the triangle to E. 
From Lemma 1, [EI/IVX[ <<, 2 zEVX/~, so it suffices to show 
[VXl/dist(W , W) <~ 2zwvx/% 
From the law of sines, IVXI/dist(V, W) = sin (ZWXU + ZWUX) /s in  ZWXU.  Since W is an 
interfering point, it cannot lie inside AXVY:  the limiting case is when W lies exactly on the rim 
edge of AXVY,  and ZWXU = a. Thus IvXl/dist(V, W) <~ sin(a + ZWUX) /s in  a. Unlike the 
proof of Lemma 1, /WUX may be less than a, but otherwise the same argument applies to show 
sin(a + ZWUX) /s in  a <<. 2 zwUx/c~, o 
This leads to the contrapositive. 
Theorem 1. Any triangulation has smallest angle at most 
rain (ZEF ,  ZWVE/ log  dist(V, W) ,] 
for all vertices V with input edge E and visible interfering input point W. 
2.2. Construction 
We now show that it is possible to construct a wedge whose smallest angle is at least a constant 
fraction of the upper bound of Theorem 1. Our wedge consists of similar triangles, all lying inside a 
polar curve. 
Spiral. Consider a given vertex V, edge E and interfering point W. We define the spiral to be the 
continuous {p, q~} polar curve p = IEIs4', where the origin is at V, and the 4~ = 0 axis is aligned with 
E, and 
dist(V, W) UZEVW 
s= ~<1. 
IEI 
We allow ~b E [0, w], where w = /EF  is the angle between E and the other P edge containing V. 
Thus the continuous piral passes through both U and W; see Fig. 5. We call s the shrinking factor 
of the continuous piral. 
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WX 
v E U 
Fig. 5. Left, the wedge at V in a given triangulation where the sector of the last triangle Tk = AYVX contains the 
interfering vertex W. Right, the continuous spiral for an optimal wedge. 
Spiral wedge. A wedge that consists of similar triangles inside a spiral is called a spiral wedge. 
In the following we transform spirals, and then form spiral wedges. As motivation, we first show 
how to form spiral wedges from arbitrary continuous pirals. 
Theorem 2. Given any spiral for V and E, there is a spiral wedge lying inside it, conformal to E but 
not necessarily to F or any other faces of P, with minimum angle >>. min(0.39w, -0 .19 / log  s, 0.4). 
Proof. We construct a spiral with F-w log s] + 1 spokes. The rim vertices of the spokes lie on the 
continuous piral. The first spoke is E, the last spoke G is colinear with F. The remaining spokes 
are evenly spaced between E and G. That is, the angle between successive spokes 0 = w/[ -w log s]. 
If 0 > 7r/3, we add additional spokes so that 0 ~< zr/3. It remains to analyse the angles of the 
construction. We have three cases. 
If we added spokes to ensure that 0 ~< 7r/3, then 0 > zr/6. Also, the shorter im edge of a triangle 
is at least half the length of the longer rim edge, so the rim angle at the longer rim edge is at least 
0.415. The rim angle at the shorter im edge is larger than this since the opposite triangle edge is 
longer. 
If we did not add extra spokes, and if -w  log s < 1, then there are no spokes betwen E and G: the 
spiral is just the single triangle AEVG.  Then 0 = w. Since 0 ~< 7r/3 and IGI/> IEI/2, the rim angle 
at E is at least 0.39w. The rim angle at G is larger than this since E, its opposite edge, is longer 
than G. 
If we did not add extra spokes, and -w  log s /> 1, then F-w log s] > -2w log s implies 0 > 
-1 /2 log(s ) .  In any spiral triangle, the smaller spoke is at least half the length of the longer spoke, 
so an argument similar to the last paragraph shows that all angles are at least -0 .19 / logs .  [] 
Note that for any spiral considered so far, 
-1 / logs  = ZEVW/ log  IEI 
dist(V, W) '  
so the spiral wedge has minimum angle within a constant factor of the upper bounds given by Theo- 
rem 1. 
Having shown how to construct a good wedge inside any spiral, we now define the spirals that will 
contain our first set of triangles in the triangulation of P. 
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Empty spiral. For each edge E = VU and vertex V, the empty spiral is the spiral with smallest 
shrinking rate over all interfering points W. If no such spiral exists, then the empty spiral is the 
circular spiral with s = 1. 
While each empty spiral does not intersect P except at E and F, two empty spirals may intersect 
one another. In order to separate two intersecting empty spirals well, we reduce all spoke lengths by 
a factor of four (at least a factor of two is necessary). However, any constant factor change in spoke 
length is not sufficient o separate some empty spirals with very small s. Hence we decrease s by 
raising it to the sixth power (smaller powers are sufficient, but the proofs become considerably easier 
for this value). 
Smallest spiral. For each empty spiral R we define the smallest spiral by p = (IEt/4)(s6) ¢. 
Theorem 3. For a smallest spiral S, we denote the spiral wedge by T. Let A be the minimum angle 
ofT. 
(1) A is at least a constant factor times the minimum angle of any covering triangulation of P. 
(2) For any rim edge J of T, let d be the distance from J to a wedge for another vertex. Then 
d/lJI >1 kA for some constant k. 
Proof. The first item follows directly from the definition of the smallest spiral and from Theorem 2 
showing that A depends logarithmically on the shrinking rate. 
For the second item, the idea is to show that a point Z of T is closer to E than to P by a large 
factor. The factor depends on the angle Cz that Z makes with E. We follow several technical lemmas; 
the first establishes that rim edges are short. 
Lemma 4. For a point Y = {py ,OY } on a rim edge J, 
IJI ~< klPY, 
for some constant kl. 
Let the empty spiral /~ = {IEIs4), 4} define the smallest spiral S = {(IE[/4)s 6¢p, qS}. We bound 
the distance from a point of S to R. This is useful because the only points of ~P inside R lie on E 
and F. 
Lemma 5. For a point Z in S with ~bz >/rr/3, dist(Z, F) >/3pz = 3dist(Z, E). 
We also show that points Z with small ~bz are closer to E than to R. 
Lemma 6. For a point Z with q3z <~ 7r/3, 
Pz dist(Z, F)  ~> k 
max(l, - log s)'  
for some constant k, and 
2 dist(Z, E). dist(Z, F)  >/ 
For interfering points of P inside R, we have similar results. 
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Lemma 7. If point W interferes with E and is inside R, then for all Z of S 
dist(g, W) >~ pz, 
and 
dist(g, W)/> x/~dist(g, E). 
Combining these lemmas completes the proof of the Theorem 3. [] 
2.3. Constructing a complete wedge around a vertex 
We now describe how we construct a wedge that includes both of the P edges containing V. We 
start with the smallest spirals introduced above. The two smallest spirals for the same vertex (but 
different P edges) overlap, and we weld these together to form a single wedge. Smallest spirals for 
vertices with an input edge between them are far apart, and we must weld them to cover the exposed 
input edge. 
2.3.1. Welding two spirals at a vertex 
Let S and T be the two smallest spirals for E and R at V, where IEI i> IFI. Let X be the unique 
point common to the boundaries of both S and T as in Fig. 6. 
We now form the wedge spiral S' for S, subject o the last spoke being VX,  and similarly form T'. 
See Fig. 6. From Theorem 2, S' has minimum angle at least a constant factor times what is optimal 
for P as long as ~bx/> 0/2, where 0 is angle at V for the wedge spiral with oJ = ~bF. Otherwise, we 
fix the situation by rotating X, and the minimum angle decreases by at most a factor of two. 
We always make an additional transformation to guarantee a large angle between the rim edges 
meeting at X, in order to make Theorem 5 and Theorem 9 true. We replace the triangles of S' and 
T' that contain X by the three triangles of Fig. 6. All three triangles have the same angle at V, and 
IX"VI  = IX'VI  = IXWl. 
2.3.2. Welding two spirals for an edge 
For edge E = VU, we now weld S', the wedge spiral for V, with T', the wedge spiral for U. We 
rotate the first spoke N of S' (N is contained in E), so that it is coincident with the second spoke, 
then redistribute the spokes so the angles between them are equal. This at most halves the minimum 
angle of S'. We do the same for the first spoke M of T'. 
Let X be the rim vertex of M, and Y the rim vertex of N as in Fig. 7. Without loss of generality, 
ZNE <~ ZME.  We introduce the edges YU and YX  into our construction. Since INI = IMI = IEI/4, 
the angles of this construction are at least a constant factor times that of the spirals. 
E 
Fig. 6. Welding two spirals for the same vertex. 
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X 
U 
Fig. 7. Welding the two wedges for one P edge and its two vertices V and U. 
We have now completely covered the input P with triangles. We call this triangulation QC, and 
the region left untriangulated Q. Combining the minimum angle theorems of this section yields the 
following. 
Theorem 4. The minimum angle of Q, c is at least a constant factor times the minimum angle of any 
covering triangulation of P. 
2.4. Some properties of Q 
In the following sections we will triangulate Q in a special way that guarantees a minimum angle 
not much smaller than one we have already introduced. To prove this, we need to establish some 
properties of Q. First we have a bound on the smallest interior angle of Q. 
Theorem 5. The interior angle at any vertex of Q is at least 0.397r. 
Proof. We must analyze three types of vertices, depending on what types of edges contain it. The 
interior angle is at least 7r for a vertex contained in two rim edges of a spiral. The interior angle is at 
least rr/2 (tight) for a vertex contained in one rim edge of a spiral and one edge X'X"  as in Section 
2.3.1, see Fig. 8. 
The interior angle is at least 0.397r for a vertex contained in an edge between two spirals for the 
same P edge but different P vertices, as in Section 2.3.2. The limiting case is when the angle for the 
spiral at one of the P vertices approaches zero, as illustrated in Fig. 9. The smallest interior angle 
is thus at least 7r/2 - arcsin(1/3)/> 0.397r. [] 
~ W 
V E 
Fig. 8. The interior angle of Q for two welded spirals haring a P vertex V is at least 7r/2, regardless ofthe interior angle 
atV. 
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Y 
V X U 
Fig. 9. The smallest interior angle a of Q may occur where we welded the two smallest pirals for one P edge. We show 
the limit as X approaches E. 
Lemma 8. The interior angle at a vertex of Q is at most 31r/2. 
Delta. For a closed face E of a polygon, we define 8(E) to be the minimum over all closed faces 
F _C E of the geodesic distance from F to the closest face W interfering with F. 
Given our welding constructions, we can extend Theorem 3 to the following theorem. 
Lemma 9. For any edge E of OQ,  (E)/IEI is at least a constant times A(QC), where A(Q c) denotes 
the minimum angle among all triangles we have introduced between P and Q. 
3. Shrinking the polygon Q to R 
In the construction of the last section we triangulated around the boundary of P, leaving Q. In 
order to triangulate Q, we first shrink it. That is, we form another polygon R, contained in Q, that 
is approximately what one would get by moving all the edges of Q towards its interior. Since we 
will not add vertices to 0Q, in order to have reasonable minimum angle in the final triangulation of 
Section 5 we must ensure that the edges of R are at least a certain distance from the edges of Q. But 
also we may not move disjoint edges of R so far that they cross. 
For every edge E of Q we introduce a shrunken edge F parallel to E in the interior of Q, at 
distance 8(E) /4 from E. For every vertex V of Q, we introduce shrunken vertices according to V's 
interior angle. 
Case 1. If /V  ~< 3zr/4, then we introduce a single shrunken vertex at the intersection of the 
shrunken edges for the Q edges containing V. 
Case 2. I f /V  ~> 3rr/4, then we introduce two shrunken vertices and a shrunken edge between 
them. Consider a ray from V at 7r/4 radians clockwise from the bisector of the interior angle at V. 
We introduce a shrunken vertex at the intersection of this ray and the shrunken edge for the clockwise 
Q edge at V. Similarly for the counter-clockwise edge, see Fig. 10. 
The next theorem addresses our concern that in forming R we have moved the edges of Q in far 
enough for Section 5. Let F = WX be the shrunken edge for E = VU. 
Lemma 10. ZWVU >/kr(E)/ IE[ for some constant k. 
The next theorem addresses our concern that in forming R we have not moved the edges of Q too 
far. This shows that R edges do not cross. Moreover this shows that we do not add too many vertices 
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V 
Fig. 10. Shrinking Q to R near a vertex V with interior angle ~< 37r/4 (left) and interior angle ~ 37r/4 (right). 
on an R edge when triangulating R in Section 4, so that we will have reasonable minimum angle 
when triangulating between Q and R in Section 5. 
Lemma 11. ~(F) /> ~(E)/2. Moreover, for any vertex or edge G arising from shrinking vertex V 
(i.e., from Case 2), 6(G) ~> ~(V)/2. 
4. Triangulation of R 
We now triangulate the shrunken polygon R, adding Steiner points to its boundary. Our three goals 
are to triangulate R with reasonably large minimum angle, to make sure that not too many Steiner 
points are added to an R edge, and to bound the ratio between the lengths of triangulation edges on the 
boundary of R. We chose to triangulate R using the two dimensional nalog of [12]. For simplicity in 
Section 5, we will explicitly refer to the quadtree boxes introduced by [12]. This choice is somewhat 
arbitrary, and alternatives are discussed below. 
We summarize [12]. First, a quadtree is introduced. In each quadtree box containing an input face, 
any interfering face is geodesically at least a constant number of quadtree boxes away. Each box is 
triangulated based on a few cases of how it intersects with R. 
A particular feature of this algorithm is that there is also a lower bound on the size of quadtree 
boxes: The size of a quadtree box containing an input edge is at least a constant Cl times t~ for that 
edge. Also, the edge of a triangle contained in an input edge is at least a constant c2 times the size of 
the quadtree box containing the triangle. Hence a shrunken edge F is subdivided by the triangulation 
of R into edges of length at least clc2~(E). 
Balanced. The quadtree is approximately balanced. Usually balanced means that any quadtree box 
is at most twice as large as any adjacent quadtree box. However, [12] relaxes this slightly, in that boxes 
containing vertices are allowed to be larger by a factor of c3. Hence, any two adjacent triangulation 
edges on the boundary of R differ in size by at most a factor of 1/(c3c2). 
The constants cl, c2 and ca all depend on the smallest interior angle of R. However, the smallest 
interior angle of R is equal to the smallest interior angle of Q, and Theorem 5 bounds this by the 
constant 0.397r. Hence Cl, c2 and ca are all bounded below by true constants, namely kl, k2 and k3. 
The triangulation of [12] achieves minimum angle at least a constant factor times the smallest 
interior angle of R, which as stated above is at least a constant. 
To summarize, we rely on the following three properties. 
1. The length of a triangulation edge G contained in an R edge E is at least a constant (kt k2) times 
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2. The ratio of the lengths of two intersecting triangulation edges is bounded above by a constant 
(1/k3k2). 
3. The smallest interior angle of the triangulation of R is bounded below by a constant times what is 
optimal for P ([12] yields a tree constant). 
Any two dimensional triangulation algorithm that satisfies these three properties i  sufficient. Consider 
the quadtree method of [5], which is very similar to the two dimensional analog of [12]. The first 
condition is not satisfied by their algorithm for general input. Normally, the duplication of boxes in 
[12] is needed (akin to Reimann sheets [15]). However, the fact that we shrank Q to R shows that 
generating small triangles in one part of R will not necessarily generate small triangles in another 
part of R close in Euclidean distance but far in geodesic distance. The second condition is satisfied 
provided the input has no small interior angles that need to be cut off. Polygon R meets this condition 
by Theorem 5. 
The algorithm of [13] will also satisfy these conditions. This is startling because it is based on 
Delannay triangulations and is not quadtree based. That algorithm recursively divides edges in half, 
so that the ratio of the lengths of two intersecting triangulation edges contained in an edge of R is at 
most 2. If [13] was used, the algorithm presented in Section 5 would have to be modified to handle 
the fact that there is no quadtree to guide us. 
5. Matching R to Q 
We now show how to triangulate the portion of Q outside of R. We do this by matching an edge or 
vertex of Q with its shrunken edges to form a trapezoid or triangle. Each such figure is triangulated with 
minimum angle at least a constant times ~(F)/[F 1 for some R edge F, which by previous theorems 
is at least a constant times the maximum minimum angle possible for any covering triangulation of P. 
We add Steiner points to a figure's interior and to its sides, but not to any edge of R or Q. Adjacent 
figures share sides, so that care must be taken when adding Steiner points to the sides. 
Match faces. We introduce an edge from each Q vertex to the corresponding vertices of R. We call 
these edges match edges. This partitions Q \ R into match trapezoids and match triangles. There is 
one trapezoid for each edge of Q, and one triangle for each Q vertex with interior angle greater than 
31r/4. 
5.1. Triangulating a match trapezoid 
Consider a particular trapezoid T, with Q edge E and R edge F. Let d = k3(E) be the distance 
from F to E. Consider the set of lines Mi parallel to F, at distance d/2 i from F, where i ranges 
between 1 and n = Llog(lEl/d)J. See Fig. 11. 
We triangulate T by first introducing squares with two sides parallel to F, where those sides lie 
on these parallel lines. We then triangulate ach square independently, without adding vertices on the 
boundary of the square. 
5.1.1. Drawing squares 
We define the level of an edge in terms of the size of the quadtree box containing it. The quadtree 
is balanced by a factor of two except for boxes containing a vertex of F. We treat a quadtree box 






Fig. 11. Drawing squares as a preliminary step to triangulating a general match trapezoid. 
containing a vertex of F as if it had the same size as the quadtree box sharing a point of F with it. 
Since the ratio of the true sizes of these quadtree boxes is bounded by a constant k3 from Section 4, 
this will affect the minimum angle of our triangulation by at most a constant factor. 
Level. We now define the level of a triangulation edge so that the smallest level edges have level 1. 
The edges arising from the ith smallest quadtree boxes have level i. Formally, the level of an edge G 
in F is log(sq(G)), where s -- 2 /minx~F q(X). We order the edges from the leftmost vertex of F 
to the rightmost vertex of F,  and place them in a list S. 
The algorithm for drawing the squares is iterative, having steps 1 ,2 , . . . ,  n. At iteration i, we 
traverse S and draw a square around consecutive edges of level at most i. A box is drawn around two 
consecutive dges, or three consecutive dges if one is the last edge of S. If there is an odd number 
of consecutive dges of level less than i, excluding the last edge of S, then an edge of level i will 
not be drawn around until a later iteration. For a box drawn around the first or last edge of S, we 
use a match edge for one side of the "square". For each square, its edge G parallel to and furthest 
from F lies on Mn-i+l, and is considered as an edge of level i + 1. We say that the square is also 
of level i + 1. In S, we replace the edges drawn around by G for consideration by the next iteration. 
See Fig. 11. 
We now consider the shape of the squares we have drawn. 
Elongation. Intuitively, the elongation of an edge is the ratio of its length to its level. We define the 
elongation of a triangulation edge to be 1. We define the elongation of an edge G for square b to be 
e(G) - ~HED 2/(H) 
2t(C ) -- ~ e(I)2 t(I)-z(c). 
IEb 
Here H ranges over all triangulation edges contained in b, I ranges over all edges that b is immediately 
drawn around, and l(x) denotes the level of x. 
If no subsequence of consecutive edges were of odd length, then each square would have elongation 
exactly 1. The following upper and lower bounds are easy to prove by induction. 
Lemma 12. Any edge not containing the rightmost vertex of F has elongation at most 1. 
Lemma 13. Any edge containing the rightmost edge of F has elongation at most 2. 
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For lower bounds we need the following two lemmas about the algorithm. 
Lemma 14. I f  an edge of level i is not drawn around in iteration step i, then it is a triangulation 
edge. 
Lemma 15. An edge of level i is drawn around on iteration step i or i + 1. 
Lemma 16. Any edge has elongation at least 112. 
After we describe how to triangulate the squares, we will wish to prove that the minimum angle of 
the triangles is at least a constant factor times A, the optimal minimum angle of any triangulation of 
P. To that end, we have the following two lemmas concerning the angle that a match edge may make 
with an R edge F that it intersects. The results are similar to Lemma 10. 
Lemma 17. The angle between a match edge and F is at least 7rl4 + kA, where k is a constant. 
Lemma 18. The angle between a match edge and F is at most 7r - kA. 
5.1.2. Triangulation of squares 
Center vertex. We triangulate ach square by taking the convex hull of the center vertex of the 
square and each edge of the boundary of the square as in Fig. 12. The possible cases are enumerated 
in Fig. 13. 
Because of the constant bounds on elongation, the height o width ratio of a square is approximately 
~(E)/IEI.  Hence we have the following. 
Lemma 19. Any triangle of a square without a match edge for a side and not intersecting E has 
minimum angle at least a constant imes  (E)/IEI. 
Further, since M1 is divided into a constant number of edges we have the following. 
Lemma 20. Any triangle intersecting E has minimum angle at least a constant imes ~( E)IIEI. 
Fig. 12. Triangulating the squares with the help of a center vertex. 
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Fig. 13. How to triangulate a square drawn around three dges. 
Fig. 14. There may be many (l/A) square vertices ina match edge for constant shaped squares, or at most a constant umber 
of square vertices for wide and short (I/A) squares. 
A special situation can arise for the first square drawn around a triangulation edge containing a 
vertex of F.  For two trapezoids T1 and T2 sharing a match edge F, the number of levels n may be 
different. Moreover, the level of the edges Gt and G2 containing a vertex of F may be different for T1 
and T2. Thus the first square bl drawn around GI may be smaller than the first square drawn around 
G2. The side of bl that is contained in F may have vertices in its interior, arising from the vertices of 
squares drawn in T2. We triangulate as in Fig. 14 when bl is drawn around only triangulation edges. In 
general, we triangulate by introducing edges between the match edge vertices and the central vertex. 
There are bounds on the spacing between match vertices and the height of the box, see Fig. 14, which 
imply the following. The lengthy proof appears in [9]. 
Lemma 21. Any triangle in a square with a match edge for a side has minimum angle at least a 
constant imes A. 
5.2. Triangulating a match triangle 
Triangulating a match triangle T is no more difficult than triangulating a match trapezoid. Let V be 
the Q vertex of T, and F the R edge opposite it. We introduce lines parallel to F as in the trapezoid 
case. Recall that the angle of the match edges at V is 7r/2. The key observation is that the ratio of the 
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lengths of the match edges is at least ~(E)/IEI for one of the Q edges E containing V. Hence the 
angle between the Mi lines and a match edge is bounded by a constant imes ~(E)/IEI. Hence we 
may build squares as in the trapezoid case, with minimum angle at a match edge at least a constant 
factor times  (E)/IEI which is at least a constant factor times A. 
6. Conclusions 
6.1. Running time 
We now provide an upper bound on the running time of our algorithm. Let n denote the number 
of edges and vertices of P. It is straightforward to determine the smallest spirals for all edges and 
vertices in O(n 2) time. Producing the triangles of the wedges about a vertex (QC) takes time linear in 
m, the number of triangles produced. Plane sweep may be used to compute the delta function, which 
is a measure of the medial axis, for the faces of Q in time O(m log m). 
Let t be the time to triangulate R, and 3"1 the number of triangulation edges on the boundary 
of R. Using geometric series, it is easy to prove that triangulating between Q and R produces O(3"1) 
triangles. Also triangulating between Q and R takes time O(3"1). Thus we have the following. 
Theorem 6. The running time of the algorithm is O(n2q - 3" log 3' + t), where 3" is the number of edges 
of the final triangulation, and t is the time taken to triangulate R. 
Using [5] to triangulate R, t is O(n log n + 3'). 
6.2. Cardinality 
Note that the number of triangles necessary in order to triangulate with minimum angle close to 
optimal depends on the input geometry, and not just the number of edges and vertices. Hence, there 
is no bound on the number of triangles produced by our algorithm in terms of the input size alone. 
Given that we achieve smallest angle A using 3' triangles, we would like to show that no other 
covering triangulation achieving A can have fewer than a factor times 3" triangles. However, the 
available algorithms for triangulating R add too many triangles for this to be the case. 
The construction of the wedges around the vertices of P in Section 2 that triangulates QC produces 
no more than a constant factor times the optimal number of triangles. However, triangulating R with 
any algorithm designed to maximize the minimum angle, allowing Steiner points arbitrarily in R, is 
bound to produce too many triangles for certain input. The algorithm of [13] allows a tradeoff between 
cardinality and the smallest angle produced. However, it is unknown how the optimal cardinality of a 
Steiner triangulation of R relates to the optimal cardinality for a covering triangulation of P. 
6.3. Open problems 
Is there an algorithm for generating a triangulation that approximately maximizes the minimum 
height? This would be useful for [12], and may have other applications for mesh generation as well. 
Ref. [11] has recently shown how to generate a covering triangulation that approximately minimizes the 
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maximum angle, where like the present work the optimal angle depends on a worst interfering point. 
However, the maxmin height possible in a covering triangulation appears to depend on a collection of 
interfering points, and hence its characterization is a more difficult problem. 
Is there an algorithm for generating covering triangulations of three dimensional polytopes that 
maximize the minimum angle between a facet and an edge? Ref. [3] shows how to generate a covering 
triangulation of a three dimensional polytope (without bounds on tetrahedron shape). The difficulty 
in extending our results to three dimensions i  that we must define an optimal spiral at a vertex of 
possibly high edge degree. The boundary of a three dimensional spiral may be a complicated surface, 
and not a one parameter curve as in two dimensions. 
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