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Generalized quasi-statistical structures
Adara M. Blaga and Antonella Nannicini
Abstract
Given a non-degenerate (0, 2)-tensor field h on a smooth manifoldM , we consider
a natural generalized complex and a generalized product structure on the general-
ized tangent bundle TM ⊕ T ∗M of M and we show that they are ∇-integrable, for
∇ an affine connection on M , if and only if (M,h,∇) is a quasi-statistical manifold.
We introduce the notion of generalized quasi-statistical structure and we prove that
any quasi-statistical structure on M induces generalized quasi-statistical structures
on TM ⊕ T ∗M . In this context, dual connections are considered and some of their
properties are established. The results are described in terms of Patterson-Walker
and Sasaki metrics on T ∗M , horizontal lift and Sasaki metrics on TM and, when the
connection ∇ is flat, we define prolongation of quasi-statistical structures on man-
ifolds to their cotangent and tangent bundles via generalized geometry. Moreover,
Norden and Para-Norden structures are defined on T ∗M and TM .
1 Introduction
Statistical manifolds were introduced in [1], [7]. They are manifolds of probability dis-
tributions, used in Information Geometry and related to Codazzi tensors and Affine Ge-
ometry. Let h be a pseudo-Riemannian metric and let ∇ be a torsion-free affine con-
nection on a smooth manifold M . Then (M,h,∇) is called a statistical manifold if
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(∇Xh)(Y, Z) = (∇Y h)(X,Z), for all X, Y, Z ∈ C
∞(TM). The definition can be ex-
tended to (0, 2)-tensor fields and affine connections ∇ with torsion, T∇. In this case,
(h,∇) is called a quasi-statistical structure on M if d∇h = 0, where (d∇h)(X, Y, Z) :=
(∇Xh)(Y, Z)− (∇Y h)(X,Z)+h(T
∇(X, Y ), Z), for all X, Y, Z ∈ C∞(TM), and the triple
(M,h,∇) is called a quasi-statistical manifold.
In this paper, given a non-degenerate (0, 2)-tensor field h and an affine connection ∇
on a smooth manifold M , we consider a natural generalized complex and a generalized
product structure on the generalized tangent bundle TM ⊕ T ∗M of M and we show that
they are ∇-integrable if and only if (M,h,∇) is a quasi-statistical manifold. We introduce
the notion of generalized quasi-statistical structure and we prove that any quasi-statistical
structure on M , defined by a symmetric or skew-symmetric tensor, induces two natural
generalized quasi-statistical structures on TM ⊕T ∗M . We compute the dual connections
and study some of their properties. The results are described in terms of Patterson-Walker
and Sasaki metrics on T ∗M , horizontal lift and Sasaki metrics on TM . In the case, the
connection ∇ is flat we can define prolongation of quasi-statistical structures on manifolds
to their cotangent and tangent bundles via generalized geometry. Moreover, in the last
section, we construct Norden and Para-Norden structures on T ∗M and TM .
2 Quasi-statistical structures and generalized struc-
tures induced
Let M be a smooth manifold and h a non-degenerate (0, 2)-tensor field on M . On the
generalized tangent bundle TM ⊕ T ∗M of M , we shall consider the generalized complex
structure
(1) Jˆc :=
(
0 −h−1
h 0
)
and the generalized product structure
(2) Jˆp :=
(
0 h−1
h 0
)
,
where we denoted by h the musical isomorphism, ♭h : TM → T
∗M , ♭h(X) := iXh, and
by h−1 its inverse, ♯h : T
∗M → TM .
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Let
(3) < X + α, Y + β >:= −
1
2
(α(Y ) + β(X))
be the natural indefinite metric on TM ⊕ T ∗M and
(4) (X + α, Y + β) := −
1
2
(α(Y )− β(X))
be the natural symplectic structure on TM ⊕ T ∗M .
Remark 2.1. i) If h is symmetric, then:
< Jˆcσ, Jˆcτ >= − < σ, τ > and (Jˆcσ, Jˆcτ) = (σ, τ),
< Jˆpσ, Jˆpτ >=< σ, τ > and (Jˆpσ, Jˆpτ) = −(σ, τ),
or, equivalently:
< Jˆcσ, τ >=< σ, Jˆcτ > and (Jˆcσ, τ) = −(σ, Jˆcτ),
< Jˆpσ, τ >=< σ, Jˆpτ > and (Jˆpσ, τ) = −(σ, Jˆpτ),
for any σ, τ ∈ C∞(TM ⊕ T ∗M).
i) If h is skew-symmetric, then:
< Jˆcσ, Jˆcτ >=< σ, τ > and (Jˆcσ, Jˆcτ) = −(σ, τ),
< Jˆpσ, Jˆpτ >= − < σ, τ > and (Jˆpσ, Jˆpτ) = (σ, τ),
or, equivalently:
< Jˆcσ, τ >= − < σ, Jˆcτ > and (Jˆcσ, τ) = (σ, Jˆcτ),
< Jˆpσ, τ >= − < σ, Jˆpτ > and (Jˆpσ, τ) = (σ, Jˆpτ),
for any σ, τ ∈ C∞(TM ⊕ T ∗M).
On TM ⊕ T ∗M we consider the bilinear form:
(5) hˇ(X + α, Y + β) := h(X, Y ) + h(h−1(α), h−1(β)),
for any X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M).
A direct computation gives the following:
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Lemma 2.2. The structures Jˆc and Jˆp satisfy respectively:
hˇ(Jˆcσ, τ) = 2(σ, τ),
hˇ(σ, Jˆpτ) = 2 < σ, τ >,
for any σ, τ ∈ C∞(TM ⊕ T ∗M).
For ∇ an affine connection on M , we consider the bracket [·, ·]∇ on C
∞(TM ⊕ T ∗M)
[6]:
[X + α, Y + β]∇ := [X, Y ] +∇Xβ −∇Y α,
for all X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M).
A generalized complex or product structure Jˆ is called ∇-integrable if its Nijenhuis
tensor field N∇
Jˆ
with respect to ∇:
N∇
Jˆ
(σ, τ) := [Jˆσ, Jˆτ ]∇ − Jˆ [Jˆσ, τ ]∇ − Jˆ [σ, Jˆτ ]∇ + Jˆ
2[σ, τ ]∇
vanishes for all σ, τ ∈ C∞(TM ⊕ T ∗M).
Let M be a smooth manifold with a non-degenerate (0, 2)-tensor field h and an affine
connection ∇.
Definition 2.3. [4] We call (h,∇) a quasi-statistical structure (respectively, (M,h,∇)
a quasi-statistical manifold) if d∇h = 0, where
(d∇h)(X, Y, Z) := (∇Xh)(Y, Z)− (∇Y h)(X,Z) + h(T
∇(X, Y ), Z),
for any X, Y, Z ∈ C∞(TM) and T∇(X, Y ) := ∇XY −∇YX − [X, Y ].
We can state:
Proposition 2.4. The structures Jˆc and Jˆp are integrable if and only if (M,h,∇) is
a quasi-statistical manifold.
Proof. In this proof we will shortly denote Jˆ∓ for Jˆc =: Jˆ− and Jˆp =: Jˆ+.
Let us compute:
N∇
Jˆ∓
(X, Y ) = [Jˆ∓X, Jˆ∓Y ]∇ − Jˆ∓[Jˆ∓X, Y ]∇ − Jˆ∓[X, Jˆ∓Y ]∇ + Jˆ
2
∓[X, Y ]∇ =
= ±h−1((∇Xh)Y − (∇Y h)X + h(∇XY −∇YX − [X, Y ])) =
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= ±h−1((d∇h)(X, Y ))
N∇
Jˆ∓
(X, h(Y )) = [Jˆ∓X, Jˆ∓h(Y )]∇ − Jˆ∓[Jˆ∓X, h(Y )]∇ − Jˆ∓[X, Jˆ∓h(Y )]∇ + Jˆ
2
∓[X, h(Y )]∇ =
= ∓((∇Xh)Y − (∇Y h)X + h(∇XY −∇YX − [X, Y ])) =
= ∓(d∇h)(X, Y )
N∇
Jˆ∓
(h(X), h(Y )) = [Jˆ∓h(X), Jˆ∓h(Y )]∇ − Jˆ∓[Jˆ∓h(X), h(Y )]∇ − Jˆ∓[h(X), Jˆ∓h(Y )]∇+
+Jˆ2∓[h(X), h(Y )]∇ =
= −h−1((∇Xh)Y − (∇Y h)X + h(∇XY −∇YX − [X, Y ])) =
= −h−1((d∇h)(X, Y )),
for any X, Y ∈ C∞(TM). Therefore the proof is complete.
3 Generalized quasi-statistical structures
Definition 3.1. We call D : C∞(TM⊕T ∗M)×C∞(TM⊕T ∗M)→ C∞(TM⊕T ∗M)
an affine connection on TM ⊕ T ∗M if it is R-bilinear and for any f ∈ C∞(M) and
σ, τ ∈ C∞(TM ⊕ T ∗M), we have:
1. Dfστ = fDστ ,
2. Dσ(fτ) = σ(f)τ + fDστ ,
where (X + α)(f) := X(f), for X + α ∈ C∞(TM ⊕ T ∗M).
Let hˆ be a non-degenerate (0, 2)-tensor field and D an affine connection on the gener-
alized tangent bundle TM ⊕ T ∗M of the smooth manifold M .
Definition 3.2. We call (hˆ, D) a generalized quasi-statistical structure if dDhˆ = 0,
where
(dDhˆ)(σ, τ, ν) := (Dσhˆ)(τ, ν)− (Dτ hˆ)(σ, ν) + hˆ(T
D(σ, τ), ν),
for any σ, τ, ν ∈ C∞(TM ⊕ T ∗M) and TD(σ, τ) := Dστ −Dτσ − [σ, τ ]∇, with ∇ a given
connection on M .
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3.1 Generalized quasi-statistical structures induced by quasi-
statistical structures
Let h be a non-degenerate (0, 2)-tensor field and let ∇ be an affine connection on M . We
define the affine connection ∇ˆ on TM ⊕ T ∗M by:
(6) ∇ˆX+αY + β := ∇XY + h(∇Xh
−1(β)),
for any X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M).
Theorem 3.3. (TM ⊕ T ∗M, hˆ, ∇ˆ) is a generalized quasi-statistical manifold if and
only if (M,h,∇) is a quasi-statistical manifold, where hˆ is precisely < ·, · > or (·, ·) given
by (3) and (4) respectively, according as h is symmetric or skew-symmetric, and ∇ˆ is
given by (6).
Proof. First notice that the torsion of ∇ˆ equals to
T ∇ˆ(X + α, Y + β) := ∇ˆX+αY + β − ∇ˆY+βX + α− [X + α, Y + β]∇ =
= T∇(X, Y ) + h(∇Xh
−1(β)−∇Y h
−1(α))−∇Xβ +∇Y α.
We have:
(d∇ˆhˆ)(X + α, Y + β, Z + γ) := (∇ˆX+αhˆ)(Y + β, Z + γ)− (∇ˆY+βhˆ)(X + α, Z + γ)+
+hˆ(T ∇ˆ(X + α, Y + β), Z + γ) :=
:= X(hˆ(Y + β, Z + γ))− hˆ(∇ˆX+αY + β, Z + γ)− hˆ(Y + β, ∇ˆX+α, Z + γ)−
−Y (hˆ(X + α, Z + γ)) + hˆ(∇ˆY+βX + α, Z + γ) + hˆ(X + α, ∇ˆY+β, Z + γ)+
+hˆ(T ∇ˆ(X + α, Y + β), Z + γ) :=
:= −
1
2
[X(β(Z)± γ(Y ))− h(∇Xh
−1(β), Z)∓ γ(∇XY )− β(∇XZ)∓ h(∇Xh
−1(γ), Y )]+
+
1
2
[Y (α(Z)± γ(X))− h(∇Y h
−1(α), Z)∓ γ(∇YX)− α(∇YZ)∓ h(∇Y h
−1(γ), X)]−
−
1
2
[h(∇Xh
−1(β), Z)− h(∇Y h
−1(α), Z)− (∇Xβ)Z + (∇Y α)Z]∓
1
2
γ(T∇(X, Y )) :=
:= −
1
2
[±X(γ(Y ))∓ γ(∇XY )∓ h(∇Xh
−1(γ), Y )∓
∓Y (γ(X))± γ(∇YX)± h(∇Y h
−1(γ), X)± γ(T∇(X, Y )) :=
:= −
1
2
(d∇h)(X, Y, h−1(γ)).
Therefore the proof is complete.
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The couple (hˆ, ∇ˆ) with hˆ given by (3) or (4) respectively (according as h is symmetric
or skew-symmetric) and ∇ˆ given by (6) will be called the generalized quasi-statistical
structure induced by (h,∇).
A direct computation gives the expression of the generalized dual quasi-statistical con-
nection of ∇ˆ, precisely:
Proposition 3.4. Let (M,h,∇) be a quasi-statistical manifold and let (hˆ, ∇ˆ) be the
generalized quasi-statistical structure induced on TM ⊕ T ∗M . Then the generalized dual
quasi-statistical connection, ∇ˆ∗, defined by:
hˆ(Y + β, ∇ˆ∗X+αZ + γ) = X(hˆ(Y + β, Z + γ))− hˆ(∇ˆX+αY + β, Z + γ),
for all X, Y, Z ∈ C∞(TM) and α, β, γ ∈ C∞(T ∗M), is given by:
∇ˆ∗X+αZ + γ = h
−1(∇Xh(Z)) +∇Xγ.
Proof. From the definition of the generalized dual quasi-statistical connection and
using the definition of ∇ˆ, we get:
hˆ(Y + β, ∇ˆ∗X+αZ + γ) = X(β(Z))±X(γ(Y ))− h(∇Xh
−1(β), Z)∓ γ(∇XY ),
for any X, Y, Z ∈ C∞(TM) and α, β, γ ∈ C∞(T ∗M).
Let us denote ∇ˆ∗X+αZ + γ =: V + η. Then we have:
β(V )± η(Y ) = X(β(Z))±X(γ(Y ))− h(∇Xh
−1(β), Z)∓ γ(∇XY ),
for any X, Y, Z ∈ C∞(TM) and β, γ ∈ C∞(T ∗M).
Taking β := 0, we obtain:
η(Y ) = X(γ(Y ))− γ(∇XY ) := (∇Xγ)Y
and taking Y := 0, we obtain:
β(V ) = X(β(Z))− h(∇Xh
−1(β), Z)
which is equivalent to:
h(V, h−1(β)) = X(h(Z, h−1(β)))−h(Z,∇Xh
−1(β)) := (∇Xh)(Z, h
−1(β))+h(∇XZ, h
−1(β))
and to:
h(V ) = (∇Xh)(Z, ·) + h(∇XZ) = ∇Xh(Z)
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and to:
V = h−1(∇Xh(Z)).
Therefore the proof is complete.
Proposition 3.5. Let (M,h,∇) be a quasi-statistical manifold. Then ∇ˆ∗ is torsion-
free.
Proof. For all X + α, Y + β ∈ C∞(TM ⊕ T ∗M), we have:
T ∇ˆ
∗
(X + α, Y + β) = ∇ˆ∗X+αY + β − ∇ˆ
∗
Y+βX + α− [X + α, Y + β]∇ =
= h−1(∇Xh(Y ))− h
−1(∇Y h(X))− [X, Y ] =
= h−1((∇Xh)Y − (∇Y h)X + h(T
∇(X, Y ))) =
= h−1(d∇(X, Y )) = 0.
Let h be a non-degenerate, symmetric or skew-symmetric (0, 2)-tensor field on M and
let ∇ be an affine connection on M . We have the following:
Theorem 3.6. (TM ⊕ T ∗M, hˇ, ∇ˆ) is a generalized quasi-statistical manifold if and
only if (M,h,∇) is a quasi-statistical manifold, where hˇ is given by (5) and ∇ˆ is given by
(6).
Proof. We have:
(d∇ˆhˇ)(X + α, Y + β, Z + γ) := (∇ˆX+αhˇ)(Y + β, Z + γ)− (∇ˆY+βhˇ)(X + α, Z + γ)+
+hˇ(T ∇ˆ(X + α, Y + β), Z + γ) :=
:= X(hˇ(Y + β, Z + γ))− hˇ(∇ˆX+αY + β, Z + γ)− hˇ(Y + β, ∇ˆX+α, Z + γ)−
−Y (hˇ(X + α, Z + γ)) + hˇ(∇ˆY+βX + α, Z + γ) + hˇ(X + α, ∇ˆY+β, Z + γ)+
+hˇ(T ∇ˆ(X + α, Y + β), Z + γ) :=
:= X(h(Y, Z)) +X(β(h−1(γ)))− hˇ(∇XY + h(∇Xh
−1(β)), Z + γ)−
−hˇ(Y + β,∇XZ + h(∇Xh
−1(γ)))−
−Y (h(X,Z))− Y (α(h−1(γ))) + hˇ(∇YX + h(∇Y h
−1(α)), Z + γ)+
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+hˇ(X + α,∇YZ + h(∇Y h
−1(γ))) + h(T∇(X, Y ), Z)± γ((∇Xh
−1)β − (∇Y h
−1)α) :=
:= (d∇h)(X, Y, Z) + (∇Xβ)h
−1(γ)− (∇Y α)h
−1(γ)± γ(h−1(∇Y α)− h
−1(∇Xβ)) :=
:= (d∇h)(X, Y, Z),
where the sign + is for h symmetric, − is for h skew-symmetric. Therefore the proof is
complete.
Proposition 3.7. Let (M,h,∇) be a quasi-statistical manifold and let (hˇ, ∇ˆ) be the
generalized quasi-statistical structure induced on TM ⊕ T ∗M . Then the generalized dual
quasi-statistical connection, ∇ˆ∗
hˇ
, defined by:
hˇ(Y + β, (∇ˆ∗
hˇ
)X+αZ + γ) = X(hˇ(Y + β, Z + γ))− hˇ(∇ˆX+αY + β, Z + γ),
for all X, Y, Z ∈ C∞(TM) and α, β, γ ∈ C∞(T ∗M), is given by:
(∇ˆ∗
hˇ
)X+αZ + γ = h
−1(∇Xh(Z)) +∇Xγ.
Therefore:
∇ˆ∗
hˇ
= ∇ˆ∗.
Proof. We get:
hˇ(Y + β, (∇ˆ∗
hˇ
)X+αZ + γ) = X(h(Y, Z)) +X(β(h
−1(γ)))− h(∇XY, Z)∓ γ(∇Xh
−1(β)) =
= X(h(Y, Z))− h(∇XY, Z)∓ γ(∇Xh
−1(β))±X(γ(h−1(β))),
for any X, Y, Z ∈ C∞(TM) and α, β, γ ∈ C∞(T ∗M).
Let us denote (∇ˆ∗
hˇ
)X+αZ + γ =: V + η. Then we have:
h(Y, V )± η(h−1(β)) = X(h(Y, Z))− h(∇XY, Z)± (∇Xγ)h
−1(β),
for any X, Y, Z ∈ C∞(TM) and β ∈ C∞(T ∗M).
Taking Y := 0, we obtain:
η(h−1(β)) = ∇Xh
−1(β)
and taking β := 0, we obtain:
h(Y, V ) = (∇Xh)(Y, Z) + h(Y,∇XZ)
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which is equivalent to:
h(V ) = (∇Xh)(Z, ·) + h(∇XZ) = ∇Xh(Z)
and to:
V = h−1(∇Xh(Z)).
Therefore the proof is complete.
Given an affine connection D on TM ⊕ T ∗M , we define the curvature operator of D,
RD : C∞(TM ⊕ T ∗M) × C∞(TM ⊕ T ∗M) × C∞(TM ⊕ T ∗M) → C∞(TM ⊕ T ∗M), on
σ, τ, ν ∈ C∞(TM ⊕ T ∗M), as in the following:
RD(σ, τ)ν = (DσDτ −DτDσ −D[σ,τ ]∇)ν,
where ∇ is a given connection on M .
Proposition 3.8. Let (M,h,∇) be a quasi-statistical manifold and let (hˆ, ∇ˆ) be the
generalized quasi-statistical structure induced on TM ⊕ T ∗M . Then the curvature opera-
tors of ∇ˆ and ∇ˆ∗ are given respectively by:
R∇ˆ(X + α, Y + β)Z + γ = R∇(X, Y )Z + h(R∇(X, Y )h−1(γ))
R∇ˆ
∗
(X + α, Y + β)Z + γ = h−1(R∇(X, Y )h(Z)) +R∇(X, Y )γ,
where X, Y, Z ∈ C∞(TM), α, β, γ ∈ C∞(T ∗M) and R∇ is the curvature operator of ∇.
In particular, ∇ˆ and its dual ∇ˆ∗ are flat if and only if ∇ is flat.
Proof. Let us compute:
∇ˆX+α∇ˆY+βZ + γ − ∇ˆY+β∇ˆX+αZ + γ − ∇ˆ[X+α,Y+β]∇Z + γ :=
:= ∇ˆX+α(∇Y Z + h(∇Y h
−1(γ)))− ∇ˆY+β(∇XZ + h(∇Xh
−1(γ)))−
−∇[X,Y ]Z − h(∇[X,Y ]h
−1(γ)) :=
:= ∇X∇Y Z + h(∇X∇Y h
−1(γ))−∇Y∇XZ − h(∇Y∇Xh
−1(γ))−
−∇[X,Y ]Z − h(∇[X,Y ]h
−1(γ)) :=
:= R∇(X, Y )Z + h(R∇(X, Y )h−1(γ))
and:
∇ˆ∗X+α∇ˆ
∗
Y+βZ + γ − ∇ˆ
∗
Y+β∇ˆ
∗
X+αZ + γ − ∇ˆ
∗
[X+α,Y+β]∇
Z + γ :=
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:= ∇ˆ∗X+α(h
−1(∇Y h(Z)) +∇Y γ)− ∇ˆ
∗
Y+β(h
−1(∇Xh(Z)) +∇Xγ)−
−h−1(∇[X,Y ]h(Z))−∇[X,Y ]γ :=
:= h−1(∇X∇Y h(Z)) +∇X∇Y γ − h
−1(∇Y∇Xh(Z))−∇Y∇Xγ−
−h−1(∇[X,Y ]h(Z))−∇[X,Y ]γ :=
:= h−1(R∇(X, Y )h(Z)) +R∇(X, Y )γ.
Therefore the proof is complete.
Proposition 3.9. The structures Jˆc and Jˆp are ∇ˆ-parallel and ∇ˆ
∗-parallel.
Proof. In this proof we will shortly denote Jˆ∓ for Jˆc =: Jˆ− and Jˆp =: Jˆ+. Let us
compute:
(∇ˆX+αJˆ∓)Y + β := ∇ˆX+α(∓h
−1(β) + h(Y ))− Jˆ∓(∇ˆX+αY + β) :=
:= ∓∇Xh
−1(β) + h(∇Xh
−1(h(Y )))− Jˆ∓(∇XY + h(∇Xh
−1(β))) :=
:= ∓∇Xh
−1(β) + h(∇XY )± h
−1(h(∇Xh
−1(β)))− h(∇XY ) = 0;
moreover:
(∇ˆ∗X+αJˆ∓)Y + β := ∇ˆ
∗
X+α(∓h
−1(β) + h(Y ))− Jˆ∓(∇ˆ
∗
X+αY + β) :=
:= ∓h−1(∇Xβ) +∇Xh(Y )− Jˆ∓(h
−1(∇Xh(Y )) +∇Xβ) :=
:= ∓h−1(∇Xβ) +∇Xh(Y )−∇Xh(Y )± h
−1(∇Xβ) = 0,
for any X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M). Therefore the proof is complete.
3.2 Generalized quasi-statistical structures induced by torsion-
free connections
Another affine connection on the generalized tangent bundle TM ⊕ T ∗M is naturally
defined by an affine connection ∇ on M by:
(7) ∇ˇX+αY + β := ∇XY +∇Xβ,
for any X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M).
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Remark 3.10. One can check that if h is a non-degenerate (0, 2)-tensor field on M
which is ∇-parallel, then the connections ∇ˆ and ∇ˇ coincide (since we have ∇ˆX+αY +β−
∇ˇX+αY + β = −(∇Xh)(h
−1(β), ·), for any X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M)). In
particular, ∇ˆ∗ = ∇ˆ = ∇ˇ.
We have the following:
Proposition 3.11. (TM ⊕ T ∗M, hˆ, ∇ˇ) is a generalized quasi-statistical manifold if
and only if ∇ is torsion-free, where hˆ is precisely < ·, · > or (·, ·) given by (3) and (4)
respectively and ∇ˇ is given by (7).
Proof. First notice that the torsion of ∇ˇ equals to
T ∇ˇ(X + α, Y + β) := ∇ˇX+αY + β − ∇ˇY+βX + α− [X + α, Y + β]∇ = T
∇(X, Y ).
We have:
(d∇ˇhˆ)(X + α, Y + β, Z + γ) := (∇ˇX+αhˆ)(Y + β, Z + γ)− (∇ˇY+βhˆ)(X + α, Z + γ)+
+hˆ(T ∇ˇ(X + α, Y + β), Z + γ) :=
:= X(hˆ(Y + β, Z + γ))− hˆ(∇ˇX+αY + β, Z + γ)− hˆ(Y + β, ∇ˇX+α, Z + γ)−
−Y (hˆ(X + α, Z + γ)) + hˆ(∇ˇY+βX + α, Z + γ) + hˆ(X + α, ∇ˇY+β, Z + γ)+
+hˆ(T ∇ˇ(X + α, Y + β), Z + γ) :=
:= −
1
2
[X(β(Z)± γ(Y ))− (∇Xβ)Z ∓ γ(∇XY )− β(∇XZ)∓ (∇Xγ)Y ]+
+
1
2
[Y (α(Z)± γ(X))− (∇Y α)Z ∓ γ(∇YX)− α(∇Y Z)∓ (∇Y γ)X ]∓
1
2
γ(T∇(X, Y )) :=
:= −
1
2
[X(β(Z))±X(γ(Y ))−X(β(Z))+β(∇XZ)∓γ(∇XY )−β(∇XZ)∓X(γ(Y ))±γ(∇XY )]+
+
1
2
[Y (α(Z))±Y (γ(X))−Y (α(Z))+α(∇YZ)∓γ(∇YX)−α(∇YZ)∓Y (γ(X))±γ(∇YX)]∓
∓
1
2
γ(T∇(X, Y )) = ∓
1
2
γ(T∇(X, Y )).
Therefore the proof is complete.
Proposition 3.12. Let ∇ be a torsion-free affine connection on M and let
(< ·, · >, ∇ˇ) and ((·, ·), ∇ˇ) be the canonical generalized quasi-statistical structures de-
fined in Proposition 3.11. Then ∇ˇ and its generalized dual quasi-statistical connection,
∇ˇ∗, coincide.
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Proof. Let us denote ∇ˇ∗X+αZ + γ =: V + η. From the definition of the generalized
dual quasi-statistical connection and using the definition of ∇ˇ, we get:
β(V )± η(Y ) = X(β(Z))±X(γ(Y ))− (∇Xβ)Z ∓ γ(∇XY ),
for any X, Y, Z ∈ C∞(TM) and β, γ ∈ C∞(T ∗M).
Taking β := 0, we obtain:
±η(Y ) = ±X(γ(Y ))∓ γ(∇XY ) := ±(∇Xγ)Y
and taking Y := 0, we obtain:
β(V ) = X(β(Z))− (∇Xβ)Z := β(∇XZ).
Therefore the proof is complete.
Proposition 3.13. If ∇ is a torsion-free affine connection and h is a ∇-parallel
(0, 2)-tensor field on M , then (hˇ, ∇ˇ) is a generalized quasi-statistical structure, where hˇ
is given by (5) and ∇ˇ is given by (7).
Proof. We have:
(d∇ˇhˇ)(X + α, Y + β, Z + γ) := (∇ˇX+αhˇ)(Y + β, Z + γ)− (∇ˇY+βhˇ)(X + α, Z + γ)+
+hˇ(T ∇ˇ(X + α, Y + β), Z + γ) :=
:= X(hˇ(Y + β, Z + γ))− hˇ(∇ˇX+αY + β, Z + γ)− hˇ(Y + β, ∇ˇX+α, Z + γ)−
−Y (hˇ(X + α, Z + γ)) + hˇ(∇ˇY+βX + α, Z + γ) + hˇ(X + α, ∇ˇY+β, Z + γ)+
+hˇ(T ∇ˇ(X + α, Y + β), Z + γ) :=
:= X(h(Y, Z) + h(h−1(β), h−1(γ)))−
−h(∇XY, Z)− h(h
−1(∇Xβ), h
−1(γ))− h(Y,∇XZ)− h(h
−1(β), h−1(∇Xγ))−
−Y (h(X,Z) + h(h−1(α), h−1(γ)))+
+h(∇YX,Z)+h(h
−1(∇Y α), h
−1(γ))+h(X,∇YZ)+h(h
−1(α), h−1(∇Y γ))+h(T
∇(X, Y ), Z) :=
:= (∇Xh)(Y, Z)− (∇Y h)(X,Z) + h(T
∇(X, Y ), Z)+
+X(β(h−1(γ)))− (∇Xβ)h
−1(γ)− β(h−1(∇Xγ))−
−Y (α(h−1(γ))) + (∇Y α)h
−1(γ) + α(h−1(∇Y γ)) =
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= (∇Xh)(Y, Z)− (∇Y h)(X,Z) + h(T
∇(X, Y ), Z)+
+β(∇Xh
−1(γ))− β(h−1(∇Xγ))− α(∇Y h
−1(γ)) + α(h−1(∇Y γ)).
Also, for any V ∈ C∞(TM), we have:
h(h−1(∇Xγ)−∇Xh
−1(γ), V ) = h(h−1(∇Xγ), V )− h(∇Xh
−1(γ), V ) =
= (∇Xγ)V − h(∇Xh
−1(γ), V ) := X(γ(V ))− γ(∇XV )− h(∇Xh
−1(γ), V ) =
= X(h(h−1(γ), V ))− h(h−1(γ),∇XV )− h(∇Xh
−1(γ), V ) := (∇Xh)(h
−1(γ), V ) = 0,
hence h−1(∇Xγ)−∇Xh
−1(γ) = 0, for any X ∈ C∞(TM) and γ ∈ C∞(T ∗M). Therefore,
d∇ˇhˇ = 0 and the proof is complete.
Proposition 3.14. Let (M,h,∇) be a quasi-statistical manifold with ∇ a torsion-free
affine connection, h a ∇-parallel (0, 2)-tensor field on M and let (hˇ, ∇ˇ) be the generalized
quasi-statistical structure on TM ⊕ T ∗M , with hˇ given by (5) and ∇ˇ given by (7). Then
∇ˇ and its generalized dual quasi-statistical connection, ∇ˇ∗
hˇ
, coincide.
Proof. We get:
hˇ(Y + β, (∇ˇ∗
hˇ
)X+αZ + γ) = X(h(Y, Z)) +X(h(h
−1(β), h−1(γ)))−
−h(∇XY, Z)− h(h
−1(∇Xβ), h
−1(γ)) =
= h(Y,∇XZ) + β(∇Xh
−1(γ)),
for any X, Y, Z ∈ C∞(TM) and α, β, γ ∈ C∞(T ∗M).
Let us denote (∇ˇ∗
hˇ
)X+αZ + γ =: V + η. Then we have:
h(Y, V ) + h(h−1(β), h−1(η)) = h(Y,∇XZ) + β(∇Xh
−1(γ)),
for any X, Y, Z ∈ C∞(TM) and β, γ ∈ C∞(T ∗M).
Taking Y := 0, we obtain:
β(h−1(η)) = β(∇Xh
−1(γ))
which is equivalent to:
η = h(∇Xh
−1(γ))
and taking β := 0, we obtain:
h(Y, V ) = h(Y,∇XZ)
which is equivalent to:
V = ∇XZ.
From Remark 3.10 we get ∇ˇ∗
hˇ
= ∇ˆ = ∇ˇ. Therefore the proof is complete.
Generalized quasi-statistical structures 15
4 The pull-back tensors on TM ⊕ T ∗M of horizontal
lifts, Sasaki and Patterson-Walker metrics
4.1 Patterson-Walker and Sasaki metrics on T ∗M
Let M be a smooth manifold and let ∇ be an affine connection on M .
Let π : T ∗M → M be the canonical projection and π∗ : T (T
∗M) → TM be the
tangent map of π. If a ∈ T ∗M and A ∈ Ta(T
∗M), then π∗(A) ∈ Tpi(a)M and we denote
by χa the standard identification between T
∗
pi(a)M and its tangent space Ta(T
∗
pi(a)M).
Let Φ∇ : TM ⊕ T ∗M → T (T ∗M) be the bundle morphism defined by [5]:
(8) Φ∇(X + α) := XHa + χa(α),
where a ∈ T ∗M and XHa is the horizontal lift of X ∈ Tpi(a)M .
Let {x1, ..., xn} be local coordinates onM , let {x˜1, ..., x˜n, y1, ..., yn} be respectively the
corresponding local coordinates on T ∗M and let {X1, ..., Xn,
∂
∂y1
, ..,
∂
∂yn
} be a local frame
on T (T ∗M), where Xi =
∂
∂x˜i
. The horizontal lift of
∂
∂xi
is defined by:
(
∂
∂xi
)H := Xi + ykΓ
k
il
∂
∂yl
and we will denote XHi =: (
∂
∂xi
)H . Moreover, the vertical lift of
∂
∂xi
is defined by:
(
∂
∂xi
)V :=
∂
∂yi
,
where i, k, l run from 1 to n and Γkil are the Christoffel’s symbols of ∇.
Let Φ∇ : TM ⊕T ∗M → T (T ∗M) be the bundle morphism defined before (which is an
isomorphism on the fibres). In local coordinates, we have the following expressions:
Φ∇
(
∂
∂xi
)
= XHi
Φ∇
(
dxj
)
=
∂
∂yj
.
In [9], starting from a torsion-free affine connection on M , the Patterson-Walker met-
ric, h˜, on T ∗M is defined as in the following:
h˜(XH , Y H) = 0
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h˜(XV , Y V ) = 0
h˜(Y V , XH) = h˜(XH , Y V ) = ((Φ∇)−1(Y V ))(X),
where X, Y ∈ C∞(T ∗M), XH , Y H are the horizontal lifts and XV , Y V are the vertical
lifts of X, Y respectively.
The definition can also be given if ∇ has torsion and we define h˜± on T
∗M as in the
following:
h˜±(X
H , Y H) = 0
h˜±(X
V , Y V ) = 0
h˜±(Y
V , XH) = ((Φ∇)−1(Y V ))(X)
h˜±(X
H , Y V ) = ±((Φ∇)−1(Y V ))(X),
where X, Y ∈ C∞(T ∗M), XH , Y H are the horizontal lifts and XV , Y V are the vertical
lifts of X, Y respectively.
We denote by ˜˜h± the pull-back tensors of h˜± on TM ⊕ T
∗M :
˜˜
h±(σ, τ) := (Φ
∇)∗(h˜±)(σ, τ) := h˜±(Φ
∇(σ),Φ∇(τ)),
for any σ, τ ∈ C∞(TM ⊕ T ∗M). Remark that ˜˜h± are related to the indefinite metric or
to the symplectic structure of TM ⊕ T ∗M as follows.
Proposition 4.1.
˜˜
h+ = −2 < ·, · >
˜˜
h− = −2(·, ·).
Proof. Let σ = X + α, τ = Y + β, X, Y ∈ C∞(TM), α, β ∈ C∞(T ∗M). Then:
˜˜
h±(σ, τ) = h˜±(X
H + Φ∇(α), Y H + Φ∇(β)) =
= h˜±(Φ
∇(α), Y H) + h˜±(X
H ,Φ∇(β)) =
= α(Y )± β(X).
Then we get the statement.
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Let h be a non-degenerate (0, 2)-tensor field on M . The Sasaki (0, 2)-tensor field hS
∗
on T ∗M , with respect to ∇, is naturally defined by:
hS
∗
(XH , Y H) = h(X, Y )
hS
∗
(αV , βV ) = h(h−1(α), h−1(β))
hS
∗
(αV , Y H) = 0,
where X, Y ∈ C∞(TM), α, β ∈ C∞(T ∗M), XH , Y H are the horizontal lifts of X, Y and
αV , βV are the vertical lifts of α, β respectively.
We denote by h˜S
∗
the pull-back tensor of hS
∗
on TM ⊕ T ∗M :
h˜S
∗
(σ, τ) := (Φ∇)∗(hS
∗
)(σ, τ) := hS
∗
(Φ∇(σ),Φ∇(τ)),
for any σ, τ ∈ C∞(TM ⊕ T ∗M).
Proposition 4.2. If h is a non-degenerate (0, 2)-tensor field on M , then:
h˜S
∗
(X + α, Y + β) = hˆ(X + α, Y + β) = h(X, Y ) + h(h−1(α), h−1(β)),
for any X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M).
Proof. Let σ = X + α, τ = Y + β, X, Y ∈ C∞(TM), α, β ∈ C∞(T ∗M). Then:
h˜S
∗
(σ, τ) = hS
∗
(XH + Φ∇(α), Y H + Φ∇(β)) =
= hS
∗
(XH , Y H) + hS
∗
(Φ∇(α),Φ∇(β)) =
= h(X, Y ) + hS
∗
(Φ∇(α),Φ∇(β)).
In local coordinates, let α = αkdx
k, β = βldx
l and we get:
hS
∗
(Φ∇(α),Φ∇(β)) = hS
∗
(αk
∂
∂yk
, βl
∂
∂yl
) =
= αkβlhkl = h(h
−1(α), h−1(β)).
Then we get the statement.
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4.2 Horizontal lift and Sasaki metrics on TM
Let M be a smooth manifold, let h be a non-degenerate (0, 2)-tensor field on M , and let
∇ be an affine connection on M . The horizontal lift hH of h on TM with respect to ∇ is
defined by:
hH(XH , Y H) = 0
hH(XV , Y V ) = 0
hH(XH , Y V ) = h(X, Y ),
where X, Y ∈ C∞(TM), XH , Y H are the horizontal lifts and XV , Y V are the vertical lifts
of X, Y respectively.
Let π : TM →M be the canonical projection and π∗ : T (TM)→ TM be the tangent
map of π. If a ∈ TM and A ∈ Ta(TM), then π∗(A) ∈ Tpi(a)M and we denote by χa the
standard identification between Tpi(a)M and its tangent space Ta(Tpi(a)M).
Let Ψ∇ : TM ⊕ T ∗M → T (TM) be the bundle morphism defined by:
(9) Ψ∇(X + α) := XHa + χa(h
−1(α)),
where a ∈ TM and XHa is the horizontal lift of X ∈ Tpi(a)M .
Let {x1, ..., xn} be local coordinates onM , let {x˜1, ..., x˜n, y1, ..., yn} be respectively the
corresponding local coordinates on TM and let {X1, ..., Xn,
∂
∂y1
, ..,
∂
∂yn
} be a local frame
on T (TM), where Xi =
∂
∂x˜i
. The horizontal lift of
∂
∂xi
is defined by:
(
∂
∂xi
)H := Xi − y
kΓlik
∂
∂yl
and we will denote XHi =: (
∂
∂xi
)H . Moreover, the vertical lift of
∂
∂xi
is defined by:
(
∂
∂xi
)V :=
∂
∂yi
,
where i, k, l run from 1 to n and Γkil are the Christoffel’s symbols of ∇.
Let Ψ∇ : TM ⊕ T ∗M → T (TM) be the bundle morphism defined before (which is an
isomorphism on the fibres). In local coordinates, we have the following expressions:
Ψ∇
(
∂
∂xi
)
= XHi
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Ψ∇
(
dxj
)
= hjk
∂
∂yk
.
We denote by h¯ the pull-back tensor of hH on TM ⊕ T ∗M :
h¯(σ, τ) := (Ψ∇)∗(hH)(σ, τ) := hH(Ψ∇(σ),Ψ∇(τ)),
for any σ, τ ∈ C∞(TM ⊕ T ∗M). Remark that h¯ is related to the indefinite metric or to
the symplectic structure of TM ⊕ T ∗M as follows.
Proposition 4.3. If h is a symmetric tensor, then:
h¯ = −2 < ·, · > .
If h is a skew-symmetric tensor, then:
h¯ = −2(·, ·).
Proof. Let σ = X + α, τ = Y + β, X, Y ∈ C∞(TM), α, β ∈ C∞(T ∗M). Then:
h¯(σ, τ) = hH(XH +Ψ∇(α), Y H +Ψ∇(β)) =
= hH(Ψ∇(α), Y H) + hH(XH ,Ψ∇(β)).
In local coordinates, let X = X i
∂
∂xi
, Y = Y j
∂
∂xj
, α = αkdx
k, β = βldx
l and we get:
h¯(σ, τ) = hH(αkh
kr ∂
∂yr
, Y jXHj ) + h
H(X iXHi , βlh
ls ∂
∂ys
) =
= αkY
jhkrhrj +X
iβlh
lshis = αkY
jδkj ±X
iβlδ
l
i =
= α(Y )± β(X),
where we denoted by δ the Kronecker’s symbol and the sign + is for h symmetric, − is
for h skew-symmetric. Then we get the statement.
The Sasaki (0, 2)-tensor field hS on TM , with respect to ∇, is naturally defined by:
hS(XH , Y H) = h(X, Y )
hS(XV , Y V ) = h(X, Y )
hS(XH , Y V ) = 0,
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where X, Y ∈ C∞(TM), XH , Y H are the horizontal lifts and XV , Y V are the vertical lifts
of X, Y respectively.
We denote by h¯S the pull-back tensor of hS on TM ⊕ T ∗M :
h¯S(σ, τ) := (Ψ∇)∗(hS)(σ, τ) := hS(Ψ∇(σ),Ψ∇(τ)),
for any σ, τ ∈ C∞(TM ⊕ T ∗M).
Proposition 4.4. If h is a non-degenerate (0, 2)-tensor field on M , then:
h¯S(X + α, Y + β) = hˇ(X + α, Y + β) = h(X, Y ) + h(h−1(α), h−1(β)),
for any X, Y ∈ C∞(TM) and α, β ∈ C∞(T ∗M).
Proof. Let σ = X + α, τ = Y + β, X, Y ∈ C∞(TM), α, β ∈ C∞(T ∗M). Then:
h¯S(σ, τ) = hS(XH +Ψ∇(α), Y H +Ψ∇(β)) =
= hS(XH , Y H) + hS(Ψ∇(α),Ψ∇(β)) =
= h(X, Y ) + hS(Ψ∇(α),Ψ∇(β)).
In local coordinates, let α = αkdx
k, β = βldx
l and we get:
hS(Ψ∇(α),Ψ∇(β)) = hS(αkh
kr ∂
∂yr
, βlh
ls ∂
∂ys
) =
= αkβlh
krhlshrs = h(h
−1(α), h−1(β)).
Then we get the statement.
4.3 Quasi-statistical structures on cotangent bundles
Given an affine connection on M , the splitting in horizontal and vertical subbundles
identifies T (T ∗M) with the pull-back bundle π∗(TM ⊕ T ∗M), where π : T ∗M → M is
the canonical projection map. In particular, given a connection on TM ⊕ T ∗M , we can
define the pull-back connection on π∗(TM ⊕ T ∗M).
A direct computation gives the following:
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Proposition 4.5. The pull-back connection ∇˜ of ∇ˆ on T ∗M is defined, in local co-
ordinates, by:
∇˜
(
∂
∂xi
)H
(
∂
∂xj
)H = Γkij(
∂
∂xk
)H
∇˜
(
∂
∂xi
)H
∂
∂yj
= (
∂hjk
∂xi
+ hjlΓkil)hrk
∂
∂yr
∇˜ ∂
∂yj
(
∂
∂xi
)H = 0
∇˜ ∂
∂yi
∂
∂yj
= 0.
In local coordinates, the torsion T ∇˜ of ∇˜ is:
T ∇˜((
∂
∂xi
)H , (
∂
∂xj
)H) = (Γkij − Γ
k
ji)(
∂
∂xk
)H − ylR
l
ijk
∂
∂yk
T ∇˜(
∂
∂yi
, (
∂
∂xj
)H) = −((
∂hik
∂xj
+ hilΓkjl)hrk + Γ
i
jk)
∂
∂yr
T ∇˜(
∂
∂yi
,
∂
∂yj
) = 0
and the curvature R∇˜ of ∇˜, which is the pull-back of R∇ˆ, is:
R∇˜(
∂
∂yi
,
∂
∂yj
) = 0
R∇˜((
∂
∂xi
)H ,
∂
∂yj
) = 0
R∇˜((
∂
∂xi
)H , (
∂
∂xj
)H)
∂
∂yk
= hkrRlijrhls
∂
∂ys
R∇˜((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂xk
)H = (R∇(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
)H .
Therefore we get:
Proposition 4.6. ∇ is flat if and only if ∇˜ is flat.
Theorem 4.7. Let (M,h,∇) be a quasi-statistical manifold such that ∇ is flat. Then
(T ∗M,hS
∗
, ∇˜) is a flat quasi-statistical manifold.
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Proof. Let us compute d∇˜hS
∗
. From the definition of hS
∗
and ∇˜ we get immediately:
(d∇˜hS
∗
)(
∂
∂yi
,
∂
∂yj
) = 0
(d∇˜hS
∗
)((
∂
∂xi
)H ,
∂
∂yj
) = 0
(d∇˜hS
∗
)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂yk
) = −ylR
l
ijrh
kr
(d∇˜hS
∗
)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂xk
)H = (d∇h)(
∂
∂xi
,
∂
∂xj
)(
∂
∂xk
).
Then we get the statement.
Moreover, considering the Patterson-Walker metric, h˜±, we get the following:
Theorem 4.8. Let (M,h,∇) be a quasi-statistical manifold such that ∇ is flat. Then
(T ∗M, h˜±, ∇˜) is a quasi-statistical manifold.
Proof. Let us compute d∇˜h˜±. From the definition of h˜± and ∇˜ we get immediately:
(d∇˜h˜±)(
∂
∂yi
,
∂
∂yj
) = 0
(d∇˜h˜±)((
∂
∂xi
)H ,
∂
∂yj
) = 0
(d∇˜h˜±)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂xk
)H = −ylR
l
ijk
(d∇˜h˜±)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂yk
) = ±hkl(d∇h)(
∂
∂xi
,
∂
∂xj
)(
∂
∂xl
),
where the sign + is for h symmetric, − is for h skew-symmetric. Then we get the
statement.
Definition 4.9. A quasi-statistical manifold (M,h,∇) such that ∇ is flat is called a
Hessian manifold.
Therefore we get:
Corollary 4.10. If (M,h,∇) is a Hessian manifold, then (T ∗M,hS
∗
, ∇˜) and (T ∗M, h˜±, ∇˜)
are Hessian manifolds.
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4.4 Quasi-statistical structures on tangent bundles
Given a non-degenerate (0, 2)-tensor field h on M , we have an isomorphism between
T (T ∗M) and T (TM). The connection ˜˜∇ on TM corresponding to ∇˜ on T ∗M , is the
following:
˜˜∇
(
∂
∂xi
)H
(
∂
∂xj
)H = Γkij(
∂
∂xk
)H
˜˜∇
(
∂
∂xi
)H
∂
∂yj
= Γkij
∂
∂yk
˜˜∇ ∂
∂yj
(
∂
∂xi
)H = 0
˜˜∇ ∂
∂yi
∂
∂yj
= 0.
In local coordinates, the torsion T
˜˜
∇ of ˜˜∇ is:
T
˜˜
∇((
∂
∂xi
)H , (
∂
∂xj
)H) = (Γkij − Γ
k
ji)(
∂
∂xk
)H − ylRkijl
∂
∂yk
T
˜˜
∇(
∂
∂yi
, (
∂
∂xj
)H) = 0
T
˜˜
∇(
∂
∂yi
,
∂
∂yj
) = 0
and the curvature R
˜˜
∇ of ˜˜∇ is:
R
˜˜
∇(
∂
∂yi
,
∂
∂yj
) = 0
R
˜˜
∇((
∂
∂xi
)H ,
∂
∂yj
) = 0
R
˜˜
∇((
∂
∂xi
)H , (
∂
∂xj
)H)
∂
∂yk
= Rlijk
∂
∂yl
R
˜˜
∇((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂xk
)H = R∇(
∂
∂xi
,
∂
∂xj
)
∂
∂xk
.
Therefore we get:
Proposition 4.11. ∇ is flat if and only if ˜˜∇ is flat.
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Theorem 4.12. Let (M,h,∇) be a quasi-statistical manifold such that ∇ is flat. Then
(TM, hS, ˜˜∇) is a flat quasi-statistical manifold.
Proof. Let us compute d
˜˜
∇hS. From the definition of hS and ˜˜∇ we get immediately:
(d
˜˜
∇hS)(
∂
∂yi
,
∂
∂yj
) = 0
(d
˜˜
∇hS)((
∂
∂xi
)H ,
∂
∂yj
) = 0
(d
˜˜
∇hS)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂yk
) = −ylRrijlhrk
(d
˜˜
∇hS)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂xk
)H = (d∇h)(
∂
∂xi
,
∂
∂xj
)(
∂
∂xk
).
Then we get the statement.
Moreover, considering the horizontal lift metric, hH , we get the following:
Theorem 4.13. Let (M,h,∇) be a quasi-statistical manifold such that ∇ is flat. Then
(TM, hH , ˜˜∇) is a quasi-statistical manifold if and only if ∇h = 0.
Proof. Let us compute d
˜˜
∇hH . From the definition of hH and ˜˜∇ we get immediately:
(d
˜˜
∇hH)(
∂
∂yi
,
∂
∂yj
) = 0
(d
˜˜
∇hH)((
∂
∂xi
)H ,
∂
∂yj
) = ±(∇ ∂
∂xi
h)
∂
∂xj
(d
˜˜
∇hH)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂xk
)H = −ylRsijlhsk
(d
˜˜
∇hH)((
∂
∂xi
)H , (
∂
∂xj
)H)(
∂
∂yk
) = (d∇h)(
∂
∂xi
,
∂
∂xj
)(
∂
∂xk
),
where the sign + is for h symmetric, − is for h skew-symmetric. Then we get the
statement.
Therefore we get:
Corollary 4.14. If (M,h,∇) is a Hessian manifold, then (TM, hS, ˜˜∇) is a Hessian
manifold. Moreover, if ∇h = 0, then (TM, hH , ˜˜∇) is a Hessian manifold.
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5 Norden and Para-Norden structures on cotangent
and tangent bundles
Norden manifolds, also called almost complex manifolds with B-metric, were introduced
in [8]. They have applications in mathematics and in theoretical physics.
Definition 5.1. A Norden manifold, (M,J, h), is an almost complex manifold (M,J)
with a pseudo-Riemannian metric, h (called Norden metric), such that J is h-symmetric.
Moreover, if J is integrable, then (M,J, h) is called complex Norden manifold.
Definition 5.2. An almost Para-complex Norden manifold (or simply, almost Para-
Norden manifold), (M,J, h), is a real even dimensional smooth manifoldM with a pseudo-
Riemannian metric, h, and a (1, 1)-tensor field, J , such that J2 = I, the two eigenbundles
T+M , T−M , associated to the two eigenvalues +1, −1, of J respectively have the same
rank and J is h-symmetric.
Moreover, if J is integrable, then (M,J, h) is called Para-Norden manifold.
5.1 Norden and Para-Norden structures on cotangent bundles
Let (M,h) be a pseudo-Riemannian manifold and let Jˆc, Jˆp be the generalized complex
structure and the generalized product structure defined by h in (1) and (2) respectively.
Again we will denote Jˆ∓ for Jˆc =: Jˆ− and Jˆp =: Jˆ+.
Let ∇ be an affine connection on M and let Φ∇ : TM ⊕ T ∗M → T (T ∗M) be the
bundle morphism defined by (8). We define:
J˜∇∓ =: Φ
∇ ◦ Jˆ∓ ◦ (Φ
∇)−1.
We have immediately that (J˜∇∓ )
2 = ∓I.
Proposition 5.3. Let h˜ be the Patterson-Walker metric on T ∗M . Then (T ∗M, J˜∇− , h˜)
is a Norden manifold and (T ∗M, J˜∇+ , h˜) is an almost Para-Norden manifold. Moreover,
if (M,h,∇) is a flat quasi-statistical manifold, then (T ∗M, J˜∇− , h˜) is a complex Norden
manifold and (T ∗M, J˜∇+ , h˜) is a Para-Norden manifold.
Proof. In local coordinates, we get the following:
J˜∇∓ (X
H
i ) =: hik
∂
∂yk
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J˜∇∓ (
∂
∂yj
) =: ∓hjkXHk .
In particular, we have:
h˜(J˜∇∓ (X
H
i ), X
H
j ) = hij
h˜(J˜∇∓ (
∂
∂yi
),
∂
∂yj
) = ∓hij
h˜(J˜∇∓ (X
H
i ),
∂
∂yj
) = 0
h˜(J˜∇∓ (
∂
∂yi
), XHj ) = 0,
therefore, from the symmetry of h, we get the first statement.
Moreover, if we compute the Nijenhuis tensor field of J˜∇∓ , we have:
NJ˜∇∓ (X
H
i , X
H
j ) = ±(h
kl(d∇h)(
∂
∂xi
,
∂
∂xj
)(
∂
∂xk
)− ykR
k
ijl)
∂
∂yl
NJ˜∇∓ (X
H
i ,
∂
∂yj
) = hjl(hsrykR
k
ilsX
H
r ∓ (d
∇h)(
∂
∂xi
,
∂
∂xl
)(
∂
∂xr
)
∂
∂yr
)
NJ˜∇∓ (
∂
∂yi
,
∂
∂yj
) = hikhjl(hps(d∇h)(
∂
∂xl
,
∂
∂xk
)(
∂
∂xp
)XHs + ysR
s
klr
∂
∂yr
).
Then the proof is complete.
Remark 5.4. If h is a non-degenerate skew-symmetric (0, 2)-tensor field on M , then
the same construction gives rise to a Hermitian, respectively Para-Hermitian, structure
on T ∗M .
5.2 Norden and Para-Norden structures on tangent bundles
Let (M,h) be a pseudo-Riemannian manifold and let Jˆc, Jˆp be the generalized complex
structure and the generalized product structure defined by h in (1) and (2) respectively.
Again we will denote Jˆ∓ for Jˆc =: Jˆ− and Jˆp =: Jˆ+.
Let ∇ be an affine connection onM and let Ψ∇ : TM⊕T ∗M → T (TM) be the bundle
morphism defined by (9). We define:
J¯∇∓ =: Ψ
∇ ◦ Jˆ∓ ◦ (Ψ
∇)−1.
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Let X ∈ C∞(TM) and let XH , XV be respectively the horizontal and vertical lift of
X . We have immediately that
J¯∇∓ (X
H) = XV
J¯∇∓ (X
V ) = ∓XH .
A direct computation gives the following:
Proposition 5.5. Let hH be the horizontal lift metric of h on TM . Then (TM, J¯∇− , h
H)
is a Norden manifold and (TM, J¯∇+ , h
H) is an almost Para-Norden manifold.
Remark 5.6. The almost complex structure J¯∇− is the canonical almost complex
structure of TM defined in [3]. In particular, it is integrable if and only if ∇ is flat and
torsion-free.
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