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Abstract. In this paper, we deal with the existence and concentration of
normalized solutions to the supercritical nonlinear Schro¨dinger equation{ −∆u+ V (x)u = µqu+ a|u|qu in R2,∫
R2
|u|2 dx = 1,
where µq is the Lagrange multiplier. We show that for q > 2 close to 2,
the equation admits two solutions: one is the local minimal solution uq and
another one is the mountain pass solution vq. Furthermore, we study the
limiting behavior of uq and vq when q → 2+. Particularly, we describe
precisely the blow-up formation of the excited state vq.
1. Introduction
In this paper, we study the existence and asymptotic behavior of standing waves for the
following nonlinear Schro¨dinger equation
iψt(x, t) = −∆ψ(x, t) + V (x)ψ(x, t) − a|ψ(x, t)|qψ(x, t) (x, t) ∈ R2 × R1, (1.1)
where a > 0, q > 2, and V is an external potential. The wave function ψ is confined to the
mass constraint
∫
R2
|ψ|2 dx = 1.
By a standing wave of (1.1) we mean a solution of equation (1.1) with the form ψ(t, x) =
eiωtu(x). In particular, the function u satisfies
−∆u+ (V (x) + ω)u = a|u|qu in R2 (1.2)
and ∫
R2
|u(x)|2 dx = 1. (1.3)
In the case q = 2, equation (1.1) stems from the study of Bose-Einstein condensation.
It was derived independently by Gross and Pitaevskii, and it is the main theoretical tool
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for investigating nonuniform dilute Bose gases at low temperatures. Especially, equation
(1.2) is called the Gross-Pitaevskii equation. The constant a is the interaction coupling
constant fixed by the s-wave scattering length. The case a > 0 represents that the force
between the atoms in the condensates is attractive, and if a < 0, the force is repulsive.
Bose-Einstein condensates with attractive interactions in two dimensions, are described by
the Gross-Pitaevskii (GP) energy functional
Ea(u) =
1
2
∫
R2
(|∇u(x)|2 + V (x)|u(x)|2) dx− a
q + 2
∫
R2
|u(x)|4 dx.
The exponent 4 is critical for the functional Ea(u) under the unit mass constraint (1.3) in
the sense that if we make a transformation uλ(x) = λϕ(λx), λ > 0 for any fixed ϕ ∈ H1(R2)
with ‖ϕ‖L2(R2) = 1 in the energy functional
Ea,q(u) =
1
2
∫
R2
(|∇u(x)|2 + V (x)|u(x)|2) dx− a
q + 2
∫
R2
|u(x)|q+2 dx, (1.4)
then ‖uλ‖L2(R2) = 1 and Ea,q(uλ) is bounded from below if q < 2 and unbounded if q > 2.
We refer the cases 1 < q < 2, q = 2 and q > 2 as L2 subcritical, critical and supercritical
respectively. Hence, the constrained minimization problem
da(q) := inf
u∈H,
∫
R2 |u|
2 dx=1
Ea,q(u) (1.5)
can only be considered for subcritical and critical cases, where H is defined by
H :=
{
u ∈ H1(R2) :
∫
R2
V (x)|u(x)|2 dx <∞
}
.
If q = 2, in the attractive case, the system of Bose-Einstein condensates collapses when-
ever the particle number increases beyond a critical value; see [7, 10, 14, 19] etc. Mathe-
matically, it was proved in [11] that there exists a threshold value a∗ > 0 such that da(2) is
achieved if 0 < a < a∗, and there is no minimizer for da(2) if a ≥ a∗. The threshold value
a∗ is determined in terms of the solution of the nonlinear scalar field equation
−∆u+ u = u3 in R2, u ∈ H1(R2). (1.6)
It is known from [15] that problem (1.6) admits a unique positive solution up to translations.
Such a solution is radially symmetric and exponentially decaying at infinity, see for instance,
[5]. Denote by Q in the sequel the positive solution of (1.6), which is radially symmetric
about the origin. It was found in [11] that the threshold value a∗ is given by
a∗ := ‖Q‖2L2(R2). (1.7)
Furthermore, if V is a trap potential, that is V (x) =
∏n
i=1 |x − xi|p with p > 1, it was
shown in [11] that symmetry breaking occurs in the GP minimizers. For a < a∗ close to
a∗, the GP functional Ea,2 has at least n different non-negative minimizers, each of which
concentrates at a specific global minimum point xi.
The similar symmetry breaking phenomenon was considered in the subcritical case, i.e.
0 < q < 2, for the functional Ea,q in [12]. When q approaching 2, the limit behavior of the
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minimizer of Ea,q constrained by (1.3) is described by the unique positive solution ϕq of the
nonlinear scalar field equation
−∆u+ 2
q
u =
2
q
uq+1, q > 0, u ∈ H1(R2). (1.8)
In this paper, we consider the existence of solutions for the supercritical problem{−∆u+ V (x)u = µqu+ a|u|qu in R2,∫
R2
|u|2 dx = 1, (1.9)
as well as the asymptotic behavior of solutions. That is, we will study the case q > 2. In
the sequel, µq denotes the Lagrange multiplier.
Although in the supercritical case, there is no minimizer for the minimization problem
(1.5), or no ground state solution for the problem
−∆u+ V (x)u = µqu+ a|u|qu in R2, (1.10)
we can find critical points of Ea,q constrained on the manifold
S(1) = {u ∈ H :
∫
R2
|u|2 dx = 1}. (1.11)
Such a critical point is an excited state solution of (1.10). Actually, for the supercritical
case, it was revealed in [3, 13] that the functional Ea,q with V = 0 has a mountain pass
geometry on S(1). Based on this observation, a variational method was developed to apply
to various problems, see [2, 4] etc. We will look for critical points of Ea,q on S(1). As
observed, one critical point of Ea,q on S(1) can be found as a local minimizer, and another
one can be obtained by a variant mountain pass theorem. In fact, we will show that the
functional Ea,q has a mountain pass geometry on S(1), and it implies that there is a (PS)
sequence of Ea,q. In order to bound the (PS) sequence, inspired of [8] and [13] we establish
a variant mountain pass theorem, in which the (PS) sequence is found close to the Pohozaev
manifold, see section 2 for details.
We assume that the potential function V ∈ C1(R2) satisfies
(V1): lim|x|→∞ V (x) =∞, infx∈R2 V (x) = 0.
(V2): (q − 1)V + x · ∇V ≥ −C1 and |x · ∇V (x)| ≤ C2(V (x) + 1),
where Ci > 0, i = 1, 2.
In the sequel, we choose a ∈ (0, a∗). Denote Ak = {u ∈ S(1)|
∫
R2
|∇u|2 dx ≤ k}. The
local minimizer will be found in Ak. In order to study the asymptotic behavior of critical
points of Ea,q, the number k needs to be selected carefully. Actually, we set
τ2q =
(2a∗q
qa
) 2
q−2
, (1.12)
where a∗q is defined later in (2.4). Then we obtain the following existence results.
Theorem 1.1. Suppose V satisfies (V1) and (V2). There exists an ε0 > 0 such that, for
any q ∈ (2, 2 + ε0), Ea,q(u) admits a local positive minimizer uq in Aτ2q , that is
Ea,q(uq) = inf
u∈A
τ2q
Ea,q(u),
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and a second positive critical point vq at the mountain pass level on S(1).
We may verify that the trap potential V , which has n ≥ 1 isolated minima, and that in
their vicinity V behaves like a power of the distance from these points, satisfies conditions
(V1) and (V2). Precisely, we assume for n ≥ 1 that
(Ve) V (x) =
∏n
i=1 |x− xi|pi with pi ≥ 1, i = 1, · · · , n.
Hence, we have in particular the following result.
Corollary 1.1. Suppose V satisfies condition (Ve). Then, V satisfies (V1) and (V2). Con-
sequently, the conclusions in Theorem 1.1 also hold.
Next, we study the asymptotic behavior of the local minimizer uq and the mountain
pass point vq as q → 2+. For the supercritical case, it seems that no works concerning the
asymptotic behavior of solutions can be found in the literature. In this paper, we give a
precise description of the asymptotic behavior of solutions uq and vq. We commence with
the following result.
Theorem 1.2. Suppose V satisfies (V1) and (V2). There hold
(i) uq → u0 in H as q → 2+, where u0 ∈ H1(R2) is a global minimizer of da(2), which is
defined in (1.5);
(ii)
lim
q→2+
‖vq‖H1(R2) =∞.
From Theorem 1.2, we see that vq will possibly blow up due to its H
1 norm tends to
infinity. This allows us to study further the asymptotic behavior of vq.
Theorem 1.3. Suppose 0 < a < a∗ and the potential V satisfies (Ve). Then, for any
sequence {qk} with qk → 2+ as k → ∞, there exist a subsequence of {qk}, still denoted by
{qk}, {xk} ⊂ R2, and β > 0 such that
1
‖∇vqk‖2
vqk
( x+ xk
‖∇vqk‖2
)
→ β‖Q‖2Q(βx) (1.13)
strongly in L2(R2).
The proof of Theorem 1.3 is delicate. In the proof, we will estimate the energy Ea,q(vq)
of vq. To this end, we need carefully to choose a path and estimate the energy on it.
Meanwhile, we find that
Ea,q(vq) =
q − 2
2q
(2a∗q
qa
) 2
q−2
+ o(1)
as q → 2+. We remark that Ea,q(vq) → +∞ whenever q → 2+ in contrast with the
subcritical case, where with the choice of a > a∗ the energy Ea,q(wq) of the minimizer wq
goes to −∞ if q → 2−, see [12]. Essential difficulties will be encountered in estimating∫
R2
|∇vq|2 dx and
∫
R2
V (x)v2q dx, which can not be done as simple as the subcritical and
critical cases. Moreover, although one expects an estimate for these two terms in the
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supercritical case similar to that for the subcritical and critical cases, it is not able to carry
through. Fortunately, we eventually find a suitable estimate enough to serve our purpose.
Finally, we consider a special case V (x) = |x|p. In this case, we have a better description
of the limiting function.
Corollary 1.2. Suppose 0 < a < a∗ and V (x) = |x|p, p ≥ 1. Then, for any sequence {qk},
qk → 2+ as k →∞, there exists a subsequence of {qk}, still denoted by {qk}, such that
1
‖∇vqk‖2
vqk
( x
‖∇vqk‖2
)
→ 1‖Q‖2Q(x) (1.14)
strongly in L2(R2) and
lim
k→∞
τ−2qk ‖∇vqk‖22 = 1.
This paper is organized as follows. In section 2, we collect and prove some relevant results
for future reference. Then, in section 3, we establish the existence of critical points of Ea,q.
Finally, we analyze the asymptotic behavior of these critical points in sections 4 and 5.
2. Preliminaries
In this section, we collect and prove some relevant results for future reference.
For any q ≥ 2, it is well known that problem (1.8) possesses a unique radially symmetric
positive solution ϕq. By Lemma 8.1.2 in [6], ϕq satisfies∫
R2
|∇ϕq|2 dx =
∫
R2
|ϕq|2 dx = 2
q + 2
∫
R2
|ϕq|q+2 dx. (2.1)
It is known from [5] that there exist positive constants δ, C and R0, independent of q > 0,
such that for any |x| ≥ R0,
|ϕq(x)|+ |∇ϕq(x)| ≤ Ce−δ|x|. (2.2)
Lemma 2.1. Let ϕq ≥ 0 be the unique solution of (1.8) with 2 ≤ q ≤ 3. Then, ϕq → Q
strongly in H1(R2) as q → 2+ and there exist positive constants C and δ independent of q
such that
ϕq(x) ≤ Ce−δ|x| for x ∈ R2. (2.3)
Moreover, a∗q → a∗ = ‖Q‖22 as q → 2+, where
a∗q = ‖ϕq‖q2. (2.4)
Proof. By the Gagliardo-Nirenberg inequality(see [17]), we have∫
R2
|u|q+2 dx ≤ q + 2
2‖ϕq‖q2
(∫
R2
|∇u|2 dx
) q
2
∫
R2
|u|2 dx
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for any u ∈ H1(R2), that is,
‖ϕq‖2 ≤
(q + 2
2
) 1
q
( ∫
R2
|∇u|2 dx
) 1
2
( ∫
R2
|u|2 dx
) 1
q
( ∫
R2
|u|q+2 dx
) 1
q
.
Choosing ψ ∈ C∞c (R2) such that 0 ≤ ψ ≤ 1 and ψ 6= 0, we obtain the uniform L2 bound of
ϕq in q:
‖ϕq‖2 ≤
(
5
2
) 1
2
( ∫
R2
|∇ψ|2 dx+ 1
) 1
2
( ∫
R2
|ψ|2 dx+ 1
) 1
2
min{
( ∫
R2
|ψ|5 dx
) 1
2
,
( ∫
R2
|ψ|5 dx
) 1
3 }
. (2.5)
Therefore, equation (2.1) implies that ϕq is uniformly bounded in H
1(R2) for 2 ≤ q ≤ 3.
Since ϕq ∈ H1rad(R2) and H1rad(R2) →֒ Lp(R2) is compact for p > 2, there exists ϕ ∈
H1rad(R
2) such that ϕq ⇀ ϕ weakly in H
1
rad(R
2) and ϕq → ϕ strongly in Lp(R2) for p > 2.
Thus, we derive for q → 2+ that∫
R2
|ϕq+2q − ϕ4| dx
≤
∫
R2
|ϕq+2q − ϕq+2| dx+
∫
R2
|ϕq+2 − ϕ4| dx
≤ C
(∫
R2
(
|ϕq|q+1 + |ϕ|q+1
)
|ϕq − ϕ| dx +
∫
R2
|ϕq+2 − ϕ4| dx
)
≤ C
[(∫
R2
|ϕq|
4(q+1)
3 + |ϕ| 4(q+1)3 dx
) 3
4
( ∫
R2
|ϕq − ϕ|4 dx
) 1
4
+
∫
R2
|ϕq+2 − ϕ4| dx
]
→ 0.
(2.6)
Observe that ϕ satisfies (1.6). By the Pohozaev identity (2.1), we have∫
R2
|∇ϕ|2 dx =
∫
R2
|ϕ|2 dx = 1
2
∫
R2
|ϕ|4 dx. (2.7)
Hence, we deduce from (2.1), (2.6) and (2.7) that∫
R2
|∇ϕq|2 dx = 2
q + 2
∫
R2
|ϕq|q+2 dx→ 1
2
∫
R2
|ϕ|4 dx =
∫
R2
|∇ϕ|2 dx,
which implies that ϕq → ϕ in H1(R2). By the uniqueness of positive solutions to (1.6),
we have ϕ = Q. Applying the standard elliptic theory, we may show that ϕq is uniformly
bounded in L∞(R2). So by (2.2), there exists C, δ > 0 independent of q such that
ϕq(x) ≤ Ce−δ|x|
for x ∈ R2. 
In order to find the critical points of the constrained problem, it needs, among other
things, to find a (PS) sequence on the constrained manifold. To bound the (PS) sequence,
we need the following variant mountain pass theorem.
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Let Ea,q : H× R→ R be the functional
Ea,q(u, s) = Ea,q(H(u, s)) = 1
2
e2s
∫
R2
[|∇u|2+V (e−sx)|u|2] dx− a
q + 2
esq
∫
R2
|u|q+2 dx, (2.8)
where H(u, s) = esu(esx). For ϕ1, ϕ2 ∈ S(1) being nonnegative, we define
Pq = {γ ∈ C([0, 1], S(1) × R) : γ(0) = (ϕ1, 0), γ(1) = (ϕ2, 0)} (2.9)
and
bq = inf
γ∈Pq
max
t∈[0,1]
Ea,q(γ(t)). (2.10)
Let cq be the mountain pass level for Ea,q defined by
cq = inf
g∈Γq
max
t∈[0,1]
Ea,q(g(t)), (2.11)
where
Γq = {g ∈ C([0, 1], S(1))|g(0) = ϕ1, g(1) = ϕ2}. (2.12)
Since H(Pq) ⊂ Γq and (g, 0) ∈ Pq for any g ∈ Γq, we have the following result.
Lemma 2.2. There holds bq = cq.
Let us denote by Y the space H×R with the norm ‖ · ‖2Y = ‖ · ‖2H+ ‖ · ‖2R and denote by
Y −1 its dual space.
Proposition 2.1. Suppose that
bq = inf
γ∈Pq
max
t∈[0,1]
Ea,q(γ(t)) > sup{Ea,q(γ(0)), Ea,q(γ(1))}. (2.13)
Then, there exist {γn} := {(gn, 0)} ⊂ Pq with gn ≥ 0 and {(wn, sn)} ⊂ S(1)× R such that
lim
n→∞
sup
γn
Ea,q = bq; (2.14)
lim
n→∞
Ea,q(wn, sn) = bq; (2.15)
‖E ′a,q|S(1)×R(wn, sn)‖Y −1 → 0; (2.16)
lim
n→∞
dist
(
(wn, sn), (gn, 0)
)
= 0. (2.17)
Proof. By Lemma 2.3, there exists hn ∈ Γq such that limn→∞ suphn Ea,q(hn) = cq = bq.
Obviously, |hn| ∈ Γq and cq ≤ Ea,q(|hn|) ≤ Ea,q(hn). Hence, limn→∞ suphn Ea,q(|hn|) = bq
and limn→∞ sup(|hn|,0) Ea,q = bq. The conclusion follows from Theorem 3.2 in [8], where
we choose ϕ = Ea,q, F = Pq, B = (γ(0), γ(1)), c = bq, X = S(1) × R, γn = (gn, 0) with
gn = |hn|. 
Finally, we have the following Pohozaev identity.
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Lemma 2.3. If u solves
−∆u+ V (x)u = auq+1 + µu, (2.18)
then ∫
R2
|∇u|2 dx− 1
2
∫
R2
x · ∇V |u|2 dx = qa
q + 2
∫
R2
|u|q+2 dx. (2.19)
Proof. It is known from [1] that∫
R2
V |u|2 dx+ 1
2
∫
R2
x · ∇V |u|2 dx = 2a
q + 2
∫
R2
|u|q+2 dx+ µ
∫
R2
|u|2 dx. (2.20)
Multiplying (2.18) by u and integrating by part, we have∫
R2
|∇u|2 dx+
∫
R2
V |u|2 dx = a
∫
R2
|u|q+2 dx+ µ
∫
R2
|u|2 dx. (2.21)
The Pohozaev identity (2.19) follows from (2.20) and (2.21). 
3. Existence
In this section, we show the existence of two critical points of the functional Ea,q(u) on
the sphere S(1) defined in (1.11). The first critical point of Ea,q(u) will be found as a
minimizer of the minimization problem
mk = inf
u∈Ak
Ea,q(u), (3.1)
where
Ak = {u ∈ S(1)|
∫
R2
|∇u|2 dx < k}.
Once mk is achieved, it is necessary to show that the minimizer is not on the boundary of
Ak:
∂Ak = {u ∈ S(1)|
∫
R2
|∇u|2 dx = k}.
The minimizer is then a critical point of Ea,q(u). The second critical point of Ea,q(u) is
obtained by the mountain pass theorem.
At the beginning, we recall the following compactness lemma, which can be proved as
that in [18].
Lemma 3.1. Suppose V ∈ L∞loc(R2) and limx→∞ V (x) = ∞. Then the embedding H →֒
Lp(R2) is compact for any p ∈ [2,∞).
Now, we show that there is a minimizer of mk, which is a critical point of Ea,q(u). In the
sequel, we denote f t(x) = tf(tx) for any function f .
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Proposition 3.1. Suppose (V1) and (V2). For each a ∈ (0, a∗), there exists a positive
critical point uq ∈ Aτ2q of the functional Ea,q(u) such that
Ea,q(uq) = inf
u∈A
τ2q
Ea,q(u)
if q > 2 close to 2, where τ2q is defined in (1.12).
Proof. We consider the minimization problem
mk = inf
u∈Ak
Ea,q(u).
Fix k > 0, we claim that mk is achieved. Indeed, let {un} ⊂ Ak be a minimizing sequence
ofmk, which is obviously bounded in H. We can assume that it converges weakly to uk ∈ H.
By Lemma 3.1, we have uk ∈ S(1). The lower semi-continuity of the functional Ea,q implies
Ea,q(uk) ≤ lim inf
n→∞
Ea,q(un) = mk.
Therefore, Ea,q(uk) = mk and ‖∇uk‖22 ≤ k. That is, uk is a minimizer of mk.
Next, we show that uk is a critical point of Ea,q(u). It is sufficient to prove uk 6∈ ∂Ak.
Now, we will find a suitable k > 0 so that uk belongs to Ak. This will be done if we can
find an element ϕ ∈ Ak so that
Ea,q(ϕ) < inf
u∈∂Ak
Ea,q(u). (3.2)
In the following, we show that inequality (3.2) is valid for k = τ2q , where τq is given in
(1.12). By the Gagliardo-Nirenberg inequality[17], we have∫
R2
|u|q+2 dx ≤ q + 2
2a∗q
( ∫
R2
|∇u|2 dx
) q
2
∫
R2
u2 dx, (3.3)
where a∗q is defined in (2.4). This implies that for any u ∈ S(1),
Ea,q|V=0(u) ≥ 1
2
∫
R2
|∇u|2 dx− a
2a∗q
(∫
R2
|∇u|2 dx
) q
2
, (3.4)
where Ea,q|V=0(u) denotes the functional obtained by taking V ≡ 0 in Ea,q. In view of
(3.4), we consider the function g : R 7→ R defined by
g(s) =
1
2
s− a
2a∗q
s
q
2 .
We may verify that g is increasing in (0, τ2q ) and decreasing in (τ
2
q ,∞). Therefore, the
function g attains its maximum at s = τ2q , and
g(τ2q ) =
q − 2
2q
τ2q . (3.5)
Since a < a∗ and by Lemma 2.1 a∗q → a∗ as q → 2, we remark that
q − 2
2q
τ2q → +∞ as q → 2+.
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By (3.4), we have
inf
u∈∂A
τ2q
Ea,q(u) ≥ inf
u∈∂A
τ2q
Ea,q|V=0(u) ≥ q − 2
2q
τ2q =: θτ
2
q . (3.6)
Apparently, if u ∈ A 1
4
θτ2q
, then
Ea,q|V=0(u) ≤ 1
8
θτ2q . (3.7)
Choose ϕ such that ϕ ∈ C∞c (R2), ϕ ≥ 0, and ‖ϕ‖22 = 1 and let
t0 = t0(q) =
1
4
θτ2q
( ∫
R2
|∇ϕ|2 dx
)− 1
2
(3.8)
be such that ∫
R2
|∇ϕt0 |2 dx = 1
4
θτ2q . (3.9)
Since τq → ∞ as q → 2+, so does t0. By Lemma 2.1 and the Lebesgue dominated
convergence theorem,∫
R2
V (x)|ϕt0(x)|2 dx =
∫
R2
V
( x
t0
)
|ϕ(x)|2 dx→ V (0) (3.10)
as q → 2+. It follows from (3.9) and (3.10) that
Ea,q(ϕ
t0) ≤ 1
8
θτ2q + 2V (0).
We deduce from (3.6) that
inf
u∈∂A
τ2q
Ea,q(u)− Ea,q(ϕt0) ≥ 7
8
θτ2q − 2V (0) > 0 (3.11)
for q > 2 and close to 2. Hence, we have ϕt0 ∈ Aτ2q and
mτ2q ≤ Ea,q(ϕt0) < infu∈∂A
τ2q
Ea,q(u)
for q > 2 and close to 2. Consequently, Ea,q(u) attains its minimum at uτ2q ∈ Aτ2q for q close
to 2. Note that Ea,q(|u|) ≤ Ea,q(u), we can assume that uk is nonnegative. In addition, uτ2q
solves (1.10) for some Lagrange multiplier µq. By the strong maximum principle, uτ2q > 0.
The proof is complete. 
Once we show that the functional Ea,q(u) has a mountain-pass geometry, we may find
a (PS) sequence of Ea,q(u), which is close to the Pohozaev manifold. Indeed, we have the
following lemma, which is motivated by [5, 8, 13].
Lemma 3.2. Suppose
cq > max{Ea,q(ϕ1), Ea,q(ϕ2)}, (3.12)
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where cq is defined in (2.11). Then, there is a sequence {un} ⊂ S(1) such that
Ea,q(un)→ cq,
‖E′a,q|S(1)(un)‖H−1 → 0,
Qq(un)→ 0, as n→∞,
(3.13)
where
Qq(u) =
∫
R2
|∇u|2 dx− 1
2
∫
R2
x · ∇V |u|2 dx− qa
q + 2
∫
R2
|u|q+2 dx (3.14)
and H−1 denotes the dual space of H.
Moreover, there is a sequence vn ∈ S(1) with vn ≥ 0 such that
lim
n→∞
‖un − vn‖H = 0. (3.15)
Proof. By Lemma 2.2, we have bq = cq. Hence, equation (3.12) implies that equation (2.13)
holds true, so do the results in Proposition 3.1.
Let un = H(wn, sn). By (2.15) and Lemma 2.2, we have
Ea,q(un) = Ea,q(wn, sn)→ cq.
By (2.16),
〈E ′a,q(wn, sn), z〉Y −1,Y = o(‖z‖Y ), (3.16)
for all z ∈ T(wn,sn) := {(z1, z2) ∈ Y : 〈wn, z1〉2 = 0}.
Choosing z = (0, 1) in (3.16), we find
〈E ′a,q(wn, sn), (0, 1)〉
=
d
dt
Ea,q(wn, sn + t)|t=0
=
d
dt
Ea,q(H(wn, sn + t))|t=0
=
d
dt
Ea,q
(
esn+twn(e
sn+tx)
)|t=0
= e2sn
∫
R2
|∇wn|2 dx− 1
2
∫
R2
∇V (e−snx) · e−snx|wn|2 dx− qa
q + 2
eqsn
∫
R2
|wn|q+2 dx
=
∫
R2
|∇un|2 dx− 1
2
∫
R2
x · ∇V |un|2 dx− qa
q + 2
∫
R2
|un|q+2 dx
= Qq(un)→ 0,
as n→∞.
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For any ϕ ∈ Tun := {un ∈ H, 〈un, ϕ〉2 = 0}, setting ψ = e−snϕ(e−snx),
〈E′a,q|S(1)(un), ϕ〉 = 〈E′a,q(un), ϕ〉
=
d
dt
Ea,q(un + tϕ)|t=0
=
d
dt
Ea,q(e
snwn(e
snx)) + tesnψ(esnx))|t=0
=
d
dt
Ea,q(H(wn + tψ, sn))|t=0
=
d
dt
Ea,q(wn + tψ, sn)|t=0
= 〈E ′a,q(wn, sn), (ψ, 0)〉.
(3.17)
Since 〈wn, ψ〉2 = 〈un, ϕ〉2 = 0, (ψ, 0) ∈ T(wn,sn). By (2.16) and (3.17), we have
〈E′a,q|S(1)(un), ϕ〉 = o(‖ψ‖H), (3.18)
and (2.17) implies
|sn| ≤ dist
(
(wn, sn), (gn, 0)
)→ 0 (3.19)
as n→∞. Hence, ‖ψ‖H ≤ 4‖ϕ‖H. It results
〈E′a,q|S(1)(un), ϕ〉 = o(‖ϕ‖H).
By (2.17) and (3.19), we have limn→∞ distH(wn, gn) = 0. So we may choose tn ∈ [0, 1] such
that
‖wn − gn(tn)‖H = distH(wn, gn).
Let vn = gn(tn) ≥ 0. We have limn→∞ ‖wn − vn‖H = 0. This with (3.19) yields
lim
n→∞
‖un − vn‖H = lim
n→∞
‖H(wn, sn)− vn‖H = lim
n→∞
‖wn − vn‖H = 0.

Now, we seek for the second critical point of Ea,q(u) by the variant mountain pass theo-
rem.
Proposition 3.2. Suppose (V1) and (V2) hold. If q > 2 and close to 2, then Ea,q(u) admits
a second critical point vq on S(1) at the mountain pass level.
Proof. First, we verify that Ea,q(u) has a mountain pass geometry on S(1).
Let ϕ ∈ C∞c (R2) be such that ϕ ≥ 0, and ‖ϕ‖22 = 1. Denote ϕt(x) = tϕ(tx). We find
Ea,q(ϕ
t) =
1
2
t2
∫
R2
|∇ϕ|2 dx+ 1
2
∫
R2
V
(x
t
)
ϕ2 dx− at
q
q + 2
∫
R2
|ϕ|q+2 dx.
Since ∫
R2
V
(x
t
)
ϕ2 dx→ V (0) as t→∞ (3.20)
and q > 2, we have
Ea,q(ϕ
t)→ −∞ as t→∞.
supercritical nonlinear Schro¨dinger equations 13
Taking
t1 = C2
1
(q−2)2 (3.21)
with C large enough and independent of q such that Ea,q(ϕ
t1) < 0 for q > 2 and close to 2,
we define
Γq = {g ∈ C([0, 1], S(1))|g(0) = ϕt0 , g(1) = ϕt1}. (3.22)
By the choice of t1 and (3.11), we see that (3.12) is valid. This means that Ea,q has the
mountain pass geometry. By Lemma 3.2, there is a sequence {un} ⊂ S(1) such that
Ea,q(un)→ cq,
‖E′a,q|S(1)(un)‖H−1 → 0,
Qq(un)→ 0, as n→∞.
(3.23)
Hence, (3.13), the identity
q − 2
2
∫
R2
|∇u|2 dx+ 1
2
∫
R2
(qV + x · ∇V )u2 dx = qEa,q(u)−Qq(u) (3.24)
and (V2) give that the sequence {un} is bounded in H. So there exists vq ∈ H such that
un ⇀ vq weakly in H. Since E′a,q|S(1)(un) → 0 in H−1, by Lemma 3 in [5] , there is a µnq
such that
−∆un + V un − a|un|qun − µnqun → 0 in H−1. (3.25)
Hence,
µnq =
∫
R2
|∇un|2 dx+
∫
R2
V |un|2 dx− a
∫
R2
|un|q+2 dx+ o(‖un‖H),
which is bounded. Without of the loss of generality, we may assume µnq → µq as n → ∞.
It yields
−∆vq + V vq − a|vq|qvq − µqvq = 0. (3.26)
We deduce from (3.25) and (3.26) that∫
R2
|∇un|2 dx+
∫
R2
V u2n dx− a
∫
R2
|un|q+2 dx− µnq = o(‖un‖H)
and ∫
R2
|∇vq|2 dx+
∫
R2
V |vq|2 dx− a
∫
R2
|vq|q+2 dx− µq = 0.
By the Bre´zis-Lieb lemma,∫
R2
|∇un −∇vq|2 dx+
∫
R2
V |un − vq|2 dx = a
∫
R2
|un − vq|q+2 dx+ o(‖un‖H).
Since H →֒ Lq(R2) is compact for any q ≥ 2, we have
un → vq in H. (3.27)
Thus, Ea,q(vq) = cq and ‖vq‖2 = 1. Furthermore, by Lemma 3.2, limn→∞ ‖vn − vq‖H = 0.
Noting vn ≥ 0 and cq > 0, we have vq ≥ 0 and vq 6= 0. By the strong maximum principle,
we conclude vq > 0. This ends the proof. 
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Proof of Theorem 1.1. The results in Theorem 1.1 follow by Propositions 3.1 and 3.2.

Now, we study the asymptotic behavior of critical points uq and vq as q → 2+.
Lemma 3.3. The minimizers {uq} is uniformly bounded in H for q > 2 close to 2.
Proof. We argue indirectly. Suppose {uq} is not uniformly bounded, there would exist {qk}
with qk → 2+ as k →∞ such that
lim
k→∞
‖uqk‖2H = +∞. (3.28)
Let ϕ ∈ C∞c (R2) be such that
0 ≤ ϕ ≤ 1 and ‖ϕ‖22 = 1.
Since τ2q given in (1.12) tends to infinity as q → 2+, we have ϕ ∈ Aτ2q , for q > 2 close to 2,
and
Ea,q(uq) = inf
u∈A
τ2q
Ea,q(uq) ≤ Ea,q(ϕ) ≤ 1
2
∫
R2
(|∇ϕ|2 + V |ϕ|2) dx. (3.29)
By Lemma 2.3, Qq(uq) = 0, we find from (3.24) and (3.29) that
qk − 2
2
∫
R2
|∇uqk |2 dx+
1
2
∫
R2
V u2qk dx+
1
2
∫
R2
[(q − 1)V + x · ∇V ]u2qk dx
= qkEa,qk ≤
3
2
∫
R2
(|∇ϕ|2 + V ϕ2) dx.
The assumption (V 2) implies ∫
R2
V u2qk dx ≤ C, (3.30)
and ∫
R2
|∇uqk |2 dx ≤
C
qk − 2 . (3.31)
By (3.28) and (3.30), we have
lim
k→∞
‖∇uqk‖22 = +∞. (3.32)
Let
ηqk = ‖∇uqk‖−12 . (3.33)
and
f˜qk(x) = ηqkuqk(ηqkx). (3.34)
Then
‖∇f˜qk‖22 = ‖f˜qk‖22 = 1. (3.35)
By (V 2) and (3.30), we have∣∣∣∣
∫
R2
x · ∇V u2qk dx
∣∣∣∣ ≤
∫
R2
|x · ∇V |u2qk dx ≤
∫
R2
C(V + 1)u2qk dx ≤ C, (3.36)
and Lemma 2.3 implies∫
R2
|∇uqk |2 dx−
1
2
∫
R2
x · ∇V |uqk |2 dx =
aqk
qk + 2
∫
R2
|uqk |qk+2 dx. (3.37)
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This with (3.32) and (3.36) yields that
lim
k→∞
∫
R2
|∇uqk |2 dx
a
∫
R2
|uqk |qk+2 dx
=
1
2
. (3.38)
By (3.32), for k large enough, ‖∇uqk‖22 ≥ 1, we deduce from (3.31) and (3.33) that
1 ≥ ηqk−2qk = ‖∇uqk‖
2−qk
2 ≥
( C
qk − 2
) 2−qk
2 → 1 as k →∞.
Hence
ηqk−2qk → 1 as k →∞. (3.39)
It follows from (3.33), (3.38) and (3.39) that there exist C1 > 0 and C2 > 0 such that
C1 ≤
∫
R2
|f˜qk |qk+2 dx = ηqk−2qk
∫
R2
|uqk |qk+2 dx∫
R2
|∇uqk |2 dx
≤ C2. (3.40)
We claim from (3.35) and (3.40) that, there exist {yqk} ⊂ R2, R0 > 0 and η > 0 such that
lim inf
k→∞
∫
BR0 (yqk )
|f˜qk |2 dx ≥ η. (3.41)
Indeed, if it is not the case, for any R > 0, there would exist a sequence, still denoted by
{f˜qk} such that
lim
k→∞
sup
y∈R2
∫
BR(y)
|f˜qk |2 dx = 0.
By the vanishing lemma, see for instance Lemma 1.21 in [20], we have f˜qk → 0 strongly in
Lγ(R2) for any γ > 2, which contradicts (3.40).
Denote fqk = f˜qk(x+ yqk) = ηqkuqk(ηqk(x+ yqk)). We have
‖∇fqk‖22 = ‖fqk‖22 = 1;
C1 ≤
∫
R2
|fqk |qk+2 dx ≤ C2;
lim inf
k→∞
∫
BR0 (0)
|fqk |2 dx ≥ η.
(3.42)
Hence, there exist a sequence {qk} and f ∈ H1(R2) such that fqk ⇀ f weakly in H1(R2)
and fqk → f strongly in Lγloc(R2) for any γ ≥ 2. Noting that by (3.42), f 6= 0. Since uqk
solves (1.11) for the Lagrange multiplier µqk , we see that fqk solves
−∆fqk + η2qkV (ηqk(x+ yqk))fqk = η2qkµqkfqk + η2−qqk af qk+1qk . (3.43)
Next, we prove that {ηqkyqk} is uniformly bounded. If it is not the case, there would exist
a subsequence of {qk}, still denoted by {qk}, such that limk→∞ |ηqkyqk | = +∞, then by
(3.42), we have∫
R2
V (x)u2qk dx =
∫
R2
V (ηqk(x+ yqk))f
2
qk
(x) dx ≥
∫
BR0 (0)
V (ηqk(x+ yqk))f
2
qk
(x) dx→∞,
16 Jianfu Yang and Jinge Yang
which is a contradiction to (3.30). By (2.21), (3.32), (3.33), (3.30) and (3.38), we get
lim
k→∞
η2qkµqk = limk→∞
µqk
‖∇uqk‖22
= 1 + lim
k→∞
∫
R2
V (x)u2qk dx
‖∇uqk‖22
− lim
k→∞
a
∫
R2
|uqk |qk+2 dx
‖∇uqk‖22
= −1.
(3.44)
By (3.32), (3.33), (3.39) and (3.44), letting k →∞ in (3.43), we have that f 6= 0 solves
−∆f + f = af3.
Using Lemma 2.3 with V = 1, we have∫
R2
|∇f |2 dx = a
2
∫
R2
f4 dx.
By the Gagliardo-Nirenberg inequality (see [17]) and ‖f‖22 ≤ 1, we obtain∫
R2
f4 dx ≤ 2
a∗
∫
R2
|∇f |2 dx
∫
R2
f2 dx =
a
a∗
∫
R2
f4 dx
∫
R2
f2 dx ≤ a
a∗
∫
R2
f4 dx,
which is a contradiction since a < a∗ and f 6= 0. The assertion follows.

Now, we are in position to prove Theorem 1.2.
Proof of Theorem 1.2. We first prove (i).
By Lemma 3.3, there exists u0 ∈ H such that uq ⇀ u0 weakly in H, and Lemma 3.1
implies that uq → u0 in Lp(R2) for any p ≥ 2. Now we prove uq → u0 in H as q → 2. Since
uq satisfies
−∆uq + V (x)uq = µquq + a(uq)q+1, (3.45)
where
µq =
∫
R2
(|∇uq|2 + V (x)|uq|2) dx− a
∫
R2
|uq|q+2 dx, (3.46)
we see that µq is uniformly bounded in q. Suppose µq → µ0 as q → 2+, then u0 satisfies
−∆u0 + V (x)u0 = µ0u0 + au30 (3.47)
implying ∫
R2
|∇u0|2 + V (x)|u0|2 dx = µ0 + a
∫
R2
|u0|4 dx.
We deduce from the Bre´zis-Lieb lemma and∫
R2
|∇uq|2 + V (x)|uq|2 dx = µq + a
∫
R2
|uq|q+2 dx
that ∫
R2
|∇uq −∇u0|2 dx+
∫
R2
V (x)|uq − u0|2 dx
= µq − µ0 + a
∫
R2
|uq − u0|q+2 dx+ a
∫
R2
|u0|q+2 dx− a
∫
R2
|u0|4 dx+ o(1),
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as q → 2+. This implies uq → u0 in H.
We claim that u0 is a minimizer of
da(2) = inf
u∈H,‖u‖2=1
Ea,2(u).
In fact, suppose on the contrary that
Ea,2(u0) > da(2) = Ea,2(w),
where w is a minimizer of da(2). By the convergence of uq → u0 in H, for q close to 2 there
exists ε0 ∈ (0, 13
(
Ea,2(u0)− Ea,2(w)
)
) such that
Ea,2(w) ≥ Ea,q(w)− ε0, Ea,2(u0) ≤ Ea,q(uq) + ε0
and
‖∇u0‖22 + ‖∇w‖22 ≤ τ2q . (3.48)
As a result,
Ea,q(uq) ≥ Ea,2(u0)− ε0 > Ea,2(w) + ε0 ≥ Ea,q(w). (3.49)
It yields
Ea,q(uq) > Ea,q(w) ≥ inf
u∈A
τ2q
Ea,q(u),
which is a contradiction to the fact Ea,q(uq) = infu∈A
τ2q
Ea,q(u).
Now we prove (ii), that is, {vq} is unbounded in H1(R2). Suppose by the contradiction
that {vq} is bounded in H1(R2), then by the Sobolev embedding theorem, {vq} is bounded
in Lq+2(R2). Noting equation (3.6) implies that
cq = Ea,q(vq) ≥ inf
u∈∂A
τ2q
Ea,q|V=0(u) ≥ q − 2
2q
τ2q → +∞
as q → 2+, we infer that ∫
R2
V (x)|vq|2 dx→ +∞
as q → 2+. This and (3.46) yield µq →∞, as q → 2+. However, this is impossible. In fact,
since −∆+ V is a compact operator, so it has a discrete spectrum, and the first eigenvalue
λ1 and corresponding eigenfunction ϕ1 are positive, which satisfy
−∆ϕ1 + V ϕ1 = λ1ϕ1.
Hence, we obtain ∫
R2
µqvqϕ1 dx =
∫
R2
(−∆vq + V vq − avq+1q )ϕ1 dx
<
∫
R2
(−∆ϕ1 + V ϕ1)vq dx
=
∫
R2
λ1ϕ1vq dx.
(3.50)
That is
µq < λ1, (3.51)
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which is a contradiction. 
Finally, we show that the assumption (Ve) implies (V1) and (V2), that is, the result of
Corollary 1.1. Therefore, the consequences in Theorem 1.1 hold true if we assume (Ve).
Proof of Corollary 1.1 We will verify that V satisfies condition (V1) and (V2). Obvi-
ously, (V1) holds true. So we need only to verify (V2). It holds that
x · ∇V =
n∑
i=1
piV +
n∑
i=1
pixi
∏
m6=i
|x− xm|pm |x− xi|pi−2(x− xi).
Let
fi = pixi
∏
m6=i
|x− xm|pm|x− xi|pi−2(x− xi). (3.52)
Choose δi > 0 such that
n∑
i=1
|pixiδi| < p
2
.
If |x−xi| ≥ 1δi , we have |fi| ≤ |pixiδi|V ; and if |x−xi| ≤ 1δi , then |fi| ≤ Ci for some Ci > 0.
Hence, there exists C > 0 such that
|x · ∇V (x)| ≤ C(V (x) + 1).
and
x · ∇V ≥
n∑
i=1
piV −
n∑
i=1
(|pixiδi|V + Ci) ≥ p
2
V −
n∑
i=1
Ci. (3.53)
Thus, (V2) immediately follows. 
4. Energy estimates
It is known from Theorem 1.2 that the local minimizer uq of Ea,q tends to a minimizer
u0 ∈ H1(R2) of da(2). Let vq be the mountain pass point of Ea,q obtained by Corollary
1.1. In this section, we focus on investigating the asymptotic behavior of energy Ea,q(vq)
as q → 2+. We suppose in this and next sections that V satisfies condition (Ve).
Proposition 4.1. There holds
Ea,q(vq) =
q − 2
2q
(2a∗q
qa
) 2
q−2
+ o(1)
as q → 2+.
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Proof. It follows from (3.6) and the definition of cq that
cq = Ea,q(vq) ≥ inf
u∈∂A
τ2q
E˜a,q(vq) ≥ q − 2
2q
(2a∗q
qa
) 2
q−2
.
Now, we prove
Ea,q(vq) ≤ q − 2
2q
(2a∗q
qa
) 2
q−2
+ o(1)
as q → 2+. To this purpose, we will construct a path g in Γq defined in (3.22) connecting
ϕt0 and ϕt1 so that
Ea,q(vq) ≤ max
t≥0
Ea,q(g(t)) ≤ q − 2
2q
(2a∗q
qa
) 2
q−2
+ o(1).
The path g is constructed in three parts. First, we construct a path g1 connecting ϕ
t0 to
some wt˜0q , and estimate Ea,q(g1(s)).
Let λi ∈ (0,∞] be given by
λi = lim
x→xi
V (x)
|x− xi|pmax .
Define λ = min{λ1, · · ·, λn}, and denote Z := {xi|λi = λ} and p =
∑n
i=1 pi. Let
wq(x) =
τqϕq(τq(x− x0))
‖ϕq‖2 , (4.1)
where ϕq is the unique positive solution of (1.8) and x0 ∈ Z. Then,∫
R2
|wq|2 dx = 1. (4.2)
By (2.1) and (2.4), we deduce that∫
R2
|∇wq|2 dx = τ2q
∫
R2
|∇ϕq|2 dx∫
R2
|ϕq|2 dx = τ
2
q , (4.3)
and ∫
R2
|wq|q+2 dx = τ qq
∫
R2
|ϕq|q+2 dx
‖ϕq‖q+22
=
q + 2
2a∗q
τ qq . (4.4)
Let
t˜20 =
1
6
θ :=
1
6
q − 2
2q
(4.5)
and
wt˜0q (x) = t˜0wq(t˜0x). (4.6)
By (4.3) we have ∫
R2
|∇wt˜0q |2 dx = t˜20
∫
R2
|∇wq|2 dx = 1
6
θτ2q . (4.7)
Define a path g1 connecting (wq)
t˜0 and ϕt0 as follows.
g1(s) :=
swt˜0q + (1− s)ϕt0
‖swt˜0q + (1− s)ϕt0‖2
, s ∈ [0, 1].
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We may verify that
‖swt˜0q + (1− s)ϕt0‖22 ≥ s2‖wt˜0q ‖22 + (1− s)2‖ϕt0‖22
= s2 + (1− s)2 ≥ 1
2
.
(4.8)
By (3.9) and (4.7), we have
‖s∇wt˜0q + (1− s)∇ϕt0‖22
≤2(s2‖∇wt˜0q ‖22 + (1− s)2‖∇ϕt0‖22)
≤2(‖∇wt˜0q ‖22 + ‖∇ϕt0‖22)
=2
(1
6
θτ2q +
1
4
θτ2q
)
=
5
6
θτ2q .
(4.9)
It follows from (4.8) and (4.9) that
Ea,q|V=0(g1(s)) ≤ 1
2
‖∇g1(s)‖22 ≤
5
6
θτ2q . (4.10)
On the other hand, by (4.8),∫
R2
V (x)|g1(s)|2 dx ≤ 2
∫
R2
V (x)|swt˜0q + (1− s)ϕt0 |2 dx
≤ 4
( ∫
R2
V (x)|wt˜0q |2 dx+
∫
R2
V (x)|ϕt0 |2 dx
)
.
(4.11)
Recall
V
(
x
t
)
=
∣∣∣∣xt − x1
∣∣∣∣
p1
∣∣∣∣xt − x2
∣∣∣∣
p2
· · ·
∣∣∣∣xt − xn
∣∣∣∣
pn
,
we claim that
V
(
x
t
)
≤ Ct−
∑n
i=1 pi |x|
∑n
i=1 pi + C = Ct−p|x|p + C, (4.12)
where C > 0 is independent of q. Indeed, if
∣∣x
t
∣∣ ≥ maxi |xi|, then∣∣x
t
− xi
∣∣ ≤ ∣∣x
t
∣∣+ |xi| ≤ 2∣∣x
t
∣∣
implies
V
(
x
t
)
≤ 2p
∣∣x
t
∣∣p.
If
∣∣x
t
∣∣ ≤ maxi |xi|, we have ∣∣x
t
− xi
∣∣ ≤ ∣∣x
t
∣∣+ |xi| ≤ 2max
i
|xi|
and then
V
(
x
t
)
≤ (2max |xi|)p.
Consequently,
V
(x
t
) ≤ 2p∣∣x
t
∣∣p + (2max |xi|)p,
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that is, the claim is valid. By (4.2) and (4.12), we deduce∫
R2
V (x)
∣∣wt˜0q ∣∣2 dx
=
∫
R2
V
( x
t˜0
)|wq|2 dx
≤ C
∫
R2
t˜−p0 |x|p|wq|2 dx+ C˜
=
t˜0
−p
‖ϕq‖22
∫
R2
| x
τq
+ x0|pϕ2q(x) dx + C˜.
(4.13)
By (2.3) and the Lebesgue dominated theorem, we get∫
R2
∣∣ x
τq
+ x0
∣∣p |ϕq(x)|2
‖ϕq‖22
dx→ |x0|p (4.14)
since τq →∞ as q → 2+. It follows from (4.13) and (4.14) that for q → 2+,∫
R2
V (x)|wt˜0q |2 dx ≤ O(t˜−p0 ). (4.15)
By (3.10), (4.11) and (4.15), we have∫
R2
V (x)|g1(s)|2 dx ≤ O(t˜−p0 ) + 8V (0). (4.16)
Taking into account (4.5), (4.10) and (4.16), we obtain
Ea,q(g1(s)) ≤ 5
6
θτ2q +O(t˜
−p
0 ) + 8V (0)
=
5
6
q − 2
2q
(2a∗q
qa
) 2
q−2
+O((q − 2)− p2 ) + 8V (0).
(4.17)
Next, we construct the second part of the path g. Let
t˜1 = τ
−1
q t1 (4.18)
and
wt˜1q = t˜1wq(t˜1x), (4.19)
where t1 is defined in (3.21) and wq is defined in (4.1). We define a path g2 connecting w
t˜1
q
and ϕt1 as follows.
g2(s) =
swt˜1q + (1− s)ϕt1
‖swt˜1q + (1− s)ϕt1‖2
, s ∈ [0, 1].
By (4.3) and (4.8), we get
‖∇g2(s)‖22 ≤ 2‖s∇wt˜1q + (1− s)∇ϕt1‖2
≤ 4(s2‖∇wt˜1q ‖22 + (1− s)2‖∇ϕt1‖22
= 4(s2t˜21τ
2
q + (1− s)2t21‖∇ϕ‖22).
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Since ‖wt˜1q ‖22 = ‖ϕt1‖22 = 1, we have
‖swt˜1q + (1− s)ϕt1‖22 ≤ 2[‖swt˜1q ‖22 + ‖(1− s)ϕt1‖22] ≤ 4.
This with (4.4) yields that∫
R2
|g2(s)|q+2 dx ≥ 2−(q+2)
∫
R2
|swt˜1q + (1− s)ϕt1 |q+2 dx
≥ 2−q−3
(
sq+2
∫
R2
|wt˜1q |q+2 dx+ (1− s)q+2
∫
R2
|ϕt1 |q+2 dx
)
= 2−q−3
(
q + 2
2a∗q
sq+2t˜q1τ
q
q + (1− s)q+2tq1
∫
R2
|ϕ|q+2 dx
)
.
(4.20)
Therefore,
Ea,q|V=0(g2(s)) ≤ 2(s2t˜21τ2q + (1− s)2t21‖∇ϕ‖22)
− a
2q+3(q + 2)
(
q + 2
2a∗q
sq+2t˜q1τ
q
q + (1− s)q+2tq1
∫
R2
|ϕ|q+2 dx
)
.
If 0 < s ≤ 12 , we have
Ea,q|V=0(g2(s)) ≤ 2t˜21τ2q + 2t21‖∇ϕ‖22 −
a
2q+3(q + 2)
(1− s)q+2tq1
∫
R2
|ϕ|q+2 dx
≤ 2t21 + 2t21‖∇ϕ‖22 −
a
22q+5(q + 2)
tq1
∫
R2
|ϕ|q+2 dx.
Since tq1/t
2
1 = 2
1
q−2Cq−2 →∞ as q → 2+, by (3.21) we find for q close to 2 that
Ea,q|V=0(g2(s)) ≤ − aC
22q+6q + 2
2
q
(q−2)2
∫
R2
|ϕ|q+2 dx.
If 12 ≤ s ≤ 1, we deduce in the same way that for q close to 2
Ea,q|V=0(g2(s)) ≤ 2(s2t˜21τ2q + (1− s)2t21‖∇ϕ‖22)−
a
2q+3(q + 2)
q + 2
2a∗q
sq+2t˜q1τ
q
q
≤ 2(t21 + t21‖∇ϕ‖22)−
a
22q+5(q + 2)
q + 2
2a∗q
tq1
≤ − a
22q+6(q + 2)
q + 2
2a∗q
tq1.
Thus,
Ea,q|V=0(g2(s)) ≤ −Ctq1 = −2
q−1
(q−2)2C. (4.21)
We may prove as (4.15) that ∫
R2
V (x)|g2(s)|2 dx ≤ C. (4.22)
Consequently,
Ea,q(g2(s)) < 0 (4.23)
for q > 2 and close to 2.
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Finally, we construct a path linking wt˜0q and w
t˜1
q .
Since (4.7) and ‖∇wt˜1q ‖22 = 2
2
(q−2)2 C, there exists a t˜2 ∈ (t˜0, t˜1) such that ‖∇wt˜2q ‖ = τ2q .
By (3.6), we have
Ea,q(w
t˜2
q ) ≥ Ea,q|V=0(wt˜2q ) ≥ θτ2q . (4.24)
Define a path linking wt˜0q and w
t˜1
q as follows.
g3(s) = w
st˜0+(1−s)t˜1
q , s ∈ [0, 1].
Now, we define a path g in Γq defined in (3.20) by g1, g2 and g3. Precisely, we define
g(s) = g1(3s) if 0 ≤ s ≤ 13 ; g(s) = g3(3s−1) if 13 ≤ s ≤ 23 , and g(s) = g2(3s−2) if 23 ≤ s ≤ 1.
Then, g(s) ∈ Γq.
By (4.17), (4.23) and (4.24), we have
max
{0≤s≤1}
Ea,q(g(s)) = max
{ 1
3
≤s≤ 2
3
}
Ea,q(g3(3s − 1)) = max
{t˜0≤t≤t˜1}
Ea,q(w
t
q). (4.25)
Apparently, by (4.3) and (4.4), there exists t1,q ∈ (t˜0, t˜1) such that
Ea,q(w
t1,q
q ) = max
{t˜0≤t≤t˜1}
Ea,q(w
t
q) =: max
{t˜0≤t≤t˜1}
f(t) (4.26)
with f ′(t1,q) = 0, where
f(t) =
1
2
t2τ2q −
1
q
tqτ2q +
1
2
∫
R2
V
(
x
t
)
|wq|2 dx.
and
f ′(t) = tτ2q − tq−1τ2q −
1
2t2
∫
R2
x · ∇V
(
x
t
)
|wq|2 dx.
Similar to the proof of (4.12), we have
∣∣∣∇V
(
x
t
)∣∣∣ =
n∑
1
pi
∣∣∣x
t
− xi
∣∣∣pi−1Πm6=i
∣∣∣x
t
− xm
∣∣∣pm ≤ Ct−p+1|x|p−1 +C.
Therefore,∣∣∣
∫
R2
x · ∇V
(
x
t
)
|wq|2 dx
∣∣∣
≤
∫
R2
Ct−p+1|x|p|wq|2 dx+
∫
R2
C|x||wq|2 dx
=
∫
R2
Ct−p+1|x|pτ2q |ϕq(τq(x− x0))|2 dx+
∫
R2
C|x|τ2q |ϕq(τq(x− x0))|2 dx.
By the change of variables, we estimate∫
R2
t−p+1|x|pτ2q |ϕq(τq(x− x0))|2 dx
≤ C
∫
R2
t−p+1|x|pτ−pq |ϕq(x)|2 dx+Ct−p+1|x0|p
∫
R2
|ϕq|2 dx.
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We remark that the integral
∫
R2
|x|p|ϕq(x)|2 dx is finite because ϕq exponentially decays at
infinity uniformly in q. Therefore,
∫
R2
t−p+1|x|pτ2q |ϕq(τq(x− x0))|2 dx ≤ Ct−p+1τ−pq + Ct−p+1 ≤ Ct−p+1.
Similarly, we have
∫
R2
|x|τ2q |ϕq(τq(x− x0))|2 dx ≤ C(τ−1q + |x0|) ≤ C.
Hence, if t ≥ t˜0 = q−212q , we have
1
2t2
∣∣∣
∫
R2
x · ∇V
(
x
t
)
|wq|2 dx
∣∣∣ ≤ Ct−p−1 + Ct−2 ≤ C(q − 2
12q
)min{−p−1,−2}. (4.27)
This allows us to infer from f ′(t1,q) = 0 that
|t1,qτ2q − tq−11,q τ2q | ≤ C(
q − 2
12q
)min{−p−1,−2}. (4.28)
We claim that t1,q → 1 as q → 2+. Indeed, were it not the case, there would exist ε0 > 0
small and qn → 2+ such that either t1,qn ≥ 1 + ε0 or t1,qn ≤ 1− ε0.
If t1,qn ≥ 1 + ε0, noting
lim
t→0+
1− (1 + ε0)t
t
= − ln(1 + ε0),
we obtain
t1,qnτ
2
qn
− tqn−11,qn τ2qn
≤t1,qnτ2qn
[
1− (1 + ε0)qn−2
]
≤− 1
2
t1,qnτ
2
qn(qn − 2) ln(1 + ε0)
≤− 1
2
(1 + ε0) ln(1 + ε0)(qn − 2)τ2qn .
This contradicts (4.28) since
lim
n→∞
(qn − 2)τ2qn
( qn−212qn )
min{−p−1,−2}
= +∞.
Observe t˜1 > t1,q > t˜0 =
1
6
q−2
2q , if t1,qn ≤ 1− ε0, using the fact that
lim
t→0+
1− (1− ε0)t
t
= − ln(1− ε0),
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we find
t1,qnτ
2
qn
− tqn−11,qn τ2qn
≥ t1,qnτ2qn
[
1− (1− ε0)qn−2
]
≥ −1
2
t1,qnτ
2
qn(qn − 2) ln(1− ε0)
≥ − 1
12
qn − 2
2qn
τ2qn(qn − 2) ln(1− ε0)
= −(qn − 2)
2
24qn
ln(1− ε0)τ2qn → +∞,
which contradicts (4.28). Consequently, t1,q → 1 if q → 2.
Next, we prove further that
|1− t1,q| ≤ τ−
3
2
q . (4.29)
Since t1,q → 1 as q → 2, we show as (4.27) that
1
2t21,q
∣∣∣
∫
R2
x · ∇V
(
x
t1,q
)
|wq|2 dx
∣∣∣ ≤ Ct−p−11,q + Ct−21,q ≤ C.
This together with f ′(t1,q) = 0 yields
|t1,qτ2q − tq−11,q τ2q | ≤ C,
that is,
|(1 − tq−21,q )τ2q | ≤ C. (4.30)
By (3.9), (4.3) and (4.4), we have
Ea,q|V=0(wt1,q1 ) =
1
2
t21,qτ
2
q −
1
q
tq1,qτ
2
q ≤
q − 2
2q
τ2q . (4.31)
Now we are ready to prove (4.29). Suppose on the contrary that (4.29) does not hold,
there would exist t1,qn → 2+ such that either t1,qn ≤ 1− τ
− 3
2
qn or t1,qn ≥ 1 + τ
− 3
2
qn .
If t1,qn ≤ 1− τ
− 3
2
qn , then
|(1− tqn−21,qn )τ2qn | = (1− t
qn−2
1,qn
)τ2qn ≥
(
1− (1− τ−
3
2
qn )
qn−2
)
τ2qn . (4.32)
The limit
lim
n→∞
(qn − 2) ln(1− τ−
3
2
qn )
ln(1− 12(qn − 2)τ
− 3
2
qn )
= 2
implies
(qn − 2) ln(1− τ−
3
2
qn ) ≤ ln(1−
1
2
(qn − 2)τ−
3
2
qn )
for n large, namely,
(1− τ−
3
2
qn )
qn−2 ≤ 1− 1
2
(qn − 2)τ−
3
2
qn .
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Hence, inequality (4.32) yields that
|(1− tqn−21,qn )τ2qn | ≥ [1− (1− 2−1(qn − 2)τ
− 3
2
qn )]τ
2
qn = 2
−1(qn − 2)τ
1
2
qn →∞,
which is a contradiction to (4.30). Similarly, the case tqn ≥ 1 + τ
− 3
2
qn can also be ruled out.
Therefore, (4.29) holds true, which implies∣∣∣x0τq
t1,q
− τqx0
∣∣∣ = |τqx0| |1− t1,q|
t1,q
≤ Cτ−
1
2
q → 0. (4.33)
We then deduce by Lemma 2.1 that∫
R2
V (x)|wt1,qq |2 dx
=
∫
R2
V (
x
t1,qτq
+
x0
t1,q
)
|ϕq(x)|2
‖ϕq‖22
dx
= τ−pmaxq
∫
R2
V
(
x
t1,qτq
+ x0
t1,q
)
∣∣∣ xt1,qτq + x0t1,q − x0
∣∣∣pmax
∣∣∣ x
t1,q
+
x0τq
t1,q
− τqx0
∣∣∣pmax |ϕq(x)|2‖ϕq‖22 dx
= τ−pmaxq ‖Q‖−22
(
λ
∫
R2
|x|pmax |Q(x)|2 dx+ o(1)
)
=
[
λe
pmax
2 ‖Q‖−22
∫
R2
|x|pmax |Q(x)|2 dx+ o(1)
](a∗q
a
)− pmax
q−2
(4.34)
as q → 2. We conclude by (4.25), (4.26), (4.31) and (4.34) that
max
0≤s≤1
Ea,q(g(s)) ≤ q − 2
2q
τ2q +
1
2
[
λe
pmax
2 ‖Q‖−22
∫
R2
|x|pmax |Q(x)|2 dx+ o(1)
](a∗q
a
)− pmax
q−2
.
(4.35)
By the definition of cq,
Ea,q(vq) = cq ≤ max
0≤s≤1
Ea,q(g(s)) =
q − 2
2q
τ2q + o(1)
as q → 2+. This ends the proof. 
Remark 4.1. Let
c˜q =
q − 2
2q
τ2q . (4.36)
It follows from (4.35) and the definition of cq that
lim sup
q→2+
cq − c˜q(a∗q
a
)− pmax
q−2
≤ 1
2
λe
pmax
2
∫
R2
|x|pmax |Q(x)|2
‖Q‖22
dx.
Now, we estimate the gradient of vq.
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Proposition 4.2. There exists a positive constant C > 0 such that
C(q − 2)τ2q ≤
∫
R2
|∇vq|2 dx ≤ τ2q +
C
q − 2 , (4.37)
as q → 2+.
Proof. Since there exists µq ∈ R such that
−∆vq + V (x)vq = avq+1q + µqvq, (4.38)
and vq satisfies the Pohozaev identity in Lemma 2.3, we deduce from (3.24) and Proposition
4.1 that
q − 2
2
∫
R2
|∇vq|2 dx+ 1
2
∫
R2
(qV + x · ∇V )v2q dx =
q − 2
2
τ2q + o(1) (4.39)
as q → 2+. The upper bound in (4.37) is then obtained by the assumption (V2).
The lower bound in (4.37) is obtained indirectly. Indeed, were it not true, there would
exist {qk} with qk → 2+ as k →∞ such that∫
R2
|∇vqk |2 dx = o((qk − 2)τ2qk) (4.40)
as k →∞. By (4.39) and (4.40), we have
∫
R2
(qkV + x · ∇V )v2qk dx = O((qk − 2)τ2qk).
The fact
p
2
V − C1 ≤ x · ∇V ≤ 2pV + C2, (4.41)
which can be verified as (3.53), implies
p
2
∫
R2
V v2qk dx− C1 ≤
∫
R2
x · ∇V v2qk dx ≤ 2p
∫
R2
V v2qk dx+ C2. (4.42)
Therefore, ∫
R2
V v2qk dx = O((qk − 2)τ2qk),
∫
R2
x · ∇V v2qk dx = O((qk − 2)τ2qk).
Hence, the Pohozaev identity (2.19) yields that
∫
R2
|∇vqk |2 dx ≥
1
2
∫
R2
x · ∇V v2qk dx = O((qk − 2)τ2qk),
which is a contradiction to (4.40). 
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5. Blow-up analysis
In this section, using the blow-up argument, we study the asymptotic behavior of vq as
q → 2+. This is carried through in the proof of Theorem 1.3.
Proof of Theorem 1.3. By Proposition 4.2, we have either the case (i)
lim inf
q→2+
∫
R2
|∇vq|2 dx
(q − 2)τ2q
= C > 0, (5.1)
or the case (ii)
lim inf
q→2+
∫
R2
|∇vq|2 dx
(q − 2)τ2q
= +∞. (5.2)
We will treat these two cases separately.
In the case (i), there exists {qk} with qk → 2+ as k →∞ such that∫
R2
|∇vqk |2 dx = O(λqk), (5.3)
where and in the following we denote λqk = (qk − 2)τ2qk . We note λqk → ∞, as k → ∞.
Therefore, we deduce from (4.39), (4.41) and (5.1) that∫
R2
V v2qk dx = O(λqk) (5.4)
and ∫
R2
x · ∇V v2qk dx = O(λqk). (5.5)
By (3.50) and (4.38), we have
µqk =
∫
R2
|∇vqk |2 dx+
∫
R2
V (x)v2qk dx− a
∫
R2
|vqk |q+2 dx < λ1. (5.6)
Hence, by (5.4) and (5.6),
a
∫
R2
|vqk |q+2 dx ≥
∫
R2
V (x)v2qk dx− λ1 = O(λqk).
On the other hand, by the Pohozaev identity (2.19), we have∫
R2
|∇vqk |2 dx−
1
2
∫
R2
x · ∇V |vqk |2 dx =
aqk
qk + 2
∫
R2
|vqk |qk+2 dx. (5.7)
Thus, we obtain from (5.5) for k large enough that
qka
qk + 2
∫
R2
|vqk |q+2 dx ≤
∫
R2
|∇vqk |2 dx = O(λqk).
Consequently,
a
∫
R2
|vqk |q+2 dx = O(λqk). (5.8)
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By (5.3), there exist C1 > 0 and C2 > 0 such that
C1(qk − 2)
(2a∗qk
qka
) 2
qk−2 ≤
∫
R2
|∇vqk |2 dx ≤ C2(qk − 2)
(2a∗qk
qka
) 2
qk−2 . (5.9)
Let
εq = ‖∇vq‖−12 (5.10)
and
w˜q(x) = εqvq(εqx). (5.11)
Then,
‖∇w˜q‖22 = ‖w˜q‖22 = 1. (5.12)
It is known from Lemma 2.1 that a∗q → a∗ as q → 2+, then by (5.9),
εqk−2qk =
( ∫
R2
|∇vqk |2 dx
) 2−qk
2 → a
a∗
. (5.13)
Moreover, by (5.3), (5.8) , (5.10) and (5.13), there exist C3 > 0 and C4 > 0 such that
C3 ≤
∫
R2
|w˜qk |qk+2 dx = εqk−2qk
∫
R2
|vqk |qk+2 dx∫
R2
|∇vqk |2 dx
≤ C4. (5.14)
Arguing as (3.41), we find from (5.12) and (5.14) that there exist {yqk} ⊂ R2, R0 > 0 and
η > 0 such that
lim inf
k→∞
∫
BR0(yqk )
|w˜qk |2 dx ≥ η. (5.15)
Denote wqk = w˜qk(x+ yqk) = εqkvqk(εqk(x+ yqk)). We have
‖∇wqk‖22 = ‖wqk‖22 = 1;
C3 ≤
∫
R2
|wqk |qk+2 dx ≤ C4;
lim inf
k→∞
∫
BR0 (0)
|wqk |2 dx ≥ η.
(5.16)
Hence, there exist a sequence {qk} with qk → 2+ as k → ∞ and w ∈ H1(R2) such that
wqk ⇀ w weakly in H
1(R2) and wqk → w 6= 0 strongly in Lγloc(R2) for any γ ≥ 2. By (4.38),
we see that wqk solves
−∆wqk + ε2qkV (εqk(x+ yqk))wqk = ε2qkµqkwqk + ε2−qqk awqk+1qk . (5.17)
Now, we study the asymptotic behavior of wqk and the limiting equation of (5.17).
Let us consider the limiting behavior of ε2qkµqk first. By (5.6), we have
ε2qkµqk ≤ ε2qkλ1 → 0, as q → 2.
On the other hand, equations (5.3), (5.6), (5.8) and (5.10) yield
ε2qkµqk ≥ −ε2qka
∫
R2
|vqk |qk+2 dx ≥ −Cε2qkλqk ≥ −C.
So we may assume
ε2qkµqk → −β2 ≤ 0. (5.18)
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Next, we study the limiting behavior of ε2qkV (εqk(x+ yqk)).
If lim infk→∞ |εqkyqk | ≤ C with C > 0 independent of k, then there exists {qk} such that
|εqkyqk | ≤ C. So for any M > 0, we have
ε2qkV (εqk(x+ yqk)) ≤ ε2qk(|εqkx|+ |εqkyqk |+maxi |xi|)
p → 0 (5.19)
uniformly for x ∈ BM (0) as k →∞.
On the other hand, if lim infk→∞ |εqkyqk | = +∞, we may find a sequence {qk} with
qk → 2+ as k →∞ such that |εqkyqk | → +∞, as k →∞. For any M > 0, if |x| ≤M and k
is large enough, we obtain
V (εqk(x+ yqk)) =
n∏
i=1
|εqkx− xi + εqkyqk |pi ≥
1
2p
n∏
i=1
| − xi + εqkyqk |pi . (5.20)
By (5.4), ∫
BR0 (0)
V (εqk(x+ yqk))w
2
qk
(x) dx ≤
∫
R2
V (εqk(x+ yqk))w
2
qk
(x) dx
=
∫
R2
V (x)v2qk(x) dx
≤ Cλqk
Hence, for k large enough,∫
BR0(0)
λ−1qk
n∏
i=1
| − xi + εqkyqk |piw2qk(x) dx ≤ C.
By (5.15),
λ−1qk
n∏
i=1
| − xi + εqkyqk |pi ≤
C
η
. (5.21)
Note that ε−2qk = O(λqk) via (5.3) and (5.10), we have up to a subsequence that
ε2qk
n∏
i=1
| − xi + εqkyqk |pi → µ ≥ 0. (5.22)
It is readily to verify that for any M > 0 and x ∈ BM (0),
lim
k→∞
ε2qkV (εqk(x+ yqk)) = limk→∞
ε2qk
n∏
i=1
| − xi + εqkyqk |pi .
Hence, (5.22) implies that either
ε2qkV (εqk(x+ yqk))→ µ > 0 (5.23)
or
ε2qkV (εqk(x+ yqk))→ 0 (5.24)
uniformly in x ∈ BM(0).
In summary of (5.18),(5.19), (5.23) and (5.24), in the case (i) we have the following
subcases:
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Subcase (i): ε2qkµqk → 0, and (5.23) holds;
Subcase (ii): ε2qkµqk → 0, and (5.24) holds;
Subcase (iii): ε2qkµqk → −β2 < 0, and (5.23) holds;
Subcase (iv): ε2qkµqk → −β2 < 0, and (5.24) holds.
Taking the limit k → ∞ in (5.17), we obtain that w satisfies correspondingly in the
subcase (i) that
−∆w + µw = a∗w3; (5.25)
in the subcase (ii) that
−∆w = a∗w3; (5.26)
in the subcase (iii) that
−∆w + (µ + β2)w = a∗w3; (5.27)
and in the subcase (iv) that
−∆w + β2w = a∗w3. (5.28)
In the subcase (i), by the uniqueness of positive solution of (5.25) and w 6= 0, there exists
y0 ∈ R2 such that
w =
√
µ
‖Q‖2Q(
√
µ(x− y0)),
which implies ‖w‖22 = 1. Hence, wqk → w strongly in L2(R2), that is
εqkvqk(εqk(x+ yqk))→
√
µ
‖Q‖2Q(
√
µ(x− y0)) strongly in L2(R2). (5.29)
The subcase (ii) can not happen. Indeed, if it would happen on the contrary, the fact
that w ≥ 0 and w 6= 0 would imply that (5.26) admits a positive solution, which contradicts
the Liouville type theorem.
In the same way to drive (5.29), we can show in the subcase (iii) that, there exists y1 ∈ R2
such that
εqkvqk(εqk(x+ yqk))→
√
µ+ β2
‖Q‖2 Q(
√
µ+ β2(x− y1)) strongly in L2(R2), (5.30)
and in the subcase (iv) that, there exists y2 ∈ R2 such that
εqkvqk(εqk(x+ yqk))→
β
‖Q‖2Q(β(x− y2)) strongly in L
2(R2). (5.31)
Therefore, the conclusions in Theorem 1.3 are valid for the case (i).
Now, we turn to the case (ii).
By (5.2), there exists {qk} such that∫
R2
|∇vqk |2 dx >> O(λqk). (5.32)
Then, equation (4.39) and (4.41) imply∫
R2
V v2qk dx ≤ Cλqk , (5.33)
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which yields via (4.41) that
∣∣∣
∫
R2
x · ∇V v2qk dx
∣∣∣ ≤ Cλqk . (5.34)
By the Pohozaev identity (5.7) and (4.41),
lim
k→∞
∫
R2
|∇vqk |2 dx
a
2
∫
R2
∣∣vqk∣∣qk+2 dx
= 1. (5.35)
Now, we apply the blow-up analysis for w˜qk , which is defined in (5.11).
By (4.37), (5.10)and (5.35),
εqk−2qk =
(∫
R2
|∇vqk |2 dx
) 2−q
2 ≥ (2τ2qk) q−22 = 2 q−22 qa2a∗q →
a
a∗
and
εqk−2qk ≤
(
Cλqk
) 2−q
2 = C
q−2
2 (q − 2) q−22 qa
2a∗q
→ a
a∗
.
Thus, we have
εqk−2qk →
a
a∗
. (5.36)
By (5.35), there exist C1 > 0 and C2 > 0 such that
C1 ≤
∫
R2
|w˜qk |qk+2 dx = εqk−2qk
∫
R2
|vqk |qk+2 dx∫
R2
|∇vqk |2 dx
≤ C2. (5.37)
Proceeding as the case (i), there exists yqk ∈ R2 such that (5.15) holds. Let
wqk = w˜qk(x+ yqk) = εqkvq(εqk(x+ yqk)).
Hence, there is a subsequent of {wqk}, still denoted by {wqk}, such that wqk ⇀ w 6= 0
weakly in H1(R2) and wqk → w strongly in Lγloc(R2) for any γ ≥ 2. Moreover, wq solves
(5.17).
In the same way as the case (i), we analyze the limiting behavior of ε2qkV (εqk(x+ yqk)).
If lim infk→∞ |εqkyqk | ≤ C with C > 0 independent of k, there exists {qk} such that
|εqkyqk | ≤ C and (5.23) holds.
If lim infk→∞ |εqkyqk | =∞, then there exists {qk} such that |εqkyqk | → ∞. By (5.33), we
proceed as the case (i) that (5.21) also holds. Hence, for any x ∈ BM (0), due to (5.10) and
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(5.32), we find
ε2qkV (εqk(x+ yqk)) ≤ ε2qk
n∏
i=1
(
|εqkx|+ | − xi + εqkyqk |
)pi
≤ 2ε2qk
n∏
i=1
| − xi + εqkyqk |pi
≤ 2ε2qkλqkλ−1qk
n∏
i=1
| − xi + εqkyqk |pi
≤ Cε
2
qk
λqk
η
→ 0.
Now, we treat the factor ε2qkµqk . By (5.6), (5.35), (5.32) and (5.33), we have −µqk =
O(ε−2qk ). Hence, there exists {qk} and β > 0 such that ε2qkµqk → −β2. Taking the limit in
(5.17), we see that w satisfies
−∆w + β2w = a∗w3.
Similar to the proof in the subcase (i), there exists y0 ∈ R2 and {vqk} such that
εqkvqk(εqk(x+ yqk))→
β
‖Q‖2Q(β(x− y0)) strongly in L
2(R2). (5.38)
Equation (1.13) then follows from (5.29)–(5.31) and (5.38). The proof is complete. 
Finally, we deal with the special case: V (x) = |x|p with p ≥ 1.
Proof of Corollary 1.2. In the case V (x) = |x|p, vq satisfies
−∆vq + |x|pvq = µqvq + vq+1q . (5.39)
By the classical bootstrap argument, we have vq ∈ C2(R2) and lim|x|→∞ vq(x) = 0. We
know from Theorem 2 in [16] that vq is radially symmetric and decreasing from the origin.
Since the Sobolev inclusion H1r (R
2) →֒ Lγ(R2) is compact for any γ > 2, we may choose
yq = 0 in (5.15), and it is readily to show that (5.24) holds true.
We may verify through the proof of Theorem 1.3 that only subcase (iv) and case (ii)
may happen, that is,
ε2qkµqk → −β2 < 0
and
ε2−qqk a→ a∗.
By (5.17), we have
−∆wqk ≤
(
ε2−qq aw
qk
qk
)
wqk . (5.40)
Using the De Diorgi-Nash-Moser estimate, see Theorem 4.1 in [9], we obtain
max
B1(ξ)
wqk ≤ C
(∫
B2(ξ)
|wqk |γ dx
) 1
γ
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for any γ ≥ 2 and ξ ∈ R2. The constant C depends only on the bound of ‖wqk‖Lγ(B2(ξ)).
It follows from ‖wq‖2H1(R2) = 1, H1(R2) →֒ Lγ(R2) for any γ ≥ 2 and (5.40) that wqk is
uniformly bounded in L∞(R2).
By Lemma 1.7.3 in [6] and ‖wqk‖22 = 1,
wq(x) ≤ C|x| .
So there exists R > 0, independent of k, and k large enough, for |x| ≥ R that,
−∆wqk ≤ −
1
3
β2wqk .
By the comparison principle,
wqk(x) ≤ Ce−
1
4
β2|x|
for |x| ≥ R. Since wqk is uniformly bounded in L∞(R2), we have
wqk(x) ≤ Ce−
1
4
β2|x|. (5.41)
for any x ∈ R2, where C is independent of k. Therefore,∫
R2
V (x)v2qk dx =
∫
R2
V (εqkx)w
2
qk
dx ≤ C
∫
R2
εpqk |x|pe−
1
2
β2|x| dx→ 0. (5.42)
The inequalities (4.41) and (5.42) yield
∣∣∣
∫
R2
x · ∇V v2qk dx
∣∣∣ ≤ C. (5.43)
We conclude from (4.39), (5.42) and (5.43) that
lim
k→∞
τ−2qk
∫
R2
|∇vqk |2 dx = 1, (5.44)
and case (i) can not happen.
By (5.7), (5.43) and (5.44), we obtain
lim
k→∞
∫
R2
|∇vqk |2 dx
a
2
∫
R2
∣∣vqk∣∣qk+2 dx = 1. (5.45)
It follows from (5.6) and (5.42)–(5.45) that limqk→∞
µqk
τ2qk
= −1, and then ε2qkµqk → −1. By
(5.18), β2 = 1. The proof is complete. 
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