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Abstract The main feature of the paper is to show that Algebraic Statistics
is a natural framework to address issues of causality and to help discern a total
cause. Indeed identiﬁability of an eﬀect of a cause in discrete models is almost
algebraic rather than graphical in nature. It is useful to think of it as such and
it leads to the deﬁnition of a large class of discrete models which comprises
popular ones.
Keywords Causality · Algebraic Statistics · Identiﬁability
1 Introduction
Much recent work in the ﬁeld of causality has focused on how cause relates
to control, and the analysis of controlled models. We assume the existence of
a background idle system which is subjected to some sort of intervention or
manipulation. Indeed in a common scenario, in ﬁelds such as epidemiology and
economics, an observer collects data from a system and wants to make inference
about what would happen were the system been controlled, for example by
imposing a new treatment regime. The data generating process and hypotheses
on the causal mechanism, governing both the idle system and the manipulated
system, are to be speciﬁed in order to make predictions. The framework of
Markov or Semi-Markovian models has been extensively adopted.
The Bayesian network has been one of the most successful graphical tools
for representing complex dependency relationships and the directionality of
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edges has been interpreted as causal in some way. This has led to the develop-
ment of the Causal Bayesian Network, using a non-parametric representation
based on structural equation models. These provide a framework for expressing
assertions about what might happen when the system under study is externally
manipulated and some of its variables are assigned certain values. The causal
Bayesian network is often used to determine whether or not a causal eﬀect can
be deduced from non-experimental data obtained from an idle system.
Many authors have developed useful methods for deﬁning causality and
investigating its identiﬁability under various sampling schemes. Our main ref-
erences are Pearl (2000), Spirtes et al. (1993) and Shafer (1996).
In this paper by collecting together and developing some results in the
literature, we aim to illustrate how looking at the formal algebraic aspects of
algebraic statistical models and of the notion of causality allows us to capture
the mathematical essence of a causal statistical model and allows for a fully
general modelling framework freed of the regularity constraints of Bayesian
networks.
2 Algebraic set-up for causal Bayesian networks
This is a review section. The remainder of the paper generalises models and
ideas presented here showing that the applicable mathematical technologies are
the same as for Bayesian networks. For an ample discussion of formal mathe-
matical structures for conditional independence see Studeny´ (2004). Here we
consider only discrete setting. Little is available in the algebraic statistics lit-
erature for the continuous case. Let X = (X1, X2, ..., Xn) be a random vector
where Xi takes values in the ﬁnite set Xi, for i = 1, . . . , n and the sample
space for X becomes X =
∏n
i=1 Xi.
Consider a directed acyclic graph whose nodes are in one-to-one correspon-
dence with the components of X. Label the nodes compatibly with the graph,
namely 1 ≤ j < i ≤ n, hence Xj < Xi, whenever there is a direct path from
node j to node i. This can be interpreted causally by stating that an edge
from j into i corresponds to a direct causal inﬂuence of Xj on Xi.
The graph can also be taken to represent conditional independence con-
straints on the components of X, namely each variable is independent of all
its non-descendants given its direct parents in the graph. This corresponds to
the following factorization of a joint probability p for X
p(x1, . . . , xn) =
n∏
i=1
p(xi|pai) for all (x1, . . . , xn) ∈ X (1)
where p(xi|pai) is the probability of Xi taking the value xi ∈ Xi given that its
parents among X1, . . . , Xv, v < i, take values pai. The set of all distribution for
X satisfying Equations (1) gives a statistical model based on a causal Bayesian
network.
We consider deﬁnitions of interventions which are compatible with the
graph structure; that is, which corresponds to modiﬁcation of some factors in
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the right-hand side of Equation (1). Furthermore, we focus on the problem of
prediction of intervention eﬀects. The simplest kind of intervention, which we
call atomic intervention, is as follows. The jth component of Xj is forced to
take a speciﬁc value, say xˆj ∈ Xj , with probability one and a new density, or
post-intervention density, is deﬁned on {X1, . . . , Xn} \ {Xj} by the recursive
formula
p(x1, . . . , xj−1, xj+1, . . . , xn||xˆj) =
n∏
i=1,i=j
p(xi|pai) (2)
with p(xi|pai) as above, but noting that if Xj is a parent of Xi then the
component of pai corresponding to Xj takes the value xˆj . Equation (2) corre-
sponds to a sub-graph obtained by removing the node j together with its edges.
Successive atomic interventions of this type produce an atomic intervention
on a subset of {X1, . . . , Xn}.
The pre-intervention and post-intervention densities can be combined in a
single framework by adding an extra node j and an extra edge from j in j.
The new node corresponds to a random variable Fj taking values in Xj∪{idle}.
A joint probability on the augmented causal graph is deﬁned as
p(x1, . . . , xn, fj) =
⎧⎨
⎩
p(x1, . . . , xn) if fj = idle
p(x1, . . . , xj−1, xj+1, . . . , xn||xˆj) if fj = xˆj
0 otherwise
(3)
Often it is of interest to estimate the post-intervention distribution, some
of its marginal or some other functions, from non-observational data from
the pre-intervention distribution. Each factor in the right hand side of Equa-
tion (1) can be interpreted as a data simulator, or data generating process. At a
structural level, we could ask whether some function e of the post-intervention
distribution can be explicitly written as a function of the variables appearing
in Equation (1) either on the right hand side or left hand side. Clearly, this is
possible for any e if all values of X are observables prior intervention. But, if
there are unobservable or hidden variables in the model, the questions is more
diﬃcult and the answer depends on the modular structure imposed by the
graph on the model, on the structure of the observed, or manifest, variables,
and on the intervention and importantly on how these three are related. We
shall go back to this in Section 4.
2.1 Algebraic representation of (causal) Bayesian networks
Bayesian networks can be parametrized in at least two ways: through an
explicit mapping of a set of parameters to a set of distributions or via a
set of independence constraints that the distributions must satisfy. The ﬁrst
parametrization is given by the transition parameters on the right hand side
of Equation (1), and the second one by the p(x1, . . . , xn) for (x1, . . . , xn) ∈ X.
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Consider a simple example. For X1, X2, X3 binary with levels 1 − 2, the
graph X1 → X2 → X3 and the atomic intervention xˆ2 = 1, Equations (1) are
p(x1, x2, x3) = p(x1)p(x2|x1)p(x3|x2), for x1, x2, x3 ∈ {1, 2} (4)
and Equations (2) become
p(x1, x3||xˆ2) = p(x1)p(x3|xˆ2), for x1, x3 ∈ {1, 2}
It can be shown that the ﬁrst set of equations is satisﬁed by any function on
{1, 2}3 taking non-negative values summing to one and satisfying the following
two polynomial equations
−p(1, 2, 2)p(2, 2, 1)+ p(1, 2, 1)p(2, 2, 2) = 0 (5)
−p(1, 1, 2)p(2, 1, 1)+ p(1, 1, 1)p(2, 1, 2) = 0 (6)
The polynomials in the right hand side of (5) above can be taken to provide
an implicit description of the graphical model X1 → X2 → X3. These are ob-
tained by eliminating the conditional probabilities from Equations (4) and are
generators of the set of all polynomials which are invariant under the model.
Analogously, the polynomial invariants of the manipulated graph, expressed
in the joint probabilities, are of the form af with f = p(1, 1, 2)p(2, 1, 1) −
p(1, 1, 1)p(2, 1, 2) and a any polynomial in the p(x1, x2, x3), (x1, x2, x3) ∈
{1, 2}3.
Together with the polynomial constraints in (4) imposed by the condi-
tional independence model, there are other obvious algebraic constraints like∑
x1,x2,x3
p(x1, x2, x3) = 1 in the joint probabilities and
∑
x2
p(x2|x1) − 1 in
the conditional probabilities and there are some inequalities such as the non-
negativity of probabilities which render the set of probability densities satis-
fying the model X1 → X2 → X3 a semi-algebraic set, namely a space deﬁned
by polynomial identities and inequalities.
The theory behind the elimination process that leads to the implicit de-
scription of Bayesian networks is a branch of Algebraic Geometry called Elimi-
nation Theory (Cox et al. (2008)). It is fairly well understood and implemented
in general computer algebra software such as Maple and Matlab. However, its
use in applied contexts may be limited by the fact that actual computations
are often unfeasible and more reﬁned ways to eliminate are to be sought. For
Bayesian networks with and without hidden variables, Garcia, Stillman, and
Sturmfels (2005) study the algebraic varieties deﬁned, in particular they show
that the naive Bayes model corresponds to the higher secant varieties of Segre
varieties.
To handle the semi-algebraic aspects, Drton and Sullivant (2007) use the
Tarski-Seidenberg theorem on projections to show that the (well-deﬁned) im-
age of a semi-algebraic set through the rational map deﬁned by Equations (1)
on the simplex is still semi-algebraic.
Identiﬁability problems are typical problems of elimination theory and can
be set up within this algebraic framework and used in the causal analysis
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together with more standard topological arguments. Typical topological iden-
tiﬁability theorems are the back door and front door criteria for identiﬁability
of a cause of an eﬀect. The set of variables is now augmented to comprise
also variables expressing the polynomial equalities and inequalities for the ob-
served (or observable) functions. If in the simple example above we observe
the joint probability of X2 and X3 then we would have four more variables
m(x2, x3) = p(1, x2, x3) + p(2, x2, x3), x2, x3 ∈ {1, 2}2.
In computational biology, several authors including Allman, Rhodes and
co-workers (2003, 2008) use the algebraic representations of Markov models to
address identiﬁability issues within the ﬁeld of molecular phylogenetics where
it is of interest to infer evolutionary trees from DNA or protein sequences.
Identiﬁcation problems associated with the estimation of some probabilities
after manipulation from passive observations (manifest variables measured in
the idle system) have been formulated as an elimination problem in computa-
tional commutative algebra, for example in the case of Bayesian network the
case study in Kuroki (2007). In general, a systematic implementation of these
problems in computer algebra softwares will be slow to run. At times some
pre-processing can be performed in order to exploit the symmetries and invari-
ances to various group action for certain classes of statistical models (Mond et.
al (2003)). Other times a re-parametrisation in terms of non-central moments
loses an order of magnitude eﬀect on the speed of computation and hence can
be useful (e.g. Settimi and Smith (2000) and Zwiernik and Smith (2009)).
In Algebraic Statistics, the identiﬁability of causal eﬀects for causal Bayesian
networks with hidden variables is addressed by Kang and Tian (2007) via the
notion of c-component (Tian and Pearl (2002)). They provide an algorithm to
determine polynomial constraints that a causal Bayesian network must sat-
isfy “to be compatible with given observational and experimental data”. In
the algebraic framework of this paper many non-graphically based symmetries
which appear in common models are much easier to exploit than in a solely
graphical setting. This suggests that the algebraic representation of causality
is a promising way of computing the identiﬁability of a causal eﬀect in much
wider classes of models than Bayesian network.
3 Generalisations
Wider classes of discrete statistical models than causal Bayesian networks have
an analogous algebraic formulation. These can overcome symmetry restrictions
implied by the requirement of a product sample space in a Bayesian network
and allow a larger class of manipulations. In this section, we present a point
summary for causal Bayesian networks and deﬁne some of these wider classes
by generalising one or more of those items.
1. a partial order on X = {X1, . . . , Xn} and an associated multiplication
rule as in Equation (1) deﬁne direct causal inﬂuences on the Xi’s and a
statistical model;
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2. a discrete Bayesian network can be described through a set of linear equa-
tions together with inequalities to express non negativity of probabilities
and linear equations for the sum-to-one constraints. Namely, for all i =
1, . . . , n set p(xi|x1, . . . , xi−1) = p(xi|x′1, . . . , x′i−1) whenever (x1, . . . , xi−1)
and (x′1, . . . , x
′
i−1) coincide on the parent set of Xi (see Dawid and Studeny
(1999)). We refer to this as the transition or primitive probabilities;
3. a Bayesian network is based on the assumption that the factorization in
Equation (1) holds across all values of x in a cross product sample space.
But in Settimi and Smith (2000) it is shown that identiﬁcation depends on
the sample space structure, in particular on the number of levels a variable
takes;
4. within a graphical framework subsets of whole variables in X are consid-
ered manifest or hidden;
5. mainly the causal controls being studied in e.g. Pearl (2000); Spirtes et al.
(1993) correspond to setting subsets of variables in X to take particular
values and often the eﬀect of a cause is expressed as a polynomial function
of the primitive probabilities, for example marginals;
6. identiﬁcation problems are basically elimination problems and can be ad-
dressed using elimination theory from computational commutative algebra
coupled with a pre-processing based e.g. on topological arguments.
3.1 Bayesian linear models
A Bayesian network can deﬁned through linear constraints on some conditional
probabilities according to an ordering of the nodes compatible with the graph,
see Item 2 above. A Bayesian linear constraint model (Riccomagno and Smith
(2004)) is a straightforward generalisation given by 1. a total order on the
components of X and an associated collection of factorisation formulae like
Equations (1); 2. a set of linear equations in transition probabilities
Li(p(xi|x1, . . . , xi−1) =
∑
xi∈Xi
axi,x1,...,xi−1p(xi|x1, . . . , xi−1) = 0
with real coeﬃcients axi,x1,...,xi−1 ; 3. a set of linear inequalities with real coef-
ﬁcients on the transition probabilities of the form
Li(p(xi|x1, . . . , xi−1)) ≤ Mi(p(xi|x1, . . . , xi−1)).
A Bayesian linear constraint model is called feasible if there is at least a prob-
ability distribution over the sample space X satisfying 1-3 above. Again the
Tarski-Seidenberg can be invoked to guarantee that Bayesian linear constraint
model are algebraic models.
Examples include censoring of sample information where some joint prob-
abilities, and hence transition probabilities, are set to zero; context speciﬁc
Bayesian networks where associated factorisations may diﬀer for diﬀerent in-
stantiations of some Xi, i = 1, . . . , n; parametric discrete Bayesian networks
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especially for large sample size where some variables in the network have a dis-
tribution conditional on their parents which is parametric and the transition
probabilities are a (rational) polynomial function of the distribution parame-
ters, for example a Binomial distribution with a known number of independent
trials and unknown success probability; and ﬁnally chain graph models.
Intervention is deﬁned for a feasible Bayesian linear constraint model as
in a Bayesian network by forcing some variables to assume given values and
the post intervention distribution is expressed by equations resembling Equa-
tions (2). Again the post intervention distribution needs to continue to respect
the equality and inequality constraints in 2-3 above.
3.2 Tree based generalization
For a probability tree T with vertex set V and edge set E and for v, v′ ∈ V ,
(v, v′) ∈ E, let π(v′|v) be the possibly unknown transition probability from
v to v′, under the constraint
∑
v′:(v,v′)∈E π(v
′|v) = 1. The values π(v′|v),
(v, v′) ∈ E, parametrize the model and are the primitive or transition prob-
abilities. The probability of the event corresponding to the root-to-leaf paths
λ = (v0, . . . , vn(λ)), where v0 is the root vertex and vn(λ) a leaf vertex is
p(λ) =
n(λ)−1∏
i=0
π(vi+1|vi) see Equation (1) (7)
The nodes of the tree and the root-to-leaf paths, which are analogue to the
joint probabilities for Bayesian networks, are the topological keys to the two
parametrisations.
There is a natural partial order associated with the tree which can be
used as a framework to express causality. If in the tree the event expressed
by node v occurs before the one represented by v′ whenever v ≺ v′, then the
eﬀects of a control on a regular tree T can now be deﬁned in total analogy
to Item 5 above by modifying the values of some primitive probabilities or
more generally by deﬁning constraints in the primitive probabilities that have
a causal interpretation. Hence a manipulation of the tree is given by a subset
F ⊂ E and new transition probabilities πˆ on the edges in F which are functions
of the primitive probabilities and compatible with the existing model.
Issues of feasibility are similar to those for Bayesian linear models. Finite
discrete Bayesian networks are a special case of this model class. Indeed once
an order on X has been chosen, a Bayesian network corresponds to a tree
whose root-to-leaf paths have all the same length and whose independence
structure is translated into equalities of some primitive probabilities. The basic
saturated model in Equations (7) augmented with a set of algebraic equations
in the transition probabilities has been called algebraically constraint tree in
Riccomagno and Smith (2009) where their superior modelling performance on
straightforward Bayesian network is proven. Also Bayesian linear constraint
model and chain event graphs below are models of this type. For a detailed
example see Riccomagno and Smith (2009).
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3.3 Extreme causality
Note that to discuss causal maps we need 1. a ﬁnite set of controllable “cir-
cumstances” and a ﬁnite set of outcomes of an experiment, and 2. a partial
order deﬁned on these circumstances, more abstractly 1. a ﬁnite set V = {v}
and 2. a partial order on V , ≺. A chain of the Hasse diagram of the ordering
≺ represents a possible unfolding of the experiment. The structure is that of a
directed acyclic graph, like in a Bayesian network, but where each node stands
for an event, like in a probability tree.
A saturated statistical model on V can be deﬁned giving a set of transition
probabilities: π(v′|v) ∈ [0, 1] where v, v′ ∈ V are in the same chain and there
is no v∗ in the chain such that v ≺ v∗ ≺ v′.
The probability of a chain λ = (v0, . . . , vn(λ)) is p(λ) =
∏n(λ)
i=1 π(vi|vi−1) (cf.
Equation (1)). The sum to one condition holds and states that
∑
v′ π(v
′|v) = 1.
An algebraic sub-model is deﬁned by setting to zero suitable algebraic equa-
tions of the transition probabilities and by imposing some polynomial inequal-
ities among them.
A manipulation or control can now be deﬁned implicitly by considering a
set F of edges of the Hasse diagram and assigning to (v, v′) ∈ F a new primitive
probability π̂(v′|v) which we take to be a polynomial function of the vector of
primitive probabilities π’s. This could be of the atomic type by setting to one
some π(·|·), or more generally, and often realistic, simply another probability
densities on the Hasse diagram
3.4 An example
Consider a statistical model built to study whether watching a violent movie
might induce a man into a ﬁght, allowing for testosterone levels to, at least
partially, explain a violent behaviour. This could be modelled with a Bayesian
network. Let X2 denote whether a man watches a violent movie early one
evening {x2 = 1} or not {x2 = 2} and let X4 be an indicator of whether he is
arrested for ﬁghting {x4 = 1} or not {x4 = 2} late that evening. If he watches
the movie, let X1 denote his testosterone level just before seeing it and X3 his
testosterone level late that evening. For a man who does not watch the movie
let X1 = X3 denote his testosterone level that evening.
Assume X1 and X3 take three values: 1 for low levels of testosterone, 2
for medium levels and 3 for high levels, so that (r1, r2, r3, r4) = (3, 2, 3, 2) and
r = 36. Then this can be depicted as the following Bayesian example
X1 → X3
↗ ↓
X2 → X4
The graph of this Bayesian example embodies two substantive statements:
X2 unionsqX1 and X4 unionsqX1|(X2, X3). The ﬁrst one states that that fact the man
watched the movie would not depend on his testosterone level and the second
CRiSM Paper No. 10-11, www.warwick.ac.uk/go/crism
Algebraic discrete causal models 9
one states that the testosterone level before watching the movie gives no ad-
ditional relevant information about the man’s inclination to violence provided
that we happen to know both whether he watched the movie and his current
testosterone levels.
There are 36 elements in the sample space X and a general joint mass
function on (X1, X2, X3, X4) is given by the 36 quartic equations
p(x) = π1(x1)π2(x2|x1)π3(x3|x1, x2)π4(x4|x1, x2, x3). (8)
The conditional independence statements in Item 2 are given by
π2(x2|x1) = π2(x2|x′1)  π2(x2) (say) (9)
π4(x4|x1, x2, x3) = π4(x4|x′1, x2, x3)  π4(x4|x2, x3) (say)
for all x1, x′1 = 1, 2, 3. The simple substitution of Equations (9) into (8)
allows us to reduces the number of parameters and of constraints. Indeed
the resulting vectors (π1(1), π1(2), π1(3)) lie in three-dimensional simplex Δ2
as do each of the vectors (π3(1|x1, x2), π3(2|x1, x2), π3(3|x1, x2)) for x1 =
1, 2, 3 and x2 = 1, 2 whilst the vectors (π2(1), π2(2)) and each of the vec-
tors (π4(1|x2, x3), π4(2|x2, x3)) for x2 = 1, 2 and x3 = 1, 2, 3 lies in Δ1. Each
of the 14 simplices also embodies a linear constraint through its sum-to-one
condition making the interior of the domain a 21 dimensional linear manifold.
Now, other non-graphical hypotheses are added to the condition indepen-
dence statements expressed by the Bayesian network. The new hypotheses can
still be expressed as a set of algebraic equations or inequalities on the primitive
probabilities. We list some for our example.
– If the movie is not watched then we would expect X3 = X1|(X2 = 2),
equivalently
π3(x3|x1, x2 = 2) =
{
1 if x3 = x1
0 otherwise. (10)
– If a unit did watch the movie, we would not expect this to reduce his
testosterone level. This sets some of the primitive probabilities to zero,
namely
X3|X1 = x1, X2 = 1 x3 = 1 x3 = 2 x3 = 3
x1 = 1 π3(1|1, 1) π3(2|1, 1) π3(3|1, 1)
x1 = 2 0 π3(2|2, 1) π3(3|2, 1)
x1 = 3 0 0 1
(11)
– The assumption that the higher the prior testosterone levels the higher the
posterior ones, is given by
π3(1|2, 1) = r3,2π3(1|1, 1) (12)
π3(3|1, 1) = r3,3π3(3|2, 1)
where 0 ≤ r3,2, r3,3 ≤ 1 are additional semi parametric parameters.
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– Similarly it is reasonable to expect that higher levels of testosterone to-
gether with having seen the movie would make more probable that a man
would be arrested for ﬁghting. This can be expressed as
π4(1|1, x3) = r4,x3π4(1|2, x3) for x3 = 1, 2, 3
π4(1|1, x3 + 1) = r′4,x3π3(1|1, x3) for x3 = 1, 2
π4(1|2, x3 + 1) = r′′4,x3π3(1|2, x3)
where 0 ≤ r4,x3 , r′4,x3 , r′′4,x3 ≤ 1, similarly to the previous bullet point.
– Finally a common simple log-linear response model might assume r4,1 =
r4,2 = r4,3.
The point here is not that these supplementary equations and inequalities pro-
vide the most compelling model, but rather that embellishments of this type,
whilst not graphical, are common, are easily expressed in the primitive prob-
ability parametrization, and often have an almost identical type of algebraic
description as the Bayesian example.
4 (Algebraic) identifiability
Identiﬁability problems are formulated in the classes of models in Section 3
in the same way. Some polynomial equalities of the transition probabilities,
say m = m(π), are observed or observable together with some inequalities.
The interest is in checking whether a total cause (Pearl (2000)) expressed as
a function of the post intervention transition probabilities, say e = e(π̂), can
be written as functions of the m’s.
In principle this computation can be done by using elimination techniques
from algebraic geometry but, usually, this is not feasible in practice, even less
so than in Bayesian networks. If an eﬀect e is identiﬁable then it is a ratio of
polynomials in the observable variables by the Tarski-Seidenberg theorem and
could be found by a powerful enough computer.
In Section 5 below, we deﬁne a class of models with a strong topological
structure and generalise the notion of intervention to these models. Issues of
structural identiﬁability can be discussed via topological arguments in anal-
ogy to the back door and front-door criteria for causal Bayesian networks,
as well as via a straightforward elimination using techniques from Algebraic
Geometry. For particular sub-models of the models in Section 3, the analogue
of c-components could be sought but this is beyond the scope of this paper,
which aims to illustrate how looking at the formal algebraic aspects of alge-
braic statistical models and of the notion of causality allows us to capture
the mathematical essence of a causal statistical model and allows for a fully
general modelling framework freed of the regularity constraints of Bayesian
networks.
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4.1 Non-regular observables and eﬀects
With refer to the example in Section 3.4 we show that sometimes the mani-
fest/hidden variables are not full marginal, but are rather some (polynomial)
function of transition probabilities. Likewise the causal eﬀect that it is neces-
sary to identify might be not a full marginal. Hence an algebraic model of the
type discussed in this paper might be appropriate.
Consider collecting data when X4 is hidden and it is the variable of central
interest with its associated probabilities π4(x4|x1, x2, x3). It might be possible
to randomly sample men and measure their testosterone levels before and after
watching a violent movie. Call this Experiment 1. However if it were believed
that watching a violent movie might induce a ﬁght, it would be unethical to
release the subjects after watching the movie, while any therapy either in the
form of drugs or counselling will corrupt the experiment. In any case record-
ing the proportions of subjects who later fought would not give an appropriate
estimate of probabilities associated with X4 and conditional on its parents. So
values like π4(2|x1, 1, x3) cannot be estimated from such samples. To identify
the system we therefore need to supplement this type of experiment with an-
other measuring “willingness to ﬁght”. Other experiments might be envisaged
leading to analogues problems.
Partial information about the joint distribution of X4 with other variables
might be obtained from a random sample of men arrested for ﬁghting {x4 = 1}.
Their current testosterone levels X3 and whether they had recently watched a
violent movie X2 could be measured. But we could not measure (X2, X3) for
men that are not caught ﬁghting. Thus the ﬁnest partition of probabilities we
could hope for in a population under this kind of survey is based on the sample
space partition {A,A(x2, x3} : x2 = 1, 2, x3 = 1, 2, 3} where A = {x : X4 = 2}
and A(x2, x3) = {x : X2 = x2, X3 = x3, X4 = 1} i.e. q(A) =
∑
xi∈A p(x)
and for x2 = 1, 2 and x3 = 1, 2, 3, q(A(x2, x3)) =
∑
xi∈A(x2,x3) p(x). Call this
Experiment 2.
In the example the partial order on the nodes of the Bayesian example is
X1, X2 ≺ X3 and X1, X2, X3 ≺ X4. But note that, in our statement of the
problem, if the man does not watch the movie then by deﬁnition X1 = X3.
Under this deﬁnition, manipulating X3 and leaving X1 unaﬀected, as would be
required by the causal Bayesian network, is not possible. If we follow the two
diﬀerent types of unfoldings of history: {prior testosterone level X1 = 1, 2, 3,
watch movie, X2 = 1 posterior testosterone level X3 = 1, 2, 3, arrested X4 =
1, 2} and {prior testosterone level X1 = 1, 2, 3, don’t watch movie, X2 = 2,
arrested X4 = 1, 2} this sort of ambiguity disappears and we could reasonably
conjecture that these unfoldings are consistent with their “causal order”. This
might be expressed by the two context speciﬁc graphs below
X1 → X3 X1
↗ ↓ ↘
X2 = 1 → X4 X2 = 2 → X4
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The joint mass function is no longer deﬁned on the product space SX with X =
{X1, X2, X3, X4}. However the joint mass function of each of these possible
unfoldings is well deﬁned and furthermore each unfolding is expressible as a
monomial in the primitive probabilities.
5 Chain Event Graphs
Chain Event Graphs are statistical models based on a probability tree, which
can have more topological structure than the model classes in Section 3 and
still allow a similar algebraic set-up. They are deﬁned through two equivalence
relationships on the nodes of a probability tree, T .
Two non-leaf vertices v, v∗ of T are stage equivalent if there is a one-to-one
map between the primitive probabilities on the two sets of edges out of the two
vertices. They are position equivalent if 1. the two sub-trees rooted at v and
v∗, T (v) and T (v∗), have the same support/tree structure (call μ this map)
and 2. for every non-leaf vertex w ∈ T (v), w and μ(w) are in the same stage.
The chain event graph of a probability tree is a mixed graph whose vertex
set is the set of positions union a sink node, whose undirected edges join
positions in the same stage and whose directed edges are of two types. Namely,
for each edge (v, v∗) in the tree, with v in position w, if v∗ is in position w∗
then add a directed edge from w to w∗ and if v∗ is a leaf node then add a
directed edge from w to the sink node.
Figure 1 gives a probability tree with thirteen root-to-leaf path. The stage
equivalence classes are {v1, v3, v13, v17}, {v5, v9} and {v2, v7} leading to the
chain event graph with eight position nodes in Figure 2.
Anderson and Smith (2005) discuss conditional independence for Chain
Event Graphs and an application to the study of biological regulation models.
Propagation of probabilities over chain event graphss has been discussed in
Thwaites et al. (2008) and conjugate estimation in Riccomagno and Smith
(2005).
6 Manipulations
A manipulation of a probability tree is called positioned (staged) if the set
of positions (stages) after manipulation is equal to or a coarsening of the set
of positions (stages) before manipulation. Positioned manipulations are those
that can be enacted directly on the chain event graphs.
Standard manipulation of a Bayesian network force some components of
the network to take preassigned values. The analogue for a chain event graph
is a manipulation which forces all paths to pass through a speciﬁed set of
positions W . E.g. assign patients with particular values of a set of covariates
(their current positions) to a particular treatment regime (a set of subsequent
positions W ).
For two detailed examples see Riccomagno and Smith (2005) and Ricco-
magno, Smith and Thwaites (2009). Below we present a result in this last
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Fig. 1 A probability tree
paper to show how fairly intricated topological arguments lead to a simple
elimination formula for the estimation of a causal eﬀect. It works because of
how manipulation, observables and eﬀects are deﬁned relative to each other.
7 A back door criterion for chain event graphs
The following is rather technical. This particular example is build in analogy
to the back door theorem in Pearl (2000). For a set of positions W in the
chain event graphs and w ∈ W let C∗(w) be the sub-graph from the root
to w and K(C∗(w)) its positions; K(C∗(W )) is
⋃
w∈W K(C
∗(w)); Λ(w) gives
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Fig. 2 A chain event graph
the directed paths in the chain event graphs through w, equivalently paths
in the tree through nodes in the equivalence class w; ﬁnally let π(Λ(w)) be
probability of Λ(w).
The set W is called simple if 1. no two positions of W lie on the same
directed path of the chain event graphs, 2. for w ∈ W π(Λ(w)) = A(w)B(w)
where A(w) is a function of a set Ka ⊂ K(C∗(W )) and B(w) of Kb =
K(C∗(W )) \ Ka and 3. A(w) is constant for w ∈ W (a stands for active,
b for background).
A manipulation is called forced to W if 1. it assigns probability one to
passing through W and 2. it leaves unchanged the probabilities on edges down-
stream of w. A manipulation is called amenable forced to W if 1. W is simple
in the idle chain event graphs, 2. W is simple in the manipulated chain event
graphs and the manipulation assigns probability one to passing through W ,
and 3. the manipulation changes only the probability of edges in Ka.
Let Ω be the set of root-to-leaf paths in the tree, that is the set of directed
root-to-sink paths in the chain event graphs. A random variable Y : Ω →
R, measurable w.r.t. the (directed) path σ-algebra, partitions Ω into {Λy :
y values taken by Y }.
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Let Z (a back door variable) be a random variable on the chain event
graphs. A set of positions W is called simple conditioned on Z if 1. no two
positions of W lie on the same directed path of the chain event graphs, 2.
W =
⋃
z:Z=z Wz and Wz is simple in C(Λz)
1, and 3. there is a (directed) path
from each w′z ∈ Λz through a w2 ∈ W and Wz is the set of precisely those
positions in W which lie on a root-to-sink path including w′z.
Given a random variable Yˆ (an eﬀect) on a chain event graphs after a
manipulation forced to w [W ], it is possible to construct a random variable Y
on the idle chain event graphs that coincides with Yˆ on the paths through w
[W ].
7.1 Back door theorem
If a set W is simple conditioned on Z then the distribution of an eﬀect ran-
dom variable Y after an amenable manipulation to W is identiﬁed from the
probabilities (in the idle system) of the event {Y = y,W,Z = z : y, z}, namely
πˆ(Yˆ = y) =
∑
z:Z=z
π(Y = y,W |Z = z)
π(W |Z = z) π(Z = z)
equivalently
πˆ(Λy) =
∑
z:Z=z
π(Λy |Λ(W ), Λz)π(Λz).
7.2 Identifying eﬀects algebraically
We end this paper by a short discussion of how the identiﬁablity issues asso-
ciated with the non-graphical example of Section 3.4 can be addressed alge-
braically.
For the example in Section 3.4 assume conditions (10) and (11) hold.
Hence, for x1 = 1, 2, 3 the non-zero probabilities associated with not view-
ing the movie are p(x1, 2, x1, 1) = π1(x1)π2(2)π4(1|2, x1) and p(x1, 2, x1, 2) =
π1(x1)π2(2)π4(2|2, x1) whilst the probabilities associated with viewing it are
given in Table 1.
Consider the two controls described in Section 4.1, manipulating X2 =
2 and X1 = X3 = 1 respectively. The ﬁrst, banning the ﬁlm, gives non-
zero probabilities for x1 = 1, 2, 3 satisfying the equations p̂(x1, 2, x1, 1) =
π1(x1)π4(1|2, x1) and p̂(x1, 2, x1, 2) = π1(x1))π4(2|2, x1). The second, the ﬁx-
ing of testosterone levels to low for all time, gives manipulated probabilities
̂̂p(1, 2, 1, 1) = π2(2)π4(1|2, 1) ̂̂p(1, 2, 1, 2) = π2(2)π4(2|2, 1)̂̂p(1, 1, 1, 1) = π2(1)π4(1|1, 1) ̂̂p(1, 1, 1, 2) = π2(1)π4(2|1, 1).
1 This is the sub-chain event graphs including all paths that give Z = z.
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p(1, 1, 1, 1) = π1(1)π2(1)π3(1|1, 1)π4(1|1, 1)
p(1, 1, 1, 2) = π1(1)π2(1)π3(1|1, 1)π4(2|1, 1)
p(1, 1, 2, 1) = π1(1)π2(1)π3(2|1, 1)π4(1|1, 2)
p(1, 1, 2, 2) = π1(1)π2(1)π3(2|1, 1)π4(2|1, 2)
p(1, 1, 3, 1) = π1(1)π2(1)π3(3|1, 1)π4(1|1, 3)
p(1, 1, 3, 2) = π1(1)π2(1)π3(3|1, 1)π4(2|1, 3)
p(2, 1, 2, 1) = π1(2)π2(1)π3(2|2, 1)π4(1|1, 2)
p(2, 1, 2, 2) = π1(2)π2(1)π3(2|2, 1)π4(2|1, 2)
p(2, 1, 3, 1) = π1(2)π2(1)π3(3|2, 1)π4(1|1, 3)
p(2, 1, 3, 2) = π1(2)π2(1)π3(3|2, 1)π4(2|1, 3)
p(3, 1, 3, 1) = π1(3)π2(1)π4(1|1, 3)
p(3, 1, 3, 2) = π1(3)π2(1)π4(2|1, 3)
Table 1 Probabilities associated with viewing the movie
Now consider three experiments. Experiment 1 of Section 4.1 exposes men to
the movie, measuring their testosterone levels before and after viewing the
ﬁlm. This obviously provides us with estimates of π1(x1), for x1 = 1, 2, 3 and
π3(x3|1, x1) 1 ≤ x1 ≤ x3 ≤ 3. Under Experiment 2 of Section 4.1 a large
random large sample is taken over the relevant population providing good
estimates of the probability of the margin of each pair of X2 and the level
of testosterone X3 on those who fought, {X4 = 1}, but only the probability
of not ﬁghting otherwise. So you can estimate the values of and sample for
x1 = 1, 2, 3 p(x1, 2, x1, 1) = π1(x1)π2(2)π4(1|2, x1) and
p(1, 1, 1, 1) = π1(1)π2(1)π3(1|1, 1)π4(1|1, 1)
p(1, 1, 2, 1) = π1(1)π2(1)π3(2|1, 1)π4(1|1, 2)
p(1, 1, 3, 1) = π1(1)π2(1)π3(3|1, 1)π4(1|1, 3)
p(2, 1, 2, 1) = π1(2)π2(1)π3(2|2, 1)π4(1|1, 2)
p(2, 1, 3, 1) = π1(2)π2(1)π3(3|2, 1)π4(1|1, 3)
p(3, 1, 3, 1) = π1(3)π2(1)π4(1|1, 3).
Note the last probability is redundant since it is one minus the sum of those
given above. Finally Experiment 3 is a survey that informs us about the pro-
portion of people watching the movie on any night, i.e tells us (π2(1), π2(2)).
Now suppose we are interested in the total cause
e =
∑
x1,x3
p̂(x1, 2, x3, 1) =
∑
x1
π1(x1)π4(1|2, x1)
of ﬁghting if forced not to watch. Clearly this is identiﬁed from an experiment
that includes Experiments 2 and 3 by summing and division by π2(2), but by no
other combination of experiments. Similarly e′ = ̂̂p(1, 1, 1, 1) = π2(1)π4(1|1, 1),
the probability a man with testosterone levels held low watches the movie and
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Fig. 3 Chain even graph for the movie example
ﬁghts, is identiﬁed from p(1, 1, 1, 1) obtained from Experiment 1 and 2 by
division.
The chain event graph in Figure 3 illustrate the asymmetries in our movie
example and can also portray the possible manipulations. For example the
manipulation which sets X2 = 2 simply prunes all the edges that appear only
on (X2 = 1)-consistent paths, and assigns a probability of one to (X2 = 2)
edges. The resultant graph is of course consistent with the pˆ expressions above.
Similarly, the manipulation which sets X1 = X3 = 1 is easily represented by
pruning appropriate edges, and givesˆˆp expressions consistent with those above.
8 Comments
The movie example falls within the general scheme of Section 4.1. Of course
a graphical representation of the movie example, e.g. over a tree or even a
Bayesian network or even a chain event graph, is possible and useful. But one
of the point of this paper is to show that when discussing causal modelling
the ﬁrst step does not need to be the elicitation of a graphical structure whose
geometry can then be examined through its underlying algebra. Rather an
algebraic formulation based on the identiﬁcation of the circumstances of inter-
est, e.g. the set V , and the elicitation of a causal order, e.g. the partial order
on V , is a more naturally starting point. Clearly in such framework on one
hand the graphical type of symmetries embedded and easily visualised on e.g.
a Bayesian network are not immediately available but they can be retrieved
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(Smith and Anderson (2008)). On the other hand algebraic type of symmetries
might be easily spotted and be exploited in the relevant computations.
In this example computation was simple algebraic operation while in more
complex case we might need to recur to a computer. Of course the usual
diﬃculties of using current computer code for elimination problems of this
kind remain, because inequality constraints are not currently integrated into
software and because of the high number of primitive probabilities involved.
The advantages of ad-hoc parametrizations apply to these structures based on
trees and/or deﬁned algebraically.
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