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Resumen
Se plantea el problema de clasificacio´n de curvas en una ge-
ometr´ıa diferenciable de Klein, y se muestran estrategias generales
para su solucio´n. Finalmente, se resuelve el problema para el plano
de Mo¨bius.
1 Introduccio´n
Vamos a poner en funcionamiento una maquinaria ideada por Cartan y
Wilczynski (ver [1], [8]) que entre otras cosas, permite resolver problemas
de clasificacio´n geome´trica de curvas. Se usa el denominado me´todo de
la referencia mo´vil, cuya aplicacio´n es bien conocida en el caso de la
geometr´ıa euclidea.
El me´todo se puede aplicar a las distintas geometr´ıas del plano:
proyectiva, equiaf´ın, af´ın, conforme, y euclidea, y ha cobrado hoy en
d´ıa actualidad entre los ingenieros informa´ticos, por sus aplicaciones a
la visio´n computacional (ver por ejemplo [3] ).
∗Se ha realizado este trabajo con el apoyo parcial del Proyecto Complutense PB-
98-0758.
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El nu´cleo de nuestro trabajo (seccio´n 3) va a consistir dar vueltas a
la manivela que mueve esa maquinaria para resolver el problema de la
clasificacio´n de las curvas en el Plano de Mo¨bius (o Esfera Conforme de
Riemann) siguiendo los mismos pasos que establece Cartan en [2] para
clasificar las curvas del plano proyectivo real.
Pero antes, en la seccio´n 2, haremos algunas reflexiones sobre el
planteamiento del problema de clasificacio´n de curvas en una geometr´ıa
de Klein, y la filosof´ıa general para resolverlo. Despues particularizare-
mos estas ideas (a modo de ejemplo sencillo) para el caso del plano af´ın
euclideo.
Las secciones 2 y 3 pueden leerse de forma independiente
2 Curvas en una Geometr´ıa de Klein.
Vamos a exponer brevemente aqu´ı en un leguaje moderno, algunas ideas
centrales relativas a la teor´ıa de invariantes en una geometr´ıa de Klein,
adaptadas al problema de clasificacio´n de curvas. Las ideas ba´sicas esta´n
entresacadas de Cartan [2], Guggenheimer, [4], y Sharpe [7]
2.1 Actuacio´n de un grupo sobre un conjunto
Un grupo G actua (por la izquierda) sobre un conjunto Ω, si hay definida
una aplicacio´n
G×Ω 3 (g, ω)→ gω ∈ Ω
verificando las propiedades habituales (gg0)(ω) = g(g0ω), eω = ω, para
todo g, g0 ∈ G y todo ω ∈ Ω. La actuacio´n se dice efectiva si el elemento
neutro e ∈ G, es el u´nico elemento del grupo que deja fijos todos los
elementos de Ω.
Fijado ω ∈ Ω llamamos a Gω = {gω : g ∈ G} o´rbita de ω. Denota-
mos por G\Ω al espacio de las o´rbitas.
Diremos que la actuacio´n es simple, si la aplicacio´n G 3 g → gω ∈
Gω es inyectiva para cada ω ∈ Ω
2.2 Geometr´ıas de Klein
Una Geometr´ıa de Klein en una variedad diferenciable E, viene definida
por un grupo de Lie G que actua diferenciablemente G×E → E sobre
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E de forma efectiva. Podemos por tanto identificar G con un subgrupo
del grupo Difeo(E) de difeomorfismos de E.
La actuacio´n de G sobre E, puede inducir de forma natural actua-
ciones G × Ω 3 (g, ω) → gω ∈ Ω sobre determinadas familias Ω de
objetos deducidas del espacio E o de eventuales estructuras (me´tricas,
conformes,...) sobre E. La propiedad que define a los objetos de Ω es
conservada por el grupo G y se denomina propiedad (G−)geome´trica.
La idea de Klein es que el estudio de la (G−)geometr´ıa, consiste en el
ana´lisis de las propiedades y conceptos relativos a E que permanecen
invariantes por la accio´n del grupo G. Cada vez que tenemos una tal
familia Ω, queda planteado un problema de clasificacio´n:
Dos objetos ω, ω˜ ∈ Ω se dicen equivalentes (ω 'G ω˜), si esta´n en la
misma o´rbita, es decir, si existe g ∈ G, tal que gω = ω˜. Un invariante,
es una aplicacio´n φ : Ω→ Φ con la propiedad de que φ(ω) = φ(ω˜) cada
vez que ω 'G ω˜.
Se dice que un invariante φ depende de un sistema de invariantes
{φ1, . . . φr} si , φ(ω) = φ(ω˜) cada vez que φi(ω) = φi(ω˜) i = 1, . . . r. El
sistema {φ1, . . . φr} se dice independiente, si φi no depende de
{φ1, . . . φr} − {φi} i = 1, ..., r. Se dice completo, si se verifica la im-
plicacio´n:
φi(ω) = φi(ω˜) i = 1, . . . r =⇒ ω 'G ω˜
Resolver un problema de clasificacio´n, consiste esencialmente en de-
terminar un sistema completo independiente de invariantes. No´tese que
tal sistema induce una biyeccio´n
G\Ω 3 Gω → (φ1(ω), . . . φr(ω)) ∈ imφ1 × · · · × imφr
Observacio´n: Si el espacio cociente (de las o´rbitas) G\Ω admite
una estructura de variedad diferenciable, entonces hay un sistema de
invariantes locales en torno a cada punto de G\Ω
2.3 Geometr´ıas Homogeneas.
Una Geometr´ıa de Klein G sobre E se dice homogenea, si G actua tran-
sitivamente sobre E, es decir, para todo x, y ∈ E, existe g ∈ G, tal que
g(x) = y. Denotamos
Gxy = {g ∈ G : g(x) = y}
186 Javier Lafuente
Llamamos grupo de isotrop´ıa de un punto x ∈ E , al subgrupo Hx
de las transformaciones de G que dejan fijo el punto x, es decir:
Hx = Gxx = {h ∈ G : h(x) = x}
No´tese que si g ∈ G, es tal que g(x) = y entonces Hy = gHxg−1. As´ı
fijado un punto o ∈ E, todos los grupos de isotrop´ıa Hx de los puntos
de E son conjugados con H = H0. Claramente H es un subgrupo
cerrado de G, y por tanto G/H tiene una u´nica estructura de variedad
diferenciable de dimensio´n dimG − dimH, que hace a la proyeccio´n
cano´nica π : G → G/H submersio´n. Hay adema´s un difeomorfismo
cano´nico (fijado o ∈ E):
πo : G/H 3 gH → g(o) ∈ E
que permite identificar ambos espacios (E = G/H). As´ı π : G → G/H
se identifica con
π : G→ E , g 7−→ g(o)
En estas condiciones, E resulta ser un espacio homoge´neo en el sentido
cla´sico.
2.4 Vectores tangentes de o´rden superior
Dos curvas A = A(t), B = B(t) de una variedad diferenciable E, se dice
que definen el mismo vector de orden r (o r-vector) en t = 0, si A(0) =
B(0) = C y en algu´n sistema de coordenadas locales (X1, . . . ,Xn) en
torno a C, se verifica para todo k con 1 ≤ k ≤ r :
dk (Xi ◦A)
dtk
¯¯¯¯
t=0
=
dk (Xi ◦B)
dtk
¯¯¯¯
t=0
Se demuestra que esta propiedad, no depende del sistema local de co-
ordenadas utilizado. La relacio´n anterior es de equivalencia, y deno-
tamos por A(r)(0) la clase de equivalencia definida por la curva A.
Se denomina vector tangente de o´rden r de A en t = 0 y se denota
T rCE =
©
A(r)(0) : A(0) = C
ª
al conjunto de todos ellos. La unio´n T rE
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de todos los T rCE con C ∈ E, constituye el fibrado r-tangente. La deriva-
da r-e´sima de A en t = t0 es el vector de o´rden r definido por la curva
At0(t) = A(t+ t0) en t = 0:
A(r)(t0) = A
(r)
t0 (0) ∈ TA(t0)M
T (r)E es una variedad diferenciable. De hecho, a partir del sistema de
coordenada locales (X1, . . . ,Xn) = (Xi) se puede construir un sistema
de coordenadas para T (r)E, (Xi,X
(1)
i , . . .X
(r)
i ) , en donde se entiende
que
X(k)i
³
A(r)(0)
´
=
dk (Xi ◦A)
dtk
¯¯¯¯
t=0
Si tenemos una Geometr´ıa de Klein sobre E, el grupo G actua de
forma natural sobre los vectores tangentes de orden r:
G× T (r)E → T (r)E,
³
g,A(r)(0)
´
7−→ (gA)(r) (0) (1)
y da lugar a una geometr´ıa de Klein sobre T (r)E y al problema de
clasificacio´n correspondiente.
2.5 Invariantes diferenciales
La familia de curvas diferenciables (C∞), A = A(t) sobre E parametri-
zadas sobre cierto intervalo I real, pueden ser objeto de clasificacio´n en
cualquier geometr´ıa G sobre E. Para este tipo de problema, solo vamos
a considerar de invariantes φ, que asocian a cada curva A = A(t) una
funcio´n diferenciable definida en I, φA = φA(t) con valores en cierta
variedad diferenciable Φ, y con la propiedad de invariancia:
φA = φgA para todo g ∈ G
El invariante φ se dira´ diferencial, si viene determinado por una apli-
cacio´n diferenciable (que denotamos por el mismo nombre) φ : T (r)E →
Φ con la condicio´n
φA(t) = φ
³
A(r)(t)
´
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Si r es el mı´nimo entero positivo que verifica la propiedad
φA(t) = φB(t) cuando A
(r)(t) = B(r)(t)
se dice que φ es invariante de orden r. No´tese que tal invariante induce
una aplicacio´n natural (ver(1))
φ : G\T (r)E → Φ
2.6 Invariantes Intr´ınsecos
Dos curvas A = A(t), t ∈ I, A˜ = A˜(s), s ∈ J se dice que definen la
misma trayectoria, si existe un cambio de para´metro t = t(s) tal que
A˜ = A(t(s)). Se entiende que la funcio´n cambio de para´metro t : J → I
es un difeomorfismo.
Un invariante diferencial φ (de orden r) se dira´ intr´ınseco si φA˜ =
φA(t(s)) cuando A˜ se obtenga de A por un cambio de para´metro t = t(s).
Los invariantes intr´ınsecos dependen en este sentido solo de la trayectoria
de la curva.
2.7 Arco geome´trico.
Supongamos que tenemos un operador dl que asocia a cada curva A =
A(t) una 1-forma dlA = ζA(t)dt, donde ζ : T (k)E → R es un invariante
diferencial, que verifica para cada cambio de para´metro t = t(s) la
condicio´n:
ζB(s) = ζA(t(s))
dt
ds
si B(s) = A(t(s)) (2)
se dice que dl es elemento (invariante) de arco, y escribimos:
dl = ζdt
Si A = A(t), t ∈ I = [a, b] se llama longitud de A respecto a dl a:
l(A) =
Z b
a
dlA(t)
y la longitud l es intr´ınseca, ya que si B = A(t(s)) s ∈ J = [c, d] (donde
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t = t(s) es un cambio de para´metro) se tiene por el teorema del
cambio de variable:
l (B) =
Z d
c
ζB(s)ds =
Z d
c
ζA(t(s))
dt
ds
ds =
Z b
a
ζA(t)dt
Una curva A = A(t) se dice dl-regular si ζA(t) = ζ
¡
A(k)(t)
¢ 6= 0 para
todo t. Fijado entonces un valor inicial t = a , podemos considerar la
funcio´n:
lA(t) =
Z t
a
ζA(t)dt
como ζA(t) 6= 0 ∀t, entonces l = lA(t) define un cambio de para´metro,
y la nueva curva resultante B = B(l) con A(t) = B(lA(t)) se dice
parametrizada por el arco (brevemente PPA). No´tese que el para´metro
longitud de arco l esta´ determinado salvo traslaciones.
La condicio´n de ser dl-regular, es intr´ınseca, es decir, si una curva es
dl-regular, tambie´n lo es cualquier reparametrizacio´n suya. Denotamos
R(r)x [dl] =
n
A(r)(0) ∈ T (r)E : A esta´ PPA
o
2.8 Geometr´ıas regulares.
Una geometr´ıa homogenea G sobre E se dice regular de orden r si existe
un elemento regular de arco dl = ζdt de forma que:
(1) La actuacio´n natural inducida de G× T (r)E → T (r)E (ver (1)).
H ×R(r)0 [dl]→ R(r)0 [dl] es simple (3)
es decir, dado ω ∈ R(r)0 [dl] si hω = ω (h ∈ H) entonces h = e.
(2) La actuacio´n de H sobre R(r)0 [dl] da lugar al espacio cociente
H\R(r)0 [dl] que tiene estructura de variedad diferenciable tal que la
proyeccio´n cano´nica R(r)0 [dl]→ H\R(r)0 [dl] es submersio´n.
2.9 Sistemas de referencia
Dada una geometr´ıa homogenea G regular de orden r sobre el espacio
E con punto base o ∈ E. Se llama sistema de referencia a una seccio´n
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diferenciable R : H\R(r)0 [dl]→ R(r)0 [dl]. Denotamos por
R(r)0 [dl] = imR
Los elementos de R(r)0 [dl] se denominan r-vectores del sistema.
2.10 Referencias y referencias mo´viles
Este ep´ıgrafe esta´ inspirado en [7] pa´gs 164-165.
Dada la geometr´ıa homogenea G sobre E con punto base o ∈ E, la
proyeccio´n π : G 3 g → go ∈ E, induce en G una estructura natural
de fibrado principal (con base E y grupo H), y lo podemos considerar
como un fibrado de referencias en el siguiente sentido:
Una referencia en un punto x ∈ E, es un elemento g ∈ G, tal que
g(o) = x. As´ı Gox = π−1(x) es el conjunto de las referencias en el punto
x. El grupo G se ve asi como el conjunto de todas las referencias.
Si g1 ∈ Gox1 , y g ∈ G transforma x1 en g(x1) = x2, entonces se
entiende que g transforma la referencia g1 ∈ Gox1 en la gg1 = g2 ∈ Gox2 .
Rec´ıprocamente si g1 ∈ Gox1 , g2 ∈ Gox2 existe una u´nica transformacio´n
g = g−11 g2 que transforma la referencia g1 en la g2.
Una referencia mo´vil (local) en torno a un punto p ∈ E, es una
aplicacio´n diferenciable σ : U → G donde U es un entorno de p en E, y
σ(x) ∈ Gox para todo x ∈ U . De hecho, E admite referencias mo´viles σ
en torno a cada punto p con un valor predeterminado σ(p) = g ∈ Gp.
Si A = A(t) es una curva parametrizada en E, una referencia movil
a lo largo de A viene definida por una aplicacio´n diferenciable σ = σ(t)
donde σ(t) es una referencia en A(t) para todo t.
Existen referencias mo´viles a lo largo de toda curva A. De hecho,
fijado un origen t0 en el intervalo del para´metro t, y una referencia g0
en A(t0) hay referencias mo´viles σ = σ(t) con σ(t0) = g0.
2.11 Referencia mo´vil de Frenet
Supongase ahora que nuestra geometr´ıa es homogenea y regular de o´rden
r, con elemento de arco dl, y sobre el punto base o ∈ E, supongase fijado
un sistema de referencia R : H\R(r)0 [dl]→ R(r)0 [dl].
Dada la curva regularA = A(l) PPA vamos a construir una referencia
movil cano´nica ϕA = ϕA(l) a lo largo de A que denominamos referencia
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movil de Frenet . Para ello construyamos una referencia movil auxiliar
g = g(l). Como R ¡g(l)−1A(r)(l)¢ y g(l)−1A(r)(l) son H-equivalentes,
la condicio´n (3) asegura que existe un u´nico h(l) ∈ H verificando la
condicio´n:
h(l)
³
R
³
g(l)−1A(r)(l)
´´
= g(l)−1A(r)(l)
y definimos ϕA(l) = g(l)h(l) de forma que ϕA(l)−1 resulta ser el u´nico
elemento de G tal que transforma el r-vector A(r)(l) en un r-vector del
sistema R(r)0 [dl] es decir:
ϕ(l)−1A(r)(l) ∈ R(r)0 [dl] ∀l
Hay una propiedad que conviene destacar:
Si A = A(l), B = gA(l) son G-equivalentes, entonces ϕB = gϕA
2.12 Matriz de Curvaturas: Ecuacio´n de Frenet.
Dada la curva regular A = A(l) sea ϕA = ϕA(l) su referencia de Frenet.
Si ωG es la forma de Cartan del grupo de Lie, la matriz de curvaturas
de A es la curva φA = φA(l) en el a´lgebra de Lie g de G definida por:
φA(l) = ωG
¡
ϕ0A(l)
¢
=
¡
LϕA(l)−1
¢
∗
¡
ϕ0A(l)
¢
simbo´licamente podr´ıamos escribir φA = ϕA(l)−1ϕ0A(l) o mejor au´n
(abusando ostensiblemente de la notacio´n):
ϕ0A = ϕAφA
y se puede llamar ecuacio´n de Frenet
No´tese que si A = A(l) y B = B(l) son curvas PPA G-equivalentes
entonces φA = φB
2.13 Un Teorema de Clasificacio´n
Supongamos que partimos de una curva φ = φ(t) en el a´lgebra de Lie
g de G y nos planteamos el problema de determinar las curvas en G,
ϕ = ϕ(t) solucio´n de la ecuacio´n diferencial tipo Frenet ϕ0 = ϕφ es
decir:
φ(t) =
¡
Lϕ(t)−1
¢
∗
¡
ϕ0(t)
¢
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la teor´ıa dice (ver [6] pa´g 69) que hay una u´nica solucio´n ϕe = ϕe(t)
con ϕe(0) = e, y todas las dema´s, se obienen de ϕe por traslaciones
de para´metro, o traslaciones a la izquierda en el grupo. En particular,
fijado g ∈ G, existe una u´nica solucio´n ϕg = gϕe(t) con ϕg(0) = g.
Supongamos ahora que φ = φA para cierta curva regular A = A(t)
en E, entonces fijado x ∈ E, y g ∈ Gox referencia en x, existe una u´nica
curva B = B(t) con B(0) = x, ϕB(0) = g, y φB = φ. Adema´s A y B
son G-equivalentes.
Como consecuencia se obtiene
Corolario
Dos curvas PPA A = A(l), B = B(l) de E son G-equivalentes, si y
solo si tienen la misma matriz de curvatura (φA = φB)
2.14 Un Ejemplo elemental: El plano euclideo
Considerese el plano E = R2 con la geometr´ıa dada el grupo G de
transformaciones afines euclideas gθ : E → E , (X,Y )→
³
X˜, Y˜
´
:
⎛
⎝
1
X˜
Y˜
⎞
⎠ =
⎛
⎝
1 0 0
a cos θ − sin θ
b sin θ cos θ
⎞
⎠
⎛
⎝
1
X
Y
⎞
⎠
cuyo grupo de isotrop´ıa H para el origen O = (0, 0) es el de las
transformaciones de G con a = b = 0.
Si A = A(t) = (X(t), Y (t)), entonces dlA =
p
X 0(t)2 + Y 0(t)2dt de-
fine un elemento invariante de arco. Las curvas dl-regulares, A son las
que A0(t) 6= 0 ∀t, y t es el para´metro arco si y solo sipX 0(t)2 + Y 0(t)2 =
1. As´ı, R(1)0 [dl] = {A0(0) : A es PPA A(0) = 0} es esencialmente la cir-
cunferencia unidad S1. No´tese que un vector U ∈ S1 determina comple-
tamente una base ortonormal positiva que denotamos
¡
U,U⊥
¢
.
Como el producto escalar A0(l).A0(l) = X 0(l)2 + Y 0(l)2 = 1 es con-
stante, se concluye que A0(0).A00(0) = 0 y por tanto
R(2)0 [dl] =
©¡
A0(0), A00(0)
¢
: A es PPA A(0) = 0
ª
que puede identificarse con S1 ×R v´ıa la biyeccio´n natural:
S1 ×R 3 (U, k)→
³
U, kU⊥
´
∈ R(2)0 [dl]
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La actuacio´n H × R(2)0 [dl] → R(2)0 [dl] es simple, y el cociente
H\R(2)0 [dl] esta´ parametrizado por k y es por tanto isomorfo a R. En
consecuencia, la geometr´ıa es regular de o´rden 2.
Un sistema de referencia R es entonces una seccio´n
R=H\R(2)0 [dl]→ R(2)0 [dl] = S1 ×R
y se corresponde con un vector unitario, U ∈ S1. Por ejemplo podemos
tomar U = I1 = (1, 0).
El vector I1 = (1, 0) determina con I2 = I⊥1 = (0, 1) la base cano´nica
en O, de forma que una referencia en un punto P es esencialmente un
par (P,U), U = (cos θ, sin θ) ∈ S1 que determina el u´nico giro gθ ∈ G
que lleva O a P . Normalmente se interpreta la referencia (P,U) como¡
P,U,U⊥
¢
, es decir la base
¡
U,U⊥
¢
apoyada en P .
As´ı para una curva A = A(l) PPA denotando TA = A0, NA = A0⊥ es
ϕA(l) = (A(l), TA(l), NA(l))
Las ecuaciones de Frenet quedan:
(A0, T 0A, N
0
A) = (A, TA, NA)φA siendo φA =
⎛
⎝
0 0 0
1 0 −κ
0 κ 0
⎞
⎠
y φA es la matriz de curvaturas, que depende de una funcio´n κ = κA(l)
que es denominada la curvatura de A.
As´ı, dos curvas PPA A, y B son congruentes si y solo si las funciones
de curvatura κA y κB coinciden. Por otra parte, es fa´cil ver que una
funcio´n curvatura κ = κ(l) determina la curva salvo movimientos.
3 Clasificacio´n de curvas en el plano de Mo¨bius
3.1 El plano de Mo¨bius
El cuerpo C de los nu´meros complejos, se identifica con el plano real
R2. Basta para ello identificar la pareja (x0, x1) de nu´meros reales con
el nu´mero complejo X = x0 + ix1. Recordemos que la recta proyectiva
compleja P, esta´ formada por puntos de la forma (X : Y ) con X,Y ∈ C,
en donde (X : Y ) y (λX : λY ) se consideran iguales cuando λ ∈ C− {0}.
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Al escribir [A] = (X : Y ) estamos queriendo decir que que A = (X,Y ) ∈
C2 es un punto anal´ıtico que representa el punto geome´trico [A] ∈ P.
P una superficie gracias a las parametrizaciones locales
j0 : C = R2 3 Y → (1 : Y ) ∈ P− {(0 : 1)} = P0
j1 : C = R2 3 X → (X : 1) ∈ P− {(0 : 1)} = P1
las ecuaciones del cambio de coordenadas son
C− {0} 3 X → Y = 1
X
∈ C− {0}
que define una transformacio´n conforme en R2 con su estructura euclidea
natural. Es por esto que en P hay una estructura conforme natural. P
con esta estructura conforme, se denomina Plano de Mo¨bius.
3.1.1 Nota
El plano de Mo¨bius P (con su estructura conforme), puede verse ge-
ome´tricamente a trave´s de j1, como el plano ampliado eC (con su estruc-
tura euclidea conforme). El punto del infinito es , ∞ = (1 : 0) cuando
identificamos:
(X : Y ) =
X
Y
, siendo
X
0
=∞ = (1 : 0) (4)
Tambie´n puede verse P =eC como la esfera S = {(x, y, z) : x2+ y2+ z2 =
1} (con su estructura conforme cano´nica), cuando identificamos:
(x, y, z) =
µ
x
1− z ,
y
1− z
¶
, (0, 0, 1) =∞
Se denomina a S esfera de Riemann.
3.2 Transformaciones de Mo¨bius
Una matrizM =
µ
c0 d0
c1 d1
¶
con coeficientes complejos y con detM 6= 0
define una aplicacio´n [M ] : P 3(X : Y ) → (X˜ : Y˜ ) ∈ P de la siguiente
forma µ
X˜
Y˜
¶
=
µ
c0 d0
c1 d1
¶µ
X
Y
¶
a, b, c, d ∈ C, detM 6= 0 (5)
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No´tese que la matriz λM , con λ ∈ C− {0} define la misma transfor-
macio´n.M. El conjunto de estas transformaciones, forman el grupo G de
las homograf´ıas de la recta proyectiva compleja, y respetan la estructura
conforme (ver observacio´n 3.2.1). Se denominan tambie´n Transforma-
ciones de Mo¨bius .
3.2.1 Observacio´n:
En el plano ampliado eC las transformaciones de Mo¨bius (5) se describen
por:
Z → aZ + b
cZ + d
, con ad− bc 6= 0 (6)
Una transformacio´n Mo¨bius como (6) siempre puede escribirse como
composicio´n de transformaciones del tipo:
Z → aZ + b con a 6= 0 (7)
y del tipo
Z → 1/Z (8)
Las transformaciones del tipo (7) describen el grupo de semejanzas del
plano af´ın C = R2 que daba lugar al problema de clasificacio´n de la
seccio´n anterior. La transformacio´n (8) es composicio´n de
Z → 1/Z (9)
y de
Z → Z (10)
La transformacio´n (9) es una inversio´n de centro el origen, y potencia
igual a la unidad, y como es sabido, conserva los a´ngulos (en la es-
tructura euclidea de C = R2). La transformacio´n (10) es una simetr´ıa
ortogonal respecto al eje real. Esto prueba que la transformacio´n (8) es
transformacio´n conforme, y en consecuencia lo son las transformaciones
Mo¨bius. Por otra parte, las transformaciones de Mo¨bius forman el grupo
total de las transformaciones conformes de P =eC = S , que preservan la
orientacio´n.
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3.3 Curvas en el plano de Mo¨bius
Apliquemos ahora el me´todo de Wilczyinski( ver [1] y [8]):
Una curva sobre el plano de Mo¨bius P =eC, (es decir una P-curva)
viene representada por una C2-curva A = A(t) = (X(t), Y (t)), es decir,
las funciones X = X(t), Y = Y (t) son de variable real t con valores
complejos, y satisfacen tautolo´gicamente una ecuacio´n diferencial del
tipo
det
⎛
⎝
θ00 θ0 θ
X 00 X 0 X
Y 00 Y 0 Y
⎞
⎠ = 0
que podemos escribir de la forma:
θ00 + pθ0 + qθ = 0 (11)
siendo:
p = p0 + p1i = −
det (A00, A)
det (A0, A)
, q = q0 + q1i =
det (A00, A0)
det (A0, A)
(12)
excluyendo los puntos singulares en donde det (A0, A) = 0. Como cada
componente de A satisface (11), podemos escribir
A00 + pA0 + qA = 0
Trabajaremos solo con curvas regulares, es decir, sin puntos de singu-
lares.
3.3.1 Observacio´n
No´tese que el conjunto de soluciones de (11) tiene estructura de espacio
vectorial complejo de dimensio´n 2, y X(t), Y (t) constituyen soluciones
independientes si A(t) es regular. En particular si A = A(t) satisface
otra ecuacio´n diferencial de la forma
A00 + p˜A0 + q˜A = 0
entonces necesariamente p = p˜ , q = q˜.
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3.3.2 Observacio´n
Una C2-curva A = A(t) = (X(t), Y (t)) , define la P-curva [A] = (X(t) :
Y (t)) en P = eC y la C-curva (en R2 = C)
[A] (t) = (X(t) : Y (t)) =
X(t)
Y (t)
segu´n la identificacio´n (4) No´tese que como la curva es regular, puede
no estar definida en valores aislados del para´metro y romperse en varias
componentes.
3.4 Invariantes
Dos curvas C2-planas A=A(t)=(X(t), Y (t)), y A˜= A˜(t)=(X˜(t), Y˜ (t))
se dicen linealmente equivalentes, si sus componentes esta´n relacionadas
por automorfismos lineales de C2 del tipo (5). Los invariantes (de las
curvas C2-planas) frente a estas equivalencias, se llaman invariantes lin-
eales. Por ejemplo los invariantes p0, p1, q0, q1 definidos en (12) son
invariantes lineales (usar la observacio´n 3.3.1).
Las curvas C2-planas A = A(t), y A˜ = A˜(t) se dicen Mo¨bius-
equivalentes si las correspondientes P-curvas lo son, es decir, existe una
funcio´n de valores complejos, λ = λ(t) diferenciable (λ(t) 6= 0 ∀t) tal
que B(t) = λ(t)A˜ es linealmente equivalente a A.
3.4.1 Nota
Un invariante de Mo¨bius es el que toma el mismo valor sobre curvas
Mo¨bius equivalentes.
Un invariante que permanece impasible cuando transformamos la
curva A = A(t) en A˜ = λA(t), con λ = λ(t) diferenciable (λ(t) 6= 0 ∀t)
se dice que es proyectivo. As´ı los invariantes lineales y proyectivos son
exactamente los invariantes de Mo¨bius.
3.5 Reduccio´n de la ecuacio´n diferencial
Sin embargo, los invariantes p0, p1, q0, q1 definidos en (12) no son in-
variantes intr´ınsecos ni proyectivos de A = A(t), es decir, var´ıan frente
a cambios de para´metro tˆ = f(t), y transformaciones A˜ = λA(t), con
λ = λ(t) diferenciable (λ(t) 6= 0 ∀t). De hecho se tiene:
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3.5.1 Cambio de para´metro
Sea A = A(t) una C2-curva, tˆ = f(t) cambio de para´metro y Aˆ = Aˆ(tˆ)
tal que A(t) = Aˆ(f(t)), entonces:
(p, q)
tˆ=f(t)Ã (pˆ, qˆ) :
⎧
⎪⎨
⎪⎩
pˆ =
f 00
f 02
+
p
f 0
qˆ =
q
f 0
(13)
donde se supone que A00 + pA0 + qA = 0 y
..
Aˆ + pˆ
.
Aˆ + qˆAˆ = 0 son las
ecuaciones diferenciales correspondientes a A y Aˆ y en donde hemos
denotado por
.
ϕ a la derivada de ϕ respecto a tˆ
3.5.2 Cambio de representante
A partir de λ = λ(tˆ) diferenciable (λ(tˆ) 6= 0 ∀tˆ) sea A˜ = λAˆ(tˆ), entonces:
(pˆ, qˆ)
A˜=λAˆÃ (p˜, q˜) :
⎧
⎪⎪⎨
⎪⎪⎩
p˜ = −2
.
λ
λ
+ pˆ
q˜ = 2
Ã .
λ
λ
!2
−
..
λ
λ
−
.
λ
λ
pˆ+ qˆ
(14)
3.5.3 Reduccio´n de la EDT, fijado el cambio de para´metro.
De la primera fo´rmula de (14) y de la identidad:
.
λ =
dλ
dtˆ
=
dλ
dt
dt
dtˆ
=
λ0
f 0
se concluye, que fijado tˆ = f(t) cambio de para´metro en A = A(t)
podemos elegir λ = λ(t) de forma que:
λ0
λ
=
1
2
µ
f 00
f 0
+ p
¶
(15)
para conseguir p˜ = 0, adema´s λ = λ(t) queda as´ı un´ıvocamente deter-
minada por f salvo constantes multiplicativas.
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3.5.4 La ecuacio´n Schwartziana
Dada una funcio´n diferenciable definida sobre un intervalo real con val-
ores complejos f = f(t) con f 0(t) 6= 0 para todo t, se llama derivada
Schwartziana de f a:
{f}t =
1
2
f 000
f 0
− 3
4
f 002
f 02
Una ecuacio´n diferencial de la forma
{f}t = K(t) (16)
donde K = K(t) una funcio´n diferenciable definida sobre un intervalo I
real con valores reales, se denomina ecuacio´n Swartziana.
Es fa´cil probar, que si z = f(t) es una solucio´n de (16) tambie´n lo es
F (t) =
af(t) + b
cf(t) + d
y esta es entonces la solucio´n general, cuando a, b, c, d son constantes
reales. (ver [5])
3.5.5 Reduccio´n
Con la eleccio´n de λ = λ(t) para cada para´metro tˆ = f(t) dada en (15)
queda
..
A˜ + q˜A˜ = 0, con q˜ = q˜0 + q˜1i. Se plantea buscar el cambio de
para´metro tˆ = f(t) que haga q˜0 = 0. Para ello debemos determinar la q˜
dada en la fo´rmula (14.2) en funcio´n de f , p, y q usando (15) y el valor
de qˆ en (13.1). El resultado es
f 02q˜ = 4 {f}t + p2 + 2p0 − 4q
de forma que tomando una tˆ = f(t) que satisface la ecuacio´n Swartziana
{f}t =
1
4
Re
¡
−p2 − 2p0 + 4q
¢
(17)
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se obtiene q˜0 = 0, y llamando r = r(tˆ) = q˜1(tˆ), A˜ verifica la ecuacio´n:
..
A˜+ irA˜ = 0 (18)
donde
rf = r(f(t)) =
1
f 02
Im
¡
p2 + 2p0 − 4q
¢
(19)
se denomina a (18) ecuacio´n normalizada de A = A(t).
3.6 Para´metro de Mo¨bius.
Un para´metro de Mo¨bius para A = A(t) viene definido por una funcio´n
tˆ = f(t) con la propiedad de que exista una funcio´n λ = λ(t), tal que la
curva
A˜(tˆ) = λ
¡
f−1
¡
tˆ
¢¢
A
¡
f−1
¡
tˆ
¢¢
verifique una ecuacio´n diferencial del tipo (18), es decir,
..
A˜ + irA˜ = 0
donde r es una funcio´n real de tˆ. Vistas as´ı las cosas, conviene hacer dos
observaciones claves:
(a) Si tˆ = f(t) es para´metro de Mo¨bius para A = A(t), tambie´n lo
es para B = µ(t)A(t) donde µ = µ(t) es una funcio´n positiva.
(b) La funciones tˆ = f(t) que son para´metro de Mo¨bius para A =
A(t) son exactamente las soluciones de la ecuacio´n Swartziana (17) que
es la misma para cualquier otra curva B, linealmente equivalente a A.
De estas observaciones y del apartado 3.5.4 se concluye:
3.6.1 Proposicio´n
1) La ecuacio´n diferencial (17) solo depende de la clase de Mo¨bius de
la curva A = A(t). En particular si tˆ = f(t) es para´metro de Mo¨bius
para A = A(t), tambie´n lo es para cualquier otra B = B(t) Mo¨bius
equivalente.
2) En particular de la inspeccio´n del segundo miembro de la ecuacio´n
diferencial (17) se concluye que:
Re
¡
p2 + 2p0 − 4q
¢
es invariante de Mo¨bius (20)
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3) El para´metro de Mo¨bius, tˆ = f(t) para la curva A = A(t) esta´
determinado salvo homograf´ıas. Esto permite definir el concepto de
razo´n doble de cuatro puntos sobre la curva :
[[A(t1)], [A(t2)]; [A(t3)], [A(t4)]] = [f(t1), f(t2); f(t3), f(t4)] (21)
independientemente del para´metro de Mo¨bius tˆ = f(t) elegido.
4) El para´metro t de la curva A = A(t) es de Mo¨bius, si y solo si se
verifica:
[[A(t1)], [A(t2)]; [A(t3)], [A(t4)]] =
(t3 − t1) / (t4 − t1)
(t3 − t2) / (t4 − t2)
para todos los ti
3.6.2 Observacio´n
Partiendo de la curva C2-plana A = A(t), y fijado un para´metro de
Mo¨bius tˆ = f(t) queda determinada salvo constante multiplicativa, una
funcio´n λ = λ(t), de manera que la curva A˜ resultante verifica la ecuacio´n
normalizada (18).
Por otra parte, se ve que un para´metro tˆ = f(t) es de Mo¨bius para la
curva A = A(t) si y solo si verifica la propiedad (21) anterior para todos
los ti., Por tanto si B(s) = A(t(s)) es otra curva obtenida de A(t) por
cambio de para´metro, entonces g(s) = f(t(s)) es para´metro de Mo¨bius
para B(s)
3.7 El invariante H de Mo¨bius.
Elegido tˆ = f(t) para´metro de Mo¨bius para A = A(t), se obtiene rf (t) =
r(f(t)) por medio de la fo´rmula (19). Esta fo´rmula muestra que la
funcio´n HA1 = H1(t) definida por
H1 = f
02rf = Im
¡
p2 + 2p0 − 4q
¢
= 2p0p1 + 2p
0
1 − 4q1 (22)
no depende del para´metro de Mo¨bius elegido. Probemos que es un in-
variante de Mo¨bius:
En efecto, si A = A(t), y C = C(t) son Mo¨bius equivalentes, existe
una funcio´n µ = µ(t) de forma que B = µ(t)C es C-linealmente equiva-
lente a A = A(t). As´ı A, y B verifican la misma ecuacio´n diferencial
θ00 + pθ0 + qθ = 0
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y podemos tomar tˆ = f(t) para´metro de Mo¨bius comu´n para A y B
(verificando la ecuacio´n (17)). Pero tˆ = f(t), tambie´n es para´metro de
Mo¨bius para C . Pongamos B˜ = λ(tˆ)(B(tˆ) la ecuacio´n normalizada de
B, se tiene as´ı:
d2B˜
dtˆ2
+ irB˜ = 0
Como
h
B˜(tˆ)
i
=
£
C(tˆ)
¤
se concluye por la observacio´n 3.6.2 que B˜ = B˜(tˆ)
es tambie´n ecuacio´n normalizada de C(tˆ) as´ı que rf (t) = r(f(t)) es el
’rf ’ comu´n a A = A(t), B = B(t), y C = C(t), y por tanto tambie´n es
comu´n H1(t) = rf (t)f 02, como quer´ıamos demostrar.
Haciendo uso ahora de la afirmacio´n (20) se concluye entonces que
H = H0 + iH1 = p2 + 2p0 − 4q es invariante Mo¨bius (23)
3.7.1 Observacio´n
El para´metro t de las curvas A = A(t) que verifican la ecuacio´n difer-
encial A00 = 0, es para´metro de Mo¨bius, y son todas de la forma A(t) =
(at+b, ct+d) con a, b, c, d ∈ C. Poniendo [A](0) =∞, podemos suponer
d = 0, quedando de la forma
[A](t) = Z(t) = α+
β
t
es decir:
Z0 = α0 +
β0
t
Z1 = α1 +
β1
t
que es la recta que pasa (para t = ∞) por (α0, α1) y tiene direccio´n la
del vector (β0, β1). No´tese que la imagen de [A] se identifica con una
recta proyectiva, ∆ en donde [A] : eR→ ∆ es una homograf´ıa. Por otra
parte, la recta Z(t) = 1+ ti, se transforma por la homograf´ıa Z → 1/Z,
en la curva:
Z0 =
1
1 + t2
Z1 =
−t
1 + t2
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que es la circunferencia (Z0 − 1/2)2 +Z21 = (1/2)
2. Quedan pues exclu-
idas las rectas y las circunferencias. Como el grupo conforme total, es
el generado por las semejanzas lineales y la transformacio´n Z → 1/Z,
se concluye que rectas y circunferencias constituyen una u´nica clase de
Mo¨bius caracterizada por la propiedad H1 = 0.
3.7.2 El invariante de signo
Se excluyen a partir de ahora de nuestro estudio, las curvas cuyo invari-
ante H1 se anula en algu´n punto. As´ı H1 = H1(t) tiene signo constante
que denotamos por ε = ±1, y lo denominamos invariante Mo¨bius de
signo.
3.8 Construccio´n de un elemento invariante de arco
Dada una curva A = A(t), t ∈ I, para cada t¯ = f(t), para´metro
de Mo¨bius de A, denotamos por Af = Af (t¯) = A(f−1(t¯)) a la curva
reparametrizada . Como vimos en el ep´ıgrafe 3.7, la funcio´n
ζA(t) =
q¯¯
rAf (f(t))
¯¯df
dt
(t) =
q
εHA1 (t)
no depende del para´metro de Mo¨bius t¯ = f(t) elegido y es invariante de
Mo¨bius. Probaremos entonces que el operador dσ = ζdt que asocia a
cada curva A = A(t), la 1-forma
dσA = ζA(t)dt =
q
εHA1 (t)dt (24)
define un elemento invariante de arco. En efecto:
Si B = B(s) , s ∈ J = [c, d], se obtiene por reparametrizacio´n
arbitraria t = t(s) de A = A(t), entonces por la observacio´n 3.6.2, es
g = f(t(s)) para´metro de Mo¨bius de B, y usando el para´metro comu´n
t¯ = f(t) = f(t(s)) =g(s) se concluye que Bg(t¯) = Af (t¯) y rBg(g(s)) =
rAf (f(t(s)), por tanto:
ζB(s) =
q¯¯
rBg(g(s))
¯¯dg
ds
(s) =
q¯¯
rAf (f(t))
¯¯df
dt
(t(s))
dt
ds
= ζA(t(s))
dt
ds
y se verifica as´ı la condicio´n (2) Se denomina a dσ, elemento de arco de
Mo¨bius. Si A = A(t), esta´ definida para a ≤ t ≤ b el arco de Mo¨bius de
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A es
L(A) =
Z b
a
dσA =
Z b
a
q
εHA1 dt
y define un invariante intr´ınseco de Mo¨bius (escalar) (ve´ase ep´ıgrafe 2.7),
es decir L(A) no depende de la parametrizacio´n, y L(A) = L(B) si A y
B son Mo¨bius equivalentes.
3.9 Parametrizacio´n por el arco de Mo¨bius.
Fijado un origen a en el intervalo del para´metro t de la curva A = A(t),
y supuesto que HA1 = H1(t) 6= 0 ∀t, denotamos brevemente
ζ =
p
εH1
as´ı tenemos dσ = ζdt, y la igualdad
σ = σ(t) =
Z t
a
dσ =
Z t
a
ζdt
define un cambio de para´metro. De hecho si A = A(t) es ecuacio´n
normalizada verificando
d2A
dt2
+ irA = 0
entonces t es para´metro de Mo¨bius, y
σ = σ(t) =
Z t
a
√
εrdt, ζ = εr(t) 6= 0, ∀t
el para´metro arco de Mo¨bius σ = σ(t) es as´ı un invariante geome´trico
de Mo¨bius, un´ıvocamente determinado salvo constantes aditivas.
Si A = A(t) esta´ parametrizada por el arco de Mo¨bius (PPAM),
t = σ, y por la igualdad (24) dσ =
√
εH1dt, el invariante H1 de Mo¨bius
vale ahora H1 = ε.
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3.10 Curvatura de Mo¨bius.
Elegido σ = σ(t) =
R t
a dσ el para´metro longitud de arco de Mo¨bius para
A = A(t), podemos tomar ahora λ = λ(t), verificando la ecuacio´n (15)
(y determinada salvo constante multiplicativa no nula).
λ0
λ
=
1
2
µ
ζ 0
ζ
+ p
¶
para conseguir que la curva A0 = λ(σ)A(σ) satisfaga una ecuacio´n difer-
encial de la forma:
d2A0
dσ2
− ρA0 = 0 (25)
como en estas circunstancias es H1 = ε, particularizando la fo´rmula (22)
con p = 0, q = ρ, queda H1 = Im(4ρ) = ε, y llamando
ν = εRe(ρ)
queda
ρ = ε
µ
ν +
1
4
i
¶
(26)
Observese que el invariante H definido en 23 admite la expresio´n
H = ε (4ν + i)
La funcio´n ν = ν(σ) es un invariante (geome´trico) proyectivo que
denominamos curvatura de Mo¨bius, y solo depende de la clase de Mo¨bius
de la curva. Si tˆ = tˆ(σ) es el para´metro de Mo¨bius, entonces habra´ de
verificar una ecuacio´n diferencial como la (17) que en este caso queda:
{tˆ}σ = εν
La expresio´n expl´ıcita de ν en una parametrizacio´n A = A(t) arbi-
traria es:
ν =
ε
4
µ
H0
H1
− 5
4
H 021
H31
¶
(27)
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3.11 La referencia movil de Mo¨bius-Frenet.
As´ı pues si A = A(σ) curva C2-plana parametrizada por el arco de
Mo¨bius, hay por tanto una u´nica referencia movil a lo largo de la curva,
(A0, A1) (determinada salvo una constante multiplicativa) de forma que
A0 = λA(σ) con λ = λ(σ) funcio´n diferenciable, y verifican las siguientes
ecuaciones (de Frenet):
⎧
⎪⎨
⎪⎩
dA0
dσ
= A1
dA1
dσ
= ε
µ
ν +
i
4
¶
A0
(28)
3.12 Clasificacio´n de Mo¨bius de las curvas.
Si A = A(t), es una curva C2-plana, la funcio´n νA = νA(t) denota
su curvatura de Mo¨bius. Esta funcio´n νA solo depende de la curva
proyectiva [A], y ma´s exactamente, de la clase de Mo¨bius de la curva,
segu´n se vio´ en el apartado 3.10. Es decir, si A = A(t), y B = B(t) son
Mo¨bius equivalentes, entonces νA(t) = νB(t) ∀t. As´ı la funcio´n curvatura
de Mo¨bius, es un invariante geome´trico proyectivo de las curvas planas.
Se trata de ver que este es un invariante completo, es decir:
3.12.1 Teorema
Dada una funcio´n diferenciable arbitraria ν = ν(σ), un signo ε = ±1,
una referencia (C0;C1), y un valor concreto del para´metro σ = a, existe
una curva C2-plana (determinada salvo constante multiplicativa) A =
A(σ) PPAM con curvatura νA = ν, y signo ε, cuya referencia de Frenet
A0, A1 verifica:
A0(a) = C0, A1(a) = C1
En particular, si A = A(σ), B = B(σ) son curvas parametrizadas por
el arco de Mo¨bius (PPAM) que tienen la misma funcio´n de curvatura
proyectiva ν(σ) = νA(σ) = νB(σ) y el mismo signo, entonces definen
curvas Mo¨bius equivalentes
Demostracio´n:
Si ν = ν(σ) 0 ≤ σ ≤ L es una funcio´n diferenciable, planteamos la
bu´squeda de A = A0, A1, verificando las ecuaciones de Frenet (28). Es-
cribiendo estas ecuaciones tomando A = A0 = (X1,X2), A1 = (X3,X4),
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queda un sistema de la forma:
⎛
⎜⎝
dX1/dσ
...
dX4/dσ
⎞
⎟⎠ =
⎛
⎜⎝
ϕ11 · · · ϕ14
...
...
ϕ41 · · · ϕ44
⎞
⎟⎠
⎛
⎜⎝
X1
...
X4
⎞
⎟⎠ (29)
donde ϕij = ϕij(σ) son funciones diferenciables. Por tanto, fijadas
condiciones iniciales en σ = a, C0, C1, queda determinada una u´nica
solucio´n Xj = Xj(σ) con Aα(a) = Ca α = 0, 1, 2. que verifica las ecua-
ciones de Frenet (28). As´ı A = A0(σ) esta´ parametrizada por el arco de
Mo¨bius ( PPAM), y tiene por curvatura de Mo¨bius la funcio´n ν = ν(σ)
dada.
Supo´ngase ahora que A = A(σ), B = B(σ) son curvas PPAM que
tienen la misma funcio´n de curvatura proyectiva ν(σ) = νA(σ) = νB(σ)
0 ≤ σ ≤ L. Podemos suponer que A = A0, B = B0 son los primeros
vectores de las correspondientes referencias de Frenet. Apliquemos a
A = A(σ) la transformacio´n lineal que lleva la referencia (A0(0), A1(0)) a
(B0(0), B1(0)). Se obtiene as´ı una curva A˜ = A˜(σ) Mo¨ebius equivalente,
y (A˜0(0), A˜1(0)) = (B0(0), B1(0)) satisfaciendo identicas ecuaciones de
Frenet. Por el teorema de unicidad de soluciones para un sistema como
(29) se concluye que A˜ = B, que es proyectivamente equivalente a A.
3.12.2 Corolario
Dos curvas C2-planas A = A(t), B = B(t) tienen la misma curvatura de
Mo¨bius ν = ν(t), (ver fo´rmula (27)), entonces son Mo¨bius equivalentes,
si y solo si se verifica:
dσA
dt
=
dσB
dt
donde σA, y σB son los parametros arco de Mo¨bius correspondientes.
Esta igualdad, equivale (ver (2)) a
|(HA)1| = |(HB)1|
En virtud de las fo´rmulas (27) y (2) se concluye entonces
Dos curvas C2-planas A = A(t), B = B(t) son son Mo¨bius equiva-
lentes si y solo si
HA = HB
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3.12.3 Ep´ılogo
Vamos a reflexionar sobre el significado de referencia referencia mo´vil
(ver ep´ıgrafe 2.10) y sistema referencia (ver ep´ıgrafe 2.9) en la geometr´ıa
de Klein del plano Mo¨bius.
Una referencia en el punto [C] = (c0 : c1) es una transformacio´n
de Mo¨bius [M ] (como la del ep´ıgrafe 3.2 definida por las fo´rmulas (5))
que transforma el punto base ∞ = (1 : 0) en [C]. y viene determinada
por un vector D = (d0, d1) con la condicio´n de que (C,D) sea base de
C2.Naturalmente (λC, λD) determinan la misma referencia que denota-
mos por [C,D].
Usando (25) y (26) se ve que una curva A0 = A0(σ) PPA con A0(0) =
(1, 0) con derivada A00(0) = (d0, d1) verifica A000(0) = (ε (ν + i/4) , 0) de
forma que [A0]
(2) (0) se identifica con (d0, d1, ν, ε)
R(2)∞ [dσ] = {(d0, d1, ν, ε) : d0, d1 ∈ C, d1 6= 0, ν ∈ R, ε = ±1}
El grupo H de transformaciones de Mo¨bius que deja fijo el punto ∞ =
(1 : 0) se identifica entonces con
H = {(d0, d1) : d0, d1 ∈ C, d1 6= 0}
y por ser la curvatura ν invariante de Mo¨bius, se concluye que
H\R(2)∞ [dσ] = {(ν, ε) : ν ∈ R, ε = ±1}
y el sistema de referencia (en el sentido del ep´ıgrafe 2.9) es
R : H\R(2)∞ [dσ]→ R(2)∞ [dσ] (ν, ε)→ (0, 1, ν, ε) .
A partir de aqu´ı, no es dificil deducir que la referencia de Frenet
calculada en el ep´ıgrafe 3.11, es la que se obtiene aplicando el proced-
imiento general explicado en el ep´ıgrafe 2.11, y las ecuaciones (28) se
corresponden con las del ep´ıgrafe 2.12.
Sobre el problema de la clasificacio´n de curvas... 209
Referencias
[1] Elie Cartan. La The´orie des Groupes Finis et Continus et la
Ge´ometrie´ Diffe´rentiell traite´e par la Me´tode du Repe´re Mobile.
Gauthiers-Villars, 1937.
[2] Elie Cartan. Le ons sur la The´orie des Espaces a´ Connection Pro-
jective. Gauthiers-Villars, 1937.
[3] O. Faugeras. Cartan’s moving frame methods and its applications
to the geometry and evolution of curves in the Euclidean, affine and
Projective planes. INRIA TR-2053, 1993.
[4] Heinrich Guggenheimer. Differential Geometry. Dover Publications,
1977.
[5] E. Hille. Lectures in ordinary differential equations. Addison-Wesley,
1969.
[6] S. Kobayashi and K.N˜omizu. Foundations of Differential Geometry.
(Vol 1). Interscience Publishers, 1963.
[7] R.W.Sharpe. Differential Geometry. Cartan’s Generalitation of
Klein’s Erlangen Program. Springer, 1996.
[8] E. J. Wilczinsky. Projective differential geometry of curves and ruled
surfaces. Leipzig, Teubner, 1906.
