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Abstract
Let f = (fx | x ∈ S), S ⊂ Zm, be a semigroup of ergodic measure-
preserving transformations of a probability space (Ω,P) and h a real ran-
dom function on S, such that h(x + y, ω) 6 h(x, ω) + h(y, fxω) for all
x, y ∈ S and ω ∈ Ω. We prove that there exists a sublinear function
q : O → [−∞;∞) defined on O = int(cone(S)), and a set W ⊂ Ω of
full probability, such that h(xn, ω)/|xn| → q(x) for all ω ∈ W and all
sequences (xn) ⊂ S with asymptotic direction x ∈ O. The moment condi-
tion for this reflects the size of the semigroup f , not that of S. However,
an additional independence assumption about h is made.
Keywords: vector semigroup, gauge, subadditive ergodic theorem, first
passage percolation.
1 Introduction
The main theorem of this paper is inspired by two results in two seemingly
unrelated areas of probability: the Cox-Durrett shape theorem well known in the
theory of first passage percolation, and our recent subadditive ergodic theorem
for double sequences which proved useful in studying IARCH processes, well
known in econometrics. Let us describe these results in more detail.
Consider the graph G = (S,E) with the set of vertices S = Z2 and the set
of edges E = {{x, y} | |x− y| = 1}, where |x| = |x1|+ |x2| for x = (x1, x2) ∈ S.
Let (εe | e ∈ E) be a family of independent copies of some non-negative random
variable ε and, for all x, y ∈ S,
∆(x, y) = inf
γ∈Γ(x,y)
τγ , τγ =
n∑
i=1
ε{xi−1,xi} for γ = (x0, . . . , xn),
where Γ(x, y) is the set of all paths from x to y in G. The value of εe is
interpreted as the time needed for, say, water to percolate through edge e.
Then ∆(x, y) is the first moment when the water appears at y if the percolation
started at x. It is easily shown that ∆ is a random semi-metric on S.
Denote h(x) = ∆(0, x). We may assume that all random variables are defined
on the sample probability space (Ω,P) = (RE+, λ
E), where λ is the distribution
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of ε, and εe(ω) = ωe for ω = (ωe | e ∈ E) ∈ Ω. Then the triangle inequality for
∆ yields the following subadditivity property of h:
h(x+ y, ω) 6 h(x, ω) + h(y, fxω), (1)
where fxω = (ωx+e | e ∈ E) and x + e = {x+ y, x+ z} for e = {y, z} ∈ E. It
is easily seen that each fx is a measure-preserving transformation of Ω and, for
all x, y ∈ S,
fx+y = fxfy, (2)
where the product of two transformations is understood as their composition.
Under appropriate conditions, the Kingman’s subadditive ergodic theorem
[Kingman, 1968, 1973] yields the existence of a norm q on R2, such that for all
x ∈ S almost surely
h(nx)
n
−−−−→
n→∞
q(x). (3)
The Cox-Durrett shape theorem [Cox and Durrett, 1981, Theorem 3] can be
equivalently reformulated as follows: there exists a W ⊂ Ω with P(W ) = 1,
such that
h(xn, ω)
|xn|
→ q(x) (4)
for all ω ∈ W and all (xn) ⊂ S with
|xn| → ∞ and
xn
|xn|
→ x. (5)
If (5) holds, we call x the asymptotic direction of (xn).
In econometrics, an IARCH process (Xt | t ∈ Z) is defined as a stationary
solution to the system of equations
Xt =
(
a0 +
∑
i>1
aiXt−i
)
εt, t ∈ Z,
where a0 > 0, (ai | i > 1) is a sequence of nonnegative numbers with
∑
i>1 ai = 1
and (εt | t ∈ Z) is a family of independent copies of a nonnegative random
variable ε with Eε = 1. It is known that such a process exists if and only if
almost surely ∑
k>1
i1,...,ik>1
ai1 · · ·aikεi1εi1+i2 · · · εi1+···+ik <∞. (6)
However, this condition is not easily checked in practice. The state of the art
technique [Kazakevicˇius, 2018] consists in writing this sum as
∑
k,n ηk,n, where
ηk,n =
∑
i1+···+ik=n
ai1 · · · aikεi1 · · · εi1+···+ik ,
and using the subadditive ergodic theorem for double sequences [Kazakevicˇius,
2019] to get an exponential upper bound for the main part of the sum.
Again, we can assume that all random variables in (6) are defined on the
sample probability space (Ω,P) = (RN+, λ
N), where λ is the distribution of ε,
and εi(ω) = ωi for ω = (ωi) ∈ Ω. Denote
S = {(k, n) ∈ N2 | ∃i1, . . . , ik > 1 (ai1 · · · aik > 0, i1 + · · ·+ ik = n)}
2
and, for (k, n) ∈ S, h(k, n) = − log ηk,n. Then S is an additive semigroup and
h a random function on it which satisfies (1) with measure-preserving transfor-
mations fx defined by f (k,n)ω = (ωi+n | i > 1). Under appropriate conditions,
applying the Kingman’s subadditive ergodic theorem yields (3) with some func-
tion q : S → [−∞;∞), which can be extended in a unique way to a function
defined on O = int(cone(S)) (the interior of the convex cone generated by S;
we call O the asymptotic cone of S). The extended function is a gauge, i.e. a
convex and positively homogeneous function on O. Theorem 2 of Kazakevicˇius
[2019] can be reformulated as follows: there exists a W ⊂ Ω with P(W ) = 1,
such that (4) holds for all ω ∈ W and all (xn) ⊂ S with asymptotic direction
x ∈ O.
A natural question arises if there can be proved a general theorem including
both the Cox-Durrett shape theorem and Theorem 2 of Kazakevicˇius [2019]
as special cases. Let us think what such a theorem would look like. We are
given some additive semigroup S ⊂ Zm (let us call it a vector semigroup), a
probability space (Ω,P), and a family f = (fx | x ∈ S) of measure-preserving
transformations satisfying (2). If S contains 0, we additionally assume that f0
is the identity transformation. We call f an action of S on the probability space
(Ω,P). We call an action f ergodic if, for all x ∈ S \ {0}, the probability P is
fx-ergodic, i.e. P(W ) ∈ {0, 1} for any measurableW ⊂ Ω with (fx)−1(W ) =W .
Next, we are given some family h = (h(x) | x ∈ S) of random variables.
We write h(x, ω) for the value of h(x) at the point ω ∈ Ω and think of h as
of a random function from S to R. We call that function f -subadditive if (1)
holds for all ω ∈ Ω and x, y ∈ S. If h is f -subadditive then, for all x ∈ S, the
sequence (h(nx) | n > 1) is subadditive in the usual sense and the Kingman’s
subadditive ergodic theorem can be applied. It yields (provided Eh+(x) < ∞)
the existence of q(x) ∈ [−∞;∞) such that almost surely (3) holds. In general,
q(x) is a random variable (and so q is a random function on S). However, it
is almost fx-invariant and therefore almost surely equals some constant if the
probability P is fx-ergodic. Hence, if the action f ir ergodic, we may assume
that q(x) is non-random for all x 6= 0. We want q(0) to be non-random as well,
so we supplement the definition of f -subadditivity by the requirement h(0) = 0,
in case, where 0 ∈ S.
It follows from (3) that, for all x, y ∈ S and t ∈ N,
q(x + y) 6 q(x) + q(y) and q(tx) = tq(x),
so we may call q a Z-gauge on S. It can be shown that every Z-gauge is extended
in a unique way to a gauge on the asymptotic cone of the semigroup S. We
denote the extended function by the same letter q and call it the gauge associated
with h.
The Cox-Durrett shape theorem is valid if Eh(x)2 < ∞ for all x ∈ S = Z2.
The corresponding assumption in Theorem 2 of Kazakevicˇius [2019] is Eh+(x) <
∞. So the moment condition reflects the size of the semigroup {fx | x ∈ S}
of measure-preserving transformations and not that of the semigroup S, which
in both cases is two-dimensional (we define the dimension of the semigroup S
as dim lin(S), the dimension of the linear subspace generated by S). To take
account of this, we should assume that the action f is of the form
fx = gpi(x), (7)
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where g is an action of some l-dimensional semigroup T and π is a semigroup
homomorphism from S to T , i.e. π(x + y) = π(x) + π(y) for all x, y ∈ S. We
call π nontrivial if π(x) 6= 0 for some x 6= 0. For example, in Theorem 2
of Kazakevicˇius [2019] (7) holds with T = N, π(k, n) = n and gn defined by
gnω = (ωi+n | i > 1). The theorem we are targeting should state that if
E(h+(x))l <∞ for all x then (4) holds for any ω in a set W of full probability
and all (xn) ⊂ S with asymptotic direction x ∈ O. Unfortunately, we managed
to prove it only in the case, where some additional rather strong condition is
satisfied.
We call a family of random variables (Zy | y ∈ T ) almost independent if there
exists a c < ∞, such that, for all A,B ⊂ T with ρ(A,B) > c, the subfamilies
(Zy | y ∈ A) and (Zy | y ∈ B) are independent. Here ρ(A,B) = infx∈A,y∈B|x−y|
is the usual distance between sets A and B in the space Rn comprising T . The
main result of the paper is the following theorem.
Theorem 1.1. Let l > 1, T be an l-dimensional vector semigroup, (gy | y ∈ T )
its ergodic action on a probability space (Ω,P), S another vector semigroup,
π : S → T a nontrivial semigroup homomorphism and fx = gpi(x) for all
x ∈ S. Further let h be an f -subadditive random function on S dominated by
some nonnegative random function h+, such that, for all a ∈ S,
(a) h+(a) ∈ L
l(P) and
(b) the family (h+(a, g
y) | y ∈ T ) is almost independent.
Let O denote the asymptotic cone of the semigroup S, and q the gauge associated
with h. Then there exists a measurable W ⊂ Ω, such that (4) holds for all ω ∈W
and all (xn) ⊂ S with asymptotic direction x ∈ O.
Although condition (b) looks bad in the context of ergodic theorems, it
is satisfied in any application of Theorem 1.1 we can think of. Consider, for
example, the model of first passage percolation on Z2. For c > 0 denote hc(a) =
infγ∈Γc(0,a) τγ , where Γc(0, a) is the set of all γ = (x0, . . . , xn) ∈ Γ(0, a), such
that |xi| 6 c for all i = 1, . . . , n. Since Γc(0, a) ⊂ Γ(0, a), each hc dominates
h. It is well known (see Cox and Durrett [1981]) that Eh(a)l < ∞ if and only
if Emin(ε1, . . . , ε4)
l < ∞, where ε1, . . . , ε4 are 4 independent copies of ε. The
same proof applies also for hc(a) if c is large enough (c > |a| + 1, to be more
precise). Hence Ehc(a)
l <∞ ⇐⇒ Eh(a)l <∞. Moreover, hc(a, f
x) is defined
by random variables ε{y,z} with |y−x| 6 c, |z−x| 6 c. Therefore if A,B ⊂ S and
ρ(A,B) > 2c then (hc(a, f
x) | x ∈ A) and (hc(a, f
x) | x ∈ B) are independent
families of random variables.
Of course, it is an interesting question if condition (b) in Theorem 1.1 can
be dropped, and we intend to investigate it in the near future. Note, however,
that the best known result for first passage percolation in Zm in the ”non-
independent” case [Boivin, 1990] is obtained under a stronger assumption than
Eh(a)m <∞ (although Eh(a)m+δ < 0 for some δ > 0 is enough).
We believe that Theorem 1.1 is not only interesting as a natural generaliza-
tion of the Cox-Durrett shape theorem, but can also serve as a tool for solving
some open problems in the theory of first passage percolation. For example,
define
h˜(x, k) = inf
γ∈Γ˜(x,k)
τγ for (x, k) ∈ Z
2 × N,
where Γ˜(x, k) ir the set of all paths from 0 to x of length k. It is easily checked
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that
h˜(x+ y, k + l, ω) 6 h˜(x, k, ω) + h˜(y, l, fxω),
therefore h˜ is a subadditive random function on Z2×N. Moreover, Theorem 1.1
applies to it under the same moment condition Eh(x)2 < ∞, as in the Cox-
Durrett shape theorem. The analogous trick proved to be useful in studying
the IARCH processes, and we hope it will be helpful as well in analyzing, for
example, strict convexity of the limit norm q(x) in first passage percolation.
The plan of the paper is simple: in Section 2 we establish some properties
of vector semigroups and in Section 3 prove Theorem 1.1.
Throughout the paper Z, Q and R denote, respectively, the set of all inte-
ger, rational and real numbers and Z+, Q+, R+ are their subsets consisting of
nonnegative numbers. We also denote N = Z+ \ {0} and call the numbers in N
natural. We work mainly in Rm, and |·| denotes some fixed norm in that space,
U(a, r) stands for the open ball with center a and radius r, [x; y] is the segment
with endpoints x and y. For A ⊂ Rm, aff(A), lin(A), conv(A) and cone(A)
denote, respectively, the affine, linear, convex and the conical hull of A. For
convex A, int(A) denotes the relative interior of A, that is the interior in the
space aff(A).
We constantly use the fact that the set of all linearly independent families
(a1, . . . , ak) is open in (R
m)k. The reason for this is that all determinants
d =
∣∣∣∣∣∣∣∣∣
a1j1 a2j1 · · · akj1
a1j2 a2j2 · · · akj2
...
...
. . .
...
a1jk a2jk · · · akjk
∣∣∣∣∣∣∣∣∣
(8)
are continuous functions of (a1, . . . , ak), and the family (a1, . . . , ak) is linearly
independent when at least one of these determinants differs from 0 (in(8), aij
denotes the jth component of the vector ai). Hence if (a1, . . . , ak) is a basis
of some linear subspace L and the vectors bi ∈ L are close enough to ai then
(b1, . . . , bk) is also the basis of L. Moreover, the change of coordinates of some
fixed vector x ∈ L is arbitrary small, if the perturbation of a basis is small
enough. This is because the coordinates of x in the basis (a1, . . . , ak) are equal
to di/d, where
di =
∣∣∣∣∣∣∣∣∣
a1j1 · · · ai−1,j1 xj1 ai+1,j1 · · · akj1
a1j2 · · · ai−1,j2 xj2 ai+1,j2 · · · akj2
...
. . .
...
...
...
. . .
...
a1jk · · · ai−1,jk xjk ai+1,jk · · · akjk
∣∣∣∣∣∣∣∣∣
, (9)
and this determinant is also a continuous function of (a1, . . . , ak). The same
argument proves that if x, a1, . . . , ak ∈ Q
m then all coordinates of x are rational,
and if x, a1, . . . , ak ∈ Z
m then all coordinates of x belong to d−1Z for some
natural d.
2 Vector semigroups
Cones. Recall that a convex cone in Rm is a subset C with the following two
properties: x+ y ∈ C and sx ∈ C for all x, y ∈ C and s > 0. Two linear spaces
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are associated with every convex cone C containing 0: the space lin(C) = C−C
and the so-called lineality space L0 = C∩(−C). The latter is the greatest linear
subspace contained in C. If it is trivial (that is, if L0 = {0}) the cone is called
pointed.
If A = {a1, . . . , ak} is a finite set then
lin(A) = Ra1 + · · ·+ Rak and cone(A) = R+a1 + · · ·+ R+ak.
Clearly, cone(A) ⊂ lin(A) and therefore lin(cone(A)) = lin(A). Finitely gener-
ated convex cones are called polyhedral. Each polyhedral cone is a closed set
and contains 0.
For convenience, we use some concepts from convex analysis (for exact def-
initions and proofs see, e.g., Bruns and Gubeladze [2009]). If A is a finite set
then its convex hull P = conv(A) is a polytope. If P is a polytope then the min-
imal set A0 satisfying P = conv(A0) is unique and is denoted by vert(P ). The
points in vert(P ) are vertices of P . If the set vert(P ) is affinely independent, P
is called a simplex.
The following fact is a simple implication of the theorem about stellar tri-
angulation, but we did not find the proof in the literature so we provide our
own. For the notions of a polytopal complex and a triangulation we refer again
to Bruns and Gubeladze [2009].
Lemma 2.1. 1. Let A be a finite set, a ∈ A and P = conv(A). Then
P =
⋃
a∈B∈B
conv(B),
where B is the set of all affinely independent B ⊂ A with aff(B) = aff(A).
2. Let A be a finite set, 0 6= a ∈ A and C = cone(A). If C is pointed then
C =
⋃
a∈B∈B
cone(B),
where B is the set of all B ⊂ A that form a basis of lin(A).
Proof. 1. Let Π be the set of all faces of P and Π0 = {Q ∈ Π | a 6∈ Q}. Then
Π is a polytopal complex and Π0 its subcomplex. By Theorem 1.51 of Bruns
and Gubeladze [2009], there exists a triangulation Π′0 of Π0 with vert(Π
′
0) =
vert(Π0). Denote
Π′ = Π′0 ∪ {conv(Q
′, a) | Q′ ∈ Π′0}.
By Lemma 1.50 of Bruns and Gubeladze [2009], Π′ is a triangulation of Π.
Clearly, P 6∈ Π0 and therefore Q
′ ⊂ ∂P for all Q′ ∈ Π′0. Hence
int(P ) ⊂
⋃
Q′∈Π′
0
conv(Q′, a).
Since the set Π′0 is finite, the union in the right hand side is a closed set and
therefore it also covers P = int(P ) (the latter equality is valid for any closed con-
vex P , see Rockafellar [1972, Theorem 6.3]). Each pyramid Q = conv(Q′, a) is
a polytope, and therefore coincides with conv(B), where B = vert(Q). Clearly,
a ∈ B and B ⊂ vert(Π′0) ∪ {a} = vert(Π0) ∪ {a} ⊂ A. Moreover, B is affinely
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independent, since Q is a simplex. Without loss of generality we can assume
that aff(B) = aff(A), then B ∈ B.
2. Without loss of generality we can assume that 0 6∈ A. By Proposition 1.21
of Bruns and Gubeladze [2009], there exists a linear functional v with the fol-
lowing properties: v(x) > 0 for all 0 6= x ∈ C, the set P = {x ∈ C | v(x) = 1}
is a polytope and C = cone(P ). Clearly, P = conv(x/v(x) | x ∈ A). Fix
any 0 6= x ∈ C. Then x/v(x) ∈ P and, by statement 1 of the lemma,
x/v(x) ∈ conv(y/v(y) | y ∈ B) for some B ⊂ A with the following three
properties: (1) a ∈ B, (2) the family (x/v(x) | x ∈ B) is affinely independent,
and (3) aff(x/v(x) | x ∈ B) = aff(x/v(x) | x ∈ A).
If
∑
x∈B sxx = 0 for some sx ∈ R then
∑
x∈B
sxv(x) = 0 and
∑
x∈B
sxv(x)
x
v(x)
= 0.
By property (2), sxv(x) = 0 and sx = 0 for all x. Hence B is linearly indepen-
dent. If z ∈ A then, by property (3), z/v(z) =
∑
x∈B sx
x
v(x) with some sx ∈ R
which sum up to 1. Then z =
∑
x∈B txx with tx = sxv(z)/v(x). Therefore
A ⊂ lin(B) and then lin(A) = lin(B). Hence B ∈ B.
The properties of cones that will be needed later are summarized in the
following proposition.
Proposition 2.1. Let A be a finite set, C = cone(A), L = lin(C) and L0 =
C ∩ (−C). Denote A0 = {x ∈ A | −x ∈ C} and A1 = A \A0. Then:
1) L0 = cone(A0) = lin(A0),
2) for all a ∈ A1,
C = L0 +
⋃
a∈B∈B
cone(B), (10)
where B is the set of all B ⊂ A1, such that (x+L0 | x ∈ B) is a basis of quotient
space L/L0.
Proof. 1. If x ∈ A0 then ±x ∈ C, hence A0 ⊂ L0 and lin(A0) ⊂ L0, because L0
is a linear subspace. Conversely, let y ∈ L0 and
y =
∑
x∈A
sxx, −y =
∑
x∈A
txx
with some sx, tx > 0. Then
0 =
∑
x∈A
(sx + tx)x.
If sz > 0 for some z then
−z =
∑
A∋x 6=z
sx + tx
sz + tz
x ∈ C.
and therefore z ∈ A0. This means that y =
∑
x∈A0
sxx ∈ cone(A0). Hence
L0 ⊂ cone(A0) ⊂ lin(A0) ⊂ L0.
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2. Denote Lˆ = L/L0. It is a linear space with elements xˆ = x+ L0, x ∈ L.
Clearly, xˆ = 0 if and only if x ∈ L0. For example, xˆ = 0 for all x ∈ A0, while
aˆ 6= 0. For B ⊂ L set Bˆ = {xˆ | x ∈ B}. Then Cˆ = cone(Aˆ) = cone(Aˆ1) and
Lˆ = lin(Aˆ1) = lin(Cˆ).
If ±xˆ ∈ Cˆ then ±x ∈ C + L0 ⊂ C, therefore x ∈ L0 and xˆ = 0. It means
that the lineality space of Cˆ is trivial and the cone Cˆ is pointed. Then, by
Lemma 2.1,
Cˆ =
⋃
a∈B∈B
cone(Bˆ),
which is equivalent to (10).
The set B mentioned in Proposition 2.1 is not so mysterious as it looks. If
we start from any basis (a1, . . . , ap) of L0, extend it to a basis (a1, . . . , ak) of
L and denote B = {ap+1, . . . , ak} then Bˆ is the basis of Lˆ. Therefore B ∈ B,
provided B ⊂ A1. Such sets B exist and any B ∈ B can be obtained in this
way.
Semigroups. Recall from the Introduction that by a vector semigroup we call
any nonempty S ⊂ Zm, such that x+y ∈ S for all x, y ∈ S. If such a semigroup
contains 0, we call it a vector monoid. Obviously, S ∪{0} is a vector monoid for
any vector semigroup S. We call a vector semigroup k-dimensional if its linear
hull is a k-dimensional linear space.
For A ⊂ Zm, we denote by gp(A) and sg(A), respectively, the least group
and the least semigroup ⊃ A. If A = {a1, . . . , ak} is a finite set then
gp(A) = Za1 + · · ·+ Zak and sg(A) = Z+a1 + · · ·+ Z+ak.
Hence these sets are discrete analogues of lin(A) and cone(A). Finitely generated
vector monoids are called affine monoids in Bruns and Gubeladze [2009].
Two groups are associated with every vector monoid S: G = S−S coincides
with gp(S), and G0 = S ∩ (−S) is the greatest group contained in S. Clearly,
lin(S) = lin(G).
Proposition 2.2. If A ⊂ Zm is a finite set then there exists a d ∈ N, such that
dx ∈ sg(A) for all x ∈ cone(A) ∩ Zm.
Proof. Step 1: the case, where A is linearly independent.
Let A = {a1, . . . , ak} and L = lin(A); then (a1, . . . , ak) is a basis of L. Let
xi denote the coordinates of a vector x ∈ L in that basis. If aij denotes the
jth component of ai then x
i = di/d, where d and di are given by (8)–(9) (and
j1 < · · · < jk are chosen so that d 6= 0). Clearly, |d| ∈ N. If x ∈ Z
m, then all
|d|xi = ±di are integers as well.
If x ∈ cone(A) then x = s1a1 + · · · + skak for some si > 0. Clearly, si
coincides with xi, therefore xi > 0. Hence if x ∈ cone(A) ∩ Zm then |d|xi ∈ Z+
for all i, and |d|x ∈ sg(A).
Step 2: the general case.
Let B denote the set of all linearly independent subsets of A. By the result
of Step 1, for each B ∈ B there exists a dB ∈ N, such that dBx ∈ sg(B) for
all x ∈ cone(B) ∩ Zm. Set d =
∏
B∈B dB. If x ∈ cone(A) ∩ Z
m, then it follows
from the Carathe´odory theorem [Bruns and Gubeladze, 2009, Theorem 1.55]
that x ∈ cone(B) for some B ∈ B. Then dBx ∈ sg(B) ⊂ sg(A) and a fortiori
dx ∈ sg(A).
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To move further, we need another simple lemma. Let T be a partially ordered
set and T0 ⊂ T . We say that T0 is a minorant of T if for all x ∈ T there exists
an x0 ∈ T0 with x0 6 x. We wonder if T admits a finite minorant. If, for some
x ∈ T , the set {y ∈ T | y 6 x} is finite then it contains a minimal (in T ) element
x0, which obviously minorizes x. Therefore if all sets {y ∈ T | y 6 x} are finite
then the set Tmin of all minimal elements is a minorant of T , and it suffices to
find out if it is finite.
We are only interested in the case, where T ⊂ ZI+, where I is a finite set.
The elements of T are families x = (xi | i ∈ I) of nonnegative integers. If
y = (yi | i ∈ I) is another element of T then x 6 y means that xi 6 yi for all
i ∈ I. Clearly, all sets {y | y 6 x}, x ∈ T , are finite in this case.
Lemma 2.2. For any T ⊂ ZI+, the set Tmin is a finite minorant of T .
Proof. We use induction on the number of elements in I. If I = ∅ then T
contains only one element, the empty family. Hence Tmin = T is finite. Now
consider the case, where I is not empty.
Suppose the set Tmin is infinite and fix any a ∈ T .. The set {x ∈ T | a 6
x} can contain only one element from Tmin, the a. Therefore one of the sets
{x ∈ Tmin | xj < aj}, j ∈ I, is infinite. There are only finitely many integers
between 0 and aj , therefore one of the sets T
′ = {x ∈ Tmin | xj = s}, s ∈ Z+,
is infinite. It is easily checked that T ′min = T
′. But the partially ordered set T ′
is isomorphic to the set T ′′ = {(xi | i 6= j) | x ∈ T
′} ⊂ Z
I\{j}
+ , because, for all
x, y ∈ T ′,
x 6 y ⇐⇒ (xi | i 6= j) 6 (yi | i 6= j).
Hence T ′min is finite by induction. We got a contradiction.
Now we can prove the structural theorem for vector semigroups. It is an
analogue of Proposition 2.1, and also some generalization of Gordon’s lemma
[Bruns and Gubeladze, 2009, Lemma 2.9], well known in convex analysis.
Proposition 2.3. Let S be a vector monoid, A ⊂ S its finite subset, C =
cone(A), SC = S ∩ C, G0 = SC ∩ (−SC), G = gp(SC), L0 = C ∩ (−C) and
L = lin(C). Denote
A0 = {x ∈ A | −x ∈ SC} and A1 = A \A0.
Then: 1)
A0 = {x ∈ A | −x ∈ C}, L0 = lin(A0), L = lin(A), (11)
sg(A0) = gp(A0) ⊂ G0, gp(A) ⊂ G; (12)
2) if A1 = ∅ then there exists a finite T ⊂ SC, such that
SC = G0 = G = T + gp(A);
3) if a ∈ A1 then
SC = T + gp(A0) +
⋃
a∈B∈B
sg(B),
where T is some finite subset of SC and B is the set of all B ⊂ A1, such that
the family (x + L0 | x ∈ B) is a basis of the quotient space L/L0.
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Proof. 1. If x ∈ A0 then x ∈ A and −x ∈ SC ⊂ C. Conversely, if x ∈ A and
−x ∈ C then, by Proposition 2.2, −dx ∈ sg(A) with some d ∈ N. Then
−x = −dx+ (d− 1)x ∈ SC + SC ⊂ SC
and therefore x ∈ A0. Hence the first equality in (11) holds true. The second
one then follows from Proposition 2.1, and the third is obvious.
Clearly, sg(A0) ⊂ gp(A0), let us prove the converse relation. If x ∈ A0
then −x ∈ S ⊂ Zm and −x ∈ L0 = cone(A0) (by (11) and Proposition 2.1).
Proposition 2.2 then yields −dx ∈ sg(A0) with some d ∈ N. Thus −x =
−dx+ (d− 1)x ∈ sg(A0), i.e. −A0 ⊂ sg(A0). It yields
gp(A0) = sg(A0)− sg(A0) = sg(A0) + sg(−A0) ⊂ sg(A0) + sg(A0) ⊂ sg(A0).
We proved that sg(A0) = gp(A0). Hence this set is a group which is con-
tained in SC . Therefore sg(A0) ⊂ G0. The last relation in (12) is obvious.
2. We follow the lines of the proof of Gordon’s lemma. Let A = A0 =
{a1, . . . , ak}. If x ∈ SC then x = s1a1 + · · · + skak with some s1, . . . , sk ∈ R.
Thus
x = ⌊s1⌋a1 + · · ·+ ⌊sk⌋ak + z (13)
with a z from some bounded, and hence finite, set R ⊂ G. So SC ⊂ gp(A) +R.
Let T be a finite set, which intersects each nonempty SC∩(gp(A)+z), z ∈ R.
If x ∈ SC then x = y + z with some y ∈ gp(A) and z ∈ R. The intersection
SC∩(gp(A)+z) is nonempty, therefore it contains some x0 ∈ T . Let x0 = y0+z
with y0 ∈ gp(A), then x − x0 = y − y0 ∈ gp(A) and x ∈ T + gp(A). Hence
SC ⊂ T + gp(A). The converse relation also holds true, because (12) implies
gp(A) = gp(A0) ⊂ G0 ⊂ SC . Hence SC = T + gp(A).
It remains to prove that SC is a group: then it will coincide both with G0
and G. Fix an arbitrary z ∈ T , then z ∈ SC and nz ∈ SC for all n ∈ N. Let
nz = yn+zn with yn ∈ gp(A) and zn ∈ T . Since T is finite, there exist n1 < n2,
such that zn1 = zn2 . Then for n = n2 − n1 > 1 we get
nz = n2z − n1z = yn2 + zn2 − yn1 − zn1 = yn2 − yn1 ∈ gp(A).
Hence −z = (n− 1)z − nz ∈ (n− 1)z + gp(A) ⊂ SC .
We have proved that −T ⊂ SC . Then −SC = −T − gp(A) ⊂ SC and
therefore Sc is a group.
3. For short, denote Ba = {B ∈ B | a ∈ B}. If x ∈ SC then x ∈ C
and it follows from Proposition 2.1 that x ∈ L0 + cone(B) with some B ∈
Ba. Let (a1, . . . , ap) ⊂ A0 be a basis of L0 and B = {ap+1, . . . , ak}. Then
x = s1a1 + · · · + skak with some si ∈ R; moreover, si > 0 for i > p. Again,
(13) holds with a z from some bounded, and hence finite, set R(B) ⊂ G. So
x ∈ gp(A0) + sg(B) +R(B).
For B ∈ Ba and z ∈ R(B) set S(B, z) = SC∩(sg(B)+z). If B = {b1, . . . , bq}
then each x ∈ S(B, z) has a unique representation of the form x = z + x1b1 +
· · · + xqbq, where x
i ∈ Z+. For x, y ∈ S(B, z) let us write x 6 y if x
i 6 yi for
all i. Then 6 is a partial order on S(B, z), and that partially ordered set is
isomorphic to Zq+. It follows from Lemma 2.2 that there exists a finite minorant
T (B, z) of S(B, z). Clearly, T (B, z) ⊂ SC and S(B, z) ⊂ T (B, z) + sg(B).
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Denote T =
⋃
B∈Ba,z∈R(B)
T (B, z); then T is a finite subset of SC . If x ∈ SC
then, for some y ∈ gp(A0), B ∈ Ba and z ∈ R(B),
x− y ∈ S(B, z) ⊂ T (B, z) + sg(B) ⊂ T + sg(B).
Hence SC ⊂ T + gp(A0) +
⋃
B∈Ba
sg(B). The converse relation is obvious.
The following example shows that relations ⊂ in (12) cannot be replaced by
equalities.
Example 2.1. Let S = Z2 and A consists of 4 vectors (±1,±1). Then C = R2,
SC = S = Z
2 and therefore G = G0 = Z
2. On the other hand, A0 = A and
sg(A0) = gp(A0) = {(x1, x2) ∈ Z
2 | x1 ≡ x2 (mod ∗)2}.
The asymptotic cone of a semigroup. Let S be a vector semigroup and
L = lin(S). Denote
S∗ =
⋃
n>1
S/n.
Clearly, S∗ is a semigroup too, although not a vector semigroup, because S∗ 6⊂
Zm. However, S∗ ⊂ Qm and sx ∈ S∗ for all x ∈ S∗ and positive s ∈ Q.
Obviously, S ⊂ S∗ ⊂ L and therefore L = lin(S∗).
The set C = cone(S) is a convex cone, therefore aff(C) = lin(C) = lin(S) =
L. It is well-known that then O = int(C) is also a convex cone, moreover
lin(O) = L [Rockafellar, 1972, Theorem 6.2]. We call O the asymptotic cone
of S. If x ∈ O, then x = s1x1 + · · · + skxk with some x1, . . . , xk ∈ S and
s1, . . . , sk ∈ R+. If ti are rational numbers close enough to si then the vector
y = t1x1 + · · ·+ tkxk ∈ S
∗ is arbitrary close to x. Hence O ⊂ S∗.
Our next goal is to show that every point x ∈ O lies in the relative interior
of some full-dimensional simplex with vertices in S∗, and derive some corollaries
from that. To this end, we introduce some more notation. If P is a simplex
and aff(P ) = lin(P ) = L we call it an L-simplex. An L-simplex is called an
S-simplex if all its vertices belong to S∗.
Let P be an L-simplex with vertices a0, . . . , ak, then ai ∈ L for all i and
(a1 − a0, . . . , ak − a0) is a basis of L. Since P − a0 is the image of the set
{(s1, . . . , sk) ∈ R
k
+ | s1 + · · · + sk 6 1} by the homeomorphism (s1, . . . , sk) 7→∑k
i=1 si(ai − a0), we get
int(P ) = {
∑k
i=0siai | s0, . . . , sk > 0,
∑k
i=0si = 1}
If x ∈ int(P ) then x − a0 =
∑k
i=1si(ai − a0) with some si > 0, such that∑k
i=1 si < 1.
Now let bi ∈ L and |bi − ai| < δ for i = 0, . . . , k. If δ is small enough then
(b1−b0, . . . , bk−b0) is another basis of L. Moreover, the coordinates of x−b0 in
basis (b1− b0, . . . , bk − b0) are close to s1, . . . , sk and therefore they are positive
and their sum is less than 1. Hence if δ is small enough thenQ = conv(b0, . . . , bk)
is another L-simplex and x ∈ int(Q).
Consequently, the following statement holds true: if P is an L-simplex with
vertices in O and x ∈ int(P ) then there exists an S-simplex Q with x ∈ int(Q).
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Proposition 2.4. Let S be a vector semigroup and O its asymptotic cone.
Then:
1) each x ∈ O lies in the relative interior of some S-simplex,
2) if 0 ∈ O then S is a group,
3) O ∩Qm ⊂ S∗.
Proof. 1. Let x ∈ O, L = lin(S), (e1, . . . , ek) be a basis of L and
a0 = x− ǫ(e1 + · · ·+ ek), ai = x+ ǫei for i = 1, . . . , k,
where ǫ is so small that ai ∈ O for all i. If
k∑
i=0
siai = 0 and
k∑
i=0
si = 0
then
0 =
k∑
i=0
six+ ǫ
k∑
i=1
(si − s0)ei = ǫ
k∑
i=1
(si − s0)ei,
which yields si = s0 for i = 1, . . . , k. Then 0 =
∑k
i=0 si = (k + 1)s0 and
therefore si = 0 for all i. Hence the family (a0, . . . , ak) is affinely independent
and P = conv(a0, . . . , ak) is an L-simplex. Since
x =
a0 + · · ·+ ak
k + 1
,
x ∈ int(P ). It remains to apply the statement just before the proposition.
2. Let 0 ∈ O and P be an S-simplex with vertices a0, . . . , ak, such that
0 ∈ int(P ). Then 0 = s0a0 + · · · + skak with some positive si whose sum
equals 1. The equality remains valid if we multiply it by any natural number,
therefore without lost of generality we can assume that ai ∈ S for all i. Since
(a1 − a0, . . . , ak − a0) is a basis of L and
−a0 = s1(a1 − a0) + · · ·+ sk(ak − a0),
all si are rational. Therefore multiplying once again the initial equality by some
natural number we get, for some n0, . . . , nk ∈ N,
n0a0 + · · ·+ nkak = 0.
Denote C = cone(a0, . . . , ak). If x ∈ C then x =
∑k
i=0 siai with some si > 0.
Then, for some natural t large enough,
−x = t0− x =
k∑
i=0
(tni − si)ai ∈ C.
Hence −C ⊂ C, i.e. C is a linear space — coincides with L = lin(C). By
Proposition 2.3, S is a group.
3. Let x ∈ O∩Qm and P be an S-simplex with vertices a0, . . . , ak, such that
x ∈ int(P ). Suppose x = s0a0+ · · ·+ skak with positive si whose sum equals 1.
It follows from
Qm ∋ x− a0 =
k∑
i=1
si(ai − a0)
that s1, . . . , sk ∈ Q. Clearly, then also s0 = 1 −
∑k
i=1 si is rational. Hence
x ∈ S∗.
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Homomorphisms. Let S and T be two vector semigroups and π : S → T
a semigroup homomorphism, that is π(x + y) = π(x) + π(y) for all x, y ∈ S.
Clearly, then π(tx) = tπ(x) for all x ∈ S and t ∈ N. If 0 ∈ S then
π(0) = π(0 + 0) = π(0) + π(0),
which implies π(0) = 0. Hence in this case T is a vector monoid as well. If
0 6∈ S, we can extend π to a homomorphism from S ∪ {0} to T ∪ {0} by setting
π(0) = 0.
Proposition 2.5. Let S and T be vector semigroups and π : S → T a semi-
group homomorphism. Then π is extended to a linear operator from L = lin(S)
to lin(T ).
Proof. Without loss of generality we can assume that both S and T are monoids
and π(0) = 0. Let (a1, . . . , ak) ⊂ S be a basis of L and u the unique linear
operator from L to lin(T ) which maps ai to π(ai) for i = 1, . . . , k. Let x ∈ S,
then x =
∑k
i=1 siai with some si ∈ d
−1Z, where d is some natural number. Set
ti = dsi. Then
dx+
k∑
i=1
t−i ai =
k∑
i=1
t+i ai,
dπ(x) +
k∑
i=1
t−i π(ai) =
k∑
i=1
t+i π(ai),
dπ(x) +
k∑
i=1
t−i u(ai) =
k∑
i=1
t+i u(ai)
and therefore
π(x) =
1
d
( k∑
i=1
t+i u(ai)−
k∑
i=1
t−i u(ai)
)
=
1
d
k∑
i=1
tiu(ai) =
k∑
i=1
siu(ai) = u(x).
In the sequel we will denote the extended operator by the same letter π, and
‖π‖ will stand for its norm. Hence |π(x)| 6 ‖π‖ |x| for all x ∈ S.
S-cones. Let S be a vector semigroup and L = lin(S). By S-cone we call any
set of the form C = cone(a1, . . . , ak), where (a1, . . . , ak) ⊂ S is a basis of L.
Such a cone is the image of Rk+ by the homeomorphism (s1, . . . , sk) 7→
∑k
i=1 siai,
therefore lin(C) = L and
int(C) = {
∑k
i=1siai | s1, . . . , sk > 0}.
Moreover, equality −aj =
∑k
i=1 siai implies sj = −1, therefore −aj 6∈ C for all
j, and, by Proposition2.1, C is pointed.
If (a1, . . . , ak) ⊂ S
∗ is a basis of L then niai ∈ S with some natural ni. Then
cone(a1, . . . , ak) = cone(n1a1, . . . , nkak) is an S-cone.
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Proposition 2.6. Let S be a k-dimensional vector semigroup and O its asymp-
totic cone. For each x ∈ O \ {0} there exists an S-cone C = cone(a1, . . . , ak)
with x ∈ int(C). If π is a nontrivial homomorphism from S to another vector
semigroup T then ai can be chosen so that π(ai) 6= 0 for all i.
Proof. Let L = lin(S) and x ∈ O \ {0}. It follows from the Carathe´odory
theorem [Bruns and Gubeladze, 2009, Theorem 1.55] that x = s1a1+ · · ·+ skak
with some linearly independent (a1, . . . , ak) ⊂ O and some s1, . . . , sk > 0. Since
x 6= 0, at least one of coordinates si differs from 0. Let, for instance, s1 > 0.
Denote a = a1 − ǫ(a2 + · · · + ak), where ǫ is so small that a ∈ O. Clearly,
(a, a2, . . . , ak) is another basis of L. If t1, . . . , tk are the coordinates of x in that
basis, then
k∑
i=1
siai = t1a+
k∑
i=2
tiai = t1a1 +
k∑
i=2
(ti − ǫt1)ai,
which implies t1 = s1 > 0 and ti = si + ǫs1 > 0 for i = 2, . . . , k. Now let
b1, . . . , bk be the vectors from S
∗, such that |b1 − a| < δ and |bi − ai| < δ for
i = 2, . . . , k. If δ is small enough then (b1, . . . , bk) is yet another basis of L and
all coordinates of x in that basis are positive. Hence C = cone(b1, . . . , bk) is an
S-cone and x ∈ int(C).
Let π be a nontrivial homomorphism from S to T and π(a0) 6= 0 for some
a0 ∈ S. Define b
′
i = bi if π(bi) 6= 0, and b
′
i = nbi + a0 if π(ai) = 0, where n is a
big natural number. Then π(b′i) 6= 0 for all i. Moreover,
b′i
|b′i|
=
nbi +O(1)
n|bi|+O(1)
=
bi
|bi|
+O(1/n),
as n → ∞; therefore, for n large enough, the family (b′1, . . . , b
′
k) is linearly
independent and x ∈ int(cone(b′1, . . . , b
′
k)).
Gauges. If C is a convex cone and q : C → [−∞;∞), we call the function q
a gauge if, for all x, y ∈ C and s > 0,
q(x+ y) 6 q(x) + q(y) and q(sx) = sq(x). (14)
If C is merely a semigroup and condition (14) holds for all natural s, we call
q a Z-gauge on C. If C is a semigroup and sx ∈ C for all x ∈ C and rational
s > 0, we call C a Q-cone. In that case q is called a Q-gauge if condition (14)
holds for all rational s > 0.
Note that if S is a vector semigroup then S∗ is a Q-cone.
Proposition 2.7. Let q be a Z-gauge on a vector semigroup S and O the
asymptotic cone of S. Then
1) the function q is extended in a unique way to a Q-gauge on S∗;
2) the restriction of q on O ∩ S is extended in a unique way to a gauge on
O.
Proof. Step 1: we prove statement 1.
For each x ∈ S∗ there exists a natural k, such that kx ∈ S. If lx ∈ S with
another natural l then
lq(kx) = q(klx) = kq(lx),
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which implies
q(kx)
k
=
q(lx)
l
.
Therefore the following definition is correct:
q∗(x) =
q(kx)
k
if kx ∈ S.
Let x ∈ S∗, 0 < t ∈ Q and kx ∈ S, lt ∈ N with some natural k and l. Then
kltx ∈ S and therefore
q∗(tx) =
q(kltx)
kl
=
ltq(kx)
kl
= tq∗(x).
If x, y ∈ S∗ then kx ∈ S and ly ∈ S with some natural k and l. Then also
kl(x+ y) = l(kx) + k(ly) ∈ S and therefore
q∗(x+ y) =
q(klx+ lky)
kl
6
lq(kx) + kq(ly)
kl
= q∗(x) + q∗(y).
Hence q∗ is a Q-gauge on S∗.
Obviously, q∗(x) = q(x) for x ∈ S and q∗ is the unique Q-gauge on S∗ which
extends q.
The remaining proof is similar to that of continuity of a convex function.
We denote L = lin(S), k = dimL and speaking about a neighborhood of some
x ∈ L we mean a neighborhood in L.
Step 2: we prove that for each x0 ∈ O there exists its convex neighborhood
U ⊂ O, such that q∗ is bounded from above on U ∩ S∗.
Let U = int(P ), where P is an S-simplex with vertices a0, . . . , ak, such that
x0 ∈ int(P ). If x ∈ U∩S
∗ then x = s0a0+· · ·+skak with some positive si whose
sum equals 1. Since the family (a1 − a0, . . . , ak − a0) is linearly independent,
equality
x− a0 = s1(a1 − a0) + · · ·+ sk(ak − a0)
implies that s1, . . . , sk are rational numbers. Clearly, then s0 is rational, too.
Therefore
q∗(x) 6
k∑
i=0
siq
∗(ai) 6 c,
where c = maxi q
∗(ai).
Step 3: the case, where q∗(xn)→ −∞ for some sequence S
∗ ∋ xn → x ∈ O.
Let U ⊂ O be a convex neighborhood of x, such that q∗ is bounded from
above on U∩S∗. Fix any y ∈ U∩S∗, find a rational ǫ, such that y−ǫ(x−y) ∈ U ,
and set zn = y − ǫ(xn − y). If n is large enough then zn ∈ U ∩ Q
m, therefore
zn ∈ S
∗ (by Proposition 2.4) and the sequence q∗(zn) is bounded from above.
Then y = (zn + ǫxn)/(1 + ǫ) implies
q∗(y) 6
q∗(zn) + ǫq
∗(xn)
1 + ǫ
→ −∞,
i.e. q∗(y) = −∞.
Now let y′ be an arbitrary point in O ∩ S∗. The segment I = [y; y′] is
a compact set covered by sets U(x′), x′ ∈ I, where U(x′) ⊂ O is a convex
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neighborhood of x′, such that q∗ is bounded from above on U(x′) ∩ S∗. Hence
there exists a finite covering of I by the sets U(x′). Let U1 ∪ · · · ∪Uk be such a
covering, and y ∈ U1, y
′ ∈ Uk, Ui ∩ Ui+1 6= ∅ for i = 1, . . . , k − 1.
Choose a yi ∈ S
∗ in each Ui ∩ Ui+1 and denote y0 = y, yk = y
′. Then
[yi−1; yi] ⊂ Ui for all i = 1, . . . , k. We know already that q
∗(y0) = −∞, let us
prove that q∗(yi) = −∞ for all i. Let i > 1 and suppose q
∗(yi−1) = −∞. Find
a rational ǫ small enough, so that z = yi− ǫ(yi−1− yi) lies in Ui. Since z ∈ Q
m,
it belongs also to S∗. Then yi = (z + ǫyi−1)/(1 + ǫ) implies
q∗(yi) 6
q∗(z) + ǫq∗(yi−1)
1 + ǫ
= −∞,
i.e. q∗(yi) = −∞.
Hence q∗(y′) = −∞. We thus proved that in the considered case q∗(x′) =
−∞ for any x′ ∈ O ∩ S∗. Define q¯(x′) = −∞ for all x′ ∈ O. Then q¯ is a gauge
on O, which extends q∗. The extension is unique, because every convex function
on O, which equals −∞ at some point, is identically equal to −∞.
Step 4: the remaining case.
Suppose that there is no sequence (xn) ⊂ S
∗ with xn → x ∈ O and q
∗(xn)→
−∞. In that case q∗ is bounded from below in each compact subset of O and
therefore, by the result of Step 2, is bounded in some neighborhood of each
point of O. We prove that q∗ is locally Lipschitz.
Let x0 ∈ O. Find ǫ and c, such that U(x0, 2ǫ) ∩ L ⊂ O and |q
∗(x)| 6 c for
all x ∈ U(x0, 2ǫ) ∩ S
∗. Take any two different x, y ∈ U(x0, ǫ) ∩ S
∗ and denote
k = ⌊ǫ/|x− y|⌋ and z = (k + 1)x− ky. Since
|z − x0| 6 |x− x0|+ k|x− y| < ǫ+ ǫ = 2ǫ,
we get z ∈ U(x0, 2ǫ) ⊂ O. Moreover, z ∈ Q
m and therefore z ∈ S∗. Then
x = (ky + z)/(k + 1) implies
q∗(x) − q∗(y) 6
kq∗(y) + q∗(z)
k + 1
− q∗(y) =
q∗(z)− q∗(y)
k + 1
6
2c
k + 1
6
2c
ǫ
|x− y|.
Because of symmetry, the analogous inequality with q∗(y) − q∗(x) on the left
hand side also holds. Hence
|q∗(x) − q∗(y)| 6
2c
ǫ
|x− y|.
It is well known that any uniformly continuous (and hence any Lipschitz) real
function defined on a dense subset of a metric space E is extended in a unique
way to a continuous function defined on the whole E. Therefore there exists
an open covering (Ui) of O and, for each i, a continuous function q¯i : Ui → R,
which agrees with q∗ on Ui ∩ S
∗. By continuity, any two functions q¯i and q¯j
agree on the intersection Ui ∩ Uj. Therefore there exists a continuous function
q¯ : O → R, which extends the restriction of q∗ on O ∩ S∗.
For all x′, y′ ∈ S∗ and positive t′ ∈ Q,
q∗(x′ + y′) 6 q∗(x′) + q∗(y′) and q∗(t′x′) = t′q∗(x′).
Taking the limits, as x′ → x ∈ O, y′ → y ∈ O and t′ → t > 0, yields that q¯ is a
gauge on O. The extension q¯ is unique, because every convex function on O is
continuous.
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3 Subadditive ergodic theorem
Almost independence. Recall from the Introduction that a family of ran-
dom variables (Zx | x ∈ S) is called almost independent, if there exists a
c < ∞, such that, for all nonempty A,B ⊂ S with ρ(A,B) > c, the fam-
ilies (Zx | x ∈ A) and (Zx | x ∈ B) are independent. Here S ⊂ Z
m and
ρ(A,B) = infx∈A,y∈B|x − y| is the usual distance between sets A and B. It is
easily checked that the notion of almost independence does not depend on the
norm |·| on Rm.
A sequence (Zi | i > 1) is almost independent when it is l-dependent for
some natural l, that is, if for all n the families (X1, . . . , Xn) and (Xi | i > n+ l)
are independent.
If (Zi) is a sequence of iid zero-mean random variables and Sn = Z1+· · ·+Zn,
then almost surely
Sn − nǫ = n
(Sn
n
− ǫ
)
→ −∞,
and therefore the random variable
M = sup
n>0
(Sn − nǫ) (15)
is almost surely finite. It is also known [Borovkov and Borovkov, 2008, Theo-
rem 4.6.1 (iii)] that, for k > 2, E|Z|k < ∞ implies EMk−1 <∞. The following
proposition extends this statement to the case, where (Zi) is almost indepen-
dent.
Proposition 3.1. Let Z be a random variable with E|Z|k < ∞ and EZ = 0,
where k > 2 is a natural number. If (Zi) is an almost independent sequence of
copies of Z, Sn = Z1 + · · ·+ Zn and M is defined by (15) then EM
k−1 <∞.
Proof. Suppose that the sequence (Zi) is l-dependent. For each r = 1, . . . , l
define
Mr = sup
j>0
(Zr + Zr+l + · · ·+ Zr+(j−1)l − jǫ) = sup
j>0
j−1∑
i=0
(Zr+il − ǫ).
If n = sl+ r′ with s ∈ Z+ and 1 6 r 6 r
′ then
n∑
i=1
Zi − nǫ =
r′∑
r=1
s∑
i=0
(Zr+il − ǫ) +
l∑
r=r′+1
s−1∑
i=0
(Zr+il − ǫ) 6
l∑
r=1
Mr,
and therefore M 6
∑l
r=1Mr. Since each sequence (Zr+il | i > 0) consists of iid
random variables, Mr ∈ L
k−1(P) for all r. Hence M ∈ Lk−1(P).
Let S be a vector semigroup. From now on we look at it as the locally
compact metric space, S ∪ {∞} being its one-point compactification. Hence if
(xn) ⊂ S then xn → ∞ means |xn| → ∞. If h is some real function on S then
h(x) −−−−→
x→∞
c means that h(xn)→ c for any sequence (xn) ⊂ S with |xn| → ∞.
Proposition 3.2. Let k > 1, S be a k-dimensional vector semigroup, Z a non-
negative random variable with EZk <∞ and (Zx | x ∈ S) an almost independent
family of its copies. Then almost surely
Zx
|x|
→ 0, as S ∋ x→∞.
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Proof. Let (a1, . . . , ak) ⊂ S be a basis of L = lin(S) and x
i denote the coor-
dinates of a vector x ∈ L in this basis. Let d be a natural number, such that
dxi ∈ Z for all x ∈ S and all i. For x ∈ L define ‖x‖ = maxi|dx
i|. It is
another norm on L, which takes integer values for x ∈ S. All norms in a finite-
dimensional space are equivalent, therefore it suffices to prove that Zx/‖x‖ → 0,
as S ∋ x→∞.
Set Sn = {x ∈ S | ‖x‖ = n}. Then
|Sn| 6 |{(s1, . . . , sk) ∈ Z
k | max
i
|si| = n}| = O(n
k−1), (16)
as n→∞. Next, fix δ and denote pn = P(Z > nδ). Then
∑
n>1
nk−1pn =
∑
n>1
nk−1
∑
i>n
P(i < Z/δ 6 i+ 1)
=
∑
i>1
P(i < Z/δ 6 i+ 1)
i∑
n=1
nk−1 6
∑
i>1
ikE1i<Z/δ6i+1 6 E(Z/δ)
k <∞. (17)
For A,B ⊂ S denote ρ¯(A,B) = infx∈A,y∈B‖x − y‖, and let l be a natural
number, such that ρ¯(A,B) > l implies independence of families (Zx | x ∈ A)
and (Zx | x ∈ B). For y ∈ S define
Sn(y) = {x ∈ Sn | dx ≡ dy (mod ∗)l},
where dx ≡ dy (mod l) mean that dxi ≡ dyi (mod l) for all i = 1, . . . , k. It is
easily seen that there exists a finite B ⊂ S, such that Sn =
⋃
y∈B Sn(y) for all
n.
If x, x′ ∈ S, dx ≡ dx′ (mod l) and x 6= x′, then ‖x−x′‖ > l. Therefore each
family (Zx | x ∈ Sn(y)) consists of independent random variables. Then, for n
large enough,
P
(
max
x∈Sn
Zx > δn
)
6
∑
y∈B
P
(
max
x∈Sn(y)
Zx > δn
)
6
∑
y∈B
(1− (1− pn)
|Sn(y)|)
6 |B|(1 − (1− pn)
|Sn|) 6 |B|(1 − e−|Sn|pn/2) 6 |B| |Sn|pn/2,
and (16)–(17) imply ∑
n>1
P
(
max
x∈Sn
Zx > δn
)
<∞.
By the Borel-Cantelli lemma, almost surely only finite number of events
{maxx∈Sn Zx > δn} occur. Therefore almost surely
lim
n→∞
1
n
max
x∈Sn
Zx 6 δ.
The obtained inequality is valid for any δ, therefore, for almost all ω,
1
n
max
‖x‖=n
Zx(ω)→ 0.
Fix ω, for which the latter relation holds. Then ‖xn‖ → ∞ implies
Zxn(ω)
‖xn‖
6
1
‖xn‖
max
‖x‖=‖xn‖
Zx(ω)→ 0.
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The maximal ergodic theorem. Recall from Introduction that if Ω is a
measurable space, then any measurable f : Ω → Ω is called a transformation
of Ω. If f is a transformation, we write fω instead of f(ω), and if g is another
transformation then gf stands for the composition g ◦ f . Hence (gf)ω = g(fω).
Let S be a vector semigroup. By its action on a measurable space Ω we mean
a family of transformations (fx | x ∈ S) with the following two properties: (1)
fx+y = fxfy for all x, y ∈ S, and (in case 0 ∈ S) (2) f0 is the identity on Ω. If
0 6∈ S and (fx | x ∈ S) is an action of S on Ω, we can extend it to the action
(fx | x ∈ S ∪ {0}) by adding the identity transformation as f0.
If (fx | x ∈ S) is an action then x,−x ∈ S implies that fx is a bijection
between Ω and Ω, and f−x is its inverse. For any x ∈ S and W ⊂ Ω, we denote
f−x(W ) = (fx)−1(W ). If −x ∈ S, that set coincide with the image of W by
the transformation f−x, therefore our notation is not ambiguous. We say that
a measurable set W is fx-invariant if f−x(W ) =W .
Let f = (fx | x ∈ S) be an action of S on Ω and P some probability on Ω.
We say that P is fx-invariant if P(f−x(W )) = P(W ) for measurableW ⊂ Ω. If
P is fx-invariant for all x ∈ S, we call f an action of S on the probability space
(Ω,P). We call that action ergodic, if P(W ) ∈ {0, 1} for all measurable W ⊂ Ω,
which is fx-invariant for some 0 6= x ∈ S.
The proof of any ergodic theorem is usually preceded by some ”maximal
ergodic theorem”. In our case the role of it is taken by the following theorem,
although its formulation does not contain any max.
Theorem 3.1. Let k > 1, S be a k-dimensional vector semigroup, A ⊂ S a
finite set, C = cone(A), SC = S ∩ C and 0 6= a ∈ A. Let (f
x | x ∈ S) be an
ergodic action on a probability space (Ω,P) and Z ∈ Lk(P) a random variable,
such that EZ = 0 and the family (Z(fx) | x ∈ S) is almost independent. Then
almost surely
1
|x|+ s
s∑
i=1
Z(fx+(i−1)a)→ 0, as SC × Z+ ∋ (x, s)→∞.
Proof. For short, set
Z¯(x, s, ω) =
s∑
i=1
Z(fx+(i−1)aω).
It suffices to prove that almost surely
lim
SC×Z+∋(x,s)→∞
Z¯(x, s)
|x| + s
6 0, (18)
because then the analogous inequality with −Z instead of Z gives
lim
SC×Z+∋(x,s)→∞
Z¯(x, s)
|x| + s
> 0.
Denote A0 = {x ∈ A | −x ∈ SC}, A1 = A \ A0, L0 = lin(A0) and L =
lin(A). The cases, where a ∈ A0 and where a ∈ A1, are a bit different, but the
difference is not very big, so we consider them together. Let B be the set of
all B ⊂ A1, such that the family (x + L0 | x ∈ B) is a basis of the quotient
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space L/L0. By Proposition 2.3, SC is the union of finitely many sets of the
form b+ gp(A0) + sg(B), where b ∈ SC , B ∈ B and (in the case, where a ∈ A1)
a ∈ B. Therefore it suffices to prove (18) with b + S0 instead of SC , where
S0 = gp(A0) + sg(B).
Obviously, Z¯(b+ y, s, ω) = Z¯(y, s, f bω) and
|b+ yn|+ sn →∞ ⇐⇒ |yn|+ sn →∞.
Since P is f b-invariant, it suffices to prove that almost surely
lim
S0×Z+∋(y,s)→∞
Z¯(y, s)
|y|+ s
6 0. (19)
Let (a1, . . . , ap) ⊂ A0 be a basis of L0 and B = {ap+1, . . . , ak}. If a ∈ A0, we
may assume that a1 = a, and if a ∈ A1 then a ∈ B and we assume that ak = a.
Let L′ = lin(a2, . . . , ak) in the first case and L
′ = (a1, . . . , ak−1) in the second,
then in both cases L = Ra ⊕ L′. Find a c < ∞, such that, for all t ∈ R and
z ∈ L′,
|t|+ |z| 6 c|ta+ z|.
Each y ∈ S0 is written in a unique way as y = ta + z with t ∈ Z and
z ∈ L′∩SC ; moreover, t > 0 in the case, where a ∈ A1. The following identities
then are easily checked: if t > 0 then
Z¯(y, s, ω) =
t+s∑
i=1
Z(fz+(i−1)aω)−
t∑
i=1
Z(fz+(i−1)aω), (20)
if t+ s 6 0 then
Z¯(y, s, ω) =
|t|+1∑
j=1
Z(fz−(j−1)aω)−
|t|+1−s∑
j=1
Z(fz−(j−1)aω), (21)
and if t < 0 < t+ s then
Z¯(y, s, ω) = −Z(fzω) +
|t|+1∑
j=1
Z(fz−(j−1)aω) +
−|t|+s∑
i=1
Z(fz+(i−1)aω). (22)
Consider the case, where k = 1. Let W be the set of all outcomes ω, such
that, for all x ∈ S,
1
n
n∑
i=1
Z(f (i−1)xω) −−−−→
n→∞
0.
By the ergodic theorem, P(W ) = 1. Let us fix ω ∈W and prove that (19) holds
at ω. Let S0 × Z+ ∋ (yn, sn)→∞ be any sequence, for which
lim
S0×Z+∋(y,s)→∞
Z¯(y, s, ω)
|y|+ s
= lim
n→∞
Z¯(yn, sn, ω)
|yn|+ sn
. (23)
We need to show that the limit on the right hand side is nonpositive. In the
considered case L′ = {0}, therefore yn = tna for some tn ∈ Z, and |tn| + sn →
∞. Without loss of generality we can assume that either tn > 0 for all n, or
tn + sn 6 0 for all n, or tn < 0 < sn for all n.
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If tn > 0 for all n then without loss of generality we can assume that either
tn →∞ or tn = O(1). In both cases (20) implies
Z¯(yn, sn, ω) =
tn+sn∑
i=1
Z(f (i−1)aω)−
tn∑
i=1
Z(f (i−1)aω) = o(tn + sn) = o(|yn|+ sn).
If tn+ sn 6 0 for all n then 0 6 sn 6 |tn| and therefore |tn| → ∞. Without loss
of generality we can assume that either |tn| − sn → ∞ or |tn| − sn = O(1). In
both cases (21) yields
Z¯(yn, sn, ω) =
|tn|+1∑
j=1
Z(f−(j−1)aω)−
|tn|+1−sn∑
j=1
Z(f−(j−1)aω)
= o(|tn|+ sn) = o(|yn|+ sn).
If tn < 0 < tn+sn for all n, then 0 6 |tn| 6 sn and therefore sn →∞. Without
loss of generality we can assume that either sn − |tn| → ∞ or sn − |tn| = O(1),
and that either |tn| → ∞, or |tn| = O(1). In all 4 cases (22) implies
Z¯(yn, sn, ω) = −Z(ω) +
|tn|+1∑
j=1
Z(f−(j−1)aω) +
sn−|tn|∑
i=1
Z(f (i−1)aω)
= o(|tn|+ sn) = o(|yn|+ sn).
Now consider the case, where k > 2. For any x ∈ S and ǫ denote
M+(x, ǫ) = sup
s>0
s∑
i=1
(Z(f (i−1)x)− ǫ), M+(x, ǫ) = sup
s>0
s∑
i=1
(−Z(f (i−1)x)− ǫ)
and
M(x, ǫ) = M+(x, ǫ) +M−(x, ǫ).
By the almost independence assumption and Proposition 3.1, EM(x, ǫ)k−1 <∞.
The intersection L′∩SC is a vector semigroup and its dimension does not exceed
dimL′ = k − 1. Therefore, by Proposition 3.2, for almost all ω,
M(x, ǫ, fzω)
|z|
→ 0, kai L′ ∩ SC ∋ z →∞. (24)
Let us look at how random variables Z¯(y, s) with y = ta+ z are dominated
by M(±a, ǫ). We will assume that s > 1, but the obtained inequalities will be
also valid for s = 0, because Z¯(y, 0) = 0. If t > 0 then (20) implies
Z¯(y, s, ω) =
t+s∑
i=1
(Z(fz+(i−1)aω)− ǫ) +
t∑
i=1
(−Z(fz+(i−1)aω)− ǫ) + ǫ(2t+ s)
6 M(a, ǫ, fzω) + ǫ(2c|y|+ s).
If t+ s 6 0 then (21) yields analogously
Z¯(y, s, ω)
=
|t|+1∑
j=1
(Z(fz−(j−1)aω)− ǫ) +
|t|+1−s∑
j=1
(−Z(fz−(j−1)aω)− ǫ) + ǫ(2|t|+ 2− s)
6 M(−a, ǫ, fzω) + ǫ(2c|y|+ s).
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Finally, if t < 0 < t+ s then by (22),
Z¯(y, s, ω) =
|t|∑
j=1
(Z(fz−(j−1)aω′)− ǫ) +
−|t|+s∑
i=1
(Z(fz+(i−1)aω)− ǫ) + ǫs
6 M(−a, ǫ, fzω′) +M(a, ǫ, fzω) + ǫs
with ω′ = f−aω.
Let W˜ be the set off all outcomes ω, such that (24) holds for x = a and for
x = −a (in the case, where a ∈ A0), and for all ε = εl, where (εl) is some fixed
sequence tending to 0. Denote W1 = W˜ if a ∈ A1, and W1 = W˜ ∩ f
a(W˜ ) if
a ∈ A0. In both cases P(W1) = 1. Let W2 be the set of all outcomes ω, for
which
1
s
s∑
i=1
Z(fx+(i−1)aω) −−−→
s→∞
0, x ∈ S.
By the ergodic theorem, P(W2) = 1. Set W = W1 ∩W2, then also P(W ) = 1.
Fix ω ∈W and prove that (19) holds at ω. Let S0 × Z+ ∋ (yn, sn)→∞ be
any sequence, for which (23) holds. Without loss of generality we can assume
that either |yn| → ∞, or sn → ∞ and all yn coincide with some fixed y ∈ S0.
In the second case limit (23) equals 0, because ω ∈ W2. It remains to consider
the first case — where |yn| → ∞.
Let yn = tna+ zn with tn ∈ Z and zn ∈ L
′ ∩ SC (in the case, where a ∈ A1,
all tn are nonnegative). If a ∈ A1, it follows from the majorization inequalities
obtained above that
Z¯(yn, sn, ω)
|yn|+ sn
6
M(a, ǫ, fznω)
|yn|
+ ǫ(2c+ 1).
Without loss of generality we can assume that either |zn| → ∞, or tn →∞ and
all zn coincide with some fixed z ∈ L
′ ∩ Sc. In both cases the first summand
in the right hand side of the inequality tends to 0, for any ǫ = ǫl (in the first
case this is true, because ω ∈ W˜ and |yn| > |zn|/c, and in the second case —
because |yn| → ∞). Hence
lim
n→∞
Z¯(yn, sn, ω)
|yn|+ sn
6 ǫl(2c+ 1)
for all l, which means that limit (23) is indeed non-positive.
If a ∈ A0 then the majorization inequalities yield
Z¯(yn, sn, ω)
|yn|+ sn
6
M(a, ǫ, fznω) +M(−a, ǫ, fznω) +M(−a, ǫ, fznω′)
|yn|
+ ǫ(2c+ 1),
where ω′ = faω. For ǫ = ǫl, the first summand in the right hand side tends to
0 in both cases, where |zn| → ∞ (because ω, ω
′ ∈ W˜ ), and where zn = z for all
n. Hence limit (23) is again non-positive.
Subadditive random functions. Let f = (fx | x ∈ S) be an action of a
vector semigroup S on a probability space (Ω,P) and h = (h(x) | x ∈ S) a
family of random variables defined on Ω. We think of h as of a random function
from S to R and denote the value of h(x) at outcome ω ∈ Ω by h(x, ω). A
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random function h is called f -subadditive, if h(0) = 0 and, for all x, y ∈ S and
ω ∈ Ω,
h(x+ y, ω) 6 h(x, ω) + h(y, fxω).
If h is f -subadditive and Eh(x)+ < ∞ for all x ∈ S then, for all x ∈ S,
the sequence (h(nx) | n > 1) is subadditive in the usual sense and, by the
Kingman’s subadditive ergodic theorem, h(nx)/n tends almost surely to some
random variable q(x). If the action f is ergodic, the limit random variable is
degenerate, therefore we can assume that q is a non random function on S. Then,
by the same Kingman’s theorem, q(x) = limn→∞ Eh(nx)/n. By subadditivity
and invariance, for all x, y ∈ S and t ∈ N,
q(x+ y) = lim
n→∞
Eh(nx+ ny)
n
6 lim
n→∞
Eh(nx) + Eh(ny)
n
= q(x) + q(y),
and
q(tx) = lim
n→∞
Eh(ntx)
n
= t lim
n→∞
Eh(ntx)
nt
= tq(x).
Hence q is a Z-gauge on the semigroup S. By Proposition 2.7, the restriction
of q on O ∩ S (where O is the asymptotic cone of S) is extended in the unique
way to a gauge on O, which is called the gauge associated with h.
Proof of Theorem 1.1. Let S be k-dimensional. For each S-cone C =
cone(a1, . . . , ak) with all π(ai) 6= 0, and each j = 1, . . . , k, let W˜ (C, j) denote
the set of all outcomes ω, for which
1
|y|+ s
s∑
i=1
(h+(aj , g
y+(i−1)pi(aj)ω)− Eh+(aj))→ 0,
as π(S ∩ C) × Z+ ∋ (y, s) → ∞. By Theorem 3.1, P(W˜ (C, j)) = 1. Set
W˜ =
⋂
C,j W˜ (C, j) and W1 =
⋂
y∈T g
−y(W˜ ). Since the set of all S-cones is
countable, P(W1) = 1.
Let W2 and W3 be the sets of all outcomes ω, such that, for all a ∈ S,
respectively,
h+(a, g
yω)
|y|
→ 0, as T ∋ y →∞,
and
h(na, ω)
n
−−−−→
n→∞
q(a).
By Proposition 3.2 and the Kingman’s subadditive ergodic theorem, P(W2) =
P(W3) = 1. Set W = W1 ∩W2 ∩W3, then P(W ) = 1 as well.
Let us prove that (4) holds for any ω ∈ W and any sequence S ∋ xn →
∞ with xn/|xn| → x ∈ O. By Proposition 2.6, there exists an S-cone C =
cone(a1, . . . , ak), such that π(ai) 6= 0 for all i and x ∈ int(C). We can assume
that xn ∈ C for all n. Denote A = {a1, . . . , ak} and SC = S ∩ C. Since the
cone C is pointed, Proposition 2.3 yields that SC = A0 + sg(A) with some
finite set A0 ⊂ SC . The sequence h(xn, ω)/|xn| is thus decomposed into a finite
number of subsequences (in each subsequence xn = a + x
′
n with some a ∈ A0
and x′n ∈ sg(A)) and it suffices to prove that each subsequence tends to q(x).
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Suppose xn = a+ x1,n with a ∈ A0 and x1,n ∈ sg(A). By subadditivity,
h(xn, ω)
|xn|
6
h(x1,n, ω)
|xn|
+
h+(a, g
pi(x1,n)ω)
|xn|
.
The second summand in the right hand side tends to 0, because so does any
its subsequence with |π(x1,n)| → ∞ (since ω ∈ W2 and |π(x1,n)| 6 ‖π‖ |x1,n| ∼
‖π‖ |xn|), and also any its subsequence with π(x1,n) = y (since |xn| → ∞).
Therefore
h(xn, ω)
|xn|
6
h(x1,n, ω)
|xn|
+ o(1).
By Proposition 2.2, there exists a d ∈ N, such that dz ∈ sg(A) for all z ∈ SC .
Denote a′ = (d−1)a and x2,n = a
′+xn = da+x1,n. Then a
′ ∈ SC , x2,n ∈ sg(A)
and similarly to above we get
h(xn, ω)
|xn|
>
h(x2,n, ω)
|xn|
−
h+(a
′, gpi(x2,n)ω)
|xn|
=
h(x2,n, ω)
|xn|
+ o(1).
Since |xj,n| ∼ |xn|, it suffices to prove that for j = 1, 2
h(xj,n, ω)
|xj,n|
→ q(x).
We can use the facts that xj,n ∈ sg(A) and xj,n/|xj,n| → x.
We do not need anymore the sequence (xn) used to build xj,n, so we omit,
for short, the index j and write xn instead of xj,n. Let z
i denote the coordinates
of a vector z ∈ L in the basis (a1, . . . , ak).
Fix ǫ < 12 and find y ∈ int(C) ∩ S
∗, such that
1− ǫ <
xi
yi
< 1 + ǫ for i = 1, . . . , k. (25)
Let p be a natural number, such that pyi ∈ N for all i. Define
sn = min
i
⌊
(1− ǫ)xin
pyi
⌋
p, tn = max
i
⌈
(1 + ǫ)xin
pyi
⌉
p.
For all i,
sny
i
6 xin 6 tny
i
and all three numbers are integers, therefore xn − sny ∈ sg(A) and tny − xn ∈
sg(A).
Clearly, xin ∼ x
i|xn| and therefore sn ∼ |xn|s, tn ∼ |xn|t with
s = (1− ǫ)min
i
xi
yi
ir t = (1 + ǫ)max
i
xi
yi
. (26)
Then (1− ǫ)2 < s 6 t < (1 + ǫ)2, hence, for n large enough,
(1− ǫ)xi|xn| < x
i
n < (1 + ǫ)x
i|xn| and (1− ǫ)
2|xn| < sn 6 tn < (1 + ǫ)
2|xn|.
It yields
xin − sny
i
6 (1 + ǫ)xi|xn| − (1− ǫ)
2yi|xn| 6
(
1+ ǫ−
(1− ǫ)2
1 + ǫ
)
xi|xn| 6 4ǫx
i|xn|
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and
tny
i− xin 6 (1+ ǫ)
2yi|xn| − (1− ǫ)x
i|xn| 6
( (1 + ǫ)2
1− ǫ
− 1+ ǫ
)
xi|xn| 6 8ǫx
i|xn|.
Moreover,
xin − sny
i
|xn|
→ xi − syi > xi − (1− ǫ)xi = ǫxi
and
tny
i − xin
|xn|
→ tyi − xi > (1 + ǫ)xi − xi = ǫxi,
hence xin − sny
i →∞ and tny
i − xin →∞.
Now, by subadditivity,
h(xn, ω) 6 h(sny, ω) + h(xn − sny, f
snyω) (27)
and
h(xn, ω) > h(tny, ω)− h(tny − xn, f
xnω); (28)
moreover,
h(sny, ω)
|xn|
→ sq(y) ir
h(tny, ω)
|xn|
→ tq(y), (29)
because ω ∈W3.
Let us estimate two remaining terms. Denote zn = xn − sny, then z
i
n →∞
and zin 6 4ǫx
i|xn| for n large enough. Again by subadditivity,
h(zn, f
snyω) 6
k∑
i=1
zin∑
j=1
h+(ai, f
yin+(j−1)aiω),
where yin = sny +
∑
16i′<i z
i′
nai′ . Since z
i
n →∞ and ω ∈ W1, we get
zin∑
j=1
(h+(ai, f
yin+(j−1)aiω)− Eh+(ai)) = o(z
i
n + |π(yin)|)
= o(zin + ‖π‖ |yin|) = o(|xn|).
Therefore
lim
n→∞
h(xn − sny, f
snyω)
|xn|
6
k∑
i=1
lim
n→∞
zin
|xn|
Eh+(ai) 6 cǫ
with c = 4
∑k
i=1 x
i
Eh+(ai).
Similarly to above,
lim
n→∞
h(tny − xn, f
xnω)
|xn|
6 2cǫ.
Then (27)–(29) yield
tq(y)− 2cǫ 6 lim
n→∞
h(xn, ω)
|xn|
6 lim
n→∞
h(xn, ω)
|xn|
6 sq(y) + cǫ.
Here ǫ can be arbitrary small, y depends on ǫ but satisfies (25), s and t are
calculated by (26), and c does not depend on ǫ. If ǫ approaches 0, y tends to x,
and s, t to 1. Therefore taking the limits, as ǫ→ 0, we get h(xn, ω)/|xn| → q(x).
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