MorePower 6.0 is a flexible freeware statistical calculator that computes sample size, effect size and power statistics for factorial ANOVA designs. It also calculates relational confidence intervals for ANOVA effects based on formulas from Jarmasz and Hollands (2009), as well as Bayesian posterior probabilities for the null and alternative hypotheses based on formulas in . The program is unique in affording direct comparison of these three approaches to interpretation of ANOVA tests. It's high numerical precision and ability to work with complex ANOVA designs could facilitate researchers' attention to issues of statistical power, Bayesian analysis, and use of confidence intervals for data interpretation. MorePower 6.0 is available at https://wiki.usask.ca/pages/viewpageattachments.action?pageId=420413544. Despite criticism on a variety of grounds (e.g., Rozeboom, 1960; Dienes, 2011; Dixon, 2003; Dixon & O'Reilly, 1999; Wagenmakers, 2007) , null-hypothesis significance testing (NHST) remains the dominant method of data analysis in the psychological sciences. Presumably this is because it continues to be widely offered as standard training for psychology students and the perception that alternative approaches are not readily accessible. In this paper, we describe a statistical calculator, MorePower 6.0, that calculates power-related statistics (sample size, effect size, and power), relational confidence intervals (CIs) for ANOVA effects, and Bayesian analysis of the null vs. alternative hypotheses. Thus, the calculator provides three alternative approaches to interpretation of ANOVA effects. Power analysis quantifies the sensitivity of a statistical test to detect an effect of a specific size (Faul, Erdfelder, Lang & Buchner, 2007) . Use of relational CIs can reduce reliance on NHST by affording interpretation of a pattern of means without requiring an inference about the statistical significance of the difference between a given pair of means (Jarmasz & Hollands, 2009; Masson & Loftus, 2003) . Bayesian analysis affords direct comparison of the probabilistic evidence for the null vs. the alternative hypothesis provided by the data whereas NHST provides only a binary decision to reject or not reject H 0 (Berger, 1985; . MorePower permits researchers who normally rely on NHST methods to assess how a Bayesian approach might alter their conclusions about data.
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MorePower 6.0 for ANOVA with Relational Confidence Intervals and Bayesian Analysis Despite criticism on a variety of grounds (e.g., Rozeboom, 1960; Dienes, 2011; Dixon, 2003; Dixon & O'Reilly, 1999; Wagenmakers, 2007) , null-hypothesis significance testing (NHST) remains the dominant method of data analysis in the psychological sciences. Presumably this is because it continues to be widely offered as standard training for psychology students and the perception that alternative approaches are not readily accessible. In this paper, we describe a statistical calculator, MorePower 6.0, that calculates power-related statistics (sample size, effect size, and power), relational confidence intervals (CIs) for ANOVA effects, and Bayesian analysis of the null vs. alternative hypotheses. Thus, the calculator provides three alternative approaches to interpretation of ANOVA effects. Power analysis quantifies the sensitivity of a statistical test to detect an effect of a specific size (Faul, Erdfelder, Lang & Buchner, 2007) . Use of relational CIs can reduce reliance on NHST by affording interpretation of a pattern of means without requiring an inference about the statistical significance of the difference between a given pair of means (Jarmasz & Hollands, 2009; Masson & Loftus, 2003) . Bayesian analysis affords direct comparison of the probabilistic evidence for the null vs. the alternative hypothesis provided by the data whereas NHST provides only a binary decision to reject or not reject H 0 (Berger, 1985; . MorePower permits researchers who normally rely on NHST methods to assess how a Bayesian approach might alter their conclusions about data.
There are many on-line power and sample size applets and also standalone programs for power analysis (e.g., G* Power 3, Faul et al., 2007) , but MorePower provides numerous unique features. Complex designs and effects -including repeated-measures (RM; i.e., within-subjects) Running head: MorePower for ANOVA 4 factors, independent-measures (IM; i.e., between-subjects) factors, or combinations of both RM and IM factors -can be specified easily using drop-down menus. An ANOVA effect size may be specified in terms of the effect-related variance explained (partial eta-squared) or in terms of a test statistic (F, mean square treatment or MST, and t). For tests with one degree of freedom (including interactions), effect size may be specified or calculated as the difference in original units of measurement with variability specified in terms of mean square error (MSE), standard deviation (S), variance (S 2 ) or standard error (SE). Along with its Bayesian and CI functions for ANOVA designs, these features make MorePower 6.0 a unique and powerful analytical tool.
Power Analysis for ANOVA
In NHST, a researcher assumes a null hypothesis (H 0 ) to be true, usually that there is no difference between population parameters, and rejects H 0 if the observed result has a probability at least as extreme as the critical p-value (typically .05) given that H 0 is true (e.g., Rozeboom, 1960; Wagenmakers, 2007) . NHST thus provides a decision criterion without the researcher having to identify a specific quantitative alternative hypothesis (H 1 ). For this reason, one may reject or fail to reject H 0 but one cannot "accept" it: H 0 could be false but the statistical test might not lead to the correct decision to reject H 0 . The probability of correctly rejecting H 0 is the power of the test to detect a specific H 1 . In general, power of .8 is considered to be good or adequate (Cohen, 1988) , but higher levels of power are desirable if it is a high priority to detect an effect if it exists.
Power analysis in the context of NHST may be useful in several ways (Faul, et al., 2007) . First, power analysis enables planning of experiments by allowing the researcher to estimate a priori the sample size required for a given population effect size. Second, post hoc Running head: MorePower for ANOVA 5 analysis of power may be useful after a study is completed to evaluate whether there was adequate power to detect a relevant population effect size (Faul et al., 2007; Yuan & Maxwell, 2005, p. 142) . The effect size may be specified on a priori grounds or based on common conventions (Cohen, 1988) . Third, sensitivity analysis of power provides statements about the precision of statistical tests (i.e., the p of detecting a specified effect of a given size; Faul et al., 2007) . For example, one can calculate the minimum population effect size detectable with power of .8. Both post-hoc power and sensitivity analysis, as defined here, are equivalent to a prospective power analysis because they do not depend on the specific results of a study (Yuan & Maxwell, 2005) . Specifically, they are calculated using only the relevant population effect size, α, power, and N given the ANOVA design and effect of interest (i.e., a specific main or interaction effect). Consequently, they avoid the pitfalls of "observed" power that is calculated as a sample-based estimate of the population power (e.g., Hoenig & Heisey, 2001; Yuan & Maxwell, 2005) . Post-hoc power and sensitivity analysis are valid only if researchers specify population effect sizes on a priori grounds (Faul et al., 2007) .
Bayesian Analysis for ANOVA
Bayesian analysis of posterior probabilities for H 0 vs. H 1 is poised to emerge as a widelyused alternative to NHST in psychological research (e.g., Dienes, 2011; Kruschke, 2011; Raftery, 1995; Wagenmakers, 2007; Wetzels et al., 2011 ; see also Dixon, 2003; Glover & Dixon, 2004 , for related alternatives). In NHST, statistical inference is based on the probability of observing a certain effect size or difference (D) if the null hypothesis is true; i.e., if p(D|H 0 ) is less than .05, then reject H 0 . Of more value, however, is knowing about the likelihood that a hypothesis is true given the data. The probability that H 0 is true given D is the posterior Running head: MorePower for ANOVA 6 probability p(H 0 |D). It may seem intuitive that p(D|H 0 ) and p(H 0 |D) will be closely linked probabilities, but this is not necessarily the case (Berger, 1985; Wagenmakers, 2007 (Berger, 1985; .
This dissociation reflects a difference between Bayesian analysis and NHST in the effect of sample size on the evidence for H 0 vs. H 1 provided by the data Wagenmakers, 2007) . In Bayesian analysis, the posterior probability favoring the null hypothesis grows as sample size grows. In contrast, the NHST p value is not affected by sample size. Consequently,
NHST p values tend to overestimate the evidence for H 1 relative to a Bayesian analysis, and this tendency increases with the number of observations (Masson, 2011, p. 688; Wagenmakers, 2007, p. 796) . Additionally, when NHST p values are close to the rejection region (e.g., .01 to .05)
Bayesian analysis often indicates only weak evidence favoring H 1 (Wetzels et al., 2011) . Unlike
Bayesian analysis, likelihood ratio calculations based on the Akaike Information Criterion or AIC (e.g., Akaike, 1974) assume that p is not affected by sample size (Wagenmakers, 2007, p. 796) ; but like NHST, approaches based on the AIC also have a bias to favor H 1 (Rouder et al., 2009, p. 228) .
Despite concerns about the validity of NHST p values as evidence (see also Dixon, 2003) , alternative approaches such as Bayesian analysis are not yet routine in connection with ANOVA, perhaps because their calculations seem to be complicated or ambiguous and interpretation unfamiliar to many (Wagenmakers, 2007) . Following Wagenmakers (2007) (Raftery, 1995 (Raftery, , 1999 ; see also Rouder et al., 2009) . The BIC provides "an objective baseline reference for automatic Bayesian hypothesis testing" Wagenmakers (2007, p. 797 ) and provides a good approximation of BF when the unit-information prior is assumed (Rafferty, 1995; 1999; Wagenmakers, 2007, Appendix B) .
The BIC is somewhat conservative with respect to providing evidence for H 1 compared to some other objective priors (Raftery, 1999; Wagenmakers, 2007) . Raftery (1999, p. 412) notes that this conservative behaviour favors "reporting of BIC as a baseline reference analysis even if final conclusions are drawn using a different prior" (see e.g., Rouder et al., 2009) .
Given an estimate of BF, then the posterior probability for H 0 is given by p BIC (H 0 |D) ≈ BF / (BF + 1) and the posterior probability for H 1 is the complement p BIC (
Calculation of ΔBIC, which is the difference in BIC values for the null and alternative hypothesis models, is given by Equation 1 for ANOVA Wagenmakers, 2007) .
, n is the number of independent observations contributing to an effect, SSE 1 /SSE 0 is the ratio of the sums of squares error for the alternative and null hypothesis models, and k 1 -k 0 Running head: MorePower for ANOVA 8 is the difference between the models in the number of free parameters. For effects composed only of IM factors, n is the number of subjects. When the effect of interest includes RM factors then n is equal to the number of subjects multiplied by the degrees of freedom associated with the RM factor(s) . 1 MorePower calculates ΔBIC based on two equalities pointed out by Masson (2011, p. 682 MorePower to calculate ΔBIC.
This quantity is then used to compute the Bayes Factor and posterior probability using the formulas presented previously.
A fundamental advantage of the Bayesian approach is that it affords a graded comparison of p(H o |D) and p(H 1 |D), rather than only a binary decision to reject or not reject H 0 as in NHST Wagenmakers, 2007) . Raftery (1995; see also Masson, 2011) proposed a graded interpretation of the posterior probability. Values of p(H 0 |D) from .5 to .75 may be classified as "weak evidence", .75 to .95 as "positive evidence", .95 to .99 as "strong evidence", and >.99 as "very strong evidence". Wetzels et al. (2011, p. 293 ) presented a more-finely graduated evidence scale for interpretation of BF adapted from Jeffreys (1961) (see Table 1 ). These provide approximate, descriptive rules of thumb to summarize the results of Bayesian analysis.
[ Table 1 about here]
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Relational Confidence Intervals (CIs) for ANOVA
Use of relational CIs for ANOVA is an influential alternative or augmentation to NHST Fiddler, Thomason, Cumming, Finch & Leeman, 2004; Hollands & Jarmasz, 2010; Jarmasz & Hollands, 2009; Masson & Loftus, 2003) . Unlike CIs calculated for an individual mean, relational CIs are computed to provide a visual basis to identify a pattern of relations among means (Loftus & Masson, 1994; Masson & Loftus, 2003) . Statistical inference based on CIs is subject to the same criticisms as NHST (e.g., Rouder, et al., 2009; Rouder & Morey, 2005) . Nonetheless, relational CIs convey the degree of precision in the measurement of an effect and provide a graphic index of the replicability of effect sizes not inherent in standard hypothesis testing (Rouder & Morey, 2005) . Psychological journals often require error bars in graphs that present means. Consequently, an attractive aspect of this approach is that it provides explicit rules for CIs to standardize how such error bars should be constructed (cf. Rouder & Morey, 2005) . Furthermore, relational CIs for two means bear a simple relation to NHST: The difference between two means will be significant by an ANOVA or t-test if it is greater than the CI's margin of error (i.e., half the width of the CI) multiplied by a factor of √ (Jarmasz & Hollands, 2009; Loftus & Masson, 1994) .
For all ANOVA tests, MorePower calculates relational CIs for the effect of interest based on formulas proposed by Loftus and Masson (1994) and Masson and Loftus (2003) The relational CI function in MorePower 6.0 implements Formulas 1 to 5 in Table 4 of Jarmasz and Hollands (2009, p. 130) . These apply, respectively, to 1) IM main effect (IM designs), 2) RM main effect (RM and mixed IM-RM designs), 3) RM interaction (RM and mixed IM-RM designs), 4) IM main effect (mixed IM-RM designs), and 5) mixed IM-RM interaction (comparing RM conditions).
Overview of MorePower 6.0
The following sections provide an introduction to MorePower 6.0 and explain a series of Hays, 1994) . Probabilities for the non-central F distribution are calculated to eight digits of precision using the CDFDNF algorithm (Reeve,1986 ; see also Bradley, Russell & Reeve, 1996) . The MorePower interface (see Figure 1) consists of a collection of framed sections allowing the user to select from various options and to enter numerical input into a text field.
Placing the cursor over any of these objects displays a short description of it. There is also a main text-output window that presents a detailed summary (described later) about the last calculation.
[ Figure 1 about here]
The radio buttons in the Analysis section select from a set of six analysis types, including The Effect Size section provides several options for specification of the desired or computed effect size. When the upper radio button is selected effect size may be specified in terms of partial eta 2 or the difference in original units when treatment df = 1 (i.e., when the effect of interest is composed exclusively of factors with two levels). The upper radio button is automatically selected when solving for sample size. Selection of the lower radio button in the Effect Size section allows the user to specify (or request) effect size in terms of a test statistic, including the F-ratio, mean square treatment (MST), or t.
In the Variability section, the user may select the lower button for MSE, which is the default for ANOVA. Alternatively, for tests with treatment df = 1, the user may select the upper radio button in the Variability section, which allows the user to scroll and click to select standard deviation (S, the default), variance (S 2 ), or standard error (SE). The SE option is not available when solving for sample size. If eta 2 is selected for effect size (the default), the value specified for variability has no bearing on the calculation of sample size, effect size or power. If there is no value in the appropriate Variability field when an analysis type is selected, then a value of 1 is assigned. For tests with df = 1, the value specified for Variability is used for the calculation of the mean difference in original units and its variability (see Equations 4 and 5 discussed later). 
Specification of ANOVA Design Factors and Effect of Interest
The overall design of the experiment is specified using the IM and RM fields in the Design Factors section (see Figure 1) . To do this, the user enters the number of levels for each of the IM factors in the IM field and the number of levels for RM factors in the RM field. For example, if the experiment consisted of two IM and RM factors each with two levels, enter 22
for IM and 22 for RM. For a 2 × 2 × 3 RM design, enter the sequence 223 (or 232 or 322) for RM and leave IM blank. To simplify this process, there is a drop down menu for each of the IM and RM fields that lists common designs. Any design may be specified, however, by typing a series of single digits numbers in the IM and RM fields (a factor can have a maximum of 9 levels). Once the design factors have been entered, specify the effect using the corresponding IM (Cohen, 1988, p. 355) . For ηp 2 these conventional values convert to .01, .06, and .14. This allows the user to calculate sample size or power for an effect of a particular size specified in familiar units (e.g., sample size required to detect a 10 ms difference with power of .8).
Effects with One Degree of Freedom
Selecting the upper radio button in the Effect Size section and clicking difference enables this option. This can be used for any 2 k effect in the design where k is the number of 2-level factors in the effect of interest. Any such effect will have numerator df = 1 and may consist of RM, IM, or combined RM × IM effects, even when the 2 k effect is nested in a design that includes factors with more than two levels (Campbell & Thompson, 2002) . The difference (d) is the size of the observed or specified difference one is interested in. In MorePower, d is calculated using Equation 4 developed by Campbell and Thompson (2002) . B is the number of two-level IM (i.e., between-subjects) factors in the effect of interest, W is the number of two-level RM (i.e., within-subject) factors in the effect, and L is the total number of RM cells in the design (i.e., the product of all RM factor levels). The quantity n is the number of observations for each treatment level in the effect of interest. For a 2 k effect composed Figure 1 shows the MorePower interface after running built-in Example 1, which calculates the sample size required (with power = .8) for a 2 × 2 × 2 interaction in a design with two RM factors and one IM factor (the built-in examples are described in detail in the next section). Here, we describe the contents of the output window for ANOVA calculations.
MorePower's main text output window first presents power and total sample (N), followed by confidence interval based on the SE and t with df equal to the df error for the interaction. Next the output displays the design and effect in factorial format (e.g., 2r is a two-level RM factor; 3i is a three-level IM factor). The remaining lines in the output present the standard test of the null hypothesis for the interaction, including the observed F-ratio, observed significance level (p), the error and treatment df for the effect of interest, the MST and MSE, and the critical F-ratio. Of course, not all of this information will always be relevant, but any part or all of the output may be copied and pasted to be used as needed.
Built-in Examples 1 -4: Calculating Sample Size and Effect Size for ANOVA Designs
MorePower calculates the required sample size given the current values for the design and effect of interest, effect size, α, and power. Alpha is set by default to .05 two-sides and does not need to be entered except to change it from the default. The calculator solves for n per IM cell and multiplies this by the number of IM cells to obtain the total sample size (N). Calculation of sample size for ANOVA has a maximum limit of n = 2500 per IM cell or total N = 2500 for an all RM design. This largely avoids long waits (e.g., 30 seconds) owing to slow processing by CDFDNF. If the limit is reached there is a warning and the result is suspect. This limit does not apply to calculation of power or effect size for ANOVA. Sample size is a discrete variable in
MorePower and power is a continuous variable; consequently, the calculated sample size will not correspond exactly to the power specified. To find the exact power for a calculated sample size the user can select Power under Solve For and click Solve, which displays the exact power given the calculated N.
Built-in Example 1 (see Figure 1) illustrates use of MorePower to calculate the sample size required for a 2 × 2 × 2 interaction in a design with two RM factors and one IM factor. The design and effect were specified by entering 22 in the RM field and 2 in the IM field of the Design Factors and Effect of Interest sections; alternatively, the drop down lists could be used.
The desired power of .80 was entered in the Power field, and a medium effect size of .06 for eta 2 was specified in the Effect Size field. An entry in the Variability section (e.g., MSE) is required, although this value does not affect the calculation of required sample size. This is because error variability is implicit in eta 2 [i.e., it is SST/(SST+SSE)]. Enter a value if prompted (the calculator will initialize to a default value of 1). The required sample of 128 appears in the Sample field after a second or two. Thus, a total sample of at least 128 is required to have a .8 probability to and power = .9.
Built-in Examples 5 -8: Bayesian Analysis
ANOVA Examples 5 through 8 are included to illustrate MorePower's calculations for the estimated Bayesian posterior probabilities. They are based on previously published examples from Wagenmakers (2007) . Example 5 refers to the ANOVA design with one three-level RM factor in Table 1 of Masson (2011, p. 683) . To create this example, only three quantities were required: The design (3-level RM factor in the Design Factors and Effect of Interest fields), the sample size (40 in the Sample field), and the observed F value from Table 1 of Masson (2011) (F = 12.9, although the MST of .178 could be used instead). MorePower is in very close agreement, even though F was specified to only one decimal place.
Using Raftery's (1995) rules of thumb, the Bayesian results provided "very strong" evidence in favour of the alternative hypothesis.
[ Figure 2 about here]
Bayesian Examples 6 and 7 refer to the 2 × 2 RM ANOVA reported in Table 3 of Masson (2011, p. 685 Thus, the effect of interest is the main effect of a two-level RM factor (the within-subjects Direction factor; see Jarmasz and Hollands, p. 129) . Apart from the design and effect,
MorePower also required input of the total Sample size (24), the observed F-ratio (11.8), and the MSE for this effect (1462) (see Jarmasz and Hollands, Table 5 , p. 131).
[ Figure 3 about here]
The output window (see Figure 3 ) presents information as discussed previously, but we will focus here on the Jarmasz and Hollands CI, which is reported as J&H 95% ±4.07, with a critical value of t(20) = 2.086, MSE = 1462, n = 24, L = 32 (i.e., 4 × 2 × 2 × 2) and r = 2 (i.e., the effect of interest has two RM cells), #obs (i.e., number of observations) = 384. These results correspond to the solution presented by Jarmasz and Hollands (2009, p. 129) as follows. confidence interval based on the SE (±5.76%) reflects the relation between relational CIs and significance tests described previously; specifically, differences between means greater than the CI margin of error multiplied by √ are significant at the specified α level (.05 by default). MorePower`s CI function for mixed IM-RM effects does not apply, however, when the researcher wishes to compare IM means within levels of RM factors. The calculator uses the MSE for the IM-RM interaction, which is the error variability for the RM factor computed within IM conditions (Jarmasz & Hollands, 2009, p. 128 MorePower is that it affords direct comparison of these three approaches to interpreting ANOVA. Other functions include power analyses for one or two sample t-tests or proportions, and simple correlation (see Campbell & Thompson, 2002 , and the supplementary document included in the calculator download), and it is a probability calculator for the F, t, and z distributions. It's high numerical precision for ANOVA and ability to work with complex ANOVA designs could further facilitate researchers' attention to issues of statistical power, use of relational confidence intervals for data interpretation, and Bayesian analysis for ANOVA. The program may be especially useful to researchers as they consider a transition from standard NHST to Bayesian analysis. Of course, the Bayesian analysis based on the BIC in MorePower is one approach among a variety of likelihood-ratio methods that offer practical alternatives to NHST (e.g., Dixon, 2003; Glover and Dixon, 2004; Rouder et al., 2009 ; see also Wagenmakers, 2007, p. 795) . (Jarmasz and Hollands, 2009, p. 129) .
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