Word Count: 7,950 words + 3 tables + 2 figures = 9,200 word-equivalents ABSTRACT This work estimates the total safety effects of speed limit changes on high-speed roadways using traffic detector data and Highway Safety Information System (HSIS) data from 1993 to 1996. In order to gauge the total effects, this study applies a sequential modeling approach in which average speed and speed variance models are first estimated, based on roadway design, use and speed limit information. Then, crash counts (of varying severity) are estimated, based on the speed estimates, design, and use variables. The four years of data come from 63,937 "homogeneous" roadway segments along 7 interstates and 143 state highways in Washington State. A random-effects negative binomial model was selected among several alternative panel and non-panel models for count data. Results indicate that the average road segment in the data set can be expected to exhibit lower non-fatal crash rates up to a 55 mph speed limit. By contrast, fatality rates appear unresponsive to speed limit changes. Fatal and non-fatal rates fall for design reasons, including wider shoulders and more gradual curves, which appear to be key design variables. However, fatal and non-fatal rates move differently when traffic levels rise, with non-fatal rates remaining unchanged and fatal rates falling.
cost-benefit analysis (of travel delays vs. crash costs) did not support the 1975 imposition of the 55 mph National Maximum Speed Limit (NMSL). As for the 1985 NMSL relaxation, permitting speed limits of 65 mph (104 km/h) on rural interstates, Greenstone (2002) , Ledolter and Chan (1996) , Baum et al (1989 Baum et al ( , 1991 , McKnight and Klein (1990) , Wagennar et al. (1990) , Gallaher et al. (1989) , and Upchurch (1989) all found evidence of significant reductions in safety. However, conflicting results also exist for that speed policy. For example, Pant et al. (1992) , Sidhu (1990) , and Chang and Paniati (1990) found minimal or no change in traffic safety (due to the 1985 relaxation), while Ellias (1994, 1997) , McCarthy (1991) , and Lave (1985) concluded there to be safety benefits. Meanwhile, Garber and Graham (1990) argued that the effects vary across states, estimating that some states benefited while others' crash rates increased following a relaxation in their rural interstate speed limits. However, unlike the present paper's methods, none of the above studies has used disaggregate roadway data or panel models.
1995 saw the repeal of the NMSL, with many states choosing to raise speed limits. Relatively few studies have examined the impacts of this latest change in speed limit laws, yet conflicting results still exist. Moore (1999) reported reductions in the U.S.'s crash rates after this repeal, and Najjar et al. (2002) found evidence of no safety changes on Kansas's interstate highways. However, Farmer et al. (1999) , Patterson et al. (2002) , and Haselton et al. (2002) reported negative safety consequences.
Clearly, the effects of speed limit changes is a controversial topic, with much conflict in past results. Few studies have used models for panel data, though many have used crash data over several years. In fact, only three papers appear to use such models (Houston 1999; McCarthy 1999; and Greenstone 2002) , and these all focused on the 1985 NMSL relaxation. Moreover, McCarthy's (1999) study is the only one utilizing a count data model, specifically a fixed-effects negative binomial model, while others used linear fixed-effect models (to model continuous response variables, using aggregate roadway segments). No study has yet applied a random-effects model and provided the results. Houston (1999) and Greenstone (2002) used state-level crash data, while McCarthy (1999) used regional-level data. This work distinguishes itself by applying a variety of count data models (including those permitting random effects) to disaggregate data in an examination of the impacts of the 1996 speed limit changes. Noland's (2003) negative binomial models accounted for certain design variables at the aggregate level, such as average number of lanes and percentages of miles hosting specific lane widths. However, that level of detail does not compare to that used by Kweon and Kockelman (2004) , who relied on segment-based panel data for thousands of roadway segments averaging just 0.1 mile in length. They predicted crash counts, based on a number of design variables (like degree of curvature and vertical curve length); however, their data set contained only five interstate highways and did not consider speed choices. This study overcomes those limitations by including all of Washington's 150 high-speed (50 mph and over) routes and incorporating estimates of travel speed and speed variations as control variables. It also uses the latest speed limit data available for the State, after correcting the HSIS Washington State data files used in Kweon and Kockelman (2004) . (Washington's HSIS speed limit information was up to a year behind the correct values.)
The Effects of Speed Limit Change on Speed Choices
Measures of average speeds and speed variance are often used to describe speed conditions. They also depend, to some extent, on speed limits. Several studies researching the safety effects of speed limit changes have investigated the speed effects as well. As one might expect, it has been widely found that speed limit increases result in increased speeds, (though speed changes are somewhat less than the limit changes themselves). For example, Burritt (1976) , Dart (1977) and Forester et al. (1984) found average speeds to fall by 5 to 10 mph following imposition of the 1974 NMSL (which mandated maximum speed limits of 55 mph (88km/h)). As for the 1985 NMSL relaxation, to 65 mph (104 km/h) on rural interstate highways, Ossiander and Cummings (2002) , Jernigan and Lynn (1991) , Freedman and Esterlitz (1990) , Brown et al. (1990) , and Upchurch (1989) all found increases in average speeds -from 2 to 7 mph.
Results diverge on the topic of speed limit effects on traffic speed variations, among individual drivers. Burritt (1976 ), Forester et al. (1984 , and Rama (1999) estimated reductions in speed variations following lowered speed limits, while Garber and Gadiraju (1992) found variance reductions when their speed limits were differentially raised. Mace and Heckard (1991) estimated increases in speed variance following raised speed limits, while, Ossiander and Cummings (2002) , Pfefer et al. (1991), and Brown et al. (1990) found no such changes. Of course, higher speed variations are expected to mean more vehicle interactions, through overtaking and braking, and higher speeds are expected to mean more severe crashes. How these speed variables truly translate to crash rates and crash severity is discussed in the following section.
Effects of Speed Conditions on Safety
Speed is assumed to be one of the most critical factors affecting crash severity. The laws of physics (i.e., kinetic energy = 0.5× mass × velocity 2 ) plainly support this (TRB, 1998) . When this conventional knowledge was applied to speed limit studies, the "Speed kills" theory emerged, and has continued to prevail.
In some contrast, however, Lave (1985) raised a "Variance kills" theory, which has been supported by work by Rodriguez (1990) and Reed (2001) and first raised by Solomon (1964) (and replicated by Cerillo (1968) ). Solomon's (1964) and Cerillo's (1968) rural road data appear to indicate that crash likelihood increases with an individuals' deviation from a roadway's average speed. Their conclusions were supported by later studies, including those West and Dunn (1971) and Fildes and Lee (1993) .
Several researchers (Fowles and Loeb 1989; Levy and Asch 1989; and Snyder 1989 ) have attempted to refute Lave's variance kills theory, by enhancing his data and model specification. Interestingly, as Lave (1989) notes in his reply/rebuttal, their findings provide evidence for both the variance and speed kills theories. Garber and Ehrhart (2000) , Forester et al. (1984) , and Zlatoper (1991) also concluded that variance, as well as average speed, contribute to crash frequency. However, none of these studies may reflect correct driving speed behaviors since all use spatially and temporally aggregated speeds, which are subject to an "ecological fallacy." As Robinson (1950) formally recognize (in his field of sociology), data correlation at aggregate levels can easily differ from that at the individual or disaggregate level. Rodriquez (1990) and Davis (2002) illustrated how aggregation of speed and crash data invites an "ecological fallacy" in safety study results. Rodriquez (1990) provided empirical evidence for the variance kills theory while assuming a monotonic increase in a driver's likelihood of fatal crash involvement with speed. Davis (2002) demonstrated the fallacy resulting from aggregation of various forms of disaggregate behaviors, using theoretical examples. Therefore, researchers should strive to rely on disaggregate data, wherever possible.
Moreover, both speed and speed variance should be controlled for, so that their effects are not confused.
In summary, the existing literature reveals several voids in safety research on the topic of speed limit changes. This work addresses the lack of panel data models for count data (particularly those allowing random-effects), while making speed choices (and speed variations) explicit and relying on detailed, highly disaggregate roadway design and use data. The following sections describe the data, the models, and their results.
DATA 3.1 Data Compilation
For safety research, it is useful to have data on crashes (their location, severity, involved vehicles and occupants), road design factors (such as shoulder widths and horizontal curvature), traffic levels, and speed conditions all in the same data set. Such data sets do not exist at raw data levels simply because these data come from totally different sources (e.g., police reports, design plans, and loop detectors). Nevertheless, it is possible to merge three sources into a single database. For example, Garber and Ehrhart (2000) matched Virginia crash data with lane and shoulder widths and traffic detector data. Golob and Recker (2003) Since 122 detector sites is far less than the 75,909 roadway segments in the HSIS data set, and was not sufficient (in number or in variation across control variables) to provide the desired statistical accuracy sought for this work, data from the detector sites was used to construct models of speed and speed variance. The results of these were used to estimate speed data for all other sites in the HSIS data set, and used in the crash count models. Forester et al. (1984) used a similar sequential approach, first estimating speed conditions, and then assessing the safety effects of the 1975 NMSL's introduction. However, they relied on spatially aggregated demographic data and did not include any geometric design variables. Monthly speed data were constructed from the 5-minute traffic detector data, and the entire [1993] [1994] [1995] [1996] 2 HSIS database was tailored for this work. The speed choice models were constructed using the HSIS's speed limit and road design variables, along with the monthly speed measures (i.e., time-of-day dependent average speeds and speed "variances 3 " [based on 5-minute averages]). Data for the crash occurrence models combined the HSIS data for 75,909 segments over the 4-year period with the speed model estimates of average speeds and speed variance. Further details on these data sets are provided in the following sections.
Speed-Choice Data
Only 36 of the 122 speed trap detector sites contain a reasonable number of valid speed records and could be mapped to distinct road segments in the HSIS data set. Five monthly speed averages and variances for each month were computed for each of the five different times of day (entire day, AM peak, AM off-peak, PM peak, and PM off-peak) 4 at each of those 36 sites. This resulted in five models for average speed and five for speed variance.
The HSIS data were matched to the speed detector site data using route and milepost marker numbers existing in both data sets. The resulting speed-choice data contain roadway design variables, road classification and location indicators, year indicators, and speed limits.
Crash Occurrence Data
The speed choice models were estimated using the speed-choice data, and estimates of the five speed averages and five speed variances were appended to the HSIS-based data. After removing observations with unreasonable data values (for example, segments with AADTs and lane counts resulting in more than 24,000 vehicles/day/lane and those with vertical grades higher than 12% , the final data included 190,475 observations covering 63,937 segments from 7 interstates and 143 high-speed roadways posted at 50 mph (80 km/h) or higher in Washington State for four years (1993) (1994) (1995) (1996) . The data are temporally aggregated (i.e., yearly), but spatially disaggregate (i.e., homogenous in geometric details, with an average section length of just 0.1 mi). Table 1 provides descriptions and basic statistics of these data. <Table 1 inserted here> Four categories of variables were included in the empirical analysis. The speed-related variables include speed limit, average speed, speed variance (by time of day), and their squared terms. Road geometry characteristics included horizontal curve length, degree of curvature, vertical curve length and grade, median width, and shoulder width. Segment length, AADT and the number of lanes were used to create average daily vehicle miles traveled (VMT) and AADT per lane variables. VMT enters as a multiplicative exposure term with an exponent constrained to equal 1.0, so that the resulting estimates can be interpreted as crash rates. (Control for traffic intensity, via the AADT per lane variable, negates any need for VMT to serve in that role.)
Road classification and location variables indicate whether a roadway is an interstate or state route, for example, and whether it is rural or urban in nature. Indicators for the years 1994 through 1996 (with 1993 as the reference year) also are used.
As indicated in Table 1 , the average segment length is about 0.1 mile (160 meters), permitting close control for geometric design characteristics. The data include rural and urban area roadways with speed limits ranging from 50 to 70 mph and AADT (as estimated by the Washington DOT, based on count sampling) from 61 to 215,037 vehicles per day. Geometries range from 0 to 9.55 degree of curvature (i.e., straight to a radius of 600 ft), from -8.9 to 11.4 percent vertical grades, and from 0 to 40-foot total (two-way) shoulder widths. Only the PM peak average speed and speed variance values are displayed in Table 1 , because they were determined to be the most appropriate among the 10 speed-related variables (based on goodnessof-fit measures and expectations of estimator signs).
The average numbers of crashes and injured persons per segment per year are much less than 1.0, and counts of four or more are extremely rare, suggesting that count models are clearly needed. In addition, the variances of all dependent variables exceed their means, implying that simple overdispersion exists and may be present even after controlling for explanatory variables. Moreover, the presence of excessive zeros implies that zero-inflated models may be useful. The following section describes both model methodologies, using the speed and crash data sets.
METHODOLOGY 4.1 Model Specifications
The sequential modeling approach used here is illustrated in Figure 1 . In order to guarantee positive predictions, a log-linear specification was used for the speed choice models. . And, to allow for any heteroskedasticity, White's consistent estimator (White 1980 ) was used to estimate standard errors of speed choice model parameter estimates.
Eight different models were evaluated for crash counts: the standard Poisson (PO) and negative binomial (NB) models, zero-inflated Poisson (ZIP) and negative binomial (ZINB) models, and fixed-and random-effects Poisson (FEPO/REPO) and negative binomial (FENB/RENB) models. (For statistical details on these models, see Cameron and Trivedi 1998 and /or StataCorp 2003 . For applications of these models to crash data, please see, for example, Kweon and Kockelman 2004 , Noland 2003 , and Shankar et al. 1997 Recognizing that crash counts do not equal crash victims, six count variables were used as dependent variables, as shown in Table 1 : the number of fatalities, injuries, fatal crashes, injury crashes, property damage only (PDO) crashes, and total crashes. Therefore, a total of 48 model formulations were explicitly evaluated: 6 (dependent variables) × 8 (count models).
The PO approach is the simplest and has been popular in the past. A NB specification is more flexible in that it permits data overdispersion as well as an argument for random crash rates, after controlling for explanatory variables. The ZI extension to these models allows for excessive zero observations, by permitting the possibility of segments that never experience crashes. None of these four models exploits the panel data property of this work's data set, however. Therefore, fixed-and random-effects model specifications were formulated for the basic models, resulting in FEPO, REPO, FENB, and RENB models. These accommodate heterogeneity across individual segments as well as over time periods (within a segment) by introducing terms for individual effects, assuming that they take fixed values (FE) or vary randomly across individual segments (RE). The RENB model specification, which was found to perform best among the eight models used here, is presented in Eq. 1. , implying that the RENB model permits dispersion to vary randomly by segment ( i δ ). This approach yields the following joint probability for the ith segment:
where ( )
The following section describes comparison of these eight model specifications, as well as a method to facilitate interpretation of model estimates.
Model Comparisons
In order to select a final model for each of the six crash counts modeled here, graphical comparisons based on differences between observed and estimated crash frequencies were performed, along with statistical tests using likelihood ratios [LRs], Vuong's (1989) and Hausman's (1978) tests, and Aikaike and Bayesian Information Criteria (AIC and BIC).
However, a graphical comparison provides a general though informal sense of how well a model fits the data at an aggregate level. A more rigorous comparison arises through application of the statistical tests. The LR test is useful in comparing models with and without restrictions; in this study these are the PO versus NB models, and cross-sectional versus panel data models. Vuong's test can be used for model selection in non-nested cases using log-likelihood values, particularly a basic count model versus its ZI counterpart. Moreover, in comparisons between NB and ZINB models, the test results can reveal whether overdispersion in the data is due only to a negative binomial data-generating process or to excessive zero outcomes in addition to a negative binomial process (Shankar et al. 1997) . Note that ZINB and NB models are non-nested, so a LR test cannot be used.
Comparisons between FE and RE models can be made using Hausman's test, which examines whether a significant correlation exists between random effects and explanatory variables. In the presence of such correlation, the random-effects slope estimator is inconsistent; consequently, the FE model should be chosen over the RE model. However, this test is valid only under the assumption that both models are correctly specified so that their parameter estimates are consistent.
Model Interpretation
Due to the exponential transformation in the count data models used here, to ensure crash rate non-negativity, the effects of the model coefficients are not as obvious as those of an ordinary linear model. For such models, an incidence rate ratio (IRR), is useful to examine (Long, 1997) :
Thus, if j β = -0.1, the IRR(x j ) = exp(-0.1) = 0.90, so a unit increase in ⋅ j x is estimated to reduce the mean crash rate by 10%, assuming all other factors remain constant. This ratio is used in the following discussions of model results.
RESULTS AND DISCUSSIONS

Speed Choice Models
10 speed choice models were estimated and the two PM peak period models (Eqs. 1 and 2) were selected for use in the crash count models. Inclusion of other predicted-speed measures would result in a very high level of multicollinearity, obscuring results. The PM peak average speed and speed variance estimates were selected due to: (1) the intuitive sign of the speed limit variable's coefficient estimate (i.e., positive) in the average speed model, (b) the statistical significance of their speed limit coefficient (i.e., 0.1 p-value or lower), and their higher goodness of model fit (R-squared terms of 0.484 and 0.265, respectively). All estimates in Eqs. 2 and 3 are statistically significant at the 0.05 level; all others were removed via a process of stepwise deletion. As can be inferred from these exponential equations, the effects of speed limit changes on average speed and speed variance measures are estimated to be quite large, perhaps because speed limits proxy for a great many safety features that are unobserved in the data and thus uncontrolled for in the models. For example, while speed limits increase with horizontal curve radius and shoulder width, which are included in the models, they also go up with sight distance, median barrier strength, and pavement conditionall variables that are unobserved. Thus, Eq. 1's coefficient on speed limit is expected to be biased high.
Past studies suggest average speed changes less than speed limit changes (e.g., Ossiander and Cummings 2002; Jernigan and Lynn 1991; Upchurch 1989) . These studies only looked at speed changes on roadways whose limits had changed, comparing before and after conditions (assuming all other variables to remain constant), after correcting for any speed changes noted on roadways whose limits had not changed during the same time period. Thus, the approach is more straightforward than the multiple regression models pursued here.
Crash Occurrence Models
In estimating the crash occurrence models, variables were chosen through an exhaustive search of the data described in Section 3.3. Only statistically significant variables were selected to remain in the final models.
Estimates of final specifications for all 48 models were obtained and one final (best) model for each of the six dependent variables was selected (for a total six final models) using the comparison methods described in Section 4.3.
For all six dependent variables, Vuong's test suggested that ZIP and ZINB models perform much better than the standard PO and NB models. LR tests between pooled-data models and their panel counterparts determined that the panel count models perform better, implying that heterogeneity over time within a segment exists.
Unfortunately, sample sizes for estimation of the FEPO and FENB models were reduced by 65% (in the case of total crashes) to 99% (in the case of fatalities) either because the segment is observed for just one year or exhibits only zero counts over all data periods. The use of conditional maximum likelihood estimation (MLE) for FE count models results in such data reductions (Powers and Xie, 2000) .
Owing to the downsizing of the available data for FE models, Hausman's test was not valid although the test statistics could be calculated in some cases. In addition, some final FE models, based on such a small sample, produced unreasonable results including excessive coefficient estimates for variables like shoulder width. Therefore, the FE models were removed from further consideration in the model selection processes.
In cases where the above test statistics could not determine a better model, the two information criteria (AIC and BIC) were used to compare models, along with intuition regarding estimators' signs and magnitudes, and their consistency across dependent variables. The RENB model proved the most effective for all six dependent variables, suggesting that it is a robust form to use in future crash models of panel count data. Table 2 presents the results of the final models.
<Table 2 inserted here> All variables in Table 2 's models are statistically significant at the 0.1 significance level, and most at the 0.01 level. Incorporation of the average daily VMT as an exposure variable enables one to view the crash/victim count (i.e., dependent variable) as a rate.
It is worth noting that the effects of the speed limit variables used in the final models need special interpretation, since speed limit also affects the average speed and speed variance variables. Thus, in estimating the effects of a speed limit change, one must also evaluate those effects on speed conditions, to appreciate the total effect. Noticeable differences were found between the fatal and non-fatal models. All speed-related variables turned out to be statistically insignificant in the fatal models, and only 7 control variables remained in those models -versus 17 to 20 control variables in the non-fatal models. This is probably due to the fact that the vast majority (99%) of observations exhibited zero fatal crashes, so variation in the fatal crash and fatalities counts was extremely limited and dependence on control variables was difficult to distinguish. Figure 2 and Table 3 illustrate the predicted crash rate changes due to changes in speed limits and other variables. These effects are computed using the incident rate ratio (IRR) and are discussed below.
In order to appreciate the total estimated safety effects of speed limit changes, average speed estimates are computed first, then used for estimating of crash rates. Assuming average values for all other control variables (e.g., 2.49 lanes per segment), the total safety effects of a 5 mph speed limit increase were computed at different base speed limits; these are shown in Figure  2 for easy comparison. <Figure 2 inserted here> This unresponsiveness of speed limit variables for fatality and fatal crash rates is counterintuitive and is thought to be due to (1) a lack of variation in fatality counts, due to their relative rarity, and (2) a positive correlation between speed limits and unobserved safety features, such as sight distances and pavement quality (thus biasing the speed limit variable's coefficients towards zero). The second of these two issues may also be at play in biasing speed limit effects downward for other crash rate estimates. One way to address this issue is to only consider crash rates on facilities whose speed limits changed during the study period, and compare before and after crash counts.
For nonfatal rates, as the base speed limit rises to 55 mph (so the new limit rises to 60 mph), the "average" roadway segment in the data set (which happens to have a speed limit of 55 mph) enjoys reductions in nonfatal crash rates. The rate estimates increase with limits higher than 60 mph (base speed limit, or 65 mph new speed limit). This suggests that optimal speed limits, in terms of (non-fatal) crash rates, may be only somewhat higher than those already established, on average, in the State of Washington. However, with more extensive data sets, involving more variation in fatal crash counts, new models of fatalities may recommend lower speed limits. At present, those models are "silent" on the issue of speed limits as studied in this work. Table 3 provides predicted rate changes for non-speed variables. For example, the effects of shoulder width are quite consistent across the six crash count models. An added 5 ft of shoulder in each direction is estimated to result in a 24 to 27 percent reduction in fatal and nonfatal rates. For other design variables, however, the effects between fatal and nonfatal models do differ. As noted, many were not found to have a statistically significant effect on fatal crash rates, for the data sets and modeling techniques employed here. Yet degree of horizontal curve seems only related to fatal crash occurrence: a 1-degree shaper curve (i.e, 1 degree more subtended by 100 ft of arc) is associated with almost a 10 percent increase in fatal crash rate estimates. Vertical grade, median width, and number of lanes were not found to be statistically significant for any crash counts. However, this does not mean that they are not practically significant. There may not be enough variation in crash counts for these effects to register, even though the sample size is substantial. <Table 3 inserted here> Interstate highways are associated with much lower rates in all severity levels than noninterstate highways. In particular, they are estimated to exhibit a 46 percent lower fatal crash rate 22 percent lower injury crash rate, and a 13 percent lower PDO crash rate. Since all interstate segments in the State of Washington also qualify as limited-access facilities, their rates drop even further, by an additional 20 percent for both injury crash rates, 14 percent for PDO crashes, and 18 percent for total crashes. Evidently, the special design features of interstate highways that are not controlled for here (such as pavement quality and clear zone width) are roughly as significant in reducing (non-fatal) crash rates as the removal of at-grade crossings (through use of interchanges and limited access ramps).
Mountainous terrain is expected to have a major effect: almost 50 percent higher injury rates than on level terrain. Driving on rolling terrain is associated with somewhat higher PDO and total crash rates. Roadways in rural areas also are associated with much higher fatal crash rates: 32 to 33 percent higher than urban area highways. This may be due to any number of factors, including longer distances to hospitals, less street lighting, and higher speeds (though the area-type variable was controlled for [via a log-linear specification] in the average speed models). Area types defined by population levels are estimated to affect non-fatal crash rates, with highways in more populated regions exhibiting lower non-fatal rates (perhaps due to better lighting and more barrier controls). 1000 more vehicles per lane per day is estimated to result in a 6 percent reduction in fatal rates (probably due to lower speeds not picked up in the average speed estimate), and no change in nonfatal rates. For reasons that are unobserved/uncontrolled for here (such as weather conditions, vehicle design, seat belt use use, and average driver age), 1994 is estimated to be 15 percent less fatal a year (per VMT) than 1993. However, 1995 and 1996 appear to have resulted in significantly more non-fatal crashes (per VMT) than 1993.
CONCLUSIONS AND RECOMMENDATIONS
Three of the most important elements of this study are: (1) controls for speed conditions in models of crash counts, (2) use of disaggregate roadway data permitting tight control of design factors, and (3) specification and evaluation of various count models for panel data.
The analysis is based on 5-minute traffic detector data and Highway Safety Information System (HSIS) data for Washington State from 1993 through 1996. Speed conditions (i.e., average speed and speed variance) were estimated using monthly values based on 5-minute detector data, coupled with roadway design and speed limit data. The segment-based panel data contains 190,475 observations stemming from 63,937 segments on seven interstates and 143 state routes.
Recognizing various crash severities and distinguishing crashes from victims, six different crash/victim counts were modeled; these are the number of fatalities, injuries, fatal crashes, injury crashes, property-damage-only (PDO) crashes, and total crashes on each segment each year. For each of these six counts, eight different count data models were estimated: Poisson, negative binomial, zero-inflated Poisson and negative binomial, fixed-effects and random-effects Poisson, and fixed-effects and random-effects negative binomial models. Average daily VMT served as a proportionality factor, or exposure variable, and traffic intensity (AADT per lane) as a control variable.
Among the eight count model specifications, final models were chosen using a combination of statistical tests, information criteria, and intuition. The random-effects negative binomial (RENB) model was selected for all six crash responses, suggesting that intra-segment heterogeneity over time as well as inter-segment heterogeneity (across segments) contribute to overdispersion in all crash and victim counts and that unobserved factors affecting crash occurrence tend to be distributed randomly across roadway segments. The elimination of the zero-inflated models suggests that a two-state data generating process (where one state is a crashfree state) does not exist in these data.
Based on the final model estimates and incident rate ratios, the safety effects of speed limit changes, geometric factors and other control variables were evaluated (using average values for all variables. Responding to a 5 mph hypothetical uniform increase in speed limits, a road segment with average characteristics (including a 55 mph speed limit) was estimated to experience minimum (non-fatal) crashes at 60 mph. Speed limits were not statistically significant in fatal crash count models, suggesting that the data do not offer sufficient variation in fatal counts and/or that unobserved safety factors positively correlated with speed limits may counteract speed limit effects, thus biasing the associated parameter toward zero. One way perhaps to address this issue, for all crash rate models, is to model only changes in crash counts following (secular) changes in speed limits in a way that eliminates/cancels any unobserved effects (which may be correlated with the level of speed limits). However, it is not obvious how this may be done with discrete distributions in such a way that those effects cancel. If counts were normally distributed, the difference in independent normals (having conditioned on any unobserved fixed effects) would also be normal with a mean that eliminates the fixed effects. This presents a critical area for future research. The correlation of speed limits with unobserved factors in any of the crash count models examined here may be biasing speed limit effects (most likely towards zero, thus understating speed limit effects).
A 5-foot wider shoulder in each direction is estimated to result in a 24 to 27 percent decrease in fatal and nonfatal rates. A 1-degree shaper horizontal curve is predicted to result in 10 percent higher fatal crash and fatality, but was not found to be statistically significant for nonfatal crash rates. Vertical grade, median width, and the number of lanes also lacked statistical significance, though the sample size was extremely large. 1000 more vehicles per lane per day is linked to 6 percent lower fatal rates, but no statistically significant change in nonfatal rates. Much lower crash rates were estimated to occur on interstate highways, while much higher (non-fatal) crash rates are expected in mountainous terrain and much higher fatal crash rates are expected in rural areas.
This work offers new methods, data and results in the areas of crash analysis and speed limit safety impacts. However, improvements can and should be pursued. For example, overpredictions of average speed dependence on speed limits can be resolved by collecting better speed data and by focusing on models of speed changes before and after speed limits change. In addition, there are omitted variables that influence roadway safety and may be correlated with speed limits and other control variables. Such correlations result in biased parameter estimates on variables like speed limit. Weather information, presence of driveways and interchanges, and design speeds also would be useful to have. (For example, Garber and Gadiraju (1990) found that differences between posted speed limit and design speed affect traffic safety and speed variance.) In addition, the data used for this study could not distinguish direction of traffic, so all variables involve two directions. Using one-way directional data may permit more precision in certain variables, while doubling data set size. However, it also would make fatal cases scarcer, resulting in less dependent variable variation, which is needed for parameter prediction.
Speed limit decisions represent a major policy action, with serious consequences for public safety. Such decisions should be informed by rigorous research and the best available data. This study aims to assist in this key policy effort. 
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