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Résumé
Nous étudions dans ce mémoire le problème de la coordination de tâches et
de mouvements pour un système multi-robots du point de vue de la planifica-
tion. Nos travaux se concrétisent par quatre nouvelles approches : une approche
contrarienne centrée sur les échanges, une approche heuristique utilisant un mo-
dèle empirique des résultats escomptés, une approche par échantillonnage dédié
à la décision et une approche par échantillonnage adaptatif. Toutes les approches
proposées dans ce mémoire ont été testées et évaluées par des expériences de si-
mulation. Le mémoire s’articule autour de cinq chapitres.
Le chapitre 1 introduit nos objectifs et présente un état de l’art des systèmes
multi-robots, par comparaison avec les systèmes mono-robot, par comparaison
de la nature des environnements pouvant être coopératifs ou compétitifs. Partant
des problèmes inhérents aux systèmes multi-robots, nous présentons les solutions
existantes dans le domaine de la planification de tâches et de la planification de
mouvements. Nous concluons ce chapitre par un positionnement de nos travaux.
Le chapitre 2 présente nos deux premières contributions pour la planification
de tâches. La première est une approche contrarienne, inspirée de principes de mi-
croéconomie, centrée sur l’identification de règles d’interaction proposant un mo-
dèle d’exécution simple et robuste. La seconde est une approche heuristique basée
sur une estimation empirique des résultats escomptés permettant de minimiser le
temps total d’exécution des missions tout en conservant une faible consommation
énergétique des robots.
Le chapitre 3 présente deux autres contributions pour la planification de mou-
vements. Notre troisième approche est réalisée par échantillonnage dédié à la dé-
cision. Cette approche permet la synthèse de nouveaux points de passage : le dia-
gramme de Voronoï assure la synthèse de points de passage primaires, enrichie par
un échantillonnage permettant de créer des points de passage secondaires, formant
un ensemble représentatif des contraintes topologiques de l’environnement. Notre
quatrième approche est réalisée par échantillonnage adaptatif probabiliste de l’es-
pace des configurations des robots. Pour chaque robot, l’espace des configurations
est composé d’obstacles statiques et de robots mobiles. L’échantillonnage de cet
espace ainsi réalisé avant exécution de la mission permet de réduire la dépendance
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entre la dimension de l’espace et la complexité du problème.
Le chapitre 4 présente les expérimentations menées pour valider nos contribu-
tions. Ces expérimentations sont réalisées avec le simulateur Player/Stage. Notre
première approche est validée par comparaison avec la méthode hongroise dans
un problème d’exploration en environnement inconnu. Les résultats montrent la
simplicité et la robustesse de notre première approche. Notre deuxième approche
est validée dans une expérience de transport de marchandises. Les marchandises
apparaissent aléatoirement sur un site producteur et chaque marchandise est trans-
portable par un unique robot vers un site consommateur. Les résultats de notre ap-
proche sont comparés avec ceux de l’approche re-planner. Le caractère novateur
de notre approche réside dans l’application d’un modèle heuristique de l’estima-
tion de l’achèvement de la mission. Notre troisième approche est validée dans
une expérience d’exploration dont les résultats sont comparés à l’utilisation d’un
diagramme de Voronoï. Cette expérience compare notre approche avec une solu-
tion optimale en distance et sous-optimale en temps d’exécution. Les résultats de
notre approche sont quasi équivalents en distance et meilleurs en temps d’exécu-
tion. Notre quatrième approche est validée dans une expérience de transport de
marchandises par comparaison avec une approche générale. Les résultats de notre
approche montrent des temps de transport inférieurs à ceux de l’approche géné-
rale. L’originalité de notre quatrième approche réside dans la proposition d’un
ensemble de solutions envisageables pour chaque robot, permettant de multiples
scénarios d’exécution et une réduction des possibles situations d’attente.
Le chapitre 5 présente une conclusion de l’ensemble de nos contributions et
les différentes perspectives faisant suite à nos travaux.
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Chapitre 1
Introduction
Nous décrivons dans ce mémoire la modélisation et l’implémentation de quatre
nouvelles approches pour la planification de tâches et de mouvements pour un sys-
tèmes multi-robots 1. Cette modélisation est associée à son implémentation sur le
simulateur Player/Stage [46], qui est un simulateur reconnu et utilisé pour l’im-
plémentation des algorithmes sur les robots mobiles. Dans ce premier chapitre,
nous présentons l’état de l’art des systèmes multi-robots. Ces systèmes sont pré-
sentés par comparaison aux systèmes mono-robot qui les ont précédés dans le
temps. Ce chapitre présente la dualité des interactions caractérisant les systèmes
multi-robots comme des organisations soient coopératives soient compétitives. Ce
chapitre présente également la problématique qu’ils soulèvent dans les domaines
de la planification de tâches et de la planification de mouvements. Cependant l’uti-
lisation de plusieurs robots implique la considération de problèmes inhérents dus
aux possibilités d’un partage d’exécution, d’un partage de tâches et d’un partage
d’espace. Dans ce contexte, la coordination pourra être statique ou dynamique et
la communication pourra être explicite ou implicite.
1.1 Systèmes multi-robots
La notion de systèmes multi-robots ou Multi-Robot Systems (MRS) en anglais
débute dans les années 1990, notamment dans des travaux regroupant des robots
mobiles rassembleurs d’objets [97], des colonies de robots marcheurs [25, 26].
D’une part, une série de projets ont été réalisés avec succès, tel que les projets
1. Le mot robot désigne une machine créée par l’homme pour accomplir des tâches. Dans
cette optique, les recherches et les développements en robotique sont destinés à assister, rempla-
cer, prolonger ou améliorer le travail de l’homme. Les domaines d’application les plus courants
sont l’industrie manufacturière, les applications militaires, l’exploration spatiale, le transport de
marchandises et les applications médicales.
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suivants : ACTRESS 2 [7], GOFER 3 [21], CEBOT 4 [39], ALLIANCE 5 [90],
COMETS 6 [87], M+ 7 [17], MURDOCH 8 [40] et ASyMTRe 9 [118]. D’autre
part, la quantité importante des travaux de recherche publiés sur le sujet des sys-
tèmes multi-robots permet ainsi de produire une taxonomie et une analyse des
solutions présentées dans les travaux existants. Dudek et al. [35] ont présenté une
taxonomie qui classe les systèmes multi-agents ou Multi-Agent Systems (MAS) en
anglais notamment selon la communication et la capacité de calcul. Ils présentent
également des résultats supplémentaires par comparaison des méthodes existantes
afin d’illustrer l’utilité de la taxonomie présentée et de démontrer qu’un collec-
tif peut être plus puissant qu’une seule unité (i.e. qu’un ensemble multi-robots
sera meilleur qu’un simple robot dans certains cas). Cao et al. [22] ont donné
un aperçu de la littérature en robotique mobile coopérative jusqu’à la moitié des
années 1990. Ils classent la littérature selon cinq catégories correspondant à des
points de vues qui sont : l’architecture du groupe, le conflit de ressources, l’ori-
2. ACTRESS (ACTor-based Robot and Equipments Synthetic System) est un système décen-
tralisé, qui comprend trois robots et trois postes de travail. Ce système forme un groupe hétérogène
conçu pour effectuer des tâches qui ne peuvent pas être accomplies par un seul robot comme les
problèmes du type boîte-poussant.
3. GOFER comprend un module central pour la planification de tâches. Ce module commu-
nique avec tous les robots et propose une vue globale des tâches à effectuer et des robots dispo-
nibles.
4. CEBOT (CEllular roBOTics System) est un système décentralisé, inspiré par l’architecture
hiérarchique de l’organisation cellulaire des entités biologiques. Ce système est dynamiquement
reconfigurable au niveau de ses "cellules" (i.e. robots). Les cellules sont physiquement couplables
entre elles. Ceci permet de reconfigurer dynamiquement leur structure pour une configuration
optimale en réponse aux modifications de l’environnement.
5. ALLIANCE est un système décentralisé, dans lequel les robots sont supposés pouvoir, avec
une probabilité, sentir les effets de leurs propres actions et les actions des autres agents au travers
de perceptions et de communications explicites.
6. COMETS est un système hétérogène, conçu pour l’exploration des milieux naturels au tra-
vers d’une coopération entre plusieurs robots aériens. L’originalité de ces travaux étends le pro-
blème de la coopération multi-robots aux architectures hétérogènes (composées de deux hélico-
ptères et d’un dirrigeable) et ouvre ainsi de nouvelles perspectives d’applications dans le domaine
civil.
7. M+ est un système décentralisé, dans lequel chaque robot possède sa propre connaissance
du monde et peut décider de ses actions futures en tenant compte de son contexte actuel et de la
tâche à accomplir.
8. MURDOCH est un système décentralisé, conçu pour traiter le problème de la répartition de
tâches. Ce système utilise un protocole de négociation simple distribué qui répartit les tâches via
une séquence d’enchère au premier prix.
9. ASyMTRe (Automated Synthesis of Multi-robot Task solutions through software Reconfigu-
ration) est un système décentralisé, qui reconfigure automatiquement les connexions de schémas
(y compris le schéma de la cartographie d’environnement, le schéma de la perception et le schéma
du contrôle de moteur) au sein et entre les robots pour synthétiser les comportements de robots
pour accomplir les objectifs de l’équipe.
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gine de la coopération, l’apprentissage et la géométrie. Ils présentent également
les contraintes découlant des limitations technologiques et les lacunes possibles
dans l’ensemble des travaux existants. Stone et Veloso [115] ont présenté quatre
scénarios dans le cadre de l’utilisation d’un système multi-agents, associés à l’uti-
lisation de différents types d’agents : des agents homogènes non communicants,
des agents hétérogènes non communicants, des agents homogènes communicants
et des agents hétérogènes communicants. Ils illustrent les différents scénarios en
utilisant le problème de la poursuite et décrivent les travaux existants du domaine.
Les techniques présentées sont biaisées en faveur des méthodes d’apprentissage.
Arai et al. [6] ont identifié sept thèmes de recherche primaires dans les systèmes
multi-robots : les inspirations biologiques, la communication, les architectures, la
localisation / la cartographie / l’exploration, le transport et la manipulation d’objet,
la coordination de mouvements et les robots reconfigurables. Ils discutent égale-
ment d’articles traitant de problèmes spécifiques et suggèrent plusieurs questions
de recherche supplémentaires. Farinelli et al. [36] ont présenté un horizon des
travaux réalisés jusqu’au début des années 2000 dans le domaine de la coopéra-
tion et la coordination des systèmes multi-robots. Par ailleurs, ils proposent une
taxonomie pour la classification des systèmes multi-robots fondée sur la notion de
coordination, dont la complexité se caractérise selon deux dimensions : les dimen-
sions de l’espace de coordination et les dimensions de l’espace des configurations
du système utilisé.
Les travaux étudiés dans ce chapitre se concentrent sur les robots mobiles
où un robot mobile est considéré comme un agent mobile, autonome et physi-
quement indépendant. Notre thème d’investigation est ainsi limité aux systèmes
multi-robots mobiles ou Multiple Mobile Robot Systems (MMRS) en anglais. Par
ailleurs, il est important de ne pas confondre les systèmes multi-robots avec les
systèmes multi-agents ou l’intelligence artificielle distribuée ou Distributed Arti-
ficial Intelligence (DAI) en anglais. Parce que :
– les systèmes multi-robots se réfèrent à des systèmes composés de robots,
dans lesquels les robots mobiles se déplacent dans le monde physique et
doivent interagir les uns avec les autres physiquement ;
– les systèmes multi-agents se réfèrent aux systèmes traditionnels d’ordina-
teurs distribués dans lesquels les individus sont des nœuds stationnaires,
parfois dotés de capacités d’introspection permettant réorganisation et pas-
sage à l’échelle [50] ;
– et l’intelligence artificielle distribuée concerne des agents stationnaires (en
position fixe, par opposition aux robots roulants, en positions mobile) im-
pliquant des agents logiciels.
Ce chapitre est organisé comme suit : la section 1.2 décrit les systèmes multi-
robots par comparaison aux systèmes mono-robot ; la section 1.3 présente les dif-
férences entre systèmes multi-robots coopératifs et systèmes multi-robots compé-
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titifs ; la section 1.4 présente le conflit de ressources, qui est un problème inhé-
rent des systèmes multi-robots ; la section 1.5 présente la notion de coordination
comme pierre angulaire de l’utilisation des systèmes multi-robots permettant de
tirer parti de leur nature distribuée ; la section 1.6 présente deux types de méca-
nisme de communication : l’un explicite et l’autre implicite ; la section 1.7 pré-
sente le problème de la planification basée sur la coordination, qui comprend la
planification des tâches et la planification de mouvements ; la section 1.8 présente
deux mécanismes de décision : l’un centralisé et l’autre décentralisé ; le chapitre
se conclut par une discussion dans la section 1.9.
1.2 Mono-robot vs multi-robots
Un système mono-robot ou Single-Robot System (SRS) en anglais ne contient
qu’un seul robot capable de modéliser lui-même, l’environnement, et les inter-
actions entre les deux [115]. Un robot d’un tel système est souvent conçu pour
faire un travail pour son propre compte. De tels robots sont de fait des systèmes
complexes et coûteux. Bien qu’un robot puisse avoir un rendement élevé, cer-
taines tâches sont complexes, voir impossibles pour être effectuées comme des
tâches séparées dans l’espace. Par conséquent, il existe une restriction inhérente
aux systèmes mono-robot, qui est la limitation dans l’espace. L’éventail des tâches
possibles donne lieu à une diversité de plateformes telles que RHINO 10 [19],
10. RHINO est un robot mobile présenté par Université rhénane Frédéric-Guillaume de Bonn
(Allemagne) en 1994 pendant la compétition et l’exposition de robot AAAI. Le matériel du robot
est fabriqué par l’entreprise Real World Interface. Il est équipé de 24 capteurs de proximité à
ultrasons, d’un système à double caméras couleurs et de deux ordinateurs i486 embarqués. Le
projet RHINO est une réalisation logicielle de systèmes d’apprentissage autonomes et complexes.
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ASIMO 11 [105], MER-A 12 [1], BigDog 13 [96] et NAO 14 [48] (cf. figure 2.3).
L’utilisation d’un système multi-robots présente plusieurs avantages par com-
paraison à un système mono-robot :
– Les systèmes multi-robots présentent une meilleure capacité de répartition
spatiale. Dudek et al. [35] ont donné un exemple de tâche de lancement de
missiles 15, qui exige une sorte de synchronisation.
– Les systèmes multi-robots présentent de meilleurs résultats d’exécution. Les
indicateurs les plus courants sont le temps total nécessaire à la terminaison
d’une tâche [20] ou la consommation énergétique des robots [126]. La com-
paraison de la somme des consommation d’énergie dans un système multi-
robots et de la consommation d’un robot dans un système mono-robot nous
place donc dans un contexte d’économie globale de l’énergie.
– Les systèmes multi-robots introduisent une notion de robustesse résultante
de la fusion de données et du partage d’informations entre les robots. Cette
notion de robustesse est synonyme de tolérance aux pannes résultante de
la redondance de l’information. Plusieurs robots peuvent se localiser plus
efficacement s’ils échangent des renseignements sur leur position respective
au fil de l’exécution d’une mission 16 [38, 101, 75].
11. ASIMO est un robot humanoïde développé par la société japonaise Honda. La première ver-
sion fut finalisée en 2000 avec 26 degrés de liberté de mouvement et 30 minutes d’autonomie. La
dernière version avec 57 degrés de liberté de mouvement et 40 minutes d’autonomie en marchant,
qui date de 2011, mesure 130 cm pour 48 kg et possède une vitesse de course de 9 km/h.
12. MER-A (abréviation de Mars Exploration Rover-A), également connu sous le nom Spirit,
est un astromobile envoyé sur Mars par la NASA en 2003 par une des deux sondes du programme
Mars Exploration Rover. Ce robot possède six roues, est alimenté par énergie solaire, mesure 1,5
m de hauteur pour 2,3 m de largeur et 1,6 m de long en pesant 180 kg. Chaque roue possède un
moteur indépendant. Le véhicule est dirigeable à l’avant et à l’arrière. Il est conçu pour fonctionner
en toute sécurité à des inclinaisons maximales de 30 degrés. Sa vitesse maximale est de 0,18 km/h.
13. BigDog est un robot quadrupède à l’allure d’un grand chien créé en 2005 par la société amé-
ricaine Boston Dynamics. Chaque jambe du BigDog comporte quatre vérins hydrauliques contrô-
lant les articulations et d’un cinquième degré de liberté passif. Il mesure 91 cm de long pour 76
cm de haut et pèse 110 kg soit la taille d’une petite mule. Il est capable de traverser un terrain
difficile à 6,4 km/h, de porter un chargement de 150 kg et de grimper des pentes de 35 degrés. Il a
une autonomie de 2,5 heures pour 10 kilomètres en marchant.
14. NAO est un robot humanoïde développé par la société française Aldebaran Robotics, pré-
senté pour la première fois au public fin 2006. Il existe en différents modèles qui comportent de
14 à 25 degrés de liberté et dispose d’environ 45 minutes d’autonomie.
15. Il existe deux touches qui sont séparées par une grande distance dans l’espace, et qui doivent
être activés en même temps.
16. Quand un robot est assigné à une mission, il se voit doté d’un comportement (ou d’une
pensée) individuel(le). Quand les robots sont assignés en groupe à la réalisation d’une mission
(comportant une ou plusieurs tâches) dans un espace de travail commun, il apparaît un comporte-
ment (ou une pensée) collectif(ctive). Dans un cadre d’exécution multi-robots, il s’agit de trouver
le comportement collectif propice à la synergie dans l’exécution de la mission choisie, ce qui pré-
suppose de l’existence d’une relation de coopération (ayant une contribution globalement positive)
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(a) RHINO (b) ASIMO (c) NAO
(d) MER-A (e) BigDog
FIGURE 1.1 – RHINO, ASIMO, NAO, MER-A et BigDog
– Les systèmes multi-robots présentent dans certains cas des coûts inférieurs,
dans le sens où la construction, la mise au point, le déploiement et la main-
tenance d’un système complexe peut devenir plus difficile que pour un en-
entre les robots. Dans ce premier chapitre, nous passons en revue l’état de l’art de la coordination
multi-robots. Par ailleurs, nous présentons les implications associées à ces travaux, sur les ques-
tions de planification pour un système multi-robots, vues comme un problème de planification de
tâches (avec une commande par action) et vu comme un problème de planification de mouvements
(avec une commande par asservissement des actionneurs de chaque robot).
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semble de robots (supposés plus simples 17).
Un système multi-robots est homogène ou hétérogène. Dans les équipes ho-
mogènes, les capacités des robots individuels sont identiques (même si les struc-
tures physiques ne sont pas nécessairement les mêmes). Des travaux pertinents
utilisant des équipes homogènes sont présentés dans [123, 142, 12, 31, 126]. Dans
les équipes hétérogènes, les capacités des robots sont différentes, dans le sens où
les robots sont spécialisés pour des tâches particulières. Des travaux pertinents uti-
lisant des équipes hétérogènes sont présentés dans [7, 90, 40, 75, 16]. Les systèmes
hétérogènes sont admis comme plus complexes que les systèmes homogènes.
1.3 Coopératifs vs compétitifs
La notion de comportement collectif dans les systèmes multi-robots se défi-
nit par similitude avec le principe de travail collectif dans notre société. Popenoe
[95] a défini un comportement collectif comme un comportement dans lequel il
apparaît une réponse à une influence ou à un stimulus commun dans une situation
spontanée, imprédictible, non-structurée et instable. Le comportement collectif
comprend deux sous-catégories de comportements associées aux deux notions de
coopération (appelé comportement coopératif) et de compétition (appelé compor-
tement compétitif). Les environnements multi-robots sont ainsi soient coopératifs,
soient compétitifs [102].
Une première définition présente la coopération par l’identification de situa-
tions dans lesquelles il apparaît un besoin d’interaction entre plusieurs robots.
Cette coopération devient utile quand le résultat de l’exécution de la tâche est es-
timé meilleur avec plusieurs robots. En effet, la coopération est l’interaction entre
des robots qui travaillent dans un intérêt commun [11]. Parker [91] a introduit le
concept de couverture, qui est un indice du niveau de coopération requis pour l’ac-
complissement d’une tâche : si la couverture est grande, alors les tâches peuvent
être accomplies sans coopération ; si la couverture est faible, alors une réelle co-
opération est nécessaire. La couverture est maximale dans les groupes homogènes
et elle diminue avec l’ajout de caractères hétérogènes. Des robots en coopéra-
tion possèdent par essence un but commun, qui donne lieu à l’identification de
sous-buts. Cet aspect de la décomposition d’un but en sous-buts est abondamment
traité dans les travaux relatifs au problème de planification multi-robots (présenté
en détails dans la section 1.7). Les exemples les plus représentatifs de coopéra-
tion s’expriment dans les travaux de localisation multi-robots [38, 101, 75, 79],
17. Les architectures SWARM sont une approche multi-robots centrée sur la coordination d’un
grand nombre de robots très simples. L’objectif est ici l’émergence de comportements par inter-
action entre les robots ou entre robots et environnement. Cette approche trouve de nombreuses
inspiration dans l’étude des sociétés d’insectes[34].
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d’exploration multi-robots [20, 99, 142, 108, 129, 130, 55, 30, 133, 134], de re-
cherche et de sauvetage multi-robots [61, 141, 8, 12] et de transport multi-robots
[4, 123, 126, 135, 136].
La notion de comportements compétitifs présente les situations et les pro-
blèmes à résoudre sous la condition que les robots soient en compétition les uns
contre les autres pour satisfaire leur propre intérêt. Chaque robot possède dans ce
cas, un ensemble d’intérêts partiellement ou totalement en concurrence avec les
intérêts d’autres robots. Cette notion d’intérêt est définie par des fonctions d’uti-
lité en accord ou en contradiction avec les autres robots [102]. Les exemples clas-
siques de systèmes multi-robots compétitifs sont les jeux à deux joueurs à somme
nulle tels que les échecs [2] et les compétitions de robots footballeurs présentés
dans la RoboCup 18 [3, 138, 63]. Dans les systèmes multi-robots mobiles, l’en-
vironnement est partiellement coopératif et partiellement compétitif car chaque
robot doit éviter les collisions avec les autres robots (donc coopérer) et chaque ro-
bot cherchant à remplir des tâches peut occuper un espace de stationnement (donc
être en compétition). Par conséquent, dans un environnement multi-robots coopé-
ratif ou compétitif, la mobilité des robots dans un espace commun implique un
consensus :
– vu comme un mécanisme de communication (cf. section 1.6) ;
– ou encore vu comme un mécanisme de prise de décision (cf. section 1.8).
Une seconde définition présente la coordination comme un processus cogni-
tif nouveau, permettant de nouveaux résultats idéalement supra-linéaire (i.e. avec
un gain supérieur à la simple agglomération de systèmes mono-robot). Les no-
tions de coopération et de compétition donnent lieu à des évaluations divergentes.
Afin de pouvoir utiliser des indicateurs divergents, [36] considère un angle de vue
par indicateur et définit la notion de relations hiérarchiques pour chaque angle de
vue du problème. La coordination est ainsi substituée à la notion de communica-
tion, qui est utilisée comme un comportement rationnel dans les environnements
multi-robots (la coordination est présentée en détails dans la section 1.5 et la com-
munication dans la section 1.6).
18. La RoboCup regroupe un ensemble de catégories, dont les plus populaires sont les com-
pétitions de robots footballeurs. Les catégories sont divisées en trois grands groupes, qui sont les
robots footballeurs, les robots sauveteurs et les robots à domicile. Une catégorie accessible aux
enfants regroupe également les thèmes de ces groupes. Pour chacun des groupes, simulation et
plateformes réelles donnent lieu à différentes sous parties, dont les robots footballeurs sont une
des plus populaires.
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1.4 Problèmes inhérents
Si plusieurs demandes visant la même ressource apparaissent simultanément,
il se produit un conflit de ressources. Ce problème a été étudié sous de nombreuses
formes : un cas bien connu de problème de ce type est le problème de l’exclusion
mutuelle [33] des systèmes de calculs distribués ou des réseaux multi-accès, où
seulement une seule ressource est disponible à chaque instant. Dans le cas des ro-
bots mobiles, la notion de conflit de ressources apparaît lorsque plusieurs robots
ont besoin de partager un même espace, de manipuler un même objet ou d’utili-
ser un même support de communication. Pour résoudre ce problème, les robots
doivent se coordonner. La coordination peut être réfléchie à l’aide d’un plan (dont
les deux niveaux conceptuels courants sont la planification des tâches 19 et la pla-
nification de mouvements 20).
Les problèmes de partage de média de communication sont souvent associés
à des limitations de bande passante. Ye et al. [139] ont présenté une méthode
pour évaluer les stratégies de contrôle et de communication pour un groupe des
robots dans les réseaux sans fil. Ils prennent en compte la largeur du canal de
communication et comparent deux conceptions de contrôleurs dans la communi-
cation établie et comparent des modèles de propagation des ondes radio. Rybski
et al. [103] ont décrit une architecture de contrôle de logicielle distribuée conçue
pour le contrôle de plusieurs robots sur un canal de communication à faible bande
passante. Cette étude décrit le cas d’un groupe de robots miniatures disposant
d’une très faible capacité de fréquence radio. Les contraintes dimensionnelles de
ces robots limitent la capacité de fréquence radio mais également la quantité de
puissance de calcul possible, les forçant ainsi à s’appuyer sur des processus de dé-
cision déportés sur d’autres ressources de calculs distantes plus puissantes. Ainsi,
toutes les données des capteurs sont diffusées vers un ordinateur distant ou vers
un robot plus grand (i.e. plus puissant) et les commandes des actionneurs sont
relayées vers les robots miniatures. Le fonctionnement de ces robots est complè-
tement dépendant des canaux de communication radio qu’ils emploient. Mais les
canaux de communication n’étant pas toujours partagés, il devient nécessaire de
la part des robots d’obtenir un accès exclusif à ces canaux de communication. En
outre, ils ont présenté des résultats expérimentaux sur une tâche de surveillance
dans laquelle plusieurs robots patrouillent sur une zone. L’étude constate que le
mouvement et la bande passante limitée affecte les performances du système dans
l’accomplissement de la tâche. Une analyse de la dépendance entre largeur de la
bande passante et nombre de robots impliqués est également présentée dans leurs
travaux.
19. Pour une pensée de haut niveau, très abstraite, par action.
20. Pour une pensée de bas niveau, très concrète, proche des consignes de commandes à appli-
quer à chaque actionneur sur chaque robot.
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La question de l’identification des sous-buts et de leur répartition dans un
système multi-robots est équivalente au problème du type boîte-poussant multi-
robots, dans lequel les robots partagent des tâches de manipulation. Mataric´ et
al. [80] ont étudié le problème de la coopération dans le contexte du type boîte-
poussant avec deux robots autonomes à six pattes 21. Chaque robot communique
avec les autres robots afin de coordonner la livraison de chaque boîte. Kube et Bo-
nabeau [68] ont présenté des observations empiriques de transport coopératif chez
les fourmis et décrivent une étude de cas des problèmes du type boîte-poussant par
un essaim de robots. Gerkey et Mataric´ [42] ont proposé un système de répartition
des tâches basé sur la notion d’enchères appelé MURDOCH qui est proposé pour
la résolution de problème du type boîte-poussant. Ce système est capable de ré-
partir et de coordonner les tâches de manipulation avec une tolérance aux fautes.
Les résultats montrent une coopération étroitement couplée avec le nombre de ro-
bots. Miyata et al. [83] ont proposé une méthode d’affectation des tâches pour le
transport coopératif multi-robots dans un environnement inconnu statique. Cette
méthode divise les actions de chaque robot en petites unités à réaliser et affecte des
tâches en examinant si le nombre de robots disponibles coïncide avec la tâche à
réaliser. Cette méthode observe également la distribution des tâches dans le temps
et dans l’espace, afin de minimiser les conflits. Cette observation présuppose des
cas de répartition dans le temps et dans l’espace. Wang et al. [124] ont étudié le
problème du transport multi-robots en présentant un algorithme de test rapide de
clôture d’objet 22.
Le problème du partage de l’espace a été étudié principalement dans les pro-
blèmes de planification de mouvements multi-robots et dans les problèmes d’évi-
tement de collision, de congestion et d’interblocage. Jäger et Nebel [60] ont décrit
une méthode décentralisée pour coordonner des trajectoires indépendantes, en im-
pliquant plusieurs robots mobiles tout en évitant les collisions entre eux et tout en
évitant l’apparition d’impasses dans les chemins des robots (les impasses ayant
pour conséquence l’implication possible de points de rebroussement dans les che-
mins des robots, l’implication possible de chemins communs entre plusieurs ro-
bots et l’implication possible de points de croisements entre plusieurs robots).
L’idée présentée dans leurs travaux est la suivante : chaque fois que la distance
21. Les robots à six pattes sont des hexapodes. Ces robots sont plus stables que les robots
bipèdes du fait qu’ils soient statiquement stables dans la plupart des positions. De ce fait, ils
ne dépendent pas de contrôleurs temps-réel pour rester debout ou pour marcher à petite allure.
Il a été démontré qu’à grande vitesse de déplacement, les insectes sont dépendants de facteurs
dynamiques. Dans l’absolu, il n’y a pas de frontières à la complexité de la morphologie d’une
patte. En pratique, les pattes sont construites selon un modèle insecte avec deux à six degrés de
liberté (créant ainsi de 12 à 36 degrés de libertés).
22. La clôture d’objet indique l’existence d’un chemin partant de la configuration actuelle per-
mettant la saisie d’un objet fixé. Pour un objet fixé, elle définit la distance à partir de laquelle toute
configuration admet un chemin se rapprochant de cet objet et permettant de s’en saisir.
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entre deux robots est inférieure à une valeur fixée, chaque robot transmet les infor-
mations concernant sa trajectoire planifiée et évalue les collisions possibles. Si une
collision possible est détectée, alors ils surveillent leurs mouvements et insèrent
si nécessaire des temps d’inactivité entre des portions de leurs trajectoires afin
d’éviter ces collisions. Chaque fois qu’une impasse est détectée, les planificateurs
locaux de chacun des robots impliqués génèrent successivement une trajectoire
alternative jusqu’à ce que l’impasse disparaisse. Luo et al. [74] ont proposé une
approche de réseau de neurones pour la planification de trajectoire multi-robots.
Dédiés à des tâches de nettoyage, les trajectoires des robots sont générées en temps
réel en utilisant un réseau de neurones. Marcolino et Chaimowicz [76] ont proposé
un algorithme de coordination décentralisé pour contrôler le trafic d’un essaim de
robots, en évitant les situations de congestion lorsque les grands groupes de robots
se déplacent en sens opposé. L’algorithme proposé permet aux robots de perce-
voir la possibilité d’une collision et d’avertir leurs coéquipiers grâce à des com-
munications locales. Les groupes concernés modifient ainsi leur trajectoire pour
éviter les congestions. Ils ont également proposé un algorithme de coordination
[77] pour le contrôle de trafic quand les robots ont pour objectif local d’atteindre
une même cible. Dans cette solution, les robots contrôlent leurs actions en uti-
lisant une machine à états finis probabiliste, en comptant sur les mécanismes de
détection de collision et de communication locale pour la coordination. Luna et
Bekris [73] ont proposé un algorithme de planification de trajectoire multi-robots
dans un graphe topologique comportant à chaque instant au moins deux sommets
non alloués. L’algorithme proposé utilise deux primitives : l’une nommée “push”,
dans laquelle un robot se déplace vers son objectif jusqu’à ce qu’aucun progrès ne
puisse être fait et l’autre nommée “swap”, qui permet à deux robots d’échanger
leurs positions, sans altérer la position de tout autre robot.
Le problème du partage de l’espace est un problème important en planification
de mouvements. Ce problème apparaît quand plusieurs robots se déplacent vers
un même point de passage de l’espace de travail, provoquant ainsi une congestion
et par la même une collision de l’espace et un éventuel interblocage, qui peuvent
compromettre les performances globales du système. Ce problème fait apparaître
une pause, un état dans lequel tout ou partie du système (i.e. un ou plusieurs ro-
bots) arrête par exclusion des points de passage en exclusion mutuelle. Cet état
de pause ou d’attente est appelé situation d’attente. Il s’agit selon les cas, d’at-
tendre le passage d’un autre robot et dans l’hypothèse d’une congestion excessive,
d’attendre une nouvelle planification complète de l’ensemble des trajectoires des
robots du système. Dans nos travaux, nous nous concentrons sur l’atténuation pos-
sible des apparitions de situation d’attente. Nous présentons dans la section 3.3
une approche d’échantillonnage itérative associée à une carte de type grille d’oc-
cupation permettant de construire une carte topologique pour l’ensemble des ro-
bots [133]. Nous présentons également dans la section 3.4 une seconde approche
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utilisant une feuille de route probabiliste basé sur un échantillonnage adaptatif
croisé (i.e. ACS-PRM) [135].
1.5 Coordination : statique vs dynamique
La coordination est une tâche essentielle dans les systèmes multi-robots. La
performance globale du système est directement influencée par la qualité de la
coordination et la qualité du contrôle de l’exécution de chaque mouvement de
chaque robot impliqué. Cette coordination peut être statique ou dynamique. La
coordination statique (également connue son le nom de coordination délibérative
[59], ou coordination hors-ligne [121]), se réfère à l’adoption d’une convention
entre plusieurs robots avant de s’engager dans une tâche. Dans [64], certaines
règles comme “garder la droite”, “s’arrêter aux intersections” et “garder suffisam-
ment d’espace devant soi” sont utilisées pour résoudre les problèmes de contrôle
de trafic. La coordination dynamique (également connue sous le nom de coordi-
nation réactive [59], ou coordination en ligne [121]) est faite lors de l’exécution
d’une tâche et basée sur l’analyse et sur la synthèse de l’information. Les informa-
tions sont obtenues par des moyens de communication inter-robots. La méthode
statique permet de gérer des tâches complexes, mais son contrôle en temps réel est
faible. La méthode dynamique favorise la possibilité de réponses en temps réel,
mais elle permet de traiter des taches plus simples. La combinaison des deux ap-
proches basées sur les caractéristiques spécifiques de la tâche à accomplir permet
de conserver le bénéfice des deux approches.
La coordination dynamique peut également être divisée en deux catégories :
la coordination explicite et la coordination implicite. Gerkey et Mataric´ [44] ont
défini :
– La coordination explicite comme l’ensemble des techniques employant une
communication intentionnelle et des méthodes de collaboration très sem-
blables à celles employées dans les systèmes multi-agents. Une coordina-
tion explicite est naturellement plus adaptée aux robots sophistiqués.
– La coordination implicite comme l’ensemble des techniques employant la
dynamique possible au travers de l’interaction entre les robots et l’environ-
nement afin d’atteindre la performance collective souhaitée. Une coordina-
tion implicite permet souvent l’émergence de comportements.
La coordination explicite correspond à l’utilisation d’une communication ex-
plicite, qui résulte elle-même d’un comportement actif d’un ou plusieurs robots.
La coordination implicite correspond à l’utilisation d’une communication impli-
cite, nécessitant des robots percevant d’autres robots et proposant ainsi des actions
à ces autres robots. En fusionnant les informations explicites et implicites raison-
nablement, la notion de système mixte apparaît. Les communications explicites et
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implicites sont présentées en détails dans la section 1.6.
1.6 Communication : explicite vs implicite
La communication, comme moyen de coordination, apparaît souvent comme
un comportement rationnel dans les environnements multi-robots. Dans les faits,
la communication est un mode d’interaction entre les robots. Par cette interac-
tion, les robots peuvent d’une part partager les informations de position, l’état
de l’environnement et les données des capteurs avec les autres dans le système.
D’autre part, chaque robot peut individuellement obtenir des informations sur les
intentions, les objectifs et les actions de chacun des autres robots.
Cao et al. [22] ont classé la structure de communication en trois types selon le
mode d’interaction, qui comprend : l’interaction via l’environnement, l’interaction
via les perceptions et l’interaction via la communication (explicite). Farinelli et al.
[36] ont distingué deux types de communication en fonction des modes d’échange
entre les robots, qui comprend : la communication directe et indirecte.
La communication explicite se réfère à la nature et aux procédures suivies pour
la réalisation des échanges d’informations entre les robots. Ces échanges sont di-
rects : ils sont faits de robot à robot sans passer par un tiers. Ce mode exige souvent
un module de communication sur une carte dédiée. Les communications sont des
requêtes unicast ou broadcast correspondant à des messages intentionnels. Balch
et Arkin [10] ont présenté une stratégie de contrôle de formation basée sur le com-
portement pour les équipes multi-robots. Afin de communiquer à l’unité au centre
de la formation, chaque robot communique sa position à l’autre via un réseau sans
fil. Gerkey et Mataric´ [41] ont présenté un framework général pour la communica-
tion inter-robot et l’allocation dynamique de tâches pour les équipes de robots mo-
biles coopératifs. Klavins [66] a introduit une notion de complexité de communi-
cation comme moyen d’étude de l’extensibilité des algorithmes multi-robots. Ces
travaux proposent de quantifier les besoins de coordination nécessaires. Madhavan
et al. [75] ont décrit un algorithme basé sur le filtre de Kalman étendu ou Extended
Kalman Filter (EKF) en anglais pour la localisation d’une équipe de robots à tra-
vers un réseau local sans fil. Nett et Schemmer [85] ont présenté une architecture
basée sur la communication sans fil pour programmer l’intersection de deux che-
mins en temps réel. Ces travaux permettent à un ensemble de robots mobiles de
traverser une intersection en minimisant le temps d’exécution et en évitant toute
collision. Wang et al. [125] ont présenté un schéma de communication sans fil de
robot en mode ad-hoc pour un grand système composé de plusieurs ensembles de
robots mobiles permettant ainsi d’échanger des informations entre ces ensembles.
Pimentel et Campos [93] ont développé un algorithme permettant à un groupe
de robots coopérants d’établir et de maintenir un réseau sans fil en mode ad-hoc
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pour échanger des données liées à une tâche. Rekleitis et al. [98] ont examiné
le problème de planification de trajectoire multi-robots en définissant la notion
de couverture multi-robots avec une communication limitée. Dans leurs travaux,
les robots impliqués fonctionnent sous la restriction que la communication entre
deux robots est disponible seulement quand les deux robots considérés sont dans
leur ligne de mire respective. Berna-Koes et al. [15] ont proposé l’utilisation de la
langage de communication d’agent ou Agent Communication Language (ACL) en
anglais et ont décrit une architecture à deux niveaux de communication. Rooker
et Birk [100] ont présenté une approche pour l’exploration multi-robots prenant
en compte les contraintes des réseaux sans fil. Bicchi et al. [16] ont proposé une
plate-forme pour le contrôle décentralisé du trafic multi-robots avec des commu-
nications sécurisées entre les véhicules en utilisant des clés cryptographiques. Ces
travaux permettent également de recomposer les politiques de contrôle de trafic
au fil de l’exécution. Bayram et Bozma [13] ont présenté une approche de navi-
gation dynamique pour les robots communiquants via un modèle d’interactions
bidirectionnel entre le réseau (établis par communication entre robots) et les états
continus du système multi-robots.
La communication implicite se réfère au mode selon lequel un robot reçoit des
informations d’autres robots au travers de l’environnement. Ce mode est réalisé
en intégrant différents types de capteurs. Il peut faire usage de la notion d’auto-
organisation et se divise en deux catégories : la communication implicite active
(en accord avec l’interaction via l’environnement) et la communication implicite
passive (en fonction des possibilités d’interaction via les perceptions).
La communication implicite active désigne les cas dans lesquels les robots
communiquent en recueillant des informations laissées par d’autres robots dans
l’environnement. L’utilisation de cette forme de communication est liée au do-
maine de la biomimétique [9]. La communication implicite passive désigne les cas
dans lesquels la perception des changements de l’environnement correspondent à
une communication entre les robots. Les perceptions sont propres à chaque robot.
Chaque robot calcule les informations de contexte (par exemple, la position et
l’attitude) des autres robots et son raisonnement est basé sur les données perçues.
Pagello et al. [88] ont présenté une approche de coordination pour une équipe
de robots footballeurs au travers d’une communication implicite. La coopération
entre robots est réalisée par observation des comportements des autres robots.
Stulp et al. [116] ont présenté un modèle d’évaluation de la coordination implicite
pour la coordination de robots footballeurs. Yamada et Saito [131] ont décrit une
méthode de sélection d’action adaptative sans communication explicite pour la ré-
solution des problèmes du type boîte-poussant multi-robots dynamique. Pereira et
al. [92] ont étudié le problème de la coordination multi-robots dans une tâche de
transport de ressources en utilisant uniquement l’information de capteurs locaux.
Hollinger et al. [57] ont présenté un algorithme d’approximation en utilisant une
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coordination implicite, cherchant à résoudre le problème de la planification de
trajectoire multi-robots dans des environnements intérieurs connus.
L’utilisation d’une communication explicite permet de garantir l’exactitude
des informations échangées entre les robots. Toutefois, la charge de communica-
tion augmentant avec le nombre de robots impliqués, la saturation des communi-
cations peut conduire à une diminution des performances et dans un cas extrême,
à l’échec de l’ensemble du système. En utilisant une communication implicite,
les informations obtenues par chaque robot sont peu fiables mais la stabilité, la
fiabilité et la tolérance aux pannes sont renforcées. L’utilisation conjointe de ces
deux méthodes permet un enrichissement mutuel des deux approches et produit
une méthode mixte très robuste aux pannes.
1.7 Planification
Le principe de prévoir une séquence d’actions permettant d’atteindre un objec-
tif est appelé planification [102]. D’un point de vue opérationnel, il s’agit d’exécu-
ter ce plan définissant une succession d’actions pour atteindre l’objectif recherché.
Dans un système multi-robots, la planification est utilisée pour coordonner des ro-
bots leur permettant ainsi d’accomplir une mission. Dans le cadre des systèmes
multi-robots, la planification optimale est un problème NP-difficile [32]. Le défi
consiste alors à réaliser une planification suffisamment souple pour produire de
bonnes solutions, même dans un contexte de suivi d’exécution difficile. La pla-
nification multi-robots se divise en deux sous-problèmes (correspondant à deux
niveaux de considération du problème) : la planification des tâches et la plani-
fication de mouvements. La planification de tâches est conçue pour résoudre le
problème de l’affectation de chaque robot à une éventuelle tâche, qui implique
la décomposition du problème en tâches, le séquençage et la répartition de ces
tâches. La planification de mouvements est conçue pour répondre à une problé-
matique de génération de chemin pour chaque robot. Les notion de géométrie et
d’espace de travail apparaissent avec la notion de mouvements et il s’agit alors
pour chaque robot, de prendre en compte le chemin des autres robots afin d’éviter
les collisions, les possibles situations de congestion et les possibles interblocages.
L’incertitude est une caractéristique importante des problèmes en robotique.
Elle découle de l’observabilité partielle de l’environnement et d’une éventuelle
modélisation stochastique du résultat des actions de chaque robot [102]. L’omni-
présence de l’incertitude rend difficile l’analyse comparative des résultats de deux
projets distincts. A l’inverse, la modélisation de robots mobiles sans incertitude
facilite la comparaison entre les différentes approches.
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1.7.1 Planification de tâches
La planification de tâches multi-robots comprend deux principaux problèmes :
la décomposition en tâches et la répartition de ces tâches vers un ensemble de
robots. Les résultats de la répartition des tâches sont directement dépendants de la
première étape de décomposition.
La décomposition en tâches multi-robots se réfère à la décomposition de la
globalité de la mission ou à la décomposition d’une tâche de cette mission. Cette
mission ou cette tâche est décomposée en plusieurs sous-tâches simples qui peuvent
être réalisées indépendamment par un ou plusieurs robots, selon la caractéristique
de la mission, l’exigence recherchée et la répartition des ressources de la mission
[24]. Stone et Veloso [114] ont réalisé une collaboration entre agents par introduc-
tion de formation qui décompose l’espace de travail des rôles possibles. L’espace
de travail est composé d’un ensemble de rôles. A chaque rôle, il correspond à un
comportement. Botelho et Alami [17] ont présenté un système décentralisé des-
tiné à décrire et à effectuer une planification de tâches, une décomposition et une
répartition des tâches dans les environnements multi-robots. Ce système décen-
tralisé est appelé protocole M+. Ces travaux ont été développé à partir d’un projet
européen appelé MARTHA [4]. Zlot et Stentz [141] ont concentré leurs travaux
sur les tâches complexes pouvant être décomposées en plusieurs sous-tâches liées
entre elles. Ils ont étudié le problème de la décomposition en tâches en générali-
sant les tâches à des arbres de tâches au sein d’un marché d’échange pair-à-pair.
Tang et Parker [118] ont considéré que, dans les approches classiques de l’équipe
de travail multi-robots, la décomposition de la tâche d’équipe en sous-tâches est
définie par un concepteur humain à l’avance. Leurs travaux décrivent une métho-
dologie pour synthétiser automatiquement des solutions à partir d’un ensemble
hétérogène de tâches avec des équipes multi-robots.
La répartition des tâches dans un système multi-robots est considérée comme
une instance du problème d’affectation optimale ou Optimal Assignment Problem
(PAO) en anglais [43]. Dans sa formulation classique, il est présenté comme suit :
Un nombre arbitraire d’agents est disponible pour exécuter un
nombre arbitraire de tâches. Chacun de ces agents peut être affecté
à une tâche, en encourant un coût variant en fonction de l’affectation
agent-tâche. Il est nécessaire pour effectuer toutes les tâches d’assi-
gner au moins un agent à chaque tâche. L’objectif est de minimiser le
coût total, résultant de la somme des coûts de chaque affectation.
Dans les problèmes connexes à la question de la répartition de tâches, les dy-
namiques de groupe ont un effet significatif sur le résultat final et la complexité
de ces problèmes est NP-difficile [45, 31]. La répartition de tâches dans les sys-
tèmes multi-robots consiste en l’attribution de tâches à un ensemble de robots
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afin de maximiser un critère prédéfini. Le problème la répartion devient ainsi un
problème de décision dynamique variant dans le temps. Ainsi la méthode d’attri-
bution statique des tâches aux robots n’est plus applicable telle que. Une solution
alternative consiste à résoudre itérativement le problème d’affectation statique par
une résolution successive des questions d’attribution.
Gerkey et Mataric´ [43, 45] ont donné une analyse formelle et une taxonomie
indépendante du domaine des problèmes de répartition des tâches multi-robots,
dans laquelle l’ensemble des problèmes sont classés en sept catégories selon la
capacité de chaque robot à effectuer les différentes tâches, selon le nombre de ro-
bots nécessaires à la réalisation d’une tâche et selon la méthode d’attribution des
tâches. Ils ont également analysé et comparé différentes architectures d’affectation
par itération : ALLIANCE [90], BLE [127], M+ [17] et des architectures d’affec-
tation enligne : MURDOCH [42], enchères au premier prix [113] et attribution de
rôle dynamique [23].
Le protocole de réseau contractuel ou Contract Net Protocol (CNP) en an-
glais a été développé par Smith [110]. Il vise à atteindre l’attribution des tâches
via un contrôle distribué réalisé par un processus de négociation dans un système
multi-agents. Aujourd’hui, la plupart des méthodes de résolution des problèmes
de la répartition des tâches sont basées sur le modèle CNP. Botelho et Alami [17]
ont présenté le système M+. C’est un système multi-robots pour la coopération
permettant une répartition des tâches par négociation. Ce système est la première
approche basée sur le protocole CNP proposée pour le problème de répartition
des tâches. Stentz et Dias [113] ont présenté les idées de l’architecture du mar-
ché libre pour la coordination d’un groupe de robots afin d’atteindre un objectif
donné. Cette architecture définit des fonctions de coût et des fonctions de revenu
au travers des plans possibles pour l’exécution d’une tâche spécifiée. Une tâche
est accomplie par division en sous-tâches. Cette solution permet aux robots de
soumettre des requêtes et de négocier avec les autres robots pour décider de l’af-
fectation de ces sous-tâches. Le système évolue parallèlement aux actions des
robots en coopération ou en concurrence les uns avec les autres. Les actions des
robots sont réalisées dans leurs propres intérêts et dans l’intérêt de chaque cercle
de négociation. Zlot et al. [142] ont appliqué ces idées au problème de carto-
graphie et d’exploration multi-robots. Leurs travaux emprunte l’architecture du
marché et cherche à maximiser des bénéfices tout en minimisant les coûts, visant
ainsi à maximiser une fonction d’utilité. La notion de bénéfice est créée par appa-
rition de l’information obtenue par la visite d’un point objectif. Un coût est défini
par une fonction de distance estimant la valeur à parcourir pour atteindre l’objec-
tif (en utilisant l’algorithme D*). L’utilité est la différence entre le bénéfice et le
coût. Il est intéressant de souligner que l’architecture de coordination basée sur le
marché a été appliqué à un scénario d’exploration de la planète Mars [47] (com-
biné avec algorithme D* pour la planification de mouvements de robot). Gerkey
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et Mataric´ [42] ont présenté la première architecture d’affectation enligne appe-
lée MURDOCH. Cette approche utilise une enchère au premier prix à attribuer
chaque tâche. Le mécanisme utilise une vente aux enchères, composée de cinq
étapes : l’annonce des tâches, l’évaluation métrique, le dépôt des soumissions,
la fermeture des enchères et le suivi des progrès/renouvellements de contrat. Le
système MURDOCH a été testé sur deux types de problèmes : le premier est com-
posé de tâches faiblement couplées à long terme et le second est une instance des
problèmes du type boîte-poussant composé de tâches étroitement couplées à court
terme. Les principales différences entre cette approche basée sur l’enchère et l’ap-
proche basée sur le marché sont les suivantes : 1) l’approche basée sur l’enchère
utilise une soumission basée sur un coût estimé, tandis que l’approche basée sur le
marché prend en compte à la fois un coût et un bénéfice ; 2) l’approche basée sur
l’enchère ne permet pas la réaffectation des tâches, tandis que l’approche basée
sur le marché permet une réaffectation ultérieure.
Dahl et al. [31] ont présenté un algorithme pour la répartition des tâches dans
des groupes de robots homogènes, basé sur l’utilisation des chaînes de vacance
avec une stratégie de répartition des ressources communes. Dans la structure so-
ciale définie par les chaînes de vacance, une notion de récompense permet de
distribuer les tâches entre les robots. Cette approche est inspirée des relations ob-
servées dans les sociétés humaines et animales. Cet algorithme utilise une sélec-
tion de tâches (la sélection utilisée est dite locale, dans la mesure ou elle est valide
pour un ensemble de robots pouvant être un sous ensemble des robots du système),
avec un apprentissage par renforcement pour l’estimation de l’utilité des tâches.
Hanna [53] a proposé une approche permettant aux robots de prendre en compte
l’incertitude de l’exécution des tâches. Leurs travaux décomposent le problème
de répartition des tâches en deux étapes : dans la première étape, chaque robot sé-
lectionne ses propres tâches sur une estimation du bénéfice attendu en utilisant un
processus de décision markovien ou Markov Decision Process (MDP) en anglais ;
dans la deuxième étape, un mécanisme basé sur la notion d’enchère est appliqué.
Michael et al. [81] ont proposé un algorithme de coordination distribué basé sur la
notion de marché dans lequel les agents sont capables de soumettre des requêtes
d’attribution de tâches avec l’hypothèse que les agents ont une connaissance de
toutes les tâches en cours d’enchère, tout en connaissant le nombre maximum
d’agents pouvant être affecté à chaque tâche. Chaque enchère est effectuée parmi
les groupes voisins des agents et ne nécessite qu’une communication locale. L’al-
gorithme proposé est utilisé pour résoudre le problème du contrôle de formation
des systèmes multi-robots. Shiroma et Campos [109] ont proposé un framework
appelé CoMutaR, conçu pour régler à la fois les problèmes de répartition de tâches
et les problèmes de coordination dans les systèmes multi-robots. Ce framework
permet à un seul robot d’effectuer plusieurs tâches simultanément en vérifiant
les informations liées aux tâches simultanément à leur mise en œuvre. Ce frame-
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TABLE 1.1 – Comparaison entre trois méthodes de répartition de tâches
Approche Approche Approche
basée sur basée sur basée sur
le marché l’enchère l’échange
Modèle de négociation publier/ publier/ demander/
(communication) souscrire souscrire répartir
Capacité de répartition une seule une seule plusieurs
des tâches par itération tâche tâche tâches
Détermination de volontaire volontaire négociation
rôle des robots
Algorithme de algorithme algorithme algorithme
répartition des tâches glouton glouton glouton
Considération d’utilité coût et bénéfice coût coût
Réaffectation de tâche autorisée non autorisée autorisée




Complexité de calcul O(n) O(n) O(n)
work a été testé et évalué en simulation dans des problèmes de transport d’objets,
de surveillance de zone et du type boîte-poussant multi-robots. Wawerla et Vau-
ghan [126] ont présenté deux stratégies d’allocation de tâches pour un système
de transport multi-robots. L’une est basée sur un planificateur centralisé, utilisant
les connaissances spécifiques du domaine du problème, pour trouver des solutions
d’affectation en temps linéaire en fonction du nombre de tâches. La seconde stra-
tégie permet aux robots de prendre des décisions individuelles d’attribution des
tâches en utilisant une information locale obtenue par une communication mini-
maliste (à une seule valeur). Nous avons développé une approche décentralisée,
légère et robuste, basée sur des règles commerciales pour le problème d’explo-
ration multi-robots coordonnée [134]. Cette approche est conçue pour simuler la
relation entre acheteurs et vendeurs dans un système d’affaires commerciales, à
réaliser une répartition dynamique de tâches en utilisant un mécanisme d’offre
non sollicitée. Une comparaison entre l’approche basée sur le marché, l’approche
basée sur l’enchère et notre approche basée sur l’échange est présentée dans le
tableau 1.1.
La répartition des tâches pour les systèmes hétérogènes et homogènes est dif-
férente. Dans les systèmes hétérogènes, la répartition des tâches est déterminée
par les capacités individuelles des robots. Parker [91] a introduit le concept de
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couverture de tâches, qui mesure la capacité d’un membre d’une équipe à réali-
ser une tâche donnée. Cette notion de couverture peut être utilisée comme indice
d’organisation d’une équipe de robots pour effectuer une mission à partir d’une
réserve disponible de robots hétérogènes. La couverture de tâches atteint une va-
leur maximale dans les équipes homogènes et diminue à mesure que les équipes
deviennent plus hétérogènes. Dans les systèmes homogènes, les agents ont be-
soin de se différencier dans les rôles auxquels ils aspirent, par symétrie à leur
homogénéité au regard des interactions possibles entre les robots [134]. Dans le
cas simple d’un travail en binôme, il sera naturel de penser à un acteur avec un
assistant. Dans [133, 134], une mission d’exploration de régions inconnues est
décomposée en plusieurs sous-tâches pouvant être identifiées par la construction
d’une grille contenant des informations topologiques. Des variations apparaissent
dans les résultats en fonction des politiques d’assignation choisies au début de
chaque mission.
1.7.2 Planification de mouvements
Le problème de la planification de mouvements correspond à la question de la
génération d’un série de mouvements continus d’une configuration initiale à une
configuration finale dans l’espace des configurations 23 (i.e. l’espace des états du
robot défini par l’emplacement, l’orientation et les angles des articulations [102]),
tout en évitant les collisions avec les obstacles. Le mouvement est représenté
comme un trajet dans l’espace de configuration. La planification de mouvements
est éminemment nécessaire pour un robot mobile, puisque par définition, un robot
accomplit des tâches en se déplaçant dans le monde réel [71].
La planification de mouvements multi-robots tient compte non seulement des
obstacles (statiques ou dynamiques) de l’environnement, mais aussi des interfé-
rences possibles entre les robots. Répartis en équipe et destinés à effectuer des
tâches indépendantes dans un espace de travail partagé, les robots deviennent mu-
tuellement des obstacles mobiles pour chacun. Ainsi, chaque robot doit prendre en
compte le mouvement des autres robots pour mener à bien sa mission. Un exemple
bien étudié est le problème du partage de l’espace multi-robots (cf. section 1.4).
Par conséquent, les environnements multi-robots sont des environnements dyna-
23. En robotique, une configuration est une position accessible par un effecteur du robot. Un
ensemble d’effecteurs donnera un ensemble de positions, toujours appelé configuration. Dans la
pratique, il est possible d’associer nombre d’effecteurs et dimension de l’espace des configura-
tions. Pour les robots non-redondants, le nombre d’effecteurs définit le nombre de degré de liberté
et définit donc la dimension de l’espace des configurations. Pour les robots redondants, le nombre
d’effecteurs est supérieur à la dimension de l’espace des configurations. Dans le cas de robots
déformables, la correspondance bidirectionnelle entre encombrement dans l’espace physique et
position dans l’espace des configurations est perdue.
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miques dans lesquels la planification de mouvements est intrinsèquement difficile.
Même pour un cas simple à deux dimensions (les robots évoluant selon deux co-
ordonnées x et y dans le plan), le problème de planification de mouvements est
NP-difficile et n’est pas résoluble en temps polynomial [52].
Les principales approches de planification de mouvements sont une extension
de travaux précédents obtenus dans le cas des systèmes mono-robot. Bennewitz
et al. [14] ont présenté une approche basée sur l’algorithme de planification de
chemin A* [54], optimisant les priorités pour la méthode planification de che-
min par découplage des sous-tâches et par définition d’une valeur de priorité à
chaque sous-tâche, pour des groupes de robots mobiles. L’approche proposée est
une méthode aléatoire qui redéfinit iterativement l’organisation des robots pour
trouver une séquence correspondant au plan minimisant les longueurs de l’en-
semble des chemins à parcourir pour l’ensemble des robots. Guo et Parker [52]
ont proposé une approche basée sur l’algorithme de planification de chemin D*
[112]. Cette approche contient deux modules : planification de chemin et planifi-
cation en vitesse. Chaque robot planifie son propre chemin indépendamment (i.e
le système contient donc N modules de planification de chemin pour N robots),
puis un diagramme de coordination est construit sur la base des possibles situa-
tions de collision entre tous les chemins de robots (i.e. le module de planification
en vitesse permet de varier la vitesse de chaque robot à proximité de chaque situa-
tion de collision afin de supprimer ces situations). Une approche nommée champ
de potentiel artificiel ou Artificial Potential Field (APF) en anglais est largement
utilisée pour le contrôle de formation des systèmes multi-robots, lié au problème
de planification de mouvements. Tanner et Kumar [119] ont présenté une stratégie
à convergence asymptotique quasi globale pour des ensembles de robots dans des
formations choisies.
Dans le cadre des méthodes de décomposition de l’espace des configurations,
deux grandes familles d’approches sont connues sous le nom de décomposition
en cellules et de squelettisation. Elles contribuent toutes les deux à réduire un pro-
blème de planification de mouvements continus dans un espace en un problème
de recherche de graphe, par discrètisation et identification d’états canoniques et
de chemins dans l’espace libre [102]. Ces méthodes placent les problèmes de pla-
nification dans des espaces géométriques discrets. Par association d’une valeur
de surface à chaque cellule, la méthode de décomposition en cellules permet un
calcul de couverture et permet ainsi l’obtention d’une fonction d’évaluation d’une
action dans sa contribution à une mission globale dans son ensemble. Pour une
mission composée de plusieurs actions, cette notion permet ainsi de mesurer la
contribution de chaque action à l’ensemble de la mission. Hazon et al. [56] ont
présenté un algorithme ORMSTC (Online Robust Multi-Robot Spanning Tree Co-
verage en anglais), basé sur une décomposition approximative en cellules permet-
tant de modéliser un environnement inconnu. L’algorithme s’exécute enligne, est
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présenté comme robuste et complet. Les robots n’ont pas de connaissance a priori
de leur zone de travail. Les robots continuent à se déplacer tant que la couverture
complète n’est pas atteinte.
Une méthode classique de squelettisation, le diagramme de Voronoï, est cou-
ramment employée en robotique dans la résolution des problèmes d’exploration.
Wurm et al. [130] ont présenté une stratégie pour la coordination d’une équipe
de robots explorateurs, utilisant le diagramme de Voronoï pour segmenter la carte
de l’environnement en un squelette permettant de définir des chemins. Une stra-
tégie est utilisée pour définir des points clés [120]. Ces points clés sont utilisés
comme objectifs à assigner à l’ensemble des robots pour réaliser l’exploration de
l’environnement. Les points clés sont ici vus comme des tâches à répartir. Ils sont
les noeuds du diagramme de Voronoï à laquelle la distance à l’obstacle le plus
proche dans le plan. Une alternative aux diagrammes de Voronoï est la feuille
de route probabiliste ou Probabilistic RoadMap (PRM) en anglais [65], qui a été
largement utilisée pour les bras-manipulateurs [106, 104]. En termes d’applica-
tion dans les systèmes de robots mobiles, Švestka et Overmars [117] ont présenté
une approche basée sur l’approche PRM pour la planification de mouvements de
plusieurs robots mobiles non-holonomes de type voiture dans le même espace de
travail. L’espace de travail est ici statique. Les feuilles de route de chaque robot
sont le résultat de composition de feuilles de route sous-jacentes calculées pour
un unique robot dans un espace. Le chemin de chaque robot est calculé par ap-
prentissage probabiliste. Une autre méthode probabiliste est l’exploration rapide
par arbres aléatoires ou Rapidly-exploring Random Tree (RRT) en anglais [72].
Bruce et Veloso [18] ont décrit la méthode ERRT basée sur la méthode RRT pour
les problèmes de planification de mouvements multi-robots. La méthode ERRT
propose un premier mécanisme de cache de points de passage permettant de sto-
cker la connaissance de l’endroit où un plan pourrait à nouveau être utile dans un
avenir proche et un second mécanisme de recherche adaptative pour trouver les
plus courts chemins.
Les approches PRM et RRT sont les principales méthodes de la littérature pour
la planification de mouvements dans des espaces de configurations de grande di-
mension. Ces méthodes trouvent leur intérêt dans leur complexité sub-linéaire en
la dimension des problèmes. Les méthodes de type recherche heuristique incré-
mentale (comme A* et D*) et de type recherche par carte topologique (comme
diagramme de Voronoï), ont un temps d’exécution qui s’accroît exponentielle-
ment avec la dimension de l’espace. Les approches PRM et RRT ont également
l’avantage d’être simple à utiliser, de part la simplicité des composants nécessaires
et de part leur généricité. Les méthodes basées sur un échantillonnage de l’espace
des configuration sont dites à complétude probabiliste 24 et ne peuvent pas dé-
24. Pour un problème donné, ayant au moins une solution dans un espace donné, la probabilité
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terminer si de l’existence d’une solution. Schwager et al. [107] ont introduit un
framework d’optimisation pour le déploiement multi-robots. Ce framework ras-
semble plusieurs stratégies existantes. Il comprend des approches géométrique,
des approches probabilistes et des approches basées sur l’utilisation des champs
de potentiel.
Dans les systèmes multi-robots à communication limitée, la vitesse de cal-
cul et la complexité de l’environnement, impliquent des approches différentes des
problèmes de planification de mouvements. Ces approches concernent des pro-
blématiques relatives aux réseaux de capteurs sans fil ou Wireless Sensor Network
(WSN) en anglais. Clark et al. [29] ont présenté un framework pour la planifica-
tion de mouvements de robots mobiles. Ce framework utilise des réseaux dyna-
miques, dotés des capacités suivantes :
– La capacité de détecter une autre entité, d’établir avec cette dernière une
connexion. L’établissement d’une connexion avec une autre entité permet de
définir la notion de réseau, dans laquelle il sera possible d’ajouter d’autres
entités et ainsi de définir des réseaux locaux.
– La capacité de partager avec une autre entité, son modèle de l’environne-
ment et ses objectifs dans cet environnement. Cette capacité implique la
possibilité de définir un environnement considéré comme commun au mo-
ment du partage. L’information est ensuite considérée comme valide pen-
dant un laps de temps fixé.
– La capacité de définir, à l’aide d’un planificateur centralisé pour un réseau
local, l’ensemble de trajectoires des entités de ce réseau local. La coordina-
tion des trajectoires est réalisée par le planificateur et tout ajout de nouvelle
entité dans le réseau local implique la suppression des trajectoires précé-
dentes et la génération d’un nouvel ensemble de trajectoires.
1.8 Prise de décision : centralisée vs décentralisée
La prise de décision est un processus cognitif aboutissant à la sélection d’un
plan d’actions parmi les scénarios possibles. Chaque processus de décision produit
un choix définitif. Dans le cas des systèmes multi-robots, la prise de décision
guidée par la planification est centralisée ou décentralisée.
Dans des architectures centralisées, un agent de contrôle est responsable des
informations globales concernant l’environnement ainsi que les robots. Cet agent
de contrôle communique avec tous les robots pour leur permettre de partager des
informations. L’avantage de cette architecture centralisée est de fournir une vue
globale du monde dans lequel les robots évoluent et donc de pouvoir produire des
que le planificateur trouve une solution tend vers 1 quand le temps d’exécution tend vers l’infini.
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plans globalement optimaux. Néanmoins, une architecture centralisée possède les
désavantages suivants :
– Elle est efficace pour un petit nombre de robots et devient inefficace pour
un grand nombre de robots.
– Elle est inadaptée aux environnements dynamiques et aux problèmes dans
lesquels apparaissent des défaillances dans les communications.
– Elle produit un système très vulnérable. En cas de dysfonctionnement de
l’agent de contrôle central, il est nécessaire de mettre en place un nouvel
agent de contrôle central. Alternativement, l’échec de la restauration du
contrôle central implique une équipe in-opérationnelle. Dans ce cas, aucune
tâche ne peut plus être accomplie.
De nombreux travaux de la littérature cités dans les sections précédentes ap-
partiennent à cette catégorie de système centralisé [29, 118, 119, 130, 73, 133,
135, 136].
Les architectures décentralisées se divisent en deux catégories : les architec-
tures distribuées et les architectures hiérarchiques. Dans les architectures distri-
buées, il n’existe aucun agent de contrôle central. Tous les robots sont égaux en
matière de contrôle et tous sont individuellement autonomes dans leur processus
de prise de décision. Dans les architectures hiérarchiques, il existe un ou plusieurs
agents de contrôle centraux. Ces agents de contrôle sont locaux à des sous-parties
de l’espace de travail (appelées clusters). Les agents de contrôle sont donc res-
ponsables de l’organisation de chaque cluster et il n’y a qu’un agent de contrôle
par cluster. L’architecture hiérarchique est une architecture hybride, intermédiaire
entre l’architecture centralisée et l’architecture distribuée. Les architectures dé-
centralisées répondent mieux à la problématique des environnements inconnus ou
variables et ont de meilleurs résultats en terme de fiabilité, de flexibilité, d’adap-
tabilité et de robustesse. Néanmoins, les solutions proposées par ce type d’ar-
chitecture sont souvent sous-optimales. Feddema et al. [37] se sont concentrés
sur l’accessibilité d’entrée/sortie, l’observabilité structurelle, la contrôlabilité du
système, ainsi que la stabilité de connexion pour les système de contrôle décen-
tralisés. Ils ont montré comment ces principes sont applicables au contrôle de
formation multi-robots et à la surveillance de périmètre. M+ [17] est un exemple
type de système multi-robots utilisant une architecture distribuée dans laquelle
chaque robot possède sa propre connaissance du monde et peut décider de ses ac-
tions futures en tenant compte de son contexte actuel et de la tâche à accomplir.
Chaque robot connaît ses propres capacités, possède une vue locale du monde au
travers de ses capteurs et une vue des capacités des autres robots au travers d’un
processus de négociation. CEBOT [39] est un exemple type de système multi-
robots utilisant une architecture hiérarchique dans laquelle les cellules (i.e. les
robots) sont physiquement couplés avec d’autres cellules pour former des clus-
ters. Au sein des clusters, des cellules maîtresses sont sélectionnées afin de co-
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ordonner l’exécution des tâches. De nombreux travaux de la littérature cités dans
les sections précédentes appartiennent à cette catégorie de système décentralisé
[90, 14, 60, 131, 142, 42, 101, 123, 16, 76, 134].
1.9 Positionnement de nos travaux
L’objectif de cette thèse est l’étude de la planification de tâches et de la pla-
nification de mouvements pour un ensemble de robots mobiles évoluants dans un
espace commun. L’étude réalisée dans nos travaux est centré sur la réduction des
possibles situations d’attente dans les scénarios d’exécution des missions multi-
robots.
Comme le présente ce chapitre, les problèmes de conflit de ressources appa-
raissent comme pierre angulaire de la coordination multi-robots. Dans le même
temps, ce type de problème apparaît lorsque plusieurs robots évoluent dans un
même espace. Dans une coordination réfléchie comme dans une coordination ré-
active, force est de constater l’apparition de situations d’attente. Ces situations
d’attente, voulues ou non voulues, sont le résultat de manoeuvres d’évitement de
collision, de congestion de l’espace et d’interblocage entre robots.
L’étude des travaux présents dans le domaine montre que ni la décomposition
en sous-tâches, ni les approches de coordination délibérative, ni les approches
de coordination dynamique ne permettent d’éviter ces situations. Les travaux de
coordination implicite ou explicite permettent la gestion des situations d’attente
dans le cadre des architectures centralisées ou décentralisées. Les travaux de la lit-
térature comportent de nombreuses améliorations de localisation, de commande
et d’achèvement des missions dans le cadre de l’utilisation de plusieurs robots.
Il reste que l’insertion de situations d’attente demeure une solution classique des
cas extrêmes de coordination. Nous proposons de minimiser les occurrences de
situation d’attente dans les plans multi-robots dans la proposition de quatre nou-
velles approches de planification dédiées aux systèmes multi-robots : une ap-
proche contrarienne centrée sur les échanges [134], une approche heuristique utili-
sant un modèle empirique des résultats escomptés [136], une approche par échan-
tillonnage dédié à la décision [133] et une approche par échantillonnage adaptatif
[135].
Le chapitre 2 présente nos deux premières contributions concernant la planifi-
cation de tâches [134, 137, 136]. Elles se composent d’une approche contrarienne
et d’une approche heuristique. Les travaux présentés dans l’approche contrarienne
propose une solution robuste aux problèmes d’exploration. Cette solution est com-
posée d’un algorithme de répartition des rôles impliquant des comportements asy-
métriques complémentaires. Les robots identifiés comme vendeurs ou acheteurs
dialoguent pour établir une répartition des tâches de moindre coût. Les travaux
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présentés dans l’approche heuristique propose une solution à temps d’exécution
réduit et basse consommation d’énergie pour des problèmes de transport de mar-
chandises multi-robots. L’approche proposée est guidée par une estimation des
résultats escomptés et minimise le temps total d’exécution des missions.
Le chapitre 3 présente nos deux contributions suivantes concernant la pla-
nification de mouvements [133, 135]. Elles se composent d’une approche par
échantillonnage dédié à la décision et d’une approche par échantillonnage adapta-
tif probabiliste. Les travaux présentés dans notre approche destinée à la décision
regroupent un ensemble de composants existants dans l’état de l’art pour les agré-
ger dans une approche symbiotique intelligente. Ils proposent l’utilisation d’un
échantillonnage réalisé dans un espace des configurations proches de positions
clés identifiées à l’aide d’un diagramme de Voronoï. Cette solution tend vers la gé-
nération de chemins différents pour un ensemble de robots. Ces travaux proposent
une décomposition des cas de situation d’attente et réalise une planification mi-
nimisant ces situations dans des cas d’exploration multi-robots. Les travaux pré-
sentés dans notre approche par échantillonnage adaptatif probabiliste identifiant
les situations d’attente dans des scénarios de référence de transport de marchan-
dises. La solution proposée est un planificateur probabiliste multi-requêtes. Après
un pré-calcul jugé représentatif de l’espace des configurations partagée par les
robots, une phase de rétraction permet d’identifier des positions caractérisantes
des possibilités de coordination dans les différentes sous-parties de l’espace des
configurations. La solution proposée permet de minimiser l’apparition des situa-
tions d’attente lors de l’exécution des plans de chaque robot.
Le chapitre 4 présente les expérimentations menées pour valider nos contri-
butions. Ces expérimentations sont réalisées avec le simulateur Player/Stage. Les
expériences impliques des robots localisées par un module de localisation SLAM
ou GPS guidant chaque robot avec ses propres perceptions. Les résultats montrent
la robustesse et la simplicité des approches proposées dans des espaces intérieurs
structurés et non structurés. Les expériences sont réalisées avec des groupes de
robots de type Pioneer 2-DX avec télémètre laser et pince de saisie des marchan-
dises pour les scénarios de transport. Les résultats montrent le temps d’exécution
des missions et la consommation d’énergie résultante.
Le chapitre 5 présente une conclusion de l’ensemble de nos contributions et
les différentes perspectives faisant suite à nos travaux.
Chapitre 2
Contributions à la planification de
tâches
Dans ce chapitre, nous présentons nos travaux sur la planification de tâches
multi-robots dans le contexte des problèmes d’exploration et de transport. Nous
commençons par présenter une nouvelle approche de répartition des tâches décen-
tralisée basée sur l’utilisation de règles commerciales. Dans les systèmes décen-
tralisés, les robots dotés d’une communication à portée limitée, peuvent prendre
des décisions en fonction d’informations locales. Contrairement aux approches
précédentes, notre approche basée sur l’échange est conçue pour simuler les rela-
tions entre acheteurs et vendeurs dans un système commercial, afin d’obtenir une
répartition dynamique de tâches en utilisant un mécanisme d’offre non sollicitée.
Cette approche est mise en œuvre et évaluée dans une simulation d’exploration.
Les résultats expérimentaux démontrent les résultats de notre approche dans une
démarche scientifique comparative avec les approches précédentes.
Dans le contexte des problèmes de transport des systèmes multi-robots, l’ob-
jectif est de minimiser le temps total de transport tout en conservant une faible
consommation énergétique des robots avec des garanties de sécurité et de qualité
permettant d’assurer un transport acceptable 1 des marchandises. La question fon-
damentale à résoudre est alors de savoir quelle tâche assigner avec quel robot à
chaque instant. Nous présentons une nouvelle solution en utilisant une stratégie
de planification heuristique basée sur un modèle empirique. Contrairement aux
approches précédentes, cette stratégie est conçue pour planifier la tâche de trans-
port pour chaque robot en estimant le taux de production de marchandises sur la
base de la coordination actuellement en cours dans le système multi-robots. Notre
approche est mise en œuvre et évaluée en simulation. Les résultats expérimentaux
1. Pour transport acceptable, nous entendons sans détérioration des marchandises et du service
fourni.
27
28 CHAPITRE 2. CONTRIBUTIONS À LA PLANIFICATION DE TÂCHES
montrent que le délai d’achèvement de la mission transport dans son ensemble est
inférieur tout en maintenant un faible niveau de consommation d’énergie.
Ce chapitre est organisé comme suit : la section 2.1 présente notre approche
contrarienne centrée sur les échanges ; la section 2.2 présente notre approche heu-
ristique basée sur un modèle empirique ; le chapitre se conclut dans la section
2.3.
2.1 Approche contrarienne centrée sur les échanges
Cette section 2 présente une nouvelle approche pour la répartition des tâches
dans un système multi-robots décentralisé. Cette répartition dynamique est basée
sur des règles commerciales appliquées à des groupes de robots autonomes. Cette
approche est conçue pour simuler une relation entre acheteurs et vendeurs dans un
système commercial. Le robot qui joue le rôle de l’acheteur demande la tâche et
le robot qui joue le rôle du vendeur est responsable de la répartition des tâches. En
raison de son contexte, l’approche proposée repose sur les trois caractéristiques
suivantes :
– l’utilisabilité, les robots sont capables de mettre en œuvre l’approche pro-
posée au travers de programmes simples, utilisables sur des architectures à
faibles capacités de calculs ;
– l’efficacité, les robots sont capables de gérer la répartition des tâches à l’aide
d’un système de communication leur permettant de dialoguer ;
– la robustesse 3, les robots sont capables de prendre leurs propres décisions
avec ou sans information venant d’autres robots.
Les approches classiques sont basées sur la notion de marché [113] ou sur la
notion d’enchère [42] et utilisent des mécanismes d’enchère et de soumission 4.
Contrairement à ces approches, nous utilisons des notions de demande et de ré-
partition. Un robot, appelé acheteur, fait une demande de répartition des tâches à
un autre robot, appelé vendeur (ce que nous appelons un mécanisme d’offre non
sollicitée). Après une période de temps fixée, le vendeur analyse les demandes
reçues et affecte les tâches aux acheteurs selon un ensemble de règles. Ce mé-
canismes permet à notre approche d’assigner plusieurs tâches à plusieurs robots
simultanément 5.
2. Cette partie de nos travaux a été publié dans Proceedings of the 8th International Conference
on Informatics in Control, Automation and Robotics (ICINCO 2011).
3. L’utilisation des approches basées sur le contrôle adaptatif permet d’avoir une bonne robus-
tesse [49].
4. Ces mécanismes sont inspirés des principes de microéconomie, dont [94] présente une syn-
thèse des modèles empiriques et théoriques.
5. Par opposition aux approches basées sur le marché ou basées sur l’enchère, commençant
par la diffusion des tâches à réaliser, notre approche basée sur l’echange présente le problème de
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Dans cette section, nous considérons le problème d’exploration multi-robots
comme scénario de test de référence. Plus précisément, le problème posé corres-
ponds ici à une exploration en environnement structuré inconnu 6 pour une équipe
homogène de robots mobiles. Ce problème trouve des applications dans le do-
maine du sauvetage de personnes dans les environnements dangereux tels que les
bâtiments faisant face à des incendies ou des explosions, ou encore dans des si-
tuations post-cataclysmiques [61, 8, 12]. L’objectif devient dans ce cas d’explorer
l’environnement dans sa totalité, en minimisant le temps nécessaire pour complé-
ter cette exploration.
En comparaison avec les systèmes mono-robot, l’utilisation des systèmes multi-
robots présente plusieurs avantages (cf. section 1.2). Dans le cas présent d’une
mission d’exploration, l’utilisation d’un système multi-robots implique une ré-
duction du temps d’accomplissement de la mission, dont l’issue est fondée sur la
synthèse d’une bonne coordination. Sans coordination, l’utilisation d’un système
multi-robots peut donner des résultats équivalents, plus mauvais, voir conduire
à l’échec de la mission dans des cas extrêmes. La coordination est très liée à la
répartition des tâches correspondant à l’ensemble de la mission. L’effet recher-
ché dans la répartition des tâches est une affectation à des différents robots dans
des sous-espaces différents. Il existe deux types de mécanismes de répartition de
tâches, l’un étant centralisé et le second décentralisé. L’avantage d’un mécanisme
centralisé est de pouvoir prétendre à la réalisation d’un plan optimal. Le désa-
vantage d’un tel mécanisme est son inefficacité face aux équipes de grande taille.
Comme son nom le suggère, l’utilisation d’un mécanisme décentralisé implique
l’absence de planificateur central. Chaque robot d’un système multi-robots utilise
des informations locales afin de répondre à leur propre plan d’exécution. Les mé-
canismes décentralisés possèdent une bonne adaptabilité et une grande robustesse,
mais les solutions obtenus sont souvent sous-optimales.
2.1.1 Méthodes existantes
Gerkey et Mataric´ [42] ont proposé une approche de répartition des tâches ba-
sée sur la notion d’enchère pour une coordination multi-robots décentralisée. Le
processus de coordination ressemble à une vente aux enchères, se déroulant en
cinq étapes : l’annonce d’une ou plusieurs tâches, l’évaluation métrique des dif-
férentes tâches annoncées, l’éventuel dépôt de soumission pour une ou plusieurs
de tâches annoncées, la fermeture des enchères et le suivi d’exécution (également
appelé renouvellement de contrat). Cette stratégie est implémentée et testée dans
répartition des tâches à l’encontre de la croyance générale, en commençant par l’expression des
coûts des tâches envisageables.
6. La structure est du type environnement intérieur, c’est à dire définit par un plan, composé
de structures géométriques du type segments de droites et courbes.
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un système de répartition des tâches appelé MURDOCH. Il est construit sur un
modèle de communication publier/abonner, centré sur la gestion des ressources.
Cependant, leur méthode nécessite une grande quantité de communications, aug-
mentant ainsi la charge du système et réduisant la robustesse de cette solution.
Zlot et al. [142] ont introduit une approche de répartition des tâches basée
sur la notion de marché pour l’exploration multi-robots. Cette approche emprunte
aux architectures commerciales, la notion de recherche d’un bénéfice maximum,
conjointement à la minimisation d’un coût et à la maximisation d’une utilité.
L’avantage de cette approche réside dans l’information obtenue par la visite d’un
point d’objectif, laquelle est associée à une fonction de coût permettant de bien
maîtriser ses conséquences d’application. Le plus courant est d’utiliser la distance
restante à parcourir pour atteindre l’objectif (en utilisant l’algorithme D* [112]).
L’utilité est la différence entre le bénéfice et le coût. Semblable à la stratégie ba-
sée sur la notion d’enchère [42], cette approche utilise également un modèle de
vente aux enchères, comprenant un mécanisme d’appels d’offres. Cette approche
nécessite également des communications de grande taille.
Yamauchi [132] a présenté une stratégie d’exploration coopérative, décentra-
lisée et tolérante aux pannes multi-robots basée sur le concept de frontières. Les
frontières sont des régions situées entre l’espace exploré et l’espace inexploré.
Dans cette approche, les robots partagent des informations perceptives, mais la
représentation du monde dans lequel chaque robot évolue reste propre à chaque
robot. Ainsi chaque robot prend ses propres décisions sur les lieux à explorer,
par correspondance avec des tendances de navigation. Chaque fois qu’un robot
arrive à proximité d’une nouvelle frontière, il scrute ses capteurs et construit une
grille locale représentant les nouvelles informations. Cette grille est intégrée dans
la grille globale du robot et est diffusée à destination des autres robots à portée de
transmission. Dans des cas défavorables de synchronisation, plusieurs robots sont
impliqués dans l’exploration d’une même frontière, réduisant ainsi la performance
effective 7 d’une exploration multi-robots.
Burgard et al. [20] ont conçu un composant de coordination basé sur l’ap-
proche de Yamauchi [132]. Le composant applique une méthode probabiliste pre-
nant en compte simultanément le coût nécessaire pour atteindre une frontière et
son utilité. Le coût est donné par la distance de déplacement à la frontière et l’uti-
lité est donnée par la taille de la zone inexplorée que le robot peut couvrir avec.
Cette zone inexplorée est dépendante de la frontière cible et des capteurs utilisés
sur le robot utilisé. Chaque fois qu’une frontière est attribuée à un robot, l’utilité
de la zone visible inexplorée à proximité de cette frontière est réduit. Les nouvelles
7. Dans la plupart des cas, la réduction donne ici le même résultat en termes opérationnel et
concerne uniquement la minimisation du temps d’exécution de la mission ou la minimisation de
la consommation globale d’énergie.
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zones inexplorées possibles sont transmises à tous les autres robots, de sorte que
le problème de concurrence d’accès sur les zones n’apparaisse que plus difficile-
ment. Toutefois, un agent central est requis pour cette approche. Si l’agent central
tombe en panne, l’ensemble du système échouera.
Wurm et al. [130] ont proposé une technique pour la coordination d’une équipe
de robots explorateurs par segmentation de l’environnement. Au lieu de considé-
rer les frontières entre les zones inexplorées et les zones explorées comme endroits
cibles, cette méthode prend en compte la structure de l’environnement et segmente
l’environnement déjà exploré sur la base de diagramme de Voronoï. Chaque ro-
bot est ensuite assigné à un segment distinct avec une tâche d’explorer la zone
correspondante. Les conflits entre les robots sont résolus par une méthode hon-
groise (également appelé algorithme de Kuhn-Munkres) [69]. Les résultats obte-
nus montrent l’amélioration significative produite par cette approche utilisant une
segmentation par rapport à une approche standard basée sur la notion de frontière.
Ces résultats sont obtenus dans des environnements intérieurs structurés. Cette ap-
proche est favorable à des explorations dans des environnements dangereux. Elle
nécessite cependant un élément de planification central pour assurer une commu-
nication entre les robots coéquipiers, permettant ainsi de gérer la répartition des
tâches.
Marjovi et al. [78] ont présenté une approche pour l’exploration multi-robots
coopérative, centrée sur la problématique de recherche d’incendies dans un envi-
ronnement inconnu. Cette approche permet également de réaliser la cartographie
de l’environnement exploré. Elle vise à minimiser le temps global d’exploration,
tout en permettant de localiser les sources d’incendie. Cette approche réalise une
exploration décentralisée basée sur la notion de frontière, utilisée ici pour évaluer
le rapport entre le coût (en utilisant l’algorithme A* [54]) et l’utilité de la na-
vigation en des points de passage cible. Le contrôle des robots pour l’évitement
d’obstacles est réalisé avec une méthode de champ de potentiels. Les sources d’in-
cendie sont identifiées par triangulation des perceptions visuelles et par identifica-
tion de triangles ou ensembles de triangles assimilés à des flammes. Les besoins
importants en communication limitent les résultats possibles de cette approche en
augmentant le nombre de robots.
2.1.2 Contributions
Dans sa forme la plus courante, un système d’affaires est composé d’acheteurs
et de vendeurs. La relation d’échanges entre ces deux types d’entités permet :
– aux acheteurs d’utiliser un moyen de paiement (souvent de l’argent) pour
acheter des produits ou des services auprès des vendeurs ;
– aux vendeurs de collecter des moyens de paiement en vendant des produits
ou des services à des acheteurs.
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Dans cette section, nous présentons notre approche, construite sur cette rela-
tion d’échanges, dont le modèle est décrit par le tuple suivant :
Trade = {R,M,C,B,P} (2.1)
dans lequel R est l’ensemble des robots mobiles autonomes impliqués et M repré-
sente la mission à accomplir. La mission M est composée de plusieurs tâches, M =
{t0, t1, . . . , tn}. C représente l’ensemble des coûts de chaque tâche C = {c0,c1, . . . ,cn}
(un exemple classique de coût est la distance à parcourir pour accomplir une
tâche). B représente le bénéfice obtenu pour l’exécution de la mission (un exemple
classique de bénéfice est le temps d’exécution nécessaire à l’achèvement de la
mission). P représente le plan choisi de répartition des tâches. L’approche contra-
rienne centrée sur les échanges se décompose en deux étapes principales, qui sont
la répartition des rôles et la répartition des tâches.
Répartition des rôles
La répartition des rôles caractérise le problème de l’identification du rôle de
chaque robot dans le contexte de la mission : il s’agit ainsi de déterminer quel
robot devient acheteur et quel robot devient vendeur. Dans le cas d’une équipe
de robots mobiles homogène, les robots n’expriment a priori aucune préférence
de rôle. Chaque robot est associé à un numéro unique, permettant de l’identifier.
Avec ce numéro unique, chaque robot sans tâche se déclare à tous les autres robots.
Par évaluation des numéros reçus dans une période de temps fixée, chaque robot
définit le vendeur en choisissant le plus petit identifiant parmi les identifiants reçus
(le sien compris). Les autres identifiants sont de fait considérés comme robots
acheteurs. Ce mécanisme est présenté en détails dans l’algorithme 2.1.
La différence entre acheteur et vendeur se limite à la position dans l’achè-
vement d’une mission locale. Un rôle d’acheteur ou de vendeur est temporaire.
L’acheteur d’une tâche peut devenir vendeur d’une autre tâche dans la poursuite
d’une mission inachevée.
Répartition des tâches
Dans une mission de planification multi-robots regroupant un ensemble de
tâches, chacun des robots est initialement considéré comme libre. Chaque ro-
bot revient également dans cet état après achèvement de chaque tâche associée
à chaque définition de rôle de vendeur ou d’acheteur. Étant libre et face à une re-
quête d’accomplissement d’une ou plusieurs tâches, un robot entre dans une phase
de recherche de répartition des tâches.
Les robots acheteurs choisissent des tâches à soumissionner et estiment le coût
nécessaire pour achever cette tâche. Cette phase d’acquisition des tâches et d’esti-
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Algorithme 2.1 Répartition des rôles pour un robot r





6: while temps < max do




11: for all r′ ∈ R do






mation des coûts est étroitement liée au problème de la décomposition des tâches
pour un système multi-robots [137]. Dans une mission d’exploration, il s’agit de
définir un ensemble de tâches d’exploration de régions inconnues pouvant être
identifiées par une carte topologique de l’environnement [133]. Les relations entre
les régions inconnues de l’espace à explorer imposent des contraintes dans la ré-
partition et dans l’exécution des tâches d’exploration. Chaque robot doit extraire
les points clés de l’espace [120]. Dans ce cas, il s’agit de distinguer des couloirs,
des portes et des chambres. Le coût métrique est variable, il peut être défini par
rapport à la tâche à achever comme la distance parcourue, comme le temps néces-
saire ou encore comme l’énergie nécessaire. Dans cette section, nous avons choisi
d’utiliser la distance parcourue.
En conséquence, chaque robot définit la distance entre sa position actuelle et
la position cible (par exemple, un point clé) à l’aide de la distance euclidienne ou





8. Une implémentation de référence de cet algorithme en C++ est disponible sur internet à
l’adresse : http ://www.ai.univ-paris8.fr/∼yz
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ctr = wave f ront(position(r), position(t)) (2.3)
où ctr représente le coût c estimé dans l’achèvement de la tâche t pour le robot
r. Après estimation de ce coût, les robots acheteur doivent envoyer une demande
d’achat au robot vendeur pour chaque nouvelle tâche. Nous avons appelé ce mo-
dèle le mécanisme d’offre non sollicitée. Le message d’achat contient principale-
ment trois types d’informations :
pumsr = {r, t,c} (2.4)
où pumsr représente le message d’achat pums envoyé par le robot acheteur r. Par
ailleurs, le message d’achat contient l’identifiant r du robot acheteur. t désigne
l’identifiant de la tâche et c représente le coût estimé de tâche ctr. Après le proces-
sus de soumission, un robot acheteur (s’il est choisi par le robot vendeur) recevra
un message présentant l’opportunité d’obtenir la tâche. Du point de vue d’un ro-
bot acheteur, l’acquisition d’une tâche entraîne l’initialisation de son processus de
planification de mouvements. Alternativement, s’il n’est pas choisi, il revient au
processus de répartition de rôles pour une nouvelle tâche. Un organigramme de
prise de décision détaillé pour le robot acheteur est donné dans la figure 2.1.
Pour un robot vendeur, la première étape consiste à sélectionner une tâche et
à en estimer son coût. Ensuite, il devrait recueillir les possibles messages d’achat
des robots acheteurs dans un délai de soumission fixé. Ce délai passé, le robot
vendeur cesse de recevoir les possibles messages d’achat et d’en évaluer les de-
mandes d’achat. Il assigne les tâches en cours d’affectation à chaque robot ache-
teur conformément à certaines règles. Un organigramme de prise de décision pour
le robot vendeur est donné dans la figure 2.2.
La répartition des tâches est effectuée en utilisant un algorithme glouton. Il
s’agit de choisir le robot à moindre coût estimé comme cible de la répartition des
tâches. Les détails de l’implémentation sont donnés dans l’algorithme 2.2.
Le message de répartition des tâches envoyé au robot acheteur comprend prin-
cipalement deux types d’informations :
tamsr = {r, t} (2.5)
où tamsr représente le message de répartition des tâches envoyé par le robot ven-
deur r. Dans le message, r identifie le nombre du robot vendeur et t identifie la
tâche concernée. Il est intéressant de noter que le robot vendeur lui-même est éga-
lement la cible de la répartition des tâches. En outre, le robot ayant terminé une
tâche, mettra à jour sa liste des tâches et la diffusera à tous les coéquipiers.
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FIGURE 2.1 – Organigramme de prise de décision d’un robot acheteur
Algorithme 2.2 Répartition des tâches pour un robot vendeur
1: P← /0
2: for all t ∈ pums do
3: if t ′ ∈ P and t ′ == t then
4: if cout(t) < cout(t ′) then
5: P← mettre_a_jour(P, t ′)
6: end if
7: else
8: P← ajouter(P, t)
9: end if
10: end for
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FIGURE 2.2 – Organigramme de prise de décision d’un robot vendeur
2.2 Approche heuristique basée sur un modèle em-
pirique
Cette section 9 présente une approche heuristique spécialisée dans la résolu-
tion des problèmes de transport de marchandises multi-robots avec des marchan-
dises destinées à être transportées de leur lieu de production à un emplacement de
consommation. Source et destination sont uniques. L’emplacement de la source et
l’emplacement de la destination sont connus et fixés. Le taux de production des
marchandises est inconnu. Étant donné que l’emplacement associé à la source ne
peut pas stocker plus d’une unité à la fois, tous les robots sont placés dans un dépôt
au début de la mission et retournent à ce dépôt dès qu’ils sont libres. La consom-
mation d’un robot est supposée nulle dans la zone de dépôt. En dehors de cette
zone, la consommation d’énergie est proportionnelle aux perceptions (dans l’éner-
gie nécessaire à l’alimentation des capteurs et dans la consommation associée aux
calculs de traitement des informations de perception) et aux déplacements des ro-
9. Cette partie de nos travaux a été publié dans Proceedings of the 6th IEEE International
Conference on Intelligent Systems (IS 2012).
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bots (dans l’énergie nécessaire à la commande des actionneurs et dans la consom-
mation associée aux calculs de trajectoire). Par soucis de simplification, le taux de
cette consommation reste cependant proportionnel au temps de déplacement des
robots. Par exemple, pour la réalisation d’une tâche de transport d’une durée de
10 secondes pour un robot, 10 unités d’énergie sont consommées. L’objectif de la
mission est d’achever la mission de transport par exploitation de la collaboration
possible entre les différents robots impliqués en réduisant le temps d’exécution
et en limitant la consommation d’énergie à un niveau préalablement fixé pour la
mission.
Nous proposons dans cette section d’utiliser une combinaison de deux mani-
pulations suivantes : la réduction du temps total d’exécution de la mission et le
maintient de la consommation d’énergie à un niveau minimum pour l’ensemble
des robots impliqués dans la mission. L’exécution d’une mission et l’exécution
d’une action sont ici définies par la modélisation mécanique de ces actions, com-
prenant les mouvements des actions de préhension et de libération du transport des
marchandises tout en considérant la sécurité des marchandises dans leur transport.
Les mouvements de préhension et de libération sont modélisés dans un espace de
travail réel. La consommation d’énergie nécessaire aux actions des robots est uti-
lisée pour l’évaluation des résultats. Cette consommation concerne des effecteurs
de deux types : les premiers destinés aux déplacements dans l’espace de travail et
les seconds destinés à la manipulation des marchandises.
L’évaluation des résultats est réalisée par une combinaison du temps d’achè-
vement de la mission et de la consommation d’énergie. Nous proposons une solu-
tion estimant le taux de production des marchandises par une fonction heuristique
basée sur un modèle empirique. L’attribution des tâches de transport de marchan-
dises aux robots est réalisée selon des règles établies dans un système de prise
de décision centralisé. Notre approche utilise deux métriques évaluant simultané-
ment le temps d’exécution et la consommation d’énergie. Par expérimentation en
simulation, nous comparons les résultats de notre approche avec l’approche cen-
tralisée re-planner pour un système multi-robots. Les résultats de cette comparai-
son montrent que notre approche réalise une réduction du temps total d’exécution
de la mission tout en maintenant un faible niveau de consommation d’énergie.
2.2.1 Méthodes existantes
Alami et al. [4] ont présenté une solution pour le contrôle d’une flotte de robots
mobiles autonomes qui a été développé, implémenté et validé dans le cadre du
projet MARTHA abréviation de Multiple Autonomous Robots for Transport and
Handling Applications. Ils ont proposé une approche appelée paradigme de plan-
fusion pour la coopération multi-robots, testée à la fois en simulation et dans le
monde réel.
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Vaughan et al. [123] ont décrit une méthode appelée LOST qui permet à une
équipe de robots de naviguer entre des points d’intérêt dans un environnement
initialement inconnu en utilisant une traînée de points de repère. Ils ont appliqué
cette méthode à un exemple de tâche de transport de ressources, dans lequel plu-
sieurs robots autonomes trouvent et traversent à plusieurs reprises un chemin. Ce
chemin est réalisé dans un environnement inconnu entre un domicile connu et une
zone de production de ressources dans une position initialement inconnue.
Tang et Parker [118] ont décrit une approche pour synthétiser automatique-
ment des solutions de planification de tâches pour les équipes hétérogènes. Cette
approche, nommée ASyMTRe, repose sur des théories de schéma et des invariants
de l’information. Elle permet à l’équipe de robots de connecter dynamiquement
des schémas d’exécution au sein et entre les robots, permettant ainsi d’accom-
plir des tâches. Cette approche est validées dans deux scénarios différents : l’un
étant le transport multi-robots et l’autre étant un problème du type boîte-poussant
multi-robots.
Dahl et al. [31] ont présenté un algorithme pour la répartition des tâches dans
des groupes de robots homogènes basé sur les chaînes de vacance. Grâce à des
expériences réalisées en simulation, l’algorithme de la chaîne de vacance est dé-
montré plus performant que les algorithmes de répartition de tâches lorsque les
robots individuels sont sujets à des distractions, des pannes ou des changements
de priorités dans les tâches pendant leur exécution. Ils ont également défini la no-
tion de problème de transport prioritaire ou Prioritized Transportation Problem
(PTP) en anglais comme une extension du problème de transport classique dans
lequel les sources, les destinations et les objectifs du transport, sont divisés en
ensembles de tâches de priorités différentes (appelés circuits).
2.2.2 Contributions
Une des principales raisons de la faible efficacité des transports dans un espace
connu est le manque de connaissances concernant le taux de production des res-
sources dans cet espace. Une estimation régulière de ce taux permet de résoudre
ce problème, pour lequel une fonction heuristique donne une solution efficace
[58, 86, 89]. Le taux de production, noté Tn, reflète le temps écoulé entre la dispa-
rition de la n-ième marchandise 10 et l’apparition de la (n+1)-ème marchandise.
Tn est considéré comme une suite de variables aléatoires indépendantes et iden-
tiquement distribuées. La loi de probabilité des variables est inconnue, mais peut
être déterminée par le test d’hypothèse. La valeur heuristique h(n) est donc obte-
10. Une marchandise disparaît quand elle est emportée. Cette considération est uniquement
virtuelle dans la mesure ou les marchandises ne disparaissent pas effectivement et sont en cours
de transport.
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nue par la fonction de distribution suivante :
h(n) = E(T
′
n+1|T1, . . . ,Tn) (2.6)
L’équation (2.6) signifie que le temps écoulé depuis la disparition de la n-
ième marchandise jusqu’à l’apparition de la (n+ 1)-ième marchandise par notre








En effet, l’ensemble du problème est une prise de décision limitée. Pour chaque
robot Ri(i=0,...,m), l’espace de décision pour chaque étape (également notée Ri) est
fini. Par exemple :
Ri = {gotoSource,gotoSink,gotoDepot} (2.8)







Pour N marchandises, l’espace de décision du planificateur centralisé est RN .
Chaque décision r ∈ RN est définie par r(n) ∈ R(n = 1, . . . ,N).
L’équation suivante définit le temps d’exécution noté X(n), pour identifié le





Dans l’équation (2.10), f est une fonction permettant de calculer l’intervalle
de temps entre le début des tâches de transport de la n-ième et de la (n + 1)-
ième marchandise. t représente la prise de décision actuelle. Si f est égale à sa
valeur minimum (valeur dépendant de la mission), alors t est égale à r(n). rn
représente l’information de localisation actuelle de chaque robot. Par exemple, t
étant également une décision, si la décision prise par un robot est de sortir du
dépôt pour se rendre à l’emplacement de l’apparition d’une ressource, alors :
f (t,h(n),rn) = max(h(n),TDepotToSource) (2.11)
L’équation (2.10) utilise un algorithme glouton. Il permet l’obtention d’une
durée totale minimum pour accomplir la mission, sans pour autant garantir un
faible niveau de la consommation d’énergie. Dans le cas de la figure 2.3, Robot0
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FIGURE 2.3 – Comparaison de deux plans de répartition des tâches
et Robot1 sont deux robots libres (i.e. sans tâche). La mission actuelle est le
transport d’une marchandise apparue à la zone Source. Les segments rouges
et les segments bleus représentent deux plans (le premier nommé plan rouge et
le second plan bleu). Chaque plan (rouge et bleu) est composé d’un mouvement
pour chaque robot (soit un total de deux mouvements par plan). Les deux plans
sont concurrents, dans le sens ou il s’agit ici de choisir entre le plan rouge et le
plan bleu pour accomplir la mission. Le plan rouge envoie Robot0 au Dépôt et
Robot1 à la Source. Le plan bleu envoie Robot0 à la Source et Robot1
au Dépôt. En utilisant l’équation (2.10), le planificateur choisit le plan rouge,
en raison de la proximité entre Robot1 et la Source. Pourtant l’évaluation des
consommations d’énergie des plans rouge et bleu sont respectivement de 13.0 et
de 10.4 (ce qui suggère le choix du plan bleu).
Ainsi, l’équation (2.10) ne garantie pas l’obtention d’une solution optimale.
Pour palier à ce problème, nous proposons l’utilisation d’une approche heuris-
tique basée sur un modèle empirique de la consommation d’énergie permettant de
remplacer la fonction mint∈R f (t,h(n),rn). Ce modèle empirique prend en compte
le temps d’exécution des tâches composants la mission. La répartition des tâches
découlant de ce modèle est présentée dans l’algorithme 2.3.
Dans l’algorithme 2.3, la ligne 5 réalise un test d’appartenance à un inter-
valle, qui s’ajuste itérativement. Cet ajustement est fonction des caractéristiques
des robots mobiles et également des caractéristiques de l’environnement de tra-
vail choisi. TtoSource(i) indique le temps nécessaire pour le robot i pour se rendre
de son emplacement actuel à l’emplacement de la source. Dans l’algorithme 2.3,
TtoSource(i) et TDepotToSource sont deux valeurs estimées pendant l’exécution de la
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Algorithme 2.3 Répartition heuristique des tâches
1: if transportee(n-ième marchandise) == true then
2: tache_acceptee← false
3: h(n)← équation (2.7)
4: for all au_depot(Ri)== false and est_livreur(Ri)== false do






11: if tache_acceptee == false then











SourceToSink sont des valeurs estimées une seule fois. Ces
deux valeurs sont des valeurs de référence, inconnue avant l’exécution de la mis-
sion, fixée à la suite de la première livraison et utilisée par la suite dans le calcul de
TtoSource(i) et TDepotToSource. Avant la première livraison, aucune décision n’est né-
cessaire, ces valeurs ne sont pas utilisées. A la suite de la première livraison, elles
sont fixées aux temps constatés lors de cette première itération. L’achèvement de





TDepotToSource. L’achèvement de chacune des tâches suivantes met à jour la valeur
TtoSource(i). L’achèvement d’une tâche pour un robot est atteinte à la livraison de
chaque marchandise dans la zone destination. Une tâche peut commencer par un
position au dépôt ou une position en cours de retour au dépôt. Après exécution
d’une tâche pour le robot i, TtoSource(i) est égal au temps nécessaire pour le robot
i pour rejoindre la source des marchandises.
Le tableau 2.1 présente une comparaison entre notre approche heuristique et
l’approche classique classique utilisant l’algorithme glouton nommé re-planner
[126]. Les deux approches sont centralisées. Des différences apparaissent dans
les méthodes d’évaluation pour le choix du robot i pour l’exécution d’une tâche,
dans l’expression de résultats meilleurs en temps ou en énergie. La complexité
est exprimée ici en fonction du nombre de robots. Le point fort de notre approche
utilisant une fonction heuristique permet d’aboutir à des résultats prenant en consi-
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TABLE 2.1 – Comparaison entre deux méthodes de répartition de tâches
Approche re-planner Approche heuristique
Décision centralisée centralisée
Evaluation algorithme glouton fonction heuristique
Résultats en temps ou en énergie en temps et en énergie
Complexité O(n) O(n)
FIGURE 2.4 – Relations entre comportements pour la commande d’un robot
dération temps et énergie.
Le contrôle du comportement de chaque robot est défini par l’utilisation d’une
technique de contrôle réactif pour l’architecture logicielle robotique. Cinq com-
portements sont définis pour contrôler chaque robot : STANDBY, MOVE, SENSE,
GRIP et DROP. Les relations entre ces comportements sont illustrées dans la fi-
gure 2.4. Le comportement STANDBY définit les instants pendant lesquels le robot
est en attente d’une nouvelle tâche et est au dépôt. Le comportement MOVE signi-
fie que le robot est en cours de déplacement. Le comportement SENSE signifie
que le robot est en train de percevoir l’emplacement du dépôt pour se positionner
ou l’emplacement de la source pour prendre la marchandise ou l’emplacement de
la destination pour déposer la marchandise. Les comportements GRIP et DROP si-
gnifient que le robot est asservi selon un processus de préhension ou de libération,
pour prendre ou déposer une marchandise.
2.3 Conclusion
Dans ce chapitre, nous avons présenté nos travaux sur la planification de tâches
multi-robots dans des scénarios d’exploration et de transport. Dans la première
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section, nous avons d’abord présenté une nouvelle approche de répartition des
tâches pour un système multi-robots. Cette approche appelée approche contra-
rienne centrée sur les échanges, est décentralisée et est basée sur l’échange d’infor-
mations dédiée à la coordination. L’idée fondamentale de cette nouvelle approche
consiste à simuler les relations entre acheteurs et vendeurs dans un système com-
mercial et à allouer dynamiquement la tâche en utilisant un mécanisme d’offre
non sollicitée. Cette approche repose sur l’expression des principes d’utilisabilité,
d’efficacité et de robustesse des solutions envisageables dans le déploiement d’un
service d’exploration multi-robots en présence d’un environnement contenant des
obstacles statiques. Les deux principaux composants de cette approche sont un
mécanisme de répartition des rôles et un mécanisme de répartition de tâches. Dans
le contexte de la prise de décision pour la coordination dans les systèmes multi-
robots décentralisés, les robots doivent établir leurs plans respectifs en fonction
de l’information locale observable avec une communication limitée.
Dans la deuxième section, nous avons présenté une nouvelle approche pour
le problème de l’accomplissement d’une mission de transport multi-robots. Notre
solution propose une assignation des tâches de transport basée sur l’estimation des
temps d’apparition des marchandises dans une approche heuristique.
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Chapitre 3
Contributions à la planification de
mouvements
Dans ce chapitre, nous présentons nos travaux sur le sujet de la planification
de mouvements multi-robots dans le contexte des problèmes d’exploration et de
transport. Après une présentation des méthodes existantes, nous proposons une
nouvelle approche par échantillonnage dédié à la décision pour l’exploration et
une nouvelle approche utilisant des feuilles de route probabilistes pour le trans-
port.
La première approche de ce chapitre utilise un échantillonnage réalisé dans un
espace des configurations proches de points clés. Ces points clés sont identifiés
à l’aide d’un diagramme de Voronoï et considérés comme des points de passage
pour les robots. L’échantillonnage permet de construire un ensemble de chemins
différents pour chaque robot. Il est cependant possible de retrouver deux confi-
gurations proches, voir identiques, dans deux chemins. Le nombre d’interférence
entre les chemins générés est dépendant de la taille de l’espace des configurations,
du nombre de points de passage identifiées, de la commandabilité des robots et du
nombre de robots nécessaires à chaque instant. Les interférences entre robots sont
donc éviter en probabilité, sans l’être systématiquement. Contrairement aux ap-
proches classiques de la littérature [120, 130], notre approche permet de planifier
des chemins cinématiques supposés différents pour chaque robot afin de minimi-
ser les problèmes de collision, de congestion et d’interblocage.
La deuxième approche de ce chapitre utilise des feuilles de route probabilistes
construites à l’aide d’un échantillonnage adaptatif de l’espace des configurations.
Cette approche est appelée ACS-PRM et se compose de trois étapes : un échan-
tillonnage de l’espace des configurations, la construction de feuilles de route et
la planification de mouvements. La construction des feuilles de route présuppose
un échantillonnage adéquat de l’espace des configurations. Cet échantillonnage
est défini sur une grille d’occupation en utilisant une méthode probabiliste adap-
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tative (la densité de l’échantillonnage évoluant en fonction de l’environnement).
Ceci permet de définir des points d’intérêts de deux types : les cibles potentielles
qui correspondent à des points de possibles interférences et les jalons qui sont
des points de liaison entre les cibles potentielles. Les feuilles de route sont des
graphes composé de deux types de noeuds, pouvant inclure des cycles. La plani-
fication est ensuite défini par questionnement de ces feuilles de route pré-établies
afin de trouver un chemin reliant la configuration courante à la configuration finale
recherchée.
Ce chapitre est organisé comme suit : la section 3.1 présente un ensemble de
travaux connexes et ayant inspirés nos approches ; la section 3.2 analyse le pro-
blème d’apparition des situations d’attente ; la section 3.3 présente notre approche
par échantillonnage dédié à la décision ; la section 3.4 présente notre approche par
échantillonnage adaptatif ; le chapitre se conclut dans la section 3.5.
3.1 Méthodes existantes
Švestka et Overmars [117] ont présenté une approche pour la planification de
mouvements de robots mobiles non-holonomes dans un même espace de travail.
Leurs travaux proposent l’utilisation de feuilles de route probabilistes, dans les-
quelles les feuilles de route du système multi-robots sont établies par composition
de feuilles de route locale pour un unique robot. Les auteurs ont également in-
troduit la notion de super-graphes pour la planification de chemin multi-robots.
Cependant, une grande partie de l’éxecution de cette méthode est utilisée dans
la recherche de chemin dans le super-graphe. Cette recherche est effectuée pour
chaque requête individuelle formulée par chaque robot dans la planification de ses
mouvements. Cette approche est probabiliste complète : quand le temps d’exécu-
tion tend vers l’infini, la probabilité qu’a cette méthode de trouver une solution
tend vers 1.
Moors et al. [84] ont présenté un algorithme basé sur le graphe pour la pla-
nification de mouvements multi-robots coordonnée dans des environnements in-
térieurs à deux dimensions. Le cas pratique utilisé dans leurs travaux est la sur-
veillance en environnement intérieur à l’aide d’un ensemble de robots. L’approche
proposée génère un plan de mouvement coordonné par l’utilisation de l’algo-
rithme de recherche A* [54], tout en prenant en compte les limitations et les in-
certitudes des capteurs. Les auteurs ont également introduit un framework basé
sur de modèles réalistes de capteurs probabilistes et de hypothèses du pire des cas
sur les motions de l’intrus. Ce framework permet de comparer les différentes ap-
proches et d’évaluer la performance de coordination de leur approche. Cependant
l’utilisation de l’algorithme A* nécessite une simplification de l’environnement
par discrétisation (sous forme de pavage). Cette simplification, dont le pas de dis-
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crétisation influe sur les résultats 1, conduit à un compromis entre capacité de
résolution et optimal recherché.
Clark [28] a présenté une stratégie de planification de mouvements pour un
système multi-robots basée sur l’utilisation de feuilles de route probabilistes. Le
réseau établi dans les communications entre robots est considéré comme une
plate-forme de coordination. Ce réseau appelé réseau dynamique de robots ou
Dynamic Robot Network (DRN) en anglais, est un réseau ad hoc 2, dans lequel
l’approche de feuilles de route probabilistes est utilisée comme planificateur cen-
tral. Chaque réponse fournie par le planificateur central, tient compte des requêtes
et des réponses précédentes. L’empilement des réponses fournies permet d’aug-
menter la couverture globale de l’espace des configurations. Une seconde étape
de génération de jalons est utilisée pour diminuer le temps de planification de
chaque robot. L’utilisation d’une région nommée “endgame” permet d’augmen-
ter la convergence des solutions proposées vers la configuration finale de chaque
robot. Les résultats de cette approche montre une réelle efficacité dans le cas d’en-
vironnements structurés composés d’obstacles statiques. Point faible et point fort
de cette approche demeurent dans la nature probabiliste des feuilles de route, dont
le point faible est la convergence probabiliste des calculs vers une solution et la re-
lative indépendance de la complexité de la résolution en fonction de la dimension
du problème (et donc par extension du nombre de robots).
Saha et Isto [104] ont présenté une stratégie pour la planification de mouve-
ments multi-robots découplée. Cette stratégie propose de fusionner les deux étapes
d’une méthode de planification existante [71] pour améliorer sa fiabilité. La pre-
mière étape calcule un chemin sans collision par robot. Chaque chemin est établi
indépendamment des autres chemins, en ne considérant qu’un robot dans l’en-
vironnement. La deuxième étape définit le suivi de chaque chemin pour chaque
robot en plaçant des situations d’attentes à l’entrée de chaque interférence. Les in-
terférences créent des priorités entre les robots et des espaces de coordination. La
solution étudiée utilise des priorités fixes et l’utilisation de politiques de priorités
présentée en perspective. Les auteurs ont démontré qu’une approche de planifica-
tion centralisée donne de meilleurs résultats qu’une approche décentralisée dans
de nombreux cas. Ce résultat est lié à l’utilisation des composants de la méthode
probabiliste, dont l’utilisation a pour conséquence la convergence probabiliste de
cette approche.
1. Un pas de discrétisation trop grand pourra supprimer des solutions et un pas de discrétisation
trop petit pourra conduire à une explosion combinatoire, rendant le calcul non achevable.
2. Les réseaux ad hoc sont des réseaux sans fil capables de s’organiser sans infrastructure
définie préalablement.
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3.2 Situations d’attente
Les situations d’attente, rencontrées au fil de l’exécution d’un plan, sont l’une
des raisons les plus importantes limitant les résultats des méthodes de planifica-
tion de mouvements multi-robots. Ces situations d’attente sont divisées en trois
catégories :
– les collisions, quand deux robots possèdent deux chemins avec un même
point de passage à un même instant donné ;
– les congestions, quand un espace local est trop petit pour permettre les mou-
vements des robots à un instant donné ;
– les interblocages entre robots, quand une seule route est partagée par deux
robots circulant en sens inverse.
Ce problème d’apparition des situations d’attente est équivalent à l’ajout d’une
contrainte d’exclusion mutuelle aux points de passage lors de la phase de planifi-
cation de mouvements multi-robots. L’ajout de cette contrainte implique l’absence
de solutions dans certains cas, créant ainsi des situations d’attente obligatoires. Ce
problème est une conséquence de la génération des chemins et pose donc la ques-
tion de savoir s’il faut chercher à composer dans ces chemins (i.e. en ajoutant des
situations d’attente) ou s’il faut revoir les chemins identifiés.
L’exclusion mutuelle peut être divisée en quatre catégories, comme présentée
dans la figure 3.1. Lorsque deux robots se déplacent vers le même point de passage
simultanément :
– dans la figure 3.1(a), le robot rouge et le robot bleu se déplacent de la droite
vers la gauche séquentiellement (i.e. évoluants dans la même direction, se-
lon le même chemin) ;
– dans la figure 3.1(b), le robot rouge et le robot bleu se déplacent de la droite
vers la gauche simultanément (i.e. évoluants dans la même direction, selon
des chemins différents) ;
– dans la figure 3.1(c), le robot rouge se déplace de la gauche vers la droite et
le robot bleu se déplace de la droite vers la gauche (ie. évoluants dans des
directions différentes, selon le même chemin) ;
– dans la figure 3.1(d), le robot rouge se déplace du haut vers le bas et le robot
bleu se déplace de la droite vers la gauche (i.e. évoluants dans des directions
différentes, selon des chemins différents).
Deux tendances sont admises pour la gestion des exclusions mutuelles aux
points de passage :
– La première tendance consiste à laisser les robots passer le point de pas-
sage un par un ou One By One (OBO) en anglais [117] (cf. figure A.1).
La faiblesse de cette stratégie est qu’un robot doit attendre un autre robot
pour pouvoir passer. Cette solution prolonge les temps d’achèvement des
missions.
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(a) même direction et même chemin (b) même direction et différents chemins
(c) différentes directions et même chemin (d) différentes directions et différents chemins
FIGURE 3.1 – Exemples type d’exclusion mutuelle de point de passage. Le cube
vert de petite taille représente le point de passage.
– La seconde tendance consiste à re-planifier le chemin local en temps réel
pour chaque robot par planification locale et évitement d’obstacles, à l’aide
d’algorithmes comme l’histogramme de champ de vecteur plus ou Vector
Field Histogram Plus (VFH+) en anglais [122] (cf. figure A.2) et le dia-
gramme de proximité ou Nearness Diagram (ND) en anglais [82] (cf. figure
A.3). La faiblesse de cette stratégie réside dans le temps nécessaire à la re-
planification de nouveaux chemins, pouvant impliquer des temps d’attente
supplémentaires non négligeables.
Ces deux tendances prolongent le temps d’exécution des missions. Nous pro-
posons dans ce mémoire de réduire les cas d’apparition des situations d’attente
par la mise en place d’une planification minimisant les possibles interférences
entre les différents chemins des robots. L’augmentation du nombre de points de
passage dans l’espace permet la génération de chemins possibles réduisant les pos-
sibles apparitions de situation d’attente. Nous proposons une solution permettant
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(a) même direction et même chemin (b) même direction et différents chemins
(c) différentes directions et même chemin (d) différentes directions et différents chemins
FIGURE 3.2 – Trajectoires de robots évitant les situations d’attente
de réduire les cas de collisions, de congestions et d’interblocages, minimisant les
appels aux planificateurs locaux des robots et réduisant ainsi le temps d’exécution
des missions. La figure 3.2 illustre une solution de ce type pour quatre situations
choisies. Cette figure illustre les cas recherchés de points de passage, dans lesquels
les situations d’attente sont évitées.
3.3 Approche par échantillonnage dédié à la déci-
sion
Cette section 3 présente une approche par échantillonnage de l’espace des
configurations conçue pour atténuer les problèmes d’apparition des situations d’at-
tente observées dans l’exécution des missions multi-robots. L’objectif est d’ex-
3. Cette partie de nos travaux a été publié dans Proceedings of the Joint 41st International
Symposium on Robotics and 6th German Conference on Robotics (ISR/ROBOTIK 2010).
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plorer l’environnement dans son ensemble dans un temps d’exécution minimum
à l’aide d’un group de robots.
L’approche proposée commence par échantillonner l’espace des configura-
tions sur la base du diagramme de Voronoï en utilisant l’approche de feuille de
route probabiliste (PRM) [65]. Elle se poursuit en assignant individuellement les
robots à des points cibles d’exploration en utilisant la méthode hongroise [69].
L’idée développée est de construire une carte topologique différente pour chaque
robot, permettant d’obtenir des chemins d’exploration différents. Ceci réduit le
nombre des apparitions de situation d’attente et diminue le temps total d’explora-
tion.
3.3.1 Diagramme de Voronoï
Nous utilisons d’abord le diagramme de Voronoï pour construire une carte
topologique originale. Le diagramme de Voronoï est une méthode de partition-
nement de graphe utilisé dans de nombreuses solutions pour la segmentation de
carte [70, 120, 27, 140]. Pour une carte m fixée, pour chaque point p dans l’espace
libre S de m, un ensemble Op(m) est défini. Cet ensemble est constitué des points
d’obstacle plus proches à p. Le diagramme de Voronoï est ainsi représenté par un
graphe G(m) = (V,E), où V est l’ensemble des points dans Op(m) qui sont équi-
distants d’au moins deux obstacles les plus proches. E est l’ensemble des arêtes
reliant deux points adjacents dans V de m :
V = {p ∈ S| ∣∣Op(m)∣∣≥ 2} (3.1)
E = {(p,q)|p,q ∈V, p adjacent to q} (3.2)
La figure 3.3 montre les diagrammes de Voronoï de deux cartes.
Une carte topologique est construite à partir de la carte grille d’occupation 4 en
appliquant le diagramme de Voronoï 5. La carte topologique ainsi établie permet
de proposer une solution pour la planification d’un unique robot dans un envi-
ronnement statique [120]. L’idée présentée dans ces travaux est de décomposer la
carte grille en un petit ensemble de régions séparées par des passages étroits tels
que les portes. Ces passages étroits sont appelés les lignes clés et sont calculés
par analyse d’un squelette de l’environnement. La carte partitionnée permet de
construire un graphe isomorphe de l’espace, où les nœuds correspondent à des
régions et les arcs permettent de relier les régions voisines. L’existence d’un arc
implique l’existence d’un chemin pour un unique robot. Ce graphe est appelé carte
4. Une carte grille d’occupation permet de traduire les obstacles statiques de l’environnement.
5. Un diagramme de Voronoï permet de traduire les espaces libres de manoeuvre autour des
ces obstacles
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(a) carte A (b) carte B
(c) carte A (d) carte B
FIGURE 3.3 – Exemple de diagrammes de Voronoï de deux cartes. (a) et (b) re-
présentent les cartes originales. (c) et (d) représentent les diagrammes de Voronoï
générés.
topologique. Cette stratégie génère aussi une série de positions appelés points clés,
où la distance est un minimum local à l’obstacle le plus proche dans la carte. Les
points clés sont également les milieux des lignes clés. Ces points peuvent être
considérés comme des points de passage pour la planification de mouvements de
robots. Ils identifient également les portes et les passages difficiles. La stratégie
présentée ici comporte des points négatifs :
– une identification approximative des portes ;
– une inadéquation aux environnements encombrés.
Pour remédier à ces problèmes, nous proposons un nouveau processus d’iden-
tification des points de passage. Ce processus est divisé en deux étapes :
– La première étape consiste à déterminer les portes ou passages étroits entre
deux espaces plus larges. Les portes sont les milieux des segments dont la
longueur à proximité de l’épaisseur des obstacles.
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(a) carte A (b) carte B
FIGURE 3.4 – Points de passage résultants du processus d’identification. Le point
noir représente le point de passage. Le point noir entouré d’un cercle représente
la porte.
– La deuxième étape consiste à déterminer les points de passage autres que
les portes, qui sont les sommets du diagramme de Voronoï.
La figure 3.4 présente une application de ce processus aux deux cartes pré-
cédentes. Il apparaît un nombre plus importants de points de passage dans l’en-
semble des cartes. Ce processus nécessite cependant une estimation de l’épaisseur
minimale des obstacles.
3.3.2 Feuille de route probabiliste
L’échantillonnage de l’espace des configurations sur la base du diagramme
de Voronoï est suivi par un deuxième échantillonnage basé sur l’utilisation des
feuilles de route probabilistes (définies par la méthode PRM). La méthode PRM
originale 6 est présentée par Kavraki et al. [65]. Cette méthode est définie selon
trois étapes :
– Premièrement, un échantillonnage aléatoire est construit dans l’espace des
configurations libres (notée Clibre 7 du robot. Une configuration est dite libre
si elle ne place pas le robot en collision avec un obstacle (l’espace des confi-
guration associé est noté Cobs). La taille de cet échantillon de configurations
est fixé arbitrairement en fonction d’une estimation de la complexité de l’en-
vironnement.
6. Une implémentation de référence de cet algorithme en C++ est disponible en ligne à
l’adresse : http ://www.ai.univ-paris8.fr/∼yz
7. Dont l’écriture est C f ree en anglais.
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– Deuxièmement, un planificateur local 8 relie les configurations de l’échan-
tillon précédemment généré. Seules les configurations proches sont testées.
Le résultat est un graphe appelé une feuille de route, définissant un ensemble
de chemins.
– Troisièmement, chaque requête de planification globale est résolue par com-
position des chemins de la feuille de route. La résolution d’une requête
commence par une tentative de connexion de la configuration initiale à une
configuration de la feuille de route et une tentative de connexion de la confi-
guration finale à une configuration de la feuille de route. Si ces deux appels
au planificateur local sont réalisés avec succès, le problème de planification
devient un problème de recherche de chemins dans un graphe (l’algorithme
A* permet de résoudre ce problème dans ce cas).
La méthode PRM calcule une feuille de route sans collision dans un espace
de configurations dans laquelle le robot est réduit à un point. Ce point représente
le modèle du robot dans l’environnement et la dimension de l’espace des confi-
gurations est égal au nombre de degrés de liberté du robot. L’algorithme cherche
ainsi un chemin libre pour un point dans la feuille de route. La figure 3.5 illustre
ce processus de génération d’une feuille de route probabiliste pour un exemple de
carte avec 80 échantillons aléatoires. La grille d’occupation ici utilisée possède
une résolution de 500×500.
Une extension de la méthode PRM, appelée feuille de route probabiliste basée
sur l’axe médian ou Medial Axis based PRM (MAPRM) en anglais [128], propose
de déplacer toutes les configurations constatées (i.e. libres et non libres) sur l’axe
médian de l’espace libre et deviennent donc toutes des configurations libres. Nous
proposons une variation de cette méthode qui ne transforme pas les configurations
de Cobs (i.e. l’égalité entre itération de l’échantillonnage et nombre de configura-
tion est perdue). Pour appliquer ce déplacement sans un calcul explicite de l’axe
médian, nous proposons d’utiliser l’algorithme 3.1.
Seules les configurations aléatoire p échantillonnée jugées dans Clibre sont éva-
luées (algorithme 3.1 ligne 3). Par proximité aux obstacles, une configuration q
est recherchée. Les configurations de ce type sont recherchées par échantillon-
nage d’un espace proche de p. Si aucune configuration n’est trouvée dans une
proximité fixée, l’algorithme se poursuit en augmentant la valeur de proximité.
Les premières configurations trouvées sont considérées comme représentatives
des obstacles les plus proches. Quand q et p sont définies, elles permettent de dé-
finir une troisième configuration r par déplacement sur l’axe défini par le couple
(p,q). Ce déplacement de r répété tant que r est dans la carte et tant qu’il ap-
partient à Clibre, nous permet de trouver une configuration de Cobs, proche de p.
Ce rapprochement est réalisé par dichotomie dans Clibre (algorithme 3.1 lignes 6
8. Souvent, ce planificateur est par soucis de simplicité un planificateur en ligne droite.
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(a) (b)
(c) (d)
FIGURE 3.5 – Processus de génération d’une feuille de route probabiliste. (a) pré-
sente l’espace de travail. (b) présente des positions aléatoires de Clibre 9. (c) pré-
sente la feuille de route construite en reliant les échantillons les plus proches avec
un planificateur en ligne droite. (d) présente le chemin résultant de la recherche
d’un chemin entre deux configurations.
à 9). L’algorithme produit une recherche auto-adaptative de l’axe médian, basée
sur l’évaluation des translations possibles dans l’espace libre. Notre solution est
basée sur la distinction de trois types de sous-espace dans C :
– les portes, qui sont identifiées dans l’étape précédente, par utilisation du
diagramme de Voronoï ;
– les chambres, qui sont identifiées par les groupes de noeuds isolés du reste
du graphe par une ou plusieurs portes ;
– les couloirs, qui sont les noeuds restants, connectés au positions clés de C.
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Algorithme 3.1 Échantillonnage sur l’axe médian
1: nb← 0
2: while nb < N do
3: p← rand()
4: if p ∈Clibre then
5: q← plus_proche(p, Cobs)
6: r← 2p−q




11: if r ∈Cobs then





(a) carte A (b) carte B
FIGURE 3.6 – Positions générées par échantillonnage sur la base du diagramme
de Voronoï
Les résultats de l’application de l’algorithme 3.1 sont présentés dans la figure
3.6, dont l’échantillonnage est restreint aux espaces identifiés comme couloirs.
3.3.3 Méthode hongroise
Notre solution divise les environnements intérieurs en zones avec des fonc-
tionnalités différentes appelées portes, chambres et couloirs. Pour maximiser la
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contribution de chaque robot à la solution globale, notre solution favorise l’explo-
ration de chambres différentes pour chaque robot. Par conséquent, les portes sont
affectées à des robots comme des tâches. Cette affectation est réalisée à l’aide de
la méthode hongroise [69]. Cette méthode est un algorithme d’optimisation com-
binatoire, permettant de résoudre un problème d’affectation en temps polynomial
(i.e. O(n3)). Une mise en œuvre utilisant la méthode hongroise pour calculer les
affectations de cibles d’exploration à des robots a été présenté par Ko et al. [67].
Dans le contexte d’un problème multi-robots, il s’agit de coordonner n robots et
n tâches. La solution recherchée dans l’attribution des tâches vise à minimiser le
coût total (en temps ou en énergie).
Notre solution utilisant la méthode hongroise est composée de quatre étapes 10 :
1. Construire une matrice de taille n× n contenant les coûts d’affectation de
chaque tâche pour chaque robot 11. Ces coûts correspondent à des valeurs de
distance ou des valeurs de consommation d’énergie. Le calcul se poursuit
dans l’étape suivante.
2. Réduire la matrice en ligne et en colonne. Cette étape passe par l’identifi-
cation du plus petit élément de chaque ligne et par une réduction d’autant
chaque valeur de la ligne. Elle se poursuit par l’identification du plus petit
élément de chaque colonne et par une réduction d’autant chaque valeur de la
colonne. Il est important de noter que cette étape fait apparaître des valeurs
nulles (i.e. zéros). Le calcul se poursuit dans l’étape suivante.
3. Calculer le nombre minimal de lignes nécessaires pour couvrir tous les va-
leurs nulles dans la matrice en ligne et en colonne. Si le nombre des lignes
est égale à n, alors la recherche d’une répartition prends fin. Le plan opti-
mal de répartition des tâches est donné par sélection d’une combinaison de
la matrice des coûts modifiée, de telle façon que la somme est égale à zéro.
Sinon le calcul se poursuit dans l’étape suivante.
4. Trouver le plus petit élément qui n’est pas couvert par l’une des lignes. Puis
le soustraire de chaque élément non couvert et l’ajouter à chaque élément
couvert. Le calcul se poursuit dans l’étape 3.
L’utilisation des étapes précédentes nécessite une matrice carrée. Ceci présup-
pose un nombre de tâches égale au nombre de robots (sous la condition que chaque
robot peut effectuer une seule tâche à chaque instant). Si cette matrice n’est pas
carré, elle sera simplement complétée par des robots fictifs ou des tâches fictives à
l’aide de valeurs nulles. La matrice ci-dessous est un exemple de résolution à trois
robots (notés r0, r1 et r2) pour deux tâches (notées t0 et t1) :
10. Une implémentation de référence de cet algorithme en C++ est disponible enligne à
l’adresse suivante : http ://www.ai.univ-paris8.fr/∼yz
11. Il existe une nouvelle matrice de coût à chaque nouvelle requête de planification.
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Algorithme 3.2 Exploration par échantillonnage dédié à la décision
1: Construction du diagramme de Voronoï.
2: Extraction des points de passage et identification des portes.
3: Construction d’une feuille de route probabiliste.
4: while ∃ sous-espace non exploré do
5: Attribution de tâches avec la méthode hongroise
6: end while
C =
cout(r0, t1) cout(r0, t2) 0cout(r1, t1) cout(r1, t2) 0
cout(r2, t1) cout(r2, t2) 0
 (3.3)
Ces trois composants (i.e. diagramme de Voronoï, feuille de route probabiliste
et méthode hongroise) utilisés dans notre solution sont combinés à l’aide de l’al-
gorithme 3.2. Leur utilisation combinée permet de prendre en compte les points
clés et les points d’échantillonnage pour coordonner les robots dans l’achèvement
de leurs tâches respectives, en fonction d’une métrique choisie 12.
3.3.4 Limite de l’approche
La figure 3.7 présente deux cas limite d’environnement. La situation A est
un exemple d’intersection et la situation B est un exemple de passage étroit. Sur
ces deux situations, le diagramme de Voronoï est superposé avec un échantillon-
nage composé de 20 configurations. Il apparait que les configurations résultantes
(issues du diagramme de Voronoï et issues de notre méthode d’échantillonnage
dédié à la décision) sont très similaires. Dans de tels cas, l’echantillonnage ré-
sultant sera contraint dans des régions topologiques identiques et les trajectoires
des robots seront similaires. Les résultats de l’utilisation d’un diagramme de Vo-
ronoï ou d’une politique échantillonnage (par exemple dédiée à la décision) se-
ront de fait comparables. Les situations d’attente ne pourront pas être éviter par
cloisement topologique. Dans le cadre des résolutions exemptes de dynamique
temporelle (telles que notre approche par échantillonnage dédié à la décision), les
intersections et les passages étroits sont un facteur limitant important des temps
d’exécution d’exploration et de transport des architectures multi-robots.
Dans le cas des intersections, la coordination délibérative est connue pour per-
mettre l’action simultanée de plusieurs robots dans un espace réduit selon des
règles prédéfinies [64]. Notre approche par échantillonnage devient de fait, par
manque d’espace libre, non adaptée à la résolution directe de telles situations.
12. Dans notre cas, ce coût est fonction de la distance parcourue.
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(a) situation A (b) situation B
FIGURE 3.7 – Cas limite par échantillonnage dédié à la décision
Dans le cas de zones d’intersection topologiquement accessibles à plusieurs robots
simultanéement, il apparait des possiblités d’attente en mouvement (par exemple,
dans des chemins en boucles).
Les passages étroits font apparaitre de nouveaux problèmes, notamment celui
d’un passage engagé simultanéement par deux robots en sens inverse. Arrivés au
point de rencontre au milieu d’un passage étroit (limitant le passage à un unique
robot), la seule évolution possible est de forcer l’un des deux robots à rebrousser
chemin. Pour éviter de telles situations, une condition de bonne exécution, sans
retour solution alternative simple à l’utilisation de plusieurs robots dans un pas-
sage étroits propose une condition d’accès aux passages étroits [117] (limitée au
nombre de robots capables de passer de front dans un tel passage).
3.4 Approche par échantillonnage adaptatif
Cette section 13 présente une nouvelle approche basée sur l’échantillonnage.
A l’instar de la section précédente, notre solution est établie par identification des
situations d’attente liés aux problèmes de collisions, de congestions et d’interblo-
cages. Le problème de transport de marchandises multi-robots est choisi comme
scénario de référence.
Pour faire face au problème d’apparition des situations d’attente dans les so-
lutions de transport de marchandises multi-robots, nous proposons une nouvelle
approche utilisant un planificateur de feuilles de route probabilistes (PRM) lui-
même basé sur un échantillonnage croisé adaptatif ou Adaptive Cross Sampling
13. Cette partie de nos travaux a été publié dans Proceedings of the 12th International Confe-
rence on Intelligent Autonomous Systems (IAS 2012).
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(ACS) en anglais. Cette approche appelée ACS-PRM est décomposée en trois
étapes principales :
– Une première étape de génération de configurations en correspondance avec
une grille d’occupation. Cette phase de génération est définie par une mé-
thode d’échantillonnage croisé adaptatif.
– Une deuxième étape de construction de feuille de route contenant des cibles
potentielles et des jalons, résultants de l’étape précédente.
– Une troisième étape de planification et d’exécution de mouvements basée
sur la feuille de route de l’étape précédente.
Il existe deux principales approches qui permettent de résoudre le problème
de la planification de mouvements pour un unique robot basé sur la représentation
de grille de l’environnement (cf. section 1.7.2). La première consiste à utiliser les
algorithmes de recherche incrémentale tels que A* 14 [54], D* [112] et wavefront
[71]. L’utilisation de ces planificateurs nécessite une discrétisation ou un pavage
de l’environnement. Ceci implique un compromis entre pas de discrétisation et
temps de réponse attendu. Un grand pas de discrétisation permet une résolution
très fine et demande un temps important de calcul. Un petit pas de discrétisation
permet une résolution approximative (au pas de résolution près choisi) et demande
peu de temps de calcul. Un grand pas de discrétisation demande également beau-
coup de mémoire et un petit pas de discrétisation demande peu de mémoire.
La deuxième consiste à utiliser les méthodes basées sur l’échantillonnage
telles que PRM [65] et RRT [72]. Ces méthodes ont été proposées pour permettre
la résolution de problème de plus grande dimension en planification de mouve-
ments. L’idée principale de ces approches est d’éviter la construction explicite de
la région obstacle dans l’espace des configurations. Contrairement aux approches
du paragraphe précédent (i.e. algorithmes de recherche incrémentale), les mé-
thodes basées sur l’échantillonnage ont de bons résultats dans les environnements
complexes et dans les espaces de configuration de grande dimension. Différentes
extensions des méthodes PRM et RRT ont été proposées [5, 128, 111, 62, 51].
Notre approche présentée dans cette section est une nouvelle extension pour la
planification de mouvements multi-robots.
3.4.1 Échantillonnage de l’espace des configurations
La première étape de notre approche ACS-PRM est un échantillonnage de C,
dans lequel un nombre suffisant de points doit être généré pour être représentatif
de l’espace libre de l’environnement. L’idée principale de cette étape est de laisser
un point aléatoire p se rétracter en une position P(q) à une distance d d’un obstacle
14. Une implémentation de référence de cet algorithme en C++ est disponible en ligne à
l’adresse : http ://www.ai.univ-paris8.fr/∼yz
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de Cobs selon des directions axiales orthogonales (cas dans lequel une solution
simple est d’utiliser horizontale et verticale).
Pour des robots mobiles non holonomes placés dans un espace à deux di-
mensions (i.e. plan vu de dessus), trois degrés de liberté ou Degree Of Freedom
(DOF) en anglais sont représentatifs de la configuration de chaque robot. Parmi
ces trois DOFs, un DOF correspond aux commandes de rotation et deux DOFs
correspondent à la translation le long des axes x et y. Les robots sont comman-
dables selon une accélération vers l’avant et selon une accélération de l’angle de
braquage. L’espace des configurations C est ainsi un groupe spécial euclidien :
SE(2) = R2×SO(2) (3.4)
où SO(2) est le groupe spécial orthogonal correspondant aux rotations.
Pour éviter les collisions, nous définissons une distance d égale à la somme
d’un nombre positif w 15 et un rayon r avec son centre sur l’axe de rotation du
robot 16 :
d = r+w, (w > 0) (3.5)
L’utilisation de w permet de faire face à l’influence négative d’erreurs provenant
des capteurs.
Cobs représentant l’ensemble des configurations en collision avec les obstacles,
∀q ∈ Cobs il s’agit de définir une direction rq, puis de déterminer un point de
symétrie S(q) tel que :
S(q) = {q+ t−→rq |t > 0}∩Cobs (3.6)
où, si :
{q+ t−→rq |t > 0}∩Cobs = {q} (3.7)
alors :
S(q) = ∞ (3.8)
Sachant dist(x,y) la distance entre le point x et le point y, la fonction de ré-
traction est définie par :
P(q) =
{




15. La valeur de w est définie par l’utilisateur en fonction de l’environnement.
16. La valeur de r est définie par le cercle englobant permettant de couvrir l’ensemble du robot
mobile.
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Algorithme 3.3 Échantillonnage croisé adaptatif
1: nb← 0
2: while nb < N do
3: p← rand()
4: if p ∈Clibre then
5: for chaque axe défini comme horizontal et vertical de C do
6: q← plus_proche(p, Cobs)











où P(q) est la position rétractée du point p. Ainsi, l’échantillonnage aléatoire est
adapté (cf. figure 3.8(b)) selon l’équation suivante :
ACS-PRM = {P(q)|q ∈Cobs} (3.10)
L’algorithme 3.3 présente le principe d’échantillonnage utilisé dans la solu-
tion ACS-PRM. Cet algorithme présente une complexité en temps de O(n) et une
complexité en espace de O(1).
3.4.2 Construction de feuille de route
La deuxième étape est la construction d’une feuille de route, dans laquelle les
cibles potentielles et les jalons sont extraites et connectées à la feuille de route. A
partir de la rétraction des contours obtenue dans la section précédente, la construc-
tion de feuille de route est définie par :
– une première phase d’extraction de cibles potentielles se déroule comme
suit : si dist(p,q)< d alors p se rétracte selon q+S(q)2 et est étiqueté comme
appartenant à l’axe médian de C ; un ensemble de segments ayant une lon-
gueur l 17 est ainsi défini ; le milieu d’un segment est marqué comme une
cible potentielle (cf. figure 3.8(c)) ;
17. Dans notre cas, la valeur de l est définie par l’épaisseur d’obstacle.
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(a) (b)
(c) (d)
FIGURE 3.8 – Processus de génération d’une feuille de route à l’aide d’ACS-
PRM. (a) présente la carte grille originale. (b) présente le résultat d’échantillon-
nage croisé adaptatif de C. (c) présente les cibles potentielles extraites (i.e. les
portes). (d) présente les jalons extraits.
– une deuxième phase d’extraction de jalons à partir des des terminaisons des
segments ne contenant pas de cibles potentielles (cf. figure 3.8(d)) ;
– une troisième phase d’extraction de jalons à partir des intersections des
contours (cf. figure 3.8(d)).
La figure 3.8 illustre le processus de génération d’une feuille de route à l’aide
d’ACS-PRM pour un exemple de carte grille d’occupation contenant 200 000
échantillons aléatoires.
3.4.3 Planification de mouvements
La troisième étape est la planification de mouvements permettant la génération
de chemins pour chaque robot. Ces chemins sont établis par interrogation de la
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(a) situation A (b) situation B
FIGURE 3.9 – Cas limite par échantillonnage adaptatif
feuille de route construite dans la section précédente. L’idée principale de cette
étape se divise selon les trois principes suivants :
– Les cibles potentielles sont considérées comme nœuds objectifs de la pla-
nification et comme objets de la répartition de tâches. Ainsi les robots sont
affectés aux cibles potentielles.
– L’attribution d’une cible potentielle est définie par le plus proche du robot
présent mais plus loin de la cible attribué au robot précédent. Cette stratégie
permet de maximiser la différences parmi les chemins.
– La planification en ligne droite du chemin de chaque robot dans l’espace des
configurations selon la feuille de route. Cette étape correspond à l’utilisation
classique de la méthode PRM.
3.4.4 Limite de l’approche
De façon similaire aux résultats précédemment présenté en section 3.3.4, les
résultats obtenus montrent l’absence de gain pour les espaces réduits limités à un
unique robot (intersection ou passage étroit).
La figure 3.10 présente les résultats obtenus dans un environnement irrégulier
(non structuré) avec 20 000 échantillons aléatoires. Dans les environnements irré-
guliers, les zones d’intersections et les passages étroits sont d’autant plus difficiles
à identifier de par la complexité des obstacles, des modèles des robots et donc des




FIGURE 3.10 – Résultats en environnement irrégulier avec l’approche ACS-PRM.
(a) présente un environnement irrégulier. (b) présente les configurations générées
par l’approche ACS-PRM. (c) présente les jalons extraits. (d) présente un exemple
de chemin par interrogation de la feuille de route construite.
3.5 Conclusion
Dans ce chapitre, nous avons présenté nos travaux concernant la planification
de mouvements multi-robots. Les réflexions de nos travaux sont formalisés pour
des cas d’exploration et de transport multi-robots.
Dans la première partie, nous avons présenté une nouvelle approche basée sur
l’échantillonnage itératif visant à atténuer les problèmes de collision, de conges-
tion et d’interblocage entre les robots. L’approche proposée combine diagramme
de Voronoï, feuille de route probabiliste et méthode hongroise.
Dans la deuxième partie, nous avons présenté une nouvelle approche basée
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sur l’utilisation de feuilles de route probabilistes associées à un échantillonnage
croisé adaptatif (i.e. ACS-PRM). L’idée de l’approche réside dans la construc-




Ce chapitre présente les expérimentations menées pour valider nos contribu-
tions présentées dans le chapitre 2 et le chapitre 3. Toutes les expériences rap-
portées dans ce document ont été réalisées avec un processeur Intel Core 2 Duo
E8400 3.00GHz avec 2Go de RAM DDR2 cadencé à 800MHz. Les expérimenta-
tions sont réalisées avec le simulateur Player/Stage [46].
Ce chapitre est organisé comme suit : la section 4.1 présente les résultats ex-
périmentaux obtenus avec l’approche contrarienne centrée sur les échanges ; la
section 4.2 présente les résultats avec l’approche heuristique basée sur un modèle
empirique ; la section 4.3 présente les résultats avec l’approche par échantillon-
nage dédié à la décision ; la section 4.4 présente les résultats avec l’approche par
échantillonnage adaptatif ; le chapitre se conclut dans la section 4.5.
4.1 Approche contrarienne et exploration multi-robots
L’expérience choisie pour évaluer l’approche contrarienne centrée sur les échanges
est l’exploration d’un environnement inconnu intérieur en utilisant un groupe de
robots Pioneer 2-DX. Chaque robot est équipé d’un télémètre laser fournissant
361 échantillons dans un champ de vue de 180 degrés avec une portée maximale
de 8 mètres. Chaque robot peut se localiser à l’aide d’un module de localisation
du type SLAM (Simultaneous Localization And Mapping en anglais). La figure
4.1 montre un exemple type de robot Pioneer 2-DX avec télémètre laser.
Les robots mobiles partagent une grille d’occupation, établie par interprétation
de la structure de l’environnement au cours de l’exécution de la mission d’explo-
ration. La grille ainsi établie est utilisée comme une carte et guide la planification
de chemin et l’évitement d’obstacles en temps réel. La planification de mouve-
ments des robots est divisée en deux sous-parties : la planification globale et la
planification locale. Nous utilisons l’algorithme wavefront [71] pour la planifica-
67
68 CHAPITRE 4. EXPÉRIMENTATIONS
FIGURE 4.1 – Robot Pioneer 2-DX avec télémètre laser
(a) carte A (b) carte B
FIGURE 4.2 – Deux cartes utilisées dans un problème d’exploration
tion globale et l’algorithme VFH+ [122] pour la planification locale, regroupant la
recherche d’objectif et l’évitement d’obstacles proches. Le rapport entre le temps
dans un monde réel et le temps de simulation est approximativement de 1 sur 3.
Pour évaluer notre approche, nous utilisons un nombre variable de robots dans
différents environnements. Les résultats sont établis sur la base d’une comparaison
avec une approche centralisée basée sur la méthode hongroise [69] dans laquelle
la répartition des tâches est effectuée par un planificateur central. La figure 4.2
montre deux cartes utilisées pour définir deux espaces distincts. Ces deux espaces
sont des espaces intérieurs clos structurés de 14 mètres de long sur 16 mètres de
large. Un exemple d’exécution est présenté dans la figure 4.3.
Le tableau 4.1 (a) montre une comparaison des résultats entre notre approche
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FIGURE 4.3 – Exemple d’exécution de l’approche contrarienne. Quatre robots
collaborent dans l’exploration d’un environnement inconnu. Les nombres en noirs
permettent de suivre les tâches actuellement en cours d’exécution. Le robot vert
termine l’exploration de la salle 0 tout en se déplaçant vers une autre salle. Le
robot jaune explore la salle 1. Le robot rouge explore la salle 2. Le robot orange
se déplace vers la salle 3.
basée sur l’échange (décentralisée) avec l’approche basée sur la méthode hon-
groise (centralisée) sur la carte A. Les résultats sont évalués par la mesure du
temps d’exécution des missions d’exploration. Chaque ensemble de données contient
un temps moyen (en secondes) établi à partir de l’exécution de 10 missions (l’écart-
type associé à chaque moyenne est indiqué entre parenthèses, à droite de chaque
moyenne). La méthode hongroise est un moyen efficace de trouver une solution
optimale pour un problème de répartition des tâches. Par conséquent, associée à
une planification centralisée, elle définit un ensemble de résultats de référence per-
mettant de mesurer les résultats de notre approche. Le tableau 4.1 (a) indique que
la différence du temps d’achèvement des missions. Ces différences sont de 6,6%
(soit 4,3 secondes) pour 2 robots, de 19,4% (soit 8,9 secondes) pour 3 robots et de
3,9% (soit 1,8 secondes) pour 4 robots.
Le tableau 4.1 (b) montre les résultats pour la carte B. La différence des temps
d’exécution est de 6,3% (soit 4,5 secondes) pour 3 robots et de 7,4% (soit 4,6
secondes) pour 4 robots. Notre approche réalise un gain de temps de 14,2% (soit
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TABLE 4.1 – Temps d’exécution des missions d’exploration
(a) carte A
Nombre de Approche basée sur Approche basée sur
robots la méthode hongroise l’échange
2 65.20s (1.166) 69.50s (0.806)
3 45.90s (0.538) 54.80s (1.887)
4 45.90s (7.120) 47.70s (0.458)
(b) carte B
Nombre de Approche basée sur Approche basée sur
robots la méthode hongroise l’échange
2 112.0s (3.317) 98.10s (1.300)
3 71.70s (1.487) 76.20s (3.027)
4 61.80s (1.249) 66.40s (1.020)
13,9 secondes) par rapport à l’approche de référence (i.e. par la méthode hon-
groise) dans le cadre d’une mission réalisée avec 2 robots. Ce gain de temps s’ex-
plique par la nature dynamique de l’environnement résultant des déplacements des
robots, environnement dans lequel la planification (de tâches et de mouvements)
est intrinsèquement difficile.
Une autre expérience a été menée pour évaluer la robustesse de notre approche.
Le but de cette seconde expérience est de tester l’effet de la prise de décision d’un
robot dans l’incertitude résultante d’une perte d’informations. Les justifications
de cette perte sont les hypothétiques situations suivantes : endommagement de
composants d’un robot, présence de barrières de communication (par expiration
d’un délai de communication, par exemple conséquence des infrastructures d’exé-
cution de la mission ou de la distance entre les robots), ou évènement imprévu aux
circonstances difficiles. Pour une équipe composée de plusieurs robots reliés par
un système de prise de décision décentralisé, chaque robot a besoin d’échanger
des informations avec ses coéquipiers pour prendre une décision. Le problème de
la perte d’informations influe sur les performances de décision. Les résultats pré-
sentés dans le tableau 4.2 montrent la robustesse de notre approche sur les carte
A et B. La probabilité de perte d’informations (PPI) varie de 10%, 30% et 50%.
Ces résultats présentent des temps moyen d’exécution en secondes, calculés sur
l’exécution de 10 missions.
Le tableau 4.2 (a) montre pour la carte A : en cas de perte d’informations
de 10%, le système conserve une bonne performance et les temps d’exécution des
missions d’exploration sont prolongés tout en restant proches des résultats initiaux
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TABLE 4.2 – Résultats avec PPI variable
(a) carte A
Nombre de robots PPI 10% PPI 30% PPI 50%
2 70.40s 84.50s 85.10s
3 56.20s 63.00s 76.80s
4 50.80s 59.70s 73.90s
(b) carte B
Nombre de robots PPI 10% PPI 30% PPI 50%
2 100.3s 141.3s 155.2s
3 82.00s 102.5s 124.6s
4 67.00s 83.00s 92.80s
(les différences entre eux sont de 0.9 secondes pour 2 robots, de 1.4 secondes
pour 3 robots et de 3.1 secondes (4 robots) ; en cas de perte d’informations de
30%, la performance du système est abaissé et les temps d’exécution des missions
d’exploration sont prolongés par les effets indésirables de la perte d’informations.
En comparaison avec les résultats initiaux, les différences sont de 15.0 secondes
pour 2 robots, de 8.2 secondes pour 3 robots et de 12.0 secondes pour 4 robots ; en
cas de perte d’informations de 50%, la performance du système diminue encore
et les différences entre temps d’exécution des missions d’exploration et temps
initiaux sont de 15.6 secondes pour 2 robots, de 22.9 secondes pour 3 robots et de
26.2 secondes pour 4 robots.
Le tableau 4.2 (b) montre pour la carte B : en cas de perte d’informations de
10%, les différences sont de 2.2 secondes pour 2 robots, de 5.8 secondes pour
3 robots et de 0.6 secondes pour 4 robots par rapport aux résultats initiaux ; en
cas de perte d’informations de 30%, les différences sont de 43.2 secondes pour
2 robots, de 26.3 secondes pour 3 robots et de 16.6 secondes pour 4 robots ; en
cas de perte d’informations de 50%, les différences sont de 57.1 secondes pour 2
robots, de 48.4 secondes pour 3 robots et de 26.4 secondes pour 4 robots.
D’après le tableau 4.2, l’efficacité d’une résolution multi-robots décentralisée
pour un problème d’allocation de tâches dépends de la qualité des échanges d’in-
formations entre les robots. Les temps d’exécution des missions d’exploration se
prolongent conjointement avec l’augmentation de la probabilité de perte d’infor-
mations. En outre, ces augmentations sont considérées comme acceptables dans
nos expériences, car sub-linéaire en la perte d’informations. Ce comportement dé-
montre la bonne robustesse de notre approche. Ce comportement reste à améliorer
dans les cas extrêmes (i.e. si aucune communication).
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FIGURE 4.4 – Robot Pioneer 2-DX avec pince
4.2 Approche heuristique et transport de marchan-
dises
L’expérience choisie pour évaluer l’approche heuristique basée sur un modèle
empirique est le transport d’un certain nombre de marchandises d’une source vers
une destination en utilisant un groupe de robots Pioneer 2-DX. Chaque robot est
équipé d’une pince permettant de détecter une marchandise, de la ramasser, de
la transporter et de la déposer. La capacité de charge de chaque robot est limitée
à une seule unité de marchandise. Chaque robot peut se localiser à l’aide d’un
module de localisation du type GPS (Global Positioning System en anglais). La
figure 4.4 montre un exemple type de robot Pioneer 2-DX avec pince.
Nos expériences sont effectuées dans un espace clos avec 16 mètres de long et
de 16 mètres de large contenant plusieurs obstacles fixes. Le rapport entre le temps
dans un monde réel et le temps de simulation est de 1 sur 5. Les robots mobiles
partagent une grille d’occupation commune avec des informations sur la structure
de l’environnement. Cette grille est utilisée comme carte pour la planification de
chemin et l’évitement d’obstacles en temps réel. Nous avons utilisé l’algorithme
wavefront [71] pour la planification globale et l’algorithme ND [82] pour la pla-
nification locale. Nos expérimentations incluent un composant de planification
centrale, capable de communiquer avec tous les robots à chaque instant.
L’évaluation de notre solution est réalisée dans quatre environnements expé-
rimentaux de simulation, présentés dans la figure 4.5. Ces environnements sont
représentatifs des relations de distance entre dépôt (noté D), source (notée S) et
destination (notée K), c’est à dire des quatre relations suivantes : KD > KS > SD,
KD> SD>KS, KS>KD> SD et KS> SD>KD. Il existe deux autres relations :
SD > KD > KS et SD > KS > KD. Toutefois, ces deux possèdent des distances
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(a) environnement A (b) environnement B
(c) environnement C (d) environnement D
FIGURE 4.5 – Quatre environnements expérimentaux de simulation. La zone grise
représente le dépôt (D), la zone verte représente la source (S) et la zone orange
représente la destination (K). L’environnement A correspond au cas KD > KS >
SD, l’environnement B au cas KD > SD > KS, l’environnement C au cas KS >
KD > SD et l’environnement D au cas KS > SD > KD.
importantes entre source et dépôt, qui sont illogiques en réalité.
La figure 4.6 est un exemple d’exécution d’une simulation, dans lequel le robot
rouge est en attente au dépôt, le robot vert est en cours de déplacement pour le
chargement d’une marchandise, le robot orange transporte une marchandise en
direction de l’emplacement de livraison et le robot bleu rentre au dépôt (suite à
l’achèvement récent d’un dépôt de marchandise).
Nous avons utilisé une équipe de robots pour effectuer plusieurs expériences et
comparer notre approche heuristique à l’approche re-planner [126]. Le principe
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FIGURE 4.6 – Exemple d’exécution de l’approche heuristique. Quatre robots co-
opérants dans une mission de transport. Les marchandises à transporter sont re-
présentées par des carrés bleu foncé. La zone grise représente le dépôt pour les
robots. La zone verte représente un lieu de production de marchandises. La zone
orange représente un site de livraison des marchandises. L’expérience présentée
ici inclue une unique zone de production et une unique zone de livraison dans un
soucis de clarté des résultats.
de la solution présentée dans re-planner est d’affecter chaque marchandise au
robot le plus proche de celle-ci. Le taux de production des marchandises varie
aléatoirement de 4 à 12 secondes. Les résultats expérimentaux sont présentés dans
la figure 4.7.
La figure 4.7 montre les résultats expérimentaux obtenus dans l’exécution de
missions incluants quatre robots pour le transport de 50 marchandises. Les quatre
histogrammes correspondent aux résultats des quatre environnements de simula-
tion choisis. Chaque histogramme contient deux ensembles de données expéri-
mentales correspondant à la durée totale du transport et la somme de l’énergie
consommée par l’ensemble des robots en utilisant l’approche heuristique et en
utilisant l’approche re-planner. Chaque mission est répétée 10 fois, pour évaluer













































































































































FIGURE 4.7 – Résultats comparés de l’approche heuristique et de l’approche re-
planner dans les quatre environnements expérimentaux de simulation présentés
dans la figure 4.5. Les résultats de l’approche re-planner correspondent aux bâtons
blancs et aux lignes rouges. Les résultats de l’approche heuristique correspondent
aux bâtons verts et aux lignes bleues. Chaque diagramme représente donc l’exé-
cution de 10 missions identiques, différenciées selon l’axe des x. Selon l’axe des
y, il est possible de lire le temps d’exécution de chaque mission sur les bâtons
(blancs ou verts) et la consommation d’énergie sur les tracés (rouges ou bleus).
la stabilité et la robustesse de chaque solution. La figure 4.7 montre que le temps
de transport est considérablement réduit avec notre approche et que la consom-
mation d’énergie obtenue en utilisant notre approche est toujours maintenue à un
faible niveau (avec une différence en moyenne inférieure à 4.8% de la consomma-
tion utilisée par l’approche re-planner, les consommations d’énergie sont jugées
équivalentes.).
Un autre avantage important de notre approche heuristique réside dans une
consommation d’énergie répartie uniformément entre les robots. Le tableau 4.3
présente le nombre moyen des tâches complétées et des énergies consommées par
les robots dans l’environnement A. Le nombre de tâches complétées correspond
au nombre des marchandises transportées. Les données pour les tâches complé-
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TABLE 4.3 – Nombre moyen des tâches complétées et des énergies consommées
dans l’environnement A
(a) approche re-planner
Numéro de robot Tâches complétées Énergies consommées
0 (robot rouge) 0 0
1 (robot orange) 19.7 (6.133) 1129.0 (343.6)
2 (robot bleu) 23.3 (1.952) 1360.0 (113.0)
3 (robot vert) 7.0 (6.618) 455.7 (368.7)
(b) approche heuristique
Numéro de robot Tâches complétées Énergies consommées
0 (robot rouge) 11.4 (1.497) 780.1 (112.1)
1 (robot orange) 13.0 (1.000) 789.4 (59.84)
2 (robot bleu) 13.4 (1.281) 792.8 (75.77)
3 (robot vert) 12.2 (0.980) 746.7 (66.86)
tées et les énergies consommées sont établies sur 10 exécutions (l’écart-type as-
socié à chaque moyenne est indiqué entre parenthèses). La présence de valeurs
nulles dans les résultats de l’approche re-planner laisse supposer l’adéquation
d’un nombre de trois robots pour l’achèvement d’une mission dans cette expé-
rience (conséquence de l’affectation d’aucune tâche au robot rouge). Les résultats
de l’approche heuristique montre l’inverse, par le biais de meilleurs résultats avec
quatre robots.
Ces expériences démontrent que deux facteurs principaux affectent les résul-
tats d’une approche pour la résolution d’un problème de transport de marchandises
multi-robots :
– Les relations entre dépôt, source et destination. Si la source et la destination
sont fixées, alors le choix de la position de l’emplacement d’un dépôt influe
sur les résultats. Dans la figure 4.7, l’histogramme (a) (i.e. KD > KS >
SD) possède un temps de transport et une consommation d’énergie qui sont
inférieurs aux valeurs de l’histogramme (b) (i.e. KD > SD > KS).
– Le nombre de robots constituants l’équipe multi-robots. Le tableau 4.3 montre
les consommations moyennes d’énergie de chaque robot. Pour une quantité
de robots trop faible, le temps d’exécution total de la mission sera étendu.
Au contraire, une quantité trop importante de robots peut entraîner une sur-
consommation d’énergie. Par conséquent, la définition et le contrôle d’un
nombre adéquate de robots au fil de l’exécution des missions est une consi-
dération importante.
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Enfin, la figure 4.7 montre un temps total de transport proche de la moyenne
dans chaque histogramme. La stabilité de cette valeur démontre une bonne qualité
du service de transport ainsi achevé dans la maîtrise du temps de livraison. Il est
important de noter que le transport des marchandises est réalisé avec une pince,
ce qui implique des possibilités d’évènements indésirables dans le transport, dus
des collisions dans le cas de vitesses de déplacement trop importantes. En cas de
collision, selon les positions et selon la vitesse de chaque robot, les marchandises
se trouvent endommagées ou perdues (par perte de préhension sur la marchan-
dise). Ces collisions sont possibles avec des obstacles et avec d’autres robots. Par
conséquent, afin d’assurer la sécurité de transport en évitant le dommage ou la
perte des marchandises, la vitesse de chaque robot a été limitée jusqu’à 1,0 m/s.
4.3 Approche par échantillonnage et exploration multi-
robots
L’expérience choisie pour évaluer l’approche par échantillonnage dédié à la
décision est l’exploration d’un environnement inconnu intérieur en utilisant un
groupe de robots Pioneer 2-DX que nous montrons dans la figure 4.1. Un serveur
central de planification a la possibilité de communiquer avec tous les robots et
d’attribuer des tâches d’exploration à chacun. Tous les robots partagent une grille
d’occupation représentative de la structure de l’environnement au cours de leur
mission d’exploration.
Les expériences impliquent deux à six robots placés dans deux environne-
ments distincts. Une comparaison entre les résultats de notre approche et l’ap-
proche proposée par le diagramme de Voronoï est donnée. Les figures 3.3 (a) et
(b) représentent deux cartes expérimentales utilisées dans nos simulations. Ces
cartes sont des espaces clos avec 14 mètres de long et 16 mètres de large. Le rap-
port entre le temps de monde réel et le temps de simulation est de 1 sur 3. Un
exemple d’exécution est présenté dans la figure 4.8.
Les résultats de nos expériences sont présentés dans la figure 4.9. Nous avons
mesuré le gain en temps d’exploration pour notre approche par comparaison avec
l’approche basée sur le diagramme de Voronoï. Dans chaque diagramme, l’abs-
cisse représente la taille de l’équipe des robots, l’ordonnée représente le gain de
temps en pourcentage de la durée totale d’exploration. La barre d’erreurs indique
un intervalle de confiance de chaque gain avec un niveau de confiance de 95%. La
figure 4.9 montre un gain de temps d’exploration de 5.8% à 16.1% sur la carte A
et de 6.4% à 15.3% sur la carte B. Ces résultats démontrent l’efficacité de notre
solution.
Nous avons également évalué le nombre moyen d’occurrences d’exclusion
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FIGURE 4.8 – Exemple d’exécution de l’approche par échantillonnage dédié à
la décision. Quatre robots collaborent dans l’exploration d’un environnement in-
connu. Le robot rouge et le robot orange explorent différentes chambres. Le robot















































FIGURE 4.9 – Gain en temps dans un problème d’exploration de notre approche
par échantillonnage par comparaison avec une approche basée sur le diagramme
de Voronoï.
mutuelle de point de passage dans chaque carte comme indiqué dans le tableau
4.4. Ce tableau montre que le problème des situations d’attente est considérable-
ment réduit en utilisant notre approche. Il est important de noter que contrairement
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TABLE 4.4 – Nombre des exclusions mutuelles dans un problème d’exploration
(a) carte A
Nombre de robots 2 3 4 5 6
Echantillonnage 2.5 2.9 4.3 3.1 3.4
Diagramme de Voronoï 6.2 6.7 11.6 8.1 10.2
(b) carte B
Nombre de robots 2 3 4 5 6
Echantillonnage 0.0 1.4 2.7 2.9 2.4
Diagramme de Voronoï 4.1 6.2 6.4 7.7 10.7
à l’approche basée sur l’utilisation du diagramme de Voronoï, notre approche per-
met de planifier des chemins séparés pour des robots dans un couloir.
4.4 Approche par échantillonnage et transport de
marchandises
L’expérience choisie pour évaluer l’approche par échantillonnage adaptatif
(ACS-PRM) est le transport d’un certain nombre de marchandises d’une source
vers de multiples destinations en utilisant un groupe de robots Pioneer 2-DX que
nous montrons dans la figure 4.4. La figure 4.10 montre deux cartes utilisées, qui
sont des environnements structurés. Pour chaque carte, la zone verte indique la
position d’origine des marchandises, et les zones jaunes représentent les desti-
nations qui sont toujours placées dans les chambres. La carte A dispose de huit
chambres donc huit destinations. La carte B dispose de sept chambres donc sept
destinations. La taille de l’équipe de transport varie de deux à huit robots. Pour
chaque taille d’équipe, 10 essais expérimentaux sont effectués pour une mission
de transport de 50 marchandises. L’objectif de la mission est de transporter les
marchandises en direction de chaque chambre. L’objectif est un transport équi-
réparti vers chaque destination. Le rapport entre le temps dans un monde réel et le
temps de simulation est approximativement de 1 sur 1.
Dans les expériences, on suppose qu’il existe un serveur central capable de
communiquer vers tous les robots et d’affecter des tâches de transport à chaque
robot. Une tâche de transport est définie par une position d’origine et une des-
tination. Nous avons également supposé que tous les robots partagent une grille
commune et chacun possède d’une information complète sur tous les autres ro-
bots. Cette hypothèse est importante pour la planification de chemin et pour l’évi-
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(a) carte A (b) carte B
FIGURE 4.10 – Deux cartes utilisées dans un problème de transport
tement d’obstacles en temps réel.
La figure 4.11 est un exemple d’exécution d’une simulation, dans lequel le
robot rouge réalise une livraison, le robot vert est sur son chemin de retour après
terminaison de libraison, le robot jaune se déplace pour charger une marchandise
et le robot orange transporte une marchandise vers une destination.
Les résultats de nos expériences sont présentés dans la figure 4.12. Nous avons
mesuré le gain en temps de transport par comparaison avec l’approche générale
qui utilise l’algorithme wavefront [71] pour la planification de mouvements glo-
bale et l’algorithme VFH+ [122] pour la planification de mouvements locale. Dans
chaque diagramme, l’abscisse représente la taille de l’équipe des robots, l’ordon-
née représente le gain de temps en pourcentage de la durée totale de transport. La
barre d’erreur indique un intervalle de confiance de chaque gain avec un niveau de
confiance de 95%. La figure 4.12 montre un gain de temps de transport de 6,7%
à 12,2% sur la carte A et de 6,1% à 12,0% sur la carte B peut être obtenue en
utilisant notre approche. Ces résultats démontrent l’efficacité de notre solution.
L’approche ACS-PRM permet de construire des feuilles de route dans un
temps réduit. Les expériences montrent que les temps de cartographie sont res-
pectivement de 0,321 secondes et de 0,329 secondes pour la carte A et la carte B
avec 200 000 échantillons aléatoires sur une moyenne de 10 essais.
Le tableau 4.5 présente le nombre moyen d’occurrences d’exclusion mutuelle
de point de passage dans chaque carte. Ce tableau montre que le problème des
situations d’attente est considérablement réduit en utilisant l’approche ACS-PRM.
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FIGURE 4.11 – Exemple d’exécution de l’approche par échantillonnage adapta-
tif. Quatre robots coopérants dans une mission de transport. La pièce bleu foncé
identifie les marchandises à transporter. La zone verte représente la position d’ori-
gine des marchandises. La zone jaune représente la destination, qui correspond à















































FIGURE 4.12 – Gain en temps dans un problème de transport de notre approche
ACS-PRM par comparaison avec l’approche générale.
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TABLE 4.5 – Nombre des exclusions mutuelles dans un problème de transport
(a) carte A
Nombre de robots 2 3 4 5 6 7 8
Approche ACS-PRM 1.6 3.1 6.4 7.5 10.0 11.1 16.2
Approche générale 15.3 18.7 26.0 26.8 19.9 23.7 27.2
(b) carte B
Nombre de robots 2 3 4 5 6 7 8
Approche ACS-PRM 3.8 4.3 7.1 14.9 12.8 10.3 16.7
Approche générale 17.1 19.2 19.0 26.5 27.4 27.0 29.9
4.5 Conclusion
L’approche contrarienne centrée sur les échanges a été testée et évaluée dans
un problème d’exploration. Une première expérience en simulation expose les
bons résultats de notre solution par comparaison avec la méthode hongroise. Une
seconde expérience en simulation démontre la robustesse de notre solution dans
le cas d’une perte d’informations. Nos résultats montrent que, l’approche contra-
rienne centrée sur les échanges propose des solutions optimales en temps pour les
problèmes d’exploration multi-robots en utilisant un système décentralisé.
L’approche heuristique basée sur un modèle empirique a été testée et éva-
luée en simulation dans un problème de transport de marchandises. Les résultats
démontrent que notre approche propose des résultats inférieurs en temps et iden-
tiques en consommation d’énergie, par rapport à l’approche re-planner.
L’approche par échantillonnage dédié à la décision a été testée et évaluée en
simulation dans un problème d’exploration. Les résultats démontrent que le temps
global d’achèvement d’une mission avec notre solution est considérablement in-
férieur aux résultats proposés par une approche fondée sur l’utilisation du dia-
gramme de Voronoï.
L’approche par échantillonnage adaptatif a été testée et évaluée en simulation
dans un problème de transport de marchandises. Les résultats montrent qu’en utili-
sant notre approche, le temps total nécessaire pour achever la mission de transport
est considérablement réduit par rapport à l’approche générale.
Chapitre 5
Conclusion et perspectives
Les travaux résumés dans ce mémoire présentent quatre nouvelles méthodes
pour la coordination multi-robots. Deux de ces contributions sont destinées à la
planification de tâches et deux de ces contributions concernent la planification
de mouvements. Ces contributions proposent des solutions pour les architectures
multi-robots centralisées et décentralisées.
L’étude des problèmes de coordination multi-robots du point de vue de la
planification de tâches nous a permis de proposer deux nouvelles solutions. La
première solution est une approche contrarienne centrée sur les échanges conçue
pour la répartition des tâches décentralisée dynamique basée sur des règles com-
merciales. Cette approche simule la relation entre acheteurs et vendeurs dans un
système commercial et propose l’utilisation d’un mécanisme d’offre non sollici-
tée. Après une première phase de définition de rôles, les robots acheteurs agissent
et les robots vendeurs répartissent les tâches. La deuxième solution est une ap-
proche heuristique conçue pour traiter le problème de la répartition des tâches de
transport de marchandises. Le problème considéré est défini par un site produc-
teur, une zone destination, un taux de production inconnu, un nombre de robots
fixé doté de pince pour le transport des marchandises et un dépôt permettant de
placer les robots en attente de tâche. Notre solution minimise le temps total de
transport tout en gardant une faible consommation énergétique des robots. Cette
solution est réalisée par estimation du taux de production de marchandises avec
une fonction heuristique basée sur un modèle empirique. Cette solution est réa-
lisée dans une architecture centralisée, permettant l’attribution de marchandises
aux robots impliqués.
L’étude des problèmes de coordination multi-robots du point de vue de la pla-
nification de mouvements nous a permis également de proposer deux solutions
supplémentaires. Cette partie de nos travaux formalise le problème des situations
d’attente entre robots dans l’exécution d’actions dans un espace commun. Ayant
présenté les solutions de la littérature, nous avons proposé deux nouvelles solu-
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tions basées sur la méthode d’échantillonnage. L’une agrège plusieurs méthodes
existantes placées dans une approche centralisée créant un échantillonnage ité-
ratif atténuant les problèmes de congestion, de collision et d’interblocage entre
robots. La seconde propose une méthode d’échantillonnage permettant de créer
des feuilles de route probabiliste adaptée à la complexité de l’espace à traverser.
La solution proposée permet de construire des chemins réduisant les probabilités
d’interférence entre les chemins des robots et par la même, les occurrences de
situation d’attente lors de l’exécution.
Ces résultats ont été validés et testés dans des expériences comparatives avec
des approches de référence avec le simulateur Player/Stage en utilisant différentes
instrumentations de la base mobile Pioneer 2-DX. L’utilisation de ce simulateur
nous permet de présenter de bons résultats dans un environnement proche du
monde réel. Les résultats montrent des temps de transport et d’exploration in-
férieurs aux travaux antérieurs du domaine. Les résultats montrent également la
consommation d’énergie des robots impliqués et exposent des propriétés de sta-
bilité par équi-répartition entre les robots impliqués. L’originalité de nos travaux
réside dans la proposition d’un ensemble de solutions pour un large spectre d’ap-
plications centralisées, décentralisées, orientées transport et orientées exploration.
L’étude de la stabilité dans un système multi-robots reste une perspective intéres-
sante, dans la formulation de nouvelles approches de coordination de mouvements
et de tâches.
Une autre perspective de nos travaux est de placer nos approches dans le
contexte des problèmes de planification de mouvements des robots humanoïdes et
aux modélisations bio-informatique. Avec des modèles articulés complexes, ces
problèmes possèdent des espaces de configurations de grandes dimensions et de
fait, sont explicitement non-représentables. Cette non-possibilité de représentation
explicite, due à la complexité de C, rends le problème de coordination de plusieurs
agents (robots humanoïdes ou molécules) difficiles. Pour résoudre ce problème de
planification dans C sans se restreindre à une planification approximative dans un
sous-espace de W , l’utilisation de notre approche ACS-PRM permettra d’établir
dynamiquement les espaces libres et de coordonner dynamiquement les acteurs
dans des espaces étroits. Ces espaces sont un point clé de l’utilisation des robots
dans des tâches journalières humaines et dans des interactions entre humains et ro-
bots. L’application de l’approche ACS aux algorithmes RRT peut également être
une solution.
Issue des travaux sur l’auto-organisation dans les systèmes multi-agents, une
autre perspective de nos travaux se situe dans l’étude d’algorithmes de structura-
tion et d’organisation des robots en sous-groupes pour la réalisation de la mission
de transport et d’exploration. L’ajout de caractères différents au sein des robots
(tels que des consommations d’énergie différentes) créant des groupes de robots
hétérogènes, impliquera des variations plus importante dans les stratégies de ré-
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partition. L’ajout du caractère incertain de l’exploration est également une des
sources possibles des variations à réaliser, par implication des risques d’échec de
la mission pour l’ensemble du système multi-robots. Afin de généraliser ces varia-
tions, l’étude de la notion d’adaptation au sens des systèmes multi-agents pourrait
être une source d’inspiration intéressante.
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Annexe A
Exemples de solutions pour la
gestion des exclusions mutuelles aux
points de passage
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(a) même direction et même chemin (b) même direction et différents chemins
(c) différentes directions et même chemin (d) différentes directions et différents chemins
FIGURE A.1 – Trajectoires de robots obtenues avec l’algorithme OBO
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(a) même direction et même chemin (b) même direction et différents chemins
(c) différentes directions et même chemin (d) différentes directions et différents chemins
FIGURE A.2 – Trajectoires de robots obtenues avec l’algorithme VFH+
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(a) même direction et même chemin (b) même direction et différents chemins
(c) différentes directions et même chemin (d) différentes directions et différents chemins
FIGURE A.3 – Trajectoires de robots obtenues avec l’algorithme ND
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Titre : Contributions à la coordination de tâches et de mouvements pour un sys-
tème multi-robots
Résumé : Nous étudions dans ce mémoire le problème de la coordination de
tâches et de mouvements pour un système multi-robots du point de vue de la
planification. Nos travaux se concrétisent par quatre nouvelles approches : une
approche contrarienne centrée sur les échanges, une approche heuristique basée
sur un modèle empirique, une approche par échantillonnage dédié à la décision et
une approche par échantillonnage adaptatif. Toutes les approches proposées dans
ce mémoire ont été testées et évaluées par des expériences de simulation.
Mots-clés : Système multi-robots, coordination, planification de tâches, planifica-
tion de mouvements.
Title: Towards task and motion coordination of multi-robot systems
Abstract: This thesis studies the issue of multi-robot coordination from the stand-
point of planning, which contains task planning and motion planning. Two new
approaches are proposed for the task planning. The first one is a decentralized
approach based on trading rules. This approach is designed to simulate the rela-
tionship between buyers and sellers in a business system, to achieve dynamic task
allocation by using a mechanism of unsolicited bid. The second approach is an
heuristic one which is based on an empirical model. It is designed to assign the
transportation task to individual robots by estimating the production rate of goods
in a centralized system. Two new approaches are proposed for the motion plan-
ning. Both are sampling-based approaches, designed to plan separate kinematic
paths for multiple robots to minimize the issue of waiting situation including con-
gestion, collision and deadlock, in an effective way in order to improve the system
planning efficiency. All these proposed approaches have been tested and evaluated
through simulation experiments.
Keywords: Multi-robot system, coordination, task planning, motion planning.
