Long wavelength spectral distortions in the Cosmic Microwave Background arising from the 21-cm transition in neutral Hydrogen are a key probe of Cosmic Dawn and the Epoch of Reionization. These features may reveal the nature of the first stars and ultra-faint galaxies that transformed the spin temperature and ionization state of the primordial gas. SARAS 2 is a spectral radiometer purposely designed for precision measurement of these monopole or all-sky global 21-cm spectral distortions. We use 63 hr night time observing of the radio background in the frequency band 110-200 MHz with the radiometer deployed at the Timbaktu Collective in Southern India to derive likelihoods for plausible redshifted 21-cm signals predicted by theoretical models. First light with SARAS 2 disfavors the class of models that feature weak X-ray heating (with f X ≤ 0.1) and rapid reionization (with peak dT b dz ≥ 120 mK per unit redshift interval ).
1. INTRODUCTION The Epoch of Reionization (EoR), beginning with first light from the first stars and ultra-faint galaxies, and ending with almost complete reionization of the primordial gas, marks an important period in the cosmic evolution of baryons (Barkana & Loeb 2001; Ciardi & Ferrara 2005; Zaroubi 2013; McQuinn 2016; Haiman 2016; Barkana 2016) . There is considerable uncertainty and limited observational constraints on the astrophysical evolution in this period, including the nature of the first sources of light, and the thermal and ionization state of the intergalactic medium (IGM).
Current observational constraints on the EoR are either indirect or integrated in time. They include the GunnPeterson trough towards high-redshift QSOs (Fan et al. 2006; McGreer et al. 2015) , which places the end of reionization at redshift z ∼ 6; the evolution in the luminosity function of Lyman-α galaxies, which indicates an ionization fraction of 0.4-0.6 at z ∼ 7 (Zheng et al. 2017) ; detection of the EoR signature in the Cosmic Microwave Background anisotropies, placing the average redshift of reionization z r between 7.8 and 8.8 (Planck Collaboration et al. 2016; Hinshaw et al. 2013) ; and upper limits on the kinematic Sunyaev-Zeldovich effect, limiting the extent of the EoR to ∆z r < 2.8 (Planck Collaboration et al. 2016) .
On the other hand, the redshifted 21-cm line from neutral Hydrogen is a direct probe of the state of the gas in the EoR. Wouthuysen-Field (Wouthuysen 1952; Field 1958) coupling of the spin to the kinetic temperature via Lyman-α photons, gas heating via X-rays and reionization via ultra-violet radiation generate spatial and temporal fluctuations in the 21-cm signal, all of which result in a redshifted 21-cm power spectrum whose monopole or all- † Joint Astronomy Program, Indian Institute of Science, Bangalore 560012, India Email of corresponding author: saurabhs@rri.res.in sky global component traces the mean cosmological evolution (Madau et al. 1997) . Although a direct detection of the 21-cm signal continues to be elusive, the PAPER radio interferometer derived lower limits in the range 5-10 K on the IGM temperature at z = 8.4 based on upper limits to the power spectrum of 21-cm spatial fluctuations at that epoch; the derived limit depends on the assumed ionization fraction (Pober et al. 2015) . Recently, additional upper limits on the 21-cm power spectrum have been reported by MWA (Beardsley et al. 2016 ) and LOFAR (Patil et al. 2017 ).
While these experiments as well as HERA and SKA-Low work towards detection of the 21-cm power spectrum, detection of the global 21-cm signal from the EoR could well prepare the way with useful constraints on the mean evolution Furlanetto 2006; Pritchard & Loeb 2012) , given that a single-element radiometer suffices for a detection and the time required for achieving useful sensitivity, under ideal conditions, is only a few minutes (Shaver et al. 1999; Sathyanarayana Rao et al. 2017b ). The present uncertainty in the astrophysical parameters during the EoR allows for various possible global 21-cm signals. Hence, well-calibrated wide-band radiometer measurements could pin down the underlying astrophysics (Morandi & Barkana 2012; Mirocha et al. 2013; Harker et al. 2016; Cohen et al. 2016) .
A non-detection by the EDGES experiment, which targeted the global signal, placed a lower limit on the extent of reionization of ∆z r > 0.06 (Bowman & Rogers 2010) . Analysis of such measurements up to z ∼12-15 used to rely on theoretical predictions (Madau et al. 1997; Furlanetto 2006 ) that reionization occurred in the "saturated heating" limit, in which cosmic heating had occurred earlier and the IGM temperature no longer affected the 21-cm signal. However, Fialkov et al. (2014) showed that late heating, in which reionization features strong 21-cm absorption due to a still-cold IGM, is quite plausible, opening up a wide variety of possible 21-cm signals. Extrapolations of recent observations to high redshift also support such scenarios (Madau & Fragos 2016; Mirocha et al. 2017) .
A number of experiments are underway to detect the global 21-cm signal, including EDGES 2 (Monsalve et al. 2017) , LEDA (Bernardi et al. 2016) , BIGHORNS (Sokolowski et al. 2015a) , and SCI-HI (Voytek et al. 2014) . Attaining the necessary sensitivity to plausible signals is a formidable challenge: the cosmological signal needs to be discerned in the presence of Radio Frequency Interference (RFI), instrumental systematics (Liu et al. 2013) , ionospheric effects (Vedantham et al. 2014; Sokolowski et al. 2015b ) and Galactic and Extra-Galactic foregrounds, which can be 5-6 orders of magnitude brighter than the signal (Harker 2015; Liu & Tegmark 2012) . Fortunately, the foregrounds have been shown to be spectrally smooth to mK levels in the frequency range of 40-200 MHz and can be modeled by smooth functions (Sathyanarayana Rao et al. 2017b) . Similarly, the ionospheric effectsabsorption, emission, refraction and the stochastic error due to temporal variations in total electron contentresult in spectrally smooth components (Vedantham et al. 2014; Sokolowski et al. 2015b ) that may be subsumed by a smooth modeling of the foreground. However, the level of systematics is critically dependent on the radiometer design, calibration scheme, as well as data modeling strategies (Patra et al. 2013; Monsalve et al. 2017; Bernardi et al. 2015) .
SARAS 2 is a spectral radiometer that aims to detect the global redshifted 21-cm signal from the EoR over 40-230 MHz. Below, we describe its design philosophy, calibration methodology, algorithms developed for RFI excision, and modeling of the foregrounds and instrumental systematics. We present results from first light upon deploying the system at a relatively radio quiet site at the Timbaktu Collective in Southern India.
2. SARAS 2 SPECTRAL RADIOMETER SARAS 2 has a wide-band wide-field monopole antenna deployed on open level ground with receiver electronics enclosed in a unit below the antenna and below ground. The receiver is a correlation spectrometer in that the antenna signal is first split into two, then amplified separately in two parallel signal paths. The analog signals are transmitted on optical fiber to a signal processing unit located 100 m away, which is followed by a digital spectrometer that spectrally decomposes the signals, computes the complex cross-correlation between the signals and records the spectra. The entire system operates on batteries and can be deployed at remote radio-quiet sites.
The antenna
The SARAS 2 antenna is a sphere-disk monopole antenna (see Fig. 1 ) in which a circular aluminum disk on the ground is one element and a sphere atop an inverted cone forms the second element; the sphere and cone are smoothly conjoined and the cone surface meets the sphere tangentially. The edge of a small circular hole at the center of the disk continues down as the outer conductor of a coaxial cable, whose central conductor connects to the apex of the inverted cone. The antenna smoothly transforms into an unbalanced transmission line that connects to the receiver below, thus avoiding any balun or impedance transformer that could introduce frequencydependent resistive losses, which would be difficult to characterize to the required accuracy. The antenna is electrically small with its spherical radiating element, of diameter 0.292 m, less than λ/4 at the highest frequency. Further, the disk radius is 0.435 m, guaranteeing that internal reflection of currents from the edge can only create sinusoids of period about 350 MHz in the frequency-domain characteristics. The electrically small dimensions ensure that the entire observing band is within the first resonance, which is at 260 MHz. The structure is of simplistic design, defined by a minimal number of parameters, with smooth characteristics.
The antenna beam is omnidirectional, with nulls towards the horizon and zenith, with a peak at 30
• elevation and half power beam width of 45
• . Frequency independence of the beam is critical for this experiment in order to avoid coupling of sky structure into spectral features. The electrically small dimensions ensure frequency independence for the antenna beam, and we have confirmed this property by range measurements and electromagnetic simulations.
A radiation efficiency η r (ν) defines the frequencydependent coupling of the beam-weighted sky temperature T sky (ν) to the antenna. Owing to impedance mismatch between the antenna and transmission line, only a fraction of this power-defined by a reflection efficiency η c (ν)-arrives at the receiver. The total efficiency η t = η r × η c determines the received antenna temperature:
Internal receiver noise appears as an additive contaminant in measured spectra, and internal reflections of the receiver noise at the antenna terminals result in spectral shapes for this contaminant, with the shape dependent on the antenna reflection coefficient Γ c (ν), which is related to η c (ν) as:
Thus, if Γ c has any low-level embedded ripples then both foregrounds and receiver noise contributions in measured spectra would have non-smooth structure. Therefore, critical to detection of the EoR global signal is designing Γ c to be spectrally smooth. Mathematically, we require Γ c to be Maximally Smooth (Sathyanarayana Rao et al. 2015).
As discussed above, the shape and dimensions of the antenna are chosen to make its characteristics, including Γ c , smooth. To the accuracy limits of the field measurements, Γ c is spectrally smooth at levels better than 1 part in 10 4 , ensuring that non-smooth features in the instrument response to the receiver noise, if any, are below the sensitivity of the observations presented here. The total efficiency η t is estimated from a comparison of the differential antenna temperature measured as the sky drifts overhead and the expectation for this differential based on the GMOSS model for the radio sky (Sathyanarayana Rao et al. 2017a ). This total efficiency and also the reflection efficiency are shown in Fig. 2 ; the total efficiency represents the attenuation with which any EoR signature would be present in observed spectra. It may be noted here that the efficiency is poor and more so at lower frequencies; this was a design compromise made for SARAS 2 in that efficiency was sacrificed for spectral smoothness in the reflection efficiency and frequency independence of the beam.
The receiver
The antenna signal is split coherently into two parallel paths, which are amplified separately. The splitter also adds coherent calibration noise into both paths; however, the relative phases of the sky and calibration signals in the two paths differ by 180
• . As a consequence, the correlation spectrometer provides a difference measurement between the sky and calibration noise temperatures.
The configuration of the receiver is shown in Fig. 1 . A cross-over switch swaps the sky and calibration signals entering the splitter. Differencing spectra recorded in the two positions of the switch cancels common-mode signals entering the two parallel signal paths. In each position of the cross-over switch, the calibration noise is switched on and off to provide data for bandpass calibration. System noise couples across the parallel paths via internal reflections at the antenna and components in the receiver chains to give an additive spurious component in the measurement. This is shaped by the frequency dependence of Γ c and the relative path delay with which the direct and reflected signals arrive at the correlation spectrometer (Meys 1978) .
The SARAS 2 receiver is compact, mounted directly beneath and at the antenna terminals, and the components are interconnected thus avoiding transmission lines in-between. The amplified signals directly modulate lasers and transition to fibers, thus providing excellent optical isolation to the subsequent electronics located 100 m away. All of this helps ensure that the additive spurious component from internal reflections and multi-path propagation of system noise is spectrally smooth; therefore, this unwanted component can also be modeled as a Maximally Smooth Function.
The digital spectrometer
Located 100 m away from the antenna is a signal conditioning unit, which converts the signal back to electrical from optical and limits the band to 40-250 MHz. This is followed by a well-shielded digital spectrometer, which samples the pair of signals in the parallel paths with 10-bit precision, computes 8192-point Discrete Fourier Transforms, and measures the complex cross-correlation in each of 4096 frequency channels over the range 0-250 MHz. The signals are windowed in time domain using a BlackmanNuttall window (Nuttall 1981) , which has been measured to suppress leakage of any RFI into the rest of the band by a factor of 10 8 .
A MEASUREMENT FOR THE 21-CM EOR GLOBAL SIGNAL SARAS 2 was deployed at the Timbaktu Collective (Latitude=+14.
• 242328, Longitude=77.
• 612606E). Data were acquired over 13 nights from 2016 October to 2017 June. Ionospheric Total Electron Content (TEC) for the entire observing was less than 20 units, corresponding to quiet conditions 1 . Pre-processing and data calibration was performed within the MIRIAD environment (Sault et al. 1995 ) using custom tools.
Data were acquired cycling through each of four states: alternating the cross-over switch and toggling the calibration noise in each switch position. A batch of sixteen 67.1-ms integrated spectra were acquired in each state of the receiver. They were Hampel filtered (Hampel 1974 ) to reject strong RFI and then averaged. Common-mode responses of the correlation spectrometer were rejected by differencing spectra corresponding to the two switch states; this was followed by complex bandpass calibration.
The calibrated spectra were processed using algorithms for detection/rejection of data corrupted by lower levels of RFI. Spectra were fit with suitably high-order (10'th order) Legendre polynomials over multiple overlapping bands, in order to fit out plausible models for the EoR spectrum as well as foregrounds and instrumental systematics, and outliers in the residuals were detected using median filters and rejected. This was performed in successive iterations while progressively lowering the detection threshold and repeating the fits. Data were also progressively averaged in frequency and time to detect faint RFI that may be present in contiguous channels and/or times. The algorithm was designed to avoid asymmetric clipping of noise peaks that may result in bias in averaged residuals at levels at which the EoR signal is expected. Rejection of data corrupted by RFI resulted in useful data in the 110-200 MHz band and these calibrated spectra-without any Legendre polynomials subtracted-were used for foreground removal and signal detection.
Long duration laboratory tests of the receiver were done with the antenna replaced by a variety of terminations: open, short and impedance matched terminations and a resistor-inductor-capacitor network with Γ c (ν) similar to that of the SARAS 2 antenna. All of these, on processing as above and fitted using a single smooth function as defined in Sathyanarayana Rao et al. (2015) , yielded residuals consistent with expected thermal noise.
The modeling of foreground in the sky data was performed by fitting polynomials. This also inevitably results in partial filtering out of the EoR signal. We adopt the global 21-cm templates predicted by the semi-numerical simulations of Cohen et al. (2016) as representative of currently allowed signals. Since these different EoR templates have different variations with frequency, we separately optimize for different templates the order of polynomial and frequency sub-band for their analysis to maximise the signal-to-noise ratio in the residual. This yields a set of residuals, individually optimized for the detection of different templates, and these are used below for deriving constraints on the EoR. These residuals have root-meansquare (rms) noise of about 11 mK and a representative residual is shown in Fig. 3 . Figure 3 . Residuals obtained after fitting calibrated sky data, following RFI rejection, with a 7-th order polynomial model representing the foreground. On the right is a histogram for the amplitudes along with the best-fit Gaussian. Since data rejection for RFI varies across channels, the channel amplitudes vary in their signal-to-noise ratio and, therefore, amplitudes are normalized by their 1σ errors for the histogram.
CONSTRAINTS ON BARYON THERMAL
EVOLUTION Any EoR signal appearing in each of the residual spectra obtained after fitting data with appropriate polynomials would be attenuated by the total efficiency η t , shown in Fig. 2 , and "high-pass filtered" due to the subtraction of the fitted polynomial from the data. Corresponding to any plausible EoR signal we may thus construct a "processed" EoR signal that is expected in the residual by fitting out a polynomial of the same order to the attenuated template. We have confirmed via simulations that this polynomial fitting process is linear.
To test for the presence of any plausible EoR signal in the data residual, we compute the ratio of the likelihood of the residual containing the processed signal plus expected Gaussian noise (the alternate hypothesis H 1 ), and the likelihood of the residual containing just noise (the null hypothesis H 0 ). We assume both cases to be equally likely and hence assign uniform priors. The likelihoods are defined to be:
where y i is the data residual in the i th frequency channel, σ i is the associated error, M i is the model amplitude at that channel and N is the number of independent frequency channels. We derive the measurement noise σ i by accounting for all of the data rejection for RFI, measurements of the system temperature, absolute calibration of SARAS 2 and finally from differences between adjacent channel data. The likelihood ratio
is the ratio of likelihoods of M being the processed signal to that for M being zero.
To determine the significance of the likelihood ratio corresponding to any particular EoR signal template, we generate mock datasets with the same σ i distribution as that in the data residual. One dataset D 1 contains the processed EoR template plus noise, while the second dataset D 0 contains only noise. We compute likelihood ratios for D 0 and D 1 for multiple realizations of noise to derive the expected distributions of these likelihood ratios. These distributions are then used to infer the probabilities for false positives and false negatives for the likelihood ratio derived from the data depending on whether the ratio for any EoR template exceeds unity or is below unity (Kay 1998, Chapter 3) .
Given the rms noise in the data and the amplitude of the processed signal, we infer that the data is sensitive to the class of signals corresponding to late heating or poor X-ray efficiency, with f X ≤ 0.1 (see Cohen et al. (2016) for details), along with peak dT b dz ≥ 120 mK per unit redshift interval corresponding to a rapid rate of reionization. We compute likelihood ratios from the residual data for the 21-cm templates that satisfied these criteria; there were 9 such cases out of the total of 264 in the atlas. In Fig. 4 we show these templates as well as their processed residuals.
We show in Fig. 5 the likelihood ratios inferred from the data along with the expected distributions of these ratios. For almost all of the signals belonging to this class the distributions of D 1 and D 0 are significantly separated and hence the data has the sensitivity to discriminate between the hypotheses H 1 and H 0 (presence or absence of the signal). Of these allowed signals, six are disfavored in that their likelihood ratios place them in the domain of H 0 , within its 32 nd to 68 th percentile band, and the probability of their being false negatives is in the range 14 % to 28%. Two signals have likelihood ratios within the 32 nd to 68 th percentile band of H 1 ; however, the probability that these are false alarms is as much as 25 to 30%. In the case of one signal-the one with index number 9 in the Figure- the data analysis leads to a result of relatively poorer significance. The class as a whole, taking into account all 9 signals, has likelihood ratios with an average probability of 31% of being false negatives; therefore, the class of signals is more likely to be from D 0 than D 1 . This implies that the data is more consistent with noise-only hypothesis as against the hypothesis in which noise and template are present. We thus Figure 4 . Panel (a) shows the atlas of 21-cm templates highlighting those 9 that belong to the selected class of late heating and rapid reionization. The grey curves show models that are not significantly constrained by the data. Panel (b) shows the processed EoR signals, which were obtained from the templates after attenuation by the antenna efficiency followed by high-pass filtering resulting from polynomial fits.
disfavor this class of models with f X ≤ 0.1 and peak dT b dz ≥ 120 mK per unit redshift interval with 69% confidence.
The models that are disfavored by SARAS 2 all lie in the area of parameter space corresponding to late heating (Fialkov et al. 2014) , actually a regime we might call very late heating, in which cosmic reionization ends without the global 21-cm signal having reached emission. More specifically, SARAS 2 disfavors models that have late (i.e., weak) X-ray heating and a rapid end to reionization (due, for example, to large galaxies dominating star formation and a large mean free path available within the ionized bubbles).
In summary, we disfavor the class of global 21-cm models that represent late heating or poor X-ray efficiency, with f X ≤ 0.1, and with peak dT b dz ≥ 120 mK per unit redshift interval corresponding to a rapid rate of reionization with 69% confidence. These results are intriguing and we are devising better strategies for foreground modeling towards minimising loss in signal amplitudes.
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