A stochastic optimization methodology is formulated for computing energy-optimal paths from among time-optimal paths of autonomous vehicles navigating in a dynamic flow field. Based on partial differential equations, the methodology rigorously leverages the level-set equation that governs time-optimal reachability fronts for a given relative vehicle-speed function. To set up the energy optimization, the relative vehicle-speed and headings are considered to be stochastic and new stochastic Dynamically Orthogonal (DO) level-set equations are derived. Their solution provides the distribution of time-optimal reachability fronts and corresponding distribution of time-optimal paths. An optimization is then performed on the vehicle's energy-time joint distribution to select the energy-optimal paths for each arrival time, among all stochastic time-optimal paths for that arrival time. Numerical schemes to solve the reduced stochastic DO level-set equations are obtained, and accuracy and efficiency considerations are discussed. These reduced equations are first shown to be efficient at solving the governing stochastic level-sets, in part by comparisons with direct Monte Carlo simulations. To validate the methodology and illustrate its accuracy, comparisons with semi-analytical energy-optimal path solutions are then completed. In particular, we consider the energy-optimal crossing of a canonical steady front and set up its semi-analytical solution using a energy-time nested nonlinear double-optimization scheme. We then showcase the inner workings and nuances of the energy-optimal path planning, considering different mission scenarios. Finally, we study and discuss results of energy-optimal missions in a wind-driven barotropic quasigeostrophic double-gyre ocean circulation.
Introduction
The use of autonomous underwater vehicles (AUVs) including propelled vehicles, gliders, and surface crafts is growing in a wide range of applications such as oil and gas exploration, ocean floor mapping, search and rescue, security, and coastal and global ocean monitoring, conservation and forecasting ( Stommel, 1989; Bachmayer et al., 2004; Bellingham and Rajan, 2007 ) . Due to uncertainties, ocean sampling is often at the heart of such underwater operations. For coupled sampling and exploration missions (e.g., Bhatta et al., 2005; Curtin and Bellingham, 2009; Bahr et al., 2009; Ramp et al., 2009; Haley et al., 2009; Leonard et al., 2010; Schofield et al., 2010 ) , long endurance and low energy cost are crucial requirements. Specifically, there is a need to increase the capability of vehicles to operate for long periods of time at sea, often either by developing more efficient power supplies ( Bellingham and Rajan, 2007 ) or by utilizing the environment to reduce energy consumption ( Webb et al., 2001 ) . Similar needs arise in other applications where the environment can play a significant role such as in the navigation of land robots, drones, airplanes, etc. Conserving fuel by designing energy-efficient paths leads to cost savings, longer operational time, and environmental protection. In this work, we present a methodology based on stochastic level-set partial differential equations (PDEs) that rigorously predicts energy-optimal paths in deterministic dynamic flows. Although ocean applications are emphasized, the methodology is valid for a wider class of environments.
The task of designing a path for a mobile agent that navigates from a start point (s) to a desired final point (f) by optimizing one or more of the travel time, energy expended, data collected, and vehicle safety, is commonly referred to as path planning. It is an area of active research in many domains (e.g., Hwang and Ahuja, 1992; LaValle, 2006; Sheu and Xue, 1993; Latombe, 1991; Kavraki et al., 1996; Lermusiaux et al., 2015 ) . In the ocean domain, the effect of dynamic currents on the motion of vehicles is significant. Typical propelled AUVs have an endurance of 12-25 h and speeds up to 5 knots, and typical gliders have an endurance of a few days to months and speeds up to 1 knot ( Sherman et al., 2001; Rudnick et al., 2004; Schofield et al., 2007 ) . As such strong currents can be comparable to the speed of propelled AUVs ( Schmidt et al., 1996; Elisseeff et al., 1999 ) and common currents can be two-tothree times faster than glider speeds. The energy budget of gliders directly depends on flow conditions, the largest energy expenditure often being skin friction ( Eriksen et al., 2001 ). For our energyoptimal planning, a main challenge is thus to develop accurate and efficient algorithms that intelligently utilize the favorable currents and avoid the adverse currents, so as to optimize endurance and energy consumption. Another challenge is to rigorously incorporate the variability of ocean fields, combining ocean modeling and observations with PDE-based optimization. This challenge is especially relevant for the case of vehicles that once deployed have little or no human interventions. As such, there is an opportunity to capitalize on ocean prediction systems (within their predictive capability) so as to forecast the energy-optimal paths even prior to the deployment of vehicles.
Our goal is to develop a rigorous and efficient methodology that computes energy-optimal relative speeds and headings for navigating between two locations in a dynamic flow field, optimizing from among time-optimal paths (see Fig. 1 ). Some of the questions that inspired our work include the following. Can energy-optimal paths in complex ocean currents be computed at all? Should this computation be posed as a stochastic PDE-based optimization problem? Can dynamic model-order reductions be employed? What are the overall accuracy and costs of the methodology? What are the energy-optimal paths in fundamental ocean flows? Even though path planning for robotic systems has received much attention ( Latombe, 1991; LaValle, 2006; Lolla, 2012 ) , answering such questions for large-dimensional, strong and unsteady ocean flows is challenging.
One type of AUV energy-optimization is based on the A * algorithm ( Carroll et al., 1992; Garau et al., 2005 ) . It was used by Garau et al. (2009) to reduce the energy consumption for gliders and by Lee et al. (2015) with an energy-based cost function considering environmental effects and a heuristic for a marine surface vehicle. However, the A * algorithm does not guarantee optimality when a heuristic is not available and its paths become infeasible in strong variable flows. Rapidly Exploring Random Trees (RRTs) (e.g., LaValle, 1998; Kuffner and LaValle, 20 0 0 ) is a sampling-based method used to explore the workspace for navigating a robot quickly and uniformly. For underwater path planning, Tan et al. (2004) used RRTs to obtain an obstacle free path for an AUV, but without considering currents. Rao and Williams (2009) used RRTs to generate feasible paths for gliders and an A * search to identify a path from among RRT paths that minimizes an energy-based linear-speed cost heuristic. However, the authors report that the method is not capable of identifying minimum energy paths when the flow is strong. For more on RRTs, we refer to Bruce and Veloso, 2002; Melchior and Simmons, 2007; Jaillet et al., 2010; Yang et al., 2010; Karaman and Frazzoli, 2011 . A related method using a kinematic-tree-based navigation planner was developed by Chakrabarty and Langelaan (2013) for UAVs in unsteady wind fields.
The above methods are discrete node-based graph methods. For path planning in continuous fields, fast marching methods can be used ( Sethian, 1999a; 1999b ) , including anisotropic cost functions ( Petres et al., 2007 ) . However, they are limited to currents smaller than vehicle-speeds ( Lolla et al., 2014c ) . Continuous wavefront expansion methods have also been used ( Soulignac et al., 2009; Thompson et al., 2009; . Path parameterization and an optimization on the path parameters has been successful in simulations for the Sicily channel ( Alvarez et al., 2004 ) . The authors obtain candidate paths and then optimize them through a genetic algorithm (GA), minimizing the energy required to overcome a cubic-velocity drag. However, the GA and other evolutionary algorithms ( Chien-Chou et al., 2014 ) are not guaranteed to converge in finite time and not all assumptions are applicable to complex flows. Kruger et al. (2007) also employ a path parameterization but utilize a nonlinear optimization, with applications to Hudson River simulations. Their weighted cost function accounts for energy with variable engine thrust, obstacle avoidance, time of travel, and target visitation. Even though such nonlinear optimization does not have the drawbacks of evolutionary algorithms, they are constrained by the chosen path parameterization, which limits the generality of the method and can increase computational costs. Potential field techniques used to repel vehicles away from obstacles ( Warren, 1990; Barraquand et al., 1992 ) were also combined with path parameterization and swarm optimization for energybased path planning ( Witt and Dunbabin, 2008 ) . The authors still employed heuristics and ad-hoc refinements, with successful tests using forecasts for Brisbane's Moreton Bay.
In general, path planning problems are nonlinear optimal control problems ( Bryson and Ho, 1975; McLain and Beard, 1998 ) , which classically amount to solving 2-point boundary value problems. When the environmental flows are time-dependent fields, such problems are expensive and difficult to solve. Aghababa (2012) uses this approach for energy-optimal path planning by fixing a maximum time to reach and solving for a path that minimizes an energy cost that depends on nominal velocity to the power of 3/2. However, the author used evolutionary algorithms (GA and ant-colony optimization) and used simple test problems to evaluate their performance in comparison to conjugate gradient methods. An indirect external field algorithm for computing the optimal time-to-go and associated optimal feedback control loop is tested on a time-invariant double-gyre and Adriatic sea simulations by Rhoads et al. (2010) . Sequential quadratic programming was used by Beylkin (2008) to optimize the path for a balloon moving in a windy atmosphere by minimizing an l 2 -norm of the control. Inanc et al. (2005) , Zhang et al. (2008) illustrated that the optimal energy-time-weighted paths computed by a heuristic receding-horizon nonlinear programming problem (NLP) method were close to paths along Lagrangian Coherent Structures (LCS) estimated from Monterey Bay HF-radar data. Hsieh et al. (2012) , Michini et al. (2014) also successfully applied collaborative tracking of LCS in a double-gyre simulation, experimental flow tank data, and ocean data for the Santa Barbara Channel. Game theoretic considerations were used by Sun and Tsiotras (2015) to plan paths for pursuit-evasion games between two UAVs navigating in an external flow field.
Recently, a modified level-set PDE was obtained for timeoptimal path planning of autonomous agents in any dynamic flow field. ( Lolla et al., 2014b; 2014c; Lolla and Lermusiaux, 2016 ) . This Hamilton-Jacobi (HJ) PDE governs exactly and efficiently the forward-in-time reachability front. To generate the time-optimal paths, a particle tracking equation is solved backward in time. These equations and a definition of level-sets are provided in Appendix A . Here, we extend this deterministic PDE-based methodology to a stochastic PDE-based optimization to compute minimum energy paths among time-optimal paths. A new idea is to introduce variable and stochastic vehicle-speeds, and to perform an optimization on the energy utilized by such vehicles as they navigate from start to end in a time-optimal fashion. The variable vehicle-speed allows for energy optimization. Another idea is to utilize dynamic model-order reduction and uncertainty quantification, the Dynamically Orthogonal (DO) equations, to integrate the level-set HJ PDE with stochastic vehicle-speeds. Specifically, we thus derive and apply novel DO equations for this stochastic level-set HJ PDE. Since sample-wise solutions of this stochastic PDE (S-PDE) are guaranteed to be time-optimal paths, minimizing the energy consumed among such time-optimal paths provides the energy optimal paths. Such an application of the DO method for probabilistic exploration to solve an optimization problem is attempted here for the first time. We note that the stochasticity in the problem comes from the vehicle-speed, and not the flow field which is deterministic in the present paper. Our applications show that the variable vehicle-speed optimized by our methodology intelligently utilizes the deterministic forecast currents thereby saving energy (e.g., turning the on-board engine to low speed when currents are favorable). In general, our S-PDE-based optimization solves for speed functions and paths that save the most energy for a set of arrival times.
In what follows, we first present the mathematical problem statement and a few remarks ( Section 2 ). In Section 3 , we develop the methodology and new stochastic DO level-set PDEs. Due to the non-polynomial nonlinearity in these S-PDEs, we derive three variants for these DO equations. In Section 4 , we discuss numerical schemes, algorithms, and computational complexity. In Section 5 , we perform a two step validation process. First, we show that the solutions of the stochastic DO level-set PDEs solve the original S-PDE correctly and discuss the computational advantages of the DO approach. Second, we validate the stochastic optimization by applying it to the planning of energy-optimal paths in a canonical flow that permits a semi-analytical solution. Our final application ( Section 6 ) is to plan paths in a dynamical barotropic quasigeostrophic double-gyre circulation.
Problem statement
Time-optimal path planning with given time-dependent vehicle speed. We start with time-optimal path planning and the HJ level-set equation (A.1) governing the reachability front (see Appendix A ), but with a straightforward extension: the relative vehicle-speed F ( t ) is given but time-dependent. Let us consider a vehicle with a relative time-dependent non-negative speed, i.e., F ( t ) ≥ 0 navigating from a start point ( x s ) to an end point ( x f ) in ⊆ R n , an open set (see Fig. 1 ). The environmental flow is denoted by v (x , t ) : × (0 , ∞ ) → R n and is assumed known. The reachability front is then governed by the HJ level-set equation as (A.1) but
with the level-set φ initialized by a signed distance function from the starting point x s , i.e., φ(x , 0) = | x − x s | . The backtracking equation for that given F ( t ) then yields the time-optimal path, i.e.,
) and
To briefly explain this extension, consider a time t > 0 with the vehicle on the reachability front. From this instant, the vehicle travels at an instantaneous given (vehicle) speed F ( t ) for a time interval d t . The reachability front (i.e., the zero level-set) evolves normal to itself with this instantaneous speed F ( t ). The reachability front still remains optimal for this F ( t ). For backtracking, the heading ˆ h (t) is normal to the zero level-set, which at the instant t , is independent of the instantaneous F ( t ), and hence the same for all F ( t ). For two different F ( t ), the only difference is the rate at which the reachability front evolves normal to itself. Hence, for a given and variable F ( t ), the solution of Eqs.
(1) forward in time and (2) backward in time, yields the time-optimal path. Lolla and Lermusiaux (2016) provide a formal derivation accounting for generalized derivatives and viscosity solutions.
Energy-optimal path planning. The energy-optimal path planning problem for the vehicle navigating in under the influence of v ( x , t ) ( Fig. 1 ) 
where p ( t ) is the power function, n p ≥ 0, and other variables are as defined above and listed in Table C .5 . For an instance of F ( •), the scalar field φ( x , t ) is a reachability-front-tracking level-set function and the viscosity solution of the level-set Hamilton-Jacobi eq. (3b) with initial conditions (3d) and the subsequent solution to the backtracking Eq. (4) ,
yield the continuous-time history of the time-optimal vehicle heading angles, θ * ( t ) (see Lolla et al. (2014c ) and Appendix A ). An energy-optimal path, Eq. (3a) , is thus indeed chosen among timeoptimal paths, as Eqs. (3b) -(3e) and Eq. (4) indicate. Next, we provide four remarks.
Remark 1: Effects of variable speeds on energy and time. As F ( •) decreases, on the one hand p ( •) decreases, but on the other hand, T ( x f ; F ( •)) increases. The total energy usage E can thus either decrease or increase. Hence, for some arbitrary choice of two F ( t ) realizations, one can obtain similar optimal arrival times T ( x f ; F ( •)), but very different energy consumption (and vice-versa) . In all cases, the above optimization problem will select the time-optimal path with F ( t ) corresponding to the lowest energy usage E .
Remark 2: Energy-optimal paths as a subset of time-optimal paths. The opposite effects of changing F ( •) on the the power utilized and total time to reach gives rise to a Pareto-front behavior as used in cooperative game theory ( LaValle and Hutchinson, 1998 ) . We illustrate such results in Section 6 . This behavior provides the freedom to select the energy-optimal path that completes a mission in time-optimal manner for a given time frame. In other words, for every arrival time that corresponds to feasible paths, there is at least one energy-optimal path among the many time-optimal paths (as many as there are realizations of F ( •) that lead to feasible paths).
Remark 3: Unique optimal arrival time but multiple energy-optimal paths. Among all time-optimal paths (each with different F ( t )) that reach the end point at the same time, there can be more than one energy-optimal path. Physically, this simply means that at least two paths that are time-optimal with the same arrival also have the same minimum total energy usage E . Such situations can occur not only with man-made machines as AUVs or cars, but also with animals in nature. Mathematically, this is captured by the viscosity solution of the level-set Hamilton-Jacobi Eq. (3b) which allows for the formation of such singularities or shocks, even from smooth initial conditions, see ( Lolla et al., 2014c; Lolla and Lermusiaux, 2016 ) .
Remark 4: Power function p ( t ).
The methodology we develop readily allows energy-based path planning for any type of power consumption dependence with relative vehicle speed, i.e., for any function p ( t ) of F ( t ) (3e) . For example, one could use: p ( t ) ∝ F ( t ) for a constant drag-force optimal path, which is often used in control theory to introduce fuel-optimal control (e.g., Athans and Falb, 2007 ) ; p ( t ) ∝ F ( t ) 2 for a linear drag; or, p ( t ) ∝ F ( t ) 3 for a quadratic drag. Some vehicle designs could also have power consumption that is proportional to fractional powers of F ( t ). Finally, power functions that sum terms proportional to acceleration and to various drags (skin drags and induced drag, e.g., Sherman et al. (2001) ) can also be directly handled (e.g., Subramani, 2014 ) . However, in the examples provided later, we assume that the total time needed for accelerations (the sum of speed-switching periods) is much smaller than the total time spent at constant speed (sum of the times spent without accelerating). In other words, the vehicle accelerates or decelerates from time to time, but most of the time, it does not accelerate. We can then ignore the acceleration costs and only consider a cost of the form F (t ) n p dt with fixed n p . For ubiquity reasons, we also emphasize the common velocity-square dependence, i.e., p(t ) = F (t) 2 .
Methodology
Following control theory, energy-optimal paths could be defined as the solution of a 2-point boundary value problem ( Athans and Falb, 2007 ) . However, obtaining these solutions for strong dynamic flows is very challenging. The computations are expensive and hence mostly heuristic approximations are employed requiring problem-specific parameter tuning (see for e.g., Aghababa, 2012; Beylkin, 2008 ) . Another approach to solve the nonlinear optimization problem (3) is a trial and error deterministic optimization. Here, starting from a certain type of F ( t ) or control (e.g., bang-bang, reduced function space), a refinement process can be used to update the discretized F ( t ) at one instant and iterate one-change-at-atime until an optimum for that type of F ( t ) is reached. Clearly this process can be an inefficient step-by-step search without a guarantee of full optimality. A more efficient approach would be to compute the optimal solutions all at once, at least within a space of functions F ( •).
A stochastic optimization approach could directly compute energy-optimal solutions for such a class of F ( •) in Eq. (3b) and then iteratively converge to the optimal solution by hierarchically generating new classes from existing ones, as needed. For our problem, the function F ( t ) then becomes a random variable F ( t ; ω).
With this external stochastic forcing, Eq. (3b) becomes a stochastic level-set equation. Ideally, if the stochastic PDE can be integrated at once for all events ω, then the whole solution distribution can be obtained directly, which is an advantage when compared to a step-by-step search. Such F ( t ; ω) can be sampled from a probabilistic distribution (e.g., uniform distribution) or governed by a stochastic process (e.g., Markov process). Of course, it is only for a comprehensive sampling of the now stochastic function space or distribution F ( •; ω) that the stochastic optimization would yield the optimal solution for that space. If feasible, advantages are that the optimum within the space is found in a single, albeit possibly expensive, stochastic optimization step and that the class of time-optimal solutions are rigorously defined by a stochastic PDE. If the sampling is not complete, the optima obtained so far can be used to hierarchically generate new samples from the existing ones, hence refining the optima until convergence. This hierarchical stochastic optimization is an accelerated heuristic deterministic optimization in the sense that the solution for a distribution F ( In what follows, we first set-up the stochastic optimization for energy-optimal path planning. Next, we develop the new stochastic DO level-set PDEs, providing three variants corresponding to different handling of the non-polynomial nonlinearity in the original PDE. Details of derivations are given in Appendix B . Numerical schemes, computational algorithms, and computational complexity are discussed in Section 4 .
Stochastic level-set optimization approach
Considering the nominal speed F ( t ) as a random variable belonging to a stochastic class, i.e., F ( t ) → F ( t ; ω), and a deterministic flow field v ( x , t ), we obtain a stochastic Langevin form of the level-set Eq. (3b) :
where ( x , t ) ∈ × (0, ∞ ) and ω denotes a random event. For F ( t ; ω) ≥ 0, we solve the SPDE (5) until the first time instant t such that φ( x f , t ; ω) ≤ 0, starting from deterministic initial conditions φ(x , 0 ; ω) = | x − x s | with boundary condition ∂ 2 φ (x ,t;ω) ∂n 2 | δ = 0 , where n denotes the outward normal to ∂ . Such a stochastic simulation yields the distribution of the minimum time-to-reach
Next, to allow energy optimization, the distribution of energy utilized is computed from F ( •; ω) and
As mentioned in Section 2 , the function p ( t ) can assume any power law dependence on F ( t ). Finally, for any choice of the time-to-reach (a particular time or a range of time), the speed function F ( t ; ω) that minimizes the energy cost, E ( ω), can be obtained by a search procedure. As we will show, this optimization is efficient for classes of stochastic functions F ( •; ω) that can be efficiently represented by a reduced basis. Such specifications of reduced bases for the space of vehicle-speed time-series will be discussed in Section 4 . The overall approach is summarized by a flowchart in Fig. 2 . Fig. 2 . Flowchart describing the new DO level-set stochastic optimization methodology for computing energy-optimal paths among time-optimal paths for a range of timesto-reach.
We reiterate that the stochasticity comes from the externally forced distribution F ( •; ω), and not from the flow field, which for the present work is assumed to be deterministic. However, we note that results can be extended to uncertain flow fields by considering v ( x , t ) also as a random variable belonging to another stochastic
, where π ∈ is a random event representing the uncertainty in the underlying flow field. Such a treatment is illustrated in Lermusiaux et al. (2015) , Wei (2015) , but only for time-optimal path planning. Energy-optimal path planning under uncertain flows is not considered here.
The most straightforward method to solve the SPDE (5) is through a Monte Carlo (MC) approach. The deterministic level-set PDE (3b) can be solved for different realizations of F ( t ; ω) to yield a distribution of optimal times T ( x f ; F ( •; ω)). Unfortunately, the MC solution is expensive: the computational cost increases with number of realizations used and convergence is slow. Since in (5) v ( x , t ) is a flow field velocity, an efficient method to solve (5) would exploit the nonlinearities of this flow, which tend to concentrate the responses of the scalar level-set field, φ, into specific dynamic patterns. Such a methodology is offered by the DO approach. To the best of our knowledge, this approach had not yet been utilized to determine the stochastic viscosity solution of (5) . A numerical challenge in obtaining such DO level-set equations is the presence of the non-polynomial nonlinearity, γ ≡ | ∇φ|. Next, we present ways to handle this challenge and obtain the new DO level-set equations.
Stochastic DO level-set equations
Before deriving the new stochastic DO level-set PDEs, we first provide the DO decomposition of a general scalar S-PDE and define some notation. ( Sapsis and Lermusiaux, 2009; Ueckermann et al., 2013 ) can be briefly introduced as follows. For a general scalar stochastic con-
Generic DO equations. Dynamically Orthogonal field equations
applying a generalized dynamic Karhunen-Loeve (KL) decomposition (a DO decomposition)
and an orthogonality condition on the evolution of stochastic subspace
yields the DO equations for the statistical mean φ , stochastic coefficients Y i and deterministic modes ˜
where ⊥ ˜ φ is the operator that returns the component orthogonal
. The original SPDE (6) is recast into the DO equations consisting of a mean PDE (9) , the mode PDEs (11) , and the stochastic coefficient ODEs (10) . The n s , φ modes ˜ φ i are dynamic, i.e., they form an evolving subspace. The n s , φ stochastic coefficient Y i are also variable: they evolve the uncertainty within that dynamic subspace. For physical nonlinear systems, the intrinsic nonlinearities in (6) and the corresponding dynamic aspects retained in Eqs. (9) -(11) often enable the truncation to a number of n s , φ modes and coefficients typically much smaller than the dimensions (spatial and stochastic) of the original system. It is these dynamics, and the adaptable size n s , φ ( Lermusiaux, 1999; Sapsis and Lermusiaux, 2012 ) , that allow tracking most of the stochasticity of the original variables.
Notation. For every two fields u ( x , t ; ω) and v (x , t; ω) , the spatial inner product is defined as
and the orthogonal component operator is defined as
The expectation operator is denoted as E . The notation • and ˜ • refers to means and modes, respectively: φ (x , t ) , Y i ( t ; ω), and ˜ φ i (x , t ) are the mean, i th stochastic coefficients, and i th spatial mode of the spatio-temporal field φ( x , t ; ω) while F (t) , z ( t ; ω), and ˜ F (t) refer to the same but for the temporal scalar F ( t ; ω).
Using the Einstein summation notation, the DO decompositions of
φ(
We note that the Y i ( t ; ω)'s and z ( t ; ω) can represent complex pdf's in accordance with the KL decompositions of φ( x , t ; ω) and F ( t ; ω), respectively. By definition, we also have zero expectations for the coefficients:
In the equations to follow, for brevity of notation, ( x , t ; ω) is dropped.
The time-dependent representations equations (14) - (15) of the stochastic process F and φ are such that if truncated to a subspace of size n s , F and n s , φ , respectively, each of them capture the most of these processes in the sense of variance (K-L property). Such DO truncations of φ are feasible due to the nonlinearities and correlations of environmental flows and, for the case of F , due to the operational constraints on the relative vehicle-speed. The subspace of the stochastic process F ( •, ω) of size n s , F is in the sense of a time-KL decomposition of z . Since F is independent of x , in the sense of its spatial-DO decomposition, the mode ˜ F can be set to 1: all F stochastic variations are then represented by the time-KL decomposition of z . When needed to emphasize the subspace reduction of F ( •, ω), we nonetheless denote F as F DO . A list of notation and acronyms we employ is provided in Table C .5 of Appendix C .
Derivations. Inserting the DO decompositions for F (14) and φ (15) into the stochastic level-set Eq. (5) along with γ , we obtain the DO expanded level-set equation,
To derive the mean, mode and coefficient equations from (16) , and,
2 . We will focus mainly on 2-d in space applications, but the equations to follow are also applicable to 3-d in space. A major challenge is handling this nonpolynomial nonlinearities (e.g., Debusschere et al. (2005) and Julier and Uhlmann (1996) for model order reduction based on the polynomial chaos expansion, Lu and Lermusiaux (2016) for biogeochemical reactions). To the best of our knowledge, such attempts have not been made for a γ norm as in (16) .
Next, the governing evolution equations for the stochastic DO level-sets are obtained. Details are given in Appendix B and numerical considerations in Section 4 . Two approaches for evaluating (or approximating) this γ term are developed. In the first, a separate DO representation is not invoked for γ , but in the second, it is invoked. This second approach further leads to two schemes for evaluating the mean, mode and coefficients of γ . A key difference between these two schemes is their computational costs (see Section 4 ). Overall, we thus present three DO level-set variants, each originating from (16) .
DO-MC Gamma
The first approach we consider is to evaluate γ through a Monte Carlo computation without invoking a separate DO representation for γ . This approach does not fully exploit the redundancy in γ that can be obtained through a stochastic reduced order representation. Nonetheless, it exploits redundancy in φ which, as we will illustrate, leads to substantial cost savings. The mean, mode and realization evolution equations for this DO-MC Gamma approach are (see Appendix B.1 ),
DO-KL Gamma and DO-Taylor Gamma
The second approach we consider introduces a DO representation for γ as
where γ , α i , and ˜ γ i are the mean, coefficients and modes, respectively, for the DO representation of γ . The number of modes for representing γ ( n s , γ ) and φ ( n s , φ ) in general differ. By inserting (20) into (16) , we obtain the mean, coefficient and mode equations as (see Appendix B.2 ),
The challenge of this approach is to obtain an expression for γ , α i , and ˜ γ i . We consider two schemes. (21) - (23) then completes these equations. This third variant defines the DO-Taylor Gamma equations. This variant is computationally very efficient. However, it works well only when the local stochasticity in γ can be approximated by a first order Taylor expansion around the mean (see Subramani (2014) ). Higher order terms can be kept in such expansions when computational cost and accuracy justify it (see Subramani, 2014; Gupta et. al, 2016 ) . Comparisons of the above three variants and related computational costs are provided in Section 4 . Next, we provide the boundary and initial conditions, and then the optimization method, all of which are common to the three variants. the BC on the field φ consists of setting to zero the second-order derivative of φ in the normal direction. The same BC is thus also used on the mean and modes. This is to ensure that at first order, the expanding level sets can freely advect out of the domain in the sense that they maintain their local slope (curvature at firstorder). More complex open BCs for φ could be used, e.g., setting a higher-order derivative to zero, but the second order BC has been sufficient for our applications. Obstacles are treated as computational masks (for the mean and modes too), with zero vehicle and zero flow velocities, so as to prevent penetration of level-sets.
DO-KL Gamma

Boundary and initial conditions
Initialization of the DO representation of φ( x , t ; ω). For any particular realization, the deterministic initialization of φ( x , t ; r ) would be done with a signed distance function from the starting point x s . A small circle of zero level-set contour is then obtained around the start point by locally subtracting a small number from the φ( x , t ; r ) field. Since all realizations start from the same point x s , initially i.e. at t = 0 , all the points away from this initial circle have the same φ( x , t ; r ) for all realizations. After the simulation starts, the zero level-set contour of the fastest F ( t ; r ) realization grows the farthest and that of the slowest F ( t ; r ) grows the least. Moreover, all other realizations have their zero level-set contours confined to the physical space between the slowest and fastest realizations ( Lolla and Lermusiaux, 2016; Subramani, 2014 ) . Hence, initially, only a narrow computational band around the initial circle matters. We thus run an ensemble of very short deterministic φ simulations for an ensemble F ( t ; r ) and so obtain an ensemble of φ( x , t ; r ) within this computational band. The mean, mode and coefficients of the stochastic DO level-set simulation can then be initialized from this ensemble. The mode and coefficients are obtained by performing a SVD (i.e., KL decomposition) of the mean-removed φ( x , t ; r ) and retaining sufficient left singular vectors as the initial modes. If enough modes are not used initially, as the simulation advances, more modes can be added ( Sapsis and Lermusiaux, 2009 ). Such additions can be seen as re-initialization along the way. In the present examples, the number of modes n s , φ and n s , γ vary between 20 and 100.
Optimization
The optimization of Eq. (3a) is performed after the above stochastic DO level-set equations (one of the three variants) and backtracking equation are solved, using the DO representation of the stochastic speed F ( •; ω) as external forcing. The solutions of these equations provide the distribution of minimum time-toreach T ( x f ; F ( •; ω)) and distribution of energy utilized E ( ω), each corresponding to the DO representation of F ( •; ω). This information allows searching for the energy-optimal paths for each arrival time frame.
First, recall that for any pre-specified F ( t ), the solutions of Eqs. (1) - (2) (see Section 2 ) provide the time-optimal path to reach the target x f and thus also the optimal arrival time, among all vehicles operating at relative speed F ( t ). Second, consider that we are interested in a single arrival time and that the vehicle follows a pre-specified relative speed realization event 1, i.e., F 1 (t) = F (t; r = 1) . We do not want to operate this vehicle for more than the minimum possible time as any more time will lead to higher energy consumption and any less time would not reach the target. Next, consider another vehicle with pre-specified relative speed realization event 2, i.e., F 2 (t) = F (t; r = 2) . We also want to operate this vehicle for its optimal time duration. If F 1 ( t ) and F 2 ( t ) have the same optimal arrival time, then the vehicle with the lower energy usage is preferred among the two. If F 1 ( t ) and F 2 ( t ) have different optimal arrival times, they are not compared to each other, but to other realizations that have the same arrival time. Generalizing, consider now a distribution of pre-specified realizations F ( t ; ω). If for each arrival time T , we obtain the exhaustive subset of 
that arrival time T , we can perform an optimization on the energy usage within this subset, i.e., E T ( ω), to select the energy optimal realization for that arrival time T . The result is the energy-optimal relative speed F T ( t ) and its corresponding path, for that arrival time T . This procedure being repeated for each T , we obtain the energy optimal paths for each arrival time T , among the distribution of time-optimal paths for that T . Returning to the stochastic DO level-set PDEs, they are forced by the DO representation of F ( •; ω) and, for each of the sample F DO ( t ; ω) considered, they predict the optimal time-to-reach the target. Thus, in terms of a reduced-order DO representation of F , the optimization (3a) becomes
where p is the power function ( Section 2 ). In the discrete histogram sense, the stochastic DO level-set optimization thus provides the energy-optimal path(s) for each arrival time frame (small time bin). Discrete algorithms and numerical schemes are discussed next.
Algorithms and numerics
The stochastic optimization algorithm ( Table 1 ) consists of two core successive steps: the stochastic simulation for a given function space of vehicle speeds and the optimization for energy-optimal paths. As introduced in Fig. 2 , these core steps can be iterated if the function space of vehicle speeds is re-sampled or improved by (machine) learning. The stochastic simulation is performed by integrating any of the three DO variants ( Section 3 ), depending on cost and accuracy considerations as we will explain shortly. The result is energy-optimal paths among time-optimal paths for a vehicle navigating in a dynamic flow. Critically, what is computed is not the energy-optimal path for a single arrival time but energyoptimal paths for a range of arrival times, all at once.
Next, we discuss how the viscosity solutions ( Osher and Sethian, 1988 ) for an ensemble of deterministic level-set HJ equations can be efficiently captured by the stochastic DO level-set equations. We then showcase numerical schemes and algorithms to handle the stochastic γ term. Finally, we describe the sampling of the space of relative vehicle speeds, the pruning of a priori too energetic speed time-series, the overall computational complexity, and the optimization.
Stochastic DO level-set equations and Monte Carlo in the stochastic subspace. As explained in Section 3.2 , the new stochastic DO levelset equations reduce the computational cost by dynamically using the nonlinearities and spectrum properties of ocean flows, and by using a reduced DO representation F DO ( •; ω) for the space of relative speed functions. As a result, a large number of integrations of the original deterministic level-set PDE (as would be done in a classic Monte Carlo (MC) solution) is no longer required. Instead, one solves a mean PDE and a few modes PDEs and stochastic coefficient ODEs. For these latter n s , φ stochastic ODEs (which are much cheaper to solve than the original PDE), an efficient DO numerical scheme ( Ueckermann et al., 2013 ) employs a MC solution. This strategy corresponds to time integrating each coefficient on a realization-by-realization basis albeit in the stochastic subspace. This provides major computational savings: the MC computation occurs only in the dynamic subspace and the coefficient equations are ODEs. As a result, for typical ocean problems, the computational time required for the MC computation is 2-4 orders of magnitude smaller than the original MC computation in the full stochastic space, for the same number of realizations n r . We note that this is a novel application of the DO method (previously used for uncertainty quantification): for the first time, it is employed as a dynamic model-order reduction scheme to perform stochastic PDE simulations for an optimization scheme.
Numerical schemes for the stochastic DO level-set equations. The DO level-set equations are solved using a finite volume framework ( Ueckermann and Lermusiaux, 2011 ) . A forward Euler time stepping scheme is used to integrate the mean, modes and coefficients of φ in time. The advection terms are computed using a Total Variation Diminishing scheme. The non-polynomial nonlinear term, γ = |∇φ| is computed using an upwind scheme, i.e., Sethian's viscosity solution ( Osher and Sethian, 1988 ) . For the DO-MC Gamma and DO-KL Gamma variants in Section 3.2 , γ is computed for each realization and their individual upwind characteristics are used. For the DO-Taylor Gamma variant, the upwind direction for all the modes are taken to be the upwind direction for the mean. For more on numerics for Eqs. (17) - (19) and Eqs. (21) - (23) , we refer to Subramani (2014) .
Handling the non-polynomial nonlinearity γ . The three DO variants, i.e., DO-MC Gamma , DO-KL Gamma , and DO-Taylor Gamma in Section 3.2 , provide a different computational estimate of the γ term or of its DO representation (its mean, mode and coefficient). These different algorithms are now compared. In the DO-MC Gamma variant, the DO representation for γ is not used. Instead, a realization of γ is computed for each of the n r realizations of φ and F DO ( •; r ), and evolve according to Eqs. (17) - (19) themselves.
In the DO-KL Gamma variant or SVD for γ ( Section 3.2.2 ), the n s , γ modes are estimated by a reduced order SVD (as a reminder, n s , γ can be different from n s , φ ). It is desirable that these modes ˜ γ i are computed at every time step. However, to compute such a SVD, the cost is O (n r n 2 g ) . A Lanczos method or a Krylov subspace method can reduce the computational effort to O (n r n 2 s,γ ) ( Gugercin, 2005 ) . Nonetheless, at each time step, such SVDs can become computationally expensive for large problems. In some cases, the DO subspaces can change less quickly than the coefficients within the subspace. This approximation gives good results as long as the pdf of the γ function is well approximated by a locally linear representation. Since the pdf of γ depends on the pdf of the level-sets governed by the sample path Eq. (5) and on the pdf of the gradient of level-set realizations, this approximation can be good but not in all cases. This result is illustrated in Section 5 . Higher-order terms in the Taylor expansions can be kept when computational cost and accuracy justify it; for example, second order schemes are used in Subramani, 2014; Gupta et al., 2016 . However, local Taylor series have a computational cost that increases with n s , γ to a power that depends on the order. Hence, they can become more expensive than the DO-KL Gamma and DO-MC Gamma methods. This also remains true for local polynomial approximations of the nonlinear γ function ( Gupta et al., 2016 ) .
Duration of the stochastic simulation. The stochastic simulation is executed for a time duration that is just greater than the time required for the slowest vehicle, i.e., the vehicle having a constant instantaneous speed equal to the minimum allowed speed, to reach the target. Any other time-series of vehicle speed specification will reach the target before the slowest vehicle.
Relative speed function space and its stochastic sampling. The sam-
is a key step of our algorithm. In our treatment, the stochasticity in the level-set equation (5) arises from this externally forced F ( •; ω). Among the realizations F ( t ; r ), we search for those that lead to the minimum energy paths. An exhaustive discretized sample class can be built by directly sampling the complete combinatorial space formed by discretized speed and discretized time. However, the sample size of this direct sampling grows exponentially ( Lin and Fisher, 2012 ) with speed range and time duration. Obtaining such a sample is NP-complete ( Gomes et al., 2006 ) . Markov-chainbased sampling is usually used in applications where such combinatorial sampling is required ( Lin and Fisher, 2012 ) .
For our path planning in environmental flows, the inherent time and space scales can be used to reduce the size of the space of relative speed time-series. Operational constraints on vehicle operations also further reduce this search space. For example, in our coastal ocean applications, typical time and space dynamical scales are hours to days, and O(1 km to 100 km), respectively. Typical operational constraints are limits on the frequency of accelerations and preferred operation at constant relative speeds, e.g., constant for one or more hours Haley et al., 2009; Leonard et al., 2010 ) . Hence, a first reduced relative speed space we consider are Markov processes ( Gelb, 1974 ) such as an exponentially-decorrelated-in-time random process. A second computationally tractable option is a switch-sampling algorithm where the frequency of possible speed switches is set by the environmental scales and operational constraints. These and other options are discussed in ( Subramani, 2014 ) .
Here, we will focus on the switch-sampling algorithm. It is a randomized approximation of the exhaustive direct sampling. In direct sampling of a combinatorial space, for l levels of discretized speed and n sw,F discrete times, the total sample size is l n sw,F . For example, if we have 2 levels of discretized speed, 5 cm/s and 25 cm/s, and we divide a total duration of 2 h into two discrete time intervals of 1 h each, then the combinatorial space consists of 4 samples, viz., (5,5), (5,10), (10,5), (10,10) where ( a , b ) refers to a vehicle speed specification of a cm/s for 0-1 h, and b cm/s for 1-2 h. We could randomize a and b and divide the range between 5 and 25 cm/s into l = 2 such that 5 < a < 15 and 15 < b < 25. Now the 4 samples will be (a,a), (a,b), (b,a), (b,b) where a and b are random numbers in their corresponding range. In this case, we say that the vehicle switched its instantaneous speed after 1 hr and then maintained the new speed for next 1 h. This is exemplified in Fig. 3 . In general, we will fix the maximum number of switches in nominal speed that the vehicle can make during the entire mission. Such a more complex situation is shown in Fig. 4 . The approximation of the switch-sampling is the coarser resolution in both discrete speeds and switching times than in direct sampling. The randomization within this coarser resolution aims to remedy for this: the structured and relatively strong environmental flows are such that ranges of speeds lead to very similar behavior and do not need to be sampled with refined grids. As we will see, another advantage of switch-sampling is that using random numbers in ranges, a structured approach is taken to sample the large combinatorial space, and with enough samples, the method can find the energy optimal paths.
Pruning. When compared to a constant (single) speed vehicle, our goal is to find the path with a variable vehicle speed that saves the most energy while still arriving at the same time or earlier. Hence, if any realization in the stochastic DO simulation spends more energy than a constant relative speed vehicle, then it is not of interest. As such, our algorithm initially computes optimal paths and arrival times for all constant relative speeds. This information is then utilized to prune realizations with variable F DO ( t ; r ) that would for sure consume more energy: i.e., for the same arrival time than these optimal constant relative speed paths, all of the realizations F DO ( t ; r ) that have an energy usage E ( r ) that is as large as that of the corresponding time-optimal constant relative speed can be eliminated. This removal of too energetic realizations F DO ( t ; r ) is done before the start of the stochastic DO level-set computation, which leads to significant savings. ) . Note that the DO-KL Gamma has an additional cost of computing the SVD of γ realizations which is also O (n r n 2 s,γ ) when an efficient SVD algorithm is utilized. With pruning, n r reduces in later time steps thereby reducing costs. For typical coastal ocean applications that we are interested in, n s,φ βn g . Hence, all DO variants are much cheaper than direct Monte Carlo and provide 100-10,000 times speed up (see also Section 5.1 ).
Optimization, iteration and learning of vehicle speed functions.
A search algorithm is used to find vehicle speed realizations that minimize energy according to Eq. (24) . From the stochastic DO level-set simulation (steps 1-3 in Table 1 ) , we obtain an energytime-vehicle-speed discrete distribution. For a queried arrival time or time frame, we first form a conditional distribution of energyvehicle-speed by selecting only those discrete samples that reach in the queried time or time frame. The discrete conditional distribution is then sorted according to energy by Quick Sort ( Hoare, 1962 ) and the minima is identified. Alternatively, in applications where the interest is only the absolute minimum energy used, a single loop comparison can be employed to find the realization with the smallest energy utilization. After identifying the discrete vehicle speed realization that results in minimum energy usage for the queried arrival time or time frame, we compute the energy-optimal path using the backtracking Eq. (4) . The path thus obtained is energy-optimal among time-optimal paths. In practice, this procedure is completed in parallel for a range of queried times. If needed, one can iterate and re-sample the function space F ( •; ω). For example, for the double-gyre flow in Section 6.2 , we tested different sampling algorithms (see above) by changing the correlation-in-time for the Markov process and the duration between switches for the switch-sampling algorithm. Similar iterations were performed in real ocean applications ( Subramani et al., 2016 ) . In some cases, one could also expand this function space Table 2 The values of the numerical parameters employed for the MC and DO solutions of the SPDEs, used to validate the DO solutions. The physical parameters are in Fig. 5 
Validation
We perform a two step validation. First, we answer the question on whether the new stochastic DO level-set equations, (17) -(19) or (21) -(23) , solve the original SPDE (5) accurately. We introduce a canonical test case and compare the DO solution with that of the MC method. We show that the DO method is much cheaper and is indeed capable of reproducing any of the MC solutions with less than 2% error for 99.5% of the realizations. Second, we employ a benchmark to test if our stochastic DO level-set optimization computes accurate energy optimal paths. Specifically, we develop a semi-analytical energy-time nested nonlinear double-optimization for a simple test case. Results show that the stochastic optimization agrees with this independent semi-analytical solution, with the additional advantage that it solves the optimization for many arrival times at once, whereas the latter only provides a solution for a single arrival time.
The canonical test case consists of determining energy-optimal paths for the crossing of a simple idealized front, as illustrated in Fig. 5 a. The environmental flow is a uniform and steady jet, flowing from west to east in a rectangular domain. The mission is for a vehicle to start from a point in the south west region of the domain and travel to a point in the north west region while minimizing the energy usage for a given arrival time. The values of the physical parameters are provided in Fig. 5 b. 
Stochastic level-set PDE solution validation
In this section we compare the DO method solution with the MC method solution. We use the stochastic DO level-set equations to track the zero level-set contour for all realizations at once. The MC solution tracks the evolution of the zero level-set by solving the deterministic level-set equation for all realizations separately. The MC solution is thus considered as the ground truth which the DO solution attempts to compute, utilizing dynamical redundancy for a drastic increase in computational efficiency. Hence, comparing the two solutions provides a validation for the DO method.
The Frechet distance ( Alt and Godau, 1995 ) , which measures the maximum distance between two closed curves, is used as the metric for comparing two zero level-set contours. We measure the discrete Frechet distance, which takes into account the location and ordering of points ( Danziger, 2011 ) , as a fraction of the grid spacing. This quantifies the relative measure of closeness of zero levelset contours.
The three DO variants are each compared with the MC method. The numerical parameters, provided in Table 2 , are chosen such that the direct MC solution completes all realizations within reasonable runtime.
The results are illustrated in Fig. 6 . Each column first shows zero level-sets for a randomly chosen realization for 3 time instances, comparing the solution of each DO variant with that of the MC method. The first three rows are the time instances. The fourth row shows how the distance metric (the ratio of the Frechet distance to grid spacing) varies with arrival time. We find that the zero level-sets are different by a Frechet distance of the order of grid spacing or smaller. The numerical stochastic DO level-set solutions thus introduce an error of about 1% of the domain size (which is less than the spatial discretization used here).
Ultimately, we are interested in computing optimal arrival times for all realizations. Hence, we compare the arrival times computed by the three DO variants and MC in Fig. 6 c, again without pruning so as to compare all realizations. We find that for 4096 realizations, all samples have less than 4% relative error, i.e., the error in DO arrival time as a fraction of the MC arrival time, for both the DO-MC Gamma and DO-KL Gamma variants, with more than 99.5% of the samples having less than 2% relative error. For DO-Taylor Gamma , the error is slightly larger but still all samples have less than 6% relative error and 95% of the realizations have less than 2% relative error. This higher error for DO-Taylor Gamma is expected as it assumes that a first-order Taylor approximation is sufficient while the other two variants do not.
For the present test case ( Fig. 5 a, b, Table 2 ), the CPU time requirement on a single CPU with 4 cores for direct MC is approximately 60 0 0 s. However, the time requirement for the DO methods range from 100 s ( DO-MC Gamma ) up to 10 s ( DO-KL Gamma, DO-Taylor Gamma ).
Methodology validation
The canonical flow permits a semi-analytical solution for computing the path that minimizes energy among time optimal paths but for a single specific arrival time at a time ( Subramani et al., 2015 ) . Here, we develop this semi-analytical solution and use it to validate the stochastic DO level-set optimization.
For the semi-analytical solution, we first consider the motion of the vehicle from the start point to the uniform steady front. Since there is no flow affecting the vehicles motion in this part of the path, the total displacement of the vehicle depends only on its nominal speed and a straight line path would minimize the travel time. Moreover, the energy consumed by the vehicle which varies as a power function of F ( t ) (see Section 3 ), would be minimized if a single mean speed is used instead of a variable speed. This fact follows from an application of Hölder's inequality to the power function,
showing that navigating with a time averaged speed consumes less energy than navigating with a variable speed.
Next we consider the motion of the vehicle within the uniform and steady front proper. As the flow is from west to east along the x -direction, it only affects the vehicle's motion in that direction. To cross the uniform steady flow, the vehicle should thus use a single speed to minimize energy consumption, because of similar Hölder's inequality arguments than for the motion prior to reaching the front. After exiting the front, the analysis is similar to before entering the front. Therefore, for a given travel time, the energy optimal path is executed by a vehicle that moves at a constant speed from the start point to the steady front at some tobe-determined point, then another speed (same or different) for the time optimal motion within the uniform steady front, and finally another speed from the steady front to the target. These arguments allow us to setup our double-optimization problem, 'energy-optimality subject to time-optimality'.
Combining the above, we set the time-variation of the unknown optimal relative speed to be the uniform speeds F 1 , F d , and F 2 , from start to the steady front, within the steady front, and from the exit of the steady front to the end point, respectively. Let U denote the total effective velocity of the vehicle in the flow, as seen by a ground observer. Within the steady front, the component of U in the x -direction is U x = F d sin α + V and in the y -direction, U y = F d cos α. The direction of resultant velocity and heading angle are related through the relation, tan β =
Outside the steady front, the relations are the same, but with V = 0 . Now, let X be the total downstream displacement of the vehicle, i.e. in the x direction. We have, from trigonometry, X = y 1 tan θ 1 + d tan β + y 2 tan θ 2 . Finally, the total travel time T can be written as the sum of travel times in each individual region, T = y 1
. We want to determine the energy optimal path, for each arrival time such that they are also timeoptimal. Hence, assuming for now, a general energy cost over . All together, for a fixed time- to-reach the target, the double-optimization problem is thus, min
s . t .
where X , T , F min , and F max are inputs to the optimization problem. The time constraint for the outer energy optimization is another inner time optimization: indeed, F 1 , F d , F 2 are the unknowns optimized within the outer energy loop while θ 1 , α, θ 2 are the unknowns optimized within the inner time loop, given speed value realizations for F 1 , F d , F 2 . This completes the derivation of the double minimization problem. Its solution is the energy-optimal path as defined in Section 2 , but again, only for a fixed single arrival time.
We note that this semi-analytical solution is not straightforward to compute and we employ MATLAB's fminunc in a global solve mode to obtain a solution that satisfies the constraints. We terminate the local solves when the step size of variables is below a threshold (set to machine precision). For the physical parameters provided in Fig. 5 b (Case 1), and fixing the single target arrival time T to be T = 55 , we obtain the numerical solution of our double-optimization problem as given in column 1 of Table 3 . Now, we compare this semi-analytical solution to that of the stochastic DO level-set optimization. We select samples from the switch-sampling procedure and build a set of 65,536 realizations. The maximum run time, T max , of the stochastic DO simulation is set to the time required by the slowest vehicle to reach as all vehicles faster than this vehicle would reach before T max . The result of this DO optimization with the same parameters as above is given in column 2 of Table 3 . The errors between the paths obtained by nonlinear optimization and stochastic DO level-set optimization are of the order of the time and space resolutions. Hence, we only show the optimal path obtained by the latter in Fig. 8 a of Section 6 . Critically, we note that our stochastic solution provides answers for a wide range of arrival times in addition to the single fixed time T considered here by the semi-analytical solution as illustrated next.
Applications
Energy-optimal path planning in a uniform steady front
In Section 5 , we presented results only for a particular time to reach. Here, we illustrate all results, demonstrating the full capability of the new methodology, i.e., the ability to compute energyoptimal vehicle speed and path specifications for a range of arrival times, all at once. Two vehicle missions are now considered: the Table 4 The numerical parameters employed for the stochastic DO simulation of the uniform steady front crossing problem. The physical parameters are in Fig. 5 first is as that used in Section 5 , the second consists of crossing the front against the jet flow.
Crossing the uniform and steady front-downstream. This mission is as in Section 5.2 , with physical parameters defined in Fig. 5 b (case 1) and illustrated on Fig. 5 a. The numerical parameters of the switch-sampling and DO level-set simulations are in Table 4 . For each of the n r = 65 , 536 speed realizations F ( t ; r ) (step 1 in Table 1 ), the DO simulation computes the optimal time to reach the target (step 2 in Table 1 ). With these optimal times, the energy utilized by each realization is computed (step 3 in Table 1 ). Fig. 7 shows the resulting distribution of time to reach and energy utilized, for all samples F ( t ; r ) as dark gray and light gray dots. Each dot corresponds to a different realization. The constant speed samples F ( r ) are colored according to their respective vehicle speeds. The energy consumption is normalized by the energy requirement of the fastest constant speed vehicle, which is the global time optimal path and is the sample that utilizes maximum energy. We are interested in the vehicle path and speed specifications that require at most the energy usage of vehicles with a constant speed. Hence we rank paths by the percentage of energy saved with respect to a constant speed path with the same arrival time. The dark gray points are realizations that consume less energy than constant speed realizations and lighter gray points are realizations that consume more energy than constant speed realizations. Recall that all constant speed paths are also time optimal. Ranking is thus based on strict energy-optimality. We first note that the DO stochastic simulation is agnostic and can consider samples F ( t ; r ) that utilize more energy than constant speed samples. However, using pruning described in Section 4 , we increase efficiency. A pruned stochastic DO simulation would have discarded and thus not used the light grey colored dots shown in Fig. 7 . Crossing the front-downstream: Distribution of time to reach (right) and energy utilized (left), for all 65,536 realizations F ( t ; r ), as computed by the stochastic DO level-set optimization. Each dot corresponds to a realization: dark/light gray dots consume less/more energy than the constant speed realizations (dots colored with F ( r )). These colored dots form the curve of energy-utilization versus time-toreach for constant speed vehicles. The black line is the energy-optimal versus timeto-reach curve obtained using our methodology, showing its capability of finding energy-optimal speed functions for a range of arrival times. Fig. 7 , hence reducing computational cost without changing accuracy. We only show the unpruned version to illustrate the inner working and nuances of the method. From the distribution of energy utilized and time to reach, we can then select any particular time to reach (e.g., T = 55 ) or time bin (e.g., 55 ≤ T ≤ 65) and isolate the subset of time-optimal paths for that queried time (step 4 in Table 1 ). Finally, we search for the vehicle speed specification F * DO (t) that optimizes energy consumption among this subset (step 5 in Table 1 ). These optimizations can be done all at once, for all arrival times. Here, we illustrate only T = 55 and thus find the realization with minimum energy for that arrival time T . Other T choices are shown in Subramani (2014) (not shown here). The optimal physical path for T = 55 is plotted in Fig. 8 a, overlaid with instantaneous vehicle speeds. It consumes only 95% of the energy used by the corresponding constant speed path, also shown in Fig. 8 a. Here, the paths are close physically, but the energy optimal vehicle switches to a lower speed within the uniform steady front and utilizes a higher speed outside, as shown in Fig. 8 b. The lower speed in the highway is an intelligent utilization of the flow to optimize energy consumption.
Crossing the uniform and steady front -upstream. In the second mission (case 2 in Fig. 5 b and Table 4 ) , the vehicle has to travel against the flow. Fig. 9 shows its resulting energy-time distribution. First we find that, for the same flow strength as in the first mission, the second mission requires longer travel times for constant speed vehicles. Here, the vehicle has to travel against the flow which delays it. Note that we again show in Fig. 9 the unpruned version of the DO level-set simulations, as in Fig. 7 . Next, to illustrate the optimization results, we choose T = 110 and compare the energy optimal path for that queried time to a constant speed path with the same arrival time (again, any arrival time T could have been chosen, our method computes energy-optimal paths for each T , e.g., see Section 6.2 for examples). Fig. 10 a compares these two paths on the physical domain overlaid by their instantaneous speed. In contrast to case 1, we find here that paths are much more different in the front proper. Nonetheless, the two vehicles (constant speed and energy optimal at variable speeds) have the same arrival time. The energy optimal vehicle utilizes 7% less energy than the constant speed one. When the flow is adverse to the general direction of motion, the energy optimal vehicle employs a higher speed in the front proper and lower speeds outside, so as to reduce the overall energy consumption.
Discussion. If the target is directly (geographically) up North of the start point and both points are symmetric with respect to the uni- Fig. 9 . Crossing the front-upstream: as Fig. 7 , but for the second mission against the flow. Again, the stochastic DO level-set optimization identifies energy-optimal vehicle speed functions for a wide range of arrival times.
form and steady jet flow from West to East, the situation is in between the two scenarios described above. The energy-optimal path (not shown) is then a symmetric S shape: the vehicle travels northwestward before reaching the flow, then is advected downstream overshooting the target (to the East), and finally travels northwestward again after exiting the flow to reach the target. In the absence of a flow, the fastest path is a straight line from start to target; it is the flow that makes the vehicle adjust its path to minimize time and energy. In general, seeking optimal paths is nontrivial.
Energy-optimal path planning in a double-gyre barotropic quasi-geostrophic ocean circulation
We now consider PDE simulations of the idealized near-surface wind-driven barotropic quasi-geostrophic double-gyre ocean circulation at mid-latitudes. The winds (e.g., mid-latitude easterlies and trade winds in the northern hemisphere) drive a zonal jet eastward (e.g., the Gulf Stream or Kuroshio) with a cyclonic gyre to its north and an anticyclonic gyre to its south. Such a circulation is governed by the following barotropic quasi-geostrophic model ( Dijkstra and Katsman, 1997; Pedlosky, 1998; Simmonet et al., 2009; CushmanRoisin and Beckers, 2011 ) , in the non-dimensional conservation of momentum form,
∂v ∂t The above PDEs are solved by a Finite Volume framework ( Ueckermann and Lermusiaux, 2011 ) . Free slip boundary conditions are imposed on the northern and southern walls ( y = 0 , 1 ) and no-slip boundary conditions on the eastern and western walls ( x = 0 , 1 ) . A 6 4 × 6 4 grid and a non-dimensional time step of 10 −5 are used to solve both the flow field PDEs (31) and stochastic DO level-set PDEs (21) - (23) using the DO-Taylor Gamma variant. We use n r = 65 , 536 and n s,φ = n s,γ = 20 . The flow simulation is first run for a duration equal to the main time scale, i.e., 1.6 yrs. The flow for the next 24 days is considered for our mission. The double-gyre flow field for the mission's duration is illustrated in Fig. 11 .
Crossing the zonal jet in the double-gyre ocean circulation. The mission starts from the south of the zonal jet in the anticyclonic region and ends at a point north of the zonal jet in the cyclonic Fig. 12. (a) Energy-time-vehicle-speed distribution for different realizations of vehicle speeds, F ( t ; r ). Each dot represents a unique sample r of F ( t ; r ). The stochastic DO level-set simulation generates such a distribution in a single solve. Colored dots are constant speed samples overlaid by their respective vehicle speeds. The dark (light) gray dots are realizations that consume less (more) energy than constant speed realizations but reach in the same time. The lowest energy envelope is shown by a thick black line. Next, we perform the energy optimization among all realizations, for as many arrival times as needed. (b) Energy optimal trajectories that reach at four of such arrival times. Path 1 requires the most energy and least time to reach. Path 4 consumes the least energy but takes maximum time. Path 3 consumes more energy and takes more time than path 2. This is because path 3 has to follow a "loop" to catch the cyclonic gyre to reach the target.
region. The zonal jet velocity is strongest in the middle of the domain and weaker closer to the east and west boundaries, where it either originates from the two gyres or feeds the two gyres. Intuitively, we can thus expect that some vehicles that ride the gyres and cross the zonal jet in these regions of minimum resistance may consume less energy than vehicles that cross the strongest portion of zonal jet. Indeed this is what we observe.
Specifically, the vehicle starts from the point (0.2,0.2) and the target is the point (0.6,0.6). Stochastic vehicle speeds are sampled from the switch sampling procedure (e.g., Fig. 4 ) and used as forcing for the stochastic DO simulation. Fig. 12 a shows the resulting distribution of energy and time to reach for each realization. Each dot represents a particular sample simulated by the DO equations. Special emphasis is placed on constant speed samples: they are colored with their respective speeds and the goal is to compute the paths that reduce their energy usage. For each discrete arrival time, or a range of arrival times, the dot (i.e., the realization) minimizing energy usage can be obtained by searching for the minima among all the dots (i.e., the realizations) that have the same arrival time(s) but more efficient vehicle speed specifications.
First, analyzing the energy-time curve for constant speed vehicles, we notice that, initially, reducing the vehicle speed reduces the energy consumption and increases travel time. However, after about 8 days, as the speed is reduced, the energy consumption increases. We also find that the constant speed samples have missing ranges of arrival times. These holes correspond to bifurcation regions in the level-set dynamics (A.1) . By reducing its speed any further, the vehicle has to take a longer path that consumes more energy. After the local maxima in energy requirement, further reduction in vehicle speeds results again in a more intuitive decreased energy usage. Note that all vehicles arriving in this time range travel a longer path.
Second, analyzing the variable speed paths, they show similar behavior but have a complete range of arrival times, i.e., there is no hole in possible arrival times. Moreover, for arrival times shorter than 6 days, a variable speed path does not reduce the energy usage of a constant speed vehicle. For travel times greater than 6 days, many variable speed paths consume less energy. The stochastic DO optimization method then obtains the paths among these that require minimum energy. Fig. 12 b we show the optimal trajectories that reach in 4 days (marked as 1), 9 days (marked as 2), 17 days (marked as 3), and 24 days (marked as 4). Path 1 requires the most energy and least time to complete the mission. Path 4 is the least energy consuming but takes maximum time. Path 3 consumes more energy and takes more time than path 2 due to the nature of the double-gyre flow that forces path 3 to perform a loop and catch the cyclonic gyre to arrive at the target. These paths save 20% to 30% energy compared to the constant speed paths that arrive at the same time. Path 4 saves 68% energy compared to path 1, but takes 6 times the amount of time required to complete the mission. In ocean applications where endurance has to be increased and more area covered, path 4 or any other path corresponding to realizations on the minimum envelope may be preferred. Of course, if the two gyres were asymmetric in their strength of circulation as for the North Atlantic gyre system (e.g., Gangopadhyay et al., 1997; Dijkstra and Molemaker, 1999 ) , for several start and end point configurations, the energy optimal paths would prefer to ride the stronger gyre to reduce energy utilization.
Discussion. Inspired by the double-gyre results, a key question is how can the energy-optimal paths be used in real applications. One approach is to utilize them as open-loop forecasts: the energyoptimal paths are then forecast for the set of vehicles available, using data-assimilative ocean forecasts as inputs, e.g., see ( Subramani et al., 2016 ) . Then, as the vehicles operate, if they re-surface or are in communication range, the new data collected and new forecasts can be combined, and the energy-optimal paths re-computed. A second approach is a data-only scheme, where the vehicle builds the local flow fields based on its measurements only. Our optimization can then be run based on this flow field representation, either onboard the vehicles or remotely if vehicles can communicate every so often. Of course, today, the idea that only local ocean data or only analytical models are available to make an optimal decision is obsolete. Instead, all information is combined using uncertainty quantification and data assimilation.
Conclusions
A stochastic dynamically orthogonal (DO) level-set optimization methodology was formulated for energy-optimal path planning of vehicles navigating in dynamic flows. It computes relative vehicle speeds and headings that minimize energy consumption, optimizing among all time-optimal paths for a range of arrival times. A new premise was to consider vehicle-speeds and headings to be both time-dependent and stochastic. Stochastic DO level-set PDEs were then derived, introducing a DO decomposition for the stochastic level-set fields. Three variants of the DO equations were developed, each of which handle the non-polynomial nonlinearity arising from the normal to the level-sets differently. Integrating the DO level-set PDEs provides the joint energy-timevehicle-speed distribution. For a queried time (or range of time) to reach, an optimization is then performed on the marginal energy-vehicle-speed distribution so as to identify the minimum energy realization. The energy-optimal paths are finally computed by solving a particle backtracking ODE. Numerical schemes and algorithms for the DO level-set PDEs were discussed and illustrated. The new PDEs and the overall optimization methodology were validated and their respective accuracy studied. To illustrate the energy-optimal path planning and showcase its properties for ocean missions, examples were provided for steady fronts and dynamic quasi-geostrophic double-gyre flows.
The DO level-set PDEs were found efficient at solving the governing stochastic equations by comparing their solutions with those of direct Monte Carlo simulations. First, the DO PDEs provided a major computational advantage over direct Monte Carlo, in our examples, a 100-to-10,000 speed up. Second, they provided accurate solutions. In our examples, the Frechet distances between the level-set contours computed by the two methods were within the spatial resolution and the arrival time distribution had less than 2% error for 99.5% of the samples. To validate the optimization methodology and illustrate its accuracy, we obtained a semi-analytical solution for the crossing of a uniform steady front, using a nonlinear double-optimization process. For the more complex dynamic double-gyre circulation, we confirmed that constant speed vehicles cannot reach their target within specific times if their speed is too small with respect to ocean currents. However, we showed that variable-speed vehicles can reach many more locations by saving energy in favorable currents and expending energy in unfavorable currents. We also found that the energy-optimal paths, which in our solution are also time-optimal, can have complex optimum curves of minimum-energy versus optimal-arrival-time. For example, this minimum energy could increase as the maximum vehicle speed decreased. This is because as the speed decreases, the variability of ocean currents can lead to significant lengthening of the optimal paths.
In the future, our methodology can be applied to plan energyoptimal paths in data-assimilative forecasts of realistic ocean currents ( Haley and Lermusiaux, 2010; Subramani, 2014; Subramani et al., 2016 ) . Another research direction is to account for the uncertainty of ocean forecasts and thus predict energy-optimal paths for stochastic flow fields ( Wei, 2015 ) . Overall, such combination of ocean modeling with a PDE-based energy-minimization for autonomous vehicles holds much promise. This is especially true for long-duration ocean observing and monitoring, both of which are essential to understand and protect the ocean.
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Appendix A. Level-set equations governing time-optimal path planning
In this appendix, we provide the deterministic level-set equations that govern the time-optimal reachability front as well as the differential equation governing the time-optimal paths. Osher and Sethian (1988) introduced the use of level-set methods as a numerical framework for front evolution and tracking. The level-set of a function f ( x ), x ∈ R n , is defined as the set of points at which the function takes a given constant value, i.e., it is the set { x | f (x ) = C} where C is a given constant. For a general reference on level-set methods for interface tracking, we refer to Sethian (1999b ) . In Lolla (2012) , Lolla et al. (2012) , Lolla et al. (2014b ) , Lolla et al. (2014c ) , such level-set ideas are utilized to evolve the reachability front of autonomous vehicles navigating in any bounded flow field and thereby obtain a new methodology for time-optimal path planning in dynamic flows. Specifically, the time-optimal level-set evolves normal to itself at a nominal (engine) speed F and gets advected by the underlying flow field v ( x , t ), overall as follows,
The equation so developed is a Hamilton-Jacobi equation and the scalar level-set field, φ, is its viscosity solution, initialized with a signed distance function from the starting point. The authors prove that the points inside the zero level-set contour, i.e., corresponding to φ < 0, constitute the reachability set and that the zero level-set is the reachability front for a vehicle of nominal vehicle-speed F . This provides an elegant and efficient method to predict the locations reachable by a vehicle over time. The authors also show that vehicles with a heading angle normal to the evolving level-set correspond to time-optimal paths. The optimal path that reaches the specified end point ( x f ) is then governed by the following kinematic equation,
which is integrated backward in time from the target, as for a particle backtracking. This level-set methodology (A .1) -(A .2) was applied to timeoptimal path planning in realistic ocean flow fields ( Lolla et al., 2014a ) and extended to coordinated path planning and dynamic obstacles . Using non-smooth calculus, Lolla and Lermusiaux (2016) rigorously generalize the level-set equation for the minimum-time control of anisotropic vehicles.
Appendix B. Mathematical derivation of DO equations
In this appendix, we derive the new DO level set equations obtained in Section 3.2 .
B1. DO-MC Gamma derivation
We first derive Eqs. (17) to (19) . Starting from the level set S-PDE given by (5) , substituting the DO expansions for F (14) and φ (15) , we obtain, ∂ φ ∂t
(B.1)
The PDE for the mean is obtained from the expectation of (B.1)
2)
The S-ODEs for the coefficients are obtained by taking the inner product of (B.1) with any of the modes,
3)
The first term on the LHS of (B.3) is then expanded by taking an inner product of (B.2) with the modes, 
(B.11)
B2. DO-KL Gamma and DO-Taylor Gamma Derivation
We now show the key steps required to obtain Eqs. (21) to (23) .
Introducing the DO expansion for γ (20) in (B.1) , we obtain the S-PDE,
∂ φ ∂t
12)
The corresponding PDE for the mean is obtained from the expectation of (B.12) ,
(B.13)
To obtain the coefficients S-ODEs, we take the inner product of (B.12) with any of the modes ˜ φ n , ∂ φ ∂t
(B.14)
The first term of the LHS of (B.14) can be obtained by taking an inner product of (B.13) with ˜ Using the orthogonality of modes, we finally obtain the coefficients S-ODEs,
For the PDEs for the modes, we multiply (B.12) with coefficients Y j and take the expectation to get, 
(B.20) where the subscript x and y refer to derivatives with respect to x and y .
Appendix C. Notation and abbreviations
Here we provide all the notation and acronyms ( Table C.5 ) used in the present paper. ∈ N Dimension of the stochastic subspace of level-set n s , γ ∈ N Dimension of the stochastic subspace of γ (defined below), the non-polynomial nonlinearity. 
