The sample temperature during plasma immersion ion implantation (PIII) of metals and semiconductors is crucial as it affects the resultant surface properties and structures. In elevated temperature PIII processes such as fast-pulsing, low-voltage PIII, the target temperature is very time dependent, particularly during the temperature rise, and accurate prediction and knowledge of the target temperature is vital. In addition, there is likely to be temperature variation across the target surface that can lead to locally different surface properties. In this paper, we describe a two-dimensional fluid model to simulate the sheath dynamics when a negative high voltage is applied to a sample with a typical PIII geometry. The equations are solved by finite difference to derive the ion distribution, sheath configuration, ion flux to the target, and energy imparted to the substrate by the ions. The calculated heat input is used to predict the temperature rise. Using this model, the effects of the implantation voltage, pulse duration, pulsing frequency, as well as plasma density on the target temperature can be determined. The developed model can be combined with experimental data acquired from a small area by using a pyrometer or thermocouple to derive the temperature distribution on the entire surface.
Introduction
Plasma immersion ion implantation (PIII) is an efficient surface treatment and materials synthesis technique [1, 2] . To optimize the process, not only is the implantation voltage or ion dose important, but the treatment temperature is critical as well. It has been shown that the sample temperature has a considerable influence on the evolution of the near-surface microstructures [3] . In fact, for metals such as stainlesssteels, the modification results and efficiency of elevated temperature PIII is very sensitive to the treatment temperature. A treatment temperature exceeding 450
• C can lead to CrN precipitation, whereas at a temperature below 350
• C, nitrogen diffusion is too slow to result in a sufficiently thick layer suitable for applications in the field [4] [5] [6] . The same holds true for semiconductor applications, such as the synthesis of SPIMOX or separation by plasma implantation of oxygen 1 Author to whom correspondence should be addressed. [7, 8] which calls for an implantation temperature of 600
• C or higher and the PIII/ion-cut technique [9, 10] that requires an implantation temperature below 300
• C. As the ion flux depends on the sample geometry, there is likely to be local temperature fluctuation that can alter the local structures and properties.
The most obvious solution is to conduct in situ direct temperature measurement over the entire treatment surface, but in practice, this approach is quite difficult. The PIII environment (high voltage, vacuum, interface, etc) renders common temperature measurement techniques impractical. Optical measurement is an option for in situ temperature measurement [11] , but it is not widely used due to the high cost, inflexibility, and other technological considerations. We have recently designed a more economical temperature measurement system employing a thermocouple for the in situ monitoring of the target temperature during PIII [12, 13] . However, regardless of the method used, the temperature information can only be extracted from a spot or a small region. In PIII, the sheath configurations are determined by the implantation voltage, target shape, plasma density, and so on, and the ion flux can vary on the sample thereby resulting in uneven heating. Hence, a one-spot measurement may not be sufficient and it is important to develop a method to calculate the temperature variation on the target surface. Blanchard has developed a simple, time-dependent, lumped capacity thermal model for conventional PIII processes [14] . In this paper, we describe our two-dimensional model that takes into account the finite dimensions of the samples in fast-pulsing PIII [15] [16] [17] . The technique has been proven to be an effective surface modification method and the modification results have a strong dependence on the sample temperature. Our model combines the plasma fluid model with the non-steady-state heat transfer equation. The ion flux is calculated using the fluid model and input into the heat transfer equation to derive the temperature distribution on the target surface.
Plasma sheath simulation
To derive the target temperature, we simulate the energy deposited by the energetic ions onto the target surface in highfrequency, low-voltage PIII. The target is a copper platen 120 mm in diameter and 6 mm thick connected to the highvoltage feedthrough by a 6 mm diameter stainless-steel tube shielded by a quartz tube, as shown in figure 1 . The ion flux distribution is derived by simulating the temporal sheath expansion using a two-dimensional fluid mode [18] [19] [20] . The target is immersed in a plasma with density n 0 that is assumed to be spatially uniform before each voltage pulse. The evolution of the ion density, ion velocity, and potential is modelled using cold, collisionless fluid ions, Boltzmann electrons, and Poisson's equation. In cylindrical coordinates, the two-dimensional equations of ion continuity and motion, Poisson's equation, and Boltzmann relation are:
where n i is the ion density, φ is the potential, m is the ion mass, kT is the electron temperature, ε 0 is the free space permittivity, and v ir and v iz are the radial velocity and the axial velocity, respectively. Equations (1)-(3) are normalized using variables
1/2 is the planar ion-matrix sheath width, v max = (−2eφ t /m) 1/2 is the velocity that an ion would gain if it fell through a potential drop φ t , and ω pi = (n 0 e 2 /mε 0 ) 1/2 is the ion plasma frequency. Consequently,
The equations are solved by the finite difference method. The simulation parameters are chosen based on real experimental parameters: n 0 = 5.0 × 10 15 m −3 , φ t = 2 kV, kT e = 1.5 eV, and nitrogen plasma. In this case, S 0 is equal to 6.6 mm. Figure 2 displays the potential distribution around the target from 0.55 to ∼16 µs. Under the selected low-energy conditions, the sheath is relatively thin (less than 2 cm at the end of each pulse). The sheath moves quasi-statically through a sequence of Child-Langmuir like configurations so that the flux and implantation angle are given approximately by those of the static sheath with the same width. As a result, the ion flux concentrates near the corner and side surface, where a high heating flux is obtained, as shown in figure 3 . A distance over 60 mm denotes the heating flux to the side of the target platen. As shown in figure 4 , the heating flux distribution on the target is very uneven. The ion heating power at the centre of the side surface is about 2.5 times that at the centre of the top surface. In comparison, a small pulse may improve the ion heating uniformity. For longer pulses (e.g. more than 5.5 µs), the trend of the heating flux distribution hardly changes, although the ion dose shows more variation as illustrated in figure 3 . This is consistent with the effects of the target size on the ion dose distribution [21] . In our study, the target is about 18S 0 in diameter and 1.0S 0 in thickness. Hence, the top surface resembles a 'big' target leading to ion concentration near the corner while the side surface is a 'small' target with ions concentrating in the centre. Our model suggests that special attention must be paid in 'batch' experiments involving multiple samples.
Thermal model
In general, prediction of the PIII target temperature requires a solution of the three-dimensional, time-dependent partial differential equation with nonlinear boundary conditions due to radiative cooling [14] . The equation can be written as
Position ( mm ) where ρ is the density, c p is the heat capacity, T is the temperature, H is the ion heating power, t is the time, and k is the thermal conductivity. If the thermal conductivity is uniform throughout the target and independent of the temperature, the equation becomes
The ion heating rate is determined by the following factors [20, 22] : (1) heating by the incident ions P 1 , (2) hot filament radiation heating during the glow discharge P 2 , (3) collisional heating by free particles in the vacuum P 3 , (4) radiation loss P 4 , and (5) heat conduction through the target holder P 5 . In general heating by radiation and particle collision is very small and the combined magnitude is much less than that of ion heating. For example, in our previous experiments, the sample temperature rising rate of 7
• C min −1 due to nitrogen ion heating was found to be larger than that of heating by irradiation from the hot filaments (0.5
• C min −1 ) by more than an order of magnitude [12] . The nitrogen plasma was sustained using hot filament glow discharge and irradiation heating existed. On the other hand, for hydrogen plasma generated by cooled RF coils involving only particle collisions, the temperature rising rate was determined to be 0.1
• C min −1 without hydrogen ion implantation while the rate was about 10
• C min −1 during ion implantation [13] . Hence, the sum of P 2 and P 3 can be assumed to be zero. Heat loss by conduction through the stainless-steel tube between the sample platen and high-voltage feedthrough P 5 can also be ignored since the tube wall is thin. Thus, the ion heating power H is primarily determined by P 1 and P 4 , where P 1 can be derived using the aforementioned plasma sheath simulation and P 4 , the radiative cooling, can be modelled employing the following equation:
where S is the implanted surface area, T a is the temperature of the chamber wall, σ is the Stefan-Boltzmann constant, ε is the emissivity of the radiation surface, and F is the radiation factor for radiation from the target to the chamber. Because the target is enclosed in the chamber and the target area is much less than the chamber surface area, F can be approximated to be one [14] . Hence, the target temperature can be calculated using twodimensional thermal equations to simulate the quasi threedimensional case by solving the non-steady-state heat transfer equation using finite difference. In cylindrical coordinates:
The energy deposited by the implanted ions derived from the above simulation is used as the heat input. The heat conduction loss can be ignored due to the thin wall of the stainless-steel tube holder and the primary heat loss mechanism is radiation. The chamber wall is water-cooled and kept at 22
• C, and we also assume that the target is initially at a temperature of 22
• C. Before the simulation, two issues must be addressed. One is the source of surface heating and the other is pulse by pulse calculation or cycle-averaged treatment.
Because the ions actually deposit their energies into a finite region in the target, a volumetric heat generation model would be more accurate, but at the expense of increased analytical difficulties. Modelling of the heat load as a surface flux can be justified by comparing the implantation depth to the heat conduction depth during the pulse. The implantation depth in our studies is less than 10 nm, including the projected range and longitudinal straggling for 5 kV N + 2 plasma implantation according to TRIM95 [23] . In comparison, a typical conduction length, as deduced from a dimensional analysis of transient conduction in a semi-infinite slab, would be on the order of [14] 
where l is the length over which significant temperature change has occurred in time t p and κ is the thermal diffusivity. For typical high-frequency PIII implantation, the pulse width is on the order of 10 µs giving a conduction length of approximately 50 µm for a typical metal. Hence, typical conduction lengths are 5000 times the implantation depth and we can ignore the volumetric effects.
Because the PIII process features very large heat fluxes to the target in a short period of time, the concern is the peak target surface temperature at the end of the pulse. It can be modelled as a semi-infinite, one-dimensional solid with a uniform surface heat flux. In order to obtain an upper bound for a single pulse, the conduction and radiation terms are eliminated, and the equation becomes [14] :
where ρ is 8900 kg m −3 for copper, c is 386 J −1 kg K −1 , and k is 81.1 W m K −1 . Hence, a single 16 µs pulse can only contribute a temperature rise of 6.5 × 10 −3 K. This is so small that the target temperature can be modelled by averaging the input power over the full cycle. It should be noted that our cycleaveraged heat input assumption is more reasonable in the highfrequency, low-voltage PIII processes than in conventional low-frequency, high-voltage PIII processes [14, 24] in which this cycle-averaged analysis has been thought to be adequate.
Temperature simulation
Equation (10) can be solved using the finite-element method. As for the inner section of the target,
At the corner,
On the side surface, On the top surface,
where
∂T /∂r| i=0 = 0.0 owing to symmetric heating; T a = 295 K is the initial temperature of the target; T = 295 K is the chamber wall temperature; and ε is assumed to be 0.5. The results obtained for an implantation voltage of 2 kV, pulsing frequency of 10 kHz, pulse width of 16 µs and plasma density of 5.0 × 10 15 m −3 are depicted in figure 5 . The temperature near the side of the target is always higher than that near the centre, and it can be attributed to the higher heating flux illustrated in figure 3 as well as the smaller local heat capacity. However, the temperature variation is small because the target is quite small. Besides, copper possesses a higher thermal conductivity and the heat is easily transferred. Consequently, the temperature difference on the target is less than 2
• C although the heating flux along the exposed surface is very uneven as shown in figure 4. Since the temperature variation is not significant, the lumped capacitance thermal model may be effective in predicting the target temperature [14] , especially for a small target. Ignoring the heat loss by conduction, the target temperature is determined by the energy deposited by the implanted ions, radiative cooling, and physical properties of the targets. The equation becomes:
The solution is:
P 1 is the applied heating power based on the results of the sheath simulation and V is the volume of the target. Figure 6 shows the effects of the implantation parameters on the target temperature under a treatment condition of 10 kHz/16 µs. The ion heating distribution and temperature for different processing parameters can be calculated. The comparison indicates that the lumped capacitance thermal model is consistent with the two-dimensional simulation. For a plasma density of 2.5×10 15 m −3 and implantation voltage of 2 kV, the target temperature attains near-equilibrium (5 K lower than the equilibrium point) after 3800 s. When the plasma density is increased by 100%, the time is reduced to 2600 s. Meanwhile, the steady-state temperature increases from 445 to 520 K. When the applied voltage is increased from 2 to 4 kV at a plasma density of 5.0 × 10 15 m −3 , the time is reduced to 1600 s and the final temperature is higher (648 K). Our results suggest that the voltage has a larger effect on the target temperature than the plasma density.
Conclusion
We have developed a new method to predict the target temperature in PIII. The formalism utilizes the twodimensional fluid model and two-dimensional temperature equation to describe the target temperature as well as the variation on the target. Our analysis shows that the assumption of the surface heat source and cycle-averaged analysis is reasonable. The target temperature can be calculated by the lumped capacitance thermal model after the heat input is derived using the two-dimensional fluid model. The simulation results indicate that the temperature gradients are very small for a small target in the high-frequency, low-voltage PIII process. The results are not unexpected and indirectly corroborate the validity of the model. It should be noted that when the target is large, two-dimensional temperature simulation must be employed due to the large temperature variation on the target. Although we have only conducted simulation pertaining to fast-pulsing, low-voltage PIII, the developed model can be conveniently applied to conventional metal and semiconductor PIII requiring strict temperature control, for instance hydrogen or oxygen plasma implantation for the synthesis of SOI materials.
