ABSTRACT
INTRODUCTION
One of the major challenges of today's IC design is dealing with the variabilities caused by the sub-90nm fabrication process. Fabrication variability diverts the parameters of the devices and consequently moves the characteristics of the chips away from their nominal values.
In high performance systems, fabrication variability results in a considerable spread in the frequency of the chips (about 30% according to [15] ). In some cases, the chips that violate the timing constraint are simply discarded and in other cases they are sold at a loss. In the latter case, those chips that fail to meet the nominal frequency after fabrication are binned based on their speed. Some work such as [2] design hardware to do speed binning in microprocessor design. For each speed bin a loss value exists for selling the chips in that bin for a reduced price. Therefore, depending on the spread in the circuit delay, there exists a binning yield-loss. In this paper we propose a gate sizing approach to minimize this binning yield-loss.
Many researchers have investigated the gate sizing problem from a fabrication-variability perspective [1, 4, 8, 10, 11, 12, 14] . These approaches could be grouped into worst case approaches [8] , sensitivity-based approaches [1, 4, 12, 10] , and the ones based on a mathematical programming model [11, 14] . These approaches address different objectives under variability. For example, [8] minimizes area while considering the worst case uncertainty ellipsoid of parameter variations in a convex formulation. Others minimize the yield-loss [1, 4] or leakage power [11, 14] or both [10] .
Firstly none of these approaches consider the binning yieldloss and focus on more traditional definitions of yield (where the chips are discarded if they fail the timing constraint). Secondly these approaches they do not guarantee convergence to the optimal solution in a general case, or at least not from a yield perspective. Some of these approaches may converge to the optimal for their own problem specification but that may not lead to the optimal solution from a yield perspective. For example, the worst case approaches like [8] , although look promising do not guarantee optimality of the yield function. The sensitivity-based approaches optimize the cost function in a neighborhood and do not guarantee convergence to the optimal. The mathematical programming approaches do consider optimality but make constraining assumptions like the Gaussian nature of uncertainty [11] or work with specific models of fabrication variability [14] . The approach of [14] approximates the yield percentiles by their upper bounds, and thereby it is not provably optimal.
In this paper, we present a gate sizing approach to optimize the binning yield. Our specific contributions are:
1. We optimize the binning yield and propose an optimal algorithm to minimize the same using gate sizing. Our algorithm can be trivially extended to minimize the binning yield under area/power constraints as well. The core of our algorithm is based on the proof of convexity of the binning yield function w.r.t. gate sizes, which allows usage of various convex optimization schemes.
3. We use Kelley's Cutting Plane algorithm [16] to optimize the binning yield function. Usage of this scheme allows the integration of our approach with any of the existing statistical timing analysis (STA) methods (Gaussian [3] or Non-Gaussian [5] , [18] We have compared our approach to the sensitivity-based approaches and have shown an improvement of 72% in the binning yield-loss with a small area overhead of on average 6%, while achieving a 2.69 times speedup. We also show that optimizing the binning yield-loss minimizes the traditional yield-loss on average by 61% when compared to a sensitivitybased approach.
OBJECTIVE: MINIMIZING BINNING YIELD-LOSS IN HIGH PERFORMANCE APPLICATIONS
In high performance systems, fabrication variability results in a considerable spread in the frequency of the chips (about 30% according to [15] ). The chips that have a frequency lower than the nominal frequency can either be discarded, or be sold at a loss. For the latter case, the chips that violate the timing constraint are sorted (binned) according to their speed.
Depending on the degree of timing constraint violation for each bin, the chips are sold at a loss. This loss is defined by a penalty function; slower a chip, higher its penalty and loss. All the chips of at least the nominal speed will not have any penalty. Let t denote the delay of a chip. Let us define a linear penalty function as:
where Tcons is the timing constraint (nominal delay) that the chips are designed for. The chips that have a delay larger than Tcons have a penalty equal to their delay-offsets from Tcons. This linearity assumption will be relaxed later. Let fT (t) denote the probability density function (pdf) for the potential delay values of a design. For the above penalty function, the overall binning yield-loss (BYL) is defined as:
In this paper we will minimize the BYL based on the penalty function of equation 1. We propose an optimal and efficient algorithm to minimize the same. The optimality of our approach holds even if the penalty function is convex (and not necessarily linear). The delay of a design and consequently our objective can be expressed in terms of the gate sizes, among other parameters:
where s is a vector of the gate sizes in the design. In this paper optimization of BY L( s) is done over s. Most of the exiting related work have focused on gate sizing to minimize the yield-loss (YL) under fabrication variability [4] , [10] , where the YL is given by:
CONVENTIONAL GATE SIZING 3.1 Problem Formulation
Let si denote the size variable of gate i. The variable si is proportional to the channel width of the gates' transistors as the channel lengths are usually kept uniform. Let ti denote the arrival time at the output of gate i from the primary inputs, and di denote the delay of gate i. The gate sizing problem is formulated as:
Subject to :
These constraints ensure that the delay of any path in the circuit is at most Tcons. The objective is minimizing the area of the circuit given as summation of si variables with a ci proportionality factor. The solution is the set of gate sizes given as s = {s1; s2; ...; sn}.
Minimizing area while meet a timing constraint is a common gate sizing objective [8, 12] . Other works optimize the yield-loss [1, 4, 10] , or power [11, 14] using gate sizing. The formulation could also be written so as to find the feasible solution for a given timing constraint. The delay of gate i depends on its size and of its fanouts sizes. In the above constraints, this dependence is shown as di( s). Therefore the objective and the arrival times in the above formulation also depend on s.
Computing Gate Delay As A Posynomial
The delay of a gate can be written as a posynomial function of its transistors sizes using the Elmore delay model [7] , [17] . Each transistor is represented using an equivalent on-resistor (r), and a capacitor (c) given as a function of its channel width (w) as [9] :
where kr and kc are positive constants that are expressed as functions of parameters such as threshold voltage, effective channel length, supply voltage or oxide thickness as expressed above. The delay of each gate is the time to charge/discharge the capacitors in the resistive path to vdd/ground. Using the Elmore model, this delay is written as a posynomial function of the resistors and capacitors in the gate and of the capacitors of the gates' fanouts.
Given that si is proportional to the channel widths of the gates' transistors, the delay of a gate i is expressed as [17] :
In the above posynomial expression, a0i and a1i are positive constants that depend on kr and kc values of the transistors. The inequalities of 5 will hence be a posynomial formulation.
Convex Representation
The presented posynomial formulation is translated into a convex one by the change of variables si = e x i and ti = e y i [16] . Therefore s = {e
...}. The formulation in inequalities of 5 is then transformed to:
The above formulation will consequently have an exponential optimization form, which is convex with respect to x [16] .
GATE SIZING TO MINIMIZE THE BYL
In this section, we will show the minimization of the BYL over the gate sizes can be optimally achieved. Initially we will discuss the effects of fabrication variability on the traditional formulation, and then present our approach, and prove its optimality.
Effects of Variability on the Traditional Formulation
Fabrication variability randomizes different device parameters such as L ef f or Tox etc.. The resistance and capacitance of a device expressed in equation 6 will therefore be a random variable (r.v.), as they are expressed in terms of such varying parameters.
Assume Ω is a random vector which represents a set of varying parameters in equation 6 such as {L ef f , Tox} etc.. Each sample vector ω ∈ Ω represents a set of samples from the assumed field of uncertainty (which can have any associated density function and any correlation).
In equation 7, the coefficients of the delay expression of each gate become r.v.s, and are represented as a0i( Ω) and a1i( Ω). In equation 5 the delay of gate i also becomes a r.v.:
Mathematical Formulation
Under fabrication variability our objective to minimize the BYL is formulated in terms of x (defined in section 3.3):
In the above formulation ω0 represents the nominal value of Ω assuming no variations. The delay of each gate (di( x, ω0)) is also at its nominal value. The above formulation therefore ensures that Tcons is satisfied in the nominal case. If the goal is to also have a small area, an upper bound on the overall area can be added as a new constraint:
Two-Stage Stochastic Programming Model
In the above formulation BYL is a function of x. To elaborate the consideration for variability in the objective function, let us define the following r.v.:
where T ( x, Ω) is a r.v. that represents the delay of the design. This r.v. depends on both the gate size vector x and also the random field Ω. The r.v. V ( x, Ω) represents the degree of violating Tcons. For a given value of x, the pdf of V can be written in terms of the pdf of the delay of the circuit fT (t):
Note that both fT (t) and fV (v) are functions of x. Now the objective in equation 2 can be expressed in terms of V as:
Since both fT (t) and fV (v) are functions of x, so will BYL be. Also as illustrated, minimizing the BYL can be thought of minimizing the expected value of violating the timing constraint. Now let v( x, ω) be the value for V for a given x and a sample ω from the field of uncertainty. Equation 12 can be written as:
where f Ω ( ω) is the pdf of Ω. Note that this is just another way of understanding BYL. No approximation has been done and no assumption has been made on the nature of the variabilities and their correlations. Therefore equation 13 states that for a known x the corresponding BY L( x) can be found by finding the E[V ( x, Ω)] for all values ω of Ω. Conceptually v( x, ω) is the degree of violating the delay constraint for a given choice of x and a sample ω. This itself can be written as a convex program as follows:
Solving this formulation results in the arrival times of the gates ti with the gate delays di( x, ω). The optimal value of q denoted by q * is the degree of delay violation for a fixed x and ω. This falls within the classic formulation of Two-Stage Stochastic Programming [13] . The optimization problem given by 9 is called the first stage problem and the one given by equation 14 is called the second stage problem. The region of feasibility for the first stage problem is a convex set (since it simply comprises of a set of convex function constraints). The objective BYL is the expected value of a random variable V which depends on ( x and ω) according to the optimization set of 14. In the next subsection we will prove that E[V ] is a convex function of x. In doing so we will extend the classic Two-Stage Stochastic Programming theory to incorporate convex first and second stage problems. The traditional theory was valid only for linear programs [13] .
Please note that our presented formulation does not make any specific assumptions about the distribution of Ω and the correlation of components of Ω (such as L ef f and Tox).
Proof of Convexity of the Optimization Set
In this section we will prove that the formulation of the inequalities of 9 is convex. To do this it is sufficient to show the optimization's objective is convex, as the constraints in equation 9 can be represented in an exponential form similar to section 3.3 and therefore will be a convex set [16] . To show v( x, ω) is a convex function we need to show for x1 and x2, the following inequality holds (for 0 ≤ θ ≤ 1) [16] :
where v(x1, ω) and v(x2, ω) are optimal solutions of optimization set expressed by inequalities of 14. The constraints in the inequalities of 14 are written for x1 and x2 as:
, q * (2) } be the optimal solutions of the left and right inequalities respectively. Multiplying the left inequalities by θ and the right ones by (1 − θ) (for 0 ≤ θ ≤ 1) and adding the corresponding inequalities becomes:
Since di( x, ω) is convex in x, we have:
Therefore inequalities of 17 can be written as:
By replacing these definitions in the inequalities of 19 we will obtain:
This implies that for x = x3, the following set:
} is a feasible solution to the inequalities of 14. Therefore the optimal solution at x = x 3 must be smaller than (or equal to) θq * (1) + (1 − θ)q * (2) .
The optimal solution is v(θ 
SOME GENERALIZATIONS 5.1 Generalized Penalty Function
The proof of convexity of our objective outlined in section 4.4, assumed that the penalty of violating the timing constraint is a linear function of the degree of violation (equation 1). If we redefine this penalty as follows:
where f is any convex function, then the convexity of the new BYL still holds and optimality can still be achieved. We omit the proof for brevity.
Minimizing the Yield-Loss
The previous few sections discussed optimal minimization of BYL. From our experiments we found that there was a high degree of correlation between optimizing BYL and YL. In fact our approach could be used as a heuristic for optimizing YL. But there are some important results that can be proved about the optimality of YL as illustrated below: Theorem: The optimal BYL is 0 iff the optimal YL is 0. Proof: Let us suppose we have a solution for which BY L = 0. Referring to equation 12, this can happen only if fV (v) = 0 for all v greater than (not equal to) 0. This means that the pdf of the timing of the circuit (for the given gate sizes) lies entirely within the timing constraint. Thus Y L = 0. Now let BYL be more than zero, therefore fV (v) must have a positive value for some v greater than 0. Therefore, some part of the timing pdf must be greater than Tcons. Thus YL cannot be zero. This is an important result, since by optimizing BYL we can 1)achieve a solution for which Y L = 0, 2) or by looking at the optimal value of BYL check if a solution with Y L = 0 exists.
SOLVING THE CONVEX FORMULATION
In the previous sections we proved that our proposed formulation to minimize the BYL is convex. This means that our formulation is optimally solvable using the convex optimization techniques. We used the Kelley's Cutting Plane technique [16] among other possible methods, which is briefly explained below.
Kelley's Cutting Plane Algorithm
Kelley's algorithm is an iterative approach. At each iteration a linear lower bound of the convex objective is generated. This lower bound together with the lower bounds of the previous iterations develop a piecewise linear lower bound on the objective function. As the number of iterations increase, the linear lower bounds of the previous iterations converge to the accurate objective. At any iteration k, the objective function represented by the piecewise linear lower bounds is optimized while satisfying the feasibility criteria of the constraints. This gives us a solution vector x k .
Kelley's Cutting Plane Algorithm
Step 1: Initialize Let > 0 and x1 be a feasible solution satisfying the constraints. Let k ← 0 and define l0(
Step 3: Define the Lower Bound at x k Evaluate α k and β k such that
Step 4: Update the Optimization Set Add the following to the existing set of constraints: At this point a new linear lower bound is computed for the true objective function and the entire process is repeated. These steps can be summarized in Algorithm 1: Initially at Step 1 a feasible solution ( x1) is found for the inequalities of 9. Kelley's algorithm follows an iterative approach: In the k th iteration, the lower bound at BY L( x k−1 ) found in the previous iteration is used to generate a new solution x k . This lower bound is generated as follows: We find the sub-gradient α k + β k . x of the BYL function such that at
where β k is conceptually the slope of the BYL function at x = x k−1 . By definition this sub-gradient is the linear lower bound of the BYL function. A new x k is now chosen as follows: A new variable l k is incorporated in the optimization framework which is constrained to be larger than all the lower bounds found so far. The actual objective is then replaced by l k which approximates the BY L (Step 4 of Algorithm 1). This gives us a new value for x k and the entire process is repeated till the lower bound approximation and the upper bound are within a user specified range of tolerance (note that each x k corresponds to an upper bound BY L( x k )) [16] .
Next we will explain how the statistical timing analysis (STA) can be integrated as a useful tool in our formulation, and in the Kelley's algorithm to find lower bound on BYL.
Please note that in case that the optimization of area and/or power is necessary, new constraints can be added to our formulation that bound the overall area or power. These can be expressed as convex constraints which allow the use of Kelley's algorithm to solve the new optimization formulation.
Integration with STA

Computing the BYL
Given a gate-level circuit, statistical timing analysis can be used to efficiently compute the BYL. In section 4.3 we explained how BYL can be computed parametrically over all samples ω in Ω and for a particular set of gate sizes using equation 13. It can also be equivalently obtained using equation 12. This is equivalent to doing an STA (for a given choice of gate sizes) on the circuit and then evaluating the expected value of violating the timing constraint in order to find the BYL. Assuming variability in Ω, STA provides the spread of delay at the primary outputs for a given x. This STA can be done based on any possible approaches [5, 18] .
Computing the Lower Bound in Kelley's Algorithm
The linear lower bound on BYL is expressed as α k + < β k , x > in Algorithm 1. As expressed in step 3 of the algorithm, β k is found by evaluating the slope of the BY L( x) at
Therefore in order to find the lower bound, it is sufficient to show the computation of β k . Finding the sub-gradient of a non-differentiable function is an important research problem. Many techniques have been proposed that can approximate the sub-gradient. In this paper we will be using the finite-difference method [16] .
The vector β k = {β 1 ; β2; ...; βn}, where βi is the projection of β k with respect to component xi (or
. In other words βi expresses the sensitivity of the objective function with respect to xi. We approximate this sensitivity as below:
Given an x k−1 vector, the sensitivity βi is found using equation 22. Computation of BY L in the above equation can be done using STA as explained in the previous subsection. Therefore computation of βi in the above equation requires doing two STAs for each component x k−1 vector, assuming xi for gate i is slightly changed. The paper [10] proposes ways that allows the sensitivity to be more efficiently computed. Once β k is found, α k and consequently the lower bound are determined.
Note that the STA at any of these stages can be done using any of the proposed techniques in the literature such as [5] or [18] , and can assume any distribution for Ω and any correlation model for its components.
RESULTS
Our experiments were conducted on the ISCAS bench suite. We initially placed each benchmark and generated correlation data between different gates based on the model of [18] . We assumed a variability in the L ef f of each device with a Gaussian distribution with a mean equal to the nominal value and a 12% standard deviation from the mean. We determined the convex expression for the delay of each gate as a function of its size assuming a 90nm technology (for which we got the information from [19] ).
We implemented our proposed method in the SIS framework and used the MOSEK [6] convex optimization tool. In the proposed method using the Kelley's algorithm, we integrated STA method of [3] to compute BYL as explained in section 6.2. Figure 1 shows the values of our objective BYL and its lower bound as iterations progress. At each iteration the value of the objective corresponds to the upper bound of the optimal. Kelley's algorithm iteratively improves the lower bound till the lower and upper bounds converge. This algorithm guarantees optimality.
In order to make comparison with other methods, we implemented a sensitivity-based approach as well as a worstcase method. The sensitivity method had a framework as in [1] or [4] . In this method initially all the gates are set to their minimum size. The sensitivity-based method is a greedy iterative approach, in which at each iteration the most sensitive gate is determined and sized up. The most sensitive gate is the one that results in the maximum change in the objective due to a small change in its size. For comparison of this method with ours we set the objective of the sensitivity-based approach to be the BYL. We also implemented a worst-case deterministic approach. The worst-case approach had a convex optimization framework similar to [17] . However the delay expression for each gate was computed assuming the value of L ef f is fixed at its worst (µ + 3σ). In this approach we set the optimization objective to be minimization of the arrival time at the primary output nodes. We also added a new constraint to impose an upper bound on the maximum area of this approach. In order to make comparison with our proposed method, we set this maximum area of the worst-case approach to be the area of the optimal solution generated by our approach. Table 1 compares the BYL and area of these three methods for two different timing constrains for each benchmark. One of these timing constraints is more stringent than the other one. For the stringent timing constraint, the deterministic approach could not generate any solution as it was too pessimistic in approximating the delay of each gate and consequently of the timing constraint. For the more relaxed timing, the worst-case approach however was able to generate solutions of good quality comparable to our method. Compared to sensitivity-based approach, we achieved an average of 72% improvement in the BYL with only a 6% area overhead given the stringent timing constraint. We also generated better solution when the timing constraint was relaxed. Figure 2 shows the optimization of objective over time using our approach compared to the sensitivity-based method for C1908. It can be seen that our approach has clearly a faster convergence rate. In fact as the run-times are reported in table 2, our method achieves an average of 2.69 speed up due to fewer number of iterations. Although each individual iteration takes longer in our method (as a convex optimization set needs to be solved at each iteration in our case), but due to the very few number of iterations, the overall run-time will be much smaller.
We also compared the traditional Yield-Loss of the solution generated by our approach to a sensitivity-based approach in which the most sensitive gate was defined as the one with maximum change in Yield-Loss due to the change in its size. Our method also improves the Yield-Loss on average by 61%.
Finally figure 3 shows the curve generated by our approach between the area and BYL. Each point corresponds to the solution of an iteration of Kelley's algorithm. It can be seen that as the iterations progress, increase in area results in a decrease in BYL. 
CONCLUSIONS
In this paper we presented a convex formulation to optimally minimize the Binning Yield-Loss in high performance applications. This optimization is done using gate sizing under fabrication variability. Our optimal approach results in an average 72% improvement in the BYL with a small area over head of on average 6% for stringent timing constraints. The solutions generated by our approach also improves the traditional Yield-Loss by 61% compared to sensitivity-based methods.
