ABSTRACT -We quantify why, as designers, we should prefer clique-based hypercubes (K-cubes) over traditional hypercubes based on cycles (C-cubes). Reaping fresh analytic results, we find that K-cubes minimize the wirecount and, simultaneously, the latency of hypercube architectures that tolerate failure of any f nodes. Refining the graph model of Hayes (1976), we pose the feasibility of configuration as a problem in multivariate optimization:
INTRODUCTION
Within two decades, our civilization should be poised to construct space probes that orbit nearby stars [23] . As revealed by the rocket equation, these missions will last between two and five centuries [24] . Figure 1 reinforces how, as designers of embedded systems, it is our job to furnish interstellar probes with multicomputers that really work [2] . These multicomputers ought to be based on architectures whose fault tolerance and performance are the best that nature will permit [3] . This paper introduces K-cubes, uncovers their salient properties, and establishes how K-cube architectures are optimal. By contrast, we show how traditional C-cubes are, in a ratioed asymptotic sense, suboptimal. As designers of fault tolerant, high performance multicomputers, therefore, we should prefer K-cubes over C-cubes. . Above: K-cube-connected edge synthesized by the software described in [24] , [28] , and [30] . a. At right: self-healing multicomputer, architecture based on K-cubes.
Let us lay the foundation for our multivariate objective (1) . The (vertex) connectivity of a graph G is the minimum number of vertices whose removal from G results in a disconnected graph or a lone vertex. To tolerate f partitioning faults, therefore, we seek architectures whose corresponding graphs are ( f+1)-connected. Since our primary cost function is the number of point-to-point interconnections, we focus our attention on ( f+1)-connected graphs with minimum size. A lower bound on this number is readily seen by noting that the connectivity of a graph is at most the minimum degree of a vertex in the graph. 1 In consequence, the degree of every vertex in an ( f+1)-connected graph is at least f+1. If we sum the degrees of all the vertices then we have counted every edge twice. The size of any ( f+1)-connected graph of order n is therefore at least e min (n, f ) = n( f+1)/2 (2) For any positive integers n > f > 0, moreover, Harary [15] and Hayes [17] achieve equality in (2) with constructions from which we can configure a one-dimensional array. These constructions are chordal graphs of order n and minimum size n( f+1)/2: we can remove i vertices, 0 ≤ i ≤ f, and still have n-i vertices connected together as a path P n-i . Unfortunately, the diameter of P n-i equals n-i-1 and is maximum over all quorums. In general, that is, configuration algorithms that achieve a P n-i depart from our objective. Moreover, and shown in Section 3.6 of [25] , the maximum quorum radius of chordal graphs exceeds that of secant graphs, a special case of K-cube-connected cycles. Thus, while the chordal graphs of Harary and Hayes are constructible for every n and f, and, while they do satisfy the necessary condition (2), they fall short of satisfying objective (1) with respect to radius and diameter.
To focus on architectures we make three simplifying assumptions: i) faults have been correctly diagnosed [27] , [29] ; ii) the outcome of this diagnosis is passed to an algorithm that effects the configuration; iii) only vertices (and not edges) may be deleted. Assumptions (i) and (ii) are substantive issues, and are addressed in some detail by [25] .
Since edge connectivity is no less than vertex connectivity, 1 assumption (iii) does not materially affect our analysis; however, allowing the deletion of edges can reduce by a bit the sharpness of our results for radius and diameter.
Suppose that an n-vertex graph G is ( f+1)-connected and, for 0 ≤ i ≤ f, denote by Q an arbitrary quorum induced by deleting i vertices of G. As mentioned in Section 1, the quorum diameter measures the worst-case hop latency of the graph architecture corresponding to G, in the presence of 0 ≤ i ≤ f faults. For this reason, we want to know the range of quorum diameters, as the number of faults ranges from 0 to f. From a design standpoint, we want to minimize the maximum quorum diameter ∆(n, f ) over this range, and this accounts for objective (1b).
QUORUM RADIUS SAME AS MINIMUM RADIUS OF A SPANNING TREE
Why are we interested in minimizing the radius (1a)? There are several reasons. A multicomputer application often acts on a tree that spans the bus structure or network. When a database is distributed across nodes, for example, the result of a query at any node might propagate as a tree, via (say) distributed breadth-first search. The minimum time to propagate such a parallel search is governed by the minimum height of the tree; i.e., the quorum radius. More generally, the radius measures the best-case broadcast latency, and applies to messages emanating from a central vertex of the quorum. Furthermore, it is sometimes more convenient to formulate (1) in terms of graph radius than in terms of diameter:
The diameter of a tree is either twice its radius, or twice its radius minus one ( [25] , Cor 1.1)
The relative convenience of considering minimax radius ρ(n, f ) is bolstered by a theorem of Ore ([36] , p. 102):
For every vertex u of a quorum Q there exists a spanning tree of Q that preserves the edge distance from u.
Ore's Theorem (4) frees us from having to distinguish the radius of a quorum Q from the radius of a tree spanning Q. Given Q's radius, Table 1 tells us that we also know the diameter of Q to within a factor of two. On the other hand, observation (3) enables us to pinpoint to within one the minimum diameter of a tree that spans Q. Wu effectively specializes Ore's Theorem to binary trees which span quorums of C-cubes, and further develops a distributed algorithm for broadcasting in the presence of faults [42] . However, Wu's treatment is restricted to binary cubes, which, as we show in Section 3.4, are suboptimally divergent from the Moore Bound. Zheng and Latifi consider embeddings in multiply-twisted cubes [44] . By comparison to C-cubes, the multiplytwisted relatives reduce the nominal diameter, but only by a factor of at most two. As with C-cubes, therefore (but in contrast with K-cubes), multiply-twisted cubes are suboptimal. Kumar and Patniak [21] reduce the diameter of traditional C-cubes via a tree-like hierarchy, with radius logarithmic in the number of nodes. However, such extended hypercubes are both irregular (they cannot match the Harary-Hayes Bound (2) ) and zero fault tolerant (a single failed node can partition the remaining healthy nodes).
Minimax Radius and Diameter of Quorums
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The tree architectures considered by Hayes [17] are tolerant to at most one fault, and trees configured from these are balanced. By comparison to the problem we wish to consider, this is both underconstrained (we wish to tolerate more than one fault) and overconstrained (our spanning trees need not be balanced). Our research differs as well with other, ostensibly related works. Kwan and Toida [22] consider tolerance to one and two faults for balanced trees, and whose every level represents a potentially different type of processor. Dutt and Hayes [13] use vertex covering to design balanced j-ary trees that are optimal when f < j. Still others treat configuration of balanced trees in either a probabilistic context, or with respect to VLSI layout area and maximum wirelength (e.g., [12] ). None of these addresses the problem at hand, however, and this motivates our solution to (1) for hypercube architectures.
MINIMAX RADIUS AND DIAMETER OF QUORUMS
Our candidates for configuration architectures are members of the sets G ρ+ n,f,k and G ∆+ n,f,k of minimum size ( f+1)-connected n-vertex graphs whose quorums, induced by deletion of up to f vertices, have radius resp. diameter at most k. For given n and f, we naturally wish to assure that k is the exact minimum, in which case we write G ρ n,f or G ∆ n,f . We may add a subscript k when it is known, and perhaps omit the superscript ρ or ∆ when both radius and diameter pertain. We denote the corresponding minimax radius or diameter by ρ(n, f ) resp. ∆(n, f ). What graphs make up the membership of the sets G? For given n and f, is the membership unique? Table 3 answers these questions definitively, at either end of the range of fault tolerance: f = 0, f = 1, f = n -2, and f = n -1.
The detailed information in the third column of Table 3 readily yields ρ, the maximum value of quorum radius shown in the fourth column. Similarly, in the case of diameter, the fifth column is synopsized by the sixth column ∆. Alas, the somewhat obvious entries of the table belie the extraordinary difficulty of filling in rows when f takes on values between 2 and n -3, and the general solution to (1) appears unknown. At the outset, moreover, there is no reason to believe that the set G ρ n,f satisfying (1a) is the same as that G ∆ n,f which satisfies (1b). It just happens that, for the values of f covered by Table 3 , the respective solution sets are identical. The closest body of work seems to be related to the function ϕ(n,d 0 ,d , f ) introduced by Murty and Vijayan [34] .
Here ϕ counts the minimum number of edges in an n-vertex graph with diameter at most d 0 , such that deletion of any f of the vertices induces a graph of diameter at most d. Regrettably, results are confined primarily to the cases
, Chapter IV, Sections 2 and 3). Moreover, our formulation differs in that we minimize the graph size (2), and then ask for the minimum value of the largest radius or diameter over all quorums. We know of no results that directly address the problem at hand (cf. [6] , Sec. 2), and therefore remain a fortiori challenged to solve at least a piece of (1). The results we present in this paper begin to fill the gaps of Table 3 :
For values of f that are logarithmic or superlogarithmic (but sublinear) in n, we provide asymptotically convergent bounds on k = ρ(n, f ) and k = ∆(n, f ), and give constructions for members of the corresponding sets G
As might be expected from our ABSTRACT, the asymptotically best possible constructions of (5) encompass K-cubes and their relatives: K-cube-connected cycles and edges. By way of preview, our analysis comprises four stages: i) Bound the maximum radius or diameter of any K-cube or C-cube quorum, as a function of the number i of vertices deleted. ii) Find the maximum among these maxima ρ(n, i) resp. ∆(n, i), for 0 ≤ i ≤ f . iii) Compare the values of ρ and ∆ for K-cubes against the corresponding values for C-cubes. iv) Finally, compare ρ and ∆ against a general lower bound on quorum radius: the Moore Bound.
THE MOORE BOUND
To unfold what we mean by "asymptotically convergent" and "best possible", let us review a general lower bound on quorum radius. 2 In what follows we take the principal value of i mod j as the least nonnegative integer h such that, for some integer q, i = qj + h. We use the equal sign to denote evaluation of the congruence to its principal value. For example, -6 ≡ 16 mod 11, while 5 = 16 mod 11. In any rooted tree, we define the level of a vertex as its edge distance from the root; the height of the tree is its maximum level. We will also make use of formula (6) for summing terms j through m of a geometric series with common ratio x ≠ 1 and constant coefficient a [41] :
References (bold = this paper) radius at least diameter at most
m+1 Don't know [25] 
Definitely not best possible: ratio diverges to ∞ as n → ∞ 
Proof. Let Q be any quorum induced by deleting i vertices of G, where G is a minimum size ( f+1)-connected graph of order n, and 0 ≤ i ≤ f. By (4), we can choose a spanning tree T of Q with radius the same as that of Q.
Since G is of minimum size, n-1 of the vertices of G have degree f+1 and, by (2) , one vertex of G has degree
. These values bound as well the degree of any vertex in T. Let u be a central vertex of T (by Theorem 1 of [25] , there are at most two). The radius of T may be viewed as the height of T when rooted at u. The height of any such tree is minimized when the number of children of every interior vertex is maximized. Therefore, the height of T is at least the height h of such a tree T ′ on n-i vertices. All but at most two of the (interior) vertices of T ′ have at most f children. Since the root of T ′ has no parent, it may have as many as f+1 children. Further, if n and f+1 are both odd then G contains an "extra" edge, which may add one to the number of children spawned by some interior vertex v. Denote by k the level of v in T ′. The total number of vertices in T ′ is maximized when T ′ is complete; that is, the number of vertices in T ′ is at most (8) For given value of f, expression (8) is maximized when the vertex v is at level k = 0; that is, when v is the root of T ′. Applying formula (6), we see that the number of vertices in T ′ is at most
Since T ′ contains n-i vertices, it follows that n-i is no greater than (9) . Recalling that the height (and thus the radius) of T is at least the height h of T ′, we conclude (10) Verify that (10) is minimized when 1 = n( f+1) mod 2. Since (10) must hold for every integer i between 0 and f inclusive, it must in particular hold when i = 0; that is, when the righthand side is maximized with respect to i. This implies (7b). Inequality (7a) follows from the definitions of radius and diameter.
❒
Though independently derived, 2 inequality (10) and its maximized form (7) are variations on a result attributed to E. F. Moore. 3 Continuing custom, we will refer to the righthand side of (7) as the Moore Bound (on radius). Any minimum size ( f+1)-tolerant graph that achieves equality in (7b) delivers the least possible broadcast latency. Since the diameter is no less than the radius, ρ − Moore  provides a lower bound on the diameter as well. A graph whose diameter exactly equals ρ − Moore  minimizes the worst-case hop latency. For a simple illustration, refer to the last row of Table 3 . An architecture corresponding to an n-vertex clique K n (that is, a graph of order n and size ½⋅n(n-1)) is tolerant to f = n-2 or f = n-1 faults, has minimum wirecount, and delivers a quorum radius or diameter that is at most one. Substituting the latter gives equality in (7); hence K n is optimal in the sense of Moore. Graphs giving equality in (7) form the basis for what we mean by "best possible". Regrettably, such graphs are rare ( [6] , p. 7), and this is a fortiori the case if we require quorums (i.e., induced subgraphs) to match the Moore Bound.
2. To our knowledge, Theorem 1 is the first derivation to explicate the case of induced subgraphs [25] . By contrast, previous formulations of the Moore Bound tend to bracket the order of a graph with bounded diameter and degree, in the absence of faults [39] . Both results make use of arguments that minimize the height of a spanning tree, and both sum geometric series (6). 3. University of Essen Professor Michael Sampels ascribes this bound to Edward F. Moore, who may well have never published the result that bears his name [38] . Bermond et al write: "The … bound is due to E. F. Moore (circa 1958) …" [5] . "Moore graph" appears as early as the 1960 work by Hoffman and Singleton [19] . The more classical treatment considers a graph to be Moore if it gives equality on the righthand side of (7), without the ceiling function surrounding ρ A less stringent but still substantive criterion asserts the optimality of a graph family if, as the number of vertices n approaches infinity, the maximum quorum radius or diameter is within a constant factor of ρ − Moore (n, f ). Appropriate to large scale embedded bus structures and networks, such ratioed asymptotic optimality is akin to that advocated by Bermond and Bollobás ([6] , p. 7). As synopsized by the middle three rows of Table 4 , it is in this ratioed asymptotic sense that we prove K-cubes and their relatives are best possible. Under conditions of scaling where the dimension grows slower than the radix, the ratio of the K-cube quorum diameter (hence radius) to ρ − Moore (n, f ) converges to 1. By contrast, and as summarized in the last row of Table 4 , C-cubes diverge from the Moore Bound under any conditions of scaling. C-cubes are therefore suboptimal. Our theoretical results appear to be new. They form the backbone of our contribution, and motivate us to provide a proper introduction of K-cubes and C-cubes. 
K-CUBES VERSUS C-CUBES: DEFINITIONS, ORDER, DEGREE, AND SIZE
By step (ii) above, the degree of a vertex in K j d equals its degree in K j d-1 plus j-1, the number of edges that connect it to vertices with the same labels in the other copies of
Summing (12) over all j d vertices counts every edge twice. Hence the size of
Often referred to in the literature as a "hypercube", or simply a "cube", a labeled D-dimensional J-ary C-cube C J D is constructed as follows. 4 For J = 2 we define 
For J = 3 = j, a cycle on three vertices is also a three-vertex clique; hence
On the other hand, suppose that (12) and (15) that is:
they must have the same number of vertices. By (11) and (14):
Together with the assumption that j and J are both greater than four, (19) and (20) imply
But (21) is contrary to the binomial expansion theorem ( [41] , p. 737). Thus:
A K-cube is also a C-cube if and only if the K-cube radix j equals 2 or 3. A C-cube is also a K-cube if and only if the C-cube radix J equals 2, 3, or 4.
Refer to Figure 4 . It therefore suffices to consider C-cubes whose radix is greater than four, and such is our focus. 4 . We use a "C" to preface the term for a cube C J D that is based on cycles, as opposed to a clique-based (K-)cube; with respect to the latter, the "K" derives from standard graph-theoretic notation for a j-vertex clique K j . Figure 4 : K-cubes and C-cubes always differ when the radix exceeds 4. For radix 2 or radix 3 they map one-to-one and onto. When the radix equals 4,
is not equivalent to any C-cube [25] . 
K-CUBE-CONNECTED CYCLES AND EDGES
As motivated by the INTRODUCTION, we seek to embody theorems as software that synthesizes an optimal graph architecture, for given order n and fault tolerance f. A drawback with K-cubes is that they are constructible if and only if integer constraints on order (11) and degree (12) are satisfied. This spawns a rather sparse set of candidates for optimum architectures. K-cube-connected cycles and edges extend the candidate set to values of n and f that do not meet the exact conditions of K-cube constructibility. Further, under conditions prescribed in Table 4 , the diameter of quorums formed from K-cube-connected cycles and edges converge to the Moore Bound.
We Since each basic cycle must contain at least three vertices, it follows that
Each of the j d cycles contains exactly m vertices per basic cycle, and we denote such a
Summing the degree of every vertex counts each edge twice, hence
Since either j or j-1 is even, the first term on the righthand side of (25) is an integer; the value of (25) 
and n is odd (27) By comparison to K-cubes, our K-cube-connected cycles must satisfy three constraints: (23) , (24) , and (27) . Despite this, for given n and f, a K-cube-connected cycle is often constructible when K-cube is not (cf. Figure 5 , as well as Figures 10, 11 , and 13 of [25] ). Note that (27) says quite a bit about the structure of K-cube-connected
cycles, one with n/2 vertices, the other consisting of n/2 vertices. The latter holds since if n is not odd then 2 divides n; in this case (27a) is satisfied, and we have a K m⋅2
In particular, the size of any one-dimensional binary K-cube-connected cycle is the same as that 3n/2 of a 3-connected graph with fewest edges. Note also that our definition of a K-cube-connected cycle is somewhat different from structures of a similar name, as described by Preparata and Vallemin [37] and analyzed by Banerjee et al. [4] . Throughout this paper, in the context of K-cubeconnected cycles (and edges), we write m in place of the integer value n/j d . (23) and (24) 
On the other hand, (27) pertains intact. Except for the case n = 5, therefore, a K-cube-connected graph with given connectivity and minimum size cannot have as its basis a mixture of cycles and edges ( [25] , p. 40). It is for this reason that we have equality in (28a).
Section 3 furnishes full proofs of our results for K-cubes and, with the exception of Theorem 12, for C-cubes. We omit proofs of results for K-cube-connected cycles and edges, instead citing details as presented in [25] .
QUORUMS FROM CUBE ARCHITECTURES
We relate three kinds of distances in cubes. We abbreviate the edge distance between vertices u and v as |u,v|. Between two strings x and y of the same length, the Hamming distance | x,y| H equals the number of positions where x and y differ [14] . In Section 3.2 we show how the Lee distance tabulates the distance between vertices in C-cubes If K ′ ≠ K ″ then, by step (iii), the labels of u = u ′ and v = v ″ differ in the high order digit. Let u ″ be the vertex in K ″ having the same label as u ′, except for the high order digit. By induction, there is a shortest path P ″ from u ″ to v ″, strictly contained in K ″, whose length equals the number of digits where the respective labels for u ″ and v ″ are different. By steps (ii) and (iii), u ′ adjoins u ″. Therefore, there is a path P ″ + (u ′, u ″) from u ′ to v ″ whose length equals the number of digits where the respective labels for u ′ and v ″ are different. Suppose that some other path R between u ′ and v ″ has length strictly less than that of P ″ + (u ′, u ″). Traversing R from u ′ to v ″, there is a vertex w ′ where R first leaves K ′ and a vertex z ″ where R last enters K ″. By induction, the length of the portion of R from u ′ to w ′ is at least the number of digits where the labels of u ′ to w ′ differ. Similarly, the length of the portion of R from z ″ to v ″ is at least the number of digits where the labels of z ″ to v ″ differ. Moreover, the portion of R from w ′ to z ″ is at least one edge long. If the labels on u ′ and v ″ differ in the h th digit then, as we traverse from u ′ to v ″ along R, the value of digit h changes at least once. If the value of the h th digit changes more than once then R is strictly longer than P ″ + (u ′, u ″). Thus, as we traverse from u ′ to v ″ along R, the digits where the labels on u ′ and v ″ are different change only once. But this means that R is at least as long as P ″ + (u ′, u ″), contradicting the assumption that R is shorter than P ″ + (u ′, u ″). When u = u ′ and v = v ″ are contained in different copies K ′ resp. K ″ of K j d-1 , therefore, |u ′, v ″| equals the number of digits where the respective labels for u ′ and v ″ are different, and P ″ + (u ′, u ″) is one such shortest path. 5 . Prior to publication of this work, we learned that complete Hamming graphs were reported, previously and independently, by Brouwer et al [10] , who call them simply "Hamming graphs". Coincidentally, the attendant spectra (eigenvalues, perhaps with multiplicities, of the adjacency matrix, [7] p. 169) are identical to our formulae for the lattice point surface area of a ball of integer radius in the respective metric ([25] Eqn 10). Table 6 : Characteristics of quorums induced by deleting vertices from C-cubes
If K ′ = K ″ then, by induction, there exists a path P ′, strictly contained in K ′, whose length is equal to the number of digits where the respective labels are different; furthermore, P ′ is a shortest path from u = u ′ to v = v ′ that is strictly contained in K ′. If there is path R between u ′ and v ′ whose length strictly less than that of P ′, then R must necessarily exit and re-enter K ′. Traversing R from u ′ to v ′, there is a vertex w ′ where R first leaves K ′ and a vertex z ′ where R last enters K ′. By induction, the length of the portion of R from u ′ to w ′ is at least the number of digits where the labels of u ′ to w ′ differ. Similarly, the length of the portion of R from z ′ to v ′ is at least the number of digits where the labels of z ′ to v ′ differ. Moreover, the portion of R from w ′ to z ′ is at least two edges long. If the labels on u ′ and v ′ differ in the h th digit then, as we traverse from u ′ to v ′ along R, the value of digit h changes at least once. If the value of the h th digit changes more than once then R is strictly longer than P ′. Thus, as we traverse from u ′ to v ′ along R, the digits where the labels u ′ and v ′ are different change only once. Since the portion of R outside of K ′ is at least two edges long, R is strictly longer than P ′, contrary to assumption. 
Theorem 4.
An n-vertex graph G is Hamming only if G is an induced subgraph of a K-cube. 1 That is, suppose that graph G has order at least f+3, and that between every pair of distinct vertices in G there are f+1 IDJ paths whose length is at most a positive integer q. Then any quorum induced by deleting 0 ≤ i ≤ f vertices of G has diameter at most q. This observation motivates Theorem 5. 
Proof. Supposing G is Hamming, we proceed by induction on
h = j d -n,= |u, v| > 0 in K j d . For 0 ≤ i ≤ h-1, |u, v| = h. For h ≤ i ≤ ( j-1)d-1, |u, v| ≤ h + 1.
Proof. A) Consider arbitrary vertex
u ′ in copy K ′ of K 2 d-1 ⊂ K 2 d , d ≥ 3.
❒
Refer again to (29), generalizes to higher radices [30] , and establishes result IV as asserted in the ABSTRACT.
We conclude this section by deriving lower bounds on the diameter and radius of K-cube quorums, as a function of the number of faults. Theorem 7. The diameter of any quorum induced by deleting i vertices from
Proof. Proof. By the rule of products, any undeleted vertex u has at least one opposite as long as 
QUORUMS FROM C-CUBES
As with K-cubes (as well as edges and cycles of K-cubes), C-cubes are vertex symmetric. 6 Moreover, and as illustrated by Figure 3 
6. We omits proofs of these facts. More precisely, a graph G is vertex-symmetric if the group A(G) of graph automorphisms of G acts transitively on V; i.e., for any v, w ∈ V, there is a graph automorphism α ∈ A(G) such that α(v) = w; see also [39] . Proof. The case i = 0 is covered by Corollary 9.1. Suppose that J is odd. By (35) , undeleted vertex u has at least one opposite as long as
which follows by remarks following (31) . Suppose that J is even. By (34) , there is at least one vertex nearly opposite to undeleted vertex u as long as 2D-1 < 2D (39) which follows since zero is less than one.
❒
Originally due to Bose et al [9] , Theorem 12 is the C-cube analog to Theorem 5. Consistent with the notation of this paper, Theorem 4 of LaForge [24] provides an independent proof of 
Writing | P| for the length of path P, invoke (32) and (40) to re-express the length of the swingback paths as noted in at the end of the proof of Theorem 12 [24] . (41) Consistent with (40), and by the remark preceding Corollary 9.1, the righthand side of (41) is at most
If r < D -1 then the righthand side of (42) is at most
If r = D -1 then the righthand side of (42) is at most
To complete our analysis of these paths, note that the righthand side of (43) Tables 7, 8 , and 9 synopsize K-cube-connected edges and cycles. Recalling point (VI) of the ABSTRACT, these graphs substantively extend the number of pairs (n, f ) for which optimal architectures are available.
QUORUMS FROM K-CUBE-CONNECTED EDGES AND CYCLES
Number i of vertices deleted, 0 ≤ ≤ ≤ ≤ i ≤ ≤ ≤ ≤ f f = (j-1)⋅ ⋅ ⋅ ⋅log j (n/2)
Radius Diameter
At least At most At least At most from 0 to log j (n/2) 1 + log j (n/2) Theorems 23 and 25 of [25] 1 + log j (n/2) Theorems 23 and 24 of [25] from 1 + log j (n/2) to ( j-1)⋅log j (n/2)
of [25] if d = log j (n/2) = 1 then 2 else 2 + log j (n/2) Theorems 23 and 27 of [25] 1 + log j (n/2) Theorem 24 of [25] 2 + log j (n/2) Theorem 23 of [25] 
OPTIMALITY OF K-CUBE ARCHITECTURES, SUBOPTIMALITY OF C-CUBES
We are at last positioned to present our main results concerning the optimality of K-cubes, K-cube-connected edges, K-cube-connected cycles, and C-cubes. In the ratioed asymptotic sense described in Section 2.3, K-cube architectures can deliver the best possible value Θ(log n) of ∆(n, f ); i.e., a quorum diameter that, within a constant factor (perhaps equal to one) matches the Moore Bound on radius expressed by Theorem 1. Moreover, K-cubes and their relatives are preferred to C-cubes for two reasons: 1) the radius of a C-cube quorum exceeds the diameter of the comparable K-cube having identical fault tolerance; 2) there is no relation between J and D such that, as n C = J D → ∞, the ratio of the C-cube quorum radius to ρ − Moore (alternatively, to ρ − Moore (n, f ) ) does not diverge; i.e., this ratio must approach infinity. With respect to both criteria, that is, C-cubes are suboptimal. 1 + m/2, equality by Equation (22) 8, 3) ; the corresponding ratios are 3/2 and 4/3. If f is the worst-case fault tolerance of an n-vertex graph architecture, then the fractional (worst-case) fault tolerance is simply f frac = f / n. With these notions in hand, we can quantify the relative merit of K-cubes versus C-cubes.
Theorem 14.
If the fault tolerance
The maximum diameter
Proof. By hypothesis, and by Corollaries 5.1 and 12.1: Table 5 : Table 6 , and by inequalities (49) and (50):
Now note that, for integers r > q ≥ 5, we have r / q < 6 / 5 < 1.7 < 2 < 5 ½ . Hence 5 ½⋅(q-1) /q < 5 ½⋅(r-1) /r and the value of j / 5 ½⋅( j-1) decreases strictly with increasing integer j ≥ 5. In particular, since 5 < 5 2 = 25, and since J ≥ 5, d ≥ 2, we can make use of (49): 
❒
Inequality (47) of Theorem 14 says that, for given fault tolerance, the maximum diameter of K-cube quorums is less than the maximum radius of C-cube quorums. Moreover, (48) establishes assertion (I) of the ABSTRACT: the fractional fault tolerance of K-cubes is superior to that of C-cubes. Recalling (22) , Theorem 14 focuses on radices greater than 4 and dimensions greater than 1 since, for J ≤ 4 or D = 1, C-cubes are isomorphic to K-cubes or K-cube-connected cycles. But in how many cases can the fault tolerance of a C-cube equal that of a K-cube? That is, when is the degree of each vertex in a K-cube equal to that f+1 of any vertex in a C-cube? By inspection of (49), such a construction is realized if and only the degree of every vertex of the K-cube is an even integer no less than eight. In other words, for J > 4 and D > 1, Theorem 14 applies to all C-cubes; moreover, Theorem 14 applies to a subset of K-cubes (loosely speaking, "half" of them) that map many-to-one onto the set of C-cubes.
Despite Theorem 14's quantitative preference for K-cubes over C-cubes, it seems plausible that, when divided by ρ − Moore (alternatively, by ρ − Moore (n, f ) ), the maximum radius or diameter of C-cube quorums attains a limit, akin to that expressed by Corollaries 13.1 and 13.2. That is, we still do not know whether, for some scaling of J and D, the maximum radius or diameter of quorums induced from C J D is asymptotically within a constant multiple of ρ − Moore . Alas, and with respect to assertion (III) of the ABSTRACT, such scalability is impossible: 7. This is not the same as a wholesale assertion about the ratio of C-cube quorum radii or diameters to the optimum value of the maximum radius ρ(n, f ) or diameter ∆(n, f ), and we are not in a position to advance such a claim. Figure 6 : Performability measures the combination of fault tolerance and performance [16] , [35] . The fractional fault tolerance of K-cube architectures is superior to that of traditional C-cubes. For given fault tolerance, and at minimum cost of wires and pins per node, the diameter of a K-cube is less than the radius of the corresponding C-cube. Furthermore, the diameter of K-cubes converges to ρ Upper bound on diameter, Table 6 5 6 = 15625 nodes 5 3 = 125 nodes
Lower bound on radius, upper bound on diameter, Table 5 Moore Bound on C-cube radius , inequality (7b)
Moore Bound on K-cube radius, inequality (7b) You are headed here 11-fault-tolerant radix 5 cubes, each costing the optimum 12 edges/node Lower bound on radius, Table 6 From a computational standpoint, the extremal results of Section 3 are particularly gratifying in light of the NPcompleteness of finding a maximum set of parallel paths (shortest or bounded length) in a general graph [20] , [40] . Taking this one step further, it would be interesting and useful to solve a probabilistic version of problem (1). For positive but arbitrarily small ε < 1, the K-cube family delivers asymptotically minimum quorum diameters, with fault tolerance on the order of n (1-ε)/d ln n. By comparison, the fault tolerance of C-cubes is inferior: log 2 n at best. The worst-case tolerance of cubes cannot therefore grow in proportion to the number n of nodes in the system. In other cases, however, the cost of probabilistic fault tolerance has been shown to be logarithmic in n [26] , and for this reason we conjecture that cubes exhibit reasonable performability in the presence of a constant proportion of probabilistically distributed faults [31] . Posing yet another challenge for future researchers, of course, is the corresponding problem for a constant proportion of faults distributed in a worst-case fashion. Finally, it remains to fill in the gaps for the sets G Tables 3 and 4. 
