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Abstract
In this paper, we will introduce a notion of basis related Morita equivalence in the
Cuntz–Krieger algebras (OA, {Sa}a∈EA) with the canonical right finite basis {Sa}a∈EA
as Hilbert C∗-bimodule, and prove that two nonnegative irreducible matrices A and
B are elementary equivalent, that is, A = CD,B = DC for some nonnegative rect-
angular matrices C,D, if and only if the Cuntz–Krieger algebras (OA, {Sa}a∈EA) and
(OB , {Sb}b∈EB) with the canonical right finite bases are basis relatedly elementary
Morita equivalent.
1 Introduction
Let A = [A(i, j)]Ni,j=1 be an irreducible matrix with entries in nonnegative integers, that
is simply called a nonnegative matrix. We assume that A is not any permutation matrix.
Let GA = (VA, EA) be a finite directed graph with N vertices VA = {v
A
1 , . . . , v
A
N} and
with A(i, j) directed edges whose source vertices are vi and terminal vertices are vj. For a
directed edge e, we denote by s(e) the source vertex of e and by t(e) the terminal vertex
of e. Let EA = {a1, . . . , aNA} be the edge set of the graph GA. The two-sided topological
Markov shift (X¯A, σ¯A) associated with A is defined as a topological dynamical system
of the compact Hausdorff space X¯A of all biinfinte sequences (ai)i∈Z ∈ EZA of edges ai
of GA such that t(ai) = s(ai+1) for all i ∈ Z with shift transformation σ¯A defined by
σ¯A((ai)i∈Z) = (ai+1)i∈Z. R. F. Williams in [24] proved a fundamental classification result
for the topological Markov shifts which says that the topological Markov shifts (X¯A, σ¯A)
and (X¯B , σ¯B) are topologically conjugate if and only if the matrices A and B are strong
shift equivalent. Two nonnegative square matrices M and N are said to be elementary
equivalent, or strong shift equivalent in 1-step, if there exist nonnegative rectangular
matrices R,S such that M = RS,N = SR. If there exists a finite sequence of nonnegative
matrices A1, A2, . . . , Ak such that A = A1, B = Ak and Ai are elementary equivalent to
Ai+1 for i = 1, 2, . . . , k − 1, then A and B are said to be strong shift equivalent.
In [6], Cuntz–Krieger introduced and studied a class of C∗-algebras associated to topo-
logical Markov shifts. They are well-known and called the Cuntz–Krieger algebras. There
is a standard method to associate a Cuntz–Krieger algebra from a square matrix with
entries in nonnegative integers as described in [21, Section 4]. For a nonnegative ma-
trix A = [A(i, j)]Ni,j=1, the associated directed graph GA = (VA, EA) with the edge set
1
EA = {a1, . . . , aNA} has the NA × NA transition matrix A
G = [AG(ai, aj)]
NA
i,j=1 of edges
defined by
AG(ai, aj) =
{
1 if t(ai) = s(aj),
0 otherwise
(1.1)
for ai, aj ∈ EA. The Cuntz–Krieger algebra OA for the matrix A with entries in nonnega-
tive integers is defined as the Cuntz–Krieger algebra OAG for the matrix A
G which is the
universal C∗-algebra generated by partial isometries Sai indexed by edges ai, i = 1, . . . , NA
subject to the relations:
NA∑
j=1
SajS
∗
aj
= 1, S∗aiSai =
NA∑
j=1
AG(ai, aj)SajS
∗
aj
for i = 1, . . . , NA. (1.2)
Since we are assuming that the matrix A is irreducible and not any permutation, the
algebra OA is uniquely determined by the relation (1.2), and becomes simple and purely
infinite ([6]). For a word µ = (µ1, . . . , µk), µi ∈ EA, we denote by Sµ the partial isometry
Sµ1 · · ·Sµk . For t ∈ R/Z = T, the correspondence Sai → e
2pi
√−1tSai , i = 1, . . . , NA gives
rise to an automorphism of OA denoted by ρ
A
t . The automorphisms ρ
A
t , t ∈ T yield an
action of T on OA called the gauge action. Let us denote by DA the C
∗-subalgebra of OA
generated by the projections of the form: Sai1 · · ·SainS
∗
ain
· · · S∗ai1 , i1, . . . , in = 1, . . . , NA.
Let K be the C∗-algebra of all compact operators on a separable infinite dimensional
Hilbert space. Cuntz and Krieger proved that if two topological Markov shifts (X¯A, σ¯A)
and (X¯B , σ¯B) are topologically conjugate, the gauge actions ρ
A and ρB of the Cuntz-
Krieger algebras OA and OB are stably conjugate. That is, there exists an isomorphism ϕ
from OA ⊗K to OB ⊗K such that ϕ ◦ (ρ
A
t ⊗ id) = (ρ
B
t ⊗ id) ◦ϕ, t ∈ T ([6, 3.8. Theorem],
cf. [5]). As a corollary of this result, we know that if two nonnegative irreducible matrices
A and B are strong shift equivalent, the stabilized Cuntz–Krieger algebras OA ⊗ K and
OB ⊗ K are isomorphic. On the other hand, M. Rieffel in [19] has introduced the notion
of strong Morita equivalence in C∗-algebras from the view point of representation theory.
Two C∗-algebras A and B are said to be strongly Morita equivalent if there exists an A–
B-imprimitivity bimodule. By Brown–Green–Rieffel theorem [2, Theorem 1.2], two unital
C∗-algebras A and B are strongly Morita equivalent if and only if their stabilizations A⊗K
and B ⊗ K are isomorphic (cf. [1], [2], [3]). From this view point, the author has recently
introduced a notion of strongly Morita equivalent for the triplets (OA,DA, ρ
A) called the
Cuntz–Krieger triplet, and proved that (OA,DA, ρ
A) and (OB ,DB , ρ
B) are strongly Morita
equivalent if and only if A and B are strong shift equivalent ([15]). We note that Morita
equivalence of C∗-algebras from view points of strong shift equivalence of matrices had
been studied in [12], [13], [16], [22], etc.
Y. Watatani in [23] has introduced the notion of finite basis of Hilbert C∗-module.
In this paper, inspired by his definition of finite basis, we we will introduce a notion of
basis relatedly Morita equivalence in the Cuntz–Krieger algebras (OA, {Sa}a∈EA) with the
canonical right finite basis {Sa}a∈EA of the generating partial isometries satisfying (1.2) as
Hilbert C∗-bimodule. For nonnegative irreducible matrices A and B, the Cuntz–Krieger
algebras (OA, {Sa}a∈EA) and (OB , {Sb}b∈EB ) with their respect canonical right finite bases
{Sa}a∈EA and {Sb}b∈EB are said to be basis relatedly elementary Morita equivalent if there
exists an OA–OB-implimitivity bimodule AXB with a right finite basis {ηc}c∈EC and a left
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finite basis {ζd}d∈ED that are finitely related such that the relative tensor products between
AXB and its conjugate AXB are isomorphic to OA and OB , respectively:
OA ∼= AXB ⊗OB AXB , OB ∼= AXB ⊗OA AXB (1.3)
as Hilbert C∗-bimodule with respect to their canonical right finite bases. If (OA, {Sa}a∈EA)
and (OB , {Sb}b∈EB ) are connected by a finite sequence of basis related elementary Morita
equivalences, then they are said to be basis relatedly Morita equivalent. We will prove the
following theorem.
Theorem 1.1 (Theorem 3.12). Let A,B be nonnegative irreducible matrices that are not
any permutations. Then A and B are elementary equivalent, that is, A = CD,B = DC
for some nonnegative rectangular matrices C,D, if and only if the Cuntz–Krieger algebras
(OA, {Sa}a∈EA) and (OB , {Sb}b∈EB ) with the canonical right finite bases are basis relatedly
elementary Morita equivalent.
Thanks to the Williams’ classification theorem, we have the following corollary.
Corollary 1.2 (Corollary 3.13, [15]). Let A,B be nonnegative irreducible matrices that
are not any permutations. Then the following three assertions are equivalent.
(i) The two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are topologically con-
jugate.
(ii) The Cuntz–Krieger algebras (OA, {Sa}a∈EA) and (OB , {Sb}b∈EB ) with the canonical
right finite bases are basis relatedly Morita equivalent.
(iii) The Cuntz–Krieger triplets (OA,DA, ρ
A) and (OB ,DB , ρ
B) are strongly Morita equiv-
alent in the sense of [15].
2 Basis related Morita equivalence
Let A and B be C∗-algebras. Let us first recall the definition of Hilbert C∗-module
introduced by Paschke [17] (cf. [19], [9], [8], etc.). A left Hilbert C∗-module AX over A is
a C-vector space with a left A-module structure and an A-valued inner product A〈 | 〉
satisfying the following conditions [8, Definition 1.1]:
(1) A〈 | 〉 is left linear and right conjugate linear.
(2) A〈ax | y〉 = aA〈x | y〉 and A〈x | ay〉 = A〈x | y〉a∗ for all x, y ∈ AX and a ∈ A.
(3) A〈x | x〉 ≥ 0 for all x ∈ AX, and A〈x | x〉 = 0 if and only if x = 0.
(4) A〈x | y〉 = A〈y | x〉∗ for all x, y ∈ AX.
(5) AX is complete with respect to the norm ‖x‖ = ‖A〈x | x〉‖
1
2 .
It is said to be (left) full if the closed linear span of {A〈x | y〉 | x, y ∈ AX} is equal to A.
Similarly a right Hilbert C∗-module XB over B is defined as a C-vector space with a
right B-module structure and a B-valued inner product 〈 | 〉B satisfying the following
conditions [8, Definition 1.2]:
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(1) 〈 | 〉B is left conjugate and right linear.
(2) 〈x | yb〉B = 〈x | y〉Bb and 〈xb | y〉B = b∗〈x | y〉B for all x, y ∈ XB and b ∈ B.
(3) 〈x | x〉B ≥ 0 for all x ∈ XB, and 〈x | x〉B = 0 if and only if x = 0.
(4) 〈x | y〉B = 〈y | x〉∗B for all x, y ∈ XB.
(5) XB is complete with respect to the norm ‖x‖ = ‖〈x | x〉B‖
1
2 .
It is said to be (right) full if the closed linear span of {〈x | y〉B | x, y ∈ XB} is equal to B.
Throughout the paper, we mean by an A–B-bimodule written AXB a left Hilbert C∗-
module over A and also a right Hilbert C∗-module over B in the above sense ([19], [8], [18],
etc. ). In [19, Definition 6.10], M. Rieffel has defined the notion of an A–B-imprimitivity
bimodule in the following way. An A–B-bimodule AXB is said to be A–B-imprimitivity
bimodule if the three conditions below hold
(1) AXB is a full left Hilbert A-module with A-valued left inner product A〈 | 〉, and a
full right Hilbert B-module with B-valued right inner product 〈 | 〉B,
(2) 〈a · x | y〉B = 〈x | a∗ · y〉B and A〈x · b | y〉 = A〈x | y · b∗〉 for all x, y ∈ AXB and
a ∈ A, b ∈ B.
(3) A〈x | y〉 · z = x · 〈y | z〉B for all x, y, z ∈ AXB.
We note that the above condition (2) implies
‖A〈x | x〉‖ = ‖〈x | x〉B‖ x ∈ AXB (2.1)
so that the two norms on AXB induced by the left hand side and the right hand side of
(2.1) coincide (cf. [8, Corollary 1.19], [18, Proposition 3.11]).
Y. Watatani in [23] has introduced the notion of a finite basis of a Hilbert C∗-module to
construct C∗-index theory. We follow his definition of finite basis. An A–B-imprimitivity
bimodule AXB has a right finite basis if there exists a finite family {ηc}c∈EC ⊂ AXB of
vectors indexed by a finite set EC such that
x =
∑
c∈EC
ηc〈ηc | x〉B for x ∈ AXB. (2.2)
We note that the condition (2.2) is equivalent to the condition∑
c∈EC
A〈ηc | ηc〉 = 1 in A (2.3)
if A is unital and the center Z(A) of A is C, because of the identity ηc〈ηc | x〉B = A〈ηc | ηc〉x
([8, Proposition 1.13]). Similarly anA–B-imprimitivity bimodule AXB has a left finite basis
if there exists a finite family {ζd}d∈ED ⊂ AXB of vectors indexed by a finite set ED such
that
x =
∑
d∈ED
A〈x | ζd〉ζd for x ∈ AXB. (2.4)
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Definition 2.1. Let AXB be an A–B-imprimitivity bimodule with a right finite basis
{ηc}c∈EC ⊂ AXB and a left finite basis {ζd}d∈ED ⊂ AXB, respectively. The bases {ηc}c∈EC
and {ζd}d∈ED are said to be finitely related if there exist
an EC × ED −matrix C˜ = [C˜(c, d)]c∈EC ,d∈ED with entries in {0, 1}, and
an ED × EC −matrix D˜ = [D˜(d, c)]d∈ED ,c∈EC with entries in {0, 1}
such that
〈ηc | ηc〉B =
∑
d∈ED
C˜(c, d)〈ζd | ζd〉B, c ∈ EC , (2.5)
A〈ζd | ζd〉 =
∑
c∈EC
D˜(d, c)A〈ηc | ηc〉, d ∈ ED (2.6)
and
A〈ζd | ηc〉 · A〈ηc | ζd〉 = C˜(c, d)A〈ζd | ζd〉, c ∈ EC , d ∈ ED, (2.7)
〈ηc | ζd〉B · 〈ζd | ηc〉B = D˜(d, c)〈ηc | ηc〉B, c ∈ EC , d ∈ ED. (2.8)
In this case the quintuplet (AXB, {ηc}c∈EC , {ζd}d∈ED , C˜, D˜) is called a bipartitely related
A–B-imprimitivity bimodule.
Definition 2.2. Let AXB be anA–B-imprimitivity bimodule with right finite basis {ηc}c∈EC ⊂
AXB, and BYA be a B–A-imprimitivity bimodule with right finite basis {ξd}d∈ED ⊂ BYA,
respectively. The bases {ηc}c∈EC and {ξd}d∈ED are said to be finitely related if there exist
an EC × ED −matrix C˜ = [C˜(c, d)]c∈EC ,d∈ED with entries in {0, 1}, and
an ED × EC −matrix D˜ = [D˜(d, c)]d∈ED ,c∈EC with entries in {0, 1}
such that
〈ηc | ηc〉B =
∑
d∈ED
C˜(c, d)B〈ξd | ξd〉, c ∈ EC , (2.9)
〈ξd | ξd〉A =
∑
c∈EC
D˜(d, c)A〈ηc | ηc〉, d ∈ ED (2.10)
and
〈〈ηc | ηc〉Bξd | ξd〉A = C˜(c, d)〈ξd | ξd〉A, c ∈ EC , d ∈ ED (2.11)
〈〈ξd | ξd〉Aηc | ηc〉B = D˜(d, c)〈ηc | ηc〉B, c ∈ EC , d ∈ ED. (2.12)
We will know from (2.18) that the left hand sides of (2.11) and (2.12) will coincide with
the inner products 〈ηc⊗B ξd | ηc⊗B ξd〉A and 〈ξd⊗A ηc | ξd⊗A ηc〉B of their respect relative
tensor products.
If two imprimitivity bimodules AXB and BYA have finitely related basis, they are called
finitely related imprimitivity bimodules.
For an A–B imprimitivity bimodule AXB, its conjugate module AXB as a B–A imprim-
itivity bimodule is defined in the following way ([19, Definition 6.17], cf. [8], [18]). The
module AXB is AXB itself as a set. Let us denote by x¯ in AXB the element x in AXB. Its
module structure with inner products are defined by
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(i) x¯+ y¯ := x+ y and λ · x¯ := λ¯x for all λ ∈ C, x, y ∈ AXB.
(ii) b · x¯ · a := a∗xb∗ for all a ∈ A, b ∈ B, x ∈ AXB.
(iii) B〈x¯, y¯〉 := 〈x, y〉B and 〈x¯, y¯〉A := A〈x, y〉 for all x, y ∈ AXB.
The following lemma is straightforward.
Lemma 2.3. Let AXB be an A–B-imprimitivity bimodule with right finite basis {ηc}c∈EC ⊂
AXB and left finite basis {ζd}d∈ED ⊂ AXB. Then {ηc}c∈EC and {ζd}d∈ED are finitely related
in AXB if and only if {ηc}c∈EC in AXB and the conjugate basis {ζ¯d}d∈ED in AXB are finitely
related.
For A = B, a right finite basis {sa}a∈EA with an index set EA of an A–A-imprimitivity
bimodule AXA is said to be finitely self-related if there exist an EA × EA-matrix A˜ =
[A˜(a, b)]a,b∈EA with entries in {0, 1} such that
〈sa | sa〉A =
∑
b∈EA
A˜(a, b)A〈sb | sb〉, a ∈ EA, (2.13)
〈〈sa | sa〉Asb | sb〉A =A˜(a, b)〈sb | sb〉A, a, b ∈ EA. (2.14)
If an A–A-imprimitivity bimodule AXA has a finitely self-related right finite basis, it is
called a finitely self-related imprimitivity bimodule.
A C∗-algebra itself A has a natural structure of A–A imprimitivity bimodule by the
inner products
〈x | y〉A := x∗y, A〈x | y〉 := xy∗ for x, y ∈ A. (2.15)
We write the A–A imprimitivity bimodule as AAA and call it the identity A–A imprimi-
tivity bimodule. If the identity A–A imprimitivity bimodule AAA has a finitely self-related
right finite basis {sa}a∈EA , the C
∗-algebra A with the basis {sa}a∈EA is said to be finitely
self-related.
Lemma 2.4. Let A = [A(i, j)]Ni,j=1 be a nonnegative irreducible matrix. Let {Sa}a∈EA be
the generating partial isometries of the Cuntz–Krieger algebra OA satisfying the relations
(1.2) for the matrix AG. Then {Sa}a∈EA is a finitely self-related right finite basis of the
identity OA–OA-imprimitivity bimodule OAOAOA.
Proof. Let 〈 | 〉A denote the OA-valued right inner product 〈 | 〉OA defined by the left
one in (2.15). Since
x =
∑
a∈EA
SaS
∗
ax =
∑
a∈EA
Sa〈Sa | x〉A, x ∈ OAOAOA = OA, (2.16)
{Sa}a∈EA is a right finite basis of OAOAOA . The second relation of (1.2) is rephrased as
(2.13) for the matrix A˜ = AG. We also have
〈〈Sa | Sa〉ASb | Sb〉A =((S
∗
aSa)Sb)
∗Sb
=S∗b
∑
a′∈EA
AG(a, a′)Sa′S∗a′Sb
=AG(a, b)S∗bSb
=AG(a, b)〈Sb | Sb〉A, a, b ∈ EA.
Hence the basis {Sa}a∈EA is finitely self-related.
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For an A–B-imprimitivity bimodule AXB and a B–A-imprimitivity bimodule BYA, there
is a natural method to construct A–A-imprimitivity bimodule AXB ⊗B BYA and B–B-
imprimitivity bimodule BYA ⊗A AXB as relative tensor products of Hilbert C∗-bimodules
as seen in [19, Theorem 5.9] (cf. [8, Definition 1.20] and [18, Proposition 3.16]). The
A-bimodule structure of AXB ⊗B BYA is given by
a(x⊗B y) := ax⊗B y, (x⊗B y)a := x⊗B ya for x ∈ AXB, y ∈ BYA, a ∈ A.
The A-valued right inner product and the A-valued left inner product of AXB ⊗B BYA are
given by
A〈x1 ⊗B y1 | x2 ⊗B y2〉 :=A〈x1B〈y1 | y2〉 | x2〉, (2.17)
〈x1 ⊗B y1 | x2 ⊗B y2〉A :=〈y1 | 〈x1 | x2〉By2〉A. (2.18)
Similarly we have B–B-imprimitivity bimodule BYA ⊗A AXB.
Definition 2.5. LetA and B be C∗-algebras. Finitely self-related imprimitivity bimodules
(AZ1A, {sa}a∈EA) and (BZ
2
B, {tb}b∈EB) with finitely self-related right finite bases {sa}a∈EA
and {tb}b∈EB respectively are said to be basis relatedly elementary Morita equivalent if
there exist finitely related A–B-imprimitivity bimodule AXB and B–A-imprimitivity bi-
module BYA with finitely related right finite bases {ηc}c∈EC ⊂ AXB and {ξd}d∈ED ⊂ BYA,
respectively such that there exist maps c : EA ∪ EB −→ EC , d : EA ∪ EB −→ ED such that
the correspondences
ϕA : sa ∈ AZ1A −→ ηc(a) ⊗B ξd(a) ∈ AXB ⊗B BYA, (2.19)
ϕB : tb ∈ BZ2B −→ ξd(b) ⊗A ηc(b) ∈ BYA ⊗A AXB (2.20)
give rise to bimodule isomorphisms, where a bimodule isomorphism means an isomorphism
of bimodule which preserves their left and right inner products, respectively. (cf. [18, p.
57]).
The isomorphisms ϕA, ϕB are called basis relatedly bimodule isomorphisms. If pairs
(AZ1A, {sa}a∈EA) and (BZ
2
B, {tb}b∈EB) are connected by a finite sequence of basis related
elementary Morita equivalences, then they are said to be basis relatedly Morita equivalent.
Definition 2.6. (i) A pair (A, {sa}a∈EA) of a C
∗-algebra and a finitely self-related
right finite basis of the identity imprimitivity bimodule AAA is called a C∗-algebra
with right finite basis.
(ii) Two C∗-algebras (A, {sa}a∈EA) and (B, {tb}b∈EB) with right finite bases are said
to be basis relatedly elementary Morita equivalent if the identity imprimitivity bi-
modules (AAA, {sa}a∈EA) and (BBB, {tb}b∈EB) are basis relatedly elementary Morita
equivalent. They are said to basis relatedly Morita equivalent if (AAA, {sa}a∈EA) and
(BBB, {tb}b∈EB) are basis relatedly Morita equivalent.
By Lemma 2.4, the Cuntz–Krieger algebra (OA, {Sa}a∈EA) with the generating partial
isometries {Sa}a∈EA satisfying (1.2) is a C
∗-algebra with right finite basis. The right finite
basis {Sa}a∈EA is called the canonical right finite basis of OA.
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Theorem 2.7. Assume that nonnegative square irreducible matrices A and B are ele-
mentary equivalent such that A = CD,B = DC for some nonnegative rectangular matri-
ces C,D. Then the Cuntz–Krieger algebras (OA, {Sa}a∈EA) and (OB , {Sb}b∈EB ) with the
canonical right finite bases are basis relatedly elementary Morita equivalent.
Proof. Suppose that two nonnegative square matrices A and B are elementary equivalent
such that A = CD and B = DC. The sizes of the matrices A and B are denoted by N and
M respectively, so that C is an N ×M matrix and D is an M ×N matrix, respectively.
We set the square matrix Z =
[
0 C
D 0
]
as a block matrix, and we see
Z2 =
[
CD 0
0 DC
]
=
[
A 0
0 B
]
.
Similarly to the directed graph GA = (VA, EA) for the matrix A, let us denote by GB =
(VB , EB), GC = (VC , EC), GD = (VD, ED) and GZ = (VZ , EZ) the associated directed
graphs to the nonnegative matrices B,C,D and Z, respectively, so that VC = VD = VZ =
VA ∪ VB and EZ = EC ∪ ED. By the equalities A = CD and B = DC, we may take
and fix bijections ϕA,CD from EA to a subset of EC × ED and ϕB,DC from EB to a
subset of ED ×EC . Let Sc, Sd, c ∈ EC , d ∈ ED be the generating partial isometries of the
Cuntz–Krieger algebra OZ for the matrix Z, so that
∑
c∈EC ScS
∗
c +
∑
d∈ED SdS
∗
d = 1 and
S∗cSc =
∑
d∈ED
ZG(c, d)SdS
∗
d =
∑
d∈ED
CG(c, d)SdS
∗
d , c ∈ EC , (2.21)
S∗dSd =
∑
c∈EC
ZG(d, c)ScS
∗
c =
∑
c∈EC
DG(d, c)ScS
∗
c d ∈ ED, (2.22)
for c ∈ EC , d ∈ ED, where Z
G, CG,DG are the matrices with entries in {0, 1} defined by
similar ways to (1.1) from the directed graphs GZ , GC , GD, respectively. Since ScSd 6= 0
(resp. SdSc 6= 0) if and only if ϕA,CD(a) = cd (resp. ϕB,DC(b) = dc) for some a ∈ EA (resp.
b ∈ EB), we may identify cd (resp. dc) with a (resp. b) through the map ϕA,CD (resp.
ϕB,DC). In this case, we may write a = c(a)d(a) ∈ EC×ED (resp. b = d(b)c(b) ∈ ED×EC)
if ϕA,CD(a) = cd (resp. ϕB,DC(b) = dc) to have maps
c : EA ∪ EB −→ EC , d : EA ∪ EB −→ ED.
We may then write Sc(a)d(a) = Sa (resp. Sd(b)c(b) = Sb) where Sc(a)d(a) denotes Sc(a)Sd(a)
(resp. Sd(b)c(b) denotes Sd(b)Sc(b)). Let us define two particular projections PA and PB in
OZ by PA =
∑
c∈EC ScS
∗
c and PB =
∑
d∈ED SdS
∗
d so that PA+PB = 1. It has been shown
in [12] (cf. [14]) that
PAOZPA = OA, PBOZPB = OB . (2.23)
We set
AXB = PAOZPB , BYA = PBOZPA. (2.24)
We equip OZ with the structure of the identity OZ–OZ -imprimitivity bimodule defined
by (2.15). As the submodules of OZOZOZ , AXB and BYA become PAOZPA–PBOZPB-
imprimitivity bimodule and PBOZPB–PAOZPA-imprimitivity bimodule, respectively. As
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in [12, Lemma 3.1], both projections PA and PB are full projections so that AXB and BYA
are OA–OB and OB–OA imprimitivity bimodules. We set
ηc = Sc for c ∈ EC , ξd = Sd for d ∈ ED. (2.25)
The relations (2.21) and (2.22) imply the equalities (2.9) and (2.10), respectively for C˜ =
CG and D˜ = DG. We denote by 〈 | 〉A and 〈 | 〉B the OA-valued right inner product
〈 | 〉OA in BYA and the OB-valued right inner product 〈 | 〉OB in AXB , respectively.
We also have
〈〈ηc | ηc〉Bξd | ξd〉A = ((S
∗
cSc)Sd)
∗Sd
= S∗dS
∗
cScSd
= S∗d(
∑
d′∈ED
CG(c, d′)Sd′S∗d′)Sd
= CG(c, d)S∗dSd
= CG(c, d)〈ξd | ξd〉A.
Hence we have the equality (2.11) for C˜ = CG, and similarly (2.12) for D˜ = DG. Therefore
AXB and BYA are finitely related imprimitivity bimodules. We note that the OB–OA-
imprimitivity bimodule BYA = PBOZPA is the conjugate bimodule of AXB = PAOZPB ,
because the correspondence
Φ : x¯ ∈ PAOZPB −→ x
∗ ∈ PBOZPA
yields an isomorphism of imprimitivity bimodules. By [18, Proposition 3.28], the corre-
spondence
Ψ : x⊗OB y
∗ ∈ AXB ⊗OB BYA −→ A〈x, y〉 ∈ OA for x, y ∈ AXB = PAOZPB (2.26)
yields an isomorphism between the OA–OA-imprimitive bimodules AXB ⊗OB BYA and
OAOAOA = OA. As
Ψ(ηc(a) ⊗OB ξd(a)) = Ψ(Sc(a) ⊗OB Sd(a)) = A〈Sc(a), S
∗
d(a)〉 = Sc(a)Sd(a) = Sa
for a ∈ EA, the correspondence
Sa ∈ OA −→ ηc(a) ⊗OB ξd(a) ∈ AXB ⊗OB BYA
gives rise to a basis related bimodule isomorphism between AXB ⊗OB BYA and OAOAOA =
OA. We similarly know that
Sb ∈ OB −→ ξd(b) ⊗OA ηc(b) ∈ BYA ⊗OA AXB
gives rise to a basis related bimodule isomorphism between BYA⊗OA AXB and OBOBOB =
OB . Therefore the Cuntz–Krieger algebras (OA, {Sa}a∈EA) and (OB , {Sb}b∈EB ) with the
canonical right finite bases are basis relatedly elementary Morita equivalent.
As seen in the above proof, under the condition that A = CD,B = DC, one may take
BYA as the conjugate bimodule of AXB , so that one obtains the following corollary.
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Corollary 2.8. Assume that nonnegative square irreducible matrices A,B are elementary
equivalent such that A = CD,B = DC. Then there exists a bipartitely related OA–OB-
imprimitivity bimodule (AXB , {Sc}c∈EC , {S
∗
d}d∈ED , C
G,DG) such that (AXB , {Sc}c∈EC ) and
its conjugate (AXB , {Sd}d∈ED) give rise to a basis related elementary Morita equivalence
between (OA, {Sa}a∈EA) and (OB , {Sb}b∈EB ).
3 Converse implication of Theorem 2.7
In this section, we will show the converse implication of Theorem 2.7. Throughout this
section, we assume that the Cuntz–Krieger algebras (OA, {Sa}a∈EA) and (OB , {Sb}b∈EB )
with their canonical right finite bases are basis relatedly elementary Morita equivalent by
finitely related OA–OB-imprimitivity bimodule OAXOB written AXB with right finite basis
{ηc}c∈EC and OB–OA-imprimitivity bimodule OBYOA written BYA with right finite basis
{ξd}d∈ED , where EC and ED are finite index sets, respectively. Let us denote by 〈 | 〉A and
A〈 | 〉 the OA-valued right inner product of BYA and the OA-valued left inner product of
AXB , respectively. Similar notations 〈 | 〉B and B〈 | 〉 will be used. By Definition 2.5,
one may take maps c : EA∪EB −→ EC , d : EA∪EB −→ ED such that the correspondences
ϕA : Sa ∈ OAOAOA −→ ηc(a) ⊗OB ξd(a) ∈ AXB ⊗OB BYA, (3.1)
ϕB : tb ∈ OBOBOB −→ ξd(b) ⊗OB ηc(b) ∈ BYA ⊗OA AXB (3.2)
give rise to bimodule isomorphisms. We take EC × ED matrix C˜ = [C˜(c, d)]c∈EC ,d∈ED and
ED×EC matrix D˜ = [D˜(d, c)]d∈ED ,c∈EC satisfying (2.9), (2.10), (2.11), (2.12). The relative
tensor product AXB ⊗OB BYA is written AXB ⊗B BYA, and similar notation BYA ⊗A AXB
will be used. We first note the following lemma.
Lemma 3.1. Keep the above assumptions and notations.
(i) C˜(c(a), d(a)) = 1 for all a ∈ EA, and hence
〈Sa | Sa〉A = 〈ηc(a) ⊗B ξd(a) | ηc(a) ⊗B ξd(a)〉A = 〈ξd(a) | ξd(a)〉A, (3.3)
A〈Sa | Sa〉 = A〈ηc(a) ⊗B ξd(a) | ηc(a) ⊗B ξd(a)〉 for a ∈ EA. (3.4)
(ii) D˜(d(b), c(b)) = 1 for all b ∈ EB, and hence
〈Sb | Sb〉B = 〈ξd(b) ⊗A ηc(b) | ξd(b) ⊗A ηc(b)〉B = 〈ηc(b) | ηc(b)〉B , (3.5)
B〈Sb | Sb〉 = B〈ξd(b) ⊗A ηc(b) | ξd(b) ⊗A ηc(b)〉 for b ∈ EB . (3.6)
Proof. (i) Since the map ϕA : Sa ∈ OAOAOA −→ ηc(a) ⊗B ξd(a) ∈ AXB ⊗B BYA in (3.1)
gives rise to a bimodule isomorphism, we have
〈Sa | Sa〉A = 〈ϕA(Sa) | ϕA(Sa)〉A = 〈ηc(a) ⊗B ξd(a) | ηc(a) ⊗B ξd(a)〉A.
By the definition of inner products of relative tensor products in (2.17), (2.18) and the
equality (2.11), we have
〈ηc(a) ⊗B ξd(a) | ηc(a) ⊗B ξd(a)〉A =〈ξd(a) | 〈ηc(a) | ηc(a)〉Bξd(a)〉A
=〈〈ηc(a) | ηc(a)〉Bξd(a) | ξd(a)〉A
=C˜(c(a), d(a))〈ξd(a) | ξd(a)〉A
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so that
〈Sa | Sa〉A = C˜(c(a), d(a))〈ξd(a) | ξd(a)〉A.
Since 〈Sa | Sa〉A = S
∗
aSa 6= 0, we have C˜(c(a), d(a))〈ξd(a) | ξd(a)〉A 6= 0. As C˜(c(a), d(a)) =
0 or 1, we conclude C˜(c(a), d(a)) = 1 and hence
〈Sa | Sa〉A = 〈ξd(a) | ξd(a)〉A.
We thus have (3.3). As the map ϕA : Sa ∈ OAOAOA −→ ηc(a) ⊗B ξd(a) ∈ AXB ⊗B BYA in
(3.1) gives rise to a bimodule isomorphism, the equality (3.4) holds.
(ii) is similarly shown to (i).
Lemma 3.2.
(i) C˜(c(a), d) = 0 implies 〈ξd | ξd(a)〉A = 0. Hence we have∑
d∈ED
C˜(c(a), d)B〈ξd | ξd〉ξd(a) = ξd(a). (3.7)
(ii) D˜(d(b), c) = 0 implies 〈ηc | ηc(b)〉B = 0. Hence we have∑
c∈EC
D˜(d(b), c)A〈ηc | ηc〉ηc(b) = ηc(b). (3.8)
Proof. (i) By (2.9), we have the following equalities:
〈Sa | Sa〉A =〈ξd(a) | 〈ηc(a) | ηc(a)〉Bξd(a)〉A
=
∑
d∈ED
C˜(c(a), d)〈ξd(a) | B〈ξd | ξd〉ξd(a)〉A
=
∑
d∈ED
C˜(c(a), d)〈ξd(a) | ξd〈ξd | ξd(a)〉A〉A
=
∑
d∈ED
C˜(c(a), d)(〈ξd | ξd(a)〉A)
∗〈ξd | ξd(a)〉A,
and
〈ξd(a) | ξd(a)〉A =〈ξd(a) |
∑
d∈ED
ξd〈ξd | ξd(a)〉A〉A
=
∑
d∈ED
(〈ξd | ξd(a)〉A)
∗〈ξd | ξd(a)〉A.
By Lemma 3.1, we have 〈Sa | Sa〉A = 〈ξd(a) | ξd(a)〉A so that∑
d∈ED
C˜(c(a), d)(〈ξd | ξd(a)〉A)
∗〈ξd | ξd(a)〉A =
∑
d∈ED
(〈ξd | ξd(a)〉A)
∗〈ξd | ξd(a)〉A. (3.9)
Since C˜(c(a), d) = 0 or 1, we get
C˜(c(a), d)〈ξd | ξd(a)〉A = 〈ξd | ξd(a)〉A for all d ∈ ED. (3.10)
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This implies that 〈ξd | ξd(a)〉A = 0 if C˜(c(a), d) = 0.
By (3.10), we have∑
d∈ED
C˜(c(a), d)B〈ξd | ξd〉ξd(a) =
∑
d∈ED
C˜(c(a), d)ξd〈ξd | ξd(a)〉A
=
∑
d∈ED
ξd〈ξd | ξd(a)〉A = ξd(a).
(ii) is similarly shown to (i).
The above lemma immediately implies the following lemma.
Lemma 3.3.
(i) If (c, d) 6= (c(a), d(a)) for any a ∈ EA, we have ηc ⊗B ξd = 0.
(ii) If (d, c) 6= (d(b), c(b)) for any b ∈ EB, we have ξd ⊗A ηc = 0.
Proof. (i) By Lemma 3.1,
A〈Sa | Sa〉 = A〈ηc(a) ⊗B ξd(a) | ηc(a) ⊗B ξd(a)〉, a ∈ EA
so that
1 =
∑
a∈EA
SaS
∗
a =
∑
a∈EA
A〈ηc(a) ⊗B ξd(a) | ηc(a) ⊗B ξd(a)〉.
On the other hand, by the equality
∑
d∈ED B〈ξd | ξd〉 = 1 in OB , we have∑
c∈EC
∑
d∈ED
A〈ηc ⊗B ξd | ηc ⊗B ξd〉 =
∑
c∈EC
∑
d∈ED
A〈ηcB〈ξd | ξd〉 | ηc〉
=
∑
c∈EC
A〈ηc
∑
d∈ED
B〈ξd | ξd〉 | ηc〉
=
∑
c∈EC
A〈ηc | ηc〉 = 1
so that
1 =
∑
a∈EA
A〈ηc(a) ⊗B ξd(a) | ηc(a) ⊗B ξd(a)〉 =
∑
c∈EC
∑
d∈ED
A〈ηc ⊗B ξd | ηc ⊗B ξd〉.
As A〈ηc ⊗B ξd | ηc ⊗B ξd〉 ≥ 0, we have A〈ηc ⊗B ξd | ηc ⊗B ξd〉 = 0 for c ∈ EC , d ∈ ED with
(c, d) 6= (c(a), d(a)) for any a ∈ EA. This means that ηc ⊗B ξd = 0 if (c, d) 6= (c(a), d(a))
for any a ∈ EA.
(ii) is similarly shown to (i).
Lemma 3.4.
(i) AG(ai, aj) = D˜(d(ai), c(aj)) for all ai, aj ∈ EA.
(ii) BG(bk, bl) = C˜(c(bk), d(bl)) for all bk, bl ∈ EB.
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Proof. (i) The second operator relations of (1.2) is rewritten in OAOAOA such as:
〈Sai | Sai〉A =
NA∑
j=1
AG(ai, aj)A〈Saj | Saj 〉, i = 1, . . . , NA. (3.11)
By (2.10), we have
〈Sai | Sai〉A =〈ξd(ai) | ξd(ai)〉A
=
∑
c∈EC
D˜(d(ai), c)A〈ηc | ηc〉
=
∑
c∈EC
D˜(d(ai), c)
∑
d∈ED
A〈ηcB〈ξd | ξd〉 | ηc〉
=
∑
c∈EC
∑
d∈ED
D˜(d(ai), c)A〈ηc ⊗B ξd | ηc ⊗B ξd〉.
By Lemma 3.3, we know A〈ηc⊗B ξd | ηc⊗B ξd〉 = 0 if (c, d) 6= (c(aj), d(aj)) for any aj ∈ EA,
so that we have by Lemma 3.1
〈Sai | Sai〉A =
∑
aj∈EA
D˜(d(ai), c(aj))A〈ηc(aj) ⊗B ξd(aj ) | ηc(aj ) ⊗B ξd(aj)〉 (3.12)
=
∑
aj∈EA
D˜(d(ai), c(aj))A〈Saj | Saj 〉. (3.13)
By (3.11), (3.13), we have∑
aj∈EA
D˜(d(ai), c(aj))SajS
∗
aj
=
∑
aj∈EA
AG(ai, aj)SajS
∗
aj
(3.14)
so that D˜(d(ai), c(aj)) = A
G(ai, aj) for all ai, aj ∈ EA.
Lemma 3.5.
(i) For ai, aj ∈ EA, we have D˜(d(ai), c(aj)) = 1 if and only if there exists bk ∈ EB such
that d(ai) = d(bk) and c(aj) = c(bk). In this case such bk is unique.
(ii) For bk, bl ∈ EB, we have C˜(c(bk), d(bl)) = 1 if and only if there exists aj ∈ EA such
that c(bk) = c(aj) and d(bl) = d(aj). In this case such aj is unique.
Proof. (i) Suppose that there exists bk ∈ EB such that d(ai) = d(bk) and c(aj) = c(bk).
By Lemma 3.1 (ii), we have D˜(d(ai), c(aj)) = 1.
Conversely, assume that D˜(d(ai), c(aj)) = 1. By (2.12) and (2.18), we have
〈ξd(ai) ⊗A ηc(aj) | ξd(ai) ⊗A ηc(aj)〉B =D˜(d(ai), c(aj))〈ηc(aj ) | ηc(aj)〉B
=〈ηc(aj) | ηc(aj)〉B 6= 0.
Hence we have ξd(ai) ⊗A ηc(aj) 6= 0. By Lemma 3.3 (ii) there exists bk ∈ EB such that
d(ai) = d(bk) and c(aj) = c(bk). Since ϕB : Sb ∈ OBOBOB −→ ξd(b)⊗A ηc(b) ∈ BYA⊗A AXB
yields a bijective isomorphism, such bk is unique.
(ii) is similar to (i).
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It is well-known that the relative tensor products of Hilbert C∗-bimodules are associa-
tive in the sense that (AXB⊗BBYA)⊗AAXB is naturally isomorphic to AXB⊗B(BYA⊗AAXB)
so that one may identify the vectors (ηc ⊗B ξd)⊗A ηc′ with ηc ⊗B (ξd ⊗A ηc′), that will be
written ηc ⊗B ξd ⊗A ηc′ . Similar notation ξd ⊗A ηc ⊗B ξd′ will be used.
Lemma 3.6. Let ηc, ηc′ ∈ AXB for c, c
′ ∈ EC , and ξd, ξd′ ∈ BYA for d, d′ ∈ ED.
(i) ηc ⊗B ξd ⊗A ηc′ 6= 0 if and only if C˜(c, d) = D˜(d, c
′) = 1.
(ii) ξd ⊗A ηc ⊗B ξd′ 6= 0 if and only if D˜(d, c) = C˜(c, d
′) = 1.
Proof. (i) We have the following equalities:
〈(ηc ⊗B ξd)⊗A ηc′ | (ηc ⊗B ξd)⊗A ηc′〉B =〈ηc′ | 〈〈ηc | ηc〉Bξd | ξd〉Aηc′〉B
=C˜(c, d)〈ηc′ | 〈ξd | ξd〉Aηc′〉B
=C˜(c, d)D˜(d, c′)〈ηc′ | ηc′〉B .
Hence we have ηc ⊗B ξd ⊗A ηc′ 6= 0 if and only if C˜(c, d) = D˜(d, c
′) = 1.
(ii) By a similar way to the above computation, we have
〈(ξd ⊗A ηc)⊗B ξd′ | (ξd ⊗A ηc)⊗B ξd′〉A = D˜(d, c)C˜(c, d
′)〈ξd′ | ξd′〉A.
Hence we have ξd ⊗A ηc ⊗B ξd′ 6= 0 if and only if D˜(d, c) = C˜(c, d
′) = 1.
By using the above lemma, we provide the following two lemmas.
Lemma 3.7.
(i) For c ∈ EC , suppose that
ηc ⊗B (ξd(bk) ⊗A ηc(bk)) 6= 0 for some bk ∈ EB , (3.15)
ηc ⊗B (ξd(bl) ⊗A ηc(bl)) 6= 0 for some bl ∈ EB . (3.16)
Then we have s(bk) = s(bl) in VB.
(ii) For d ∈ ED, suppose that
ξd ⊗A (ηc(ai) ⊗B ξd(ai)) 6= 0 for some ai ∈ EA, (3.17)
ξd ⊗A (ηc(aj) ⊗B ξd(aj )) 6= 0 for some aj ∈ EA. (3.18)
Then we have s(ai) = s(aj) in VA.
Proof. (i) Assume that the equalities (3.15) and (3.16) hold. By Lemma 3.6, we have
C˜(c, d(bk)) = C˜(c, d(bl)) = 1. Since ϕB : Sb ∈ OB −→ ξd(b) ⊗ ηc(b) ∈ BYA ⊗A AXB yields
a bimodule isomorphism, we know that c : EB −→ EC is surjective, so that there exists
bh ∈ EB such that c(bh) = c. By Lemma 3.4, we have
BG(bh, bk) = C˜(c(bh), d(bk)) = C˜(c, d(bk)) = 1
so that t(bh) = s(bk), and similarly t(bh) = s(bl). Hence we obtain s(bk) = s(bl).
(ii) is similarly shown to (i).
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Lemma 3.8.
(i) For c ∈ EC , suppose that
(ηc(ai) ⊗B ξd(ai))⊗A ηc 6= 0 for some ai ∈ EA, (3.19)
(ηc(aj ) ⊗B ξd(aj ))⊗A ηc 6= 0 for some aj ∈ EA. (3.20)
Then we have t(ai) = t(aj) in VA.
(ii) For d ∈ ED, suppose that
(ξd(bk) ⊗A ηc(bk))⊗B ξd 6= 0 for some bk ∈ EB , (3.21)
(ξd(bl) ⊗A ηc(bl))⊗B ξd 6= 0 for some bl ∈ EB. (3.22)
Then we have t(bk) = t(bl) in VB.
Proof. (i) Assume that the equalities (3.19) and (3.20) hold. By Lemma 3.6, we have
D˜(d(ai), c) = D˜(d(aj), c) = 1. Since ϕA : Sa ∈ OA −→ ηc(a) ⊗B ξd(a) ∈ AXB ⊗B BYA yields
a bimodule isomorphism, we know that c : EA −→ ED is surjective, so that there exists
ak ∈ EA such that c(ak) = c. By Lemma 3.4, we have
AG(ai, ak) = D˜(d(ai), c(ak)) = C˜(d(ai), c) = 1
so that t(ai) = s(ak), and similarly t(aj) = s(ak). Hence we obtain t(ai) = t(aj).
(ii) is similarly shown to (i).
Recall that A is an N × N matrix and B is an M × M matrix respectively, and
GA = (VA, EA) and GB = (VB , EB) are the associated directed graphs such that |VA| = N
and |VB | =M , respectively. We will next construct an N ×M nonnegative matrix C and
an M × N nonnegative matrix D in the following way. Take arbitrary fixed u ∈ VA and
v ∈ VB, define the (u, v)-component C(u, v) of the matrix C by setting
C(u, v) =|{c(ai) ∈ EC | there exist ai, aj ∈ EA and bk ∈ EB such that
u = s(ai), A
G(ai, aj) = 1, d(ai) = d(bk), c(aj) = c(bk), v = s(bk)}|
as in Figure 1.
d(ai)
c(bk)
c(aj)c(ai)
ai
bk
aj
v
u
d(bk)
Figure 1:
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c(bk)
c(aj) d(aj)
bk
aj
v
u
d(bk)
bl
d(bl)
Figure 2:
We similarly define the (v, u)-component D(v, u) of the matrix D by setting
D(v, u) =|{d(bk) ∈ ED | there exist bk, bl ∈ EB and aj ∈ EA such that
v = s(bk), B
G(bk, bl) = 1, c(bk) = c(aj), d(bl) = d(aj), u = s(aj)}|
as in Figure 2. We thus have N ×M matrix C = [C(u, v)]u∈VA ,v∈VB , and M ×N matrix
D = [D(v, u)]v∈VB ,u∈VA .
Before reaching the theorem, we provide another lemma.
Lemma 3.9.
(i) For c(a) ∈ EC with a ∈ EA, the vertices u ∈ VA and v ∈ VB satisfying c(a) ∈ C(u, v)
are unique. This means that if c(a) ∈ C(u′, v′), then u = u′ and v = v′.
(ii) For d(b) ∈ ED with b ∈ EB, the vertices v ∈ VB and u ∈ VA satisfying d(b) ∈ D(v, u)
are unique. This means that if d(b) ∈ D(v′, u′), then v = v′ and u = u′.
Proof. (i) For c(a) ∈ C(u, v), take bk ∈ EB such that v = s(bk) and d(a) = d(bk). As
ηc(a) ⊗B (ξd(bk) ⊗A ηc(bk)) 6= 0, (3.23)
by Lemma 3.7, the vertex s(bk) does not depend on the choice of bk satisfying (3.23), so
that the vertex v is uniquely determined by c(a).
We also know that u = s(a). Take ai ∈ EA such that
(ηc(ai) ⊗B ξd(ai))⊗A ηc(a) 6= 0. (3.24)
By Lemma 3.8, the vertex t(ai), which is s(a) = u does not depend on the choice of ai
satisfying (3.24), so that the vertex u is uniquely determined by c(a).
(ii) is smilarly shown to (i).
Theorem 3.10. A = CD and B = DC.
Proof. We will prove A = CD. Take arbitrary vertices u1, u2 ∈ VA. We note that
A(u1, u2) = |{ai ∈ EA | u1 = s(ai), u2 = t(ai)}|.
We will define a correspondence
ai ∈ A(u1, u2) −→ c(ai)× d(ai) ∈ C(u1, v)×D(v, u2) for some v ∈ VB. (3.25)
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Take an arbitrary edge ai ∈ EA with u1 = s(ai), u2 = t(ai). One may find an edge
aj ∈ EA such that t(ai) = s(aj), and hence A
G(ai, aj) = 1. By Lemma 3.4, we have
D˜(d(ai), c(aj)) = 1. By Lemma 3.5, there exists a unique edge bk ∈ EB such that d(ai) =
d(bk), c(aj) = c(bk). We put v = s(bk) ∈ VB so that c(ai) ∈ C(u1, v). The vertex v is
uniquely determined by c(ai) from Lemma 3.9.
One may further find an edge ak ∈ EA such that t(aj) = s(ak), and hence A
G(aj , ak) =
1. By Lemma 3.4, we have D˜(d(aj), c(ak)) = 1. By Lemma 3.5, there exists an edge
bl ∈ EB such that d(aj) = d(bl), c(ak) = c(bl), so that d(ai) ∈ D(v, u2). The vertex v is
uniquely determined by d(ai) from Lemma 3.9. The situation is figured in Figure 3.
d(ai)
c(bk)
c(aj)c(ai) d(aj)
ai
bk
aj
v
d(bk)
u2u1
bl
d(bl)
ak
c(ak)
c(bl)
Figure 3:
Conversely, take an arbitrary fixed vertex v ∈ VB . Let c(a) ∈ C(u1, v), d(a
′) ∈ D(v, u2).
By the condition d(a′) ∈ D(v, u2), one may find bk, bl ∈ EB , aj ∈ EA such that BG(bk, bl) =
1 and
d(a′) = d(bk), v = s(bk), u2 = s(aj), c(bk) = c(aj), d(bl) = d(aj)
as in Figure 4. By the condition c(a) ∈ C(u1, v), one may find a
′
i, a
′
j ∈ EA, b
′
k ∈ EB such
c(bk)
c(aj) d(aj)
bk
aj
v
d(bk)
bl
d(bl)
u2
d(a′)
Figure 4:
that AG(a′i, a
′
j) = 1 and
c(a) = c(a′i), u1 = s(a
′
i), v = s(b
′
k), d(a
′
i) = d(b
′
k), c(a
′
j) = c(b
′
k)
as in Figure 5. There exists a′h ∈ EA such that A
G(a′h, a
′
i) = 1. By Lemma 3.4, we have
D˜(d(a′h), c(a
′
i)) = 1. By Lemma 3.5, there exists an edge b
′
h ∈ EB such that d(b
′
h) =
d(a′h), c(b
′
h) = c(a
′
i) as in Figure 6.
As t(b′h) = s(bk), we have B
G(b′h, bk) = 1. By Lemma 3.4, we have C˜(c(b
′
h), d(bk)) = 1.
By Lemma 3.5, there exists an edge ai ∈ EA such that c(b
′
h) = c(ai), d(bk) = d(ai) so that
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v
b′k
d(b′k) c(b
′
k)
a′i
c(a′i) d(a
′
i)
a′j
c(a′j) d(a
′
j)
u1 u2
c(a)
Figure 5:
c(bk)
bk
v
d(bk)
u2
d(a′)
b′h
c(b′h)d(b′h)
u1
c(a)
Figure 6:
c(a) = c(ai), d(a
′) = d(ai). Therefore we have a bijective correspondence
ai ∈ A(u1, u2)←→ c(ai)× d(ai) ∈ ∪v∈EBC(u1, v)×D(v, u2). (3.26)
This implies that A(u1, u2) =
∑
v∈EB C(u1, v)D(v, u2) and hence A = CD. We may
similarly prove that B = DC.
Remark 3.11. Let C,D be the matrices in the above proof. Put the block matrix
Z =
[
0 C
D 0
]
with size N+M . Then the associated matrix ZG satisfies ZG(c, d) = C˜(c, d)
and ZG(d, c) = D˜(d, c) for c ∈ EC , d ∈ EC , so that C˜ = C
G, D˜ = DG. We also have
identifications between EC and EC and similarly betqeen ED and ED.
Therefore we reach the main result of the paper.
Theorem 3.12. Let A,B be nonnegative square irreducible matrices that are not any
permutations. Then A and B are elementary equivalent, that is, A = CD,B = DC
for some nonnegative rectangular matrices C,D, if and only if the Cuntz–Krieger algebras
(OA, {Sa}a∈EA) and (OB , {Sb}b∈EB ) with the canonical right finite bases are basis relatedly
elementary Morita equivalent.
As a corollary we have
Corollary 3.13. Let A,B be nonnegative square irreducible matrices that are not any
permutations. The two-sided topological Markov shifts (X¯A, σ¯A) and (X¯B , σ¯B) are topologi-
cally conjugate if and only if the Cuntz–Krieger algebras (OA, {Sa}a∈EA) and (OB , {Sb}b∈EB )
with the canonical right finite bases are basis relatedly Morita equivalent.
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