This paper deals with the Bayesian analysis of graphical models of marginal independence for three way contingency tables. We use a marginal log-linear parametrization, under which the model is defined through suitable zero-constraints on the interaction parameters calculated within marginal distributions. We undertake a comprehensive Bayesian analysis of these models, involving suitable choices of prior distributions, estimation, model determination, as well as the allied computational issues.
ginal independence, involving suitable choices of prior distributions, estimation, model determination as well as the allied computational issues. Here we focus on the three way case where the joint probability of each model under consideration can be appropriately factorized. We work directly in terms of the vector of joint probabilities on which we impose the constraints implied by the graph. Then we consider a minimal set of probability parameters expressing marginal/conditional independences and sufficiently describe the graphical model of interest. We introduce a conjugate prior distribution based on Dirichlet priors on the appropriate probability parameters. The prior distribution factorize similarly to the likelihood. In order to make the prior distributions 'compatible' across models we define all probability parameters (marginal and conditional ones) of each model from the parameters of the joint distribution of the full table. In order to specify the prior parameters of the Dirichlet prior distribution, we adopt ideas based on the power prior approach of Ibrahim and Chen (2000) and Chen et al. (2000) .
The plan of the paper is as follows. In Section 2 we introduce graphical models of marginal independence, we establish the notation, we present Markov properties and we explain in detail their log-linear parameterization. Section 3 illustrates a suitable factorization of the likelihood function for all models of marginal independence in three-way tables. In Section 4, we consider conjugate prior distributions, we present an imaginary data approach for prior specification and we compare alternative prior set-ups. Section 5 provides posterior model and parameter distributions which can be easily calculated via conjugate analysis. Two illustrative examples are presented in Section 6. Finally, we end up with a discussion and some final comments regarding our current research on the topic.
Preliminaries 2.1 Graphical Models of Marginal Independence
A bidirected graph G = (V, E) is characterized by a vertex set V and an edge set E with the property that (v i , v j ) ∈ E if and only if (v j , v i ) ∈ E. We denote each bidirected edge by ( ← − → v i , v j ) = (v i , v j ), (v j , v i ) and we represent it with a bidirected arrow. If a vertex v i is adjacent to another vertex v j , then v j is said to be spouse of v i , and we write v j ∈ sp(v i ). 
The graph is used to represent marginal independences between a set of discrete A graphical model of marginal independence is constructed via the following Markov properties.
Definition 1 : Connected Set Markov Property (Richardson, 2003) . The distribution of a random vector X V is said to satisfy the connected set Markov property if
whenever ∅ = C ⊆ V is a connected set.
A more exhaustive Markov property is the global Markov property, which requires all the marginal independences in (2), but also additional conditional independences.
Definition 2 : Global Markov Property (Kauermann, 1996 and Richardson, 2003) . The distribution of a random vector
with A, B and C disjoint subsets of V , and C may be empty.
Despite the global Markov property is more exhaustive (in the sense that indicates both marginal and conditional independences), Drton and Richardson (2008) pointed out that a distribution satisfies the global Markov property if and only if it satisfies the connected set Markov property.
¿From the global Markov property, we directly derive that if two nodes i and j are disconnected, then X i ⊥ ⊥X j that is the variables are marginal independent. The same is true for any two sets A ⊂ V and B ⊂ V that are disconnected, implying that A⊥ ⊥B (are marginal independent). This can be easily generalized for any given disconnected set D satisfying (1) . Then the global Markov property for the bidirected graph G implies
According to Drton and Richardson (2008) , a discrete marginal graphical model, associated to a bidirected graph G, is a family P (G) of joint distributions for a categorical random vector X V satisfying the global Markov property (or equivalently the connected set Markov property). Following the above, for every not connected set D ⊆ V, it holds that
where C 1 , . . . , C r are the inclusion maximal connected sets satisfying (1).
A Parameterization for Marginal Log-Linear Models
Lupparelli (2006) and Lupparelli et al. (2008) show that it is possible to define a parameterization for any set X V of categorical variables, by using the marginal log-linear model by Bersgma and Rudas (2002). Bergsma and Rudas (2002) suggested to work in terms of log-linear parameters λ obtained from a specific set of marginal tables. They consider the following model
where π = π(i), i ∈ I is the joint probability distribution of X V and vec(π) is a vector of dimension |I| obtained by rearranging the elements π in a reverse lexicographical ordering of the corresponding variable levels with the level of the first variable changing first (or faster). For example in a 2 × 2 table the vector of probabilities will be given by vec(π) =
T . In this paper we assume that the parameter vector λ satisfies sum-to-zero constraints and we indicate with C the corresponding contrast matrix. Finally M is the marginalization matrix which specifies from which marginal we calculate each element of λ. An algorithm for constructing C and M matrices is given in the Appendix ( for additional details see Appendix A in Lupparelli, 2006).
Properties of Marginal Log-Linear Parameters
Let M ⊆ V be a generic marginal, and indicate with S(M ) the class of all subsets of M and with E M ∈ S(M ) the set of effects obtained from marginal M .
. . , M |M| } the set of marginals used to calculate the log-linear parameters λ, we denote by λ
e (i e ), i e ∈ I e , M ∈ M , the set of parameters for effect e ⊆ M estimated by the marginal M and by λ M the set of all parameters estimated by the same marginal.
According to Bersgma and Rudas (2002) , in order to obtain a well-defined parameterization, it is important to allocate the interaction parameters λ among the chosen marginals to get a complete and hierarchical set of parameters. 
The above set of parameters define a parametrization of the distribution on the contingency For every complete and hierarchical set of parameters, the inverse transformation of (5) always exists but it cannot be analytically calculated (Lupparelli, 2006 The importance of the above property is due to the theorem 4 of Bergsma and Rudas (2002) where they proved that a set of complete and hierarchical marginal log-linear parameters is variation independent if and only if the ordering of the marginals involved is ordered decomposable. Hence order decomposability ensures the existence of a well defined joint probability. In the three way case the log-linear parameters the marginals are always obtained from a set of order of order decomposable marginals, hence the parameters are variation independent.
Construction of Marginal Log-Linear Graphical Models

Likelihood Decomposition
In this paper we propose to use a different approach from the one by Rudas and Bergsma (2004) and Lupparelli (2006) in order to estimate the joint distribution π of a graph G. We impose the constraints implied by the graph G directly on the joint probabilities π. We work with a minimal set of probability parameters π G expressing marginal/conditional independences and sufficiently describe the graphical model G under investigation. By this way we can always reconstruct the joint distribution π for a given graph G via π G and then simply calculate the marginal log-linear parameters directly using (5). Here we focus on the three way case where the joint probability of each model can be appropriately factorized for any graph G.
For every three way contingency table eight possible graphical models models exist which can be represented by four different types of graphs: the independence, the saturated, the edge and the gamma structure graph (see Figure 1 ). The independence graph is the one with the empty edge set (E = ∅), the saturated is the one containing all possible Thus, the likelihood is directly written as
where N = i∈I n(i) is the total sample size.
The joint distributions for the independence and the edge models can be easily expressed using the equation Finally, the decomposition of the gamma structures is not as straightforward as in the previous case. In addition to specific marginal probability parameters we also need to use some conditional ones. Let us denote by "c" the corner node, that is the vertex with degree 2 and by c = V \ c the end-points of the path. The set of disconnected marginals is equal to the end-point vertices of the graph, hence c = D(G). Then the likelihood can be written as
are all the conditional probabilities of c given c.
The above factorization can be easily adopted to get maximum likelihood estimates analytically and avoid the iterative procedure used by Rudas and Bersgma (2004) and Lupparelli (2006) . In this paper we work using conjugate priors on the appropriate probability parameters of the above parametrization and then calculate the corresponding log-linear parameters.
4 Prior distributions on cell probabilities
Conjugate Priors
For the specification of the prior distribution of the probability parameter vector we initially consider a Dirichlet distribution with parameters α = α(i), i ∈ I for the vector of the joint probabilities of the full table π = π(i), i ∈ I , where I is the set of all cells of the table under consideration. Hence, for the full table the prior density is given by
where f Di π; α is the density function of the Dirichlet distribution evaluated at π with parameters α and α = i∈I α(i).
Under this set-up, the marginal prior of π(i) is a Beta distribution with parameters
The prior mean and variance of each cell is given by
When no prior information is available then we usually set all
.
Small values of α increase the variance of each cell probability parameter. Usual choices for α are the values |I|/2 (Jeffrey's prior), |I| and 1 (corresponding to α(i) equal to 1/2, 1 and 1/|I| respectively); for details see Dellaportas and Forster (1999) . The choice of this prior parameter value is of prominent importance for the model comparison due to the well known sensitivity of the posterior model odds and the Bartlett-Lindley paradox (Lindley, 1957 , Bartlett, 1957 . Here this effect is not so adverse, as for example in usual variable selection for generalized linear models, for two reasons. The model specific prior distributions are defined by the constraints imposed by the model's graphical structure and the adopted factorization. The prior distribution also factorizes in same manner as the likelihood described in section 3. Thus, the prior for the saturated model is the usual Dirichlet (6).
For the independence and edge models the prior is given by
. We denote the above density which is a simple product (over all disconnected sets) of Dirichlet distributions by
For the gamma structure the prior is given by
. The fist part of equation (8), that is the product for all level of c of Dirichlet distributions of the conditional probabilities, can be denoted by f CPD π c|c ; α . Then, the prior density (8) can be written as
In order to make the prior distributions 'compatible' across models, we define the prior parameters of π G from the corresponding parameters of the prior distribution (6) imposed on the probabilities π of the full table; see Dawid and Lauritzen (2000) , Roverato and Consonni (2004) .
Let us consider a marginal M ∈ M(G) for which we wish to estimate the probability
see (i) of Lemma 7.2 in Dawid and Lauritzen (1993, p.1304).
For example, consider a three way table with V = {A, B, C} and the marginal M = C.
Then the prior imposed on the parameters π C of the marginal C is given by
For the conditional distribution of
The above structure derives from the decomposition of a Dirichlet as a ratio of Gamma distributions; see also Lemma 7.2 (ii) in Lauritzen (1993, p.1304 ).
For example, consider marginals M 1 = A and M 2 = B in a three way contingency table with V = {A, B, C}. Then, for a specific level of variable B, say i B = 2,
where α AB (·, 2) = α AB (1, 2), α AB (2, 2), . . . , α AB (|I A |, 2) and
Specification of Prior Parameters Using Imaginary Data.
In order to specify the prior parameters of the Dirichlet prior distribution, we adopt ideas based on the power prior approach of Ibrahim and Chen (2000) and Chen et al. (2000) .
We use their approach to advocate sensible values for the Dirichlet prior parameters on the full table and the corresponding induced values for the rest of the graphs as described in the previous sub-section. Let us consider imaginary set of data represented by the frequency table n * = (n * (i), i ∈ I) of total sample size N * = i∈I n * (i) and a Dirichlet 'pre-prior' with all parameters equal to α 0 . Then the unnormalized prior distribution can be obtained by the product of the likelihood of n * raised to a power w multiplied by the 'pre-prior' distribution. Hence
Using the above prior set up, we expect a priori to observe a total number of w N * + |I|α 0 observations. The parameter w is used to specify the steepness of the prior distribution and the weight of belief on each prior observation. For w = 1 then each imaginary observation has the same weight as the actual observations. Values of w < 1 will give less weight to each imaginary observation while w > 1 will increase the weight of believe on the prior/imaginary data. Overall the prior will account for the (w N * + |I|α 0 )/(w N * + N + |I|α 0 ) of the total information used in the posterior distribution. Hence for w = 1, N * = N and α 0 → 0 then both the prior and data will account for 50% of the information used in the posterior.
For w = 1/N * then α(i) = p * (i) + α 0 with p * (i) = n * (i)/N * , the prior data n * will account for information of one data point while the total weight of the prior will be equal to (1 + |I|α 0 )/(1 + N + |I|α 0 ). If we further set α 0 = 0, then the prior distribution (10) will account for information equivalent to a single observation. This prior set-up will be referred in this paper as the unit information prior (UIP). When no information is available, then we may further consider the choice of equal cell frequencies n * (i) = n * for the imaginary data in order to support the simplest possible model under consideration.
Under this approach N * = n * × |I| and w = 1/N * = 1 n * ×|I| resulting to
The latter prior is equivalent to the one advocated by Perks (1947) . It has the nice property that the prior on the marginal parameters does not depend on the size of the (10) with w * = 1/N * , p * (i) = 1/|I| and α 0 ∝ 1/|I|.
Comparison of Prior Set-ups
Since Perks' prior (with α(i) = 1/|I|) has a unit information interpretation, it can be used as a yardstick in order to identify and interpret the effect of any other prior distribution used. Prior distribution with α(i) < 1/|I|, or equivalently α < 1, results in larger variance than the one imposed by our proposed unit information prior and hence it a posteriori supports more parsimonious models. On the contrary, prior distributions with α(i) > 1/|I|, or α > 1, result in lower prior variance and hence it a posteriori support models with more complicated graph structure. So the variance ratio between a Dirichlet prior with α(i) = α/|I| and Perks prior is equal to
A comparison of the information used from some standard choices is provided in Table   1 . From this Table, we observe that Jeffreys' prior variance is lower than the corresponding Perks' prior reaching a reduction of about 60% and 85% for a 2 3 and a 2 × 3 × 4 table 
respectively. The reduction is even greater for the prior of the Unit Expected Cell mean (α(i) = 1) reaching 78% and 92% respectively.
Finally, we use for comparison an Empirical Bayes prior based on the UIP approach.
Hence we set the imaginary data n * (i) = n(i), w = 1/N and α 0 = 0. Then the resulting prior parameters are given by α(i) = p(i), where p(i) = n(i)/N is the sample proportion.
Under this set-up, the prior variance for each
Thus the above prior assumes that we have imaginary data with the same frequency table as the observed one but they accounts for information equal to one data point (Empirical UIP).
Posterior Model and Parameter Distributions
Since the prior is conjugate to the likelihood the posterior can be derived easily as follows. For the saturated model the posterior distribution is also a Dirichlet distribution π n, G S ∼ Di α with parameters
For the independence and the edge structure the density of the posterior distribution is is equivalent to (7),
Finally, for the gamma structure f (π G |n,
i.e. a distribution with density equivalent to the corresponding prior (8) with parameters
¿From the properties of the Dirichlet distribution, it derives that each element of π G follows a Beta distribution with the appropriate parameters. For the saturated model the marginal likelihood is given by
where K(n) and DK(α) are given by
respectively.
For the independence and the edge models the marginal likelihood is given by
where
Finally, for the gamma structure the marginal likelihood f (n|G) is given by
The posterior distribution of the marginal log-linear parameters λ G can be estimated in a straightforward manner using Monte Carlo samples from the posterior distribution of π G . Specifically, a sample from the posterior distribution of λ G can be generated by the following steps.
i) Generate a random sample π G, (t) (t = 1, . . . , T ) from the posterior distribution of
ii) At each iteration t, calculate the the full table of probabilities π (t) from π G, (t) .
iii) The vector of marginal log linear parameters, λ G, (t) , can be easily obtained from (5) which becomes
where C G and M G are the contrast and marginalization matrices under graph G.
Note that some elements of λ G will automatically be constrained to zero for all generated values due to the graphical structure of the model G and the way we calculate log-linear parameters using the previous equation.
Finally, we can use the generated values λ G, (t) ; t = 1, 2, . . . , T to estimate summaries of the posterior distribution f (λ G |G) or obtain plots fully describing this distribution.
Illustrative examples
The methodology described in the previous sections is now illustrated on two real data sets, a 2 × 2 × 2 and a 3 × 2 × 4 tables. In both example we compare the results obtained with our yardstick prior, the UIP-Perks' prior (α(i) = 1/|I|), with those obtained using Jeffrey's (α(i) = 1/2), Unit Expected Cell (α(i) = 1), and Empirical Bayes (α(i) = p(i)) priors.
A 2 × 2 × 2 Table: Antitoxin Medication Data
We consider a data set presented by Healy (1988) regarding a study on the relationship between patient condition (more or less severe), assumption of antitoxin (yes or not) and survival status (survived or not); see Table 2 . In Table 3 we compare posterior model probabilities under the four different prior set-ups. Under all prior assumptions the maximum a posteriori model (MAP) is SC+A (we omit the conventional crossing (*) operator between variables for simplicity), assuming the marginal independence of Antitoxin from the remaining two variables.
Under Empirical Bayes and UIP-Perks' priors the posterior distribution is concentrate on the MAP model (it takes into account 93.4% and 91.7% respectively of the posterior model probabilities). The posterior distributions under the Jeffreys' and the unit expected prior set-ups are more disperse, supporting the three models (SC+A, AS+SC and ASC) with posterior weights higher than 10% and accounting around the 94% of the posterior model probabilities. Model AS + SC is also the model with the second highest posterior probability under UIP-Perks' prior but its weight is considerably lower than the corresponding probability of the MAP model. Finally, posterior summaries for the probability parameters π G and the marginal loglinear parameters λ G for models SC + A, AS + SC and ASC (as described above) under J U E P J U E P J U E P J U E P J U E P J U E P J U E P J U E P Prior to zero due the way we have constructed our model. Hence for SC + A, the maximal interaction terms for the disconnected sets AS, AC and ASC, i.e. parameters λ AS (2, 2), λ AC (2, 2) and λ ASC (2, 2, 2), are constrained to be zero for all generated observations. Similar is the picture for model AS + SC, but now only marginals AC and ABC correspond to disconnected sets implying that λ AC (2, 2) = λ ASC (2, 2, 2) = 0.
A 3 × 2 × 4 table: Alcohol Data
We now examine a well known data set presented by Knuiman and Speed (1988) regarding a small study held in Western Australia on the relationship between Alcohol intake (A), Obesity (O) and High blood pressure (H); see Table 6 .
In Table 7 we report posterior model probabilities and corresponding Log-marginal likelihoods for each models. Under all prior set-ups the posterior model probability is concentrated on models H+A+O, HA+O and HO+A. Empirical Bayes and UIP-Perks' support the independence model (with posterior model probability of 0.878 and 0.807 respectively) whereas Jeffreys' and Unit Expected support a more complex structure,
HO+A (with posterior model probability of 0.837 and 0.859 respectively).
To save space we do not report here posterior summaries for model parameters, they can be found in a separate appendix on the web page:
http://stat-athens.aueb.gr/~jbn/papers/paper21.htm.
Discussion and Final Comments
In this paper we have dealt with the Bayesian analysis of graphical models of marginal association for three way contingency tables. We have worked using the probability parameters of marginal tables required to fully specify each model. The proposed parametrization and Another interesting subject is how to obtain the posterior distributions in the case that someone prefers to work directly with marginal log-linear parameters λ G defined by (5).
Using our approach, we impose a prior distribution on the probability parameters π G . The prior of λ G cannot be calculated analytically since we cannot have the inverse expression of (5) in closed form. Nevertheless, we can obtain a sample from the imposed prior on λ G using a simple Monte Carlo scheme. More specifically, we can generate random values of π G from the Dirichlet based prior set-ups described in this paper. We calculate the joint probability vector π according to the factorization of the graph under consideration and finally use (5) to obtain a sample from the imposed prior f (λ G |G). This will give us an idea of the prior imposed on the log-linear parameters.
If prior information is expressed directly in terms of the log-linear parameters, see e.g Knuiman and Speed (1988) and Dellaportas and Forster (1999) , the prior and the corresponding posterior distribution of π G can be obtained using two alternative strategies.
One possibility is to approximate the distribution imposed on the elements of π G via Dirichlet distributions with the parameters obtained in the following way. Firstly we generate random values from the prior imposed on the standard log-linear parameters for models of conditional association. For each set of generated values, we calculate the corresponding probabilities π for the full table.
Finally we obtain a sample for π G via marginalization from each set of generated probabilities π. For every element of π G , we use the corresponding generated values to approximate the imposed prior by a Dirichlet distribution with the parameters estimated using the moment-matching approach. Note that this approach can only provide us a rough picture of the correct posterior distribution since the priors are only matched in terms of the mean and the variance while their shape can be totally different due to the properties of the Dirichlet distribution.
Similar will be the approach if the prior distributions f (λ G |G) for the marginal loglinear parameters λ G are available. The only problem here, in comparison to the simpler approach described in the previous paragraph, is the calculation of π from each λ G . In order to achieve that we need to use iterative procedures; see Rudas and Bergsma (2004) and Lupparelli (2006) .
A second approach is to directly calculate the prior distribution imposed on the probability parameters π G starting from the prior f (λ G |G) using equation (5) . Note that the probabilities π of the full table involved in (5) are simply a function of π G depending on the structure G. Hence, the prior on π will be given by The contrast matrix C can be constructed by using the following rules.
(a) For each margin M i construct the design matrix X i corresponding to the saturated model (using sum to zero constraints) and invert it to get the contrast matrix for the saturated model C i = X −1 . Let C * i be a submatrix of C i obtained by deleting rows not corresponding to elements of E M i (the effects that we wish to estimate from margin M i ) .
(b) The contrast matrix C is obtained by direct sum of the C * i matrices as follow
that is it is a block diagonal matrix with (C * 1 ; M i ∈ M) as the blocks. For example C * i C 2 = 2 i=1 C * i is the block diagonal matrix with C 1 and C 2 as blocks.
