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CONCEPTS ET MÉCANISMES POUR LA MISE EN OEUVRE
D'UN ENVIRONNEMENT D'ÉDITION COOPÉRATIVE
SUR UN RÉSEAU À GRANDE ÉCHELLE

R esum e
Dans ce travail de these nous abordons un aspect de ledition cooperative peu explore jusqua
present  la consideration des limitations imposees par un reseau a grande echelle typique
ment Internet  Ce modele de systeme implique lheterogeneite des machines des delais de
communication non bornes et des pannes  Dans ce contexte les techniques traditionnelles
utilisees pour ledition cooperative dans un reseau local sont inadaptees 
Le modele propose dans cette these est base sur une decomposition dynamique du docu
ment en parties independantes maintenues individuellement par un noyau duplique  La
decomposition est contr	olee par les utilisateurs euxm	emes qui peuvent ainsi agir sur la
concurrence autorisee au niveau du document  Plus un document est fragmente plus la
concurrence potentielle est grande  La duplication des parties independantes au sein dun
noyau partage permet dassurer la disponibilite du document aux utilisateurs et ce in
dependamment des performances des sites utilisateurs  Les communications sont reduites
au minimum autorisant une utilisation a large echelle  Les utilisateurs interagissent avec
le noyau soit en recuperant une copie locale dun objet du noyau quils peuvent modi
er a
loisir dans leur environnement local soit au contraire en transmettant au niveau du noyau
une copie locale  La gestion de la coherence se faisant a ce moment la suivant plusieurs
politiques que lutilisateur peut choisir en fonction de la maturite du document ou encore
des autres utilisateurs 
Concernant la gestion de la coherence un critere a ete de
ni  la NTRlinearisabilite 
Cest un critere mieux adapte que la linearisabilite qui permet en particulier une mise en
uvre non bloquante en cas de panne panne dun site utilisateur ou panne dun site du
noyau ce qui est important dans le cadre des reseaux a large echelle  Ce critere conserve
la propriete de localite de la linearisabilite  Contrairement a lapproche classique ce critere
de coherence nest pas applique aux operations lecturemodi
cationecriture garantissant
latomicite des actions suivantes  chargement dans un 
chier dune partie de document
modi
cation gr	ace a lediteur puis 
nalement sauvegarde de la partie ainsi modi
ee  La mise
en uvre assure uniquement latomicite des operations decriture et de lecture  Latomicite
des operations lecturemodi
cationecriture est consideree uniquement au niveau applicatif
a
n de prendre en consideration les connaissances des utilisateurs  Ainsi la maniere dont elle
va 	etre realisee est laissee au choix des utilisateurs gr	ace a plusieurs politiques de contr	ole de
concurrence qui dependront de regles etablies entre les utilisateurs soit optimistes basees sur
des detections de conit a posteriori soit pessimistes basees sur des capacites soit hybrides 

Abstract
The following dissertation addresses one aspect of cooperative editing which has not been
well examined until now  the consideration of hardware limitations imposed by a large scale
distributed system namely the Internet  This system model implies heterogeneous hard
ware unbounded communication delays and process failures  In this context mechanisms
usually used for cooperative editing in a local area network are not suitable 
The model proposed here is based on a dynamic decomposition of the document into inde
pendant parts maintained by a replicated kernel  The decomposition is controlled by the
users themselves who can then act on the concurrency allowed at the document level  The
more a document is fragmented the more concurrency is allowed  The replication of the
independant document parts within the kernel ensures the document availability and this
regardless of the performances of the users sites  Communication is reduced to minimum
thus allowing use in large scale distributed system  Users interact with the kernel either
by copying a kernel object to their own local environment where it can be modi
ed or
by handling over the modi
ed object to the kernel  Consistency is managed according to
several policies that can be chosen by the user depending on the document maturity or the
required interaction with the other users 
A new criterion has been de
ned to ensure consistency  the NRTlinearizability  This
criterion is more adapted to our problem than linearizability and allows in particular a
nonblocking implementation even in the case of failures user site as well as kernel site
failure which is important when considering large scale distributed system  This criterion
maintains the locality property of the linearizability  Contrary to the classical approach
this criterion is not applied to the readmodifywrite operations ensuring the atomicity of
the following actions  loading a document part into an editor modifying it with the editor
and storing the modi
ed part  The atomicity of the readmodifywrite operations is only
considered ot the application level and takes into account the knowledge of the users  Thus
the user is free to choose the way it will be performed Hisher choice will be made between
several concurrency control policies based on rules established between the users either
optimistic based on conict detection pessimistic based on capabilities or hybrid 
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Introduction
Les dix dernieres annees ont vu le nombre des machines augmenter et la taille des reseaux
saccro	tre dans une proportion considerable  Parallelement a cela une plethore dapplica
tions reparties mettant en jeu ces nouvelles ressources ont vu le jour  Parmi cellesci se
trouve toute une categorie dapplications regroupees sous le vocable Computer Supported
Cooperative Work CSCW et consacrees au travail cooperatif assiste par ordinateur  Le
but de ces applications est de fournir la logistique necessaire a un groupe de personnes qui
travaillent a un but commun et qui se trouvent geographiquement disseminees  Si ce mode
de travail cooperatif existe depuis longtemps il prend un tout autre inter	et lorsque les sys
temes informatiques peuvent apporter un gain de temps precieux en liberant les personnes
des deplacements physiques reunions de travail et des t	aches fastidieuses liees a la diu
sion de linformation telephone fax courrier en assurant la coherence des information
manipulees ou encore en coordonnant les actions de chacune des parties en presence 
Parmi ces applications le travail dedition cooperative constitue une classe qui mobilise
une bonne partie de la communaute scienti
que travaillant sur le CSCW  En eet ce
type doutils represente un reel inter	et puisque selon les etudes  a  des articles pa
piers rapports et documentations techniques sont ecrits conjointement par plusieurs auteurs
Ede  Bair   
De nombreuses realisations ont vu le jour ces dernieres annees tant au niveau de projets
universitaires que de grands groupes industriels  Cependant un aspect qui a souvent ete
neglige est celui qui concerne la prise en compte des limitations du materiel  Par exemple
sil est possible dorir pour un reseau local de machines des outils ou chaque utilisateur
voit en tempsreel les actions des autres utilisateurs cela devient impossible sur un reseau
a large echelle en raison des mauvaises performances des communications et des risques de
pannes 
Ce travail a pour but de proposer un environnement qui tient compte de ces contraintes
a
n dorir un environnement de travail cooperatif a la fois convivial et ecace 

La these est decomposee en trois parties 
La premiere partie est consacree a une presentation de ledition cooperative dans un cadre
general et presente une synthese des travaux eectues dans ce domaine  Le chapitre 
presente les caracteres generaux de ledition cooperative tant sur le plan humain comment
les personnes interagissent dans une collaboration que sur le plan materiel implication de
la collaboration sur les contraintes et les performances  Le chapitre  presente les dierents
composants que doit comporter un environnement dedition cooperative  Dans cette partie
nous faisons ressortir un certain nombre de remarques qui servent de cahier des charges
pour la mise en uvre de lenvironnement dedition cooperative Duplex 
La seconde partie de la these est consacree au probleme de la coherence des donnees
partagees  Le chapitre  formalise les criteres de coherence dit forts proposes dans la
litterature  Ces criteres repondent mal aux necessites dun systeme distribue sur un reseau
a large echelle  Notre contribution en ce domaine a ete de de
nir un nouveau critere de
coherence la NTR linearisabilite permettant de repondre aux problemes speci
ques du
systeme considere  Le chapitre  presente les modeles consideres dans la litterature en ce
qui concerne la coherence et le contr	ole de concurrence  Ces modeles sont mal adaptes a
un reseau a large echelle car les operations considerees le critere de coherence choisi et la
mise en uvre pessimiste font que ce type dapproche nest pas realisable hors dun reseau
local  Outre le choix dun critere de coherence mieux adapte a la large echelle et une mise en
uvre optimiste Duplex propose une decomposition dynamique du document en parties
independantes et une meilleure prise en consideration des connaissances des utilisateurs
a
n daugmenter la concurrence autorisee sur le document  Par exemple pour une partie
de document donnee le systeme nimpose le critere de coherence que sur les operations de
lecture et decriture  Le probleme dassurer que la partie du document ne sera pas modi
ee
par un autre utilisateur entre la lecture et lecriture est de la responsabilite de lutilisateur
par le biais du choix entre plusieurs politiques de contr	ole de concurrence  Ainsi il est
possible de choisir celle qui est la mieux adaptee a la partie du document a letat de ma
turite du document et aux autres utilisateurs travaillant sur la m	eme partie du document 
Le troisieme chapitre presente la mise en uvre du protocole assurant la NTRlinearisabilite
dans un contexte duplique  La duplication est utilisee pour assurer une tolerance aux pannes
et une meilleure disponibilite des donnees 
La troisieme et derniere partie de cette these est consacree a la description des concepts
et mecanismes mis en uvre dans Duplex  Le premier chapitre presente lenvironnement
Duplex dans son ensemble  Cest un environnement base sur un noyau de stockage qui
gere le document  Ce noyau est partage par les utilisateurs qui gere le document  Un
utilisateur travaille dans un environnement local et interagit avec le noyau pour copier
une partie du document localement dans son environnement ou au contraire pour rendre
public son travail en transferant vers le noyau une copie locale a son environnement  La

coherence des donnees est traitee par le noyau au moment du transfert  Le second chapitre
decrit les principales caracteristiques de la decomposition dynamique du document  Le
document est decompose en petites parties au debut de la collaboration permettant aux
utilisateurs un maximum de concurrence puis les parties sont regroupees en parties plus
importantes jusquau document complet quand il convient de faire aboutir le document a
une version de
nitive  Le troisieme chapitre presente en detail le noyau qui est responsable
de la disponibilite et de la coherence du document partage  Le quatrieme chapitre presente
lenvironnement local dun utilisateur  Ces deux derniers chapitres mettent en evidence
les proprietes des approches qui ont ete introduites et insiste sur les aspects qui font que
Duplex repond aux problemes poses par une collaboration entre des utilisateurs disperses
sur un reseau a large echelle 


Partie I

Etat de lart


Chapitre  
De ledition cooperative
 Introduction
Le domaine de ledition cooperative fait appel a un vaste spectre de competences  En
eet doivent 	etre consideres non seulement les aspects techniques lies au materiel mais
egalement les aspects humains  interface hommemachine et integration dun individu avec
ses speci
cites dans un groupe dindividus 
La collaboration peut 	etre de
nie comme le processus par lequel un groupe de participants
essaie de realiser une certaine t	ache en commun  Pour ce faire les participants echangent
donnees et points de vue par lintermediaire doutils de communication  Cette de
nition de
la collaboration est susamment generale pour n	etre liee ni au but ledition cooperative
ni aux methodes utilisees 
Dans le cadre de ledition cooperative cette t	ache commune est un document au sens large
du terme  Ce peut 	etre un article conjointement redige par une equipe de chercheurs
une documentation par exemple celle dun systeme dexploitation faisant intervenir des
programmeurs des techniciens et des commerciaux un contrat international reunissant
plusieurs cabinet davocats et juristes  Le point commun entre tous ces documents est quils
impliquent plusieurs personnes geographiquement disseminees 
Ce chapitre a pour but de presenter ledition cooperative dans sa generalite et de degager
un certain nombre de points qui ont inuence notre travail  Pour ce faire la section 
precise les methodes associees au travail dedition a
n den degager les outils necessaires 
La section  complete la presentation generale de ledition cooperative en mettant laccent
sur un certain nombre de besoins que nous avons identi
e  Finalement la section  presente
les contraintes materielles et leurs adequations compte tenu des besoins identi
es  Nous
precisons egalement linuence de ces contraintes sur les performances 

Dans ce chapitre et dans le suivant un certain nombre de remarques sont formulees  Elles
serviront de base pour lelaboration du cahier des charges de notre plateforme dedition
collaborative  Duplex 
 Processus d edition coop erative
Letude de Posner Posner  montre que le processus dedition cooperative fait appara	tre
dune part plusieurs types dactivites et dautre part une ou plusieurs strategies de coordi
nation 
Ledition quelle soit cooperative ou non fait appel a plusieurs types dactivites puisquelle
est constituee de phases distinctes  la de
nition dun plan plus ou moins precis la redaction
proprement dite la modi
cation eventuelle du plan les revisions internes etou externes
les corrections et ranements puis 
nalement une phase de polissage a
n de degager la
version 
nale! les phases intermediaires constituent un processus iteratif 
Ledition cooperative necessite egalement une ou plusieurs strategies de coordination puis
quil faut prendre en compte les actions des dierentes personnes impliquees dans la coopera
tion  Cette coordination est realisee par un dialogue implicite ou explicite entre les dierents
protagonistes et peut suivant la phase consideree rev	etir des formes diverses mettant en
oeuvre des communications en tempsreel

ou emetteur et recepteur sont actifs au m	eme
instant e g  talk sous Unix ou asynchrones ou la reception peut se faire en diere e g  E 
Mail 
Les types dactivites et leurs strategies de coordination associees sont 
  De	nition du plan du document Associee a la de
nition du plan se trouve une
phase de brainstorming pendant laquelle les idees des dierents participants sont eval
uees modi
ees et ranees jusqua lemergence dun point de vue commun ou a
defaut celui dune majorite  Dierents types dactions ont ete identi
es Ellis  au
sujet de ce travail de groupe 
 Apport independant independent entry ou un participant accorde peu dat
tention a ceux que font les autres membres du groupe 
 Apport incremental reective entry ou un participant enrichit une proposi
tion deja connue du groupe  Celleci peut 	etre issue de nimporte quel participant 
 Apport consensuel consensus entry ou cest le groupe qui decide de lapport
a eectuer 
 
La litt erature utilise le terme de communication synchrone pour notre part nous pensons que commu 
nication en temps reel est plus appropri e

 Apport partitionne partitioned entry ou certains membres du groupe sont
designes comme etant responsables dun point particulier du plan 
 Apport procesverbal recorded entry ou un participant paraphrase ce qui est
discute par le groupe 
  Redaction La phase de redaction du premier jet peut faire appel a plusieurs strategies
Posner    Mis a part la premiere redacteur separe elles font reference a un groupe
de participants travaillant de concert a la phase de redaction 
 Redacteur separe separate writer ou chaque participant se voit attribuer une
t	ache distincte  Cette approche fait appel a un travail plus personnel puisque
les interactions avec les autres participants ninterviennent que dans un second
temps lorsque le travail de chacun est 
nalement evalue commente corrige puis
integre dans le document 
nal 
 Scribe ou lun des participants est responsable de la transcription en direct des
idees emanant du groupe ce mode nest pas sans rappeler lapport procesverbal
dans la de
nition du plan Cf  cidessus 
 Redacteur unique single writer ou lidee est quelque peu dierente puisque
la transcription nest pas eectuee en tempsreel  un participant est responsable
apres la discussion de synthetiser les idees echangees par le groupe 
 Redaction conjointe joint writing ou le groupe peut conjointement rediger la
partie concernee  La communication entre auteurs est alors tres presente et neces
site un editeur acceptant en tempsreel des modi
cations provenant de plusieurs
origines ou un moyen de communication en tempsreel annexe videoconference
ou telephone 
  Revision  modi	cation Les phases de revision et modi
cation font appel a une suc
cession dinteractions entre les participants responsables de chacune des deux phases 
La communication est alors soit directe un reviseur peut par exemple demander a
lauteur des precisions sur un point reste obscur a ses yeux soit indirecte des an
notations sont ajoutees au texte luim	eme! dans ce cas la connaissance des auteurs
nest pas necessaire  Ceci entra	ne des communications en tempsreel ou asynchrones
suivant la disponibilite de chacun 
  Polissage La phase de polissage suivant le nombre de personnes quelle implique
et leurs facons de travailler peut rev	etir deux formes  Dans la premiere chacun
procede a une passe et modi
e le texte en consequence  Dans la seconde les dierents
protagonistes mettent en uvre une phase de brainstorming dans laquelle ils decident
dun commun accord des modi
cations a apporter au texte  Ces deux formes peuvent
	etre bien entendu combinees a loisir 

En conclusion un environnement dedition cooperative doit orir des media de communi
cation entre les participants au m	eme titre que des outils dedition plus traditionnels  De
plus ledition cooperative se compose de phases dactivites fortement synchrones ou les
participants travaillent en m	eme temps et de phases asynchrones ou les participants travail
lent a des instants dierents Miles    La nature m	eme du travail est variee puisque lon
peut identi
er des activites diverses plani
cation redaction revision communication etc 
Finalement la maniere dont les participants partagent linformation et coordonnent leurs
activites depend de beaucoup de facteurs  En particulier des relations entre les participants
et de leurs r	oles sociaux aussi bien que de letat davancement du projet commun Lewis   
 Besoins
Certains besoins dun environnement dedition cooperative Greif  peuvent 	etre mis en
avant  Ce sont le partage des donnees lautonomie de chacun des participants la 
abilite
du systeme le caractere dynamique de la collaboration les aspects interfaceutilisateur et

nalement les performances 
Partage des donnees
La collaboration impose par essence un partage des donnees  Cela souleve les problemes de
concurrence dacces a ces donnees e g  ecritures concurrentes de protection dinformations
a caractere prive e g  brouillon premier jet et 
nalement de protection de la communaute
contre les erreurs dun utilisateur e g  fausses manipulations 
Fiabilite
Le systeme doit bien s	ur pouvoir resister aux pannes possibles des sites node failure et des
canaux de communication entre les sites link failure  Cela signi
e dune part quune panne
ne doit pas corrompre les donnees mais egalement que cellesci doivent rester accessibles
m	eme si plusieurs sites sont en panne  Cette tolerance aux pannes doit 	etre transparente
aux utilisateurs 
Autonomie
Si un individu est une piece du puzzle que constitue la collaboration il doit toutefois 	etre
independant des autres participants et des sites impliques dans le projet  Par exemple il
est inconcevable quun auteur implique uniquement dans la redaction dun chapitre X ne
puisse plus travailler sous pretexte quun des participants nest plus accessible par le reseau

ou bien que le site ou les sites ou est stocke le chapitre Y est en panne  De plus un mode
degrade doit 	etre oert a
n de permettre aux utilisateurs deconnectes du reseau de pouvoir
executer certaines actions! cette deconnexion etant volontaire e g  ordinateur portable ou
involontaire e g  panne locale du reseau 
Con	guration dynamique
Les participants doivent pouvoir evoluer librement 	etre actifs ou oisifs raccordes au reseau
ou pas  Un participant na pas a 	etre associe au site ou il travaille habituellement  De
plus il doit pouvoir rejoindre ou quitter la communaute a tout moment sans quil soit pour
autant necessaire de proceder a une recon
guration du systeme  En un mot un participant
en deplacement doit pouvoir travailler depuis lendroit ou il se trouve sans impliquer de
manipulations importantes 
Environnement dedition puissant
Lenvironnement dedition doit orir au moins les m	emes fonctionnalites quun environ
nement monoutilisateur  De plus il doit 	etre con
gurable a
n de permettre a chacun des
participants de garder ses habitudes de travail  Il est eectivement peu frequent quil y ait
au sein dun groupe un consensus a priori sur le type doutils utilises  Finalement laspect
collaboratif doit 	etre aussi convivial que possible et sadapter a lutilisateur et non linverse 
Ecacite
Lenvironnement dedition cooperative doit 	etre ecace en terme de temps de reponse et
doperations realisables gr	ace aux outils fournis ce qui compte tenu des besoins precedem
ment cites constitue le de
 
 Contraintes mat erielles et qualit e de service
Un compromis doit 	etre realise entre lecacite dune part et les besoins et les contraintes
materielles dautre part  Pendergast Pendergast  a de
ni quatre points permettant
danalyser les choix possibles  concurrence granularite des donnees localisation de cellesci
et communication  Nous etendons ces points en considerant egalement le systeme sousjacent
et le niveau de coherence souhaite 

  Concurrence des actions
La concurrence des actions peut 	etre de
nie comme la non sequentialite des actions initiees
par les utilisateurs  Cette concurrence est generalement bene
que 
 Augmenter la concurrence permet de diminuer le temps de reponse pour
chaque utilisateur donc daugmenter les performances du systeme


	 Granularite des donnees partagees
Un document peut 	etre considere comme un bloc monolithique ou comme un ensemble de
parties plus petites  Dans ce dernier cas deux unites sont a considerer  Dune part lunite
elementaire ou atomique qui correspond a la plus petite partie accessible par lutilisateur
e g  si la ligne de texte est de
nie comme unite elementaire alors il nest pas possible
dacceder separement aux caracteres qui la composent
 
  Dautre part lunite utilisable
composee dune ou plusieurs unites elementaires  Une operation invoquee sur une unite
utilisable sera executee sur toutes les unites elementaires qui la compose  Informellement
lunite elementaire de
nit le grain minimal pour une operation et lunite utilisable de
nit
le grain eectif que peut choisir lutilisateur 
La litterature fait reference a deux approches en ce qui concerne la modelisation dun doc
ument  La premiere considere quun document nest quune suite de lignes voire de car
acteres la seconde se base sur la structure recursive dun document decompose en parties
logiques cestadire en sections contenant des soussections et ainsi de suite jusquaux
paragraphes  Informellement a une partie logique correspond une entree dans la table des
matieres du document  Le modele de decomposition du document inuence la de
nition de
la granularite 
Par exemple dans la premiere categorie Mace NewmanWolfe a et Mule Pendergast  
considerent la ligne comme lunite elementaire et un bloc contigu de lignes comme lunite
utilisable  MMM Bier  Bier  pour sa part de
nit la ligne comme etant a la fois lunite
elementaire et lunite utilisable  ShrEdit McGun  et DistEdit Knister  considerent
le caractere comme unite elementaire et comme unite utilisable  GROVE Ellis  considere
que lunite utilisable est soit un caractere mode par defaut soit un bloc de texte 
Dans la deuxieme categorie Quilt Fish  Leland  de
nit la partie logique la plus grande
section comme etant a la fois lunite elementaire et lunite utilisable  Ainsi deux utilisa
teurs peuvent acceder a deux sections concurremment mais en revanche ils ne peuvent pas
acceder de maniere concurrente a deux soussections de la m	eme section  Dune maniere

Le but des remarques  a  est de fournir des criteres qui justieront les choix de conception de
notre plate	forme d
 edition coop erative

La ligne entiere est consid er ee comme modi ee des que l
utilisateur modie un caractere

similaire SharedBook Lewis  considere des parties de document appelees entrees qui
de
nissent a la fois lunite elementaire et lunite utilisable  Ces entrees sont construites sur
la base de parties logiques dun document  Dans ces deux cas lunite utilisable est 
xee par
le systeme et imposee a lutilisateur  En revanche Iris Borgho   CES Greif  ou Mul 
timETH Lubich  de
nissent le paragraphe comme lunite elementaire et nimporte quelle
partie logique du document comme unite utilisable  Ainsi il devient possible dacceder
concurremment a deux soussections de la m	eme section! il nest par contre pas possible
dacceder concurremment a une section et a une de ses soussections 
La premiere methode permet une granularite beaucoup plus 
ne mais occulte en revanche la
structure du document  Par exemple il est possible de faire un bloc avec les trois dernieres
lignes du chapitre  et les cinq premieres du chapitre   Quelle est la semantique qui peut
	etre associee a un tel bloc " De plus pouvoir selectionner un tel bloc signi
e que lon doit
pouvoir eectivement y apporter des modi
cations  Eacer ce bloc entra	ne toutefois de
profonds bouleversements a la structure du document 
 Plus la granularite est faible plus la concurrence peut 	etre grande
Une unite utilisable 
xee par le systeme constitue une limitation quand le grain est impor
tant  En eet lutilisateur ne peut pas utiliser uniquement la partie dont il a reellement
besoin mais est contraint a utiliser un surensemble 
 Si le grain est 
xe par le systeme sa taille doit 	etre faible
Diminuer le grain permet de favoriser la concurrence cependant pour obtenir la m	eme
quantite dinformation il faudra realiser un plus grand nombre de requ	etes donc dacces
au reseau 
 Plus la granularite est faible plus le reseau sera sollicite
 Gestion des donnees
La gestion des donnees peut 	etre caracterisee par deux aspects  donnees dupliquees ou
non dupliquees  centralisees ou reparties  En premiere approche si lon considere la
maniere dont les donnees sont utilisees nous pouvons formuler les deux regles suivantes 
 Si les operations de consultation sont les plus frequentes alors il est preferable
que les donnees soient dupliquees et presentes sur chacun des sites des utilisa 
teurs
 Si les operations de modi
cation sont les plus frequentes alors il est preferable
dadopter une solution centralisee avec une seule copie

Malheureusement il nest pas simple de de
nir dans le cadre de ledition cooperative laquelle
de ces deux approches opposees est la bonne  De plus les precedentes regles ne tiennent pas
compte des evenements exterieurs tels que les pannes  Nous proposons donc une description
plus pragmatique 
Stockage centralise vs stockage reparti
La centralisation implique que le stockage se fait sur un ou plusieurs sites dedies alors que
la repartition suppose que chacun des sites utilisateurs est responsable du stockage dune
partie des donnees un site stocke par exemple les donnees les plus frequemment accedees
par lutilisateur de ce site 
Lapproche centralisee va a lencontre de lautonomie puisque tous les sites utilisateurs
dependent du serveur central  Il constitue un goulot detranglement et un site critique en
cas de pannes 
 La solution centralisee entra	ne plus dactivite reseau
Lapproche repartie necessite que les sites utilisateurs orent la fonctionnalite de serveur
en plus de celle de client  De plus certains sites peu performants peuvent degrader les
performances globales de tout le systeme en rendant leurs donnees dicilement accessibles 
 La solution repartie favorise le travail des utilisateurs possedant leurs don 
nees locales au detriment des autres
Parmi les systemes presentes dans la litteratureMule Pendergast   DistEdit Knister  
Iris Borgho   GROVE Ellis   et CES Greif  proposent une distribution des donnees
alors que MultimETH Lubich   Mace NewmanWolfe a  MMM Bier  Bier  et
Quilt Fish  Leland   Prep Neuwirth   SharedBook Lewis  ont mis en uvre une
solution centralisee 
Copie unique vs duplication
Dupliquer les donnees permet de pallier aux pannes des sites de stockage  En eet si
plusieurs copies sont disponibles la probabilite quune copie soit accessible cro	t propor
tionnellement  Toutefois la duplication necessite des mecanismes de gestion pour assurer
la coherence mutuelle des copies 
 Maintenir coherent un ensemble de copies en lieu et place dun exemplaire
unique necessite plus dacces au reseau

Sans duplication dans le meilleur des cas une donnee peut rester inaccessible pendant
toute la duree de la panne du site ou elle est stockee cas favorable ou une copie en memoire
permanente existe

  En labsence de pannes les performances sont toutefois optimales 
 Ne pas dupliquer les donnees laisse les utilisateurs a la merci dune panne
de site ou de lien de communication
Parmi les systemes presentes dans la litterature Mule Pendergast   Iris Borgho  
GROVE Ellis   et DistEdit Knister  proposent une duplication totale des donnees 
CES Greif  ne duplique que les donnees concernant la structure du document! le con
tenu eectif nest pas duplique  En
n MMM Bier  Bier   MultimETH Lubich  
Quilt Fish  Leland   Mace NewmanWolfe a  Prep Neuwirth  et SharedBook
Lewis  ne dupliquent pas les donnees 
 Contraintes liees au syst
eme
Heterogeneite
Lheterogeneite est de
nie comme la diversite des machines des systemes dexploitation et
des espaces dadressage  Par exemple si lon veut pouvoir garantir quun site quelconque
puisse 	etre utilise comme site utilisateur il faut que linterface utilisateur soit independante
dun environnement speci
que 
A titre dexemple Mule Pendergast  ne fonctionne que sur un reseau local de PC ShrEdit
McGun  et Prep Neuwirth  sont lies au monde Macintosh  Dans le m	eme ordre
didee Quilt Fish  Leland  est base sur une plateforme logicielle particuliere Orion
Banerjee   
 Baser un environnement dedition cooperative sur un type de materiel ou
une plate forme logicielle particuliere nuit a sa portabilite
Lutilisation de standards logiciels permet dorir le m	eme environnement sur des types de
materiels dierents  Par exemple linterface utilisateur de Iris Borgho  est basee sur
Interview et celle de DistEdit Knister  sur X 
 Lutilisation de standards logiciels permet de masquer les speci
cites mate 
rielles dun systeme
Finalement lenvironnement de travail ne doit pas 	etre 
ge mais au contraire pouvoir
	etre personnalise pour chacun des utilisateurs  Dans ce sens DistEdit Knister   Mace

Le pire des cas  etant une perte de l
information non stock ee en m emoire permanente

NewmanWolfe a  Quilt Fish  Leland  permettent de parametrer les outils utilises
par exemple lediteur de texte  Par contre les systemes bases sur des editeurs adhoc
GROVE Ellis   ShrEdit McGun  imposent aux utilisateurs une phase dapprentissage
dun n
eme
editeur 
 Un environnement dedition cooperative doit sadapter aux utilisateurs et
non linverse
Taille du systeme
La taille du systeme est determinee par la distance entre les sites  Par distance entre sites
nous entendons delais de communication plut	ot que distance reelle puisquune liaison par
satellite peut 	etre plus rapide quune liaison entre deux b	atiments au travers dun modem 
Laspect communication est tres important puisque la dissemination geographique peut im
pliquer des communications de mauvaise qualite voire defaillantes  La notion de distance
au sens metrique du terme peut egalement avoir une inuence curieuse il peut 	etre im
possible de mettre en uvre des communications en tempsreel uniquement parce que les
participants se trouvant dans des fuseaux horaires dierents il est dicile de trouver une
plage horaire permettant un rendezvous 
 Les performances du reseau seront preponderantes pour assurer des com 
munications en temps reel
En revanche le nombre de sites dun systeme a peu dinuence car les sites impliques par
une collaboration sont generalement peu nombreux m	eme si le systeme distribue global
auquel les sites appartiennent est tres important  Le systeme distribue qui nous interesse
est en fait la restriction du systeme global aux sites concernes par la collaboration  sites
utilisateur ou de stockage des donnees 
 Le systeme reellement implique dans une collaboration est petit m	eme si le
systeme sous jacent est tres important eg Internet
Bien que parmi les environnements dedition cooperative proposes dans la litterature cer
tains envisagent une utilisation dans des systemes a grande echelle aucune etude de perfor
mances na ete publiee a ce jour 
 Communication
La communication concerne lechange dinformations entre les participants geographique
ment dissemines  Deux types de fonctionnements sont a considerer le mode synchrone ou

chaque utilisateur voit les interactions des autres participants en tempsreel et le mode
asynchrone ou les modi
cations ne sont pas immediatement repercutees globalement 
 Plus les mises a jour sont frequentes plus le reseau sera sollicite
Le premier mode est designe par lacronyme WYSIWIS Ste
k b pour What You See Is
What I See qui exprime bien la philosophie sousjacente  Plusieurs editeurs GROVE Ellis  
ShrEdit McGun   Mule Pendergast  et MMM Bier  Bier  fonctionnent selon
ce mode  Ils sont caracterises par une granularite 
ne caractere ou ligne qui permet des
mises a jour frequentes la frequence des mises a jour etant liee a la taille des donnees a
modi
er  
 Plus la granularite est 
ne plus les mises a jour peuvent 	etre frequentes
Pousse a lextr	eme ce mode implique que non seulement lespace de travail les 
chiers ma
nipules est le m	eme pour tous les utilisateurs mais encore que lespace dachage generale
ment la fen	etre de visualisation est identique  Par exemple le de
lement occasionne par
un des utilisateurs se repercute sur tous les ecrans et la position des curseurs de chacun des
participants est visible par tous 
Le mode synchrone ou tempsreel peut 	etre relaxe Ste
k a suivant quatre directions 
  lespace dachage  tous les participants travaillent sur les m	emes donnees mais
chacun des participants peut contr	oler sa fen	etre dachage et visualiser une partie
particuliere de ces donnees independamment des autres participants 
  le temps  tous les participants travaillent sur les m	emes donnees mais les mises
a jour ne sont pas repercutees immediatement ce qui peut impliquer des divergences
momentanees entre les dierents espaces dachage voire entre les espaces de travail 
  les donnees  tous les participants ne travaillent pas sur les m	emes donnees leurs
espace de travail sont dierents  Lachage est alors lie au travail de chacun 
  la vue  les donnees espace de travail sont les m	emes mais la maniere dont elles
sont representees diere dun espace dachage a lautre  Par exemple une feuille
de calcul peut 	etre representee sous forme textuelle par un participant et sous forme
graphique par un autre 
Cette relaxation peut 	etre plus ou moins importante jusqua envisager des espaces de travail
et dachage completements independants 
A titre dexemple SharedBook Lewis  propose le mecanisme suivant  une mise a jour
nest pas immediatement visualisee sur les sites des autres participants mais un mecanisme

garantit que ceuxci ne pourront pas eectuer doperation avant davoir recu cette mise a
jour  Cette technique est egalement proposee dans Garreth  sous le nom de noti
cation
scheme 
Un autre mode est de
ni par lacronyme WYSIWIMS NewmanWolfe b pour What You
See Is What I May See  les mises a jour ne sont pas systematiquement diusees mais il
est garanti que les utilisateurs peuvent y acceder sils le souhaitent 
Iris Borgho  de
nit un mode appele semisynchrone dans lequel les participants tra
vaillent sur des versions divergentes dune m	eme copie mais peuvent aisement visualiser et
fusionner les dierences entre leur propre version et celles des autres 
Finalement un mode purement asynchrone considere que les utilisateurs travaillent dans
un espace de travail local et quils diusent leurs modi
cations quand bon leur semble
e g  Prep Neuwirth   Quilt Fish  Leland    Il permet en particulier de travailler
avec des versions brouillons qui sont ameliorees avant d	etre livrees aux autres participants 
 Le mode asynchrone favorise le caractere prive du travail de chacun
Certains systemes considerent plusieurs modes comme par exemple CES Greif  qui pro
pose un mode purement asynchrone ainsi quun mode qui autorise un seul participant a
modi
er le document tout en permettant aux autres participants de voir les modi
cations
en tempsreel 
 Coherence des donnees
Que les donnees soient dupliquees ou non garantir la coherence des donnees partagees est
important  En eet des acces concurrents aux donnees partagees sont possibles et par ce
biais peuvent entra	ner des incoherences  Par exemple deux operations modi
ant une m	eme
portion de texte peuvent 	etre entrelacees produisant un resultat non souhaite  Lorsque la
duplication est mise en uvre a ce probleme sajoute celui de la coherence mutuelle des
copies  Plusieurs copies peuvent eectuer des operations dans des ordres dierents ce qui
entra	ne une incoherence de lensemble des copies 
Dierents criteres de coherence sont de
nis dans la litterature  le chapitre  est consacre a
ce sujet  Pour linstant retenons que ces criteres orent des coherences plus ou moins fortes
au sens des contraintes de serialisation des operations 
Garantir la coherence est important  Toutefois maintenir une coherence forte sur les don
nees obtenir la derniere mise a jour ou suivre les modi
cations en tempsreel nest pas
toujours indispensable  Par exemple une version obsolete ou incoherente peut saverer
susante lorsquil sagit uniquement davoir un apercu de son contenu voire seulement son

plan  Il est donc utile dorir aux utilisateurs plusieurs qualites de service a
n de leur laisser
le choix entre une reponse rapide avec un resultat eventuellement obsolete ou une reponse
plus lente avec une absolue certitude dobtenir la derniere version  Lutilisation de caches
locaux permet par exemple de diminuer les temps de latence pour certaines operations au
detriment de la coherence e g  SharedBook Lewis   Mace NewmanWolfe a  
 Plus la coherence souhaitee est forte plus le systeme sera mis a contribu 
tion
 Conclusion
Ce chapitre avait pour but dintroduire de facon informelle le concept dedition cooperative 
Pour ce faire nous avons presente dierentes activites regroupees sous ce vocable  Nous
avons egalement identi
e des comportements et des methodes de travail  Cette etude nous
a permis de de
nir un certain nombre de besoins 
Prenant en consideration les contraintes materielles et la qualite de service que doit fournir
un environnement dedition cooperative nous avons formule un certain nombre de remarques
mettant en jeu les besoins dun c	ote et les contraintes materielles et logicielles de lautre 
Ces remarques seront utilisees pour justi
er les choix de conception de notre plateforme
dedition cooperative 


Chapitre 
Environnement dedition
cooperative
 Introduction
La section precedente a presente les caracteres generaux de ledition cooperative  Nous com
pletons cette presentation par la description des composants dun environnement dedition
cooperative  Il se compose non seulement dun editeur mais encore doutils de communi
cation qui assurent la coordination des personnes participant a la collaboration  La section
 decrit les dierentes approches proposees dans la litterature en ce qui concerne lediteur 
Finalement les aspects lies a la communication sont abordes dans la section  
 L editeur
Lediteur est le composant autour duquel sarticule la collaboration  Il doit inclure en plus
des fonctionnalites classiques dun editeur monoutilisateur les mecanismes permettant le
partage du document  Ce partage implique en particulier le contr	ole des acces aux donnees
partagees! deux points sont a considerer  Le premier concerne la structuration du travail
collaboratif cestadire le moyen de coordonner les actions individuelles des participants a
n
de faciliter la realisation de la t	ache commune  Le deuxieme point concerne les mecanismes
permettant aux utilisateurs de contr	oler explicitement lentrelacement des actions eectuees
sur le document  Finalement nous terminons par une etude des facilites de revision oertes
par les editeurs cooperatifs  Cette phase de revision est une phase importante dans le cadre
de ledition cooperative puisquelle est realisee generalement par des personnes exterieures
au cercle des auteurs 

	  Structuration du travail collaboratif
Trois approches ont ete considerees dans la litterature Miles    Les deux premieres con
tr	olent la cooperation en imposant des regles aux utilisateurs! elles se basent respectivement
sur la structure du document et sur la notion de r	oles elles peuvent 	etre conjointement
utilisees  La troisieme au contraire nimpose rien les utilisateurs sont ainsi libres de de
nir
leurs propres regles 
Utilisation de la structure du document
CES Greif   MultimETH Lubich   Iris Borgho  et Grion Decouchant  con
siderent une decomposition hierarchique du document Cf  Chapitre   La decomposition
hierarchique est generalement automatiquement realisee par le systeme en fonction de cer
taines regles preetablies et peut suivre par exemple un standard de modelisation de docu
ments tel que ODA ODA  ou SGML SGML  e g  MultimETH et Iris sont bases sur
ODA et Grion sur SGML 
Cette hierarchie est utilisee pour de
nir les parties utilisees par les participants et le cas
echeant emp	echer des acces simultanes aux parties dun document par plusieurs utilisateurs 
Par exemple dans MultimETH Lubich   pendant quun utilisateur U
i
modi
e la sous
section   il nest pas possible quun autre utilisateur U
j
ne modi
e ni la section  ni
la section   ni la soussoussection     Cette approche autorise un contr	ole de lacces
aux parties dun document qui respecte la semantique propre du document cestadire la
logique associee a son plan 
 Utiliser la structure naturelle du document ore un mode de fonctionnement
naturel facile a apprehender par lutilisateur
Utilisation de roles
Lutilisation de r	oles est egalement un moyen dorganiser la collaboration  Plusieurs envi
ronnements lutilisent mais de facons sensiblement dierentes 
Quilt Fish  Leland  considere que chacun des participants a un r	ole auteur principal
coauteur annotateur editeur ou lecteur i e  author co author commentor editor reader 

A chaque partie du document est associe un mode dacces parmi exclusif partage et edi 
tion i e  exclusive shared editor  La combinaison r	olemode dacces de
nit pour chaque
participant les operations quil peut eectuer sur le document  Par exemple une partie en
mode exclusif ne peut 	etre modi
ee que par lauteur principal alors quune partie en mode
partage autorise en plus les coauteurs a y apporter des modi
cations  Le mode edition oblige
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les participants a soumettre prealablement leurs propositions a un editeur qui est le seul au
torise a apporter des modi
cations au texte  Dans le cas de Quilt ces r	oles et modes dacces
doivent 	etre explicitement de
nis au debut de la collaboration ce qui est une serieuse lim
itation  En eet il est dicile de prevoir le r	ole de chacun et dautre part ce r	ole peut
evoluer en fonction de divers parametres  maturite du document une m	eme personne peut
avoir des r	oles dierents a plusieurs epoques de la collaboration Greif   disponibilite des
participants changements occasionnes par des activites en dehors de la collaboration 
 Il est souhaitable que la de
nition de r	oles et des droits dacces soit un
processus dynamique
SharedBook Lewis  propose une liste dacces pour chacune des parties du document
accessibles separement ces parties sont appelees entrees par les auteurs  Pour chaque
entree sont precises lacces autorise par defaut ainsi que lacces maximum que lon peut
obtenir  Les r	oles suivants sont de
nis  editeur production editor qui est autorise a
modi
er la liste dacces auteur qui est autorise a editer la portion de texte correspondante
et 
nalement lecteur qui nest autorise qua lire  Bien que la de
nition des entrees soit
statique la modi
cation de la liste dacces est dynamique 
Un mode particulier de GROVE Ellis  permet de delimiter des portions de texte  il
devient ainsi possible de leur attribuer individuellement des modes dacces public partage
prive  Des r	oles ne sont pas explicitement de
nis  le mode public laisse le libre acces a
tous les participants a la collaboration le mode partage naccorde le droit decriture qua
un nombre restreint de participants explicitement nommes dans une liste et le mode prive
ne permet lacces quau participant qui a demande ce mode  La de
nition de la portion de
texte ainsi que les modes acces est totalement dynamique 
MultimETH Lubich  permet de de
nir sous forme dattributs les acces autorises pour cha
cune des parties du document  Les droits dacces sont lire ecrire annoter detruire et sont
de
nis pour le proprietaire la conference ou tous  Seul le proprietaire et le superviseur chair 
man peuvent modi
er les droits  On peut faire une analogie avec le systeme dexploitation
Unix ainsi conference designe un groupe dutilisateurs et superviseur la personne responsable
du document 
Il est possible par lattribution de r	oles de repartir les t	aches et les responsabilites de cha
cun des participants! le travail nest ainsi ni neglige ni duplique  Il est souhaitable quun
participant puisse avoir plusieurs r	oles sur dierentes portions du document 
 Lattribution des r	oles doit pouvoir se baser sur la granularite du document

Aucune regle preetablie
Cette derniere methode nimpose aucune regle elle autorise tous les participants a acceder
librement a tout le document  Elle se base sur le fait quun certain nombre de regles sociales
emergent automatiquement puisque lon se trouve dans un processus de collaboration 
ShrEdit McGun   GROVE Ellis  dans le mode par defaut sont deux editeurs qui
permettent en tempsreel de modi
er un document et de voir les modi
cations des autres
participants  Aucun mecanisme de contr	ole dacces nest prevu toutefois la mise a jour
continue de la part des participants constitue une forme de dialogue implicite  La simple
observation naturelle de leur ecran permet aux participants deviter les conits dacces
a la m	eme zone de texte  Les personnes impliquees font dautant plus attention a leur
comportement quelles sont sensibles au fait quune attitude irresponsable de nimporte
quel participant peut occasionner un comportement chaotique du groupe et une perte de
temps importante pour la collaboration 
 Labsence de contrainte au niveau du systeme apporte un renforcement des
regles sociales naturelles dans un groupe
Les participants organisent leur travail en fonction de conventions implicitement ou ex
plicitement etablies au debut ou au cours de la collaboration  La maniere dont les par
ticipants travaillent varie en fonction de la nature du travail mais egalement en fonction
de la personnalite des participants  Le lecteur interesse par cet aspect pourra se referer a
Beck  Posner  qui proposent des etudes sociologiques qui sortent du cadre de notre
travail 
 En cas dabsence de regles les participants peuvent suivre leur propre
maniere de travailler et utiliser divers protocoles sociaux
		 Controle de concurrence
Les trois approches visant a structurer le travail cooperatif presentees dans la section prece
dente ne reglent pas a elles seules le probleme des acces concurrents aux donnees partagees 
De plus m	eme si le systeme garantit la coherence des donnees rien ne garantit que le resul
tat sera celui escompte par les utilisateurs  Par exemple si deux ecritures sont eectuees de
facon concurrente sur la m	eme partie dun document le contr	ole de la coherence garantit
uniquement que ces deux operations sont eectuees en accord avec le critere de coherence
considere  Cependant il est possible quune ecriture ait ecrase lautre et donc quune partie
du travail soit perdue ce qui nest pas satisfaisant du point de vue des utilisateurs 
Des mecanismes de contr	ole de concurrence permettant de se premunir contre cela existent
ils sont classes en deux categories  mecanismes optimistes et mecanismes pessimistes  Les
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mecanismes optimistes sont les plus permissifs ils sont bases sur une detection a posteri
ori des eventuels conits  Les operations sont appliquees immediatement mais lors dune
detection de conits un retour en arriere roll back peut 	etre necessaire pour revenir a un
etat coherent  Les mecanismes pessimistes en revanche emp	echent les conits a priori et as
surent donc quil ne sera jamais necessaire de defaire une operation  Toutefois ils reduisent
la concurrence et peuvent sequentialiser des operations qui auraient pu 	etre executees de
facon concurrente 
Nous presentons ici les dierents mecanismes proposes dans la litterature dans le cadre de
ledition cooperative  Pour chacun deux nous citons les environnements qui les utilisent 
Verrouillage explicite
Cest une methode pessimiste classique qui se retrouve dans un grand nombre de mises
en uvre! des variantes sont toutefois a noter  Par exemple dans MultimETH Lubich  
Iris Borgho   SharedBook Lewis  et DistEdit Knister  lutilisateur acquiert ou
rel	ache explicitement un verrou pour une partie de document  Lobtention dun verrou
garantit la possibilite decrire de facon exclusive sur la partie de document concernee  Le
rel	achement du verrou est a linitiative du possesseur ce qui peut 	etre penalisant pour les
autres utilisateurs en cas de monopolisation du verrou 
 Un objet peut 	etre verrouille bien quil ne soit pas utilise ce qui nuit a la
concurrence
A
n de remedier a ce probleme CES Greif  propose un mecanisme qui permet a tout
utilisateur dobtenir le verrou apres une periode doisivete de la part du possesseur courant
tickle lock 
Une variante du verrou est le jeton oor passing ou seul le possesseur du jeton est autorise
a eectuer des operations susceptibles de modi
er la donnee partagee 

A la dierence du
verrou le jeton est transmis dun utilisateur a lautre  Le premier prototype de DistEdit
Knister  etait base sur ce principe  Un seul utilisateur etait autorise a ecrire pendant
que les autres observaient les modi
cations de celuici en tempsreel 
Noti	cation
La noti
cation est une methode optimiste permettant davertir chacun des participants des
actions des autres de maniere implicite  Il est ainsi possible de detecter etou deviter les
conits par observation de lespace de travail 
Ce type de mecanisme est particulierement ecace pour les activites en tempsreel ou la
granularite est 
ne et les mises a jour frequentes  Dans ce cas il est facile de detecter

rapidement les conits le travail deja eectue est minime et le remettre en cause ne constitue
pas une perte importante  Cette methode est utilisee dans GROVE Ellis  et ShrEdit
McGun  qui sont deux editeurs dont le grain est le caractere 
 Un mecanisme de contr	ole de concurrence fonde sur la noti
cation est
ecace si le travail a remettre en cause est minime
Lorsque le grain est plus gros par exemple la ligne ou le bloc de texte il nest plus susant
de signaler le travail eectue mais il faut egalement signi
er les intentions des utilisateurs 
Ainsi il est possible de detecter plus t	ot les conits et le cas echeant diminuer le travail
pouvant 	etre remis en cause 
 Annoncer les intentions de chacun permet danticiper sur la detection des
conits
Par exemple Mule Pendergast  ache en dierentes couleurs les paragraphes libres ceux
utilises par lutilisateur et ceux utilises par les autres utilisateurs  Il est egalement suggere
dans une extension de signaler les paragraphes fra	chement ajoutes par une couleur dierente
a
n dattirer lattention  Le probleme souleve alors est quune abondance dinformations
peut conduire a une perturbation plut	ot qua une aide  Par exemple la visualisation en
direct des modi
cations des autres participants peut entra	ner des distractions Ellis   
Pour y remedier et puisque linformation importante est la localisation et non le contenu
ils proposent de signaler lemplacement des modi
cations des autres utilisateurs par un
nuage qui grandit proportionnellement a la taille des modi
cations 
Pour les editeurs asynchrones utilisant un grain encore plus gros un tel degre de noti
cation
nest pas possible  Cependant les parties verrouillees ou utilisees peuvent 	etre signalees
e g MultimETH Lubich   Iris Borgho   SharedBook Lewis   ainsi que les actions
majeures eectuees par les autres participants e g  Quilt Fish  Leland   
Detection de dependances
Cette methode optimiste permet de detecter des operations qui entrent en conit e g  en
utilisant un estampillage des operations  Les conits sont generalement resolus a la main
par les utilisateurs  En cas dabsence de conits les operations sont eectuees immediate
ment  Cette methode optimiste est particulierement bien adaptee a un travail cooperatif
ou les t	aches sont bien de
nies et ou les conits sont rares  Cette detection de dependances
devient alors un gardefou contre les erreurs de manipulations 
 La detection de dependances est ecace si les conits sont peu frequents

Le principal desavantage de cette methode est que la correction des erreurs est laissee a
lutilisateur ce qui peut 	etre source derreur

  Des outils de comparaison de versions peuvent
	etre utilises a
n de mettre en evidence les dierences entre les versions  Prep Neuwirth  
Quilt Fish  Leland   Iris Borgho  orent de tels outils 
Divergence et fusion
Avec cette methode optimiste Minor   chaque modi
cation genere une nouvelle version
et nimporte quelle version peut 	etre utilisee comme base pour de nouvelles modi
cations 
Ces versions sont fusionnees dans un second temps par les utilisateurs  Cette t	ache est
facilitee par un outil qui permet de faire appara	tre sur le m	eme texte les parties com
munes et les parties propres a chacune des versions  Lutilisateur peut a volonte faire
appara	tre ou dispara	tre ces dernieres et constituer ainsi une version 
nale tenant compte
des dierentes versions  Celleci devient alors la version a partir de laquelle les utilisateurs
pourront continuer a travailler  Cette methode est certes dependante de lutilisateur mais
ore susamment de souplesse pour 	etre utilisable ecacement 
 La fusion de versions garantit que le travail de chacun est au moins evalue
a defaut d	etre 
nalement retenu
	 Outils de revision
La phase de revision est une phase importante dans le processus dedition  Les annotations
permettent damender le document initial a
n den ameliorer la qualite  La maniere dont
ces annotations sont integrees dans le document sont multiples 
Collaborative Annotator Koszarek  est un outil qui est plus particulierement prevu pour le
travail de revision  Au document initial il est possible dajouter des commentaires sonores
des penseb	etes yellow sticker des surcharges! il est egalement possible de surligner des
passages de la m	ememaniere quavec un marqueur et dutiliser plusieurs polices de caracteres
pour les remarques 
Un autre outil Prep Neuwirth   permet a plusieurs reviseurs dapporter separement leurs
commentaires  Les reviseurs annotent le document dans la marge prevue a cet eet  Le
redacteur a alors acces pour chaque portion de texte aux dierentes annotations visualisees
dans des colonnes dierentes  Ceci favorise la synthese et lintegration des amendements
des dierents reviseurs 
 
Errare humanum est

Dautres Minor  proposent pour leur part de creer une version alternative contenant
annotations et modi
cations  Ceci couple au mecanisme de fusion de versions permet au
redacteur de prendre en compte ou non les remarques 
Dautres systemes permettent dattacher des informations ou attributs aux parties du docu
ments ces informations contiennent notes et remarques de la part des reviseurs e g  Shared 
Book Lewis   Quilt Fish  Leland   MultimETH Lubich   
Il est a remarquer que les editeurs en tempsreel ne permettent pas ou dicilement dintegrer
des annotations au document  En eet les changements sont eectues sur le document lui
m	eme et il nest pas possible de distinguer les modi
cations du texte original 
 Dialogue entre utilisateurs
Le dialogue entre utilisateurs concerne toutes les interactions entre les participants qui ne
sont pas faites au travers de lediteur proprement dit mais par lintermediaire doutils
annexes  Deux moyens de communication sont a distinguer par les fonctionnalites oertes 
La communication de groupe qui est un outil de communication permettant aux utilisateurs
impliques dans une m	eme t	ache e g  la redaction dune partie du document de diuser
une information  Les membres de ce groupe ne sont pas connus individuellement et leur
nombre peut varier dynamiquement! ils ne sont donc accessibles que par lintermediaire du
groupe associe a la t	ache commune qui les lie  Bien quindispensable ce type de communi
cation nest toutefois pas susant car il est impossible de conna	tre ou de de
nir le ou les
destinataires dun message 
La communication directe dans laquelle le ou les destinataires peuvent 	etre de
nis explicite
ment 
Dans un premier temps nous presentons dans cette section les aspects generaux lies a la
communication  Ensuite nous decrivons les methodes proposees dans la litterature pour la
structuration de cette communication 
  Generalites sur la communication
Trois points importants sont a considerer pour la communication  le type de liaison point
apoint diusion le type de donnee texte graphique audio video etc  le type de
communication synchrone

 asynchrone 

ou temps	r eel

Type de communication
Plusieurs schemas de communication sont a prendre en compte  dune part la communi
cation point a point faisant intervenir deux utilisateurs et dautre part la diusion pour des
activites de groupe  Les couches de
nies dans TCPIP Comer   que ce soit UDP mode
datagramme ou TCP mode connecte ne sont pas bien adaptees aux diusions  Et bien
que des eorts soient faits pour de
nir une norme en ce domaine Armstrong  Deering  
il ne peut 	etre question de considerer sa disponibilite a grande echelle dans un avenir proche 
Dans la majorite des cas une couche logicielle speci
que est donc necessaire pour leur ges
tion 
 Au niveau protocole de transfert seules les communications point a point
sont disponibles en standard
Types dinformations manipulees
Plusieurs types de donnees sont a considerer  dune part des donnees classiques de type
texte ou graphique mais encore des informations de type audio etou video  Si les pre
mieres ne posent pas de problemes particuliers en revanche le transfert de ces dernieres
necessitent des protocoles speciaux  En eet ils autorisent une perte occasionnelle dune
partie des donnees transmises mais requierent en revanche un haut debit de transmission 
Le protocole assurant ceci nest pas universellement disponible et leur integration dans des
environnements dedition cooperative ne reposant pas sur des plateformes materielles ou
logicielles speci
ques est une t	ache dicile 
 La diusion restreinte des protocoles necessaires a lacheminement dinfor 
mation de type audio etou video est un frein a leur portabilite
Communication asynchrone et communication tempsreel
Laspect asynchrone pour la communication est tres important car il nest pas toujours
possible pour un utilisateur d	etre present a une discussion  Dans ce cas il doit 	etre possible
a ce dernier dacceder en diere aux informations echangees au cours de la discussion  Si lon
considere les applications ou chacun peut modi
er un espace de travail unique et partage
e g  Boardnoter Ste
k b  Cognoter Ste
k b  il est dicile apres coup de determiner
qui est responsable de quoi et quand cela est arrive  La seule information accessible est
letat courant ou 
nal de lespace de travail ce qui dans certains cas peut 	etre insusant 
En revanche si lon considere le concept de forum bulletin board ou chacun peut enrichir
le debat en postant des messages lorigine et lordre des interventions sont sauvegardes et
permettent une reconstitution dieree de la discussion 

 Le modele asynchrone permet par essence de retrouver lhistorique dune
discussion
La communication en tempsreel est toutefois interessante car elle permet a une discussion
de se derouler sans perte de temps et avec une synergie que lon ne retrouve pas si les
utilisateurs travaillent leur intervention avant de la diuser  De plus dans une discussion en
tempsreel une seule ligne conductrice emerge alors que dans une communication asynchrone
plusieurs apartes dierents peuvent 	etre generes a cause du delai induit par des reponses
non instantanees  Ce phenomene peut conduire a une perte decacite 
 La communication en temps reel permet de recreer la spontaneite des reu 
nions de travail
	 Structuration de la communication
Concernant la structuration de la communication deux alternatives sont a considerer  soit
les participants sont encourages a diriger euxm	eme la communication social protocol soit
le systeme se charge du contr	ole de celleci software protocol et ceci dune maniere plus
ou moins rigide  La rigidite varie selon que la structure est globale la m	eme pour toute
interaction ou locale dependante de linteraction consideree Miles    Les trois cas de

gures proposes par la litterature sont les suivants 
Theorie de la communication speech act
Certains systemes e g  Coordinator Winograd   se basent sur la theorie de la communi
cation et orent des schemas de communication que doivent suivre les participants  Ainsi
chaque interaction est de
nie par un graphe detat pour lequel lissue a defaut d	etre con
nue a lavance est du moins previsible  Le principal defaut de cette methode est quelle est
trop contraignante Dykstra   ainsi il nest pas possible dintegrer un schema pour lequel
il ny a pas de reponse simple noti
cation ou encore pour lequel certaines reponses sont
implicites abstention lors dun vote  De plus il nest pas possible domettre certains etats
intermediaires lorsque des evenements exterieurs sont realises  Lemploi de cette methode
est dicile dans le cadre dune communication de groupe vu la complexite des graphes
detats mis en jeu 
Messages semistructures
Lutilisation des messages semistructures Malone  permet de structurer la communica
tion sans 	etre toutefois aussi rigide que la methode precedente  Un message semistructure

est un message pour lequel certains champs sont remplis automatiquement par le systeme
alors que dautres doivent 	etre remplis par lutilisateur  Il est a noter que lutilisateur peut
eventuellement modi
er les premiers ou laisser vides les seconds  Linter	et est double  
lemetteur peut se concentrer sur les aspects importants de son message puisque la par
tie fastidieuse est automatiquement remplie par le systeme et  le destinataire bene
cie
dune plus grande souplesse pour le tri ou le 
ltrage puisque les champs prede
nis sont
plus facilement interpretables normalises et exempts derreurs  Les News et le E Mail sur
Internet LENS Malone   KSM Yoder  et gIBIS Conklin  utilisent des messages
semistructures 
Cette methode est cependant mal adaptee aux communications en tempsreel car le grain
eleve inherent aux messages semistructures le message doit 	etre completement rempli avant
d	etre envoye ne permet pas de repondre aux besoins de ces communications  En revanche
les messages semistructures sont particulierement bien adaptes a la communication asyn
chrone puisquils permettent dintegrer automatiquement des informations aux messages 
Cest a dire pour la communication de groupe  le sujet partie du document concernee
le groupe de destinataire et pour la communication directe  lheure le lieu la reference a
dautres messages des motscles 
Absence de structure
Lapproche retenue dans ACE Dykstra   Boardnoter Ste
k b et Cognoter Ste
k b 
diere grandement des approches precedentes puisquelle part du principe que les utilisa
teurs sont plus aptes que le systeme a de
nir la structure de linteraction  Les modi
cations
realisees a laide de divers outils apparaissent en tempsreel dans une zone de travail partagee
par les utilisateurs 
Toutefois cette methode soure du manque de structure associe a la communication qui en
particulier ne permet pas a un utilisateur de retrouver de maniere asynchrone en diere
le cheminement de la pensee des autres utilisateurs au cours de la discussion  Elle est
donc mieux adaptee a une communication directe en tempsreel qua une communication de
groupe asynchrone 
 Conclusion
Ce chapitre avait pour but de presenter les composants principaux dun environnement
dedition cooperative  lediteur et le module de communication communication de groupe
et communication directe  Letude de ces composants nous a permis de decrire les dif
ferentes alternatives plus ou moins rigides permettant de structurer la collaboration 

Dans la section consacree a lediteur ont ete presentes dune part les mecanismes pessimistes
et optimistes de contr	ole de concurrence et dautre part les dierentes reponses au probleme
de la revision des documents que lon peut trouver dans la litterature 
Concernant la partie communication letude des aspects tempsreel et asynchrone laisse
appara	tre que chacun des deux modes repond a des besoins dierents et complementaires 

Partie II
Coherence


Chapitre 
Crit eres de coherence  denitions
 Introduction
La coherence des donnees partagees peut 	etre violee lorsque plusieurs utilisateurs les mod
i
ent concurremment  Ce probleme nest pas uniquement lie a ledition cooperative mais
plus generalement aux applications distribuees  Lorsque les donnees sont dupliquees a des

ns de tolerance aux fautes par exemple le probleme se complique  Si une donnee D existe
en plusieurs exemplaires dans le but de resister aux defaillances assurer la coherence de
chacun des duplicas d
i
ne sut pas a garantir que lensemble des duplicas sera luim	eme
coherent  En eet les operations peuvent avoir ete appliquees dans des ordres dierents
sur les duplicas d
i
avec pour resultat que la coherence mutuelle de lensemble nest plus
respectee  Ce probleme suscite un grand inter	et et nombre de contributions ont ete faites
dans ce domaine Sheth  Bernstein  ElAbaddi   
Informellement parlant un critere de coherence impose un ordre partiel

sur les evenements
du systeme  Cet ordre represente les contraintes dordonnancement que doit respecter le
systeme a
n de garantir le critere considere en dautres termes une violation de cet ordre
entra	ne une violation du critere de coherence 
Ce chapitre a pour but de presenter les contributions etant ou pouvant 	etre utilisees dans le
cadre de ledition cooperative  La section  decrit le modele que nous utilisons pour de
nir
les dierents criteres de coherence que nous avons retenus  Ces criteres sont la coherence
sequentielle et la linearisabilite! ils sont de
nis formellement dans la section   La section 
presente les dierentes mises en oeuvre proposees dans la litterature pour garantir les criteres
precedemment cites dans le cadre de ledition cooperative 
 
L
ordre total  etant un cas particulier d
ordre partiel

 Modele
Le systeme consiste en un ensemble de n processus fP

     P
n
g accedant de maniere con
currente a des objets representant les donnees partagees  Les objets ne sont accessibles
quau travers doperations prede
nies qui leur sont propres  Une operation O
i
realisee
par le processus P
i
sur lobjet X sera note O
i
XAR ou A est largument de loperation
et R le resultat de loperation retourne par lobjet

  Loperation O
i
XAR se decom
pose en deux evenements  une invocation notee INV
i
O
i
XA emise par le processus
P
i
et destinee a lobjet X et la reponse correspondante m	eme operation m	eme objet
notee RES
i
O
i
XR emise par lobjet a destination du processus requerant  La 
gure  
presente les deux manieres de modeliser les operations eectuees sur lobjet X par un pro
cessus P
i
  Lobjet X est de type registre et Ecr et Lec sont les operations decriture
et de lecture de
nies sur cet objet  Le temps secoule de la gauche vers la droite  Dans
la 
gure  a les operations mettent en uvre des communications symbolisees par des
eches entre le processus P
i
et lobjet X   Dans la 
gure  b la communication est con
sideree comme instantanee et une operation appara	t comme un intervalle compris entre
linvocation et la reponse correspondante  Nous utiliserons cette deuxieme representation
dans la suite de ce chapitre 
Lec (X)3
i i ii
iEcr (X,3) i
X
Pi Pi
iEcr (X,3) iLec (X)3
RES (Ecr (X,3)ok) INV (Lec (X))INV (Ecr (X,3)) i iii RES (Lec (X)3)
a b
Figure    Schema dune operation
Un objet duplique X est represente dans le systeme par un ensemble de duplicas fx

     x
m
g 
Nous distinguerons les deux niveaux dabstraction en appelant objet logique lobjet duplique
X  et objet physique un duplica x
i
  Dans un contexte non duplique lobjet logique et lobjet
physique sont confondus 
Les operations realisables sur les duplicas x
i
sont les m	emes que celles de
nies sur X   En
dautres termes une operation logique O
i
XAR peut 	etre decomposee en plusieurs opera
tions physiques appliquees sur les objets physiques fo

i
x

 a

r

     o
n
i
x
n
 a
n
r
n
g  Les ar
guments a
j
seront identiques puisque cest la m	eme operation que lon veut appliquer a
chacun des duplicas! en revanche les resultats r
j
peuvent 	etre dierents puisquils peu
vent 	etre dependants de letat de lobjet physique au moment de loperation  Au niveau

Dans la suite de ce chapitre lorsque certaines de ces informations ne sont pas indispensables elles seront
omises an de simplier les notations

des reponses on considere que la reponse dune operation logique est construite a partir
des reponses des operations physiques  Dans la suite de ce chapitre les de
nitions feront
reference a des objets logiques 
Une invocation est dite en attente tant que la reponse na pas ete recue par le processus
invoquant et achevee dans le cas contraire  Pour un objet une operation est consideree
comme prenant eet instantanement a un instant compris entre la reception de linvocation
et lenvoi de la reponse correspondante  Dans la suite de ce chapitre nous ne considerons
que des operations achevees 
Lensemble partiellement ordonne de
ni par un ensemble doperationsO muni dune relation
dordre partiel
 
R
 est appele une histoire H  notee O
R
  Lorsque la relation dordre
R

de
nit un ordre total sur lensemble O lhistoire O
R
 est dite sequentielle  Considerant
une histoire H  on peut restreindre lensemble des operations considerees a un processus
P
i
 ou a un objet X particulier  Soit H j
P
i
la sous histoire restreinte aux operations du
processus P
i
et H j
X
la soushistoire restreinte aux operations realisees sur lobjet X   H j
P
i
est egalement note O
P
i

R

Hj
P
i
 ou O
P
i
est la restriction au processus P
i
des operations
considerees dans H  et
R

Hj
P
i
la restriction de la relation dordre
R
 au sousensemble O
P
i
de O  De la m	eme maniere H j
X
est egalement note O
X

R

Hj
X
 ou O
X
est la restriction
a lobjet X des operations considerees dans H  et
R

Hj
X
la restriction de la relation dordre
R
 au sousensemble O
X
de O 
Une execution dun ensemble de processus fP

     P
n
g est une collection dhistoires H j
P
i
de
nissant les actions de chacun des processus P
i
  Cette execution de
nit un ensemble
totalement ordonne dinvocations et de reponses de ces processus  Cet ordre total correspond
a lobservation en tempsreel du systeme par un observateur externe ideal 
Il est possible a partir de cet ordre total de de
nir la relation dordre partiel
TR
 sur lensemble
des operations O executees avec la de
nition suivante


De
nition    ordre
TR

Soient O
i
et O
j
deux operations executees respectivement par les processus P
i
et P
j
 Si considerant lordre temps reel dans lequel les evenements du systeme
se deroulent la reponse dune operation RES
i
O
i
 precede linvocation dune
operation INV
j
O
j
 alors O
i
TR
 O
j

Dans un systeme fortement couple comme par exemple une machine parallele il est possible
de mettre en uvre une observation en tempsreel  En revanche pour un systeme faiblement
couple e g  un systeme distribue a fortiori a grande echelle la notion de tempsreel na

Nous d enirons par la suite ce que repr esente cette relation d
ordre

TR pour Temps	R eel

pas de sens compte tenu de labsence dune horloge globale commune a tout le systeme
distribue  De plus sur le plan humain cette notion dordre total respectant le temps
reel nest pas apprehendable  En eet deux personnes distantes ne sont pas capables de
determiner un ordre total de leurs actions a moins quelles ne soient en communication 
La notion de communication entre ces deux protagonistes implique une dependance causale
si la communication a une repercussion sur les actions futures de ces derniers  Ceci nous
amene a considerer un ordre partiel qui tient compte de ces dependances causales entre les
evenements du systeme  Ces dependances causales peuvent avoir deux origines 
La premiere origine est due aux interactions directes entre processus a laide de messages
cest la relation happened before notee 
hb
 de
nie par Lamport Lamport  de la maniere
suivante 
 si deux evenements E
i
et E
i
ont lieu sur un m	eme processus P
i
dans lordre E
i
puis
E
i
alors E
i

hb
E
i
!
 si deux evenements E
i
et E
j
ont lieu sur deux processus P
i
et P
j
et que E
i
est lemission
par P
i
dun message M et que E
j
est la reception de M par P
j
alors E
i

hb
E
j
!
 par transitivite si pour trois evenements E E et E nous avons E 
hb
E et
E 
hb
E alors E 
hb
E 
A partir de la relation dordre partiel 
hb
sur les evenements du systeme nous construisons
la relation dordre partiel entre les operations de la maniere suivante


De
nition    ordre
DCs

Si considerant la relation dordre happened before sur les evenements du sys 
teme la reponse dune operation RES
i
O
i
 precede linvocation dune operation
INV
j
O
j
 alors O
i
DCs
 O
j

La seconde origine des dependances causales est due aux operations invoquees par les pro
cessus sur les objets donnees  Elle decoule de lobservation par un processus P
i
des actions
realisees par un processus P
j
sur les objets  Elle permet de de
nir une relation dordre entre
les operations dune execution  Lordre
DCd
 est de
ni comme suit


De
nition    ordre
DCd

 si un objet X execute sequentiellement une operation O
i
invoquee par un pro 
cessus P
i
puis une operation O
j
invoquee par un processus P
j
 alors O
i
DCd
 O
j

 si un m	eme processus P
i
execute sequentiellement deux operations O
i
puis
O
i
alors O
i
DCd
 O
i
  soient trois operations O O et O telles que
O
DCd
 O et O
DCd
 O alors O
DCd
 O

DCs pour D ependance Causale systeme  ie entre processus

DCd pour D ependance Causale sur les donn ees

La 
gure   illustre les trois relations dordre considerees 
TR
 
DCs
 
DCd
   Soit X Y Z des
objets de type registre et Ecr et Lec les operations decriture et de lecture sur ces objets 
Nous materialisons par une eche oblique une communication entre les processus P
j
et P
i
 
H1
P
P
i
j
Ecr (X,3) Ecr (X,2)
Ecr (Y,3)
Ecr (Z,4)i i i
Lec (X)2j j
Figure    Ordres sur les operations
Nous avons Ecr
i
X 
TR
 Ecr
j
Y  car la reponse correspondant a loperation Ecr
i
X 
precede linvocation de loperation Ecr
j
Y  lorsque le tempsreel est considere  A cause
du message entre P
j
et P
i
nous avons Ecr
j
Y 
DCs
 Ecr
j
Z   Finalement lobjet X
realise dabord lecriture de  par P
i
et ensuite la lecture de cette valeur par P
j
  Les deux
operations sont donc ordonnees par
DCd
 de la maniere suivante  Ecr
i
X 
DCd
 Lec
j
X 
Nous de
nissons
DC
 comme etant la reunion de
DCs
 et
DCd
  
De
nition    ordre
DC

 si deux operations O et O sont telles que O
DCs
 O alors nous avons
egalement O
DC
 O  si deux operations O et O sont telles que O
DCd
 O
alors nous avons egalement O
DC
 O  soit trois operations O O et O
tel que O
DC
 O et O
DC
 O alors par transitivite O
DC
 O
Nous allons illustrer linter	et de considerer lordre
DC
 impose par les dependances causales
plut	ot que
TR
 impose par le tempsreel sur un exemple concret dans le contexte de ledition
cooperative  Soient deux utilisateurs U
i
et U
j
travaillant sur le m	eme document P
i
et
P
j
sont les processus modelisant leurs actions respectives sur le document  Linteraction
normale entre P
i
et P
j
est realisee par les acces successifs au document partage  Supposons
que U
i
ecrive une nouvelle version du document pendant que U
j
desire lire le document 
Deux scenarii sont possibles   U
i
ecrit et U
j
lit ce que U
i
a ecrit ou bien  U
j
lit
lancienne version et U
i
en ecrit une nouvelle  Si lon considere quapres avoir ecrit la nouvelle
version U
i
envoie un message electronique e mail a U
j
 et que U
j
prenne connaissance de
ce message avant de lire le document alors seul le premier scenario est possible  Bien que la
communication par e mail soit exterieure aux processus P
i
et P
j
 son existence invalide un
des scenarii qui pourrait conduire a une incoherence si par exemple le message en question
fait reference aux modi
cations faites par U
i
 
Plus formellement limportant dans une execution est dexhiber lordre concernant les opera

tions qui sont causalement dependantes et non pas un ordre total sur toutes les operations 
En eet peu importe lordre dexecution de deux operations independantes puisque les
eets sont identiques  Cest en ce sens que lordre implique par le tempsreel est trop con
traignant  En revanche si une dependance DCs impose un ordre entre deux operations cet
ordre peut inuencer le resultat de lexecution  Cest pour cela que ne considerer que les
dependances DCd est insusant  Lordre construit a partir des dependances DCs et DCd
est un compromis acceptable dans le cadre des systemes distribues cette armation sera
etayee dans la suite de ce chapitre 
La suite de cette section a pour but de rappeler un certain nombre de de
nitions visant
a simpli
er la formulation des criteres de coherence  Ces de
nitions sont pour la plupart
inspirees de celles de Herlihy  Attiya   
Nous considerons dans la suite de ce chapitre que les histoires de chacun des processus P
i
i e  les H j
P
i
 sont sequentielles  Il est a remarquer que cela nimplique en rien que les
histoires restreintes aux objets i e  les H j
X
 soient sequentielles puisque les objets peuvent
traiter de maniere concurrente des requ	etes en provenance de plusieurs processus 
Considerons un environnement sequentiel ou toutes les operations sont eectuees sequen
tiellement sur une machine unique  Pour chaque objet il est possible de de
nir dans cet
environnement une speci
cation sequentielle
De
nition    speci
cation sequentielle
La speci
cation sequentielle dun objet modelise les comportements acceptables
dun objet dans un environnement sequentiel
Par exemple considerons un objet X de type registre soumis a des requ	etes sequentielles
une seule requ	ete est traitee a la fois  Un comportement non acceptable serait quune
ecriture de a dans X precede immediatement une lecture X produisant la valeur b # a 
Ce cas de 
gure ne se conforme pas a laxiomatisation de
nie pour les objets de types
registres Misra   
La speci
cation sequentielle est de
nie en fonction du type de lobjet ce qui explique quil
ne peut 	etre generiquement de
ni et quune de
nition speci
que a chaque type dobjet doit
	etre consideree  La speci
cation sequentielle peut 	etre decrite soit sous la forme daxiomes
Misra  Herlihy  soit sous la forme dune machine a etats Weihl   
Nous presentons cidessous un exemple de speci
cation sequentielle appliquee a un objet de
type pile en utilisant laxiomatisation q et q
 
representent cidessous respectivement letat
de la pile Q avant et apres la realisation de loperation  Pour quune operation puisse
	etre realisee il faut que la precondition soit valide et quune fois loperation achevee la
postcondition soit realisee 

Axiome   Empiler
precondition  VRAIE
EmpilerQaOk
postcondition  q  insererqa
Axiome   Depiler
precondition  q nest pas vide
DepilerQb
postcondition  q  resteq et b  sommetq
Si une histoire H j
X
de lobjet X est sequentielle et conforme a la speci
cation sequentielle
de lobjet X  alors elle est dite histoire sequentielle legale  Par extension il est possible de
de
nir la legalite pour une histoire sequentielle H quelconque 
De
nition    Histoire legale Weihl  Herlihy 
Une histoire H est legale si pour tout objet X lhistoire H j
X
relative a lobjet
X est legale
La formalisation des criteres de coherence fait generalement appel a une execution de
reference possedant les proprietes requises pour le critere de coherence  Lexecution que
lon veut etudier est alors comparee a cette execution de reference  Pour ce faire la notion
degalite et dequivalence dhistoires est de
nie cidessous 
De
nition   

Egalite de deux histoires
Deux histoires H et H
 
sont dites egales notee H # H
 
 si et seulement si
les ensembles devenements sont les m	emes et si les relations dordre sur les
operations des deux histoires sont identiques
De
nition   

Equivalence de deux histoires Herlihy 
Deux histoires H et H
 
sont dites equivalentes notee H  H
 
 si et seulement
si pour tout processus P  H j
P
# H
 
j
P

Les trois histoires de la 
gure   sont equivalentes puisque lordre des operations de chacun
des processus est preserve  Notons au passage lequivalence entre lhistoire concurrente H

et lhistoire sequentielle H
 
  Cela signi
e que dans lhistoire H

tout sest passe comme
si les operations etaient appliquees sequentiellement bien que ce ne soit pas le cas puisque
en particulier lecriture de  dans X par P
i
et la lecture de cette m	eme valeur par P
j
se
chevauchent  Ce point sera developpe dans la section qui suit ou nous nous attacherons a
de
nir un sens a cette equivalence entre histoires 
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H1
P
P
P
P
H2
H3
Ecr (X,3)
Lec (X)3
Ecr (X,3) Ecr (X,2)
i
j
Ecr (X,3)i Ecr (X,2)i
j Ecr (Y,3)j
i Lec (X)3j Ecr (X,2)i Ecr (Y,3)j
i i
Lec (X)3j Ecr (Y,3)j
i
j
Figure    Histoires equivalentes
 Criteres de coh erences
Un critere de coherence pour une histoire H peut 	etre vu comme un ensemble de proprietes
que doit respecter lhistoire H   Les criteres de coherence sont classes en deux categories les
criteres de coherence forts et les faibles  Cette dichotomie se base sur une equivalence ou
non de lhistoire H que lon considere a une histoire sequentielle S  La non equivalence a
une histoire sequentielle entra	ne la faiblesse du critere 
Une propriete interessante pour un critere de coherence est la propriete de localite de
nie
cidessous 
De
nition    Localite dun critere de coherence Herlihy 
Un critere de coherence C satisfait a la propriete de localite si pour chaque his 
toire H et chaque objet X H j
X
satisfait C alors H satisfait C
La propriete de localite ne signi
e pas que les informations qui permettent dassurer le critere
de coherence doivent 	etre locales

 mais elle signi
e quen assurant le critere de coherence sur
chacun des objets alors le m	eme critere de coherence est garanti sur lensemble du systeme 
Nous allons presenter dans cette section trois criteres de coherence forts  la coherence
sequentielle la linearisabilite et 
nalement la NTR linearisabilite  Les deux premiers criteres
sont issus de la litterature le dernier de
ni dans le cadre de cette these est une restriction
de la linearisabilite visant a aaiblir les contraintes dordonnancement de la linearisabilite 

Par exemple comme nous le verrons par la suite la lin earisabilit e se base sur le temps	r eel qui est une
information globale

  Coherence sequentielle
La coherence sequentielle a ete introduite par Lamport initialement dans le cadre des ma
chines paralleles a memoire distribuee  Cependant ce critere est egalement employe dans
les systemes repartis souvent sous la denomination de coherence forte ce qui pr	ete souvent
a confusion 
La de
nition informelle donnee par Lamport est la suivante 
De
nition    Coherence sequentielle Lamport 
Une execution est sequentiellement coherente si son resultat est le m	eme que si
les operations de tous les processus avaient ete executes dans un ordre sequentiel
quelconque et que les operations de chacun des processus apparaissent dans cette
sequence dans lordre speci
e par son programme
Cette de
nition informelle reste incomplete par certains points  Par exemple le terme re
sultat nest pas de
ni et peut signi
er le resultat 
nal tous les resultats intermediaires ou
encore les resultats intermediaires qui sont observes  De m	eme il nest pas clair que lordre
des operations speci
e par le programme doit 	etre respecte ou si des permutations sont
autorisees pour peu quelles ne changent pas ce resultat 
Suite a larticle de Lamport un grand nombre de de
nitions ont ete proposees qui peuvent
	etre classees en deux categories 
La premiere ne considere quun seul type dobjet les registres mais prend en consideration
les proprietes du modele sousjacent  Ces de
nitions Dubois  Scheuring  Afek 
Adve a Adve b Gharachorloo  Raynal  sont plus particulierement destinees au
contexte de la coherence de cache pour les machines paralleles a memoire partagee 
La deuxieme categorie Weihl  Herlihy  Mavronicolas  Attiya  propose une ap
proche dierente  elle considere un modele plus general adapte au contexte des systemes
repartis  En particulier le type de lobjet et les speci
cites qui en decoulent sont pris en
consideration  Cette approche permet de formaliser la de
nition de Lamport 
De
nition    Coherence sequentielle Attiya 
Lhistoire H est sequentiellement coherente sil existe une histoire sequentielle S
equivalente a H telle que S soit legale
Dans cette de
nition cest la propriete de legalite qui assure la coherence sequentielle  Les
exemples des 
gures   et   montrent quatre executions mettant en jeu un objet X de
type registre et deux operations  ecriture Ecr et lecture Lec 
Les deux histoires H

et H

de la 
gure   ne dierent que par les valeurs retournees par les
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H1
P
P
i
j
Pk
iLec (X)1 iLec (X)2
H
P
P
i
j
Pk
Ecr (X,1)
Ecr (X,2)
iLec (X)1iLec (X)2
S i
Lec (X)1 Ecr (X,2) iLec (X)2
S i i
Ecr (X,2) Lec (X)2 Ecr (X,1) Lec (X)1
j
k
Ecr (X,2)k
Ecr (X,1)j
1
2
2 k j
Ecr (X,1)k j
Figure    Histoires sequentiellement coherentes
operations de lecture eectuees par le processus P
i
  Dans H

la premiere valeur est  et la
seconde est  alors que lordre est inverse pour H

  Lequivalence a une histoire sequentielle
legale ne fait intervenir que les dependances sur les objets ordre partiel DCd entre les
operations ce qui implique en particulier que les operations Ecr
j
X  et Ecr
k
X  des
histoires H

et H

sont concurrentes et donc peuvent 	etre realisees dans nimporte quel
ordre  En particulier Ecr
j
X  peut eectivement prendre eet apres Ecr
k
X  bien
que loperation ait demarre avant si lon considere le tempsreel  Les histoires H

et H

de la 
gure   respectent donc la coherence sequentielle puisquelles sont equivalentes aux
histoires sequentielles S

 resp  S

 qui sont sequentielles et legales 
Lhistoire H
 
de la 
gure   correspond a lhistoire H

de la 
gure   dans laquelle
nous avons ajoute trois couples doperations sur les objets de type registre Y  Z et T 
fEcr
j
Y  Lec
i
Y g fEcr
i
Z  Lec
k
Zg et fEcr
k
T  Lec
i
T g 
Les operations sur le registre Y de
nissent une dependance de type DCd qui ordonne
Ecr
j
X 
DCd
 Lec
i
X  Les operations sur le registre Z de
nissent une autre depen
dance DCd qui ordonne Lec
i
X
DCd
 Ecr
k
X   Finalement les operations sur le reg
istre T de
nissent une troisieme dependance DCd qui ordonne Ecr
k
X 
DCd
 Lec
i
X 
Lhistoire H

de la 
gure   correspond a lhistoire H

de la 
gure   dans laquelle nous
avons egalement de
ni des dependances de type DCd similaires 
Lhistoire H
 
est sequentiellement coherente puisquelle est equivalente a S
 
  En revanche
pour lhistoire H

il est impossible de trouver une histoire sequentielle legale equivalente a
H

a cause de la dependance Ecr
k
X 
DCd
 Lec
i
X 
La m	eme histoire H

va servir dans la 
gure   a montrer que la coherence sequentielle
ne possede pas la propriete de localite  En eet H

nest pas sequentiellement coherente
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H
P
P
i
j
Pk
iLec (X)1 iLec (X)2
S
Ecr (X,1)j
Ecr (X,2)k
iLec (Y)1 iEcr (Z,1)
Ecr (Y,1)j
kLec (Z)1
Lec (T)1i
H
P
P
i
j
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Ecr (X,1)j
Ecr (X,2)k
iLec (Y)1 iEcr (Z,1)
Ecr (Y,1)j
kLec (Z)1
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Ecr (T,1)k
Ecr (T,1)k
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Figure    H
 
est sequentiellement coherente H

ne lest pas
et pourtant les histoires H j
X
 H j
Y
 H j
Z
et H j
T
sont sequentiellement coherentes puisque
equivalentes a des histoires sequentielles legales 
	 Linearisabilite
La linearisabilite Herlihy  est de
nie comme suit 
De
nition    Linearisabilite Herlihy 
Lhistoire H est linearisable sil existe une histoire sequentielle S equivalente a
H telle que  S soit legale et 
TR

H

TR

S

Informellement la linearisabilite impose en plus que lhistoire sequentielle legale S respecte
lordre tempsreel des operations de H que pourrait observer un observateur externe  En
dautres termes il nest pas possible de permuter dans S deux operations ordonnees par
TR

dans H   Ceci est illustre dans la 
gure   qui reprend les histoires H

et H

de la 
gure   
Lhistoire H

est equivalente a lhistoire sequentielle legale S

qui respecte lordre
TR
 de H

 
En revanche lhistoire H

nest pas linearisable car lordre
TR
 impose pour le registre X que
Lec
i
X
TR
 Ecr
k
X  dans lhistoire sequentielle S

  Dans ces conditions S

ne peut 	etre
legale 
La linearisabilite est un critere de coherence qui respecte la propriete de localite  Ce qui
donne lequivalence suivante 

H
P
P
i
j
Pk
Ecr (X,1)j
Ecr (X,2)k
iLec (Y)1 iEcr (Z,1)
Ecr (Y,1)j
kLec (Z)1
Lec (T)1i
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Figure    La coherence sequentielle ne possede pas la propriete de localite
une histoire H est linearisable si et seulement si pour tout objet X son histoire H j
X
est
linearisable la preuve est donnee dans Herlihy   
 NTRlinearisabilite
La motivation de la de
nition de la NTRlinearisabilite est ladaptation de la linearisabilite
au contexte reparti  En eet le probleme essentiel de la linearisabilite est de prendre en
compte lordre global
TR
 sur les evenements ce qui nous lavons precise precedemment est
dicilement envisageable pour un systeme reparti 
Nous proposons un critere de coherence moins contraignant que la linearisabilite mais qui
garde la propriete de localite  Lidee de base est de remplacer lordre
TR
 par lordre
DC
 que
nous avons de
ni dans la section  
Nous allons montrer que la relation dordre partiel
DC
 permet de de
nir un critere de co
herence que nous appelons linearisabilite non temps reel NTRlinearisabilite moins con
traignant que la linearisabilite mais qui conserve neanmoins la propriete de localite  La
NTRlinearisabilite est de
nie comme suit 
De
nition    NTR linearisabilite
Lhistoire H est NTR linearisable sil existe une histoire sequentielle S equiva 
lente a H telle que  S soit legale et 
DC

H

DC

S

La NTRlinearisabilite est une propriete locale comme le stipule la proposition suivante 
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P
i
j
Pk
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Figure    H

est linearisable H

ne lest pas
Proposition   H est NTR linearisable  objet X H j
X
est NTR linearisable
Pour demontrer cette proposition nous avons besoin du lemme  cidessous et de quelques
notations supplementaires  La preuve est inspiree de celle utilisee pour demontrer que la
linearisabilite est une propriete locale Herlihy   
Soit une histoire H note O
DC

H
 et un objet X   Conformement aux notations introduites
la projection H j
X
de H sur lobjet X peut 	etre notee Oj
X

DC

Hj
X
  Lhistoire H j
X
est
NTRlinearisable ssi il existe une histoire sequentielle S
X
equivalente a H j
X
telle que S
X
soit legale et
DC

Hj
X

DC

S
X
  Cette histoire S
X
est egalement notee Oj
X

DC

S
X

Lemme   Soit une histoire H munie de la relation dordre partiel
DC

H
 Si
pour chaque objet X H j
X
est NTR linearisable alors on peut construire une
relation dordre partiel
R

H
telle que

DC

H

R

H
 pour tout objet X
DC

S
X

R

H

PREUVE 
Nous allons montrer que
R

H
#
DC

H

S
X
DC

S
X
est un candidat 
La demonstration se fait par contradiction et lhypothese a refuter est la suivante 
R

H

de
ni cidessus nest pas une relation dordre en dautres termes il existe au moins un cycle
dans les operations de HO
R

H
 
Soit C un cycle minimal C # O

R

H
O

R

H
     
R

H
O
n
R

H
O

 
Si toutes les operations concernent le m	eme objet X  alors
DC

S
X
nest pas une relation
dordre ce qui est faux  Donc les operations O
i
mettent en jeu au moins deux objets 

Par reindexation soient O

et O

deux operations mettant en jeu des objets dierents 
Supposons que lobjet manipule par O

soit X ! nous allons prouver que les operations
O

        O
n
ne sont pas des operations sur X   Cela est vrai pour O

par construction nous
allons prouver que cela est vrai pour les autres 
Soit O
i
avec i #  une operation mettant en jeu X   Les operations O

et O
i
sont ordonnees
par
DC

S
X
donc sont en relation par
R

H
dapres la de
nition de
R

H
  Ce qui implique que
O

R

H
O
i
R

H
     
R

H
O
n
R

H
O

est un cycle plus petit que C ce qui est contraire a
lhypothese que C est un cycle minimal  Donc O

        O
n
ne sont pas des operations sur X  
Comme O
n
R

H
O

et O

R

H
O

par de
nition de C et que O
n
 O

et O

ne sont pas en
relation par
DC

S
X
nous avons forcement par construction de
R

H
les relations suivantes 
O
n
DC

H
O

et O

DC

H
O

  La relation dordre
DC

H
est par de
nition transitive donc nous
avons O
n
DC

H
O

  Ce qui implique que O

R

H
     
R

H
O
i
     
R

H
O
n
R

H
O

est un cycle
plus petit que C ce qui est en contradiction avec lhypothese que C est un cycle minimal 
Il ne peut donc pas exister de cycle C et par consequent
R

H
est une relation dordre  
PREUVE  de la proposition
La partie implication 	  est evidente il reste donc a demontrer que
 objet X  H j
X
est NTRlinearisable 	 H est NTRlinearisable 
Puisque chacun des objets X est NTRlinearisable il existe pour chacun deux une histoire
sequentielle S
X
equivalente a H j
X
telle que  S
X
est legale et 
DC

Hj
X

DC

S
X
 
Considerons lhistoire H
 
O
R

H
 ou
R

H
#
DC

H

S
X
DC

S
X
et O est lensemble des opera
tions de H   Dapres le lemme  et lhypothese que les H
X
sont NTRlinearisables
R

H
est
une relation dordre partiel donc 
 par construction H
 
O
R

H
 est une histoire equivalente a H  

R

H
etant une relation dordre alors il est possible de letendre dans un ordre total
R

S
et ainsi de
nir SO
R

S
 une histoire sequentielle equivalente a H  
 S est legale car si S nest pas legale alors par de
nition il existe une histoire S
X
qui
nest pas legale ce qui est contraire aux hypotheses

R

H

R

S
par construction 
Donc H est NTRlinearisable  
Illustration
Si lon reprend la 
gure H

de la 
gure   lhistoire H j
X
nest pas NTRlinearisable  En
eet H j
X
qui est donnee dans la 
gure   ne peut 	etre equivalente a aucune histoire
sequentielle legale respectant DC  Cela est d	u aux dependances DCd entre les operations
sur X induites par les operations sur les registres Y  Z et T  
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Figure    La NTRlinearisabilite est plus contraignante que la coherence sequentielle
Ainsi dans lhistoire H

 les histoires des objets sont sequentiellement coherentes mais pas
NTRlinearisables  Ce sont les dependances DC qui conferent a la NTRlinearisabilite la
propriete de localite 
 Inuence du choix dun critere de coh erence sur la mise
en 	uvre
Si lon considere les de
nitions precedentes la linearisabilite assure la NTRlinearisabilite
qui implique ellem	eme la coherence sequentielle  Les trois criteres sont susants pour
garantir un comportement sequentiel legal dune execution donc susants pour garantir un
comportement acceptable par lutilisateur puisquil aurait pu 	etre obtenu si le programme
avait ete execute sur une machine unique  La logique voudrait que parce que plus permis
sive la coherence sequentielle soit un critere plus facile a mettre en uvre 
  Linearisabilite vs coherence sequentielle
Les de
nitions precedentes laissent clairement appara	tre que la linearisabilite garantit la
coherence sequentielle plus la conservation de lordre
TR
 entre les operations 
Deux constatations sont a faire  Dune part la linearisabilite est plus contraignante que
la coherence sequentielle et donc a priori plus dicile a garantir  Toutefois la coherence
sequentielle nest pas une propriete locale et assurer la coherence sequentielle sur chacun
des objets nassure pas la coherence sequentielle au niveau du systeme global  En revanche
la linearisabilite assure une telle propriete 
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Linter	et de la localite dans un systeme a grande echelle est tres important  Potentiellement
un systeme a grande echelle peut comprendre un grand nombre dobjets disperses sur des
sites geographiquement eloignes  Assurer un critere de coherence sur le systeme entier
uniquement en assurant ce m	eme critere sur chacun des objets pris separement permet
de reduire la complexite du probleme de plusieurs ordres de grandeur  La mise en uvre
est plus simple plus performante et plus facile a tester puisque modulaire  Le critere de
linearisabilite est donc tout a fait indique pour les systemes a grande echelle puisquil est
independant de la taille du systeme  Il est a remarquer pour etayer cette armation que
bon nombre de mises en uvre de la coherence sequentielle mettent en fait en uvre la
linearisabilite  Et cela bien avant que Herlihy et al  en donnent la de
nition 
	 NTRlinearisabilite vs linearisabilite
La linearisabilite est un critere local car il est possible sur chaque site de construire un
ordre total fonction du tempsreel sur lequel tous les sites sont daccord  Cette information
globale disponible localement sur chaque site permet un traitement local de la coherence 
La linearisabilite est donc un critere local parce quune information globale est disponible
localement  le temps reel  Cependant ceci presente un defaut majeur car la notion de
tempsreel nest pas disponible dans un systeme distribue et recreer le tempsreel par des
synchronisations fait perdre tout lavantage de la linearisabilite lorsque les synchronisations
sont co	uteuses e g  dans le cas des systemes distribues sur une grande echelle 
La NTRlinearisabilite se base sur un ordre partiel qui est inclus dans lordre tempsreel  Cet
ordre partiel est induit par les dependances causales a linterieur du systeme  Considerer cet
ordre partiel est interessant car les informations qui permettent de le garantir sont vehiculees
par les interactions entre les objets du systeme  En eet pour que deux evenements au sens
large dependent causalement lun de lautre il faut quil y ait une interaction entre les deux
et cest justement gr	ace a cette interaction que les informations causales vont 	etre propagees 
En dautres termes linformation globale susante pour assurer lordre partiel est disponible
localement  Il sut des lors de de
nir une extension lineaire de cet ordre partiel sur lequel
tous les sites soient daccord pour que la NTRlinearisabilite soit assuree 
 Conclusion
Nous avons de
ni dans ce chapitre le modele de systeme que nous considerons  Ce modele
nous a permis de presenter et de donner les de
nitions formelles de deux criteres de coherence
 la coherence sequentielle et la linearisabilite  Nous nous sommes limites a ces deux criteres
car ils nous paraissent plus particulierement utilisables dans le cadre de ledition cooperative 
Pour de plus amples details sur les criteres non abordes dans ce chapitre le lecteur peut se

referer a Dubois  Goodman  Hutto  Gharachorloo  Scheuring  Ahamad  
et au travail de synthese presente dans Sinha   
Concernant la linearisabilite nous proposons une variation de la linearisabilite classique
introduite par Herlihy et al  Dans la de
nition classique il est fait mention de temps
reel notion qui nest pas exploitable dans les systemes distribues a cause de limpossibilite
de de
nir un temps global  Notre approche se base sur la notion de dependance causale
et permet malgre ces restrictions de conserver les proprietes interessantes de la de
nition
originelle en particulier la propriete de localite qui permet de gerer de facon independante
chacun des objets du systeme 
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Chapitre 
Crit eres de coherence  mises en
uvre dans la litterature
 Introduction
Le chapitre precedent a presente les dierents criteres de coherence proposes dans la lit
terature  Ce chapitre a une approche beaucoup plus pratique du probleme de contr	ole de
coherence puisquil presente les mises en uvre que lon trouve dans les dierents environ
nements dedition cooperative existants 
Dans un premier temps nous presentons les mecanismes et les environnements dedition
cooperative qui les ont adoptes  Pour chacun de ces mecanismes nous precisons le critere
de coherence assure lorsque cela est possible 
Dans un second temps nous decrivons les problemes qui sont souleves par de telles approches
en general et en particulier dans un reseau a grande echelle  Pour chacun des problemes
evoques nous decrivons lapproche retenue dans Duplex pour pallier aux defauts mis en
evidence 
 M ecanismes mis en 	uvre dans la litt erature
Les protocoles utilises dans le cadre de ledition pour assurer la coherence du document
partage sont legion Ellis    Ils peuvent 	etre decomposes en deux categories  Les premiers
assurent un critere de coherence fort e g  coherence sequentielle ou linearisabilite mais
par une mise en uvre pessimiste du contr	ole de concurrence et les seconds proposent une
mise en uvre optimiste mais garantissent une semantique de coherence beaucoup plus
complexe a apprehender 
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	  Mecanismes pessimistes
Copie primaire ou duplication passive
Pour un objet duplique X  on distingue deux categories de duplicas  Un duplica particulier
est appele copie primaire et les autres copies secondaires  Toutes les operations modi

ant un objet X sont realisees sequentiellement sur la copie primaire garantissant ainsi la
coherence de lobjet  Les copies secondaires sont mises a jour periodiquement et peuvent
par consequent contenir des informations obsoletes  Au niveau de lutilisateur suivant la
coherence souhaitee les lectures peuvent se faire sur la copie primaire ou bien sur une
copie secondaire presente localement sur le site de lutilisateur  Les editeurs cooperatifs
SharedBook Lewis  et Mace NewmanWolfe a sont bases sur ce principe 
Ce protocole garantit la linearisabilite si tous les acces ecriture et lecture se font sur les
copies primaires  En revanche si des lectures sont eectuees sur la copie secondaire locale
a lutilisateur

 ni la linearisabilite ni la coherence sequentielle ne peuvent 	etre garanties 
En eet une lecture dune copie secondaire a pour eet de lire une valeur dans le passe
et ainsi violer lordre tempsreel des operations requis par la linearisabilite et la causalite
requise par la NTRlinearisabilite  De plus la coherence sequentielle est violee dans le cas
suivant 
Le processus P
i
realise les trois operations Lec
i
X Lec
i
Y  Lec
i
X et le processus P
j
les operations Ecr
j
X Ecr
j
Y   Initialement X et Y valent   Pour le processus P
i
les ecritures ne peuvent 	etre eectuees que dans lordre EcrY  puis EcrX  Pourtant
le processus P
j
les execute dans lordre inverse  Cette histoire nest pas sequentiellement
coherente bien quelle puisse se produire si par exemple les deux lectures de X se font dans
la copie secondaire 
Verrous implicites
Des verrous sont automatiquement acquis et rel	aches par le systeme en fonction des opera
tions invoquees par les utilisateurs  DistEdit Knister  fonctionne de cette maniere et un
verrou doit 	etre acquis avant toute operation accedant a un objet  Cette acquisition etant
exclusive il nest pas possible dacceder au m	eme objet tant que le verrou na pas ete rel	ache 
Ce protocole met en uvre la linearisabilite car les verrous permettent de sequentialiser les
ecritures sur chacun des objets et dordonner de facon correcte les lectures concurrentes
par rapport a une ecriture  La linearisabilite de chaque objet est assuree et par consequent
celle du systeme 
Certaine mises en uvre autorise une lecture alors quun objet est verrouille  Dans un con
 
C
est g en eralement dans ce but que le protocole de copie primaire est utilis e
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texte duplique il nest plus possible de garantir ni la linearisabilite ni la NTRlinearisabilite
ni la coherence sequentielle puisque cela permet de realiser une lecture dans le passe  En
eet si les lectures accedent a des duplicas dierents le m	eme cas de 
gure que pour les
copies secondaires peut se produire 
Quorum
Cest une methode basee sur un vote qui impose quun quorum generalement une majorite
de duplicas soit accessible pour pouvoir eectuer une operation le quorum depend de
loperation  Lacquisition dun tel quorum avant de realiser une operation emp	eche deux
operations pouvant engendrer un conit de sexecuter en m	eme temps  Chaque duplica x
i
possede un poids p
i
  Par exemple si N est la somme des p
i
 alors le quorum pour une
operation sera de N $   Dans ce cas deux operations ne pourront 	etre concurrentes 
En speci
ant un quorum de N pour les ecritures et  pour les lectures les ecritures seront
exclusives mais des lectures concurrentes seront autorisees  Dans les deux cas de 
gure
ce protocole met en uvre la linearisabilite puisque lutilisation des quorums a pour con
sequence une sequentialisation des operations 
En speci
ant un quorum de N$  pour les ecritures et  pour les lectures deux lectures
ou une lecture et une ecriture pourront se derouler concurremment  En revanche deux
ecritures ne pourront pas avoir lieu en m	eme temps  Malgre cela aucun des trois criteres
ne peut 	etre garanti car des lectures dans le passe sont possibles 
Deux possibilites sont a considerer pour la determination du quorum   le vote statique ou
le nombre de duplicas est 
xe et le quorum a obtenir est le m	eme y compris si des duplicas
ne sont plus atteignables et  le vote dynamique qui permet de prendre en compte les
pannes de duplicas  Lorsquun duplica nest plus atteignable ou considere comme tel il ne
participe plus aux votes pour les operations suivantes et le quorum necessaire est diminue
en consequence  Le vote statique peut entra	ner des blocages lorsque par exemple plus de
la moitie des duplicas sont inaccessibles  Iris Borgho  utilise un vote dynamique 
Controleur centralise
Un serveur centralise pour tout le systeme est responsable de lordre dans lequel les opera
tions sont eectuees sur chacun des objets  Dans le cas de Mace NewmanWolfe a ou
les donnees sont centralisees la mise a jour de la seule copie est eectuee par le serveur 
Dans le cas de Mule Pendergast  ou les donnees sont dupliquees et reparties sur les sites
utilisateurs le serveur indique lordre dans lequel les operations doivent 	etre realisees par
les sites stockant les copies 
Ce protocole met en uvre la linearisabilite puisque le serveur centralise sequentialise les

operations sur les objets soit directement en modi
ant lobjet soit indirectement en de
nis
sant lordre dans lequel il faut traiter les operations 
Ordonnancement des operations par objet
Cest une methode utilisant des mecanismes non centralises pour determiner lordre dans
lequel les operations doivent 	etre eectuees par chacun des sites contenant des copies  Cet
ordre nest pas forcement un ordre total et plusieurs criteres de coherence peuvent 	etre
obtenus suivant lordre impose  Ces protocoles utilisent des bo	tes a outils orant des
primitives de diusions multicast ordonnees e g  ISIS ISIS   PHENIX Malloth   
Par exemple DistEdit Knister  utilise une diusion totalement ordonnee i e  abcast
oerte par ISIS  pour assurer la mise a jour des copies reparties sur les sites utilisateurs 
Ce protocole met en uvre la linearisabilite puisquil ordonne totalement les operations sur
chacun des objets 
		 Mecanismes optimistes
Les methodes optimistes plus permissives sur le plan de la coherence sont utilisees dans le
cadre des editeurs en tempsreel  Elles autorisent des incoherences momentanees qui sont
corrigees au fur et a mesure de la disponibilite de nouvelles informations 
Operations reversibles
A la reception dune requ	ete par un des duplicas une operation est eectuee immediate
ment tout en sauvegardant un certain nombre dinformations a
n de pouvoir defaire cette
operation le cas echeant  Un mecanisme de synchronisation indique regulierement a chacun
des duplicas dans quel ordre les operations doivent plus justement auraient d	u 	etre exe
cutees  A la reception dune telle information chaque duplica defait les operations qui ne
sont pas correctement ordonnees puis les applique dans le bon ordre  Ainsi les sites peuvent
avoir momentanement des etats incoherents mais ceuxci sont rapidement corriges  Cette
methode a ete proposee par Sarin  pour les applications faisant intervenir des utilisateurs
multiples  La justesse des donnees est directement liee a la granularite des operations et a
la frequence des synchronisations 
Sur le plan de la coherence ce protocole assure la convergence des copies  il garantit qua
terme toutes les copies seront identiques m	eme si elles sont passees par des etats dierents 
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Transformation doperation
Cest une methode basee sur les priorites et la semantique des operations et suppose que
chaque utilisateur possede un duplica local  Un duplica possede un vecteur detat con
tenant le nombre doperations en provenance de chacun des autres duplicas quil a deja
eectues  La requ	ete dun utilisateur est immediatement appliquee sur le duplica local puis
envoyee aux autres duplicas accompagnee du vecteur detat du duplica local  A la recep
tion de cette operation chaque duplica distant compare son vecteur detat avec celui de
loperation  Si les deux vecteurs co%ncident loperation peut 	etre appliquee dans le cas con
traire loperation est transformee en consequence avant d	etre appliquee  Cette technique
est employee dans GROVE Ellis  et le lecteur pourra se referer a Ellis  pour plus de
details sur lalgorithme de transformation doperations  Cette methode peut 	etre consid
eree comme une detection de dependance avec une resolution automatique des conits pour
laquelle il ny a pas de retour en arriere mais une modi
cation de loperation a appliquer 
Ce protocole garantit egalement la convergence des copies 
 Faiblesse des m ecanismes pr esent es pour une utilisation
dans un r eseau a grande  echelle
Dans la litterature les problemes de critere de coherence ne sont pas reellement abordes ou
du moins ne prennent en compte ni les speci
cites du systeme distribue sousjacent ni celles
de lapplication consideree  Ainsi dans la plupart des precedentes approches le contr	ole de
concurrence pour eviter les operations conictuelles entre les dierents auteurs est impose
par le systeme  Les consequences sont  un manque de souplesse puisque lutilisateur ne
peut pas reellement choisir sa maniere de travailler  le critere de coherence assure par
le systeme est en general beaucoup trop fort pour ledition cooperative et  la mise en
uvre en est par consequent beaucoup trop contraignante 
Le premier point oblige lutilisateur a adapter sa maniere de travailler aux mecanismes im
poses par lenvironnement dedition cooperative  Cette approche est une entrave a lutilisa
tion generalisee de ce genre doutils 
Le deuxieme point conduit a une restriction de la concurrence potentielle car la semantique
des objets consideres partie de document nest pas prise en compte  En eet dans ledition
cooperative la semantique du contenu dune partie de document est plus important que le
contenu luim	eme et une coherence faible est souvent tolerable! ce qui nest pas le cas dun
registre  Par exemple le contenu dune partie du document peut avoir change alors que la
semantique reste la m	eme  En dautres termes lire une vieille version de la section  est
tout a fait acceptable lors de la redaction de la section  
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Finalement le troisieme point penalise les utilisateurs quand les performances du reseau
ne sont pas au rendezvous  Par exemple lorsquun reseau a grande echelle est considere
il devient dicile de gerer la duplication des donnees avec les mecanismes proposes soit
parce que ces derniers deviennent extr	emement co	uteux soit parce quils ne prennent pas
en consideration les pannes qui peuvent survenir dans un tel reseau  Un reseau a grande
echelle nest pas lextrapolation dun reseau local 
Les modeles consideres dans la litterature sont mal adaptes a ledition cooperative dans un
reseau a grande echelle  Ce point de vue est illustre dans les sections suivantes ou nous
mettons en evidence les faiblesses de ces modeles et ou nous proposons une alternative 
  Lecture et ecriture vs lecturemodicationecriture
La premiere constatation est que la demarche communement utilisee dans ces environ
nements est biaisee par le fait quils considerent comme operation de base des operations du
type lecture modication ecriture  Cest a dire charger la partie du document dans lediteur
lecture editer modication et sauvegarder ecriture  Pour garantir latomicite de telles
operations il est necessaire que letat de lobjet ne soit pas modi
e par un autre utilisateur
avant que lecriture ne soit eectivement realisee i e  entre la lecture et lecriture 
Dans de telles conditions une alternative est possible   latomicite des operations lecture 
modication ecriture est assuree par une politique pessimiste et la coherence est assuree a
un prix eleve en terme de restriction de la concurrence ou  latomicite des operations
lecture modication ecriture nest pas assuree et il est impossible de garantir un quelconque
critere de coherence 
Si lapproche consistant a considerer les operations de type lecturemodi
cationecriture
est envisageable dans un environnement local un certain nombre de mises en uvre en
sont le temoignage il nen est pas de m	eme lorsque lon se place dans un reseau a grande
echelle  Cela pour deux raisons essentielles  La premiere raison est liee a la multiplicite
des utilisateurs a leloignement geographique de ces derniers dierents fuseaux horaires
non connaissance des activites annexes de chacun et au type dinteraction fortement asyn
chrone  Cela impose une mise en uvre optimiste car il nest pas envisageable par exemple
quun utilisateur ne puisse pas travailler a cause dun autre utilisateur aux antipodes qui a
oublie de rel	acher le verrou sur un document avant de regagner son domicile  La deuxieme
raison est que la diculte pour chacun des utilisateurs dapprehender le systeme dans sa
globalite requiert une semantique claire quant au critere de coherence considere 
Pour notre part nous considerons quil faut garantir le critere de coherence au niveau des
operations de lecture et decriture ce qui peut 	etre realise sans entra	ner des delais au niveau
des utilisateurs  Garantir latomicite des operations lecture modication ecriture plus co	u

teuses en temps a cause de la phase de modi
cation est certes utile mais non necessaire en
permanence  De plus quand elle est necessaire elle peut 	etre assuree de maniere optimiste
pour peu que les connaissances des utilisateurs soient prises en compte  En eet plusieurs
methodes de travail permettant cette approche optimiste peuvent 	etre considerees par les
membres de la cooperation  Par exemple en reglant les conits a posteriori par une phase
de conciliation  Il est clair quune approche pessimiste doit egalement 	etre envisagee dans
certains cas  Cependant il ne faut pas que ce soit le prix a payer systematiquement 
En eet en garantissant la coherence des operations lecture ecriture au niveau du systeme
il est possible davoir une mise en uvre ecace car les criteres de coherence consideres
sont bien adaptes a ce genre doperation  En revanche garantir latomicite des operations
lecture modication ecriture ne peut 	etre fait par le systeme car elles requierent beaucoup
plus de connaissances que seuls les utilisateurs sont en mesure de fournir  Lutilisateur a
besoin de mecanismes qui lui sont proposes et non imposes 
	 Decomposition dynamique du document dirigee par les utilisateurs
Un autre probleme pose dans le cadre du contr	ole de concurrence est la granularite des
donnees en dautres termes la taille des parties du document lorsque celuici est decompose 
En fragmentant le document il est possible daugmenter la concurrence en permettant
dacceder separement aux parties independantes! reciproquement en regroupant des parties
independantes il est possible de sequentialiser des operations qui autrement auraient ete
realisables de facon concurrente 
Bien que la decomposition du document soit utilisee dans la litterature CES Greif  
Iris Borgho   Quilt Fish  Leland   Grion Decouchant   SharedBook Lewis  
et MultimETH Lubich   aucune approche ne prend en compte cette propriete dans le
processus de contr	ole de concurrence  La plupart du temps le decoupage est statique ou du
moins prede
ni e g  dans SharedBook ou Quilt les sections sont des parties independantes
et lutilisateur na aucun moyen de contr	ole sur le decoupage  Les approches utilisant une
decomposition dynamique Iris CES Grion et MultimETH ne laissent pas lutilisateur
ma	tre de la decomposition puisque cest le systeme qui sen charge  Par exemple dans
Grion Decouchant  le decoupage est lie a la notion de r	ole et une partie independante
est une partie pour laquelle tous les utilisateurs ont un r	ole uniforme  Ainsi il sut quun
utilisateur change de r	ole sur une section pour que cette derniere devienne independante et
ce quel que soit letat de maturite du document 
Pour notre part nous pensons que la decomposition du document doit 	etre utilisee pour
adapter la concurrence autorisee a la maturite du document  Par exemple considerons une
section contenant un theoreme et la preuve du theoreme  Si le theoreme et la preuve sont
deux parties independantes la redaction peut 	etre menee de front par deux utilisateurs 

Ceci est souhaitable puisque uniquement le sens du theoreme et de sa preuve est utile aux
deux redacteurs et non les termes exacts de leur redaction  Une fois la demonstration du
theoreme achevee il convient de faire converger les notations et la formulation de
nitive
du theoreme et de sa preuve  Par exemple dans letat initial de la 
gure   le nom de
lensemble nest pas le m	eme  Si deux utilisateurs decident de faire la mise a jour et que
lutilisateur U

remplace F par E dans le theoreme et que lutilisateur U

remplace E par F
lincoherence subsiste  Si pour realiser cette uni
cation le theoreme et la preuve sont dans
une m	eme partie emp	echant tout acces concurrent au theoreme et a sa preuve lincoherence
sera evitee 
Théorème 36.15
Tout ensemble ordonné fini F admet 
un tri topologique
Preuve
Par induction sur n = |E|. 
La proposition est vraie pour n=1.
Supposons n > 1.
Soit m un maximal de E.
Par hypothèse d’induction,
il existe un tri topologique de E−{m} 
tel que les éléments sont numérotés
de 1 à n−1. Donnons à m le numéro n.
 D’où le tri topologique de E. 
Théorème 36.15
Preuve
Tout ensemble ordonné fini E admet 
un tri topologique
Par induction sur n = |F|. 
La proposition est vraie pour n=1.
Supposons n > 1.
Soit m un maximal de F.
Par hypothèse d’induction,
il existe un tri topologique de F−{m} 
tel que les éléments sont numérotés
de 1 à n−1. Donnons à m le numéro n.
 D’où le tri topologique de F. 
État initial État final
Figure    Regulation de la concurrence en utilisant la decomposition du document
En imposant un critere de coherence tel que la NTRlinearisabilite au niveau de chaque
partie du document et en jouant sur la decomposition du document un large spectre de
criteres de coherences est disponible En dautres termes la coherence du document est
la plus forte NTRlinearisabilite du document lorsque le document est un bloc mono
lithique la coherence est la plus faible lorsque chacun des paragraphes est independant
NTRlinearisabilite de chacun des paragraphes  Plus le document est fragmente plus sa
coherence est faible 
 Conclusion
Nous avons decrit dans ce chapitre les dierents protocoles mis en uvre dans les systemes
existants en mettant laccent sur le type de coherence et en distinguant les mises en uvre
optimistes et pessimistes 

La majorite des mises en uvre assurent la linearisabilite copie primaire verrous quo
rum serveur centralise ordonnancement des operations mais dune maniere pessimiste 
En eet des operations peuvent 	etre bloquees en attente de la terminaison dautres opera
tions  Ceci peut 	etre penalisant dans un domaine de cooperation a grande echelle ou le
probleme des pannes emp	echant la terminaison de certaines operations peuvent bloquer le
systeme  Les mises en uvre optimistes transformation doperation et execution reversible
ne garantissent ni la linearisabilite ni m	eme la coherence sequentielle et nont un inter	et
que dans le cadre dediteurs tempsreel ou le ux dinformation est susamment important
pour corriger rapidement les informations momentanement incoherentes 
Cette constatation nous a amene a proposer dans Duplex une solution qui permette de
pallier a ces inconvenients  Deux concepts ont ete introduits dans le modele de Duplex 
 Une decomposition dynamique du document contr	olee par les utilisateurs qui reete la
maturite du document et qui permet de de
nir un large spectre de coherence et  plusieurs
politiques de contr	ole de concurrence optimistes et pessimistes oertes aux utilisateurs pour
garantir latomicite des operations de type lecture modication ecriture sur une m	eme partie
de document 


Chapitre 
Mise en uvre de la
NTRlinearisabilite
 Introduction
Comme nous lavons vu dans le chapitre precedent la NTRlinearisabilite est un critere de
coherence qui autorise un traitement modulaire au niveau de chacun des objets  Cependant
la duplication complique le probleme puisquil faut des lors considerer lensemble de duplicas
correspondant a un m	eme objet  En eet si un objet logique X est duplique les n duplicas
fx

     x
n
g devront 	etre maintenus comme une seule et m	eme entite logique  Ceci impose de
coordonner les operations individuelles sur ces duplicas ce qui peut saverer co	uteux quand
les duplicas sont disperses dans un systeme a grande echelle 
Ce chapitre propose un protocole prenant en compte les proprietes des objets manipules a
n
de permettre un traitement adhoc moins co	uteux quun protocole generique  Ce qui permet
denvisager de facon realiste une mise en uvre ecace sur un reseau a grande echelle 
La section deux presente le modele dans lequel le protocole se place  La section  presente
brievement le protocole generique  La section  propose un protocole ameliore pour le type
dobjets manipules dans Duplex  La section  conclut le chapitre 
 Pr esentation du modele
	  Presentation du contexte duplique
La 
gure   presente une superposition de la vue physique representee en minuscules et
de la vue logique representee en majuscules dune execution  Nous considerons un objet

logique X constitue de  duplicas x

 x

et x
 
  A chaque invocation logique emise par le
processus P
i
correspondent  invocations physiques de chacun des duplicas x

 x

et x
 
  La
duplication est activeBarrett   tous les duplicas jouent le m	eme r	ole  Ainsi le processus
P
i
recevra  reponses a sa requ	ete  La reponse logique est fonction des reponses physiques

 
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Figure    Protocole primaire
Si lon se place dans le cadre de ledition cooperative un processus correspond a un utilisa
teur et un objet a une partie du document 
Les protocoles que nous allons decrire cidessous utilisent les notions introduites par le
modele virtuellement synchrone presente brievement ciapres 
		 Presentation du mod
ele virtuellement synchrone
Dans le modele virtuellement synchrone Birman  Schiper   il est possible de regrouper
des processus dans des groupes  Les membres dun groupe recoivent une sequence de vues
qui representent chacune la composition du groupe du moment  Ainsi chaque fois quun
processus joint ou quitte le groupe G tous les processus du groupe G recoivent la compo
sition de la nouvelle vue  Un multicast a un groupe G peut 	etre emis aussi bien par un
processus du groupe G que par un processus externe  Les multicasts envoyes au groupe sont
ordonnes par rapport aux changements de vues  Ainsi tous les messages correspondant a
un multicast sont recus soit avant le changement de vue soit apres par tous les membres
du groupe  Plusieurs types de multicasts peuvent 	etre distingues en fonction  de la qual
ite de service assuree et  de lordonnancement que lon veut obtenir entre les dierents
multicasts 
 
Suivant ce qu
assure le gestionnaire de coh erence une ou plusieurs r eponses doivent etre consid er ees
pour que la r eponse logique soit donn ee

Plusieurs qualites de service pour la livraison dun multicast m sont disponibles 
	able  si un des membres du groupe G recoit un message m et quil ne tombe pas en
panne alors tous les membres du groupe recoivent le message m 
uniforme  si un des membres du groupe G recoit un message m alors tous les membres
du groupe recoivent le message m
Il est possible de garantir un certain ordre entre les multicasts 
aucun  aucun ordre nest garanti a priori 
	fo  si deux multicasts m et m sont envoyes par le m	eme processus dans lordre m
puis m alors les processus du groupe G recevront m puis m 
causal  si deux multicasts m et m sont lies par une dependance causale m precede
causalement m alors les processus du groupe G recevront m puis m 
total  deux multicasts m et m emis par deux processus distincts seront recus par tous
les processus de G dans le m	eme ordre 
total causal  deux multicasts m et m emis par deux processus distincts seront recus
par tous les processus de G dans le m	eme ordre et cet ordre est compatible avec la
causalite 
Un certain nombre de bo	tes a outils assure tout ou partie de ces services e g  ISIS ISIS  
TRANSIS Amir   DELTA	 Barrett  et PHENIX Malloth    Nous avons utilise ISIS
pour la premiere mise en uvre! et PHENIX qui est developpe au sein du laboratoire sera
utilise pour la mise en uvre de
nitive 
 Protocole g en erique
Nous allons dans un premier temps presenter la maniere la plus simple de garantir la NTR
linearisabilite en utilisant les primitives de communication introduites cidessus  Dans
un deuxieme temps nous apporterons des ameliorations visant a rendre le protocole plus
performant 
Les duplicas dun m	eme objet sont regroupes au sein dun groupe

  Il existe donc un groupe
par objet logique  Les processus P
i
sont externes 
A
n de rendre la duplication des objets transparente aux processus et aux duplicas leur
code est encapsule dans une coquille shell qui sert dinterface  Ainsi lintroduction de la

Un duplica est un objet actif il est donc g er e par un processus Par groupe de duplicas nous entendons
groupe de processus g erant un duplica du meme objet

duplication ne necessite pas la modi
cation du code des duplicas et des processus  En par
ticulier la coquille traduit les invocations et reponses physiques en invocations et reponses
logiques et reciproquement 
Une requ	ete emise par un processus P
i
a destination dun objet logique X sera donc trans
formee en multicast a destination du groupe de duplicas de X par la coquille   En retour
bien que chaque duplica traite la requ	ete et retourne une reponse la coquille du processus
P
i
ne considerera quune seule reponse la premiere quelle transmettra a P
i
  La coquille
dun duplica x
j
est responsable des eventuels traitements dus a la duplication comme nous
le verrons cidessous 
Le protocole generique consiste a utiliser un multicast totalement ordonne causal abcast
dISIS ISIS   aussi bien pour les lectures que pour les ecritures  Ceci garantit que tous les
duplicas sont toujours dans le m	eme etat et que par consequent lors dune lecture toutes
les reponses seront identiques 
 Protocole optimis e
Le protocole optimise se base sur la semantique des objets manipules pour proposer un pro
tocole adhoc plut	ot quun protocole generique comme le precedent  Ce protocole utilisant
la semantique des objets manipules permet de ne plus utiliser un multicast totalement or
donne causal mais un multicast 
able complete par un contr	ole explicite des dependances
causales  Ainsi lidee de depart est de considerer un multicast 
able pour les requ	etes
decriture et dordonner les requ	etes decriture par rapport aux requ	etes de lecture  Ceci
est developpe cidessous 
Relaxation des contraintes dordonnancement
Les objets que nous considerons sont de type atome lextension de la notion de registre a
des objets plus complexes comme par exemple les 
chiers ou les parties de document  Un
objet atome a linstar du registre nadmet que deux operations 
loperation decriture qui consiste en un ecrasement overwrite de la valeur precedente
de lobjet par la nouvelle valeur  lobjet entier est modi
e 
loperation de lecture qui retourne la valeur courante de lobjet  La de
nition de la
valeur courante est liee a la speci
cation sequentielle des objets de type atome et
peut 	etre de
nie de la m	eme maniere que les registres Misra   
Supposons quil existe un ordre global a tous les duplicas dans lequel les operations
decritures doivent 	etre traitees  Nous verrons par la suite comment chaque duplica peut

obtenir localement cette information  Avec des objets de type atome il est possible dexecu
ter les operations decritures des reception et de reordonnancer a posteriori les ecritures
arrivees en retard comme le montre la 
gure   
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Figure    Reordonnancement a posteriori
Les deux processus P
i
et P
j
ecrivent respectivement les valeurs b et a sur lobjet logique X  
Les deux ecritures sont recues dans des ordres dierents par les deux duplicas x

et x

 
Supposons que lordre des ecritures impose lecriture de b comme la premiere  Le duplica
x

recoit les ecritures dans le bon ordre a savoir lecriture de b puis celle de a et les
applique dans cet ordre  En revanche le duplica x

recoit dabord lecriture de a lexecute
immediatement puis recoit celle de b  Le duplica x

sapercoit que lecriture de b aurait
d	u 	etre executee avant celle de a  La requ	ete decriture va tout simplement 	etre ignoree
et la reponse retournee sera ok  En fait cette ecriture est consideree comme etant arrivee
juste avant lecriture de a et immediatement ecrasee par lecriture de a avant quaucune
lecture ne puisse en prendre connaissance  Pour un observateur externe il est impossible de
distinguer ces deux scenarii  Cette solution rend les ecritures plus ecaces 
Reste le probleme des lectures  Il faut eviter quune requ	ete de lecture retourne plusieurs
resultats dierents pouvant conduire a des lectures dans le passe  Il faut donc faire un
traitement a la reception dune requ	ete de lecture qui assure aux duplicas d	etre dans un
etat coherent  La solution presentee ici consiste a garantir que tous les duplicas aient traite
le m	eme ensemble de requ	etes decriture avant de traiter la requ	ete de lecture 

  Interet du protocole
Paradoxalement une requ	ete de lecture va 	etre plus co	uteuse quune requ	ete decriture 
Linter	et du protocole est que les ecritures sont peu co	uteuses  Une requ	ete decriture
est traitee immediatement ne necessitant ni latence ni stockage  La synchronisation ne se
faisant que pour les requ	etes de lecture  Et dans le cas des lectures ne sont attendues que les
requ	etes decriture qui auraient de toutes facons ete attendues avec le protocole generique 
Ce protocole est particulierement interessant lorsque les ecritures sont plus nombreuses que
les lectures  Par exemple lorsquun utilisateur realise une lecture pour obtenir la partie
de document a modi
er et realise plusieurs ecritures au fur et a mesure que son travail
progresse 
	 Structures de controle
La mise en uvre proposee necessite les structures de contr	ole suivantes  Chaque proces
sus P
i
maintient une horloge logique Lamport  C
P
i
# T I
P
i
 ou T est un compteur et
I
P
i
lidenti
cateur unique associe au processus P
i
  Levolution de T reete les precedences
causales Lamport    Le champ I
P
i
est une constante entiere utilisee pour ordonner to
talement les valeurs dhorloge qui auraient un champ T identique
 
  Chaque processus P
i
maintient egalement pour chaque objet atome X quil conna	t une horloge logique CX du
type precedemment de
ni et reetant levolution de ce dernier  Cette structure de donnees
represente donc une horloge vectorielle Mattern  notee V
P
i
 contenant une entree par
objet logique 
Pour chaque objet logique X  chacun des duplicas x
j
possede egalement les m	emes structures
de contr	ole V
x
j
et C
x
j
 

Evolution des structures de controle
Les invocations les reponses et les communications entre processus sont les evenements
responsables de levolution des structures de contr	ole C et V  mais egalement de leur propa
gation a travers le systeme  Ainsi chaque message invocation reponse ou communication
sera accompagne des structures C et V de lentite emettrice et a la reception les structures
locales seront modi
ees en fonction de celles qui accompagnaient le message 
La coquille dans ce cas la a deux fonctions  la traduction des invocations et reponses
physiques en invocations et reponses logiques et reciproquement et  la gestion des struc
tures de contr	oles C et V de lentite quelle encapsule 

Eg l
identication unique de P
i


 Protocole dun processus P
i
Les structures de contr	ole maintenues par la coquille du processus evoluent de la maniere
suivante 
i Lors de la reception des reponses  Supposons que la reponse prise en consideration
la premiere emane du duplica x
j
 et notons C
x
j
et V
x
j
les deux structures de contr	ole
associees a la reponse  La coquille de P
i
va prendre en compte C
x
j et V
x
j pour
modi
er les structures de contr	ole locales a P
i
i e  C
P
i
et V
P
i
  Lhorloge logique
C
P
i
prend la valeur maxC
P
i
 C
x
j
$  Cf  Lamport  ! lhorloge vectorielle V
P
i
prend la valeur maxV
x
j
 V
P
i
 ou loperation max est appliquee a chaque composant
du vecteur Cf  Mattern    Cela permet de noti
er au processus P
i
les informations
connues par le duplica x
j
ayant produit la reponse consideree  Lhorloge logique C
x
j
correspond a linstant logique dans lequel se trouve le duplica x
j
au moment ou il poste
la reponse  Lhorloge vectorielle V
x
j
correspond aux instants logiques des dernieres
ecritures eectuees sur les objets logiques connus par le duplica x
j
 
ii Lors de la reception dune communication dun autre processus P
j
  Lhorloge logique C
P
i
est mise a jour a maxC
P
i
 C
x
j $  et V
P
i
est mise a jour a maxV
x
j  V
P
i
  Signi
ant
que les deux processus sont desormais au m	eme instant logique 
 Protocole dun duplica x
j
Tous les duplicas dun m	eme objet logique eectuent le m	eme traitement duplication ac
tive  Apres un contr	ole preliminaire une invocation recue par la coquille du duplica x
j
est
soit repercutee sur le duplica luim	eme et executee de facon transparente soit dans certains
cas directement generee par la coquille du duplica  Ce contr	ole preliminaire est fonction
du type de requ	ete il est decrit cidessous 
Requete decriture
Lorsque la coquille dun duplica x
j
recoit une requ	ete decriture provenant dun processus
P
i
 elle compare la valeur de lhorloge C
P
i
avec la valeur de sa propre horloge C
x
j
  Deux
cas de 
gure sont a considerer 
C
P
i
 C
x
j
Linstant logique du processus P
i
initiateur de la requ	ete est en retard par rapport
a linstant logique de x
j
  La requ	ete est consideree comme arrivee en retard et est
simplement ignoree Cf  Section   Ce traitement est compatible avec le critere de
coherence que lon veut assurer la NTRlinearisabilite  Il faut toutefois recuperer les

informations qui sont transmises avec linvocation de P
i
  Le vecteur V
x
j
prend la valeur
maxV
x
j  V
P
i
 et la coquille genere une reponse indiquant un statut ok en retard

 
Aucune mise a jour nest soumise au duplica x
j
 
C
P
i

 C
x
j
Linstant logique du processus est superieur a linstant logique du duplica x
j
  La
requ	ete va donc pouvoir 	etre consideree  Il faut mettre a jour les structures de contr	ole
C
x
i
et V
x
i
  Lhorloge C
x
j
prend la valeur C
P
i
indiquant que le processus et le duplica
sont desormais au m	eme instant logique  La composante V
x
i
X  prend egalement la
valeur C
P
i
 indiquant que cette ecriture doit 	etre consideree comme la derniere ecriture
realisee sur lobjet logique X   Lhorloge vectorielle V
x
j prend la valeur maxV
x
j  V
P
i

noti
ant le duplica des actions les plus recentes sur chacun des objets logiques  La
coquille invoque le duplica x
j
avec les parametres de la requ	ete i e  la valeur a ecrire
et attend la reponse du duplica  Lorsque la reponse arrive a la coquille cette derniere
la transmet a P
i
accompagnee des nouvelles valeurs de C
x
j et V
x
j  
Dans les deux cas le traitement dune requ	ete decriture est peu co	uteux 
Requete de lecture
Lorsque la coquille dun duplica x
j
recoit une requ	ete de lecture de la part dun processus
P
i
il faut eviter que la reponse donnee ne constitue une lecture dans le passe  Il faut donc
que les duplicas se synchronisent a
n de retablir un etat consistant 
Plusieurs solutions sont possibles  Celle qui a ete choisie se base sur les proprietes du
modele virtuellement synchrone  Un changement de vue va 	etre declenche au niveau du
groupe de duplicas  Lors dun changement de vue les dierents membres du groupe se
mettent daccord consensus sur  les membres du groupe qui constitueront la nouvelle
vue et  les messages qui doivent 	etre delivres avant le changement de vue i e  tous ceux
qui ont ete vus par au moins un des membres de lancienne vue participant a letablissement
de la nouvelle vue 
Le changement de vue considere ici est un changement de vue allege puisque la composition
de la vue reste la m	eme et en general tous les duplicas auront recu toutes les invocations
decriture vu le protocole utilise un message manquant ne peut 	etre quune invocation
decriture  Cependant il peut arriver quune invocation decriture soit manquante  Le
changement de vue sert a garantir que les invocations decriture manquantes soient delivrees
sur tous les duplicas  Ceci additionne au protocole gerant les ecritures decrit cidessus
permet de garantir que les duplicas sont tous dans le m	eme etat m	eme contenu m	eme

Cela signie pour le processus qui recevra cette r eponse que l
 ecriture a  et e ex ecut ee en respectant le
critere de coh erence mais qu
elle a  et e  ecras ee par une autre  ecriture

structures de contr	ole lorsque le pseudo changement de vue est acheve  La reponse a la
requ	ete de lecture est la valeur courante du duplica  Elle est interceptee par la coquille et
transmise au processus P
i
accompagnee de C
x
j
et de V
x
j
 mises a jour comme precedemment 
 Traitement des pannes
Trois types de pannes sont a considerer  la panne dun processus P
i
  la panne dun
duplica x
j
 et  la partition du reseau 
  Panne de processus P
i
Si le processus tombe en panne pendant quune operation est en cours deux cas de 
gure sont
a envisager suivant quil y ait eu ou non propagation de linformation causale Cf  Figure  
X
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V
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Figure    Propagation de linformation causale
La requ	ete decriture Ecr
i
 du processus P
i
na atteint que le duplica x

qui a repondu 
La seconde requ	ete Op
i
 atteint le duplica y

dun autre objet puis le processus P
i
tombe
en panne  Lexistence de la premiere requ	ete est transportee par la seconde! en particulier
V
y
 X  #  ce qui signi
e que lobjet logique X a traite une requ	ete  Or le duplica x

na
pas recu la requ	ete 
Voyons le comportement en cas de requ	ete ulterieure sur X   En cas de lecture de X par
un processus P
j
 le changement de vue occasionne fera que le duplica x

recevra lecriture
manquante par lintermediaire de x

 puis la requ	ete de lecture sera traitee! la reponse
envoyee par les deux duplicas sera correcte 
En cas decriture de X par un autre processus P
j
 lecriture sera soit ordonnancee apres
celle de P
i
ce qui aura pour eet deacer les traces de lecriture de P
i
 soit ordonnancee
avant celle de P
i
 ce qui laissera les duplicas de X dans un etat similaire 
A terme une requ	ete de lecture ou decriture 
nira donc par eacer la trace de lecriture man

quante  Lecriture manquante ne peut en aucune maniere bloquer un processus puisquau
moins un duplica a vu lecriture  La panne eventuelle du duplica lorsquun seul a vu
lecriture est discute dans la section suivante 
	 Panne de duplica x
j
Ce type de panne necessite plus dattention car il peut conduire au scenario catastrophe
suivant 
X
Pi
x1
x2{
INV (X,b))
=12xC
Panne
Panne
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Figure    Cas extr	eme pour une panne de duplica
Le processus P
i
emet une requ	ete decriture sur lobjetX qui atteint le duplica x

  Le duplica
x

nest jamais atteint car P
i
tombe en panne  Bien que P
i
recoive une reponse de x

 si x

tombe en panne il ny aura pas de trace de lecriture dans le systeme  Deux solutions sont
possibles   utiliser un multicast uniforme pour lenvoi des requ	etes decriture ce qui sur
le plan theorique est satisfaisant mais qui peut saverer co	uteux a lusage ou  decider
que dans ce cas de 
gure extr	eme lecriture ne peut 	etre garantie 
Au niveau du groupe de duplicas la coherence est assuree dans les deux cas  Au niveau des
autres utilisateurs les deux cas de 
gure sont egalement satisfaisants  La seule dierence
visible est pour le processus qui est tombe en panne 
La deuxieme solution a ete choisie pour la premiere mise en uvre  Parce que la bo	te a
outils ISIS ISIS   nore pas de multicast uniforme  La premiere solution sera mise en
uvre gr	ace a la bo	te a outils PHENIX Malloth  qui ore un multicast uniforme  En
terme de co	ut il est trop t	ot pour evaluer si cela vaut la peine ou non de lemployer  Des
mesures de performance e g  temps necessaire pour realiser une requ	ete permettront de
faire un choix de
nitif entre favoriser la performance dans le cas general et favoriser la
s	urete dans un cas tres particulier 
 Partition du reseau
Le traitement dune partition du reseau nest pas tres dierent dune panne de duplica si la
partition minoritaire est consideree comme etant en panne et que les duplicas la composant
sont stoppes  Le cas de 
gure le plus problematique est celui ou seuls les duplicas de la

partition minoritaire ont vu une ecriture  Ce traitement entra	ne la perte de certaines
requ	etes 
Cette solution est actuellement mise en uvre car ISIS ISIS  ne permet pas de traiter
autrement une partition minoritaire  De plus elle est coherente avec le choix fait pour
traiter le probleme precedent panne dun duplica  La deuxieme solution est de considerer
que les deux partitions peuvent coexister et denvisager un protocole de reconnexion  Cette
seconde mise en uvre si elle savere utile souhaitable et realisable pourra 	etre mise en
uvre en utilisant PHENIX Malloth   

 Conclusion
Ce chapitre a montre quil etait possible de mettre en uvre de facon ecace un protocole
assurant la NTRlinearisabilite  Loriginalite de ce protocole est lecacite des ecritures
une synchronisation netant necessaire que lors des lectures 
Le probleme des pannes a ete pris en consideration et deux propositions sont oertes suivant
la qualite de service dont les utilisateurs ont reellement besoin  La premiere basee sur un
multicast uniforme est la plus satisfaisante sur le plan theorique puisquelle emp	eche toute
perte doperations  Sur le plan pratique cependant elle peut saverer co	uteuse  La seconde
nemp	eche pas la perte dinformations mais est peu co	uteuse 
Au niveau des mecanismes mis en uvre il est a noter que lutilisateur nest pas penalise par
la duplication puisque seule la premiere reponse est consideree et que le reste du protocole
peut seectuer en parallele  Ainsi m	eme si certains mecanismes peuvent saverer co	uteux
au niveau systeme lutilisateur nest pas penalise 
Au niveau des structures de contr	ole le surco	ut a payer pour la quantite dinformations
echangees dans le systeme est proportionnel au nombre dobjets logiques et non au nombre
de duplicas  Lutilisateur nest ainsi pas penalise par le taux de duplication 
Finalement signalons les proprietes suivantes   la duplication est transparente a lutili
sateur y compris au niveau des performances  le code des processus et des duplicas na
pas besoin d	etre modi
e puisque seule une coquille servant dinterface est requise  le
protocole est non bloquant en cas de panne  le temps de reponse est optimal pour les
requ	etes decriture et aussi bon pour les lectures quun protocole utilisant des multicasts
totalement ordonnes  Ce dernier point est particulierement interessant dans le cadre de
Duplex puisque dans la pratique les requ	etes decriture sont plus nombreuses que les
requ	etes de lecture 

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Partie III
Architecture


Chapitre 
Presentation de lenvironnement
DUPLEX
 Introduction
Un environnement dedition cooperative est la combinaison de plusieurs outils orant des
facilites non seulement pour lecriture conjointe de documents mais encore pour lechange
dinformations entre les coauteurs Cf  Chapitre  Miles    Cest pour cette raison
que lenvironnement Duplex integre en plus dun editeur cooperatif permettant de main
tenir letat dun document partage des facilites de communications permettant lechange
dinformations entre les coauteurs dans le cadre de la cooperation  Concernant ces communi
cations nous distinguons les communications directes ou les destinataires dun message sont
explicitement speci
es par lemetteur des communications indirectes ou les destinataires
dun message sont ceux qui ont un inter	et pour un sujet particulier  Concernant les interac
tions on distingue communement les interactions synchrones ou synchrone prend le sens de
tempsreel et les interactions asynchrones Posner    Lors dune interaction synchrone
les modi
cations produites peuvent 	etre observees en tempsreel par tous les membres de la
collaboration  Dans le cas asynchrone une divergence de vue est possible 
Lediteur cooperatif de Duplex ore des interactions asynchrones puisque dans le contexte
du travail cooperatif a grande echelle linteraction entre utilisateurs travaillant dans des
fuseaux horaires dierents suggere plut	ot ce mode operatoire  Cependant en certaines
occasions les interactions entre les utilisateurs peuvent necessiter un couplage plus fort 
Cest pour cette raison que les facilites de communications directes ou indirectes supportent
des interactions synchrones et asynchrones  Par exemple si lon considere les dierentes
phases dans lelaboration dun document Cf  Chapitre  on peut remarquer que la phase
initiale de plani
cation du document ou la phase 
nale de polissage exigent des interactions

en tempsreel entre les auteurs  Cependant il nous semble que ces interactions mettent
plus volontiers a contribution des outils de communications directes ou indirectes intensives
plut	ot que des facilites dedition en tempsreel  Une interaction synchrone quand elle est
necessaire est realisee gr	ace aux facilites de communication directe ou indirecte puis les
resultats de ces interactions sont 
nalement fusionnes avec le document en utilisant lediteur
cooperatif  En restreignant ainsi lediteur cooperatif a des interactions asynchrones un
environnement puissant peut 	etre oert aux utilisateurs sans pour autant les penaliser par
linherente inecacite de la communication dans un reseau a grande echelle 
Ce chapitre presente une vue densemble de lenvironnement dedition cooperative Duplex 
La section  decrit les modes operatoires oerts par cet environnement  La section  presente
le systeme distribue sur lequel Duplex peut fonctionner ainsi que les contraintes introduites
par un tel systeme distribue  Finalement la section  conclut par les speci
cites de Duplex
qui seront developpees dans les chapitres suivants 
 Mode op eratoire dans Duplex
Lenvironnement Duplex se compose de deux types dentites  le noyau et lenvironnement
dun utilisateur  Deux types dinteractions sont donc a prendre en compte   linteraction
entre un utilisateur et le noyau et  linteraction entre deux utilisateurs i e  les commu
nications 
	  Interaction entre lenvironnement dun utilisateur et le noyau
Le noyau est partage par tous les partenaires de la collaboration il pourvoit a la persistance
et a la disponibilite de letat le plus recent du document  Lenvironnement dun utilisateur
en revanche ore a lutilisateur un espace de stockage independant et autonome 
Un document est decompose en parties independantes et chacune dentre elles constitue ce
que nous appelons un objet dans la suite de cette partie 
On distingue les objets du noyau qui sont accessibles par tous les utilisateurs des objet locaux
qui sont des copies locales stockees sur le site de lutilisateur qui ne sont accessibles que
par lui  Un objet du noyau est duplique au sein du noyau a
n dassurer sa disponibilite
et dorir un meilleur acces  Une copie locale nest pas maintenue comme un duplica dun
objet du noyau mais comme une copie propre a lutilisateur 
Lensemble des objets locaux contenus dans lenvironnement dun utilisateur constitue sa
vue locale du document  Lutilisateur travaille localement a partir des objets de sa vue! il est
deconnecte du noyau jusqua ce que  une copie dun objet noyau soit exigee pour continuer
le travail elle est alors copiee dans la vue locale a partir du noyau ou  lutilisateur

considere quun objet de sa vue locale peut 	etre partage lobjet noyau correspondant est
mis a jour a partir de la copie locale  Ainsi les utilisateurs travaillent independamment dans
leur environnement local et ninteragissent avec le noyau que lorsque cela est necessaire 
1
O1
O2
O
O1
O2
O3
4
O4
1U
O1
U 2
1
O1
O2
O4
1U
O2
O3
O4
O1
O1.1
U 2
1
O1O1.1
O1
O2
O4
1U
O2
O3
O4
O1
O1.1
U 2
O1
Décomposer  O Écrire O
Lire O
NOYAU
ENVIRONNEMENT
UTILISATEUR
ENVIRONNEMENT
UTILISATEUR
Figure    Representation logique du noyau et dun environnement utilisateur
La 
gure   illustre ce mode dinteraction  La vue du document pour lutilisateur U

est
composee des copies des objets O

 O

 O

  Lutilisateur U

 desirant travailler sur lobjet
O

 copie lobjet depuis le noyau dans son environnement local 
g   a  Lutilisateur
U

modi
e lobjet O

en le decomposant en deux objets locaux O

et O
 

g   b 
La decomposition du document est decrite plus en detail dans la suite de ce document
Cf  Chapitre   Pour le propos qui nous interesse ici admettons que lobjet O

est sim
plement divise en deux parties  Finalement U

met a jour O

au niveau du noyau mettant
ainsi a disposition les deux objets partages O

et O
 

g   c 
La vue locale dun utilisateur peut donc dierer de letat reel du noyau de plusieurs facons 
Premierement elle peut 	etre incomplete dans le sens ou certains objets du noyau sont
absents de la vue de lutilisateur e g  la vue de U

ne contient pas O
 
  Deuxiemement un
utilisateur peut localement modi
er les copies des objets e g  vue de U

dans la 
g   b 
Finalement une modi
cation de letat du noyau peut rendre obsoletes les vues locales des
autres utilisateurs e g  vue de U

dans 
g   c 
Les approches decrites dans la litterature pour le partage du document sont soit basees sur un
stockage centralise MultimETH Lubich   Prep Neuwirth   Quilt Fish  Leland  
ou Mule Pendergast   soit a travers une duplication locale des donnees sur le site de
chaque utilisateur Iris Borgho  ou CES Greif    Duplex propose une solution
hybride permettant les avantages de chacune de ces deux approches 
Le noyau duplique maintient les informations partagees independamment de la locali
sation des utilisateurs a
n de ne pas penaliser lensemble des utilisateurs a cause des
mauvaises performances materielles du site de lun dentre eux  Les modi
cations des
donnees sont eectuees localement sur le site de chaque utilisateur et le contr	ole de
concurrence intervient a la demande de lutilisateur lors de la mise a jour du noyau et

non automatiquement a chaque modi
cation des donnees locales  La notion de copie
locale et les politiques de traitement de ces dernieres permettent doptimiser le con
tr	ole de concurrence et le temps de reponse  Autoriser une divergence entre letat du
noyau et les vues locales est adapte aux interactions asynchrones entre les utilisateurs
dans un environnement a grande echelle 
		 Communication entre utilisateurs
La partie communication est une partie ou certains outils deja existants ont ete mis a pro
t 
En eet certains outils correspondaient exactement a nos besoins et avaient le merite d	etre
disponibles ecaces et facilement integrables dans lenvironnement Duplex 
Les dierents types de communication sont mis en uvre ainsi 
communication directe et indirecte synchrone  fournie par loutil Ytalk

qui permet
dechanger en tempsreel des messages entre plusieurs utilisateurs connectes sur Inter
net  Brievement chaque utilisateur implique dans la communication possede sur son
ecran  une fen	etre de dialogue par interlocuteur ou apparaissent les messages tapes
par ce dernier et  une fen	etre dans laquelle il peut taper un message a destination
des autres utilisateurs  Dans le cas dune communication indirecte la liste des util
isateurs impliques est de
nie par Duplex et correspond par exemple aux utilisateurs
travaillant sur la m	eme partie du document  Dans le cas dune communication directe
cette liste est explicitement donnee par lutilisateur qui est a lorigine de la discussion 
communication directe asynchrone  basee sur les fonctionnalites oertes par le cour
rier electronique i e  E Mail disponible en standard sur Internet  Une premiere
interface permet a lemission  dassocier a un message une date de peremption a
n
quil ne perdure pas plus que necessaire  dassocier des informations causales utiles
pour la gestion de la coherence  de quali
er un message e g  urgent avertissement
normal etc  et  de de
nir le ou les destinataires dune maniere plus conviviale
que les adresses de courrier electronique classiques  Une seconde interface permet a
la reception  de traiter automatiquement certains messages  de reordonner les
messages restitution de la causalite et  de trier les messages par leur quali
ant 
communication indirecte asynchrone  forum semblable aux News sur Internet  Le
sujet est une partie de document et chaque personne travaillant sur cette partie a acces
au forum  Ces communications permettent par exemple dapporter des propositions
de corrections et de revisions 
 
Logiciel  ecrit par B Yenne et disponible en freeware ytalkaustinedscom

 Le modele de systeme distribu e
Le systeme distribue que nous considerons schematise dans la 
gure   est compose dun
ensemble de sites dans un reseau a grande echelle  Un site est soit la station de travail dun
utilisateur etiquete U soit un site noyau etiquete N participant au stockage des donnees
correspondant a une partie du document soit les deux 
epfl.ch
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Figure    Exemple de systeme distribue cible
Chaque equipe impliquee dans une cooperation met a disposition un ou plusieurs sites pou
vant orir les fonctionnalites du noyau  Ces sites sont choisis en fonction des performances du
reseau qui les relie  Ainsi des domaines nayant pas de performances acceptables nauront
pas de site noyau e g  unibo
it sur la 
gure   et en revanche des domaines ayant un
reseau de bonne qualite peuvent fournir un site noyau bien quils naient pas dutilisateurs
impliques e g  inesc
pt sur la 
gure   
Lensemble des sites evolue dynamiquement au fur et a mesure que les utilisateurs rejoignent
ou quittent la collaboration ou que des parties du document sont ajoutees ou enlevees  Les
sites que nous considerons dans notre modele sont ceux qui sont impliques par ledition
dun m	eme document  Les ensembles de sites correspondant a dierents documents peuvent
	etre disjoints ou bien presenter une intersection non vide  ils sont geres comme des systemes
distribues independants 
La semantique de panne dun site que nous considerons est de type crash failure Cristian  
i e  toutes les activites du site y compris la communication cessent lors dune panne  La
communication entre les sites est pointapoint asynchrone delais de transmission non
bornes et non 
able  En particulier les liens de communication peuvent 	etre inoperants
et le reseau peut 	etre partitionne en sousreseaux deconnectes  Plus precisement nous con

siderons un systeme dont les sites sont connectes a travers Internet ce qui constitue dans
letat actuel de la technologie le plus grand reseau possible 
Linter	et dune telle architecture est quun utilisateur nest pas g	ene par les mauvaises
performances reseau dun autre utilisateur  Par exemple considerons un ordinateur portable
branche sur le reseau Internet par une ligne orant de pietres performances i e  modem
$ ligne telephonique $ protocole SLIP Romkey    Si cet ordinateur devait maintenir
un objet du noyau tous les utilisateurs en seraient penalises  En orant un noyau avec de
bonnes performances seul lutilisateur utilisant ce portable est penalise par les mauvaises
communications 
Le deuxieme inter	et dune telle architecture est que les co	uts dutilisation sont reduits
puisque lutilisateur du portable ne sera eectivement connecte au reseau que pour les
operations de transfert  En plus de ce mode de fonctionnement domestique de plus en plus
frequent il faut noter que bon nombre dentreprises disposent dun reseau Ethernet local
mais dependent de passerelles co	uteuses pour se relier a Internet ou a dautres succursales
distantes  Cette liaison est generalement non permanente car elle utilise un support de type
PTT qui est facture a la duree et non au debit 
 Sp ecicit e de lenvironnement Duplex
Lenvironnement Duplex propose trois concepts fondamentaux   une decomposition
dynamique du document conduite par les utilisateurs qui permet dagir sur le contr	ole de
concurrence et les contraintes imposees pour la coherence  un noyau de stockage 
able
distribue sur un reseau a grande echelle et  un environnement utilisateur riche permettant
un travail local la plupart du temps et une interaction avec le noyau reduite au minimum 
Ces trois concepts sont speci
ques et originaux dans le contexte de ledition cooperative  Ils
font lobjet dun developpement plus approfondi dans les chapitres suivants 

Chapitre 
Exploitation de la decomposition
du document
 Introduction
Le chapitre  de ce manuscrit presente le contr	ole de la coherence dans lenvironnement
Duplex  Lidee ma	tresse en ce qui concerne ce contr	ole de coherence est de laisser un
maximum de liberte aux utilisateurs  En eet les utilisateurs avant lapparition doutils
dedies a ledition cooperative avaient deja une maniere de travailler en groupe  Le but
de Duplex est de faciliter ce processus de cooperation et non dimposer ses propres re
gles  Ainsi ce chapitre a pour but de montrer comment les utilisateurs peuvent utiliser
les dierents mecanismes proposes par Duplex pour adapter lenvironnement dedition
cooperative a leurs besoins 
Comme il a ete precedemment ecrit le contr	ole de concurrence dans Duplex est base
sur  une decomposition dynamique du document en parties independantes qui permet
de reduire les conits sur les objets du noyau  un critere de coherence permettant de
garantir la coherence du document gr	ace a une approche basee sur un traitement local et
independant de chacune de ces parties et  un ensemble de politiques de contr	ole de con
currence optimiste pessimiste hybride orant a lutilisateur un large choix de methodes
de collaboration pour assurer latomicite des operations du type lecture modication ecriture 
La combinaison de ces trois aspects permet de simpli
er le contr	ole necessaire pour assurer
la coherence des donnees partagees puisquelle permet une approche modulaire au niveau
de chacune des parties du document dun probleme qui savere co	uteux dans un systeme a
grande echelle si lon considere une approche globale  En outre il est possible dadapter le
contr	ole de concurrence en fonction de la coherence reellement necessaire par  une mod
i
cation dynamique de la decomposition du document qui modi
e la granularite des objets

partages et  une gestion par objets du contr	ole de concurrence qui permet dadapter le
mode de cooperation en fonction de letat du document la partie du document concernee
ou encore des personnes impliquees dans sa realisation 
La section  presente en detail le modele utilise pour la decomposition du document  La
section  presente comment les operations de base de Duplex a savoir ecriture et lecture
pour ledition et separation et regroupement pour la decomposition du document peuvent
	etre realisees de facon optimiste en accord avec le critere de coherence choisi  La section 
conclut ce chapitre en mettant en evidence les avantages de notre approche par rapport a
celles de la litterature 
 D ecomposition du document
	  Motivations
Considerons les operations de base de Duplex  lecture ecriture separation et regroupement 
Si on gere le document comme un objet unique chaque paire doperations peut entrer
en conit soit potentiellement
NN	

conits a gerer pour N operations  En eet N
operations sur une partie peuvent entrer en conit avec N   autres  Dou a cause de
la symetrie du probleme 
NN	

conits potentiels  En revanche si le document est
decompose en k parties k  N et que lon considere que la probabilite dacceder a chacune
de ces parties est distribuee uniformement le nombre des conits tombe a
NNk	
k
  Sil y a
equirepartition des operations sur une des k parties il y aura
N
k
operations qui entreront en
conit avec
N
k
 autres soit
N
k
Nk
k


k a cause de la symetrie du probleme et du nombre de
parties k dou le resultat
NNk	
k
  Lhypothese de la repartition uniforme se justi
e puisque
linter	et de la decomposition est justement de realiser une distribution des operations 
		 Decomposition du document
La decomposition du document dans Duplex est dynamique et dirigee par les auteurs
euxm	emes puisquils sont probablement les plus aptes a conna	tre les conits potentiels 
En eet dans une cooperation une multitude dinformations annexes au document ne
peuvent 	etre prises en compte que par les coauteurs puisque par essence ces informations
ne transparaissent pas dans le document  Par exemple les coauteurs peuvent determiner
en fonction de letat present du document les endroits ou les conits potentiels peuvent ou
au contraire ne peuvent pas 	etre evites  Le mecanisme de decomposition de Duplex assure
que le partitionnement operations separation et regroupement sera execute dune maniere
coherente visavis de ledition operations lecture et ecriture 
La decomposition est basee sur la structure hierarchique du document  un document est
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compose de parties composees de chapitres sections soussections soussoussections     
paragraphes 
gures    
M	eme si certains de ces elements peuvent 	etre absents de la hierarchie tout document pos
sede une structure hierarchique intrinseque e g  si le document est un livre la presence de
parties et chapitres se justi
e! dans le cas dun article la hierarchie commence generalement
au niveau des sections 
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Figure    Table des matieres de document servant dexemple
La table des matieres dun document est une bonne approximation de sa structure hierar
chique m	eme si seulement une souspartie de la hierarchie y appara	t  Nous utiliserons le
document dont la table des matieres est representee dans la 
gure   pour illustrer les
exemples dans la suite de ce chapitre 
Du point de vue hierarchique le document est un segment de niveau  compose de plusieurs
segments de niveau  disjoints qui peut 	etre modelise comme une expression parenthesee
bien formee Cf  Figure   ou lindex de la parenthese ouvrante represente le niveau du
segment dans la hierarchie du document 
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Figure    Expression parenthesee bien formee de
nissant un document
A son tour chaque segment de niveau  est luim	eme une sequence bien formee de seg
ments de niveau   Dans notre exemple le segment  Mod

ele Duplex de niveau  est une
sequence composee des segments de niveau  suivants    Mod

ele de syst

eme distribu

e
 Mod

ele de base de Duplex  Implication du mod

ele de base  Il en est ainsi recur
sivement jusquaux segments du document non structures comme par exemple une phrase

un paragraphe non numerote ou encore une 
gure  Ces segments sont appeles segments
elementaires et ne peuvent plus 	etre a leur tour decomposes 
Nous de
nissons cidessous un certain nombre de notions associees aux segments 
De
nition    segment pere
Si un segment S est de niveau k son segment pere est le segment de niveau k
qui contient S
De
nition    segment frere
Si un segment S est de niveau k ses segments freres sont les segments de niveau
k contenus dans le segment pere de S
De
nition    segment 
ls
Si un segment S est de niveau k ses segments 
ls sont les segments de niveau
superieur a k quil contient
Dans Duplex chaque segment y compris les segments elementaires peut 	etre de
ni
 comme un segment independant du document et maintenu comme un objet du noyau
ou bien  comme un segment dependant de son segment pere et inclus dans ce dernier 
Dans la 
gure   chaque rectangle represente un segment  Les segments dependants sont
representes imbriques dans leur segment pere  Les segments independants de niveau k sont
representes dans les colonnes correspondant a leur niveau dans la hierarchie  Un segment
peut 	etre independant bien que son segment pere ne le soit pas  par exemple le segment
 Contr

ole de concurrence est independant alors que son segment pere  Noyau est
dependant du segment Document  De plus un segment peut 	etre independant alors que
ses segments freres ne le sont pas par exemple le segment  Mod

ele Duplex est indepen
dant alors que les autres segments freres   Introduction  D

ecomposition du document
 Noyau et  Discussion sont dependants du segment pere Document 
Considerons a un instant donne une partition & du document suivant ce type de frontiere
structurelle! & # fS
i
jS
i
est un segment independantg  Une description complete dun
segment independant S
i
de niveau k est fournie par   une description complete des seg
ments 
ls dependants de S
i
  la position relative dans S
i
des segments 
ls dependants et
independants et  les references aux segments 
ls independants  Par exemple la descrip
tion complete du segment independant  Mod

ele Duplex est fournie par   la description
complete de  Mod

ele de base de Duplex  Implication du mod

ele de base ou la
description de  Implication du mod

ele de base fait appara	tre les segments dependants
  Tol

erance aux pannes  Contr

ole de concurrence et  Int

egration de

niveau−0 niveau−1 niveau−2
4.2 Contrôle de concurrence 
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Figure    Exemple de decomposition
la grande

echelle  la position de   Mod

ele de syst

eme distribu

e  Mod

ele de
base de Duplex  Implication du mod

ele de base dans  Mod

ele Duplex a savoir
lordre dans lesquelles ces sections apparaissent dans le texte et  la reference du segment
independant   Mod

ele de syst

eme distribu

e 
Deux ecritures sur S
i
sont sujettes au contr	ole de coherence car elles representent un conit
potentiel  Par contre une ecriture sur S
i
nentre pas en conit avec une ecriture sur un
autre segment independant du document y compris les segments 
ls independants de S
i
 
	 Aspect dynamique de la decomposition
En permettant une decomposition dynamique du document il est possible dautoriser plus
ou moins de concurrence en fonction de letat courant du document  En eet dans les phases
initiales de redaction il est souhaitable daugmenter la concurrence a
n de permettre aux
dierents coauteurs impliques dapporter leurs idees de facon informelle  Des contraintes
fortes au niveau du contr	ole de concurrence peuvent nuire a la bonne marche de la collab
oration  Au fur et a mesure que le document m	urit il convient de diminuer la concurrence
en 
geant certaines parties de celuici  Ceci est realise en augmentant la taille des objets
independants par des operations de regroupement 
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Figure    Adaptation du contr	ole de concurrence par modi
cation du grain
Par exemple considerons la coherence sequentielle comme critere de coherence dans les
exemples de la 
gure    Le critere de coherence est applique a chacun des objets indepen
dants et a pour eet de sequentialiser les operations eectuees sur un objet  Considerons
la 
gure  a  les deux soussections   Mod

ele de syst

eme distribu

e et  Mod

ele
de base de Duplex de la section  Mod

ele Duplex sont independantes alors que la sous
section  Implication du mod

ele de base est dependante de la section  Mod

ele Duplex 
Supposons quune ecriture soit realisee sur chacun de ces segments  Il est possible de realiser
concurremment une ecriture sur   Mod

ele de syst

eme distribu

e et une sur  Mod

ele
de base de Duplex ou encore une ecriture sur  Mod

ele Duplex et une sur   Mod

ele
de syst

eme distribu

e  Par contre les ecritures sur  Mod

ele Duplex et  Implication
du mod

ele de base devront 	etre sequentialisees  Ce qui rend lhistoire de la 
gure  a
acceptable pour lutilisateur 
En revanche si   Mod

ele de syst

eme distribu

e et  Mod

ele de base Duplex sont
dependants de la section  Mod

ele Duplex comme dans la 
gure  b alors toutes les
ecritures seront sequentialisees au niveau de la section  Mod

ele Duplex ce qui impose
une histoire sequentielle comme celle de la 
gure  b 
Augmenter le nombre de parties permet daugmenter le nombre dhistoires possibles pour
un ensemble doperations et diminue les contraintes dordonnancement entre les operations
decriture 
 Op erations de d ecomposition du document
Deux operations sont considerees pour la decomposition du document   la separation
qui consiste a rendre un segment independant et  le regroupement qui consiste a ren
dre dependant un segment prealablement independant  Ces operations mettent en uvre
deux objets et peuvent se derouler concurremment a des operations de lecture et decriture 

Latomicite des operations de regroupement et separation doit 	etre garantie a
n de ne pas
violer le critere de coherence choisi 
Considerant les operations de separation et de regroupement deux problemes sont a re
soudre   latomicite aux pannes loperation est realisee completement ou pas du tout et
 latomicite de concurrence les eets de loperation ne sont visibles quune fois loperation
terminee 
  Operation de separation
Lobjet correspondant au segment initial est note P pour pere et lobjet correspondant au
segment qui est rendu independant est note F pour 
ls 
Letat initial du noyau et de lenvironnement de lutilisateur est donne par la 
gure  a 
Le contenu des objets est donne quand necessaire en haut a droite de chacun des cadres
bordant les  
gures  abc 
Dans son etat initial lobjet P est la section  Mod

ele Duplex qui contient trois segments
dependants  les soussections   Mod

ele de syst

eme distribu

e  Mod

ele de base de
Duplex et  Implication du mod

ele de base  Loperation de separation va consister a
extraire la soussection   Mod

ele de syst

eme distribu

e qui deviendra lobjet F  
1U 1U 1U
NOYAU NOYAU NOYAU
2.3 Implications du modèle de base
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Figure    Operation de separation
Une propriete de loperation de separation est que le nouvel objet F ne sera connu de la
communaute que par lintermediaire de lobjet P qui contient la reference vers F   Ainsi
comme nous allons le voir une operation de separation peut 	etre realisee localement au
niveau de lenvironnement de lutilisateur et reduite a une ecriture de lobjet P comme
decrit cidessous 
Une lecture de lobjet P est realisee par lutilisateur voulant proceder a une operation de
separation  Une fois dans lenvironnement local de lutilisateur lobjet P va 	etre modi
e  Un
nouvel objet F est cree  Le contenu du segment   Mod

ele de syst

eme distribu

e est copie

var
seg   segment a rendre independant
 
lecture de lobjet noyau P 
creation de lobjet F localement
copie du contenu du segment seg de P dans lobjet local F 
remplacement du segment seg de P par une reference sur lobjet F Ref
F

creation de lobjet F au niveau du noyau
ecriture lobjet local F au niveau du noyau
ecriture lobjet local P au niveau du noyau
Algorithme    Separation dun segment en deux segments independants
dans lobjet local correspondant au nouvel objet F   Le contenu du segment   Mod

ele de
syst

eme distribu

e a linterieur de lobjet P est remplace par la reference a lobjet F note
Ref
F
dans la 
gure  b  Bien que F soit connu du systeme il ne peut 	etre utilise par les
autres utilisateurs car la seule reference a lobjet F est dans la version locale de lobjet P  
Lobjet F peut 	etre transfere au niveau du noyau 
gure  b sans risquer d	etre utilise
par un autre utilisateur  Ceci garantit latomicite aux pannes et a la concurrence car toute
loperation de separation est 
nalement reduite a loperation decriture de P 
gure  c 
A ce niveaula si une approche pessimiste a ete choisie par lutilisateur en se reservant
une ecriture exclusive

 de P  garantissant que P ne peut 	etre ecrit par un autre utilisateur
avant de proceder a la separation loperation ecriture sur P est s	ure daboutir  En revanche
si une approche optimiste a ete choisie avec une detection de conit alors deux cas de 
gure
sont a considerer 
  lecriture de P reussit operation non conictuelle et au niveau du noyau loperation
de separation sera validee puisque P peut 	etre lu par les autres utilisateurs qui decou
vrent ainsi lexistence de F  
  lecriture echoue et au niveau du noyau loperation de separation ne sera pas validee
et lobjet P du noyau naura aucune trace de F   La trace de F ne subsiste que dans
lenvironnement local de lutilisateur initiateur de loperation de separation 
Il est a noter que cette methode permet de rendre independant localement plusieurs segments
avant de repercuter les eets au niveau du noyau  Ceci est tres important car cela permet
une decomposition tres rapide du document 
Les deux problemes suivants restent a resoudre 
 Le premier probleme est celui de la destruction de lobjet F en cas dechec de loperation
decriture 
nale  En eet plus aucune reference ne pointe sur lobjet F qui devient ainsi
 
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inaccessible et donc monopolise des ressources pour rien  Plusieurs methodes sont utilis
ables  la premiere est basee sur une requ	ete de destruction de F explicite emanant du client
F   Cette solution nest pas optimale puisquen cas de panne du client cette requ	ete peut ne
jamais 	etre emise  La seconde consiste en lutilisation dun ramasse miettes dont la fonction
est de detruire les objets qui ne sont plus references  On peut utiliser ici un algorithme base
sur un marquage des objets accessibles en partant de la racine du document  Les objets
marques ne doivent pas 	etre detruits les autres peuvent eventuellement l	etre apres une
veri
cation plus poussee  La derniere solution est celle que nous avons retenue elle utilise
un mecanisme dactivationpassivation  Elle consiste a desactiver un objet non utilise et
permet de reduire les ressources consommees a un minimum  Par exemple en mode passif
un objet ne consomme quun 
chier par duplica et aucune ressource CPU  Le mecanisme
dactivationpassivation de Duplex est decrit dans le chapitre concernant le noyau  Les
donnees stockees sur disque seront liberees dans la phase 
nale lorsque le document est
acheve et que la collaboration prend 
n 
 Le deuxieme probleme est celui de lunicite du nom logique du nouvel objet F cree  En
eet au niveau de la decomposition du document chacun des objets independants se voit
associer un nom logique qui permet aux utilisateurs de lidenti
er  Dans lexemple precedent
P et F peuvent 	etre consideres comme les noms logiques des segments independants section
 Mod

ele Duplex et soussection   Mod

ele de syst

eme distribu

e  Un nom logique
doit avoir un sens pour les utilisateurs mais egalement 	etre unique pour le systeme a
n
de designer sans ambigu%te le segment correspondant  Ceci est realise par la concatenation
au nom donne par le createur de lobjet le responsable de loperation de separation dune
identi
cation assurant lunicite par exemple  identite du createurdateheure 
	 Operation de regroupement
Loperation de regroupement presente plus de problemes puisque les deux objets P pere
et F 
ls sont potentiellement manipulables par les membres de la collaboration pendant
la duree de loperation de regroupement 
La solution retenue est de faire executer loperation de regroupement par lobjet pere P au
niveau du noyau 
La premiere garantie est que lobjet P etant un objet duplique latomicite aux pannes est
garantie puisque lobjet P nest pas sensible aux pannes 
Latomicite de concurrence est realisee de la maniere suivante Cf  Alg      lobjet P
naccepte aucune autre requ	ete durant loperation de regroupement ce qui est le fonction
nement standard lors du traitement dune requ	ete quelconque  lobjet P va se reserver

envoyer requete dacces exclusif a F 
si requ	ete acceptee
alors
lecture de F 
remplacement de Ref
F
par le contenu de F 
destruction de F 
envoi de P au client
sinon
noti
cation de lechec au client
n si
Algorithme    Regroupement de deux segments
un acces exclusif

sur lobjet F  garantissant que F ne peut 	etre ni lu ni a fortiori modi
e
par un utilisateur 
Le succes de loperation de regroupement est alors reduit au succes de la demande dacces
exclusif a F  
Apres obtention de lacces exclusif a F  lobjet P peut alors lire lobjet F en etant s	ur
davoir une version correcte et remplacer la reference a Ref
F
  Finalement P detruit lobjet
F et envoie la nouvelle version de P au client 
 Discussion
Ce chapitre a decrit les regles de decomposition dynamique dun document dans Duplex 
Cette approche permet  de de
nir un grain variable pour les objets partages et ainsi
dameliorer la concurrence au niveau des acces Cf  Chapitre  remarques  et  et  de
faire evoluer les contraintes liees au critere de coherence en fonction de la maturite du
document 
La decomposition dun document en parties independantes est un procede utilise par dautres
environnements e g  Iris Borgho   Grion Decouchant  CES Greif   Quilt Fish 
Leland  SharedBook Lewis  et MultimETH Lubich    La plupart de ces environ
nements proposent une decomposition statique e g  SharedBook ou Quilt ou une decom
position dynamique Iris CES Grion et MultimETH sur laquelle lutilisateur ne peut pas
intervenir directement  Par exemple la decomposition dans Grion est liee au mecanisme de
r	ole dans le sens ou un segment independant est un segment pour lequel le r	ole de chacun
des utilisateurs est uniforme  Quand un utilisateur modi
e son r	ole sur une partie dun
segment independant la decomposition est automatiquement recalculee pour satisfaire la
contrainte citee plus haut  La taille des segments independants est induite par les r	oles des
utilisateurs mais a linsu de ces derniers  Il est dicile des lors dutiliser ce mecanisme pour

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agir sur le contr	ole de concurrence  Notre approche en ce sens est originale puisque les util
isateurs peuvent agir directement sur la taille des parties independantes et ainsi moduler
les contraintes liees a la coherence du document entier 
Finalement signalons que toutes les operations y compris celles modi
ant la decomposition
du document peuvent 	etre realisees de facon non bloquante et cela sans mettre en defaut le
critere de coherence choisi  Ceci est tres important dans un environnement qui compte tenu
de la dispersion geographique des utilisateurs ne peut 	etre quasynchrone et tres sensible
aux performances des communications et des pannes 


Chapitre 
Le Noyau
 Introduction
Le noyau est la cle de vo	ute de lenvironnement Duplex puisque cest lui qui permet dorir
et de contr	oler lacces aux informations relatives a un document entre les dierents utilisa
teurs impliques dans la collaboration 
La responsabilite du noyau est  de maintenir la coherence globale du document decom
pose  dassurer lacces au document ainsi quaux informations qui y sont relatives et
 dorir linfrastructure necessaire aux politiques de contr	ole de concurrence  Le pre
mier point a ete longuement aborde dans les chapitres precedents concernant le probleme
de la coherence  En revanche les deux derniers points seront detailles cidessous dans les
section  et  
 Description logique du noyau
Comme nous lavons vu dans le chapitre  les partenaires dune cooperation mettent a
disposition de la communaute un certain nombre de sites pouvant abriter les fonctionnalites
du noyau  Lensemble des sites du noyau peut evoluer au cours de la cooperation il est
maintenu par le service dactivation decrit cidessous 
Pour assurer les dierentes fonctionnalites qui lui incombent le noyau utilise et ore un
certain nombre de services 
Le service dobjet  Cest le service qui permet dacceder a un objet du noyau  A
n
de permettre une tolerance aux pannes un service dobjet est un groupe de duplicas
repartis sur dierents sites du noyau  La duplication est active! chaque duplica joue le

m	eme r	ole  il recoit une requ	ete en provenance dun utilisateur la traite et y repond 
Un service dobjet comme nous le verrons consomme des ressources m	eme lorsquil
nest pas soumis a des requ	etes en provenance des utilisateurs  Ainsi il est utile quil
puisse se desactiver lorsquil na pas ete soumis a une requ	ete pendant un certain laps
de temps 
Le service dactivation  Le r	ole premier de ce service est de pouvoir creer un duplica
sur un site du noyau  Pour ce faire il doit maintenir la liste L
g
de tous les sites mis
a disposition par la communaute pour le noyau  Ce r	ole de creation est utilise dans
les trois t	aches suivantes 
  activation dun service dobjet  Un utilisateur ne peut pas acceder directe
ment a un service desactive  Il faut donc un mecanisme permettant de reactiver
chacun des duplicas dun groupe a
n que le service dobjet correspondant puisse
	etre accede par les utilisateurs 
  regulation du taux de duplication  Un duplica peut tomber en panne  Si
lon veut conserver un taux de duplication constant il faut pouvoir mettre a
disposition un duplica sur un autre site du noyau

 
  creation dun nouveau service dobjet  DansDuplex lensemble des objets
est dynamique en raison du processus de decomposition du document  Lorsquun
nouvel objet est cree il convient de creer un service dobjet correspondant  La
destruction dun objet en revanche nest pas synonyme de destruction du ser
vice dobjet correspondant puisque certaines informations telles que le journal
Cf  section   doivent toujours rester accessibles  Dans ce cas il y a toutefois
une reduction des informations stockees au niveau dun service dobjet 
Le service de noms  Il constitue le moyen dacceder aux services dobjet  Le service de
noms dedie a un document permet de lier un segment logique du document connu des
auteurs le nom etant etabli a la creation du segment au service dobjet correspondant 
Nous detaillons ces dierents services dans les sections suivantes 
 Description des services
  Service dobjet
Pour des raisons de tolerance aux pannes les objets sont dupliques ainsi plusieurs duplicas
du m	eme objet existent  Un duplica est un objet actif constitue dune partie donnee stockee
 
Il est important de garder un taux de duplication constant pour  eviter que des pannes en cascade nissent
par rendre le service inop erant

en memoire ou sur un support stable i e  
chiers sur disque et dune partie active i e 
un ot de contr	ole  Un processus encapsule donc les donnees appartenant a lobjet qui ne
sont plus accessibles que par lintermediaire de requ	etes qui lui sont adressees  Ce processus
recoit les requ	etes les traite et envoie une reponse en retour au requerant 
Oi
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Figure    Correspondance service dobjet groupe de duplicas
Les duplicas dun m	eme objet sont regroupes au sein dune m	eme entite logique que nous
appelons un groupe  Le service dobjet est mis en uvre par un groupe de duplicas  Il y
a une correspondance directe entre un service dobjet et un groupe de duplicas et nous
utiliserons indieremment les deux termes dans la suite de ce chapitre  La 
gure   montre
trois services dobjet O O O constitues chacun de trois duplicas  Ces duplicas sont
repartis sur les dierents sites du noyau s a s  
Un site peut accueillir des duplicas de plusieurs services dobjet et dans ce cas les ots
de contr	ole des dierents duplicas presents sur un m	eme site sont geres par un seul et
m	eme processus que nous appelons processus gestionnaire dobjets PGO  Un processus
gestionnaire dobjets factorise la partie active dun duplica qui sert dinterface a plusieurs
jeux de donnees un par duplica  Un PGO appartient a autant de groupes que de duplicas
quil gere 
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Un jeu de donnees contient les informations suivantes 
Linformation textuelle  Elle decrit completement le segment du document  Cest par
exemple une suite de caracteres constituant le texte proprement dit ou le bitmap dune

gure 
Linformation structurale  Elle decrit la decomposition du segment en soussegments
dependants et independants et maintient les references logiques par nom des sous
segments independants

 
Le bulletin dinformation  Il assure les communications asynchrones indirectes concer
nant le segment  Cest une liste de messages persistants ou de duree limitee causale
ment ordonnee et coherente avec le ot des discussions et les mises a jour des segments 
Le journal  Il garde une trace des operations sensibles mise a jour destruction etc 
accomplies sur le segment  Il survit a la destruction du segment et fournit en particulier
la cause et le responsable de la destruction 
Le r	ole du service dobjet est de permettre aux utilisateurs dacceder a ces donnees  Pour
ce faire le service dobjet traite les requ	etes en provenance des utilisateurs  Le probleme de
latomicite des requ	etes dans le contexte duplique exige des diusions 
ables au groupe de
duplicas dans un modele virtuellement synchrone Birman  Schiper    La duplication
est active ce qui signi
e que chaque duplica joue le m	eme r	ole  il recoit la requ	ete la traite
puis envoie la reponse au requerant  Le protocole assurant la coherence de ce groupe i e 
lordre dans lequel les dierents duplicas traitent les requ	etes est decrit dans le chapitre  
Lemplacement et le nombre des duplicas assurant le service dobjet sont dictes par deux
parametres  lemplacement des utilisateurs et le taux optimal de duplication  Lempla
cement des utilisateurs joue un r	ole car dans une duplication active tous les duplicas traitent
la requ	ete et envoient une reponse a lutilisateur  Attendre la premiere reponse est susant
et ainsi placer un des duplicas a proximite dun utilisateur travaillant frequemment avec
lobjet permet dameliorer les performances  Cependant il nest pas possible de mettre
un duplica a proximite de chaque utilisateur travaillant sur lobjet  En eet le co	ut du
protocole permettant de maintenir coherent le groupe de duplicas est lie au nombre de
duplicas  Ainsi il faut eviter de dupliquer un objet plus que necessaire
 
  En eet il est
rare que plusieurs sites distants tombent en panne au m	eme moment  un petit nombre de
duplicas e g  trois dans le cas present est susant pour assurer la tolerance aux pannes 
Il convient toutefois en cas de panne dun site de recreer un duplica sur un autre site a
n
de conserver le taux de duplication constant 

Ces r ef erences seront traduites en adresses dans le systeme distribu e par le service de noms d ecrit ci	apres

entia non sunt multiplicanda praeter necessitatem Guillaume d
Occam

	 Maintien du taux de duplication
Le maintien du taux de duplication fait intervenir deux services  Le service dobjet et le
service dactivation  Le service dobjet detient deux informations   la composition du
groupe et  les utilisateurs qui utilisent le plus lobjet 
var
L
a
  liste des sites actifs
statistiques   statistiques sur lutilisation du service dobjet par les utilisateurs
 
a la reception de la nouvelle composition est L
a

si je suis le site de plus petit rang
alors
envoyer une requ	ete de regulation au service dactivation avec L
a
et statistiques
n si
Algorithme    Regulation du taux de duplication
Gr	ace au modele virtuellement synchrone qui permet aux membres dun groupe d	etre
informes de tout changement de composition du groupe lorsquun duplica tombe en panne
ou plus naturellement quitte le groupe les autres membres sont avertis de la nouvelle
composition L
a
pour liste des sites actifs  Les statistiques sur lutilisation du service
dobjet par les utilisateurs sont mises a jour a chaque requ	ete  Le service dactivation pour
sa part detient la liste des sites du noyau et peut ainsi mettre a disposition un duplica sur
un autre site  La partie concernant le service dactivation sera decrite dans lalgorithme
Alg     En ce qui concerne le service dobjet le traitement est decrit dans lalgorithme
Alg    
La requ	ete de regulation est envoyee au service dactivation par un seul duplica celui qui est
de plus petit rang chaque membre dun groupe a un rang qui est determine par le mecanisme
de changement de vues  Si ce dernier tombe aussi en panne cela sera detecte par les autres
duplicas du groupe  Le nouveau duplica de plus petit rang prendra alors le relai et les
deux pannes seront traitees en m	eme temps  Les statistiques contiennent les frequences
dutilisation du service dobjet par les dierents utilisateurs visant a faire ressortir les sites
utilisateurs les plus actifs  Elles servent au service dactivation a determiner le meilleur site
de remplacement 
 Migration de duplicas
Un utilisateur peut cesser a tout moment dutiliser un service dobjet  Il peut donc 	etre
judicieux de rendre le placement des duplicas dynamique en permettant la migration dun
duplica dun site s
i
vers un autre site s
j
plus adequat  Le processus gestionnaire dobjets
en cause peut simplement quitter le groupe de luim	eme provoquant le m	eme traitement
que lors dune panne 
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 Desactivation
Lorsquun objet cesse d	etre utilise par lensemble des utilisateurs les mecanismes de detec
tion de pannes de duplicas et de regulation du taux de duplication continue de fonctionner
ce qui represente une consommation inutile des ressources  Pour cette raison il est utile de
passiver un service dobjet qui nest plus utilise  Passiver un objet consiste a reduire lobjet
a son jeu de donnees sur disque 
Lordre de desactivation est decide par le service dobjet luim	eme puisquil est conscient
de son oisivete  Cela est realise de la maniere suivante 
si derniere requ	ete date de plus de n minutes et je suis le site de plus petit rang
alors
envoyer requ	ete de desactivation a mon groupe
n si
Algorithme    Detection de linactivite
Tous les duplicas y compris celui de plus petit rang qui a emis la requ	ete executent alors
le protocole suivant 
a la reception de requ	ete de desactivation
faire
quitter le groupe
n faire
Algorithme    Desactivation dun service dobjet
Il reste cependant a faire un traitement annexe au niveau du processus gestionnaire dobjets
PGO  Un PGO gere plusieurs duplicas sur un site donc il appartient a autant de groupes
quil gere de duplicas  Lorsquun PGO ne gere plus aucun duplica i e  il nappartient plus
a aucun groupe il doit se terminer a
n de liberer les ressources quil utilise 
 Service dactivation
Le service dactivation est un service duplique a
n de tolerer les pannes  Il a trois r	oles 
 la creation dun service dobjet  lactivation dun service dobjet et  la regulation
dun service dobjet 
Pour ce faire ce service est responsable de la maintenance de la liste L
g
des p sites mis a
disposition par la communaute pour le noyau  Cette liste est dynamique puisque a tout
moment de la cooperation un site peut 	etre ajoute  Ce service maintient egalement pour
chaque objet X  deux listes L
t
et L
r
  La liste L
t
contient les n sites

titulaires de la liste

Ou n est le taux de duplication de l
objet

L
g
qui abritent un duplica de lobjet X dans sa version active ou passive i e  donnees sur
disque  La liste L
r
contient les n p sites remplacants susceptibles dabriter un duplica
dans le cas dune defaillance dun des n titulaires 
Creation dun service dobjet
Le premier r	ole du service dactivation la creation dun service dobjet permet dajouter
dynamiquement des objets dans le noyau  Lors de la creation dun nouvel objet decompo
sition du document le service dactivation est invoque pour quil cree un nouveau service
dobjet  La creation se fait par lenvoi de la part dun utilisateur dune requ	ete activation
de X au service dactivation 
var
L
g
  liste des p sites constituant le noyau
L
t
  liste des n sites titulaires pour lobjet X  initialement vide
L
r
  liste des p  n sites remplacants
s
u
  site de lutilisateur demandant la creation
 
a la reception de requ	ete creation de X
faire
initialiser L
r
a L
g
  initialiser la liste des sites remplacants pour lobjet X
choisir s de L
r
tel que s soit le plus proche de s
u

retirer s de L
r

mettre s dans L
t
  mettre le site favorisant le createur comme titulaire
pour i   to n  
retirer un site s de L
r

mettre s dans L
t

n pour pour tout site s  L
t
faire  completer la liste des sites titulaires
si il ny a pas de PGO sur s
alors lancer un PGO sur s
n si
envoyer requ	ete de jonction du groupe X au PGO du site s
n faire
n faire
Algorithme    Creation dun service dobjet
Le service dactivation choisit n sites operationnels parmi les p disponibles dans la liste L
g

en privilegiant un site proche de lutilisateur creant le nouvel objet  Pour chacun de ces sites
il va falloir creer un duplica  Si le processus gestionnaire dobjets est deja present sur le site
choisi un autre objet actif est deja gere sur ce site alors il sut de demander au processus
de joindre le groupe de duplicas  Sinon il faut lancer un processus gestionnaire dobjets
puis lui demander de joindre le groupe de lobjet X   Ce dernier apres avoir joint le groupe
initialise le jeu de donnees correspondant a lobjet X   Lorsque le groupe existe les duplicas
ayant rejoint le groupe determinent la liste des duplicas absents  Ils seront consideres comme
etant en panne et une requ	ete de regulation sera envoyee au service dactivation qui la

traitera comme decrit dans la suite de cette section Cf  Alg     Cependant il est a noter
que dans un systeme asynchrone il nest pas possible de dierencier un processus lent dun
processus en panne Fisher    Il est donc tout a fait possible mais rare que le processus
gestionnaire dobjet dun des sites de L
t
declare en panne rejoigne 
nalement le groupe  Il
sera alors informe par les autres duplicas du groupe quil doit quitter le groupe 
Le placement initial a de grandes chances de ne pas 	etre optimal vu le placement aleatoire
mais il est a noter  que le createur de lobjet aura de bonnes performances et  que les
duplicas migreront en fonction de lutilisation gr	ace au service de regulation Alg    
Activation dun service dobjet
Le second r	ole du service dactivation est lactivation proprement dite dun service dobjet 
Elle consiste a remettre en activite un service dobjet passive  En eet un service dobjet
passive ne peut 	etre directement accede par un utilisateur puisquil nexiste plus aucune
entite active associee  Lactivation se fait par lenvoi de la part dun utilisateur dune requ	ete
activation de X au service dactivation 
var
L
t
  liste des n sites titulaires pour lobjet X
L
r
  la liste des p   n sites remplacants
 
a la reception de requ	ete dactivation de X
faire
pour tout s  L
t
faire
si il ny a pas de PGO sur s
alors
lancer un PGO sur s 
n si
envoyer requ	ete de jonction du groupe X au PGO du site s
n faire
n faire
Algorithme    Activation dun service dobjet
Le service dactivation procede de maniere similaire a la creation  La dierence est que la
liste L
t
des sites titulaires existe deja  Le processus gestionnaire dobjet de chacun des sites
de L
t
joint le groupe formant ainsi le service dobjet correspondant a X  
Il est a noter que dans la pratique les sites du noyau abritent souvent un processus gestion
naire dobjets car des duplicas dautres objets sont actifs  Dans ce cas de 
gure lactivation
dun service dobjet est extr	emement rapide puisquelle consiste simplement a rejoindre un
groupe  La motivation pour ne pas laisser un processus gestionnaire dobjets en permanence
sur chacun des sites du noyau est que lactivite liee a un document peut cesser pendant des
periodes de temps importantes 

Gr	ace a ce mecanisme un service dobjet passive est active avec letat le plus recent de
lobjet pour peu quun seul des sites de la liste L
t
soit operationnel  Dans le cas contraire
il faudra attendre quau moins un de ces sites devienne accessible 
Regulation du service dobjet
Le troisieme r	ole du service dactivation est la regulation du service dobjet  La regulation
consiste a utiliser les statistiques fournies par le groupe de duplicas pour choisir parmi les
p  n sites de remplacement ceux qui conviendraient le mieux pour remplacer les sites
defaillants 
Le protocole pour la regulation du service dobjet correspondant a lobjet X est le suivant 
var
L
t
  liste des n sites titulaires pour lobjet X
L
r
  liste des p  n sites remplacants
 
L
a
  liste des sites actifs  envoyes avec la requ	ete de regulation
statistiques   statistiques sur lutilisation du service dobjet par les utilisateurs
 envoyees avec la requ	ete de regulation
 
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a
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r

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t
et dans L
a
 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n faire
Algorithme    Regulation par le service dactivation
En rejoignant le groupe un processus gestionnaire dobjets correspondant a un duplica
de remplacement va recuperer letat du groupe de duplicas et devenir un duplica de X
operationnel  En 
n de traitement les sites operationnels seront dans la liste L
t
 
 Service de noms
Le service de noms a ete specialement concu pour resoudre le probleme de partage dinforma
tion pour des applications cooperatives  Sans rentrer dans les details soulignons que ce

genre dapplications necessite de partager des 
chiers des services ou tout autre entite que
la communaute a decide de mettre en commun  Le nombre de ces entites est generalement
faible de lordre dune centaine mais elles sont distribuees sur un reseau potentiellement
important par les distances et probablement heterogene  De plus la nature de ces en
tites echappe completement au service de noms  Dans ces conditions il nest pas possible
dutiliser des services de noms generaux qui sont soit trop co	uteux en terme de performances
soit inadaptes au service necessaire 
Le service de noms que nous utilisons le light weight name server a ete developpe au sein
m	eme du laboratoire Lugeon   et permet de resoudre exactement le probleme pose par
ce type dapplication en general et par celui de Duplex en particulier  Le terme de light
weight vient du fait quun certain nombre de fonctionnalites qui ne sont pas tout le temps
necessaires ont ete retirees du service de noms de facon a ameliorer les performances  Ces
fonctionnalites sont si necessaire realisees au niveau de lapplication  Par exemple il ny
a pas de veri
cation de conit de nom lors de lenregistrement dun nouveau nom  Cela
permet dans le cas de Duplex ou il est garanti a priori quil ny aura pas de conit deviter
le co	uteux protocole de veri
cation  Ainsi lenregistrement peut 	etre realise localement 
 Infrastructures n ecessaires aux politiques de controle de
concurrence
Comme nous lavons precedemment montre le contr	ole de coherence de Duplex assure
que les operations lecture et ecriture sont correctement ordonnees en regard du critere de
coherence  Ceci nassure toutefois pas latomicite des operations lecture modication ecriture 
Les alternatives suivantes sont proposees dans Duplex pour assurer ce type datomicite
lorsquelle est souhaitee par les utilisateurs 
  le droit decrire sur une partie de document est reserve a un seul utilisateur!
  le droit decrire sur une partie de document est reserve a un groupe dutilisateurs les
conits etant detectes a posteriori!
  le droit decrire sur une partie de document est autorise a lensemble des utilisateurs
les conits etant detectes a posteriori!
  le droit decrire sur une partie de document est autorise a lensemble des utilisateurs
aucun contr	ole nest fait ce mode suppose des regles entre les utilisateurs 
Le passage de la politique la plus optimiste a la politique la plus pessimiste et recipro
quement peut se faire graduellement et ce pour chacune des parties independantes du
document 

Linfrastructure necessaire pour mettre en uvre ces quatre politiques de contr	ole de con
currence est oerte par le noyau  Sont proposes   un mecanisme de detection de conit
permettant de detecter quand deux operations lecture modication ecriture entrent en conit
et  un mecanisme de capacite qui permet dattribuer des droits dacces a son detenteur 
Ces deux mecanismes sont decrits en detail cidessous 
  Capacites
Une capaciteLampson  Lampson  est associee a un objet et determine la liste doperations
quun utilisateur la possedant peut executer sur lobjet  Cette liste doperations nest pas
statique mais evolue en fonction des capacites que les autres utilisateurs possedent sur le
m	eme objet 
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Figure    Tableau donnant les operations autorisees par les capacites
Par defaut tous les utilisateurs possedent une capacite Defaut sur tous les objets qui leur per
met dexecuter les operations de lecture ecriture et dacquisition dune capacite superieure 
Les operations lecture ecriture sont celles qui ont ete presentees precedemment et permet
tent de realiser egalement les operations sur la decomposition du document Cf  Chapitre  
Lacquisition dune capacite superieure est propre a la gestion des capacites  Finalement la
restitution dune capacite nest pas soumise a la detention dune capacite particuliere elle
est toujours realisable 

La liste doperations autorisees avec une capacite depend des capacites que possedent les
autres utilisateurs sur le m	eme objet  Pour illustrer notre propos considerons les quatre ca
pacites suivantes  Defaut

Ecriture partagee

Ecriture exclusive et Acces exclusif  La 
gure  
donne les operations quun utilisateur peut realiser avec une capacite X lorsquun autre
utilisateur possede une capacite Y pour le m	eme objet  Lors dune acquisition la capacite
obtenue remplace lancienne et lors dune restitution la capacite est restituee et remplacee
par la capacite Defaut  Ce qui fait quun utilisateur ne possede quune seule capacite sur un
objet a un instant donne 
Les capacites Defaut et

Ecriture partagee sont partageables ce qui signi
e que plusieurs util
isateurs peuvent les posseder en m	eme temps  En revanche les capacites

Ecriture exclusive
et Acces exclusif ne le sont pas dou limpossibilite que deux exemplaires coexistent  Finale
ment lorsquune capacite

Ecriture exclusive existe cest la seule qui permette dacquerir la
capacite Acces exclusif dou limpossibilite pour les capacites

Ecriture exclusive et Acces ex 
clusif de coexister  La capacite Acces exclusif nest en principe pas destinee aux utilisateurs
mais elle est utilisee pour le mecanisme de regroupement Cf  Chapitre  
Les capacites sont gerees par les services dobjet  Chaque utilisateur associe a sa requ	ete la
capacite quil detient sur lobjet destinataire de la requ	ete  Si la requ	ete est autorisee alors
elle sera traitee  Dans le cas contraire lemetteur de la requ	ete sera informe 
Pour realiser ce traitement un service dobjets doit maintenir les informations suivantes 
  Un tableau similaire a celui de la 
gure  
  Le nombre de capacites de chaque type possedees par les utilisateurs
  La liste des utilisateurs qui possedent chacune des capacites
Les deux premieres informations servent a accepter ou non les requ	etes adressees par les
utilisateurs  La liste des utilisateurs est utile pour contacter les utilisateurs possedant une
capacite particuliere a
n de leur demander soit de restituer la capacite soit daccepter de la
partager  Les dierentes possibilites sont presentees dans le chapitre  decrivant linterface
et les fonctionnalites  Linter	et du mecanisme de capacite est quil est possible dajouter de
nouveaux types de capacite au niveau des services dobjets sans avoir a modi
er le code 
Une utilisation des capacites qui sort du cadre du contr	ole de concurrence est la protection
des donnees  Des capacites particulieres pourraient 	etre utilisees pour rendre certaines par
ties du document con
dentielles  Par exemple dans un cadre moins ouvert que le milieu
academique une capacite de lecture partagee pourrait permettre de donner une con
dential
ite a certaines donnees qui ne seraient visibles que pour le groupe dutilisateurs la possedant 

	 Detection de conit pour les operations lecture modication ecriture
Comme nous lavons presente dans le chapitre  le gestionnaire de coherence de Duplex
nassure latomicite que des operations de lecture et ecriture  Latomicite des operations
lecture modication ecriture nest pas assuree par defaut  Ainsi il est possible que deux
operations de type lecture modication ecriture soient concurrentes et entrelacees  Il convient
dans ce cas de detecter le conit et davertir les utilisateurs concernes  Nous distinguons
deux types de conit 
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Figure    Scenario entra	nant une perte dinformation
Le premier type de conit est illustre par la 
gure    Supposons que les deux utilisateurs
lisent la m	eme version de O

depuis le noyau puis la modi
ent localement et 
nalement
decident tous deux de mettre a jour le noyau! les deux ecritures sont concurrentes en regard
du contr	ole de coherence et seront donc arbitrairement ordonnees et appliquees a lobjet
O

  La derniere ecriture ecrasera toute trace des precedentes et ainsi dans lexemple de la

gure   les modi
cations de lutilisateur U

seront perdues  Bien que ce comportement
soit valide du point de vue du contr	ole de coherence au niveau de lobjet O

 latomicite
des operations lecture modication ecriture des utilisateurs U

et U

na pas ete assuree  De
telles operations seront appelees conictuelles avec la de
nition suivante 
De
nition    Des operations Op

et Op

de type lecture modication ecriture
sur un objet O sont conictuelles si la lecture de Op

et celle de Op

ont lu la
m	eme version de O
Le deuxieme type de conit est illustre dans la 
gure   ou un utilisateur possede locale
ment une vieille version dun objet O

  Par exemple il peut avoir lu une version de lobjet
O

pour limprimer  Cet objet O

evolue au niveau du noyau suite aux operations dautres
utilisateurs rendant la version locale conservee par U

 obsolete a son insu  Si U

decide
deectuer des modi
cations sur sa version locale de O

 et de soumettre cette version au
noyau il y aura conit 

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Figure    Scenario entra	nant une impossibilite de valider ses modi
cations
Dans ce cas de 
gure latomicite de loperation lecture modication ecriture de U

nest pas
assuree non plus mais en outre lecriture de U

ne peut plus 	etre ordonnee que dans le passe
Cf  protocole Chapitre  sinon il y aurait violation du critere de coherence linearisabilite
ou coherence sequentielle sur lobjet O

  Loperation de lutilisateur U

est dite obsolete
avec la de
nition suivante 
De
nition    Une operation Op

de type lecture modication ecriture sur un
objet O est dite obsolete si elle est conictuelle avec une autre operation Op

de type lecture modication ecriture et que lecriture de Op

doit 	etre ordonnee
avant lecriture de Op

pour respecter le critere de coherence
La distinction majeure pour lutilisateur entre une operation conictuelle et une operation
obsolete est que la deuxieme sera obligatoirement ecartee par le noyau alors que la premiere
pourrait 	etre acceptee 
 Controle de concurrence pour les operations lecture modication ecriture
Nous reprenons ici les quatre politiques de contr	ole de concurrence que nous avons intro
duites au debut de cette section 

Politique basee sur un droit decriture exclusif
Cest une politique basee sur la capacite appelee exclusive  Cette capacite ne peut 	etre
possedee que par un seul utilisateur elle garantit donc que lobjet ne pourra 	etre modi
e
que par le possesseur  Cette capacite peut 	etre transmise a un autre utilisateur ou restituee
apres utilisation  Dans le cas dune transmission elle peut 	etre consideree comme un jeton
en cas dacquisitionrestitution elle peut 	etre consideree comme un verrou 
Politique basee sur un droit decriture reserve a un groupe dutilisateurs
Cette politique utilise des capacites de type ecriture qui sont partageables  Plusieurs utilisa
teurs peuvent ainsi posseder une telle capacite en m	eme temps et par consequent realiser des
ecritures concurrentes entra	nant des operations lecture modication ecriture conictuelles et
obsoletes  Le mecanisme de detection de conit est donc utilise  Suivant les cas lutilisateur
peut resoudre le probleme seul ou bien entrer dans une phase de conciliation dans les cas plus
delicats par exemple sil y a conit dinter	et entre les utilisateurs ou bien si leur nombre est
trop important  Il est ainsi possible apres negociation entre les dierents auteurs impliques
de degager une version consensuelle qui sera soumise au noyau  Il est clair que ce type de
fonctionnement nest reellement exploitable que si les conits sont rares Cf  Chapitre 
remarque  hypothese qui est toutefois realiste dans lenvironnement Duplex gr	ace a la
decomposition du document 
Il est par ailleurs garanti que les utilisateurs ne possedant pas de capacite decriture ne
pourront pas modi
er lobjet  Ainsi la possession de la capacite ecriture peut 	etre associee
au r	ole de redacteur que lon trouve dans certains environnements e g  Quilt Fish 
Leland   SharedBook Lewis  et Grion Decouchant   a la dierence pres que dans
le cas de Duplex plusieurs redacteurs sont autorises en m	eme temps 
Politique basee sur une detection des conits
Cette politique nutilise pas de capacite particuliere et permet a nimporte quel utilisateur
decrire  Seul le mecanisme de detection de conit est utilise  Les modes de conciliation
sont les m	emes que precedemment 
Politique basee sur lexistence de regles externes
Cette politique se base sur des regles que les utilisateurs etablissent a
n deviter les conits
a priori  Le decoupage en tranches horaires peut 	etre utilise a
n de permettre a chacun
de travailler sans 	etre perturbe  Cette approche est particulierement interessante puisque

lorsque les utilisateurs travaillent dans des fuseaux horaires dierents ce decoupage est
quasiment implicite 
 Discussion
Ce chapitre a presente les dierents elements permettant de partager un document entre
une communaute dutilisateurs  Un service ecace de regulation de la duplication permet
de garantir une bonne tolerance aux pannes ce qui est important dans le systeme distribue
que nous considerons  Les services dobjet se desactivent automatiquement des quils ne
sont plus utilises a
n de limiter les ressources utilisees et de dispenser la communaute
impliquee dans la collaboration de t	aches dadministration  Le noyau est autonome et
contr	ole luim	eme les ressources quil utilise 
Le deuxieme point developpe dans ce chapitre concerne linfrastructure necessaire aux poli
tiques de contr	ole de concurrence explicite au niveau des operations lecture modication 
ecriture qui permet a lutilisateur de choisir la politique exclusive pessimiste optimiste
aucune etc     dont il a reellement besoin en fonction de  la maturite du document
 des personnes avec qui il travaille et  de la partie du document concernee  En ef
fet le contr	ole de concurrence est speci
que a chacun des segments independants  Nous
avons montre que le mecanisme de capacites est extensible puisquil est aise de rajouter des
capacites particulieres  Par exemple il serait possible de de
nir a des 
ns de con
dential
ite des niveaux de hierarchie permettant dutiliser Duplex dans des milieux industriels ou
militaires moins ouverts que le milieu de la recherche scienti
que  En ce qui concerne les
dierentes politiques que nous avons detaillees dans ce chapitre elles recouvrent entre autres
les mecanismes proposes dans la litterature  Ainsi lenvironnement dedition cooperative
Duplex sadapte aux utilisateurs et non linverse 

Chapitre 
Environnement de lutilisateur
 Introduction
Lenvironnement local dun utilisateur est plus sensible a lheterogeneite que le noyau  En
eet sil est possible de choisir quels sites formeront le noyau les sites utilisateurs seront
pour leur part imposes  Pour prendre en compte ces considerations et eviter de realiser
des interfaces speci
ques pour chaque architecture lenvironnement local dun utilisateur de
Duplex utilise en grande partie des outils standards puisquil se base sur un environnement
dedition autonome sur lequel viennent se greer toutes les fonctionnalites necessaires a la
cooperation 
Le but de Duplex est de permettre a lutilisateur de conserver les outils avec lesquels il
a lhabitude de travailler  La seule entorse dans le prototype actuel consiste a imposer
L
a
T
E
XLamport  Knuth  pour lenvironnement dedition  Cette limitation peut 	etre
levee et des propositions en ce sens sont faites dans la section consacree a lenvironnement
dedition autonome 
Ainsi lenvironnement local de Duplex integre 
 un environnement dedition autonome L
a
T
E
X a lheure actuelle!
 des fonctionnalites permettant une fragmentation du document en segments indepen
dants!
 des fonctionnalites pour larchivage de ces segments sur le site des utilisateurs!
 des fonctionnalites pour les communications!
 des fonctionnalites permettant dinteragir avec le noyau 

Les points  et  ont deja ete abordes respectivement dans les chapitres  et  de cette
m	eme partie  Nous ne developperons ici que les interfaces graphiques correspondantes  En
revanche les autres points seront plus particulierement decrits dans la suite de ce chapitre 
La section  presente linterface utilisateur integrant toutes les fonctionnalites de Du 
plex  Cette interface permet de visualiser le document et dexecuter un certain nombre
doperations sur les segments independants qui le composent  Linterface permet egalement
dappeler des outils externes orant une partie des fonctionnalites de lenvironnement  La
section  presente lenvironnement dedition autonome et la facon dont il est possible de le
parametrer selon le besoin de lutilisateur  La section  decrit le module darchivage et les
motivations pour de telles fonctionnalites ainsi que les aspects dinterrogation du journal
associe a chaque partie du document  La section  conclut ce chapitre 
 Interface Utilisateur
Le document que nous utilisons pour illustrer notre propos est le m	eme que celui utilise
dans le chapitre   Nous en rappelons ici la table des matieres 
Document
  1. Introduction
  2. Modèle Duplex
    2.1 Modèle de système distribué
    2.2 Modèle de base de Duplex
    2.3 Implication du modèle de base
      2.3.1 Tolérance aux pannes
      2.3.2 Contrôle de concurrence
      2.3.3 Intégration de la grande échelle
  3 Décomposition du document
  4 Noyau
    4.1 Consistance
    4.2 Contrôle de concurrence
    4.3 Atomicité et duplication
    4.4 Contexte du document
  5 Discussion
 
Figure    Table des matieres de document servant dexemple
Pour reprendre le vocabulaire introduit dans le chapitre sur la decomposition du document
nous utiliserons les termes de segments dependants et independants  Lenvironnement de
lutilisateur contient un certain nombre dobjets qui constituent sa vue locale 
Ces objets representent les segments du document avec lesquels lutilisateur travaille soit
activement modi
cation soit passivement consultation  Pour les premiers il les modi
e
gr	ace a des outils dedition traditionnels avant de les transmettre au noyau  Pour les seconds
ils ne sont utilises que pour de la visualisation impression ou achage a lecran 
Le nombre de segments independants peut 	etre important ce qui necessite une interface

graphique permettant a lutilisateur non seulement dapprehender le document dans sa
globalite mais egalement de pouvoir se focaliser plus particulierement sur la ou les parties
qui linteressent  De plus cette interface graphique doit permettre de designer facilement
les parties du document avec lesquelles un utilisateur veut travailler et les actions quil veut
eectuer  Finalement en plus de visualiser la vue locale dun utilisateur des informations
concernant les aspects de cooperation doivent egalement 	etre achees 
Figure    Fen	etre principale de linterface utilisateur
Le composant principal de linterface utilisateur est la fen	etre de visualisation representee
dans la 
gure    Elle a trois fonctions principales 
Achage  Les segments de document que lutilisateur possede dans sa vue ainsi que le
placement de ces derniers dans la structure du document sont aches sous forme
darbre ou les noeuds sont les segments independants  Un certain nombre dinforma
tions associees a ces segments decorent cet arbre  Par exemple les pre
xes pred ou
encore txt qui donnent des informations sur la nature du segment Cf  Section   
Noti	cation  Un certain nombre dinformations sont disponibles au sujet des divergences
entre les objets du noyau et les objets locaux 

Tableau de bord  Tous les outils communication archivage etc  ainsi que les modes
operatoires sont selectionnables a partir de cette fen	etre  Les outils sont destines a
realiser des operations concernant le document dans son ensemble alors que les modes
operatoires permettent dagir individuellement sur chacun des segments  Lorsquun
mode operatoire est choisi il sut de selectionner par un double clic un noeud de
larbre pour eectuer une action sur le segment correspondant  Par exemple si le
mode operatoire Edit qui de
nit le mode edition est choisi laction consistera a lancer
un editeur permettant de modi
er le segment 
Ces fonctionnalites sont decrites plus en detail cidessous 
	  Achage
Le document est represente sous forme dun arbre dont un noeud correspond a un segment
independant et ou un arc S
i
 S
j
lie le segment S
i
contenant la reference a un segment
independant S
j
au segment independant S
j
luim	eme  Chaque noeud est etiquete par le
nom logique du segment independant quil represente ce qui combine a sa place dans larbre
permet de le de
nir sans ambigu%te 
Figure    Representation initiale du document
Pour chaque segment independant les segments dependants et les references aux segments
independants sont listes dans lordre dapparition dans la sequence des segments du docu
ment  Par exemple dans la 
gure   le segment independant body contient trois segments
dependants   Introduction  D

ecomposition du document et  Discussion et les
references aux segments independants modele et Noyau  Les informations structurales des
segments independants sont indentees et numerotees comme dans une table des matieres 
Les segments independants correspondant a des 
gures sont traites de maniere legerement
dierente  En eet une 
gure etant un segment elementaire qui ne peut 	etre decompose

elle ne contient pas dinformation structurale  Dans ce cas le noeud independant qui cor
respond est reduit a sa seule etiquette  La reference a un segment independant contenant
une 
gure est remplacee par letiquette de lobjet independant e g  	fig
 le noyau et
lenvironnement utilisateur dans le segment independant modele de la 
gure    Cela
permet de compacter la representation sous forme darbre 
Figure    Segment body replie
Ce compactage nest cependant pas susant car cette representation arborescente du doc
ument peut 	etre rapidement tres volumineuse  Pour pallier a ce probleme il est possible
de reduire les informations achees de deux manieres orthogonales  La 
gure   est la
representation initiale du document 
La premiere maniere consiste a replier un segment independant cest a dire a ne pas acher
les informations quil contient  Par exemple si le segment body est replie les segments
dependants ainsi que les references aux segment independants ne sont pas aches et par
consequent les segments independants euxm	emes ne sont pas aches  Cela est equivalent
a faire dispara	tre le segment body de lespace utilisateur  La 
gure   represente le m	eme
document que la 
gure   mais avec le segment body replie 
La deuxieme maniere consiste a ne pas acher les segments correspondant a un certain
niveau  Par exemple on peut choisir de ne pas acher les paragraphes et sousparagraphes 
Cette option contrairement a la precedente concerne toutes les parties independantes  La

gure   correspond au m	eme document que la 
gure   mais avec uniquement une partie
des informations structurales achees  celles qui sont cochees dans le menu de 
ltrage  Les
soussections a Tol

erance aux pannes  b Le contr

ole de concurrence et c
Int

egration de la grande

echelle ne sont plus achees 
Lachage permet egalement au niveau de chaque segment independant de visualiser des
informations pertinentes sur  la nature  le type du contenu et  letat par rapport
a la version du noyau correspondante Cf  Section   sur les noti
cations 

Figure    Filtrage des informations structurales
Nature du segment
Nous distinguons trois categories de segments independants  prive partage prede
ni et
partage independant dont letiquette est respectivement pre
xee par private pred ind
La categorie prive signi
e que le segment nest pas partage mais est propre a lutilisateur 
Cest par exemple la racine du document qui est privee a
n que les utilisateurs puissent
parametrer le document en fonction de leurs preferences  Par exemple intervenir sur le style
dimpression double ou simple interligne double ou simple colonne format A ou letter
rectoverso y ajouter un logo une date ou encore un numero de version  De la m	eme
maniere le style pour les references bibliographiques peut 	etre choisi  En fait tout ce qui
fait la speci
cite du format dimpression dun document est prive a lutilisateur  En eet
partager ce genre de parametres serait excessivement penible et responsable de conits et
de perte de temps 
La seconde categorie concerne les segments partages prede
nis qui sont au nombre de quatre 
title abstract body et bibliography  Ces segments prede
nis sont generes lors de la creation
du document et sont partages par la communaute  Le segment body correspond au corps
du document  il est le point de depart de la decomposition en segments independants du
document partage 
Dans le cas de bibliography il est preferable de parler dobjet bibliography plut	ot que de
segment car les informations quil contient ne font pas partie integrante du document mais
servent a generer la section references  Cest un objet dans lequel toutes les personnes
impliquees dans la collaboration peuvent ajouter de nouvelles references bibliographiques
au fur et a mesure des besoins  Cet objet est en quelque sorte attache au document 

La troisieme categorie concerne les segments independants qui sont crees par decomposition
du segment body  La dierence entre un segment pred et ind est que sur le premier il
nest pas possible deectuer une operation de regroupement avec son objet pere  En eet
lobjet pere etant la racine un regroupement aurait pour eet de faire dispara	tre de la
cooperation un objet initialement partage 
Type du contenu
En termes de contenu il est preferable de parler dobjets plut	ot que de segments car lobjet
mettant en uvre un segment est plus riche en semantique 
Nous considerons des objets de cinq types  texte 
gure bibliographie replie et manquant
respectivement pre
xes par txt g bib folded et missing 
Le type txt est du texte dans un format comprehensible par le traitement de texte utilise 
Le type g denote les objets representant des 
gures  Ce type dobjet est interessant
puisque generalement a une 
gure correspondent deux jeux de donnees  En eet un editeur
de 
gures stocke la 
gure dans un certain format source e g  gif ti etc   qui nest pas
reconnu par tous les traitements de texte  En revanche le format PostScript est un format
reconnu par tous les traitements de texte mais qui ne permet en general pas d	etre edite 
La solution consiste donc au niveau de lobjet de type g a stocker un jeu de donnees pour
le source de la 
gure et un pour le traitement de texte  Ici egalement la denomination
dobjet est plus juste que segment  Il est a noter que lediteur de 
gures Idraw utilise un
format PostScript restreint pour son format de stockage ce qui permet de navoir quun seul
jeu de donnees  Cet editeur est malheureusement incapable de comprendre le PostScript
genere par dautres editeurs de 
gures  Lhypothese que tous les utilisateurs utilisent Idraw
ne peut 	etre faite dans le cadre dun outil general de cooperation 
Deux standards pour stocker des informations bibliographiques sont le plus couramment
employes  BibTeXLamport  et refer  Lusage dictant le choix le format bibtex a ete
choisi pour stocker les informations bibliographiques dans Duplex  Ainsi lobjet prede
ni
bibliography est de type bib et contient des informations dans le format bibtex 
Les types folded et missing sont un peu particuliers  Ils designent respectivement des
objets replies decrits precedemment ou non presents dans lenvironnement de lutilisateur 
Dans le dernier cas seule la reference est connue et permettra de faire le moment venu une
lecture du noyau a
n den transferer une copie dans lenvironnement local 
Bien que seuls cinq types dobjets soient consideres a lheure actuelle rien ne soppose
a lintegration dautres types  En fait ce typage na pour but que de de
nir un editeur
particulier pour modi
er lobjet  Ainsi on pourrait rajouter les types feuille de calcul ou
code barre  Dans le cadre darticle scienti
que les types txt g et bib sont susants 

		 Notications

Etat par rapport au noyau
Le modele Duplex autorise une divergence entre letat du document dans le noyau et dans
lespace de travail de lutilisateur  Il est possible cependant de noti
er a lutilisateur des
informations relatives a cette divergence 
Au niveau de la divergence deux etats sont a distinguer  le premier quand lutilisateur
a modi
e localement un segment et ne la pas encore repercute au niveau du noyau et le
deuxieme quand la version du noyau a ete modi
ee par un autre utilisateur 
La premiere divergence ne depend que de lutilisateur donc linformation est toujours
disponible localement  En revanche le deuxieme etat ne depend pas de lutilisateur mais
dune action exterieure  Compte tenu du modele dinteraction asynchrone adopte cette
information nest disponible que par une interaction avec le noyau  La maniere dont cela est
traite dans Duplex est ecace car base sur les dependances causales entre les operations
eectuees sur les objets  En eet toute communication entre noyau et environnement util
isateur ou encore entre environnements utilisateurs transporte le passe causal de chacun
des objets du noyau en dautres termes la connaissance des operations eectuees sur les
autres objets du noyau  Il est ainsi possible de savoir quun certain nombre dobjets du
noyau ont ete modi
es 
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Figure    Propagation des informations causales

Ceci est illustre dans la 
gure   considerant deux utilisateurs U

et U

  La 
gure represente
deux informations la vue logique du noyau et des environnements de U

et U

 et le ot
dexecution correspondant aux operations eectuees par U

et U

  Les operations executees
par les utilisateurs sont materialisees par une invocation a un objet et la reponse de lobjet 
U

realise la lecture des objets O

et O

 puis U

realise lecriture de O

et O

 et 
nalement
la lecture de O
 
  En faisant une lecture de O
 
 U

est informe que les versions locales de O

et O

sont obsoletes 
La mise en uvre dun tel mecanisme est peu co	uteux en terme de structures de contr	ole
puisquun simple vecteur de la taille du nombre dobjets est necessaire  De plus cette
structure de contr	ole etant egalement utilisee pour assurer la coherence Cf  Chapitre  les
noti
cations sont obtenues gratuitement  Toute requ	ete permet dobtenir des informations
sur le passe causal et au besoin lutilisateur peut envoyer une requ	ete nayant pour eet
que de permettre un rafra	chissement des noti
cations 
Quatre cas sont donc possibles ils sont materialises au niveau des etiquettes des segments
par un codage Cf  Figure   les caracteres italiques indiquant une version noyau modi
ee
le gras une version locale modi
ee

Cf  Figure    Un codage par couleur est possible si
lon dispose dun ecran couleur 
Le cas le plus critique est le cas ou a la fois la version locale et la version du noyau ont
ete modi
ees  Lutilisateur devra eectuer une conciliation soit seul en lisant la version
noyau et en y incorporant ses modi
cations soit en contactant lutilisateur responsable de
la derniere ecriture  Ce contact est realise soit en recuperant son identite stockee au niveau
du journal associe a lobjet soit en realisant une ecriture qui sera forcement conictuelle ou
obsolete et qui retournera lidentite de lutilisateur 
noyau pas modifié
local modifié
local pas modifié normal
gras italique
italique
gras
noyau modifié
Figure    Codage des divergences noyau et environnement utilisateur
Capacites
La capacite du segment independant est egalement achee  Le symbole 
c
 est ache
en regard des segments pour lesquels lutilisateur possede une capacite autre que la ca
pacite defaut e g  les segments independants modele et Noyau dans la 
gure    Les
 
Le pr exe  est  egalement utilis e avec la meme s emantique

capacites possedees par les autres utilisateurs sont consultables par une requ	ete explicite
a lobjet car le caractere dynamique ne permet pas une noti
cation satisfaisante dans le
cadre dinteraction asynchrone 
	 Tableau de bord
Dans la partie superieure de la fen	etre principale Cf  Figure   on distingue deux rangees
de boutons 
La rangee superieure boutons arrondis permet de lancer les outils qui sont integres a
lenvironnement Duplex  Parmi ceuxci nous trouvons  lenvironnement dedition au
tonome  le module darchivage et  le module de communication directe synchrone
ou asynchrone  Ces trois points font lobjet de la section  de ce chapitre 
La rangee inferieure boutons rectangulaires permet de selectionner un mode operatoire 
Lorsquun segment independant est selectionne par un double clic loperation correspon
dant a la nature de lobjet et a son type dans ce mode operatoire est declenchee  Parmi les
modes operatoires nous trouvons 
Edit  permet de modi
er un objet avec lediteur ad hoc  Lediteur est un editeur standard
normalement concu pour fonctionner avec des 
chiers contenus dans le systeme de

chier local a lenvironnement de lutilisateur  Lediteur est donc encapsule dans
une bo	te de dialogue a
n de permettre des transferts avec le noyau  Ce procede
dencapsulation est decrit plus en detail dans la suite de ce chapitre 
Decomposition  permet deectuer les operations de separation et regroupement au
niveau de la hierarchie du document  Le type doperation est determine en fonc
tion de la nature de lobjet selectionne  Si cest un segment dependant loperation
de separation est eectuee et donne naissance a un nouveau segment independant 
Si cest la reference a un segment independant loperation de regroupement est eec
tuee et le segment devient un segment dependant du segment pere  Lancien segment
independant dispara	t de lenvironnement local de lutilisateur 
Archive  permet douvrir la fen	etre darchivage pour le segment independant selectionne 
e g  sauvegarder la version courante ou recuperer une version anciennement sauveg
ardee  Une description plus detaillee de linterface est donnee cidessous 
Journal  permet douvrir la fen	etre liee a la journalisation des operations sensibles pour
le segment independant selectionne  Il est possible de consulter le journal et de savoir
lidentite du responsable dune operation particuliere  Par exemple la destruction a la
suite dun regroupement ou la modi
cation dun objet du noyau noti
ee a lutilisateur 

Bulletin  permet douvrir la fen	etre dinterface au forum associe a un objet  Ceci concerne
les communications indirectes asynchrones en rapport avec un segment independant
particulier  Les messages sont ordonnes suivant un ordre respectant les dependances
causales entre les messages et les operations eectuees sur les objets du noyau  Par
exemple si un utilisateur modi
e un objet du noyau et poste un message lannoncant
il nest pas possible de lire le message et dobtenir une ancienne version du noyau  Ou
encore il nest pas possible de lire la reponse a une question posee sans avoir lu la
question 
Capability  qui permet douvrir la fen	etre dinterface gerant les capacites pour le segment
selectionne  Il est ainsi possible de faire des operations dacquisition et de restitution
dune capacite de consulter les capacites possedees par les autres utilisateurs ou de
demander un des traitements speciaux cidessous 
  transmettre une capacite non partageable a un utilisateur particulier cestadire
la restituer au noyau mais pour lusage dun utilisateur particulier  Une duree
pendant laquelle la capacite est reservee a cet utilisateur est speci
able 
  demander a 	etre informe dune requ	ete dacquisition dune capacite de m	eme
rang par un autre utilisateur dans le cas dune capacite partageable  Deux
possibilites   la capacite est attribuee inconditionnellement et le message est
uniquement destine a donner linformation ou  la capacite ne sera attribuee
quen cas de con
rmation 
  demander a 	etre informe en cas dattribution dune capacite superieure par un
autre utilisateur 
Write Kernel  permet decrire lobjet au niveau du noyau 
Read Kernel  permet de lire un objet du noyau 
FoldUnfold  permet de replier un objet sur lui m	eme  En dautres termes les segments
independants et les references aux segments independants ne sont plus aches de
m	eme que larborescence qui y est associee  Lors de limpression du document lobjet
ne sera pas non plus ache  Cela permet de restreindre le document a une partie sur
laquelle lutilisateur travaille 
 Outils annexes
  Environnement dedition autonome
Le moteur dans un environnement dedition cooperatif ou non est le traitement de texte
utilise  Le but 
nal de Duplex est de permettre lutilisation de plusieurs traitements de

texte dans les divers environnements locaux  Pour ce faire la version du noyau devra 	etre
dans un format de description de document standardise tel que SGML SGML  ou ODA
ODA    Les parties independantes formatees dans ce standard seront traduites dans le
format ad hoc avant d	etre manipulees par le traitement de texte sur le site utilisateur et
traduites dans le format standard avant d	etre envoyees au noyau  Cela laisserait lutilisateur
libre de choisir son traitement de texte prefere L
a
T
E
XLamport  Knuth  WordMic  
FramemakerFra   Grif Quint   etc   Cet aspect depasse toutefois le cadre du premier
prototype de Duplex qui se veut une plateforme de test des concepts proposes dans le
contexte de la coherence et du contr	ole de concurrence dans un systeme a grande echelle 
Seul L
a
T
E
X est disponible actuellement  Le choix de cet environnement de traitement de
texte est lie aux raisons suivantes 
  L
a
T
E
X est un format tres repandu dans le domaine academique 
  La structure dun document L
a
T
E
X est tres proche de SGML  Cela permet dans un
premier temps de directement utiliser le format L
a
T
E
X au lieu de SGML 
  L
a
T
E
X est disponible dans le domaine public et lenvironnement gr	ace aux outils as
socies est tres riche 
  Le jeu de macros associe a L
a
T
E
X permet de rapidement modi
er le comportement du
moteur m	eme de L
a
T
E
X  Ce qui aurait ete dicile a realiser avec des traitements de
texte fermes 
Lenvironnement dedition est constitue  doutils classiques et  de fonctionnalites
dinteraction avec le noyau  Lutilisation doutils classiques permet aux utilisateurs de con
server les editeurs avec lesquels ils ont lhabitude de travailler  Ceci permet une prise en
main beaucoup plus rapide de lenvironnement Duplex  Les param	etrisations permettent a
chacun de modeler lenvironnement Duplex a ses besoins  De plus Duplex na besoin que
de fonctionnalites et non doutils pour fonctionner  Par exemple il a besoin dune fonction
dedition de texte et non dun editeur particulier  Cela permet de considerer Emacs textedit
voire vi  En fait lutilisateur peut conserver ce quil utilise deja dans son environnement de
travail L
a
T
E
X 
Integration de lenvironnement L
a
T
E
X
Lensemble des fonctionnalites necessaires pour L
a
T
E
X sont integrees de facon a ce que
lutilisateur nait pas a manipuler de noms de 
chiers ou de parametres  Il sut de selec
tionner une des actions suivantes pour quelle soit eectuee directement 
latex  permet de generer un 
chier au format dvi correspondant aux parties du document
presentes dans lenvironnement de travail de lutilisateur 

bibliography  permet de generer la section relative aux references bibliographiques du
document
postscript  permet de generer un 
chier PostScript a partir du 
chier au format dvi
postscript preview  permet de generer un 
chier PostScript a partir du 
chier au format
dvi et de lacher a lecran
dvi preview  permet dacher a lecran le document a partir du 
chier dvi
print  permet dimprimer le document  Il est a noter que les outils de previsualisation
PostScript permettent egalement dimprimer directement et de facon plus selective
choix de pages format du papier etc 
Encapsulation doutils classiques
Lutilisation doutils classiques ne permet que de manipuler des 
chiers locaux au systeme
de 
chiers de lutilisateur et non des objets plus complexes comme ceux du noyau  Pour
ajouter facilement a nimporte quel outil la possibilite de dialoguer avec le noyau les outils
sont encapsules dans une bo	te de dialogue  Une bo	te de dialogue est associee a une paire
outil objet et contr	ole loperation realisee par loutil sur lobjet  Considerons par exemple
que loutil soit un editeur de texte  Lencapsulation est realisee comme nous le montre la

gure    La bo	te de dialogue permet de declencher des transferts entre lenvironnement
local et le noyau lediteur ne servant qua faire les modi
cations locales 
Editor
NOYAU
système de fichier local
version
courrante
opérations classique
lecture/écriture
opérations de 
transfert
Dialog
archives
objet du noyau
Figure    Encapsulation dun outil classique

La bo	te de dialogue permet de fournir un 
chier a lediteur  Ce 
chier peut contenir 
  la version courante de lobjet
  la version courante du noyau en eectuant une lecture du noyau
  une version precedemment archivee Cf  Section   
Lediteur permettra alors de modi
er le 
chier  Les modi
cations apportees au 
chier
peuvent 	etre stockees dans 
  la version courante de lobjet option par defaut
  la version courante du noyau en eectuant une ecriture du noyau
  une archive Cf  Section   
Ceci peut 	etre realise a nimporte quel moment de ledition et ne necessite pas de quitter
lediteur  Ainsi il est possible de transferer des versions intermediaires de son travail vers
le noyau 
Lors de toutes ces phases lutilisateur est averti lorsquil y a risque de perte dinformation 
Par exemple si la version courante na jamais ete ni archivee ni envoyee au noyau et quune
demande de lecture du noyau est eectuee 
	 Archivage local
Larchivage dansDuplex est local car nous sommes convaincus quun utilisateur ne cherche
a retrouver dans les archives que des informations quil a deja lues donc qui ont ete a un
moment ou un autre presentes dans son environnement de travail 
Larchivage se fait de deux manieres 
 un archivage de tout le document ou tous les objets actuellement presents dans lenviron
nement de travail sont archives et  un archivage ponctuel ou seul un objet particulier est
archive  Les deux possibilites sont utiles car lors dune recherche dinformation archivee
on recherche soit la version du document correspondant a une date precise soit une version
particuliere dun objet 

Quatre fonctionnalites sont donc a considerer 
Larchivage dun objet peut se faire de deux manieres dierentes  soit gr	ace a la bo	te
de dialogue associee a loutil servant a modi
er lobjet soit a partir de la fen	etre
principale en selectionnant le mode operatoire archivage et en cliquant sur un objet 
Un commentaire est demande a lutilisateur! il est utilise pour etiqueter la version de
lobjet 
Larchivage du document complet peut se faire de trois manieres dierentes  sur re
qu	ete de lutilisateur sur proposition de Duplex lorsque lutilisateur quitte sa session
de travail ou regulierement tous les x heures ou x est fourni par lutilisateur

  Dans
les deux premiers cas un commentaire est demande a lutilisateur pour etiqueter la
version du document 
La recuperation dune version dobjet se fait a partir dune liste de toutes les versions
avec le commentaire la date lheure et le type darchivage manuel automatique ou
de 
n de session  Cette derniere information permet de faire le tri plus facilement 
La recuperation dune version complete du document se fait egalement a partir
dune liste de toutes les versions avec le commentaire la date lheure et le type
darchivage 
 Discussion
Lenvironnement utilisateur nest certes pas parfait et manque notamment du feed back
de la part dutilisateurs  Il nous satisfait toutefois puisquil est le reet de notre maniere
de cooperer 
Insistons sur le fait que lenvironnement Duplex est facilement parametrable puisque
lutilisateur peut conserver les outils quil a lhabitude dutiliser  Il est complet et facilement
extensible 

An de r eduire la place prise par l
archivage du document complet seul les objets qui ont  et e modi es
depuis la derniere archive sont archiv es a titre individuel et une liste contenant le nom de la derniere version
de chacun des objets sut a stocker l
information correspondant a l
archivage

Les outils ajoutes par Duplex a un environnement local standard ne font appel qua
des paquetages standard tels que X et TCPIP Comer    La partie la plus basse de
ces outils interface avec le noyau utilise des appels systeme Unix standard ce qui assure
un portage aise sur toutes plateformes Unix  Sur des plateformes autres que Unix il
conviendrait de reecrire cette interface  Ces contraintes sont faibles ce qui permet de
prendre en consideration lheterogeneite du systeme distribue sousjacent  Lenvironnement
Duplex est portable  Actuellement des versions pour Linux SunOs et Solaris existent et
sont utilisees dans le cadre de notre laboratoire 
Lenvironnement utilisateur par luim	eme est peu volumineux puisquil utilise bon nombre
doutils deja existants  Il est ainsi possible de stocker tout lenvironnement sur une disquette
et ainsi de linstaller lors dun deplacement  Pour pouvoir 	etre operationnel il sut de
conna	tre le nom du document et ladresse du service de noms  Le nom du document est
connu par de
nition et ladresse du service de noms peut 	etre obtenue facilement sur le site
habituel de lutilisateur 
Finalement si lon considere laspect panne signalons que gr	ace a la separation en deux
niveaux noyau et environnement utilisateur les pannes dans le systeme distribue sont
proprement decomposees et leur impact sur lapplication dedition cooperative peut 	etre
con
ne 
La panne dun duplica  ce type de panne est completement transparent a lutilisateur 
La panne de communication entre noyau et utilisateur  Deux types de panne peu
vent avoir lieu  premierement une panne qui survient durant une operation avec le
noyau  Elle est traitee par le protocole qui assure latomicite des operations au niveau
des objets du noyau  Deuxiemement une partition est responsable dune perte de
liaison entre le noeud utilisateur et certains noeuds du noyau  Cette panne est de
tectee au niveau de lutilisateur qui dans ce cas de 
gure ne pourra pas acceder a
certains objets tant que la partition persiste  Ceci nemp	eche nullement lutilisateur
de travailler sur les copies de son environnement ou bien datteindre dautres objets
du noyau  Le site utilisateur nest pas completement fonctionnel mais permet quand
m	eme de travailler 
La panne dun noeud utilisateur  Ceci a lieu lors dune panne materielle ou logicielle
du site dun utilisateur e g  son systeme de 
chier est inoperant  Si cela survient
durant une operation avec le noyau la tolerance aux pannes garantit latomicite de
loperation  Ainsi les eets sont con
nes au noeud de lutilisateur et la panne naecte
pas le travail des autres utilisateurs 

Conclusion et perspectives
Prendre en consideration les reseaux a grande echelle est important a lheure actuelle
ou les media declinent Internet sous toutes ses formes  Seulement Internet nest pas
lextrapolation dun reseau local de la m	eme maniere quun pont nest pas lextrapolation
dune passerelle 
Il faut en eet tenir compte des pannes de sites ou de liens des communications de mau
vaise qualite et des partitions du reseau  Une fois ces contraintes 
xees loutil dedition
cooperative se doit de rendre ces desagrements les plus transparents possible a lutilisateur
ou du moins lui permettre de continuer a travailler eventuellement dans un mode degrade 
Ceci passe bien entendu par des methodes de travail dierentes de celles utilisees sur un
reseau local  En particulier lasynchronisme est le mode de fonctionnement privilegie dans
un environnement ou souvent les utilisateurs disperses sur Internet appartiennent a des
fuseaux horaires dierents 
Le travail eectue dans cette these propose dierents concepts et mecanismes permettant
de prendre en consideration la large echelle 
Premierement un nouveau critere de coherence a ete de
ni la NTRlinearisabilite qui pos
sede la m	eme propriete de localite que la linearisabilite  La NTRlinearisabilite considere
lordre causal plut	ot que le tempsreel notion qui est dicilement exploitable dans un sys
teme distribue  La mise en uvre de la NTRlinearisabilite est basee sur un protocole non
bloquant et ecace  La coherence est contr	olee par une decomposition dynamique du docu
ment en parties independantes sur lesquelles est applique le critere de coherence  Il est ainsi
possible daugmenter ou de diminuer la concurrence des actions realisees sur le document 
Comme cette modi
cation est dynamique et dirigee par les utilisateurs la coherence peut
	etre plus l	ache au debut de la collaboration pour se resserrer lorsque la maturite du docu
ment le necessite  Finalement au lieu de traiter le probleme de la coherence au niveau des
operations lecture modication ecriture qui compte tenu de la duree de la phase modication
peuvent setendre sur une longue periode la coherence est traitee au niveau des operations
lecture et ecriture 

Latomicite des operations lecture modication ecriture est traitee au niveau de lapplication
ce qui permet de prendre en consideration les connaissances et les desirs reels des utilisateurs 
Plusieurs politiques de contr	ole de concurrence pessimiste ou optimiste sont oertes a
lutilisateur lui permettant de choisir en fonction de la partie de document des coauteurs
et de la maturite du document celle qui lui semble la plus adaptee 
Deuxiemement larchitecture de lenvironnement Duplex se decompose en un noyau par
tage responsable de la gestion du document partage et en des environnements utilisateurs
qui sont des espaces de travail prives de chacun des utilisateurs permettant a lutilisateur
de travailler la majeure partie du temps localement  Les acces au noyau sont eectues
pour faire une copie locale dun objet du noyau ou pour mettre a jour un objet du noyau
a partir dune copie locale lorsque lutilisateur juge ses modi
cations satisfaisantes  La
grande independance du format dans lequel les parties dun document sont stockees au
niveau du noyau et celui dans lequel elles sont manipulees au niveau de lenvironnement
local de lutilisateur permet a ce dernier de quasiment conserver son environnement de
travail habituel 
La mise en uvre de lenvironnement dedition cooperative Duplex a permis de valider les
mecanismes et concepts cites cidessus prouvant dune part la faisabilite et dautre part
lutilite dun tel outil 
Les mecanismes et concepts de Duplex permettent dentrevoir dierentes evolutions du
travail presente dans cette these 
En premier lieu sur le plan de ledition cooperative il est possible detendre lindependance
de lenvironnement de Duplex a des outils particuliers en permettant la cohabitation
 
de plusieurs environnements deditions e g  L
a
T
E
XLamport  Knuth   Grif Quint  
WordMic   FramemakerFra   etc  durant la phase dedition  La phase de mise en
page 
nale est de toute facon realisee par un seul utilisateur donc un seul outil en fonction
de lignes de conduite imposees par la conference ou la maison dedition 
En second lieu il est possible dutiliser larchitecture de Duplex pour dautres usages que
ledition  En eet la partie noyau de stockage est susamment generique pour permettre
dutiliser cette architecture pour dautres types dapplications cooperatives comme par
exemple le developpement de logiciel mettant en jeu plusieurs partenaires 
Finalement lutilisation de PHENIX Malloth  a la place de ISIS ISIS   comme bo	te
a outils utilisee pour la mise en uvre du protocole assurant la coherence et la resistance
aux pannes rendra Duplex independant de tout produit proprietaire a
n den faciliter la
diusion 

Cf Chapitre  Section 
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