We investigate the dynamical behavior of some linear neurons devised for the minor component analysis. Contrary to their convergence theorems, our analysis reveals the existence of a divergence in a nite time.
I. Introduction
The minor components are the directions in which the data have the smallest variances, contrary to the principal components which are the direction in which the data have the largest variances. Expressing data vectors in terms of the minor components is called minor component analysis (MCA) .
MCA has a lot of applications, especially in adaptive signal processing. MCA has been applied in frequency estimation 7], 8], bearing estimation 10], digital beamforming 4], etc. It has been applied for total least squares (TLS) algorithms in parameter estimation 2], 3]; Xu et al. 11] have shown the relationship of MCA with the curve and surface tting under the TLS criterion, which makes MCA nd a wider use in many engineering elds as well as cognitive perception problems (e.g. computer vision). To solve the task of MCA, di erent neural approaches have been proposed. This paper deals with the simple linear neuron methods. Consider a linear unit with inputs x(t) = x 1 (t); x 2 (t); : : : ; x n (t)] T and output y(t) :
where w(t) is the weight vector. Assume that x has zero mean and let R = E xx T denote its covariance matrix.
The stochastic learning laws of the MCA neurons, analysed in this paper, share the same structure : w(t + 1) = w(t) ? (t)F (kw(t)k 2 ) y(t)x(t) ? y 2 (t) w T (t)w(t) w(t) (2) where :
Here OJAn is the normalized version of Oja's rule for MCA. According to the associated deterministic ordinary di erential equation (ODE) of these stochastic algorithms : w(t) = kw(0)kh min (6) where h min is a normalized eigenvector corresponding to the smallest eigenvalue min of R.
II. Divergence Analysis
The analysis of the ODE, associated with a stochastic algorithm, yields an approximate analysis of the convergence of this one. This is achieved by considering the stochastic algorithm as a discrete approximation of its ODE. However, the approximation of (2) by (4) does not hold. In fact a di erential equation on a variety, in this case an hypersphere, (10) but is never satis ed until (t) tends towards zero. This fact forbids the use of the above algorithms with xed adaptation step or in an online context.
To get a more precise analysis of the divergence, suppose that the input is Gaussian, and that at time t 0 the algorithm converges to the true direction; moreover, assume heuristically: 8t t 0 : w(t) = kw(t)kh min (11) i.e. the weight vector remains in the direction of the true eigenvector as t increases. Equation (8) 
where (11) 
For a zero mean Gaussian random vector:
Equation (15) which also indicates the divergence of this algorithm, but with a slower rate. In the general case, it is easy to verify that the condition for the sudden divergence is:
Another algorithm for the MCA has been proposed by Xu et. al. 9] : the weight vector is updated by the following learning law :
w(t + 1) = w(t) ? (t)y(t) fx(t) ? y(t)w(t)g (24)
Here the same reasoning applies; however, the weight update is no longer orthogonal to the weight vector, and then:
Neglecting the second order term in (t) leads to the following ODE: 
This analysis shows that these MCA algorithms diverge. Some of these diverge faster than others, especially MCA LUO which diverges in nite time. To avoid this divergence, one can renormalise the weight vector at each iteration, which means that w(t + 1) is projected on the unit sphere (Fig. 1) .
III. Experimental results
The previous study is illustrated by using, as a benchmark, the example in 6]. A zero mean gaussian random vector with a covariance matrix : R = Figure 2 shows the evolution of kw(t)k 2 , and con rms the constant increase of the norm of the weight vector. Figure 3 shows the good approximation of the ODE (18) w.r.t. the LUO stochastic law and the good estimation of t 1 . It also illustrates the phenomenon of the sudden divergence.
IV. Conclusion
The analysis demonstrate and give some examples of the divergence of almost all the MCA linear neurons. This is in contradiction with their convergence theorems because they assume the validity of the ODE approximation.
This divergence and especially the sudden divergence encountered in MCA LUO has some undesirable consequences: it is impossible to choose a reliable stop criterion, hardware implementation is compromised, no online applications are possible.
Other experiments reveal the same phenomenon for the robust version of these neurons, for the extraction of the minor subspace 
