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Introduction
The UK's non-life insurance industry is worth £60bn and is the largest in Europe and the third largest in the world (after the US and Japan). It comprises more than 300 active firms (both domestically-and foreign-owned); 1 in addition, 94 Lloyds's syndicates also underwrite non-life business (Lloyd's Annual Report 2014). In total, it currently generates approximately £48.217bn in gross written premium income (International Underwriting Association, 2015) .
Compared to the banking sector, the insurance industry is relatively stable and less subject to risk: unlike banks, insurers do not accept deposits from customers, and therefore they do not face the risk of a sudden shortage in liquidity that may cause bank runs; also, they often hold more long-term than short-term liabilities. Bell and Keller (2009) find that insurers are less interconnected than banks and there is less contagion among them. However, Janina and
Gregor (2015) argue that insurance firms are becoming more similar to banks and contribute to the systemic risk of the financial sector. Further, a study by the Geneva Association (2010) indicates that the insurance industry increases systemic risk if insurers engage heavily in trading derivatives off the balance sheet or mismanage short-term financing activities.
It is very difficult to access data on the credit risk of insurance firms because very few have become "insolvent" -the majority choose instead to transfer their business to other insurance firms or just stop underwriting new business. As an alternative, third-party rating agencies may provide a good overview of their financial condition. The main problem with external rating agencies is that not all insurance firms are rated and the ratings normally stay the same for many years. Also, different rating agencies such as A M Best, Standard & Poor's, Moody's and Fitch have different rating methodologies and labelling systems.
Under Solvency II, credit risk is defined as the risk of loss (or of adverse change) in the financial situation of a company which results from fluctuations in the credit standing of issuers of securities, counterparties and any debtors to which a Solvency II undertaking is exposed, in the form of counterparty default risk, spread risk, or market risk concentration.
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In this paper, we assume that the credit risk of insurance firms is made up of three components. The first is the credit quality of their investment portfolio, whose performance we measure using investment returns. The second is the counter-party risk through reinsurance activity and the purchasing of derivative contracts. A high reinsurance ratio and holding derivative contracts increase the credit risk exposure of firms. The reinsurance ratio and a dummy variable for the use of derivative contracts are therefore used in our study to capture this second component. The third is the direct default risk of insurers when their liabilities are less than their assets and therefore they might become insolvent. The financial health of firms is measured here using the leverage, profitability, solvency and liquidity ratios. Size, growth and claims volatility are also taken into account.
We consider different exit situations for firms, including insolvency and transferring business to a third party. Ours is the first study to use a very large dataset consisting of 30 years of data for 515 firms to analyse the credit risk of General Insurance (GI) firms in the UK. We
show that other risk factors (macroeconomic and firm-specific factors), in addition to the standard ones considered by the literature (i.e. interest rate, whole sale price change, credit supply change, usage of financial derivatives and combined ratios) affect insurers'
insolvency. When assessing their profitability, we take into account profit from both the traditional underwriting business and investment activities. We estimate both the individual probability of default (PD) for all available firms and the joint one using pair correlations.
Ours is the first paper to analyse the systemic risk of insurance firms in the UK on the basis of their individual PD. Our results show high dependence between insurance firms when their individual PDs are high; this suggests that the joint probability of default is higher during distress times. Finally, we examine the relationship between reinsurance and change in the credit risk of insurance firms. Previous studies show that primary insurers can benefit from reinsurance contracts in many ways (e.g. they can hedge against risk, and hold more capital to underwrite new business). We show that reinsurers may also benefit from reinsurance activities by reducing their credit risk.
The layout of the paper is as follows. Section 2 briefly reviews the relevant literature. Section 3 discusses the data and the various determinants of risk considered. Section 4 outlines the modelling approach. Section 5 discusses the empirical results. Section 6 summarises the main findings and offers some concluding remarks.
Literature Review
Insurance firms play a very important role in the economy. Most studies (Carmichael, Pomerleano, 2002 , Das et al., 2003 , Lee, 2013 and Lee and Chang, 2015 suggests that they can enhance financial stability by transferring risk to multiple parties through insurance and reinsurance activities. Rothstein (2011) shows that a healthy and well-developed insurance industry will improve the stability of financial markets. In addition, insurance firms protect individuals and corporations from losses arising from natural disasters such as floods etc. (Adams et al., 2005; Faure and Heine, 2011; Kugler and Ofoghi, 2005; Ward and Zurbruegg, 2000) .
The insurance industry is thought to be less exposed to turbulence in financial markets than other industries such as banking. There are several possible reasons for this difference.
Harrington (2009) argues that insurance firms have to comply with more rigorous capital requirements than other financial institutions, and as a result credit events in the insurance industry have a small effect on the stability of the financial system as a whole. Das et al. (2003) suggest that the insurance industry is more stable because insurers do not suffer from bank runs, and the cancellation process for insurance policies takes longer than closing a bank account. Furthermore, because of larger premia, policy holders would suffer a loss if the policy were cancelled.
However, recent developments have made the insurance industry less stable; in particular, the fast growth of financial derivatives has meant that insurance firms have become more engaged with banks (through trading financial derivatives and other investment activities).
Schinasi (2006) and Rule (2001) find that more insurance firms are buying credit default swaps to hedge their credit risk and using alternative risk transfer (ART) tools such as catastrophe bonds to transfer the catastrophe risk to other investors. Also, investment in assetbacked securities has increased. As a result, as pointed out by Baluch et al. (2011) , insurance firms have become more vulnerable during crises. This is also shown by studies such as those by Das et al., (2003) , who find that linkages through reinsurance activities may cause several primary insurance firms to fail at the same time, and by Acharya et al. (2015) , who suggest that large insurance firms are more likely to invest in high-risk assets because they are correlated with different financial institutions. One of the contributions of this paper is to assess the vulnerability of the UK insurance industry; to the best of our knowledge, this is the first time this issue is addressed in the case of the UK.
The linkage between insurance firms and banking crises should not be ignored, since insurance firms play a crucial role in financial markets. For example, Main (1982) shows that banks can avoid some bad debts by working with them. This is because the information on obligors provided by insurance firms helps banks to understand individual and corporate risk exposures better. In addition, by mitigating the losses during natural disasters, insurance firms help to reduce the probability of default of some investors (policy holders, both individual and corporate) who, sometimes, are the same obligors as those of banks (C.-C. Lee et al, 2016) . Lehmann and Hofmann (2010) show that banks are more likely to transfer part or all of their risks to other financial sectors to avoid high correlation between assets that may lead to a higher default probability. Trichet (2005) shows that the insurance and banking industries are linked by ownership and the associations of credit exposure. As a result, insurance firms are playing a central role in financial markets and this may directly affect banks.
One of the most recent papers on the UK non-life insurance industry is by Shiu (2011) , who uses data from 1985 to 2002 to investigate the relationship between reinsurance and capital structure. He shows that insurers with higher leverage tend to purchase more reinsurance, and those with higher reinsurance dependence tend to have a higher level of debt. Using the same database, Shiu (2007) shows that an insurer's size, liquidity, interest rate risk exposure, line of business concentration and organizational form are important factors associated with the decision to employ financial derivatives. Adam et al. (2003) explore the determinants of credit ratings in the UK insurance industry analysing a sample of 65 firms over the period from 1993 to 1997. They find that mutual insurers are generally given higher ratings than non-mutual ones. Also, liquidity and profitability have a significant positive effect on ratings.
Most previous studies on credit risk focused on banking crises. For example, early warning systems are well developed for banks (e.g., Kaminsky and Reinhart, 1999; Borio and Drehmann, 2009; Drehmann and Juselius, 2014; Demirgüç-Kunt and Detragiache, 1998; Barell et al., 2010 and Schularick and Taylor, 2012) . Given the fact that insurance firms play a central role in financial markets and are becoming more engaged with banks, analysing their credit risk is clearly important. In the present study, we employ a reduced-form model to assess it in the case of the UK. also include UK macroeconomic variables, namely GDP growth, the change in the wholesale price index (2010=100), the change in foreign direct investment, net inflows, the real interest rate, the real effective exchange rate index (2010=100) and the change in the credit provided by financial institutions (% of GDP) from the World Bank.
Data and Covariates

Leverage
Higher leverage may have an adverse effect on insurance firms by affecting their underwriting performance and making an insurer's capital more vulnerable to economic shocks. Further, Adams et al. (2003) find that insurers with lower financial leverage are more likely to be given a higher credit rating. Previous studies such as Brotman (1989 ) and Pottier (1997 , 1998 ) also report a negative relationship between financial leverage and the capital structure of insurance firms.
Profitability
Profitability indicates the ability of insurance firms to generate a surplus to develop their current business and generate new business. A higher profitability ratio means that the insurance firm can manage expenses effectively and set competitive premium rates. Titman and Wessels (1988) and Frank and Goyal (2009) also suggest that highly profitable firms have a lower debt ratio and hence a lower credit risk.
Firm Growth
Normally, a positive growth ratio signals a good financial condition for a firm. But for issuers with significant new business growth could be achieved by poor underwriting standards and mispricing strategy (Adams et al., 2003) . Borde et al. (1994) and Pottier (1997) find that this will lead to greater uncertainty about the capital reserve risk for insurance firms. Further, Frank and Goyal (2009) conclude that firms with a high growth ratio face more debt-related agency issues and higher associated cost.
Firm Size
Prior studies such as Bouzouita and Young (1998) find that large insurers are less likely to become insolvent; they normally benefit from economies of scale, and given their sizeable market shares and higher ratings have lower financing costs than small insurers (Adams et al., 2003) . Berger et al. (1992) point out that there are two types of traditional reinsurance activities involving a direct insurer ceding all or part of its assumed underwritings to another insurance company. Insurance firm transfer part of their risk to third parties by reinsurance, which result in lower uncertainty concerning their future losses and enables them to reduce their capital reserves. Adams (1996) suggests that reinsurance improves the ability of the primary insurer to survive an external economic shock. On the other hand, the financial health of a heavily reinsured firm will be adversely affected by the insolvency of reinsurance firms.
Reinsurance
Claims Growth 8
In the insurance industry, incurred claims are the amount of outstanding liabilities for policies over a given valuation period. A significant increase in net claims may generate liquidity risk for an insurer, which will eventually become insolvent if it cannot raise enough capital.
8 Difference of annual incurred claims
Capital
When measuring the default risk of insurance firms, it is natural to include the Excess (deficiency) of capital resources to cover general business CRR (Capital Requirements Regulation). Insurance firms should hold enough capital to cover the policies they underwrite.
Liquidity
We use the cash ratio as a measure of a firm's liquidity. For insurance firms, a high liquidity ratio indicates good claim-paying ability. Previous studies such as Carson and Scott (1997) and Bouzouita and Young (1998) show a negative correlation between the liquidity risk and the credit rating of insurance firms.
Gross Premium Written Growth
Generally speaking, an increase in gross premia written 9 indicates that the insurance firm is in a good financial condition. Incorporating this variable into the model will automatically exclude 'run-off' firms from the sample; these are very common in the insurance industry (insurance firms can stop underwriting business but still exist for many years).
Derivative Dummy
Shiu (2011) notes that insurers use derivatives to hedge risk, which may also increase their exposure to counterparty risk. Following his study, we obtain label 1 for a derivative user by looking for nonzero values from Form 17 of the PRA returns.
Organizational Form
Adams (1995) argued that the organizational form can partly affect the decision-making of insurance firms. A mutual insurance firm is an organization that supplies insurance services, and that is owned by its customers, or members, which means that there are no shareholders to pay dividends to or to be accountable to. Such a firm can concentrate entirely on delivering products and services that best meet the needs of its customers. In our analysis we separate mutual and non-mutual firms.
Combined Ratio
We include the combined ratio defined as Incurred Claims + Management Expense) / Gross Premium Written) in the model to capture any mispricing by insurers.
Line-of-Business Concentration
Insurers with a high line-of-business concentration may have a higher earning risk. We follow Shiu (2011) in using the Herfindahl index to proxy the line-of-business concentration (a higher number indicates a lower level of business mix, the max value is 1):
( 1) where s i is the premium written for one business line / [Gross Premium Written (Total Primary direct & fac. Business) -Gross Premium Written (Total Treaty reinsurance accepted business)].
GDP Growth
The annual percentage growth rate of GDP at market prices is calculated using values in 2005 US dollars.
Change of Wholesale Price Index (2010=100)
The wholesale price index includes a mix of agricultural and industrial goods at various stages of production and distribution, including import duties.
Change of Foreign Direct Investment, Net Inflows
Foreign Direct Investment is defined as direct investment equity flows in the reporting economy. It is the sum of equity capital, reinvestment of earnings, and other capital. Direct investment is a category of cross-border investment associated with a resident in one economy having control or a significant degree of influence on the management of an enterprise that is resident in another economy.
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Real Interest Rate
The real interest rate is the lending interest rate adjusted for inflation as measured by the GDP deflator. The terms and conditions attached to lending rates differ by country, however, which limits their comparability.
Real Effective Exchange Rate Index (2010=100)
The real effective exchange rate is the nominal effective exchange rate (which measures the value of a currency against a weighted average of several foreign currencies) divided by a price deflator or index of costs.
Change of Credit provided by Financial Institutions (% of GDP)
Domestic credit provided by the financial sector includes all credit to various sectors on a gross basis, with the exception of credit to the central government, which is net. The financial sector includes monetary authorities and deposit money banks, as well as other financial corporations when data are available (including corporations that do not accept transferable deposits but incur such liabilities as time and savings deposits). 
Summary Statistics
As already pointed out, the insurance industry is relatively more stable than other industries. This is confirmed by Table 1 , which shows that the standard deviation (Std) of underwriting profitability (PT) and investment return (InvR) is very small. 12 11 Examples of other financial corporations are finance and leasing companies, money lenders, insurance corporations, pension funds, and foreign exchange companies. 12 Compared to banks, insurers do not face the risk of a'bank run' and claiming payments from them normally takes longer than withdrawing cash from banks. Table 1 . Maximum, minimum, median, average and standard deviation of firm-specific variables which including underwriting profit, leverage ratio, firm size, cash ratio, change of gross premium written, reinsurance ratio, change of incurred claims, growth ratio, change of excess capital, combined ratio, investment return and Herfindahl index of the whole industry. Table 2 . Maximum, minimum, median, average and standard deviation of firm-specific variables which including underwriting profit, leverage ratio, firm size, cash ratio, change of gross premium written, reinsurance ratio, change of incurred claims, growth ratio, change of excess capital, combined ratio, investment return and Herfindahl index of default firms.
Insurance firms, on average, have a higher investment profit than the traditional underwriting profit.
13 This could be driven by derivative trading (Schinasi (2006) and Rule (2001) ). On average, general insurance firms in the UK are well capitalised, the reason being that they have to comply with more rigorous capital requirements than financial institutions (Harrington 2009 ). The size of firms changes a lot over the sample period that we are considering, suggesting that, although the industry as a whole is relatively stable, many insurance firms transfer their business to others before they become insolvent. 14 This is also why we consider the transfer of the business to other companies as a possible form of exit.
The high volatility of the combined ratio (Combined) could be due to mispricing problem.
The Herfindahl index is 0.71 on average with a small standard deviation. This further supports the view that insurance firms are stable and their business is not very diverse. Table 2 show that, compared to the full sample, on average default firms have negative underwriting profit (PT) and gross premium written change (GPW %). They have low cash ratio (CA), small incurred claim increase (Claim %), small excess capital increase (Excess %) and low investment return (InvR). This may indicate that they lose money from their main business and their investment performance is not as good as in the case of other firms. They are relatively small size firms with slow business growth, and holding less capital makes them more vulnerable. They also have higher leverage, reinsurance ratio, combined ratio and
Herfindahl index (H-index), which suggests that they are more exposed to interest risk, credit risk and market risk. Overall, the evidence in Table 2 confirms the previous findings of the literature (see, e.g., Adams et al., 2003 and Shiu, 2011) . Table 3 . Correlation matrix of underwriting profit, leverage ratio, firm size, cash ratio, change of gross premium written, reinsurance ratio, change of incurred claims, growth ratio, change of excess capital, combined ratio, investment return and Herfindahl index of the whole industry. 
The Model
Default risk modelling has developed considerably in recent years. Beaver (1966 Beaver ( , 1968 and Altman (1968) first proposed credit scoring models that calculate the default probability for a firm using accounting-based variables. The structural model, first used by Merton (1974) , applies option theory to derive the value of a firm's liabilities in the event of default.
There are several issues arising in the context of such models. Estimating the probability of default on the basis of accounting data amounts to trying to predict a future event using financial statements designed to capture the past performance of a firm; therefore, the obtained estimates might not have strong predictive power about the future status of the firm.
Also, Hillegeist et al. (2004) find that, owing to the conservatism principle, fixed assets and intangibles are sometimes undervalued relative to their market prices causing accountingbased leverage measures to be overstated. As for the structural model, the value of a firm's assets is estimated at market prices; however, these may not contain all publicly available default-related information on the firm. Also, the term structure, off-balance and other liabilities are not well specified in structural models when calculating the default threshold of the firm, which may lead to inaccurate estimates of the default probability.
For these reasons, in this paper instead we estimate default probabilities using reduced-form models that have become increasingly popular for individual firms in recent years. Jarrow and Turnbull (1995) first introduced this type of models, which were then extended by Duffie and Singleton (1999) . They assume that exogenous Poisson random variables drive the default probability of a firm. A firm will default when the exogenous variables shift from their normal levels. The stochastic process in the model is not directly linked to the firm's assets value. This makes the models more tractable. Duffie et al. (2007) first proposed a doubly stochastic Poisson model with time-varying covariates and then forecast the evolution of covariate processes using Gaussian panel vector autoregressions. The model was further developed by Duan et al. (2012) , who applied a pseudo-likelihood method to derive the forward intensity rate of the doubly stochastic Poisson processes at different time horizons.
The Poisson process with stochastic intensities has been widely applied to model default events. The specification adopted in this paper assumes that the stochastic intensity has a linear relationship with macroeconomic and firm-specific variables. A doubly-stochastic formulation of the point process for default is proposed by Duffie et al. (2007) , with the conditional probability of default within τ years being given by
where X t is the Markov state vector of firm-specific and macroeconomic covariates, and λ t (i.e. the conditional mean arrival rate of default measured in events per year) is a firm's default intensity. The firm may exit for other reasons, such as merger and acquisition or transfer of business to other firms, in which case the intensity is defined as φ t . Thus the total exit intensity is φ t + λ t .
The forward default intensity is given by:
and the forward combined exit intensity is defined as:
We use the pseudo-likelihood function derived by Duan (2012) to estimate the forward default intensity. The details of the derivation of its large sample properties can be found Appendix A in Duan's (2012) paper. In short, the pseudo-likelihood function for the prediction time τ is defined as
,
Our sample period goes from 0 to T and the frequency is annual. Firm i first appears in the sample at 0 and is the default time while is the combined exit time. During the sample period, if firm i exits because of default, then = , otherwise < . As previously explained, are the covariates including common factors and firm-specific variables. The prediction horizon τ is measured in years with Δ = 1, and α and β are the model parameters for default and other exit processes respectively.
According to the double stochastic assumption (also known as the conditional independence assumption), firms' default probabilities only depend on common factors and firm-specific variables and are independent from each other, i.e. the default of one firm will not influence other firms' exit probabilities.
The likelihood function ℒ τ,i,t (α, β) allows for five possible cases for firm i: in the prediction time period it can survive, default, 15 exit for other reasons (which in our sample means that the insurance firm transferred its business to other firms); it can also exit after or before the prediction time period:
where
The pseudo-likelihood function ℒ , , ( , ) can be maximized numerically to obtain the estimated parameters � and � . Owing to the overlapping nature of this function, the inference is not immediately clear. For example, at time 5 and the prediction horizon = 2, firm A's default over the 2-year period starting 1 year ahead ( 4 to 6 ) will be correlated with firm's B default in the next time period ( 6 in this case).
In addition, the pseudo-likelihood function can be decomposed into two processes α and β, and each process can be further decomposed into different prediction horizon . As a result, estimates of � and � can be obtained at the same time.
In order to test the robustness of the model, we split the sample by using data up to 2010, 2011, 2012, 2013 and 2014 , and then we calibrate the model by using the four different samples.
Empirical Results
Estimations Results
In our model, the logarithm of forward default intensity has a linear relationship with the covariates:
, includes the following factors: GDP growth, real interest rate, real exchange rate, FDI, wholesale price change, underwriting profit, leverage, firm's size, cash ratio, gross premium written change, reinsurance, incurred claimed change, firm's growth, excess capital change, investment return, combined ratio, Herfindahl index, derivative dummy and organizational form. Table 4 shows the main estimation results based on four different samples. Other exit (i.e. transferring business to others) outputs can be found in Appendix B Table 4 . Coefficients of constant, GDP growth, real interest rate, real exchange rate, foreign direct investment %, whole sale price %, credit provided by financial institutions %, underwriting profit, leverage, size, cash ratio, gross premium written %, reinsurance, incurred claims %, growth, excess capital, combined ratio, investment return, Herfindahl index, derivative dummy and organizational form based on five different samples using data from 1985 to 2010, 2011, 2012, 2013 and 2014 respectively. Results of multi-periods (5 years' horizon) estimation which based on full sample can be found in Appendix B and Appendix C. Table 4 shows the results for the sample periods 1985 to 2010, 2011, 2012, 2013 and 2014 respectively. Overall, most our results are in line with those of Adam et al., (2003) . Leverage, profit, reinsurance and organizational form 16 are significant factors both for assessing the credit risk of insurance firms and determining the quality of credit rating. On the other hand, firm size and growth are not significant. 17 Further, we find that macroeconomic and firmspecific factors (the change of credit provided by financial institutions, whole sale price change, investment profitability, combined ratio, and the usage of financial derivatives) are also important, and therefore should not be neglected. As far as we are aware ours is the first study documenting their key role in determining the credit risk of insurance firms.
In general, GDP growth, the real interest rate and the change in wholesale prices have a positive effect on default intensity that could lead to a higher default probability (PD).
Writing Profitability and investment profitability are negatively correlated with the default intensity. This suggests that high profitable firms are less likely to become insolvent. Our results are consistent with those of Titman and Wessels (1988) and Frank and Goyal (2009) , and also with the findings of Carson and Scott (1997) and Bouzouita and Young (1998) , who
show that higher liquidity is associated with a higher credit rating. Therefore, firms holding more capital tend to have higher liquidity and a lower default probability. In general, large firms typically have a good reputation and therefore it is easier for them to obtain credit in the market. Bouzouita and Young (1998) find that large insurers are less likely to default. Our results suggest that firm size is not a significant determinant of the solvency of insurance firms.
Firms with larger gross premium written will not only have cash inflows in the short term but also potential claims in the long term. The one-year PD shows that writing more premiums will lower an insurer's default probability.
Highly leveraged firms are less likely to survive during recessions and therefore normally have a higher PD. Ad hoc structured reinsurance may reduce the credit risk exposure -for example, Adams (1996) shows that reinsurance improves the ability of the primary insurer to survive an external economic shock. However, we find a positive relationship between reinsurance and PD, which suggests that heavily reinsured firms are more likely to default.
Insurers transfer part or all of their risk to other insurers through reinsurance and release capital reserves; in this way they have resources to write new business. Our results show that the effect of negative perspective of reinsurers cannot be ignored. That is, insurers are exposed to the counterparty risk of reinsures (e.g. when reinsurers are insolvent or run-off, insurers will have to pay the claims to the policy-holders) and their fast-growing business may lead to higher potential losses in the future. One important question is whether using derivatives increases the counterparty risk or is only useful for hedging. For example, derivatives could be used for hedging risk, but Shiu (2011) shows that this could also increase the exposure to counterparty risk. Our findings indicate that the use of derivatives may increase the probability of a firm becoming insolvent. This has important implications for assessing risk in this industry.
Overall Probability of Default for the General Insurance Industry
In this section we estimate the default probabilities for all active firms as well as the survival firms. This is in fact the first study using historical default risk for all active firms based on their individual PD. We also consider the performance of insurance firms during natural disasters and financial distress times (that is, at times when insurers are vulnerable and more likely to default). The average PD for default firms is 317 bps and 124 bps for the whole industry (112 bps for survival firms). The standard deviation for default firms is 0.0276, which is much higher than for the whole industry (0.0119) and survival firms (0.0101). In general, default firms are more risky compared to the whole GI industry. To sum up, the default probability of the General Insurance industry varies over time and the PD of insolvent firms is more volatile than that of the survival firms. High PDs are usually found when there are disasters such as floods; this indicates that, unlike other financial institutions, insurance firms are relatively stable but very sensitive to natural disasters. The high PDs around the time of the 2008 financial crisis suggest that the insurance and banking industries may be closely correlated (further research is needed on this issue, which is beyond the scope of the present paper). Regulators should consider these interactions and be aware of the contagion effect in distress times.
Probability of Default for Different Business Lines
In general, insurance firms have business in different sectors and firms may change their main business line over time. In addition to business concentration, the change in the credit risk in different sectors has also important implication for the regulators' supervision and policy-making decisions. This crucial issue has been completely overlooked in the literature.
Here we extend the credit risk analysis to the insurance firms' business line.
On the basis of the gross premium written by each firm for different business lines, we classify insurance firms into 7 groups: 1. 
Default Clustering and Systemic Risk
Since most insurance firms are non-public firms with a short history, very few of them are rated by credit rating agencies (e.g. Moody's, S&P, Fitch and A&M Best). Adam et al. includes more than 300 GI firms. Using the estimation results from our model (see Table 4 ),
we calculate PD for all available firms (see equation 2). We then extend the analysis to investigate the joint default risk. We compute pair correlations of firms for different quantiles, and use the average value to obtain the default correlation. Previous studies such as Das et al. (2007) Previous papers show that corporate hedging decisions such as reinsurance affect the strategic performance of firms (Harris and Raviv, 1991; Adam et al., 2007) . Reinsurance is a pure hedging contract that enables primary insurers to transfer risks to third parties. Harrington and Niehaus (2003) argue that it is important because solvency risk matters to both policy holders and regulators.
Since the counter-party risk of reinsurance cannot be ignored, the technical provision of reinsurance has been incorporated into Solvency II. Next, we investigate the performance of firms when they use the reinsurance market. We first classify them into different groups based on the percentage of reinsurance they accept relative to their total written gross premium, and then we analyse the credit spread of firms who accepted reinsurance across the different groups. Aunon-Nerin and Ehling (2008) show that indemnity contracts such as reinsurance contracts are pure hedging instruments. Adam and Upreti (2015) find that reinsurance enables primary insurers to have sufficient risk capacity for planning and pricing new business lines. Therefore, insurers can be exposed to new risks through risk financing, and reinsurers (i.e. firms accepting reinsurance) to claims volatility and potential loss events, but the latter receive a share of annual premiums written. Doherty and Tinic (1981) find that reinsurance contracts make primary insurers manage cash flow volatility more effectively, and result in better future underwriting capacity, and lower insolvency probability. Our results show that, on the other hand, reinsurers also benefit from indemnity contracts resulting in lower default probabilities.
Conclusions
This paper analyses the credit risk of general insurance (GI) firms in the UK using a unique dataset. We estimate a reduced-form model to assess the credit risk of GI firms by considering both insolvency and other types of exit such as transferring business. Our results
show that most classic risk factors (for example, profitability, leverage and reinsurance etc.) are significant determinants of the credit risk of insurers. However, in contrast to other studies, we show that macroeconomic factors (GDP growth, interest rate, whole sale price and credit provided by financial institutions) and firm-specific factors (underwriting profit, leverage, growth premium written, reinsurance, incurred claims, excess capital, combined ratio, investment profit, usage of derivatives and organizational form) are also crucial for assessing the credit risk of General Insurance firms. This represents new and interesting evidence.
Further, we investigate the credit risk of firms with different business lines. We show that in the early 90s, owing to natural disasters, the group Household & Domestic All Risk had the highest credit risk, while after the financial crisis Third-party Liability became the riskiest sector. Our time-varying estimates of PD could be used as an early warning for risky sectors to which regulators might want to apply more stringent minimum capital requirements. We also show that the joint default correlation for different insurance firms is low, but there is a default clustering.
Finally, our findings indicate that different reinsurance levels affect the credit risk of insurance firms. Reinsurers can benefit from reinsurance contracts that have a lower default probability. This has implications for regulators of GI firms under the coming Solvency II that incorporates reinsurance into the technical provision calculations. 
Appendix B -Multi-period Default Estimation Outputs
