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ABSTRACT
The GLEAMS hydrology submodel was modified to account for the 
effects of shallow water table and subsurface drainage on runoff volume and 
soil loss. GLEAMS-WT (GLEAMS-Water Table) is a modified version of 
GLEAMS that accounts for shallow water table. GLEAMS-SWAT (GLEAMS 
with Subsurface drainage and WAter Table) is a modified version of GLEAMS 
that accounts for shallow water table and subsurface drainage. The simulation 
performances of GLEAMS, GLEAMS-WT, and GLEAMS-SWAT were evaluated 
by comparing their predictions with 7-years (1981-1987) of measured data from 
two plots of a runoff-erosion-drainage experiment at Baton Rouge, Louisiana. 
One plot was surface and subsurface drained, and the other was only surface 
drained.
GLEAMS-WT predictions of surface runoff volume was very satisfactory. 
Total predicted surface runoff volume for 7-years was only 0.6 cm (0%) greater 
than the observed runoff volume from the non-subsurface drained plot, a 
significant improvement from the GLEAMS underprediction of surface runoff 
volume by 54%. GLEAMS-WT predictions of water table depth was 
satisfactory.
GLEAMS-SWAT predictions of surface runoff volume, subsurface 
drainage volume, and water table depth were satisfactory. The total predicted 
surface runoff volume for 7-years was 6% less than the observed surface 
runoff volume from the subsurface drained plot, a significant improvement from
xx
the GLEAMS underprediction of surface runoff volume by 29%. The total 
predicted subsurface drainage volume was 1% less than the observed value.
The erosion submodel of GLEAMS was linked with the two modified 
models. The GLEAMS, GLEAMS-WT, and GLEAMS-SWAT models seriously 
underestimated soil loss. An analysis was conducted to determine whether 
transport capacity or interrill + rill detachment was limiting soil loss prediction. 
It was found that soil loss prediction was limited by transport capacity. A 
calibration parameter was added to increase transport capacity. With 
calibration, the total soil loss predictions for both plots were satisfactory. 
However, for both models, the correlation coefficients relating calibrated 
predicted soil loss with the monthly observed soil loss were low. The regression 
slopes were significantly different and far from the ideal 1.0 slope. The 




GLEAMS (Groundwater Loading Effects of Agricultural Management 
Systems) is a mathematical model developed for field-size areas to evaluate the 
effects of agricultural management systems on the movement of agricultural 
chemicals within and through the plant root zone (Leonard et al., 1987). It can 
be used to estimate agricultural chemical leaching losses below the root zone.
The GLEAMS is a management oriented physically based model. It is 
not to be used as an absolute predictor of runoff, erosion and chemical loads. 
It is a tool to evaluate effects of different management practices on subsurface 
non-point pollutant loads.
1.1 Objectives
The structure and scope of GLEAMS, as presently available, limits the 
model’s application in estimating runoff, erosion, nutrient and pesticide 
movement in the alluvial shallow water table soils and flat agricultural fields of 
the Lower Mississippi Valley. First, it does not account for high water table 
conditions. Second, it does not account for subsurface drainage.
The objective of this thesis is to modify the GLEAMS model to account 
for the effects of high water table, and subsurface drainage on runoff and 
erosion.
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This general objective is composed of specific objectives and they are:
1. To estimate runoff and soil losses from flat agricultural fields 
in a humid, high rainfall and shallow water table environment by 
using GLEAMS, and to compare these estimates with observed 
data.
2. To modify the GLEAMS hydrology submodel to include the 
effects of fluctuating shallow water-table and subsurface drainage 
on runoff and soil losses.
3. To estimate runoff and soil losses of non-subsurface and 
subsurface drained flat agricultural fields by using the modified 
GLEAMS model, and compare these with the original GLEAMS 
estimates and observed data.
1.2 GLEAMS Testing
The CREAMS (Chemical, Runoff, Erosion from Agricultural Management 
Systems) (Knisel, 1980) has been applied to simple and complex systems 
including extremes in climate and diverse management (Leonard et al., 1987). 
For example, in the lower Mississippi Valley, Bengston and Carter (1985) found 
that the CREAMS model estimated mean annual surface runoff (1981-1983) 
within 2.1%. However, it underestimated mean annual soil erosion and 
phosphorous loss by 61% and 36%, respectively; and overestimated nitrogen 
loss by 380%. In Canada, Rudra et al. (1985) modified the CREAMS model 
and found that the hydrology submodel and the soluble phosphorous
component of the nutrient submodel fared reasonably well. However, the 
erosion submodel was erratic, but its estimates of soil loss were within 
acceptable limits.
GLEAMS is a modification of the CREAMS model. CREAMS was 
modified to consider the effects of agricultural management systems on 
groundwater loadings. Readily available data for testing GLEAMS is limited 
(Leonard et al., 1989). Comparisons of model validation results with limited field 
data show that the GLEAMS groundwater loading estimates are reasonable. 
Leonard et al. (1989) reported that GLEAMS simulations of total fenamiphos 
plus its metabolites showed similar results with observed values when the 
herbicide was mechanically incorporated and when it was applied by 
chemigation. Smith et al. (1990) reported that measured and, GLEAMS and 
PRZM (Pesticide Root Zone Model) predictions of peak concentrations of 
Atrazine, Alachlor and Bromide in most cases agreed within a factor of 2 to 3. 
Testing conducted by Leonard et al. (1987) when using a relatively wide range 
of climatic conditions demonstrated that the GLEAMS model simulated pesticide 
and bromide movement, and leaching, generally within the range of variability 
of field data.
1.3 Related Research
There are three models that were developed which have some 
similarities with this research. They are the: (i) CREAMS-WT (Heatwole et al.,
1987, and Heatwole et al., 1988), (ii) DRAINMOD-CREAMS (Parsons and 
Skaggs, 1988), and ADAPT (Chung et al., 1991; and Chung et al., 1992).
1.3.1 CREAMS-WT
CREAMS-WT (CREAMS with Water Table) is a modified version of the 
field scale CREAMS model. It was developed to better represent the hydrology 
of flat, sandy, and high-water table watersheds. Runoff from these flat, sandy 
soils occurs only when the profile storage is filled and the water table rises 
close to the surface. Hence, runoff is not produced by the common "infiltration- 
limiting rainfall excess" concept (Heatwole et al.,1987).
CREAMS-WT retained all the CREAMS routines for calculating the water 
balance in the rootzone. It has the capability of tracking the water table in the 
root zone and the layers below the root zone. Water table recession below the 
rootzone is tracked with a water table recession curve. When the water table 
is in the root zone, any water routed out of the root zone by the CREAMS 
routines is returned to the root zone by CREAMS-WT. Routines were added 
to estimate the position of the water table in the root zone. CREAMS-WT does 
not account for subsurface drainage. It is limited to areas where runoff occurs 
only when the water table rises close to the surface. Hence, it cannot be used 
in flat, non-sandy, shallow water table soils, in which runoff is a function of the 
moisture content within the profile, and the water table depth. Furthermore, it 
cannot account for chemical movement within the soil profile. CREAMS was 
developed for surface estimations of water, soil, and chemical movement.
1.3.2. DRAINMOD-CREAMS
DRAINMOD-CREAMS is a combination of the water management 
simulation model DRAINMOD (Skaggs, 1980), and the computer simulation 
model CREAMS (Knisel, 1980). The hydrology submodel of CREAMS was 
replaced with DRAIMOD. DRAINMOD simulates the hydrology of shallow water 
table soils, with and without subsurface drainage. DRAINMOD was modified to 
create a pass file, containing the hydrologic variables needed by the CREAMS 
erosion, and chemical submodels (Parson and Skaggs, 1988).
Saleh (1992) validated the DRAINMOD-CREAMS model by using the 
measured runoff volume, soil loss, and nitrogen loss from subsurface and non­
subsurface drained plots, at Ben Hur Research Farm, Baton Rouge, Louisiana. 
DRAINMOD-CREAMS simulated surface runoff and sediment loss from the 
subsurface drained plot satisfactorily. However, it did not simulate surface 
runoff and sediment loss accurately from the nonsubsurface drained plot. Total 
surface runoff volume from 1981 to 1987 was overestimated by 25.1 %, and total 
simulated soil loss was underestimated by 11%, despite the overestimation of 
runoff volume. Furthermore, Saleh (1992) found that DRAIMOD-CREAMS 
seriously overestimated nitrogen loss in the non-subsurface drained plot.
DRAINMOD-CREAMS cannot adequately represent chemical movement 
within the soil profile, and into the subsurface drainage tube outlets. CREAMS 
was designed primarily for estimating the surface movement of agricultural 
chemicals. Furthermore, it requires hourly rainfall which limits its application
only in areas where hourly rainfall is available. The Green-Ampt parameters 
required by DRAINMOD is also not available in many locations.
1.3.3 ADAPT
The GLEAMS model is the next generation of CREAMS. Linkage of 
DRAINMOD and GLEAMS similarto the approach of Parson and Skaggs (1988) 
is, however, difficult. The soil water movement routines of DRAINMOD is not 
compatible with the GLEAMS. DRAINMOD does not calculate soil water 
movement by computational layers. This routine is critical in GLEAMS to track 
chemical movement within the root zone. Therefore, ADAPT (Agricultural 
Drainage And Pesticide Transport) has been developed by incorporating 
drainage and subirrigation algorithms from DRAINMOD with the GLEAMS 
model. In addition, the model has improved snow melt, and runoff algorithms. 
Macropore flow due to cracking and deep seepage is also considered (Chung 
et al. 1992). Validations by using surface and subsurface runoff volume data 
from a long term field experiment at Castalia in North Central Ohio yielded 
satisfactory results. The model predictions are within the range of the variations 
of the field replications (Chung et al. 1992). Observed pesticide concentrations 
in a perched water table and pesticide load in surface runoff from a 4-year 
subsurface irrigation experiment in Wooster, Ohio and from a 2-year tillage 
system runoff-drainage experiment at Hoytville, Ohio, were compared with the 
ADAPT predicted values. In general ADAPT gave reasonable predictions 
(Chung et al., 1991).
ADAPT uses the GLEAMS evapotranspiration routines to simulate the 
depletion of soil water in the root zone. Hence, it does not account for the 
contribution of ET flux from the water table, when the water table depth is below 
the root zone. The rise in the water table is simulated by filling up the pore 
spaces with percolated water from field capacity (defined as the volumetric 
moisture content at 0.1 to 0.33 bar tension) to saturation. Quoting from Chung 
et al. (1992),
"When the wetting front reaches the water table, any additional 
infiltration will raise the water table height as pore spaces are 
filled from field capacity to saturation."
The fall in the water, due to subsurface drainage and deep seepage, is
simulated by draining the root zone up to field capacity. Therefore, in ADAPT,
it is assumed that the moisture content just above the saturated zone or the
water table, cannot be higher than field capacity. There is a discontinuity
between the soil tension and moisture content relationship. There is an abrupt
change from 0 bar tension at saturation, to 0.33 bar tension at field capacity.
This assumption will affect:
1. The simulation of the moisture regime in the root zone. There
will be cases that it will lower moisture content estimations. The
moisture content in the unsaturated layer is affected by the water
table depth. Under equilibrium conditions, the moisture contents
can be higher than field capacity (Refer to section 3.1.2). The
underestimation of soil moisture may result in the underestimation
of surface runoff. The GLEAMS algorithm (an option in ADAPT) 
to estimate surface runoff responds to the moisture contents in the 
root zone. Runoff increases directly with increases in soil 
moisture contents.
2. The simulation of percolation in the root zone. There can be 
cases that the simulated volume of percolation are more than the 
actual volume of percolation. The profile is assumed to drain up 
to the moisture content at field capacity, when there can be cases, 
that it can drain only up to a higher than field capacity moisture 
content. The overestimation of percolation volume may result in 
the overestimation of percolated chemicals.
CHAPTER 2 
MODEL VALIDATION
Some may not agree, but I think agricultural engineers are generally 
pragmatic. Many have the philosophy of Dr. Walter G. Knisel,
"If it is not 'busted', do not fix it."
Is the GLEAMS model, therefore, 'busted' when applied to flat agricultural fields 
with a humid, high rainfall, and shallow water table environment? Two criteria 
were used to answer this question: (i) the conceptual, as applied in Chapters 
3 and 5; and (ii) the quantitative, as applied in Chapter 4. A balance of these 
two is essential. A modeller should not only be concerned with the predicted 
being equal to the observed value, but should study and comprehend the 
processes behind the simulated value, that is to see if they are reasonable. On 
the other hand, the model concepts need to be validated numerically by 
measured data, as proof that its assumptions and processes are valid in a given 
location. The quantitative criteria used in this study are enumerated and 
explained in this chapter. These tests were applied to determine if the 
GLEAMS model is 'busted', and if the modifications fixed it.
2.1 Least Squares .
A linear regression between observed and predicted values is calculated. 
The general equation is,
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y = a + bx (2-1)
where: y is  the predicted value, x  is the observed value, a is the y-intercept, and
b is the slope. The ideal model has a y-intercept of 0, slope of 1.0, and
correlation coefficient (r) of 1.0. The t-test is used to determine if the intercept
is significantly different from 0, or the slope is significantly different from 1.0 at
a given probability level.
There are cases when this test cannot provide sufficient conclusions,
especially, when comparing two models, and the intercepts, slopes, and r
differences are ‘gray’. For example, the original model has a=0.1, b=0.80, and
r=0.8; and the modified model has a=0.05, b=0.75, and r=0.9. The intercepts
in both models are not significantly different from zero, and their slopes are not
significantly different from 1.0. Which model is better? Comparing the
probability values outputted by SAS (Statistical Analysis System, 1985) for both
the intercepts and the slopes may help. The one with the higher probability
value may be better. However, the comparison is still not substantial for
definitive conclusions, hence, other tests are needed.
There is an assumption which is questionable in this technique, as
Morgan (1986) stated:
"Use of a least squares regression line assumes that there will be 
some error in the predicted value, but not in the observed value, 
or, if there is error in the latter it is very small in comparison with 
that expected in the predicted value. This assumption is certainly 
questionable."
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Furthermore, there are experiments wherein the observations are not 
replicated. The observed database from Ben Hur Research Farm, Baton 
Rouge, Louisiana (section 4.1), that were used for model validations in this 
thesis, falls under this category.
2.2 Cumulative
This method assumes that the observed value is measured with minimal 
error. This test is both graphical and numerical.
In the numerical approach, the total observed and predicted values are 
each summed for a given period. These summed values are compared by 
calculating the percent differences (%DIF) between them. Sabbagh (1989), 
used the equation:
%DIF = ( P / ~ O/)100 (2.2)
o,
where: P, and O, are, respectively, the predicted and observed annual values 
for year, /. In this study %DIF is defined as:
%DIF = -d/ ~ ^ 100
£ o ,  <2-3>
_/-i__
n
where: n is the number of years, and the other variables are as defined 
previously. This definition has one common denominator. It removes the very 
high %DIFvalues because of low observed values. It assumes that the events 
in each year are subject to the same number of random errors because they
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are all subject to equal durations (i.e. 365 days), hence, it should have the 
mean of the annual values as its denominator.
In the graphical approach, the cumulative observed and predicted values 
are plotted with time. This approach provides a visual representation of the 
trends in the cumulative values. It provides visual answers to questions like: 
Is the model consistently predicting the measured value? Or is it 
underestimating in some seasons and overestimating in other seasons? When 
did the model predicted value depart from the observed value?
2.3 Acceptable Error Range
The ratio between the predicted and observed value is calculated and 
this ratio is compared to a predetermined acceptable range, say, 0.5 to 2.0. 
The model is satisfactory if its ratio is within this range.
A model may not be predicting the true values, however, if its prediction 
is within a tolerable range, then it maybe a good and useful model. For 
example, the GLEAMS model is a tool to evaluate the effects of different 
management practices on subsurface non-point pollutant loads, hence, it is 
enough for this model to give realistic percentage differences in pollutant loads 
between various management practices without giving true values.
2.4 ‘Average Deviation’ and ‘Standard Error’
Skaggs (1980) defined two good and practical quantitative measures to 
assess the capability of DRAINMOD in predicting surface runoff, drainage 
volume, and water table. They are the ‘average deviation’ (AD),
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E  l^r - vy (2.4)
AD = /*1
n
and the ‘standard error’ {SE),
n
E O '* -  Y r f (2.5)
SE = /■t
n
where: Yol and Y^are, respectively, the observed and predicted values at event 
/, and n is the number of events in the testing period. The AD measures the 
absolute average deviation of the predicted from the observed. The SE, 
seemingly provides a similar information as the AD. But the SE can be one tool 
to detect the presence of "outliers". For example, for 1 year, 364 of the 
absolute differences is equal to 1.0 cm, and one is equal to 100 cm. The AD 
is equal to 1.3 cm, and the SE is equal to 5.3 cm. In this example (it may not 
be true in many cases), the large difference between the AD and the SE 
indicates that an outlier is present. Both of these measures are, therefore, 
necessary and complementary. However, they do not give the information 
about the direction in the prediction (i.e. is the predicted value overestimated or 
underestimated).
To avoid confusion in this thesis with other statistical terms with similar 
names, the above AD has been designated SOMAD (Simulated versus 
Observed Mean Absolute Difference), and the SE has been designated as 
SOMSD (Simulated versus Observed Standard Difference).
2.5 Mean, Average Deviation, and Standard Deviation of the Differences
For the quantitative validation of the water table depth, three other 
measures were used in this thesis. They are the standard statistical measures:
(i) sample mean of the differences (D),
where D, = Y0, - Ys„ and Yol, YSI, and n, are as defined in equation (2.4);
(ii) average deviation of the differences (adD),
The sign of D provides the information on whether the predicted values 
are overestimating (-) or underestimating (+) the observed value. The adD and 
sD are measures of the deviation of the differences from D. The ideal model 
will have adD, sD and D equal to 0. A paired t-test can be used to determine if 
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The GLEAMS, is a state of the art model, which considers the effects of 
management and natural inputs and their interactions on the hydrologic, 
erosion, and chemical processes on the soil surface and within the soil profile. 
The following is an attempt to encapsulize the concepts behind the GLEAMS 
model. The reader is referred to Leonard et al.’s (1987) description of 
GLEAMS, and Knisel (1980) and Knisel et al.’s (1989, 1992) documentations 
of CREAMS and GLEAMS (versions 1.8.55 and 2.0) for details about the 
GLEAMS model. The GLEAMS model is composed of four submodels, they are 
the (i) hydrology, (ii) erosion, (iii) pesticide and (iv) nutrient submodels.
3.1 Hydrology
The daily water balance of the GLEAMS model at the soil surface is :
P = Q + / (3.1)
where: P = rainfall, Q = runoff, and I = infiltration.
The water balance from the soil surface to the maximum root depth is:
SM, = SAfM + F, -  ETt -  O, + M, (3.2)
where: SMit Fj, Oj, ET/ and Mj are the soil water from the surface to the 
maximum root depth, infiltration, percolation, evapotranspiration, and snowmelt 
on day /, respectively; and SMm is the soil water from the surface to the 
maximum root depth of the previous day. The root zone is divided into 3 to 12
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computational layers. A schematic representation of the water balance in the 
root zone profile is shown in Figure 3.1.
3.1.1 Surface Runoff 
The surface runoff is estimated by using the modified United States Soil 
Conservation Service (USSCS) curve number technique (Williams and LaSeur, 
1976). The original SCS (Soil Conservation Service, 1972) equation is,
q  = (P -  Q-2*)2 (3.3)
(P + 0.8s)
where: Q =the daily runoff, P = the daily rainfall and, s = a retention parameter. 
The s was modified (refer also to the discussion in Appendix A, sections 
A.2.2.5.1 and A.2.2.6) as a function of the daily soil water content in the root 
zone as shown in equation (3.4),
*  = s {UL -  SM) (3-4)
where: SM is the soil water content in the root zone, UL is the upper limit of soil 
water storage in the root zone (i.e. porosity) and smx is the maximum value of 
s. The smx is estimated from the CN value for antecedent runoff condition I 
(ARC)1 by using the SCS equation,
1This was previously called antecedent moisture condition (AMC). However, 
it was changed to ARC because the SCS recognizes that the variation in CN 
from storm to storm is a result of many factors, only one of which is the soil 
moisture (Mullem, 1992).
17
< 2 >  e t
I I | RAIN OR SNOW
EVAP
I INFILTRATION
S J jT w m * > iu ;m « i> iw
s : • ’O ’ in filtratio n  s e n s it iv e








Figure 3.1. Schematic representation of the water-balance model (Knisel, 1980).
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(3.5)
And the CNI is calculated from CNII by the equation,
CNl = -16.91 + 1.348CNII -  0.01379CNII2 + 0.0001177C/W3 (3.6)
The values of CNII can easily be obtained for a lot of watersheds from 
the SCS hydrology handbook.
If soil-water is distributed uniformly in the soil profile, equation (3.4) 
should give a good estimate of the retention parameter and thus the runoff. 
However, in field conditions, the soil water is usually smaller near the surface 
(especially in shallow water table soils) and equation (3.4) would tend to give 
high runoff estimates. Conversely, runoff would be underestimated if the soil 
water content is higher on the soil surface. In GLEAMS, the root zone is 
divided into 3 to 12 computational layers. For each layer the soil water content 
is accounted daily. Therefore, the s can be based on a weighting factor which 
decreases with depth. The depth weighted retention parameter is computed by 
using equation (3.7),
where: W,is the weighting factor, SM, is the water content, and L/L, is the upper 
limit of water storage in storage //and n is the number of computational layers. 
The weighting factor decreases with depth according to the equation,
(3.7)
where D, is the depth to the bottom of storage /, and RD is the root zone depth. 




Percolation is estimated as a function of infiltration, soil storage volume, 
a storage coefficient (which is a function of soil water travel time within the soil 
profile), field capacity, and saturated hydraulic conductivity. If the storage 
volume plus the infiltration amount on a day at a given soil layer, does not 
exceed the field capacity, then percolation is not predicted to occur. The 
assumption of the GLEAMS percolation algorithm is there is no shallow water 
table, that is, the impermeable layer is very deep. The water in the root zone 
can freely move downward until the soil moisture is at ’field capacity.’ Field 
capacity is traditionally defined as the amount of water that a well-drained soil 
would hold against gravitational forces, or the amount of water remaining when 
downward drainage had markedly decreased (approximately 0.1 to 0.33 bar 
suction). This assumption is not valid in a lot of areas in the Lower Mississippi 
Valley. The presence of a shallow water table renders the ‘field capacity’ 
concept absurd. The soil cannot be freely drained up to a suction of 0.33 bar. 
This implies that the water table is at least 333 cm below the root zone. There
2 0
are several locations in the Lower Mississippi Valley where the impermeable 
layer is less than 300 cm deep. For example at Ben Hur Research Farm, Baton 
Rouge, Lousiana, the impermeable layer is approximately at a depth of 150 cm.
3.1.3 Evapotranspiration
The evapotranspiration (E7) is calculated from the model of Ritchie 
(1972). This model separates the plant transpiration and soil evaporation 
processes using different algorithms. The model also accounts for soil 
evaporation and plant transpiration when water is non-limiting and when it is 
limiting. ET is a function of the leaf area index, a soil evaporation parameter, 
field capacity, soil moisture, solar radiation, and temperature. The quantity of 
moisture evapotranspired within each soil layer is estimated. The sum of the 
ET  of all of the layers equals total ET.
Daily evapotranspiration is estimated in Ritchie’s model by calculating 
separately soil surface evaporation (Es) and plant transpiration (Ep), and then 
summing them. The Es is calculated in two stages. The first stage is when Es 
is limited by the energy supply, and the second stage is when water movement 
from the soil surface to the atmosphere is controlled by the hydraulic properties 
of the soil. It is assumed that the soil water supply to the plant roots is not 
limiting. That is, the plants are transpiring at potential rates.
The step by step algorithm was presented by Ritchie (1972) using a flow 
chart. The reader is referred to the paper for a detailed explanation of the
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methodology. The following is a summary of the important concepts and steps 
of his procedure.
Three concepts are essential in understanding the method. First, soil 
evaporation is limited only by the energy supply (stage 1 soil evaporation) up 
to a certain maximum threshold limit of cumulative evaporation (U). The 
threshold limit is dependent on the soil properties [i.e. soil hydraulic conductivity 
at 0.1 bar suction Ritchie showed that the U is directly proportional to
K(0'iy Second, soil evaporation is limited or controlled by the energy supplied 
for evaporation, or by the water supplied by the soil, under stage 2 soil 
evaporation. If the energy supply is less than the water supply, then energy 
controls evaporation. And if energy supply is greater than the water supply, 
then the water supply controls evaporation. Third, besides climatic factors, the 
leaf area index (LJ  affects soil evaporation and plant transpiration rates.
This method is actually a field application, and an improvement to the 
Penman method (Penman, 1948). The original Penman method does not 
account for plant interactions on ET rate and does not separate soil evaporation 
and plant transpiration. Hence, crop coefficients (Kc) are needed to estimate 
actual potential evapotranspiration. Ritchie (1972), I think replaced the Kc with 
the more physically based Lai. The following is an outline of the Ritchie Method 
and how it was applied in the GLEAMS model.
3.1.3.1 Estimating Potential Evapotranspiration 
Calculate potential evaporation rate above the canopy using the modified 
Penman equation (Penman, 1963).
+ 0.262(1 + 0.0061 u){e0 -  em)
E0 = ------------------- ----------------------------- (3.10)
(A + 1)
Y
where: E0 is the potential evaporation rate above the plant canopy, in mm day'1; 
Rno is the net radiation above the canopy, in mm day’1 water equivalent; e0 is 
the saturation vapor pressure at mean air temperature, mb; em is mean vapor 
pressure of the atmosphere calculated from dry and wet bulb temperatures (°C) 
in mb; A is the slope of the saturation vapor pressure-temperature curve, in mb 
°C'1; y the psychrometric constant, in mb °C'1; and u is the wind speed, in km 
day'1. Ritchie (1972) used an empirical equation which he developed locally in 
estimating Rno. The albedo is estimated using an empirically derived equation,
a = a , + 0.25(0.23 -  a ,)L„  (3.11)
where: as (unitless) is the average albedo for bare soil and a (unitless) for a full 
canopy is 0.23. And Lal (unitless) is the leaf area index which ranges from 0 < 
Lgl £ 4. Conceptually, variants of the Penman method and other methods to 
estimate potential ET can be used to estimate E0.
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3.1.3.2 Estimating Soil Evaporation and Potential Plant Transpiration
The following is Ritchie's procedure to estimate soil evaporation and 
potential plant transpiration.
(i) Calculate potential soil evaporation (Eso) using
(ii) Determine the cumulative threshold evaporation limit for stage 1 
evaporation {U in mm) using equation (3.13) (Smith and Williams, 1980).
where 8S is the soil evaporation parameter dependent on soil water 
transmission characteristics, which can be approximated from hydraulic 
conductivity data or direct measurements of the cumulative evaporation 
during a drying cycle. The units of 8S is mm day'1/2. The value ranges 
from about 3.3 to 5.5 mm day'1/2.
(iii) Calculate cumulative evaporation (Z£s).
(iv) Subtract precipitation (P in mm day'1) to IE S.
(v) (a) If ££s - P is less than U, then soil evaporation is equal to 
Eso (i.e. evaporation is limited by energy supply); (b) If ZES- P is  
greater than U, then calculate the stage 2 evaporation (E^) by 
using,
0.3961* (3.12)
U=  9 (8, -  3)om (3.13)
? *=  8.U 2 - ( t - 1)2]
(3.14)
where: t is the time in days in stage 2 evaporation. Compare E^ with 
E& The lower value is the soil evaporation rate for that day.
(vi) Calculate plant transpiration (Ep in mm day'1) using,
3.1.3.3 Applications of the Ritchie Method
The Ritchie method is used in the GLEAMS model with two 
modifications: (a) the solar radiation and temperature inputs are mean monthly 
values instead of daily values; and, (b) some of the equations where changed. 
They are:
(i) Equation (3.10) was changed to,
Ep = £0[-0.21 +0.70(Z.J2] (3.15)
where: E0 and Lgl are as defined previously. When Lal values are 
less than 0.1, Ep is equal to zero; and when Lgl > 2.7, then Ep is 
almost entirely dependent on E0. If the sum of soil evaporation 
(E^ or E J  and Ep is greater than E0, then £s (soil evaporation) = 
E - E*-o ‘-p’
E0 = 1 .2BRq A (3.16)
A + y
where the RG is estimated by
(3.17)
and A is equal to,
A = 5304 exP------- — (3-18)
T2
where: Rs is the daily solar radiation in langleys, and T  is the daily 
temperature in °K. The aerodynamic term (EJ of modified Penman was 
excluded.
(ii) Equation (3.15) was changed to,
F  -  E°(L̂  (3.19)
cp 3
where: 0 £ L al<, 3. For Lal > 3, Ep = E ,
When soil moisture in the root zone is limited, in GLEAMS, the plant 
transpiration is reduced with the equation,
= (3.20)
*  0.25FC
where: SM<0.25FC, Epl is the plant evaporation when soil moisture is limiting, 
SM  is the soil moisture (in units of depth) from the soil surface to the maximum 
root depth, and FC is the soil moisture (in units of depth) at field capacity. Note 
that at permanent wilting point (PWP), soil moisture depth is equal to zero. 
Thus the reference for soil moisture depth is at PWP and not at 0% moisture 
content. The units for equations (3.16) to (3.20) are different from that used by 
Ritchie. Smith and Williams (1980), the primary authors of the CREAMS and 
GLEAMS hydrology components, did not define all the units they used.
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Ritchie (1972), validated his model using a weighing lysimeter database 
of actual ET estimates of grain sorghum. The result was excellent. Total 
measured water loss was 120.6 mm and calculated water loss was 125.0 mm.
Besides the GLEAMS, the EPIC model (Williams et al., 1983) uses the 
Ritchie equation to estimate ET. The potential evapotranspiration is estimated 
using two options the Priestly-Taylor (1972) and the Penman method. Klocke 
et al. (1990), used a combination of Ritchie and Idso (1979) models to predict 
evaporation in a semi-arid climate of west central Nebraska. They used mini 
lysimeters to validate the combined model. They concluded that the 
combination of the two models underestimated evaporation from a silt loam soil 
shaded by a crop canopy. In the southern humid conditions, Bengston and 
Carter (1983), estimated an average annual ET value of 876 mm for Baton 
Rouge Louisiana using the CREAMS model (Knisel, 1980), which uses the 
Ritchie equation. This value is 12% less than the direct water budget 
measurements made on a subsurface drainage research project in the area.
In this research, I incorporated water table (Chapter 5) and subsurface 
drainage (Chapter 7) components in the GLEAMS model. I modified some of 
the ET algorithms in GLEAMS for the Ritchie equation to be valid under shallow 
water table conditions. Ritchie estimated the parameters 8S and U [refer to 
equation (3.13)] using initially wet, deep soils. The soil water content was at 
least to field capacity at the beginning of the drying cycle. Ritchie (1972) 
recommended that for the best accuracy, the Es computations should be started
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on a day after rainfall or irrigation, when the surface 50 cm of soil is wet to field 
capacity so that XES can be given a value of zero. The field capacity value 
assumes no shallow water table. Under shallow water table conditions, the soil 
water does not percolate deeply into the profile. Therefore, there may be 
several instances when the moisture content is higher than the moisture content 
at field capacity, which is based on a 0.1 or a Va bar suction. Hence, it is best 
that the calculation of the 1ES should be started when the average moisture 
content value in the profile is at this standard FC value.
3.1.4 Soil Water Depletion in the Computation Layers
There are three important assumptions in the GLEAMS model on how 
the water in the root zone is depleted because of ET. They are: (i) there is no 
upward flux from the water table; (ii) the root growth is a function of leaf area 
index, potential ET and maximum root depth; (iii) the depth of soil water 
depletion is up to the maximum root depth throughout the duration of the 
simulation period, irregardless of the actual root depth.
3.1.4.1 No Upward Flux
It is obvious that under shallow water table conditions, upward flux from 
the wet and saturated zone cannot be neglected. Therefore, this process needs 
to be incorporated in the GLEAMS model for it to reasonably simulate the 
hydrology in shallow water table areas.
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3.1.4.2 Root Growth and Leaf Area Index
The water depletions from ET in each of the computation layers are a 
function of the daily ET, and the rooting depth. The root growth is simulated as 
a function of an index called sum of plant growth (SPG). The SPG is a function 
of potential transpiration, leaf area index, and another index called plant water 
unit (PWU). The PWU is an annual sum of potential plant transpiration.
Conceptually, the model assumes that there is a direct relationship 
between leaf area index (LAI), and root depth. As the LAI increases, rooting 
depth increases until it reaches its maximum depth. This simplified assumption 
breaks down when there is a shallow water table. The depth and distribution 
of plant roots, among several factors, is primarily influenced by soil water. For 
non-aquatic plants, the roots cannot grow deeper than the water table. The 
roots are shallow during wet periods because the water table is near the soil 
surface, and deep during the dry periods. In both cases the LAI may be equal 
but the rooting depths are different.
3.1.4.3 Constant Depletion Depth
GLEAMS, as discussed in the previous section, uses a root growth model 
to identify which computational layers will be depleted. If the root depth is 
shallow, the ET will be extracted from the top layers. When the top layers are 
at permanent wilting point (PWP), the soil water from the lower layers will be 
extracted even though the root depth has not yet reached those layers. ET 
equals zero, when the moisture content is at PWP from the soil surface to the
maximum root depth. It is known that as soil water is depleted, soil tension 
increases, making it difficult for the roots to extract water from the soil. 
However, due to the high soil tensions in the region where the roots are, water 
moves from the wet layers (low soil tension) to the dry layers. Therefore, water 
extraction by the roots will be affected by water supply from the deeper layers. 
Movement of water, however, from the deeper wet layers to the dry layers may 
be slower than the plant demands because the unsaturated hydraulic 
conductivity of the soil, where the roots are located, can be extremely low. 
Hence the GLEAMS process of water depletion, if retained in a modified 
GLEAMS with water table, may lead to errors in water table depth estimations. 
It tends to overestimate depleted soil water when the actual root depths are still 
shallow. This will increase the volume of air that needs to be filled with water, 
before the soil water can move downward to raise the water table. Thus, the 
water table depth will tend to be overestimated (deeper). The time that the 
water table rises will lag.
3.1.5 Snowmett
Snowmelt is accounted using a simple snowmelt model. This is, 
however, not a concern in Southern Louisiana. It is, therefore, not discussed 
further in this thesis.
3.2 Soil Erosion
The concepts behind the soil erosion process are adequately represented 
in GLEAMS. Soil erosion is represented both as a detachment and transport
process. The soil loss from a storm event is either detachment or transport 
limited. The estimated soil loss from a storm is the lower rate, when the 
detachment rate and transport rate of a storm are compared. Deposited 
detached particles from a storm are assumed to reattach with the soil and 
needs to be redetached in the next storm event. The model is capable of 
representing the changes in soil loss if the slope is uniform, concave or convex. 
Erosion in the field can be represented by 5 sequences: (i) overland, (ii) 
overland-pond, (ii) overland-channel, (iv) overland-channel-channel, and (v) 
overland-channel-channel-pond. The first sequence represents the area in this 
study, therefore, the channel and pond representations by GLEAMS is not 
discussed further here.
3.2.1 Soil Particle Detachment
The "moving force" which detach the soil particles are rainfall, runoff or 
both. The "force (shear stress)" involve in particle transport is a function of 
runoff. The potential ability of rain to cause erosion is known as rainfall 
erosivity. The best available measure is El30, a product of a storm’s kinetic 
energy and its highest 30-minute intensity. The potential of runoff to detach the 
soil particles are measured by the storm's runoff volume and peak runoff rate. 
The interrill (splash) detachment rate (D,) is estimated from the equation:
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D, = 0.210E/m(s/ + O.OU)K,CP&) (3.21)
where: si is the sine of the slope angle, Qp is peak runoff rate, Qw is runoff 
volume and Ks, C and P are the Universal Soil Loss Equation’s (USLE) soil 
erodibility, soil loss ratio and contouring factors (Wischmeier and Smith, 1978), 
respectively. The rill (runoff) detachment rate (Df) is calculated by using 
equation (3.22),
Dr = 37983mQw(Qp) H j ^ ) m ~\sI)2K.CP( £ )  (3-22)
where: m is the slope length exponent, x  is the slope length and the other 
variables are defined in equation (3.21). The m is equal to 0.5 if the percent 
slope is 5 or more, 0.4 on slopes of 3.5 to 4.5 percent, 0.3 on slopes of 1 to 3 
percent, and 0.2 on uniform gradients of less than 1 percent (Wischmeier and 
Smith, 1978).
The El30 is estimated using an empirically derived equation relating El30 
with daily rainfall amount. Qp is estimated by using an empirically derived 
equation relating Qp with drainage area, runoff volume, slope, and length to 
width ratio of the field. Foster et al. (1977a and 1977b) presented the 
derivations from basic erosion principles of equations (3.21) and (3.22). They 
showed how these equations were related to the USLE,
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A = RKLSCP (3.23)
where: A is the annual erosion rate, L is the slope length, S is the slope factor, 
and the other variables were defined previously. The L and Sare, respectively, 
equal to:
where: A, is the slope length in meters, and m and si are defined in equations 
(3.21) and (3.22). The majority of the data used to derive the USLE were 
obtained from cropland, under natural rainfall, on slopes ranging from 3% to 
18% in steepness, and about 9 to 91 meters in length. Hence equations (3.21) 
and (3.22) should be cautiously used outside the range of the conditions 
represented by available data (Foster et al. 1977b). To determine the validity 
of equations (3.24) and (3.25) for slopes lower than 3%, Mutchler and Murphree 
(1980) conducted a slope experiment on flat lands of the Mississippi Delta Soil, 
under slopes of 3%, 2%, 1%, 0.5%, 0.2% and 0.1%. They obtained an m =
0.15 for a slope of 0.2% (less than the 0.2 suggested by Wischmeier and 
Smith), and a generalized equation for calculating m from slopes less than 12% 
equal to:
(3.24)
S = 65.41s/2 + 4.56s/ + 0.065 (3.25)
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m = 1.2 (si)'13 (3.26)
where si is defined in equation (3.21). Furthermore, results of their preliminary 
studies indicated that the equation to estimate S need little change for slopes 
less than 1%.
The slope of 0.14%, and the slope length of 200 m for both plots at Ben 
Hur Research Farm are outside the range of conditions represented by the 
USLE database. But the slope steepness are within the range of the 
experimental conditions of Mutchler and Murphree (1980).
In table 3.1 are presented the changes in Djt Dr , and A for slope 
steepness of 9%, 5%, 1 %, 0.5%, and 0.1 %, assumming that all the other factors 
affecting D,, Dr , and A are constant. A is decreased by 42%, D, by 38%, and 
Dr by 99%, when the slope is decreased from 1.0% to 0.1%. The A is 
decreased by 88%, D, by 77%, and Dr by 99% when the slope is decreased 
from 9% to 1%. The decrease of Dr are of the same magnitude (99%), when 
the slope difference is 0.9% (1% - 0.1%) and 8% (9% -1%). Among the three, 
the decrease in Dr as slope steepness decreases is the highest, which shows 
that accurate slope measurements is important in estimating Dr. The very low 
values of s/2 equal to 1.0 x 10'6 for slope steepness of 0.1%, and 2.5 x 10'5 for 
slope steepness of 0.5%, indicate that Df below slopes of 0.5% are very low. 
The interrill detachment term, s/+ 0.14 [equation (3.21)], equal to 0.015 at 0.1% 
slope indicates that D, may likely predominate over rill detachment on these very
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Table 3.1. Changes in D,, Dr , and A for slope steepness of 9%, 5%, 1%, 
0.5%, and 0.1%, assumming that all the other factors that affected 
Dit Dn and A are constant.
slope (%) A o, Dr
0.1 0.07 0.015 0.000001
0.5 0.09 0.019 0.000025
1.0 0.12 0.024 0.000100
5.0 0.46 0.064 0.002500
9.0 1.00 0.104 0.008000
low slopes. Hence, in these flat lands the energy that detach the soil particles 
is likely from rainfall, and not from runoff.
3.2.2 Soil Particle Transport
Sediment transport capacity (M/LT)] is the maximum limit by which a 
characteristic flow, on a given geometric channel or plane, can carry detached 
sediments, with known properties and distribution, without depositing them. It 
is expressed as a mass of sediments (M) per unit width (L) of flow per unit time 
(T).
The mode of sediment transport is in suspension, saltation, rolling and 
sliding. These four modes of transport usually simultaneously occur but with 
varying degrees. And the motion of sediment particles within these modes are 
governed by different theories. Einstein (1950), son of the legendary Albert 
Einstein, stated:
"It has been demonstrated that the motion of sediment particles 
in the bed layer cannot be described by the theory of suspension.
The reason is that the particles there are not ‘suspended’ by the 
fluid. They settle out, down to the bed. This does not imply,
however, they do not move anymore. It only means that, while 
moving, their weight is supported by the nonmoving bed and not 
by the fluid. Accordingly, they move by rolling and sliding on the 
bed or by making short hops, more or less continuously remaining 
on the bed layer while moving as bedload."
Extensive literature exists on the transport of alluvial sands by streamflow 
(Yalin, 1977), but very little information is available on the transport of 
aggregates and many fine primary particles in channels, rills and overland flow 
(Alonzo et al., 1981, Meyer et al. 1982). Therefore, sediment transport 
expressions for streamflow have been indiscriminately applied to overland flow.
There is a vast difference between the hydraulic properties of deep 
channel and shallow overland flow. The differences are due to:
a. The relative magnitude of inertia and viscous forces, the ratio 
of which is known as the Reynolds number (Rs). When the inertial 
forces overcome the viscous forces, Rs is high and flow is 
turbulent (i.e. gullies and rivers). Rs is low in the case of very thin 
overland flow and the flow is usually laminar (Julien and Simons,
1985). This agrees with the findings in Bedfordshire, England and 
Sudbury, Ontario where overland flow Rs's of less than 75 and 40 
were, respectively, estimated (Morgan, 1980 and Pearce, 1976).
At Rs numbers less than 500, laminar flow prevails and at values 
above 2000, flow is fully turbulent (Morgan, 1986).
b. Shallow flows undulate considerably, which changes the flow 
regime (Alonzo, et al. 1981).
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c. The shallow overland flow condition is greatly altered by 
raindrop impact and surface roughness. [However at very low Rs 
numbers these agitations are damped out by the high viscous 
forces (Julien and Simons, 1985)].
d. For shallow flows, because of very low flow depths suspension 
and saltation is very limited. The bed load movement may 
therefore predominate (Julien and Simons, 1985). The ratio of 
particle diameter to flow depth is high and surface tension may 
affect the flow condition (Young and Mutchler, 1969).
e. For overland flow, soil surfaces are generally more cohesive, 
finer grained and less uniform with respect to particle sizes than 
alluvial bed. And for soils in which significant aggregation exists, 
the specific gravity is also lower (Guy et al., 1987).
On a hillslope, transport of sediments are due to sheet flow and rill flow. 
Investigators vary on their estimates of how much sediments are transported by 
rill or sheet flow. Mutchler and Young (1975) in the US, Mikhailov (1949) in the 
Tien Shan Mountains in Central Asiatic USSR, Morgan et al. (1986) in Mid- 
Bedfordshire, England, and Zachar (1982) in Banska Bystrica, Czechoslovakia 
(for a single storm event), respectively estimated that 80%, 51 to 63%, 20 to 
50%, and 70% of the total sediment were eroded by rills. It is impossible to 
ascertain whether these estimates differed due to investigator variations in 
differentiating rill and sheet flow, to climatic patterns, soil type and other factors
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which affects the dominant role of rill and intertill erosion. These findings,
however, indicate the importance of developing separate transport capacities for
interrill flow and rill flow. Unfortunately there is scanty literature on separate
expressions for rill and interrill sediment transport capacities.
In the GLEAMS model the transport rate is represented by a modified
Yalin equation. The Yalin equation (Yalin, 1963), is the most popular sediment
transport capacity equation for interrill and rill erosion estimations. Foster and
Meyer (1972) recommended its use in 1972. I quote,
"Until a transport equation is developed explicitly for overland flow 
associated with upland erosion, the Yalin equation merits use as 
the basic runoff transport capacity equation in mathematical soil 
erosion models, such as proposed by Meyer and Wischmeier 
(1969)."
Since this recommendation, the Yalin equation has been used in most 
processed based overland erosion models. Among them are:
a. Chemical, Runoff and Erosion from Agricultural Management 
Systems (CREAMS) (Knisel, 1980),
b. KINematic EROsion Simulation (KINEROS) model (Smith,
1981),
c. Areal Nonpoint Source Watershed Environmental Response 
Simulation (ANSWERS) model (Beasley, et al., 1982).
d. Modified ANSWERS model (Park et al., 1982),
e. Soil Erosion from Winter Runoff (SEWR) model (Yoo and 
Molnau, 1982),
f. SEDimentation LABoratory (SEDLAB) model (Borah et al.
1981),
g. Modified SEDLAB model (Van Liew, 1984),
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h. GLEAMS model (Leonard et al. 1987),
i. RUNOFF model (Borah, 1989),
j. Overland Flow, Erosion, Sediment Routing and Surface 
Degradation (OFESSD) model (Ewing and Mitchell, 1986),
k. Kentucky ERosion MOdel (KYERMO) (Hirschi and Barfield, 
1988), and the
I. United States Department of Agriculture Water Erosion 
Prediction Project (USDA-WEPP) model (Nearing et al., 1989).
The Yalin equation is mathematically defined as:
Tc = P, Sg pwgdV* (3.27)
where;
P. = 0.6358(1 - (3.28)
o = 2.45 Sg-°AYJ-5 (3.29)
8 = J i  _ 1 (If Y s. Y„ then 8 = 0) (3.30)
•o r
Y= ----- ^ ----- (3.31)
( Sg -  1 )  gd
and Tc is the transport capacity, is the mass density of the fluid, is the 
critical shear stress from the Shield's diagram as extended by Mantz (1977) to 
low particle Reynolds number, V*is the shear velocity, Sg is the particle specific 
gravity, S is the slope of the energy gradeline, R is the hydraulic radius which
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is assumed to equal the flow depth, d is the diameter of the soil particle, and g 
is the acceleration due to gravity. The I/* is estimated by (Foster et al., 1980):
P w
where: xs is the shear stress acting on the soil and p*, is defined in equation 
(3.27). The xs is estimated by,
where: y is the weight density of water, y  is the flow depth for bare soil, n ^  is 
Manning’s n for bare soil, n ^  is Manning’s n for rough surfaces or soil covered 
by mulch or vegetation, and si is defined in equation (3.21). In GLEAMS flow 
depth is estimated by the Manning’s equation as:
where: qw is the flow per unit width and the other variables are defined in the 
previous equation. The assumption in equation (3.34) is, flow is moving 
uniformly on the soil surface like a thin sheet.
Foster and Meyer (1972), modified Yalin’s equation to account for 
transport rates of mixtures which are common in overland flow. Yalin’s equation 
was developed for particles of uniform size. They divided the mixture into 
particle classes. The actual transport rate for each particle class is:
(3.32)
n. 0-9









7 -=E « ; (3.37)
where: 8, is the 8 for particle class /, Pgi is the effective Ps for particle class i, P^ 
is the calculated Ps for a uniform sediment of class /, 7^ is the transport capacity 
of i m particle class, Sgl is the specific gravity of / m particle class, and d, is the 
diameter of the i lh particle class.
The strengths of the applicability of Yalin equations to shallow flow are 
based on:
a. It’s "theoretical soundness" for shallow flow. This equation 
assumes that sediment motion begins when the lift force of flow 
exceeds a critical lift force. Once a particle is lifted from the bed, 
the drag force of the flow carries it until the particle’s weight forces 
it out of the flow and back to the bed (Foster and Meyer, 1972).
b. Its simplicity. Its inputs are commonly measurable hydraulic, 
geometric and sediment characteristic parameters (Foster and 
Meyer, 1972).
c. Its overall fit with experimental data on shallow flows both for 
sands and silts, and lightweight materials is fairly well (Alonzo, et 
al. 1981).
d. It can be divided into several particle classes, hence it can 
account for differential deposition which is important in non-point 
source pollution studies.
It is apparent, however, that the equation has its inherent weaknesses.
As previously discussed, there is a vast difference between the hydraulic
properties of deep channel and shallow overland flow. Yalin (1977) stated,
"It is regretable that the authors of transport formulae do not 
always indicate the validity regions of their expressions, and 
therefore, the transport formulae are often used for cases where 
they should not be used."
This might be a case of misuse because:
a. The Yalin equation was developed for streamflow. The 
constant of equation (3.28), equal to 0.635, known as the Yalin’s 
constant, was determined from laboratory flume studies of the 
transport of sand and gravel with flows much deeper than those 
encountered in overland flow (Dillaha and Beasley, 1983). The 
data set that Yalin used to develop his equation was from Einstein 
(Wu and Meyer, 1989). Davis (1978) found that this constant is 
0.88 for sand with a diameter of 342 microns and 0.47 for coal 
particles with a diameter of 156 microns, which shows that the 
constant is highly empirical.
b. It might be inappropriate as a transport equation for particles 
with very small diameters. Dillaha and Beasley (1983) found that 
the transport capacity peaks and then approaches zero as the 
particle diameter decreases. Intuitively, one would expect the 
transport capacity to increase as particle diameter decreases. 
Equation (3.31) shows that as d decreases Tc increases, however, 
at very small diameters, equation (3.27) shows that Tc will 
approach 0. In other words, there is a critical diameter wherein 
Yalin is not applicable. Dillaha and Beasley (1983) found that this 
particle diameter is equal to 10 microns.
c. By dimensional analysis of key flow, rainfall and soil 
parameters; Julien and Simons (1985) demonstrated that fluvial 
equations do not adequately represent the conditions 
characteristic of interrill flow. They examined 14 transport 
equations and found that Yalin was just useable but not 
acceptable.
d. Alonzo (1981) et al. concluded, that from the nine fluvial 
sediment transport equations they examined, the Yalin equation 
provided the most reasonable estimate of transport capacity over 
a range of particle sizes and densities characteristic of soil 
surfaces. The tests data, however, by Alonzo, et al. (1981) were
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assembled from various sources, so they acknowledged that the 
quality and consistency of the data were not assured,
e. Results of the study by Guy et al. (1992), suggested that the 
Yalin equation is not suitable for shallow overland flow, even when 
modified to improve representation of sediment mixtures. They 
contradicted the conclusions of Foster and Meyer (1972) and 
Alonzo et al. (1981).' The Yalin equation severely underpredicted 
transport rates for uniform and rain impacted flow, with predictions 
averaging only 19% and 6%, respectively, of measurements.
3.3 Pesticides
The pesticide submodel was developed on simplified concepts of 
processes and was designed to be responsive to different management options 
(Leonard and Wauchope, 1980). The quantity and concentration of pesticides 
percolated below the root zone, the concentration of pesticide within each soil 
layer of the root zone, the quantity and concentration of pesticides in surface 
runoff, and the quantity and concentration of pesticides in the eroded soil are 
all estimated by the model on a storm basis. They are functions of the pesticide 
application rate, percentage of pesticide applied in foliage, percentage of 
pesticide applied on the soil, quantity of pesticide washed from the foliage, 
pesticide half-life on the foliage and in the soil, pesticide solubility in the soil and 
foliage, rainfall, runoff, soil loss, evapotranspiration, infiltration, pesticide residue 
before simulation, pesticide uptake by plants, and the soil characteristics for
each computational layer within the soil root zone. The equation used to 
calculate each of these processes are well documented in the CREAMS manual 
(Knisel, 1980).
CHAPTER 4 
VALIDATION OF THE GLEAMS MODEL
4.1 Experimental Site
A 4.4 ha drainage-runoff-erosion field experiment was installed at the 
Louisiana State University Ben Hur Research Farm, located in Baton Rouge, 
Louisiana. Two plots, about 1.5 ha in size (71 X 200 m), were separated by 
earth dikes at least 0.3 m high. The dikes define the plot boundaries and insure 
that runoff passed through an H-Flume where it could be measured. The land 
slope for both plots was 0.14% (Bengtson and Sabbagh, 1990). One plot was 
surface drained and the other was surface and subsurface drained. The 
subsurface drainage tubing was 1 m deep, installed on a grade of 0.1%, and 
spaced 20 m. Commerce clay loam is the predominant soil type.
Surface runoff was measured with H-flumes and FW-1 water stage 
recorders, and subsurface drainage outflow was measured with water meters. 
Automatic water samplers were installed at each flume to collect water samples 
every 20-minutes. Subsurface drainage water samples were collected once a 
day with a hand grab technique (Bengtson et al. 1988). The surface runoff and 
drain outflow samples were analyzed in the laboratory for total solids, 
ammonium and nitrate-nitrogen, and phosphorous. In 1987, pesticide 
concentrations in the water samples were also determined. Climatological 
variables were measured in an adjacent agrometeorological station. Silage corn 
was grown on these plots from 1981 to 1987.
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Detailed site descriptions, and experimental procedures have been 
reported by Camp (1977), Bengtson et al. (1983), Fouss et al. (1987), and 
Bengtson and Sabbagh (1990). The laboratory procedures to analyze the water 
samples are contained in Bengtson et al. (1982) and Southwick et al. (1990).
The observed surface runoff volume and erosion for the non-subsurface 
and subsurface drained plots at Ben Hur Research Farm were compared with 
the GLEAMS simulated values. The results are presented in the following 
sections.
The parameters used for the simulations and their sources, are presented 
in table D.5, Appendix D. The complete set of values arranged in GLEAMS 
(version 1.8.55) format are contained in a disk (Appendix F). The maximum 
rooting depth for corn used for 1981,1983,1985,1986 and 1987, which are wet 
years, was 30 cm; and for 1982 and 1984, which are dry years, was 90 cm. 
Fouss et al. (1987) defined the normal to wet, drier than normal, very wet 
growing seasons at the experimental area. They used the same rooting depths 
for the normal to wet, and very wet seasons. In this study, these two categories 
were combined and called a wet year. The growing season for silage corn is 
from April to August.
4.2 Surface Runoff Volume
The annual observed and predicted values of surface runoff volume are 
presented in table 4.1. The predicted runoff volume are the same for both plots 
because the parameters and variable inputs in the hydrology submodel are the
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Table 4.1. Annual GLEAMS simulated and observed surface runoff volume for 
the non-subsurface drained and subsurface drained plots.
Year Pred
(cm)










1981 11.1 25.8 14.7 32 19.1 8.0 27
1982 27.3 36.8 9.5 21 24.7 -2.6 -9
1983 36.8 77.8 41.0 89 46.6 9.8 33
1984 9.1 20.8 11.7 25 15.0 5.9 20
1985 19.3 45.7 26.4 58 33.7 14.1 48
1986 20.2 47.0 26.8 58 28.9 8.7 29
1987 24.5 67.5 43.0 94 42.2 17.7 59
Total 148.3 321.4 173.1 - 210.2 61.9 -
Mean 21.2 45.9 24.7 54 30.0 8.8 29
Percentage difference from the mean annual observed runoff volume [equation (2.3)].
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same. The monthly observed and predicted values are presented in tables B.1 
and B.2, Appendix B.
The total GLEAMS runoff volume is 148.3 cm. For the non-subsurface 
drained plot the total observed surface runoff volume is 321.4 cm and for the 
subsurface drained plot it is 210.2 cm. GLEAMS surface runoff volume is 46% 
of the volume of the non-surface drained plot, and 71% of the volume of the 
subsurface drained plot. The cumulative monthly runoff volumes for both plots 
together with the GLEAMS cumulative runoff volume are shown in Figure 4.1. 
The relationship between the monthly observed runoff volume and the GLEAMS 
runoff volume for the non-subsurface drained plot (R=0.90) is:
Qp = -0.01 + 0.460*, (4.1)
where: Qp is the monthly GLEAMS predicted surface runoff volume, and Qon is 
the monthly observed runoff for the non-subsurface drained plot. The graph is 
shown in Figure 4.2. For the subsurface drained plot, the relationship (R=0.89) 
is:
Op = 0.20 + 0.63Om (4.2)
where: Qos is the monthly observed surface runoff volume for the subsurface 
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Figure 4.1. GLEAMS predicted, observed subsurface drained (DRAINED), 
and observed non-subsurface drained (NONDRAINED), surface 
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Figure 4.2. GLEAMS predicted vs. observed non-subsurface drained, 
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Figure 4.3. GLEAMS predicted vs. observed subsurface drained, monthly 
surface runoff volume for period, 1981 to 1987.
The GLEAMS underestimation of runoff volumes for both plots is 
expected. The GLEAMS percolation routine does not account for shallow water 
tables. Water percolates below the root zone even though the water table is in, 
or just below the root zone. The percolation routine assumes that the 
downward movement of water stops only at field capacity. This assumption is 
not valid, because the equilibrium water content is affected by the depth of the 
water table. For example, in February 1982, the GLEAMS average volumetric 
moisture content from the surface to a depth of 90 cm, for the non-subsurface 
drained plot, is 36.3%. The volumetric moisture content at field capacity (0.1 
bar) is 36.4% and at saturation it is 45.6%. This means that the GLEAMS 
estimated average moisture contents for February 1982 is at field capacity. The 
observed water table during this time ranges from 46 cm below the surface to 
10 cm above the surface. This shows that GLEAMS underestimated moisture 
content because from the observed water table, moisture content should be 
above field capacity. Since the soil moisture content is underestimated, the s 
parameter [equations (3.3) and (3.4)] for runoff prediction is overestimated, 
therefore, there will be less runoff and more infiltration and percolation. Hence, 
runoff is underestimated by GLEAMS during this month (3.2 cm for GLEAMS 
compared with 7.4 cm for the observed). The GLEAMS runoff estimates 
improved in the subsurface drained plot because its water tables are lower, 
hence, its soil moisture contents are drained to equilibrium closer to the tension
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at field capacity (between 0.1 to 0.33 bar). Subsurface drainage decreases 
surface runoff.
4.3 Soil Erosion
The annual observed and GLEAMS predicted values of soil loss are 
presented in table 4.2. The predicted soil loss are the same for both plots 
because the parameter and variable inputs in the hydrology and erosion 
submodels are the same.
The total GLEAMS soil loss is 12.78 t/ha, for the non-subsurface drained 
plot the total observed soil loss is 38.56 t/ha, and for the subsurface drained 
plot it is 22.53 t/ha. Total GLEAMS soil loss is 33% of the total soil loss of the 
non-subsurface drained plot, and 57% of the total soil loss of the subsurface 
drained plot. The GLEAMS model underestimated soil loss in the non­
subsurface drained plot in all of the years except 1981. It underestimated soil 
loss in 5 of the 7 years in the subsurface drained plot. These results are 
expected, because runoff volume for both plots are underestimated by 
GLEAMS. GLEAMS calculates storm soil loss by multiplying the runoff volume 
with the average sediment concentration in the runoff.
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Table 4.2. Annual GLEAMS simulated and observed soil loss for the non­
subsurface drained and subsurface drained plots.
Year Pred
(t/ha)










1981 0.98 0.59 -0.39 -7 0.41 -0.57 -18
1982 2.69 3.58 0.89 16 2.59 -0.1 -3
1983 2.65 7.20 4.55 83 5.47 1.90 59
1984 0.78 2.97 2.19 40 1.50 0.72 22
1985 1.77 10.01 8.24 150 5.16 3.39 105
1986 1.91 5.56 3.65 66 3.57 1.66 52
1987 2.00 8.65 6.65 121 3.83 1.83 57
Total 12.78 38.56 25.78 - 22.53 9.75 -
Mean 1.83 5.51 3.68 67 3.22 1.39 43
Percentage difference from the mean annual soil [equation (2.3)].
CHAPTER 5
THE GLEAMS HYDROLOGY SUBMODEL MODIFIED 
FOR SHALLOW WATER TABLE CONDITIONS
5.1 Problem of Approach
Fouss (1991) asked excellent questions during my general examinations.
One of them was:
"Discuss why a more advanced and physically-based method of 
predicting infiltration and/or runoff WOULD or WOULD NOT be 
desirable in a Modified GLEAMS Model."
The answer to this question directs the approach of how the GLEAMS model
will be modified for shallow water table conditions. Is it appropriate to retain the
empirical USSCS-CN method of estimating runoff/infiltration? Or is it better to
change it to a more physically-based method like the Green-Ampts (1911)?
Appendix A contains the justifications for the directions I took, they are: (i) to
retain the USSCS-CN method to estimate runoff, and (ii) to expand the
applicability of the GLEAMS model instead of improving the accuracy of the
existing algorithms (i.e. change evapotranspiration inputs from monthly to daily).
5.2 Conceptual Framework of the Modification
The principal targets of the GLEAMS-WT (GLEAMS-Water Table) model 
are: (i) to add to the GLEAMS model a reasonable method to estimate water 
table depth, and (ii) to add the effects of a shallow water table, on the 
movement and distribution of soil water in the GLEAMS computational layers.
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5.2.1 Estimation of the Water Table Depth
Assumming negligible deep seepage and no subsurface drainage, there 
are two important variables and one essential parameter to properly estimate 
shallow water table fluctuations. The variables are the upward flux coming from 
the water table, and the percolate water coming into the water table. The 
parameter is the drainable porosity.
5.2.1.1 Upward Flux
Skaggs (1980) presented four methods to estimate the relationship 
between upward flux and water table depth. First, the easiest way if available, 
is to obtain the relationship from literature. Second, numerical procedures may 
be used to calculate water table depth for a given steady state upward flux by 
using basic soil properties (i.e. unsaturated hydraulic conductivity). Unsaturated 
hydraulic conductivity can be: (i) obtained from published data; (ii) calculated 
from soil water characteristic and saturated hydraulic conductivity by using 
frequently used methods like the ones developed by Millington and Quirk (1961) 
and Marshall (1958); and (iii) calculated by using the relationship derived by 
Gardner (1958) between unsaturated hydraulic conductivity and pressure head. 
Third, is to use the normalized upward flux and water table depth relationship 
presented by Skaggs (1980) for different soil textural classes. The saturated K 
was normalized to 1 cm/hr. Fourth, the crudest, is to define a critical limiting 
depth, below which water will not be transferred to the root zone. The 
fundamental assumption in all these methods is, upward water movement is
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under steady state conditions. This same assumption is used in GLEAMS-WT. 
Actually, upward water movement is transient.
The upward flux is affected by root depth. The deeper the root, the more 
it can extract water, because it is nearer to the water table. The problem, 
therefore, is what root depth will be used as reference to estimate upward flux. 
Root depth changes with time during the growing season. In DRAINMOD 
(Skaggs, 1980), the ‘average root depth’ is used. It is defined as the mean of 
the minimum and maximum ‘effective root depths' of a crop. For example, if 
the effective root depth of sorghum varies from 3 to 31 cm, the average root 
depth is (3+31 )/2 = 17 cm. The upward flux versus water table depth 
relationship is estimated by using 17 cm as the reference depth. In GLEAMS- 
WT, the ‘average root depth’ is also used, as reference, to estimate the upward 
flux versus water table depth relationship. However, in calculating for the 
upward flux, the midpoint of the actual root depth is used (not the ‘average root 
depth’) as reference, to compute how far the water table is from the roots. The 
details are discussed in section 5.3.7. The assumption is, the upward flux 
versus water table depth relationship determined using the ‘average root depth’, 
as the reference depth, is a representative relationship of the whole root zone 
profile.
The effective root depth is the zone from which water can be removed 
as nnecessary to supply ET demands. For fallow soil the effective depth is 
defined as the depth of a thin layer that will dry out at the surface. Good results
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were obtained for DRAINMOD tests when the effective corn root depth was 
60% of the total corn root length. The total (actual) corn root length is a 
function of time after planting (Skaggs, 1980).
5.2.1.2 Percolate Water
The GLEAMS algorithms for simulating percolation is not applicable 
under shallow water table conditions as discussed in section 3.1.2. Therefore, 
it was changed in GLEAMS-WT. The assumption in GLEAMS-WT is, the 
downward movement of water is controlled by the moisture content at field 
capacity, and the equilibrium moisture content at a specific water table depth. 
Details of the method are discussed in sections 5.2.2.2, 5.3.9 and 5.3.10. 
Water movement due to cracks is not accounted in GLEAMS-WT.
5.2.1.3 Drainable Porosity
Drainable porosity is the slope of a plot of drainage volume versus water 
table depth. Skaggs (1980) presented an excellent discussion on the methods 
to estimate drainable volume. They are: First, which is impractical, is to directly 
measure drainage volume from large soil cores. Second, is to calculate 
drainage volume from the soil water characteristics curve of a single or layered 
profile. Third, is to determine drainable volume from estimated drainable 
porosities for each layer. In GLEAMS-WT, like in DRAINMOD, the fundamental 
assumption in estimating drainable volume is the water table receedes slowly 
such that the vertical hydraulic gradient above the water table is zero. This
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implies that the unsaturated zone above the water table is always drained to 
equilibrium.
The change in water table (AWT) is calculated by the equation:
A WT = ^  (5.1)
DP
where: DV is the upward flux from ET (DV is positive) or the influx from 
percolation (DU is negative) and DP is the drainable porosity. The new water 
table depth is the sum of the initial water table and AWT. Refer to section 5.3.7 
for additional discussions.
5.2.2 GLEAMS and a Water Table
The method of defining 3 to 12 computational layers as used in the 
GLEAMS model is retained in GLEAMS-WT. Any linkage of any hydrology 
submodel to the pesticide and nutrient submodels of GLEAMS is dependent on 
this unique feature. Furthermore, the s parameter [equation (3.7)] to estimate 
runoff is calculated from the moisture contents of each computational layer.
The following describes the method used in GLEAMS-WT. It is an 
attempt to account for the effects of a shallow water table on the increase or 
decrease of soil water in each of the computational layers.
5.2.2.1 Evapotransoiration
The original potential evapotranspiration method of the GLEAMS model 
is used in GLEAMS-WT. The difference is on how actual evapotranspiration 
(AET) is estimated. In the GLEAMS model, as discussed in section 3.1.3, the
PET is used to estimate soil evaporation and plant transpiration using Ritchie’s 
technique. If soil evaporation is limited by moisture supply then the AET will be 
less than the PET. The potential transpiration is also limited, depending on the 
amount of soil water from the soil surface to the maximum effective root depth. 
For GLEAMS-WT, there are two more routines added: case 1. the potential ET 
is first satisfied by the upflux from the water table and; case 2. if water table 
upflux is insufficient to meet PET demands, the remaining evaporative demand 
(after upflux from the water table has been subtracted from PET), will come 
from the stored moisture in the computational layers. The water extraction 
process almost identical to that used in the GLEAMS model, except for two 
differences: (i) the EES, from Ritchie’s method (refer to section 3.1.3.2) to 
determine when stage 2 soil evaporation takes place, starts only when the 
average moisture content at the upper half layer of the maximum plant root 
zone is at field capacity; (ii) the water extraction is limited, not by the sum of the 
soil water in all of the computational layers (maximum effective root depth), but 
by the sum of the soil water in the computational layers where the plant roots 
have penetrated (actual effective root depth).
Case 1 is illustrated in Figure 5.1, where the water table is lowered from 
WT1 to WT2. The sum of the soil water extracted from computational layers a, 
b, c, d  and e, and layer /  (which is below the maximum effective root depth), is 
the water extracted from the profile that lowered the water table from WT, to 







Figure 5.1. Process to illustrate water extraction in the GLEAMS 
computational layers when upflux from the water table 
is sufficient to satisfy PET demands (CASE 1).
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and at WT2 can be estimated by using the desorption curve, assumming 
equilibrium moisture content conditions and that the effect of hysteresis is 
negligible. The moisture extracted at layer i  (i= a or b .... or e) is:
AVOV, = (MC1; -  MC^d, (5.2)
where: A VW, is the depth of water extracted at layer /, when the water table 
receeded from WT1 to WT2; MC1t and MC2i are the equilibrium volumetric 
moisture contents at the midpoint of layer / for WT1 and WT2, respectively; and 
d, is the thickness of layer /. The area bounded by ABCDEA is equal to the 
PET, and the area bounded by BCDE is the total water extracted from the 
GLEAMS computational layers.
For case 2. the process is illustrated by Figure 5.2. Suppose at WT3, the 
upflux from the water table is insufficient to supply PET demands. Hence, a 
part of the PET will be satisfied by extracting moisture from the computational 
layers, over that extracted due to the lowering of the water table. The water 
table will go down from WT3 to WT4. The area bounded by BCDEKB is the 
volume of water extracted due to upward flux from the water table. And the 
area bounded by KEGK is the volume of water extracted from the root zone 
using the original GLEAMS method. The sum of these two areas is the total 
AET for that time period, and is the area bounded by BCDEGKB. Note, that the 
curve KG is the actual soil moisture content of the computational layers at time 
step 4. However, curve BKE is retained in order to estimate the water extracted 
from the root zone, due to the lowering of the water table in the next time step.









Figure 5.2. Illustration of the soil water depletion from the GLEAMS 
computational layers when upward flux from the water 
table is not sufficient to satisfy PET demands (CASE 2).
Supposing, that at the next time period, there is no rainfall and the water table 
upward flux is again insufficient to satisfy PET demands. The water table goes 
down from WT4 to WTS, with AJF representing the desorption curve at WTS. 
The area bounded by curve ABKEFJA is the volume of water that was 
extracted from the water table. The change in moisture represented by 
segments gh, ij, Im, no and pq, are subtracted from curve KG to simulate the 
moisture extracted in the computational layers, due to the lowering of the water 
table from WT4 to WTS. The result is curve JH. Note that the area bounded by 
KEFJK is equal to the area bounded by KGHJK. The original GLEAMS method 
of water extraction is again used to satisfy the remaining PET demand, and the 
moisture content for the computational layers at WTS or at time step 5 is the 
curve Jl. The area bounded by ABKGHIJA, represent the total water extracted 
from time step 4 to time step 5. If there is no rain, the process is repeated until 
permanent wilting point is attained, from the surface to the actual effective root 
depth (not the maximum effective root depth). In this case, AET will only be 
equal to the upflux from the WT. This method is different from that used by 
Skaggs (1980) in DRAINMOD, and by Rogers (1985). Their methods are briefly 
discussed in Appendix A, section 2.2.6.
5.2.2.2 Percolation
In GLEAMS-WT, percolation is dependent upon the moisture content in 
the root zone. The cases are: First, the moisture contents in the computational 
layers are below field capacity. Second, the moisture contents in the
computational layers are between field capacity and equilibrium moisture 
content. Third, the moisture content in the computational layers are equal to the 
equilibrium moisture content. Assumming the moisture conditions shown in 
Figure 5.3, where curve AB is the moisture content in the computational layers, 
DC is the field capacity moisture content (they may vary from layer to layer but 
for simplicity is illustrated in this figure as a straight vertical line), and EFG is the 
desorption curve at WT, (this curve assumes a homogenuous profile, it can be 
discontinuous if the profile has different soil horizons or is heterogenuous). 
When infiltration occurs, layer a is first filled up to field capacity, then layer b 
and so on. If there is still remaining infiltrated water after layers a to e has been 
filled to field capacity, layer e will be replenished with water up to the average 
equilibium moisture content of layer e (i.e. moisture content at the midpoint of 
layer e, point H). Similarly, if there is still remaining infiltrated water, layer of is 
replenished up to the average equilibrium moisture content of layer d, and the 
process is repeated up to layer a. If there is still remaining infiltrated water, the 
water table is replenished and it moves upward. The upward movement of the 
water table dependent on the quantity of water which percolated in it, and the 
drainable porosity. If the water table reaches the soil surface, a depression 











5.2.3 Soil Erosion in GLEAMS-WT
The soil erosion submodel of GLEAMS was retained in GLEAMS-WT 
with a very minor modification (Refer to Chapter 9). However, changes done 
in the GLEAMS hydrology submodel will affect the soil erosion rates. Runoff 
volume and peak runoff are major variable inputs in the erosion submodel.
5.3 GLEAMS-WT Subroutines
All of the subroutines in the GLEAMS hydrology model are retained in the 
GLEAMS-WT. Figure 5.4 shows a general flow chart of the GLEAMS hydrology 
submodel. In subroutine GETTMP and GETRAD, are read the monthly 
temperature and radiation values, respectively. In subroutine SETONE, daily 
precipitation is read and potential evapotranspiration is calculated. The quantity 
of precipitation (snow or rainfall) and snowmelt is estimated in subroutine 
SNOW. Subroutine EVAP, FNDLAY, GETLAI and HYDRIN(WF) are explained 
in the next sections. Figure 5.5 shows the general flow chart of GLEAMS-WT. 
In BOX A is the GLEAMS flow chart with the COMPUTE ET, SOIL 
MOVEMENT, and SEEPAGE routines removed, and replaced by the routines 
in BOX B. The following describes the subroutines added in GLEAMS shown 
in the GLEAMS-WT flow chart, and the modifications in four of the GLEAMS 
subroutines. The GLEAMS metric flag is used in GLEAMS-WT, not the English 
units flag.
READ ONE YEAR'S VALUES 
OF DAILY RAINFALL
This routine was removed and 
replaced in G LEA M S-W T
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CALCULATE ANY SNOWMELT. 
OR ADO TO SNOWPACK 
(CALL SNOW)
COMPUTE ET (CALL EVAP), SOIL 
MOVEMENT. AND SEEPAGE
CALCULATE DAILY AVERAGE TEMP.. 
RADIATION. AND LEAF AREA INOEX 
(CALL GETTMP.GETRAD.QETLAI.SETONE)
RESET DAILY AVG TEMP ANO/OR RAD 
AND/OR LEAF AREA INDEX VALUES (CALL 
GETTMP AND/OR QETRAD AND/OR GETLAI)
Figure 5.4. Generalized flow chart of the GLEAMS hydrology submodel.
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Figure 5.5. Generalized flow chart of the GLEAMS-WT hydrology submodel.
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5.3.1 HYDRIN(WF)
In GLEAMS, this subroutine reads parameter values for card numbers 5-
10 [refer to the GLEAMS manual (Knisel et al. (1989)]. This was modified in 
GLEAMS-WT, to read parameter values for card numbers 5-13. Input 
parameters for card numbers 5-10 are the same as in GLEAMS, except for card 
number 5, column 3. The BST is redefined in GLEAMS-WT as:
"BST-lt is the fraction of plant available water in the soil when 
simulation begins. For example, a full wet condition at saturation 
(instead of field capacity in GLEAMS), has a BST=1.0; for 
completely dry (wilting point), BST=0.0."
Card numbers 11 and 12 are for the parameters which describe the 
desorption curve equations for each soil horizon in the root zone (from 1 to 5 
horizons). Card number 13 is used to input the parameters to estimate 
drainable porosity, upward flux from the water table, daylength, initial water 
table depth and depression storage. Details of the parameter inputs for cards
11 to 13 are shown in Appendix D.
5.3.2 FNDLAYfWF)
There are three additions here: (i) the distance of the midpoint of each 
computational layer from the soil surface is calculated; (ii) the number of 
computational layers from the soil surface to the midpoint of the maximum 
effective root depth is calculated; and (iii) the desorption slope and intercept 
parameters for each computational layers are read.
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5.3.3 GETLAI
This subroutine is where the GR (winter cover factor is read). It calls 
subroutine LAIONE, where the LAI values at specified Julian days are read, and 
the daily leaf area indices are calculated. In GLEAMS (version 1.8.55) the LAI 
inputs starts at card 18. In GLEAMS-WT it starts at card 21. A new input, 
called ROOTGR is added. ROOTGR is the estimated effective root depth of the 
crop at a specified Julian date. As discussed in section 3.1.4.2, the 
assumptions of the root growth model of GLEAMS does not apply when there 
is a shallow water table. Therefore, a root depth input was added in GLEAMS- 
WT. The daily root depths are interpolated from the ROOTGR values, 
assumming linear growth rates from one specified Julian date to another. The 
daily root depths are used: (i) to estimate the base depth of upward flux 
calculation [refer to equation (5.8), section 5.3.7] and, (ii) to limit the soil water 
depletion in the computational layers as coming only from the water table 
upward flux, when the soil moisture content from the surface to this daily root 
depth is at PWP. The root depth interpolation code was added in subroutine 
LAIONE. Details on how ROOTGR is inputted are shown in Appendix D.
5.3.4 EVAP
In GLEAMS, this subroutine is used to estimate the daily actual 
evapotranspiration. It calls subroutine RICHET, which calculates soil 
evaporation and plant potential transpiration. In GLEAMS-WT, the codes for
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subroutines EVAP and RICHET were modified according to the concepts and 
assumptions discussed in section 5.2.2.1.
5.3.5 DAYLENGT
The upward flux, at a given water table depth, is estimated in units of 
cm/h. The daylength changes depending on the time of the year. Therefore, 
the maximum daily upward flux will vary from year to year and is a function of 
daylength.
Quinlan (1979) presented equations to estimate the time of sunrise and 
the time of sunset as a function of Julian day and latitude. These equations 
were rearranged and were simplified in order to estimate daylength. The 
simplified and rearranged forms are shown in equations (5.3) to (5.4).
DAYL, = (5.3)
15
where DAYL, is the daylength at Julian day /, and
H = cos-^C) (5 4)
RAD
RAD is a conversion factor for degrees to radians equal to 0.01745 
radians/degrees. E is calculated by,
E  = sin(-0.013Q333RAD) -  s)n(ELAT*RAD)s\n(D*RAD) ,5 5)
cqs(ELAT*RAD)*cqs(D*RAD)
where: ELAT is the latitude (in degrees), which is positive in the Northern 
Hemisphere and negative in the Southern Hemisphere; and D is the solar
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declination. Rosenberg et al. (1983) presented equation (5.6) as an estimate 
of 0,
D = 23.5cos[27I(; ~ 172?] (5.6)
365
where: / is the Julian day, and k is equal to 3.1416. Equations (5.3) to (5.6) 
where used in subroutine DAYLENGT to estimate the daily daylength given the 
Julian day and the latitude.
5.3.6 DESORP
The volumetric equilibrium moisture content at a computational layer k 
is estimated in this subroutine. The relationship between equilibrium volumetric 
soil moisture content [WTSMJ and soil tension (RLAYk, which is the distance 
of the midpoint of computational layer k from the water table depth) is assumed 
to be semi-logarithmic and is equal to:
WTSMk = DESINTk - DESSLOJoge{RLA YJ (5.7)
where: DESINTk and DESSLOk are the intercept and slope, respectively, of the 
equilibrium moisture content and soil tension relationship at the 
computational layer. The WTSMk is equal to the porosity at the layer if the 
water table is above that layer. DESINTk and DESSLOk vary depending on 
which soil horizon the layer is located.
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5.3.7 WTABLE
The decrease in water table due to upward ET flux is simulated in this 
subroutine. Upward ET (WTET in cm/h) is estimated using an assumed 
exponential relationship,
WTET = e{nJUXnfT " <aWXStC> toq.[FLUXDEPT)} (5.8)
where: FLUXINT[\n(cm/h)] and FLUXSLO [ln(cm/h)/ln(cm)] are, respectively, the 
intercept and slope of the upward flux versus water table depth relationship, and 
FLUXDEPT is the distance from the midpoint of the effective root depth to the 
water table. As the root depth increases, the reference flux depth (RD/2 in 
Figure 5.6) increases; and as the root depth decreases the reference flux depth 
decreases. The WTET is multiplied with the daylength (DA YL,, see section 
5.3.5) of Julian day /', to get the potential daily upward flux (DWTET).
The water table increase is estimated from 2 cases: (i) when the water 
table is above the soil surface; and (ii) when the water table is below the soil 
surface. For case (i), the water table (a negative value) increases directly (1:1 
relationship) as a function of potential ET, until the water table is on the surface 
(WT=0). If there is still remaining ET when WT=0 (this means that depression 
storage was not sufficient to meet PET demands), then the increase in the 
water table is estimated by the case (ii) procedure. Under case (ii), the 
increase in water table depth is a function of drainable porosity (DP) and 
upward flux. DP is a function of water table depth, hence, DP is first estimated
T~.









Figure 5.6. Illustration to estimate upward flux. Upward flux is a function 
of root depth (RD), and water table depth (WTD), since flux 
depth (FLUXDEPT) varies with RD/2 and WTD
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starting from the day’s initial water table depth. The case (ii) procedure in 
GLEAMS-WT is described in the following steps.
a. Estimate drainable volume (DV) from a DV  versus water table 
depth relationship. In GLEAMS-WT, the relationship is assumed 
to be quadratic as shown in equation (5.9).
DV = DVINT + DVSL1(TWT) + DVSL2(TWT)Z <5-9)
where: DV  is the drainable volume (cm); DVINT (cm), DVSL1 
(cm/cm) and DVSL2 (cm/cm2) are, respectively, the intercept, 
linear slope, and quadratic slope, of the drainable volume versus 
water table depth relationship; and 7WTis the water table depth.
b. Estimate drainable porosity (DP) using equation (5.10).
D P = J £ V-  (5.10)
TWT
c. Estimate increase in water table from equation (5.11),
DWT= DWTETl (5.11)
DP
where: DWTETl is assumed to be less than or equal to 1.0 mm.
This means that the drainable porosity is updated or recalculated 
every 1.0 mm of upward flux, until the upward flux of the day has 
been accounted.
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d. Add the water table increase to TWT.
TWT = TWT + DWT (5-12)
e. Subtract 1.0 mm from the upward flux. Return to procedure
(a), until the upward flux value equals 0.
When 7W7"is less than 5.0 cm, DP is equal to the DP at 7WT= 5.0 cm. 
The comments in the source code (Appendix E) may be helpful in 
understanding subroutine WTABLE.
5.3.8 DRYZONE
In this subroutine, the moisture depths (H'TU,) depleted in each 
computational layer /, due to upward flux from the water table are estimated. 
In Figure 5.7, these are for layer a, the area bounded by GHIJG; for layer b, the 
area bounded by FGJKF, and so on. Theoretically, the sum of water depleted 
at layers a, b, c, dand e will be equal or less than upward flux from the water 
table. It will equal to the upward flux if WTn and WT2 is on or above layer e, 
that is, there is no water depletion below the maximum effective root depth; and 
it will be less than the upward flux, when there is water depletion below the
maximum effective root depth (this water depletion is represented by the area
bounded by ABCNA, as shown in Figure 5.7). However, soil water at layers a, 
b, c, d and eare estimated from the differences in equilibrium moisture contents 
at and WT2. The relationship between moisture content and water table 
depth is usually taken from laboratory developed desorption curves. The 









Figure 5.7. Soil water depletion or addition in the GLEAMS 
computational layers, respectively, due to the 
fall or rise in the water table.
than the actual field relationship, specially at low soil tensions, as shown by the 
illustration of Hanks and Ashcroft (1980) in Figure 5.8. This maybe due to: (i) 
more entrapped air in the field than in the laboratory soils, and (ii) the change 
in pore structure of the laboratory soil samples, because after the samples are 
collected in the field, they are usually dried and sieved (Hanks and Ashcroft, 
1980). Therefore, saturation moisture content in the field is likely lower than in 
the laboratory. For the Commerce Clay Loam at Ben Hur Research Farm, 
Roger’s (personal communication) suggests that a good estimate of field 
saturation moisture content is 85% of laboratory saturation moisture content. 
Because of these differences, the sum of the soil water at layers a, b, c, d  and 
e (going back to Figure 5.7) may be greater than the upward flux when field 
determined drainable porosities are used to estimate water table fluctuations. 
There are three possible solutions to this problem. First, is to get the field 
desorption relationship. Second, is to have an ‘educated guess' of a general 
relationship between field and laboratory developed desorption curves, such that 
the field relationship can be estimated from the laboratory relationship. Third, 
by correcting the upflux from each computational layer by using ratio and 
proportion.
The first solution is ideal, however, field desorption relationships are 
















Figure 5.8. Water characteristic curves determined in the field on 
an undisturbed soil and in the laboratory on the same 
soil that has been dried, crushed, and sieved. In the 
field, field capacity corresponded to a matric potential 
of of \\rml ~ -100 cm and a water content of 0 ^  When 
the laboratory soil was brought to the same water 
content, 0^, the matric potential was \\rwl ~ -330 cm 
(Hanks and Aschroft, 1980).
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structure is a very important factor which affects the retention capabilities of the
soil. As Hillel (1982) stated:
"The amount of water retained at relatively low values of matric 
suction (say, between 0 and 1 bar of suction) depends primarily 
upon the capillary effect and the pore-size distribution, and hence 
is strongly affected by the structure of the soil. On the other 
hand, water retention in the higher suction range is due 
increasingly to adsorption and is thus influenced less by the 
structure and more by the texture and specific surface of the soil 
material."
Therefore, afield desorption relationship may be dependent on the soil and crop 
management practices, within the cropping season, and from season to season.
The second solution is difficult to obtain. It is likely that there is no 
general relationship between field and laboratory developed desorption curves. 
It is affected by several factors, like soil structure, soil texture, methods used to 
develop the relationship, and hysteresis. Moreover, this relationship must apply 
in all of the soil horizons.
The third solution was, therefore, used in GLEAMS-WT. The 
assumptions for the third solution are:
(i) The Water Table Uptake ( WTUf) for each layer / is correct if the sum 
of the WTLFs are less than or equal to the Daily Water Table ET upflux 
{DWTET). For example, referring back to Figure 5.7, if the soil water depleted 
in layers a, b, c, dand e, are 1.5,1.25,1.0, 0.75 and 0.5 mm, respectively, and 
if DWTET is equal to 6 mm. Then the sum of the soil water depleted in layers 
a, b, c, d and e is 5 mm and is less than the DWTET equal to 6 mm, hence 
from this assumption, the depletion estimated for each layer is acceptable. The
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1 mm difference (6-5 mm), is assumed to come from the region below the 
maximum effective root depth (Area bounded by ABCNA in Figure 5.7).
(ii) When the DWTET is less than the sum of the WTU„ the WTU, can be 
corrected using the ratio of DWTET with the sum of WTUi. Using the same 
example in (i), suppose that the DWTET was only 4 mm instead of 6 mm, then 
there is something wrong, because this implies that the volume of air that was 
added to the computational layers when the water table increased from WT, to 
WT2 was 5 mm, but the upward flux was only 4 mm (the upward flux represent 
the quantity of water replaced by air because it is assumed that there is no 
deep percolation and seepage losses). The -1 mm difference (4-5 mm) is 
considered an error. This is likely due to the differences in the field desorption 
curves and the laboratory derived desorption curves. And consequently, 
between the difference between field drainable porosity and laboratory drainable 
porosity. For example, in Ben Hur Research Farm, for soil tensions 20 to 100 
cm, Fouss et al. (1987) reported field drainable porosities ranging from 0.02 to 
0.04, compared with a DP equal to 0.07 derived from laboratory desorption 






where CF is the correction factor and DWTET and WTU, are as defined 
previously. The CF in the example is 0.8 (4/5) and the corrected WTU values
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for layers a, b, c, d, and e, are 1.2,1.0, 0.8,0.6, and 0.4 mm, respectively. The 
sum of the corrected WTUs is equal to the DWTET of 4.0 mm. Note the layer 
which had the greatest reduction [equal to 0.3 mm (1.5-1.2mm)] is layer a, and 
the layer which had the least reduction is layer e [equal to 0.1 mm (0.5-0.4 
mm)]. Layer a has the highest WTU, while layer e had the least WTU.
(iii) When the computational layers are saturated, there are cases that 
the upward flux will not change the moisture content values of these layers. For 
example, in a case of low PET (thus low DWTET) under nearly saturated 
conditions, the laboratory equilibrium moisture content will decrease slightly due 
to the increase in water table depth from WT, to WT2 (Figure 5.9). This 
decrease is shown in the Figure, by the change in the laboratory equilibrium 
moisture content from curve AB to curve AC. However, the laboratory 
equilibrium moisture content at WT2, will still be greater than the actual field 
moisture content shown in the Figure as line DE. In this case, there will be no 
changes in the moisture content of the computational layers. They are still 
equal to the field saturated values. The upward flux did not change the field 
moisture content values of the computational layers. Section 5.3.12, has 
additional explanations on this assumption.
5.3.9 PERC(F) (PERColation)
Subroutine PERC(F), together with subroutine CAPILRED, replaces the 
GLEAMS percolation routine. It begins by filling up, with infiltrated water, the 






















Figure 5.9. Illustration of a case when field saturation values in the GLEAMS 
computational layers does not change, even though there was 
upward flux that increased water table depth.
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the water from one computational layer to another, if the moisture content of 
a computational layer is greater than field capacity. If there is remaining water, 
after all the computational layers are equal to or greater than the soil water at 
field capacity, then subroutine CAPILRED is called. The details of the 
GLEAMS-WT percolation routine are discussed in section 5.2.2.2.
5.3.10 CAPILRED (CAPlLarry REDistribution)
The water table is not replenished until the moisture content in each of 
the computational layers is at equilibrium with the water table depth. This 
subroutine fills up each computational layer with water up to the equilibrium 
moisture content, based on the water table depth estimated in subroutine 
WTABLE. This is the water table depth after the DWTET for that daily interval 
has been satisfied.
5.3.11 WTABLEP (Water TABLE after Percolation)
This subroutine simulates the decrease in the water table depth due to 
water replenishment. The parameters (i.e. drainable volume) used and how 
they are estimated are identical to that of subroutine WTABLE (section 5.3.7). 
The variable input is the remaining water, after the infiltrated water passes 
through the processes simulated in subroutines PERC(F) and CAPILRED.
When the water table is above the soil surface, a depression storage is 
filled. After this is filled, the excess water is added to surface runoff. This 
implies, that the quantity of infiltrated water estimated by using the CN method
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[equation (A-18), Appendix A or Rainfall - Runoff] is above the available storage 
in the soil profile. This excess is returned to runoff.
5.3.12 DRYZONEP (DRYZONE changes after Percolation)
The rise in the water table will increase the moisture content in the 
computational layers. This routine estimates these increases. The process is 
a reverse of that in subroutine DRYZONE. Referring back to Figure 5.7, 
supposing the water table depth rose from WT2 to WT,. The sum of the soil 
water added to computational layers a, b, c, d, and e is theoretically less than 
or equal to the added percolate water {PW), that caused the water table to rise 
from WT2 to WT,. However, as discussed in section (5.3.8), the sum of the 
water added to computational layers a, b, c, d  and e can be greater than PW. 
Corrections are done for the soil water added in each of the layers by using 
equation (5.13), with the DWTETequal to the PW added to the water table, and 
WTU, are the water added to each of the i ,h computational layers.
Usually, in this method, when the water table reaches a computational 
layer, the estimated saturation moisture content in that layer will be less than 
the laboratory saturated value. For example in Figure 5.10, the water table 
depth rose from WTt to WT2, suppose the calculated soil water added to 
saturate layers a, b, c, d, and e, are 1.5,1.25,1.0, 0.75, and 0.50, respectively; 
and the influx from the percolate water is 4.0 mm. The VWTU, is 5.0 mm. 
There is a 1.0 mm error in the calculated soil water added to saturate the 
layers. By using equation (5.13), CF is equal to 0.8 (4/5). The corrected
WT
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Figure 5.10. GLEAMS-WT estimated saturated field moisture content 
compared with saturated laboratory moisture content.
WTUjs are 1.2, 1.0, 0.8, 0.6, and 0.4 mm, for layers a, b, c, d, and e, 
respectively. If we add these corrected WTU,'s to the equilibrium soil moisture 
content values at WT, (represented by curve HG), the sum is represented by 
the curve ED. The laboratory saturation moisture contents for each layer is 
represented by segment BC, and its values are greater than that of curve ED. 
Curve ED is an estimate of field saturation values in the layers.
CHAPTER 6
VALIDATION OF THE GLEAMS-WT 
HYDROLOGY SUBMODEL
The observed surface runoff volume and water table depth for the non­
subsurface drained plot at Ben Hur Research Farm from 1981 to 1987 were 
compared with the GLEAMS-WT simulated values. The results are presented 
in this chapter.
All the parameters used in the GLEAMS simulation were used in the 
GLEAMS-WT. The additional parameters needed in GLEAMS-WT like rooting 
depths, depression storage, and the slopes and intercepts of the moisture 
characteristic curves at different soil horizons, and their sources are in table 
D.5, Appendix D. The corn root depths at different Julian dates were taken 
from Fouss et al (1987). The years 1981, 1983, 1985 and 1986 used the wet 
year root depths; 1982 and 1984, the dry year root depths; and in 1987, a very 
wet year, the root depths were assumed not to have grown more than 10 cm. 
This was an unusually wet year, and like in 1983, the corn silage yield was very 
low at 4.2 t/ha. The difference with 1983, however, is during the peak of the 
growing season, 61.2 cm of rain fell in May, June, and July compared with 41.4 
cm in 1983. Hence, for 1987, the water tables during these months were very 
shallow as shown in Figure 6.1. From the 16th day up to the 58th day (43 
days) of the growing season the observed water table was below 10 cm, 29 
times, and from the 59th day to the 87th day (29 days) the water table was 
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Figure 6.1. Comparison of the observed water tables of 1983 and 1987 
during the growing season. too
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80th day (WT=10.7 cm). The corn silage was harvested 107 days after 
seeding. It was assumed, therefore, that the corn roots did not grow any deeper 
than 5 cm from seeding to the 92nd day, and 10 cm from the 93rd day till 
harvest. The corn roots were assumed to have grown up to 10 cm from the 
92nd day till harvest.
6.1 Surface Runoff Volume
Table 6.1 shows the annual GLEAMS-WT simulated and observed 
surface runoff volume for the non-subsurface drained plots from 1981 to 1987. 
The graph between observed and predicted runoff volume accumulated by 
months, is shown in Figure 6.2. The total GLEAMS-WT runoff volume is only 
0.6 cm (0%) greater that the total observed runoff volume. This is a significant 
improvement, when compared with the GLEAMS underestimation of surface 
runoff volume by 54%. The highest percentage difference from the mean of the 
annual observed runoff volume was 30% in 1982. Except 1982, the percentage 
difference ranged from -5% to 13%. Annual runoff events from 1981 to 1983 
were overestimated and from 1984 to 1987 they were underestimated.
The cool season was classified by Bengtson et al. (1985) as the period 
covering the months of December, January, February, March and April; and the 
warm season as the period covering the months of May, June, July, August, 
September, October, and November. The cool and warm season surface runoff 
volumes are shown in table 6.2. In the cool months runoff volume was
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1981 25.8 26.6 ■ o 00 -2
1982 36.8 50.4 -13.6 -30
1983 77.8 80.2 -2.4 -5
1984 20.8 16.6 4.2 9
1985 45.7 39.7 6.0 13
1986 47.0 43.8 3.2 7
1987 67.5 64.7 2.8 6
Total 321.4 322.0 -0.6 -
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Figure 6.2. Observed, GLEAMS, and GLEAMS-WT runoff volumes 
accumulated by months from 1981 to 1987.
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Table 6.2. Cool and warm observed and GLEAMS-WT simulated runoff 
















1981 14.9 15.6 -0.7 -3 9.3 7.6 1.7 7
1982 14.8 20.0 -5.2 -23 2.7 4.5 -1.8 -8
1983 46.7 59.9 -13.2 -59 46.3 40.0 6.3 27
1984 12.2 19.6 -7.4
COCO1 11.8 5.7 6.1 26
1985 19.9 15.0 4.9 22 25.5 23.0 2.5 11
1986 10.4 11.8 -1.4 -6 29.5 24.7 4.8 20
1987 37.7 39.7 -2.0 -9 39.7 35.0 4.7 20
Total 156.6 181.6 -25.0 - 164.8 140.5 24.3 -
Mean 22.4 25.9 -3.5 -16 23.5 20.1 3.4 14
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overestimated by GLEAMS-WT in all of the years. Total runoff volume in the 
cool months was overestimated by 16%. In the warm months runoff volume 
was underestimated in all of the years except 1982. Total runoff volume was 
underestimated by 14% during the warm months.
The monthly observed and GLEAMS-WT predicted runoff volume is 
shown in table B.3, Appendix B. The relationship between the monthly 
observed runoff volume and the GLEAMS-WT runoff volume for the non­
subsurface drained plot (R=0.93) is:
Qpn = 0.20+0.950^ (6.1)
where: Qpwt is the monthly runoff volume predicted using GLEAMS-WT and Qon 
is the observed monthly runoff volume. The slope is not significantly different 
from 1.0 (a=0.10). The graph is plotted in Figure 6.3 together with the 
GLEAMS regression line. Visual comparisons of the GLEAMS and GLEAMS- 
WT regression lines with the observed values show a significant improvement 
in the monthly runoff volume predictions when GLEAMS-WT is used. The slope 
for GLEAMS is 0.46 and for GLEAMS-WT it is 0.95, a lot nearer to the ideal 1.0 
slope.
6.2 Water Table
The observed and predicted water tables from 1981 to 1987 are shown 
in Figures C.1 to C.7, Appendix C. There are no observed water tables, at the 
first 39 days of 1981, first 3 days of 1982, first 2 days of 1983, and at depths 
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Figure 6.3. GLEAMS-WT predicted vs. observed non-subsurface drained 
monthly surface runoff volume for period, 1981 to 1987.
water table depth was evaluated by calculating the seasonal and annual: (i) 
simulated versus observed mean absolute difference [SOMAD, equation (2.4)],
(ii) simulated versus observed mean standard difference [SOMSD, equation 
(2.5)], (iii) sample mean of the difference [D, equation (2.6)], (iv) average 
deviation of the differences [adD, equation (2.7)], and the sample standard 
deviation of the differences [sD, equation (2.8)]. The seasons (Sabbagh, 1989) 
are defined as: (1) Pre-Growing Season, the period between January 1 and 
planting date; (2) Growing Season, the period between the day after planting 
and the harvest day; and (3) After Harvest Season, the period between the day 
after harvest date and December 31. The seasonal and annual SOMAD and 
SOMSD are shown in table 6.3. The annual agreement between observed and 
predicted water tables was acceptable. The annual SOMAD ranged from 10.7 
cm in 1987 to 17.9 cm in 1981, and had an average of 14.1 cm. The water 
table was best predicted during the Pre-Growing Season. The SOMAD ranged 
from 5.2 cm in 1983 to 13.8 cm in 1985, and had an average of 9.6 cm. The 
prediction was least accurate during the growing season, and the SOMAD 
ranged from 9.0 cm in 1986 to 27.4 cm in 1981, with an average of 18.3 cm.
The seasonal and annual D, adD, and sD are shown in table 6.4. The D 
at the Pre-Growing Season for the 7 year period is -1.0 cm. The annual values 
ranged from -12.4 cm in 1986 to 10.5 cm in 1985. In 3 of the 7 years, the 
values were positive. This may indicate that there is no systematic error in
Table 6.3. Seasonal and annual SOMAD and SOMSD for observed versus GLEAMS-WT predicted
water table depths from the non-subsurface drained plot.
Year
Pre-Growing Growing After Harvest Annual
SOMAD SOMSD SOMAD SOMSD SOMAD SOMSD SOMAD SOMSD
1981 13.0 16.1 27.4 34.7 9.2 12.2 17.9 24.9
1982 9.8 12.4 29.0 34.0 13.3 21.3 15.9 22.3
1983 5.2 7.8 13.2 16.3 17.0 21.7 12.6 17.3
1984 7.5 9.2 21.1 24.3 18.9 26.4 15.3 21.0
1985 13.8 22.5 19.6 22.9 17.4 19.2 16.8 21.3
1986 13.2 18.3 9.0 18.9 13.2 24.2 11.8 20.7
1987 6.5 10.0 13.0 19.6 11.5 15.3 10.7 15.8
Mean* 9.6 14.4 18.3 24.9 14.6 20.2 14.1 20.2
Weighted Mean
Table 6.4. Seasonal and Annual D, adD, and sD for observed versus GLEAMS-WT predicted water
table depths from the non-subsurface drained plot.
Year
Pre-Growing Growing After Harvest Annual
D adD sD D adD D adD D adD SD
1981 -11.0 7.1 11.8 16.8 22.8 30.5 0.8 9.0 12.2 4.2 17.7 24.6
1982 -0.7 9.9 12.5 27.8 16.7 19.6 -1.2 13.5 21.6 7.4 15.9 21.1
1983 1.3 5.0 7.7 10.1 8.3 12.8 -16.2 10.9 14.5 -4.4 12.5 16.7
1984 -1.9 7.4 9.1 20.2 11.4 18.1 -2.3 18.4 26.5 4.7 15.6 20.5
1985 10.5 14.5 20.0 18.1 10.8 14.1 -15.3 8.1 11.7 2.0 16.9 21.3
1986 -12.4 9.8 13.5 7.7 8.9 17.4 5.2 14.7 23.8 0.5 11.8 20.8
1987 3.4 7.1 9.5 6.1 14.4 18.7 i o cn 11.4 15.4 2.6 11.3 15.6




prediction during the Pre-Growing Season. The adD at this period ranged from
5.0 cm in 1983 to 14.5 cm in 1985, with an overall average of 9.8 cm.
At the Growing Season the D for 7 years is 14.0 cm. For all the years 
the D values were positive and they ranged from 6.1 cm in 1987 to 27.8 cm in 
1982. This indicates that GLEAMS-WT predicts water table depths deeper than 
the observed value during this season. There maybe 3 probable causes of this 
deeper predictions: (i) the PET rates estimated during this period maybe too 
high, (ii) the rooting depths maybe too deep, and (iii) soil water movement in the 
soil cracks may have caused some sudden rise and fall in the observed water 
table depths. It is suspected that, because of soil cracks created by the 
excessive dryness, the observation well served as a sink for the infiltrated 
rainfall and caused a temporary rise of the water level in the observation well 
(Sabbagh et al. 1992). The adD in this season ranged from 8.3 cm in 1983, to 
22.8 cm in 1981, with an overall average of 15.8 cm.
The D at the After Harvest Period from 1981 to 1987 is -5.8 cm. The 
annual values during this period ranged from -16.2 cm in 1983 to 5.2 cm in 
1986. In 5 of the 7 years, the D was negative. This indicates that the predicted 
water table depth is slightly shallower than the observed water table depth 
during this period. The adD in this period ranged from 8.1 cm in 1985 to 18.4 
cm in 1984, with an overall average of 11.2 cm.
The overall D for 7 years is 1.9 cm. The annual D ranged from -4.4 cm 
in 1983 to 7.4 cm in 1982. In 6 of the 7 years, D is positive. This generally
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indicates that GLEAMS-WT prediction are deeper than the observed water 
tables. Note that the direction of the water table prediction (i.e. predicted 
deeper than the observed) during the different periods cannot be known if D was 
not calculated, which shows the importance of including D as a criterion for 
water table depth model validation.
The water table depth prediction is sensitive to rooting depth. For 
example, in Figure 6.4, at Julian day 285, 1983, 2.0 cm of rain fell. The 
simulated water table rose from 68 cm deep to the surface. The observed 
water table only rose by 2.1 cm. The simulated rooting depth of 9.4 cm at 
Julian day 285, and the LAI of 0.30 affected the actual ET rates by lowering soil 
water depletion rates. A rooting depth of 15.0, and an LAI of 0.55 (assuming 
the weeds increased in rooting depth and LAI) was added on Julian day 300. 
The simulated water table (PCWT in the Figure 6.4) did not rise anymore, and 
the SOMAD after harvest was decreased by 4.7 cm. The deeper rooting depth 
increased the thickness of the soil layer that can be depleted by ET during the 
dry period before Julian day 285. The higher LAI, increased the proportion of 
the AET taken by transpiration. Hence, the soil layer was drier, and when the 
rain event in Julian day 285 occurred, all the water replenished the root zone 
and none was left to raise the water table. This illustrates the sensitivity of the 
predicted water table with rooting depth, and the importance of properly 
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Figure 6.4. Observed, predicted, predicted calibrated (PCWT), water table 
depth. Non-subsurface drained plot.
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simulate rooting depth as a function of the water table. Fouss et al. (1987) also 
recommended the need for a rooting depth model for DRAINMOD.
CHAPTER 7
THE GLEAMS-WT HYDROLOGY SUBMODEL MODIFIED 
TO INCLUDE SUBSURFACE DRAINAGE
The GLEAMS-WT model was modified to incorporate a subsurface 
drainage routine. This modified GLEAMS-WT is called GLEAMS-SWAT 
(GLEAMS with Subsurface drainage and WAter Table). All the assumptions, 
processes, and routines in GLEAMS-WT were retained. Additional subroutines 
were included to simulate the effects of subsurface drainage on surface runoff, 
water table, soil-water movement, and soil erosion; and to calculate subsurface 
drainage volume. The GLEAMS-SWAT does not have a subirrigation routine.
7.1 Estimation of the Subsurface Drainage Volume
The volume of water removed from the soil profile to the subsurface 
drains will be simulated by calculating the hourly drainage flux. The drainage 
flux will be estimated by using the Hooghoudt’s steady state equation (Bouwer 
and Van Schilfgaarde, 1963), following the approach used by Skaggs in the 
DRAINMOD (Skaggs 1980).
Subsurface drainage will be estimated by using equation (7.1). Referring 
to Figure 7.1:
QKdgtn + 4/On2 ,71j
Q CL*
where: q is the subsurface drainage flux, m is the midpoint water table height 
above the drain, K is the effective lateral hydraulic conductivity, L is the distance
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Figure 7.1. Schematic diagram of water management system with subsurface drains that may be used 
for drainage or subirrigation (Skaggs, 1980).
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between drains, deisthe equivalent depth, and Cis assumed to be 1.0. The 
de is substituted for, d, of Figure 7.1 to correct for convergence near the drains.
Mood/ (1966) presented equations (7.2), (7.3), and (7.4) from which d0can be 
obtained.
For 0 < d/L < 0.3,
1 + 4 1 l n ( *  -  o] ^ ' 2)
L 7t r
and for d/L > 0.3,
d0 = -  L71
8[ln(—) -  1.15] (7'3)
r
in which,
a = 3.55 - + 2 ( | )2 (7.4)
and r  is the drain radius. For design purposes a good approximation for a is 
3.4. The, r, of equations (7.2) and (7.3) are for completely open drain tubes. 
However, for real drain tubes, there is an additional loss of hydraulic head due 
to convergence as water approaches the finite number of openings in the tube. 
This is approximated by defining an effective drain tube radius (re).
For layered soils with different hydraulic conductivities, the K of equation
(7.1) is estimated by using equation (7.5),
where: Kv K& K3, and K„ are saturated lateral hydraulic conductivities of layers 
du D2, Dg, and D„. Note that cf, is a function of the water table’s position, and 
if the water table is at D2, then Dz will also be a function of the water table, and 
so on. In the GLEAMS-SWAT the Kg is calculated every hour.
The design flow capacity of the drain tubes called drainage coefficient 
(DC) may also limit water flux within the drains. In equation (7.1) it is assumed 
that drainage is limited by the rate of soil water movement to the drains and not 
by the DC. Therefore, when the flux of equation (7.1) exceeds DC, then q is 
set equal to DC.
The drainage flux is estimated for 12 hours if the water table at the 
beginning of the day is below the drain tubes, and it is estimated for 24 hours 
if the water table at the beginning of the day is above the drain tubes. The 
lowering of the water table depth due to subsurface drainage flux is estimated 
every hour. The concepts, procedure, and assumptions to estimate water table 
fluctuations are identical to that presented in section 5.3.7. The flux, however, 
is from drainage and not from ET. The water table depth at the last hourly time 
step is used for the next daily interval.
7.2 GLEAMS-SWAT Subroutines
All of the subroutines in the GLEAMS-WT hydrology model are retained 
in GLEAMS-SWAT. There is a change in subroutine HYDRIN, and four
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subroutines are added. They are subroutines: SUBDRAIN, EQUDEPTH, 
DRYZONED, and EFFECTK. The flowchart is shown in Figure 7.2. It is almost 
identical to GLEAMS-WT, except, for the inclusion of a subsurface drainage 
routine (BOX A in the Figure). The subsurface drainage routine is called, if the 
water table is above the drains after the evapotranspiration and percolation for 
that day have been estimated.
7.2.1 HYDRIN
In GLEAMS-WT, this routine reads parameter values for card numbers 
5 to 13. Four additional cards were added in GLEAMS-SWAT.
Card number 14 contains the lateral K parameters above the root zone. 
The depth to the bottom of the soil horizons of these lateral K parameters are 
inputted in card number 6. A maximum of 5 K parameters can be inputted. 
The number of soil horizons below the root zone, and the depth to the bottom 
of each of these soil horizons are inputted in card number 15. Their 
corresponding lateral K’s are inputted in card number 16. A maximum of 5 
lateral K’s below the root zone can be inputted. The subsurface drainage 
parameters, like drain depth (DDEPTH), depth of impermeable layer (DILAYER), 
effective drain tube radius (DRADIUS), drain spacing (DSPACING), and the 
drainage capacity (DQMAX) are read in card number 17. Details of the 
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Figure 7.2. Generalized flow chart of the GLEAMS-SWAT hydrology submodel. 
In BOX A are the routines added to GLEAMS-WT.
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7.2.2 SUBDRAIN
This subroutine calculates the hourly subsurface drainage volume by 
using equation (7.1) and hourly water table depth. The hourly drainage volumes 
are summed each day. The water table depth at the last hourly step is the 
water table depth for the next daily interval. The changes in moisture contents 
due to the lowering of the water table are calculated in Subroutine DRYZONED 
based on the water table depth at the last hourly step (section 7.2.5).
7.2.3 EQUDEPTH
This subroutine is used to estimate equivalent depth by using equations
(7.2), (7.3), and (7.4).
7.2.4 EFFECTK
The hourly effective K is estimated from this subroutine by using equation
(7.5).
7.2.5 DRYZONED (DRYZONE changes afte r Drainage)
The soil-water content in the GLEAMS computational layers will change 
due to the lowering of the water table because of subsurface drainage. These 
changes are calculated in this subroutine. The moisture contents after passing 
though subroutine DRYZONE or DRYZONEP are used as the initial moisture 
contents in this routine. The concepts, procedures, and assumptions in 
DRYZONED are identical to that of subroutine DRYZONE. The ET flux is just 
replaced by the daily subsurface drainage flux.
CHAPTER 8
VALIDATION OF THE GLEAMS-SWAT 
HYDROLOGY SUBMODEL
The observed surface runoff volume, subsurface drainage volume, total 
volume, and water table depth from a subsurface drained plot at Ben Hur 
Research Farm were compared with the GLEAMS-SWAT simulated values. The 
results are presented in this chapter. All the parameters in the GLEAMS-WT 
simulation, even the rooting depths were used in the GLEAMS-SWAT. The 
drainage parameters needed in GLEAMS-SWAT and their sources are shown 
in table D.5, Appendix D.
8.1 Surface Runoff Volume
Table 8.1 shows the annual GLEAMS-SWAT simulated and observed 
surface runoff volumes for the subsurface drained plot. The cumulative graph 
is shown in Figure 8.1. The total GLEAMS-SWAT runoff volume is 13.6 mm 
(6%) less than the observed runoff volume. This is a significant improvement 
from the original GLEAMS underestimation of total observed runoff volume by 
29%. The %DIF [equation (2.3)] ranged from -24% in 1982 (overestimation) to 
28% (underestimation) in 1985. Except for 1982, all of the annual runoff 
volumes were underestimated.
The cool and warm surface runoff volumes are shown in table 8.2. 
Runoff volume was overestimated by 6% during the cool months and 




Table 8.1. Annual observed and GLEAMS-SWAT surface runoff volume for









1981 19.1 16.7 2.4 8
1982 24.7 31.9 -7.2 -24
1983 46.6 44.8 1.8 6
1984 15.0 10.7 4.3 14
1985 33.7 25.2 8.5 28
1986 28.9 26.4 2.5 8
1987 42.2 40.9 1.3 4
Total 210.2 196.6 13.6 -























Figure 8.1. GLEAMS-SWAT predicted, GLEAMS predicted, and observed 
surface runoff volume accumulated by months from 
1981 to 1987 for the subsurface drained plot.
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Table 8.2. Cool and warm observed and GLEAMS-SWAT simulated runoff
















1981 12.7 8.7 4.0 31 6.3 6.9 -0.6 -4
1982 5.8 9.6 -3.8 -29 3.0 4.6 -1.6 -9
1983 29.9 34.1 -4.2
CMCOi 28.6 26.6 2.0 12
1984 6.2 7.9 -1.7 -13 11.1 5.2 5.9 35
1985 13.5 9.0 4.5 34 20.8 14.7 6.1 36
1986 6.8 8.5 -1.7 -13 19.2 16.1 3.1 18
1987 16.6 19.8 -3.2
■M"
CMI 29.8 25.0 4.8 28
Total 91.5 97.6 -6.1 - 118.8 99.1 19.0 -
Mean 13.1 13.9 -0.8 -6 17.0 14.2 2.8 16
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The monthly observed and GLEAMS-SWAT runoff volumes are 
presented in table B.4, Appendix B. The relationship between monthly 
observed runoff volume (Q J  and the GLEAMS-SWAT runoff volume for 
the subsurface drained plot is (R=0.90):
Q p tn tt = 0.45 + 0.76Q* (8.1)
The slope is significantly different from 1.0 (a=0.01). The graph is plotted in 
Figure 8.2 together with the observed versus GLEAMS simulated regression 
line. Visual comparison of the GLEAMS and GLEAMS-SWAT regression lines 
with the observed runoff volume shows an improvement in the monthly runoff 
volume predictions by GLEAMS-SWAT. The slope for the GLEAMS is 0.63. 
For the GLEAMS-SWAT it is 0.76, which is nearer to the ideal 1.0 slope.
8.2 Subsurface Drainage Volume
Table 8.3 shows the annual GLEAMS-SWAT and observed subsurface 
drainage volume. Their cumulative graph is shown in Figure 8.3. The total 
GLEAMS-SWAT subsurface drainage volume is 1.3 cm (1 %) less than the total 
observed volume. The %DIF ranged from -19% in 1985 to 15% in 1983.
The cool and warm season subsurface drainage volumes are shown in 
table 8.4. GLEAMS-SWAT overestimated surface runoff volume by 30% during 
the warm months and underestimated it by 13% during the cool months.
The monthly observed and GLEAMS-SWAT subsurface drainage 




























1 5 PRED = 0.45 + 0.76 OBS 
GLEAMS REGRESSION
10
5 1 5 20O 10
OBSERVED MONTHLY SURFACE RUNOFF VOLUME (cm)
Figure 8.2. GLEAMS-SWAT predicted vs. observed subsurface drained 
monthly surface runoff volume for period, 1981 to 1987.
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1981 10.1 15.1 -5 -17
1982 21.1 19.8 1.3 5
1983 54.1 49.7 4.4 15
1984 14.7 15.6 -0.9 -3
1985 27.8 33.3 -5.5 -19
1986 26.3 22.2 4.1 14
1987 47.2 44.3 2.9 10
Total 201.3 200.0 1.3 -
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Figure 8.3. GLEAMS-SWAT predicted, and observed drainage 
volume accumulated by months from 1981 to 1987.
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Table 8.4. Cool and warm observed and GLEAMS-SWAT simulated
















1981 1.3 9.8 -8.5 -42 5.7 3.5 2.2 26
1982 16.5 13.7 2.8 14 0.4 0.0 0.4 5
1983 34.9 29.5 5.4 27 18.2 22.1 -3.9 -45
1984 20.5 16.9 3.6 18 1.5 2.5 -1.0 -12




1986 9.5 10.9 -1.4 -7 10.6 9.6 1.0 12
1987 40.6 23.6 17.0 85 16.8 25.6 1 00 00 -102
Total 140.8 121.8 19.0 - 60.5 78.2 -17.7 -
Mean 20.1 17.4 2.7 13 8.6 11.2 -2.6 -30
1 2 0
monthly observed (Q ^  and GLEAMS-SWAT (Q ^) drainage volumes is 
(R=0.82):
= 0.78 * 0 . 6 7 ( 8 . 2 )
The slope is significantly different from 1.0 (a=0.01). The graph is plotted in 
Figure 8.4.
8.3 Total Volume
Total volume is the sum of surface runoff volume and subsurface 
drainage volume. Table 8.5 shows the annual GLEAMS-SWAT simulated and 
observed total volume. Their cumulative graph is presented in Figure 8.5. The 
GLEAMS-SWAT total volume for the period 1981 to 1987 is 14.9 cm (4%) less 
than the observed total volume. The yearly %DIF ranged from -10% in 1982 
to 11% in 1986.
The cool and warm total volumes are shown in table 8.6. GLEAMS- 
SWAT underestimated total volume by 6% during the cool months and by 1% 
during the warm months.
The monthly observed and GLEAMS-SWAT total volumes are presented 
in table B.6, Appendix B. The relationship between monthly observed (Q J and 
GLEAMS-SWAT (Qst) total volumes is (R=0.94):
Q* = 0.53 + 0.86Qo, (8.3)
The slope is significantly different from 1.0 (a=0.01). The regression line is 
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Figure 8.4. GLEAMS-SWAT predicted vs. observed monthly 
drainage volume for period, 1981 to 1987.
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1981 29.2 31.8 -2.6 -4
1982 45.8 51.7 -5.9 -10
1983 100.7 94.5 6.2 11
1984 29.7 26.3 3.4 6
1985 61.5 58.5 3.0 5
1986 55.2 48.6 6.6 11
1987 89.4 85.2 4.2 7
Total 411.5 396.6 14.9 -
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Figure 8.5. GLEAMS-SWAT predicted, and observed total volume 
(runoff + subsurface drainage) accumulated by 
months from 1981 to 1987.
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Table 8.6. Cool and warm observed and GLEAMS-SWAT simulated total 
















1981 14.0 18.5 -4.5 -14 12.0 10.3 1.7 7
1982 22.3 23.3 -1.0 -3 3.4 4.6 -1.2 -5
1983 64.8 63.6 1.2 4 46.8 48.7 -1.9 -7
1984 26.7 24.9 1.8 5 12.5 7.7 4.8 19
1985 31.1 26.4 4.7 14 28.1 29.6 -1.5 -6
1986 16.3 19.3 -3.0 -9 29.8 25.6 4.2 16
1987 57.1 43.4 13.7 41 46.6 50.7 -4.1 -16
Total 232.3 219.4 12.9 - 179.2 177.2 2.0 -




























O 5 10 25 3015 20
OBSERVED MONTHLY TOTAL VOLUME (cm)
Figure 8.6. GLEAMS-SWAT predicted vs. observed monthly 
total (runoff + subsurface drainage) volume 
for period, 1981 to 1987.
126
8.4 Water Table
The observed and predicted water tables from 1981 to 1987 are shown 
in Figures C.8 to C.14, Appendix C.2. There are no observed water tables at 
the first 60 days of 1981, and at depths deeper than 1.2 m. The performance 
of the GLEAMS-SWAT model in predicting water table depth was evaluated by 
calculating the seasonal and annual: SOMAD, SOMSD, D, adD, and Sp. The 
seasons are defined in section 6.2. The seasonal and annual SOMAD and 
SOMSD are shown in table 8.7. The annual agreement between observed and 
predicted water tables are satisfactory. The annual SOMAD ranged from 12.8 
cm in 1981 to 17.0 cm in 1987, with an overall average of 14.3 cm. The water 
table was best predicted at the After Harvest Season. The SOMAD ranged 
from 10.7 cm, in 1984 and 1982, to 24.3 cm in 1981, with an overall average 
of 13.5 cm. The prediction was least accurate during the growing season. The 
SOMAD ranged from 12.9 cm in 1983 to 17.3 cm in 1982, with an overall 
average of 15.5 cm.
The seasonal and annual D, adD, and sD are shown in table 8.8. The D 
at the Pre-Growing Season for 7-years was 11.7 cm. The D values range from - 
0.7 cm in 1981 to 20.0 cm in 1987. Six of the 7-years had D values between
7.5 cm and 20.0 cm. This indicates that GLEAMS-SWAT estimates of water 
table depths are deeper than the observed values during this season. The adD 
ranged from 3.0 cm in 1981 to 17.7 cm in 1987, with an overall average of 9.3 
cm.
Table 8.7. Seasonal and annual SOMAD and SOMSD for observed versus GLEAMS-SWAT predicted 
watertable depths for the subsurface drained plot.
Year
Pre-Growing Growing After Harvest Annual
SOMAD SOMSD SOMAD SOMSD SOMAD SOMSD SOMAD SOMSD
1981 3.0 3.9 16.1 20.2 24.3 25.2 12.8 17.5
1982 12.0 15.3 17.3 19.6 10.7 14.0 13.2 16.3
1983 14.5 17.3 12.9 16.6 12.1 16.5 13.0 16.8
1984 14.5 17.6 19.3 21.8 10.7 13.2 14.7 17.8
1985 15.2 19.1 13.9 15.9 11.6 17.6 13.3 17.7
1986 10.6 15.0 13.6 17.7 20.6 29.0 14.8 21.1
1987 23.6 30.1 16.3 23.8 13.6 20.0 17.0 24.2
Mean* 14.1 18.9 15.5 19.9 13.5 19.3 14.3 19.1
Weighted Mean
Table 8.8. Seasonal and Annual D, adD, and sD for observed versus GLEAMS-SWAT predicted water 
table depths for the subsurface drained plot.
Year
Pre-Growing Growing After Harvest Annual
D adD sD D adD sD D adD S D D adD So
1981 -0.7 3.0 3.9 10.1 12.2 17.6 24.3 5.6 7.1 8.1 11.7 15.6
1982 10.4 6.7 11.3 17.2 8.3 9.6 6.3 9.5 12.6 11.4 8.2 11.7
1983 13.7 7.0 10.6 5.7 11.0 15.6 2.7 11.4 16.3 6.7 10.5 15.3
1984 13.9 7.5 11.0 16.4 10.0 14.6 0.9 10.8 13.3 10.3 10.7 14.5
1985 10.9 9.8 15.7 10.4 7.5 12.1 0.8 11.3 17.6 6.4 10.5 16.5
1986 7.5 6.0 13.1 13.1 6.6 11.9 11.4 19.6 26.8 10.7 10.5 18.3
1987 20.0 17.7 22.6 11.2 13.6 21.1 -7.9 13.8 18.5 5.5 16.7 23.5
81-87 11.7 9.3 14.9 11.5 7.8 13.1 1.4 13.4 19.3 8.1 11.7 17.6
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At the growing season, the D for the 7-year period is 11.5 cm. All of the 
annual D values are positive and they ranged from 5.7 cm in 1983 to 17.2 cm 
in 1982. This indicates that GLEAMS-SWAT estimates of water table are 
deeper than the observed values during this season. The adD values ranged 
from 6.6 cm in 1986 to 13.6 cm in 1987, with an overall average of 7.8 cm.
The D at the After Harvest Season from 1981 to 1987 is 1.4 cm. The 
values ranged from -7.9 cm in 1987 to 24.3 cm in 1981. Six of the 7-years had 
positive annual D. This indicates that during this period, GLEAMS-SWAT 
estimated water table depths are deeper than the observed values.
The overall annual D for 7 years is 8.1 cm. All of the annual D values are 
positive and they ranged from 5.5 cm in 1987 to 11.4 cm in 1982. This 
indicates that generally, GLEAMS-SWAT water table predictions are deeper 
than the observed water table.
CHAPTER 9
VALIDATION OF THE GLEAMS-WT AND THE 
GLEAMS-SWAT EROSION SUBMODEL
9.1 Approach
The GLEAMS erosion submodel is comprehensive. It represents several 
erosion processes. Therefore, the GLEAMS erosion submodel was linked, 
without any changes, to the GLEAMS-WT and GLEAMS-SWAT hydrology 
submodels. The observed soil loss for the non-subsurface and subsurface 
drained plots at the Ben Hur Research Farm were, respectively, compared with 
GLEAMS-WT and GLEAMS-SWAT estimated soil losses. The validation results 
presented in section 9.2, showed that soil loss is underestimated. Hence, the 
erosion process (i.e. detachment or transport process) that limits soil loss needs 
to be identified. It was found, as presented in section 9.3, that the transport 
capacity routine of the GLEAMS model limited soil loss. A calibration parameter 
was therefore added to the transport capacity routine. The calibration 
parameter, calibration equation, and calibration results are presented in sections 
9.3 and 9.4. The parameter inputs and their sources are presented in Table 
D.5, Appendix D.
9.2 Original GLEAMS Erosion Submodel
Table 9.1 shows the annual GLEAMS-WT simulated, and observed soil 
loss for the non-subsurface drained plot from 1981 to 1987. The total simulated 
soil loss is 56% lower than the total observed soil loss. This is only a slight 
improvement from the GLEAMS model (section 4.3), which underestimated soil
130
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1981 0.59 1.42 -0.83 -15
1982 3.58 3.29 0.29 5
1983 7.20 3.66 3.54 64
1984 2.97 0.96 2.01 36
1985 10.01 2.31 7.70 140
1986 5.56 2.52 3.04 55
1987 8.65 2.80 5.85 106
Total 38.56 16.96 21.60 -
Mean 5.51 2.42 3.09 56
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loss by 67%. In 1981, soil loss is overestimated, but from 1982 to 1987 the soil 
losses are underestimated. Table 9.2 shows the annual GLEAMS-SWAT 
simulated and observed soil loss for the plot with subsurface drainage. The 
total simulated soil loss is 36% lower than the total observed soil loss. This is 
only a slight improvement from the GLEAMS model, which underestimated soil 
loss in this plot by 43%. In 1981 and 1982, the soil losses are overestimated, 
and from 1983 to 1987, the soil losses are underestimated.
The runoff volume estimations by the GLEAMS-WT and GLEAMS-SWAT 
hydrology submodels are very satisfactory as shown in chapters 6 and 8. 
Hence, soil loss underestimations by both models maybe due to some weak 
representation, or invalid assumption in the erosion submodel, and likely not 
due to the hydrology submodel. Since soil losses for both plots are 
underestimated, then it is essential to identify which erosion process in the 
GLEAMS erosion submodel limit soil loss. Is it the interrill and rill soil particle 
detachment process? Or is it the transport capacity process? Identification of 
the limiting erosion process is necessary to know what part of the erosion 
submodel need modification for flat land conditions.
9.3 Identification of the Erosion Process that Limits Soil Loss
Erosion may be detachment or transport limited. In section 3.2, the 
GLEAMS erosion submodel was discussed. The interrill and rill detachment 
equations, and the transport capacity equation were presented. Since soil loss
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1981 0.41 1.19 -0.78 -24
1982 2.59 2.82 -0.23 -7
1983 5.47 2.98 2.49 77
1984 1.50 0.84 0.66 20
1985 5.16 1.99 3.17 98
1986 3.57 2.12 1.45 45
1987 3.83 2.45 1.38 43
Total 22.53 14.39 8.14 -
Mean 3.22 2.06 1.16 36
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for both plots are underestimated by the GLEAMS erosion submodel, then there 
can be two general cases that caused it. First, there might not be enough 
detached particles that can be transported by surface runoff (detachment 
limited). Second, there might be insufficient shear stress to transport the 
detached particles thus depositing them (transport limited). To identify which 
of these two cases are limiting soil loss, the GLEAMS erosion submodel was 
modified by including a calibration parameter that will increase or decrease the 
transport capacity.
The calibration parameter was put in equation (3.34). The calibration 
equation is:
y  = CALIB[ ̂ — bw] 9 (9.1)
si'*2
where: CALIB is the calibration parameter, y  is the flow depth, qw is the flow per 
unit width, nbov is the Manning’s n for smooth bare soil, and si is the sin of the 
slope angle. The original GLEAMS erosion submodel has a CALIB equal to 
1.0. If the erosion process is detachment limited, then increasing CALIB will not 
increase soil loss. If the erosion process is limited by transport capacity, then 
increasing CALIB results in soil loss increases up to a threshold CALIB value. 
An increase in CALIB increases shear stress [equation (3.33)], and an increase 
in shear stress will increase shear velocity [equation (3.32)], which will result in 
an increase in transport capacity [equation (3.27)]. Further increase in CALIB 
beyond the threshold value will result in no change in soil loss, since the erosion
process is no longer limited by the transport capacity but by particle 
detachment. There are two reasons why equation (3.34) was chosen as the 
calibration equation. First, changing the parameter values, like the Yalin’s 
constant, slope, Manning’s n for bare soil, Manning’s n for rough surfaces or soil 
covered with mulch, and particle diameter, may yield unreasonable values for 
these parameters. Second, the assumption in the derivation of equation (3.34) 
may not be valid for the flat fields at the Ben Hur Research Farm experimental 
plots. It is assumed that overland flow is a thin uniform sheet without any 
microrill flow concentrations. Visual observations in the field (personal 
communication with Dr. R. L. Bengtson) showed some evidence of flow 
concentrations in between 2 corn rows, and the flow is not moving as a thin 
sheet. Hence equation (3.34) maybe estimating shallower flow depths than that 
occurring in the field. Shallower flow depths, will result in lower transport 
capacity because of lower shear stress.
Preliminary runs indicated that as CALIB was increased, GLEAMS-WT 
and GLEAMS-SWAT predicted soil losses increased. Table 9.3 shows the 
annual observed soil loss, GLEAMS-WT predicted soil loss, GLEAMS-WT 
interrill, rill, and interill plus rill detachment values, when CALIB was greater 
than the threshold value for the non-subsurface drained plot. Table 9.4 shows 
a similar analysis for the subsurface drained plot and GLEAMS-SWAT model. 
The interrill detachment was calculated by assigning a zero value for rill 
detachment and a CALIB greater than its threshold value. Similarly, rill
Table 9.3. Annual observed and GLEAMS-WT soil losses, and interrill, rill, and interill plus rill detachment














1981 0.59 1.42 17.56 0.27 17.83
1982 3.58 3.29 30.09 0.69 30.78
1983 7.20 3.66 37.79 0.81 38.60
1984 2.97 0.96 15.16 0.15 15.30
1985 10.01 2.31 28.31 0.36 28.67
1986 5.56 2.52 24.85 0.52 25.37
1987 8.65 2.80 30.14 0.61 30.75
Total 38.56 16.96 183.89 3.40 187.29
Mean 5.51 2.42 26.27 0.49 26.76
CO
CJ>
Table 9.4. Annual observed and GLEAMS-SWAT soil losses, and GLEAMS-SWAT interrill, rill, and interill















1981 0.41 1.19 17.44 0.15 17.58
1982 2.59 2.82 29.31 0.40 29.71
1983 5.47 2.98 37.17 0.39 37.56
1984 1.50 0.84 14.98 0.08 15.06
1985 5.16 1.99 27.95 0.20 28.15
1986 3.57 2.12 24.33 0.28 24.61
1987 3.83 2.45 30.34 0.34 30.68
Total 22.53 14.39 181.53 1.82 183.35
Mean 3.22 2.06 25.93 0.26 26.19
detachment was calculated by assigning a zero value for interrill detachment 
with the CALIB greater than its threshold value. To check the calculated interrill 
and rill detachment values, the model was run with CALIB greater than its 
threshold value. The calculated soil loss should equal the sum of the interrill 
and rill detachment values. For the non-subsurface drained plot, interrill + rill 
detachment is 486% of the observed soil loss, and 1104% of the GLEAMS-WT 
predicted soil loss. For the subsurface drained plot, interrill + rill detachment is 
814% of the observed soil loss, and 1274% of the GLEAMS-SWAT soil loss. 
For both plots annual interrill + rill detachment values in all of the 7 years are 
greater than the annual observed soil loss. Figure 9.1 shows the monthly 
GLEAMS-WT interrill detachment values versus the monthly observed soil loss. 
In all of the monthly events where there is surface runoff, monthly interrill 
detachment was higher than monthly observed soil loss. Similarly, it is shown 
in Figure 9.2, that in all the months where there is surface runoff, the monthly 
GLEAMS-SWAT interrill detachment is greater than the monthly observed soil 
loss. Therefore, it can be concluded that based on the GLEAMS erosion 
submodel and observed soil loss data, soil loss in the flat agricultural fields of 
Ben Hur Research Farm is likely limited by transport capacity and not by interrill 
and rill detachment. The runoff’s transport capacity is insufficient to transport all 
of the detached particles and deposits most of them. The runoff’s transport 
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Figure 9.1. GLEAMS-WT interrill detachment (INRI) versus 
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Figure 9.2. GLEAMS-SWAT interrill detachment versus 
observed soil erosion on the subsurface 
drained plot.
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From tables 9.3 and 9.4, all the annual GLEAMS-WT and GLEAMS- 
SWAT predicted values are less than the annual interrill + rill detachment 
values. This indicates that in the model, transport capacity limited soil loss. 
Any changes or modification in the erosion submodel must be therefore directed 
in improving the simulation of transport capacity, and no changes are needed 
in the interrill and rill detachment routines.
Rill detachment values are so small as shown by the rill detachment 
totals in tables 9.3 and 9.4. The flow is insufficient to detach the soil particles. 
The low rill detachment estimates is supported by the sediment loads of the 20- 
minute water samples automatically taken in the H-flume when there is surface 
runoff. The quantity of sediments in these samples decreases with time. 
Ocular inspection show that the first few samples usually have the highest 
sediment concentrations, and sediment concentration decreases with the 
succeeding samples. The high sediment concentrations of the first few samples 
indicate that the interrill detached particles are being transported by runoff. The 
succeeding samples (usually taken during the receeding limb of the hydrograph) 
have low sediment concentrations, which indicates that the runoff cannot detach 
the soil particles.
9.4 Calibration of the GLEAMS Erosion Submodel
9.4.1 Non-Subsurface Drained
For the non-subsurface drained plot, the CALIB of equation (9.1) was 
changed by trial-and-error until the total GLEAMS-WT predicted soil loss is
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within 99% or 101% of the observed soil loss. The best CALIB value is 2.40. 
This indicates that the average actual flow depth might be higher than that 
estimated by the original GLEAMS erosion submodel. Ocular observation in the 
field shows the presence of concentrated flow in between the corn rows, which 
is specially evident right after seeding (personal communication Dr. R.L. 
Bengtson). Actual flow depth measurements, however, is necessary to confirm 
this hypothesis. There are several interacting parameters which affect transport 
capacity.
The original GLEAMS model was also modified by including the CALIB 
parameter. A CALIB value of 2.40 was used in the original GLEAMS model to 
standardize comparisons with the calibrated GLEAMS-WT. Table 9.5 shows the 
annual observed and calibrated GLEAMS soil loss. The total soil loss was 
underestimated by 51%. In 1981 and 1982, soil loss was overestimated and 
from 1983 to 1987, soil loss was underestimated. The monthly observed non­
subsurface drained and predicted calibrated GLEAMS soil loss are shown in 
table B.7, Appendix B. Figure 9.3 shows the graph of calibrated GLEAMS and 
observed soil loss, accumulated by months. Accumulated soil loss was slightly 
overestimated by calibrated GLEAMS from 1981 to the second quarter of 1983, 
and from the second quarter of 1983 to 1987, accumulated soil loss was 
underestimated. The relationship between the monthly observed soil loss and
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1981 0.59 1.35 -0.76 -14
1982 3.58 4.31 -0.73 -13
1983 7.20 4.07 3.13 57
1984 2.97 1.07 1.90 34
1985 10.01 2.48 7.53 137
1986 5.56 2.81 2.75 50
1987 8.65 2.84 5.81 105
Total 38.56 18.93 19.63 -
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Figure 9.3. Calibrated GLEAMS predicted and observed 
soil erosion on the non-subsurface drained 
plot, accumulated by months.
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the calibrated GLEAMS soil loss for the non-subsurface drained plot (R=0.58) 
is:
Ep = 0.08 + 0.33E*, (9-2)
where: Ep is the monthly calibrated GLEAMS predicted soil loss (t/ha), and Eon 
is the monthly observed soil loss (t/ha) of the non-subsurface drained plot. The 
slope is significantly different from 1.0 (a=0.01). The graph of this relationship 
together with the actual data is shown in Figure 9.4.
Table 9.6 shows the annual observed and calibrated GLEAMS-WT soil 
loss when CALIB is equal to 2.40. The annual soil loss variation between 
observed and predicted value is high. The %DIF ranged from a low -73% 
(overestimation of observed soil loss) in 1982 to a high 93% (underestimation 
of observed soil loss) in 1985. The graphs of calibrated GLEAMS-WT 
predicted, calibrated GLEAMS predicted, and observed soil loss, accumulated 
by months is shown in Figure 9.5. The difference between accumulated 
calibrated GLEAMS-WT and observed soil loss steadily increased 
(overestimation) from 1981 until the beginning of 1984. The difference then 
steadily decreased until it was almost equal to zero by the end of 1986.
The monthly observed and predicted calibrated GLEAMS-WT soil loss 
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Figure 9.4. Calibrated GLEAMS predicted versus observed soil 
erosion on the non-subsurface drained plot.
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1981 0.59 2.99 -2.40 -44
1982 3.58 7.62 -4.04 -73
1983 7.20 8.43 -1.23 -22
1984 2.97 1.88 1.09 20
1985 10.01 4.87 5.14 93
1986 5.56 5.75 -0.19 - 3
1987 8.65 6.69 1.96 36
Total 38.56 38.23 0.33 -
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Figure 9.5. Calibrated GLEAMS-WT predicted, calibrated GLEAMS 
predicted, and observed soil erosion on the non­
subsurface drained plot, accumulated by months.
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observed soil loss and the calibrated GLEAMS-WT soil loss for the non­
subsurface drained plot (R=0.63) is:
Em = 0.15 + 0.66 E „  (9-3)
where: EM is the monthly calibrated GLEAMS-WT soil loss (t/ha) and Eon is the
monthly observed soil loss (t/ha). The slope is significantly different from 1.0
(a=0.01). The graph is plotted in Figure 9.6, together with the calibrated 
GLEAMS regression line.
The calibrated GLEAMS-WT is a better estimator of soil loss than the
calibrated GLEAMS. The regression slope of 0.66 is better than the 0.32 of
calibrated GLEAMS. Furthermore, its total soil loss difference is 1%, compared
with the calibrated GLEAMS soil loss difference of 51%. However, the low
R=0.63, the regression slope of 0.66 (still far and significantly different from
1.0), the high annual range of %DIF, and the behaviour of the cumulative
predicted soil versus cumulative observed soil loss, show that much
improvement is needed for the GLEAMS-WT erosion submodel to adequately
represent soil loss in the flat agricultural fields of Ben Hur Research Farm.
Modification of the transport capacity routines of the erosion submodel maybe
necessary to improve its soil loss estimations.
9.4.2 Subsurface Drained
Table 9.7 shows the annual observed and calibrated GLEAMS predicted 
soil loss with CALIB equal to 2.40 for the subsurface drained plot. The total soil 
























PRED = 0.15 + 0.66 OBS
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OBSERVED SOIL EROSION (TONS/HECTARE)
Figure 9.6. Calibrated GLEAMS-WT predicted versus observed 
soil erosion on the non-subsurface drained plot.
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1981 0.41 1.35 -0.94 -29
1982 2.59 4.31 -1.72 -53
1983 5.47 4.07 1.40 43
1984 1.50 1.07 0.43 13
1985 5.16 2.48 2.68 83
1986 3.57 2.81 0.76 24
1987 3.83 2.84 0.99 31
Total 22.53 18.93 3.60 -
Mean 3.22 2.70 0.52 16
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overestimated, and from 1983 to 1987 annual soil losses were underestimated. 
Figure 9.7 shows the graph of calibrated GLEAMS and observed soil loss, 
accumulated by months for the subsurface drained plot. Accumulated soil loss 
was slightly overestimated by calibrated GLEAMS from 1981 to 1985, and from 
1985 to 1987, accumulated soil loss was underestimated. The monthly 
observed subsurface drained and predicted calibrated GLEAMS soil loss are 
shown in table B.9, Appendix B. The relationship between the monthly 
observed soil loss and the calibrated GLEAMS soil loss for the subsurface 
drained plot (R=0.66) is,
Ep = 0.06 + Q.BOEgi (9.4)
where: Ep is the monthly calibrated GLEAMS predicted soil loss (t/ha), and Eos
is the monthly observed soil loss for the subsurface drained plot (t/ha). The
regression slope is significantly different from 1.0 (a=0.01). The graph of this 
relationship together with the actual data is shown in Figure 9.8.
To validate the best CALIB value, equal to 2.40, determined from the
non-subsurface drained plot, it was used in the GLEAMS-SWAT erosion
submodel. Table 9.8 shows the annual observed and calibrated GLEAMS-
SWAT soil loss for the subsurface drained plot. The calibrated GLEAMS-SWAT
overestimated soil loss by 1%. The %DIF ranged from a low -69%
(overestimation) in 1982, to a high 67% (underestimation) in 1985. In 1984,
1986, and 1987, the predicted annual soil losses are very satisfactory (%DIF<
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Figure 9.7. Calibrated GLEAMS predicted, and observed 
soil erosion on the subsurface drained 
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OBSERVED SOIL EROSION (TONS/HECTARE)
Figure 9.8. Calibrated GLEAMS predicted versus observed 
soil erosion on the subsurface drained plot.
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1981 0.41 1.79 -1.38
CO1
1982 2.59 4.81 -2.22 -69
1983 5.47 4.61 0.86 27
1984 1.50 1.22 0.28 9
1985 5.16 3.00 2.16 67
1986 3.57 3.39 0.18 6
1987 3.83 3.91 -0.08 - 2
Total 22.53 22.73 -0.20 -
Mean 3.22 3.25 -0.03 - 1
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graphs of calibrated GLEAMS-SWAT predicted, GLEAMS predicted, and 
observed soil losses, accumulated by months are shown in Figure 9.9. 
Accumulated calibrated GLEAMS-SWAT soil loss was higher than the 
accumulated observed soil loss from 1981 to the third quarter of 1985. From 
the third quarter of 1985 to 1987, accumulated GLEAMS-SWAT soil loss is 
almost equal to accumulated observed soil loss.
The monthly observed subsurface drained and predicted calibrated 
GLEAMS soil loss are shown in table B.10, Appendix B. The relationship 
between the monthly observed soil loss and the calibrated GLEAMS-SWAT soil 
loss for the subsurface drained plot (R=0.68) is:
5 * *  = 0.08 ♦ 0.68E *  (9.5)
where: Epswat is the monthly calibrated GLEAMS-SWAT soil loss (t/ha), and E^
is the monthly observed soil loss (t/ha) in the subsurface drained plot. The
slope is significantly different from 1.0 (oc=0.01). The graph of this relationship 
is plotted in Figure 9.10 together with the calibrated GLEAMS regression line.
The calibrated GLEAMS-SWAT is a better estimator of soil loss than the
calibrated GLEAMS. The regression slope of 0.68 is better than the 0.60 of
calibrated GLEAMS. Furthermore, its total soil loss difference from the total
observed soil loss is -1 %, compared with the calibrated GLEAMS total soil loss
difference of 16%. However, the slope equal to 0.68 (still far and significantly
different from 1.0), the high annual range of %DIF, and the behaviour of the
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Figure 9.9. Calibrated GLEAMS-SWAT predicted, calibrated 
GLEAMS predicted, and observed soil erosion on 
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CALIBRATED GLEAMS REGRESSION LINE
30 1 2
OBSERVED SOIL EROSION (TONS/HECTARE)
Figure 9.10. Calibrated GLEAMS-SWAT predicted versus 
observed soil erosion on the subsurface 
drained plot.
show that much improvement is needed for the GLEAMS-SWAT erosion 
submodel to adequately represent soil loss in the flat agricultural drained fields 
of Ben Hur Research Farm. Modification of the transport capacity routines of 
the erosion submodel maybe necessary to improve its soil loss estimations.
CHAPTER 10
SUMMARY, CONCLUSION AND RECOMMENDATION
10.1 Summary and Conclusion
The structure and scope of the GLEAMS model limits its ability to 
accurately simulate runoff, erosion, nutrient, and pesticide movement in the 
alluvial shallow water table soils and flat agricultural fields of the Lower 
Mississippi Valley. The GLEAMS hydrology submodel was, therefore, modified 
(i) to account for shallow water table conditions, and (ii) to include subsurface 
drainage. Two modified models were developed. They were validated by 
comparing their predicted values with 7-years of observed data from a runoff- 
erosion-drainage experiment at Ben Hur Research Farm, Baton Rouge, 
Louisiana. The experimentation was composed of two plots, one was surface 
and subsurface drained, and the other was only surface drained.
10.1.1 GLEAMS-WT
GLEAMS-WT (GLEAMS-Water Table) is a modified version of GLEAMS 
that accounts for shallow water table fluctuations. The modification was 
accomplished by replacing the evapotranspiration and percolation algorithms in 
GLEAMS, with evapotranspiration and percolation routines that are affected by 
the shallow water table. Furthermore, routines to account for depression 




The validation result of the surface runoff volume prediction was very 
satisfactory. GLEAMS-WT improved the total 7-year surface runoff volume 
simulation by 54%. GLEAMS underpredicted total surface runoff volume by
173.1 cm (54%), whereas GLEAMS-WT overpredicted it by 0.6 cm (0%). The 
relationship of monthly predicted GLEAMS-WT surface runoff volume with the 
observed values had an intercept of 0.20, a slope of 0.95, and R of 0.93. The 
relationship of the GLEAMS monthly predicted runoff volumes with the observed 
values had an intercept of -0.01, a slope of 0.46, and R of 0.90.
GLEAMS-WT prediction of water table depth was satisfactory. The best 
predictions were during the wet periods 1983 and 1987. Water table depth was 
overpredicted during the Growing Season, and slightly underpredicted during 
the After Harvest Season. The annual SOMSD (Simulated versus Observed 
Standard Difference) was 20.2 cm.
10 . 1.2  GLEAMS-SWAT
GLEAMS-SWAT (GLEAMS with Subsurface drainage and WAter Table) 
is the modified version of GLEAMS that accounts for shallow water table 
fluctuations and simulates subsurface drainage. The modification was 
accomplished by incorporating a subsurface drainage routine in GLEAMS-WT.
The validation results to test the accuracy of the surface runoff volume, 
subsurface drainage volume, and total volume (surface runoff volume + 
subsurface drainage volume) predictions were satisfactory.
1 6 2
GLEAMS-SWAT improved the total 7-year surface runoff volume 
prediction by 23%. GLEAMS underpredicted surface runoff volume by 29%, 
whereas GLEAMS-SWAT underpredicted it by 6%. The relationship of monthly 
predicted GLEAMS-SWAT surface runoff volume with the observed values had 
an intercept of 0.45, a slope of 0.76, and R of 0.90. The relationship of the 
GLEAMS monthly predicted surface runoff volume with the observed values had 
an intercept of 0.20, a slope of 0.62, and R of 0.89.
Total GLEAMS-SWAT predicted subsurface drainage volume was 1.3 cm 
(1%) less than the total observed value. The relationship between monthly 
GLEAMS-SWAT predicted subsurface runoff volume with the observed monthly 
values had an intercept of 0.78, a slope of 0.67, and R of 0.82.
GLEAMS-SWAT predicted total volume (sum of surface runoff volume 
and subsurface drainage) was 14.9 cm (4%) less than the observed total 
volume. The relationship of the GLEAMS-SWAT predicted total volume with the 
observed value had an intercept of 0.53, a slope of 0.86, and R of 0.94.
GLEAMS-SWAT prediction of water table depth was satisfactory. 
However, its prediction was generally deeper than the observed water table 
depths. The analysis of seasonal data showed that in general, the simulated 
water table depth was in good agreement with the observed values during the 
After Harvest season, and the predictions were deeperthan the observed during 
the Pre-Growing and Growing seasons. The annual SOMSD (Simulated versus 
Observed Standard Difference) was 19.1 cm.
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10.1.3 GLEAMS-WT and GLEAMS-SWAT Erosion Submodel
The GLEAMS erosion submodel was linked to the GLEAMS-WT and 
GLEAMS-SWAT hydrology submodels. Both models seriously underestimated 
total observed soil losses. GLEAMS-WT underestimated it by 56%, and 
GLEAMS-SWAT by 36%. An analysis was conducted to ascertain whether 
transport capacity, or interrill + rill detachment is limiting soil loss. It was found 
that total interrill + rill detachment estimated by GLEAMS-WT was 5 times more 
than the observed, and 11 times more than the GLEAMS-WT predicted total soil 
loss. Similarly, the total interrill + rill detachment estimates of GLEAMS-SWAT 
was 8 times more than the observed, and 13 times more than the GLEAMS- 
SWAT predicted total soil loss. Furthermore, the monthly predicted interrill + rill 
detachment estimates (excluding months with no rainfall), were all greater than 
the monthly observed and predicted soil losses. Therefore, it was concluded 
that:
1. Transport capacity is likely limiting soil erosion in the area.
This is due to the area’s very flat slopes.
2. Any changes or modification in the erosion submodel must be
directed in improving the simulation of transport capacity and no
changes are needed in the interrill and rill detachment routines.
A calibration parameter was added to increase or decrease transport 
capacity by increasing or decreasing the flow depth estimated from Manning’s 
equation. The calibration parameter was determined by trial and error until the
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total GLEAMS-WT soil loss prediction was almost equal to the total observed 
soil loss. The same parameter value was used in GLEAMS-SWAT, and its total 
soil loss prediction was satisfactory. The correlation coefficients relating 
monthly calibrated predicted soil loss with the monthly observed soil loss were 
low for both models. The regression slopes were significantly different and far 
from the ideal 1.0 slope.
10.2 Recommendation
Future research work are needed to enhance the capability and 
applicability of the GLEAMS-WT and GLEAMS-SWAT models.
10.2.1 Pesticide and Nutrient Submodel
The most urgent work is to link the pesticide and nutrient submodels of 
GLEAMS to the GLEAMS-WT and GLEAMS-SWAT hydrology and erosion 
submodels. This will involve modifications in the GLEAMS pesticide and 
nutrient submodels. Some of which are:
1. The quantity and concentration of chemicals below the 
maximum effective root depth (i.e. the region between the 
maximum effective root depth and the impermeable layer) must be 
accounted.
2. The quantity and concentration of chemicals in subsurface 
drainage outflow must be accounted.
3. The quantity and concentration of chemicals that are 
evaporated and transpired from the surface depression storage,
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and from the steady state upward flux from the water table must
be accounted.
4. And corollary to the above modifications, is the need to validate
the performance of the linked pesticide and nutrient submodels.
10.2.2 Hydrology Submodel
The relationships between: drainable volume and water table depth, 
steady state upward flux and water table depth, and soil moisture tension and 
water table depth in the GLEAMS-WT and GLEAMS-SWAT models are likely 
empirical. Hence, more relationships should be added in the model for better 
estimations of these parameters from water table depth. The user will be given 
a choice of the most appropriate relationship to apply in a given field.
Estimations of the water table depth is sensitive to the rooting depth. 
Hence, there is a need for improved root depth algorithms. The root depth 
algorithm must be responsive to the water table depth fluctuations.
10.2.3 Erosion Submodel
There is a need to modify or perhaps replace the transport capacity 
routine in GLEAMS. A recent finding by Guy et al. (1992) suggests that the 
fluvial Yalin sediment transport capacity equation used in GLEAMS severely 
underestimates transport capacity. The transport capacity rates from laboratory 
measurements were underpredicted by 81% for uniform flow, and 94% for rain- 
impacted flow. Guy et al. (1992) tested six fluvial sediment transport capacity 
equations. They concluded that only the Schoklitsch equation (Schoklitsch,
1962) could be suitable for uniform shallow overland flow, and none of the six 
equations are suitable for rain-impacted flow. Hence, they confirmed the need 
for the development of a sediment transport model appropriate for the particular 
conditions of shallow overland flow.
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APPENDIX A
JUSTIFICATIONS FOR RETAINING THE CN-METHOD 
IN GLEAMS-WT AND GLEAMS-SWAT
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A.1 GLEAMS and the CN-Method.
The GLEAMS model is a management oriented physically based model.
It is not to be used as an absolute predictor of runoff, erosion and chemical
loads. It is a tool to evaluate the effects of different agricultural management
practices on subsurface non-point pollutant loads. The intended users,
therefore, are agricultural extension workers and farmers, hence, the database
should be readily available and the model simple with reliable predictions.
Smith and Williams (1980), explained why they chose the CN method to
estimate runoff in the CREAMS model. I quote,
"Central to the simulation of pollutant movement on and from a 
field site is the simulation of the amount and rate of water 
movement on the surface and through the soil. All major 
hydraulic processes which occur during a rainstorm, such as 
rainfall infiltration, soil water movement, and surface water flow, 
can be simulated in detail with current knowledge of hydraulics 
and the capabilities of modern computers. The constraint in the 
construction of this model, however, is to approximate the 
complexity of the processes and their interrelations with a model 
whose sophistication is appropriate to the detail of data expected 
to be available in its intended use. The SCS curve number 
technique was selected for predicting runoff from daily rainfall 
because (i) it is a familiar procedure that has been used for many 
years in the United States; (ii) it is computationally efficient; (iii) 
the required inputs are generally available; and (iv) it relates runoff 
to soil type, land use, and management practices. The use of 
readily available daily rainfall is a particularly important attribute of 
the curve number technique."
Daily rainfall data can be obtained from monthly summaries of the 
National Weather Service. Each state office and engineering staff has a set of 
these summaries. The curve number values can be obtained from the database
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developed by the USSCS for different hydrologic classifications and soil names.
This database was developed by using many years of storm flow records of
agricultural watersheds in many parts of the United States (Scwabb et al.,
1981). The GLEAMS manual contains CN values for approximately 2360 soils.
The CREAMS had another option which uses hourly or breakpoint rainfall
data to predict infiltration from the Green-Ampt equation. It was deleted in
GLEAMS. The GLEAMS will be linked with a saturated zone model and Knisel
et al. (1989) "felt’ that the daily rainfall option would require less computer time.
Furthermore, it will fulfill the basic requirement for a soil-water-chemical
transport model, which is a layered soil system. In the CREAMS, the available
soil moisture for each soil computational layer can be tracked only in the daily
rainfall option but not in the breakpoint option.
A.2 Reasons Why it Would/Would Not Be Desirable 
to Replace the CN-Method.
Mathematically modelling the hydrologic, erosion and chemical processes
in an agricultural field is an art. The ideal model must satisfy the conflicting
requirements of reliability, universal applicability, user "friendliness", data
availability, and comprehensive representation of the physical processes.
Realistically, this is impossible. The modeller needs to strike a balance. The
key, I think, is dynamic flexibility. Dynamic, because the model must expand:
(i) when better algorithms to simulate a process are developed; (ii) when more
database become available; (iii) when computing capabilities increase; and (iv)
when more user friendly expert system techniques are developed. It must be
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flexible because: (i) users vary in needs (intended use) and skills (compare a 
research scientist with a farmer), and (ii) the availability of database vary for 
different geographical locations. The following presents some reasons why it 
would or would not be desirable to add a physically-based runoff/infiltration 
model in modified GLEAMS.
A.2.1 Positive Response (WOULD).
There are four reasons why it would be desirable to incorporate a more 
advanced physically based runoff/infiltration model in modified GLEAMS.
First, the quality of observed runoff data available from some research 
field experimentions to compare predicted and observed runoff greatly 
improved. For example, at Ben Hur Research Farm, 6-years of observed storm 
hydrographs with 2-minute time intervals for at least 8-plots are available. 
Therefore, better physically based predictive infiltration/runoff models with 
shorter time-steps which can generate storm hydrographs, can be incorporated 
in Modified GLEAMS and be validated at Ben Hur. The CN method only 
calculates a daily or storm runoff volume.
Second, the database requirements for better (than CN) physically based 
infiltration/runoff models are rapidly expanding. Since data loggers became 
available, reseach field experimentations have been accumulating voluminous 
amounts of data. For example, at Ben Hur research farm, the automated 
weather station has the capability to measure temperature, relative humidity, 
and solar radiaton every 10-seconds. Furthermore, almost 11-years of
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continuous rainfall data at 2-minute time intervals can be digitized at a shorter 
than daily time interval, in order to have a shorter duration rainfall intensity 
database. Important detailed soil parameters have also been measured, like 
the A and B parameters for the Green-Ampt equation. GLEAMS, therefore, 
needs to adapt to these changes. It is not fair to the researcher and user when 
both the detailed parameter inputs and observed data to validate a better than 
CN runoff model are available, and it cannot be conducted because of 
GLEAMS' inflexibility.
Third, the increasing availability and computing capabilities of powerful 
desk top computers makes it possible to run shorter than daily time step 
physically based runoff/infiltration models. Computing capability was a major 
limitation a decade ago when CREAMS was developed. GLEAMS must adapt 
to this.
Fourth, the development of expert systems to simplify inputting the 
parameter values and variables of a complex model. However, a complex 
model may appear simple as long as it is made user friendly. It does not matter 
to the user what runoff/infiltration algorithm was used. What matters to them 
is the model is easy to use, and it works.
A.2.2 Negative Response (WOULD NOT).
The following are some reasons why it would not be desirable to have 
a more advanced physically based method to estimate runoff/infiltration in a 
modified GLEAMS.
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A.2.2.1 Purpose and Intended Users of GLEAMS.
The GLEAMS model is primarily a tool to evaluate the effects of 
management practices on subsurface non-point pollutant loads. Therefore, 
even though it is desirable to incorporate a more advanced and physically 
based method of predicting infiltration/runoff, this endeavor might conflict with 
the purpose of the model, since the GLEAMS might be transformed into a 
research rather than a management tool.
In my preproposal, my original goal was to modify GLEAMS by 
incorporating better physically based and more time sensitive algorithms. I was 
targetting the improvement of its rainfall erosivity and peak runoff predictions. 
It would require ten-minute rainfall intensity, daily temperature, solar radiation 
and relative humidity data. However, the GLEAMS model was not intended for 
this purpose, a new package should be developed from scratch. Just like the 
USDA-ARS, Baton Rouge group, they are not modifying DRAINMOD by 
incorporating more complex physically based and theoretically sound equations; 
rather they are developing a new and hopefully better physically based model, 
to simulate the soil- water-chemical movement in a shallow water table and 
subsurface controlled drainage system.
A.2.2.2 Degree o f Accuracy o f GLEAMS.
If runoff/infiltration prediction is replaced by a better algorithm in 
GLEAMS, then the percolation, evapotranspiration (ET), snowmelt, erosivity and 
.... should follow. The GLEAMS will no longer be GLEAMS, and not even a
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modified GLEAMS. What I am saying is, the designers of GLEAMS chose the 
equations for the hydrology, erosion and chemical submodels under a ’uniform 
umbrella’ of accuracy. For example, ET is estimated by using daily averaged 
monthly values, erosivity from daily rainfall and ... so on. If runoff prediction is 
improved by using a higher level of accuracy, then all the other algorithms 
should follow.
A.2.2.3 Available Database.
The CN method may be empirical but its CN parameter has been 
determined in a lot of locations and its variable input, daily rainfall, is also 
available. Therefore, it is a location specific useful model because of parameter 
and variable input availability.
Let us specifically compare this with the Green-Ampt [equation (A.16)]. 
The Green-Ampt requires more detailed descriptions of its soil parameters A 
and B. For shallow water table soils, A and B should be estimated at different 
water table levels. Accurate values of these parameters are available mainly 
on research plots. Skaggs (1980), presented five methods of estimating them, 
ranked in their order of accuracy. The first, which is the most accurate, is the 
most empirical, because it requires field calibration by using infiltration 
experiment data. The fifth, which I think is the most useful for GLEAMS (i.e. 
most available) is the least accurate. Therefore, the Green-Ampts may provide 
a better physical representation of the infiltration process, however, it may not 
improve GLEAMS predictive accuracy because the accurate, site specific,
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parameter inputs are not available. Adding to that, for good predictions, Green- 
Ampt requires hourly rainfall records.
Due to the detailed soil parameters and climatic data available in 
research field experimentions, the scientist tend to loose his touch with the real 
world. The world to him is his research plot. Therefore, he has a bias of 
developing a model by using the high standards of his luxurious database. 
There is nothing wrong with this approach, but this was not the standard used 
in the development of the GLEAMS model. The scientist should be balanced 
between the world of theory and research, and the world of practice.
A.2.2.4 S im plicity o f the CN method.
The SCS-CN method is a one parameter model. It is a familiar 
procedure in the United States. Its formulation is simple. It is possible that 
replacing it with a more sophisticated model will not improve runoff estimates. 
Complexity does not mean better prediction. Although an expert system could 
be developed to simplify the use of complicated runoff models, that is still a 
dream and a vision. What is important is a simple method we can use NOW.
A.2.2.5 Resemblance o f a Physical Basis fo r the CN method.
Most, if not all hydrologist, agree that the CN method is not physically 
based. Knisel (1989) even coined a phrase to describe and justify its use. I 
quote,
"It is technically indefensible, but it works."
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However, I think it has a lot of indirect similarities with the Green-Ampt 
equation, hence the CN has a resemblance of a physical base. To defend this, 
let me first present the development or derivations of the United States 
Department of Agriculture Soil Conservation Service Curve Number (CN) 
method, and the Green-Ampt infiltration equation.
A.2.2.5.1 The CN Method.
Mockus (1972) presented the development of the CN method of 
estimating surface runoff. It is founded on the relationship of accumulated 
rainfall (P) with accumulated runoff volume (Q). This relationship is illustrated 
in Figure A.1. Surface runoff begins when some rain accumulates [that is, there 
is an initial abstraction (/a)] to satisfy initial infiltration, interception and 
depression storage demands. This is shown by the la at Figure A.1 (at CN=75). 
When cumulative rainfall is greater than /a, surface runoff begins. The double 
mass curve increases in slope, and asymptotically approaches the 45° line, this 
is when almost all additional P becomes Q. The difference between P and Q 
plus the /a is equal to cumulative infiltration (F). The F  increases in value with 
increase in P until the slope of the double mass curve approximates 1.0. From 
then on, F is  a constant.
For simplicity, let us assume first that la is zero, hence, the curve in 
Figure A.1 will look like that of Figure A.2. As soon as rainfall begins, there is 
runoff. Let,
s ' = Pmaxlmum~U <A1>
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Figure A.1. Cumulative rainfall (P) versus cumulative runoff (Q) relationship at CN = 75 (Mockus, 1972)
184
HYDROLOGY: SOLUTION OF RUNOFF EQUATION 0 ‘
nrn ri 1.11 i m i
P»0 to 12 Inches 
Q>0 to 8 Inchit
obitroctlon
INFALL IP) IN INCHES
Mockut, V ictor; Estimating direct nmol I  amounts from storm roloto ll: 
Central Technical U n it, October 8SS ES 1001 
n n x ®  J
son. comnvATioN snvKX
-  n n n n w u a
Figure A.2. Cumulative rainfall (P’ = P - la) versus cumulative runoff (Q) relationship at CN = 75 (Mockus, 1972)
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where: F^mum is the potential maximum retention. Numerous research had 
shown that there is a unique relationship in the double mass curve (Refer to 
Figure A.2) which is described by the equation,
fL =JQ (A.2)
s' F
where F’<s’=F-la, P'=P-/a and CkP'. For proper understanding of equation (A.2), 
it should be emphasized that only s ’ is constant, F, Q and P ’ varies at each 
point in the double mass curve. The s 'is  a constant because it is the maximum 
that can occur under the existing conditions if the storm continues without limit. 
Furthermore, s', is a unique storm parameter. It varies from storm to storm. 
Thus it is a function of dynamic factors that affect surface runoff like antecedent 
soil moisture. The s 'is  also affected by crop management and tillage practices, 
and soil texture, structure, porosity and hydraulic conductivity. In other words, 
it is a lump storm parameter to account for all the average effects, on surface 
runoff, of the soil properties, the management practice, and the soil moisture 
regimes and their interactions.
Equation (A.2) shows that there is a P'wherein P is  already a constant, 
that is, P  is independent of P'. We know that,
F=F-Q  (A-3)
Substituting equation (A.3), to (A.2) yields,
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P'-Q ,  Q 
s' ~ P/
Simplifying,




Q .S E L  (A.4)
s'+P*
Equation (A.4) shows that as P’ increases, the effect of s 'on Q decreases until 
it approaches zero (G=P).
Equation (A.4) is a rainfall runoff relationship, wherein /a is ignored. The 
la is brought into the relationship by repeating the above derivation by using P'= 
P-/a and Fmaximum = s = s ’+la. Thus,
s P-/a
since P= P'-Q = P-/a-Q then,
P - l-Q  Q 
s " P-l.




(P- Q 2-QP+ Qla= Os 
(P-lf=Qs+QP-Q/a
qJ ^ 2 (A.6)
P+s-l,
Equation (A.6) is the generalized form of the CN equation. An empirical 
relationship of s and la was developed by using rainfall and runoff data from 
experimental watersheds. It is,
lM=0.2s (A.7)
Substituting equation (A.7) to (A.6) yields:
q _ (P-0.2S)2 (A>8)
P+0.8s
this is the well known USSCS-CN equation.
A.2.2.5.2 Green-Ampt Equation.
The parameters of the Green-Ampt equation has some direct physical 
meaning founded on fundamental physical processes. Figure A.3, represents 
the infiltration process simulated by this equation. The profile is assumed to be 
homogenuous with uniform moisture content, and the water enters the soil as 
slug-flow. There are two distinct zones, the wetted and the uninfiltrated zones.
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Both zones have uniform but different moisture contents. In between these 
zones is the wetting front. From Darcy’s law,
u - kM - hq (A9)
L,
where: /(^saturated hydraulic conductivity, Hphydraulic head at 2, H,=hydraulic 
head at 1, and L/=the distance between 2 and 1. Taking the reference level at 
the wetting front (at 2).
H^Ha1*Hp r L^H0 (A-10)
and,
H2=Hgl+H ^ 0 +hrhf (A.11)
where: Hg1 and Hp1 are gravity and pressure potentials at 1, HgZ and Hp2 are 
gravity and pressure potentials at 2, and hf is a suction or negative pressure. 
Substituting equations (A.11) and (A.10) to equation (A.9) yields,










Figure A.3. Definition sketch for derivation of Green-Ampt equation (Skaggs, 
1980)
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f  K&S„+Lj (A.13)




where 0s=volumetric moisture content in the wet zone, G^the volumetric 
moisture content in the uninfiltrated zone and M=0s-0(, Substituting equation 
(A. 14) to (A. 13) gives,
This is the well known Green-Ampts equation.
The Ks need not be the saturated hydraulic conductivity because Gs can 
be relaxed (Philip, 1954; cited by Skaggs, 1980) and may not be necessarily 
equal to total porosity. It is obvious that in most field situations the moisture 







expected to be less than saturated hydraulic conductivity. This is clearly 
illustrated by Figure A.4. This figure also shows that the wet zone of Figure 
A.3, under field conditions, is composed of the saturation, transmission and 
wetting zones.
Equation (A.15) can be written as,
f=A+B (A.16)
where: A=KsSaJM and B=KS. The A and B parameters are dependent on soil 
properties, initial water content and its distribution and soil cover. It is important 
to emphasize that for the case of rainfall infiltration, there may be periods that 
rainfall rate is less than infiltration rate (/). In this case, infiltration is equal to the 
rainfall rate, hence rainfall rate limits infiltration rate. Furthermore, if rainfall rate 
is greater than the infiltration rate, then f is independent of rainfall rate.
A.2.2.5.3 Comparisons of the CN Method and the Green-Ampt Equation. 
It is best to rearrange both the Green-Ampt and CN equations in such a 
way that they both express cumulative infiltration.
For the CN equation the Fean be derived by using the same approach 












This F  excludes the /a, thus,
f=j* p^ +/ j*p^ M +0.2s
P+0.8s P+0.8s
The Green-Ampt equation is,
/ = — + f l
(A-17)
(A.18)
where: Fffisthe cumulative infiltration, excluding the water that will infiltrate from 
the depression storage. Rearranging,
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and then including the infiltrated water from the depression storage (/s), yields,
?■-— >!. tA.19)
There are three similarities between the CN and the Green-Ampt formulations 
as can be deduced from equations (A.18) and (A.19).
First, when P is very high, the Ffor both equations is independent of P. 
For the CN method, at large P values, any change in P will result in negligible 
changes in F  (See section A.2.3, for proof). The P interacts with s, at low P 
values. Also, the higher the s, the greater is the threshold P wherein Fw ill be 
constant. For the Green-Ampt, for a given storm with a large P value, and with 
the P greater than f, F is also a constant. At low rainfall intensity (low P), the 
infiltration rate is either limited by rainfall intensity or f. This implies that at large 
P, the F  was affected only by the parameters A, B and /s for Green-Ampts, and 
similarly the parameters, s and la for CN. At low P, s interacts with P for CN, 
whereas either fo r  rainfall rate controls infiltration rate for Green-Ampts.
Second, both expressions accounts for initial storage before runoff 
begins. The CN’s, la, includes interception, initial infiltration and depression 
storage. The Green-Ampt only has the depression storage.
Third, the s is a lump parameter that accounts for the effect of 
antecedent soil moisture and soil properties on F. For the Green-Ampt they are 
A and B. As discussed in section A.2.2.3 , for shallow water table, the A and 
B parameters of Green-Ampt can be a function of water table depth. The A and 
B change due to the dynamic behaviour of soil moisture, suction and hydraulic 
conductivity. For the CN method, the s is just a function of the CN number (i.e. 
soil properties), once the antecedent moisture condition (AMC) has been 
chosen. This, I think, makes the CN method inferior with the Green-Ampt. 
However, s can be related to daily fluctuations in soil moisture content. It need 
not be bounded by AMC I, II or III. This is the essence of Williams and La 
Seur’s (1976) modification of the CN approach. If s can respond to daily 
fluctuations in soil moisture, then equation (A.18) "resembles" the Green-Ampt. 
The s varies with moisture content and will have a lower limit of zero (under 
saturated condition) to a maximum limit dependent on the soil properties. The 
la will also be dependent on moisture content since la is related with s.
From the CN’s similarities with the physically based Green-Ampt, it can 
be concluded that the CN approach has a resemblance of a physical base. The 
CN method is not really that technically indefensible.
I think the bias against the CN method are due to the following: (i) The 
CN has no physical meaning (how about the s, it has some physical meaning 
when compared with the Green-Ampt?); (ii) its form looks so empirical (how 
about its infiltration form?); and (iii) the AMC I, II and III classifications are so
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general (how about modifying it as a function of soil moisture content to relax 
this restriction?).
A.2.2.6 Modification o f the CN Method to Respond to Changes in  
Soil Moisture Regimes.
The CN method was limited to three ranges of 5-day antecedent moisture
conditions (AMC), the dry (AMC I), average (AMC II), and wet (AMC III). These
ranges are shown in table A.1. It is obvious that this approach limits the
usefulness of the CN method because the s parameter is constant when an
AMC has been chosen. It is not affected by the daily changes in soil moisture
content.
Williams and La Seur (1976) developed an approach that relaxed this 
limitation. The s is related to soil moisture content by the equation,
s=sJ UL- SM> (A.20)
"* UL
where: SM is the soil water content in the root zone, UL is the upper limit of soil 
water storage in the root zone (i.e. porosity) and smx is the maximum value of 




And the CNI is calculated from CNIi by the equation,
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Table A.1. Five day antecedent rainfall conditions (Scwabb, et al. 1981).
5-Day Antecedent Rainfall 
(mm)
Dormant Growing
Condition General Description Season Season
I Optimum soil condition 
from about lower plastic 
limit to wilting point
<13 <36
II Average value for 
annual floods
13-28 36-53
II I Heavy rainfall or light 
' rainfall and low tem­
peratures within 5 days 
prior to the given storm
>28 >53




The values of CNII can easily be obtained for a lot of watersheds by 
using ths SCS hydrology handbook.
It is interesting to interpret the s value. From equation (A.20) and (A.8), 
when SM=UL then s equal zero and all P becomes Q. When SM  is very low, 
s is highest and more of the P will become P. This resembles the changing of 
the A and B parameters of the Green-Ampt as a function of changes in soil 
moisture or water table depth.
If soil water is distributed uniformly in the soil profile, equation (A.20) 
should give a good estimate of the retention parameter and thus the runoff. 
However, in field conditions, the soil water is usually smaller near the surface 
(especially in shallow water table soils) and equation (A.20) would tend to give 
high runoff estimates. Conversely, runoff would be underestimated if the soil 
water content is higher on the soil surface. In GLEAMS, the root zone is 
divided into 3 to 12 computational layers. For each layer the soil water content 
is accounted daily. Therefore, the s can be based on a weighting factor which 
decreases with depth. The depth weighted retention parameter is computed by 
using equation (A.23),
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S. Smjl .0 - £ w 'rP l  (A.23)
h i U L f
where: W, is the weighting factor, SM, is the water content, and UL, is the upper 
limit of water storage in storage /; and n is the number of computational layers.
The weighting factor decreases with depth according to the equation:
-4.18^1 -4.18-Ĵ  (A.24)
JV,=1.016(e “ ’ -e **) K 1
where: D, is the depth to the bottom of storage /, and RD is the root zone depth. 
Equation (A.24) assures that
i w ^ . 0
hi
The SM  is estimated for each layer by using equation (A.25),
SMr  SAfM+Fr  ETr  O f M, (A.25)
where: SMj, F„ Oit ET, and M, are the soil moisture content, infiltration, 
percolation, evapotranspiration, and snowmelt on day /, respectively; and SM,., 
is the soil moisture content of the previous day. Equation (A.25) will be 
retained in the modified GLEAMS, however, a new subroutine will be added as 
an option when the location has a shallow water table. The assumptions in 
equation (A.25) no longer holds when the water table is shallow.
In DRAINMOD, for shallow water table, the soil profile is divided into the 
dry, wet and saturated zone (Figure A.5). The ET upward flux are met by the
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Figure A.5. Schematic of soil water distribution in DRAINMOD with the 
dry, wet and saturated zones (Skaggs, 1980).
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soil moisture in the wet and saturated zones. As soon as the wet and saturated 
zones are not sufficient to supply ET upward flux, a dry zone is "created", with 
water "literally" supplied by the saturated zone. This was done for ease in 
computation. Roger’s (1985) does not agree with the DRAINMOD procedure. 
It is obvious that the water depleted to create the dry zone must come from the 
top of the wet zone and not from the vadose zone. Thus Roger’s proposed a 
procedure, applicable for sandy soils, which assumes that under an equilibrium 
soil-water content profile there is a constant, 0e (Figure A.6), developed as the 
equilibrium profile moves downward to supply ET flux. Once the wet and 
saturated zone is unable to meet potential ET demands, Roger’s procedure 
depletes the water starting on the surface to create a dry zone.
A.2.3 Proof.
The change in cumulative infiltration by using equation (A.18), at the 
same s value can be expressed as,
A _ _ _ s(Pz-0.2s) sfP.-0.2s) ,
AF=FZ-F 1=[ +0.2s]-[ * 1. +0.2s)
z 1 P2+0.8s P, +0.8s
s(Pz-0.2s)(P1 +0.8 s)-(sP1 -0.2s2)(Pz+0.8s) 
(Pz+0.Bs)(P, +0.8s)
A F (sP2-0.2sZ){P, +0.8s)-(sP1 -0 .2s2)(P2+0.8s) 
(P2+0.8s)(P1+0.8s)
AP=(sP2P /-0 .2 s2P, +0.8s2P2-0.1 6s3) - ( sP2P1 -0 .2 s2P2+0.8s2P, -0.1 6s3)
WATER CONTENT
0tt 0e
MTER REMOVED FROH SLRFAH 
LAYEKS K E N  UPV/U2D W E R  
HOVENENT LESS THAN POTENTIAL ET.
EQUILIBRIA WATER COHTEHT 
PROFILE (EKP)
Figure A.6. Schematic of soil water distribution when a dry zone 
created near the surface (Rogers, 1985).
From equation (A.26), it can be deduced that with s constant and at high 
P values the difference in the cumulative infiltration Fz-F1 is approximately zero. 
The denominator P2P1 becomes very high.
A.3 Two Versions of Modified GLEAMS.
From reasons discussed in section A.2, I do foresee 2 versions of 
modified GLEAMS. One using the original algorithms and the other using up 
to date simulation equations with better physical representations and predictive 
capabilities. However, I think now is not yet the time.
First, original GLEAMS has not yet been extensively validated. Test runs 
should first be conducted all over the United States in order to know the 
predictive qualities of the original model. From these runs, decisions could be 
made on how to improve GLEAMS.
Second, at this time, I think the emphasis of GLEAMS modification 
should be in expanding its usefulness in the real farm world. That is why in this 
thesis, I still used the CN method and linked it with a fluctuating water table and 
subsurface drainage algorithm. I am attempting to expand the use of GLEAMS 
in assessing a management decision of controlling pollution by using subsurface 
drainage without modifying its original equations.
Third, although there are some available detailed soil parameter 
databases and there is a rapid growth of shorter time step variable (i.e. hourly 
rainfall) inputs which would justify a better physically based runoff/infiltration 
model, at this time, it is not yet as extensive as that of the CN database. 
Generally available observed runoff data does not have as short a time step as 
the Ben Hur example in section A.2.1. They are either storm or daily runoff 
volumes. Thus it may not be possible to extensively validate a shorter than 
daily or storm time step model due to the unavailability of shorter time step 
observed data.
Fourth, there is a race with time. A tool is urgently needed to assess the 
effects of management practices in agricultural fields on surface and ground 
water pollution. The tool needs to be validated before any change, 






Table B.1. Monthly observed and GLEAMS predicted surface runoff volume for 
the non-subsurface drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS
(cm) (cm)
JAN 1981 o o
FEB 1981 14.7 5.06
MAR 1981 0.2 0
APR 1981 0 0
MAY 1981 0.6 1.22
JUN 1981 6.2 2.73
JUL 1981 2.5 0.53
AUG 1981 0 0.13
SEP 1981 0 0.19
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 1.6 1.23
JAN 1982 2.2 0.44
FEB 1982 7.4 3.23
MAR 1982 0 0
APR 1982 3.6 1 55
MAY 1982 0 0
JUN 1982 0 0.092JUL 1982 0 0
AUG 1982 2.1 3.12
SEP 1982 0.3 0.69OCT 1982 0.2 1
NOV 1982 0.1 0.468
DEC 1982 21.1 16.71
JAN 1983 4.3 1.58
FEB 1983 5.5 1.18MAR 1983 1.5 0.4
APR 1983 14.3 5.94
MAY 1983 10.2 5.26
JUN 1983 11.1 6.09
JUL 1983 0 0.06
AUG 1983 19.7 10.57
SEP 1983 4.3 3.05OCT 1983 0 0
NOV 1983 1 0.89
DEC 1983 5.6 1.82JAN 1984 1 0.16
FEB 1984 5.6 1.91
MAR 1984 0 0 14
APR 1984 0 0.’06
MAY 1984 0.2 1 37
JUN 1984 0 0.17
JUL 1984 0.2 0.12AUG 1984 0.4 0
SEP 1984 0.8 0.3OCT 1984 9.9 4
NOV 1984 0.3 0.09
DEC 1984 2.5 0.76
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JAN 1985 4.2 0.89
FEB 1985 5 0.84
MAR 1985 3.4 1.3
APR 1985 4.8 1.7MAY 1985 0.1 0.09
JUN 1985 0 0.63
JUL 1985 3.7 2.05
AUG 1985 4.7 1.81
SEP 1985 4.5 3
OCT 1985 12.5 5.4
NOV 1985 0 0
DEC 1985 2.8 1.64
JAN 1986 0.1 0
FEB 1986 7.2 3.48MAR 1986 0.3 0.2APR 1986 0 0.14
MAY 1986 0 0.35
JUN 1986 0.7 0.36
JUL 1986 5.5 1.18
AUG 1986 4.1 0.38SEP 1986 0 0OCT 1986 0.2 0.95NOV 1986 19 10.82DEC 1986 9.8 2.31JAN 1987 13.4 3 .93FEB 1987 10.5 2.67MAR 1987 4 1.33APR 1987 0 0MAY 1987 5.1 1.62JUN 1987 17.8 5.96JUL 1987 1.2 0.05AUG 1987 15.5 5.67SEP 1987 0 oOCT 1987 0 0NOV 1987 0.1 3.01DEC 1987 0 0.26
2 0 9
Table B.2. Monthly observed and GLEAMS predicted surface runoff volume for 
the subsurface drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS
(cm) (cm)
JAN 1981 0 0
FEB 1981 12.6 5.06
MAR 1981 0.076 0
APR 1981 0 0
MAY 1981 0.358 1.22
JUN 1981 4.249 2.73
JUL 1981 1.648 0.53
AUG 1981 0.036 0.13
SEP 1981 0 0.19OCT 1981 0 0
NOV 1981 0 0
DEC 1981 0.201 1.23
JAN 1982 0.508 0.44
FEB 1982 2.738 3.23
MAR 1982 0 0
APR 1982 2.383 1.55
MAY 1982 0.018 0
JUN 1982 0 0.092JUL 1982 0 0
AUG 1982 2.54 3.12
SEP 1982 0.343 0.69OCT 1982 0.071 1
NOV 1982 0.046 0.468
DEC 1982 16.053 16.71
JAN 1983 2.029 1.58
, FEB 1983 1.572 1.18
MAR 1983 0.071 0.4
APR 1983 10.211 5.94
MAY 1983 5.253 5.26
JUN 1983 8.344 6.09
JUL 1983 0 0.06
AUG 1983 12.708 10.57
SEP 1983 2.197 3.05OCT 1983 0 0
NOV 1983 0.117 0.89
DEC 1983 4.128 1.82
JAN 1984 0 0.16
FEB 1984 2.055 1.91
MAR 1984 0 0.14
APR 1984 0 0.06
MAY 1984 0.404 1.37
JUN 1984 0 0.17
JUL 1984 0.345 0.12
AUG 1984 0.381 0
SEP 1984 0.582 0.3
OCT 1984 9.157 4
NOV 1984 0.178 0.09
DEC 1984 1.885 0.76
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Table B.2. Monthly observed and GLEAMS predicted surface runoff volume for 
the subsurface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS
(cm) (cm)
JAN 1985 3.901 0.89
FEB 1985 2.047 0.84
MAR 1985 2.248 1.3
APR 1985 3.462 1.7
MAY 1985 0.015 0.09
JUN 1985 0.018 0.63
JUL 1985 7.907 2.05
AUG 1985 4.237 1.81
SEP 1985 3.782 3
OCT 1985 4.836 5.4NOV 1985 0 0
DEC 1985 1.234 1.64
JAN 1986 0 0
FEB 1986 5.535 3.48
MAR 1986 0.025 0.2
APR 1986 0 0.14
MAY 1986 0 0.35
JUN 1986 0.102 0.36
JUL 1986 5.184 1.18
AUG 1986 0.638 0.38SEP 1986 0 o
OCT 1986 0 0.95
NOV 1986 13.272 10.82
DEC 1986 4.14 2 31JAN 1987 7.417 3'93
FEB 1987 4.087 2'67
MAR 1987 0.922 1 33APR 1987 0 0




SEP 1987 0 o'
OCT 1987 0 0
NOV 1987 0.102 3 01




Table B.3. Monthly observed and GLEAMS-WT predicted surface runoff volume 
for the non-subsurface drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS-WT
(cm) (cm)
JAN 1981 0 0.37
FEB 1981 14.7 14.2
MAR 1981 0.2 0.73
APR 1981 0 0.32
MAY 1981 0.6 2.5
JUN 1981 6.2 3.77
JUL 1981 2.5 0.92
AUG 1981 0 0.15
SEP 1981 0 0.23
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 1.6 3.4
JAN 1982 2.2 4.01
FEB 1982 7.4 9.18
MAR 1982 0 0.08
APR 1982 3.6 3.37
MAY 1982 0 0.04
JUN 1982 0 0.11
JUL 1982 0 0
AUG 1982 2.1 2.96
SEP 1982 0.3 0.48
OCT 1982 0.2 0.55
NOV 1982 0.1 0.36
DEC 1982 21.1 29.3
JAN 1983 4.3 5.47
FEB 1983 5.5 8.02
MAR 1983 1.5 2.89
APR 1983 14.3 14.2
MAY 1983 10.2 8.5
JUN 1983 11.1 8.1
JUL 1983 0 0.63
AUG 1983 19.7 14.73
SEP 1983 4.3 5.34
OCT 1983 0 0.03
NOV 1983 1 2.68
DEC 1983 5.6 9.64
JAN 1984 1 2.22FEB 1984 5.6 7.43MAR 1984 0 0.23
APR 1984 0 0.05
MAY 1984 0.2 1.2
JUN 1984 0 0.17JUL 1984 0.2 0.12
AUG 1984 0.4 0
SEP 1984 0.8 0.19
OCT 1984 9.9 3.92
NOV 1984 0.3 0.08
DEC 1984 2.5 0.96
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Table B.3. Monthly observed and GLEAMS-WT predicted surface runoff volume
for the non-subsurface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS-WT
(cm) (cm)
JAN 1985 4.2 2.38FEB 1985 5 4.35MAR 1985 3.4 4.34APR 1985 4.8 2.94MAY 1985 0.1 0.25JUN 1985 0 0.69JUL 1985 3.7 2.11AUG 1985 4.7 2.04SEP 1985 4.5 5.78OCT 1985 12.5 12.13NOV 1985 0 0.04DEC 1985 2.8 2.7JAN 1986 0.1 0.03FEB 1986 7.2 8.09MAR 1986 0.3 0.76APR 1986 0 0.2MAY 1986 0 0.49JUN 1986 0.7 0.35JUL 1986 5.5 0.93
AUG 1986 4.1 0.51SEP 1986 0 0OCT 1986 0.2 0.88NOV 1986 19 21.56DEC 1986 9.8 9.94JAN 1987 13.4 13.45FEB 1987 10.5 12.03MAR 1987 4 4.23APR 1987 0 0MAY 1987 5.1 4.99JUN 1987 17.8 15.84JUL 1987 1.2 0.29AUG 1987 15.5 9.35SEP 1987 0 0OCT 1987 0 0.04NOV 1987 0.1 3.99DEC 1987 0 0.45
Table B.4. Monthly observed and GLEAMS-SWAT predicted surface runoff volume
for the subsurface drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS-SWAT
(cm) (cm)
JAN 1981 0 0.31
FEB 1981 12.6 7.8
MAR 1981 0.076 0.38
APR 1981. 0 0.19
MAY 1981 0.358 2.44
JUN 1981 4.249 3.37
JUL 1981 1.648 0.71
AUG 1981 0.03 6 0.13
SEP 1981 0 0.2
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 0.201 1.19
JAN 1982 0.508 0.6
FEB 1982 2.73 8 4.65
MAR 1982 0 0.42
APR 1982 2.383 2.72
MAY 1982 0.018 0
JUN 1982 0 0.13
JUL 1982 0 0
AUG 1982 2.54 2.98
SEP 1982 0.343 0.53
OCT 1982 0.071 0.58
NOV 1982 0.046 0.39
DEC 1982 16.053 18.88
JAN 1983 2.029 1.66
FEB 1983 1.572 2.71
MAR 1983 0.071 1.67
APR 1983 10.211 9.19
MAY 1983 5.253 5.8
JUN 1983 8.344 5.75
JUL 1983 0 0.21
AUG 1983 12.708 10.2
SEP 1983 2.197 3.39
OCT 1983 0 0.04
NOV 1983 0.117 1.22
DEC 1983 4.128 3.01JAN 1984 0 0.57
FEB 1984 2.055 3.73MAR 1984 0 0.51
APR 1984 0 0.12
MAY 1984 0.404 1.27
JUN 1984 0 0.17
JUL 1984 0.345 0.12
AUG 1984 0.381 0
SEP 1984 0.582 0.19OCT 1984 9.157 3.34
NOV 1984 • 0.178 0.08
DEC 1984 1.885 0.61
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Table B.4. Monthly observed and GLEAMS-SWAT predicted surface runoff volume
for the subsurface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS-SWAT
(cm) (cm)
JAN 1985 3.901 1.7
FEB 1985 2.047 1.44
MAR 1985 2.248 2.25
APR 1985 3.462 3.01
MAY 1985 0.015 0.23
JUN 1985 0.018 0.71
JUL 1985 7.907 2.14
AUG 1985 4.237 2.06
SEP 1985 3.782 3.34
OCT 1985 4.836 6.23
NOV 1985 0 0
DEC 1985 1.234 2.07
JAN 1986 0 0
FEB 1986 5.535 5.44
MAR 1986 0.025 0.67APR 1986 0 0.28
MAY 1986 0 0.5
JUN 1986 0.102 0.38
JUL 1986 5.184 0.96
AUG 1986 0.638 0.53SEP 1986 0 0OCT 1986 0 0.9NOV 1986 13.272 12.81DEC 1986 4.14 3.97JAN 1987 7.417 6.47FEB 1987 4.087 5.18MAR 1987 0.922 3.63APR 1987 0 0.04MAY 1987 3.546 4JUN 1987 14.656 9.42JUL 1987 0.018 0.44AUG 1987 11.496 7.25SEP 1987 0 0OCT 1987 0 0.08NOV 1987 0.102 3.84DEC 1987 0 0.51
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Table B.5 Monthly observed and GLEAMS-SWAT predicted subsurface drainage
for the subsurface drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS-SWAT
(cm) (cm)
JAN 1981 0 0.72
FEB 1981 1.1 7.39
MAR 1981 0.2 1.06
APR 1981 0 0.67
MAY 1981 1.1 1.28
JUN 1981 3.2 1.44
JUL 1981 1.4 0.75
AUG 1981 0 0
SEP 1981 0 0
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 3.1 1.76JAN 1982 4.3 3
FEB 1982 5.8 4.48
MAR 1982 0.8 1.76
APR 1982 2.5 2.67
MAY 1982 0.2 0.03JUN 1982 0 0
JUL 1982 0 0
AUG 1982 0.1 0
SEP 1982 0 0
OCT 1982 0 0
NOV 1982 0.1 0
DEC 1982 7.3 7.86
JAN 1983 6.7 5.47
FEB 1983 8.9 4.9
MAR 1983 2.4 3.67
APR 1983 9.6 7.58
MAY 1983 4.2 3.68
JUN 1983 1.8 3.6
JUL 1983 1.8 0.73
AUG 1983 3.5 5.99
SEP 1983 3.9 5.6
OCT 1983 0 0.16
NOV 1983 3 2.35
DEC 1983 8.3 5.93
JAN 1984 5.07 3.44
FEB 1984 6.72 4.72
MAR 1984 0.41 1.42
APR 1984 0 ‘ 1.43
MAY 1984 0.54 0.01
JUN 1984 0 0
JUL 1984 0 0
AUG 1984 0.1 0
SEP 1984 0 0
OCT 1984 0.79 2.49
NOV 1984 0.05 0.01
DEC 1984 1 2.04
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Table B.5 Monthly observed and GLEAMS-SWAT predicted subsurface drainage
for the subsurface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS-SWAT
(cm) (cm)
JAN 1985 5.5 2.62FEB 1985 5.69 5.87MAR 1985 3.96 3.3APR 1985 1.37 3.54
MAY 1985 0.21 0.14
JUN 1985 0 0JUL 1985 0.11 0
AUG 1985 0.22 0.71SEP 1985 0.42 4.93OCT 1985 6.38 8.14NOV 1985 0 0.97DEC 1985 3.97 3.05JAN 1986 0.88 0.99FEB 1986 3.33 4.32MAR 1986 0.67 1.98APR 1986 0.63 0.52MAY 1986 0 0.01JUN 1986 0 0JUL 1986 0.13 0
AUG 1986 0 0SEP 1986 0 0OCT 1986 0.37 1.37NOV 1986 10.13 8.17DEC 1986 10.15 4.86JAN 1987 11.2 6.64FEB 1987 10.61 5.51MAR 1987 7.02 4.24APR 1987 0.1 0.21MAY 1987 1.4 4.48JUN 1987 7.36 8.75JUL 1987 2 1.22AUG 1987 3.2 7.29SEP 1987 0.5 1.65OCT 1987 0 0.09NOV 1987 2.3 2.14DEC 1987 1.54 2.05
Table B.6 Monthly observed and GLEAMS-SWAT predicted total volume for the
subsurface drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS-SWAT
(cm) (cm)
JAN 1981 0 1.03
FEB 1981 13.7 15.19
MAR 1981 0.276 1.44
APR 1981 0 0.86
MAY 1981 1.458 3.72JUN 1981 7.449 4.81
JUL 1981 3.048 1.46
AUG 1981 0.036 0.13
SEP 1981 0 0.2
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 3.301 2.95
JAN 1982 4.808 3.6
FEB 1982 8.538 9.13
MAR 1982 0.8 2.18
APR 1982 4.883 5.39
MAY 1982 0.218 0.03
JUN 1982 0 0.13
JUL 1982 0 0
AUG 1982 2.64 2.98
SEP 1982 0.343 0.53
OCT 1982 0.071 0.58
NOV 1982 0.146 0.39
DEC 1982 23.353 26.74
JAN 1983 8.729 7.13
FEB 1983 10.472 7.61
MAR 1983 2.471 5.34
APR 1983 19.811 16.77
MAY 1983 9.453 9.48
JUN 1983 10.144 9.35JUL 1983 1.8 0.94
AUG 1983 16.208 16.19SEP 1983 6.097 8.99
OCT 1983 0 0.2
NOV 1983 3.117 3.57
DEC 1983 12.428 8.94JAN 1984 5.07 4.01
FEB 1984 8.775 8.45
MAR 1984 0.41 1.93
APR 1984 0 1.55
MAY 1984 0.944 1.28
JUN 1984 0 0.17
JUL 1984 0.345 0.12
AUG 1984 0.481 0
SEP 1984 0.582 0.19
OCT 1984 9.947 5.83
NOV 1984 0.228 0.09
DEC 1984 2.885 2.65
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Table B.6 Monthly observed and GLEAMS-SWAT predicted total volume for the
for the subsurface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS-SWAT
(cm) (cm)
JAN 1985 9.401 4.32FEB 1985 7.737 7.31MAR 1985 6.208 5.55APR 1985 4.832 6.55MAY 1985 0.225 0.37JUN 1985 0.018 0.71JUL 1985 8.017 2.14AUG 1985 4.457 2.77SEP 1985 4.202 8.27OCT 1985 11.216 14.37NOV 1985 0 0.97DEC 1985 5.204 5.12JAN 1986 0.88 0.99FEB 1986 8.865 9.76MAR 1986 0.695 2.65APR 1986 0.63 0.8MAY 1986 0 0.51JUN 1986 0.102 0.38JUL 1986 5.314 0.96AUG 1986 0.638 0.53SEP 1986 0 0OCT 1986 0.37 2.27NOV 1986 23.402 20.98DEC 1986 14.29 8.83JAN 1987 18.617 13.11FEB 1987 14.697 10.69MAR 1987 7.942 7.87APR 1987 0.1 0.25MAY 1987 4.946 8.48JUN 1987 22.016 18.17JUL 1987 2.018 1.66AUG 1987 14.696 14.54SEP 1987 0.5 1.65OCT 1987 0 0.17NOV 1987 2.402 5.98DEC 1987 1.54 2.56
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Table B.7 Monthly observed and GLEAMS predicted soil loss for the non-
subsurface drained plot at Ben Hur Research Farm from 1981 to 1987._______
MONTH/YEAR OBSERVED GLEAMS
(t/ha) (t/ha)
JAN 1981 0 0
FEB 1981 0.009 0.82
MAR 1981 0.001 0
APR 1981 0 0
MAY 1981 0.041 0.14
JUN 1981 0.419 0.16
JUL 1981 0.02 0.03
AUG 1981 0 0.02
SEP 1981 0 0.02
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 0.104 0.17
JAN 1982 0.132 0.07
FEB 1982 0.573 0.49
MAR 1982 0 0
APR 1982 0.786 0.24
MAY 1982 0 0
JUN 1982 0 0.01
JUL 1982 0 0
AUG 1982 0.072 0.41
SEP 1982 0.01 0.08OCT 1982 0.007 0.09
NOV 1982 0 0.06
DEC 1982 2.004 2.86
JAN 1983 0.186 0.19
FEB 1983 0.446 0.21
MAR 1983 0.186 0.09
APR 1983 2.667 0.78
MAY 1983 0.957 0.34
JUN 1983 0.821 0.24
JUL 1983 0 0AUG 1983 0.698 1.47SEP 1983 0.387 0.31
OCT 1983 0 0NOV 1983 0.237 0.13
DEC 1983 0.613 0.3JAN 1984 0.055 0.02
FEB 1984 1.536 0.3
MAR 1984 0 0.03
APR 1984 0 0.01MAY 1984 0.014 0.12JUN 1984 0 0.02JUL 1984 0.023 0.01AUG 1984 0.055 0SEP 1984 0.155 0.03OCT 1984 0.935 0.4NOV 1984 0.022 0.02DEC 1984 0.173 0.1
2 2 0
Table B.7 Monthly observed and GLEAMS predicted soil loss for the non-
subsurface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS
(t/ha) (t/ha)
JAN 1985 1.502 0.19FEB 1985 0.901 0.13MAR 1985 0.423 0.21APR 1985 1.237 0.35MAY 1985 0.03 0.02JUN 1985 0 0.07JUL 1985 1.14 0.15AUG 1985 0.516 0.23SEP 1985 0.916 0.35OCT 1985 2.941 0.51NOV 1985 0 0DEC 1985 0.407 0.28JAN 1986 0.009 0FEB 1986 1.409 0.68MAR 1986 0.056 0.05APR 1986 0 0. 02MAY 1986 0 0.06JUN 1986 0.152 0.03JUL 1986 0.84 0.07AUG 1986 0.363 0.05SEP 1986 0 0OCT 1986 0.018 0.09NOV 1986 1.971 1.38DEC 1986 0.744 0.39JAN 1987 0.976 0.55FEB 1987 1.867 0.37MAR 1987 0.415 0.28APR 1987 0 0MAY 1987 1.074 0.16JUN 1987 0.695 0.34JUL 1987 0.128 0AUG 1987 3.464 0.64SEP 1987 0 0OCT 1987 0 0NOV 1987 0.033 0.44DEC 1987 0 0.06
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Table B.8 Monthly observed and GLEAMS-WT predicted soil loss for the non-
subsurface drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS-WT
(t/ha) (t/ha)
JAN 1981 0 0.03
FEB 1981 0.009 2.03
MAR 1981 0.001 0.07
APR 1981 0 0.02
MAY 1981 0.041 0.19
JUN 1981 0.419 0.19
JUL 1981 0.02 0.05
AUG 1981 0 0.02
SEP 1981 0 0.03
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 0.104 0.37
JAN 1982 0.132 0.43
FEB 1982 0.573 1.38
MAR 1982 0 0.01
APR 1982 0.786 0.45
MAY 1982 0 0.01
JUN 1982 0 0.01
JUL 1982 0 0
AUG 1982 0.072 0.4
SEP 1982 0.01 0.06
OCT 1982 0.007 0.06
NOV 1982 0 0.05
DEC 1982 2.004 4.76
JAN 1983 0.186 0.7
FEB 1983 0.446 0.98
MAR 1983 0.186 0.31
APR 1983 2.667 1.75
MAY 1983 0.957 0.45
JUN 1983 0.821 0.27
JUL 1983 0 0.03
AUG 1983 0.698 1.9
SEP 1983 0.387 0.52
OCT 1983 0 0
NOV 1983 0.237 0.3
DEC 1983 0.613 1.21
JAN 1984 0.055 0.24
FEB 1984 1.536 0.9
MAR 1984 0 0.04
APR 1984 0 0.01
MAY 1984 0.014 0.12
JUN 1984 0 0.02
JUL 1984 0.023 0.01
AUG 1984 0.055 0
SEP 1984 0.155 0.02
OCT 1984 0.935 0.39
NOV 1984 0.022 0.02
DEC 1984 0.173 0.12
2 2 2
Table B.8 Monthly observed and GLEAMS-WT predicted soil loss for the non-
subsurface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS-WT
(t/ha) (t/ha)
JAN 1985 1.502 0.33
FEB 1985 0.901 0.52
MAR 1985 0.423 0.69APR 1985 1.237 0.49
MAY 1985 0.03 0.03
JUN 1985 0 0.07
JUL 1985 1.14 0.15
AUG 1985 0.516 0.25
SEP 1985 0.916 0.64
OCT 1985 2.941 1.3
NOV 1985 0 0
DEC 1985 0.407 0.38
JAN 1986 0.009 0
FEB 1986 1.409 1.19
MAR 1986 0.056 0.11
APR 1986 0 0.03
MAY 1986 0 0.07
JUN 1986 0.152 0.03
JUL 1986 0.84 0.06
AUG 1988 0 363 «SEP 1986 0 «
OCT 1986 0.018 -NOV 1986 i 97i 0.09DEC 1986 m m  2.68
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Table B.9 Monthly observed and GLEAMS predicted soil loss for the subsurface
drained plot at Ben Hur Research Farm from 1981 to 1987.
MONTH/YEAR OBSERVED GLEAMS
(t/ha) (t/ha)
JAN 1981 0 0
FEB 1981 0.004 0.82
MAR 1981 0 0
APR 1981 0 0
MAY 1981 0.27 0.14
JUN 1981 0.36 0.16
JUL 1981 0.012 0.03
AUG 1981 0.001 0.02
SEP 1981 0 0.02
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 0.009 0.17
JAN 1982 0.03 0.07
FEB 1982 0.253 0.49
MAR 1982 0 0
APR 1982 0.676 0.24
MAY 1982 0.006 0
JUN 1982 0 0.01
JUL 1982 0 0
AUG 1982 0.178 0.41
SEP 1982 0.014 0.08
OCT 1982 0.003 0.09
NOV 1982 0 0.06
DEC 1982 1.428 2.86
JAN 1983 0.058 0.19
FEB 1983 0.162 0.21
MAR 1983 0.011 0.09
APR 1983 2.446 0.78
MAY 1983 0.605 0.34
JUN 1983 0.462 0.24JUL 1983 0 0
AUG 1983 0.935 1.47
SEP 1983 0.276 0.31
OCT 1983 0 0
NOV 1983 0.009 0.13
DEC 1983 0.506 0.3
JAN 1984 0 0.02
FEB 1984 0.338 0.3
MAR 1984 0 0.03
APR 1984 0 0.01
MAY 1984 0.057 0.12
JUN 1984 0 0.02
JUL 1984 0.033 0.01
AUG 1984 0.052 0
SEP 1984 0.124 0.03OCT 1984 0.77 0.4
NOV 1984 0.017 0.02
DEC 1984 0.104 0.1
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Table B.9 Monthly observed and GLEAMS predicted soil loss for the subsurface
drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS
(t/ha) (t/ha)
JAN 1985 0.807 0.19FEB 1985 0.219 0.13MAR 1985 0.207 0.21APR 1985 0.667 0.35MAY 1985 0.003 0.02JUN 1985 0.003 0.07
JUL 1985 1.279 0.15AUG 1985 0.412 0.23SEP 1985 0.623 0.35OCT 1985 0.757 0.51NOV 1985 0 0DEC 1985 0.186 0.28JAN 1986 0 0FEB 1986 1.108 0.68MAR 1986 0.056 0.05APR 1986 0 0.02MAY 1986 0 0.06JUN 1986 0.018 0.03JUL 1986 0.608 0.07
AUG 1986 0.098 0.05SEP 1986 0 0OCT 1986 0 0.09NOV 1986 1.407 1.38DEC 1986 0.279 0.39JAN 1987 0.599 0.55FEB 1987 0.607 0.37MAR 1987 0.103 0.28APR 1987 0 0MAY 1987 0.63 0.16JUN 1987 0.617 0.34JUL 1987 0 0AUG 1987 1.264 0.64SEP 1987 0 0OCT 1987 0 0NOV 1987 0.008 0.44DEC 1987 0 0.06
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Table B.10 Monthly observed and GLEAMS-SWAT predicted soil loss for the sub-
surface drained plot at Ben Hur Research Farm from 1981 to 1987._________
MONTH/YEAR OBSERVED GLEAMS-SWAT
(t/ha) (t/ha)
JAN 1981 0 0.02
FEB 1981 0.004 1.1
MAR 1981 0 0.05
APR 1981 0 0.01
MAY 1981 0.27 0.19
JUN 1981 0.36 0.18
JUL 1981 0.012 0.04
AUG 1981 0.001 0.02
SEP 1981 0 0.02
OCT 1981 0 0
NOV 1981 0 0
DEC 1981 0.009 0.17
JAN 1982 0.03 0.08
FEB 1982 0.253 0.62
MAR 1982 0 0.04
APR 1982 0.676 0.36
MAY 1982 0.006 0
JUN 1982 0 0.01
JUL 1982 0 0
AUG 1982 0.178 0.39
SEP 1982 0.014 0.06
OCT 1982 0.003 0.06
NOV 1982 0 0.05
DEC 1982 1.428 3.13
JAN 1983 0.058 0.21
FEB 1983 0.162 0.35
MAR 1983 0.011 0.21
APR 1983 2.446 0.99
MAY 1983 0.605 0.36
JUN 1983 0.462 0.23
JUL 1983 0 0.01
AUG 1983 0.935 1.34
SEP 1983 0.276 0.34
OCT 1983 0 0
NOV 1983 0.009 0.15
DEC 1983 0.506 0.41JAN 1984 0 0.06
FEB 1984 0.338 0.46
MAR 1984 0 0.06
APR 1984 0 0.02
MAY 1984 0.057 0.12
JUN 1984 0 0.02
JUL 1984 0.033 0.01
AUG 1984 0.052 0
SEP 1984 0.124 0.02
OCT 1984 0.77 0.35
NOV 1984 0.017 0.02
DEC 1984 0.104 0.08
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Table B.10 Monthly observed and GLEAMS-SWAT predicted soil loss for the sub-
surface drained plot at Ben Hur Research Farm (Continued).
MONTH/YEAR OBSERVED GLEAMS-SWAT
(t/ha) (t/ha)
JAN 1985 0.807 0.26
FEB 1985 0.219 0.2
MAR 1985 0.207 0.3
APR 1985 0.667 0.49
MAY 1985 0.003 0.03
JUN 1985 0.003 0.07
JUL 1985 1.279 0.15
AUG 1985 0.412 0.25
SEP 1985 0.623 0.38
OCT 1985 0.757 0.56
NOV 1985 0 0
DEC 1985 0.186 0.32
JAN 1986 0 0
FEB 1986 1.108 0.9MAR 1986 0.056 0.1
APR 1986 0 0.03MAY 1986 0 0.07
JUN 1986 0.018 0.03
JUL 1986 0.608 0.06
AUG 1986 0.098 0.06SEP 1986 0 0OCT 1986 0 0.09NOV 1986 1.407 1.51DEC 1986 0.279 0.54JAN 1987 0.599 0.76FEB 1987 0.607 0.57MAR 1987 0.103 0.5APR 1987 0 0MAY 1987 0.63 0.26JUN 1987 0.617 0.45JUL 1987 0 0.02AUG 1987 1.264 0.76SEP 1987 0 0OCT 1987 0 0.01NOV 1987 0.008 0.49DEC 1987 0 0.08
APPENDIX C
OBSERVED WATER TABLE DEPTH
VERSUS
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Figure C.10. Observed vs. predicted watertable depth. Subsurface drained plot.
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The scope of the GLEAMS model has been expanded to include the 
effects of shallow water table and subsurface drainage on runoff and erosion 
from flat agricultural fields. The inclusion of the pesticide and nutrient 
submodels is a future objective. GLEAMS-WT may be applied to shallow water 
table soils and wetlands. GLEAMS-SWAT can handle shallow water table soils 
with subsurface drainage. Both models can simulate water table fluctuations. 
This manual presents:
1. The procedures: (i) to compile and run GLEAMS-WT and GLEAMS-
SWAT from a sun workstation; and (ii) to prepare variable and parameter
files.
2. Sample rainfall, hydrology, and erosion variable and parameter files.
3. Sample hydrology and erosion output files.
Many of the input and output formats are the same as in the GLEAMS 
model. The reader is referred to the documentations of CREAMS (Knisel, 
1980), GLEAMS users manual version 1.8.55 (Knisel et al., 1989) and GLEAMS 
users manual version 2.0 (Knisel et al., 1992), for additional important 
informations about GLEAMS-WT and GLEAMS-SWAT.
D.2 Compile and Run
The GLEAMS-WT and GLEAMS-SWAT are compiled and run in UNIX. 
The source code for GLEAMS-WT is named glmswt.f, and for GLEAMS-SWAT
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it is named glmsswat.f. In a sun SPARC work station 1, compiling and running 
normally does not take more than 10-minutes. The procedure is:
1. Open a UNIX shell command window.
2. Go to the directory containing the source code and type, f77 glmswt.f 
(for GLEAMS-WT) and return.
3. After compiling, run the model by typing a.out, and respond to 
questions. For the first question choose 1. The second and third 
questions are to input the hydrology and erosion input files, respectively. 
The fourth, fifth and sixth questions are for naming the hydrology, 
erosion, and water table output files.
To modify any source code, use the UNIX, vi, or the text editor window. 
The text editor window is quicker. It may be necessary to do some 
modifications because the equations to describe the: (i) moisture characteristic 
curve relationship, (ii) drainable volume versus water table depth relationship, 
and (iii) upward flux versus distance from the water table relationship, for both 
models are empirical, and might be inappropriate to other areas.
Three input data sets are needed to run these two models. They are the 
precipitation, hydrology, and erosion data files. The GLEAMS-WT and 
GLEAMS-SWAT uses the metric option of GLEAMS.
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D.3 Input Data Files
Most of this documentation are copied from the GLEAMS users manual 
(Knisel et al., 1989, 1992). The erosion documentation is identical to the 
GLEAMS version 1.8.55 users manual (Knisel et al., 1989) except for a very 
minor modification. Major additions in the hydrology parameter file are 
presented in bold formats. Most of the examples contained in the GLEAMS 
manual were changed with Ben Hur Experimental Research Farm Data.
D.3.1 Precipitation Data File
Daily pecipitation are required for input to the GLEAMS-WT and 
GLEAMS-SWAT models, and the format is the same as in GLEAMS, i.e. 37 
cards per year with 10 values per card (ten 5-column fields, columns 11-60). 
The first 10 columns are available for user-supplied identification data. The last 
20 columns (61-80) are available for identification data, also. It is 
recommended that card number be included on the card, such as in columns 
79-80. Any information in the first 10 columns and last 20 columns are not read 
by the model.
The READ format for rainfall is : 10X,10F5.2,20X. Although it is not 
necessary to punch the decimal when the data in each field are right justified. 
However, it is recommended that the decimals be punched, and the user can 
quickly glance over the file and determine if the data are out of format fields. 
Rainfall data are in centimeters.
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A full year’s set of 37 cards must be included for each year of simulation 
even though the simulation can begin on any specified day during the year. 
Likewise, 37 cards are required for the last year of simulation even though data 
may not be available for the last part of the year. Those days without data in 
the first part of the beginnning year and the last part of the ending year must 
be included with blank or zero fields for the respective unmeasured period. Do 
not leave blank spaces in between years.
Sample rainfall data are shown in Table D.1, for 1981 at the Ben Hur 
Research Experimental Farm, Baton Rouge, Louisiana.
D.3.2 Hydrology Data File
This section describes the parameters for the hydrology component and 
gives the appropriate data fields for the respective parameters. All parameter 
fields (except title cards) are 8-column fields. Example values (numbers 
following the "e.g." notation) are given for each parameter. Decimals are 
indicated for floating point numbers. It should be remembered that data should 
be right justified.
The parameter inputs from card numbers 1 to 13 are the same for 
GLEAMS-WT and GLEAMS-SWAT. They differ starting at card number 14. 
The formats are shown below the cards in parenthesis.
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Table D.1. Sample precipitation parameter file Ben Hur Research Farm, Baton
Rouge Louisiana, 1981. 
81 l  o.oo o .oo o .oo o.oo
2 0..00 0,.00 0,.00 0..03
3 0,.00 0,.00 0,.00 0..00
4 0,.00 2 .24 0,.00 0..00
5 5,.92 0 .00 0,.00 0..00
6 0..00 0..00 0,.13 0..00
7 0,.00 0,.00 2,.26 0..00
8 0,.00 0,.25 0,.00 0,.00
9 0,.23 0,.00 0,.00 0..00
10 0,.10 0,.00 0,.00 0..38
11 0..00 0,.00 0..00 0..00
12 0..00 0,.00 1,.98 0,.00
13 0,.00 0,.00 0,.00 0..89
14 0,.00 0,.00 0,.00 0,.56
15 0..00 0..00 0..00 0..00
16 0,.71 4..04 0..00 0..00
17 0,.91 2,.18 0..00 0,.00
18 0,.00 0,.00 4..44 0..00
19 0..00 0,.28 2,.18 0..00
20 3..28 1,.32 0,.00 0..00
21 0..00 0..00 0..00 0..00
22 2..18 0..00 0..00 0,.48
23 0..00 0..00 0,.00 0..00
24 0..10 0,.00 0..00 0..00
25 0,.63 0..46 0..00 1..42
26 0..00 0..00 0,.00 0..00
27 0,.00 0..00 0..00 0..00
28 0..00 0..00 0,.00 1,.63
29 0..05 0..30 0..86 0.,00
30 0..25 0..00 0.,00 0..00
31 0..00 0..00 0.,00 0..00
32 0..00 1,.90 0..76 0..00
33 0..00 0..00 0..00 0..00
34 0..00 0..00 0..25 1..14
35 0..00 0..00 0,.00 0..00
36 0..51 0..00 0..00 0..00
37 0..00 0,.38 0 ..00 0,,76
0 . 0 0 1 . 2 2 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 00 0 . 0 0 0 . 0 0 0 . 0 0 0 . 2 5 0 . 4 8
0 . 00 0 . 0 0 0 . 5 6 0 . 0 0 0 . 0 0 0 . 0 0
0 . 00 7 . 5 4 2 . 0 1 0 . 0 0 0 . 0 0 0 . 1 3
0 . 3 8 1 . 6 0 0 . 7 1 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 1 5 0 . 0 0 0 . 0 0 0 . 0 0
0 . 00 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 1 . 3 7
0 . 00 0 . 0 0 0 . 0 0 1 . 4 5 0 . 0 0 0 . 0 0
0 . 00 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 00 0 . 0 0 0 . 0 0 0 . 0 5 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 3 0
5 . 4 1 0 . 0 0 0 . 0 0 0 . 0 0 1 .1 4 0 . 1 8
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 8 0 . 0 0 0 . 0 0
2 . 2 1 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 1 . 0 2 1 . 7 3 4 . 5 0 0 . 0 0 0 . 0 0
0 . 00 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
1 . 9 6 0 . 6 3 0 . 5 8 0 . 0 0 0 . 0 0 0 . 0 0
0 . 5 1 1 . 9 6 0 . 0 0 1 . 0 7 0 . 0 0 0 . 2 5
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 6 3 0 . 0 0 0 . 2 0 0 . 0 0 1 . 8 5
0 . 1 3 2 . 6 9 0 . 2 3 0 . 0 0 1 . 0 2 0 . 0 0
0 . 1 3 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 2 5 2 . 5 4 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 8 0 . 1 0 2 . 4 1 1 . 3 5 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 2 3 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 2 8 0 . 0 0 0 . 0 5 0 . 5 6 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 8 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 2 0 0 . 0 0 0 . 0 0
0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
0 . 0 0 2 . 1 6 1 . 5 0 2 . 7 2 0 . 0 0 0 . 0 0
0 . 1 5 0 . 7 1 0 . 0 0 3 . 5 6 0 . 0 0 0 . 0 0
1 . 3 2 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0 0 . 0 0
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Three 80-character lines of alphanumeric information 
that identifies the particular computer run. For example, 
the soil type, the crop rotation, the tillage practices, may 
be useful in identifying the file. This title will be 
reproduced on the hydrology output file.
HBDATE, HYDOUT, IROPT, FLGNUT, FLGPST, 
FLGGEN, FLGMET
The beginning date (Year and Julian day) for hydrology 
simulation, e.g. 81138. HBDATE must be less than the 
first storm date to intialize soil water storage before that 
storm. If the rainfall record begins January 1, 1981, 
and it is not known if rainfall occurs that day, HBDATE 
should be 81000 to initialize soil water before 81000.
0 for annual summary hydrology output;
1 for storm-by storm hydrology output.
0 if irrigation is not to be applied by the model;
1 if irrigation is to be applied on demand by the model.
If an observed record is being used to compare model 
simulaton, and irrigation was applied, the equivalent 
depth in cm, must be entered on the appropriate date in 
the rainfall file and 0 coded for IROPT.
0 if nutrients are not run in this simulation;
1 if nutrient simulation is to be made.
This option is not vet available.
0 if pesticides are not to be simulated;
1 if pesticides are to be simulated.
This option is not vet available.
0 if temperature data are to be read from hydrology 
parameter file;
1 if climate generator is used and, temperature 
radiation files have been generated.












0 if climate and parameter data are in English units;
1 if climate and parameter data are in metric units. 
Option 0 is not available, use option 1.
DAREA, RC, BST, CONA, CN2, CHS, WLW, RD, 
BASEI, TOPI
Total drainage area of the field, hectares, e.g. 1.55.
Not needed in GLEAMS-SWAT and GLEAMS-WT.
The GLEAMS percolation routine was replaced.
Fraction of plant available water in the soil when 
simulation begins. For example, a fu ll wet 
condition at saturation (instead of field capacity in 
GLEAMS), has a BST=1.0; for completely dry 
(w ilting point), BST = 0.0.
Soil evaporation parameter, dependent upon soil 
texture, e.g. 4.00.
SCS cun/e number for moisture condition II, e.g. 85.
Hydraulic slope of the field, m/m, e.g. 0.0014. Use field 
map and calculate CHS as follows:
CMS -  Max!mum difference In field elevation, (m) ^
Length of longest flow path In field, (m)
Ratio of field length to field width, e.g. 2.57. Use field 
map and calculate WLW as follows:










Effective rooting depth, cm, e.g. 90. This is the 
maximum effective rooting depth, and not the 
maximum depth of root penetration. The 
recommendation of Skaggs (1980) for corn, as used 
in DRAINMOD, is applied in GLEAMS-WT and 
GLEAMS-SWAT, that is: the effective maximum root 
depth is 60% of the total maximum root length. 
Knisel et al. (1992) presented helpful suggestions 
on the GLEAMS definition of RD.
Fraction of plant available water content in the root- 
zone when the model is to apply irrigation, e.g. 0.40. 
Leave blank if IROPT = 0 on Card 4.
Fraction of plant available water content in the root- 
zone desired after irrigation, e.g. 0.85. Leave blank if 
IROPT = 0 on Card 4.
NOSOHZ, BOTHRZ(I) for I = 1 to NOSOHZ
Number of soil horizons in the rootzone, e. g. 4 
[Maximum number of soil horizons is 5, used to 
distinguish differences in POR, FC, BR15, OM, and HK 
(See Card 14, for GLEAMS-SWAT) above the root 
zone. HK is not applicable to GLEAMS-WT].
Depth to bottom of each soil horizon, (cm), e. g., 15.0 
and 30.0. The last value must equal RD on Card 5. If 
NOSOHZ is 2, and the depths to bottom are 15 cm and 








POR(I) for I = 1 to NOSOHZ on Card 6
Porosity for each soil horizon, (cm/cm), e. g. 0.47.
FC(I) for I = 1 to NOSOHZ on Card 6
Field capacity of each soil horizon, (cm/cm), e. g. 0.34. 
FC represented by water retention at 0.33 or 0.10 bar 
tension (33 or 10 kPa) depending upon soil type, 






















BR15(I) for I = 1 to NOSOHZ on Card 6
Wilting point (immobile soil water content) of each soil 
horizon, (cm/cm), e. g. 0.21. BR15 represented by 
water retention at 15 bar tension (1500 kPa).
OM(l) for I = 1 to NOSOHZ on Card 6
Organic matter content of each soil horizon (percent of 
soil mass), e. g. 0.50.
DESIRD(I) for I = 1 to NOSOHZ on Card 6
Moisture characteristic curve intercept for each soil 
horizon (cm/cm), [equation (5.7)]. The unit of 
tension is in cm.
DESSLRD(I) for I = 1 to NOSOHZ on Card 6
Moisture characteristic curve slope for each soil 
horizon (cm/cm2), [equation (5.7)]. The unit of 
tension is in cm.
DVINT, DVSL1, DVSL2, FLUXINT, FLUXSLO, WTI, 
ELAT, DEPS
Intercept of the drainable volume versus water table 
depth relationship (cm), [equation (5.9)].
First order slope of the drainable volume versus 
water table depth relationship (cm/cm), [equation
(5.9)].
Second order slope of the drainable volume versus 
water table depth relationship (cm/cm2), [equation
(5.9)].
Intercept of the ET upward flux versus water table 
depth relationship [loge(cm/h)], [equation (5.8)].
Slope of the ET upward flux versus water table 
depth relationship [loge(cm/h)/loge(cm)], [equation 
(5.8)].





* * * * * *
* * * * * *
* * * * * *
Cards 14. 15: 
(10F8.0)
TEMPXQ
Cards 16. 17: 
(10F8.0)
TEMPN()






Latitude of the site (degrees). Positive in the 
Northern Hemisphere and negative in the Southern 
Hemisphere.
Depression storage (cm).
Starting at Card 14, GLEAMS-SWAT inputs are 
different with GLEAMS-WT. Refer to section D.3.2.2 
for GLEAMS-SWAT inputs starting at Card 14.
TEMPX(1-12)
Mean monthly maximum temperature for each month, 
(degrees C), e. g. 12.8 16.3, (10 values on Card 14;
2 on Card 15). Long-term average or year-by-year 
values can be used. See Card 22 for update 
information.
TEMPN(1-12)
Mean monthly minimum temperature for each month, 
(degrees C), e. g. 1.7, 4.4, (10 values on Card 16; 2
on Card 17). Long-term average or year-by-year values 
can be used. See Card 22 for update information.
RAD(1-12)
Mean monthly solar radiation for each month, in 
English unit of Langleys. Long-term average or year- 
by-year values can be used. See Card 22 for update 
information.
GR
Winter cover factor to reflect soil evaporation; values 
range from 0.5 to 1.0.








0.50 for winter small grain, winter cover crop, or 
pasture.
Intermediate values can be used to reflect no-till or 
other residue management cover:
0.60 heavy residue (excellent no-till) cover;
0.75 moderate residue (good no-till) cover;
0.90 light residue (fair no-till) cover.
LDATE, AREA, NOIRR, ROOTGR
Date (Julian day), e. g. 001
Leaf area index [(square meter of leaf area)/(square 
meter of soil)], e. g. 1.96
Flag for days on which the model is to consider 
irrigation:
0 for days when irrigation is not considered;
1 for days when irrigation is considered.
Leave NOIRR blank if IROPT = 0 on Card 4.
Root depth at LDATE (cm). The GLEAMS algorithm 
to calculate daily root depth was replaced by 
ROOTGR inputs. The maximum ROOTGR must not 
exceed the RD in Card 5. See sections 3.1.4.2 and
5.3.3 for explanations.
NOTE:
A minimum of two cards are needed--one card 
for Julian day 001, and a second one for Julian 
day 366. Day 366 MUST be used even though 
the year of simulation is not a leap year. The 
model determines if it is leap year. A complete 
year of fallow cannot be represented by two 
cards with AREA = 0.0. This will result in run 
failure "trying to divide by zero" since the model 
divides daily leaf area by the maximum leaf area. 
To represent a year-long fallow, a 1-day AREA = 








001 0.01 0 5.0
002 0.00 0 5.0
366 0.00 0 5.0
As many Cards 21 can be used as necessary to 
describe the shape of the LAI and ROOTGR 
curves and/or irrigation scheme.
NEWT, NEWR, NEWL
Code for new temperature data:
0 use the same temperature values from previous 
year;
1 read two new sets of 12 monthly values of maximum 
and minimum temperature (Cards 14-15, and Cards 16- 
17);
-1 stops the program--ends simulation.
Code for new radiation data:
0 use the same radiation values from previous year;
1 read a new set of 12 monthly radiation values (Cards 
18-19).
Code for new leaf area and root depth data:
0 use the same LAI and ROOTGR data from the 
previous year;
1 read a new set of Cards 20-21.
NOTE ON CARDS 14 TO 21:
Temperature, solar radiation, and leaf area index and root depth data 
can be updated at the end of each year. If they are to be updated, they will be 
read in the same sequence and format as the intial inputs. If leaf area index 
and root depth is updated, the winter cover factor, GR (Card 20) is required.
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The LAI and ROOTGR cannot be updated separate from each other. If LAI 
is updated then ROOTGR should also be updated and vice versa.
If NEWT = 1, NEWR = 0, and NEWL = 0, Card 22 is followed by Cards 
14,15, 16, and 17 with the appropriate temperature data.
If Card 22 contains NEWT = 0, NEWR = 1, and NEWL = 0, Card 22 is 
followed by Cards 18 and 19. If Card 22 contains NEWT = 0, NEWR = 0, and 
NEWL = 1, the Card 22 is followed by Card 20 and the necessary number of 
Cards 21 ’s.
If Card 22 contains NEWT = 1, NEWR = 1, and NEWL = 1, Card 22 is 
followed by Cards 14, 15, 16, 17, 18, 19, 20, and the appropriate numbers of 
Card 21’s. A sample GLEAMS-WT hydrology parameter file from Ben Hur 
Research Farm, Baton Rouge, Louisiana, for the year 1981 is shown in Table 
D.2.
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Table D.2. Sample GLEAMS-WT hydrology parameter file for Ben Hur
Research Farm, Baton Rouge Louisiana, 1981.
Banhur Raaaarch Farm 1981 
Non-aubaurfaca drainad plot O.
Hydrology Paramatar Flla for QLBAMS-WT
0 0 1
85 0.0014 2.57 90.0
90.0
81000 0 0 0
1.553 0.100 0.99 4.0
4 15.0 30.0 46.0
0.47 0.44 0.45 0.458
0.34 0.324 0.375 0.381
0.21 0.20 0.30 0.28
0.5 0.50 0.50 0.50
0.58173 0.52747 0.50211 0.54693
0.05223 0.04467 0.02708 0.03656
0 .0 0 0 0 0 0.01562 0.00014 3.24570
15.1 17.3 21.4 28.7
27.5
24.8 16.9
3.2 6.7 9.7 17.5
16.2
11.2 6.9





































Inputs for Card numbers 1 to 13 are the same for GLEAMS-WT and 
GLEAMS-SWAT. Hence, the following starts at Card 14. Cards 14 to 17 are 
unique to GLEAMS-SWAT. But Cards 18 to 26 are the same as cards 14 to 22 


















HK(I) for I = 1 to NOSOHZ on Card 6
Lateral or horizontal hydraulic conductivity for each 
soil horizon (cm/h), above the maximum effective 
root depth.
NOSOHZB, BOTHRZ for I = NOSOHZ + 1 to 
NOSOHZB
Number of soil horizons below the maximum root 
depth, e. g. 2. (Maximum number of soil horizons 
below the maximum effective root zone is 5. This is 
used to distinguish the differences in HK below the 
maximum effective root depth).
Depth to bottom of each soil horizon. The last 
value MUST equal the depth from the surface to the 
impermeable layer.
HK(I) for I = NOSOHZ + 1 to NOSOHZB
Lateral or horizontal hydraulic conductivity of each 
soil horizon below the maximum effective root 
depth (cm/h).
DDEPTH, DILAYER, DRADIUS, DSPACING, DQMAX
Distance from the surface to the drain tube (cm).
Distance from the surface to the impermeable layer 
(cm).
Effective drain tube radius (cm).
Spacing between drains (cm).
Drainage capacity (cm/h).
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Cards 18. 19: 
(10F8.0)
TEMPXQ
Cards 20. 21: 
(10F8.0)
TEMPNQ







Mean monthly maximum temperature for each month, 
(degrees C), e. g. 12.8 16.3, (10 values on Card 18;
2 on Card 19). Long-term average or year-by-year 
values can be used. See Card 26 for update 
information.
TEMPN(1-12)
Mean monthly minimum temperature for each month, 
(degrees C), e. g. 1.7, 4.4, (10 values on Card 20; 2
on Card 21). Long-term average or year-by-year 
values can be used. See Card 26 for update 
information.
RAD(1 -12)
Mean monthly solar radiation for each month. In 
English unit of Langleys. Long-term average or year- 
by-year values can be used. See Card 26 for update 
information.
GR
Winter cover factor to reflect soil evaporation; values 
range from 0.5 to 1.0.
1.00 for bare soil or no crop growing in winter;
0.50 for winter small grain, winter cover crop, or 
pasture.
Intermediate values can be used to reflect no-till or 
other residue management cover:
0.60 heavy residue (excellent no-till) cover;
0.75 moderate residue (good no-till) cover;









LDATE, AREA, NOIRR, ROOTGR
Date (Julian day), e. g. 001
Leaf area index [(square meter of leaf area)/(square 
meter of soil)], e. g. 1.96
Flag for days on which the model is to consider 
Irrigation:
0 for days when irrigation is not considered;
1 for days when irrigation is considered.
Leave NOIRR blank if IROPT = 0 on Card 4.
Root depth at LDATE (cm). The GLEAMS algorithm 
to calculate daily root depth was replaced by 
ROOTGR inputs. The maximum ROOTGR must not 
exceed the RD in Card 5. See sections 3.1.4.2 and
5.3.3 for explanations.
NOTE:
A minimum of two cards are needed--one card 
for Julian day 001, and a second one for Julian 
day 366. Day 366 MUST be used even though 
the year of simulation is not a leap year. The 
model determines if it is leap year. A complete 
year of fallow cannot be represented by two 
cards with AREA = 0.0. This will result in run 
failure "trying to divide by zero" since the model 
divides daily leaf area by the maximum leaf area. 
To represent a year-long fallow, a 1-day AREA = 
0.01 can be used as follows:
001 0.01 0 5.0
002 0.00 0 5.0
366 0.00 0 5.0
As many Cards 25 can be used as necessary to 
describe the shape of the LAI and ROOTGR 




Code for new temperature data:
0 use the same temperature values from previous 
year;
1 read two new sets of 12 monthly values of maximum 
and minimum temperature (Cards 18-19, and Cards 20- 
21);
-1 stops the program--ends simulation.
Code for new radiation data:
0 use the same radiation values from previous year;
1 read a new set of 12 monthly radiation values (Cards 
22-23).
Code for new leaf area and root depth data:
0 use the same LAI and ROOTGR data from the 
previous year;
1 read a new set of Cards 24-25.
NOTE ON CARDS 18 TO 25:
Temperature, solar radiation, and leaf area index and root depth data 
can be updated at the end of each year. If they are to be updated, they will be 
read in the same sequence and format as the intial inputs. If leaf area index 
and root depth is updated, the winter cover factor, GR (Card 24) is required. 
The LAI and ROOTGR cannot be updated separate from each other. If LAI 
is updated then ROOTGR should also be updated and vice versa.
If NEWT = 1, NEWR = 0, and NEWL = 0, Card 26 is followed by Cards 
18, 19, 20, and 21 with the appropriate temperature data.
If Card 26 contains NEWT = 0, NEWR = 1, and NEWL = 0, Card 26 is 





NEWL = 1, the Card 26 is followed by Card 24 and the necessary number of 
Cards 25’s.
If Card 26 contains NEWT = 1, NEWR = 1, and NEWL = 1, Card 26 is 
followed by Cards 18, 19, 20, 21, 22, 23, 24, and the appropriate numbers of 
Card 25’s. A sample GLEAMS-SWAT hydrology parameter file from Ben Hur 
Research Farm, Baton Rouge, Louisiana, for the year 1981 is shown in Table 
D.3.
D.3.3 EROSION/SEDIMENT YIELD
The erosion/sediment yield component of GLEAMS-WT and GLEAMS- 
SWAT has not been changed from that in GLEAMS, except for a calibrating 
parameter for flow depth (see card number 5).
The user-friendly parameter editor developed by Frank Davis (version 
1.8.55) is particularly helpful in establishing card sequence in the erosion 
parameter file. However, the file must be converted into UNIX format and a 
calibrating parameter added to card number 5. Generalized help tables from 
the CREAMS user manual are used in the software where possible. The units 
are in metric unless otherwise stated. A sample GLEAMS-WT and 
GLEAMS-SWAT erosion parameter file from Ben Hur Research Farm, Baton 
Rouge, Louisiana, for the year 1981 is shown in Table D.4. This example is for 
the overland flow FLGSEQ (Refer to Card 4) option only.
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Table D.3. Sample GLEAMS-SWAT hydrology parameter file for Ben Hur
Research Farm, Baton Rouge Louisiana, 1981.
Benbur Research Farm 1981
Subsurfaca drained plot E.Hydrology Paramatar Fila for GLEAMS-SWAT
81000 0 0 0 0 0
1.553 0.100 0.99 4.0 85 0.0010
5 15.0 30.0 46.0 50.0 90.0
0.47 0.44 0.45 0.458 0.458
0.34 0.324 0.375 0.381 0.381
0.21 0.20 0.30 0.28 0.28
0.50 0.50 0.50 0.50 0.50
0.58173 0.52747 0.50211 0.54693 0.54693
0.05223 0.04467 0.02708 0.03656 0.03656
0 .0 0 0 0 0 0.01562 0.00014 3.24570 2.32000 100.0
1.200 1.200 1.200 1.200 4.000
2 120.0 150.0
4.000 0.100
100.00 150.00 0.51 2000.00 1.91
15.1 17.3 21.4 28.7 28.8 33.3
27.5
24.8 16.9
3.2 6.7 9.7 17.5 17.3 23.5
16.2
11.2 6.9


























Table D.4. Sample GLEAMS-WT and GLEAMS-SWAT erosion parameter file 
for Ben Hur Research Farm, Baton Rouge Louisiana, 1981.
Banhur Research Farm 1981Non-subsurface and subsurface drained plot C and E.
Erosion Parameter File for GLEAMS-WT and GLEAMS-SWAT.
81 81 1 0 1 0





001 122 150 178 222 326
0.74 0.65 0.47 0.35 0.56 0.74
1.0 1.0 1.0 1.0 1.0 1.0
0.012 0.023 0.023 0.032 0.015 0.012
E R O S I O N  C A R D S
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Cards 1-3: TITLE
TITLE Three 80-character lines of alphanumeric information that 
identifies the particular computer run. For example, the soil 
type, the crop rotation, the tillage practices, may be useful in
identifying the file. This title will be printed on the erosion
output file.
Card 4: BYEAR, EYEAR, EROOUT, FLGUPD, FLGSEQ, FLGPRT,
NPART, FLGDAY, METFLG
BYEAR Last two digits of the year when simulation begins, e. g. 73
EYEAR Last two digits of the year when simulation ends, e. g. 75
EROOUT Code for output
0 for abbreviated annual summary output;
1 for detailed annual summary output;
2 for abbreviated monthly and annual summary output;
3 for detailed monthly and annual summary output;
4 for abbreviated storm-by-storm and summary output;
5 for detailed storm-by-storm and summary output;
FLGUPD 0 if the initial annual parameter inputs are to be reused after 
the period of rotation is completed;
1 if a new set of annual parameter inputs is to be read after 
the initial period of rotation is completed.








FLGSEQ determines whether certain groups of cards are read. 
Cards 6, 7, and 8 are always read once and once only. Cards 9 to
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11 are read only if FLGSEQ is 3 or more; they are repeated for a 
second channel if FLGSEQ is 4 or 6. Card 12 is read only if 
FLGSEQ is 2, 5, or 6, and they are read only once.
FLGPRT 0 if the sediment particle specifications are to be computed 
by the model using default values given in the model 
documentation
1 if the sediment particle specifications are to be entered, 
and NPART must be specified.
NPART The maximum number of sediment particle types to be read in, 
e. g. 5  Maximum number of particle types is 10.
FLGDAY Year and Julian day for detailed segment-by-segment output 
(can be obtained for any value of EROOUT), leave blank if 
segment-by-segment output not wanted, e. g.83193.
METFLG Code for metrication
0 if parameter data are in English units;
1 if parameter data are in metric units. 
Option 0 is not available, use option 1.
Card 5: SOLCLY, SOLSLT, SOLSND, SSCLY, SSORG
SOLCLY Fraction of clay in the surface soil layer exposed to erosion, e. 
g. 0 .3 4 .
SOLSLT Fraction of silt in the surface soil layer exposed to erosion, e. 
g. 0 .3 0 .
SOLSND Fraction of sand in the surface soil layer exposed to erosion, e. 
g. 0 .6 5 .
SSCLY Specific surface area for clay particles (m2/g) (suggested value 
of 2 0 .0  for kaolinite and 8 0 0 .0  for montmorillonite), e. g. 2 0 .0 .
SSORG Specific surface area for organic matter (m2/g) (suggested 
value of 10 0 0 .0  for organic matter on the surface, and 2 0 0 0 .O  
for stable soil organic carbon), e. g. 1000.0.
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CALIB Calibration parameter for increasing or decreasing flow 
depth, thereby increasing or decreasing transport capacity. 
A value of 1.0 is to be used if there is no need to calibrate 
transport capacity.
Card 6: DIAM, SPG, FRAC, FRCLY, FRSLT, FRSND, FRORG
If FLGPRT = 0 on Card 4, a Card 6 is not needed. Do not 
leave a blank line. If FLGPRT = 1 on Card 4, as many 
Card 6’s are needed as the value of NPART on Card 4.
The sum of the fractions from clay, silt, and sand for each 
particle size must equal 1.0; organic matter is a fraction of 
the toal sediment mass.
DIAM Particle diameter, mm, e. g. 0.030
SPG Specific gravity of the particle, g/cc, e. g. 2.65
FRAC Fraction of detached sediment that has the specified DIAM and
SPG values, e. g. 0.50.
FRCLY Clay fraction of sediment particle, e. g. 0.30.
FRSLT Silt fraction of sediment particle, e. g. 0.50.
FRORG Organic matter fraction of sediment particle, e. g. 0.02.
Card 7: NPTSO, DAOVR
NPTSO Number of points for overland flow profile slope, e. g. 5 
(Maximum number is 10. Generally little advantage in using 
more than 5.)
DAOVR Drainage area represented by the overland flow profile, 
hectares, e. g. 1.55.
Card 8: XOV(I), SLOV(I) for I = 1 to NPTSO on Card 7
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XOV() Distance from upper end of overland flow profile to the point 
where slope is given, m, e. g. 200.0.
SLOV() Slope of the overland flow profile at the XOV(), m/m, e. g. 
0.0014
NOTE: Up to 5 points can be given on one card. If 6 to 10 points 
are used, two Card 8’s are required. It is possible to have two 
slopes given at the same distance to represent a sharp break. An 
example for an abrupt slope change is shown below
Card 7: 3 2.0
Card 8: 80.0 0.02 80.0 0.04 120.0 0.04
Card 9: NXK, XSOIL(I), KSOIL(I) for I = 1 to NXK
NXK Number (1 to 4) of slope segments differentiated by changes
in soil erodibility factor, e. g. 1
XSOIL() Relative horizontal distance from the top of the slope to the
bottom of the segment, e. g. 1.0
KSOIL() Soil erodibility factor for the slope segment just above XSOIL,
ton/ac per English El, e. g. 0.63. Input in English units 
(personal communication with Frank Davis, 1991).
Example: Assume a horizontal slope length of 60.96 m, KSOIL =
0.20 for the first 45.72 m, and KSOIL = 0.30 for the last 15.24 m.
Card 9 would be as shown below:
Card 9: 2 0.75 0.20 1.0 0.30
The last XSOIL on Card 9 must be 1.0.
Cards 10 to 13 contain the initial channel parameters. If FLGSEQ is 1 or 
2 on Card 4, no Cards 10 to 13 are needed. If FLGSEQ is 4 or 6, two sets of 
Cards 10 to 13 are required for the two channels indicated. Channel profile and 
cross-section plots should be developed before completing Cards 10 to 13.
Card 10: NSC, CTLO
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Card 10 applies to the field channel, standing at the upper end of the 
1st or 2nd channel, whichever is being considered, looking 
downstream.
NSC Number of channel segments differentiated by changes in slope, e. 
g. 3 (Maximum of 5.)
CTLO Channel outlet control condition that affects flow depth:
1 if critical depth controls depth at the end of the channel;
2 if uniform flow controls depth at the end of the channel;
3 same as 2, except Manning’s ”n" for the outlet channel is the 
same as that for the lower segment of the field channel, that is, 
the field channel continues beyond the edge of the field;
4 if a rating curve controls depth at the end of the channel. 
Critical discharge, Q, is computed as follows:
Q = RA * VRN
where
Q = critical discharge, m /sec, 
RA = coefficient (Card 11),
Y = flow depth, m,
RN = exponent (Card 11).
CARD 11: CTLZ, CTLN, CTLSL, RA, RN
NOTE: Card 11 refers to the outlet control channel, that is, standing at
the end of the channel looking downstream (at the end of the
1 st channel looking at the 2nd channel, or at the end of the
field channel looking beyond the edge of the field.
CTLZ Side slope of a cross-section of the outlet control channel, 
expressed as a ratio of horizontal-to-vertical e. g. 20.0
CTLN Manning’s "n" for the outlet control channel, e. g. 0.03
CTLSL Slope of the outlet control channel, m/m, e. g. 0.002
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RA Coefficient in the rating equation, e. g. 2.4 (Leave blank if
CTLO < 4.)
RN Exponent in the rating equation, e. g. 2.25 (Leave blank if
CTLO < 4.)
Card 12: LNGTH, DACHL, DACHU, Z
LNGTH Channel length, m, e. g. 113.08.
DACHL Total drainage area at the lower end of the channel, hectares,
e. g. 1.30
DACHU Drainage area at the upper end of channel, hectares, e. g. 0.08
Z Side slope of field channel cross-section expressed as
horizontal-to-vertical distance, m/m, e. g. 20.0
Enter the value for Z that most closely approximates the 
channel shape.
Card 13: XSLP(1), SSLP(1) for I = 1 to NSC (Card 10)
XLSP() Distance from upper end of the channel to the bottom of 
segment I, m, e.g. 14.02
SSLPQ Slope of segment I directly above, (m/m), e.g. 0.025
Cards 14 and 15 are for impoundment parameters. If FLGSEQ = 1, 3, or 
4 (Card 4), skip cards 14 and 15-do not leave blank lines.
Card 14: CTL
CTL Code for type of impoundment outlet:
1 if the pipe outlet control is typical of impoundment-type 
terraces;
2 if an orifice coefficient, (C on Card 15), is to be entered. 
Card 15: DAPND, INTAKE, FRONT, DRAW, SIDE, DIAO, C
DAPND Total drainage area above the impoundment, same as DACRE 
in hydrology, (hectares), e.g. 1.30.
INTAKE Saturated soil-water intake rate or saturated conductivity within 
the impoundment, cm/h, e.g. 0.51.
FRONT Embankment front slope (vertical to horizontal), m/m, e. g. 
0.20.
DRAW Slope (vertical to horizontal) along channel draining into the 
impoundment, m/m, e. g. 0.024.
SIDE Side slope (vertical to horizontal) of land at impoundment 
toward DRAW, m/m e. g. 0.01.
DIAO Diameter of orifice in outlet pipe, cm, e. g. 7.5. Leave blank if 
CTL = 2.
C Orifice coefficient, e. g. 3000.0. (Leave blank if CTL = 1 on
Card 14).
The equation for C is:
C = 3600 Q/Y0,5
where
Q = peak discharge of pipe outlet, m3/s,
Y = depth of water above orifice, m.
The remaining input, Cards 16 to 25, are updatable parameters that are
time dependent. The program checks FLGUPD (Card 4) to determine whether
to read a new set of updatable parameters or to reuse the original set after a
period of rotation (NYEARS, Card 16) is completed. The execution sequence
flag (FLGSEQ, Card 4) determines the sequence in which Cards 16 to 25 are
read. There are no updatable parameters for the impoundment. The updatable 
overland flow parameters are on Cards 18 to 21, and those for the channel are 
on Cards 22 to 25. An overland-channel-channel sequence (FLGSEQ = 4, 
Card 4) will have Cards 16 and 17 followed by Cards 18 to 21 for the overland 
flow, followed by Cards 22 to 25 for the 1st channel, followed by another set of 
Cards 22 to 25 for the 2nd channel.
Card 16: NYEARS
NYEARS The number of years in this rotation, e. g. 1
Card 17: CDATE(J) for J = 1 to 10
CDATE() The Julian days on which sets of parameters take effect, e. g. 
001, 105, etc.
The first CDATE must be 001 for the first year of a rotation or 
simulation in order to have parameters for model operation to begin 
at the start of a year. The beginning CDATE of subseqent years 
does not have to be 001.
NOTE: The computer reads all 10 data fields on Card 17 but uses 
only values greater than zero. If, for example, only five CDATES 
are to be used in a year (J = 5), enter them in the first five fields of 
the card and leave the last five fields blank.
Use one Card 17 for each year of rotation. The maximum number 
of CDATES possible in a rotation is 40. They may be spread out, 
such as 4 per year for a 10-year rotation (10 Card 17’s); 10 per yr 
for a 4-yr rotation (4 Card 17’s); or any combination between these. 
Each year does not require the same number of CDATES.
Card 16 and an appropriate number of Card 17’s must always be 
the first cards in a set of updatable parameters.
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Cards 18 to 21 contain the updatable parameters for the overland flow. 
Card 18 is read on the initial pass through the program, but not in 
subsequent reads of updatable parameters. This means that the 
XFACT’s initially entered on Card 18 will remain the same for every 
year of the rotation.
Card 18: NXF, XFACT(I) for I = 1 to NXF
NXF Number (1 to 4) of overland flow profile segments differentiated 
by changes in the overland flow updatable (annual) parameters, 
e. g. 1.0
XFACT() Relative horizontal distance from the top of the overland flow 
profile to the bottom of segment I (ratio of distance to bottom 
of segment to total profile length), e. g. 1.0
NOTE: A set of Cards 19 to 21 are needed for each overland flow 
segment, NXF, for each year of the rotation. For example, if NXF = 3 
and NYEARS = 3 (Card 16), 9 sets of Cards 19 to 21 are needed. 
The last XFACT on Card 20 must be 1.0 The proper sequence of 
these sets and the last value are established automatically in the 
parameter editor.
Card 19: CFACT(I,J) for J = 1 to the number of updates per year
CFACTQ Soil loss ratio for overland flow profile segment I, e.g. 0.56
Card 20: PFACT(I,J) for J = 1 to the number of updates per year
PFACTQ Contouring factor for overland flow profile segment I, e.g. 1.0
Card 21: NFACT(I,J) for J = 1 to the number of updates per year
NFACT() Manning’s "n" for overland flow profile segment I, e.g. 0.020
CAUTION: NFACT must never be less than 0.010. This lower limit 
is fixed in the parameter editor which will not accept a smaller 
value.
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Cards 22 to 25 contain the updatable channel parameters. Card 22 is 
read on the initial pass through the program, but not in subsequent 
years of annual channel parameters. This means that the XCHAN's 
entered initially will remain the same or every year of the rotation. The 
proper sequence of these updatable channel parameters is established 
automatically by the parameter editor.
Card 22: NXC, XCHAN(I) for I = 1 To NXC
NXC Number (1 to 4) of channel profile segments differentiated by 
changes in the channel parameters, e.g. 1
XCHANQ Relative horizontal distance from top of channel to the bottom 
of segment I, e.g. 1.0
NOTE: The last value of XCHAN on card 22 must be 1.0 This is 
automatically established by the parameter editor.
Card 23: NCHAN(I,J) for J = 1 to the number of updates per year
NCHAN() Manning's "n" for channel segment I, e.g. 0.045
CAUTION: NCHAN must not be less than 0.030 The parameter 
editor will not accept a smaller value.
Card 24: DCHAN(I,J) for J = 1 to the number of updates per year
DCHAN() Depth to nonerodible layer in the middle of the channel for 
segment I, m, e. g. 0.101.
Card 25: WCHAN(I, J) for J = 1 to the number of updates per year
WCHAN() Top width of channel for segment I, m, e. g. 3.05.
NOTE: A set of Cards 23 to 25 is repeated for each channel segment 
(XCHAN, Card 22). Similarly, a group of sets are repeated for each year 
of the rotation.
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If FLGSEQ = 4 or 6 (Card 4), a similar set of Cards 23 to 25 are repeated
for each segment and year for the second channel.
Parameters on Cards 24 and 25 have a feature none of the other 
parameters has: if negative values are assigned to any parameter-- with one 
important exception described below-the model uses the computed value for 
DCHAN and WCHAN. For example, a -99.0 value on Card 24 tells the model 
to use the simulated value for DCHAN rather than update to some specified 
value, say 0.10. Where a positive value, such as 0.10 is given, it indicates that 
tillage occurred and the depth to nonerodible layer or plowpan is reset to 0.10 
m. The -99.0 is used to make it more prominent; any negative value serves the 
same purpose. These same conditions hold for WCHAN (Card 25), also.
There is one exception where negative values on Cards 24 and 25 have 
computational value, and that is on the first pass through the annual values. 
The first fields of DCHAN and WCHAN values as absolute values. In 
subsequent reuse of the annual values, if a minus sign is present and the 
annual values are to be reused (FLGUOD = 0 on Card 4), computed values of 
DCHAN and WCHAN are used rather than the absolute value of the 
parameters.
D.4 Parameter Sources
The sources of the hydrology and erosion parameters to validate 
GLEAMS-WT and GLEAMS-SWAT are shown in Table D.5. Explanations are 
presented on how the parameters with asterisks were estimated. The 
GLEAMS-WT and GLEAMS-SWAT hydrology and erosion parameter files for
Ben Hur Research Farm, from 1981 to 1987 are contained in a diskette at the 
back of the packet of this dissertation. The contents of the diskette are 
documented in Appendix F.
Table D.5. Sources of the parameter values for validations of GLEAMS, 
GLEAMS-WT and GLEAMS-SWAT.
PARAMETER DEFINITION SOURCE
AREA* Leaf Area Index (m2 leaf 
area/m2 soil).
GLEAMS manual (Knisel et 
al., 1989).
BR15() Wilting point of each soil 
horizon (cm/cm).
Unpublished field local data 
of Elkins and Carter (1970).
BST Fraction of plant available 
water when simulation begins 
(cm/cm).
Assumed.
CDATE Julian days in which set of 
erosion parameters take 
effect.
Field local data given by Dr. 
R.L. Bengtson.
CFACT Soil loss ratio. Wischmeier and Smith 
(1978).
CHS Hydraulic slope of the field 
(m/m).
Field local data reported by 
Bengtson and Sabbagh 
(1990)
CN2 SCS curve number for 
moisture condition II.
GLEAMS manual (Knisel et 
al., 1989).
CONA Soil evaporation parameter. GLEAMS manual (Knisel et 
al., 1989).
DAREA Total drainage area of the field 
(hectares).
Field local data reported in 
Bengtson et al. (1985), and 
Fouss et al. (1987).
DDEPTH Drain depth (cm). Fouss et al., (1987).
DEPS* Depression storage (cm). Skaggs, (1980).
DESIRDQ* Moisture characteristic curve 
intercept for each soil horizon 
(cm/cm).
Determined by using the 
unpublished field local data of 















Moisture characteristic curve 
slope for each soil horizon 
(cm/cm2).
Depth of impermeable layer 
(cm).
Drainage capacity (cm/h).
Effective drain tube radius 
(cm).
Intercept of the drainable 
volume versus water table 
depth relationship (cm).
First order slope of the 
drainable volume versus water 
table depth relationship 
(cm/cm).
Second order slope of the 
drainable volume versus water 
table depth relationship 
(cm/cm2).
Latitude of the site.
Field capacity (cm/cm) of each 
soil horizon.
Intercept of the ET upward flux 
water table depth relationship.
Slope of the ET upward flux 
water table depth relationship.
Winter cover crop factor to 
reflect evaporation.
Determined by using the 
unpublished field local data of 
Elkins and Carter (1970).
Fouss et al. (1987).
Fouss et al. (1987).
Fouss et al. (1987).
Determined by using the local 
data reported by Fouss et al. 
(1987).
Determined by using the local 
data reported by Fouss et al. 
(1987).
Determined by using the local 
data reported by Fouss et al. 
(1987).
Robbins (1991).
Unpublished field local data 
by Elkins and Carter (1970).
Determined by using the local 
data calculated and reported 
by Fouss et al. (1987).
Determined by using the local 
data calculated and reported 
by Fouss et al. (1987). In the 
validation, this value was 
changed by calibration. The 
data used for calibration was 
the 1983 observed water 
table depth of the non­
subsurface drained plot.
GLEAMS manual (Knisel, et 





HK() Lateral or horizontal hydraulic 
conductivity for each soil 
horizon from the surface to the 
impermeable layer (cm/h).
Field local data reported by 
Fouss et al. (1987).
KSOIL Soil erodibility factor (ton per 
acre per English El30).
Barnett et al (1978).
LDATE Planting date. Field local data.
NOSOHZ Number of soil horizons in the 
rootzone.
Unpublished field local data 
of Elkins and Carter (1970).
NOSOHZB Number of soil horizons below 
the maximum effective root 
depth.
Field local data reported by 
Fouss et al. (1987).
NFACT* Manning’s, n, for overland flow 
profile.
GLEAMS manual (Knisel et 
al., 1989).
OM Organic matter content of soil 
horizon (%).
Field local data given by Dr. 
R. L. Bengtson.
PFACT Contouring factor for overland 
flow profile.
Wischmeier and Smith 
(1978).
POR() Porosity for each soil horizon 
(cm3/cm3).
Unpublished field local data 
of Elkins and Carter (1970).
RAD Mean monthly solar radiation 
for each month 
(Langleys/day).
Field local data from the 
adjacent agrometeorological 
station.
RD* Effective maximum root depth 
(cm).
Skaggs et al. (1981), Skaggs 
and Tabrizi (1983), and 
Teare and Peet (1983) as 
reported by Fouss et al. 
(1987).
ROOTGR* Root depth (cm). Skaggs et al. (1981), Skaggs
and Tabrizi (1983), and 
Teare and Peet (1983) as 
reported by Fouss et al. 
(1987). Some of these data 





SLOV Slope of the overland flow 
profile (m/m).
Field local data reported by 
Bengtson and Sabbagh 
(1990).
SOLCLY Fraction of clay in the surface 
layer exposed to erosion.
Field local data given by Dr. 
R.L. Bengtson.
SOLSLT Fraction of silt on the soil 
surface layer exposed to 
erosion.
Field local data given by Dr. 
R.L. Bengtson.
SOLSND Fraction of sand on the soil 
surface layer exposed to 
erosion.
Field local data given by Dr. 
R. L. Bengtson.
SSCLY Specific surface area for clay 
particles (montmorillonite).
GLEAMS manual (Knisel et 
al., 1989).
SSORG Specific surface area for 
organic matter.
GLEAMS manual (Knisel et 
al., 1989).
TEMPN Mean monthly minimum 
temperature for each month 
(°C).
Field local data from the 
adjacent agrometeorological 
station.
TMPX Mean monthly maximum 
temperature for each month 
(°C).
Field local data from the 
adjacent agrometeorological 
station.
WLW Ratio of field length to field 
width (m/m).
Field local data. This was 
calculated from the data 
given by Dr. R.L. Bengtson.
WTI Initial water table depth at the 
beginning of the simulation 
(cm).
Assumed.
XOV Distance from upper end of 
overland flow profile to the 
point where slope is given.




In January 1, AREA is assumed equal to 0. It increases gradually up to
0.09 before plowing. After plowing, AREA is assumed equal to 0 up to the 
seeding day (10-day period). From seeding to harvest, the GLEAMS AREA 
values for corn silage are used. After harvest, AREA is assumed to increase, 
due to weed growth, from 0 to a maximum of 0.32 in Julian day 274 (October 
1). AREA then decreases gradually and equals 0 at Julian day 365.
D.4.2 DEPS
Skaggs (1980) presented some general guidelines (Table D.6) for 
estimating field surface depressional storage. For the Ben Hur experimental 
site, I think from my personal observations at the Ben Hur Research Farm, the 
field surface drainage quality is fair. Hence, a depressional storage of 1.0 cm 
is used in the validations of GLEAMS-WT and GLEAMS-SWAT.
D.4.3 DESIRDQ and DESSLRDQ
Elkins and Carter (1970) conducted an unpublished study about the 
desorption characteristics of the Commerce Clay Loam soil in Ben Hur 
Research Farm. Their data is presented in table D.7. There are 4 soil horizons 
from the surface to the 90 cm maximum effective root depth. The best fitting 
equations relating volumetric moisture content with soil moisture tension for the 
4 soil horizons have the general form:
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Surface relatively smooth and on grade 
so that water does not remain ponded 
in field after heavy rainfall. No potholes 
- adequate outlets.
0.1 - 0.5 cm
Fair
Some shallow depressions, water 
remains in a few shallow pools after 
heavy rainfall. Micro-storage caused by 
disking or cultivation may cause surface 
drainage to be only fair even when field 
surface is on grade.
0.6 - 1.5 cm
Poor
Many depressions or potholes of 
varying depth. Widespread ponding of 
water after heavy rainfall. Or 
inadequate surface outlets such as 
berms around field ditches. Or very 
rough surface such as directly after 
plowing.
1.6 - 2.5 cm 
or greater
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0 0.47 0.44 0.45 0.46 0.45
10 0.45 0.43 0.44 0.45 0.45
20 0.43 0.38 0.42 0.44 0.45
40 0.40 0.37 0.41 0.42 0.45
60 0.37 0.34 0.38 0.40 0.43
100 0.34 0.32 0.37 0.38 0.41
160 0.31 0.30 0.36 0.36 0.39
333 0.28 0.27 0.35 0.33 0.36
1000 0.25 0.25 0.34 0.31 0.31
4000 0.23 0.23 0.32 0.30 0.28
8000 0.22 0.21 0.31 0.30 0.27
15000 0.21 0.20 0.30 0.28 0.26
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WTSMk = DESIRDk -  DESSLRDk log a( R L A (D.3)
where: WTSMk is the equilibrium volumetric soil moisture content, DESIRDk is 
the intercept, DESSLRDk is the slope, and RLAYk is the soil tension at the ft"1 
horizon. The values of DESIRDk, DESSLRDk, and their coefficient of 
determinations (R2*) for the 4 soil horizons are shown in table D.8. Their graphs 
are plotted in Figure D.1 to D.4. The regression equations are in the range of 
10 cm < RLAYk < 333 cm.
D.4.4 DVINT, DVSL1, and DVSL2
Fouss et al. (1987) presented a field drained volume versus water table 
depth database for the Commerce Clay Loam soil at Ben Hur (Table D.9). The 
best fitting equation is (R2 = 0.998),
DV = 0.01562 WTD + 0.00014 WTD* (D-4>
where: DV is the drainable volume in cm, and WTD is the water table depth in 
cm. Hence, DVINT = 0.0, DVSL1 = 0.01562, and DVSL2 = 0.00014. The 
graph of the best fitting curve is shown in Figure D.5. The regression equation 
is in the range of 10 cm < WTD < 100 cm. In the GLEAMS-WT and GLEAMS- 
SWAT models the range were extrapolated to 5 cm < WTD < 120 cm.
D.4.5 FLUXINT and FLUXSLO
Fouss et al. (1987) calculated the relationship between steady-state 
upward flux and water table depth below the average root depth by using 
computational procedures recommended by Skaggs (1978,1980a, and 1980b),
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Table D.8. D E S S /R D #  D E S S L R D k, and R2k for four soil horizons.
Layer DESSIRDk DESSLRDk R2k
0 -1 5  cm 0.582 0.052 0.98
15 - 30 cm 0.527 0.045 0.99
30 - 46 cm 0.502 0.027 0.97
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•  DATA POINTS 
—  DV=0.0156W T+0.00014W T»
2 - -
1 - -
20 40 80 10060
Water Table Depth (cm)
Figure D.5. Field drained volume (DV) versus water table depth 
(WT) relationship for the Commerce Clay Loam at 
Ben Hur Research Farm, Baton Rouge, LA.
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and Alexander (1982). Their results are presented in Table D.9. The best 
fitting equation for this relationship is (R2 = 0.999):
WTET = e13'45 '  1 -97100 J«.t/ADSP7)I (D.5)
where: WTET is the upward flux in cm/h, and FLUXDEPT is the distance from 
the midpoint of the root depth to the water table. Hence, FLUXINT = 3.45, and 
FLUXSLO = 1.97. The graph of the relationship is shown in Figure D.6. The 
regression equation is in the range of 10 cm < FLUXDEPT < 100 cm. 
Preliminary analysis of the predicted versus the observed water table depths 
showed that a FLUXSLO = 1.97 overestimates the fall of the water table. 
Therefore, the observed water table data for the non-subsurface drained plot for 
1983, was used to calibrate the best FLUXSLO value. The calibrated value is 
2.32. The graph of this relationship is shown in Figure D.6. Upward flux 
estimations decreased when FLUXSLO = 2.32, specially at low water table 
depths.
D.4.6 NFACT
The NFACT values during the corn growing season were taken from the 
GLEAMS manual (small grains plowed up and down the slope). During the 
winter months, vegetation was poor, therefore NFACT = 0.012. At plowing, 
surface roughness was assumed to be approximately 2 to 4 inches deep and 
NFACT = 0.023. As the corn silage grew, NFACT increased from 0.023 (good 
stand) to 0.032 (dense stand). At harvest, NFACT decreased to 0.015 
(moderate stand), and finally decreased to 0.012 (poor stand) in Julian day 326.
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Table D.9. Field drained volume and steady-state upward flux versus water table








































— FLUXSLO a 1.87
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Water Table Depth (cm)
Figure D.6. Steady state upward flux (WTET) versus water table depth 
(WT) relationship for the Commerce Clay Loam at 
Ben Hur Research Farm, Baton Rouge, LA.
D.4.7 RD and ROOTGR
The effective root depths for the normal to wet and drier than normal 
conditions presented by Fouss et al. (1987), (Table D.10) were used in this 
validation. However, some changes were done:
1. The Julian day intervals were adjusted to ‘fit’ with the leaf area 
index (AREA) intervals, and actual growing seasons.
2. The 3 cm root depths for Julian days 1, 90, 392 (normal to wet), 
and 366 were replaced by a value of 5 cm. Preliminary tests of the 
GLEAMS-WT for the year 1983 has given good results in water 
table predictions when 5 cm, instead of 3 cm is used.
3. The day following harvest date, a 10 cm root depth was 
assumed, instead of the 15 cm (normal to wet) and 50 cm (drier 
than normal) root depth assumptions by Fouss et al. (1987).
4. The 1987 root depth was changed. The reasons are presented 
in Chapter 6.
D.5 Sample Output
D.5.1 GLEAMS-WT hydrology output
Table D.11 shows a sample GLEAMS-WT annual summary hydrology 
output (option 0 from HYDOUT in Card 4) for Ben Hur Research Farm. There 
are 4 distinct differences with the GLEAMS hydrology output:
1. WATER TABLE UPFLUX. This is the soil water depleted from 
the GLEAMS computational layers, which resulted in the lowering of
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Table D.10. Assumed effective com root depth vs. day of the year, for normal-to- 
wet, and drier-than-normal growing seasons in the Lower Mississippi 





Corn root deDth. cm 
Growing season soil moisture conditions
Normal-to-wet Drier-than-normal








1 3 5 3 5
90 3 5 3 5
108 10 10 30 30
121 15 15 45 45
135 25 25 75 75
155 30 30 90 90
183 30 30 90 90
212 30 30 90 90
213 15 10 50 10
264 10 10 50 50
292 3 5 35 35
366 3 5 3 5
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Table D.11. Sample GLEAMS-WT hydrology output from Ben Hur Research
Farm, 1981.
G L E A M S  1.8.55 HYDROLOGY OUTPUT
Benhur Raaaarch Farm 1981Hydrology Parameter File for GLEAMS-WT 







MONTHLY MEAN MINIMUM TEMPERATURES, DEGREES CENTIGRADE
5.26 6.37 9.79 14.61 19.55
24.79 23.68 20.26 15.44 10.50
MONTHLY MEAN MAXIMUM TEMPERATURES, DEGREES CENTIGRADE
16.94 17.78 20.88 25.41 30.17
35.52 34.69 31.59 27.06 22.30
MONTHLY MEAN RADIATION,, LANGLEYS PER DAY
210.12 260.54 330.60 401.54 454.34
457.61 407.20 337.13 266.20 213.39
LEAF AREA INDEX TABLE
IRFLG DATE LAI
0 1 0.00












WINTER C FACTOR - 1.00
LAI-DAYS . 139.68
Table D.11. Sample GLEAMS-WT hydrology output from Ben Hur Research
Farm, 1981 (Continued).
FIELD AREA ROOTING DEPTH 
SATURATED CONDUCTIVITY 
AVO. FUL
AVG. FIELD CAPACITY 
INITIAL STORAGE FRACTION 
EVAPORATION COEFFICIENT 
AVERAGE POROSITY 
SCS CURVE NUMBER 
CHANNEL SLOPE 
WATERSHED LEN/WIDTH RATIO 
PEAK FLOW RATE COEFFICIENT 
PEAK FLOW RATE EXPONENT 
UPPER LIMIT OF STORAGE 
AVG. 15-BAR WATER CONTENT 
INITIAL SOIL WATER STORAGE 
FRAC. P.A.W. TO BEGIN IRR. 
FRAC. P.A.W. TO END IRR.
UPPER L IM IT  OP STORAGES, CM
0 .2 6 0  1 .8 2 0  1 .8 2 0  3 .6 0 0  1 .2 0 0  1 .2 0 0
IN IT IA L  PLANT AVAILABLE STORAGE, CM
0 .2 5 7  1 .8 0 2  1 .8 0 2  3 .5 6 4  1 .1 8 8  1 .1 8 8
POROSITY BY LAYER (CC/CC)
0 .4 7 0  0 .4 7 0  0 .4 7 0  0 .4 4 0  0 .4 5 0  0 .4 5 0
PUL BY LAYER (CM/CM)
0 .5 0 0  0 .5 0 0  0 .5 0 0  0 .5 1 7  0 .5 0 0  0 .5 0 0
PBXLD CAPACITY BY LAYER (CM/CM)
0 .3 4 0  0 .3 4 0  0 .3 4 0  0 .3 2 4  0 .3 7 5  0 .3 7 5
F IELD  CAPACITY BY LAYER (CM)
0 .3 4 0  2 .3 8 0  2 .3 8 0  4 .8 6 0  3 .0 0 0  3 .0 0 0
15-BAR HATER CONTENT BY LAYER (CM/CM)
0 .2 1 0  0 .2 1 0  0 .2 1 0  0 .2 0 0  0 .3 0 0  0 .3 0 0
HATER CONTENT AT H IL T .  P T . BY LAYER (CM)
0 .2 1 0  1 .4 7 0  1 .4 7 0  3 .0 0 0  2 .4 0 0  2 .4 0 0
FOREST COVER « NONE
ANNUAL TOTALS FOR 




ACTUAL PLANT EVAP 
ACTUAL S O IL  EVAP 
HATER TABLE UPFLUX 
TOTAL ET 
TOTAL INTERCEPTION 
TOTAL IN T  PLUS ET 
BEGIN S O IL  HATER 
F IN A L  S O IL  HATER 
CHANGE SURFACE ST. 
IR R IG A TIO N  APPLIED 
HATER BUDGET BAL.
1981
1 1 6 .9 3 0  CM
1 1 6 .9 3 0  CM 
2 6 .5 8 9  CM
8 .0 1 1  CM 
2 4 .3 1 4  CM 
5 3 .3 4 6  CM 
4 .5 3 2  CM 
8 6 .4 1 5  CM 
0 .0 0 0  CM 
7 7 .6 6 0  CM 
1 7 .5 5 5  CM 
1 2 .4 6 1  CM 
- 1 .0 0 0  CM 
0 .0 0 0  CM 















0.259 CM/CM 17.555. CM 
0 . 0 0 0  
0 . 0 0 0
2 .6 1 1 2 .6 1 1 2 .6 1 1
2 .5 8 5 2 .5 8 5 2 .5 8 5
0 .4 5 8 0 .4 5 8 0 .4 5 8
0 .5 6 7 0 .5 6 7 0 .5 6 7
0 .3 8 1 0 .3 8 1 0 .3 8 1
5 .5 8 8 5 .5 8 8 5 .5 8 8
0 .2 8 0 0 .2 8 0 0 .2 8 0
4 .1 0 7 4 .1 0 7 4 .1 0 7
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Table D.11. Sample GLEAMS-WT hydrology output from Ben Hur Research
Farm, 1981 (Continued).
AVERAGE ANNUAL VALUES 
PRECIPITATIO N -  1 1 6 .9 3 0  CM 
PREDICTED RUNOFF -  3 6 .5 8 9  CM
DEEP PERCOLATION •  8 .0 1 1  CM
TOTAL ET « 8 6 .4 1 5  CM
IRRIG ATIO N AP PLIED - 0 .0 0 0  CM
AVG. AVAL. STORAGE -  2 .3 8 3  CM 
F IN A L  AVAL. STORAGE -  2 .0 7 5  CM
F IN A L STORAGE FOR BACH FRACTION
0 .2 6 0  1 .3 7 0  1 .2 8 9  2 .2 9 8  0 .6 0 0  0 .6 0 0  1 .4 8 1  1 .9 5 2  2 .6 1 1
G L E A M S  HYDROLOGY SUMMARY 
VERSION 1 .8 .5 5  MARCH 1 , 1990
D e n h u r R e s e a rc h  Farm  1961
H y d ro lo g y  P a ra m e te r  F i l e  f o r  OLEAMS-lfr






RAIN RUNOFF ET PBRC AVG 0W ZRRIOAT
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
CM CM CM CM CM a c CM
JAN 2 .5 4 0 2 .5 4 0 0 .3 7 1 4 .3 3 7 0 .0 0 0 3 9 .3 8 8 0 .0 0 0
FEB 2 0 .6 6 0 2 0 .6 6 0 1 4 .2 0 2 5 .2 0 5 1 .0 4 6 4 0 .0 7 7 0 .0 0 0
MAR 5 .7 1 0 5 .7 1 0 0 .7 2 8 3 .6 6 0 1 .0 8 9 3 9 .0 9 8 0 .0 0 0
APR 2 .8 1 0 2 .8 1 0 0 .3 2 4 3 .7 9 6 0 .0 0 0 3 8 .8 1 7 0 .0 0 0
MAY 1 1 .1 6 0 1 1 .1 8 0 2 .4 9 5 1 0 .9 0 9 1 .2 0 1 3 6 .2 9 4 0 .0 0 0
JUN 2 1 .9 9 0 2 1 .9 9 0 3 .7 7 2 1 4 .2 7 4 3 .1 1 4 3 6 .4 4 1 0 .0 0 0
JU L 1 5 .7 1 0 1 5 .7 1 0 0 .9 2 2 1 6 .7 1 4 0 .7 4 5 3 4 .7 5 7 0 .0 0 0
AUG 5 .8 7 0 5 .8 7 0 0 .1 4 9 8 .4 8 6 0 .0 0 0 3 0 .6 4 4 0 .0 0 0
SEP 6 .1 5 0 8 .1 5 0 0 .2 2 6 6 .7 1 8 0 .0 0 0 3 1 .7 0 8 0 .0 0 0
OCT 4 .2 1 0 4 .2 1 0 0 .0 0 0 4 .7 5 8 0 .0 0 0 3 1 .2 1 4 0 .0 0 0
NOV 4 .3 3 0 4 .3 3 0 0 .0 0 0 3 .6 2 0 0 .0 0 0 3 0 .6 1 0 0 .0 0 0
DEC 1 3 .7 7 0 1 3 .7 7 0 3 .3 9 9 3 .7 3 6 0 .8 1 5 3 3 .4 5 4 0 .0 0 0






RAZN RUNOFF ET PERC AVG 0H IRRZOAT
————— _————_ - - - - - - - - - - - - - - - - - - - - - - - -
JAN 2 .5 4 0 2 .5 4 0 0 .3 7 1 4 .3 3 7 0 .0 0 0 3 9 .3 8 8 0 .0 0 0
FBB 2 0 .6 6 0 2 0 .6 6 0 1 4 .2 0 2 5 .2 0 5 1 .0 4 6 4 0 .0 7 7 0 .0 0 0
MAR 5 .7 1 0 5 .7 1 0 0 .7 2 8 3 .6 6 0 1 .0 8 9 3 9 .0 9 8 0 .0 0 0
APR 2 .8 1 0 2 .8 1 0 0 .3 2 4 3 .7 9 6 0 .0 0 0 3 8 .8 1 7 0 .0 0 0
MAY 1 1 .1 8 0 1 1 .1 8 0 2 .4 9 5 1 0 .9 0 9 1 .2 0 1 3 6 .2 9 4 0 .0 0 0
JUN 2 1 .9 9 0 2 1 .9 9 0 3 .7 7 2 1 4 .2 7 4 3 .1 1 4 3 6 .4 4 1 0 .0 0 0
JU L 1 5 .7 1 0 1 5 .7 1 0 0 .9 2 2 1 6 .7 1 4 0 .7 4 5 3 4 .7 5 7 0 .0 0 0
AUG 5 .8 7 0 5 .8 7 0 0 .1 4 9 8 .4 8 6 0 .0 0 0 3 0 .6 4 4 0 .0 0 0
SEP 8 .1 5 0 8 .1 5 0 0 .2 2 6 6 .7 1 8 0 .0 0 0 3 1 .7 0 8 0 .0 0 0
OCT 4 .2 1 0 4 .2 1 0 0 .0 0 0 4 .7 5 8 0 .0 0 0 3 1 .2 1 4 0 .0 0 0
NOV 4 .3 3 0 4 .3 3 0 0 .0 0 0 3 .8 2 0 0 .0 0 0 3 0 .6 1 0 0 .0 0 0
DEC 1 3 .7 7 0 1 3 .7 7 0 3 .3 9 9 3 .7 3 6 0 .8 1 5 3 3 .4 5 4 0 .0 0 0
TOT 1 1 6 .9 3 0 1 1 6 .9 3 0 2 6 .5 8 9 8 6 .4 1 5 8 .0 1 1 3 5 .2 0 8 0 .0 0 0
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the water table. This excludes the soil water depleted below the maximum 
effective root depth. For 1981, WATER TABLE UPFLUX is equal to 4.5 cm.
2. TOTAL ET. In GLEAMS-WT, TOTAL ET is the actual 
evapotranspiration from (i) the plant, (ii) the soil, (iii) the 
depressional storage, and (iv) the WATER TABLE UPFLUX. The 
upward flux from the water table below the maximum effective root 
depth is excluded from TOTAL ET. The ’true' total ET is higher than 
the TOTAL ET. The evaporation contributed by depression storage 
(Edep) is not shown in the output. It can be calculated by:
E*p =  TET - ApE - ASE - WTU (D .6 )
where: TET is the TOTAL ET, APE is the ACTUAL PLANT EVAP,
ASE is the ACTUAL SOIL EVAP, and WTU is the WATER TABLE 
UPFLUX. Substituting the values from Table D.11 to equation (D.6) 
yields,
= 86.415 -  53.346 -  24.314 = 8.755 (D.7)
The predicted contribution of depressional storage to TOTAL ET, for 
1981, is 8.76 cm.
3. The water budget balance (WBL) is:
WBL = P -  RV -  PERC -  TET + BSW -  FSW + CSS (D-8)
where: P is  the PRECIP. NET, RV is the PREDICTED RUNOFF, 
PERC is the DEEP PERCOLATION, TET is the TOTAL ET, BSW
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is the BEGIN SOIL WATER, FSW is the FINAL SOIL WATER, and 
CSSistheCHANGESURFACEST. There is no CSS in GLEAMS.
It is equal to:
CSS = ISS -  FSS (°-9)
where: ISS is the initial water in the depressional storage (cm), and 
FSS is the final water in the depressional storage (cm). Substituting 
the values from table D.11 to equation (D.8) yields,
(D.10)
WBL = 116.93 -  26.589 -  8.011 - 86.415 + 17.555 -  12.461 -  1.000 = 0.009
The WBL is not equal to zero due to rounding off errors, The 
WBL’s calculated from 1982 to 1987 are zero. The daily water 
balance error were checked during the model verification stage.
They were very very small and in the order of lO"8 to 10'9 cm.
4. The monthly summary output is the same as in GLEAMS, 
however, the values of AVG-SW (average soil water) will be higher, 
specially during the winter months and during the normal to wet 
periods.
D.5.2 GLEAMS-SWAT hydrology output
Table D.12 shows a sample GLEAMS-SWAT annual summary hydrology 
output (option 0 for HYDOUT in Card 4). There are 9 distinct differences with 
the GLEAMS hydrology output. Four of them were enumerated in the previous 
section. The other 5 are:
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Table D.12. Sample GLEAMS-SWAT hydrology output from Ben Hur Research
Farm, 1981.
G L E A M S  1.8.55 HYDROLOGY OUTPUT
Benhur Research Farm 1981 to 1987
Subsurface Drained Plot E
Hydrology Parameter File for GLEAMS-SHAT
MONTHLY MEAN MINIMUM TEMPERATURES, DEGREES CENTIGRADE
5.26 6.37 9.79 14.61 19.55 23.27
24.79 23.68 20.26 15.44 10.50 6.78
MONTHLY MEAN MAXIMUM TEMPERATURES, DEGREES CENTIGRADE
16.94 17.78 20.88 25.41 30.17 33.87
35.52 34.69 31.59 27.06 22.30 18.60
MONTHLY MEAN RADIATION,, LANGLEYS PER DAY
210.12 260.54 330.60 401.54 454.34 474.87
457.61 407.20 337.13 266.20 213.39 192.87
















WINTER C FACTOR 1.00
LAI-DAYS - 139.68
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Table D.12. Sample GLEAMS-SWAT hydrology output from Ben Hur Research
Farm, 1981 (Continued).
FIELD AKEA 1.553 HAROOTING DEPTH 90.000 CM
SATURATED CONDUCTIVITY 0.100 CM/HRAVG. FUL 0.536
AVG. FIELD CAPACITY 0.364 CM/CM
INITIAL STORAGE FRACTION 0.990
EVAPORATION COEFFICIENT 4.000
AVERAGE POROSITY 0.456 CC/CC
SCS CURVE NUMBER 85.000CHANNEL SLOPE 0.001 U/U
WATERSHED LEN/WIDTH RATIO 2.570
PEAK FLOW RATE COEFFICIENT 6.078
PEAK FLOW RATE EXPONENT 0.843UPPER LIMIT OF STORAGE 17.732 CM
AVG. 15-BAR WATER CONTENT 0.259 CM/CM
INITIAL SOIL WATER STORAGE 17.555 CM
FRAC. P.A.W. TO BEGIN IRR. 0.000
FRAC. P.A.W. TO END IRR. 0.000
UPPER L IM IT  OP STORAGES, CM
0 .3 6 0  1 .8 2 0  1 .8 2 0 3 .6 0 0 1 .2 0 0 1 .2 0 0 0 .7 1 2 2 .3 7 3 2 .3 7 3 2 .3 7 3
IN IT IA L  PLANT AVAILABLE 8T0RAQB, 
0 .2 5 7  1 .8 0 2  1 .8 0 2
CM
3 .5 6 4 1 .1 8 8 1 .1 8 8 0 .7 0 5 2 .3 5 0 2 .3 5 0 2 .3 5 0
POROSITY BY LAYER (CC/CC)
0 .4 7 0  0 .4 7 0  0 .4 7 0 0 .4 4 0 0 .4 5 0 0 .4 5 0 0 .4 5 8 0 .4 5 8 0 .4 5 8 0 .4 5 8
FUL BY LAYER (CM/CM)
0 .5 0 0  0 .5 0 0  0 .5 0 0 0 .5 1 7 0 .5 0 0 0 .5 0 0 0 .5 6 7 0 .5 6 7 0 .5 6 7 0 .5 6 7
F B ILD  CAPACITY BY LAYER (CM/CM) 
0 .3 4 0  0 .3 4 0  0 .3 4 0 0 .3 2 4 0 .3 7 5 0 .3 7 5 0 .3 8 1 0 .3 8 1 0 .3 8 1 0 .3 8 1
F IE LD  CAPACITY BY LAYER (CM) 
0 .3 4 0  2 .3 8 0  2 .3 8 0 4 .8 6 0 3 .0 0 0 3 .0 0 0 1 .5 2 4 5 .0 8 0 5 .0 8 0 5 .0 8 0
15-BAR HATER CONTENT BY LAYER (O f/C M )
0 .2 1 0  0 .2 1 0  0 .2 1 0  0 .2 0 0 0 .3 0 0 0 .3 0 0 0 .2 8 0 0 .2 8 0 0 .2 8 0 0 .2 8 0
WATER CONTENT AT H IL T .  P T . BY LAYER (CM) 
0 .2 1 0  1 .4 7 0  1 .4 7 0  3 .0 0 0 2 .4 0 0 2 .4 0 0 1 .1 2 0 3 .7 3 3 3 .7 3 3 3 .7 3 3
FOREST COVER *  NONE
ANNUAL TOTALS FOR 1981
P R E C IP ., TOTAL 116 930 CM
P R E C IP ., NET 116 930 CM
PREDICTED RUNOFF 16 736 CM
DBBP PERCOLATION 9 979 CM
ACTUAL PLANT EVAP 27 131 CM
ACTUAL S O IL  EVAP 55 572 CM
NT UPFLUX IN  RZ 0 181 CM
TOTAL ET 82 884 CM
SUBDRAINAGE IN  RZ 13 496 CM
BEGIN S O IL WATER 17 555 CM
F IN A L S O IL WATER 11 390 CM
CHANGE SURFACE ST. 0 000 CM
IRRIG ATIO N APPLIED 0 000 CM
WATER BUDGET BAL. 0 000 CM
NT UPFLUX BELOW RZ 1 997 CM
SUBDRAIN BELOW RZ 1 558 CM
TOTAL SUBDRAINAGE IS 054 CM
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Table D.12. Sample GLEAMS-SWAT hydrology output from Ben Hur Research
Farm, 1981. (Continued).
AVERAGE ANNUAL VALUES 
PREC IP ITATIO N -  1 1 $ .9 3 0  CM
PREDICTED RUNOFF -  1 6 .7 3 6  CM
DEEP PERCOLATION •  9 .9 7 9  CM
SUBSURFACE DRAINAGE- 1 5 .0 5 4  CM 
TOTAL ET « 8 2 .8 8 4  CM
IR R IG ATIO N  APPLIED -  0 .0 0 0  CM
AVO. AV AL. STORAGE -  2 .9 0 2  CM 
F IN A L  AVAL. STORAGE -  2 .4 9 7  CM
F IN A L STORAGE FOR EACH FRACTION
0 .0 0 0  0 .7 5 1  1 .1 3 2  2 .5 9 5  0 .7 3 2  0 .7 0 9  0 .4 0 4  1 .3 4 7  1 .3 4 7  2 .3 7 3
G L E A M S  HYDROLOGY SUMMARY 
VERSION 1 . 8 .5 5  MARCH 1 , 1990
B e n h u r R a a w r e b  F a n  1981 t o  1987
S u b s u r fa c e  D r a in e d  P l o t  B






R A IN RUNOFF ET PERC AVG AN IR R IO AT DRAIN
—————— - - - - - - --------------------
CM CM CM CM CM CM CM CM
JAN 2 .5 4 2 .5 4 0 .3 1 3 .6 8 0 .6 0 3 8 .7 8 0 .0 0 0 .7 2
FEB 2 0 .6 6 2 0 .6 6 7 .8 0 2 .2 1 3 .8 7 3 8 .0 2 0 .0 0 7 .3 9
MAR 5 .7 1 5 .7 1 0 .3 8 3 .1 7 1 .1 8 3 7 .9 1 0 .0 0 1 .0 6
APR 2 .8 1 2 .8 1 0 .1 9 2 .6 2 0 .5 4 3 7 .6 6 0 .0 0 0 .6 7
MAY 1 1 .1 8 1 1 .1 8 2 .4 4 9 .8 8 0 .8 0 3 5 .9 5 0 .0 0 1 .2 8
JUN 2 1 .9 9 2 1 .9 9 3 .3 7 1 5 .4 9 1 .7 0 3 5 .6 7 0 .0 0 1 .4 4
JU L 1 5 .7 1 1 5 .7 1 0 .7 1 1 7 .4 7 0 .4 0 3 3 .1 9 0 .0 0 0 .7 5
AUG 5 .8 7 5 .8 7 0 .1 3 8 .5 2 0 .0 0 2 8 .9 6 0 .0 0 0 .0 0
SEP 8 .1 5 8 .1 5 0 .2 0 6 .7 2 0 .0 0 3 0 .0 5 0 .0 0 0 .0 0
OCT 4 .2 1 4 .2 1 0 .0 0 4 .7 6 0 .0 0 2 9 .5 6 0 .0 0 0 .0 0
NOV 4 .3 3 4 .3 3 0 .0 0 3 .8 2 0 .0 0 2 8 .9 5 0 .0 0 0 .0 0
DEC 1 3 .7 7 1 3 .7 7 1 .1 9 4 .5 3 0 .8 9 3 1 .9 1 0 .0 0 1 .7 6
TOT 1 1 6 .9 3 1 1 6 .9 3 1 6 .7 4 8 2 .8 8 9 .9 8 3 3 .8 9 0 .0 0 1 5 .0 5
TOTAL NET
MONTH RAIN R A IN
JAN 2 .5 4 2 .5 4
FEB 2 0 .6 6 2 0 .6 6
MAR 5 .7 1 5 .7 1
APR 2 .8 1 2 .8 1
MAY 1 1 .1 8 1 1 .1 8
JUN 2 1 .9 9 2 1 .9 9
JU L 1 5 .7 1 1 5 .7 1
AUG 5 .8 7 5 .8 7
SEP 8 .1 5 8 .1 5
OCT 4 .2 1 4 .2 1
NOV 4 .3 3 4 .3 3
DEC 1 3 .7 7 1 3 .7 7
TOT 1 1 6 .9 3 1 1 6 .9 3
ANNUAL AVERAOBS
RUNOFF ET PERC
0 .3 1 3 .6 8 0 .6 0
7 .8 0 2 .2 1 3 .8 7
0 .3 8 3 .1 7 1 .1 8
0 .1 9 2 .6 2 0 .5 4
2 .4 4 9 .8 8 0 .8 0
3 .3 7 1 5 .4 9 1 .7 0
0 .7 1 1 7 .4 7 0 .4 0
0 .1 3 8 .5 2 0 .0 0
0 .2 0 6 .7 2 0 .0 0
0 .0 0 4 .7 6 0 .0 0
0 .0 0 3 .8 2 0 .0 0
1 .1 9 4 .5 3 0 .8 9
1 6 .7 4 8 2 .8 8 9 .9 8
AVG SW IR R IO AT DRAIN
3 8 .7 8 0 .0 0 0 .7 2
3 8 .0 2 0 .0 0 7 .3 9
3 7 .9 1 0 .0 0 1 .0 6
3 7 .6 6 0 .0 0 0 .6 7
3 5 .9 5 0 .0 0 1 .2 8
3 5 .6 7 0 .0 0 1 .4 4
3 3 .1 9 0 .0 0 0 .7 5
2 8 .9 6 0 .0 0 0 .0 0
3 0 .0 5 0 .0 0 0 .0 0
2 9 .5 6 0 .0 0 0 .0 0
2 8 .9 5 0 .0 0 0 .0 0
3 1 .9 1 0 .0 0 1 .7 6
3 3 .8 9 0 .0 0 1 5 .0 5
1. SUBDRAINAGE IN RZ. This is the predicted annual amount of 
water that drained into the drain tubes that came from the surface 
depressional storage and the GLEAMS computational layers. In 
1981 it is 13.496 cm.
2. SUBDRAIN BELOW RZ. This is the predicted annual amount of 
water that drained into the drain tubes that came from the soil water 
below the GLEAMS computational layers. In 1981, it is 1.558 cm.
3. TOTAL DRAINAGE. This is the total annual subsurface drainage 
volume, which is equal to the sum of SUBDRAINAGE IN RZ and 
SUBDRAIN BELOW RZ. In 1981, it is 15.054 cm.
4. WT UPFLUX BELOW RZ. This is the predicted annual amount 
of water that evapotranspired from below the GLEAMS 
computational layers. In 1981, it is 1.997 cm.
5. In the monthly output summary, DRAIN was added. This is 
thepredicted monthly subsurface drainage volume.
D.5.3 Water table depth output
Table D.13 shows a sample GLEAMS-WT output of daily water table 
depth from Julian days 1 to 31 (January 1981). The first column is the Julian 
day, and the second column is the water table depth in cm. The GLEAMS- 
SWAT has the same output format.
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The erosion outputs of GLEAMS-WT and GLEAMS-SWAT are identical 
with the GLEAMS (version 1.8.55) output. An example is shown in table D.14 
for the non-subsurface drained plot in 1981.
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Table D.14. Sample GLEAMS-WT/GLEAMS-SWAT soil erosion output from Ben
Hur Research Farm, 1981.
O L B A M S NONPOINT SOURCE POLLUTION MODEL (EROS ION/SEDIMENT YIELD)
VERSION 1.8.55, MAR 1, 1990 TIPTON OA
CARD lsBanhur Simulated Erosion 1981
CARD 2 1BrosIon Paramatar Pila for O LEAKS-WT and GLEAMS-SWAT 
CARD 3iNon-aubsurfaca drainad Plot O.
CARD 4i 81 87 1 0 1 0
CARD 5i 0.340 0.360 0.300 800.0001000.000
CARD 7 ■ 1 1.553
CARD 8s 199.800 0.001
CARD 9s 1 1.000 0.630
CARD 16 s 1
CARD 17 s 1 122 ISO 178 222 326
CARD 18 s 1 1.000
CARD 19 s 0.740 0.650 0.470 0.350 0.560 0.740
CARD 20s 1.000 1.000 1.000 1.000 1.000 1.000
CARD 21s 0.012 0.023 0.023 0.032 0.015 0.012
O L E A M S NONFOINT SOURCE POLLUTION MODEL (EROSION/SEDIMENT YIELD) 
VERSION 1.8.55, MAR 1, 1990 TIPTON OA
Banhur Simulatad Erosion 1981
Erosion Paramatar Pila for OLBAMS-WT and OLEAKS-SWAT 
Non-subsurfaoa drainad Plot O.
INITIAL CONSTANTS
BEGINNING YEAR POR THIS RUN 81
DATE POR SEGMENT OUTPUT 0
WT. DBNSITY SOIL (IN PLACE) 1.4 G/CM**3
MANNING N BARB SOIL (OVER) 0.010
MANNING N BARB SOIL (CHAN) 0.030
CHANNEL ERODIBILITY FACTOR 0.018
(TONNE-HA-H/HA-MJ-MM)
YALIN CONSTANT (ALL FART.) 0.635
MOMBNTUM COBPP. POR 
NONUNIFOKM VELOCITY
IN CROSS SECTION 1.56 (NO UNITS)
DISTRIBUTION OP PRIMARY PARTICLES 
AND ORGANIC MATTER IN THE ORIGINAL SOIL HASS






ORGANIC MATTER 0.005 1000.000
(ORGANIC CARBON ■ ORGANIC MATTER/1.73)
INDEX OP SPECIFIC SURFACE 274.98 M**2/G OP TOTAL SOIL
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Table D.14. Sample GLEAMS-WT/GLEAMS-SWAT soil erosion output from Ben
Hur Research Farm, 1981 (Continued).
PARTICLE SPECIFICATIONS
TYPE DIA. BQSAND DIA. SPORAV. FRAC. ZH
B O . MM KM GM/CM*«3 DETACH. SED.
1 0.003 2.60 0.09
2 0.010 2.65 0.03
3 0.068 1.80 0.33
6 0.680 1.60 0.51
5 0.200 2.65 0.06
PARTICLE COMPOSITION
TYPE PRIMARY PARTICLE FRACTIONS
NO. CLAY SILT SAND ORGANIC MATTER
1 1.000 0.000 0.000 0.015
2 0.000 1.000 0.000 0.000
3 0.686 0.516 0.000 0.007
6 0.181 0.308 0.511 0.003
5 0.000 0.000 1.000 0.000
OVERLAND PLOW INPUTS 
OVERLAND FLOW TOPOGRAPHY
OVERLAND AREA 1.5530 HECTARES
SLOPE LENGTH 199.80 M
AVBRAQB SLOPE 0.0016
SEGMENT TYPES DEFZNINO THE OVERLAND FLOW PROFILE 
THE PROFILE IS UNIFORM










Table D.14. Sample GLEAMS-WT/GLEAMS-SWAT soil erosion output from Ben
Hur Research Farm, 1981 (Continued).
OVERLAND FLOW COVER AND MANAGEMENT PARAMETERS
(OMB TABLE FOR EACH TEAR OF THE 1 TEAR ROTATZOM)
TEAR 1
DATES I 1001 1122 U S O  1178 1222 1326
X « 199.8 M
SOIL LOSS RATIO 0.740 0.650 0.470 0.350 0.560 0.740
COHTOURZBO FACTOR 1.00 1.00 1.00 1.00 1.00 1.00
MANNINGS N 0.012 0.023 0.023 0.032 0.015 0.012
TTTTTTTTIirTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTTi m m i l lltTTTTT 
AHMUAL SUKMART FOR 1981
96 STORMS PRODUCED 116.93 CM OF RAINFALL
32 STORMS PRODUCED 26.59 CM OF RUNOFF
VALUES FROM OVERLAND FLOW
THE QUANTITY OF ERODED SEDIMENT IN RUNOFF
PART. FRAC. IN SOIL LOSS CONCENTRATIONS (SOIL/WATER)
TYPE SBD. LOAD XO KO/M**3 KO/KO PPM (WT)
1 0.40 1899. 0.4597 0.0005 460.
2 0.10 486. 0.1175 0.0001 118.
3 0.43 2038. 0.4934 0.0005 494.
4 0.05 248. 0.0601 0.0001 60.
5 0.02 90. 0.0217 0.0000 22.
TOTAL 4760. 0.0720 0.0012 1154.
ANNUAL SOIL LOSS FOR AREA 3.07 TONNES/HECTARE 
(AREA - 1.5530 HECTARES)
DISTRIBUTION OP PRIMARY PARTICLES 











ENRICHMENT RATIO OP SPECIFIC SURFACE 1.801
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Table D.14. Sample GLEAMS-WT/GLEAMS-SWAT soil erosion output from Ben
Hur Research Farm, 1981 (Continued).
O L 8 A M S NONPOINT SOCTRCH POLLUTION NODBL (EROSION/SEDIMENT YIELD) 
VERSION 1.8.55, MAR 1, 1990 TIPTON OA 
Banhur Simulated Broaion 1981
Broaion Paramatar Pila for GLEAMS-WT and QLBAMS-SNAT 
Non-aubaurfaca drainad Plot O.
STORM SUMMARY
96 STORMS PRODUCED 116.93 CM OP RAINFALL
32 STORMS PRODUCED 26.59 CM OF RUNOFF
VALUES FROM OVERLAND FLOW
THE QUANTITY OF ERODED SSDXMBNT IN RUNOFF
PART. FRAC. IN SOIL LOSS CONCENTRATIONS (SOIL/WATER)
TYFB SBD. LOAD KQ KO/M**3 KQ/KO PPM (NT)
1 0.40 1899. 0.4597 0.0005 460.
2 0.10 486. 0.1175 0.0001 118.
3 0.43 2038. 0.4934 0.0005 494.
4 0.05 248. 0.0601 0.0001 60.
5 0.02 90. 0.0217 0 .0 0 0 0 22.
TOTAL 4760. 0.0720 0.0012 1154.
TOTAL SOIL LOSS FOR AREA 3.07 TONNES/HECTARE
(AREA 1.5530 HECTARES)
DISTRIBUTION OF PRIMARY PARTICLES 











INDEX OF SPECIFIC SURFACE 495.20 H**2/0 OF TOTAL SEDIMENT
ENRICHMENT RATIO OF SPECIFIC SURFACE 1.801
APPENDIX E
ADDED ROUTINES AND SUBROUTINES IN 
THE GLEAMS MODEL TO MODIFY IT FOR:
A. SHALLOW WATER TABLE CONDITIONS
(GLEAMS-WT)





Table E.1. Major additions in the GLEAMS Model to modify it for shallow water 
table conditions (not all additions are shown here).
A. GLEAMS existing subroutines with major additions:
SUBROUTINE HYDRXN(WF)
C///////////////////////////////////////////////////////////////////////C READ IN VALUES FROM CARDS 5-10 FOR HYDROLOGY, CALCULATE THE VALUES/C OF THE LAYERS, AND CALL THE SUBS FOR TEMPERATURE AND RADIATION. /C///////////////////////////////////////////////////////////////////////
COMMON /HYDROL/HBDATE,HYDOUT,IROPT,FLGNUT,FLGPST,FLGGEN,FLGMET, VT & VERMNT, BCKEND VTCOMMON /IRR/ BASEI.TOPI
COMMON /HONE/ RD,DACRE,RC,SIA,CHS,WLW,CN2,BST,UL(12)COMMON /BLK1/ EOS,SW1,RAIN.TUL,TU,CONA,ES,EP,MO,IDA,IYR,£ NT, UW, JE, J
COMMON /UNDEF/LUNO1,LUNO 2,LUNO 3,LUNO 4,LUNO 5,LUNO 6,LUNO 7,
& LUNO B,LUNO 9,LUN10,LUN11,LUN12,LUN13,LUN14,
£ LUN15,LUN16,LUN17, LUN18COMMON /0NEVAR/TMP1(2),TMP2(2),TMP3(2),RAD1,RAD2,RAD3 COMMON /0RGMAT/0M(12)COMMON /LAYERS/ NS, NOSOHZ, BOTHRZ(5), BOTLAY(12), DLAY(12),& BOTMET(12), DLAYM(12), NBOTM(12)
COMMON /HRZVAL/ BR15RD(5),PORRD(5),FULRD(5),OMRD(5)COMMON /FREEZE/ IFZBEG,IFZEND,NFRZ,NFZDAY VT
COMMON /BACK/ XBACK(20), BCKCNT BEC * * THESE ARE THE COMMONS FOR WATERTABLE |>GLEAMS-WT<|.COMMON /WATTABLE/DESIRD(5),DESINT(12),DESSLRD(5),DESSLO(12),
£ DVINT,DVSL1,DVSL2,FLUXINT,FLUXSLO,£ DMLAY(12),DMLAYM(12),WTSM(12),WTI,RLAY(12),£ DAYL(366),ELAT, DET
COMMON /RITCHE/MS,WFC,SWFC,NRD,SWR,ROOTD(366),ROOTGRO COMMON /DEPRES/ ODEPRESS, DEPET, DEPRESS, OLDEPRES,DEPS
INTEGER FLGGEN,HBDATE,HYDOUT,FLGNUT,FLGPST,FLGMET,VERMNT,BCKEND C * * DECLARE VARIABLES
REAL FC(5),WF(12)C * * READ CARD #5 IN HYDROLOGY
IF (BCKEND .GT. 0) THEN BEREAD (LUN02,2020) (IBACK(I),1=1,10) BE
READ (LUN02,2020) (IBACK(I),1=11,20) BEDO 5 1=2, 20 BE
JJ = IBACK(I) BEIF (JJ .NE. 0) THEN BE
K = I - 1 BE3 CONTINUE BE
IF (K.GT.O .AND.(IBACK(K).GT.JJ.OR.IBACK(K).EQ.0)) THEN BE IBACK(K-t-l) = IBACK(K) BE
K - K - 1 BEGOTO 3 BE
ENDIF BEXBACK(K+l) = JJ BE
ENDIF BE5 CONTINUE BE
BCKCNT = 0  BEDO 15 K=l, 20 BE
IF (IBACK(K).GT.O) BCKCNT = BCKCNT + 1  BE15 CONTINUE BEENDIF BEREAD (LUN02,2010) DACRE,RC,BST,CONA,CN2,CHS,WLW,RD,BASEI,TOPI SIA = 0.2
c * * READ CARD #6 - NUMBER OF HORIZONS (NOSOHZ) ANDC * * AND DEPTH TO BOTTOM OF EACH HORIZON (BOTHRZ)
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READ (LUN02,2000) NOSOHZ,(BOTHRZ(I),1=1,NOSOHZ)IF(FLGMET .EQ. 1) THEN DACRE - DACRE • 2.471RC = RC / 2.54RD - RD / 2.54DO 10 1-1,NOSOHZ
BOTHRZ(I)-BOTHRZ(I)/2.54 10 CONTINUE
ENDIFC * * READ CARD #7 THE POROSITY OF EACH OF THE HORIZON (PORRD)
READ (LUN02,2010) (PORRD(I),1=1,NOSOHZ)C • * READ CARD #8 FC FOR EACH HORIZON (FC)READ (LUN02,2010) (FC(I),1=1,NOSOHZ)
C READ (LUN02,2010) (FOLRD(I),1=1,NOSOHZ)
C * * READ CARD #9 BR15 FOR EACH HORIZON (BR15RD)READ (LUN02,2010) (BR15RD(I),1=1,NOSOHZ)
C * * READ CARD #10 ORGANIC MATTER FOR EACH HORIZON (OM)READ (LUN02,2010) (OMRD(I),1=1,NOSOHZ)C * * |>CARDS NUMBERS 11 TO 13 ARE ADDITIONS IN PARAMETER INPUTSC FOR GLEAMS-WT.
C * * READ CARD # 11, THE MOISTURE CHARACTERISTICS CURVE INTERCEPT C (DESIRD(I)) FOR EACH OF THE 5 SOIL LAYERS.
READ(LUN02,2011) (DESIRD(I),1=1,NOSOHZ)C * * READ CARD # 12, THE MOISTURE CHARACTERISTICS CURVE SLOPEC (DESSLRD(I)) FOR EACH OF THE 5 SOIL LAYERS.READ(LUNO2,2011) (DESSLRD(I),1=1,NOSOHZ)C * * READ CARD # 13, THIS CARD CONTAINS THE DRAINABLE VOLUME- 
C WATER TABLE DEPTH RELATIONSHIP INTERCEPT (DVTNT), FIRSTC ORDER SLOPE (DVSL1), AND SECOND ORDER SLOPE (DVSL2); ANDC THE ETFLUX-WT RELATIONSHIP INTERCEPT (FLUXINT) AND SLOPEC (FLUXSLO).<|READ(LUN02,2012) DVINT, DVSL1, DVSL2, FLUXINT, FLUXSLO,WTI,
& ELAT,DEPSC * * CONVERT FIELD CAPCITY TO FULDO 30 I-1,NOSOHZFULRD(I) - (FC(I) - BR15RD(I)) / (PORRD(I) - BR15RD(I))30 CONTINUE
CALL FNDLAY(WF)
IF (CONA .LE. 3.0) THEN WRITE (LUN07,3000) CONA 
CONA - 3 . 5  ENDIF
C
C * * GET TEMPERATURE VALUESIF (FLGGEN .NE. 2) CALL GETTMP C * * GET RADIATION VALUESCALL GETRAD
CALL GETLAI RETURN2000 FORMAT(18,5(F8.2))2010 FORMAT(10F8.0)2011 FORMAT(10F8.4)
2012 FORMAT(5F8.5,5F8.2)2020 FORMAT(1018) BE










COMMON /LAYERS/ NS, NHORZ, BOTHRZ(5), BOTLAY(12), DLAY(12), 
£ BOTMET(12), DLAYM(12), NBOTM(12)










N - NHORZ 
L - 1
c * * * ALWAYS SET THE BOTTOM OF THE TOP LAYER TO 1 CM BOTLAY(L) = 0.3937 L - L + 1
C * * * THERE ARE TWO SPECIAL CASES WHEN ONLY ONE HORIZON IS GIVENC 1. THE HORIZON IS RELATIVELY LARGE (GREATER THAN TWELVE INCHES)C A. MAKE THE COMPUTATIONAL LAYERS 4 INCHES OR SMALLERC IN THE TOP TWELVE.
C B. MAKE REST OF COMPUTATIONAL LAYERS 6 OR SMALLERC
C 2. THE HORIZON IS RELATIVELY SMALL (SMALLER THAN FIVE INCHES)C A. DIVIDE THE HORIZON BY 2 SO THAT THERE WILL BEC AT LEAST 3 COMPUTATION LAYERS (ONE IS TOP CM.)
IF (<N .EQ. 1) .AND. (BOTHRZ(1) .GT. 12.0)) THEN PARTN >4.0 DO 10 1*1,3BOTLAY(L) - PARTN 
PARTN * PARTN +4.0 L - L + 1 
10 CONTINUEBOTHRZ(2) - BOTHRZ(1)PORRD(2) - PORRD(1)FULRD(2) - FULRD(1)
BR15RD(2) * BR15RD(1)OMRD(2) * OMRD(1)
N - 2 K - 2
ELSE IF ((N .EQ. 1) .AND. (BOTHRZ(l) .LT. 5.0)) THEN PARTN = (BOTHRZ(1) - BOTLAY(1)) / 2.0 DO 20 1*2,3
BOTLAY(L) - BOTLAY(L-l) + PARTN L - L + 1 20 CONTINUE
BOTLAY(L-l) * BOTHRZ(1)N * 2 K - 3 ELSEK - 1 
ENDIF
C * * * FOR EACH HORIZON CALCULATE THE DEPTH OF THE COMPUTATIONAL LAYERS I * K30 IF (I .LE. N) THEN
TOP = BOTLAY(L-l)BOTM = BOTHRZ(I)DEPTH * BOTM - TOP IF (I .EQ. 1) THEN 
A * 4.0 ELSEA * 6.0
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ENDIF B - 1.0
PARTN = DEPTH / B 40 IF (PARTN .GT. A) THENB » B + 1.0 PARTN = DEPTH / B GOTO 40 ENDIF 
J - INT(B)K - 1SO IF ((K .LE. J) .AND. (L .LT. 13)) THENBOTLAY(L) - BOTLAY(L-l) + PARTNK - K + 1 L - L + 1 
GOTO 50 ENDIF
C * • * to TAKE CARE OF ROUND OFF, SET BOTTOM COMP LAYER = BOTTOM OF HORIZONC * * * ALSO SET LAST LAYER TO LAST HORIZON
BOTLAY(L-l) « BOTHRZ(I)I - I + 1 GOTO 30 ENDIF
C * * * NOW HAVE NUMBER OF COMPUTATIONAL LAYERS NS » L - 1C * * ADDITION FROM GLEAMS-SWAT TO CALCULATE TIME WHEN SOIL IS
C * * AT FIELD CAPACITY AND ESI IN RITCHIE'S WILL BE SUMMED.MS « 1
C * * * FIND DEPTH OF EACH LAYER DLAY(l) - .3937 C * * DMLAY IS A GLEAMS-SWAT ADDITION DMLAY(l) x DLAY(l)/2.DO 60 1x2,NS
DLAY(I) = BOTLAY(I) - BOTLAY(I-l)C * * THIS IS AN ADDITION TO CALCULATE THE DISTANCE OF THE 
C MIDPOINT OF THE COMPUTATIONAL LAYER FROM THE SOILC SURFACE. THIS IS NEEDED IN SUBROUTINE DESORP TO
C ESTIMATE THE EQUILIBRIUM MOISTURE CONTENT FROM AC KNOWN WATER TABLE. I> <IDMLAY(I)-BOTLAY(I-1)+DLAY(I)/2.IF(DMLAY(I).LT.RD/2.) MS=MS+1 60 CONTINUE
C * * * STORE METRIC CONVERSIONS IN ARRAYS 
DO 70 1=1,NS
BOTMET(I) - BOTLAY(I) *2.54 NBOTM(I) - INT(BOTMET(I))DLAYM(I) = DLAY(I) *2.54 C * * DMLAY(I) METRIC CONVERSIONS. GLEAMS-WT ADDITION. |> <|DMLAYM(I) = DMLAY(I) * 2.54 70 CONTINUE
C * * * MAKE EACH COMP LAYER IN A HORIZON HAVE SAME SOIL CHARACTERISTICS I - 1
DO 80 K-l,NS
IF (BOTLAY(K) .GT. BOTHRZ(I)) THEN 1 = 1 + 1  ENDIFSOLPOR(K) = PORRD(I)
FUL(K) = FULRD(I)BR15(K) = BR15RD(I)
HYDOM(K) = OMRD(I)C * * |>GLEAMS-WT<| ADDITION FOR EQUILIBRIUM MOISTURE CONTENT
C ESTIMATIONS. DESINT(K), STANDS FOR DESORPTION INTERCEPT ATC LAYER K, AND DESSLO(K) IS THE DESORPTION SLOPE FOR COM-C PUTATIONAL LAYER K. DESIRD(I) IS THE DESORPTION INTERCEPT ATC SOIL LAYER I AND DESSLRD(I) IS THE DESORPTION SLOPE AT SOILC LAYER I.
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DESINT(K) = DESXRD(I) DESSLO(K) - DESSLRD(I) 80 CONTINUE
C * * * CALCULATE WEIGHTING FACTOR FOR EACH LAYER. PG 15 CREAMS MANUAL WF(1) = 1.016 * (1.0 - EXP(-4.16 * 0.3937/RD))DO 90 1=2,NSWF(I) * 1.016 * (EXP(-4.16 * BOTLAY(I-1)/RD) - t EXP(-4.16 * BOTLAY(I)/RD))90 CONTINUE
RETURN END
C * * * ENDDMY GIVEN DAY OF YEAR AND YEAR RETURN A CODE (IEOMY) FOR DATEC * * * END OF DAY IEOMY = 1 DATEC * * * END OF MONTH IEOMY = 2 DATEC * * * END OF YEAR IEOMY = 3 DATE
SUBROUTINE GETLAI
COMMON /BOTH/ ALAMX,TLA,GR,KE,DLAI(366), TC(366, 2),RAD(366),
1 R(366).ALONE,REFF,TMEAN(366) VTCOMMON /UNDEF/LUNO1,LUNO 2,LUNO 3,LUNO 4,LUNO 5,LUNO 6,LUNO 7,
& LUN08,LUN09,LUN10,LUN11,LUN12,LUN13,LUN14,& LUN15,LUN16,LUN17,LUN18
COMMON /FORST/ FOREST, BEGGRO, ENDGRO, THRUFL, INTCEP, FOREST& PRORAT, GROSSR, PMOG(600), SMRG, SYRG, TINT,6 TINTET, AETINT, ARG, SRG, INTM, INTY, INTET,& INTETM, INTETY, THRUFM, THRUFY
INTEGER FOREST, BEGGRO, ENDGRO FORESTREAL INTCEP,INTM,INTY,INTET,INTETM,INTETY FORESTREAD (LUN02,2000) GR, BEGGRO, ENDGRO CALL LAIONE(NTA,NTB,NTMAX)
WRITE (LUN07,3000) GR,TLA RETURN2000 FORMAT(F8.0,218) FOREST3000 FORMAT(1H ,/,28X,19HWINTER C FACTOR = ,F6.2,/,




COMMON /BOTH/ ALAMX,TLA,GR,KE,DLAI(366),TC(366,2),RAD(366),1 R(366),ALONE,REFF,TMEAN(366) VTCOMMON /UNDEF/LUN01,LUN02,LUNO3, LUNO4, LUNO 5, LUNO 6,LUNO7,
& LUNO 8,LUNO 9,LUN10,LUN11,LUN12,LUN13,LUN14,t LUN15,LUN16,LUN17,LUN18
COMMON /RITCHE/MS,WFC,SWFC,NRD,SWR,ROOTD(366),ROOTGRO WRITE(LUN07,3000)FLAG = 0NTA =1NTB = 366TLA = 0.0
C * * * ROOTGR1 AND ROOTGR2 ARE GLEAMS-SWAT ADDITIONS. THIS IS NEEDED
C * * * TO PROPERLY ESTIMATE ROOTZONE DISTRIBUTION IN SHALLOW WT
CONDITIONS.
READ (LUN02,2000) LDATE1,AREA1,IFLG1,ROOTGR1 






READ (LUN02,2000) LDATE2,AREA2,IFLG2,ROOTGR2 
WRITE(LUN07,3001)IFLG2, LDATE2,AREA2 
C * * GLEAMS-SWAT ADDITION TO ESTIMATE ROOT DISTRIBUTION
315
S-(R00TGR2-R00TGR1)/(LDATE2-LDATE1)
Q * * » * * * * « »
IF(AREA1.GT.0.0.OR.AREA2.EQ.0.0.OR.FLAG.EQ.1) GO TO 20 NTA -LDATE1FLAG =120 CONTINUEIF(AREA2.LE.ALAMX) GO TO 30 NTMAX -LDATE2
ALAMX -AREA230 CONTINUEIF(AREA2.GE.AREA1.0R.AREA2.GT.0.0) GO TO 40 NTB -LDATE2
40 CONTINUERDATE1 -FLOAT(LDATE1)
RDATE2 -FLOAT(LDATE2)TLA -TLA+(RDATE2-RDATE1)*(AREA1+AREA2)
DELY -RDATE2-RDATE1DELA -AREA2-AREA1DLA -DELA/DELY
DO 60 I-LDATE1,LDATE2 NOIRR(I) = IFLG1 C * * GLEAMS-SWAT ADDITION TO ESTIMATE ROOT DEPTH IF(I.EQ.LDATE1) GO TO 45 
ROOTGR1-ROOTGR1+S 45 ROOTD(I)-ROOTGR1c PRINT *, I, S, ROOTD(I)IF(AREA1.EQ.AREA2) GO TO 50 DLAI(I) -DLA GO TO 60 
50 CONTINUEDLAI(I) -0.060 CONTINUEIF(LDATE2.EQ.366) GO TO 70 LDATE1 -LDATE2 
AREA1 -AREA2 IFLG1 -IFLG2 
ROOTGR1-ROOTGR2 GO TO 10 70 CONTINUENOIRR(366) - IFLG2 
TLA -TLA/2.0KE -NTB
RETURN2000 FORMAT(18,FB.0,I8,F8.0)
3000 FORMAT(1H ,/,30X,'LEAF AREA INDEX TABLE',//,1 9X,'IRFLG',16X,' DATE LAI',/,




C * * |>THE POTE1 TRANSFER OF GLEAMS WAS CHANGED TO DET IN
C * * GLEAMS-SWAT<|
C * * THE ULE WAS ADDED IN CALLING SUBROUTINE EVAP IN GLEAMS-SWAT
C* * REAL POTE1(366). USED IN ORIGINAL GLEAMS.
COMMON /BOTH/ ALAMX,TLA,GR,KE,DLAI(366),TC(366,2),RAD(366),
1 R(366),ALONE,REFF,TMEAN(366)
COMMON /BLK1/ EOS,SW1,PIN,UL,U,CONA, ES, EP,MO,J, IYR,NT,ET,JC,JE 
COMMON/IRRIG/IDAY,NOIRR(366)
COMMON /IRR/ BASEI,TOPI
COMMON /FORST/ FOREST, BEGGRO, ENDGRO, THRUFL, INTCEP,
& PRORAT, GROSSR, PMOG(600), SMRG, SYRG, TINT,
& TINTET, AETINT, ARG, SRG, INTM, INTY, INTET,











C * * SW1 -SW1+PP ****IF(SWR.LT.ET) GO TO 12 XF(SW1.GT.U5 )GO TO 10 XF(IROPT.EQ.O) GO TO 11 
C BY-PASS IRRIGATION IF FLAG FOR DAY IS 0 IF(NOIRR(IDAY).EQ.O) GO TO 11 9 CONTINUEC IRRIGATE
IRFLG = 1PIRR -(UL*T0PI)-SW1 SW1 -SW1+PIRR GO TO 10 
11 EP -EP*SWl/05ET -EP+ES
IF(SWR.GT.ET .AND. SW1.GT.ET) GO TO 10 IF(SWl.GT.ET) GO TO 10
C SOIL MOISTURE LIMITING 
12 IF(SW1 .GT. SWR) THENET -SWRES -SWRSW1 -SW1-SWRELSE
ET -SW1
ES -SW1SW1 -0.ENDIF
c write(17,*) 'SWR IN EVAP=', swr, 'ET-',et,'SW1-', SW1, nrdIF(ALAI.LE.0.0) GO TO 20 
C IF THERE IS A PLANT, REMAINING SOIL MOISTURE GOES TO PLANT ES -0.0EP -ETGO TO 20 C SOIL MOISTURE NOT LIMITING 10 CONTINUE
SW1 -SW1-ETIF(SW1.LT.0.) THEN













IF(NOIRR(J) .EQ. 0) THEN 
U5 - 0.25 * UL 
ELSE
U5 - BASEI * UL 
ENDIF
C * * THE STATEMENT FOR SW1 + PP WAS REMOVED IN GLEAMS-SWAT.
C * * I>SUBROUTINE DAYLENGT ESTIMATES THE DAYLENGTH GIVEN 
c * *  THE LATITUDE AND JULIAN DAY.
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C * * THESE ARE THE ADDITIONAL COMMONS BECAUSE OF ADDING A WATER 
C TABLE ON GLEAMS.COMMON /WATTABLE/DESIRD(5),DESINT(12),DESSLRD(5),DESSLO(12),
& DVINT,DVSL1,DVSL2,FLUXINT,FLUXSLO,
& DMLAY(12),DMLAYM (12),WTSM(12),WTI,RLAY(12),
& DAYL (366), ELAT, DET
RAD=0.01745 
DO 100 1=1, 365 
C * * THE EQUATION FOR SOLAR DECLINATION (D) WAS TAKEN FROM
C * * ROSENBERG ET AL. (1983), MICROCLIMATE ...EQ.(1.11, PAGE
C * * 15)
D » 23. 5*COS((2*3.14159*(I-172)/365))
C * * FOR E, H AND DAYL(I), THE EQUATIONS WERE TAKEN (AND THEN
C * * REARRANGED) FROM 'SOLMET, VOL. 2, FINAL REPORT,
C * * BY QUINLAN F.T., PAGE 52).
E » (SIN(-0.0138333*RAD)- 




ENDC * * GLEAMS-WT<I
SUBROUTINE WTABLE(ALAI)
C * * |>SUBROUTINE WTABLE ESTIMATES THE DECREASE IN WATER TABLE 
C * * DEPTH DUE TO EVAPOTRANSPIRATION. IT ALSO CALCULATES THE 
C * * MOISTURE CONTENT AT THE DY ZONE OR ROOT ZONE AT THAT WATER 
C * * TABLE DEPTH. DWTET IS THE DAILY ET FROM THE WATER TABLE 
C * * INCH/DAY, WHICH IS A FUNCTION OF DAYLENGTH. WTET IS THE 
C * * POTENTIAL MAXIMUM AMOUNT OF WATER THAT CAN BE TAKEN FROM 
C * * THE WATER TABLE IN CM/HR. WTET IS A FUNCTION OF WATER TABLE 
C * * AND ROOT ZONE DEPTH. THE WTET IS MULTIPLIED BY DAYLENGTH 
C * * (DAYL(I)). THE ROOT ZONE DEPTH IS ESTIMATED USING THE
C * * GLEAMS SUM OF PLANT GROWTH (SPG), GROWTH MODEL.
C * * THESE ARE THE ADDITIONAL COMMONS BECAUSE OF ADDING A WATER C * * TABLE ON GLEAMS.
COMMON /WATTABLE/DESIRD(5),DESINT(12),DESSLRD(5),DESSLO(12),
& DVINT,DVSL1,DVSL2,FLUXINT,FLUXSLO,
& DMLAY(12),DMLAYM(12),WTSM(12),WTI,RLAY(12),& DAYL(366), ELAT, DET
COMMON /DZONE/DWTET,WTISM(12),WTISMC(12),WTU(12),WTU13,
& SWTU13,CWTET
COMMON /HYDVAR/ ADD,SUM,TOT,POTET(366),EPP(366), PWU,SPG
COMMON /LAYERS/ NS, NOSOHZ, BOTHRZ(5), BOTLAY(12), DLAY(12),
& BOTMET(12), DLAYM(12), NBOTM(12)
COMMON /BLK1/ EOS,SW1,RAIN,TUL,TU,CONA,ES,EP,MO,IDA,IYR,& NT,UW,JE,J
COMMON /SPGRDD/ SPGRD
COMMON /RITCHE/MS,WFC,SWFC,NRD,SWR,ROOTD(3 6 6),ROOTGR0 
COMMON /DEPRES/ ODEPRESS, DEPET, DEPRESS,OLDEPRES,DEPS 
DIMENSION DDWTET(20)
C * * ROUTINES TO ESTIMATE ROOT DEPTH AS A FUNCTION OF ALAI ANDSPG.
C * * THIS IS IDENTICAL TO THE GLEAMS WAY, HOWEVER SPG WAS CHANGED TO
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c IF(SPGRD.GT.0.1687) II=SPGRD*6.0 + 2.0
c IF(II.GT.NS) II=NS
c * * THE II DETERMINES WHAT COMPUTATIONAL LAYER IS THE ROOTc * * DEPTH AND THE MAXIMUM IS AT THE NS COMPUTATIONAL LAYER.c * * BOTMET(II) IS THE DEPTH AT COMPUTATIONAL LAYER II. THEc * * BOTMET(II) IS DIVIDED BY 2, BECAUSE OF THE ASSUMPTION ISc * * THE MIDPOINT OF THE ROOT ZONE IS THE BASE OF ESTIMATINGETFLUX.
C * * THE NEXT ROUTINE ESTIMATES FLUXDEPTH AND THE ETFLUX (WTET)
C * * FROM THE WATER TABLE. THE EQUATION CONSTANTS FLUXINT AND
C * * FLUXSLO ARE PARAMETER INPUTS RELATING WTET WITH FLUXDEPTH.c * * THE ASSUMPTION IS A LOG-LOG TO THE BASE E RELATIONSHIP.
c NRD=II
c IF(NRD .EQ. 1) NRD = 2
NRD=0
DO 10 1=1, NS
IF(BOTLAY(I).LT.ROOTD(IDA)) NRD=NRD+1 10 CONTINUE






C * * THIS ROUTINE DETERMINES IF POTET IS SATISFIED BY THE ETFLUX
C * * OR WTET. IF NOT, THE DIFFERENCE (DET) WILL BE SATISFIED BY
C * * THE GLEAMS ALGORITHM. IF YES, THE GLEAMS ALGORITHM UPTAKES
C * * WILL ALL EQUAL ZERO FOR ALL THE COMPUTATIONAL LAYERS. THE 10
C * * CONVERTS CM TO MM.
DWTET=DAYL(IDA)*WTET*10.
C * * THIS STATEMENT HANDLES DWTET WHEN SW1 IS VERY SMALL. 
C  IF(SW1.LT.DWTET) DWTET = SW1
IF(WTI.LT.0.) THEN




















C * * THIS ROUTINE ESTIMATES THE DRAINABLE VOLUME (DV) FROM C * * THE WATER TABLE. THE RELATIONSHIP IS ASSUMED TO BE A 
C * * QUADRATIC FUNCTION. DWTET IS THE ACTUAL VOLUME OF WATER 
C * * TAKEN FROM THE WATER TABLE DUE TO UPWARD FLUX. DDWTET IS 
C * * THE INCREMENTAL QUANTITY OF WATER ( ASSUMED EQUAL TO 0.1 CM) 
C * * FOR THE NEXT DRAINABLE VOLUME TO BE ESTIMATED FROM A NEW 
C * * WT (TWT). DWT IS THE CHANGE IN WATER TABLE DUE TO DDWTET.
C * * WTI IS THE NEW WATER TABLE, RESULTING FROM THE ETFLUX. TWT 
C * * IS THE TEMPORARY WATER TABLE. N IS FOR CALCULATING THE 
C * * NUMBER OF INCREMENTS TO ESTIMATE FALL IN WT. DP IS THE 




DO 45 1=1, N
IF(TWT .LT. 5.) THEN
DP = (DVINT + DVSL1*5. + DVSL2*5**2.)/5. 
ELSE
DV = DVINT + DVSL1*TWT + DVSL2*TWT**2.
DP = DV/TWT 
ENDIF
IF(DWTETI .GT. 0.1) THEN 
DDWTET(I) = 0.1 
DWTETI = DWTETI - DDWTET(I) 
ELSE




DWT = DDWTET(I)/DP 
TWT = DWT + TWT 
45 CONTINUE
WTI = TWT 
END
C * * <|
SUBROUTINE DRYZONE
C * * |>SUBROUTINE DRYZONE CALCULATES WATER DEPLETED AT EACH
C * * COMPUTATIONAL LAYER, AND ADDS THEM UP AND COMPARES WHETHER
C * * IT IS HIGHER THAN OR LOWER THAN WTET. IF IT IS LOWER,
C * * THE CHANGE IN THE MOISTURE CONTENT IN THE LAYER IS 
C * * CALCULATED USING THE DWTSM(I) (CHANGE IN MOISTURE CONTENT
C * * FROM THE WATER TABLE WET ZONE UNDER EQUILIBRIUM MOISTURE
C * * CONTENT CONDITIONS AT A DAILY INTERVAL). IF IT IS HIGHER
C * * THAN WTET, DWTSM(I) IS CORRECTED BY RATIO AND PROPORTION 
C * * AND WTU(I) (WATER UPTAKE FROM THE WATER TABLE AT COMPU- C * * TIONAL LAYER I) IS ALSO CORRECTED.






COMMON /DZONE/DWTET,WTISM(12), WTISMC(12),WTU(12), WTU13,
& SWTU13,CWTET
COMMON /LAYERS/ NS, NOSOHZ, BOTHRZ(5), BOTLAY(12), DLAY(12),
& BOTMET(12), DLAYM(12), NBOTM(12)
COMMON /BLK1/ EOS,SW1,RAIN,TUL,TU,CONA,ES,EP,MO,IDA,IYR,
& NT,UW,JE,J
COMMON /PERCAP/ST(12), DSTORE(12),DSTORCAP(12),THRCOR(12) 
COMMON /RITCHE/MS,WFC,SWFC,NRD,SWR,ROOTD(366),ROOTGRO
DIMENSION DWTSM(12)
C * * THE PURPOSE OF THE WTISMC(I) (WATER TABLE INITIAL SOIL 
C * * MOISTURE CONTENT CORRECTION CAN BE UNDERSTOOD WHEN THIS 
C * * SUBROUTINE IS COMPARED WITH ITS COUNTERPART IN THE
C * * PERCOLATION COMPONENT. WTISMC(I) IS USED TO CONTROL THE 
C * * CHANGE OF WTISM (WATER TABLE INITIAL SOIL MOISTURE).
C * * EXPLAIN MORE.
C * * CONVERTING DWTET TO ENGLISH UNITS
DWTET=DWTET/25.4 
C * * INITIALIZING WTU(I)
DO 90 1=1, NS 
WTU(I)=0.
90 CONTINUE
DO 100 1=1, NS






IF(WTISMC(I) .EQ. -1.) THEN
DWTSM(I) = WTSM(I) - WTISM(I) 









C * * THIS ROUTINE CHECKS FOR THE WATER BALANCE OF THE WATER 
C * * COMING FROM THE WATER TABLE. TWV IS THE TOTAL WATER 
C * * VOLUME.
TWV=0.
TWVE=0.
DO 110 1=1, NS
TWV=WTU(I) + TWV 
110 CONTINUE
TWV = -TWV 
IF(TWV.LT.0.) THEN






DO 120 1=1, NS
WTU(X) = WTU(X)*DWTETTWV 




WTU13=DWTET - TWV 
TWVE=0.
ENDIF
C * * WTU13 IS THE UPTAKE THAT CAME FROM THE SOIL LAYER BELOW 
C * * THE ROOT ZONE.
TWVE = -TWVE 
IF(TWVE .GT. DWTET) THEN 
C * * COR IS THE CORRECTION FOR ROUNDING OFF ERRORS. THE COR IS 
C * * ADDED BECAUSE WTU(l) HAS A NEGATIVE VALUE.
COR = TWVE - DWTET 




DO 130 1=1, NS
ST (I) = ST (I) + WTU (I)
IF(ST(I) .LT. 0.) THEN 




DEF = DEF - ST(I)
ST(I) = 0.
ELSE




C * * CORRECTING IF THE LAST LAYER HAS BEEN DEPLETED BELOW BR15.
IF(DEF.GT.0.) THEN 
C * * IT IS POSSIBLE THAT ST(I) OF LAST LAYER IS LESS THAN 0. AND
C * * DEF IS GREATER THAN 0. HOWEVER, THE UPPER LAYERS ST(I) IS
C * * GREATER THAN 0.
DO 131 1=1, NS
IF(ST(I) .GT. DEF) THEN 







CWTET = DWTET - WTU13 
CWTET=CWTET - DEF 
TWV=CWTET
DWTET=CWTET + WTU13 
DEF=0.
ENDIF
C *  * UPDATING SW1, SOIL WATER IN THE ROOT ZONE PROFILE.
IF(WTU13 .EQ. 0.) THEN 
SW1 = SW1 - DWTET*25.4 
ELSE
SW1 = SW1 - TWV*25.4
322
ENDIF
C * * CHECKING FOR WATER DEPLETED IN EXCESS OF SW1.
IF(SW1.LT.0.) THEN 
C print *, 'SW1 IS NEGATIVE AT DRYZONE=', SW1
C write(17,*) 'SW1 IS NEGATIVE AT DRY ZONE=', SW1
CWTET=CWTET+SW1 
SW1«0.








C write(17,*) 'SWR AFTER DRYZONE=',swr,'BOT=',BOTLAY(NRD),
C & 'ROOT=',ROOTD(IDA),'DLAY=',DLAYM(NRD),'ST=',ST(NRD)*25.4
CWTET = DWTET-WTU13 
C write(17,*) 'DWTET=',DWTET, 'SW1=',SW1, 'TWV=',TWV
END 
C * * <|
SUBROUTINE PERC(F)
C * * |>SUBROUTINE PERC(F) FILLS UP THE COMPUTATIONAL LAYERS
C * * UP TO 1/3 BAR FIELD CAPACITY MOISTURE CONTENT OR PASSES 
C * * THE WATER FROM ONE COMPUTIONAL LAYER TO ANOTHER IF 
C * * THE COMPUTATIONAL LAYER'S MOISTURE CONTENT IS GREATER 
C * * THAN THE 1/3 BAR FIELD CAPACITY. IF THERE IS STILL 
C * * REMAINING SEEPAGE (SEP) AFTER THE LAST COMPUTATIONAL 
C * * LAYER THE SUBROUTINE CALLS SUBROUTINE CAPILRED.
COMMON /PERCAP/ST(12), DSTORE(12),DSTORCAP(12),THRCOR(12)
COMMON /LAYERS/ NS, NOSOHZ, BOTHRZ(5), BOTLAY(12), DLAY(12),
& BOTMET(12), DLAYM(12), NBOTM(12)
COMMON /PSTHYD/ UF(12),W P (12),ADDSEP,SWADJ(12),WIRR,FOLIRR 
COMMON /PRCP/ SOLOSS,ENRICH,DP,SEP,
1 AVGTMP,AVGSWC,ACCPEV,POTPEV,ACCSEV,POTSEV,TST(12),




C IF(PP.GT.0.) THEN F = F + PP
PP=0.
SEP = F 
DO 10 1=1, NS
IF(SEP.LE.0.) THEN 
SWPER(I)= 0.
GO TO 10 
ENDIF
C * * THIS MEANS THAT ST(I) IS GREATER THAN FIELD CAPACITY.
IF(ST(I) .GT. UF(I)) THEN 
SWPER(I)=SEP 
GO TO 10 
ELSE
DSTORE(I) = UF(I) - ST(I)
SW1 = SW1 + DSTORE(I)*25.4 
ST(I) = UF(I)
SEP = SEP - DSTORE(I)
SWPER(I) = SEP 
ENDIF









ST(X)=UF(X) + SEP 
DSTORE(I) = DSTORE(X) + SEP 






* GLEAMS-SWAT< I 
SUBROUTINE CAPILRED
* I>SUBROUTINE CAPILRED STORES WATER STARTING FROM
* THE BOTTOM (THAT IS NS LAYER) UP TO THE EQUILIBRIUM
* SOIL MOISTURE (ESM) OF THE WATER TABLE AT THAT TIME
* INTERVAL. THIS ASSUMES THAT THE COMPUTATIONAL
* LAYERS WILL BE FILLED UP TO 1/3 BAR FIELD CAPACITY
* AND THEN STARTING FROM THE BOTTOM WILL BE FILLED
* UP TO THE EQUILIBRIUM MOISTURE CONTENT OF THE WATER
* TABLE. IF THERE IS STILL REMAINING SEEPAGE AFTER
* FILLING UP THE COMPUTATIONAL LAYERS UP TO ESM, THEN
* SUBROUTINE WTABLEP (WATER TABLE PERCOLATION) WILL
* BE CALLED TO RAISE THE WATER TABLE.
COMMON /PERCAP/ST(12), DSTORE(12),DSTORCAP(12),THRCOR(12)
COMMON /LAYERS/ NS, NOSOHZ, BOTHRZ(5), BOTLAY(12), DLAY(12),
& BOTMET(12), DLAYM(12), NBOTM(12)












* INITIALIZING DSTORCAP 
DO 5 1=1, NS
DSTORCAP(I) = 0.
CONTINUE 
DO 10 1=1, NS
SWTISM(I) = (WTISM(I) - BR15(I))*DLAY(I)
STHRCOR(I)=(THRCOR(I)-BR15(I))*DLAY(I)
CONTINUE 
DO 20 1=1, NS
J = NS - I + 1
IF(ST(J).LE.SWTISM(J) .AND. ST(J).LE.STHRCOR(J)) THEN 
DSTORCAP(J) = SWTISM(J) -ST(J)
ST(J) = SWTISM(J)
SW1 = SW1 + DSTORCAP(J)*25.4 









C * * CORRECTING IF SEP IS NEGATIVE (OVERSTORAGE) 
IF(SEP.LT.0.) THEN
ST(J) = ST(J) + SEP 
SW1 = SW1 + SEP*25.4 




DO 30 1=2, NS
DSTORCAP(I) = DSTORCAP(1-1) + DSTORCAP(I) 
30 CONTINUE
DO 40 1=1, NS
SWPER(I) = SWPER(I) - DSTORCAP(I)
40 CONTINUE
END
C * * <|
SUBROUTINE WTABLEP
C * * I>SUBROUTINE WTABLEP ADJUSTS THE WATER TABLE IF THERE 
C * * IS WATER (SEP) AFTER PASSING THROUGH SUBROUTINE 











COMMON /DEPRES/ ODEPRESS, DEPET, DEPRESS,OLDEPRES,DEPS 
REAL DDWTET(100)
C * * CONVERTING THE SEEPAGE AFTER CAPILRED TO CM.
DDWTET(1) = 0.
DWTETI = SEP*2.54 






C * * X IS THE STORAGE AMOUNT TAKENT FROM DWTETI FOR DEPRESS TO 










GO TO 46 
ENDIF
DO 45 1=1, N
IF(TWT.EQ.0.) GO TO 45 
IF(TWT.LT.5.) THEN
DRP = (DVINT + DVSL1*5. + DVSL2*5.* * 2 .)/5.
325
ELSE
DV = DVINT + DVSL1*TWT + DVSL2*TWT**2.
DRP = DV/TWT 
ENDIF
IF(DWTETI .GT. 0.1) THEN 
DDWTET(I) = -0.1
DWTETI « DWTETI + DDWTET(I)
ELSE
IF(DWTETI .GT. 0.01) THEN 




DWT = DDWTET(I)/DRP 
TWT = DWT + TWT
C * * CORRECTING IF THE WATER TABLE IS ABOVE THE SOIL SURFACE.
IF(TWT.LT.0.) THEN 
TWT = -DWT + TWT 
D = DRP*TWT
DWTETI = DWTETI - DDWTET(I) - D 
C * * ASSUMING THAT THE WATER ABOVE THE SURFACE WILL GO TO 













C QWT = DWTETI/2.54
c print *, 'gwt=', qwt*2.54 
c write(17,*) 'qwts', qwt*2.54
SEP = SEP - QWT 
IF(DEPRESS.GT.0.) TWT=-DEPRESS
46 IF(SEP.LT.0.) THEN
c testing showed that SEP Is at a negative value at the 8th
decimal
C PRINT *, 'SEP .NE. TO 0. AT DZONEP=', SEP
SEP=0.
ENDIF 
WTI = TWT 
DWTETI = 0.
END 
C * * <|
SUBROUTINE DRYZONEP
C *  *  SUBROUTINE DRYZONEP DISTRIBUTES THE PERCOLATED WATER 
C * * IN THE COMPUTATIONAL LAYERS AND ESTIMATES THE NEW 
C * * MOISTURE CONTENTS AS A RESULT OF THE RISING WATER 
C *  *  TABLE. CORRECTIONS ARE DONE BECAUSE OF THE DIFFERENCES 
C * * IN FIELD AND LABORATORY DETERMINED DRAINABLE POROSITIES.
C * * THE CORRECTIONS ARE SIMILAR TO THAT OF SUBROUTINE
C * * DRYZONE.
COMMON /PERCAP/ST(12), DSTORE(12),DSTORCAP(12),THRCOR(12)





& BOTMET(12), DLAYM(12), NBOTM(12)
COMMON /DZONE/DWTET,WTISM(12),WTISMC(12),WTU(12),WTU13,
& SWTU13,CWTET














COMMON /DEPRES/ ODEPRESS, DEPET, DEPRESS,OLDEPRES,DEPS
REAL DWTSM(12), OLDST(12)
TWV = 0.











DWTET TWV = SEP/TWV 





DO 115 I =1, NS 
J = NS -I + 1 
OLDST(J) = ST(J)
ST(J) = ST(J) + DSTORCAP(J)
IF(ST(J) .GT. UL(J)) THEN 
EXCESS = ST(J) - UL(J)
ST(J) = UL(J)
DSTORCAP(J) = ST(J) - OLDST(J)
ENDIF
IF(EXCESS .GE.(UL(J)-ST(J))) THEN 
EXCESS = EXCESS - (UL(J) - ST(J))
ST(J) = UL(J)
DSTORCAP(J) = ST(J) - OLDST(J)
ELSE
ST(J) = ST(J) + EXCESS 




















DO 120 1=1, NS
SUMDSTOR=SUMDSTOR + DSTORCAP(I)
120 CONTINUE
SW1 = SW1 + SUMDSTOR*25.4 
C write(17,*) 'SUMDSTOR=',SUMDTOR, 'SW1=',SW1, 'SEP=',SEP
IF(SEP.GT.0.) SEP = SEP - SUMDSTOR 
DO 130 1=2, NS
DSTORCAP(I) = DSTORCAP(1-1) + DSTORCAP(I)
130 CONTINUE
DO 140 1=1, NS
SWPER(I) = SWPER(I) - DSTORCAP(I)
140 CONTINUE
DO 150 1=1, NS







C * * * SUBROUTINE DESORP ESTIMATES THE MOISTURE CONTENT AT A
C * * * COMPUTATIONAL LAYER K, FROM THE DESORPTION CURVES.
C * * * THE DESORPTION RELATIONSHIPS FOR EACH OF THE LAYERS
C * * * ARE ASSUMED TO BE SEMI-LOGARITHMIC. THE SOIL MOISTURE
C * * * IN THE NORMAL SCALE AND THE HEAD IN THE LOGARITHMIC SCALE. 
C * * * |>GLEAMS-WT<I








COMMON /LAYERS/ NS, NOSOHZ, BOTHRZ(5), BOTLAY(12), DLAY(12), 
& BOTMET(12), DLAYM(12), NBOTM(12)
COMMON /UNDEF/LUN01,LUNO2,LUNO3,LUN04,LUNO5,LUNO6,LUNO7,
& LUNO 8,LUNO 9,LUN10,LUN11,LUN12,LUN13,LUN14,
& LUN15,LUN16,LUN17,LUN18




GO TO 100 
ENDIF
WTSM(I)=DESINT(I)-DESSLO(I)*ALOG(RLAY(I)) 




Table E.2. Major additions in the GLEAMS-WT model to include subsurface 
drainage (not all additions are shown here).
A. GLEAMS-WT existing subroutine with a major addition.
SUBROUTINE HYDRIN(WF)
C///////////////////////////////////////////////////////////////////////C READ IN VALUES FROM CARDS 5-10 FOR HYDROLOGY, CALCULATE THE VALUES/C OF THE LAYERS, AND CALL THE SUBS FOR TEMPERATURE AND RADIATION. /
C///////////////////////////////////////////////////////////////////////
COMMON /HYDROL/HBDATE,HYDOUT,IROPT,FLGNUT,FLGPST,FLGGEN, FLGMET, VT 
& VERMNT,BCKEND VTCOMMON /IRR/ BASEI,TOPICOMMON /HONE/ RD,DACRE,RC,SIA,CHS,WLW,CN2,BST,UL(12)COMMON /BLK1/ EOS,SW1,RAIN,TUL,TU,CONA,ES,EP,MO,IDA,IYR,a NT,UW,JE,JCOMMON /UNDEF/LUNO1,LUNO 2,LUNO 3,LUNO 4,LUNO 5,LUNO 6,LUNO 7, a LUNO B,LUNO 9,LUN10,LUN11,LUN12,LUN13,LUN14,a LUN15,LUN16,LUN17,LUN18
COMMON /0NEVAR/TMP1(2),TMP2{2),TMP3(2),RADI,RAD2,RAD3 COMMON /0RGMAT/0M(12)
COMMON /LAYERS/ NS, NOSOHZ, B0THRZ(5), BOTLAY(12), DLAY(12),& BOTMET(12), DLAYM(12), NB0TM(12)
COMMON /HRZVAL/ BR15RD(5),P0RRD(5),FULRD(5),0MRD(5)COMMON /FREEZE/ IFZBEG,IFZEND,NFRZ,NFZDAY VTCOMMON /BACK/ IBACK(20), BCKCNT BEC * * THESE ARE THE COMMONS FOR WATERTABLE |>GLEAMS-WT<I.COMMON /WATTABLE/DESIRD(5),DESINT(12),DESSLRD(5),DESSLO(12), 
a DVINT,DVSL1,DVSL2,FLUXINT,FLUXSLO,& DMLAY(12),DMLAYM(12),WTSM(12),WTI,RLAY(12),& DAYL(366),ELAT, DETCOMMON /RITCHE/MS,WFC,SWFC,NRD,SWR,ROOTD(366),ROOTGRO COMMON /DEPRES/ ODEPRESS, DEPET, DEPRESS,OLDEPRES,DEPS 
C * * THESE ARE THE COMMONS FOR THE SUBSURFACE DRAINAGEC * * (GLEAMS-SWAT)
COMMON /SDRAIN/ EDIDEPTH,DIDEPTH,DSPACING,DRADIUS,QDRAIND, 
a DDEPTH,QDFLOW,DQMAX,FLGSUB,SQDRAIN,CSQDRAIN,a OWTI,SCSDRAIN,SSDL13COMMON /EFFK/ EBOTHRZ(B), HK(8), NOSOH, HWT,EK
INTEGER FLGGEN,HBDATE,HYDOUT,FLGNUT,FLGPST,FLGMET,VERMNT,BCKEND C * * DECLARE VARIABLESREAL FC(5),WF(12)C * * READ CARD #5 IN HYDROLOGYIF (BCKEND .GT. 0) THEN BE
READ (LUN02,2020) (IBACK(I),1=1,10) BEREAD (LUN02,2020) (IBACK(I),1=11,20) BEDO 5 1=2, 20 BE
JJ = IBACK(I) BE
IF (JJ .NE. 0) THEN BEK = I - 1 BE3 CONTINUE BE
IF (K.GT.O .AND.(IBACK(K).GT.JJ.OR.IBACK(K).EQ.0)) THEN BE IBACK(K+1) = IBACK(K) BEK = K - 1 BEGOTO 3 BE
ENDIF BEIBACK(K+1) = JJ BEENDIF BE5 CONTINUE BEBCKCNT = 0  BEDO 15 K=l, 20 BE
IF (IBACK(K).GT.O) BCKCNT = BCKCNT + 1  BE15 CONTINUE BE
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ENDIF BEREAD (LUNO2,2010) DACRE,RC,BST,CONA,CN2,CHS,WLW,RD.BASEI,TOPI SIA » 0.2C * * READ CARD #6 - NUMBER OF HORIZONS (NOSOHZ) ANDC * * AND DEPTH TO BOTTOM OF EACH HORIZON (BOTHRZ)READ (LUN02,2000) NOSOHZ,(BOTHRZ(I),1=1,NOSOHZ)
DO 6 1=1, NOSOHZEBOTHRZ(I)-BOTHRZ(I)6 CONTINUEIF(FLGMET .EQ. 1) THEN 
DACRE » DACRE * 2.471 RC = RC / 2.54 
RD - RD / 2.54 DO 10 1=1,NOSOHZBOTHRZ(I)-BOTHRZ(I)/2.54 EBOTHRZ(I)-BOTHRZ(I)10 CONTINUE
ENDIFC * * READ CARD #7 THE POROSITY OF EACH OF THE HORIZON (PORRD)READ (LUN02,2010) (PORRD(I),1=1,NOSOHZ)C * * READ CARD #B FC FOR EACH HORIZON (FC)READ (LUN02,2010) (FC(I),1=1,NOSOHZ)C READ (LUN02,2010) (FULRD(I),1=1,NOSOHZ)C * * READ CARD #9 BR15 FOR EACH HORIZON (BR15RD)READ (LUN02,2010) (BR15RD(I),1=1,NOSOHZ)C * * READ CARD #10 ORGANIC MATTER FOR EACH HORIZON (OM)
READ (LUN02,2010) (OMRD(I),1=1,NOSOHZ)C * * |>CARDS NUMBERS 11 TO 13 ARE ADDITIONS IN PARAMETER INPUTSC FOR GLEAMS-WT.C * * READ CARD # 11, THE MOISTURE CHARACTERISTICS CURVE INTERCEPT C (DESIRD(I)) FOR EACH OF THE 5 SOIL LAYERS.READ(LUN02,2011) (DESIRD(I),1=1,NOSOHZ)
C * * READ CARD # 12, THE MOISTURE CHARACTERISTICS CURVE SLOPEC (DESSLRD(I)) FOR EACH OF THE 5 SOIL LAYERS.READ(LUNO 2,2011) (DESSLRD(I),1=1,NOSOHZ)C * • READ CARD # 13, THIS CARD CONTAINS THE DRAINABLE VOLUME- 
C WATER TABLE DEPTH RELATIONSHIP INTERCEPT (DVINT), FIRSTC ORDER SLOPE (DVSL1), AND SECOND ORDER SLOPE (DVSL2); ANDC THE ETFLUX-WT RELATIONSHIP INTERCEPT (FLUXINT) AND SLOPEC (FLUXSLO).<|
READ(LUN02,2012) DVINT, DVSL1, DVSL2, FLUXINT, FLUXSLO,WTI,& ELAT,DEPS
C * * CONVERT FIELD CAPCITY TO FULDO 3 0 1=1,NOSOHZ
FULRD(I) = (FC(I) - BR15RD(I)) / (PORRD(I) - BR15RD(I))30 CONTINUE
C * * READ CARD # 14, THIS CARD CONTAINS THE LATERAL K PARAMETERS
C * * ABOVE THE ROOT ZONE. A MAXIMUM OF 5 LATERAL K'S ARE ALLOWED.C * * HK IS THE HORIZONTAL HYDRAULIC CONDUCTIVITY.READ(LUN02,2011) (HK(I), 1=1, NOSOHZ)
C * * READ CARD # 15, THIS CARD CONTAINS THE DEPTHS OF THE LAYERS
C * * BELOW THE ROOT ZONE. NOTE THE LAST VALUE OF BOTHRZ IS THEC * * DEPTH OF THE IMPERMEABLE LAYER.
READ(LUN02,2000) NOSOHZB,(BOTHRZ(NOSOHZ+I),1=1, NOSOHZB)C * * READ CARD # 16, THIS CARD READS THE LATERAL K BELOW THE C * * ROOT ZONE.
READ(LUN02,2011) (HK(NOSOHZ+I), 1=1, NOSOHZB)
DO 19, 1=1, NOSOHZBEBOTHRZ(I+NOSOHZ)-BOTHRZ(I+NOSOHZ)19 CONTINUE




C * * READ CARD # 17, THIS CARD READS THE SUBSURFACE DRAINAGE PARAMETERS, C * * DRAIN DEPTH (DDEPTH), DEPTH OF IMPERMEABLE LAYER (DILAYER),C * * EFFECTIVE DRAIN TUBE RADIUS (DRADIUS), DRAIN SPACING (DSPACING),C * * AND THE DRAINAGE CAPACITY (DQMAX, CM/H).C * * ALL UNITS ARE IN CENTIMETERS, EXCEPT DQMAX.READ(LUNO2,2013) DDEPTH,DILAYER,DRADIUS,DSPACING,DQMAX 
C * * CALCULATING DISTANCE BETWEEN DRAIN AND IMPERMEABLE LAYER. DIDEPTH-DILAYER-DDEPTH
CALL FNDLAY(WF)
IF (CONA .LE. 3.0) THEN WRITE (LUNO 7,3000) CONA 
CONA « 3.5ENDIF
CC * * GET TEMPERATURE VALUES
IF (FLGGEN .NE. 2) CALL GETTMP C * * GET RADIATION VALUESCALL GETRAD
CALL GETLAI RETURN2000 FORMAT(18, 5(F8.2))2010 FORMAT(10F8.0)2011 FORMAT(10F8.4)2012 FORMAT(5F8.5,5F8.2)2013 FORMAT(10F8.2)2020 FORMAT(1018) BE




C * * THIS ESTIMATES THE SUBSURFACE DRAINAGE FLOW AND THEN 
C * * ADJUSTS THE WATER TABLE. THE ROUTINE IS HOURLY. THE
C * * WATER TABLE AFTER ONE DAY IS PASSED TO THE DAILY ROUTINE.
C * * CSQDRAIN IS THE DRAINAGE WATER THAT CAME OUT OF THE ROOT







COMMON /EFFK/ EBOTHRZ(8), HK(8), NOSOH, HWT,EK 
COMMON /WATTABLE/DESIRD(5),DESINT(12),DESSLRD(5),DESSLO(12),
«c DVINT, DVSLl, DVSL2, FLUXINT, FLUXSLO ,
& DMLAY(12),DMLAYM(12),WTSM(12),WTI,RLAY(12),
& DAYL(366),ELAT, DET








C * * THE LOGIC BEHIND KOUNT IS, IF THE WATER TABLE AFTER 
C * * THE ET (OWTI) ROUTINE IS STILL ABOVE THE SUBSURFACE DRAINS 
C * * THEN THE SUBSURFACE DRAINAGE WILL BE IN OPERATION FOR
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C * * A MAXIMUM OP 24 HOURS/DAY; IF THE WATER TABLE AFTER 
C * * ET IS BELOW THE SUBSURFACE DRAINS, THEN THIS MEANS 
C * * THAT THE WATER TABLE ROSE ABOVE THE DRAINS DUE 
C * * TO t h a t DAY'S RAINFALL EVENT. THEREFORE, IT IS 
C * * ASSUMED THAT THE DRAINS WILL BE IN OPERATION 
C * * ON THE MIDDLE OF THE DAY (ON THE AVERAGE), THAT IS 
C * * FOR 12-HOURS. QDRAIND IS THE WATER DRAINED FROM THE 






















GO TO 10 
ELSE














N=DWTETI/0.1 + 1 
DO 45 1=1, N
IF(HWT .LT. 5.) THEN
DP = (DVINT + DVSL1*5. + DVSL2*5.**2.)/5.
ELSE
DV = DVINT + DVSL1*HWT + DVSL2*HWT**2.
DP = DV/HWT 
ENDIF
IF(DWTETI .GT. 0.1) THEN 
DDWTET(I) = 0.1 
DWTETI = DWTETI - DDWTET(I)
ELSE
IF(DWTETI .GT. 0.00001) THEN 





DWT « DDWTET(I)/DP 
HWT “ DWT + HWT 
45 CONTINUE
C * * CORRECTING FOR WATER TABLE DEPTH IF IT GOES BELOW THE DRAINS 






GO TO 20 
ELSE
IF(KOUNTER.LT.KOUNT) GO TO 10 
ENDIF
20 WTI - HWT
c print * ,  'wti after SUBDRAIN=', WTI, swl
c write(17,*) 'wti after SUBDRAIN=', WTI, swl
END
SUBROUTINE DRYZONED
C * * THIS HANDLES THE DRYZONE AFTER SUBSURFACE DRAINAGE. THE 
C * * CONCEPTS ARE ALMOST IDENTICAL WITH THAT OF SUBROUTINE 
C * * DRYZONE. THE UPWARD FLUX OF SUBROUTINE DRYZONE IS JUST 
C *  *  REPLACE WITH SUBSURFACE DRAINAGE FLOW. SDL(I) IS THE 
C * * QUANTITY OF WATER REMOVED AT LAYER I DUE TO SUBSURFACE 
C *  *  DRAINAGE. SDL13 IS THE QUANTITY OF WATER REMOVED BELOW 










COMMON /LAYERS/ NS, NOSOHZ, BOTHRZ(5), BOTLAY(12), DLAY(12),




C *  * THIS COMMON HONE WAS INCLUDED BECAUSE ROOTZONE (RD) IS
C * * NEEDED TO ASCERTAIN IF THE SUBSURFACE DRAINAGE IS
C * * DRAINING WATER BELOW THIS MAXIMUM ROOTING DEPTH WHICH IS c * * THE COVERAGE OF SWl.
COMMON /HONE/ RD,DACRE,RC,SIA,CHS,WLW,CN2,BST,UL(12)
DIMENSION DWTSM(12), SDL(12)
C * * THE PURPOSE OF THE WTISMC(I) (WATER TABLE INITIAL SOIL 
C * * MOISTURE CONTENT CORRECTION CAN BE UNDERSTOOD WHEN THIS 
C * * SUBROUTINE IS COMPARED WITH ITS COUNTERPART IN THE
C * * PERCOLATION COMPONENT. WTISMC(I) IS USED TO CONTROL THE 
C * * CHANGE OF WTISM (WATER TABLE INITIAL SOIL MOISTURE).
C * * EXPLAIN MORE.







C * * INITIALIZING SDL(I)
DO 90 1=1, NS 
SDL(I)=0.
90 CONTINUE
DO 100 1=1, NS






IF(WTISMC(I) .EQ. -1.) THEN
DWTSM(I) = WTSM(I) - WTISM(I)









C * * THIS ROUTINE CHECKS FOR THE WATER BALANCE OF THE WATER 
C * * COMING FROM THE WATER TABLE. TWV IS THE TOTAL WATER 
C *  * VOLUME.
TWV=0.
TWVE=0.
DO 110 1=1, NS
TWV=SDL(I) + TWV 
110 CONTINUE
TWV = -TWV 
IF(TWV.LT.0.) THEN





DWTETTWV = DWTET/TWV 
DO 120 1=1, NS
SDL(I) = SDL(I)‘DWTETTWV 









DWTETTWV = DWTET/TWV 
ELSE
DWTETTWV = 1.0 
ENDIF





C * * SDL13 IS THE DRAINAGE WATER THAT CAME FROM THE SOIL LAYER
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C * * BELOW THE ROOT ZONE.
TWVE = -TWVE 
IF(TWVE .GT. DWTET) THEN 
C * * COR IS THE CORRECTION FOR ROUNDING OFF ERRORS. THE COR IS 
C * * ADDED BECAUSE SDL(l) HAS A NEGATIVE VALUE.
COR = TWVE - DWTET 




DO 130 1=1, NS
ST(I) = ST(I) + SDL(I)
IF(ST(I) .LT. 0.) THEN 




DEF = DEF - ST(I)
ST(I) = 0.
ELSE




DO 151 K=l, NS
IF(ST(K) .GT. DEF) THEN 







C * * SSDL13 IS THE SUM OF SDL13 FOR YEARLY SUMMARIES. SDL13
C * * IS THE SUBSURFACE DRAINAGE BELOW THE ROOT ZONE.
SSDL13=SSDL13-f SDL13
CSQDRAIN = SQDRAIN - SDL13*2.54
SCSDRAIN = SCSDRAIN + CSQDRAIN
C * * UPDATING SW1, SOIL WATER IN THE ROOT ZONE PROFILE.
SW1 = SW1 - (CSQDRAIN-QDRAIND)*10.
C * * CHECKING FOR WATER DEPLETED IN EXCESS OF SW1.
C  IF(SW1.LT.0.) THEN
C print *, 'SW1 IS NEGATIVE AT DRYZONE AFTER DRAINAGE=', SW1
c write(17,*) 'SW1 IS NEGATIVE AT DRY ZONE=', SW1





C * * THIS ESTIMATES THE EFFECTIVE LATERAL K GIVEN THE WATERTABLE 
C * * DEPTH, LATERAL K AND DEPTH COVERAGES OF LATERAL K.
DIMENSION D (8)




DO 20 1=1, NOSOH
IP(WTX.LT.EBOTHRZ(I)) THEN 










C * * ESTIMATING EFFECTIVE K (EK)
SD=0.0 
SSD=0.0









C * * THIS ESTIMATES EQUIVALENT DEPTH (EDIDEPTH) USING THE
C * * MOODY, EQUATION GIVEN EFFECTIVE RADIUS (DRADIUS), DISTANCE FROM
C * * THE DRAIN TO THE IMPERMEABLE LAYER (DIDEPTH), AND




















The following are the files that are on the disk. These were all processed 
in UNIX. The rainfall, hydrology and erosion parameter files are from Ben Hur 
Research Farm, from 1981 to 1987. The predicted outputs are the results of 
the program execution from these files. The files have a *.*.Z format. They 
were compressed. To uncompress just type: uncompress [filename].
1. Directory: glmswt GLEAMS-WT
glmswt.exe.Z Machine executable code for GLEAMS-WT






glmswtwt8187.out.Z Water table output.
2. Directory: glmsswat GLEAMS-SWAT
glmsswat.exe.Z Machine executable code for GLEAMS-SWAT.






glmsswatwt8187.out Water table output.
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