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Abstract
The problem of resolution of singularities is a major problem in algebraic geometry.
Local uniformization can be seen as its local version. For varieties over fields of charac-
teristic zero, local uniformization was proved by Zariski in 1940 ([49]) and resolution of
singularities was proved by Hironaka in 1964 ([18]). For algebraic varieties over fields of
positive characteristic both problems are open in dimension greater than 3. Zariski’s idea
to solve the resolution of singularities problem for an algebraic variety was to prove local
uniformization for all valuations of the associated function field and use the compactness of
the Zariski space of valuations to glue the solutions together and construct a global resolu-
tion. Hence, his approach deals with two aspects: proving local uniformization and using
structural properties of spaces of valuations to glue the local solutions. In this thesis, we
present our contribution to both aspects.
In most of the successful cases, local uniformization was first proved for rank one val-
uations and then extended to the general case. Local uniformization can be stated as a
property of a valuation ν centered at a local ring R. One of our contributions to the local
uniformization problem (which is a joint work with Spivakovsky) is that in order to prove
local uniformization for valuations centered at local rings in a category M which is closed
under taking homomorphic images, finitely generated birational extensions and localiza-
tions, it is enough to prove that rank one valuations centered at members ofM admit local
uniformization. We also obtain this reduction for different versions of local uniformization,
for instance, for embedded local uniformization and inseparable local uniformization. Our
proofs are particularly important because they do not depend on the nature of the category
M.
We also work with henselian elements. Henselian elements are roots of polynomials
appearing in Hensel’s Lemma. We summarize unpublished results of Kuhlmann ([24]), van
den Dries ([47]) and Roquette ([40]) to obtain that for a finite field extension (F |L, ν), if F is
contained in the absolute inertia field of L, then the valuation ring OF of (F, ν) is generated
as an OL-algebra by henselian elements. Moreover, we obtain a list of equivalent conditions
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under which OF is generated over OL by finitely many henselian elements. We prove that
if the chain of prime ideals of OL is well-ordered by inclusion, then these conditions are
satisfied. We give an example of a finite inertial extension (F |L, ν) for which OF is not a
finitely generated OL-algebra. We also present a theorem with a simple proof that relates
the problem of local uniformization with the theory of henselian elements. This theorem
shows, in particular, that if we obtain elimination of ramification for a function field for a
good transcendence basis, then the valuation admits local uniformization.
In our studies of spaces of valuations we defined new topologies on spaces of valuations
which extend naturally known topologies. We compare these topologies and show that in
general they are not equal. We also obtain criteria under which the space of valuations taking
values in a fixed ordered abelian group Γ is a closed subset in the space of all functions taking
values in Γ. We study the works of Favre and Jonsson ([14] and [15]) and Granja ([16]) on
the valuative tree. Favre and Jonsson prove that the set of all valuations centered at C[[x, y]]
admits a tree structure, which they call the valuative tree. Granja extends this result to
any two-dimensional regular local ring. In both works, the definition of non-metric rooted
tree is not satisfactory. This is because the definition does not guarantee the existence of an
infimum for any non-empty set of valuations. This infimum is necessary in order to define
and study many concepts related to such trees. We give a more general definition of a rooted
non-metric tree and prove that the set of all valuations satisfies this more general definition,
namely, we prove that every non-empty set of valuations centered at a two-dimensional
regular domain admits an infimum. We also generalize some topological results related to a
non-metric tree, for instance that the weak tree topology is always coarser than the metric
topology given by any parametrization.
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Chapter 1
Introduction
Algebraic geometry is the study of systems of polynomial equations. One example is the
famous Fermat’s Last Theorem which stayed open for three hundred years. Prior to its 1995
proof it was in the Guinness Book of World Records for “most difficult math problems”.
Algebraic geometry is also applied in the solution of systems of differential equations. These
appear in all sorts of problems in science and technology, for instance, weather forecasts and
crash-test simulations. One of the main obstacles in handling these systems is the existence
of singularities. Singularities are points where the solutions of the system of equations do
not depend in a well-behaved way on its parameters. Many excellent mathematicians have
worked to achieve “resolution of singularities”, that is, the transformation of a given system
into a new system that has no singularities. In 1964, Hironaka ([18]) obtained resolution
of singularities in an important particular case (“characteristic zero”). For this work, he
received a Fields Medal (the equivalent of the Nobel Prize for mathematicians). Since then
many attempts (to name a few [1] - [4], [9], [10], [32], [36], [42] and [43]) have been made to
settle the remaining case of “positive characteristic”, but the problem is still open.
If you cannot solve a problem globally (resolve all singularities) you try to solve it locally
(resolve one given singularity). Zariski noted in the 1930’s that picking out a particular
singularity can be done by assigning “valuations”, or equivalently “places”, to the system
of equations. He then achieved in 1940 ([49]) “local uniformization”, i.e., the resolution of
a single given singularity, in characteristic zero. Again, local uniformization in arbitrary
dimension and characteristic remains an open problem.
Zariski’s idea was to “glue” all local solutions together to obtain a global solution. For
this he worked with the space of all places (or space of all valuations) of a function field
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and proved that it has a very useful topological property, namely, compactness. When we
achieve local uniformization for a valuation, we automatically achieve local uniformization
for every valuation in an open neighbourhood (in the Zariski topology) of such a valuation.
Using the compactness of the space of valuations to choose a finite subcovering among these
open neighbourhoods, we conclude that it is enough to glue finitely many solutions. So far
the glueing has only been achieved for small dimensions ([51], [48] and [50]). Therefore, the
search for stronger properties and finer structures of spaces of places has begun. A more
general kind of spaces of valuations was studied by Knebusch ([19]). Also Berkovich spaces
([7]) appear as an alternative theory. Both Knebusch and Berkovich approaches have been
studied as important tools towards local uniformization and resolution of singularities.
An important type of structure in spaces of valuations appears in the interesting work
on the “valuative tree” by Favre and Jonsson ([8], [14] and [15]). The aim of this work is to
create a stronger structure on spaces of valuations which allows us to handle singularities.
They proved that in the dimension two and characteristic zero case, the space of valuations
admits a tree-like structure. Granja ([16]) extends their result to more general settings,
including the positive characteristic case, but also his studies are restricted to dimension
two.
In this thesis, we present our contribution to the local uniformization problem. We
divide accordingly to the two aspects previously mentioned: prove local uniformization in
more general settings and present and study new structures in spaces of valuations. We
present this work in the Preliminaries and four chapters: The valuative tree, Topologies on
spaces of valuations, Henselian elements and Reduction of local uniformization to the rank
one case.
1.1 The valuative tree
Favre and Jonsson prove in [14] that the set of normalized valuations centered at C[[x, y]]
admits a tree structure, which they call “the valuative tree”. In [16], Granja generalizes
this result to the set of normalized valuations centered at any two-dimensional regular local
domain. In both works, the definition of “rooted non-metric tree” is not satisfactory (see
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discussion after Definition 3.2.1). That is because the definition given in the cited papers
does not guarantee the existence of the infimum of a non-empty set of valuations. The
existence of the infimum (of two valuations) is necessary in order to define some important
concepts, such as the “weak tree topology” (see Definition 3.2.6, item (iv)) and the metric
associated to a “parametrization” (Definition 3.2.6, item (vi)).
In [14], it is stated that the existence of the infimum is a consequence of the given
definition, which is not true (see Example 3.2.3). In order to make the theory developed
there consistent, one needs to prove that there exists the infimum for any given pair of
valuations. In the case of R = C[[x, y]], it is proved in [14], using the sequence of key
polynomials associated to a valuation, that the infimum of two valuations exists as long as
we can find an element which “minimizes” both valuations. An easy argument (Corollary
3.2.13) shows that one always can obtain such an element (in fact, we can achieve that for
any two-dimensional regular domain).
An interesting question which arises naturally is whether we can find the infimum of any
non-empty set of valuations centered at a two-dimensional regular local domain. Our next
theorem gives an affirmative answer to this question.
Theorem 1.1.1. Let R be a two-dimensional regular local domain and take any non-empty
set S = {νi}i∈I of centered valuations νi : R −→ R∞ normalized by νi(m) = 1 (see Definition
2.1.15). Then there exists a valuation ν : R −→ R∞ which is the infimum of S with respect
to the order given by ν ≤ µ if and only if ν(φ) ≤ µ(φ) for every φ ∈ R.
By use of this theorem, it follows from [14] and [16] that the set of all centered normal-
ized valuations on R admits a tree structure and associated to that a weak tree topology
(see definitions and discussions in Section 3.2). Every parametrization Ψ of a tree induces
a metric dΨ on that tree (see Definition 3.2.6). A natural question is whether this met-
ric topology and the weak tree topology are comparable. The next theorem answers this
question to the affirmative.
Theorem 1.1.2. Let (T ,≤) be a rooted non-metric tree and let Ψ : T −→ [1,∞] be a
parametrization of T . The weak tree topology on T is coarser than or equal to the topology
associated with the metric dΨ.
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In [14], two parametrizations (“skewness” and “thinness”) are presented to prove that
the normalized centered valuations on C[[x, y]] form a parametrized non-metric tree. Also,
in [16], Granja presents a new approach and a different parametrization that proves the
equivalent result for any two-dimensional regular local domain. In [14], Favre and Jonsson
compare the topologies generated by their parametrizations and the weak tree topology. Our
theorem above gives a more general comparison, which does not depend on the valuative
origin of such a tree.
We also show (Theorem 3.3.4) that if the tree admits a point with uncountably many
branches, then these topologies are distinct.
1.2 Topologies on spaces of valuations
The Zariski topology is the best known topology in algebraic geometry. It was introduced
by Zariski in the first half of the twentieth century and it has been intensively studied since
then. Initially, it was defined as a topology on algebraic varieties, but in a modern language
it is defined as a topology on the spectrum of a ring, i.e., the set of all prime ideals of the
ring. The space of Krull valuations on a ring (or valuations on a field) admits a natural
structure as inverse limit of spectra of rings with their respective Zariski topologies. The
corresponding topology is called again the Zariski topology on the space of valuations.
The Zariski topology on the space of valuations is compact but not Hausdorff. The
Zariski patch topology is the coarsest compact and Hausdorff topology finer than the Zariski
topology. In our studies of spaces of valuations we define three new topologies which are
natural extensions of the Zariski and Zariski patch topologies. These topologies can be
seen as analogues of spaces of real places. The Harrison topology on spaces of real places is
obtained from the natural topology of the residue fields (see for instance [12] and [29]), while
the topologies we study here are obtained from the natural topology of the value groups. A
surprising result that we obtained (Corollaries 4.3.11 and 4.3.15) is that the three topologies
that we introduce are not, in general, equal.
Many questions arose when we started to deal with these topologies. For instance, are
they compact? In order to answer this question we reason as follows: let R be a noetherian
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ring and Γ = Rd with the lexicographic order, where d = dim(R). We extend the order and
addition of Γ to Γ∞ = Γ∪ {∞} as usual. Let W˜≥0Γ be the subset of
(
Γ≥0∞
)R
consisting of all
non-negative valuations of R taking values in Γ∞. In view of Proposition 4.3.1, the space
W≥0 of equivalence classes of non-negative valuations on R can be seen as the quotient
of W˜≥0Γ under the equivalence presented in Definition 2.1.6. A topology A on Γ≥0∞ yields
a product topology on
(
Γ≥0∞
)R
. This product topology induces the subspace topology on
W˜≥0Γ and we obtain the quotient topology on W≥0. If the topology A is compact, then the
product topology is also compact. If W˜≥0Γ is a closed subset of
(
Γ≥0∞
)R
, then it is compact
and so is the quotient topology on W≥0. Therefore, we want to know which properties of
the topology A guarantee that W˜≥0Γ is a closed subset of
(
Γ≥0∞
)R
in the product topology.
Our next result gives a sufficient condition.
Theorem 1.2.1. Let Γ′ be any submonoid of Γ∞ and take a topology A on Γ′ such that
(P1) the addition + : Γ′ × Γ′ −→ Γ′ is continuous, and
(P2) for every γ, γ′ ∈ Γ′ such that γ < γ′ there exist open sets U,U ′ ∈ A such that
γ ∈ U, γ′ ∈ U ′ and U < U ′ (i.e., u < u′ for every u ∈ U and u′ ∈ U ′).
Then the set W˜Γ′ of valuations from R to Γ∞ taking values in Γ′ is closed in (Γ′)R.
Remark 1.2.2. We introduce the submonoid Γ′ of Γ∞, and prove Theorem 1.2.1 for this
case, because in many situations we will study valuations which take values in a specific
submonoid. For instance, the values of non-negative valuations lie in the submonoid
(
Γ≥0
)
∞
of Γ∞.
We can ask for the converse of Theorem 1.2.1, namely: can we find conditions on A
which imply that W˜Γ′ is not closed in (Γ′)R? The next proposition answers this question
for the case Γ′ = Γ∞.
Proposition 1.2.3. Take any topology A on Γ∞. If the set of all valuations on R taking
values in Γ∞ is closed in (Γ∞)R with respect to the product topology, then A is T1.
It is easy to show that if (P2) holds, then A is finer than the order topology and that
both Properties (P1) and (P2) hold for the order topology. On the other hand, if A is not
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T1, then the set of all valuations on R taking values in Γ∞ is not closed in (Γ∞)
R. A natural
question is whether the property of being T1 characterizes the order topology among all the
topologies A coarser than the order topology. The next proposition (which we prove by
giving an example) answers this question to the negative.
Proposition 1.2.4. There exists a topology A on Γ∞ strictly coarser than the order topology
which is T1.
Even though it is not clear whether the topologies that we define are compact or not, the
criteria that we obtained (Theorem 1.2.1 and Propositions 1.2.3 and 1.2.4) are enlightening.
They show how these topologies are dependant of the original topology on Γ∞.
1.3 Henselian elements
For an extension (F |L, ν) of valued fields, an element a ∈ OF will be called a henselian
element (over (L, ν)) if there exists a polynomial h(x) ∈ OL[x] (not necessarily monic) such
that h(a) = 0 and ν(h′(a)) = 0. In this case, we call h a henselian polynomial for a.
Henselian elements play an important role implicitly in many problems of valuation theory.
The notion of “e´tale extension” is closely related to the concept of henselian elements.
Henselian elements can be used to interpret the property of being e´tale in more valuation
theoretical terms.
The problem of local uniformization for a valued function field (F |K, ν) turns out to be
close to the problem of “elimination of ramification”. The valued function field (F |K, ν) is
said to admit local uniformization if for every finite set Z ⊆ OF there exists an affine
model V of (F |K, ν) such that the center p of ν on V is a regular point and Z ⊆ OV,p
(see discussion in Section 2.2.5). Elimination of ramification asks whether there exists a
transcendence basis T of F |K such that F lies in the “absolute inertia field” Li of L = K(T )
(see Definition 2.2.16).
A possible approach for local uniformization is to prove that the valued function field
(F |K, ν) admits elimination of ramification for a transcendence basis T for which the valued
rational function field (L|K, ν) admits local uniformization. Then to find a model V of
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(F |K, ν) we can find a convenient model V ′ of (L|K, ν) and extend it via the inertial
extension F |L. The set Z appearing in the definition of local uniformization plays an
essential role in this task. This is because, when finding the model V ′, we can require that
not only elements obtained from the original set Z, but also elements needed to generate the
extension F |L belong to OV ′,p′ (p′ being the center of ν on V ′). Using this approach, Knaf
and Kuhlmann proved that every “Abhyankar valuation” admits local uniformization (see
[22]) and that every valuation admits local uniformization in a finite separable extension of
the function field (see [23]). We also use this approach to prove our Theorem 1.3.8 (and
consequently, also Theorem 1.3.9) below.
Since an algebra essentially generated by henselian elements over a regular ring is regular
(see Proposition 5.3.1), it is important to answer the following:
Problem 1.3.1. Take a valued field extension (F |L, ν) such that the field F lies in the
absolute inertia field Li of L and [F : L] < ∞ (for short we will call this a finite inertial
extension). Can we find a generator of F over L which is a henselian element? If that is
the case, what can be said about the valuation rings? For instance, is OF generated as an
OL-algebra by henselian elements?
In slightly different terms, these questions were posted by Kuhlmann on “The Valuation
Theory Home Page” in form of conjectures (see [24]). In the same web page, Roquette
and van den Dries (see [40] and [47]) gave interesting answers to these problems. In the
chapter on henselian elements we summarize those answers and extend them to more general
settings.
The next theorem was proved by Kuhlmann in [24] in a slightly different form. We
adapted it to our needs.
Theorem 1.3.2. Let (F |L, ν) be a finite inertial extension. Then there is η ∈ OF such that
F = L(η), the (monic) minimal polynomial h(x) of η over L lies in OL[x] and η and h′(η)
are units in OF . In particular, η is a henselian element over (L, v) and OL[η, 1/h′(η)] is a
Pru¨fer domain.
For applications, for instance to the local uniformization problem, it is important to
know whether for a finitely generated OL-algebra R lying in OF there exists a unit u of
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OF in OL[η] such that R ⊆ OL[η, 1/u]. The next theorem answers this question to the
affirmative. It was proved originally by van den Dries in [47], but our proof is slightly
simpler.
Theorem 1.3.3. Let (F |L, ν) be a finite inertial extension. Then OF = OL[η]n where η is
the element appearing in Theorem 1.3.2 and n = mF ∩OL[η]. In particular, for every finite
set Z ⊆ OF there exists a unit u of OF in OL[η] such that Z ⊆ OL[η, 1/u].
Another important question is whether we can replace the element 1/u obtained in
Theorem 1.3.3 by henselian elements. This was answered by Roquette in [40], where he
proves the following:
Theorem 1.3.4. Let (F |L, ν) be a finite inertial extension. For every element a ∈ OF there
exist henselian elements r, s ∈ OF such that a ∈ OL[η, r, s], where η is the element obtained
in Theorem 1.3.2.
A natural question is whether the elements η, r, s can be chosen independently of the
element a ∈ OF , in particular, is OF a finitely generated OL-algebra? We show that this is
not always true. Namely, we prove the following:
Theorem 1.3.5. There exists a finite inertial extension (F |L, ν) such that OF is not a
finitely generated OL-algebra.
The next theorem gives a list of equivalent conditions under which OF is a finitely
generated OL-algebra.
Theorem 1.3.6. Let (F |L, ν) be a finite inertial extension. Let η be the element obtained
in Theorem 1.3.2. Then the following conditions are equivalent:
(i) OF is a finitely generated OL-algebra;
(ii) there exists a unit u of OF in OL[η] such that OF = OL[η, 1/u];
(iii) there are henselian elements r, s ∈ OF such that OF = OL[η, r, s];
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(iv) there exists an element v /∈ n := mF ∩ OL[η] such that v belongs to every prime ideal
of OL[η] not contained in n, i.e., ⋂
p∈S
p 6⊆ n,
where S = {p ∈ Spec(OL[η]) | p 6⊆ n};
(v) for every chain of prime ideals (pi)i∈I of OL[η], if pi 6⊆ n for every i ∈ I, then
⋂
i∈I
pi 6⊆ n.
In the next theorem, we give a valuation theoretical condition on the valued field (L, ν)
for which the conditions above are satisfied.
Theorem 1.3.7. Let (F |L, ν) be a finite inertial extension. Assume also that the chain of
prime ideals of OL is well-ordered by inclusion. Then the equivalent Conditions (i) - (v) of
Theorem 1.3.6 are satisfied and in particular, OF is a finitely generated OL-algebra.
Theorem 1.3.7 is a generalization of part (3) in the main proposition of [47]. There,
van den Dries establishes the case when the chain of prime ideals of OL has finitely many
elements.
The following theorem relates the local uniformization problem with the theory of
henselian elements.
Theorem 1.3.8. Let (F |K, ν) be a valued function field such that ν is trivial on K. As-
sume that for every finite set Z ⊆ OF there exists a transcendence basis T of F |K and
elements η1, . . . , ηr ∈ OF which are henselian over K(T ) such that (K(T )|K, ν) admits local
uniformization and Z ⊆ OK(T )[η1, . . . , ηr]. Then (F |K, ν) admits local uniformization.
As a consequence of the theorems above we obtain the following:
Theorem 1.3.9. Let (F |K, ν) be a valued function field such that ν is trivial on K. As-
sume that there exists a transcendence basis T of F |K such that (K(T )|K, ν) admits local
uniformization and F ⊆ K(T )i. Then (F |K, ν) admits local uniformization.
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In [23], Knaf and Kuhlmann proved a version of Theorem 1.3.9 without assuming that
ν is trivial on K. They use the theory of local e´tale extensions and classical results from
algebraic geometry. The advantage of our proof is that it is simpler and uses only tools from
valuation theory.
1.4 Reduction of local uniformization to the rank one
case
To prove local uniformization it is convenient to work first with rank one valuations. This is
because, for instance, complete valued fields of rank one are henselian but this is not true,
in general, for higher rank valuations. Hence, a natural way to handle local uniformization
is to reduce the problem to rank one valuations. This reduction (Theorems 1.4.1, 1.4.2 and
1.4.3), which Spivakovsky and I published in [39], is one of the main results of this thesis.
The notion of local uniformization introduced in the previous section deals with a valued
function field (F |K, ν). However, local uniformization is commonly presented as a property
of a valuation centered at a noetherian local ring R. Namely, a valuation ν on F = Quot(R)
centered at R is said to admit local uniformization if there exists a local blowing up
R −→ R(1) (1.1)
with respect to ν such that R(1) is regular (see definitions of “local blowing up” and “regular
local ring” in Section 2.2.5). In Theorem 6.2.1, we show how local uniformization for valued
function fields is related to local uniformization for valuations centered at local rings.
LetN be the category of all noetherian local domains and letM⊆ N be a subcategory of
N which is closed under taking homomorphic images, finitely generated birational extensions
and localizations. We want to know for which subcategory M with these properties, all
valuations centered at members ofM admit local uniformization. Grothendieck conjectured
that the subcategory which optimizes local uniformization and resolution of singularities is
the category of all quasi-excellent local rings. However, this conjecture is widely open.
Our first result on the reduction of local uniformization to the rank one case is the
following:
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Theorem 1.4.1. Assume that for every noetherian local domain R in M, every rank one
valuation centered at R admits local uniformization. Then all the valuations centered at
members of M admit local uniformization.
A stronger version of the local uniformization problem, called the weak embedded
local uniformization problem, asks whether for every given finite subset F of R we can
find a local blowing up as in (1.1) such that R(1) is regular and a regular system of parameters
u = (u1, . . . , ud) of R
(1) such that all elements of F are monomials in u.
Theorem 1.4.2. Assume that for every noetherian local domain R in M, every rank one
valuation centered at R admits weak embedded local uniformization. Then all the valuations
centered at members of M admit weak embedded local uniformization.
We order the elements of the set F above by their values, i.e., F = {f1, . . . , fq} such
that ν(f1) ≤ . . . ≤ ν(fq). An even stronger version of the local uniformization problem asks
whether we can find a regular local domain R(1) with regular system of parameters u as
before such that the elements fi are monomials in u and moreover, f1 |R(1) . . . |R(1) fq. This
version is called embedded local uniformization.
Theorem 1.4.3. Assume that for every noetherian local domain R in M, every rank one
valuation centered at R admits embedded local uniformization. Then all the valuations cen-
tered at members of M admit embedded local uniformization.
It is important to point out that our proofs for the theorems above do not depend on
the nature of the category M.
After de Jong’s celebrated work ([20]) on alterations, many mathematicians have been
trying to improve his results. A possible extension is to prove that resolution of singularities
can be obtained in a purely inseparable extension of the function field. This is a conjecture
appearing in [5]. Temkin proved the local form of this extension, i.e., he proved “inseparable
local uniformization”. To obtain that, he first settled the rank one case and then proved
the reduction to the rank one case. We can deduce this reduction from Theorem 1.4.1.
Fix a prime number p and consider a subcategory Mp of N which is closed under taking
homomorphic images, finitely generated birational extensions, localizations and with the
additional property:
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• For every (R,m) ∈Mp, char(R) = p and if a ∈ m, then (R[a1/p], (m, a)) ∈Mp.
Theorem 1.4.4. Assume that for every local domain R in Mp, every rank one valuation
centered at R admits inseparable local uniformization (see definition of inseparable local
uniformization in Section 6.3). Then all the valuations centered at members of Mp admit
inseparable local uniformization.
Our proof of Theorem 1.4.4 is particularly important because it only uses basic tools of
valuation theory and commutative algebra.
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Chapter 2
Preliminaries
We start by presenting some basic notions related to a valuation.
2.1 Valuations on a ring R
Definition 2.1.1. Take a commutative ring R with unity. A valuation on R is a mapping
ν : R −→ Γ∞ := Γ∪{∞} where Γ is an ordered abelian group (and the extension of addition
and order to ∞ is as usual), with the following properties:
(V1) ν(φψ) = ν(φ) + ν(ψ) for all φ, ψ ∈ R.
(V2) ν(φ+ ψ) ≥ min{ν(φ), ν(ψ)} for all φ, ψ ∈ R.
(V3) ν(1) = 0 and ν(0) =∞.
Remark 2.1.2. Under Conditions (V1) and (V2) the statement (V3) is equivalent to
requiring that ν is not constant. Indeed, if ν is not constant, then there exists φ ∈ R such
that ν(φ) = α 6=∞. Then
α = ν(φ) = ν(φ · 1) = ν(φ) + ν(1) = α + ν(1)
which implies that ν(1) = 0. Also, since ν is not constant, there exists ψ ∈ R such that
ν(ψ) = β 6= 0. Then we have that
ν(0) = ν(ψ · 0) = ν(ψ) + ν(0) = β + ν(0)
which is possible only if ν(0) =∞. The converse is trivial.
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Let ν : R −→ Γ∞ be a valuation. The subgroup of Γ generated by
{ν(φ) | φ ∈ R and ν(φ) 6=∞}
is called the value group of ν and is denoted by νR. The valuation ν is called trivial if
νR = {0}. The set qν := ν−1(∞) is a prime ideal of R, called the support of ν.
Definition 2.1.3. A valuation ν : R −→ Γ∞ is a Krull valuation if qν = {0}.
Remark 2.1.4. (i) If R admits a Krull valuation ν, then R is a domain and we can extend
ν to a valuation on the field F = Quot(R) by defining
ν
(
φ
ψ
)
= νφ− νψ.
(ii) A non-trivial valuation ν on a field F is automatically a Krull valuation (because the
only ideals in a field are the zero ideal and the whole field). Therefore, when we are
working with a field, we will not make a distinction between valuations and Krull
valuations.
We denote by W˜ the class of all valuations on R. Also, we denote by V˜ the subset of W˜
defined by
V˜ = {ν ∈ W˜ | ν is a Krull valuation}.
Given a valuation ν on R, we can define a Krull valuation
ν : R/qν −→ Γ∞
by setting ν(φ) = νφ, where φ is the reduction of φ modulo qν .
Lemma 2.1.5. Take two valuations ν and µ of R. Then the following conditions are
equivalent
i) For all φ, ψ ∈ R, ν(φ) > ν(ψ) if and only if µ(φ) > µ(ψ).
ii) There is an order-preserving isomorphism f : νR −→ µR such that µ = f ◦ ν.
iii) qν = qµ and for any φ/ψ ∈ Quot(R/qν) = Quot(R/qµ) we have that ν(φ/ψ) ≥ 0 if and
only if µ(φ/ψ) ≥ 0.
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Proof. Assume first (i) and let us prove (ii). We define the mapping f : νR −→ µR by
setting f(ν(φ)) = µ(φ) for φ ∈ R and extend it to νR by additivity (we can do that because
{ν(φ) | φ ∈ R} generates νR). Since µ = f ◦ ν, it remains to show that f is an order-
preserving group isomorphism. To prove that f is additive we only have to prove that it
is additive in the set of generators. Take φ, ψ ∈ R. Using Property (V1) of valuations we
obtain that
f(ν(φ) + ν(ψ)) = f(ν(φψ)) = µ(φψ) = µ(φ) + µ(ψ) = f(ν(φ)) + f(ν(ψ)).
Hence, f is a group homomorphism. From the assumption (i), we conclude that f is order
preserving and hence injective. The surjectivity follows from the definitions of f and the
value group of a valuation. Therefore, f is an order-preserving group isomorphism with
µ = f ◦ ν, which is what we wanted to prove.
Now assume that (ii) holds. For each φ ∈ R we have
φ /∈ qν ⇐⇒ ν(φ) ∈ νR⇐⇒ µ(φ) = f ◦ ν(φ) ∈ µR⇐⇒ φ /∈ qµ.
Hence, qν = qµ. Take an element φ/ψ ∈ Quot(R/qν) (observe that this implies that
ψ /∈ qν = qµ). Then
ν(φ/ψ) ≥ 0⇐⇒ ν(φ) ≥ ν(ψ)⇐⇒ µ(φ) ≥ µ(ψ)⇐⇒ µ(φ/ψ) ≥ 0,
where the second equivalence holds because of our assumption (ii). Therefore, (iii) holds.
It remains to prove that (iii) implies (i). Assume that (iii) holds and take φ, ψ ∈ R.
If ψ ∈ qν = qµ, then neither ν(φ) > ν(ψ) nor µ(φ) > µ(ψ) can be true, so assume that
ψ /∈ qν = qµ. If φ ∈ qν = qµ, then ν(φ) > ν(ψ) and µ(φ) > µ(ψ). It remains to show that if
φ, ψ /∈ qν = qµ, then ν(φ) > ν(ψ) if and only if µ(φ) > µ(ψ). For this case we have that
ν(φ) > ν(ψ) ⇐⇒ ν(ψ/φ) < 0⇐⇒ ν(ψ/φ) 6≥ 0⇐⇒ µ(ψ/φ) 6≥ 0
⇐⇒ µ(ψ/φ) < 0⇐⇒ µ(φ) > µ(ψ)
which concludes our proof.
Definition 2.1.6. The valuations ν and µ on R are said to be equivalent (and denote by
ν ∼ µ) if one (and hence all) of the conditions above are satisfied.
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Remark 2.1.7. If ν and µ are two real valued valuations, i.e., their codomain is the real
numbers, then ν ∼ µ if and only if ν = C · µ for some C ∈ R and C > 0.
We denote byW (or V) the quotient of W˜ (or V˜ , respectively) by the equivalence relation
defined above, i.e., W = W˜/ ∼ (or V = V˜/ ∼, respectively). Given a valuation ν ∈ W˜ (or
V˜ , respectively), we denote its equivalence class by [ν] ∈ W (or V , respectively), i.e.,
[ν] = {µ ∈ W˜ (or V˜ , respectively) | ν ∼ µ}.
Take a local ring (R,m) and ν a valuation on R. We will say that ν is centered at R
if ν(φ) ≥ 0 for all φ ∈ R and ν(φ) > 0 for all φ ∈ m. If in addition R is noetherian, then m
is finitely generated, so we can define
ν(m) := min{ν(φ) | φ ∈ m}.
If ν is a valuation on a field F and R is a subring of F such that R ⊆ Oν ⊆ F and
F = Quot(R), then the center of ν on R is defined to be the prime ideal
pν = {φ ∈ R | ν(φ) > 0} = mν ∩R.
In this case, ν is centered at Rpν . We denote by W˜≥0 and V˜≥0 the subsets of W˜ and
V˜ , respectively, consisting of the valuations on R which take only non-negative values (for
short, non-negative valuations). We also write W≥0 = W˜≥0/ ∼ and V≥0 = V˜≥0/ ∼.
2.1.1 Topologies on spaces of valuations
We will assume that the reader is familiar with the basic notions of topology. For a reference,
we suggest [13]. It is worth to mention that we will treat the properties of being “compact”
and “Hausdorff” as two separate properties (hence we are not going to use the term “quasi-
compact”), namely:
Definition 2.1.8. A topological space (X,A) is compact if every open covering C of X
admits a finite subcovering C ′. The space (X,A) is said to be Hausdorff if for every two
distinct points x1, x2 ∈ X there exist open sets U1, U2 ∈ A such that x1 ∈ U1, x2 ∈ U2 and
U1 ∩ U2 = ∅.
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Our next goal is to define topologies on W and V . The best known topology on the
space of equivalence classes of Krull valuations is the Zariski topology:
Definition 2.1.9. The Zariski topology on V is the topology having as a subbasis the
sets of the form
{[ν] ∈ V | ν(φ) ≥ 0}
where φ runs through F = Quot(R).
Remark 2.1.10. It is proved in [52] that this topology is compact but not Hausdorff.
The coarsest Hausdorff topology on V which is finer than the Zariski topology is the
Zariski patch (also called constructive) topology:
Definition 2.1.11. The Zariski patch topology on V is defined to be the topology having
as a subbasis the sets of the form
{[ν] ∈ V | ν(φ) ≥ 0} and {[ν] ∈ V | ν(ψ) > 0}
where φ and ψ run through F .
For a discussion about these topologies, see the appendix of [28].
Definition 2.1.12. Take a set X and a family F = {(Xi,Ai,Φi) | i ∈ I} where for every
i ∈ I, (Xi,Ai) is a topological space and Φi : X −→ Xi is a function. We define the weak
topology on X associated to F to be the coarsest topology which makes all the Φi
continuous. It is equivalent to say that this topology is the topology having as a subbasis
all sets of the form Φ−1i (Ui) with Ui ∈ Ai and i ∈ I.
Remark 2.1.13. For every φ ∈ F = Quot(R) let
φ∗ : V −→ {0,−,+}
be the function given by
φ∗([ν]) =

0 if ν(φ) = 0,
− if ν(φ) < 0,
+ if ν(φ) > 0.
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Endow X := {0,−,+} with the topologies
A1 := {∅, {0,+}, X} and A2 := {∅, {+}, {0,+}, X}.
Then the Zariski topology is the weak topology on V induced by {(X,A1, φ∗) | φ ∈ F} and
the Zariski patch topology is the weak topology on V induced by {(X,A2, φ∗) | φ ∈ F}.
The way that the Zariski topology is constructed on V (Definition 2.1.9) cannot be
applied to the set W of all equivalence classes of valuations. That is because R does not
need to be a domain. Even if R is a domain we cannot guarantee that every valuation
on R can be extended to F = Quot(R). To overcome this problem, Huber and Knebusch
introduced the valuation spectrum topology (see [19]).
Definition 2.1.14. We define the valuation spectrum topology on W as the topology
having as a subbasis the sets
{[ν] ∈ W | νφ ≥ νψ 6=∞}
where φ and ψ run through R.
One can see that the restriction of the valuation spectrum topology from W to V is the
Zariski topology.
We will describe below an approach used by Berkovich in [7] and by Favre and Jonsson in
[14] to define topologies on sets of valuations. Take a noetherian local ring R with maximal
ideal m and an ordered abelian group Γ.
Definition 2.1.15. For each positive element γ ∈ Γ we say that a centered valuation
ν : R −→ Γ∞ is normalized by γ if ν(m) = γ.
We denote by W˜Γ (or V˜Γ) the subset of W˜ (or V˜ , respectively) consisting of all centered
valuations having Γ∞ as their codomain, i.e.,
W˜Γ = {ν ∈ W˜ | ν : R −→ Γ∞}.
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Definition 2.1.16. Consider the subset W˜m of W˜R consisting of all centered valuations
normalized by 1. We define the weak topology on W˜m to be the topology having as a
subbasis the sets of the form
{ν ∈ W˜m | ν(φ) > α} and {ν ∈ W˜m | ν(φ) < α}
where α runs through R∞ and φ runs through R.
Remark 2.1.17. If R is a two-dimensional regular local ring, then W˜m admits a tree struc-
ture, which will be called the valuative tree of R. See Chapter 3 for a detailed discussion.
Remark 2.1.18. The sets of the form
{r ∈ R∞ | r > α} and {r ∈ R∞ | r < α} with α running through R∞
form a subbasis of open sets for the order topology on R∞. The product topology on (R∞)R
is the weak topology associated to the projections into R∞. Hence, the topology defined in
2.1.16 is the topology on W˜m ⊆ (R∞)R induced by the product topology on (R∞)R.
2.2 Valuations on a field F
From remark 2.1.4 we know that there is a bijection between the set of valuations on a field
F and the set of Krull valuations on a fixed ring R with F = Quot(R).
2.2.1 Valuation vs. valuation ring
Definition 2.2.1. A valuation ring is a domain O such that for every non-zero element
r ∈ Quot(O), if r /∈ O, then r−1 ∈ O. If F is a field, then a valuation ring of F is a valuation
ring O for which F = Quot(O).
Lemma 2.2.2. Take a valuation ν on a field F . The ring
Oν := {a ∈ F | ν(a) ≥ 0}
is a valuation ring, which will be called the valuation ring of ν. Moreover, if r /∈ Oν, then
r−1 ∈ mν = {a ∈ F | ν(a) > 0}.
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Proof. If r /∈ Oν , then ν(r) < 0. Consequently, ν(r−1) = −ν(r) > 0 and so r−1 ∈ mν .
Remark 2.2.3. From the definition of equivalences of valuations, we see that two valuations
on a field are equivalent if and only if they have the same valuation ring.
Lemma 2.2.4. Every valuation ring is a local ring.
Proof. We have to prove that the set m = O \ O× is an ideal of O, where O× denotes the
set of units of O. If r ∈ m, then r /∈ O×. Hence, rs /∈ O× and consequently rs ∈ m for
every s ∈ O. Take r, s ∈ m. If r = 0 or s = 0, then r + s ∈ m. Since O is a valuation
ring, if r 6= 0 and s 6= 0, then s/r ∈ O or r/s ∈ O. Assume, without loss of generality that
s/r ∈ O. Then r + s = r(1 + s/r) ∈ m because r ∈ m and 1 + s/r ∈ O. Therefore, m is an
ideal of O.
As a corollary of the lemmas above, we obtain that Oν is a local ring and one can easily
check that its unique maximal ideal is mν .
Lemma 2.2.5. Take a valuation ring O. Then there exists a valuation ν on F = Quot(O)
such that O = Oν. This valuation will be called the valuation associated to O.
Proof. Given the valuation ringO we set Γ = F×/O×, where F× is seen as the multiplicative
group of F = Quot(O) and O× as a (normal) subgroup of F×. Since this group is abelian
we write it additively, i.e.,
rO× + sO× := rsO×.
We define an order on Γ by setting rO× ≥ sO× if and only if r/s ∈ O. We have to prove
that:
• The order ≥ is well-defined.
Take elements r, s, r′, s′ ∈ F such that r′O× = rO× and s′O× = sO×. This implies
that r′/r and s′/s belong to O. If r/s ∈ O, then
r′/s′ = r′/r · r/s · s/s′ ∈ O.
Therefore, the order ≥ is well-defined.
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• The order ≥ is a group order.
Take any elements r, s ∈ F× and suppose that rO× ≥ sO×. For every t ∈ F× we have
that tr/ts = r/s ∈ O. Hence, tO× + rO× ≥ tO× + sO×, which is what we wanted to
prove.
Define now the mapping ν : F −→ Γ∞ given by ν(0) = ∞ and ν(r) = rO× if r 6= 0. We
have to prove that ν is a valuation. From the definition, we have that
ν(rs) = ν(r) + ν(s), ν(0) =∞ and ν(1) = 0 (because 1 ∈ O×).
It remains to prove that ν(r + s) ≥ min{ν(r), ν(s)}. If r = 0 or s = 0 the assertion is
trivial, so assume that r 6= 0 and s 6= 0. Assume without loss of generality that ν(r) ≥ ν(s).
This means that r/s ∈ O. Then also (r + s)/s = r/s + 1 belongs to O. Therefore,
ν(r + s) ≥ ν(s) = min{ν(r), ν(s)}.
To conclude our proof we have to show that O = Oν . Take r ∈ F . If r = 0, then r ∈ Oν
and r ∈ O because these are both subrings of F . If r 6= 0, then
r ∈ Oν ⇐⇒ ν(r) ≥ 0 = ν(1)⇐⇒ r = r/1 ∈ O.
Therefore, O = Oν .
A valued field is a pair (F, ν) where F is a field and ν is a valuation on F . For any
subfield L of F we denote by
OL := Oν ∩ L and mL := mν ∩ L.
A valued field extension (F |L, ν) is a field extension F |L together with a valuation ν
on F . If the extension F |K is an algebraic function field, then (F |K, ν) is called a valued
function field.
2.2.2 Valuation ring vs. place
Definition 2.2.6. A place on the field F is a homomorphic mapping P of a subring OP
of F into a field FP , such that the following conditions are satisfied:
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(P1) if r ∈ F and r /∈ OP , then 1/r ∈ OP and (1/r)P = 0;
(P2) rP 6= 0 for some r ∈ OP .
In this case, the field FP is called the residue field of P .
We introduce the symbol∞ and agree to write rP =∞ if r /∈ OP . From the definitions
of place and valuation ring, we see that for every place P of F the ring OP is a valuation
ring, which will be called the valuation ring of the place P .
Lemma 2.2.7. Given a valuation ring O there exists a place P such that OP = O.
Proof. Let O be any valuation ring of F . From Lemma 2.2.4 we have that O is a local ring
with unique maximal ideal m = O \ O×. We define the mapping P by
P : O −→ O/m
r 7−→ r + m
Since m is a maximal ideal of O we have that O/m is a field. If r ∈ F and r /∈ O, then
from the definition of O we have that 1/r ∈ O. Moreover, 1/r is not a unit of O which
implies that 1/r ∈ m. Hence, (1/r)P = 0 and Property (P1) is satisfied. Since m is the
set of non-units of O we have that 1 ∈ O \ m, so 1P 6= 0. Consequently, Property (P2) is
satisfied and P is a place of F with OP = O.
The place P for which OP = O is called the place associated to O and if O is the
valuation ring of a valuation ν, then it is called the place associated to ν. For any place
P , the valuation associated to OP is also called the valuation associated to P .
2.2.3 The value group of a valuation
Let Γ be an ordered abelian group. We denote by SΓ the set of convex subgroups of Γ.
Lemma 2.2.8. The set SΓ is totally ordered by subset inclusion.
Proof. Subset inclusion is always a partial order, so we just have to prove that for every
pair of convex subgroups ∆,∆′ of Γ, either ∆ ⊆ ∆′ or ∆′ ⊆ ∆.
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Assume that ∆ 6⊆ ∆′. Then there exists γ ∈ Γ such that γ ∈ ∆ \ ∆′. If there would
exist γ1, γ2 ∈ ∆′ such that γ1 ≤ γ ≤ γ2, then γ would belong to ∆′ which is a contradiction.
Therefore, either γ > ∆′ or γ < ∆′. This means that either −γ < ∆′ < γ or γ < ∆′ < −γ.
In either case we have that ∆′ ⊆ ∆ because ∆ is a convex subset of Γ and γ,−γ ∈ ∆.
Definition 2.2.9. From Lemma 2.2.8 we obtain that the set SνF is totally ordered, so we
define the rank of ν to be the order type of SνF .
Remark 2.2.10. Observe that if p is an ideal of Oν , then
ν(p) = {νφ | φ ∈ p}
is a final segment of νF ∪ {∞}. Indeed, take φ ∈ p and γ = νψ ∈ νF ∪ {∞} such that
γ = νψ > νφ. From the definition of Oν we have that ψ
φ
∈ Oν . Consequently,
ψ = φ · ψ
φ
∈ p,
and hence γ ∈ ν(p).
Lemma 2.2.11. There exists an order-reversing bijection between Spec(Oν) and SνF .
Proof. Define
Φ : Spec(Oν) −→ SνF and Ψ : SνF −→ Spec(Oν)
by
Φ(p) = ∆p := {γ ∈ νF | −ν(p) < γ < ν(p)} and Ψ(∆) = p∆ := {φ ∈ Oν | νφ > ∆}.
We have to prove:
• If p ∈ Spec(Oν), then ∆p ∈ SνF .
From the definition, we have that ∆p is convex and that 0 ∈ ∆p. It remains to prove
that it is closed under addition. Take any elements γ, γ′ ∈ ∆p, say, γ = ν(φ) and
γ′ = ν(φ′). If γ, γ′ ≥ 0, then φ, φ′ ∈ Oν \ p and since p is a prime ideal we have that
φ · φ′ /∈ p. Since ν(p) is a final segment in νF we conclude that ν(φ · φ′) < ν(p). Thus
−ν(p) < 0 ≤ γ + γ′ = ν(φ) + ν(φ′) = ν(φ · φ′) < ν(p),
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and hence γ + γ′ ∈ ∆p. If γ, γ′ ≤ 0, then −γ,−γ′ ≥ 0 and we obtain that 0 ≤
−(γ + γ′) < ν(p). Therefore, −ν(p) < γ + γ′ ≤ 0 and again γ + γ′ ∈ ∆p. For the
remaining case, assume without loss of generality that γ′ ≤ 0 ≤ γ. Then
γ′ ≤ γ + γ′ ≤ γ
and by the convexity of ∆p we obtain that γ + γ
′ ∈ ∆p.
• If ∆ ∈ SνF , then p∆ ∈ Spec(Oν).
From the properties of valuations we have that p∆ is an ideal of Oν . Take φ ∈ Oν \p∆.
Since ν(φ) 6> ∆, there exists γ ∈ ∆ such that ν(φ) ≤ γ. By the convexity of ∆ (and
from the fact that ν(φ) ≥ 0) we obtain that ν(φ) ∈ ∆. Take φ, φ′ ∈ Oν \ p∆. Then
ν(φ), ν(φ′) ∈ ∆, and since ∆ is a group we have
ν(φ · φ′) = ν(φ) + ν(φ′) ∈ ∆.
Therefore, φ · φ′ /∈ p∆ and consequently p∆ ∈ Spec(Oν).
• Φ is a bijection.
We are going to prove that Ψ ◦ Φ(p) = p and Φ ◦ Ψ(∆) = ∆ for every p ∈ Spec(Oν)
and every ∆ ∈ SνF .
If φ ∈ p, then for every γ ∈ ∆p we have that γ < νφ. Thus νφ > ∆p and consequently
φ ∈ p∆p = Ψ ◦ Φ(p). On the other hand, if φ ∈ Oν \ p, then 0 ≤ νφ < ν(p)
(because ν(p) is a final segment of νF ) which means that νφ ∈ ∆p. Consequently,
φ /∈ p∆p = Ψ ◦ Φ(p). Therefore, Ψ ◦ Φ(p) = p.
If γ ∈ ∆, then for every φ ∈ p∆ we have −νφ < γ < νφ. Thus −ν(p) < γ < ν(p) and
consequently γ ∈ Φ ◦ Ψ(∆). On the other hand, take γ = νφ ∈ νF and assume that
γ /∈ ∆. Since ∆ is a convex subset of νF we have that either γ > ∆ or γ < ∆. In this
case, if γ > ∆, then φ ∈ p∆ and if γ < ∆, then φ−1 ∈ p∆. In either case we conclude
that γ /∈ Φ ◦Ψ(∆). Therefore, Φ ◦Ψ(∆) = ∆.
• Φ is order reversing.
Suppose that p ⊆ q. Then ν(p) ⊆ ν(q) and therefore, ∆q ⊆ ∆p.
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Corollary 2.2.12. The set of prime ideals of a valuation ring is totally ordered with respect
to set inclusion.
Proof. Take any valuation ring O. From Lemma 2.2.5 there exists a valuation ν on F =
Quot(O) such that O = Oν . Take two prime ideals p and q of O. Lemma 2.2.8 gives us
that either ∆p ⊆ ∆q or ∆q ⊆ ∆p. Applying Lemma 2.2.11, we obtain that either q ⊆ p or
p ⊆ q.
2.2.4 The decomposition of a valuation
Take a valued field (F, ν) and a convex subgroup ∆ of νF . Let
pi∆ : νF −→ νF/∆
be the canonical epimorphism of νF onto the quotient group νF/∆. Then the function
ν∆ = pi∆ ◦ ν
is a valuation on F whose valuation ring Oν∆ contains Oν . The valuation ν induces a
valuation ν∆ : Fν∆ −→ ∆∞ by setting ν(0) =∞ and
ν∆(a+ mν∆) = ν(a)
for a ∈ Oν \mν .
Consider the places P∆ and P∆ associated to ν∆ and ν∆, respectively, and let P∆P∆ be
the composition of P∆ and P∆ as functions, i.e.,
P∆P∆ : F −→ Fν∆ ∪ {∞}
a 7−→
 (aP∆)P∆ , if a ∈ Oν∆∞ , otherwise.
Then P∆P∆ is a place of F and we can consider the valuation ν∆ ◦ ν∆ in F as the
valuation associated to P∆P∆. It is easy to see that the valuation rings of ν and ν∆ ◦ ν∆
are equal, and consequently these valuations are equivalent. When we will be considering
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equivalence classes of valuations instead of distinguishing equivalent valuations, we will say
that ν = ν∆ ◦ ν∆ is the decomposition of ν associated to ∆.
Let ν be a valuation on F = Quot(R) centered at the local ring (R,m). If ν = ν1 ◦ ν2,
then ν1 has a center p = mν1 ∩ R which is a subset of m. If we consider the decomposition
ν = ν∆ ◦ ν∆ associated to the group ∆ = ∆p, then the valuations ν1 and ν2 are equivalent
to ν∆ and ν∆ respectively. In particular, for any element r ∈ m \ p we have ν(s) > ν(r) for
all s ∈ p.
2.2.5 Local uniformization
We will give now the main definitions associated to local uniformization. Given a local
noetherian ring (R,m) (not necessarily equicharacteristic) we define the dimension of R
(denoted by dim(R)) as the Krull dimension of R, i.e., the maximum length of chains of
prime ideals in R. If (R,m) and (R(1),m(1)) are local rings, a local ring homomorphism
is a ring homomorphism
Φ : R −→ R(1)
such that Φ−1
(
m(1)
)
= m.
An ideal p of R is said to be m-primary if for every element φ ∈ m there exists n ∈ N
such that φn ∈ p.
Remark 2.2.13 (Theorem 11.14 of [6]). For any noetherian local ring (R,m), the dimension
of R is equal to the least number of generators of an m-primary ideal.
Let (R,m) be a noetherian local ring of dimension d and let u1, . . . , ud ∈ m. We say that
u = (u1, . . . , ud)
is a system of parameters of R (or of m) if u1, . . . , ud generate an m-primary ideal. An
element f ∈ R is said to be a monomial in u if there exists
γ :=
(
γ(1), . . . , γ(d)
) ∈ (N ∪ {0})d
and c ∈ R× such that
f = cuγ := c
d∏
i=1
uγ
(i)
i .
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Remark 2.2.14. We will sometimes say “the local ring (R, u)” meaning that R is a local
ring with maximal ideal m such that u = (u1, . . . , ud) is a fixed system of parameters of R.
The local ring R is said to be regular if m can be generated by dim(R) many elements.
In this case, a set of generators (u1, . . . , ud) of m such that d = dim(R) is called a regular
system of parameters of R.
Definition 2.2.15. Let (R,m) be a noetherian local domain with quotient field F and ν a
valuation on F centered at R. A local blowing up of (R,m) with respect to ν is a local
ring homomorphism
pi : (R,m) −→ (R(1),m(1))
of the following form: take elements ri, si ∈ R, i = 1, . . . , l such that ν (si) ≤ ν (ri) for all
i = 1, . . . , l and set
R′ = R
[
r1
s1
, . . . ,
rl
sl
]
and m′ = mν ∩R′.
The local ring
(
R(1),m(1)
)
is the localization of R′ with respect to the prime ideal m′, that
is,
R(1) = R′m′ =
{ a
b
∈ K
∣∣∣ b /∈ m′} and m(1) = m′R′m′ .
The local blowing up now is the natural inclusion pi : R −→ R(1). We will say that the local
blowing up pi is simple if l = 1, i.e., R(1) = R
[r
s
]
m′
.
Classically, the problems of local uniformization and resolution of singularities are pre-
sented as follows: An algebraic variety V over K is said to admit resolution of singu-
larities if there exists a “proper birational morphism” V ′ −→ V from a “regular variety”
V ′ to V . If ν is a valuation on K(V ) having a center on V , then the pair (V, ν) is said to
admit local uniformization if there exists a proper birational morphism V ′ −→ V from a
variety V ′ to V such that the center of ν on V ′ is a “regular point”.
In the modern language, an algebraic variety overK means an “integral separated scheme
of finite type over K”. A scheme is the analogue in algebraic geometry of a manifold. A
manifold is a topological space which is the union of open sets which are homeomorphic to
Rn. Analogously, a scheme of finite type over K is the union of objects which are isomorphic
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(in the category of schemes) to affine schemes of the form Spec(A) where
A = K[x1, . . . , xn]/(f1, . . . , fl), f1, . . . , fl ∈ K[x1, . . . , xn].
Since we are working with valuations, the problem of local uniformization is a local problem,
so instead of talking about a scheme, we can talk just about affine schemes. Therefore, we
can think of V as V = Spec(A).
We write A = K[a1, . . . , an] where ai = xi + (f1, . . . , fl), 1 ≤ i ≤ n. Take a valuation ν
on K(V ) = K(a1, . . . , an). We say that the valuation ν has a center on V if A ⊆ Oν (in
which case we say that the center is p = mν ∩ A). Then ν is centered at OV,p := Amν∩A
(see last paragraph of Section 2.1). Hence, we are studying valuations of the field K(V )
which are centered at a noetherian local domain OV,p. This leads us to the definition of
local uniformization for a valuation centered at a local domain given in Section 1.4, where
local blowing ups play the role of proper birational morphisms appearing in the classical
formulation.
Take an algebraic variety V over K and a valuation ν on K(V ) having a center on V . A
variety V ′ is birationally equivalent to V if and only if K(V ) = K(V ′). Therefore, we can fix
a valued function field (F |K, ν) and try to find a model V for (F |K, ν) (i.e., V = Spec(A),
with A = K[a1, . . . , ar] ⊆ OF and F = K(a1, . . . , ar)) such that OV,p = Amν∩A is regular.
Since the original problem of local uniformization as presented earlier in this section starts
from a given model, one wishes to guarantee that this new model is related in a strong way
with the original one. This can be done by fixing a finite subset Z of OL and requiring
that with respect to the new model, Z is contained in OV,p. This motivates the definition
of local uniformization for valued function fields presented in Section 1.3. In this definition,
one could ask for V = Spec(A) with the elements of Z appearing among the generators
a1, ..., ar of A. Then one could for instance take Z to consist of the generators of the ring
appearing in the original model and so achieve that this ring will be contained in the new
ring A. However, this seemingly stronger condition is equivalent to the one in the definition
we presented. This fact is a consequence of Lemma 6.1.4.
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2.2.6 Henselization and absolute inertia field
Let (F |L, ν) be a normal algebraic extension of valued fields. Then we define the decom-
position group Gd(F |L, ν) and the inertia group Gi(F |L, ν) of (F |L, ν) by
Gd(F |L, ν) = {σ ∈ Gal(F |L) | ν ◦ σ = ν on F}
and
Gi(F |L, ν) = {σ ∈ Gal(F |L) | ∀x ∈ OF : x− σ(x) ∈ mF},
respectively.
Definition 2.2.16. We define the decomposition field (F |L, ν)d and inertia field (F |L, ν)i
of (F |L, ν) to be the fixed field of Gd(F |L, ν) and Gi(F |L, ν), respectively. The absolute
inertia field Li of L is defined to be (Lsep|L, ν)i. The henselization Lh of L is defined to
be (Lsep|L, ν)d.
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Chapter 3
The valuative tree
For this chapter we take a two-dimensional regular local domain R and ordered abelian
group Γ. Consider the set
W˜Γ := {ν ∈ W˜ | ν : R −→ Γ∞}.
The family (
{ν ∈ W˜Γ | ν is centered and normalized by γ }
)
γ∈Γ>0∞
forms a partition of W˜Γ. If we consider the particular case of Γ = R, then every non-trivial
valuation on W˜R is equivalent to a unique valuation normalized by 1.
3.1 Valuation vs. Krull valuation on R
Since V˜ ⊆ W˜ , we can ask whether there exists a natural subset of W˜ which can be identified
with V˜ . Would W˜R work? We are looking here for a mapping
W˜R −→ V˜
which is surjective and injective. Moreover, would this map respect equivalence classes? We
present below a mapping (denoted by .kr) which respects equivalence classes, is injective,
but not surjective.
Take a non-trivial valuation ν ∈ W˜R (we set the image under .kr of the trivial valuation
of W˜R to be the trivial valuation of V˜). If pν = (0), then ν is a Krull valuation and we define
νkr := ν. If pν 6= (0), then (0) ( pν ( m which means that pν = (φ) where φ ∈ R is an
irreducible element. Indeed, pν 6= m by assumption and if we take any irreducible element
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φ ∈ pν , then
(0) ( (φ) ⊆ pν ( m
and hence (φ) = pν because (φ) is a prime ideal and dim(R) = 2. Define now the Krull
valuation
νkr : R −→ Z× R
given by νkr(ψ) = (r, ν(ψ′)) where ψ = φrψ′ and (φ, ψ′) = 1, where the order on Z × R is
the lexicographic order.
Observe that this definition does not depend on the choice of φ. Indeed, since R is an
unique factorization domain, any irreducible element ψ ∈ pν = (φ), would be of the form
u · φ where u ∈ R×.
It is easy to see that given two valuations ν, µ ∈ W˜R, then
ν ∼ µ⇐⇒ νkr ∼ µkr.
Therefore, the mapping ν 7→ νkr induces an injective mappingWR −→ V . We want to study
the properties of this mapping.
Take any Krull valuation ν : R −→ Γ∞. If rk(Γ) = 1, then we can embed Γ in R, hence
there exists a valuation ν ′ ∈ W˜R equivalent to ν. If rk(Γ) = 2, then we can embed Γ in R2
with the lexicographic order. Consider the mapping
ν ′(φ) :=
pi2(ν(φ)) , if pi1(ν(φ)) = 0∞ , otherwise.
If this mapping assumes a value different from 0 and ∞, then it is a valuation on R and
ν ′kr ∼ ν. If the only values of ν ′ are 0 and ∞, then there is no valuation ν ′ on R such that
ν ′kr = ν. Therefore, the mapping · kr :WR −→ V is not surjective.
Example 3.1.1. Let us give a few examples for the case of R = C[[x, y]]. The
monomial valuation on R defined by ν(x) = α and ν(y) = β is given by
ν
(∑
aijx
iyj
)
= min{iα + jβ | aij 6= 0}.
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(i) Take the monomial valuation defined by ν(x) = ν(y) = 1. Then ν is a rank one Krull
valuation and ν = νkr.
(ii) Let ν be the monomial valuation defined by ν(x) = 1 and ν(y) = ∞. Then pν = (y)
and νkr is the monomial Krull valuation defined by ν(x) = (0, 1) and ν(y) = (1, 0).
(iii) Consider the monomial Krull valuation µ : R −→ (Z× Z)∞ (with lexicographic order)
given by µ(x) = (1, 0) and µ(y) = (1, 1). This is a Krull valuation on R such that
there is no valuation ν on R with νkr = µ. This shows that · kr : WR −→ V is not
surjective.
3.2 The existence of the infimum of a set of valuations
We will now define rooted non-metric trees and discuss the difference between our way of
defining it and the definition given in [14] and [16].
Definition 3.2.1. A rooted non-metric tree is a poset (T ,≤) such that:
(T1) There exists a (unique) smallest element τ0 ∈ T .
(T2) Every set of the form Iτ = {σ ∈ T | σ ≤ τ} is isomorphic (as ordered sets) to a real
interval.
(T3) Every totally ordered convex subset of T is isomorphic to a real interval.
(T4) Every non-empty subset S of T admits an infimum in T .
Remark 3.2.2. In [14] and [16], rooted non-metric tree is defined without Condition (T4).
In [14], the authors state (page 40 after Remark 3.4) that Condition (T4) follows from the
completeness of the real numbers and the previous conditions, which is not true, as the
following example shows.
Example 3.2.3. Take X = [0, 1) ∪ {x, y} and extend the natural order on [0, 1) to X by
setting x, y > [0, 1) and stating that x and y are incomparable. Then (T1), (T2) and (T3)
hold for (X,≤), but the set {x, y} does not admit an infimum.
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We prove the following interesting fact:
Lemma 3.2.4. Under Conditions (T1) and (T2), the following conditions are equivalent:
(T4) Every non-empty subset S ⊆ T admits an infimum.
(T4’) Given two elements τ, σ ∈ T , the set {τ, σ} admits an infimum τ ∧ σ.
Proof. (T4’) is a particular case of (T4). Assume now that (T4’) holds and take a non-
empty subset S ⊆ T . We have to prove that S admits an infimum. Fix an element τ ∈ S
and let
Φτ : [τ0, τ ] −→ [a, b] ⊆ R
be the isomorphism given by Condition (T2). For each σ ∈ S, by Condition (T4’) there
exists an element τ ∧ σ ∈ T which is the infimum of {τ, σ} in T . Define the element
aσ = Φτ (τ ∧ σ) ∈ [a, b].
Since R is complete, we have that {aσ | σ ∈ S} admits an infimum a0 ∈ [a, b]. Define
the element σ0 = Φ
−1
τ (a0) ∈ T . Let us prove that σ0 = inf S. If not, there would exist
an element σ′0 ∈ T such that σ0 < σ′0 ≤ σ for all σ ∈ S. Then σ′0 ≤ τ ∧ σ and hence
a0 = Φτ (σ0) < Φτ (σ
′
0) ≤ aσ for all σ ∈ S, which shows that a0 < inf{aσ | σ ∈ S}, a
contradiction.
Remark 3.2.5. The lemma above shows that if a partially ordered set with Conditions
(T1) and (T2) is directed (with respect to reverse set inclusion), then its order is a directed
complete partial order (with respect to reverse set inclusion).
We will now define some properties associated to a non-metric tree.
Definition 3.2.6. (i) Given a non-empty subset S ⊆ T we define the join
∧
τ∈S
τ of S to
be the infimum of S.
(ii) Given two elements τ, σ ∈ T we define the closed segment connecting them by
[τ, σ] := {α ∈ T | (τ ∧ σ ≤ α ≤ τ) ∨ (τ ∧ σ ≤ α ≤ σ)}.
We define ]τ, σ] and [τ, σ[ similarly.
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(iii) For a point τ ∈ T , define an equivalence relation on T \{τ} by setting
σ ∼τ α⇐⇒ ]τ, σ] ∩ ]τ, α] 6= ∅.
The tangent space of T at τ is the set of equivalence classes of T \{τ}. An equiva-
lence class [σ]τ ∈ T \{τ}/ ∼τ is called a tangent vector at τ .
(iv) The weak tree topology on T is the topology having as a subbasis the tangent
vectors at the points of T , i.e., the open sets are unions of finite intersections of sets
of the form [σ]τ .
(v) A parametrization of a rooted non-metric tree is an increasing (or decreasing) map-
ping Ψ : T −→ [−∞,∞] such that its restriction to every totally ordered convex
subset of T is an isomorphism (of ordered sets) onto a real interval.
(vi) Given an increasing parametrization Ψ : T −→ [1,∞] we define a metric on T by
setting
dΨ(τ, σ) =
(
1
Ψ(τ ∧ σ) −
1
Ψ(τ)
)
+
(
1
Ψ(τ ∧ σ) −
1
Ψ(σ)
)
.
Remark 3.2.7. Observe that the definitions above depend strongly on the existence of an
infimum for any two given elements.
We will start to prove now that every pair of valuations centered at a two-dimensional
regular local domain (R,m) admits an infimum.
Remark 3.2.8. We point out that valuations on any ring R have the following good prop-
erty:
Lemma 3.2.9. (i) Every totally ordered set S ⊆ W˜R admits a supremum.
(ii) Take two valuations ν, ν ′ ∈ W˜R and assume that there exists a valuation ν0 : R −→ R∞
such that one of the sets {µ ∈ W˜R | ν0 ≤ µ ≤ ν} or {µ ∈ W˜R | ν0 ≤ µ ≤ ν ′} is
totally ordered and both are non-empty. Then there exists an infimum for {ν, ν ′} in
{µ ∈ W˜R | ν0 ≤ µ}.
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Hence, if we have proven that for the valuative tree, Conditions (T1) and (T2) are
satisfied, then (by use of Lemma 3.2.9) we have the desired existence of the infimum. The
advantage of our proof of Theorem 1.1.1 is that we do not assume that (T1) and (T2) hold.
Proof of Lemma 3.2.9. (i) Define the function νS(φ) = sup{ν(φ) | ν ∈ S}, which is well-
defined because R is complete. We have to prove that νS is a valuation. The assertion that
νS(0) =∞ and νS(1) = 0 are trivial.
For every valuation ν ∈ S we have that
ν(φψ) = ν(φ) + ν(ψ) ≤ νS(φ) + νS(ψ) for every φ, ψ ∈ R.
Hence, νS(φψ) ≤ νS(φ) + νS(ψ). Suppose that there exist elements φ, ψ ∈ R such that
νS(φψ) < νS(φ) + νS(ψ). Assume that
 := νS(φ) + νS(ψ)− νS(φψ) 6=∞.
From the definition of νS , there exist valuations ν, ν ′ ∈ S such that
ν(φ) > νS(φ)− /2 and ν ′(ψ) > νS(ψ)− /2.
Since S is totally ordered, the valuations ν and ν ′ are comparable, say, ν ≥ ν ′. Hence,
ν(ψ) ≥ ν ′(ψ) > νS(ψ)− /2. Then
ν(φ) + ν(ψ) > νS(φ) + νS(ψ)−  = νS(φψ) ≥ ν(φψ),
which is a contradiction to the fact that ν is a valuation. If  =∞, a similar argument gives
us the desired contradiction.
Suppose towards a contradiction that νS(φ+ψ) < min{νS(φ), νS(ψ)} for some φ, ψ ∈ S.
Then there exist valuations ν, ν ′ ∈ S such that
νS(φ+ ψ) < ν(φ) and νS(φ+ ψ) < ν ′(ψ).
Again, we assume that ν ≥ ν ′, which implies that νS(φ+ ψ) < ν ′(ψ) ≤ ν(ψ). Therefore,
ν(φ+ ψ) ≤ νS(φ+ ψ) < min{ν(φ), ν(ψ)},
which is the desired contradiction because ν is a valuation.
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(ii) Assume without loss of generality that Iν := {µ ∈ W˜R | ν0 ≤ µ ≤ ν} is totally
ordered. Take the set Iν′∧ν := {µ ∈ Iν | µ ≤ ν ′}. Since Iν′∧ν is a subset of a totally ordered
set, it is also a totally ordered set. By part (i), there exists a supremum ν ∧ ν ′ in W˜R for
Iν′∧ν . Take a valuation µ such that ν0 ≤ µ ≤ ν and ν0 ≤ µ ≤ ν ′. Then µ ∈ Iν′∧ν and
since ν ′ ∧ ν is the supremum of Iν′∧ν , we have that µ ≤ ν ∧ ν ′. Also, if ν ∧ ν ′(φ) > ν(φ)
(or ν ∧ ν ′(φ) > ν ′(φ)) for some φ ∈ R, then there would exist a valuation µ ∈ Iν′∧ν with
µ(φ) > ν(φ) (or µ(φ) > ν ′(φ)) which is a contradiction. Hence, ν ∧ ν ′ ≤ ν and ν ∧ ν ′ ≤ ν ′.
Therefore, ν ∧ ν ′ = inf{ν, ν ′}.
Let (R,m) be a local domain and consider the set
S = (R× ∪ {0})2 \ {(0, 0)}.
Define a relation on S by setting
(a1, b1) ∼ (a2, b2)⇐⇒ a1b2 − a2b1 ∈ m.
Lemma 3.2.10. This relation is an equivalence relation.
Proof. This relation is clearly reflexive and symmetric, so it remains to show that it is
transitive. Suppose that (a1, b1) ∼ (a2, b2) and (a2, b2) ∼ (a3, b3). By definition, we have
that a1b2 − a2b1, a2b3 − a3b2 ∈ m. If a2 6= 0, then we have that
a2(a3b1 − a1b3) = a3a2b1 − a3a1b2 + a1a3b2 − a1a2b3 = a3(a2b1 − a1b2) + a1(a3b2 − a2b3) ∈ m
and since a2 ∈ R× we have that a3b1 − a1b3 ∈ m. If a2 = 0, then b2 6= 0 and we have
b2(a3b1 − a1b3) = b1a3b2 − b1a2b3 + b3a2b1 − b3a1b2 = b1(a3b2 − a2b3) + b3(a2b1 − a1b2) ∈ m
and again a3b1 − a1b3 ∈ m.
Suppose that (R,m) is a two-dimensional regular local domain and let (x, y) be a regular
system of parameters of m. Take a valuation ν centered at R.
Lemma 3.2.11. Take (a1, b1), (a2, b2) ∈ S with (a1, b1) ∼ (a2, b2). Then
ν(a1x+ b1y) > ν(m)⇐⇒ ν(a2x+ b2y) > ν(m).
Also, if there exist (a1, b1), (a2, b2) ∈ S such that ν(a1x + b1y) > ν(m) and ν(a2x + b2y) >
ν(m), then (a1, b1) ∼ (a2, b2).
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Proof. For the first statement, suppose that a1 6= 0 (and so a2 6= 0). Then
a2x+ b2y =
a2
a1
(
a1x+
a1b2
a2
y
)
=
a2
a1
(
a1x+ b1y − b1y + a1b2
a2
y
)
=
a2
a1
(a1x+ b1y) +
a1b2 − a2b1
a1
y
Since (a1, b1) ∼ (a2, b2) we have that
ν
(
a1b2 − a2b1
a1
y
)
= ν(a1b2 − a2b1)− ν(a1) + ν(y) > ν(y) ≥ ν(m).
If ν(a1x+ b1y) > ν(m), then
ν(a2x+ b2y) ≥ min
{
ν
(
a2
a1
(a1x+ b1y)
)
, ν
(
a1b2 − a2b1
a1
y
)}
> ν(m),
and if ν(a1x+ b1y) = ν(m) < ν
(
a1b2 − a2b1
a1
y
)
, then
ν(a2x+ b2y) = min
{
ν
(
a2
a1
(a1x+ b1y)
)
, ν
(
a1b2 − a2b1
a1
y
)}
= ν(m).
If a1 = 0, then b1 6= 0 6= b2 and we proceed similarly to obtain
a2x+ b2y =
b2
b1
(a1x+ b1y) +
a2b1 − a1b2
b1
x.
For the second statement, suppose that
ν(a1x+ b1y) > ν(m) and ν(a2x+ b2y) > ν(m)
and that (a1, b1)  (a2, b2). This would mean that a1b2 − a2b1 /∈ m, so ν(a2b1 − a1b2) = 0.
Then we would have that
ν(x) = ν(a2b1x− a1b2x)
= ν(a2b1x+ b1b2y − b1b2y − a1b2x)
= ν(b1(a2x+ b2y)− b2(a1x+ b1y))
> ν(m)
and
ν(y) = ν(a2b1y − a1b2y)
= ν(a2b1y + a1a2x− a1a2x− a1b2y)
= ν(a2(a1x+ b1y)− a1(a2x+ b2y))
> ν(m)
which is a contradiction to ν(m) = min{ν(x), ν(y)}.
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Definition 3.2.12. Take an element λ ∈ S/ ∼. We say that
ν(x+ λy) > ν(m)
if ν(a1x+ b1y) > ν(m) for some (and hence for every) (a1, b1) ∈ λ. Analogously, we say that
ν(x+ λy) = ν(m)
if ν(a1x+ b1y) = ν(m) for some (and hence for every) (a1, b1) ∈ λ.
Corollary 3.2.13. Given two centered valuations ν, µ : R −→ R∞, there exist elements
a, b ∈ R× ∪ {0} such that ν(m) = ν(ax+ by) and µ(m) = µ(ax+ by).
Proof. By the second part of Lemma 3.2.11, there exist at most one λν ∈ S/ ∼ and at most
one λµ ∈ S/ ∼ such that ν(x+ λνy) > ν(m) and µ(x+ λµy) > µ(m). Since |S/ ∼ | ≥ 3 for
any domain R there exists an element λ ∈ S/ ∼ with λν 6= λ 6= λµ. For any (a, b) ∈ λ, we
have that ν(ax+ by) = ν(m) and µ(ax+ by) = µ(m).
Corollary 3.2.14. If R = k[[x, y]] for an algebraically closed field k and ν 6= ν(m) ·νm, then
there exists λ ∈ P1(k) such that ν(x+ λy) > ν(m).
Proof. We will prove that if R = k[[x, y]] and ν 6= ν(m) · νm where k is any field, then there
exists a homogeneous polynomial m in (x, y) such that ν(m) > νm(m) ·ν(m). Consequently,
if k is algebraically closed, then we can find a homogeneous polynomial m of degree 1 such
that ν(m) > νm(m) · ν(m) = deg(m) · ν(m) = ν(m).
Since ν 6= νm · ν(m) there exists a power series
p(x, y) =
∞∑
i=1
mi ∈ k[[x, y]] where mi are monomials in x and y,
such that ν(p) > νm(p) ·ν(m) = k ·ν(m) where k := ordm(p). Write p as sum of homogeneous
polynomials, i.e.,
p(x, y) =
∑
j≥k
pj, where pj =
∑
deg(mi)=j
mi.
Since ν(pj) ≥ min{ν(mi) | deg(mi) = j} ≥ j · ν(m) and ν(p − pk) > k · ν(m) we have that
ν(pk) > k · ν(m). Indeed, if ν(pk) = k · ν(m) we would have that
ν(p) = min{ν(p− pk), ν(pk)} = ν(pk) = k · ν(m) = νm(p) · ν(m).
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Therefore, there exists a homogeneous polynomial m ∈ k[[x, y]] (namely m = pk) such that
ν(m) > νm(m) · ν(m). If k is algebraically closed, then m can be chosen to be of degree
one.
Remark 3.2.15. In [14] Corollary 3.19, page 48, it is proved that if two valuations ν
and µ on C[[x, y]] are given where (x, y) are coordinates such that ν(x) = µ(x) = 1 ≤
min{ν(y), µ(y)}, then there exists the infimum for ν and µ. By the corollary above, we
conclude that every pair of valuations on C[[x, y]] have an infimum.
For each valuation ν centered at R take a regular system of parameters (x, y) such that
ν(x) ≤ ν(y). Let ν ′ be the unique extension of ν to R
[y
x
]
with ν ′
(y
x
)
= ν(y)− ν(x) and
let
q(1)ν =
{
r ∈ R
[y
x
]
| ν ′(r) > 0
}
.
Then the local domain
R(1)ν = R
[y
x
]
q
(1)
ν
is called the quadratic dilatation of R with respect to ν. If dim
(
R
(1)
ν
)
= 1, then
ν = a · νm for some a > 0. If dim
(
R
(1)
ν
)
= 2, then we proceed as before to obtain a new
local domain R
(2)
ν which is the quadratic dilatation of R
(1)
ν with respect to ν(1). We can
construct inductively a sequence (finite or infinite)
R ⊆ R(1)ν ⊆ R(2)ν ⊆ . . . ⊆ R(n)ν ⊆ . . .
of regular local domains such that R
(i)
ν is the quadratic dilatation of R
(i−1)
ν with respect to
ν(i−1) (here R(0)ν := R). Let λ(ν) be the length of the sequence above, i.e.,
λ(ν) =
 n+ 1, if dim
(
R
(n)
ν
)
= 2 and dim
(
R
(n+1)
ν
)
= 1
∞ , if dim
(
R
(n)
ν
)
= 2 for every n ∈ N.
It is proved in [2] that
Oνkr =
λ(ν)⋃
i=0
R(i)ν
where Oνkr is the valuation domain of νkr in Quot(R). The sequence
{
R
(i)
ν
}λ(ν)
i=0
is called the
sequence of quadratic dilatations of ν and the sequence
{
m
(i)
ν
}λ(ν)
i=0
, where m
(i)
ν = ν(i)
(
m
(i)
ν
)
,
is called the multiplicity sequence of ν.
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Fix a regular system of parameters (x, y) of m. For each φ ∈ R \ {0} there exists a
unique decomposition φ = a1M1 + . . .+ anMn, where ai ∈ R \m and Mi = xriysi is a pure
monomial in (x, y), 0 ≤ i ≤ n. Take γ1, γ2 ∈ R∞ not both equal to ∞. Then we define the
valuation
ν(φ) = min
1≤i≤n
{riγ1 + siγ2}.
This is indeed a valuation (see Lemma 7 of [16]) and it is called a monomial valuation
in (x, y). It is a Krull valuation if γ1 6=∞ 6= γ2 and it is centered if γ1 > 0 and γ2 > 0 (see
Lemma 8 of [16]).
To prove Theorem 1.1.1 we will use the following Theorem (Theorem 18 of [16]):
Theorem 3.2.16. Let ν and µ be two centered valuations of R and suppose that µ ≤ ν.
Assume that there exists s ≥ 0 such that dim
(
R
(i)
µ
)
= 2, m
(i)
ν = m
(i)
µ for 0 ≤ i ≤ s and
either dim
(
R
(s+1)
ν
)
= 1 or dim
(
R
(s+1)
ν
)
= 2 and m
(s+1)
ν > m
(s+1)
µ . Then R
(i)
ν = R
(i)
µ and
0 ≤ µ(i)(φ) ≤ ν(i)(φ) for each φ ∈ R(i), 0 ≤ i ≤ s. Moreover, we have the following
possibilities:
(a) If dim
(
R
(s+1)
ν
)
= 1, then λ(ν) = λ(µ) = s+ 1 and ν(s) = µ(s) = m
(s)
ν · νm(s).
(b) If dim
(
R
(s+1)
ν
)
= 2 and dim
(
R
(s+1)
µ
)
= 1, then s+ 1 = λ(µ) < λ(ν) and there exists a
monomial valuation µ(s+1) on R
(s+1)
ν such that µ(s) is the restriction of µ(s+1) to R
(s)
ν .
(c) If dim
(
R
(s+1)
ν
)
= 2 and dim
(
R
(s+1)
µ
)
= 2, then s + 1 < min{λ(ν), λ(µ)}, R(s+1)ν =
R
(s+1)
µ , 0 ≤ µ(s+1)(φ) ≤ ν(s+1)(φ) for all φ ∈ R(s+1) and µ(s+1) is a monomial valuation
on R(s+1).
Proof of Theorem 1.1.1. Take two centered valuations ν, µ : R −→ R∞ such that ν(m) =
µ(m) = 1. Since R
(0)
ν = R = R
(0)
µ and 1 = ν(m) = m
(0)
ν = m
(0)
µ , we can define
s = max{i | R(i)ν = R(i)µ and m(i)ν = m(i)µ }.
If s =∞, then Oνkr = Oµkr and consequently ν ∼ µ. Since these valuations are normalized
by ν(m) = 1 = µ(m), we must have that ν = µ and there is nothing to prove. Therefore,
assume that s <∞. We define R(i) := R(i)ν = R(i)µ and m(i) := m(i)ν = m(i)µ for 0 ≤ i ≤ s.
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We will divide our proof in cases, starting with the case where R
(s+1)
ν 6= R(s+1)µ . By
Corollary 3.2.13 there exists x(s) ∈ m(s) such that
ν(s)
(
x(s)
)
= ν(s)
(
m(s)
)
= µ(s)
(
m(s)
)
= µ(s)
(
x(s)
)
.
Take any y(s) ∈ m(s) such that (x(s), y(s)) is a regular system of parameters for m(s). Define
ω(s) to be the monomial valuation on R(s) defined by
ω(s)
(
x(s)
)
= ν(s)
(
x(s)
)
= µ(s)
(
x(s)
)
and ω(s)
(
y(s)
)
= min{ν (y(s)) , µ (y(s))}.
Let ω be the restriction of ω(s) to R. From the definition of monomial valuation, we
conclude that ω ≤ ν and ω ≤ µ. We want to prove that if ω′ is a valuation on R such that
ω ≤ ω′ ≤ ν and ω ≤ ω′ ≤ µ, then ω = ω′.
If dim
(
R
(s+1)
ω′
)
= 1, applying Theorem 3.2.16 (a) for ω ≤ ω′ we have that ω = ω′.
If dim
(
R
(s+1)
ω′
)
= 2, then dim
(
R
(s+1)
ν
)
= 2 and dim
(
R
(s+1)
µ
)
= 2. Moreover, applying
Theorem 3.2.16 (c) for ω′ ≤ ν and ω′ ≤ µ we have that R(s+1)µ = R(s+1)ω′ and R(s+1)ν = R(s+1)ω′ .
Consequently, R
(s+1)
ν = R
(s+1)
µ , which is a contradiction to our assumption. Therefore,
dim
(
R
(s+1)
ω′
)
= 1 and ω = ω′.
The remaining case that of R
(s+1)
ν = R
(s+1)
µ =: R(s+1) and m
(s+1)
ν 6= m(s+1)µ , say m(s+1)ν <
m
(s+1)
µ . Define the valuation ω(s+1) in R
(s+1)
ν to be the monomial valuation given by
ω(s+1)
(
x(s+1)
)
= min
{
ν(s+1)
(
x(s+1)
)
, µ(s+1)
(
x(s+1)
)}
and
ω(s+1)
(
y(s+1)
)
= min
{
ν(s+1)
(
y(s+1)
)
, µ(s+1)
(
y(s+1)
)}
,
where
(
x(s+1), y(s+1)
)
is a regular system of parameters for R(s+1) with the property that
ν(s+1)
(
x(s+1)
)
= ν(s+1)
(
m(s+1)
)
and µ(s+1)
(
x(s+1)
)
= µ(s+1)
(
m(s+1)
)
(such x(s+1) exists by
Corollary 3.2.13). Let ω be the restriction of ω(s+1) to R. Take a valuation ω′ on R such
that ω ≤ ω′ ≤ ν and ω ≤ ω′ ≤ µ. We want to prove that ω = ω′.
From our definition, we obtain that m
(s+1)
ω = m
(s+1)
ν < m
(s+1)
µ . If m
(s+1)
ω′ > m
(s+1)
ω , then
we would have that ω′  ν which is a contradiction. Thus m(s+1)ω′ = m
(s+1)
ω . Since ω′ ≤ µ
and m
(s+1)
µ > m
(s+1)
ω′ we are in the situation of Theorem 3.2.16, so by (c) we have that ω
′(s+1)
is monomial (on
(
x(s+1), y(s+1)
)
). Therefore, ω′(s+1) = ω(s+1) and consequently ω = ω′.
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Remark 3.2.17. In the proof, we used the fact that in the situation above, the valua-
tion ω′(s+1) is a monomial valuation on the coordinates
(
x(s+1), y(s+1)
)
. This fact was not
explicitly stated but appears in the proof of Theorem 3.2.16 in [16].
3.3 Comparison of topologies
In this section we compare the topologies defined above with classical topologies. Also, we
compare the weak tree topology and the metric topology given by a parametrization of a
rooted non-metric tree.
An interesting fact, proved in [14] (Theorem 5.1), is the following:
Proposition 3.3.1. The weak tree topology and the weak topology on W˜m are equal.
We will proceed with the proof of Theorem 1.1.2.
Proof of Theorem 1.1.2. It is enough to show that every subbasic set [σ]τ in the weak tree
topology is open in the metric topology, i.e., for every γ ∈ [σ]τ there exist  > 0 such that
B(γ) = {α ∈ T | dΨ(γ, α) < } ⊆ [σ]τ .
By definition γ 6= τ , so  := dΨ(γ, τ) > 0. Let us prove that B(γ) ⊆ [σ]τ .
Claim 3.3.2. α /∈ [σ]τ ⇐⇒ τ ∈ [α, σ].
Proof. Suppose first that α /∈ [σ]τ . This means that ]τ, α] ∩ ]τ, σ] = ∅. Suppose towards
a contradiction that τ > α and τ > σ. By Condition (T2), we would have that α and
σ are comparable, say α ≤ σ. This means that ]τ, σ] ⊆ ]τ, α] which is a contradiction.
Consequently, τ < σ or τ < α. It remains to show that τ ≥ α ∧ σ. Suppose not, i.e., that
τ < α ∧ σ. Then we would have that α ∧ σ ∈ ]τ, α] ∩ ]τ, σ] which is again a contradiction.
For the converse, assume that τ ∈ [α, σ]. If τ = α ∧ σ, then we obtain by definition of
α∧σ that ]τ, α]∩]τ, σ] = ∅. Otherwise, assume without loss of generality that α∧σ < τ < α.
Then
]τ, α] = {γ ∈ T | τ < γ ≤ α}
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and
]τ, σ] = {γ ∈ T | (α ∧ σ ≤ γ < τ) ∨ (α ∧ σ ≤ γ ≤ σ)}
which are disjoint sets. Therefore, α τ σ, so α /∈ [σ]τ .
Claim 3.3.3. If τ ∈ [α, σ], then dΨ(α, σ) = dΨ(α, τ) + dΨ(τ, σ)
Proof. Suppose without loss of generality that α∧σ ≤ τ ≤ σ. Then we have that α∧τ = α∧σ
and that τ ∧ σ = τ . Therefore,
dΨ(α, σ) =
(
1
Ψ(α ∧ σ) −
1
Ψ(α)
)
+
(
1
Ψ(α ∧ σ) −
1
Ψ(σ)
)
=
(
1
Ψ(α ∧ τ) −
1
Ψ(α)
)
+
(
1
Ψ(α ∧ τ) −
1
Ψ(σ)
)
+
(
2
Ψ(τ ∧ σ) −
2
Ψ(τ)
)
=
(
1
Ψ(α ∧ τ) −
1
Ψ(α)
)
+
(
1
Ψ(α ∧ τ) −
1
Ψ(τ)
)
+
(
1
Ψ(τ ∧ σ) −
1
Ψ(σ)
)
+
(
1
Ψ(τ ∧ σ) −
1
Ψ(τ)
)
= dΨ(α, τ) + dΨ(τ, σ).
Take an element α /∈ [σ]τ = [γ]τ . By Claim 3.3.2 we have that τ ∈ [α, γ]. By Claim
3.3.3 we have that
dΨ(α, γ) = dΨ(α, τ) + dΨ(τ, γ) = dΨ(α, τ) +  ≥ .
Therefore, α /∈ B(γ) and consequently, B(γ) ⊆ [σ]τ .
We now analyse whether these topologies are equal:
Theorem 3.3.4. If there is an element σ ∈ T with uncountably many branches (|Tσ| > |N|),
then the weak tree topology is not first countable. In particular, the metric topology given by
any parametrization is strictly coarser than the weak tree topology.
Proof. Take an element σ ∈ T which has uncountably many branches. Observe that [σ]τ
contains all branches emanating from σ except for the one on which τ lies. That means
that any basic open set (therefore any open set) that contains σ contains uncountably many
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branches emanating from σ. Take now any family {Vn}n∈N of open sets containing σ. Since
each Vn contains uncountably many branches, their intersection contains uncountably many
branches. Take one of these branches and choose an element α on it. Take now the subbasic
open set [σ]α. Then α ∈ Vn for all n ∈ N and α /∈ [σ]α, hence Vn * [σ]α. Therefore, there is
no countable system of neighbourhoods for the element σ.
Corollary 3.3.5. In the valuative tree, the weak tree topology is strictly coarser than the
topology generated by a parametrization.
Proof. It is proved in [14] that divisorial valuations have uncountably many branches. By
the theorem above we obtain that the weak tree topology and the metric topology defined
by a parametrization are different.
Remark 3.3.6. As a criterion for the topologies to be equal or different, the fact that there
exists a point with uncountably many branches is the best sufficient condition that we can
obtain. We can present examples of trees in which every point has finitely (or countably)
many branches and the topologies are equal and examples where they are different.
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Chapter 4
Topologies
In order to introduce our topologies on spaces of valuations, we will need some basic
facts about ordered abelian groups.
4.1 On the Hahn product
Definition 4.1.1. Let (Gi, <i)i∈I be a family of ordered abelian groups where I is a totally
ordered set.
(i) The Hahn product of {Gi}i∈I is defined as
H
i∈I
Gi := {(ai)i∈I ∈
∏
i∈I
Gi | supp((ai)i∈I) is well-ordered },
where supp((ai)i∈I) = {i ∈ I | ai 6= 0} is the support of (ai)i∈I . The Hahn product is
a group with respect to componentwise addition.
(ii) We define the group valuation vh : H
i∈I
Gi −→ I ∪ {∞} by
vh((a
i)i∈I) := min supp((ai)i∈I) with vh(0) =∞.
(iii) The lexicographic order <lex on H
i∈I
Gi is defined by
a < b⇐⇒ (b− a)vh(b−a) > 0.
With this order, the Hahn product is an ordered abelian group.
(iv) For an ordered abelian group Γ (in particular, for Γ = H
i∈I
Gi) and an element γ ∈ Γ
we define the sign of γ (and denote it by sign(γ)) by − or + according to γ < 0 or
γ > 0.
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Definition 4.1.2. Take a totally ordered set I. A square matrix A = (aij)i,j∈I ∈ MI×I(R)
is in special lower echelon form if:
(1) For each i ∈ I the support of ai := (aij)j∈I is finite.
(2) For each j ∈ I, the support of aj := (aij)i∈I is well-ordered (i.e., aj ∈H
i∈I
R) and aj > 0.
(3) If j < j′, then vh(aij)i∈I < vh(a
i
j′)i∈I .
Remark 4.1.3. Each square matrix A = (aij)i,j∈I ∈MI×I(R) having Property (1) induces
a group homomorphism A : H
i∈I
R −→H
i∈I
R given by
A((bi)i∈I) = (ci)i∈I with ci :=
∑
j∈I
aijb
j.
Proposition 4.1.4. If the matrix A = (aij)i,j∈I ∈ MI×I(R) is in special lower echelon
form, then the induced mapping A : H
i∈I
R −→H
i∈I
R is an (injective) order-preserving group
homomorphism.
Proof. We take a non-zero element b := (bi)i∈I ∈H
i∈I
R and set A(b) = (ci)i∈I as before. Since
b 6= 0 we have that jb := vh(b) ∈ I. From Condition (2) we obtain that (aijb)i∈I ∈H
i∈I
R and
we set ib := vh
(
(aijb)i∈I
) ∈ I. Since bj = 0 for every j < jb we have
cib =
∑
j∈I
aibj b
j =
∑
j≥jb
aibj b
j.
On the other hand, if jb < j, then Condition (3) gives us that ib = vh(a
i
jb
)i∈I < vh(aij)i∈I
and hence aibj = 0. Therefore, c
ib = aibjbb
jb .
If b > 0, then we obtain that A(b) = c = (ci)i∈I with vh(c) = ib. Also, cib = a
ib
jb
bjb > 0
because aibjb > 0 (A is in special lower echelon form) and b
jb > 0 (because b > 0). Therefore,
A is order preserving (hence injective).
Corollary 4.1.5. Take Γ =
n
H
i=1
R and a, b ∈ Γ both non-zero. Assume that vha = vhb and
sign(a) = sign(b). Then there exists an order-preserving isomorphism A : Γ −→ Γ such that
A(a) = b.
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Proof. Write a = (a1, . . . , an) and b = (b1, . . . , bn). Let i0 = vh(a) = vh(b) and consider the
matrix
A =

1 · · · 0
...
. . .
... 0
0 · · · 1
bi0
ai0
0 . . . 0
0
bi0+1−ai0+1
ai0
1 . . . 0
...
...
. . .
...
bn−an
ai0
0 · · · 1

∈Mn(R).
It is easy to see that the matrix A is in special lower echelon form (because sign(a) =
sign(b)) and so, by Proposition 4.1.4, the mapping A is an injective order-preserving group
homomorphism. Also, one can check that A(a) = b. On the other hand, the mapping A is
an R-linear mapping (if we see Γ as an R-vector space) and so it is also surjective.
4.2 Topologies on WΓ derived from topologies on Γ∞
Our goal is to define new topologies on the set of equivalence classes of valuations W of a
noetherian domain R (see Section 2.1.1). If we do not assume anything about the domain R,
then we can run into the problem thatW consists only of the trivial valuation (for instance
if R = Fp). Hence, we will assume that R is a domain such that there exists an element in
R which can have as its value any element of any ordered abelian group.
A natural way to define topologies on W is to define a topology on W˜ and consider
the quotient topology on W = W˜/ ∼. For every ordered abelian group Γ there are many
different topologies on Γ∞. Even if we fix a topology on Γ there are different ways of
extending this topology to Γ∞. If A is a topology on Γ∞, then we consider the product
topology on (Γ∞)R associated to A. Since the set W˜Γ of valuations on R which take values
in Γ∞ is a subset of (Γ∞)R, every topology on (Γ∞)R induces a topology on W˜Γ. Therefore,
every topology on Γ∞ induces naturally a topology on W˜Γ, which will be denoted by B˜A.
We want to study the relation between the topology A and the corresponding topology B˜A.
We start by presenting some natural topologies on Γ∞. Since Γ is a totally ordered set,
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it carries a topology induced by the order. There are (at least) three natural ways to extend
this topology to Γ∞.
Remark 4.2.1. For a totally ordered set X and elements x0, x1 ∈ X we will denote by
]x0, x1[ the set {x ∈ X | x0 < x < x1} (and analogously, for [x0, x1[, ]x0, x1] and [x0, x1]).
However, since we will often use the symbol∞ to represent an element (of Γ∞ for instance)
we will not use the notation ]x0,∞[ to represent the set {x ∈ X | x > x0}.
Definition 4.2.2. (i) The order topology.
For a totally ordered set X, the order topology is defined as the topology having as a
subbasis the sets of the form
{x ∈ X | x > x0} and {x ∈ X | x < x0}
where x0 runs through X. We denote by X∞ the set X ∪{∞} where∞ is an element
not belonging to X and extend the order from X to X∞ by setting ∞ > x for every
x ∈ X. In this manner, X∞ is a totally ordered set and hence we can talk about the
order topology on X∞. A system of open neighbourhoods of ∞ in this topology is
given by the sets
{x ∈ X∞ | x > x0},
with x0 running through X.
(ii) The circle topology.
Take a totally ordered set X and an element y /∈ X. Define the circle topology on
X ′ = X ∪ {y} as follows: consider the order topology on X and extend it to X ′ by
taking
{y} ∪ {x ∈ X | (x < x0) ∨ (x > x1)} = {y} ∪X \ [x0, x1], (4.1)
as a system of open neighbourhoods of y, where x0 and x1 run through X.
(iii) The one point compactification.
Take any topological space (X,A). The one point compactification of (X,A) is the
topological space given by (X ′,A′) where X ′ = X ∪ {y} with y /∈ X and
A′ = A ∪ {{y} ∪ (X \K) | K is closed and compact in (X,A)}.
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Definition 4.2.3. We define the topologies A1, A2 and A3 on Γ∞ as the order, the circle
and the one point compactification topologies, respectively, where the topology on Γ is the
order topology and we set ∞ to be the element denoted by y in the previous definition.
Remark 4.2.4. Since the order topology on Γ is Hausdorff, the open sets of A1 which
contain ∞ are {∞} ∪ (X \K) where K is any compact subset of Γ (in a Hausdorff space
every compact set is closed).
Remark 4.2.5. It is well known that the one point compactification is compact. To see
that, take any open covering {Ui}i∈I of X ′. There exists i0 ∈ I such that y ∈ Ui0 . By
definition of the topology, the set K = X \Ui0 is compact and since {Ui \ {y}}i∈I\{i0} covers
K there exists a finite open subcovering {Ui \ {y}}i∈J of K. Then {Ui}i∈J∪{i0} is a finite
subcovering of X ′.
Before proceeding with the relations between the topology A on Γ∞ and the correspond-
ing topology B˜A on W˜Γ, we prove a few properties of the topologies defined above.
Lemma 4.2.6. Take any ordered abelian group Γ. Then the order topology on Γ is discrete
if and only if Γ has a smallest positive element.
Proof. If Γ has a smallest positive element α, then ]0, α[ = ∅. Then ]α, 2α[ = ∅, because if
α1 ∈ ]α, 2α[ we would have α1 − α ∈ ]0, α[. Therefore, {α} = ]0, 2α[ is open in the order
topology. For any element β ∈ Γ we have that {β} = ]β − α, β + α[ is open in the order
topology. Indeed, if
β′ ∈ ]β − α, β + α[ and β 6= β′
we would have that
β′ − β + α ∈ ]0, 2α[ and β′ − β + α 6= α
which is a contradiction. Therefore, the order topology is discrete.
Suppose that the order topology is discrete. This implies that {0} is an open set, hence
there exist α > 0 and β < 0 such that
{γ ∈ Γ | β < γ < α} ⊆ {0}.
Therefore, α is the smallest positive element for Γ.
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Definition 4.2.7. A totally ordered set X is said to be complete if every non-empty set
bounded from above admits a supremum.
Proposition 4.2.8. Take a totally ordered set X. We have the following:
(i) If the order topology on X∞ is compact, then X has a smallest element.
(ii) The order topology on X∞ is finer than or equal to the circle topology on X∞. Moreover,
these topologies are equal if and only if X has a smallest element.
(iii) The circle topology on X∞ is finer than or equal to the one point compactification on
X∞. Moreover, they are equal if and only if X is complete.
Proof. (i) Suppose that X does not have smallest element. Then the family {Ux}x∈X , with
Ux = ]x,∞], is an open covering of X∞ in the order topology. Also, for every finite subfamily
{Uxi}1≤i≤n of {Ux}x∈X , we have that
X∞ 6= Ux0 =
n⋃
i=1
Uxi ,
where x0 = min
1≤i≤n
xi. Therefore, the order topology is not compact.
(ii) Since both topologies extend the order topology of X, we just have to consider
neighbourhoods of y. A subbasic open neighbourhood of ∞ in the circle topology is of the
form U1 ∪ U2 where
U1 = {x ∈ X | x < x0} and U2 = {x ∈ X∞ | x > x1},
for some x0, x1 ∈ X. Since both U1 and U2 are open sets in the order topology, so is U1∪U2.
Assume now that X has smallest element x′. Then every subbasic open neighbourhood
of ∞ in the order topology is of the form
{x ∈ X∞ | x > x0} = {x ∈ X | x < x′} ∪ {x ∈ X∞ | x > x0},
which is open in the circle topology. On the other hand, if X does not have a smallest
element, then for x0 ∈ X the set U = {x ∈ X∞ | x > x0} is open in the order topology, but
not in the circle topology.
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(iii) Take any open subset U of X∞ in the one point compactification. For every x ∈ U
we have to show that there exists an open set V in the circle topology such that x ∈ V ⊆ U .
Since the case is trivial for x 6=∞ we suppose that x =∞ and U = {∞}∪ Γ \K such that
K is compact in X. Since K is compact, it must be bounded, i.e., K ⊆ [x0, x1] for some
x0, x1 ∈ X. Therefore,
∞ ∈ V := {∞} ∪X \ [x0, x1] ⊆ {∞} ∪X \K = U.
Assume now that X is not complete. Then there exists a non-empty subset S of X,
bounded from above but without a supremum. Hence, for every x such that x ≥ S there
exists x1 ∈ X such that S ≤ x1 < x. Define the following family of open sets in the circle
topology:
F = {Ux1x0 | x0 ∈ S, S ≤ x1}, where Ux1x0 = {∞} ∪X \ [x0, x1].
Take an element x ∈ X. If x ≥ S, then there exists x1 ∈ X such that S ≤ x1 < x. Then
x ∈ Ux1x0 for any x0 ∈ S. If x  S there exists x0 ∈ S such that x < x0. Again, x ∈ Ux1x0
where x1 ≥ S is any element. Therefore,
X∞ =
⋃
x0∈S,x1≥S
Ux1x0 =
⋃
F .
It is easy to see that for every finite subfamily F ′ of F we have that X∞ 6=
⋃F ′. Therefore,
the circle topology is not compact and hence distinct from the one point compactification.
It remains to show that if X is complete, then the one point compactification and the
circle topologies are equal. In view of (4.1), it is enough to show that every subset of the
form [x0, x1] is compact in X with the order topology. Take any open covering {Ui}i∈I of
[x0, x1] and consider the set
S = {x ∈ [x0, x1] | ∃i1, · · · , in ∈ I such that [x0, x] ⊆
n⋃
j=1
Uij}.
This set is non-empty and bounded, so it admits a supremum x′. Since S ≤ x1 we must have
x′ ≤ x1. Suppose towards a contradiction that x′ < x1. If x′ has an immediate successor
x′′, then we take any in+1 ∈ I such that x′′ ∈ Uin+1 . Consequently,
[x0, x
′′] = [x0, x′] ∪ {x′′} ⊆
n+1⋃
j=1
Uij
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which implies that x′′ ∈ S. This is a contradiction with x′ = supS. If x′ does not have an
immediate successor we take any in+1 ∈ I such that x′ ∈ Uin+1 . Since Uin+1 is open in the
order topology there exists x′′ > x′ such that
[x0, x
′′] ⊆
n+1⋃
j=1
Uij ,
which gives the desired contradiction.
Using the proposition above and the well-known fact that every complete ordered abelian
group is isomorphic to the real numbers we obtain the following:
Corollary 4.2.9. A3 ⊆ A2 ⊆ A1. Also, Γ does not have smallest element, hence A2 ( A1.
Moreover, A3 = A2 if and only if Γ is isomorphic to the real numbers.
Fix a topology A on Γ∞ (for instance one as defined above). If (Γ∞,A) is compact, then
also (Γ∞)R is compact with respect to the product topology. If W˜Γ is closed in (Γ∞)R, then
it is also compact. It is natural to ask which properties of a given topology on Γ∞ guarantee
that W˜Γ is closed in (Γ∞)R. The next result gives us a sufficient condition.
Theorem 4.2.10. Let Γ′ be a submonoid of Γ∞ and take a topology A on Γ′ such that
(P1) the addition + : Γ′ × Γ′ −→ Γ′ is continuous, and
(P2) for every γ, γ′ ∈ Γ′ such that γ < γ′ there exist open sets U,U ′ ∈ A such that
γ ∈ U, γ′ ∈ U ′ and U < U ′ (i.e., u < u′ for every u ∈ U and u′ ∈ U ′).
Then W˜Γ′ := {ν ∈ W˜Γ | ν(φ) ∈ Γ′ for every φ ∈ R} is closed in (Γ′)R.
Proof. We will prove that (Γ′)R\W˜Γ′ is an open set in the product topology. Take a function
f : R −→ Γ′ which is not a valuation. Then one of the three axioms (V1), (V2) or (V3)
does not hold for f . We will divide the proof in cases:
• f(φψ) 6= f(φ) + f(ψ) for some φ, ψ ∈ R.
Property (P2) implies that A is Hausdorff, so there exist U,W ∈ A such that f(φ) +
f(ψ) ∈ U , f(φψ) ∈ W and U ∩W = ∅. By (P1) there exist V, V ′ ∈ A with f(φ) ∈ V
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and f(ψ) ∈ V ′ such that V + V ′ ⊆ U . For an element φ ∈ R we define the map
φ∗ : (Γ′)R −→ Γ′ by φ∗(f) := f(φ). Take the open set given by
O = φ∗ −1 (V ) ∩ ψ∗ −1 (V ′) ∩ (φψ)∗ −1 (W ).
It is easy to see that f ∈ O. Take any element g ∈ O and let us prove that g is not a
valuation. Since g(φ) ∈ V and g(ψ) ∈ V ′ we must have g(φ) + g(ψ) ∈ V + V ′ ⊆ U .
Also, g(φψ) ∈ W which means that g(φψ) 6= g(φ) + g(ψ) because U ∩W = ∅.
• f(φ+ ψ) < min{f(φ), f(ψ)} for some φ, ψ ∈ R.
In this case we have that f(φ+ψ) < f(φ) and f(φ+ψ) < f(ψ). By Property (P2) we
have that there exist open sets U,U ′,W,W ′ ∈ A such that f(φ+ ψ) ∈ U < W 3 f(φ)
and f(φ+ ψ) ∈ U ′ < W ′ 3 f(ψ). Take now
O = φ∗ −1 (W ) ∩ ψ∗ −1 (W ′) ∩ (φ+ ψ)∗ −1 (U ∩ U ′).
Again we have that f ∈ O. If g ∈ O we have that g(φ+ ψ) < min{g(φ), g(ψ)} which
means that g is not a valuation.
• f(1) 6= 0.
Since A is Hausdorff the set Γ∞ \ {0} is open. Take the set O = 1∗ −1 (Γ∞ \ {0}).
Then f ∈ O but O ∩ W˜Γ′ = ∅.
The case of f(0) 6=∞ is treated analogously.
Remark 4.2.11. If (P2) holds, then A is finer than the order topology. Indeed, take
any γ ∈ Γ′. For every γ′ < γ (or γ′ > γ) there exists an open set Uγ′ ∈ A (or Vγ′ ∈ A,
respectively) such that Uγ′ < γ (or Vγ′ > γ, respectively). Therefore,
{γ′ ∈ Γ′ | γ′ < γ} =
⋃
γ′<γ
Uγ′ ∈ A (or {γ′ ∈ Γ′ | γ′ > γ} =
⋃
γ′>γ
Vγ′ ∈ A, respectively).
Since every subbasic open set of the order topology belongs to A, this topology is finer than
the order topology.
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Lemma 4.2.12. We have the following:
(a) Properties (P1) and (P2) hold for A1;
(b) Properties (P1) and (P2) are satisfied neither by A2 nor by A3.
As a consequence of Theorem 4.2.10 and Lemma 4.2.12 we obtain:
Corollary 4.2.13. The set W˜Γ is closed in (Γ∞)R if we take the order topology A1 on Γ∞.
Proof of Lemma 4.2.12. (a) Take γ, γ′ ∈ Γ such that γ < γ′. If there is an element α ∈
]γ, γ′[ we take
U = ]−∞, α[ and U ′ = ]α,∞[ .
If ]γ, γ′[ = ∅ we take
U = ]−∞, γ′[ and U ′ = ]γ,∞[ .
In each case we have that γ ∈ U < U ′ 3 γ′. Therefore, (P2) holds for A1.
In order to show that (P1) holds we must show that for any γ, γ′ ∈ Γ∞ and U ∈ A1, if
γ + γ′ ∈ U , then there exist V, V ′ ∈ A1 with γ ∈ V and γ′ ∈ V ′ such that V + V ′ ⊆ U .
First, consider the case where γ 6=∞ 6= γ′. If the order topology is discrete we just take
V = {γ} and V ′ = {γ′}. In the other case, take α, β ∈ Γ with α, β > 0 such that
γ + γ′ ∈ ]γ + γ′ − α, γ + γ′ + β[ ⊆ U.
There exist α1, α2, β1, β2 ∈ Γ such that
α1, α2, β1, β2 > 0 and α1 + α2 = α and β1 + β2 = β.
Consider now the open sets
V = ]γ − α1, γ + β1[ and V ′ = ]γ′ − α2, γ′ + β2[ .
Then,
V + V ′ ⊆ ]γ + γ′ − α1 − α2, γ + γ′ + β1 + β2[ ⊆ U.
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It remains to prove that given any open neighbourhood U of ∞ and any γ ∈ Γ∞ there
exist V, V ′ ∈ A1 with∞ ∈ V and γ ∈ V ′ such that V +V ′ ∈ U . Since U is a neighbourhood
of ∞ there exists α ∈ Γ such that {α′ ∈ Γ∞ | α′ > α} ⊆ U . If γ =∞ we just take
V = {α′ ∈ Γ∞ | α′ > α} and V ′ = {α′ ∈ Γ∞ | α′ > 0}
and if γ 6= ∞ we just take any β > 0 and define V = {α′ ∈ Γ∞ | α′ > α − γ + β} and
V ′ = {α′ ∈ Γ∞ | α′ > γ − β}. In any case we have that V + V ′ ⊆ U .
(b) To prove that (P1) does not hold for A2 and A3 we just have to observe that in
each case the set
U = {γ ∈ Γ∞ | γ 6= 0}
is an open neighbourhood of ∞. On the other hand, if V, V ′ are open neighbourhoods of
∞, then there exists γ ∈ Γ such that γ ∈ V and −γ ∈ V ′. Therefore, V + V ′ 6⊆ U .
Take an element γ ∈ Γ (hence γ < ∞ in Γ∞) and an open neighbourhood U of ∞ in
either A2 or A3. From the definition of the topologies A2 and A3 we have that there exists an
element γ′ ∈ U such that γ′ < γ. Therefore, Property (P2) cannot hold for A2 or A3.
We can ask for the converse of Theorem 4.2.10, namely: can we find conditions on A
which imply that W˜Γ is not closed in (Γ∞)R? The next proposition answers this question.
Proposition 4.2.14. Take any topology A on Γ∞. If W˜Γ is closed in (Γ∞)R with respect
to the product topology, then A is T1.
Proof. Suppose A is not T1 and let us prove that there exists f ∈ (Γ∞)R such that if f
belongs to an open set in the product topology, then such set contains a valuation. Since A
is not T1 there exist elements γ, γ
′ ∈ Γ∞, γ 6= γ′ such that for every U ∈ A, if γ′ ∈ U , then
γ ∈ U . If γ = 0 (or γ =∞), then we just take a valuation ν and define the function
f(φ) =
 ν(φ) , if φ 6= 1 (or φ 6= 0 resp.)γ′ , if φ = 1 (or φ = 0 resp.).
It is easy to see that f is not a valuation and that every open set that contains f contains
ν.
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If γ 6= 0 and γ 6= ∞ we take a valuation ν : R −→ Γ∞ such that ν(φ0) = γ for some
φ0 ∈ R (such φ0 exists because of our assumption on R). Define now the function
f(φ) =
 ν(φ) , if φ 6= φ0γ′ , if φ = φ0.
Since φ20 6= φ0,
f(φ20) = ν(φ
2
0) = 2ν(φ0) = 2γ 6= 2γ′ = 2ν(φ0) = 2f(φ0).
Hence, f is not a valuation. Take any open set U ′ in the product topology such that f ∈ U ′.
We want to prove that ν ∈ U ′. Take any φ ∈ R. If f(φ) 6= ν(φ), then f(φ) = γ and
ν(φ) = γ′, hence ν ∈ U ′. Therefore, ΓR∞ \ W˜Γ is not open in the product topology.
Take a topology A on Γ∞ such that A ⊆ A1. Lemma 4.2.14 states that if A is not
T1, then W˜Γ is not closed in (Γ∞)R. On the other hand, if A = A1, then Corollary 4.2.13
tells us that W˜Γ is closed in (Γ∞)R. A natural question is whether the property of being
T1 characterizes the order topology among the topologies A such that A ⊆ A1. The next
lemma (which we prove by giving an example) answers this question to the negative.
Lemma 4.2.15. There exists a topology A ( A1 on Γ∞ which is T1.
Proof. Take any element γ ∈ Γ. Define the topology A ( A1 on Γ∞ by
A = {U ∈ A1 | (γ /∈ U) ∨ (∃γ1, γ2 ∈ Γ with ]−∞, γ1[ ∪ ]γ2,∞[ ⊆ U)}.
It is easy to check that this topology is T1 (it can be even proved that A is normal).
For some applications, for instance in algebraic geometry, the interesting valuations are
those which are centered. This implies that such valuations take values in
(
Γ≥0
)
∞. We
define the topologies A′1, A
′
2 and A
′
3 on Γ
′
∞ analogously to the topologies A1, A2 and A3 on
Γ∞.
As a consequence of Lemma 4.2.8 we obtain the following:
Proposition 4.2.16. The topologies A′1 and A
′
2 of
(
Γ≥0
)
∞ are equal. Also, A
′
3 ⊆ A′2, and
A′3 = A
′
2 if and only if Γ ' R.
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Corollary 4.2.17. The set of all non-negative valuations of any ring R with values in R∞
is compact with respect to the product topology of [0,∞]R. (Here, [0,∞] = {x ∈ R∞ | 0 ≤
x ≤ ∞} is endowed with the order topology).
Proof. Theorem 4.2.10 gives us that the set of valuations on R with values in the monoid
R′∞ is closed in (R′∞)
R = [0,∞]R with respect to the product topology. Also, Lemma 4.2.8
guarantees that [0,∞] is compact, hence [0,∞]R is compact. Since W˜R is a closed subset of
a compact space it is compact.
We do not know if the same result as in Corollary 4.2.17 is true for Γ = Rn where n > 1,
i.e., we do not have an answer for the following problem:
Problem 4.2.18. Take a topology A on Γ∞ where Γ = Rn. Is the corresponding topology
on the set of all non-negative valuations taking values in (Rn)∞ compact?
Our criteria developed so far cannot fully answer this question. Since Properties (P1)
and (P2) hold for A1 they also hold for A
′
2 = A
′
1. Hence, W˜Γ′ is closed in (Γ′)R for the
topology A′2 = A
′
1 on Γ
′ =
(
(Rn)≥0
)
∞. However, since A
′
2 = A
′
1 is not compact (for n > 1)
we cannot conclude whether W˜Γ′ is compact or not.
On the other hand, if we consider the compact topology A′3 of Γ
′, then Properties (P1)
and (P2) do not hold for A′3 and again we cannot conclude whether W˜Γ′ is compact or not.
4.3 New topologies on spaces of equivalence classes of
valuations
Our goal in this section is to define topologies on the set of equivalence classes of non-
negative valuationsW≥0 = W˜≥0/ ∼. In order to introduce new topologies, we will need the
following:
Proposition 4.3.1. Let R be a commutative ring of dimension d. If ν is a non-negative
valuation on R, then νR admits an order-preserving embedding in
d
H
i=1
R (i.e., Rd with the
lexicographic order).
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To prove Proposition 4.3.1, we will use a theorem by Abhyankar (the so called Ab-
hyankar inequality) proved in [2].
Theorem 4.3.2 (Abhyankar inequality). Let R be a local domain of dimension d with
maximal ideal m and quotient field F . Let ν be an arbitrary valuation of F having center
m in R. Let r be the rational rank of ν and let s be the transcendence degree of the residue
field Fν of ν over R/m. Then r + s ≤ d.
Proof of Proposition 4.3.1. If ν is a Krull valuation, then R is a domain (see item (i) of
Remark 2.1.4). If ν is not a Krull valuation, then it induces a Krull valuation ν : R/qν −→
νR by setting ν(φ + qν) := ν(φ). Observe that, in this case, ν (R/qν) = νR and R/qν is a
domain (because qν is a prime ideal of R). Since dim(R/qν) ≤ dim(R), we reduce our proof
to the case that ν is a Krull valuation on a domain R taking only non-negative values.
Since the valuation ν takes only non-negative values in R, it must have a center p =
R ∩ mν in R. Also, since ν is a Krull valuation it can be extended to F = Quot(R) =
Quot(Rp). Hence, ν can be seen as a valuation on F centered at the local domain Rp. Since
dim(Rp) = ht(p) ≤ dimR and νR = νRp, we reduce our problem to the case that R is a
local domain and ν is a valuation on F centered at R.
Hence, we have all the assumptions of Theorem 4.3.2 and consequently we have that
rk(ν) = rk(νR) ≤ rr(ν) ≤ d. It is a well-known fact that every ordered abelian group of rank
smaller or equal to d admits an order-preserving embedding in Rd ordered lexicographically.
This concludes our proof.
If d = dim(R), then by use of Proposition 4.3.1 for every non-negative valuation ν ∈ W˜
there exists a (non-negative) valuation µ ∈ W˜Γ such that ν ∼ µ. Therefore,
W≥0 = W˜≥0/ ∼ = W˜≥0Γ / ∼ .
For the remainder of this chapter we fix Γ =
d
H
i=1
R. Let A be a topology on Γ∞.
Definition 4.3.3. As described in the previous section, the topology A induces a topology
B˜A on W˜Γ (and hence on W˜≥0Γ ). We define the topology BA on W≥0 to be the quotient
topology on W≥0 = W˜≥0Γ / ∼ associated to B˜A.
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If W˜≥0Γ is compact, then so is W≥0 because the quotient map is continuous when we
take on W≥0 the quotient topology. However, it may happen that the quotient topology is
compact but the original topology is not. Hence, it is interesting to study topologies which
are defined directly on W≥0.
Definition 4.3.4. Define the topology CA on W≥0 to be the topology having as a subbasis
the sets of the form
OφU = {[ν] ∈ W≥0 | ∃µ ∈ [ν] with µ(φ) ∈ U}
where φ runs through R and U runs through A.
Remark 4.3.5. The subbasic open sets in the topology CA are images under the quotient
map of subbasic open sets in the topology B˜A. Indeed, given a subbasic open set O
φ
U in CA
we consider the subbasic open set in B˜A given by
O˜φU = {ν ∈ W˜Γ | ν(φ) ∈ U}.
From the definition of the quotient map we obtain that q
(
O˜φU
)
= OφU .
From now on, we fix the topology on Γ∞ to be the order topology, i.e., A = A1.
Definition 4.3.6. Take any element φ ∈ R and 1 ≤ i ≤ d. We define the sets associated
to φ and i as
O(φ,i,+) = {[ν] ∈ W | ∃µ ∈ [ν] with vh(µ(φ)) = i and µ(φ) > 0},
O(φ,i) = {[ν] ∈ W | ∃µ ∈ [ν] with vh(µ(φ)) ≥ i}
and
O(φ,∞) = {[ν] ∈ W | ∃µ ∈ [ν] such that either µ(φ) =∞ or vh(µ(φ)) = 1 and µ(φ) > 0}.
Proposition 4.3.7. The sets defined in 4.3.6 are open in the topology CA.
Proof. Consider the element ei ∈ Rd having 1 in the i-th coordinate and 0 in the other
coordinates. For each n ∈ N we define the sets
U+n =
]
1
n
ei, nei
[
, Un = ]−nei, nei[ and U∞n =
{
γ ∈ Γ∞ | γ > 1
n
e1
}
.
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Then we have that
O(φ,i,+) =
⋃
n∈N
Oφ
U+n
, O(φ,i) =
⋃
n∈N
OφUn and O(φ,∞) =
⋃
n∈N
OφU∞n ,
and hence these sets are open in the topology CA.
Lemma 4.3.8. Take any valuation ν : R −→ Γ∞ and any element γ ∈ Γ. If vh(ν(φ)) = vhγ
and sign(ν(φ)) = sign(γ), then there exists µ ∈ [ν] such that µ(φ) = γ.
Proof. From Corollary 4.1.5 there exists an order-preserving isomorphism ϕ : Γ −→ Γ such
that ϕ(ν(φ)) = γ. Take now the valuation µ := ϕ ◦ µ. Since ϕ is order preserving and
injective we have that µ ∈ [ν] and µ(φ) = ϕ(ν(φ)) = γ by definition.
Theorem 4.3.9. The sets of the form defined in 4.3.6 form a subbasis for the topology CA.
Proof. In view of Proposition 4.3.7 it remains to prove that every subbasic open set in the
topology CA can be written as the union of sets which are the intersection of finitely many
sets as in Definition 4.3.6.
Take any open set of the form U = ]α, β[ ∈ A1 in Γ∞. Let us prove first that if
∞ > β > α ≥ 0, then
OφU =
vhα⋃
i=vhβ
O(φ,i,+) .
Take [ν] ∈ OφU . From the definition of OφU , we know that there exists a non-negative
valuation µ ∈ [ν] such that α < µ(φ) < β. Hence, vh(β) ≤ vh(µ(φ)) ≤ vh(α), which implies
(since µφ > 0) that
[ν] ∈
vhα⋃
i=vhβ
O(φ,i,+) .
For the converse, assume that [ν] ∈ O(φ,i,+) for some i with vh(β) ≤ i ≤ vh(α). Take an
element γ ∈ ]α, β[ such that vh(γ) = i. Since γ > α ≥ 0 we can apply Lemma 4.3.8 to
conclude that there exists a valuation µ′ ∈ [ν] such that µ′(φ) = γ. Therefore, [ν] ∈ OφU . If
β =∞, then a similar argument shows that
OφU =
vhα⋃
i=1
O(φ,i,+) .
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If α < β ≤ 0, then OφU = ∅ because we are dealing with non-negative valuations. The
case α < 0 < β < ∞ must be divided into two distinct cases, namely when vhα ≤ vhβ or
vhβ ≤ vhα. One can use arguments as above to show that for the first case we have
OφU = O(φ,vhβ)
and for the second
OφU = O(φ,vhα) ∪
vhα⋃
i=vhβ
O(φ,i,+) .
The case when β =∞ is treated as before.
It remains to show that if U = {γ | γ > α} for some α ∈ Γ∞, then OφU can be written
as union of sets which are the intersection of finitely many sets as in Definition 4.3.6. A
similar argument as before can be used to show that, for this case,
OφU = O(φ,∞) ∪
vhα⋃
i=1
O(φ,i,+) .
Theorem 4.3.10. Take a Krull valuation ν and a non-zero element φ ∈ R. If rk(ν) ≤ d−i,
then [ν] ∈ O(φ,i). Also, if ν(φ) > 0, then [ν] ∈ O(φ,i′,+) for some i′ ≥ i. Moreover, every
non-empty open set of CA contains the equivalence class of a rank one Krull valuation.
Proof. Take any valuation ν of rank smaller than or equal to d − i. Then we can find a
Krull valuation
µ : R −→
(
d−i
H
j=1
R
)
∞
equivalent to ν. If k = min supp (µ(φ)) ≥ i, then the assertions about ν are trivial, so
assume that k < i.
Consider the embedding
Ψ :
d−i
H
j=1
R −→
d
H
j=1
R
defined by Ψ(ej) = ej+i−k. The valuation µ′ : R −→
(
d
H
j=1
R
)
∞
given by µ′ = Ψ ◦ µ is
equivalent to ν and vh(µ
′φ) = i. Hence, [ν] ∈ O(φ,i). If ν(φ) > 0 , then [ν] ∈ O(φ,i,+) from
the definition of these sets.
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To prove the last assertion we just take a non-empty subbasic open set O of CA. If O =
O(φ,i), then from what we proved above, all equivalence classes of rank one valuations belong
to O. If O = O(φ,i,+), then there exists a rank one valuation ν such that ν(φ) > 0. Since ν
is of rank one, νR can be embedded in R. Considering the embedding Φ : R −→ Hdj=1R
given by Φ(a) = aei we proceed as before to show that [ν] ∈ O.
Corollary 4.3.11. In general, the topologies BA and CA are not equal.
Proof. The proof is given by the following counterexample:
Example 4.3.12. Take R = k[x, y] where x and y are algebraically independent over k = Fp
and consider Γ = R× R ordered lexicographically. Consider
U1 =
⋃
n∈N
]
1
n
e1, ne1
[
and U2 =
⋃
n∈N
]
1
n
e2, ne2
[
,
which are both open sets in the order topology of Γ. Consider the subset of W˜≥0Γ given by
V = {ν ∈ W˜≥0Γ | νx ∈ U1 and νy ∈ U2}, (4.2)
which is open in the product topology. Let q : W˜≥0Γ −→ W≥0 be the natural projection.
We want to prove that q(V ) ∈ BA but q(V ) /∈ CA.
Take a valuation ν ∈ V and a valuation µ : R −→ (R× R)∞ such that ν ∼ µ. Let
µ(x) = (a, b) and µ(y) = (c, d). Since ν(y) > 0 we have that c ≥ 0. If c > 0, then there
exists n ∈ N such that µ(yn) > µ(x) and then ν(yn) > ν(x) which is a contradiction. Hence,
c = 0 and d > 0 which implies that µ(y) ∈ U2. Since ν(x) > 0 we have that a ≥ 0. If a = 0,
then there exists n ∈ N such that µ(yn) > µ(x) which is a contradiction. Hence, a > 0
and consequently µ(x) ∈ U1. Thus [ν] ⊆ V which implies that q−1(q(V )) = V . Therefore,
q(V ) ∈ BA.
To prove that q(V ) /∈ CA it is enough to present an equivalence class [ν] ∈ q(V ) such
that for every V ′ ∈ CA with [ν] ∈ V ′ we have that V ′ 6⊆ q(V ). Take an equivalence class [ν]
in q(V ) and V ′ ∈ CA such that [ν] ∈ V ′. Thus V ′ 6= ∅ and by Theorem 4.3.10 we obtain
that V ′ contains the equivalence class of a rank one Krull valuation µ. In view of (4.2), we
obtain that µ /∈ V and hence V ′ 6⊆ q(V ). Therefore, q(V ) /∈ CA.
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We want to introduce topologies on W which do not depend on the chosen topology A
on Γ∞ and are similar to the topologies defined above. Take γ, γ′ ∈ Γ, γ, γ′ ≥ 0. We say
that γ is infinitely bigger than γ′ and write γ  γ′ if γ > nγ′ for every n ∈ N.
Take a valuation ν such that [ν] ∈ O(φ,i,+) for some i, 1 ≤ i ≤ d. Then there exists a
valuation µ : R −→ Γ∞ equivalent to ν such that vh(µ(φ)) = i and µ(φ) > 0. This means
that µ(φ) ei+1  . . . ed ≥ 0. Assume that there exist elements φ1, . . . , φd−i ∈ R such
that µ(φj) = ei+j for every j, 1 ≤ j ≤ d− i. Then µ(φ) µ(φ1) . . . µ(φd−i) ≥ 0 and
since ν ∼ µ we obtain that ν(φ) ν(φ1) . . . ν(φd−i) ≥ 0 = ν(1). This motivates the
following definition:
Definition 4.3.13. We define the topology D onW to be the topology having as a subbasis
the sets of the form
O′(φ,ψ,k) = {[ν] ∈ W | ∃φ0, · · · , φk ∈ R such that ν(φ) = ν(φ0) · · ·  ν(φk) ≥ ν(ψ) 6=∞},
where φ and ψ run through R and k runs through N ∪ {0}.
Remark 4.3.14. This topology is particularly interesting because it is a “natural” general-
ization of the valuation spectrum topology introduced by Huber and Knebusch in [19] (see
Definition 2.1.14). A subbasic open set in the valuation spectrum topology is of the form
{[ν] ∈ W | ν(φ) ≥ ν(ψ) 6=∞},
for some φ, ψ ∈ R. This set is exactly the set O′(φ,ψ,0) in our definition. Therefore, the
topology D is finer than the valuation spectrum topology on W . Also, it is easy to see that
O′(φ,ψ,n) ⊆ O′(φ,ψ,n−1) ⊆ · · · ⊆ O′(φ,ψ,0)
and that O′(φ,ψ,m) = ∅ if m > d = dim(R). Hence, the subbasic open sets in D consist of
chains of finite sets lying in the subbasic open sets of the valuation spectrum topology. We
can also see that if dim(R) = 1, then these two topologies are equal.
Corollary 4.3.15. Let R be a ring containing a field K and two elements which are alge-
braically independent over K. Then the topology CA and the topology on W≥0 induced by D
are not equal.
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Proof. From our assumptions on R there exists a set of the form O′(φ,ψ,2) ∈ D which is not
empty. From the definition of O′(φ,ψ,2) we conclude that every valuation in O
′
(φ,ψ,2) has rank
greater than one. Therefore, from Theorem 4.3.10 we obtain that O′(φ,ψ,2) /∈ CA.
We do not know much about the topologies that we defined above. We still cannot
answer whether they are compact or not. However, the fact that they are not in general
equal shows that these structures are worth to be studied.
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Chapter 5
Henselian elements
Before we start to prove our results related to henselian elements we present and prove
a few lemmas which we will need later.
5.1 Basic facts associated to henselian elements
Lemma 5.1.1. Let R be a domain, p a prime ideal and φ an element of R such that φ /∈ p.
Then Rφ = Rp (as subsets of Quot(R)) if and only if φ ∈ q for every prime ideal q of R
such that q 6⊆ p.
Proof. First observe that if φ does not belong to a prime ideal q, then Rφ ⊆ Rq. Indeed,
take an element r ∈ Rφ. Then r = f/φn for some f ∈ R and n ∈ N. Since φ /∈ q and q is a
prime ideal we have that φn /∈ q. Therefore, r ∈ Rq.
Assume that Rφ = Rp and take a prime ideal q such that q 6⊆ p. This implies that
Rφ = Rp 6⊆ Rq. Therefore, by the previous paragraph, we must have that φ ∈ q.
For the converse, assume that φ belongs to every prime ideal of R not contained in p.
By the first paragraph and our assumption that φ /∈ p we have that Rφ ⊆ Rp. Now take an
r ∈ Rp. This means that r = f/g for some f, g ∈ R and g /∈ p. If there exists ψ ∈ R and
n ∈ N such that g · ψ = φn, then
r =
f
g
=
f · ψ
φn
∈ Rφ.
Suppose that such ψ and n do not exist. Then gR ∩ {φn | n ∈ N} = ∅. Define the set
S = {q ⊆ R | q is an ideal of R, g ∈ q and q ∩ {φn | n ∈ N} = ∅}.
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By the assumption on g we have that gR ∈ S. It is easy to see that every chain of ideals
in S admits an upper bound in S, thus by Zorn’s Lemma S has a maximal element q. It is
also easy to see that q is prime. Indeed, if not there would exist elements α, β ∈ R \ q such
that α · β ∈ q. By the maximality of q we have that
(q + αR) ∩ {φn | n ∈ N} 6= ∅ 6= (q + βR) ∩ {φn | n ∈ N}.
Thus φn = p+ αs and φm = q + βs′ for some p, q ∈ q, s, s′ ∈ R and m,n ∈ N. This means
that
φm+n = (p+ αs) · (q + βs′) = pq + pβs′ + qαs+ αβss′ ∈ q,
which is a contradiction.
Since g ∈ q\p and q is a prime ideal, by our assumption on φ we have that φ ∈ q, which
is a contradiction to the construction of q.
Lemma 5.1.2. Let m be a maximal ideal of a domain R. If S is a local ring such that
R ⊆ S ⊆ Rm,
then S = Rm.
Proof. Take an element r ∈ Quot(R) such that r ∈ Rm. Then r = f/g with f, g ∈ R and
g /∈ m. Since m is maximal and g /∈ m we have that the ideal generated by g and m is the
whole of R. Thus there exist a ∈ R and b ∈ m such that 1 = ag + b. Let mS be the unique
maximal ideal of S. Since mRm ∩ S is an ideal of S we must have that mRm ∩ S ⊆ mS,
hence b ∈ mS. This implies that 1 − b is a unit of S and since ag = 1 − b we have that
1/g = a/(1− b) ∈ S. Therefore, r ∈ S and S = Rm.
Lemma 5.1.3. Let R be an integrally closed domain with fraction field L. Let F |L be a
finite separable extension and set R∗ as the integral closure of R in F . Take a ∈ R∗ such that
F = L(a). Then the minimal polynomial f(x) of a over L lies in R[x] and R∗ ⊆ f ′(a)−1R[a].
Proof. Let k = [F : L] and σ1, . . . , σk be all the L-embeddings of F in L˜ = F˜ . Then we
have that
f(x) =
k∏
i=1
(x− σi(a)),
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where we assume that σ1 = id. Then σi(a) belongs to the integral closure of R in L˜ for
1 ≤ i ≤ k, because a ∈ R∗. This means that every coefficient of f is integral over R and
since R is integrally closed we have that f(x) ∈ R[x].
Define now
gi(x) =
f(x)
x− σi(a) =
∏
j 6=i
(x− σj(a)) ∈ L˜[x].
We shall prove that
g1(x) = c0 + . . .+ ck−2xk−2 + xk−1 ∈ R∗[x].
Observe first that R∗ is the intersection of all valuation rings O of F containing R. Since
f(x) ∈ R[x] and f(x) = g1(x) · (x − a) (in F [x]), using Gauss Lemma we obtain that all
coefficients of g1 must belong to O. Hence, every coefficient of g1 belongs to R∗.
If i > 1, then gi(a) = 0 because x − a divides gi. Also, since f(x) = g1(x) · (x − a) we
have
f ′(x) = g′1(x) · (x− a) + g1(x)
hence f ′(a) = g1(a). Observe that
gi(x) = σi(c0) + . . .+ σi(ck−2)xk−2 + xk−1.
Take b ∈ R∗. Then
b · f ′(a) = b · g1(a)
=
k∑
i=1
σi(b) · gi(a)
=
k∑
i=1
σi(b) ·
(
σi(c0) + . . .+ σi(ck−2)ak−2 + ak−1
)
=
k∑
i=1
σi(bc0) + . . .+
(
k∑
i=1
σi(bck−2)
)
ak−2 +
(
k∑
i=1
σi(b)
)
ak−1.
Since each coefficient of b · f ′(a) is the trace of some element in F they all belong to L. On
the other hand, they are integral over R, hence they belong to R. Thus b · f ′(a) ∈ R[a] and
consequently, b ∈ f ′(a)−1R[a]. Therefore, R∗ ⊆ f ′(a)−1R[a].
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Lemma 5.1.4 (Prime Avoidance Lemma). Let R be a ring and J, I1, . . . , Ir, r ∈ N be
ideals of R such that at most two of them are not prime. If
J ⊆
r⋃
i=1
Ii
then J ⊆ Ii for some 0 ≤ i ≤ r.
Proof. We will prove the lemma by induction on r. If r = 1, then the lemma is trivial.
Assume that the result is true for every r < k and let us prove it is true for r = k.
If J ⊆
⋃
i 6=j
Ii for some 0 ≤ j ≤ r, then by the induction hypothesis we have that J ⊆ Ii
for some i 6= j. Assume towards a contradiction that J 6⊆
⋃
i 6=j
Ii for every i, 0 ≤ j ≤ r. For
each j, 0 ≤ j ≤ r, we pick an element aj ∈ J such that aj /∈
⋃
i 6=j
Ii and consequently aj /∈ Ii
if i 6= j. Since J ⊆
r⋃
i=1
Ii we must have that aj ∈ Ij.
We want to prove that there exists an element a ∈ J such that a /∈ Ii for every 0 ≤ i ≤ r
which is the desired contradiction since we assumed that J ⊆
r⋃
i=1
Ii. If r = 2, then a = a1+a2
cannot belong to either I1 or I2. Indeed, assume without loss of generality that a1 + a2 ∈ I1
then
a2 = (a1 + a2)− a1 ∈ I1
which is a contradiction. If r > 2, then there exists j ≤ r such that Ij is prime. Let
a = aj +
∏
i 6=j
ai.
If l 6= j and a ∈ Il, then
aj = a−
∏
i 6=j
ai ∈ Il
which is a contradiction. If a ∈ Ij, then∏
i 6=j
ai = a− aj ∈ Ij
which is a contradiction because Ij is prime and ai /∈ Ij if i 6= j.
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Lemma 5.1.5. Let R be a ring and G a finite group of automorphisms of R. Put
A = {r ∈ R | σr = r for every σ ∈ G}.
If q1 and q2 are prime ideals of R such that q1 ∩ A = q2 ∩ A, then there exists σ ∈ G such
that q2 = σq1.
Proof. Let us prove first that there exists σ ∈ G such that q2 ⊆ σq1. Suppose towards
a contradiction that q2 6⊆ σq1 for every σ ∈ G. From Lemma 5.1.4 there exists a ∈ R
such that a ∈ q2 but a /∈ σq1 for every σ ∈ G (observe that since q1 is prime and σ is an
automorphism of R the ideal σq1 is also prime). Put
r =
∏
σ∈G
σa ∈ R.
Since σr = r for every σ ∈ G we have that r ∈ A. Moreover, since a ∈ q2 σ ∈ G we have
that r ∈ q2. Hence,
r ∈ q2 ∩ A = q1 ∩ A ⊆ q1.
This is a contradiction to the fact that a /∈ σq1 for every σ ∈ G.
Since q2 ⊆ σq1 for some σ ∈ G, if the extension A ⊆ R is integral, then q2 = σq1 because
integral extensions have the incomparability property (see [35] Theorem 5 (ii) of chapter 2,
for instance). Hence, it remains to prove that A ⊆ R is integral. Take any element a ∈ R.
Then the monic polynomial
f(x) =
∏
σ∈G
(x− σa) ∈ R[x]
has a as a root. If we extend σ to R[x] by setting σ(x) = x, then a polynomial is fixed by σ
if and only if all of its coefficients are fixed by σ. It is easy to see that σ(f) = f for every
σ ∈ G. Hence, every coefficient of f belongs to A. Therefore, a is integral over A, which is
what we wanted to prove.
Proposition 5.1.6. Let F |L be a finite separable extension of fields and OL a valuation
ring of L. Take O∗L to be the integral closure of OL in the normal hull F ′ of F |L. Let
(pi)i∈I be the chain of prime ideals of OL and (qi)i∈I a chain of prime ideals of O∗L such
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that pi = OL ∩ qi for every i ∈ I. For every ring S such that OL ⊆ S ⊆ O∗L we have that
the prime ideals of S are given by σ(qi) ∩ S for some σ ∈ Gal(F |L) and some i ∈ I. In
particular, Spec(S) is a union of finitely many chains of prime ideals of S.
Proof. Since σ(O∗L) = O∗L for every σ ∈ Gal(F ′|L) and
OL = {r ∈ O∗L | σr = r for every σ ∈ Gal(F ′|L)}
we use Lemma 5.1.5 to conclude that every prime ideal of O∗L is of the form σ(qi) for some
σ ∈ Gal(F ′|L) and for some i ∈ I. Since the ring extension S ⊆ O∗L is integral, for every
prime ideal p of S there exists a prime ideal q of O∗L such that p = q ∩ S. Therefore,
p = q ∩ S = σ(qi) ∩ S
for some σ ∈ Gal(F ′|L) and for some i ∈ I.
Lemma 5.1.7. Let R be a domain and p a prime ideal of R. Then every monic polynomial
f ∈ R/p[x] admits a factorization into irreducible elements of R/p[x].
Proof. If f is irreducible we are done. If f is reducible, then f = f 1f 2 with f 1 and f 2
non-units of R/p[x]. If f 1 and f 2 are irreducible we are done and if not we have a new
decomposition of f into more than two factors which are non-units in R/p[x]. We have to
prove that if we proceed like that we will obtain a factorization in which every factor is
irreducible. Since f is monic, for each decomposition
f =
r∏
i=1
f i with f i non-unit in R/p[x] for 1 ≤ i ≤ r,
the leading coefficients of each f i is a unit in R/p. Hence, the degree of each f i is greater
than zero and consequently, r cannot exceed deg f . Therefore, the desired decomposition
exists.
Lemma 5.1.8. Take a valuation ring R and a prime ideal p of R. Then the polynomial
ring R/p[x] is a GCD domain.
Proof. We observe first that since R is a valuation ring so it is R/p. Take two elements a, b
in a valuation ring. Then either a/b or b/a belongs to that valuation ring, which means
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that either a divides b or b divides a. Hence, every valuation ring is a GCD domain. It is a
well-known fact that the polynomial ring over a GCD domain is a GCD domain. Therefore,
R/p[x] is a GCD domain.
Proposition 5.1.9. Take R a valuation ring, f(x) ∈ R[x] a monic polynomial and p a
prime ideal of R. Set
R[a] = R[x]/(f), for a = x+ (f).
For a polynomial g ∈ R[x], we denote by g the polynomial obtained from g by the reduction
modulo p of its coefficients. Let
f =
∏
fi
ei
, with ei > 0
be the factorization (which exists by Lemma 5.1.7) of f(x) ∈ R/p[x] into powers of distinct
irreducible polynomials fi. Then the prime ideals of R[a] lying over p are precisely
qi = (p, fi(a))R[a].
Moreover, qi 6= qj if i 6= j, and R[a]/qi ∼= (R/p[x]) /(fi).
Proof. Consider the map
Φi : R[a] = R[x]/(f) −→ (R/p[x]) /(f i),
given by Φi(g(x) + (f)) = g(x) + (f i). We will prove that ker(Φi) = qi. It is easy to see that
qi = (p, fi(a))R[a] ⊆ ker(Φi).
On the other hand, if Φi(φ(a)) = 0, then g(x) := φ(x) − fi(x)h(x) ∈ pR[x] for some
h(x) ∈ R[x]. Therefore,
φ(a) = g(a) + fi(a)h(a) ∈ (p, fi(a))R[a].
Since R/p[x] is a GCD domain (Lemma 5.1.8) and f i is irreducible over R/p[x] we have
that R/p[x]/(f i) is a domain. Also, since Φi is surjective we conclude that qi is a prime
ideal.
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If j 6= i, then the image of fj(x) is not zero in R/p[x]/(f i), which implies that fj(a) /∈ qi.
Therefore, qi 6= qj.
It remains to prove that every prime ideal q′ of R[a] lying over p is of the form qi for
some i. Since ∏
fi(x)
ei − f(x) ∈ pR[x],
and f(a) = 0 we have that
∏
fi(a)
ei belongs to q′. Consequently, for some i we have that
fi(a) ∈ q′ and hence qi = (p, fi(a))R[a] ⊆ q′. Since both q′ and qi are prime ideals lying
over p and R[a] is integral over R, from the incomparability property we conclude that
qi = q
′.
5.2 Henselian elements
Let (L, ν) be a valued field and (F |L, ν) a finite valued field extension such that F ⊆ Li.
Lemma 5.2.1. Let a ∈ OF be a henselian element such that ν(a) = 0. Then a−1 is also
henselian.
Proof. Let h(x) ∈ OL[x] be a henselian polynomial for a. Define the polynomial
g(x) = xn · h(x−1) ∈ OL[x],
where n = deg h. Then g (a−1) = 0. Moreover,
g′(x) = nxn−1h(x−1)− xn−2h′(x−1)
and hence g′(a−1) = −a−(n−2)h′(a). Therefore, ν(g′(a−1)) = ν(h′(a)) = 0.
Let W be the set of all valuations µ of F such that ν |L= µ |L and ν 6= µ.
Lemma 5.2.2. Let ϑ ∈ Fν be a non-zero generator of Fν over Lν and take z ∈ F such
that zν = ϑ. If µ(z) 6= 0 for every valuation µ ∈ W , then z is a henselian element.
Proof. We assume ν to be extended to the algebraic closure L˜ = F˜ . Let (Lh, ν) and (F h, ν)
denote the henselizations of (L, ν) and (F, ν) inside of (Li, ν). Then F h = F.Lh. This lies
in Li since Lh ⊆ Li and by assumption, F ⊆ Li. Since the henselization is an immediate
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extension, we have that Lhν = Lν and F hν = Fν. As F.Lh|Lh is a finite subextension of
Li|Lh, [F.Lh : Lh] = [F hν : Lhν] = [Fν : Lν]. Therefore, there are k := [Fν : Lν] many
automorphisms σ1, . . . , σk ∈ Aut(Lsep|Lh) which induce distinct embeddings σ1, . . . , σk of
Fν in (Lν)sep over Lν (note that Fν|Lν is separable since F ⊆ Li). Their restriction to F
are k distinct embeddings of F over L in Lsep.
Now we choose further automorphisms σk+1, . . . , σk+l ∈ Aut(Lsep|L) such that the re-
strictions of σ1, . . . , σk+l to F are precisely all distinct embeddings of F over L in L
sep. As
a subextension of Li|L, also F |L is separable; so k + l = n = [F : L].
We claim that νσi 6= ν on F for k < i ≤ n. Assume that νσ = ν on F for some
σ ∈ Aut(Lsep|L). As all extensions of a valuation to an algebraic extension are conjugate,
there is some σ′ ∈ Aut(Lsep|L) such that νσσ′ = ν on Lsep. By definition, σσ′ is thus an
element of the decomposition group of the extension (Lsep|L, ν). On the other hand, this
decomposition group is the Galois group of Lsep|Lh, where Lh is the henselization of L in
(Lsep, ν). Therefore, σσ′ is trivial on Lh and must consequently coincide on F.Lh with σj
for some j ∈ {1, . . . , k}. It follows that σ coincides with σj on L. This proves our claim.
Since νi(z) 6= 0 for k < i ≤ n we assume, without loss of generality, that
νj(z) > 0 for k < j ≤ r
and
νl(z) < 0 for r < l ≤ n.
Let
h0(x) =
k∏
i=1
(x− σiz)
r∏
j=k+1
(x− σjz)
n∏
l=r+1
(x− σlz).
Dividing h0 by a coefficient c of smallest ν-value, we obtain a polynomial h(x) ∈ L[x] such
that every coefficient of h has nonnegative value and at least one coefficient has value zero
(such polynomial will be called ν-primitive). Consider
h1(x) =
k∏
i=1
(x− σiz)
r∏
j=k+1
(x− σjz)
n∏
l=r+1
((σlz)
−1x− 1),
which is obtained by dividing h0(x) by the factor
∏
l σlz ∈ L˜. The polynomials h and h1
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differ by a constant factor d ∈ L˜ and since both are ν-primitive we have νd = 0. Thus
h(x) = d · h1(x) with d ∈ L˜ and dν 6= 0,∞.
Consequently,
hν(x) = dν · g(x) · xr−k · (−1)n−r
where g(x) is the minimal polynomial of ϑ over Lν. Since ϑ is non-zero, the polynomial g(x)
is different of x and hence zν = ϑ is a simple root of hν(x). This means that h′(z)ν 6= 0
and consequently z is a henselian element.
We will prove now our main theorems.
Proof of Theorem 1.3.2. Let ϑ be a generator of the separable extension Fν|Lν. Employing
the Chinese Remainder Theorem (see Lemma 6.60 of [25]) we find an element η ∈ F such
that ην = ϑ and ηµ = 0 for every µ ∈ W . Observe that in this case, the polynomials
h0(x), h1(x) and h(x) (constructed in the proof of Lemma 5.2.2) are equal and have the
form
h(x) =
k∏
i=1
(x− σiη)
n∏
j=k+1
(x− σjη)
where ν(σiη) > 0 for i > k. Consequently, h(x) ∈ OL[x]. By Lemma 5.2.2 we have that η is
henselian with henselian polynomial h(x) (in particular, h′(η) is a unit in OF ). It remains
to prove that F = L(η), i.e., that the polynomial h(x) is irreducible. It is enough to prove
that σiη 6= η for 1 ≤ i ≤ n. From the separability of Fν|Lν we have that for 1 ≤ i ≤ k,
σi(ϑ) 6= ϑ, hence σi(η) 6= η. For i > k we have that
ν(σiη) = νi(η) 6= 0 = ν(η),
so σiη 6= η.
Let O∗L be the integral closure of OL in F . From Lemma 5.1.3 we have that
O∗L ⊆ OL[η, 1/h′(η)].
Since O∗L is a Pru¨fer domain, every ring lying between O∗L and its quotient field F is a Pru¨fer
domain. Therefore, OL[η, 1/h′(η)] is a Pru¨fer domain.
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Proof of Theorem 1.3.3. With the notation of the proof of Theorem 1.3.2 we have that
OF = (O∗L)m∗ (see Lemma 6.50 of [25]), where m∗ = mF ∩ O∗L. Set n = mF ∩ OL[η] and let
h(X) ∈ OL be the monic polynomial constructed in proof of Lemma 5.2.2. Using Lemma
5.1.3 for the first inclusion, we obtain that
O∗L ⊆
1
h′(η)
OL[η] ⊆ OL[η]n ⊆ (O∗L)m∗ = OF .
Hence, by Lemma 5.1.2 we have that
OF = OL[η]n.
Take any finite set Z = {f1, . . . , fr} ⊆ OF . For every fi ∈ Z ⊆ OF = OL[η]n we have
fi =
ai
bi
for some ai, bi ∈ OL[η] and bi /∈ n. Taking
u =
r∏
i=1
bi ∈ OL[η]
we obtain that Z ⊆ OL[η, 1/u].
Proof of Theorem 1.3.4. Take any element a ∈ OF . Since ϑ is a generator of Fν over Lν,
then aν can be written as a polynomial on ϑ with coefficients on Lν. Let f(X) ∈ OL[X]
be an inverse image of that polynomial and define b = a− f(η) + η. Then aν = f(η)ν and
bν = ϑ. Also, we have that a ∈ OL[η, b]. Therefore, it is enough to prove that b ∈ OL[r, s]
for some henselian elements r and s.
Employing the Chinese Remainder Theorem, we find an element c ∈ OF with following
properties:
ν(c− 1) > 0 so that cν = 1
µ(c) > 0 if µ(b) ≥ 0
µ(c) = 0 if µ(b) < 0
for all µ ∈ W . Then the element r = bc has the following properties:
rν = bν = ϑ
µ(r) > 0 if µ(b) ≥ 0
µ(r) < 0 if µ(b) < 0
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and hence µ(r) 6= 0 for every µ ∈ W . According to Lemma 5.2.2, r is a henselian element.
On the other hand, the element rc has the same above properties, so it is also henselian.
Since ν(rc) = 0 we can apply Lemma 5.2.1 to obtain that s := (rc)−1 is also a henselian
element. Therefore,
b = r · c−1 = r2 · (rc)−1 = r2 · s ∈ OL[r, s]
as required.
Proof of Theorem 1.3.6. (i) =⇒ (ii): Since OF is a finitely generated OL-algebra, we have
that OF = OL[a1, . . . , ar] for some a1, . . . , ar ∈ OF . Applying Theorem 1.3.3 to the set
Z := {a1, . . . , ar} we obtain that there exists a unit u ∈ OF such that Z ⊆ OL[η, 1/u].
Therefore,
OF = OL[a1, . . . , ar] ⊆ OL[η, 1/u] ⊆ OF
and consequently the equality holds everywhere.
(ii) =⇒ (iii): Just apply Theorem 1.3.4 to the element a = 1/u.
(iii) =⇒ (i): This is trivial.
(ii) ⇐⇒ (iv): Applying Lemma 5.1.1 with R = OL[η], φ = v and p = n we obtain that
OL[η]n = OL[η]v if and only if v belongs to every prime ideal of OL[η] which is not contained
in n. Since OL[η]v = OL[η, 1/v] by definition and OF = OL[η]n from Theorem 1.3.3 we have
our assertion.
(iv) =⇒ (v): Suppose that (v) is not true. This means that there exists a chain of
prime ideals (pi)i∈I of OL[η] such that pi 6⊆ n for every i ∈ I and⋂
i∈I
pi ⊆ n.
Since (pi)i∈I ⊆ S, then ⋂
p∈S
p ⊆
⋂
i∈I
pi
and we conclude that (iv) does not hold.
(v) =⇒ (iv): From Proposition 5.1.6, Spec(OL[η]) consists of finitely many chains of
prime ideals, say
Spec(OL[η]) =
r⋃
j=1
(qji )i∈I .
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For each chain (qji )i∈I , if q
j
i 6⊆ n for some i ∈ I, then by our assumption⋂
qji 6⊆n
qji 6⊆ n.
Hence, there exits an element vj ∈ OL[η] \ n such that vj ∈ qji for every i ∈ I with qji 6⊆ n.
Take v to be the product of these vj’s. Then v belongs to every prime ideal of OL[η] not
contained in n. Therefore, (iv) holds.
In order to prove Theorem 1.3.5 we will need the following result, which is Proposition
4 of [26].
Proposition 5.2.3. There are valued fields (L, ν) such that νL has no maximal proper
convex subgroup, the residue field (Lµ, µ) is henselian for every non-trivial coarsening µ 6= ν
of ν, but (L, ν) is not itself henselian.
Proof of Theorem 1.3.5. Let (L, ν) be the valued field given in Proposition 5.2.3. Extend
ν to the algebraic closure L˜ of L (denote this extension again by ν). Since (L, ν) is not
henselian, there exists a finite extension F of L with F ⊆ Lh ⊆ Li such that there exists a
valuation µ on F with µ 6= ν and ν |L= µ |L, i.e, W 6= ∅. By Theorem 1.3.2 there exists
η ∈ F such that F = L(η), the monic minimal polynomial h(x) of η over L lies in OL[x]
and η and h′(η) are units in OF . Moreover, from the construction of h we have that
hν(x) = xlg(x) ∈ Lν[x], l = |W | ≥ 1
where g(x) is the separable minimal polynomial of a generator ϑ of Fν over Lν.
Given any prime ideal p of OL we consider the coarsening νp of ν associated with p. If
(0) ( p ( OL, then νp is non-trivial and νp 6= ν.
Claim 5.2.4. There exist polynomials F,G ∈ OL[x] such that h − FG ∈ pOL[x] with
Fν(x) = xl, Gν(x) = g(x) and degF = l ≥ 1.
Proof. By the assumption on the valued field (F, ν) we have that (Lνp, νp) is henselian.
Hence, there exist polynomials F ,G ∈ Oνp [x] such that
hνp(x) = F (x)G(x), Fνp = x
l, Gνp = g(x) and degF = l.
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Take any polynomials F (x), G(x) ∈ OL[x] such that Fνp = F , Gνp = G and degF = l.
Then Fν(x) = xl and Gν(x) = g(x). Since the residue map associated to νp in OL is the
reduction modulo p and hνp(x)−Fνp(x)Gνp(x) = 0 we have that every coefficient of h−FG
belongs to p. Therefore, h− FG ∈ pOL[x].
Take a prime ideal p of OL. We claim that there exists a prime ideal q of OL[η] lying over
p such that q 6⊆ n = mF ∩OL[η]. By Claim 5.2.4, there exists F (x) ∈ OL[x] with Fν(x) = xl
such that h(x) = F (x)G(x) in (OL/p) [x]. Take a monic polynomial f ∈ OL[x] such that its
reduction in (OL/p) [x] is irreducible and divides the reduction of F . By Proposition 5.1.9
we achieve that q = (f(η), p)O[η] is a prime ideal of OL[η] lying over p. Since f divides F
modulo pOL[x] it also divides F modulo mLOL[x], so fν(x) = xr for some r, 1 ≤ r ≤ l.
This means that f(η)ν = fν(ην) = ϑr 6= 0 and hence f(η) /∈ n. Therefore, q 6⊆ n.
Suppose towards a contradiction that OF is a finitely generated OL-algebra. From
Proposition 5.1.6, Spec(OL[η]) consists of finitely many chains of prime ideals, say
Spec(OL[η]) =
r⋃
j=1
(qji )i∈I .
For each chain (qji )i∈I , if q
j
i 6⊆ n for some i ∈ I we set
qj :=
⋂
qji 6⊆n
qji .
By Theorem 1.3.6, qj 6⊆ n and in particular, qj 6= (0). Set pj = qj ∩ OL and let pj0 be the
intersection of pj’s. By the construction of pj0 , if a prime ideal q of OL[η] is not contained
in n, then pj0 ⊆ q ∩ OL. Also, pj0 is a prime ideal of OL lying below the non-zero prime
ideal qj0 of OL[η], so pj0 6= (0). Hence, for every prime ideal p of OL such that (0) ( p ( pj0
(which exists because of our assumption on the valued group of (L, ν)) and every prime
ideal q of OL[η] lying over p we have that q ⊆ n. This is a contradiction to conclusion of
the previous paragraph.
Proof of Theorem 1.3.7. Take any chain (qi)i∈I of prime ideals of OL[η] such that qi 6⊆ n for
every i ∈ I. Observe that I can be seeing as a subset the indexing set J of the prime ideals
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of OL. Indeed, for every i ∈ I the ideal pi ∩ OL is a prime ideal of OL. Also, for any two
elements i1, i2 ∈ I, if pi1 ∩ OL = pi2 ∩ OL, then by the incomparability property we have
that pi1 = pi2 . Since the prime ideals of OL are well-ordered by inclusion I has a minimum
i0. This means that ⋂
i∈I
pi = pi0 6⊆ n
which proves that Condition (v) of Theorem 1.3.6 holds.
5.3 Local uniformization
The next proposition is essential for the proof of Theorem 1.3.8.
Proposition 5.3.1. Let (L, ν) be a valued field and fix an extension of ν to L˜ (which we
call again ν). Let η1, . . . , ηr ∈ L˜ be henselian elements over L with henselian polynomials
hi(x) ∈ L[x]. Assume that there exists a regular local ring R ⊆ L dominated by OL such
that Quot(R) = L and hi(x) ∈ R[x]. Then
R[η1, . . . , ηr]mν∩R[η1,...,ηr]
is also regular.
A ring R is said to be reduced if it has no non-zero nilpotent elements.
To prove Proposition 5.3.1 we will need the following Lemma:
Lemma 5.3.2. Every localization of a zero-dimensional reduced ring R at some prime ideal
p is a field.
Proof. Let pRp be the maximal ideal of Rp. It is enough to prove that pRp = 0. If pRp
had some non-nilpotent element f , then there would be a prime ideal on Rp which did not
contain f . Then there would exist a prime ideal p′ of R such that (0) ( p′ ( p which is a
contradiction to dim(R) = 0. Hence, every element of pRp is nilpotent. On the other hand,
since R is reduced and the localization of any reduced ring is reduced, we obtain that Rp is
reduced. Therefore, pRp = 0, which is what we wanted to prove.
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Proof of Proposition 5.3.1. Let R(s) = R[η1, . . . , ηs]mν∩R[η1,...,ηs] for 1 ≤ s ≤ r and R(0) = R.
Since
R(s) = R(s−1)[ηs]mν∩R(s−1)[ηs] for each s, 1 ≤ s ≤ r,
it is enough to prove our proposition for r = 1. For this case we denote η1 = η, h1 = h and
R′ = R(1) = R[η]mν∩R[η].
We claim that dim(R) = dim(R′). Indeed, since R[η] is integral over R there is a bijection
between the chains of prime ideals of R and the chains of prime ideals of R[η] contained in
mν ∩ R[η]. On the other hand, since R′ = R[η]mν∩R[η] there exists a bijection between the
chains of prime ideals of R′ and the chains of prime ideals of R[η] contained in mν ∩ R[η].
Therefore, dim(R) = dim(R′).
Since R is regular, its maximal ideal m is generated by d = dim(R) many elements. We
want to prove that also the maximal ideal m′ of R′ is generated by d many elements. To
do this, it is sufficient to show that m′ is generated by the same generators as m, i.e., that
m′ = mR′. We have to prove that mR′ is a maximal ideal, or, equivalently, that R′/mR′ is
a field.
Consider the mapping
Ψ : R′ −→ (R/m[x]/(h(x)))
q
f
g
7−→ f + (h(x))
g + (h(x))
where q = {g+(h(x)) | ν(g) > 0} is a prime ideal of (R/m[x]) /(h(x)). From the construction
of q we obtain that Ψ is well-defined and Ψ is surjective because of its construction. Also, for
every element f/g ∈ mR′ the reduction of f in R/m[x] is zero, so mR ⊆ ker(Ψ). We want to
prove that ker(Ψ) ⊆ mR′. If the element f/g belongs to ker(Ψ), then f = a0 + . . .+ anηn ∈
R[η] is a polynomial such that all ai’s belong to m. This means that
f
g
= a0 · 1
g
+ . . .+ an · η
n
g
∈ mR′.
Therefore, R′/mR′ ∼= (R/m[x]/(h(x)))
q
.
Since ν(h′(η)) = 0, the polynomial h(x) has no multiple factors modulo m. Thus
(R/m[x]) /(h(x)) has no nilpotent elements other than zero, i.e., it is a reduced ring. Also,
80
(R/m[x]) /(h(x)) is zero-dimensional because it is an integral extension of a field. Applying
Lemma 5.3.2, we obtain that R′/mR′ is a field, which is what we wanted to prove.
Proof of Theorem 1.3.8. Take any finite set Z ⊆ OF . By assumption, there exist a tran-
scendence basis T of F |K and henselian elements η1, . . . , ηr over L = K(T ) such that
Z ⊆ OL[η1, . . . , ηr] and (L|K, ν) admits local uniformization. Let Z ′ ⊆ OL be the fi-
nite set given by all coefficients of all hi’s and the coefficients of all ζ ∈ Z (as ele-
ments of OL[η1, . . . , ηr]). Since (L|K, ν) admits local uniformization, there exists a model
V = Spec(A) of L|K such that OV,p = AmL∩A is regular (where p = mL ∩ A is the center
on V of the restriction of ν to L) and such that Z ′ ⊆ OV,p. Let A′ = A[η1, . . . , ηr] and
V ′ = Spec(A′). Then by Proposition 5.3.1,
OV ′,p′ = OV,p[η1, . . . , ηr]mF∩OV,p[η1,...,ηr]
is regular, where p′ = mF ∩ A′ is the center of ν on V ′. Also, since each element ζ ∈ Z is
a polynomial in OL[η1, . . . , ηr] with coefficients in OV,p we have that ζ ∈ OV ′,p′ . Therefore,
(F |K, ν) admits local uniformization.
Proof of Theorem 1.3.9. Take a finite subset Z of OL. By assumption, there exists a
transcendence basis T of F |K such that (K(T )|K, ν) admits local uniformization and
F ⊆ K(T )i. By Theorem 1.3.3 and 1.3.4 there exists henselian elements η, r, s ∈ OF
such that Z ⊆ OK(T )[η, r, s]. Hence, we can apply Theorem 1.3.8 to conclude that (F |K, ν)
admits local uniformization.
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Chapter 6
Reduction of local uniformization to the
rank one case
We start the chapter by presenting some definitions and results which we will need to
prove our theorems on the reduction of local uniformization to the rank one case.
6.1 Basic facts
Definition 6.1.1. Let R be a domain and let p be a prime ideal of R. Then the field
κ(p) := Rp/pRp
is called the residue field of p.
Lemma 6.1.2. Let ν = ν1 ◦ ν2 be a valuation on F = Quot(R) centered at the local domain
(R,m). If p ⊆ m is the center of ν1 on R, then κ(p) embeds naturally in Fν1 and the
restriction of ν2 to κ(p) is centered at (R/p,m/p).
Proof. It is easy to see that Rp ⊆ Oν1 and that pRp = mν1 ∩Rp. Therefore,
κ(p) = Rp/pRp ↪→ Oν1/mν1 = Fν1.
On the other hand, κ(p) = Quot(R/p) so it remains to show that mν2 ∩ R/p = m/p.
Take an element a ∈ R. If a ∈ p, then a + p = 0 + p ∈ m/p ∩ (mν2 ∩R/p), so we assume
that a /∈ p. In this case, ν2(a+ p) = ν(a) and we have
a+ p ∈ m/p⇐⇒ a ∈ m⇐⇒ ν(a) > 0⇐⇒ ν2(a+ p) > 0⇐⇒ a+ p ∈ mν2 .
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Remark 6.1.3. Let p∆ = mν1 ∩ Oν . Applying the above Lemma to the local domain
R = Oν , we see that there is a natural surjective homomorphism Φ∆ : Oν → Oν2 , whose
kernel is p∆.
Lemma 6.1.4. (1) Let
R ↪→ R′ (6.1)
be an injective homomorphism of domains, having a common quotient field F . Let ν
be a valuation on F such that R′ ⊆ Oν. Let m denote the center of ν on R, and m′
the center of ν in R′. Then
Rm ⊆ R′m′ (6.2)
(viewed as subrings of F ).
(2) Let S ⊆ R be a multiplicative subset, such that
S ∩m = ∅. (6.3)
Assume that R′ ⊆ RS. Then the inclusion (6.2) is, in fact, an equality.
Proof. (1) The inclusion (6.1) induces the inclusion
R \m ⊆ R′ \m′. (6.4)
The desired inclusion (6.2) follows immediately from (6.1) and (6.4).
(2) The assumption (6.3) implies that R′ ⊆ RS ⊆ Rm. Then
R′m′ ⊆ Rm (6.5)
by the first part of the lemma, and the result follows.
Lemma 6.1.5. Every local blowing up can be decomposed as a finite sequence of simple local
blowing ups, i.e., given a local blowing up
pi : R −→ R
[
a1
b1
, . . . ,
ar
br
]
m′
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we can find a finite sequence of simple local blowing ups
(R,m) −→ (R(1),m(1)) −→ · · · −→ (R(r),m(r))
such that R(r) = R
[
a1
b1
, . . . ,
ar
br
]
m′
and pi is the composition of the simple local blowing ups
pii : R
(i−1) −→ R(i) (where we set R(0) := R).
Proof. Define the domains
R′(k) = R
[
a1
b1
, . . . ,
ak
bk
]
mν∩R
[
a1
b1
,...,
ak
bk
] , 1 ≤ k ≤ r,
and let us define R(k) inductively by setting R(0) = R and
R(k) = R(k−1)
[
ak
bk
]
mν∩R(k−1)
[
ak
bk
] , 1 ≤ k ≤ r.
The inclusions pik : R
(k−1) −→ R(k) are all simple local blowing ups, so we just have to
prove that R(r) = R′(r) and we will have pi = pir ◦ . . . ◦ pi1 because all the pik are inclusions.
We will prove by induction that R(k) = R′(k) for all k = 1, . . . , r and we will be done.
By definition, R(1) = R′(1) so assume that k > 1 and that
R(k−1) = R′(k−1). (6.6)
Let us prove that R(k) = R′(k). The inclusion R′(k) ⊆ R(k) is trivial so it remains to prove
that
R(k) ⊆ R′(k). (6.7)
To prove (6.7), first note that R′(k−1) ⊆ R′(k), hence R(k−1) ⊆ R′(k) by (6.6). We have
ak
bk
∈ R′(k) by definition, so
R(k−1)
[
ak
bk
]
⊆ R′(k). (6.8)
Now (6.7) is given by Lemma 6.1.4 (1). This completes the proof of the lemma.
Lemma 6.1.6. Take a domain R and a valuation ν centered at R. For every sequence of
local blowing ups
R −→ R(1) −→ . . . −→ R(r)
84
with respect to ν there exists a local blowing up
R −→ R(1)
with respect to ν such that R
(1)
= R(r).
Proof. We are going to prove our lemma by induction on r. If r = 1, then the statement is
trivial. Assume that r > 1 an let us prove that if there exists a local blowing up R −→ R′(1)
such that R
′(1)
= R(r−1), then there exists a local blowing up R −→ R(1) such that R(1) =
R(r).
From the definition of local blowing ups we know that there exists a1, . . . , as, b1, . . . , bs ∈
R(r−1) such that
R(r) = R(r−1)
[
a1
b1
, . . . ,
as
bs
]
mν∩R(r−1)
[
a1
b1
,...,as
bs
] . (6.9)
Since Quot
(
R(r−1)
)
= Quot(R), for each i, 1 ≤ i ≤ s, there exist a′i, b′i ∈ R such that
ai
bi
=
a′i
b′i
. Hence, we can assume that the elements ai’s and bi’s appearing in (6.9) belong to
R. Take c1, . . . , cs′ , d1, . . . , ds′ ∈ R such that
R(r−1) = R
′(1)
= R
[
c1
d1
, . . . ,
cs′
ds′
]
mν∩R
[
c1
d1
,...,
cs′
ds′
] .
Then
R(r) =
R [ c1
d1
, . . . ,
cs′
ds′
]
mν∩R
[
c1
d1
,...,
cs′
ds′
]
[a1
b1
, . . . ,
as
bs
]
mν∩R(r−1)
[
a1
b1
,...,as
bs
]
= R
[
c1
d1
, . . . ,
cs′
ds′
,
a1
b1
, . . . ,
as
bs
]
mν∩R
[
c1
d1
,...,
cs′
ds′
,
a1
b1
,...,as
bs
]
where the second equality holds because of Lemma 6.1.4.
Remark 6.1.7. In view of the lemma above, in order to achieve local uniformization for a
valuation ν centered at R, it is enough to find a sequence of local blowing ups
R −→ R(1) −→ . . . −→ R(n)
such that R(n) is regular. The equivalent statement is true for weak embedded, embedded
and inseparable local uniformization.
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Lemma 6.1.8. Let (R,m) be a noetherian local domain and ν a valuation on F = Quot(R)
which is centered at (R,m). Take an ideal I of R and elements u1, . . . , ud ∈ I which generate
I. Assume that ν(ui1) = ν(ui2) ≤ ν(ui) for 1 ≤ i ≤ d and let
R′ = R
[
u1
ui1
, . . . ,
ud
ui1
]
and R′′ = R
[
u1
ui2
, . . . ,
ud
ui2
]
.
Also, consider the prime ideals m′ = mν ∩R′ ⊆ R′ and m′′ = mν ∩R′′ ⊆ R′′. Then
R′m′ = R
′′
m′′ .
Proof. We may assume, without loss of generality, that i1 = 1 and i2 = 2. Since
ν
(
u2
u1
)
= ν(u1)− ν(u2) = 0
we have
u2
u1
∈ R′′m′′ . Hence, for every i ∈ {1, . . . , d} we have
ui
u1
=
ui
u2
u2
u1
∈ R′′m′′ . Then
R′ ⊆ R′′m′′ . (6.10)
From (6.10) and Lemma 6.1.4 (1) we obtain
R′m′ ⊆ R′′m′′ .
The opposite inclusion is analogous.
Take now an ideal I of R and let u0 ∈ I be an element such that ν(u0) ≤ ν(α) for all
α ∈ I. Complete u0 to sets {u0, u1, . . . , uq} and {u0, u′1, . . . , u′q′} of generators of I. It is
easy to see that
R
[
u1
u0
, . . . ,
uq
u0
]
= R
[
u′1
u0
, . . . ,
u′q′
u0
]
=: R′.
This, together with Lemma 6.1.8 above, guarantees that given an ideal I of R the local
blowing up
R −→ R′mν∩R′
is uniquely determined by I and is independent of the particular set of generators {u0, u1, . . . , uq}.
Definition 6.1.9. The local blowing up described above is said to be the local blowing up
of (R,m) with respect to ν along I.
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We will now prove a few Lemmas which will be essential in the proofs of our main
results. From here until the end of this section we will assume that (R,m) is a noetherian
local domain and ν a valuation on F = Quot(R) centered at (R,m). Also, assume that ν
can be decomposed as ν = ν1 ◦ ν2 and write p = mν1 ∩R for the center of ν1 on R.
Lemma 6.1.10. Let
pi : Rp −→ R˜ = Rp
[a
b
]
p˜
be a simple local blowing up with respect to ν1, where p˜ = mν1 ∩ Rp
[a
b
]
, and assume that
ν(a) ≥ ν(b). Consider the sequence of local blowing ups
R −→ R(1) = R [a, b]m′ −→ R(2) = R(1)
[a
b
]
m′′
with respect to ν, where m′ = mν ∩ R [a, b] and m′′ = mν ∩ R(1)
[a
b
]
. If p(2) is the center of
ν1 in R
(2), then R
(2)
p(2)
= R˜.
Proof. Let p(1), p
(1)
0 denote the centers of ν1 in R
(1) and in R[a, b], respectively. We have
a, b ∈ Rp by definition, so R [a, b] ⊆ Rp and
R[a, b]
p
(1)
0
⊆ Rp (6.11)
by Lemma 6.1.4 (1). Since p
(1)
0 ⊆ m′, we have
R
(1)
p(1)
= R[a, b]
p
(1)
0
(6.12)
by Lemma 6.1.4 (2). Combining (6.11) and (6.12), we obtain
R
(1)
p(1)
⊆ Rp. (6.13)
Now, from the natural inclusion R ⊆ R(2) we have Rp ⊆ R(2)p(2) by Lemma 6.1.4 (1). Since
a
b
∈ R(2)
p(2)
by definition, we obtain Rp
[a
b
]
⊆ R(2)
p(2)
, so
R˜ ⊆ R(2)
p(2)
(6.14)
by Lemma 6.1.4 (1). For the opposite inclusion, Let p
(2)
0 denote the center of ν1 in R
(1)
[a
b
]
.
Since p
(2)
0 ⊆ m′′, we have
R(1)
[a
b
]
p
(2)
0
= R
(2)
p(2)
(6.15)
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by Lemma 6.1.4 (2). We have R(1) ⊆ Rp ⊆ R˜ by (6.13) and a
b
∈ R˜ by definition, so
R(1)
[a
b
]
⊆ R˜.
Hence,
R(1)
[a
b
]
p
(2)
0
⊆ R˜ (6.16)
by Lemma 6.1.4 (1). Combining (6.16) with (6.15), we obtain
R
(2)
p(2)
⊆ R˜. (6.17)
This completes the proof.
If in the lemma above we had ν(a) < ν(b), then we would have ν1(a) = ν1(b). Indeed,
since ν(a) < ν(b) we obtain
b
a
∈ mν ⊆ Oν ⊆ Oν1
which guarantees that ν1(b) ≤ ν1(a). By definition of a local blowing up we have that
ν1(a) ≤ ν1(b), so ν1(a) = ν1(b). From Lemma 6.1.8 we conclude that R˜ = R
[
b
a
]
p˜′
where
p˜′ = mν1 ∩R
[
b
a
]
. Consider now the sequence of local blowing ups
R −→ R(1) = R[a, b]m′ −→ R(1)
[
b
a
]
m′′
with respect to ν, where m′ = mν ∩R[a, b] and m′′ = mν ∩R(1)
[
b
a
]
and let p(2) = mν1 ∩R(2).
By the previous Lemma we conclude again that R˜ = R
(2)
p(2)
. We have then proved the
following Corollary.
Corollary 6.1.11. For every simple local blowing up of Rp
Rp −→ R˜
with respect to ν1 there exists a sequence of local blowing ups of R
R −→ R(1) −→ R(2)
with respect to ν such that R˜ = R
(2)
p(2)
, where p(2) is the center of ν1 in R
(2).
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Corollary 6.1.12. Let
Rp −→ R˜(1) −→ · · · −→ R˜(r) (6.18)
be a sequence of local blowing ups with respect to ν1. Then there exists a sequence of local
blowing ups
R −→ R(1) −→ · · · −→ R(n)
with respect to ν such that R
(n)
p(n)
= R˜(r), where p(n) is the center mν1 ∩R(n) of ν1 in R(n). In
particular, if R˜(r) is regular, then R
(n)
p(n)
is regular.
Proof. From Lemma 6.1.5 we may assume that every local blowing up in the sequence (6.18)
is simple. Applying Corollary 6.1.11 to each of these simple local blowing ups and using
induction on r, we achieve the desired sequence.
We will now prove some facts about ν2. Let
φ : R/p −→ R
be an isomorphism of local domains and denote φ(a + p) by a. Let ν2 = ν2 ◦ φ−1 and take
elements a, b ∈ R \ p such that ν(a) = ν2(a) ≥ ν2(b) = ν(b). Consider the domains
R′ = R
[a
b
]
and R
′
= R
[
a
b
]
and the ideals m′ = mν ∩R′ and m′ = mν2 ∩R′. Let
R(1) = R′m′ and R
(1)
= R
′
m′
and p(1) = mν1 ∩R′m′ .
Lemma 6.1.13. In the above situation we have R
(1) ∼= R(1)/p(1) and Rp = R(1)p(1).
Proof. To prove that Rp = R
(1)
p(1)
it is enough to prove that
Rp ⊇ R(1)p(1) (6.19)
because Rp ⊆ R(1)p(1) is trivial. To prove (6.19), note that b /∈ p by definition, hence
a
b
∈ Rp,
so R
[a
b
]
⊆ Rp. Now the inclusion (6.19) follows from Lemma 6.1.4 (1).
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To prove the first statement of the lemma, first note that we have a natural surjective
homomorphism R → R. We extend it to a surjective homomorphism Φ : R′ → R′ by
sending
a
b
to
a
b
. We have Φ(m′) = m′ and Φ(R′ \ m′) = R′ \ m′, hence Φ extends to a
surjective homomorphism R(1) −→ R(1) of localizations. By abuse of notation, we denote
this new homomorphism also by Φ.
It remains to show that ker(Φ) = p(1). By definitions, we have injective local homomor-
phisms R(1) ↪→ Oν and R(1) ↪→ Oν2 , and the homomorphism Φ is nothing but the restriction
to R(1) of the homomorphism Φ∆ of Remark 6.1.3. Hence,
ker(Φ) = ker(Φ∆) ∩R(1) = p∆ ∩R(1) = (mν1 ∩ Oν) ∩R(1) = mν1 ∩R(1) = p(1),
as desired.
Definition 6.1.14. The simple local blowing up
pi : R −→ R
[a
b
]
m′
constructed in the lemma above is called a lifting of the simple local blowing up pi from
R/p to R.
Corollary 6.1.15. Take a sequence of local blowing ups
R/p −→ R(1) −→ · · · −→ R(r)
with respect to ν2. Then there exists a sequence of local blowing ups
R −→ R(1) −→ · · · −→ R(n)
with respect to ν such that R
(n)
p(n)
= Rp and R
(n)/p(n) ∼= R(r), where p(n) = mν1 ∩ R(n). In
particular, if Rp and R
(r)
are regular, then so are R
(n)
p(n)
and R(n)/p(n).
Proof. Since every local blowing up can be decomposed as a finite sequence of simple local
blowing ups (see Lemma 6.1.5), we may assume that all local blowing ups in the sequence
R −→ R(1) −→ · · · −→ R(r)
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are simple. We will prove by induction on k, 1 ≤ k ≤ r that we can lift the simple local
blowing up
pik : R
(k−1) −→ R(k)(
R
(0)
:= R/p
)
to a simple local blowing up
pik : R
(k−1) −→ R(k)(
R(0) := R
)
with respect to ν such that R
(k)
p(k)
= Rp and R
(k) ∼= R(k)/p(k). For k = 1 we apply
Lemma 6.1.10 with R = R and R = R/p. Suppose now that k > 1 and that R
(k−1)
p(k−1) = Rp and
R
(k−1) ∼= R(k−1)/p(k−1). Applying Lemma 6.1.10 to R = R(k−1) and R = R(k−1), we obtain
R
(k)
p(k)
= R
(k−1)
p(k−1) = Rp and R
(k) ∼= R(k)/p(k). Therefore, R(r)
p(r)
= Rp and R
(r)/p(r) ∼= R(r), as
desired.
We will now assume that both Rp and R/p are regular and will study the effects of
blowing up R with respect to ν.
Lemma 6.1.16. Let R be a domain and p a prime ideal of R such that Rp is regular. Then
there exist y1, . . . , yr ∈ p that form a regular system of parameters for Rp.
Proof. Since Rp is regular, there exist y˜1, . . . , y˜r ∈ pRp which form a regular system of
parameters for Rp. By definition of pRp, there exist βi /∈ p and yi ∈ p such that
y˜i =
yi
βi
, 1 ≤ i ≤ r.
Then βi is a unit in Rp and therefore (y˜1, . . . , y˜r)Rp = (y1, . . . , yr)Rp.
Lemma 6.1.17. Assume that Rp and R/p are regular and take y1, . . . , yr ∈ p which form
a regular system of parameters for Rp and x1, . . . , xt ∈ m \ p such that (x1 + p, . . . , xt + p)
form a regular system of parameters for R/p. Take a ∈ m \ p, yr+1, . . . , yr+s ∈ p and let
pi : R −→ R(1)
be the local blowing up of R with respect to ν along an ideal of the form (a, y1, . . . , yr, yr+1, . . . , yr+s′)
for some s′, 0 ≤ s′ ≤ s. Let
y
(1)
1 =
y1
a
, . . . , y
(1)
r+s′ =
yr+s′
a
and p(1) = mν1 ∩R(1). Then we have:
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(i) If p = (y1, . . . , yr+s)R, then p
(1) =
(
y
(1)
1 , . . . , y
(1)
r+s′ , yr+s′+1, . . . , yr+s
)
R(1).
(ii) R(1)/p(1) ∼= R/p (hence it is regular) and (x1 + p(1), . . . , xt + p(1)) is a regular system
of parameters for R(1)/p(1).
(iii) R
(1)
p(1)
= Rp (hence it is regular) and
(
y
(1)
1 , . . . , y
(1)
r
)
is a regular system of parameters
for R
(1)
p(1)
.
Proof. (i) Since yi ∈ p for 1 ≤ i ≤ r + s′ and a ∈ m \ p we have that ν1(yi) > ν1(a), hence
y
(1)
i ∈ p(1) for every i, 1 ≤ i ≤ r + s′. Since yi ∈ p for r + s′ < i ≤ r + s, we obtain
that
(
y
(1)
1 , . . . , y
(1)
r+s′ , yr+s′+1, . . . , yr+s
)
R(1) ⊆ p(1).
Take an element r ∈ p(1). Then by the definition of local blowing ups,
r =
f
g
with ν(g) = 0, for some f, g ∈ R
[
y
(1)
1 , . . . , y
(1)
r+s′
]
.
This means that g is a unit in R(1) and consequently 1/g ∈ R(1). Thus,
r =
1
g
(
f(0) + y
(1)
1 f 1 + . . .+ y
(1)
r+s′f r+s′
)
for some fi ∈ R[y(1)1 , . . . , y(1)r+s′ ] ⊆ R(1). Since ν1(f) > 0 and ν1(y(1)i f i) > 0 for each i,
1 ≤ i ≤ r + s′, so ν1(f(0)) > 0. From this and the fact that f(0) ∈ R we conclude
that f(0) ∈ (y1, . . . , yr+s)R(1), which concludes our proof.
(ii) We want to prove first that R(1)/p(1) ∼= R/p. Let i : R −→ R(1) be the natural
inclusion and pi : R(1) −→ R(1)/p(1) be the canonical epimorphism. Consider the
mapping φ = pi ◦ i. We have to prove that φ is surjective and that kerφ = p. Take an
element
p
q
∈ R(1), so p, q ∈ R
[y1
a
, . . . ,
yr+s′
a
]
and ν(q) = 0. Write
p = p0 + p1 and q = q0 + q1
where p0, q0 ∈ R and
p1 =
y1
a
p1 + . . .+
yr+s′
a
pr+s′ and q1 =
y1
a
q1 + . . .+
yr+s′
a
qr+s′
for some pi, qi ∈ R
[y1
a
, . . . ,
yr+s′
a
]
. Since ν1
(yi
a
)
= ν1(yi) − ν1(a) > 0 we have
ν1 (p1) > 0 and ν1 (q1) > 0, in particular ν (p1) > 0 and ν (q1) > 0. Since ν(q1) > 0
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and ν(q) = 0 we have
ν(q0) = ν(q + q0 − q) = ν(q − q1) = 0
and since ν is centered at (R,m) we have
1
q0
∈ R, and consequently p0
q0
∈ R. Also,
p
q
=
p0 + p1
q0 + q1
=
p0
q0
+
p1q0 − p0q1
q0q
=:
p0
q0
+ p(1).
Since ν(q) = 0 = ν(q0) we have ν(q0q) = 0 so p
(1) ∈ R(1). On the other hand,
ν1(p1q0 − p0q1) ≥ min{ν1(p1q0), ν1(p0q1)} > 0
and we have r(1) ∈ p(1). Therefore,
p
q
+ p(1) =
p0
q0
+ p(1) = φ
(
p0
q0
)
so φ is surjective. The fact that kerφ = p is trivial because p = R ∩ p(1). Therefore,
R(1)/p(1) ∼= R/p.
Since R(1)/p(1) ∼= R/p, then R(1)/p(1) is regular and the images
x1 + p
(1), . . . , xt + p
(1) ∈ R(1)/p(1)
of x1 + p, . . . , xt + p ∈ R/p under φ form a regular system of parameters for m(1)/p(1).
(iii) Proving that Rp = R
(1)
p(1)
is similar to the proof of Lemma 6.1.10. Namely, the inclusion
Rp ⊆ R(1)p(1) is obvious and the opposite inclusion follows from Lemma 6.1.4 (1), since
yi
a
∈ Rp.
Since ν1(a) = 0 the element a is a unit in R
(1)
p(1)
. From this and from the fact that
(y1, . . . , yr) is a regular system of parameters for Rp we conclude that
(
y
(1)
1 , . . . , y
(1)
r
)
=(y1
a
, . . . ,
yr
a
)
is a regular system of parameters for R
(1)
p(1)
.
6.2 The local uniformization problem
We defined in Section 1.3 what it means for a valued function field (F |K, ν) to admit
local uniformization. In Section 1.4 we introduced the concept of local uniformization for
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a valuation ν centered at a local domain R. The main goal of this section is to show the
relation between these two concepts.
Theorem 6.2.1. Take a valued function field (F |K, ν) such that ν is trivial on K. Then
(F |K, ν) admits local uniformization if and only if for every local domain R essentially of
finite type over K with F = Quot(R) such that ν is centered at R, the pair (R, ν) admits
local uniformization.
Proof. Assume that (F |K, ν) admits local uniformization. Take a local domain R essentially
of finite type over K with F = Quot(R) such that ν is centered at R. This means that
there exist a1, . . . , as ∈ Oν such that
R = K[a]mν∩K[a],
where K[a] := K[a1, . . . , as]. Set Z := {a1, . . . , as}. Since (F |K, ν) admits local uniformiza-
tion, there exists an affine model V = Spec(K[b]) of F |K such that
Z ⊆ OV,p = K[b]mν∩K[b]
and OV,p is regular, where K[b] := K[b1, . . . , bq] and b1, . . . , bq ∈ Oν . Consider the mapping
pi : R −→ R(1) := R[b]mν∩R[b].
Since F = Quot(R), for each i, 1 ≤ i ≤ q, the element bi is of the form ri/si for some
ri, si ∈ R. Since ν(bi) ≥ 0 we have that ν(si) ≤ ν(ri). Hence, pi is a local blowing up with
respect to ν. If we prove that R(1) = OV,p, then (R, ν) admits local uniformization. We will
prove that
OV,p = K[a, b]mν∩K[a,b] and R(1) = K[a, b]mν∩K[a,b]. (6.20)
Since K[b] ⊆ K[a, b] we apply Lemma 6.1.4 (1) to obtain that
OV,p = K[b]mν∩K[b] ⊆ K[a, b]mν∩K[a,b].
On the other hand, since a1, . . . , as ∈ OV,p we have that
K[a, b] ⊆ OV,p = K[b]mν∩K[b].
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Applying part (2) of Lemma 6.1.4 we obtain that OV,p = K[a, b]mν∩K[a,b]. In view of Lemma
6.1.4 (1) and K[a, b] ⊆ R[b] we have that K[a, b]mν∩K[a,b] ⊆ R(1). Also, since R[b] ⊆
K[a, b]mν∩K[a,b] we can apply again part (2) of Lemma 6.1.4 to achieve that K[a, b]mν∩K[a,b] =
R(1). Therefore, R(1) = OV,p.
For the converse, take a finite set Z = {a1, . . . , as} ⊆ Oν and let F = K(b1, . . . , bq) with
bi ∈ Oν . Consider
R = K[a1, . . . , as, b1, . . . , bq]mν∩K[a1,...,as,b1,...,bq ].
By assumption, there exists a local blowing up
R −→ R(1)
with respect to ν such that R(1) is regular. From the definition of local blowing up we obtain
that
R(1) = [c1, . . . , cl]mν∩R[c1,...,cl],
for some c1, . . . , cl ∈ Oν . Consider the affine model
V = Spec (K[a1, . . . , as, b1, . . . , bq, c1, . . . , cl])
of F |K. An argument similar to the one used to prove (6.20) gives us that OV,p = R(1).
Hence, OV,p is regular and Z = {a1, . . . , as} ⊆ OV,p, which concludes our proof.
6.3 Inseparable local uniformization
Lemma 6.3.1. Let (R,m) be a local domain of characteristic p > 0 and take an element a
in some extension of Quot(R) such that ap
r ∈ R. If apr ∈ m, then R[a] is a local domain
(with unique maximal ideal being the ideal generated by m and a).
Proof. Take f(x) ∈ R[x]. It is enough to show that f(a) is a unit of R[a] if and only if f(0)
is a unit of R. Indeed, if that is true, then one easily shows that R[a] \ (R[a])× is an ideal
of R[a] which means that R[a] is a local domain.
Take any element b ∈ R[a]. Then bpr ∈ R and consequently, if b is a unit of R[a], then bpr
is a unit of R. Assume that f(a) is a unit of R[a] (so f(a)p
r
is a unit of R) and suppose that
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f(0) is not a unit of R (so f(0)p
r ∈ m). Since f(a) = f(0) + a · g(a) for some g(x) ∈ R[x]
and ap
r ∈ m, we have that
f(a)p
r
= f(0)p
r
+ ap
r · g(a)pr ∈ m
which is a contradiction. Therefore, if f(a) is a unit of R[a], then f(0) is a unit of R.
For the converse, assume that f(0) is a unit of R and write f(a) = f(0)−b (b = −a·g(a)).
Then
f(a) ·
(
1 +
b
f(0)
+ . . .+
bp
r−1
f(0)pr−1
)
= f(0)− b
pr
f(0)pr−1
∈ R×,
because (R,m) is a local domain. Therefore, f(a) is a unit of R[a].
Definition 6.3.2 (Inseparable Local Uniformization). Take a local domain R of pos-
itive characteristic p and a valuation ν centered at R. Then the pair (R, ν) is said to
admit inseparable local uniformization if there exists a purely inseparable extension
F ′ = F (a1, . . . , as) of F = Quot(R), with a
pr
i ∈ m for some r ∈ N, such that the the local
domain (R[a1, . . . , as], ν) admits local uniformization.
Remark 6.3.3. Observe that R[a1, . . . , as] is local (by induction and Lemma 6.3.1) and
that the unique extension of ν from F to F ′ (which we denote again by ν) is centered at
R[a1, . . . , as].
6.4 Proofs of the main results
We will now prove the main results of this chapter. In order to prove Theorem 1.4.1, we
will need the following Theorem:
Theorem 6.4.1. Take a valuation ν centered at the local domain R, decompose ν = ν1 ◦
ν2 and let p = mν1 ∩ R be the center of ν1 on R. If (Rp, ν1) and (R/p, ν2) admit local
uniformization, then also (R, ν) admits local uniformization.
Proof. Since ν1 admits local uniformization, there exists a local blowing up
Rp −→ R˜(1)
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with respect to ν1 such that R˜
(1) is regular. From Corollary 6.1.12 we conclude that there
exists a sequence of local blowing ups
R −→ R(1) −→ · · · −→ R(n)
with respect to ν such that R
(n)
p(n)
is regular, where p(n) is the center mν1 ∩R(n) of ν1 on R(n).
Replacing R(n) by R, we may assume that Rp is regular.
Since ν2 admits local uniformization, there exists a local blowing up
R/p −→ R(1)
with respect to ν2 such that R
(1)
is regular. By use of Corollary 6.1.15, there exists a
sequence of local blowing ups
R −→ R(1) −→ · · · −→ R(n)
with respect to ν such that R
(n)
p(n)
and R(n)/p(n) are regular. Replacing R by R(n), we may
assume that both Rp and R/p are regular.
Let (y1, . . . , yr) ⊆ p be a regular system of parameters for pRp (we can take yi ∈ p by
Lemma 6.1.16), and x1, . . . , xt a set of elements of R \ p, whose images modulo p form a
regular system of parameters of m/p. If y1, . . . , yr generate p, then R is regular. Indeed, since
y1, . . . , yr, x1, . . . , xt generate m we have r + t ≥ dim(R). Also, since r = dim (Rp) = ht (p)
and t = dim (R/p) = ht (m/p) we have
dim(R) = ht (m) ≥ ht (p) + ht (m/p) = r + t ≥ dim(R).
Therefore, r + t = dim(R) and y1, . . . , yr, x1, . . . , xt is a minimal set of generators of m,
hence (R,m) is regular.
If y1, . . . , yr do not generate p, take yr+1, . . . , yr+s ∈ p such that y1, . . . , yr, yr+1, . . . , yr+s
generate p. Since the residues of y1, . . . , yr modulo (pRp)
2 form a κ (p)-basis of pRp/ (pRp)
2,
for each k, 1 ≤ k ≤ s, we can find an equation
akyr+k + b1ky1 + . . .+ brkyr − hk = 0
where ak ∈ R \ p and hk ∈ (pRp)2. In fact, multiplying the above equations by suitable
elements of R \ p, we may assume that
hk ∈ (y1, . . . , yr)2 , 1 ≤ k ≤ s. (6.21)
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First, let us blow up R with respect to ν along the ideal (a1, y1, . . . , yr) obtaining a new
local domain R(1). Observe that, by part (i) of Lemma 6.1.17, the center p(1) of ν1 in R
(1) is
generated by y
(1)
1 , . . . , y
(1)
r , yr+1, . . . , yr+s. In R
(1) we have y1 = a1y
(1)
1 , y2 = a1y
(1)
2 , . . . , yr =
a1y
(1)
r and we rewrite the previous relations as
akyr+k + a1b1ky
(1)
1 + . . .+ a1brky
(1)
r − hk = 0, 1 ≤ k ≤ s
Observe that by (6.21) we have hk ∈ a21
(
y
(1)
1 , . . . , y
(1)
r
)2
. In particular, we have a21 | h1 in
R(1) and we obtain
a1
(
yr+1 + b11y
(1)
1 + . . .+ br1y
(1)
r − h′1
)
= 0
and
akyr+k + a1b1ky
(1)
1 + . . .+ a1brky
(1)
r − hk = 0
for k > 1, where h1 = a1h
′
1 with h
′
1, h2, . . . , hs ∈
(
y
(1)
1 , . . . , y
(1)
r
)2
. In particular,
yr+1 + b11y
(1)
1 + . . .+ br1y
(1)
r − h′1 = 0 (6.22)
Since h′1 ∈
(
y
(1)
1 , . . . , y
(1)
r
)
we have yr+1 ∈
(
y
(1)
1 , . . . , y
(1)
r
)
and consequently
p(1) =
(
yr+2, . . . , yr+s, y
(1)
1 , . . . , y
(1)
r
)
.
By parts (ii) and (iii) of Lemma 6.1.17,
(
x1 + p
(1), . . . , xt + p
(1)
)
is a regular system of
parameters for R(1)/p(1) and
(
y
(1)
1 , . . . , y
(1)
r
)
is a regular system of parameters for R
(1)
p(1)
.
We proceed as before with ak for all k = 2, . . . , s until we reach a local domain R
(s) for
which p(s) =
(
y
(s)
1 , . . . , y
(s)
r
)
R(s),
(
x1 + p
(s), . . . , xt + p
(s)
)
is a regular system of parameters
for R(s)/p(s) and
(
y
(s)
1 , . . . , y
(s)
r
)
is a regular system of parameters for R
(s)
p(s)
. Therefore, R(s)
is regular with regular system of parameters
(
x1, . . . , xt, y
(s)
1 , . . . , y
(s)
r
)
.
6.4.1 Proof of Theorem 1.4.1
We will proceed by induction on the rank of the valuation. Let n be a given natural number
and assume that every valuation µ centered at a noetherian local domain
(R′,m′) ∈M
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with rk (µ) < n admits local uniformization. Take a valuation ν centered at a noethe-
rian local domain (R,m) ∈ M such that rk(ν) = n. We will prove that ν admits local
uniformization.
Write ν = ν1 ◦ ν2 with rk (ν1) < rk (ν) and rk (ν2) < rk (ν). Then ν1 is a valuation on
F with center p ⊆ m on R (so ν1 is centered at Rp) and ν2 is a valuation on Fν1 whose
restriction to κ (p) is centered at (R/p,m/p) (see Lemma 6.1.2 above).
Since rk(ν1) < rk(ν) and rk(ν1) < rk(ν), by the induction hypothesis we obtain that ν1
and ν2 admit local uniformization. Theorem 1.4.1 follows now from Theorem 6.4.1.
6.4.2 Proof of Theorem 1.4.2
We will proceed as before. Let ν be a valuation centered at (R,m) with rk (ν) > 1, decom-
pose it as ν = ν1 ◦ ν2 and let p be the center of ν1 on R. We want to prove that given
f1, . . . , fq ∈ R, there exists a sequence of local blowing ups (and hence by Lemma 6.1.6 a
local blowing up)
R −→ R(1) −→ · · · −→ R(n)
with respect to ν such that R(n) is regular and there exists a regular system of parameters
u(n) =
(
u
(n)
1 , . . . , u
(n)
d
)
of m(n) such that f1, . . . , fq are monomials in u
(n).
By the induction hypothesis, there exists a local blowing up
Rp −→ R˜(1)
with respect to ν1 such that R˜
(1) is regular and there exists a regular system of parameters
z = (z1, . . . , zr) of R˜
(1) such that fi = ciz
γi where ci is a unit in R˜
(1). From Corollary 6.1.12
we conclude that there exists a sequence of local blowing ups
R −→ R(1) −→ · · · −→ R(n)
with respect to ν such that R
(n)
p(n)
= R˜(1), where p(n) is the center mν1 ∩ R(n) of ν1 on R(n).
Replacing R(n) by R we may assume that Rp is regular with regular system of parameters
z such that fi = ciz
γi with ci a unit in Rp. Writing ci =
αi
βi
with αi, βi ∈ R \ p we obtain
fi =
αi
βi
zγi , 1 ≤ i ≤ q.
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Moreover, we may assume that zj ∈ p. Indeed, since zj ∈ pRp we can write zj = 1
aj
yj
with yj ∈ p and aj ∈ R \ p. We have pRp = (z1, . . . , zr)Rp = (y1, . . . , yr)Rp and defining
β′i = βi
r∏
j=1
a
γ
(j)
i
j we have
fi =
αi
β′i
yγi , 1 ≤ i ≤ q.
Blowing up R with respect to ν along the ideals (β′i, y1, . . . , yr), we may assume that β
′
i = 1.
From the previous paragraph we can assume that Rp is regular and that there are
y1, . . . , yr ∈ p that form a regular system of parameters for Rp and there exist αi ∈ R \ p
such that
fi = αiy
γi , 1 ≤ i ≤ q.
Extend now (y1, . . . , yr) to a set of generators of p, say (y1, . . . , yr, yr+1, . . . , yr+s). Since
the residues of y1, . . . , yr modulo (pRp)
2 form a κ (p)-basis of pRp/ (pRp)
2, for each k =
1, . . . , s we can find an equation
akyr+k + b1ky1 + . . .+ brkyr − hk = 0
where ak ∈ R \ p and hk ∈ (pRp)2. Multiplying the last equation by a suitable element of
R \ p we can assume that hk ∈ (p)2.
By the induction assumption for ν2, there exists a local blowing up
R/p −→ R(1)
with respect to ν2 such that R
(1)
is regular and there exists a regular system of parameters
x = (x1, . . . , xt) of R
(1)
such that the residues of αi and ak (modulo p) are monomials in x,
i.e.,
αi = uix
δi , 1 ≤ i ≤ q
and
ak = vkx
k , 1 ≤ k ≤ s
where ui, vk are units in R. By Corollary 6.1.15 there exists a sequence of local blowing ups
R −→ R(1) −→ · · · −→ R(n)
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with respect to ν such that R
(n)
p(n)
= Rp and R
(n)/p(n) ∼= R(1) (for x ∈ R(n) \ p(n) denote by
x the element corresponding to x+ p(n) via this isomorphism and say that x represents x).
Choose elements xl, ui, vk ∈ R(n) \ p(n) that represent xl, ui, vk respectively. Then
αi = uix
δi + ri, 1 ≤ i ≤ q
and
ak = vkx
k + sk, 1 ≤ k ≤ s
for some ri, sk ∈ p(n).
From the last paragraphs we may assume that Rp is regular with a regular system of
parameters y = (y1, . . . , yr) which extends to a set of generators (y1, . . . , yr, yr+1, . . . , yr+s)
of p and there exist x1, . . . , xt ∈ m \ p such that their images in R/p form a regular system
of parameters of R/p such that
fi =
(
uix
δi + ri
)
yγi , 1 ≤ i ≤ q (6.23)
and
vkx
kyr+k + b1ky1 + . . .+ brkyr + h
′
k = 0, 1 ≤ k ≤ s, (6.24)
where ui, vk are units in R, and ri, sk ∈ p and h′k = hk + skyr+k ∈ (p)2.
From now on we will just blow upR with respect to ν along ideals of the form (xl, y1, . . . , yr)
or (xl, y1, . . . , yr, yr+s1 , . . . , yr+s) for some 1 ≤ s1 ≤ s. Take l ∈ 1, . . . , t such that xl | xδi for
some i = 1, . . . , q. Blowing up R with respect to ν along
(xl, y1, . . . , yr, yr+1, . . . , yr+s)
we obtain a system of generators(
x1, . . . , xt, y
(1)
1 , . . . , y
(1)
r , y
(1)
r+1, . . . , y
(1)
r+s
)
of m(1) such that yj = xly
(1)
j for all j = 1, . . . , r + s. Substituting this new system of
generators to the equations (6.23) and (6.24), we obtain
fi =
(
uix
δi + xlr
(1)
i
)
x
|γi|
l
(
y(1)
)γi
=
(
ui
xδi
xl
+ r
(1)
i
)
x
|γi|+1
l
(
y(1)
)γi
, 1 ≤ i ≤ q (6.25)
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and
vkx

(1)
k y
(1)
r+k + b
(1)
1k y
(1)
1 + . . .+ b
(1)
rk y
(1)
r + h
′
k = 0, 1 ≤ k ≤ s, (6.26)
where r
(1)
i ∈ p(1). Observe that h′k ∈
(
y
(1)
1 , . . . , y
(1)
r , y
(1)
r+1, . . . , y
(1)
r+s
)2
and that by part (i)
of Lemma 6.1.17 p(1) =
(
y
(1)
1 , . . . , y
(1)
r , y
(1)
r+1, . . . , y
(1)
r+s
)
. After finitely many of these local
blowing ups, we obtain a local domain
(
R(n),m(n)
)
such that m(n) is generated by(
x1, . . . , xt, y
(n)
1 , . . . , y
(n)
r , y
(n)
r+1, . . . , y
(n)
r+s
)
with
fi =
(
ui + r
(n)
i
)
xτi
(
y(n)
)γi
= u′ix
τi
(
y(n)
)γi
, 1 ≤ i ≤ q
and
vkx

(n)
k y
(n)
r+k + b
(n)
1k y
(n)
1 + . . .+ b
(n)
rk y
(n)
r + h
′
k = 0, 1 ≤ k ≤ s (6.27)
with h′k ∈
(
y
(n)
1 , . . . , y
(n)
r , y
(n)
r+1, . . . , y
(n)
r+s
)2
and u′i ∈
(
R(n)
)×
. Therefore, all fi are monomials
in (
x, y(n)
)
:=
(
x1, . . . , xt, y
(n)
1 , . . . , y
(n)
r
)
.
Observe that if we blow up R(n) with respect to ν along ideals of the form(
xl, y
(n)
1 , . . . , y
(n)
r
)
or
(
xl, y
(n)
1 , . . . , y
(n)
r , y
(n)
r+s1 , . . . , y
(n)
r+s
)
(6.28)
for some s1 ∈ {1, . . . , s} then all f ′is will be monomials in
(
x, y(n+1)
)
.
We still do not have that R(n) is regular. In order to obtain that, we will blow up R(n)
with respect to ν along ideals of the form (6.28). Let xl | x
(n)
1 for some 1 ≤ l ≤ t and blow
up R(n) with respect to ν along the ideal(
xl, y
(n)
1 , . . . , y
(n)
r
)
.
In R(n+1) equation (6.27) for k = 1 can be rewritten as
v1x

(n)
1 y
(n+1)
r+1 + xl
(
b
(n)
11 y
(n+1)
1 + . . .+ b
(n)
r1 y
(n+1)
r
)
+ h′1 = 0. (6.29)
with h′1 ∈
(
y
(n+1)
1 , . . . , y
(n+1)
r , y
(n+1)
r+1 , . . . , y
(n+1)
r+s
)2
. Now we blow up R(n+1) with respect to ν
along (
xl, y
(n+1)
1 , . . . , y
(n+1)
r , y
(n+1)
r+1 , . . . , y
(n+1)
r+s
)
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and the equation (6.29) rereads as
x2l
(
v1
x
(n)
1
xl
y
(n+2)
r+1 + b
(n)
11 y
(n+2)
1 + . . .+ b
(n)
r1 y
(n+2)
r + h
′′
1
)
= 0
and consequently
v1
x
(n)
1
xl
y
(n+2)
r+1 + b
(n)
11 y
(n+2)
1 + . . .+ b
(n)
r1 y
(n+2)
r + h
′′
1 = 0,
with h′′1 ∈
(
y
(n+2)
1 , . . . , y
(n+2)
r , y
(n+2)
r+1 , . . . , y
(n+2)
r+s
)2
. After finitely many of these steps we
reach a domain R(n+m1) where
v1y
(n+m1)
r+1 + b
(n)
11 y
(n+m1)
1 + . . .+ b
(n)
r1 y
(n+m1)
r + h
(m1)
1 = 0,
with h
(m1)
1 ∈
(
y
(n+m1)
1 , . . . , y
(n+m1)
r , y
(n+m1)
r+1 , . . . , y
(n+m1)
r+s
)2
. It follows now that
p(n+m1) =
(
y
(n+m1)
1 , . . . , y
(n+m1)
r , y
(n+m1)
r+2 , . . . , y
(n+m1)
r+s
)
.
Repeating the process as above for each k = 2, . . . , s, we reach a domain R(n+m) such
that p(n+m) is generated by (
y
(n+m)
1 , . . . , y
(n+m)
r
)
.
Analogously to the proof of Theorem 6.4.1, we note that m(n+m) is generated by
(
x, y(n+m)
)
=
(
x1, . . . , xt, y
(n+m)
1 , . . . , y
(n+m)
r
)
,
so R(n+m) is regular with regular system of parameters
(
x, y(n+m)
)
. Moreover, fi is a mono-
mial on
(
x, y(n+m)
)
for each i = 1, . . . , q. Therefore, we have achieved weak embedded local
uniformization for ν.
6.4.3 Proof of Theorem 1.4.3
Let ν be a valuation with rk (ν) > 1. We want to prove that given f1, . . . , fq ∈ R such that
ν (f1) ≤ . . . ≤ ν (fq) there exists a sequence of local blowing ups
R −→ R(1) −→ · · · −→ R(n)
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with respect to ν such that R(n) is regular and there exists a regular system of parameters
u(n) =
(
u
(n)
1 , . . . , u
(n)
d
)
of R(n) such that fi is a monomial in u
(n) for all i = 1, . . . , q and
f1 |R(n) . . . |R(n) fq.
Again, we will proceed by induction on the rank. Write ν = ν1 ◦ ν2 with rk (ν2) = 1. By
induction hypothesis for ν1 and after changes as in Theorems 6.4.1 and 1.4.2 we can assume
that Rp is regular and there exists y1, . . . , yr ∈ p that form a regular system of parameters
for Rp such that
fi = αiy
γi , 1 ≤ i ≤ q
with αi ∈ R \ p and yγ1 |R . . . |R yγq .
We want to modify αi in such a way that ν2 (α1 + p) ≤ . . . ≤ ν2 (αq + p). We will
do that by blowing up R with respect to ν along an ideal of the form (α, y1, . . . , yr) for
some α ∈ R \ p. Since yγ1 |R . . . |R yγq we have that γ1 ≤ . . . ≤ γr where “ ≤ ” is the
componentwise partial order of (N ∪ {0})r. Take α ∈ R such that
ν2 (α + p) ≥ ν2(αi + p)− ν2(αi+1 + p), for every i = 1, . . . , q − 1,
(for instance take α to be the αi with maximum value). Blowing up R with respect to ν
along the ideal (α, y1, . . . , yr) we obtain
fi = α
′
i
(
y(1)
)γi
= αiα
|γi| (y(1))γi , 1 ≤ i ≤ q.
For each i, 1 ≤ i ≤ q − 1, either γi = γi+1 or γi < γi+1. If γi = γi+1, then ν (αi) ≤ ν (αi+1)
what implies that ν2 (αi + p) ≤ ν2 (αi+1 + p). Consequently
ν2
(
α′i + p
(1)
)
= ν2
(
αiα
|γi| + p(1)
)
= ν2
(
αiα
|γi+1| + p(1)
)
≤ ν2
(
αi+1α
|γi+1| + p(1)
)
= ν2
(
α′i+1 + p
(1)
)
.
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If γi < γi+1, then |γi| < |γi+1| what implies that 1 + |γi| ≤ |γi+1|. Consequently
ν2
(
α′i + p
(1)
)
= ν2
(
αiα
|γi| + p(1)
)
= ν2
(
αi + p
(1)
)
+ |γi|ν2
(
α + p(1)
)
≤ ν2(αi+1 + p(1)) + ν2
(
α + p(1)
)
+ |γi|ν2
(
α + p(1)
)
= ν2(αi+1 + p
(1)) + (1 + |γi|) ν2
(
α + p(1)
)
≤ ν2
(
αi+1 + p
(1)
)
+ |γi+1|ν2
(
α + p(1)
)
= ν2
(
α′i+1 + p
(1)
)
.
From the last paragraphs, we can assume that Rp is regular and there exist y1, . . . , yr ∈ p
that form a regular system of parameters for Rp such that
fi = αiy
γi , 1 ≤ i ≤ q, (6.30)
where yγ1 | . . . | yγq and ν2 (α1 + p) ≤ . . . ≤ ν2 (αq + p).
Extend (y1, . . . , yr) to a set of generators
(y1, . . . , yr, yr+1, . . . , yr+s)
of p. As in the proofs of Theorems 6.4.1 and 1.4.2, we have relations of the form
akyr+k + b1ky1 + . . .+ brkyr − hk = 0, 1 ≤ k ≤ s, (6.31)
where ak ∈ R \ p and hk ∈ p2.
By the induction hypothesis for R/p and after lifting local blowing ups as in Theorems
6.4.1 and 1.4.2 we can assume that there exist x1, . . . , xt ∈ m \ p such that their images
x1 + p, . . . , xt + p form a regular system of parameters for R/p and we have the following
relations:
αi = uix
i + ri, 1 ≤ i ≤ q,
and
ak = vkx
δk + sk, 1 ≤ k ≤ s,
where ui, vk are units in R and sk, ri ∈ p for k = 1, . . . , s and i = 1, . . . , r with x1 | . . . | xq .
Substituting ak’s and αi’s in equations (6.30) and (6.31) we obtain
fi = (uix
i + ri) y
γi , 1 ≤ i ≤ q,
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and
vkx
δkyr+k + b1ky1 + . . .+ brkyr − h′k = 0, 1 ≤ k ≤ s,
where h′k ∈ p2.
Blowing up R with respect to ν along ideals of the form (xl, y1, . . . , yr, yr+1, . . . , yr+s) we
have new coordinates y(1) =
(
y
(1)
1 , . . . , y
(1)
r
)
in which yj = xly
(1)
j , j = 1, . . . , r. Therefore,
fi =
(
uix
i + xlr
(1)
i
)
x
|γi|
l
(
y(1)
)γi
, 1 ≤ i ≤ q,
where r′i ∈ p′. If xl | xi , this equation can be rewritten as
fi =
(
ui
xi
xl
+ r
(1)
i
)
x
|γi|+1
l
(
y(1)
)γi
, 1 ≤ i ≤ q.
After finitely many of these local blowing ups we achieve
fi =
(
ui + r
(n)
i
)
xδi
(
y(n)
)γi
, 1 ≤ i ≤ q
where δ
(l)
i = 
(q)
i |γi| + (l)i . Since (l)1 ≤ . . . ≤ (l)q we have that xδ1 | . . . | xδq . Therefore, we
achieved that f1, . . . , fq are monomials in
(
x, y(n)
)
and that f1 | . . . | fq.
We still don’t have that
(
R(n),m(n)
)
is regular. We can achieve that proceeding as
in Theorem 1.4.2. Now
(
R(n+m),m(n+m)
)
is regular with regular system of parameters(
x, y(n+m)
)
in which fi are monomials and f1 | . . . | fq. Therefore, we achieved embedded
local uniformization for ν.
6.4.4 Proof of Theorem 1.4.4
Decompose ν = ν1 ◦ ν2 and let p = mν1 ∩R be the center of ν1 on R. Then ν1 is a valuation
on F = Quot(R) centered at Rp and ν2 is a valuation on Fν1 such that the restriction of ν2
to κ(p) is centered at R/p.
We can assume that rk(ν1) < rk(ν) and rk(ν2) < rk(ν), hence by induction on the
rank, both ν1 and ν2 admit inseparable local uniformization. Take elements a1, . . . , as
in some purely inseparable extension of κ(p) such that (R/p[a1, . . . , as], ν2) admits local
uniformization and ap
ri
i ∈ m/p. For every i, 1 ≤ i ≤ s, choose ai ∈ F ac to be a root of
the polynomial xp
ri − bi, where bi + p = aprii (and ap
r′
i /∈ κ(p) for every r′ < ri). Let
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F ′ := F (a1, . . . , as) be the purely inseparable extension of F generated by a1, . . . , as and let
R′ = R[a1, . . . , as].
Claim 6.4.2. The pair (R′/p′, ν2) admits local uniformization, where p′ = mν1 ∩ R′ is the
center of ν1 in R
′.
Proof. It is enough to prove that there exists a valuation preserving isomorphism between
R′/p′ and R/p[a1, . . . , as]. Consider the mapping
Φ : R′ = R[a1, . . . , as] −→ R/p[a1, . . . , as]
given by
Φ
(
n∑
i=0
αia
γi
)
=
n∑
i=0
(αi + p)a
γi ,
where γi = (γi1, . . . , γis) ∈ Ns and aγi = aγi11 · · · aγiss (respectively, aγi = aγi11 · · · aγiss ).
It is easy to see that Φ is a ring homomorphism and that it is surjective. It remains to
prove that ker(Φ) = p′. Take any element φ ∈ R′. Then φpr ∈ R for some r ∈ N and we
have that
φp
r ∈ p⇐⇒ φ ∈ p′.
Therefore,
φ ∈ p′ ⇐⇒ φpr ∈ p⇐⇒ Φ (φpr) = 0⇐⇒ Φ(φ) = 0.
Replacing R′ by R we can assume that the valuation ν is decomposed as ν = ν1 ◦ν2 such
that (R/p, ν2) admits local uniformization. Observe that from our extra assumption on the
category Mp, the ring R′ also belongs to Mp.
Since rk(ν1) < rk(ν), by induction hypothesis, (Rp, ν1) admits inseparable local uni-
formization, which means that in some extension of F = Quot(R) there exist elements
b1, . . . , bt such that (Rp[b1, . . . , bt], ν1) with b
pr
i ∈ pRp admits local uniformization. Observe
that we can assume that bp
r
i ∈ p. Indeed, since bp
r
i ∈ pRp then bp
r
i = αi/βi for some αi ∈ p
and βi ∈ R \ p. Taking ci = βi · bi we have that Rp[b1, . . . , bt] = Rp[c1, . . . , ct] and that
cp
r
i ∈ p.
107
Claim 6.4.3. Let R′ = R[b1, . . . , bt] and p′ = mν1 ∩ R′ be the center of ν1 in R′. Then
(R′p′ , ν1) and (R
′/p′, ν2) admit local uniformization.
Proof. It is easy to see that
R′p′ = Rp[b1, . . . , bt].
Indeed, take an element r ∈ R′p′ . Then
r =
f
g
with f = f(b1, . . . , bt), g = g(b1, . . . , bt) ∈ R[b1, . . . , bt] and ν1(g) = 0. Choose s ∈ N such
that gp
s ∈ Rp. Since ν1
(
gp
s)
= psν1(g) = 0 we have that g
ps is a unit of Rp. Then
r =
f
g
=
f · gpr−1
gpr
∈ Rp[b1, . . . , bt].
The other inclusion is trivial.
It remains to prove that R/p ' R′/p′. Let Φ : R −→ R′/p′ be the composition of the
natural inclusion of R into R′ with the canonical epimorphism from R′ onto R′/p′, i.e.
R
Φ=pi◦i
**
i
// R′ pi // R
′/p′.
We have to prove that Φ is surjective and that ker(Φ) = p. Since i : R −→ R′ is an inclusion
we have that
ker(Φ) = {r ∈ R | r ∈ p′} = {r ∈ R | ν1(r) > 0} = p.
It remains to prove that Φ is surjective. Take any element f = f(b1, . . . , bt) ∈ R′. Since
f = f(0) + b1 · f1(b1, . . . , bt) + . . .+ bt · ft(b1, . . . , bt)
and b1, . . . , bt ∈ p′ we have that f(0) + p′ = f + p′. Therefore,
Φ(f(0)) = f + p′
and consequently Φ is surjective.
Theorem 1.4.4 is a direct consequence of Theorem 6.4.1 and Claim 6.4.3.
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