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Abstract
Semi-supervised clustering methods incorpo-
rate a limited amount of supervision into the
clustering process. Typically, this supervi-
sion is provided by the user in the form of
pairwise constraints. Existing methods use
such constraints in one of the following ways:
they adapt their clustering procedure, their
similarity metric, or both. All of these ap-
proaches operate within the scope of indi-
vidual clustering algorithms. In contrast, we
propose to use constraints to choose between
clusterings generated by very different unsu-
pervised clustering algorithms, run with dif-
ferent parameter settings. We empirically
show that this simple approach often out-
performs existing semi-supervised clustering
methods.
1. Introduction
Clustering is one of the core tasks in data analysis
(Jain, 2010). It is inherently subjective, as users
may prefer very different clusterings of the same data
(Caruana et al., 2006; von Luxburg et al., 2014).
Semi-supervised clustering (Wagstaff et al., 2001;
Xing et al., 2003) aims to deal with this subjectivity
by allowing the user to specify background knowledge,
often in the form of pairwise constraints that indicate
whether two instances should be in the same cluster
or not.
Traditional approaches to semi-supervised (or
constraint-based) clustering use constraints in one
of the following three ways. First, one can modify
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an existing clustering algorithm to take them into
account. This approach is taken in COP-KMeans
(Wagstaff et al., 2001), a modification of K-Means
in which points are assigned to their closest cluster
such that no constraint is violated. Second, one
can learn a distance metric based on the constraints
(Xing et al., 2003), after which the metric is used
within a traditional clustering algorithm. Third, one
can combine the above two approaches and develop
so-called hybrid methods (Bilenko et al., 2004).
Our approach to constraint-based clustering is quite
different from existing methods, and does not fit
in any of these three categories. It is motivated
by the well-known fact that different algorithms
may produce very different clusterings of the same
data (Estivill-Castro, 2002), and even within one
algorithm, different parameter settings may yield
different clusterings. This implies that selecting a
clustering algorithm and tuning its parameter settings
is crucial to obtain a good clustering. We propose to
use constraints to solve these tasks, as discussed in
the next section.
2. Constraint-Based Selection
In an entirely unsupervised setting, selecting and tun-
ing a clustering algorithm is difficult. This is mainly
due to the lack of a well-defined way to estimate the
quality of clustering results (Estivill-Castro, 2002).
We propose to use constraints for this purpose, and
estimate the quality of a clustering as the number of
constraints that it satisfies. This quality estimate al-
lows us to do a grid search over unsupervised algo-
rithms and their parameter settings, as described in
Algorithm 1. We call this approach to semi-supervised
clustering COBS (for Constraint-Based Selection). We
assume that we are given a set of must-link constraints
ML, where (i, j) ∈ ML indicates that instances xi and
xj should be in the same cluster. Similarly, we are
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given a set of cannot-link constraints CL, where (i, j) ∈
CL indicates that xi and xj should be in different clus-
ters. We select the “best” solution from a set of clus-
terings as the one satisfying the largest number of con-
straints (in case of a tie, we select randomly from the
involved clusterings).
Algorithm 1 Constraint-based selection (COBS)
Input: D: a dataset
ML: set of must-link constraints
CL: set of cannot-link constraints
Output: a clustering of D
1: Generate a set of clusterings C by varying the hy-
perparameters of several unsupervised clustering
algorithms
2: return argmax
c∈C
( ∑
(i,j)∈ML
I[c[i]=c[j]] +
∑
(i,j)∈CL
I[c[i]6=c[j]])
3. Experimental evaluation
We run COBS with K-means, DBSCAN and spectral
clustering as unsupervised clustering algorithms
in step one of Algorithm 1, as they are common
representatives of different types of algorithms. We
compare our approach to individual semi-supervised
variants of these algorithms: MPCKMeans (Bilenko
et al., 2004), COSC (Rangapuram & Hein, 2012),
and FOSC-OpticsDend (Campello et al., 2013). We
assume that the only external input to the clustering
algorithms is in the form of pairwise constraints.
Consequently, the number of clusters K has to be
selected for both MPCKMeans and COSC. The
three curves for MPCKMeans and COSC in Figure 1
correspond to three different ways of doing this. In
COBS, the number of clusters is treated as any other
hyperparameter.
We show experiments with six UCI classification
datasets. The classes are assumed to represent the
clusters of interest. To generate pairwise constraints
we repeatedly select two random instances, and add
a must-link constraint if they belong to the same
class, and a cannot-link otherwise. We evaluate how
well the returned clusters coincide with the known
classes by computing the Adjusted Rand Index (ARI)
(Hubert & Arabie, 1985).
Figure 1 shows clustering performance for an increas-
ing number of pairwise constraints. COBS is the only
approach that consistently produces good clusterings
for the first four datasets. None of the methods is
able to produce good clusterings for glass and hep-
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Figure 1. Performance of COBS vs. semi-supervised algo-
rithms
atitis, suggesting that the class labels do not indicate
a natural grouping. The figure shows that it is of-
ten better to use constraints to select and tune an un-
supervised algorithm, than within a randomly chosen
semi-supervised algorithm.
4. Conclusion
Exploiting constraints has been the subject of sub-
stantial research, but all existing methods use them
within the clustering process of individual algorithms.
In contrast, we propose to use them to choose be-
tween clusterings generated by different unsupervised
algorithms, ran with different parameter settings. We
experimentally show that this strategy is superior to
all the semi-supervised algorithms compared to, which
themselves are state of the art and representative for
a wide range of algorithms. For the majority of the
datasets, it works as well as the best among them,
and on average it performs much better.
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