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radiative rate constants are calculated using the dipole oscillator strengths of the average atom. A key element of the model is the photon escape probability which at present is calculated for a semi infimite slab. The Femi statistics renders the rate equations for the AA level occupancies nonlinear, which requires iterations until the steady state AA level occupancies are found. Detailed electronic configurations are built into the model after the self-consistent non-LTE AA state is found. The model shows a continuous transition from the non-LTE to the LTE state depending on the optical thickness of the plasma.
I. Introduction.
Models for calculating equation of state (EOS) data and photoabsorption cross sections of hot plasmas in the state of local thermodynamic equilibrium (LTE) have been around for some time.'-9 Under LTE conditions the Fermi or Boltzmann statistics defines the distribution of the quantum mechanical states of the radiating ions thus greatly facilitating the theoretical development of the model. The condition of LTE is assured when the plasma is completely dominated by collisions andor when the radiation field surrounding the plasma is Planckian. In the absence of the above the statistical distribution of the different ionic states can be obtained only by solving the relevant rate equations involving the ions and photons. Previous papers addressing the subject of ionization balance in terms of the steady state solutions of the rate equations used either semi-classical and parametrized atomic data," or hydrogenic approximation or isolated atomic data for the rate constants. ''-IJ The problem of obtaining a set of rate equations fbr medium or high4 elements in dense plasmas is complicated by a number of factors; First, the number of quantum states of the different many-electron configurations can be enormous. Second, even whar data of these quantum states are available for isolated atoms and ions, the plasma electrons may sufEchtly perturb those states to the degree that they may be useless. Third, the non-LTE photon distribution has to be coupled self-consistently to the statistical distribution of the many-electron ionic states. To overcome the first and second difficulty we propose a set of rate equations using the AA approach, which treats the plasma by one representative "average atom" which subsequently can be augmented with the details of the physicdy sigtllficant many-electron configurations. We will address the third problem with some limitations, as it will be clear later. The AA model under LTE conditions is described in Refs. In the case of photoabsorption we consider the photon escape probability due to the finite optical thickness. The concept of photon escape probability was used in previous work in connection with line transfers."-*' In this work we calculate the photon escape probability form the total self-consistent photoabsorption cross section, which includes the line profiles together with photoinization and inverse bremsstrahlung. We assume that the radiating ion is situated in a semi infinite slab at a distance d away from the edge of the slab. For this case it is easy to show that the photon escape probability is given by P(h) = exp(-x) -xE,(x) 1 (II. 11) 1 where x = d / 1; 1 = CJ(Ao)D with G and D as the photoabsorption cross section and ion density of the plasma. Actually, we will use the photcn confinement probability which is 1-P, .
Next, we consider the radiative transitions. For a spontaneous downward transition we have Einstein's transition probabiity
For an induced transition we use the general form 
(II. 16).
We mimic the finite optical thickness with a photon distribution N (Eo ) = N p ( ha ) Pc (ha) and obtain For the downward j-i transition the combined spontaneous and induced rates give probability involve a hierarchy of iterations that we outline in the next Section.
III. Computational Results.
The rate equations (11. 23) and (11. 24) in terms of the bound level occupancies and N, are cubic, which necessitates the application of iteration schemes for the solution. In addition, all solutions must be also self-consistent with the frequency dependent photon escape probability. In order to make the whole problem computationally tractable we adopted the following iteration scheme:
1. We start from the self-consistent LTE problem as described in Refs. 6 and 8 and compute all the rate constants from the LTE wave b e t i o n s and from the LTE photon escape probability.
2 . Next we obtain the first iteration value for N, in the OLC approximation usingEqs.(ll. 27) and (11. 28).
.
Next we solve Eq.(II. 23) for the bound level populations by successive iterations where the availability factors and the factors(g,,,-NM) for the n-th iteration are taken from the n-lth iteration and we iterate until the values ofN, converge. At this point the AA problem is solved in first iteration.
4 In order to obtain realistic photoabsorption cross sections and photon escape probabilities one must go beyond the AA model and build into the model the effect of "detailed configuration accoUnting' (DCA) due to the many-electron configurations. This necessitates to calculate the statistical distribution of the numerous DCA states which in a system not in LTE is a serious problem in itself We solve this problem by calculating an "equivalent LTE temperature" kT, , which after Busque!t= is defined as the temperature which under LTE condition yields the same value for N, as the non-LTE problem. We also calculate an equivalent Fermi level which together with kT, is used to calculate an equivalent Boltzmann distribution of the many-electron DCA states. We proceed to compute the photoabsorption from these DCA states as described in Ref. 8 . 5 Having obtained the non-LTE photoabsorption cross section and non-LTE populations in this manner in the first iteration we go back to point 1 and iterate until convergency is reached. In the calculations presented here convergency was reached usually after 4 or 5 iterations.
All the above iterations make the calculations rather lengthy compared to the LTE problems.
We present two sets of calculations, one for praseodymium (Z=59) at kT=lKeV and at 0. lg/cc density and one for germanium (Z=32) at kT=O.SKeV and at 0.01 g/cc density. Calculations for the first case for an optically thin plasma and usig the method of "equivalent LTE temperature" were published in Ref.
18, the second was a study case at the WorkOp-III94 coderence' where the author presented non-LTE corona equilibrium opacities obtained from level populations predicted by the LASNEX code of the Lawrence Livermore National Laboratory In this report we present calculations for various optical thicknesses and we show the results converge, as expected, to the LTE case when the plasma gradually becomes optically thick. We label the parameter for characterizing the optical thickness by XR which is the distance of the central ion from the edge of the semi-mfinite slab divided by the LTE Rosseland mean length LR .
The conditions are summarized in Table I where we give the parameters XR in column 1, the equivalent L E temperatures in column 2, the numbers of free electrons per AA in column 3 and the degeneracy parameters of the free electron gas NkT and U T , in columns 4 and 5, respectively. respectively. In each figure we compare the L E opacities with that of the hll non-LTE caland also with the LTE calculations using the equivalent temperatwes of Table I . For the non-LTE calculations the distribution of the DCA sates are computed with the aid of the equivalent LTE temperatures and Fermi level . The number of DCA states which contribute significantly to the opacities can be quite numerous, for example the opacity in Fig. 6 was obtained using 144 DCA conflguratiom distributed over 12 different degrees of ionization. It is out of the scope of this paper to discuss further details of the DCA states and such detads of the opacity calculations as line profiles, bremsstrahhmg and photoionization. For those the reader is referred to Refs. 4,6,8, and 15 and references quoted there. Here we concentrate only on the non-LE AA level populations. The calculated opacities for the germanium case are shown in Figs. 8,9,10 and 11. Figures 8,9 , and 10 are analogous to those of Figs.
S,6, and 7 In Fig. 1 1 we compare the non-LTE opacities with xR=loJ and calculation where the non-LTE AA populations were obtained by the radiation transport code LASNEX . Since the LASNEX code uses a somewhat simple atomic physics package, the calculations based ob. LASNEX based populations are not self-consistent, thus the apparent differences are not surprising. It should be noted that the LASNEX populations were obtained for the optically thin case (XR 4) .
. Figure 2 shows the Fermi with that of an earfier Finally, in Fig. 12 we investigate the efFect of the presence or absence of the Auger matrix elements for one case of the praseodymium set. It is evident that in the absence of the Auger transitions the occupancies of the upper levels are depleted, thus reducing the photoabsorption at low photon eaergies, as shown in Fig. 13 .
Discussion.
The purpose of this paper was to present a somewhat rudimentary model for estimating the non-LTE effects on photoabsorption in laboratory plasmas. These effects may be quite important in laser proctucsd plasmas. Although some experimental works have been done to measure LTE opacities of hot plasmas, the author is not aware of experimental works concentrating on non-LTE effects. Neither is clear to the author at this point how to design meaninglid experiments which clearly distinguishes between the LTE and non-LTE state of the plasma. Hopefully, this will come in the future.
Finally, in Fig. 12 we investigate the effect of the presence or absence of the Auger matrix elements for one case of the praseodymium set. It is evident that in the absence of the Auger transitions the occupancies of the upper levels are depleted, thus reducing the photoabsorption at low photon en@=, as shown in Fig. 13 .
The purpose of this paper was to present a somewhat rudimentary model for estimating the non-LTE effects on photoabsorption in laboratory plasmas. These effects may be quite important in laser produced plasmas. Although some experimental works have been done to measure LTE opacities of hot plasmas, the author is not aware of experimental works concentrating on non-LTE effects. Neither is clear to the author at this point how to design meaningful experiments which clearly distinguishes between the LTE and non-LTE state of the plasma. Hopefully, this will come in the future. Figure Captions. Table I . Photon energy(eV) . I
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