Cumulating Evidence about the Social Animal: Meta-Analysis in Social-Personality Psychology by Johnson, Blair T., Dr. & Boynton, Marcella H., Dr.
University of Connecticut
OpenCommons@UConn
CHIP Documents Center for Health, Intervention, and Prevention(CHIP)
2008
Cumulating Evidence about the Social Animal:
Meta-Analysis in Social-Personality Psychology
Blair T. Johnson Dr.
University of Connecticut - Storrs, blair.t.johnson@uconn.edu
Marcella H. Boynton Dr.
Duke University, mhb23@duke.edu
Follow this and additional works at: https://opencommons.uconn.edu/chip_docs
Part of the Family, Life Course, and Society Commons, Health Communication Commons,
International and Intercultural Communication Commons, Interpersonal and Small Group
Communication Commons, Mass Communication Commons, Nature and Society Relations
Commons, Politics and Social Change Commons, Psychology Commons, Quantitative, Qualitative,
Comparative, and Historical Methodologies Commons, Race and Ethnicity Commons, Social
Influence and Political Communication Commons, Social Psychology and Interaction Commons,
Sociology of Culture Commons, and the Theory, Knowledge and Science Commons
Recommended Citation
Johnson, Blair T. Dr. and Boynton, Marcella H. Dr., "Cumulating Evidence about the Social Animal: Meta-Analysis in Social-
Personality Psychology" (2008). CHIP Documents. 31.
https://opencommons.uconn.edu/chip_docs/31
© 2007 The Authors
Journal Compilation © 2007 Blackwell Publishing Ltd
Social and Personality Psychology Compass 1 (2007): 10.1111/j.1751-9004.2007.00048.x
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
Blackwell Publishing LtdOxford, UKSPCOocial and ersonality Psychology Compass1751-9004© 2007 The AuthorsJ urnal Compi ati  © 2007 Blackwell Publishing Ltd0480.1111/j.1751-9004.2007.00048.xNovember 2007???25 ?rigin l ArticleCumul ting Ev dence about the Socia  Animal
Cumulating Evidence about the Social Animal: 
Meta-Analysis in Social-Personality Psychology
Blair T. Johnson* and Marcella H. Boynton
University of Connecticut
Abstract
Like most scientific fields, social-personality psychology has experienced its own
explosion of research related to such central topics as aggression, attraction, gender,
group processes, motivation, personality, and persuasion, to name a few. The
proliferation of research can be a monster unless it is tamed with the scientific
review strategy of meta-analysis, which are literally analyses of past analyses
that produce a quantitative and empirical history of research on a particular
phenomenon. The purpose of this paper is to outline the basic process and
statistics of meta-analysis, particularly as it pertains to social-personality psychology.
The many detailed steps of meta-analysis can be reduced to four: (i) defining the
problem under review; (ii) gathering qualified reports and putting their findings
and methods into a database, (iii) analyzing that database, and (iv) interpreting
the results and reporting them. Use of meta-analytic strategies has paralleled the
knowledge explosion in social-personality psychology, but must be used and
consumed with careful discernment if the cumulated evidence about the social
animal, Homo sapiens, is to have maximal value.
At the focus of the field of social-personality psychology is the consummate
social animal, Homo sapiens. Like any scientific field, progress in social and
personality psychology hinges on careful accumulation of knowledge via
series of studies that evaluate hypotheses addressing how and why the
social animal behaves as it does. For more than 100 years, personality and
social psychologists have conducted myriad research studies examining
human behavior, ranging from aggression to attraction, from gender to
group processes, and from personality to persuasion (Richard, Bond, &
Stokes-Zoota, 2003). In the process, the discipline has expanded to a
field interested in any and all psychological phenomena involved in
intrapersonal or interpersonal processes. Reflecting the explosive growth
of the field, the number of peer-reviewed journals specializing in matters
of social-personality psychology has increased from a mere handful in the
1930s and 1940s to more than 40 today ( Journal Citation Reports, 2007).
With so much research now available in personality and social psychology,
it is a seemingly overwhelming task to stay abreast of the most current
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research developments in the field. Moreover, the results of different
studies focusing on a given topic often appear to conflict and often really
do conflict. How then does a researcher make sense of the literature? As
we review in this article, the answer to this question is increasingly to
employ meta-analysis, which is literally an analysis of past studies’ analyses
and is also sometimes termed a research synthesis or a quantitative review.
These broader terms encompass not only the statistical but also the
surrounding steps that constitute a meta-analytic review. Although meta-
analysis is becoming an essential tool in the researcher’s methodological
‘tool-box’, many researchers remain relatively naïve to these procedures
and statistics. In this paper, we first document the knowledge explosion
in social-personality psychology, then introduce practices and processes of
meta-analysis in social-personality psychology (and related fields), and
conclude with some recommendations for future reviews related to the
social animal. In summary, we strive to provide a starting point for those
who wish to conduct their first meta-analysis as well as an aid for improved
comprehension of meta-analytic reviews for all readers.
The Knowledge Explosion in Social-Personality Psychology
The knowledge explosion that characterizes nearly all scientific disciplines
also typifies the field of social psychology, as even a cursory survey shows.
Some current social–psychological examples include a review meta-analyzing
126 studies correlating implicit and explicit measures (Hofman, Gawronski,
Gschwendner, Le, & Schmitt, 2005), a second meta-analyzing 515 studies
(with 713 independent samples) examining intergroup contact theory, a
third meta-analyzing 135 studies (with 163 independent samples) associ-
ating traits from the 5-factor model of personality with overall job
satisfaction ( Judge, Heller, & Mount, 2002), and a fourth meta-analyzing
92 studies (with 113 independent samples) tracking mean levels of change
in personality traits across the lifespan (Roberts, Walton, & Viechtbauer,
2006). This small sampling of meta-analyses is indicative of the avalanche
of recent published research on a plethora of social–psychological topics
that currently inundate journals, book chapters, and other publication
venues.
Richard et al.’s (2003) review of meta-analyses in social psychology
provides an even larger sense of the knowledge base that personality and
social psychology scholars have accumulated in recent times. They found
more than 322 meta-analyses containing more than 25,000 studies utilizing
more than 8 million research participants! Note that despite the docu-
mented existence of over 300 meta-analyses, there are numerous topics
that have yet to receive meta-analytic attention. As a consequence, new
primary-level studies appear at an ever-increasing rate of growth. Searches
of PsycINFO also reveal the enormous empirical growth of the field. As
two examples, there are more than 135 times more reports on the subject
© 2007 The Authors Social and Personality Psychology Compass 1 (2007): 10.1111/j.1751-9004.2007.00048.x
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of ‘attitude’ today than there were in 1960, with more than 19,500
entries. With more than 14,500 entries, there are more than 1200 times
more reports on the subject of attribution. In both cases, the synonyms
of these terms were not considered, reflecting the enormous bodies of
literature that speak to these two example topics.
When one considers the sheer numbers of relevant reports coupled
with the reality that most of the articles in leading journals increasingly
contain multiple studies and that often studies’ results seem to vary
substantially, it becomes readily evident that to review the evidence
related to any facet of the social animal can be a daunting task indeed.
Indeed, unless our research evidence is tamed using scientific review
procedures, many evidential domains can amount to unwieldy leviathans.
If social and personality psychology findings are not meaningfully
cumulated, then the field runs the risk of inefficient knowledge gathering,
the result being that we will increasingly reinvent the wheel. Conse-
quently, meta-analysis has growing importance to the field’s understanding
and contextualization of past research findings as well as the identification
of key factors that relate to the magnitude of differences between studies.
Furthermore, given the burgeoning numbers of available meta-analyses,
even if one does not wish to conduct a meta-analysis him- or herself,
it is still increasingly vital to learn the skills necessary to be effective
consumers of these reviews.
Meta-Analytic Methods
Traditionally, researchers have relied on the qualitative approach of narrative
reviewing to synthesize literature on a given topic. Using this method,
reviewers construct an integrated narrative summary of the results of
individual primary studies, which might include a count of the number
of studies that had either produced or failed to produce statistically sig-
nificant findings. Qualitative reviews certainly have an important role to
fill in providing general topical overviews (e.g., textbook summaries,
introductions to journal articles reporting primary research) and assisting
in theory development, for which the goal is less to be comprehensive
than it is to show how variables may relate in a certain fashion for the
phenomenon in question (Baumeister & Leary, 1997; Cook & Leviton,
1980). Nonetheless, narrative reviews conducted to reach conclusions
about the nature of a particular phenomenon are typically limited in that
they gather only a convenience sample of studies, lack statements about
which study characteristics were considered or about how the quality of
the studies’ methods was evaluated, have difficulty reaching clear conclusions
about what differences in study methods best explain disparate findings,
and are overly reliant on statistical significance, minimizing the importance
of the effect size magnitude. Consequently, narrative reviewers often reach
erroneous conclusions about a phenomenon.
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To demonstrate some of the limitations of qualitative reviews, Cooper
and Rosenthal (1980) randomly assigned 32 social-personality graduate
students and 9 faculty members to be narrative reviewers or meta-
analysts for a small literature of 7 studies concerning a gender difference,
asking them whether the independent variable in the study significantly
related to the dependent variable. Narrative reviewers usually failed to
reject the null hypothesis, but all of the meta-analysts concluded that a
significant difference existed. If narrative reviewers can make mistakes
even when the number of studies is small, one can imagine what mistakes
occur for large literatures. By showing how researchers have addressed
the phenomenon and delineating how results may have changed over
time, meta-analysis has emerged as a leading tool to examine empirical
histories of a phenomenon (e.g., Marcus-Newhall, Pedersen, Carlson, &
Miller, 2000).
Although other sources might break the methods of meta-analysis into
more detailed steps (e.g., Cooper, 1998; Johnson & Eagly, 2000; Lipsey
& Wilson, 2001), for simplicity, we describe meta-analysis with four: (i)
defining the problem and setting the boundaries of the theoretical
domain, (ii) obtaining the relevant studies and coding them for their
methods and effect sizes, (iii) analyzing the resulting meta-analytic database,
and (iv) interpreting and reporting the results. In many ways these steps
mirror the four parts outlined in a traditional research report: (i) introduc-
tion, (ii) method, (iii) results, and (iv) discussion. Figure 1 compares and
contrasts the steps involved in implementing a meta-analysis to sections of
a research report, which illuminate issues that a researcher might consider
when writing or reading a meta-analysis, and considering audiences that
vary in amounts and kinds of expertise.
As with primary-level research, the success of each step depends on
those that precede them, and early steps should be implemented with an
eye for the later ones. For instance, it is easier to locate relevant studies if
the analyst has first done a good job of defining the meta-analytic question
and reviewing relevant theoretical domains. Failure to keep the big picture
in mind can easily result in difficulties achieving the specific steps. For
example, defining a problem too broadly typically leads to a research
literature that covers too many disparate areas to be quantitatively inte-
grated in a meaningful or succinct way, and thus is sure to take longer to
complete than is desirable. In such instances, and as a general rule, it is
better to have collaborators than to proceed alone, dividing the work to
create greater efficiencies and to create checks-and-balances for the work
performed (e.g., so that reliabilities in coding may be calculated and
presented). Given the complex decisions and judgments that meta-analysts
usually face, the ‘buddy system’ has a great deal to recommend it. That
said, analysts who decide to conduct a meta-analysis without a review
team should be certain to select a project that is manageable in size and
scope.
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Figure 1 A guide to the steps in meta-analysis considering the key considerations
typically addressed in sections of a meta-analytic report (ES = effect size; k = number of
studies).
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Defining the problem and determining the boundaries of the theoretical domain
Selecting and defining the research domain to be analyzed is in some sense
the most complex part of meta-analysis. This choice sets the stage for all that
is to follow and is defined by both theoretical and practical considerations.
Essential to this conceptual analysis is a careful examination of the history of
the research problem and of typical studies in the literature. Being able to
have such a comprehensive understanding of the literature under consideration
assumes more than a passing familiarity with it. As a consequence, at least
some form of review often needs to be completed before the meta-analysis
can commence. This initial step is particularly important for social-personality
domains because scholars in these fields strongly embrace theory development
and testing (see Fiske, 2004). For a review to be published in one of the
key journals of social-personality psychology, it must embed its predictions
in predominant theories and show sophistication about those theories.
During this first step in the process, an analyst team should have a good
sense both of the debates and unanswered questions that surround the
phenomenon and of the extent to which meta-analytic procedures could
address them. Careful reading of past reviews (whether meta-analytic or narra-
tive) can be instructive, as can an inspection of oft-cited articles reporting
on primary-level studies. As an example, Durantini, Albarracín, Mitchell,
Earl, and Gillette (2006) wished to understand how social influence agents’
identities relate to their targets’ behavior change. As opposed to considering
all behavior change contexts, these scholars focused on one of great applied
interest, HIV prevention. Additionally, rather than focusing on all of the
many available prevention measures, they specifically focused on condom
use. Having conducted previous reviews on the subject (e.g., Albarracín et al.,
2005), Durantini and her colleagues recognized that expert communicators
often differ from their target audiences in ways that ought to undermine
behavior change. For example, experts are often much more educated than
their targets and of higher socioeconomic status. Because the list of relevant
studies was large and offered many different combinations of communicator
and target audiences, it offered good potential to test predictions about
when behavior change should be large and when it should be small. Thus,
Durantini and her colleagues embedded their hypotheses about behavior
change in theoretical considerations stemming from several fields, including
social psychology. Using this strategy maximizes theoretical impact and
minimizes reliance on post hoc analysis strategies.
Find relevant studies and code their methods and outcomes
Finding relevant studies. Clearly, only some studies will be relevant to the
conceptual relation that is the focus of a meta-analysis, so analysts must be
able to define appropriate and meaningful inclusion criteria for the sample
of studies, which follow from the first step: defining the problem. These
© 2007 The Authors Social and Personality Psychology Compass 1 (2007): 10.1111/j.1751-9004.2007.00048.x
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criteria define the boundaries of the literature in a way that specifically
spell out what studies, or portions of studies within the reports, should
be included or excluded. To illustrate, Durantini et al. (2006) selected
reports that (i) included a condom-use-promotion intervention, (ii)
provided information about the interventionist, (iii) measured condom
use after the intervention, and (iv) offered appropriate statistics to calculate
effect sizes. This last criterion is so axiomatic to the process of meta-
analysis that it is often goes unstated. Developing selection criteria is often
a continuing process that evolves as the meta-analyst examines more studies,
thereby discovering the full range of research designs employed to
investigate a particular hypothesis.
A meta-analysis must also take study quality into account at an early
point in order to determine the typical ways a construct is operationalized
as well as that variables and results tend to be reported across a sampling
of the studies. Indeed, as we alluded, study quality is often a study selection
criterion in and of itself. Having carefully considered the literature, analysts
begin to gather studies with an eye toward knowing which studies may
have higher quality than others. Historically, scholars have commonly
assumed that only peer-reviewed and published articles have satisfactory
quality. Yet, as Begg (1994) reviewed, there are many reasons why a study
may be published, and only one of them is its quality. Many high-quality
studies are conducted but are never submitted for publication, including
many dissertations. Similarly, many published studies lack high quality,
even some featured in prominent journals. Because including more studies
generally increases the value of a meta-analysis, it is advisable to try to
locate all the studies that might be suitable for inclusion, whether or not
they have been published. Typically, published studies report larger rela-
tions than unpublished studies (Lipsey & Wilson, 1993); thus, including
unpublished studies usually eliminates some bias and also gives the analyst
a direct way to examine for publication bias – by comparing unpublished
studies to published studies.
Meta-analytic convention is inconsistent about whether to define
selection criteria so as to exclude studies of low quality or to include them
and examine whether the flaws relate to the phenomenon under investi-
gation (Saunders, Soomro, Buckingham, Jamtvedt, & Raina, 2003). Both
strategies have advantages and disadvantages. Restricting a sample to those
studies judged to have high quality may have the advantages of less
database work (due to a smaller sample) and findings that are easier to
explain (because presumably methodological ‘noise’ is removed), yet meta-
analyses based purely on ‘high-quality’ studies may be more open to the
criticism that they are too selective or reflect the analysts’ idiosyncratic
views of what constitutes a high-quality study. The alternative strategy,
including all studies, reverses these advantages, and disadvantages. Now
it is imperative on the analysts to show the extent to which the meth-
odological features that may tap study quality actually relate to the
8 Cumulating Evidence about the Social Animal
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phenomenon by using these dimensions as moderator variable in the later
analyses. Moreover, such reviews may well involve more work and result
in a set of findings that is more difficult to explain. The choice of strategy
is up to the analysts: If a methodological review is a priority for the
literature in question, then the broader strategy is indicated; otherwise, the
narrower strategy is probably more advisable.
Common methods for finding studies include examining the reference
lists of existing reviews, consulting general journal search engines such as
PsycINFO, PubMed, Web of Science, ERIC, and Dissertation Abstracts,
obtaining published sources that have cited seminal articles within the
literature, contacting the extant network of researchers who work on a
given topic to ask for new studies or unpublished studies, posting
advertisements for unpublished manuscripts and datasets on professional
listservs, and by manually searching important journals to find some
reports overlooked by other search techniques (see Johnson, Scott-Sheldon,
Snyder, Noar, & Huedo-Medina, forthcoming). Additionally, Internet
search engines such as Google are increasingly valuable in literature
searches because they can help find reports that do not appear in the other
databases (especially unpublished reports).
Researchers are inventive and innovative when testing their ideas. The
good news is that this diversity fulfills the goal of maximizing the use of
multitrait, multimethod research, which offers optimal discriminant and
predictive validity (Campbell & Fiske, 1959). In other words, a diversity
of studies can also often address the external validity of the findings. The
bad news is that, at its worst, the inclusion of a wide range of methods
can make a meta-analysis too large and complex to carry out in a
reasonable time frame; it is also likely to increase the extent to which
study findings conflict. In such instances, reviewers may divide a literature
into two or more research syntheses, each addressing a different aspect of
a broad research question. Alternatively, a meta-analyst might obtain more
resources to increase the feasibility of a particular meta-analysis (e.g.,
giving academic credits to students to assist, obtaining grants for hiring
personnel).
Despite the potential for conflicting findings across studies, meta-
analyses typically do incorporate studies with differing methods. For
example, researchers may use self-reports, close others’ reports, and objective
outcomes to assess a particular behavior. Although some would contend
that objective outcomes (e.g., actual weight loss) are the ‘best’ operation-
alization of behavior changes, it is not usually advisable to omit the
typically more copious subjective measures (e.g., perceived weight loss).
Analysts should make this decision at the outset of their meta-analysis,
considering whether restricting an analysis to a certain sort of measure
would artificially narrow the potential results of the review. It is of course
possible to include multiple operationalizations as long as they all pertain
to the original research question. When meta-analysts take this route, they
© 2007 The Authors Social and Personality Psychology Compass 1 (2007): 10.1111/j.1751-9004.2007.00048.x
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should make sure to code for the type of research method in question so
that it can included in later analyses (e.g., Anderson, 2004).
For some research questions, it may be appropriate to select studies
using geographic setting, culture, study population, and other factors. The
questions some meta-analyses pursue make having diversity in these
dimensions a virtue, whereas the questions other meta-analyses pursue can
make them a liability. An analyst interested in, say, how cultural factors
underlie social influence wants to maximize variability on those dimensions
such as a cross-cultural meta-analysis of studies using Asch’s line-judgment
conformity task did (Bond & Smith, 1996). In contrast, an analyst con-
cerned with reviewing how a particular population in a specific locale reacts
to a question or paradigm will want to eliminate populations and locales
that lie outside that area, as Twenge, Zhang, and Im (2004) did in their meta-
analysis of US studies on locus of control (the extent to which individuals
believe controlled by outside forces rather than their own efforts).
Another issue associated with the defining of inclusion criteria is
whether to include reports written in alternative languages, which often
are defined as non-English studies. Non-English studies might usually
comprise a very small minority of research reports for the topic under
consideration, in which case it is unlikely that their exclusion would
change meta-analytic results. Note that exclusion of reports from other
languages has the potential to introduce ethnocentric bias, which should
be avoided as much as possible. Hence, whether or not non-English
reports are in the minority or majority, every effort should be made to
include them if they otherwise match the selection criteria. Translation
services can be obtained at minimal or no cost by interacting with
individuals or networks that have the requisite skills (e.g., students from
the country in question, language departments); similarly, software to
perform translation often can do an adequate job relaying the essential
information that is required for the analyses.
Whatever selection criteria are used, a review team should carefully
record their methods of locating studies, including such details as the
names and databases what were searched, the time period covered for each
database, and the keywords/search terms used. Details of the search pro-
cedure should be included in the methods section of the meta-analysis
report, to enable readers to make adequate judgments about the adequacy
of the procedures used and to permit other analysts to replicate the search.
Indeed, we recommend keeping an ongoing journal to record the many
decisions made as the endeavor proceeds. These details gradually form the
content of the Method section that will eventually be the product of the
meta-analytic endeavor (see Figure 1).
Coding important features of the studies. A coding sheet or an electronic
database needs to be created, pretested, and revised to capture important
features of the studies and their contexts (see the Appendix in Lipsey &
10 Cumulating Evidence about the Social Animal
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Wilson, 2001, for an example coding form). All variables to be coded
should be operationalized in a very specific manner. Study characteristics
may consist of continuous variables with values existing along ratio,
interval, or ordinal scales, or they can be categorical variables having
discrete values reflective of meaningful qualitative differences. Just as
in primary-level research, it is usually wise to avoid dichotomizing or
otherwise ‘dumbing down’ the data at the coding stage. A master code-
book can explain the details for each category and the information to be
included in the database. As a best practice, two or more coders should
code each study so that reliability can be assessed (e.g., Cohen’s , Spearman–
Brown r; see Krippendorf, 1980) and included in the meta-analysis
report.
It is often the case that multiple independent samples reside in a single
report, especially when the paper describes multiple ‘studies’. It is meta-
analytic convention to treat each substudy as an independent study. It is
often the case that meta-analyses of social and personality psychological
topics disaggregate the data from individual studies. A good example of
reorienting data to address a meta-analyst’s topic of interest is Johnson and
Eagly’s (1989) meta-analysis examining the influence of involvement on
message-based persuasion. These researchers theorized that the size of this
relation would depend on the strength of the persuasive argument. In
order to test this idea, they created two ‘studies’ from each involvement
study that manipulated argument quality: one study from the strong-
arguments condition and another from the weak-arguments condition
(they also divided studies on other bases). This strategy maximized the
moderator analyses’ ability to test the interaction between involvement
and argument quality.
Potential moderator variables should be defined a priori and be kept to
a minimum number; otherwise a meta-analyst can be accused of ‘fishing’
for significant results. A moderator variable is any variable that might
potentially explain inconsistencies among the study findings, which we
discuss in Step 3, below. These a priori variables can pertain to any
characteristic relating to the study or its context, and they should flow
from Step 1, the definition of the meta-analytic problem. Analysts may
also code many other dimensions of studies for use as descriptive or exploratory
variables. Reporting such information helps to describe the sample of
studies and to place subsequently reported meta-analytic findings into
context. These dimensions may also prove important to exploratory analyses
performed after the planned analyses are complete.
Coded variables are limited only to the imagination of the analyst team:
they might concern the population (e.g., M age, ethnic group proportions,
M educational level, institutionalization status, etc.), the locale surrounding
the study at the time it was conducted (e.g., racial climate, support for
affirmative action), study methods (e.g., methods of recruiting partici-
pants, differences in measuring the dependent variable), or publication
© 2007 The Authors Social and Personality Psychology Compass 1 (2007): 10.1111/j.1751-9004.2007.00048.x
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dimensions (e.g., published/unpublished, language of publication). For
example, to enable more exact comparisons among studies along the
dimension of argument quality, Johnson and Eagly (1989) sampled from
studies’ arguments and asked undergraduate judges to assess this dimension.
In this fashion, even studies that did not manipulate argument quality
could enter into the analyses involving this dimension. A variation on this
strategy can gauge study quality. For example, Shadish, Navarro, Matt, and
Phillips (2000) examined the effects of psychological therapies on clinical
populations. These scholars assessed clinical representativeness using 10
representativeness criteria, which they then used to code the populations
and settings for each research study. Using this strategy, the researchers
were able to conclude that effect sizes were not a direct function of
clinical representativeness, which refuted conclusions from other research.
Strategies such as these allow for the creation of potential moderating
variables that are not necessarily reported, or even considered, in the
individual studies.
Capturing study findings on a common metric (calculating effect sizes, if necessary). At
the heart of the meta-analytic endeavor is capturing study findings on a
metric that is common to each study. Only one metric is chosen to capture
each study’s findings, although there are potential exceptions to this rule.
Social-personality psychologists usually report a variety of measures; in such
cases, meta-analytic practice is to use a standardized effect size index to
gauge the degree of association between two variables. This strategy loses
the original units of the studies’ scales, but the effect size still estimates the
magnitude of the association for each study in a way that can be compared
across studies. This procedure is especially advantageous given that statistical
significance is usually not a good measure of the magnitude of the effect of
interest (Kline, 2004). In other words, a nonsignificant result may in fact
correspond to a large effect and a significant result to a small effect. In cases
for which all studies used the same measure (e.g., mean levels of social
dominance orientation), meta-analyses may keep findings in their original
scale units instead of converting them to a standardized effect size. As we
address later in this subsection, this strategy offers information that the
standardized effect size strategy cannot.
Although many readers assume that there are only one or two available
effect size statistics, there are in fact a large array of potential effect sizes
to gauge the linkage between two variables (see Lipsey & Wilson, 2001),
as Figure 2 illustrates. For any particular pairing of two variables, there is
at least one effect size form – if not many – that appropriately captures
the linkage, which depends on the precision of each variable. The task of
the analyst is to pick the effect size type that best captures variation in
their phenomenon and for which appropriate weights can be calculated
for the purposes of analyses (see Step 3). It is beyond the scope of this
article to review all possible effect size types (see Lipsey & Wilson, 2001),
12 Cumulating Evidence about the Social Animal
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but as yellow cells of Figure 2 highlight, social-personality psychologists
typically deal with either two continuous variables, in which case the
effect size to use is Pearson’s r, or one categorical variable and one con-
tinuous variable, in which case the effect size to use is d. Thus, if an
experimental group were compared to a control group, or men to
women, d is the effect size of choice. If the key relation is instead two
continuous scales, such as amount of interracial contact and amount of
prejudice, a researcher would employ r. It is possible to use a member of
the family of correlations in place of d, but if so, as the Figure 2 shows,
it should be the point-biserial r and not the Pearson r (for further discussion,
see Johnson et al., forthcoming; Lipsey & Wilson, 2001; McGrath &
Meyer, 2006). Whereas values of r can range from –1 to +1, values of d
can take any negative or positive value. Signs are defined so that studies
with opposite outcomes have opposing signs; effect sizes of 0 have no
association (r) or difference (d ).
Nearly all inferential statistics (e.g., t-tests, F-tests) and many descriptive
statistics (e.g., means and standard deviations) can be converted into d or
r or other effect size types ( Johnson & Eagly, 2000; Lipsey & Wilson,
2001). Reports occasionally provide only inexact statistics relevant to the
effect size (e.g., the difference was nonsignificant). Meta-analysts customarily
contact the authors of the study to request the necessary information. In
the absence of these data, the convention is to maintain the imprecise
information so that the study is not lost to the review (Rosenthal, 1991).
For example, an effect described as P < 0.05 can be interpreted as an
exact P value (P = 0.05) to an effect size. This method has the advantage
of keeping the report in the sample but it is likely to be a conservative
estimate, especially when sample sizes are small.
Figure 2 Potential two-variable effect sizes dependent on the intersection of the variables in
question; the cells shaded in yellow indicate the most frequently examined associations in
social-personality research.
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Analyzing the meta-analytic database
Once all studies are coded and effect sizes calculated, the third step in the
meta-analytic process is to synthesize the data. An exhaustive survey of
general analytic approaches to meta-analysis is beyond the purview of this
article, but further discussions and comparisons are available elsewhere
(e.g., Field, 2001, 2005; Hall & Brannick, 2002; Hunter & Schmidt,
2004; Sánchez-Meca & Marín-Martínez, 1997). Here we focus on the
general procedures that analysts conventionally use to analyze their data.
Overall tendencies – the mean effect size. As a first step to quantitative
synthesis, all available study outcomes are combined by averaging the
effect sizes, with each effect size weighted in some way, usually by the
inverse of its variance (Hedges & Olkin, 1985). Weighting gives greater
weight to the more reliably estimated study outcomes, which are in
general those with the larger samples (e.g., Hedges, Cooper, & Bushman,
1992). If the effect size share the same effect size, then they would differ
only by unsystematic sampling error. The test statistic Q evaluates this
hypothesis using an approximate 2 distribution with k – 1 degrees of
freedom, where k is the number of studies (Cochran, 1954). If Q is
significant, the hypothesis of the homogeneity (or consistency) of the
effect sizes is not accepted. In this event, the weighted mean effect size is
an inappropriate statistic to represent the distribution of outcomes and it
is likely that subgroups of effects exist; in other words, a significant Q
value indicates that there are likely to be one or more significant
moderating variables that explain differences in effect sizes. In this case,
further analyses are warranted to test potential moderating variables
responsible for the variability in effect sizes.
Q deserves careful interpretation, in conjunction with inspecting the
values of the effect sizes. Even if the homogeneity test is nonsignificant,
it is possible for significant moderators to emerge, especially when Q is
relatively large ( Johnson & Turco, 1992). If the number of studies is small,
tests of homogeneity are known to have lowered power to detect the null
hypothesis of homogeneity (Hardy & Thompson, 1998; Harwell, 1997).
Although it is new to meta-analyses in social psychology, another gauge
of consistency deserves consideration. Specifically, Higgins and Thompson
(2002) introduced a homogeneity index, I2, based on Q and its degrees
of freedom. Values of I2 range from 0 to 100%, where high values indicate
more variability among the effect sizes. Although I2 is subject to the same
conditions and qualifications as is Q (Huedo-Medina & Johnson, 2007;
Huedo-Medina, Sánchez-Meca, Marín-Martínez, & Botella, 2006), its
use eases the way to compare results of different meta-analyses or portions
thereof.
An adjunct to homogeneity statistics is the use of graphical displays to
examine the distribution of effect sizes. Funnel plots can help to diagnose
14 Cumulating Evidence about the Social Animal
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studies’ effects that differ in magnitude and weight from the rest; these
cases can be inspected to determine if they differ greatly from the others
and can be removed if that is the case (Light & Pillemer, 1984). A funnel
plot is a simple scatter plot with effect size on the X axis and its weight
on the Y axis. It is termed a funnel because when the cases pattern with
no bias, the shape resembles an inverted funnel. Of course, it is also
possible that these outliers vary meaningfully on dimensions for which
moderator analyses are planned. In this case, the practice is to maintain
the outliers in the sample for further analyses. Inspection of the funnel
pattern might also reveal gaps in the funnel pattern that theoretically
should not be present: If the funnel lacks cases that would have nonsig-
nificant effects, then one plausible explanation is that a publication bias
exists (for statistical efforts to define these missing studies’ effects, see
Duval & Tweedie, 2000; Hedges & Vevea, 1996; Vevea & Hedges, 1995).
When conducting analyses of meta-analytic data, it is often the case that
creating one or more figures can go a long way in succinctly summarizing
the findings. For example, Figure 3 uses the basic data from a meta-
analysis examining gender differences in social dominance orientation
(Lee, Pratto, & Johnson, 2007), which concerns people’s degree of support
for social hierarchy and inequality. The figure shows six different ways that
the very same study results may be depicted. First note that there is little
visual evidence of any systematic underreporting of results because the
findings appear normally distributed (panel a), including comparisons in
the nonsignificant range (panel b). More interesting is the fact that the
standardized gender difference results (panels a and b) were far more
consistent than the unstandardized, arithmetic mean forms (see especially
panels e and f ); indeed Lee and colleagues found that homogeneity for
the gender comparison was smaller (I2 = 65%) than that for the arithmetic
means (I 2 = 98%). Findings such as these reflect the fact that raw mean
values are subject to any possible influence from the environment, whereas
a standardized comparison between groups sampled from a common
environment control for every influence except those related to the group
comparison. In this illustration, the gender comparison reflects only the
impact of gender and any other variable with which gender might be
related. Panel f reveals that mean social dominance values for both males
and females move across the entire range of the scale, yet the gender
difference consistently favors males.1
The impact of moderating variables. Almost all meta-analytic reviews in
social-personality psychology seek to identify and explain differences
in research findings by examining what coded variables (i.e., moderator
variables) explain the differences. Specifically, a theory might predict that
a third variable influences the relation between the independent and
dependent variables. Using this third variable as a potential moderator
of the effect, the analyst would code all of the studies for their status on
© 2007 The Authors Social and Personality Psychology Compass 1 (2007): 10.1111/j.1751-9004.2007.00048.x
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Figure 3 Social dominance orientation (SDO) from multiple studies gathered from around
the world and offering a gender comparison (Lee et al., 2007); these graphs display the same
data in various funnel plots: (a) gender differences in SDO displayed as a standardized mean
effect size, d, where positive values imply that males exhibited more support for social domi-
nance than females. (b) The same effect sizes with contours shown for regions of significance;
note that none of the ds in the female direction attained significance. (c) Raw, unstandardized
mean SDO values depicted separately for female and (d) for male samples; note that male
means tend to be higher than female means. (e) The same values from panels c and d
collapsed into one graph. (f) The same values from panels c through e, yoking each pair of
means with lines; the fact that most lines have the male value to the right of the female value
corresponds to the predominate pattern exhibited in panels a and b, but exhibits it in an
unstandardized form. The slopes indicate whether males or females carry greater weight in
the analysis (based on their sample size and observed variance).
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the moderator. Moderator analyses can be conducted with categorical
(analogous to analysis of variance), or continuous (analogous to regression
analysis) variables; it is possible to create different predicted models using
those categorical or continuous variables that explain greater amounts of
variance. This moderator variable approach (or effect modification approach)
examines whether the moderator relates to the study results in a systematic
way. In so doing, analysts advance beyond the simple question of whether
a independent variable relates to the dependent variable, to address the
question of when, or under what circumstances, the magnitude or sign
of the association varies.
One example of how moderator analyses can offer surprising and
in-depth insight into a psychological construct are analyses conducted by
Lee et al. (2007), who investigated and found that age of sample related
to the gender difference in social dominance orientation, with the gender
difference narrowing in older samples and at its widest for young samples
(see Figure 4, panel a). Similarly, Roberts et al.’s (2006) meta-analysis of
Figure 4 Selected meta-analytic findings displayed graphically. Panel a, gender differences in
social dominance orientation narrow with increasing sample age (Lee et al., 2007). Panel b,
dominance as a personality trait increases until middle age and then stabilizes (Roberts et al., 2006;
the dotted green line shows the reference value at age 10). Panel c, both genders increase in
social dominance across age of sample, but female samples increase more than male samples
(Lee et al., 2007). (Note that this pattern helps to explain what is happening in the same data
presented in standardized mean effect form in Panel a). Panel d, from 1950 to 2002, US
samples expressed increasing externality as gauged by Rotter’s I–E scale (Twenge et al., 2004).
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personality change across the lifespan showed, among other things, that as
people age, their social dominance scores increase, leveling out after about
age 35 (panel b). As a final example, Twenge et al. (2004) showed how
samples’ of young Americans have exhibited locus of control scores that
are increasingly external across a 50-year span (Figure 4, panel d).
As we have implied, moderator analyses need not be limited merely
to standardized effect size indexes. We have argued that examining
unstandardized forms of study information can be valuable as well (see
Figure 2). As a case in point, consider Lee et al.’s (2007) finding that as
age of sample increased, gender differences decreased. Because of the
nature of the effect size in that comparison – a d for gender – the
analysis does not reveal which gender or genders are changing, only that
the difference between them gets narrower with age. It may be that
males are becoming more like females or vice versa, and other patterns
are possible. Analyses that examine the arithmetic means for males and
females can answer the question: As Figure 4 (panel c) shows, both
groups increase in social dominance orientation with age, but females
do so more. It should be noted that these results do not reflect data from
the same samples studied across time (as was the case in the data we
reported from Roberts et al.’s, 2006, analysis, panel b), but are instead a
cross-sectional result.
Fixed-, random-, and mixed-effects models. The preceding material has
assumed the most basic form of meta-analytic statistics, models based on
fixed-effects assumptions, which are the most popular and generally
match most closely the assumptions of primary-level research. Fixed-
effects models assume that the underlying effect sizes are fixed either as
a single group or else along the range of a set of moderator values. In
contrast, random-effects models assume that each effect size is drawn at
random from a universe of related but separate effects (for discussions, see
Hedges & Vevea, 1998; Hunter & Schmidt, 2000; Lipsey & Wilson, 2001).
In essence, to the extent that there is a lack of homogeneity in the studies’
outcomes, random-effects model always provide an estimate of the popu-
lation effect size whose significance is more conservative and ignores
moderator dimensions and, hence, should be understood as such.
Reviewers of meta-analyses commonly request random-effects models
instead of fixed-effects models when the overall homogeneity statistic is
significant. Yet, when the goal of the review is to assess models with
moderator dimensions, fixed-effects models can be perfectly appropriate.
Random-effects meta-analytic models provide only an estimate of mean
effect size without moderators.
One way to maintain the overall random-effects assumption but also fix
the effect sizes along certain moderator dimensions is to employ mixed-effects
models, which assume that the variability in the effect size distribution is
attributed to some systematic between-study differences and an additional
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unmeasured random component. It is important to note that mixed-
effects models are by definition well fitting (see Overton, 1998). The risk
with their use parallels the risk with purely random-effects models: they
may be oversimplifications of the actual patterns present in a given
literature.
Statistical power assumptions underlie all of the analyses that we have
discussed (Murphy & Myors, 2004), and power will primarily vary according
to the studies’ sample sizes (N ) and the numbers of studies included (k).
If there are few studies implied in a Q value, then there is likely to be
low power for assessing the assumption that the effect sizes are consistent
(Hedges & Pigott, 2001). Conducting power analyses is particularly
important for interpreting moderator tests and the failure may result
in misleading information; if power is low, Hedges and Pigott (2004)
recommended not conducting moderator analyses or including the
power analysis so readers may be able to correctly interpret the outcomes
of the meta-analysis.
Interpreting and reporting the meta-analytic findings
Parallel to primary-level studies, in a meta-analysis the final step concerns
the interpretation of what has been found in the investigation. These
results are juxtaposed against the expectations that led the review and in
relation to the literature that led up to it (see the right-most column in
Figure 1), as well as being careful to recognize the limitations implicit in
the review. One of the most important points of consideration is how to
interpret mean effect sizes. Figure 5 shows the most conventional
standard. Developed by Cohen (1969, 1992), a value of d = 0.20 is small,
0.50 is medium, and 0.80 is large (the Figure provides comparable figures
for the correlation, reflected in its biserial form). From this standpoint,
Figure 3’s (see panel a or b) overall gender differences in social dominance
orientation are nearly medium but Figure 4 (panel a) shows that middle-
aged samples exhibit a small difference. The changes in social dominance
from adolescence to middle age that Roberts et al. (2006) documented
(Figure 4, panel b) are large. These guidelines for effect size magnitude
are just that: guidelines. There are some effects that, given the nature of
Figure 5 Cohen’s (1969) Guidelines for magnitude of d and r, with r in its biserial form (see
Figure 2).
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the phenomenon in question, can be considered larger or smaller than
Cohen’s guidelines would suggest, depending on expectations (Prentice &
Miller, 1992) or statistical operations (McGrath & Meyer, 2006). An effect
size of d = 0.20 would be considered quite large in some domains but not
others. If the effect size concerned ratings of advertisements promoting a
particular political candidate, it would probably mean that the advertise-
ment’s favored candidate would win the election. If the effect size
concerned the magnitude of a mood-manipulation strategy, it would
probably be considered rather trivial. Knowing how to interpret the
magnitude of an effect size depends a great deal on an analyst’s familiarity
with the phenomenon of interest as well as on its real-world implications.
Meta-analytic reviews are structured very similarly to primary research
articles and like a primary research article, should tell a good story
(Cooper & Hedges, 1994). The introduction of a meta-analysis should
provide a comprehensive literature review and should clearly outline the
research problem of interest. If any relevant meta-analyses on the topic
have previously been published, they should be referenced with an
explanation of how the new meta-analysis changes or bolsters previous
conclusions, if at all. The methods section of the report should clearly
outline the literature search techniques, key words, and inclusion criteria
implemented in the study. The results section should present the analysis
strategy, statistical results, and moderator analyses, and the discussion
should offer a cogent analysis of the result and orient these findings into
an appropriate theoretical framework.
In short, as Figure 1 suggests, the meta-analysis write-up should address
the questions most pertinent to a better understanding of the research
topic. Some appropriate questions could include: now that the meta-
analysis has been conducted, what do we know about this particular aspect
of the social animal based on our new meta-analysis of this evidence? Have
we answered the questions we raised at the outset? Have we supported
particular theoretical propositions more than others? What are the
strengths and weaknesses associated with this evidence? These are the types
of questions that should be considered when synthesizing and presenting
meta-analytic results.
The Future of Meta-Analyses Focused on the Social Animal
The information listed above identifies the most common techniques and
statistics involved in meta-analysis, yet in many ways it has only scratched
the surface of the process. That said, the best way to understand meta-
analysis is to attempt the process oneself. There is no substitute for
experience, and in terms of mastery of understanding the process of
quantitative synthesis, meta-analysis is no exception. Another reason to
begin to gain knowledge of meta-analysis is that new techniques and
statistical tools are being developed all the time to expand the potential
20 Cumulating Evidence about the Social Animal
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of the procedure. Structural equation modeling of meta-analytic data (e.g.,
Albarracín, Johnson, Fishbein, & Muellerleile, 2001) is beginning to allow
for the testing of causal paths after controlling for other potentially
influential variables. Furthermore, meta-analyses can be an important tool
to examine meta-analytic data over time, whether in terms of different
samples across years (e.g., Lee et al., 2007) or for the same samples
examined across time (e.g., Roberts et al., 2006). As we have illustrated,
examining raw scale values as meta-analytic effect sizes also can be a
valuable meta-analytic tool, and this strategy deserves much greater
currency than it has received to date (see Bond, Wiitala, & Richard,
2003). Cutting-edge methods such as these make it possible to ask ever
more complex empirical questions and obtain ever more nuanced models
of how the social animal behaves. Furthermore, by synthesizing studies
derived from a host of disciplines, meta-analyses can help to bridge
different research fields in ways not previously possible, thereby facilitating
interdisciplinary discourse. The meta-analyses we reviewed about domi-
nance patterns, for example, are of import not only to social-personality
psychology but also developmental and other branches of psychology, and
to other disciplines, as well (e.g., public health, sociology).
Despite these advantages of meta-analytic methodology, like any scientific
method, meta-analysis has limitations and its critics (e.g., Sharpe, 1997).
Two common critiques are that studies included in a meta-analysis may
vary in quality and that unpublished studies are underrepresented (see
Bangert-Drowns, 1997; Rosenthal & DiMatteo, 2001). These complaints
have primarily arisen out of a misunderstanding of meta-analytic method-
ology. The fact that meta-analyses have the capacity to consider all types
of research is in fact one of its greatest strengths, and because factors such
as quality and publication status can be included as moderators, it is
possible to determine whether these factors relate to findings. Nonetheless,
meta-analysis is a quintessentially correlational endeavor, with very few
exceptions (Johnson & Eagly, 2000, provide further discussion). Analysts
and readers alike should keep this limitation in mind.
Most importantly, no matter the subject matter, a meta-analysis must
tell a good story. Otherwise, its full value may go unappreciated by readers.
Although there are many paths to a good story, Sternberg’s (1991) recom-
mendations to authors of reviews are instructive: pick interesting
questions, challenge conventional understandings if possible, take a unified
perspective on the phenomenon, offer a clear take-home message, and
write well. Thus, the practice of meta-analysis can and should embrace
aspects of narrative reviewing by striving to incorporate and document
the richness of the literature under consideration. Doing so not only
makes meta-analysis results more accessible to other researchers but also
to the public at large.
One might come to the conclusion that once a meta-analysis on a topic
is published, it represents a dead end for a literature, a point beyond which
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nothing more needs to be known. Interestingly, quite the opposite is true.
Meta-analytic reviews have an enormous capacity for generating new
empirical questions and research studies. On more than one occasion a
meta-analysis has sparked renewed interest in a previously dormant
research area (e.g., Wood, Lundgren, Ouellette, Busceme, & Blackstone,
1994). Furthermore, as any social scientist can tell you, scientific inquiry
is based on the continual progress of research endeavors, allowing for the
continual modification of the scientific knowledge base. With the passage
of time, more and more studies continue to accrue, often exponentially
so. Hence, as both meta-analyses and primary-level studies continue to fill
journals and books (and even sneak into the mainstream knowledge base
from time to time) more and more questions will develop and, as a
consequence, the personality and social psychology research on the
social animal will continue to expand, with meta-analysis serving as an
indispensable catalyst for that growth.
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* Correspondence address: Department of Psychology, 406 Babbidge Rd Unit 1020, University
of Connecticut, Storrs, CT 06269-1020, USA. Email: blair.t.johnson@uconn.edu.
1 Note that the ‘slopes’ of the paired observations in this panel describe only whether one
gender received greater weight than the other in the analysis. Because the variances were similar
across samples, the fact that females samples tended to have more weight than male samples
mainly reflects the fact that studies tended to sample more females than males.
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