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Abstract
In this paper we propose a new model of genetic algorithms. This
model uses notions of exons and introns. We consider the satisfiability
problem as a testbed for a genetic algorithm with exons and introns.
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DNA is a polymer, constructed of subunits known as nucleotides. Respec-
tively, proteins are polymers, constructed of subunits known as amino acids.
The sequence of each protein is a function of some DNA subsequence which
serves as the gene for that protein. The cellular expression of proteins proceeds
by the creation of some message copy from the DNA template into a closely re-
lated molecule known as RNA. This RNA is then translated into a protein. It
should be noted that one of the most unexpected ﬁndings in molecular biology
is that large pieces of the RNA are removed before it is translated further. The
retained sequences are known as exons (see [1]), while the removed sequences
are known as introns. In this paper, we consider genetic algorithms in which
code are interrupted by intervening, non-coding sequences.
Let W = {u[1], u[2], . . . , u[n]}, u[i] ∈ {0, 1}+, 1 ≤ i ≤ n. We can consider
W as a population of chromosomes. We assume that
u[i] = x[i, 1]y[i, 1]x[i, 2]y[i, 2] . . . x[i, k[i]]y[i, k[i]]x[i, k[i] + 1],
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k[i] ≥ 1, x[i, j] ∈ {0, 1}+, y[i, j] ∈ {0, 1}+, 1 ≤ j ≤ k[i], x[i, k[i] + 1] ∈ {0, 1}∗.
For any 1 ≤ j ≤ k[i] + 1, we consider x[i, j] as exons. Respectively, for any
1 ≤ j ≤ k[i], we consider y[i, j] as introns.
Let V = {v[1], v[2], . . . , v[n]}, v[i] = x[i, 1]x[i, 2] . . . x[i, k[i]]x[i, k[i] + 1],
1 ≤ i ≤ n. We can consider V as a population of chromosomes for simple
genetic algorithm. In particular, we can consider the following process. During
each successive generation, a proportion of the existing population is selected
to breed a new generation: P : V → {1, 2, . . . , n} where V is the set of
all possible values of V . Individual chromosomes are selected by a ﬁtness
function: F : V → R where R is the set of real numbers. The next step
is to generate a second generation population of chromosomes. To solve this
problem we can use genetic operators: crossover C and mutation M. Usually,
crossover deﬁnes a part of parent chromosome which used for construction
of child chromosome. Mutation is a ﬁnal modiﬁcation of child chromosomes.
This generational process is repeated until a termination condition T has been
reached.
Usually, we have some natural reasons to determine the values of P, F , and
T . On the other hand, generally, we we do not have such reasons to determine
the values of C and M. So, we usually use random functions as C and M.
It is easy to see that we can use introns to deﬁne C and M (see e.g. [2, 3]).
Note that diﬀerent satisﬁability problems and applications of these problems
for investigations of methods of solution of other problems received a lot of
attention recently (see e.g. [4] – [9]). In this paper we use the satisﬁability
problem as a testbed for a genetic algorithm with exons and introns.
Now we deﬁne a genetic algorithm with exons and introns (EIGA) for
3SAT. We assume that k[i] = 1, 1 ≤ i ≤ n. Let f(z[1], . . . , z[m]) be a
Boolean function. Let x[i, 1] = a[i, 1] . . . a[i,m], a[i, j] ∈ {0, 1}, 1 ≤ i ≤ n,
1 ≤ j ≤ m. We can consider a[i, j] as a value of z[j]. Let P = n
2
. Let F(u[i])
be the number of true clauses for x[i, 1].
We assume that y[i, 1] = b[i, 1] . . . b[i,m], b[i, j] ∈ {0, 1}, 1 ≤ i ≤ n, 1 ≤
j ≤ m. We can use b[i, j] to deﬁne values of C. In particular, let
F(u[i[1]]) ≥ . . . ≥ F(u[i[n]]).
In this case, we select u[i[1]], . . . , u[i[n
2
]]. Let
C({u[i[1]], . . . , u[i[n
2
]]}) = {w[1], . . . , w[n]}
where






, k], j > n
2
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a[j, k], j ≤ n
2
, b[j, k] = 1,
a[n
2
− j + 1, k], j ≤ n
2
, b[j, k] = 0,
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,
1 ≤ k ≤ m. Note that in a simple genetic algorithm we need a new population
for new Boolean function. In EIGA, we use simple genetic algorithm for y[i, 1]
after each generation. Also, we use old values of y[i, 1] for new Boolean func-
tion. It is easy to see that we obtain a simple genetic algorithm from EIGA if
we consider a random function for C instead of just speciﬁed function. Selected
experimental results are given in Figure 1.
number of generations for y 103 104 105 5 · 105 106 5 · 106
number of true clauses 73 % 85 % 91 % 97 % 98 % 99 %
Figure 1: Experimental results for EIGA.
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