We are interested in the numerical approximation of the complex Ginzburg-Landau equation in the large time and space limit. There are two interesting regimes in this problem, one being the large space-time limit, and one being the nonlinear Schrodinger-limit. These limits have been studied analytically in, for example, [6, 17, 18] . We study a timesplitting spectral method for this problem. In particular, we are interested in whether such a scheme is asymptotic-preserving (AP) with respect to these two limits. Our results show that the scheme is AP for the first limit, but not the second one. For the large-space time limit, our numerical experiments show that the scheme can capture the correct physical behavior without resolving the small scale dynamics, even for transitional problem where small and large scales coexist.
Introduction
The complex Ginzburg-Landau equation (CGL) is one of the most-studied nonlinear equations in the physics history. It has a long history in physics as a generic amplitude equation near the onset of instabilities that lead to chaotic dynamics in fluid mechanical systems. The case with real coefficients was first derived by Newell and Whiteehead [23] and Segel [25] to describe Bénard convection. The case with complex coefficients was put forth in a general setting by Newell and Whitehead [22] and DiPrima et al. [10] , and was shown by Stewartson and Stuart [26] to apply to plane Poiseuille flow. It also describes a vast variety of phenomena like phase transitions, superfluidity, superconductivity and Bose-Einstein condesation [8, 9] .
The generalized scaled CGL can be written as
where u is a complex function of (scaled) time t and space x. ν, µ are real parameters characterizing linear and nonlinear dispersion. The second spatial derivative provides a damping of the short-wavelength excitations and the nonlinear term generates energy flows from large to short scales. To consider the large space and time scales, we rescale the original equation by
which gives (dropping the primes) When µ = ν > 0, let
and rescale time and space again by
then one gets a special form of the complex Ginzburg-Landau equation
When µ = ν < 0, let
and using the same rescaling as in (1.4), one gets δ∂ t u + i∂ t u = u + 1
(1.5) When δ = 0, that is, ν = µ = ∞, the equation becomes the nonlinear Schrödinger equation (NLS). Colin and Soyeur [6] and Lin and Xin [17, 18] studied the dynamic limit of the above equation when → 0. If there are vortices in the initial data, that is |u (x 0 )| = 0, and the phase of u has singularities at x 0 points, it is proved that the energy concentrates near the vortices as → 0. Thus the limit solution is not smooth. It can be proved that the limit equation is δu t − u = u|∇u| 2 , |u| = 1 a.e., u(0) = ψ.
(1.6)
We would like to study the performance of a time-splitting spectral method (TSSP) for the CGL in the regime where << 1 and δ << 1. A TSSP is natural for a Schrödinger type equation (see for example [24] ). It is very attractive in the semiclassical regime [4, 5] . Such a scheme was applied to the CGL to study its vortex dynamics in [2, 3] in the regime where = O(1), δ = O (1) . When << 1, δ << 1, whether these method is still adequate for the CGL, in terms of consistency, stability and converge, remains unknown. TSSP was extended to Zakharov equations [15] and the Dirac-Maxwell system [13] with good asymptotic-preserving peoperties in various regimes.
Other numerical methods, including non-splitting spectral method [27] , and finite difference methods [11, 19, 20] , have been developed for the CGL. But their performance in the regimes of our interest has not been studied.
Asymptotic-preserving (AP) methods are attractive for PDEs with small parameters, since they work for all range of the corresponding parameter. A scheme is AP if it possesses the discrete analogy of the continuous asymptotic limit as the small parameter goes to zero. More precisely, it is a good scheme for the original equation, and in the limit as the small parameter goes to zero, becomes a good scheme for the continuous limit equation [14] . Such a scheme could be convergent uniformly with respect to the small parameter (see [12] ), thus correct (macroscopic) physical behavior, when the small parameter is small, can be captured even if the numerical computation is underresolved (the mesh size and time step much larger than the small space/time parameters). For a problem involving different scales, AP methods avoid the interface conditions used in most other multiscale methods to connect models of different scales.
In this paper, we give heuristic arguments about the AP property of the TSSP for the CGL (1.5). We are interested in both limit → 0 and δ → 0. We show that the scheme is AP for , but not for δ. Our numerical results confirm this statement. In particular, they show that the method is adequate for all range of , for fixed (but temporally resolved) δ, even including transitional where both small and large coexist.
The paper is organized as follows. In section 2, we describe the time splitting spectral method that we shall use. In section 3, the asymptotic limit is given for appropriate initial condition. In section 4, we prove that the time splitting spectral method is asymptotic preserving in , and give an estimate on the numerical stability condition. Finally, numerical experiments are conducted in section 5 to verify these conclusions. We make some ending remarks in section 6.
The time splitting spectral method
The problem considered here can be expressed as
In this paper, we only discuss the periodic boundary condition. The case of Dirichlet boundary condition is a straight forward extension ( [2, 3] ).
The time splitting method is described as follows. First solve
for one time step ∆t, from t = t n = n∆t to an intermediate time t * , to get u * =ũ (∆t). Then solve
for one time step to get u n+1 =ȗ (∆t). The first step can be solved by the spectral method and integrate in time exactly. The second step is an ordinary differential equation that can easily been solved explicitly. Such a combination is referred to as the time-splitting spectral method [4, 5] .
The exact solution of (2.4), when |u * | = 0 or 1, is:
When |u * | = 0 or 1,ȗ (t) does not change with time. In one dimension, consider the domain Ω = [a, b] . Using a uniform spatial mesh size x > 0, with ∆x = (b 1 − a 1 )/M for M an even positive integer. Define the grid points as
Let U n j be the numerical approximation of u (x j , t n ), One can express the method explicitly as follows:
whereÛ n l , the Fourier coefficients of U n , is defined aŝ
with
Here U n j is the approximation of u (t n , x j ). The second order Strang splitting can be used here to get the second order accuracy in time. However, none of the conclusion in this paper will be altered.
The asymptotic limit
For the CGL equation (2.1), the physical observables are ρ (the position density), J (the current density) and E (the total energy), which can be computed from the wave function u
where p, q are two complex numbers. Multiplying both sides of (2.1) by u and taking the imaginary part lead to the conservation of mass
Similarly, it is known ( [17, 18] ) that the conservation of linear momentum holds
with the pressure defined by
In addition, the energy is dissipated as
Note that, if δ = 0, namely, for the NLS equation, this is the conservation of energy.
For an initial data u 0 satisfying the periodic boundary condition, we make the following assumption
where C 0 is an -independent constant. It is known from Lemma 2.2 in [18] that under the above assumption, as → 0,
for some φ(x). To be consistent with (3.6), in our numerical experiment later, we will use initial data of the following form
Now following [6] we discuss the limit equation of (2.1) as → 0. From the energy estimate (3.4), (3.6) is satisfied for all time t > 0. Assuming that u → u as → 0, then |u| = 1 . (3.8)
Applying |u| = 1 in the conservation of mass (3.1), one arrives at the limit equation:
More precisely, as is shown in Proposition 4 of [6] , one has:
Suppose δ does not depend on and the initial data given by (3.7). The solution to (2.1)(2.2) satisfies
u → u in C((0, T ), L 2 ) strongly and L ∞ ((0, T ), H 1 ) weakly,
where the limit u is the solution to (3.9) with initial data u(0) = e iφ(x) . Moreover, u satisfies the constraint (3.8) for all time.
If one writes u = e iθ and assumes θ is smooth, then θ satisfies the heat equation
We note that this above analysis breaks down when there are vortices, since in this case, the perturbation to e iφ(x) is not of order near the vortices. Nonetheless, we shall show numerically that the method still works in this case.
Asymptotic preserving and stability properties
In this section, we give heuristic arguments on the asymptotic-preserving and stability properties of the TSSP presented in Section 2. Let → 0. The first step (2.3) remains unchanged:
while the second step (2.5) becomes
From (4.2), it is obvious that
where arg denotes the phase of u. Now consider the first time step. Assuming that | u| does not go to zero at any point in one time step, then we can write u = e A+iθ with A, θ being real functions depending on x and t. This assumption obviously requires that there are no vortices in the initial data. If so, then there are no vortices generated as time goes on [21] . Assume that A n and θ n are the real and imaginary parts of ln(u n ) respectively. Expressing the solution of (4.1) by e A+i θ gives
with initial data A n , θ n . For this first step, after one time step, one gets A * and θ * at t = t * = t n + ∆t. Note here t * has a different meaning from t n+1 , which is important for our subsequent analysis.
Inserting these values into (4.3), then
If one solves the first step exactly in time, integrating (4.4) and (4.5) from t n to t * , one gets
Note that from (4.6), when → 0, it implies that A n → 0 for all n. Thus
Clearly, for fixed δ > 0, (4.9) is consistent to the limit equation (3.10) . Thus this splitting method is AP in for fixed δ. Again, notice that the integral on the right hand side of (4.9) is over the timeinterval [t n , t * ]. Since solution at t * is used as the initial condition for the next step in the splitting method, (4.9) is effectively an explicit time discretization of the limit heat equation (3.10) . When a spatial discretization is used in the first step of the time splitting method (4.1), the scheme, as → 0, is subject to the following stability condition
This is a rather severe stability condition for small δ, and becomes prohibitively expensive when δ → 0. Thus this method is not AP in δ. In summary, the TSSP is AP in but not in δ.
Numerical examples
In our computations, the initial condition is always chosen as
with φ(x) independent of , real valued. We always choose the initial data with the correct periodicity. Define u 2 as the usual discrete l 2 -norm on the interval (a, b), i.e.
In the following tables e(·) is the relative error between the exact solutions and the numerical ones. When U denotes the numerical solution while u denotes the 'exact' one computed with a very fine mesh, e(U ) is defined by
Most of the figures we present below contain four sub-figures. The top left shows the density
; the bottom left, the energy
and the bottom right, the phase S j = arg(u (x j )). Here D s x is the spectral differential operators approximating ∂ x , which is defined by
whereÛ l , w l are given in (2.8) (2.9). The difference between the solution of the original CGL (2.1) (2.2) for a specific and the solution of the limit equation (3.8 
) (3.9) is denoted by d(·).
Since the limit equation is valid when there are no vortices, we will use it only under such circumstances. Its solutions are calculated by using the spectral method for (3.10) and inserting the results into u = e iθ . Moreover, ρ, J, E, S for the limit u are defined the same as for u .
Example 1: The initial condition in (5) is chosen with
First we check the convergence of the numerical method for fixed , δ as ∆x, ∆t → 0 independently. For δ = 2, = 1/8, we compute the numerical solution with a very fine mesh, ∆x = 1/1024 and a very small time step, ∆t = 1/128000, as the reference 'exact' solution. The relative errors for different time and space steps are shown in Table 1 . This shows that the scheme is spectrally convergent in space and first order convergent in time for all the qualities. Figure 1 shows the numerical results at T = 0.1. The quick convergence in space can be seen. When , δ are small, the numerical scheme has a severe stability constraint as (4.10). When δ = O(1), the stability is unconditional. For instance, when δ = 3, it is easy to check that whatever ∆x and ∆t are, the numerical results will not blow up. Thirdly, we show the uniform convergence of TSSP with respect to when δ is fixed. This demonstrates the AP (in ) property of the method. Two cases δ = 2 and δ = 0.1 are considered here. We compute the 'exact' numerical solution with a very fine mesh. For the δ = 2 case, we use ∆x = 1/128 and ∆t = 1/128000, while for the δ = 0.1 case, we take ∆x = 1/128 and ∆t = 1/1638400 for the stability reason. Table 2 gives the relative error between the "exact" solutions and the numerical results with ∆x = 1/16, ∆t = 1/128000 and ∆x = 1/128, ∆t = 1/40 for different . It is easy to see that the error is almost independent of . When δ = 0.1, the relative errors between the "exact" solutions and the numerical ones with ∆x = 1/16, ∆t = 1/25600 for different are presented in Table 3 . Both tables demonstrate the error is basically independent of for fixed δ. This verifies the AP (in ) property of the method. Finally, the convergence of the solution of CGL when → 0 to the solution of the limit problem is investigated, with time and space steps fixed and small (compared to and δ). The difference between the "exact" solution of the CGL to the limit equation (3.9) as → 0 is presented in Table 4 and Table 5 for δ = 2, 0.1 respectively. Here the reference 'exact' solution of the limit equation is obtained by the spectral method with ∆x = 1/128. The results for different and the limit equation are presented in Figure 3 , which confirm that the limit equation is a good approximation of CGL for small. We can see from Table  4 that the convergence rate of CGL to the limit heat equation when → 0 is about 2 . In Table 5 "−" stands for machine precision. The error in this Table is much smaller, since the solution, for such a small δ, basically reached the steady state already at the time of the output.
Example 2: Consider a two dimensional example, with initial condition (5) given by taken as
We compute the solution on the rectangle [0, 1]×[0, 1] with periodic boundary conditions. For two dimension, the current is a vector. In the tables and figures presented in this example, we just plot or analyze the component in the x direction J 1 . Figure 4 shows the "exact" result at T = 0.1 for = 1, 1/128 computed with ∆x = 1/128 and ∆t = 1/128000. This solution is already quite close to the exact solution, because the spectral method is spectrally accurate in space. Table 7 . Now the convergence rate in two dimensional case seems to be of order . Table 7 : Example 2. The difference between the solution of the original CGL for a specific and the solution of the limit equation.
Example 3:
In this example we consider a general form of the CGL given by
Here V (x) is a given positive-valued external potential satisfying V (x) → 1 when x → ∂Ω. We can use the same TSSP to deal with this problem. As is mentioned in [3] , the exact solution of the second step becomes
when V (x) = 0. Using the same process as in section 3, it is easy to check that as → 0, the limit of (5.2) is
Write u n = V (x)e iθ(x) , the above equation is equivalent to
Furthermore, the limit scheme of time splitting is Here the top left shows the density; the top right, the current; the bottom left, the energy and the bottom right, the phase.
The limit of the second step written in the A * , θ * form as in (4.6) is
A similar argument as in the case of V (x) = 1 implies that this scheme is AP when → 0, with A n → 1/2 ln V (x). For the numerical example, we take
and
., (5.6) Since the energy is defined by
We to keep the energy it when → 0, the initial data should be chosen as
The "exact" solution is given numerically with very small time and space steps ∆x = 1/1000, ∆t = 1/30000. 2 ) would require a change of to a new scale of order 1. Therefore, this example involves the transition regime between a region when is small to a region where it is of order 1. We know that the scheme performs well in both the = O(1) and the 1 regimes separately. We now want to investigate how the scheme performs in the transition region between = O(1) region to the 1 region. Use the same parameter as in (5.5) and take
2 . This can be regarded as a transition between an = O(1) region (the exterior left and right interval) and an 1 region (the middle interval). The transition regions are the two intermediate intervals. The numerical results are shown in Figure 7 . One can see that the scheme also performs well in this transition problem.
In fact this transitional case can be viewed as a special form of the standard and asymptotic regimes coexisting case. Inserting
into (5.2) and using the fact that Figure 8 gives the numerical result ofũ which is obtained from applying the transform to u. This result confirms again the applicability of this scheme to a situation where the standard and asymptotic regimes coexist.
Example 5: The rich dynamics of quantized vortices governed by the CGL is an interesting problem studied in many application fields. Vortices are points where |u | becomes zero and the phase of u or u /|u | has singularities. In the superfluid theory, these points are the locations of the regular fluid, which are surrounded by the superfluid. The degree of a vortex is defined by with R < R 0 , where x 0 is the location of the vortex and R 0 is the radius of the large disk which contains no vortex other than x 0 . The motion of degree one vortices as goes to zeros is studied analytically [21, 17, 18] , and it is shown formally that the reduced dynamics law for CGL is a combination of the reduced dynamics law for GLE and NLS. Some numerical results are given in [2, 3] . For the periodic case, we assume that the sum of degrees n j=1 n j = 0. Here n is the number of vortices and n j is the degree of the jth vortex. This condition is needed in the periodic case in order to maintain the boundary condition. Indeed, it can easily be shown in the periodic case that the degree related to the boundary is necessarily 0.
In this example, we test if our method can be used when the initial condition contains two opposite vortices. The parameters are
and the initial condition is taken as The initial condition has two vortices at (0,0.5) and (0,-0.5) and satisfies the periodic boundary condition. Figure 9 shows the initial condition and Figure 10 a) and b) display the numerical results at time T = 0.2 and T = 0.5 respectively with ∆x = 1/100, ∆t = 1/2000. In order to find the location of the vortices, in Figure 11 a), b), we depict the contour lines of the phase for T = 0 and T = 0.2 respectively. It is easy to find that the vortices attract each other, collide and disappear as time goes on. This is consistent with the analytical results [21] and numerical ones [2, 3] . The time and space steps we use for these results resolve and 2 respectively. We can use even finer meshes to show the convergence of the numerical method. If we use coarser meshes such as ∆x = 1/10, ∆t = 1/100, the numerical results are given in Figure 12 a) and b) . We can see that the structure of the solution can be captured with unresolved mesh.
Conclusion
The time-splitting spectral method (TSSP) for the CGL equation (2.1) is investigated in this paper. We heuristically argue that the method is asymptoticpreserving in the large space and time limit, but not in the nonlinear Schrödinger Figure 9 : The initial condition for example 5. Here the top left shows the density; the top right, the current; the bottom left, the energy and the bottom right, the phase.
(NLS) limit. Moreover, the method suffers a severe numerical stability constrain in the NLS regime. Our numerical experiments confirm this conclusion.
In the large space and time limit, the method can capture the correct macroscopic behavior without numerical resolving the small scales. This was shown by numerical examples in both one and two space dimensions, including transitional regime and vortices.
In the future, we will investigate possible numerical schemes that are also AP in δ. 
