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Abstract
This thesis presents a new approach to scene representation for prosthetic vision.
Structurally salient information from the scene is conveyed through the prosthetic
vision display. Given the low resolution and dynamic range of the display, this enables
robust identification and reliable interpretation of key structural features that are
missed when using standard appearance-based scene representations. Specifically,
two different types of salient structure are investigated: salient edge structure, for
depiction of scene shape to the user; and salient object structure, for emulation of
biological attention deployment when viewing a scene. This thesis proposes and
evaluates novel computer vision algorithms for extracting salient edge and salient
object structure from RGB-D input.
Extraction of salient edge structure from the scene is first investigated through
low-level analysis of surface shape. Our approach is based on the observation that
regions of irregular surface shape, such as the boundary between the wall and the
floor, tend to be more informative of scene structure than uniformly shaped regions.
We detect these surface irregularities through multi-scale analysis of iso-disparity
contour orientations, providing a real time method that robustly identifies important
scene structure. This approach is then extended by using a deep CNN to learn
high level information for distinguishing salient edges from structural texture. A
novel depth input encoding called the depth surface descriptor (DSD) is presented,
which better captures scene geometry that corresponds to salient edges, improving
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the learned model. These methods provide robust detection of salient edge structure
in the scene.
The detection of salient object structure is first achieved by noting that salient
objects often have contrasting shape from their surroundings. Contrasting shape in
the depth image is captured through the proposed histogram of surface orientations
(HOSO) feature. This feature is used to modulate depth and colour contrast in a
saliency detection framework, improving the precision of saliency seed regions and
through this the accuracy of the final detection. After this, a novel formulation of
structural saliency is introduced based on the angular measure of local background
enclosure (LBE). This formulation addresses fundamental limitations of depth con-
trast methods and is not reliant on foreground depth contrast in the scene. Saliency is
instead measured through the degree to which a candidate patch exhibits foreground
structure.
The effectiveness of the proposed approach is evaluated through both standard
datasets as well as user studies that measure the contribution of structure-based
representations. Our methods are found to more effectively measure salient structure
in the scene than existing methods. Our approach results in improved performance
compared to standard methods during practical use of an implant display.
Thesis Supervisor: Nick M. Barnes
Title: Associate Professor
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Chapter 1
Introduction
When we open our eyes, we receive a tremendous amount of visual information.
In order to manage the influx of visual stimuli, the human visual system rapidly
directs attention towards areas in the scene that are more likely to be important.
This attention direction occurs through a combination of pre-attentive and top-down
processes, and enables the focus of limited available cognitive resources on the most
relevant regions in the scene [109]. These regions are referred to as being salient
to the human visual system, and are usually characterised by contrast with their
surroundings [67]. Visual saliency detection plays an integral role in interpreting the
environment when performing everyday tasks such as navigation, by quickly drawing
attention to important scene components such as trip hazards and room boundaries
[155].
Visual prostheses offer the potential to restore lost visual function to individuals
with retinal disease [66]. Prosthetic vision devices normally convey incoming light
intensity to the user, however current devices have low resolution and dynamic range
[65]. For example, the prototype Bionic Vision Australia (BVA) retinal implant has
20 active electrodes, and implanted electrodes can only convey up to 10 different
brightness levels to the user [66]. These display constraints can lead to difficulty
in interpreting the content of the display, and, in particular, the biological atten-
tion deployment mechanisms of normally sighted individuals are not applicable in a
prosthetic vision display [28]. This makes it easy to miss details in the environment
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such as small or low-contrast trip hazards in front of the user. Figure 1-1 shows a
simulation of a prosthetic vision display.
This thesis aims to enable improved scene perception from prosthetic vision de-
vices, by applying computer vision techniques to detect structurally salient compo-
nents within the scene that are relevant to tasks of everyday living. These detected
components can then be emphasised in the final device display, drawing the user’s
attention and emulating the function of biological visual saliency detection. As a
result, the user is provided with scene representations that are easier to interpret
while ensuring relevant information is displayed, allowing for more effective use of the
display when performing everyday tasks.
1.1 Prosthetic Vision Systems
Visual prostheses are devices that aim to convey vision-based information to users
who are blind or have low vision. Prosthetic vision systems generally consist of three
components: a camera for capturing a view of the environment, a processing unit
to convert the camera image into a stimulation pattern, and a display for conveying
the stimulation pattern to the user [65, 7]. The process of converting the camera
image into the stimulation pattern is referred to as vision processing [10]. We refer
to the stimulation pattern produced by a given vision processing method as a visual
representation, or scene representation.
Prosthetic vision devices can be categorised according to the type of display. There
are an increasingly large number of display technologies, which include retinal im-
plants [65, 138, 7, 115, 50], vibro-tactile mats [76, 141], and tongue display units
[8, 75]. Retinal implants are electrode arrays that are surgically implanted into the
retina to elicit visual percepts, vibro-tactile mats are grids of vibrating motors worn
on the body that form tactile displays, and tongue display units are electrical pulse
generators that perform electro-tactile stimulation of the tongue through surface elec-
trodes. These display devices share the common limitations of low resolution - on the
order of tens or hundreds of display elements - and low dynamic range [65, 124, 141].
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Camera
Intensity Image
Processor
Vision Processing
Retinal Implant
Implant Display
Figure 1-1. Overview of the major components and processing stages of a typical retinal
implant device. The scene is captured through a body mounted camera. Vision processing
is then applied to convert the camera image to the implant display image. In this example,
the input intensity image is simply sampled at the output resolution, with sampling loca-
tions shown in red. Finally, the implant image is conveyed to the user through electrical
stimulation of the retina. This example shows a simulation of what an implant user might
see.
The work in this thesis is presented and evaluated in the context of retinal implant
devices, although the proposed techniques are applicable to other prosthetic vision
display types.
1.1.1 Retinal Implant Devices
Retinal prostheses have the potential to restore lost visual function caused by retinal
dystrophies such as age-related macular degeneration and retinitis pigmentosa [65].
The progress of retinal implant development has been promising with a number of
devices having been trialed in humans [65, 138, 7, 115, 50], and with two devices
now available commercially. The Argus II [65] (Second Sight Medical Products) and
the Alpha AMS [139] (Retinal Implant AG) have been granted the European CE
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marking and/or FDA approval. While currently in its early stages, prosthetic vision
has potential to improve the quality of life for many who have experienced vision loss
from disease [128].
Retinal prostheses stimulate the human visual system using an implanted elec-
trode array, bypassing non-functioning photoreceptors. Existing retinal implants are
situated either near the inner surface of the retina (epi-retinal) [65, 115], underneath
the retina (sub-retinal) [138], or behind the choroid (suprachoroidal) [7, 115, 123].
Stimulation is achieved by delivering a pulsed electrical current on each electrode.
Upon activation of retinal neurons, implant users commonly report the perception
of small spots of light in the visual field, referred to as phosphenes [38]. However,
current prosthetic vision technologies are limited in terms of the number of implanted
electrodes, with 1600 and 60 electrodes for the Alpha AMS and Argus II, respectively
[65, 138]. Clinical studies show that implanted participants can distinguish up to
ten different brightness levels using existing devices [66]. Thus, the resolution and
dynamic range of electrically induced phosphenes are significantly lower than those
of normal vision.
Current vision processing approaches for retinal implants predominantly employ
intensity-based visual representations, in which stimulation levels convey the sampled
light intensity near the projected electrode location in the visual field. However,
the display constraints of near-term implants and the availability of high resolution
input pixel data motivates the use of computer vision algorithms to ensure key task-
relevant information is conveyed in the final display. Indeed, there is growing interest
in the use of vision processing to boost functional outcomes with retinal prostheses
[63, 163, 97, 12, 104], and demonstration that vision processing can lead to improved
performance for retinal implant users [11].
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1.2 Structural Saliency for Prosthetic Vision
Saliency detection methods have potential to further improve scene interpret-ability
and associated functional outcomes for prosthetic vision devices. Saliency detection
is the determination of what is most interesting in a scene [67], and in a prosthetic
vision context serves to direct attention towards important parts of the scene.
We define structural saliency as the determination of what is important based
on scene structure. The work presented in this thesis uses structural information
obtained from depth images, in which pixel values correspond to distances between
the camera and surfaces in the scene. To understand the motivation for using scene
structure, we note that many everyday tasks, including navigation and grasping, in-
volve interaction with the environment, and therefore require knowledge of physical
quantities such as the locations and arrangements of the scene components relevant
to the interaction. For example, picking up a hot mug requires knowledge of the
location and orientation of the mug handle, while walking through a corridor requires
knowledge of the orientation of the walls for selecting and maintaining an appropriate
direction of travel. When computing structural saliency, these quantities are directly
measured from the depth image, enabling the reliable extraction of regions exhibit-
ing important structure that support improved perception on the prosthetic vision
display.
1.2.1 Advantages of Structural Saliency
Previous work has largely focussed on appearance-based saliency computation from
colour features, such as colour contrast, rather than structural saliency computation
[21]. In particular, recent work has begun to examine the application of appearance-
based saliency for prosthetic vision [112]. However, structural saliency provides a
number of advantages over appearance-based methods for prosthetic vision.
Firstly, structure is more relevant than appearance at the level of perception af-
forded by the prosthesis display. Structural information enables direct measurement
of relevant physical quantities for conveying scene shape and detecting potential haz-
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ards, whereas methods operating on scene colour may squander the limited prosthesis
display space on information that is not relevant when performing physical tasks. For
example, while a complex painting may be salient for a normally-sighted individual,
it would be all but impossible to interpret within the limitations of the prosthesis
display. On the other hand, scene structure such as corridor boundaries or the step
of a sidewalk would be of immediate interest to a prosthesis user for understanding
their surroundings while moving through the environment.
Furthermore, appearance-based methods suffer from false detections due to illu-
sory edges and regions in the RGB image. One example of this is shadows, which
are unavoidable in scenes containing objects and a light source displaced from the
camera axis. Another example is texture, which occurs frequently both in man-made
environments and in nature, for instance on printed wallpaper or the plumage of a
bird. Structure-based methods are able to ignore these distractors and operate based
on the underlying shape of the scene.
Appearance-based methods are also unreliable under low contrast conditions, for
example when lighting is poor or when objects have a similar coloring to their sur-
roundings. Depth capture techniques such as structured light and LIDAR are robust
to lighting conditions and object colouring, allowing them to reliably perform detec-
tion under these conditions. The improved robustness offered by structural saliency
compared to appearance-based saliency is particularly important for tasks such as
navigation, where missing a trip hazard or the first step in a staircase can have dis-
astrous results.
1.3 Research Problem
This thesis investigates structural saliency, and how knowledge of 3D scene structure
can improve understanding of the scene in order to inform a prosthetic vision scene
representation. The aim of the research presented is to detect structurally salient
regions of the scene in order to ensure that relevant information is available within
the capacity of the prosthetic vision display. The problem that the thesis aims to
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(a) Intensity (b) Sampling Locations (c) Intensity SPV
(d) Structure (Salient Edges) (e) Sampling Locations (f) Structure SPV
Figure 1-2. Comparison of simulated prosthetic vision (SPV) of a scene based on intensity
and structural salient edge detection. The simulation parameters approximate what a user
might see when using the Argus II 60-electrode array from Second Sight medical products.
Note that the intensity SPV image is difficult to interpret due to the low dynamic range and
resolution of the implant display. Salient edge detection identifies and conveys boundaries
that support interpretation of a scene, in this case the wall-floor boundaries and the obstacle,
from depth information.
address is thus:
∙ How can information about the 3D structure of a scene inform a prosthetic
vision display?
This thesis investigates the research problem by examining two subproblems, which
are: salient edge detection; and, salient object detection.
1.3.1 Salient Edge Detection
Firstly, we note that physical tasks such as navigation and grasping are commonly
considered an integral part of everyday living. These types of tasks generally require
interaction with the environment. Therefore, visually guided performance of physical
tasks requires extracting information about the arrangement of the scene components
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(a) RGB (b) Depth (c) Salient Edges
Figure 1-3. Example of salient edges in a scene. Note that the salient edges clearly denote
important boundaries for interpreting the shape of the scene, which would be useful for a
task such as navigation.
relevant to the interaction. We refer to this as the “shape” of the scene. In normal
human vision, scene shape is inferred through complex appearance-based visual cues
such as colour [69], shading [118], and stereopsis [64]. However, none of these cues are
able to be effectively conveyed due to the limitations of the display. In this situation,
scene shape must be presented to the user in a more explicit manner. We propose
to convey the shape of the scene by displaying significant structural boundaries to
the user. We refer to these structurally significant boundaries as “salient edges”.
Clearly delineating the important structural boundaries in the scene enables the user
to reliably interpret the shape of the scene, as shown in Figure 1-3. This leads to the
first subproblem of the thesis:
∙ How can we model salient edge structure in order to convey scene shape through
the prosthetic vision display?
1.3.2 Salient Object Detection
Secondly, we note that when first viewing a scene, biological vision systems rapidly
fixate on certain salient parts of the scene, identifying the most important regions
on which to further focus limited cognitive resources [109]. This process would be
particularly useful in prosthetic vision where the display limitations severely restrict
the amount of visual information available, and it thus becomes more important to
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(a) RGB (b) Depth (c) Salient Object
Figure 1-4. Example of a salient object in a scene. Salient object detection can be used to
direct visual attention in a prosthetic vision display to parts of the scene that stand out to
normal human visual perception.
focus this limited visual perception towards salient regions rather than unimportant
regions. However, biological attention direction does not occur in any meaningful way
on a prosthetic vision display because the low-level visual cues that are necessary
for saliency detection are not available within the display limitations. Therefore,
we aim to substitute this biological process with computational modelling of the
type of structure that is salient to normal human vision. These detected regions are
commonly referred to as “salient objects” [19]. An example of a salient object is shown
in Figure 1-4. The second subproblem of the thesis is:
∙ How can we model salient object structure for attention direction in a prosthetic
vision display?
1.4 Approach
In order to address the research problem, we propose methods to extract salient edge
and salient object structure from the scene, and evaluate the effectiveness of these
methods.
We first investigate salient edge structure by detecting regions that have irregular
surface shape compared to their surroundings. This is based on the observation
that irregular surface regions support understanding of a scene. For example, areas
with a largely consistent surface shape, such as a featureless wall, are not salient.
On the other hand, the boundary between the ground and a wall for example has
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irregular surface shape and therefore is salient. In order to measure this, we note
that iso-disparity contours provide a rich description of surface shape, and thus the
desired surface irregularities can be quantified through low-level iso-disparity contour
analysis.
Our low-level model of surface irregularities is then extended to incorporate gen-
eral scale and context information using a convolutional neural network. Scale and
context information model the top-down processes that occur in biological saliency,
and are necessary for obtaining accurate results given the variety of challenging scenes
encountered during everyday living tasks [157]. For example, surface irregularities on
curtain ripples should be less salient than on the boundary between two perpendicular
curtains. We note that with dataset and algorithm limitations, careful encoding of
the depth input is important for obtaining good results. We introduce a minimal en-
coding of the depth image based on surface orientation that gives better results than
the state-of-the-art encoding on an edge detection dataset. In addition, our method
is able to more accurately identify features that are important for understanding a
scene on a custom prosthetic vision navigation dataset.
The second thesis subproblem is the detection of objects and regions in the depth
image that are salient to the human visual system. In a prosthetic vision scenario,
this type of saliency would be helpful for grasping objects or avoiding trip hazards.
We propose to perform this detection based on the insight that salient regions tend to
have contrasting surface shape from their surroundings. Detection is thus performed
by combining surface orientation contrast and depth contrast in order to locate high-
precision candidate regions in the image that have both different depth and shape
from their surroundings. These seed regions are then expanded with post-processing
in order to segment the salient object.
We then introduce a novel low-level depth saliency feature for salient object de-
tection called Local Background Enclosure (LBE) that improves on contrast-based
measures in existing depth saliency systems. Whereas contrast-based methods assign
saliency according to the depth difference between an object and its surroundings,
LBE measures the extent to which an object is in front of its surroundings. It is shown
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that this formulation of low-level depth saliency produces better raw results as well
as overall saliency system results compared to depth contrast. This provides insight
into the types of structure that are salient to the human visual system, demonstrating
that regions with background enclosure structure are more likely to be salient than
regions exhibiting depth contrast.
While this thesis proposes many structural saliency techniques aimed at prosthetic
vision scene representation, it remains to be shown whether these types of methods
can be used effectively to perform tasks of everyday living with prosthetic vision,
and whether they offer any advantage over standard scene representations during
practical use of a prosthetic vision display. We verify the feasibility of using these
types of exploratory scene representations through two prosthetic vision user studies.
First, we test the surface irregularities visual representation against the standard
intensity-based downsampling method on an orientation and mobility task. The sur-
face irregularities visual representation was found to result in a lower collision rate
in a pilot study with participants using simulated prosthetic vision. A similar re-
sult was obtained in a subsequent clinical study with retinal implant users with the
prototype BVA 24-electrode array implant [13]. This demonstrates that structural
saliency methods provide relevant information that aids environment perception and
improves navigation task performance compared to standard methods.
Second, we test a new scene representation that merges both intensity and struc-
tural information, in which a subset of the display is mapped to obstacle proximity
and position. Unlike previous depth-only or intensity-only representations, this bi-
modal representation allows the user to utilise intensity landmarks for orientation,
while providing robust real-time obstacle information from the depth image for ob-
stacle avoidance. Our bi-modal representation results in significantly fewer collisions
than the standard scene representation on an orientation and mobility task with sim-
ulated prosthetic vision. These results demonstrate that users are able to interpret
complex multimodal cues to effectively move through an environment, and shows that
the inclusion of structural information significantly improves functional outcomes.
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1.5 Major Contributions
In order to address the research problem, a number of major contributions are pre-
sented in this thesis:
∙ A new method that measures salient structure from surface irregularities is
introduced. This method supports understanding of the scene on a prosthetic
vision display by conveying scene structure.
∙ A method that improves the surface irregularities detection of salient struc-
ture is introduced, incorporating learned high level information to distinguish
structurally salient edges.
∙ An investigation of local surface shape contrast to measure structurally salient
object locations is performed. Our method enables improved localisation of
salient objects based on their shape. This method enables vision processing
methods to more closely model human visual saliency.
∙ A background enclosure-based formulation of depth saliency is proposed; this
is a new approach that addresses intrinsic limitations of existing depth-contrast
methods, better capturing scene structure that is salient to the human visual
system.
∙ The effectiveness of the surface irregularities method for navigation with pros-
thetic vision is demonstrated in a pilot study involving prosthetic vision simu-
lation.
∙ The first scene representation that merges colour and structural information for
prosthetic vision has been developed and is evaluated in a simulated prosthetic
vision user study.
∙ The work has been written as a series of publications in high-impact conferences.
For more details please see page 9.
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1.6 Thesis Map
This dissertation is organised as follows. Chapter 2 provides a literature survey. The
proposed salient edge detection methods are proposed in Chapters 3, and 4, and
the structural salient object detection methods in Chapters 5, and 6. User study
evaluations are presented in Chapters 7 and 8. Chapter 9 concludes the thesis. See
Figure 1-5 for a diagram of the major chapters of the dissertation. A detailed chapter
list is given below.
∙ Chapter 2 gives an overview of existing work in structural salient object de-
tection, structural edge detection, and vision processing methods for prosthetic
vision.
∙ Chapter 3 describes the surface irregularities saliency system, which aims to
convey scene structure to the user. This method has been designed specifically
for scene representation for prosthetic vision.
∙ Chapter 4 extends surface irregularities with learned high-level information.
This allows the system to handle texture and improve predictions based on
context, scale and other information. We use a deep CNN architecture with a
novel depth image encoding.
∙ Chapter 5 explores the role of surface orientation contrast for structural salient
object detection. A new salient object detection system is developed, based on
the idea that salient objects are likely to have different shape to their surround-
ings.
∙ Chapter 6 proposes the local background enclosure feature, a new way of
measuring structural saliency that more closely captures salient object structure
compared to existing contrast-based methods.
∙ Chapter 7 evaluates the surface irregularities scene representation from Chap-
ter 3 in a user study with both simulated prosthetic vision and retinal implant
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users. The method is shown to improve performance on a navigation task com-
pared with the state-of-the-art scene representation.
∙ Chapter 8 introduces a new scene representation that combines scene intensity
information with structure-derived object cues. This multi-modal representa-
tion is tested in a simulated prosthetic vision user study on a navigation task,
and is shown to improve performance compared with the standard scene repre-
sentation.
∙ Chapter 9 concludes this thesis, providing a summary of its contributions. The
limitations of the work presented in the thesis as well as directions for future
research in the area are also discussed.
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Figure 1-5. Organisation of main dissertation chapters.
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Chapter 2
Background
This thesis aims to enable more effective prosthetic vision scene representations based
on the measurement of salient structure in the scene. The work presented in this thesis
falls across three main topic areas: structural salient object detection, structural
edge detection, and vision processing for prosthetic vision. This chapter will present
background and related work for each of these areas. First we introduce the notational
conventions that will be used to present existing methods in this chapter as well as
our proposed methods in the later chapters of the thesis. Then we will provide
an overview of salient object detection, followed by structural edge detection, and
finally we will review existing vision processing methods for scene representation
with retinal implants. Note that in this chapter the ordering of structural salient
object detection and structural edge detection is different compared to the order of
the respective chapters in the dissertation. The topic arrangement in this chapter
reflects the chronological order in which the areas were reviewed.
2.1 Notation and Definitions
The RGB-D input to our saliency detection methods is a single view of the scene,
which consists of a colour image and a depth image. The colour image 𝐼 : R2 → R3
maps from pixel positions to RGB colour, and the depth image 𝐷 : R2 → R maps
the same set of pixel positions to scene depth, i.e. the distance between the image
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plane and the 3D point corresponding to the pixel position. We assume that these
two images are registered, such that 𝐼(𝑥, 𝑦) and 𝐷(𝑥, 𝑦) denote the colour and depth
of the same location in the scene. We will refer to the set of possible pixel positions
as dom(𝐷), i.e. the domain of the depth map.
When referring to an image patch or region, such as a superpixel obtained from
image segmentation, we will use the notation 𝑃 ⊂ R2 to denote the set of pixel
positions that belong to the region. For notational convenience, we define commonly
used properties of image patches as follows:
∙ Mean depth:
𝐷(𝑃 ) =
1
card(𝑃 )
∑︁
(𝑥,𝑦)∈𝑃
𝐷(𝑥, 𝑦). (2.1)
∙ Mean RGB colour:
𝐼(𝑃 ) =
1
card(𝑃 )
∑︁
(𝑥,𝑦)∈𝑃
𝐼(𝑥, 𝑦). (2.2)
∙ Centroid:
(𝑥𝑃 , 𝑦𝑃 ) =
1
card(𝑃 )
∑︁
(𝑥,𝑦)∈𝑃
(𝑥, 𝑦). (2.3)
We will use 𝒫 to denote to a set of patches that form a segmentation of the input
image.
2.2 Structural Salient Object Detection
Visual attention refers to the ability of the human visual system to rapidly identify
scene components that stand out, or are salient, with respect to their surroundings.
Early work on computing saliency aimed to model and predict human gaze on images
[68]. Recently the field has expanded to include the detection and segmentation of
entire salient regions or objects [93]. This is referred to as salient object detection.
Effective modelling of salient regions and objects can inform scene representations in
a prosthetic vision scenario, enabling the cues provided by scene representations to
more closely emulate biological attention direction.
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(a) RGB (b) Depth (c) Ground Truth
(d) Saliency (DRFI) [70] (e) Saliency (DSR) [88] (f) Saliency (ACSD) [73]
Figure 2-1. Illustration of a salient object detection scenario, with saliency maps generated
using appearance (d) and (e), and depth (f). Note that in this example depth information
can help distinguish the salient object.
Salient object detection methods aim to locate and segment the regions in the
scene that appear most interesting with respect to human perception [21]. Specifically,
the goal of salient object detection is to identify the subset of pixels that are part of
a salient region in the input image. Error is measured according to the salient object
ground truth, a binary pixel map produced by human annotators, which denotes each
pixel that is part of a salient object. An example image and the corresponding salient
object ground truth are shown in Figure 2-1.
Existing methods typically produce a saliency score for each pixel that represents
how likely the pixel is to be salient [68]. Note that saliency computation is not
necessarily performed per pixel, as it is common practice to compute saliency scores
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for homogeneous regions, such as superpixels, in the image and propagate the region
scores to their member pixels [29]. The set of saliency scores produced by a method is
referred to as the salient object map, or saliency map. An example of a saliency map
from an existing method is shown in Figure 2-1. Due to the ground truth format,
salient object detection methods must produce a saliency map that not only identifies
but also accurately segments salient objects in the scene [21].
The saliency of a region is usually computed by measuring contrast at a local [68]
and/or global scale [29]. The majority of previous approaches measure contrast with
respect to appearance-based features such as colour, texture, and intensity edges.
Structural information, however, can provide valuable cues for determining what is
salient in the scene. In particular, structural information, such as depth images,
enables object detection and attention prediction in a manner that is robust to ap-
pearance. For example, depth information can be used to suppress false detections
from texture or shadows in the colour image as shown in Figure 2-1f, as well as
supporting detection of objects under low contrast conditions. Structural saliency is
driven by a wide variety of applications including robotic grasping [116], stereoscopic
rendering [24], and scene understanding for assistive vision.
This section will first give a brief overview of salient object detection methods that
operate on scene appearance. Following this, existing work on structural saliency will
be presented, including depth in classical saliency systems, depth prior based methods,
depth contrast based methods, and deep learning methods.
2.2.1 Salient Object Detection from Appearance
The majority of salient object detection methods operate on RGB input. Early
interest in computational modeling of visual attention was sparked by the seminal
work of Itti and Koch [68]. The major insight of this work was that areas of the
image that exhibit high local center-surround contrast were more likely to be salient
to the human visual system. An example is shown in Figure 2-1, where the salient
object has high contrast with its local surroundings. Since then, colour contrast
measurement has formed the foundation of many salient object detection methods
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[4, 93, 80, 29, 30].
There are a wide variety of techniques for measuring contrast and detecting salient
object regions in an RGB image. Achanta et al. [4] present a frequency-tuned model to
detect salient objects, where contrast is measured as the pixel-wise difference between
the average image colour and a Gaussian filtered image. Liu et al. [93] measure
regional contrast through the Chi squared histogram difference between a rectangular
image region and its surrounding region. Klein et al. [80] compute this quantity in
an information theoretic way, using the Kullbeck Lebecker divergence metric. Cheng
et al. [29] measure the global contrast between a superpixel and all other superpixels,
taking into account spatial coherence. Cheng et al. [30] perform saliency computation
from a soft abstraction of the image, allowing a larger spatial support and more
uniform highlighting of objects compared to many superpixel based methods. Shen
et al. [132] formulate saliency as a low-rank matrix recovery problem, where the
background regions correspond to a low-rank matrix and the salient regions appear
as sparse noise.
Prior knowledge about the task and human visual system plays an important role
in salient object detection. The most widely used prior is the spatial prior, which
performs re-weighting of the saliency score of a pixel according to the spatial distance
between the pixel and the image center. This prior is used in almost all existing
saliency systems, and is based on the biological tendency of the human visual system
to focus on central image regions [146]. Similarly, many methods also make use of a
background prior for saliency estimation, which exploits the idea that the borders of
the image are more likely to contain background. Methods using the background prior
compute saliency as contrast with the border region of the image, referred to as the
‘pseudo-background’. Wei et al. [153] construct an undirected weighted graph where
each superpixel and the pseudo-background are nodes, and saliency is computed as
the geodesic distance between the superpixel and the pseudo-background. Li et al.
[88] compute saliency as dense and sparse reconstruction errors with respect to the
pseudo-background. Jiang et al. [70] use an absorbing Markov chain to compute
saliency, in which border superpixels are absorbing nodes and non-border superpixels
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are transient nodes. In this approach, the saliency of a superpixel is computed as the
absorbed time from the transient node to the absorbing nodes.
Aside from spatial and background priors, many other heuristics have been used
to improve salient object detection performance. For example, Liu et al. [93] observe
that the spatial distribution of colour within an image correlates with saliency, since
background colours are more likely to be spread out. Chang et al. [25] take advantage
of the objectness prior, fusing the object proposal generation model of Alexe et al.
[5] and region saliency detection in a graph-based framework.
Several approaches have employed machine learning methods to more closely
model the properties that lead to an object being perceived as a salient. Liu et
al. [93] learn a CRF model to segment salient objects based on a set of image fea-
tures. Li et al. [87] use a SVM to predict saliency based on the difference between
a target region and its local surroundings in feature space. Lu et al. [96] use a large
margin framework to classify salient regions. While these methods offer good perfor-
mance, the properties that make an object appear salient can be difficult to capture
with linear classifiers. As such, subsequent approaches have used boosted decision
trees [105], random forests [70], and a mix of linear SVMs [77] to measure saliency
according to non-linear classification of regional descriptors.
Recently, deep learning methods have produced state-of-the-art results for salient
object detection. Zhao et al. [162] propose a multi-contextual CNN for salient object
detection, which jointly models local and global contexts of superpixels. This model
is pretrained on the ImageNet dataset, due to the insufficient size of existing saliency
datasets. Wang et al. [152] compute a local saliency map using a CNN and objectness
based refinement, and then use a fully connected CNN to produce the final saliency
map from global features of the object proposals. More recent methods have taken
advantage of learned features from fully convolutional object detection networks such
as VGG16 [135] and GoogleNet [142], which provide strong performance when fine-
tuned for saliency detection [86, 92, 83]. Li and Yu [86] combine VGG16 with a region-
based CNN to better model saliency discontinuities along object boundaries. Liu
and Han [92] propose a hierarchical recurrent CNN based on VGG16, which predicts
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saliency in a coarse-to-fine manner. Lee et al. [83] combine the high level features from
VGG16 with a low level map which encodes distances between superpixel features.
Fully convolutional object detection networks used in conjunction with optimisations
for segmentation accuracy are the current state-of-the-art methods for appearance-
based salient object detection.
2.2.2 Depth in Classic Saliency Systems
Compared to the large volume of work in appearance-based saliency computation,
detection of salient object structure in a scene has been less explored. Early works
in structural saliency use the raw depth image as an additional channel in the classic
RGB saliency framework of Itti et al. [68]. Ouerhani and Hugli [110] explore which
features to incorporate into the framework, selecting depth over the higher order
properties of depth gradient and curvature. The authors note that the higher order
features magnify noise in the depth image, reducing performance. Frintrop et al.
[49] apply the framework to depth and intensity input in order to reduce the search
space for object detection. However, saliency frameworks designed for RGB features
are not ideal for structural analysis, since appearance-based features and depth-based
features are two fundamentally different modes of representation. Therefore, applying
the same heuristic frameworks to both types of features is an ad-hoc approach.
2.2.3 Depth Prior Methods
Based on findings that closer objects are more likely to appear salient in the human
visual system [82], a number of techniques use depth values to modulate saliency
maps computed from appearance. Zhang et al. [161] scales the output of [68] with
depth to identify regions of interest in stereoscopic video. Similarly, Chamaret et
al. [24] weights an RGB saliency map with depth values to identify salient regions
for adaptive rendering on a 3D display. In these approaches, each pixel in the RGB
saliency map is scaled by the corresponding depth, directly implementing the prior
that closer regions tend to be more salient. Later saliency systems apply this depth
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prior as a standard post-processing step, much like the spatial prior in appearance-
based systems.
In addition to linear depth scaling, weighting RGB saliency based on a Gaussian
distribution over depth has also been explored. Lin et al. [91] use a Gaussian dis-
tribution centered on the local maximum of a depth histogram to reweight an RGB
saliency map. Tang et al. [144] attenuate saliency using a Gaussian computed from
the depth values of salient regions, filtering object patches for salient object detection.
Some approaches aim to directly model the influence of depth on human visual
attention by learning a non-linear depth prior from eye tracking data. Lang et al.
[82] model the joint density between depth distribution and saliency response using a
Gaussian mixture model learned from 3D eye tracking data, while Wang et al. [151]
apply a learned mapping between saliency and difference of Gaussians response on the
depth image. Depth prior based approaches generally do not consider relative depth,
and work best when the foreground depth range is closer than the background.
2.2.4 Depth Contrast Methods
The effectiveness of global contrast for RGB salient object detection [29] has inspired
similar approaches using depth. Niu et al. [108] extend [29] with disparity contrast
for salient object detection in stereo image pairs. Fang et al. [46] measure global
contrast over depth, colour, luminance, and texture to predict gaze in stereoscopic
images. Peng et al. [113] compute saliency using depth and colour at both global and
local scales. While the majority of previous work takes absolute depth differences
when measuring depth contrast, some methods modulate depth contrast by the rela-
tive depths between regions. Cheng et al. [32] use global colour and depth contrast
for salient object detection, with increased depth contrast from ‘pop-out’ regions. Ju
et al. [73] compute saliency based on the average distance to minimum values encoun-
tered along a set of scanlines. This approach is sensitive to noise and the placement
of the scan lines, which only provide a partial sample of the neighbourhood. Ren et
al. [121] combine colour and depth contrast with an orientation prior to filter surfaces
unlikely to belong to salient objects.
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Figure 2-2. A typical RGB-D salient object detection pipeline. Existing methods compute
a low level saliency map from depth contrast, followed by applying standard saliency priors,
and finally performing boundary refinement.
Depth contrast based detection systems were the state-of-the-art methods in RGB-
D salient object detection at the time the thesis contributions were made, and thus
we will go over their common characteristics in detail. These methods are composed
of a low-level contrast-based saliency detection operation, followed by various post-
processing steps, as shown in Figure 2-2.
2.2.4.1 Low-level Saliency
State-of-the-art methods rely on depth contrast to locate salient regions [113, 121, 73].
In depth contrast-based methods, saliency is assigned according to the distance be-
tween the foreground and background. These methods perform saliency detection on
an over-segmentation of the input image into superpixels, and later propagate super-
pixel saliency values to their member pixels [2]. Superpixels represent perceptually
homogenous regions in the image, and thus are a useful abstraction that greatly in-
creases computation speed. Furthermore, oversegmentations of the image retain the
relevant object boundaries, supporting accurate object segmentation. In the follow-
ing, we use 𝑃 to denote an arbitrary superpixel in the input image.
Low-medium-high (LMH): Peng et al. [113] propose the LMH system, which
assigns the saliency of 𝑃 as the product of the contrast between 𝑃 and three different
contexts
𝑆LMH (𝑃 ) =
∏︁
𝑁∈{𝑁𝐿,𝑁𝐵 ,𝑁𝐺}
𝐶LMH (𝑃,𝑁) , (2.4)
where 𝑁𝐿 is the local context which consists of the 32 closest patches to 𝑃 , 𝑁𝐺
is the global context which is the set of all patches, 𝑁𝐵 is the pseudo-background
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context which consists of the 36 patches closest to the image corners, and 𝐶LMH is the
contrast function. The contrast function uses kernel density estimation to estimate
the probability that 𝑃 belongs to a given context.
𝐶LMH (𝑃,𝑁) = − log
(︃
1
card(𝑁)
∑︁
𝑄∈𝑁
card(Q) exp
(︂
−(𝐷(𝑃 )−𝐷(𝑄))
2
2𝜎2𝑁
)︂)︃
, (2.5)
where 𝜎𝑁 is the bandwidth of the context 𝑁 .
Global priors (GP): Ren et al. [121] propose the GP system, which is based on the
global contrast saliency measure from [31]. The GP system computes the saliency of
a superpixel as its weighted depth contrast with all other superpixels in the image.
𝑆GP (𝑃 ) =
∑︁
𝑄∈𝒫,𝑄 ̸=𝑃
card(𝑄)𝐶GP (𝑃,𝑄) , (2.6)
where the contrast measurement function 𝐶𝐺𝑃 is given by
𝐶GP (𝑃,𝑄) = exp
(︂
−‖(𝑥𝑃 , 𝑦𝑃 )− (𝑥𝑄, 𝑦𝑄)‖
2𝜎xy2
)︂
|𝐷(𝑃 )−𝐷(𝑄)|, (2.7)
where 𝜎xy is the standard deviation of the distance between two region centroids.
Anisotropic center-surround difference (ACSD): Ju et al. [73] propose ACSD,
based on the observation that while a salient object should be in front of its surrounds,
patches on that object may be at a similar depth. Saliency is computed by placing
scanlines over the patch and averaging the maximum distance to a patch along each
line.
𝑆ACSD(𝑃 ) =
∑︁
𝑄∈𝑁(𝑃 )
𝐵ACSD(𝑄) (𝐷(𝑃 )−𝐷(𝑄)) (2.8)
where 𝑁(𝑃 ) is the directional neighbourhood of 𝑃 , and 𝐵ACSD is the background
selection function given by
𝐵ACSD(𝑃,𝑄) =
⎧⎪⎨⎪⎩1, if 𝐷(𝑃 ) ≥ 𝐷(𝑄).0, otherwise (2.9)
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The directional neighbourhood 𝑁(𝑃 ) is defined as the superpixels that intersect any
of eight equally spaced lines originating from the centroid of 𝑃 .
These methods use depth contrast as the fundamental saliency term, such that
saliency reflects the depth difference between the foreground and the background.
Depth contrast methods are unlikely to produce good results when a salient object
has low depth contrast compared to the rest of the scene. Furthermore, depth contrast
methods are generally unable to distinguish salient objects that have a different local
surface shape to their surroundings.
2.2.4.2 Saliency Refinement
Salient object detection performance can be highly dependent on the accurate delin-
eation of the object contour during segmentation. While depth contrast measurement
forms the foundation of many approaches, it focuses on identifying salient object re-
gions rather than on the object boundaries. This produces saliency maps with sparse
saliency activations, or boundaries that are blurry and not well-defined. Thus, it is
common practice to enhance these low-level saliency maps by applying priors and
other refinement steps [21].
Saliency priors are ubiquitous in saliency detection, and involve adjusting the
saliency value of a pixel or region based on prior knowledge. The most widely used pri-
ors for structural saliency detection are the spatial prior, which increases the saliency
score of regions close to the image center, and the depth prior, which increases the
saliency score of regions close to the observer. The use of these priors is widespread
in existing work [113, 73, 32, 57, 136]. Ren et al. [121] explore orientation and back-
ground priors for detecting salient objects. The orientation prior increases the saliency
score of regions parallel to the camera plane, whereas the background prior lowers
the saliency of regions that have similar appearance to the image boundary.
In addition to priors, salient object detection systems use several other techniques
to improve the segmentation. Peng et al. [113] perform object grouping in order to in-
fer object boundaries from a sparse low level saliency detection output, by increasing
the saliency score of regions with similar depth and image position to detected high-
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saliency seed regions. The output object saliency map is further refined with a region
growing approach. Ju et al. [73] apply Grabcut segmentation to refine the bound-
aries of the low-level saliency map, improving object boundary delineation based on
appearance. Ren et al. [121] use PageRank to improve salient object detection, and
enforce spatial consistency of saliency labels using a Markov random field. Guo et
al. [56] segment salient objects by using cellular automata to iteratively propagate
saliency values from the low-level saliency map based on object boundary information.
While these post-processing steps significantly improve salient object detection
results, the fundamental basis of saliency is the low-level saliency detection method
itself, since it is through this method that the salient regions are initially identified.
However, in the literature there has been relatively little development of the low-level
saliency term compared to the post-processing steps, with existing methods relying
on depth contrast to find salient regions.
2.2.5 Deep Learning
The work described in this section was published after the main contributions of the
thesis, and is presented here for completeness.
Deep learning methods have recently produced state-of-the-art results for RGB-
D salient object detection [27, 117, 133]. These techniques learn high level context
and scale information that can greatly improve the identification of salient object
structure. A major challenge with applying deep learning methods for structural
salient object detection is the relatively small size of available RGB-D datasets [113,
73], which are an order of magnitude smaller than many commonly used RGB datasets
[29, 147, 158]. Furthermore, state-of-the-art appearance-based salient object detection
systems commonly fine tune networks trained for object detection from RGB data,
greatly reducing the number of training examples required compared to training from
scratch [162, 84]. However, there do not exist any corresponding pre-trained models
for depth data. In order to address this issue, Chen et al. [27] apply cross-modal
transfer learning to train a network for depth salient object detection using the weights
from an existing RGB model for supervision. Qu et al. [117] take a different approach,
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(a) RGB (b) Ground Truth (c) Canny [22] (d) Ren & Bo [156]
Figure 2-3. Illustration of a challenging contour detection scenario. Generated edge maps
are included from (c) a low level edge detector [22], and (d) a contour detector [156].
performing training from scratch but on a set of salient features rather than the image
pixel values. This greatly reduces training requirements, since the network learns a
fusion of features rather than a mapping from raw pixel values. Shigematsu et al.
[133] take a similar approach, using a CNN to learn a low-level distance map from
low and mid-level depth features.
2.3 Structural Edge Detection
Edges are the boundaries between perceptual regions in a scene, and are ubiquitous
in human visual perception. Edge detection mechanisms in the human visual system
contribute to several low level visual processes, such as adjustment of object brightness
across an edge, and induction of object contours from visible edges [130]. Edge
detection is thus an important biological process that is integral to visual perception,
and provides important cues for understanding one’s surroundings.
There has been a large amount of interest in the computational detection of edges
in computer vision. This is the problem of identifying the set of pixels that correspond
to boundaries or object contours in an input image. Edge detection methods typically
output a score for each pixel that reflects the likelihood of the pixel belonging to an
edge, and the image containing the edge scores of all pixels is referred to as the edge
map. Performance is evaluated according to ground truth binary edge maps, which
denote the set of edge pixels as selected by a human annotator. Figure 2-3 shows an
example image, the corresponding edge ground truth, and output edge maps produced
by two edge detection methods.
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The vast majority of existing work operates on scene appearance, identifying
boundaries between regions based on intensity or colour. Early work typically used
low level image filtering operations to detect all non-noise brightness discontinuities
within a scene [22]. More recent approaches have aimed to reduce noise from texture
by focusing on closed contour detection, using high level information to identify ob-
ject contours and suppress edges within objects [6]. Example output from a low level
edge detector and contour detector are shown in Figures 2-3c and 2-3d respectively.
Definition Structural edge detection is the task of finding edges between signifi-
cant surfaces based on scene structure, e.g. from depth images. Rather than detecting
edges from brightness discontinuities as in appearance-based edge detection, struc-
tural edge detection aims to detect boundaries based on surface shape. Compared to
appearance-based methods, structural edge detection supports performing physical
tasks using assistive vision since structural edge arrangements reflect scene struc-
ture. Detecting edges based on structure also offers advantages such as robustness to
lighting conditions and texture.
This section provides an overview of existing work in edge detection, with a fo-
cus on methods that detect edges from structural input. First, background on low
level edge detection methods is presented, followed by more recent work on contour
detection.
2.3.1 Low-level Edge Detection
Early edge detection methods generally applied low level image filters to directly
detect edges from local appearance, including classical approaches such as Sobel [78]
and the highly successful Canny detector [22]. Classical work by Lowe et al. [95]
linked concepts of perceptual organization to algorithms for finding lines, in order
to understand 3D structure for object recognition. Extending on this, Ullman et al.
[149] found ‘structural saliency’ (objects/regions) based on curvature, and Guy and
Medioni [61] inferred probable boundary directions based on extending strong edges
considering weak edges using a vote-based approach. These low level methods provide
a high response on all strong edges regardless of semantic validity.
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2.3.1.1 Classical Range Image Edge Detection
The 1990s saw an early wave of interest in range image edge detection for segmen-
tation. Yokoya and Levine [160] compute edge maps for range image segmentation
based on Gaussian and mean curvatures computed from a local biquadratic surface
fit. This approach can be sensitive to sensor noise and quantization effects, and does
not scale well to current depth capture resolutions.
Jiang and Bunke [72] perform edge detection on range image input using a scan-
line approximation approach. Each row, column, and diagonal of the range image is
split into a set of polylines, and each polyline is fitted with a quadratic curve. Edge
point locations are inferred from boundaries between curves, and contour closing is
performed with morphological operators. Sappa et al. [126] reduce the effect of noise
in this process by filtering small polylines, and also only consider rows and columns
since two orthogonal directions are sufficient for scanline analysis. The dilation for
contour closure is refined by enforcing dilation only along the direction of the line at
endpoints, allowing the method to retain small lines that would have been lost to a
general dilation operation. Sappa et al. [125] further refine the contour closure process
by replacing the morphological operations with a graph partitioning approach, which
can better handle many pathological open contour scenarios. However, the process of
recursively fitting quadratic curves has a high computational cost, and accuracy also
relies on setting an appropriate polyline splitting condition, which may be different
for different images.
Bellon et al. [14] calculate a simple range image edge map to inform a clustering-
based segmentation algorithm. The edge map is computed by adding a jump edge
map to a roof edge map, obtained by comparing pointwise angle differences between
adjacent normals. The authors subsequently refine the process using a skeletonisation
method to perform thinning of the roof edge map, and remove small non-significant
elements [15]. Pointwise comparison of normals can lead to highly noisy measurements
from real world depth data from commodity depth sensors, since the significant noise
in the depth image is magnified in its first order properties.
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Choi et al. [33] detect high curvature edges for point cloud registration by applying
a Canny edge detector to the surface normal image. However, careful tuning of the
canny parameters is required to reduce errors from surface normal noise. Furthermore,
large scale structural edges in the scene with low pointwise normal change may be
missed.
2.3.2 Contour Detection
More recent work has found closed contours of objects using combined edge and region
methods. For example, Levinshtein et al. [85] optimally grouped superpixels to find
enclosing salient contours. Dollar and Zitnick [43] show strong results for detecting
salient edges by learning using a structured forest and manually designed features.
These are sometimes extended to RGB-D data. Ren and Bo [156] train sparse code
gradients to detect contours, showing a significant performance boost in performance
when adding depth data to RGB. Similarly, Dollar and Zitnick [43] show improved
performance incorporating depth data when learning structured forest to perform
edge detection. Raskar et al. and Schäfer et al. [127] explicitly use depth information
to suppress texture intensity edges by requiring co-occurrence between depth and
intensity edges [119, 127].
2.3.2.1 Deep Learning Methods
The excellent results yielded by CNNs for high level vision tasks such as object de-
tection have led to revisiting contour detection. Early CNN contour detection ap-
proaches include Ganin and Lempitsky [51], Kivinen et al. [79], and Shen et al. [131].
State-of-the-art results have come from papers that transfer deep learning features
from high-level vision tasks to low-level vision problems, including edge detection.
Both Bertasius et al. [16], and Xie and Tu [157] derived contour detection from a
base of VGGNet [135]. Using a pre-trained, trimmed VGGNet, [157] incorporate
deep supervision to enforce meaningful output from intermediate layers as well as the
final layer of the fully convolutional network. This has become the baseline model
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for deep edge detection, with many subsequent papers proposing improvements to
the architecture. Liu and Lew [94] propose relaxed deep supervision, using the out-
put of off-the-shelf edge detectors to guide the learning of intermediate layers in a
coarse-to-fine-paradigm. Kokkinos [81] fine tunes the loss function and explicitly in-
corporates multiple scales as well as global information. Maninis et al. [98] include
a novel sparse boundary representation for hierarchical segmentation, and show that
learning boundary strength and orientation improves results. Yang et al. [159] learn
to detect contours with a fully convolutional encoder decoder network, which gener-
alizes well to unseen object categories. These methods focus on RGB edge detection,
and in particular do not investigate more effective representations of the depth data
to improve detection of structural edges.
Depth Image Encoding In the context of object detection and scene segmentation,
Gupta et al. [60] propose the HHA geocentric embedding for depth images to perform
RGB-D contour detection. The HHA embedding encodes disparity, height above
ground, and angle with gravity into the edge learning framework of [43] and show
that it produces improved results over naively using depth. The HHA feature is
the current state-of-the-art depth representation for CNN-based edge detection, with
subsequent CNN-based edge detectors all incorporating this feature when operating
on RGB-D input [157, 16, 131].
2.4 Vision Processing for Retinal Prostheses
Prosthetic vision displays are characterised by low resolution and dynamic range.
Existing retinal implants contain between 16 [41] and 1550 [138] electrodes, which are
able to convey up to ten different perceivable stimulation levels each [66]. The amount
of information that an implant is able to convey is therefore orders of magnitude lower
than provided by the cameras used for scene capture. For example, the Asus Xtion
Pro camera performs colour and depth scene capture at a resolution of 640×480 pixels,
with a dynamic range of 256 levels per colour channel, and 2048 levels for the depth
channel. Vision processing is therefore required to convert the high resolution and
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Figure 2-4. A mobile prosthetic vision simulation system, which consists of a head mounted
RGB-D camera, head mounted display, and a processing unit worn on the back. Pros-
thetic vision simulation with normally sighted participants is commonly used to estimate
performance while avoiding the overhead of running a clinical trial with implant users.
dynamic range camera image into a low resolution visual representation for display
on the implant.
Due to the large amount of image information lost when reducing the resolution
and dynamic range of the input data, the vision processing method is crucial in deter-
mining whether key task related information from the input image remains available
in the prosthetic vision display. For instance, a vision processing method could pre-
serve obstacle locations in the display for navigation, or detect and enlarge faces for
the task of facial recognition. Vision processing methods that effectively convey task
related information can improve functional performance on a task [111, 104].
The effectiveness of vision processing methods is evaluated through user studies,
which measure the capacity of a scene representation to facilitate visually guided
performance of a given type of task. Accurate estimation of vision processing perfor-
mance requires testing in clinical trials, in which retinal prosthesis users make use of
the visual representation to perform a task. However, due to the high overhead of per-
forming a clinical trial, the majority of existing vision processing results are reported
using simulated prosthetic vision (SPV) studies, which measure the performance of
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normally-sighted participants completing tasks using an externally displayed render-
ing of phosphenes. Examples of SPV displays range from computer monitors showing
renderings of pre-recorded or virtual environments [39], to mobile head mounted dis-
plays that convey the surroundings captured from a body worn camera [104], as
shown in Figure 2-4. An example SPV image is shown in Figure 2-6c. SPV studies
are useful for performing early evaluation of exploratory methods, helping to identify
limitations and determine promising strategies on which to focus further resources
such as clinical trials.
This section will provide an overview of existing vision processing methods for
retinal implant systems. The work in this thesis is presented largely in the context of
facilitating safe orientation and mobility, which is considered a highly desirable func-
tional outcome for visual prostheses [23, 39]. Therefore this section will first provide a
definition and overview of standard vision processing methods, and subsequently fo-
cus on related methods for orientation and mobility. Note that most existing methods
are evaluated using SPV, which has several limitations. This section is thus concluded
with an overview of the limitations of SPV.
2.4.1 Definition
Vision processing is the conversion of high resolution and high dynamic range sensor
data into a low-resolution form for electrode stimulation. More precisely, Barnes et
al. [10] formulate vision processing as the mapping
Φ = ℱ(Ψ) (2.10)
that converts from an input stream Ψ to a set of output phosphenes Φ, as illustrated
in Figure 2-5. We assume the following constraints, which reflect the configuration of
existing vision processing systems:
∙ Both the input and output are produced discretely, although not necessarily
synchronously, with respect to time. Each stream can thus be split into frames.
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φ ∈ ɸ 
Input stream Ψ
Input frame ψ ∈ Ψ 
RGB image I Depth image D
X(φ)
Vision Processing
F : Ψ → Φ
Output stream Φ
Output frame ɸ ∈ Φ 
φ ∈ ɸ 
Implant Display
Figure 2-5. Illustration of our vision processing framework for prosthetic vision. Each input
frame 𝜓 ∈ Ψ consists of an RGB image 𝐼 and depth image 𝐷. The corresponding output
frame 𝜑 ∈ Φ is obtained by computing the stimulation level, or brightness, of each phosphene
𝜙 ∈ 𝜑. Note that we consider individual input frames separately.
∙ Mapping is performed on a per-frame basis, therefore every output frame 𝜑 ∈ Φ
is computed from a single input frame 𝜓 ∈ Ψ.
∙ Each input frame 𝜓 is composed of an intensity image 𝐼 and/or a depth image
𝐷.
Under these assumptions, in order to specify ℱ it is sufficient to define a phosphene
brightness function𝐵(𝜙, 𝐼,𝐷), which determines the output level for individual phosphenes
𝜙 ∈ 𝜑. In cases where there is only intensity or depth input, the brightness function
will be 𝐵(𝜙, 𝐼) and 𝐵(𝜙,𝐷) respectively.
It is common for 𝐵(𝜙, 𝐼,𝐷) to reflect the input image values at the projected
location of 𝜙 in 𝐼 and 𝐷. In the following sections we use 𝑋(𝜙) to denote the
projection of 𝜙 onto the visual field.
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2.4.2 Standard Intensity Vision Processing
Current approaches predominantly employ intensity-based vision processing, in which
stimulation levels convey the sampled light intensity near the projected electrode
location in the visual field. This can be thought of as directly downsampling the
input intensity image to the output display units. Although the implementation
details of different approaches may differ slightly, this type of method will be referred
to as the standard intensity method. An example of the standard intensity vision
processing is shown in Figure 2-6.
The aim of these downsampling based vision processing methods is to filter all
high frequency data, such as fine image details, noise, or texture, above a given
cutoff without affecting lower frequencies, such as relatively large contiguous regions.
Selection of an appropriate downsampling filter is important because if not all high
frequency signals are filtered then aliasing can occur. An example of this effect
in prosthetic vision would be if small changes in intensity on a single surface, e.g.
from texture, cause significant and potentially misleading variations in phosphene
brightness. Furthermore, some filters may also affect frequencies below the cutoff,
which can result in a significant reduction in the sharpness of the filtered image.
In the standard intensity representation, the brightness 𝐵(𝜙, 𝐼) of each phosphene
𝜙 is obtained by sampling the filtered input image at the projected location of the
electrode 𝑋(𝜙). Thus, the general phosphene brightness function for filtering based
methods is given by:
𝐵(𝜙, 𝐼) = (𝐼 * 𝐹 ) ∘𝑋(𝜙), (2.11)
where 𝐼 * 𝐹 denotes the convolution of 𝐼 with filter kernel 𝐹 .
The minimal amount of vision processing is performed by simply setting phosphene
brightness based on the intensity of the closest pixel to the projected phosphene
location in the raw input image [23]. This is a special case of Equation 2.11 where
𝐼 * 𝐹 = 𝐼. This approach does not filter high frequency data within the input image
and is prone to large output level variations caused by noise or texture. More recent
methods use non-trivial filters, in order to ensure that the stimulation level of each
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electrode is a more stable and representative depiction of the corresponding region of
the visual field. Humayun et al. [65] use block filtering, averaging the intensity values
within a block of pixels centred on the target pixel, setting 𝐹 to a matrix of ones
divided by the size of the filter. This type of filter has a high impact on frequencies
below the cutoff, heavily blurring boundaries in the scene. Hayes et al. [62] set 𝐹 to
a Gaussian kernel, improving boundary sharpness by giving higher weights to pixels
closer to the projected phosphene location. Dowling et al. [45] use median filtering,
further improving the sharpness of edges in the input image.
2.4.2.1 Lanczos2 Filtering
In signal processing it is well-understood that Nyquist band-limited filtering prevents
aliasing when performing image downsampling [154]. Lanczos2 offers a better com-
promise than other practical filters in reducing aliasing and retaining sharpness [148].
Barnes et al. [11] have shown that applying the Lanczos2 filter to downsample the
input image at the Nyquist frequency is effective for prosthetic vision. Since sampling
frequency is the inverse of sample spacing, the Nyquist frequency of a phosphene dis-
play can be estimated as 1/𝑟, where 𝑟 is the average nearest-neighbour distance of
each phosphene. Note that in a regular phosphene grid, 𝑟 is equal to the phosphene
spacing. This gives the 2D Lanczos2 reconstruction kernel of size 2𝑟 + 1:
𝐿 = 𝑘
(︂
𝑐(𝑥, 𝑦)
𝑟
)︂
, (2.12)
where 𝑐(𝑥, 𝑦) = ‖(𝑥, 𝑦) − (𝑟, 𝑟)‖ is the distance to the kernel centre, and 𝑘 is the
Lanczos2 kernel given by:
𝑘(𝑎) =
⎧⎪⎨⎪⎩sinc(𝑎)sinc
(︀
𝑎
2
)︀
, if 𝑎 ≤ 2
0, otherwise.
(2.13)
Therefore the vision processing method defined by
𝐵lanczos2(𝜙, 𝐼) = (𝐼 * 𝐿) ∘𝑋(𝜙) (2.14)
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(a) RGB (b) Sampling Locations (c) Phosphene Image
Figure 2-6. Example SPV of a scene with the standard intensity vision processing method.
Image (c) shows a simulation of what an implant user might be expected to see when
viewing the scene using this visual representation with a 20-electrode retinal implant. Note
the difficulty of interpreting this scene with the standard representation.
is the current state-of-the-art standard intensity method.
2.4.2.2 Clinical Trials
The standard intensity visual representation has been evaluated on an orientation
and mobility task by Second Sight Medical Products LLC [65]. Using the Argus II
epiretinal implant, participants performed the task of walking towards and touching
a door-sized black target in a room with white featureless walls. Use of the implant
with the standard intensity visual representation (system-ON) was found to result
in a higher success rate than the control condition (system-OFF) in which no visual
information was conveyed through the implant (55% system-ON vs. 31% system-
OFF at 3 months with 𝑁 = 29 participants; 60% system-ON vs. 8% system-OFF at
24 months with 𝑁 = 8 participants). This demonstrates that the standard intensity
representation can enable basic wayfinding for implant users assuming an environment
with appropriate contrast.
2.4.2.3 Limitations
The standard downsampling-based vision processing methods aim to directly depict
the scene intensity values from regular intervals of the input image, without assessing
the importance of any part of the scene. However, this often means that details
useful for the task, such as the top stair in a flight of steps, or the trip hazard
55
resting on the ground in Figure 2-6c, can be missed due to a lack of display capacity.
Additionally, the standard intensity method relies on different scene components to
have high contrast with each other in order to be discernible on the prosthetic vision
display. Therefore it can be desirable to prioritise and enhance the display of crucial
scene components.
2.4.3 Cueing Vision Processing Methods
There is growing interest in the application of computer vision methods to address
the limitations of standard vision processing methods and boost functional outcomes
with visual prostheses [112, 103]. These methods provide additional cues through the
phosphene display to convey important information to the user.
2.4.3.1 On-Demand Saliency Cueing
Parikh et al. [112] provide on-demand peripheral object cueing derived from the out-
put of a visual saliency algorithm [68]. While navigating using a standard downsam-
pled intensity visual representation, the user may request a saliency cue, and receives
the direction to a salient interest point via eight cueing phosphenes placed on the
border of the screen. The inclusion of the peripheral cueing phosphenes was shown
to reduce collision rates on a navigation task in a simulated prosthetic vision study
[111]. However, cueing is only provided upon request, with significant lag time, and
relies on objects having high contrast with the environment.
2.4.3.2 Augmented Depth Obstacle Cueing
Augmented Depth is a depth-based representation designed for mobility scenarios,
explicitly conveying the location of obstacles by boosting contrast with the ground
for nearby obstacles [103]. Unlike previous work, obstacle detection is performed
based on structure rather than appearance, which is more robust to variations in
surface color and lighting conditions.
Concretely, obstacle detection on the input depth image 𝐷 is implemented by
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obtaining a ground plane mask 𝐺 using iso-disparity contour analysis [101]. Under
this scheme, a pixel is labelled as an obstacle if it is not contained in the ground
plane. 𝐺 is then used to form an augmented depth image 𝐷* such that:
𝐷*(𝑥, 𝑦) =
⎧⎪⎨⎪⎩𝛾(𝛼𝑥 + 𝛽𝑦 + 1/𝐷0), if 𝐺(𝑥, 𝑦)𝜆/𝐷(𝑥, 𝑦), otherwise (2.15)
where (𝛼, 𝛽) defines the unit surface normal of the ground plane, 𝐷0 is the depth of the
point projecting along the planar surface normal, and 𝛾, 𝜆 > 0 are visualization scale
factors that control obstacle-ground contrast. Setting 𝜆 > 𝛾 ensures that the contrast
between obstacle pixels and ground pixels increases as object proximity increases. The
vision processing method is defined by sampling the filtered augmented depth image
at the projected phosphene locations:
𝐵augdepth(𝜙,𝐷) = (𝐷
* * 𝐿) ∘𝑋(𝜙) (2.16)
In a simulated prosthetic vision study [104], participants used augmented depth
to complete a low-contrast obstacle avoidance task using a display consisting of 20-
phosphenes arranged in a regular grid pattern. Use of this representation resulted in a
significantly fewer collisions compared to intensity and raw depth, with mean per-trial
collision rates of 0.545, 1.055, and 0.979 respectively. These results illustrate that
structure-based obstacle detection and cueing can significantly improve functional
outcomes in navigation tasks under low contrast conditions.
However, while augmented depth effectively displays obstacle locations in the
scene, it does not convey the general structure of the scene. Knowledge of scene
structure is useful for many tasks such as performing orientation or building a mental
map of the environment. Furthermore, the the obstacle detection process requires
surface fitting and assumes a single visible ground plane in the scene, restricting the
range of application scenarios.
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2.4.4 Limitations of SPV
Proposed vision representations are commonly evaluated through SPV studies. SPV
aims to approximate an implant user’s perception of electrode stimulation with an
external rendering of phosphenes. SPV is a useful tool for estimating the effectiveness
of vision processing methods without incurring the high overhead of performing a
clinical trial, and can be used to provide a preliminary evaluation of experimental
vision processing methods. However, SPV displays employ several simplifications
that limit the accuracy of the approximation to the perceptual properties of a real
implant display, and therefore results obtained using SPV should not be taken as an
accurate reflection of implant user performance.
While the resolution and dynamic range of SPV displays can be set to match
that of an implant, many other aspects of electrode stimulation perception are harder
to model. Most often simulation models render phosphenes in a regular grid corre-
sponding to electrode arrangements on implanted arrays, and phosphene appearance
is approximated with abstract representations such as points [23], circles [39], or
Gaussian spots [104]. However, the perceived locations of phosphenes is known to
be irregular, and phosphene shape is non-uniform [140]. Furthermore, simultane-
ous electrode stimulations can entail interaction effects, stimulation tends to have a
low refresh rate, phosphenes fade with repeated stimulation, and increased electrode
resolution does not necessarily correlate with measured visual acuity [66, 165, 65].
While there is ongoing work to more accurately account for many of these conditions
[54, 17], it is currently not possible to completely model the spatial and temporal
properties of phosphenes resulting from electrode stimulation. Therefore, there are
invariably effects during implant use that impact performance compared to observed
SPV performance.
However, the relative performance of different visual representations can be ex-
pected to be similar between real implant use and SPV, since the approximations
introduced by SPV would most likely affect different visual representations similarly.
Therefore, SPV studies are generally comparative, providing a good idea of how dif-
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ferent vision processing methods could be expected to perform relative to each other.
For example, previous work has demonstrated that simulation results [90] can ef-
fectively predict relative performance between vision processing methods on a light
localization task in subsequent patient trials [11].
2.5 Conclusion
This chapter has presented a review of structural salient object detection, structural
edge detection, and vision processing for prosthetic vision. The literature review has
found a number of limitations in existing work, which are as follows:
∙ Depth contrast, i.e. the distance between the foreground and background, forms
the foundation of existing depth saliency methods. However, depth contrast
methods ignore local surface shape, which is an important factor in making an
object stand out from its surroundings.
∙ Furthermore, the saliency of an object should focus more on the structure of
scene arrangements rather than than distances between scene components, as
in depth contrast-based methods.
∙ Depth edge detection methods are either low-level or detect object contours;
there is no focus on structurally salient edges such as a protruding corner from
an object.
∙ There has been little application of high level structure-based computer vision
techniques to form visual representations in prosthetic vision.
∙ No existing visual representations facilitate orientation and mobility with pros-
thetic vision while robustly conveying scene structure under low contrast con-
ditions.
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Chapter 3
Surface Irregularities
This chapter describes the surface irregularities method for detecting structurally
salient regions in the scene. This method aims to address the thesis subproblem of
identifying salient edges to convey scene shape, and has been developed for the task
of orientation and mobility with prosthetic vision. Our approach is based on the
idea that regions of irregular surface structure provide useful information about scene
shape, while uniform and featureless regions of the scene are relatively undescriptive.
An introduction to the problem is given in Section 3.1. The surface irregularities
method is described in Section 3.2, and a quantitative assessment of boundary recall
using surface irregularities is given in Section 3.3. The chapter is concluded in Section
3.4. Further evaluation of this method is available in Chapter 7, which presents a
user study investigating the effectiveness of surface irregularities for navigation with
SPV, and also discusses results from retinal implant users on a navigation task.
3.1 Introduction
The aim of this chapter is to develop a scene representation that conveys structurally
irregular regions for navigation with prosthetic vision. Irregular surface regions con-
tain information about the shape of the scene, and can be helpful for performing
physical tasks such as navigation. For example, structural boundaries have irregular
surface shape, and convey the general silhouette of a scene and the objects within it,
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𝐷 input depth image
𝑤 window size
𝑊 set of window sizes
𝐻𝑤,𝑥,𝑦 histogram on window size 𝑤 at image position (𝑥, 𝑦)
𝑟 neighbourhood radius
𝐶SI cost metric between histograms of two windows
𝒮SI single scale surface irregularities cost
𝑆SI multi scale surface irregularities cost
Table 3.1. List of symbols used in this chapter.
which is useful for performing self-orientation or building a mental map of the sur-
roundings in a prosthetic vision scenario. Also, knowledge of cluttered areas, which
exhibit highly irregular surface shape, is helpful for planning safe routes when moving
through the environment [102]. Conversely, smooth and uniform surfaces in the scene,
such as the face of a wall or traversable space on the ground, provide less information
about the overall structure of the scene. Therefore, navigation can be supported by
highlighting irregular surface regions and ensuring that they are available within the
capacity of the display.
Previous work in structural representations for prosthetic vision navigation has
shown that artificially enhancing the contrast between obstacles and the ground plane
can significantly improve the perception of small ground-based obstacles [104]. How-
ever, while this method conveys obstacle locations, it does not provide a more general
depiction of scene structure, which is useful for interpreting the scene. Also, deter-
mination of the ground plane can be ambiguous, often requiring dominant surface
assumptions which do not always hold when the camera is head-mounted, and scan-
ning the scene.
In this chapter we propose a novel method for highlighting surface regions that
have irregular structure compared to their surroundings. Unlike previous approaches,
we achieve this without computing pixel-wise surface normals, estimating surface
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Input Disparity
Image
Iso-Disparity
Contours
Surface
Irregularities Map
Multi-Scale
Computation
Figure 3-1. Overview of the pipeline of our method.
models, or use of appearance-based features from colour/intensity images. Rather,
we exploit the arrangement of iso-disparity contours in depth images to statistically
determine regions of structural significance in the scene, such as surface boundaries
and general clutter. The use of iso-disparity contours has previously been reported
for planar surface fitting [101]. Here, we do not explicitly model surfaces, but instead
treat iso-disparity contour orientations as an observable feature in the depth input,
from which smooth and non-smooth regions may be inferred. Our method is real-
time, facilitating deployment as a scene representation for prosthetic vision devices.
Results show that our method accurately and robustly highlights all obstructions in
the scene, as well as major surface boundaries. Qualitative examination of the result-
ing visual representation in simulated prosthetic vision demonstrates the potential of
our approach to support safe mobility with current and near-term visual prostheses.
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3.2 Surface Irregularities Detection
Given as input a dense, discretised depth map 𝐷, we compute a surface irregularities
map 𝑆SI, which reflects how structurally significant the pixel is relative to the whole
scene. Pixels corresponding to clutter or surface boundaries are expected to have
a higher surface irregularities score than pixels on smooth surfaces. This score is
calculated in four key steps:
1. iso-disparity contour extraction and multi-scale histogram computation,
2. fixed-scale surface irregularities calculation,
3. multi-scale surface irregularities fusion, and
4. contour-disparity ratio and gradient magnitude adjustment.
Each of these steps is outlined below.
3.2.1 Extraction andMulti-scale Histogramming of Iso-disparity
Contours
The first step is the extraction of iso-disparity contours which form the basis of
the surface irregularity computation. Canny edge detection [22] is applied to 𝐷 to
produce a binary image of iso-disparity contours, determined from the boundary
between discrete depth levels (see Figure 3-1). These iso-disparity contours are then
divided into linear piecewise segments, in order to estimate the local orientation of
each contour point. This is achieved by iteratively forming straight line segments on
contour points until an error of 4 pixels is exceeded, at which point the segment is
stored and the process repeated.
A multi-scale sliding window is passed over the iso-disparity image to determine
the local distribution of iso-disparity orientations at each position. Orientations
within each window are counted into one of 9 histogram bins. This number of bins
was found to provide a good balance between descriptiveness and robustness to noise.
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For a window with side length 𝑤 at position (𝑥, 𝑦), the resulting histogram is denoted
as 𝐻𝑤,𝑥,𝑦 : [1...𝐵] → R.
3.2.2 Window Surface Irregularities Computation
The difference in surface structure between two regions is computed by comparing
their iso-disparity contour orientation histograms. We define a smoothed cost metric
between two windows of scale 𝑤 positioned at (𝑥, 𝑦) and (𝑢, 𝑣) as
𝐶SI(𝑤, 𝑥, 𝑦, 𝑢, 𝑣) = log
(︃
1 +
∑︀𝐵
𝑏=1 |𝐻𝑤,𝑥,𝑦(𝑏)−𝐻𝑤,𝑢,𝑣(𝑏)|∑︀𝐵
𝑏=1 max (𝐻𝑤,𝑥,𝑦(𝑏), 𝐻𝑤,𝑢,𝑣(𝑏))
)︃
(3.1)
This cost reflects the non-overlapping portion of the histograms as a ratio to total
size. A nonlinear function is used to balance and reduce the effect of large costs.
The surface irregularities score of a given window is taken as the minimum cost
between the window and neighbouring windows in the same scale. Thus, given a scale
𝑤, window position (𝑥, 𝑦), and window neighbourhood radius 𝑟, the single-scale score
of the window is given by
𝒮SI(𝑤, 𝑥, 𝑦, 𝑟) = min−𝑟≤𝑖≤𝑟,−𝑟≤𝑗≤𝑟𝐶SI (𝑤, 𝑥, 𝑦, 𝑥 + 𝑖 · 𝑤/2, 𝑦 + 𝑗 · 𝑤/2) (3.2)
3.2.3 Multi-scale Surface Irregularities Fusion
Surface irregularities scores are aggregated across multiple window sizes in order to
provide a degree of robustness to object scale and image noise. The multi-scale
surface irregularities score of a given point is computed by first finding the window
score of the point for a number of different scales, and then merging the results via a
weighted average by window occupancy. Thus, defining 𝑊 as the set of window sizes
and 𝐶(𝑤, 𝑥, 𝑦) as the number of iso-disparity contour pixels contained in the window
of size 𝑤 centred on (𝑥, 𝑦), the surface irregularities score for a pixel is given by
𝑆SI(𝑊,𝑥, 𝑦, 𝑟) =
∑︁
𝑤∈𝑊
𝐶(𝑤, 𝑥, 𝑦)
𝑤2
𝒮SI(𝑤, 𝑥, 𝑦, 𝑟) (3.3)
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(a) RGB
P1
P2
(b) Depth (c) Iso-disparity Contours
Figure 3-2. Example scene with two windows 𝑃1 and 𝑃2, showing areas in the scene where
contour-disparity ratio and gradient magnitude adjustment would be applied. 𝑃1 contains
a fronto-parallel surface with a low iso-disparity contour to window area ratio. 𝑃2 contains
a depth discontinuity edge with high depth gradient shown in green.
Setting 𝑟 = 10 and𝑊 = {20, 30, 40} was found to provide strong detection of relevant
surface irregularities for general use.
3.2.4 Contour-disparity Ratio and Gradient Magnitude Ad-
justment
We perform two post-processing steps to improve the multi-scale surface irregularities
image: lowering the response on fronto-parallel surfaces, and increasing the score at
depth discontinuity edges.
Fronto parallel surfaces pose a challenge since their iso-disparity contours are
relatively sparse. We detect such surfaces explicitly by computing the local ratio of
iso-disparity pixels to the total number of valid depth values in a window. If the ratio
is near-zero, then we assume the region represents a near-frontal surface. See 𝑃1 in
Figure 3-2 for an example of a fronto-parallel surface.
Gradient magnitude thresholding of 𝐷 was performed to explicitly identify depth
discontinuity edges in order to increase surface boundary recall. Any pixel in the
normalised gradient magnitude image of 𝐷 with a value above a small threshold of
0.0005 was assumed to represent part of a depth discontinuity edge. See 𝑃2 in Figure
3-2b for an example of a depth discontinuity edge.
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3.3 Experiments and Results
We now provide a validation of the proposed surface irregularities method for pros-
thetic vision navigation. First, the run time of the surface irregularities method for the
experiments is presented. After this, quantitative evaluation is performed to measure
how well the method is able to detect boundaries in the scene and how well it identi-
fies traversable space compared to the state-of-the-art Augmented Depth structural
scene representation. Finally a qualitative examination of our method is presented.
3.3.1 Run Time
An implementation of our surface irregularity method takes less than 60ms per frame
on an Intel i3 2.9 GHz processor. This allows the method to be used to perform
real-time vision processing in prosthetic vision scenarios.
3.3.2 Quantitative Comparison: Surface Boundary Recall
The output of the proposed method is inherently qualitative. However, to provide a
preliminary validation of the appropriateness of our approach for the needs of mobility,
we perform two quantitative measures. These measures are calculated according to
ground truth obtained via hand-labelling of pixels belonging to surface boundaries,
and pixels belonging to the ground plane.
∙ Surface boundary recall rate (SBRR): the proportion of correctly labelled pixels
along surface boundaries for the surface irregularities map:
SBRR =
𝑇𝑃boundary
𝑇𝑃boundary + 𝐹𝑁boundary
, (3.4)
where 𝑇𝑃boundary and 𝐹𝑁boundary are the number of true positives and false
negatives respectively, computed from the surface boundary ground truth. This
metric measures the ability of the method to identify all surface irregularities in
the scene. A higher SBRR score implies that the method is less likely to miss
critical structure such as small trip hazards.
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Perturbance 𝑡 = 0.4 Perturbance 𝑡 = 0.7 Plane Fitting
Image Id SBRR GPMR SBRR GPMR SBRR GPMR
(I) 0.98 0.18 0.62 0.04 0.74 0.00
(II) 0.94 0.21 0.54 0.05 0.52 0.05
(III) 0.90 0.25 0.52 0.07 0.71 0.03
Table 3.2. Quantitative results showing surface boundary recall rate (SBRR), and ground
plane mislabel rate (GPMR) for the perturbance map (thresholds 0.4 and 0.7), and plane
fitting.
∙ Ground plane mislabel rate (GPMR): the proportion of ground plane pixels
incorrectly labelled as surface boundaries/clutter:
GPMR =
𝑇𝑃plane
𝑇𝑃plane + 𝐹𝑁plane
, (3.5)
where 𝑇𝑃plane and 𝐹𝑁plane denote the number of true positive and false negative
detections of ground plane pixels. This score reflects the capacity of the method
to distinguish traversable space from boundaries and clutter.
The SBRR and GPMR metrics are calculated using a thresholded binary segmenta-
tion of the normalised surface irregularities image by a threshold 𝑡. Two thresholds
are used in the evaluation, 𝑡 = 0.4 and 𝑡 = 0.7, to measure performance at relatively
low and high precisions respectively.
Table 3.2 shows results for a small set of test images acquired using a Microsoft
Kinect sensor. Here we report SBRR and GPMR results using the proposed surface
irregularities map. As a point of comparison, we also include results obtained from
the plane-fitting technique described in [101]. While not a perfect benchmark of
our approach, we include this to provide some indication of how the two approaches
compare for distinguishing traversable and non-traversable space in the scene. Figure
3-3 shows the test images and resulting binary thresholded surface irregularities map
(𝑡 = 0.4) for each.
Most notably, the 𝑡 = 0.4 surface irregularities map achieves an SBRR above 90%
for all images. GPMR results for the surface irregularities map are less impressive
for 𝑡 = 0.4, but improve significantly for 𝑡 = 0.7, indicating a clear trade-off between
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(I)
(II)
(III)
(a) RGB (b) Ground Truth (c) Surface Irregularity Map
Figure 3-3. Images used for quantitative results in Table 3.2: (a) RGB image, (b) ground
truth, in which boundary pixels are labelled white and ground plane pixels are labelled gray,
and (c) 𝑡 = 0.4 binary thresholded surface irregularities map.
recall rate and mislabelling. Visual inspection of the 0.4 surface irregularities seg-
mentation shows that in all images, mislabelling is primarily due to the thickness of
boundary segmentations. Away from the ground surface boundaries, mislabelling is
rare. The comparatively lower SBRR results for plane fitting are unsurprising given
the method makes no explicit attempt to detect boundaries. Thus, ground plane
labels can easily bleed across boundaries. Overall, quantitative results suggest the
proposed surface irregularities map provides comparable differentiation of ground sur-
face and obstacles to plane fitting, but with significantly higher boundary recall rates.
These results suggest the proposed method is well-suited to the needs of safe mobility
with prosthetic vision.
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(a) (b) (c) (d) (e)
Figure 3-4. Qualitative results: comparison of surface irregularities with state-of-the-art
prosthetic vision scene representations on a simulation of a 98-phosphene display. (a) RGB
image (b) surface irregularities map (c) surface irregularities SPV (d) standard intensity
SPV (e) Augmented Depth [103] SPV. SPV denotes simulated prosthetic vision.
3.3.3 Qualitative Comparison
This section provides a qualitative comparison of our surface irregularities method
with the standard downsampled intensity and Augmented Depth visual representa-
tions when rendered using SPV. The surface irregularities visual representation is
defined by the following brightness function:
𝐵SI(𝜙,𝐷) = ((𝑆SI(𝐷)./𝐷) * 𝐿) ∘𝑋(𝜙), (3.6)
where 𝜙 is the output phosphene, 𝐷 is the input depth image, 𝑆SI(𝐷)./𝐷 is the
surface irregularities map with pointwise scaling by inverse depth, 𝐿 is the Lanczos2
kernel, 𝑋(𝜙) is the projected location of 𝜙 in image space. Thus, the brightness of
each phosphene is equal to the filtered surface irregularities map scaled by inverse
depth for visualisation. The standard downsampled intensity representation directly
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conveys scene intensity at the projected phosphene locations, and the Augmented
Depth representation conveys scene disparity while suppressing phosphenes on the
ground plane, increasing the contrast of objects resting on the ground. The brightness
functions for the standard intensity and Augmented Depth visual representations are
given in Equations 2.14 and 2.16 respectively.
Figures 3-4a and 3-4b show sample images and the resulting surface irregularities
map obtained using the proposed method. It can be seen that the surface irregularities
map provides clear delineation between clutter in the scene and the dominant smooth
surfaces. In particular, small ground obstacles such as the dark box in row 3 produce
a high response relative to the ground plane. Non-ground smooth surfaces such as
the walls in row 2, the seat cushion in row 2, and table tops in row 4 are all assigned
low surface irregularities scores relative to their boundaries, and other clutter in the
scene.
Figures 3-4c, 3-4d, and 3-4e display the associated visual representations rendered
with simulated prosthetic vision. From observation it can be seen that both the
surface irregularities-based representation, and Augmented Depth, provide reasonable
distinction between the ground and obstructed space. Notably, however, the surface
irregularities based representation captures more of the structural detail such as that
present in rows 2 and 4. It also highlights the black obstacle in the foreground of the
scene in row 3, which is missed by both Intensity and Augmented Depth. As expected,
low-contrast objects are generally not visible in the intensity-based representation.
3.3.4 Discussion
These results demonstrate the effectiveness of the proposed surface irregularities map
for detecting and emphasising structurally significant regions in the scene. We have
shown that regions of irregular surface shape better identify important surface bound-
aries than existing structural scene representations, while also preserving information
about traversable space. This provides insight into the thesis subproblem of identi-
fying the types of structural features that are important for understanding a scene.
While plane-fitting methods can generally be expected to achieve greater ground pixel
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labelling than our approach, the surface irregularities map provides a significantly bet-
ter recall rate for surface boundaries. This is arguably the more relevant performance
indicator for safe mobility with prosthetic vision, ensuring all boundaries present in
the input scene are preserved, and no potential trip hazards are missed. It is impor-
tant to note that the surface irregularities approach makes no limiting assumptions
about the scene, such as planarity or colour contrast; it simply characterises smooth-
ness. The surface irregularities map also provides a richer description of the scene,
characterising all regions of clutter, and conveying structural boundaries as well as
object shape.
3.4 Chapter Summary
In this chapter we have presented a novel approach for detecting salient edges for
the purpose of facilitating safe mobility with prosthetic vision. Ours is the first
method that conveys structural saliency directly to the user, enhancing the display of
not just obstacle locations but also general scene structure, without making limiting
assumptions about the scene. Our method identifies the types of structural features
are important for understanding a scene, with regions of irregular surface structure
conveying scene shape through surface boundaries and traversable space.
We have proposed a method of measuring structural saliency using iso-disparity
contours. Regions of significant structural change are detected via a cost function
based on local comparisons of iso-disparity contour orientations. Through this, struc-
turally interesting features such as surface boundaries and general clutter are ex-
tracted and emphasised in the output visual representation.
Our approach is real-time, avoids assumptions of high contrast environments,
and removes the need to explicitly reconstruct the scene via surface fitting. Our
results demonstrate how the proposed Surface Irregularities map may be used to
emphasise all surface boundaries and clutter in the scene, robustly and efficiently.
More generally, the proposed approach demonstrates how analysis of scene structure
using depth data may provide advantages for supporting mobility with near-term
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prosthetic vision devices. Further evaluation of the surface irregularities method
through a prosthetic vision user study is conducted in Chapter 7.
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Chapter 4
Deep Structural Edges
This chapter continues the investigation of the salient edge thesis subproblem, and
describes a new salient edge detection system that was developed to improve the sur-
face irregularities method from Chapter 3. Detection of surface irregularities such as
edges mimics low level biological processes that support perception of the environ-
ment [130]. Biological vision, however, also incorporates high level information from
task knowledge and memory that influences the importance of perceived edges. This
leads to certain structurally salient edges, for example the boundaries of a room or
dangerous protruding edges, being more likely to contribute to high level decisions
when performing physical tasks such as navigation. In this chapter, we aim to extract
structurally salient edges from the environment using learned high level information,
in order to enable our prosthetic vision scene representation to more closely emulate
the mechanisms of the human visual system.
Specifically, a fully convolutional neural network is used to model salient edges
from a proposed minimal depth input encoding called the Depth Surface Descrip-
tor (DSD). Section 4.1 outlines the problem and our approach. In Section 4.2, we
introduce the DSD feature, and Section 4.3 provides a comparison of the raw DSD
feature with the current state-of-the-art depth input encoding. Our CNN edge de-
tection system is introduced in Section 4.4, Section 4.5 describes the experiments
and the implementation details, and Section 4.6 presents the experimental results of
our edge detection system. Evaluation is performed on a standard depth contour
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𝐷 input depth image
𝑋 input 3D surface
𝑆2 unit sphere
(x0,y0, z0) camera coordinate frame
𝑁 Gauss map
u,v frame of reference for Gauss map approximation
𝒩 approximation of Gauss map
?˜? discretised normal map from sensor data
ℐ ideal input encoding for edge detection
𝜎𝐿, 𝜎𝑈 Canny thresholds
Table 4.1. List of symbols used in this chapter.
detection dataset as well as a custom prosthetic vision navigation dataset, which
was constructed to enable salient edge detection assessment for assistive navigation
scenarios. Section 4.7 concludes the chapter.
4.1 Introduction
Knowledge of scene structure is important for mobility with retinal implants where
the bandwidth of image information that can be represented per frame is highly
restricted, and displaying only salient structure allows the user to interpret the scene
around them [104]. While low level structural edge detection methods such as surface
irregularities from Chapter 3 accomplish this to some extent, these methods generally
detect all irregular structure or edges without assessing their relevance in a prosthetic
vision navigation scenario. For example, the locally strong structural texture on the
curtains in Figure 4-6 elicits a high response from low level edge detectors, and can
increase the difficulty of interpreting the scene on a prosthetic vision display. Results
from low-level detection methods can be improved by including scale, context, and
other high level information to suppress structural edges that are not significant
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(a) RGB (b) DSD (c) HHA [59]
(d) Ground Truth (e) Ours (DSD) (f) HED-HHA[157]
Figure 4-1. HED [157] output when trained on our DSD feature compared to the standard
HHA [60] depth feature. Note that our feature provides a better representation of the
scene structure, e.g. the corner between the two walls at the right of the image, and is
significantly less affected by sensor noise, allowing the CNN to better model edge structure
and thus produce a more accurate edge map.
for interpreting the scene. In this chapter, we revisit finding structural edges that
are significant for 3D scene understanding and mobility by learning this high level
information to improve detection of salient edges.
Recent contour detection methods [157, 107] incorporate high level information
to improve edge detection performance, however these methods suppress structural
edges that are internal to objects. Edges such as the corner between two walls could be
regarded as internal to the wall object, but are crucial to indoor scene understanding
[129], and provide important cues for assistive navigation. Similarly, a large object
with a leading edge may protrude substantially from the object, posing a collision
risk.
State-of-the-art structural edge detectors all operate based on the HHA depth
encoding [157, 16, 131]. While this encoding is useful for contour detection, it is
less suited to structural edge detection since it does not incorporate a full model of
curvature. For example, the HHA feature does not directly represent vertical joins
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between two surfaces, such as the boundary between adjacent walls, or the corner on
a wardrobe (see Figure 6-2). These types of edges are a common occurrence in indoor
scenes and are usually salient.
Hence, this chapter investigates improving the recovery of structural edges that are
significant for 3D scene understanding and mobility from RGB-D input. In particular,
we contribute a new depth input encoding that is suited to finding structural edges in
RGB-D images that relate to the important aspects of scene structure. We incorporate
this depth encoding into an end-to-end fully convolutional neural network framework,
extracting salient edge structure from the scene using learned high level information.
4.2 DSD Feature
In this section we introduce our proposed depth feature, the Depth Surface Descriptor
(DSD), which aims to provide a minimal encoding of depth input that captures the
distinguishing surface geometry of structural edges, and suppresses sensor noise and
other non-edge structure.
We are interested in depth edges as opposed to appearance edges that are treated
separately in our architecture. Depth edges arise for only two reasons, a first order
discontinuity in the surface (i.e. a crease edge), or a depth discontinuity in the surface
(i.e. a step edge). To develop a structural edge detector, we require that it can
identify these phenomena regardless of the nature of the appearance or embedding of
the surface.
Classically, Gaussian curvature encodes the intrinsic curvature of a surface re-
gardless of embedding [52]. Hence, two principal curvatures are all that are required
to encode a surface. For a single view input scene 𝑋 ⊂ R3, this information can
be represented as a Gauss map 𝑁 : 𝑋 → 𝑆2 = {x ∈ R3 | ‖x‖ = 1} defined on the
camera coordinate system, which maps a surface point p ∈ 𝑋 to the point n ∈ 𝑆2
on the unit sphere corresponding to the surface normal at p. Note that 𝑋 can be
obtained from a depth image 𝐷 by back-projecting each pixel in 𝐷 to the 3D surface
point that it represents.
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Figure 4-2. (a) Input surface 𝑋 with three marked points p1, p2, and p3. The camera
coordinate frame (x0,y0, z0) and gravity direction u are shown. (b) Gauss map 𝑁 for each
point shown with the camera coordinate frame. (c) Gauss map 𝑁 for each point shown with
the reference frame vectors u and v. (d) The Gauss map approximation 𝒩 of each point
computed from the reference frame vectors u and v.
Since we seek a minimal encoding, we use an approximation function 𝒩 defined
as follows:
𝒩 (𝑁(p)) = (︀cos−1 (𝑁(p) · u) , cos−1 (𝑁(p) · v))︀ , (4.1)
where u,v ∈ 𝑆2 are fixed and orthogonal. 𝒩 is injective, i.e. 𝒩 (a) = 𝒩 (b) → a = b.
Too see this, consider that
cos−1(a · u) = cos−1(b · u) → a · u = b · u→ u · (a− b) = 0, (4.2)
since we are only interested in the range [0, 𝜋] where cos−1 is bijective. This implies
that u is perpendicular to a− b, i.e. a and b both lie on a circular path on the unit
sphere around u. Similarly, a and b both lie on a circular path around v. Since u ̸= v
and u ̸= −v, the intersection of these circular paths have two solutions at antipodal
points on the unit sphere, giving either a = b or a = −b. Since all normals in the
depth image must have a positive dot product with the viewing ray, it follows that
a = b. Therefore 𝒩 does not reduce the discriminability of the representation.
While 𝒩 is sufficient for detection of structural edges intrinsic to a surface, it does
not naturally capture step edges. Step edges are viewpoint-dependent discontinuities
in scene depth induced by occlusion in single view representations, and do not result in
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(a) RGB + GT
Normal
map
from [59]
Normal
map
from [9]
(b) ?˜? (c) Unfiltered (?˜?) (d) 𝜎 = (20, 200) (e) 𝜎 = (40, 400)
Figure 4-3. Visualisation of of our surface patch mapping function ?˜? and aggressive bilateral
smoothing of pointwise normals computed using two different methods [59, 9]. Our method
mitigates noise within surface patches while maintaining contrast between regions bordering
structural edges.
a visible change of surface normal (e.g., stairs viewed from directly above). Therefore,
we must include the original depth map 𝐷 in our minimal encoding in order to
represent these types of edges.
Our minimum encoding thus consists of absolute depth and surface normals. Next
we present how we compute stable surface normals.
4.2.1 Region-Based Normal Smoothing
Sensor noise has an adverse effect on the image representation, often introducing
false positives during edge detection. The effects of sensor noise are magnified in
surface normal estimations from depth sensors, since surface orientation is a first
order property of the sensor output. As shown in Figure 4-3, a seemingly flat surface
can have a wide distribution of surface orientations due to a small amount of noise
in the depth reading. Thus the noisy discretised normal map ?˜? computed from
sensor data is a poor approximation to 𝑁 and does not accurately express the surface
structure of the scene.
Low level image filtering [59, 9, 53] can address this issue to an extent by smoothing
spurious local normal variations, but still leaves a considerable amount of noise in the
input. Furthermore, over filtering will blur the structural boundaries of the scene,
reducing edge localization accuracy, as shown in Figure 4-3. Due to the unknown
required scale of surface curvature, filter size cannot be defined a priori.
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We reduce the effect of sensor noise by performing region-based smoothing of the
point-wise normal image. First, we over-segment the image into surface patches using
the Mean Shift algorithm [36]. Following this, the surface normal of each point within
a patch is replaced with the average surface normal of the patch. This maps regions
with consistent surface orientation to a single representative normal value, smoothing
normals within a surface while maintaining contrast between surfaces that border
structural edges.
4.2.2 Normal Computation Frame of Reference
The ground orientation is a key piece of semantic information in many scenes, as it
provides an absolute reference point for object surfaces in the scene. For example,
a boundary between the ground and a vertical surface, or between two walls, may
be more likely to be labelled as salient, particularly for tasks such as mobility. We
parameterise 𝒩 with respect to the ground plane by fixing the first coordinate axis
u to the inferred direction of gravity. To provide a stable reference frame, the second
axis v is set to be orthogonal to both the camera axis z0, i.e. the direction the camera
is facing, and u.
v = u× z0. (4.3)
This increases the amount of information encoded in our minimal representation
with no representation cost, providing a stable reference frame from which further
relationships between edges and scene structure can be inferred.
4.3 Comparison of Raw DSD and HHA Features
Before presenting our edge detection system, we first compare the suitability of the
proposed DSD encoding with the state-of-the-art HHA encoding for edge detection.
Specifically, this section presents a quantitative and qualitative comparison of the
DSD and HHA depth encodings.
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4.3.1 Quantitative Comparison
We now present a quantitative evaluation of the suitability of the DSD and HHA
features for structural edge detection. The first step is to determine a metric for how
appropriate the encoding is for edge detection. We note that the suitability of a rep-
resentation for edge detection is reflected by how clearly boundaries are distinguished
in the input encoding.
With this in mind, consider two adjacent regions 𝑃,𝑄 in some scene represented by
an ideal input encoding ℐ for edge detection. If a boundary exists between 𝑃 and 𝑄
then the two regions should be clearly separable in feature space, i.e. |ℐ(𝑃 )−ℐ(𝑄)| =
1. Conversely, if the two regions are identical in feature space |ℐ(𝑃 )−ℐ(𝑄)| = 0 then
there is no boundary between the regions.
In this situation, applying a naive edge detector such as Canny [22] to the ideal
encoding would yield a perfectly accurate edge map. Thus, in this section we measure
the effectiveness of different depth encodings at representing edges by evaluating the
edge maps produced when applying Canny to the encoded image.
The Canny parameters for different depth encodings are set using a grid search.
The lower 𝜎𝐿 and upper 𝜎𝑈 Canny thresholds are selected from 𝜎𝐿 ∈ {20, 40, 60} and
𝜎𝑈 ∈ {50, 100, 150} to give the best performance.
4.3.1.1 Evaluation Metrics
We use three standard performance metrics for edge detection evaluation. These are
the F-score for the best threshold over the dataset (ODS), best per image threshold
(OIS), and average precision (AP).
4.3.1.2 Experiments and Results
We apply the Canny edge detector to the images on SUNRGBD, encoded with our
DSD feature and the HHA feature, as in [94].
As shown in Table 4.2, the DSD feature provides a better representation of scene
geometry for structural edge detection. This in particular supports learning a bet-
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Method ODS OIS AP
HHA .422 .427 .012
DSD .489 .493 .025
Table 4.2. Raw encoding results on SUNRGBD.
ter structural edge model, as demonstrated by our improved results in Section 4.6.
Furthermore, this implies that generally the DSD feature is preferable to HHA when
used in systems that require structural edge detection.
4.3.2 Qualitative Comparison of DSD and HHA
Figure 4-4 shows some DSD and HHA encodings for a number of different scenes from
SUNRGBD. Also shown are the edge maps from the Canny edge detector applied to
these maps. Note that surfaces bordering structurally significant boundaries generally
have greater contrast in the DSD encoding compared to the HHA encoding. For
example, in the first row of Figure 4-4, the wall edges are clearly represented in the
DSD encoding, while they are not directly represented in the HHA encoding. This
is reflected in the corresponding Canny edge maps, demonstrating that our feature is
able to capture a wider range of structure than HHA.
The DSD feature also reduces the effect of depth sensor noise. An example of
this can be seen in rows 3 and 4 of Figure 4-4. Here the HHA feature exhibits a
high amount of noise, as seen on the side of the cabinet closest to the camera in row
3, and on the chairs in row 4. Noise is also usually present on distant surfaces in
the HHA feature. In the DSD feature surface normal noise is largely eliminated via
region-based normal smoothing. This produces a cleaner feature map, as seen in the
generated Canny edge maps of row 3 and 4.
From Figure 4-4 we can see that in general surfaces bordering structural bound-
aries are not separable from each other in the HHA feature map. Even with the
best Canny parameters, the difference between different surfaces is often a similar
magnitude to noise, and thus there is no fixed threshold that can effectively distin-
guish surface boundaries to noise. Our DSD feature, on the other hand, is designed
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to be a minimal encoding that captures the full surface geometry profile, and thus
the structure bordering significant boundaries is generally separable. As a result, the
DSD feature produces better final accuracy than HHA in the learned model of the
main paper.
4.4 Edge Detection System
This section describes our method of detecting structural edges from the scene. To
extract edges from the scene, we require a spatial operator to perform detection
on the minimal depth encoding. The desired operator must account for all surface
shapes, such as two corrugated iron fences that abut at an angle, or a corner in
rippled curtains (see Figure 4-6). In addition, sensor noise is complex and scale is
problematic, in short, “mathematics has nothing to say about scale” - O. Faugeras
[47]. A rippling curtain does have changing curvature, but it is the joint between the
surfaces that would be considered structurally salient by humans for most tasks (see
Figure 4-6). For these reasons, low level edge operators such as surface irregularities
are generally unsuitable for the task.
Hence we take the approach of applying a deep CNN that incorporates high level
semantic and context information into account as the spatial operator to detect struc-
turally salient edges. An advantage of deep CNNs for such problems is that the
encoding weighs depth values from the entire image and so supports a multi-scale
framework. Further, contour processing generally employs a broader region of sup-
port to suppress noise as well as a local gradient operator to find the edge.
4.4.1 Network Architecture
We use the VGG-16 fully convolutional network as the base architecture for testing
the DSD encoding. Since our main contribution is the DSD encoding, the selection
of VGG-16 provides fair comparison of this encoding with existing methods. We trim
the fully connected layers of VGG and incorporate deep supervision by adding a side
output to the last convolutional layer of each of the five VGG blocks, as in [157].
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(a) RGB (b) DSD (c) HHA [60] (d) GroundTruth (e) Ours (DSD) (f) HHA [60]
Figure 4-4. Edge maps obtained by applying the Canny filter applied to the DSD and
HHA [60] depth encodings, with the best Canny parameters found via grid search. This
gives a measure of how effectively each feature encodes geometric surface information for
edge detection. Note that in the DSD encoding, surfaces bordering structurally significant
boundaries generally have greater contrast.
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We will now give a brief overview of the objective function of the network. For
more details, please see [157].
Let W denote the collection of standard network parameters. Suppose we have
𝑀 side output layers, where each side output is associated with a classifier with
corresponding weightsw = (w(1), ...,w(𝑀)). For a given input𝑋 = {𝑥𝑗, 𝑗 = 1, ..., |𝑋|}
and ground truth 𝑌 = {𝑦𝑗, 𝑗 = 1, ..., |𝑋|}, the image-level loss function for the side
outputs is given by:
ℒside (W,w) =
𝑀∑︁
𝑚=1
𝛼𝑚𝑙
(𝑚)
side
(︀
W,w(𝑚)
)︀
. (4.4)
The individual loss function 𝑙
(𝑚)
side for side output 𝑚 is defined as the balanced cross-
entropy loss:
𝑙
(𝑚)
side
(︀
W,w(𝑚)
)︀
=− 𝛽
∑︁
𝑗∈𝑌+
log Pr
(︀
𝑦𝑗 = 1|𝑋;W,w(𝑚)
)︀
− (1− 𝛽)
∑︁
𝑗∈𝑌−
log Pr
(︀
𝑦𝑗 = 0|𝑋;W,w(𝑚)
)︀
, (4.5)
where 𝛽 = |𝑌+| / |𝑌 |, with |𝑌+| denoting the edge ground truth label set.
Pr
(︀
𝑦𝑗 = 1|𝑋;W,w(𝑚)
)︀
is computed as the sigmoid function 𝜎(𝑎
(𝑚)
𝑗 ) ∈ [0, 1] on the
activation value at pixel 𝑗. For each side output layer, this gives an edge map pre-
diction 𝑌
(𝑚)
side = 𝜎(𝐴
(𝑚)
side), where 𝐴
(𝑚)
side ≡ {𝑎(𝑚)𝑗 , 𝑗 = 1, ..., |𝑌 |} are the activations of the
side output of layer 𝑚.
The side output predictions are combined by adding a weighted fusion layer to
the network and simultaneously learning the fusion weight during training. The loss
function for this fusion layer is given by:
ℒfuse(W,w,h) = Dist(𝑌, 𝑌fuse)
where 𝑌fuse ≡ 𝜎(
∑︀𝑀
𝑚=1)ℎ𝑚𝐴
(𝑚)
side where h = (ℎ1, ..., ℎ𝑀) is the fusion weight. Dist(·, ·)
is the distance between the prediction and ground truth map, which is set as the
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Figure 4-5. An overview of our edge detection system. Our DSD encoding of the depth map
is the input to fully convolutional VGG16 network with deep supervision, as in [157]. We
add a batch normalization layer after every convolutional layer to speed up convergence.
cross-entropy loss. The combined loss function for the network is thus given by:
ℒ(W,w,h) = ℒside (W,w) + ℒfuse(W,w,h)
During training this objective function is minimised via standard (back-propagation)
stochastic gradient, using batch normalization to speed up convergence. An illustra-
tion of the network architecture is shown in Figure 4-5.
We merge the output depth edge maps with rgb maps from the HED architecture
[157] in order to assess the contribution of the system as part of an RGB-D edge
detector. When merging depth edge with rgb edge maps, we first take the product of
the fusion output with all the up-sampled side outputs, since this produces the best
results. We observe that the later side outputs produce more semantically meaningful
output with some false positives due to blurry edges from up-sampling, whereas the
earlier side outputs have excellent edge localization but a high number of false posi-
tives due to incorrect edge detections within non-boundary regions. Thus taking the
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product of all layers reduces false positives while ensuring that the meaningful edges
retain a high response. Multiplying the side outputs in this way increases F-score
but decreases average precision. However, when merging with the rgb saliency map,
average precision is not reduced.
4.5 Experiments
In this section we detail the implementation of the DSD CNN, and describe the
experiments run to evaluate the effectiveness of the encoding.
4.5.1 Implementation
We tune the hyper-parameters of the network using the method in [157], using devi-
ations of the F-score on the validation set as a measure of convergence. We select the
following hyper-parameter values for our experiments: image size 500×500 mini-batch
size = 10, learning rate = 1𝑒5, momentum = 0.9, weight decay = 0.0002, training
iterations = 15000, with learning rate divided by 10 every 5000 iterations.
We fix the coordinate system of the surface normal map 𝒩 as follows. We set
u as the inferred direction of gravity and v as the intersection between the camera
plane and the plane defined by u. This provides a stable reference frame for surface
orientation measurements, allowing the system to learn extrinsic priors relating to
structural edge placement.
4.5.2 Datasets
We evaluate our method on the SUNRGBD dataset, which contains 10335 RGB-D
image pairs taken with a variety of commodity depth cameras. As in [43], we convert
the segmentation ground truth to edge maps using [59]. Note that SUNRGBD is
a superset of the NYU dataset that existing methods use for evaluation, and thus
provides a better indication of model performance. We split the SUNRGBD dataset
into 6201 training, 2067 validation and 2067 test images.
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(a) RGB (b) DSD (c) HHA [60] (d) Ground Truth (e) Ours (DSD) (f) HHA [157]
(g) Intensity (h) Ours (DSD) (i) HHA [157] (j) Intensity SPV (k) DSD SPV (l) HHA SPV
Figure 4-6. (a-f) Challenging examples from our dataset, with output from our method and
HHA. Note the ripples in the curtains that produce high local surface normal variation,
illustrating the importance of scale for structural edge detection. (g-l) Prosthetic vision
inputs and SPV of the scene from intensity, our method, and HED-HHA, with sampling
locations shown in red. SPV denotes simulated prosthetic vision.
We also introduce a new dataset, which contains 200 RGB-D image pairs with
hand-labeled ground truth. The images were taken with an Asus Xtion Pro depth
camera and represent a wide variety of indoor environments, particularly those which
would be encountered within robotic grasping or prosthetic vision mobility tasks.
Ground truth was provided by a group of volunteers using custom annotation soft-
ware. Labelers were asked to mark significant structural boundaries in the scene.
We do not perform training on our dataset due to its small size. Rather, we use it
to evaluate the generalization ability of the learned edge maps on novel scenes likely
to be encountered during mobility tasks.
4.5.3 Comparison with Existing Methods
We compare the surface representation capacity of the DSD feature with the state-
of-the-art HHA feature for structural edge detection, by evaluating the quality of
learned edge maps on the two features using the HED architecture [157]. Since our
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Figure 4-7. PR curve on SUNRGBD.
Method ODS OIS AP
HED HHA .615 .634 .548
Ours DSD (tuned) .630 .652 .577
HED RGB .629 .652 .545
HED RGB+HHA .649 .672 .606
Ours RGB+DSD .652 .676 .610
Table 4.3. Results on the SUNRGBD Dataset.
main contribution, the DSD input encoding, is agnostic of the learning framework, we
do not provide further comparison with different deep learning architectures. HED
is the state-of-the-art base architecture for edge detection, and any optimizations to
the framework [94, 81] would likely improve learned results from our feature.
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(a) RGB (b) DSD (c) HHA [60] (d) Ground Truth (e) Ours (DSD) (f) HHA[157]
Figure 4-8. Example outputs from the SUNRGBD dataset. Our DSD feature provides a
cleaner and more descriptive representation of the boundaries between underlying surfaces,
which results in an improved final edge map compared to HHA.
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Method ODS OIS AP
HED HHA .647 .668 .570
Ours DSD .678 .712 .653
HED RGB .641 .679 .591
HED RGB+HHA .679 .729 .676
Ours RGB+DSD .685 .729 .685
Table 4.4. Results on our new depth edge Dataset.
4.6 Results
Our method gives the highest ODS, OIS and AP scores for the depth-only meth-
ods, as seen in Table 4.3 and Figure 4-7. This demonstrates that our DSD input
encoding makes available to the learning framework a more discriminative surface
representation than HHA, enabling more effective classification of edge structure.
From Figure 4-7, we see that while HED-RGB overall doesn’t perform as well as
depth, it performs relatively well in the high recall region. Thus we see from the graph
that the two HED methods can compensate for each other’s performance. However,
since our curve is mainly above the curve for HED-RGB, there is less potential for
performance improvement from a naive combination with HED-RGB. Despite this,
our method obtains superior performance when merged with HED-RGB as shown
in Table 4.3. Note that the focus of this work is on the depth representation, and
further investigation of merging depth and RGB edge maps would increase the RGB-D
performance of our system.
To test the cross-dataset generalization of DSD and HHA, we run the pretrained
networks on our new RGB-D edge dataset. The results are shown in Table 4.4. Our
method outperforms the HHA-based system for depth-only edge detection, demon-
strating that the DSD feature provides a more general representation of surface struc-
ture.
Figure 4-8 shows some example edge outputs generated by our method. Generally
our DSD encoding provides a more effective expression of surface geometry, allowing
for a cleaner separation of edge and non-edge structure. For example, in the second
last row our method correctly suppresses the depth texture of the shower curtain,
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(a) RGB (b) DSD (c) HHA [60] (d) Ground Truth (e) Ours (DSD) (f) HHA[157]
Figure 4-9. Two failure cases for our approach. In the first row our method incorrectly
detects salient structure on the mirror. In the second row our method produces a high
response on the dense structure in the center of the images, which is not present in the
ground truth. Note that these problems also occur in the HHA output.
demonstrating the effectiveness of our encoding when combined with learned high
level information.
Figure 4-6 displays simulations of what a prosthetic vision user would perceive
when using the standard intensity visual representation, and edge maps produced
by our method and HHA on challenging scenes from our new dataset. The errors
due to surface normal noise in the HHA SPV can make it difficult for a prosthetic
vision user to interpret the scene when performing navigation. Our method reduces
noise, providing a clearer depiction of scene structure. The standard intensity scene
representation is generally the least informative out of all the SPV images, supporting
structure-based depictions of the scene for prosthetic vision.
Failure cases Figure 4-9 shows some examples that represent the typical failure cases
of our method. Note that these are also a problem for the HHA system. In particular,
the wide range of structural edge labellings spread out over a relatively low number of
training examples in the dataset means that it can be difficult to produce an accurate
classification in all cases, for example classifying the chairs and tables as non-edge in
the second row.
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(a) RGB (b) DSD (c) G T (d) Side 1 (e) Side 2 (f) Side 3 (g) Side 4 (h) Side 5 (i) Fusion
Figure 4-10. Visualization of the side outputs produced by the network from DSD input
on challenging scenes from SUNRGBD containing structural texture, such as curtains, chair
backs, and books. These texture regions are effectively suppressed by the network.
4.6.1 Structural Texture Removal
A major motivation of using a CNN approach was the ability to incorporate local
and scene-level context and semantic information to distinguish structural boundaries
from structural texture. Figure 4-10 provides a visualization of the deep supervision
side outputs produced by our CNN from DSD input on example scenes containing
challenging structural texture regions such as curtains, chair backs, and books. The
DSD feature provides a high response on these types of regions in the early layers of
the network, allowing later layers of the network to effectively suppress these regions.
Note that the structural texture has been removed by the system in the final output.
4.7 Chapter Summary
In this chapter we have investigated the extraction of salient edges that support
understanding of scene structure for performing physical tasks such as navigation.
This is accomplished by learning high level information to help differentiate salient
structure, such as room boundaries, from structural texture, such as curtain ripples.
We have presented a new depth encoding, the DSD feature, which captures the first
order properties of surfaces and facilitates improved classification of surface geometry
that corresponds to structural edges.
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Our raw DSD feature was compared with the standard HHA depth encoding by
applying the Canny edge detector to the respective feature maps. The accuracy of the
Canny detector output reflects the suitability of the encoding for edge detection. The
DSD feature gave improved performance compared with the HHA feature, demon-
strating that our encoding provides a better characterisation of salient edge structure
than HHA.
A deep learning model is used to incorporate high level information into our
detection system. In our implementation, the DSD feature is incorporated into a
fully convolutional neural network adapted from the VGG16 network and trained
using deep supervision. Our system achieves state-of-the-art structural edge detection
results a large scale existing dataset. Furthermore, since the proposed DSD feature is
agnostic to the edge detection method, it can be combined with many existing edge
detection frameworks. The more effective encoding of scene structure would improve
the accuracy of edge detection in these systems.
Our proposed edge detection system also outperforms existing methods on our new
RGB-D edge dataset which contains a range of navigation scenarios for prosthetic vi-
sion. Our method is able to reduce false positives from noisy depth measurements and
structural texture, making it easier to interpret the salient structure in a prosthetic
vision scenario. Through our approach and the results, this chapter thus addresses the
thesis subproblem of identifying salient edges that convey scene shape for prosthetic
vision.
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Chapter 5
Surface Orientation for Salient Object
Detection
The preceding two chapters have investigated the thesis subproblem of detecting
salient edges for conveying scene shape. In Chapters 5 and 6, we now shift the focus
onto the determination of what kind of general object structure is salient to the human
visual system, for performing visual attention direction on a prosthetic vision display.
This chapter investigates the extraction of structurally salient objects from the
scene, based on analysis of surface orientation distribution contrast. We first intro-
duce the histogram of surface orientations (HOSO) feature in Section 5.2, which uses
the first order properties of the depth image for surface representation. This feature
is incorporated into a salient object detection system, described in Section 5.3. Ex-
periments and results on two RGB-D salient object detection datasets are presented
in Sections 5.4 and 5.5 respectively. The chapter is concluded in Section 5.6.
5.1 Introduction
In this chapter we aim to identify what types of object structure are salient to the
human visual system. Knowledge of structurally salient objects and regions in a scene
is crucial for performing many tasks of everyday living with prosthetic vision, such
as tabletop tasks, grasping tasks, orientation within the environment, and obstacle
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𝐷 input depth map
𝐼 input RGB map
dom(𝐷) set of pixel positions
(𝜃𝑢(𝑥, 𝑦), 𝜃𝑣(𝑥, 𝑦)) 2D orientation of (𝑥, 𝑦)
V1,V2,V3 principal components obtained using PCA
𝑏 2D histogram binning function
𝑃 image patch
𝐻(𝑃 ) patch histogram
𝐷(𝑃 ) mean patch depth
𝐼lab(𝑃 ) mean patch LAB colour
𝒫 set of patches from image segmentation
𝑁𝑃,𝑟 neighbourhood set of patches within radius 𝑟 of 𝑃
𝒩𝑃,𝑅 scale space of 𝑃 defined by set of radii 𝑅
dist𝐵 Bhattacharyya distance
card cardinality of a set
𝑘ℎ, 𝑘𝑑, 𝑘lab KDE kernel components for HOSO, depth, and LAB
𝜎ℎ, 𝜎𝑑, 𝜎lab KDE bandwidths for HOSO, depth, and LAB
𝐶hoso contrast function
𝑆hoso low-level saliency
𝑆prior prior adjusted saliency
(𝜇𝑥, 𝜇𝑦, 𝜇𝑑) estimated object center
(𝜎𝑥, 𝜎𝑦, 𝜎𝑧) estimated object size
𝑆obj estimated salient object map
𝑀gc graph cut refinement mask
𝒮hoso final saliency output
Table 5.1. List of symbols used in this chapter.
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(a) RGB (b) Depth (c) Orientation (d) Ground Truth
(e) Our Method (f) GP [121] (g) ACSD [73] (h) LMH [113]
Figure 5-1. Saliency output on an image with low foreground depth contrast. Our method
measures surface orientation distribution contrast to effectively identify foreground struc-
ture. Output is shown for three state-of-the-art methods Global Priors [121], Anisotropic
Center Surround Difference [73], and Low Medium High [113].
avoidance. Detection of these regions enables vision processing methods to direct
attention towards important parts of the scene in a manner that resembles the de-
ployment of biological visual attention. We perform detection of these salient regions
by analysing surface shape as captured by surface orientation distribution contrast.
We make the observation that, in terms of depth, saliency consists of not just
how close an object is, but that it has an unusual profile of surface orientation with
respect to its local region or to other parts of the scene, or has an overall orientation
that is unusual. For example the corner between a wall and floor, an obstacle on the
ground, or clutter in a tidy space. Surface orientation contrast thus offers a promis-
ing structural measure of saliency at multiple scales that operates independently to
depth, and can be used to complement depth-based contrast. However, while first
order surface properties are commonly used for tasks such as 3D object recognition
[143], incorporation of surface orientation for saliency detection has received much
less attention [35, 42, 121].
In this chapter, we present a new unified model for salient object detection that
integrates surface orientation, depth, and color contrast at multiple scales. Unlike
previous approaches, we integrate both orientation and depth contrast in a consistent
framework, taking advantage of the complementary information they offer. Surface
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Figure 5-2. Overview of the main stages of our method. We measure multi-scale contrast
of orientation, depth, and colour to obtain a low-level saliency map. We use the low-level
saliency to estimate and object map, and then perform boundary refinement using a graph
cut approach.
orientation contrast in existing methods is computed only at a global scale [42] or
only with respect to similar regions in the image [35], which can lead to an increased
number of false positives and false negatives respectively. Instead, our unified model
performs a multi-scale measurement of orientation contrast, based on the intuition
that salient objects are likely to remain distinct across multiple scales. Unlike purely
global formulations of surface orientation, our method captures locally unusual surface
orientation profiles that characterize many types of structurally interesting regions,
such as wall-floor edge boundaries. Furthermore, while previous work represents
regions using mean orientation, we introduce the histogram of surface orientation
(HOSO) feature for RGB-D saliency to capture the distribution of surface normals,
providing a robust and descriptive characterisation of the underlying region. While
histogram based representations of first order image properties are common in feature
detection and matching [40], their use and effectiveness is unexplored for RGB-D
salient object detection.
Contrast computation in our system is performed using a Gaussian KDE [113].
This allows the integration of different feature types during computation, rather than
fusing individually computed feature contrast maps [110, 48], to better exploit the
strong complementarities between surface orientation, depth, and color. The incor-
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Figure 5-3. Illustration of the HOSO feature for three different patches on a cube, with
camera direction along the 𝑍 axis. Given an image patch 𝑃 , surface normals within 𝑃 are
parameterized by their 2D orientation and binned into a 5×5 histogram ℎ𝑃 .
poration of multiple discriminative features tends to produce a precise but sparse
low-level saliency map. We post-process this map using object map estimation and
boundary refinement procedures to obtain a uniform saliency response across detected
objects. We evaluate our model on two recently proposed RGB-D datasets for salient
object detection, achieving superior performance to existing state-of-the-art methods
at the time of contribution. Furthermore, we demonstrate the contribution of each
feature type and computation stage to the overall performance of our model.
The main contributions of this work are: insight that surface orientation distri-
bution contrast provides valuable cues for determining locally unusual structure that
is indicative of salient objects, and a novel feature, HOSO, for capturing these cues;
proposal of the first unified multi-scale saliency detection system incorporating sur-
face orientation, colour, and depth contrast; and demonstration of the effectiveness
of HOSO and our system through state-of-the-art results at the time of contribution
on two datasets.
5.2 HOSO Feature
Our saliency model includes the distribution of surface orientation as a feature, based
on the observation that salient objects are more likely to contain surface orientation
structure that contrasts with the surroundings.
We aim to identify structurally salient regions based on their surface orientation
profile. In order to perform this task, the representation of patch-level surface orienta-
tion must be descriptive as well as robust to noise. First-order surface properties are
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particularly sensitive to sensor noise, which can impact the performance of a saliency
system if used directly [110].
Rather than representing a patch with a single orientation value as in previous
work, we use a histogram to capture the distribution of patch normals as the core
orientation feature. This provides a more detailed representation of the underlying
surface shape, and improves the capacity of the feature for distinguishing locally
unusual structure. Furthermore, histograms are more robust to sensor noise than
mean values.
The HOSO feature is computed as follows. First, point-wise normals are estimated
from the input depth image 𝐷 using PCA. Given an image point (𝑥, 𝑦) in the input,
the PCA support region is defined as the set of nearby points within a distance of 5
pixels. This support size was found to be large enough to alleviate the effect of noise,
while not being so large as to produce overly-smoothed normals. Each point from
this support region is projected to a 3D vector representing the spatial position of
the point in the camera coordinate system, and PCA is performed on the resulting
set of 3D points in order to obtain the three principal components V1,V2,V3 ∈ R3,
ordered according to decreasing eigenvalue. V1 and V2 thus span the plane that
fits the support region with least squared error, and V3 is the desired normal vector
for the plane. We parameterise the fitted normal V3 by its 2D orientation to avoid
wrap around issues and facilitate uniform quantization. The 2D normal orientation
of (𝑥, 𝑦) is defined as in Equation 4.1 and denoted as (𝜃𝑢(𝑥, 𝑦), 𝜃𝑣(𝑥, 𝑦)).
Normal orientations in an image patch 𝑃 are binned into a normalized 2D his-
togram 𝐻(𝑃 ) (see Figure 5-3). Setting the size of 𝐻(𝑃 ) to be 5 bins in each dimension
was found to achieve a good balance between descriptiveness, robustness, and effi-
ciency for HOSO. The bin mapping function of 𝐻(𝑃 ) is given by
𝑏(𝑥, 𝑦) =
(︂⌊︂
5 · 𝜃𝑢(𝑥, 𝑦)
𝜋
⌋︂
,
⌊︂
5 · 𝜃𝑣(𝑥, 𝑦)
𝜋
⌋︂)︂
. (5.1)
Thus, each point (𝑥, 𝑦) ∈ 𝑃 increments bin 𝑏(𝑥, 𝑦) of 𝐻(𝑃 ). The value of bin (𝑖, 𝑗) of
102
𝐻(𝑃 ) is thus given by
𝐻𝑖,𝑗(𝑃 ) =
card ({(𝑥, 𝑦) ∈ 𝑃 | 𝑏 (𝑥, 𝑦) = (𝑖, 𝑗)})
card(𝑃 )
. (5.2)
The dissimilarity of the surface orientation distributions of two patches is measured
using the Bhattacharyya distance dist𝐵(·, ·) between their HOSO features:
dist (𝑃,𝑄) = dist𝐵 (𝐻(𝑃 ), 𝐻(𝑄)) . (5.3)
The Bhattacharyya distance is a standard metric for measuring the difference be-
tween discrete distributions in statistics, and is commonly used to perform histogram
comparison in computer vision applications [37, 55, 122, 34]. This metric takes into
account not only the means but also the variances of the distributions being compared,
allowing for improved discrimination of different surface structure.
5.2.1 Patch-level Feature
Given an image patch 𝑃 , we aim to compute saliency based on contrast from 3D
structure as well as appearance. We use the HOSO feature 𝐻(𝑃 ) to capture sur-
face shape, and in addition mean depth 𝐷(𝑃 ) to capture relative position in the
scene and mean LAB colour 𝐼lab(𝑃 ), obtained from converting the mean RGB colour
𝐼(𝑃 ), to represent appearance [113]. Thus 𝐻(𝑃 ), 𝐷(𝑃 ), and 𝐼lab(𝑃 ) form our patch
representation and the basis for contrast computation.
5.3 Saliency Detection System
The pipeline of our method consists of three major stages, as shown in Figure 6-5.
First, a low-level saliency map is computed from surface orientation, depth, and colour
contrast at multiple scales. We use Gaussian Kernel Density Estimation [113] to
measure contrast and integrate the different features during the contrast computation
stage. This is followed by an object estimation stage, which uniformly highlights
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(a) Segmentation (b) 𝑟 = 60 (c) 𝑟 = 140 (d) 𝑟 = 220
Figure 5-4. Example image segmentation and illustration of contexts at multiple scales. The
candidate patch 𝑃 is shown in green. The context sets 𝑁𝑃,𝑟 are shown in red, containing
patches within distance 𝑟 of 𝑃 .
foreground regions identified in the low-level saliency map. Each pixel is assigned a
probability that it belongs to the foreground, computed using a Gaussian model of the
object constructed from the low-level saliency map. In the final step, the boundaries
of the estimated object map are refined with a graph cut based approach [105].
5.3.1 Low-level Saliency
This section describes our method for computing the low-level saliency map from raw
patch level features. We first segment the input image into a set of patches 𝒫 using
SLIC [2]. The low-level saliency score of a patch 𝑃 ∈ 𝒫 is based on its contrast
with a set of neighbouring patches 𝑁 . The contrast is measured by estimating the
probability prob(𝑃 |𝑁) that 𝑃 comes from the distribution defined by 𝑁 in feature
space, as in [113]. A low value of prob(𝑃 |𝑁) implies that 𝑃 is unlikely to belong to
𝑁 , and has a high contrast.
We use a kernel density estimator to compute prob(𝑃 |𝑁) [113]. However, in
addition to mean depth and colour, we extend the density estimation to include the
HOSO feature, incorporating differences of surface orientation distributions into the
density function. If a patch has an unusual surface orientation profile compared to its
surroundings, such as a ball resting on the ground, then it will have a low estimated
probability of being part of the context distribution, and consequently a high saliency
score. On the other hand if a patch has an almost identical surface orientation profile
to its surroundings, such as a patch on a planar surface, then the estimated probability
density function will have a high value at the HOSO feature of the point, leading to
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a low saliency score.
The probability density estimation is thus given by:
prob (𝑃 |𝑁) = 1
card(𝑁)
∑︁
𝑄∈𝑁
𝑘ℎ (𝐻(𝑃 ), 𝐻(𝑄)) 𝑘𝑑 (𝐷(𝑃 ), 𝐷(𝑄)) 𝑘lab (𝐼lab(𝑃 ), 𝐼lab(𝑄)) ,
(5.4)
where 𝑘ℎ(·, ·), 𝑘𝑑(·, ·), and 𝑘lab(·, ·) are the kernel components corresponding to surface
orientation distribution, mean depth, and mean colour respectively.
We define the surface orientation distribution component as a Gaussian kernel
with bandwidth 𝜎ℎ,𝑃,𝑄:
𝑘ℎ(𝐻(𝑃 ), 𝐻(𝑄)) = exp
(︃
−dist𝐵 (𝐻(𝑃 ), 𝐻(𝑄))
2
2𝜎2ℎ,𝑃,𝑄
)︃
. (5.5)
The estimate is obtained by measuring the Bhattacharyya distance from the HOSO
feature 𝐻(𝑃 ) of the candidate patch to the density function of the neighbour patch
𝑄.
As in [32] we observe that objects that are closer than their surroundings are more
likely to be salient. We aim to limit the contribution of context patches with lower
depth than the candidate patch, since in these cases the candidate patch is more
likely to be background. This is achieved by scaling the base KDE bandwidth 𝜎ℎ,
depending on whether the candidate patch is in front of the context patch:
𝜎ℎ,𝑃,𝑄 =
⎧⎨⎩ 𝜎ℎ if 𝐷(𝑃 ) > 𝐷(𝑄)2𝜎ℎ otherwise. (5.6)
This increases the bandwidth and reduces the influence of the neighbour patch if it
is further away than 𝑃 .
The depth and colour Gaussian kernels 𝑘𝑑(·, ·) and 𝑘lab(·, ·) are defined similarly,
using the Euclidean distance between feature values instead of Bhattacharya distance,
and with respective bandwidths 𝜎𝑑,𝑃,𝑄 and 𝜎lab,𝑃,𝑄.
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The contrast measurement function is thus given by:
𝐶hoso (𝑃,𝑁) = − log (prob (𝑃 |𝑁)) . (5.7)
The low-level saliency 𝑆hoso(𝑃 ) of a patch 𝑃 is formulated as the product of the
contrast measurement function across multiple scales, such that:
𝑆hoso (𝑃 ) =
∏︁
𝑁∈𝒩𝑃
𝐶hoso (𝑃,𝑁) , (5.8)
where 𝒩𝑃,𝑅 = {𝑁𝑃,𝑟|𝑟 ∈ 𝑅 ⊂ R} denotes the scale space of 𝑃 , and the neighbourhood
𝑁𝑃,𝑟 of 𝑃 consists of all other patches within a radius 𝑟 of 𝑃 (see Figure 5-4). That
is, 𝑁𝑃,𝑟 = {𝑄|‖(𝑥𝑃 , 𝑦𝑃 ) − (𝑥𝑄, 𝑦𝑄)‖2 < 𝑟 and 𝑄 ̸= 𝑃}, where (𝑥𝑃 , 𝑦𝑃 ) and (𝑥𝑄, 𝑦𝑄)
are patch centroids.
The contribution of each feature when computing low-level saliency on RGBD-
1000 is shown in Figure 5-5. Note that incorporating orientation with depth results
in a larger improvement than using colour and depth, validating the incorporation
of surface orientation as a structural saliency feature. The combination of all three
features gives the best performance, indicating that each feature contributes positively
to the final result.
5.3.2 Priors
We apply two standard saliency priors to reweight the low-level saliency map 𝑆hoso.
The first is the depth prior, which incorporates information about absolute depth into
the system. The depth prior is applied by dividing patch saliency with mean depth.
The second prior is the spatial prior, which reweights patch saliency according to a
distance from the center of the based on a Gaussian distribution [99]. Application
of these saliency priors is a standard step in RGB-D saliency systems. See Chapter
2 for further information about these saliency priors. We denote the prior adjusted
saliency map as 𝑆prior.
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5.3.3 Salient Object Map Estimation
The low-level saliency computation stage tends to produce saliency maps character-
ized by sparse high-saliency patches. The multiplicative aggregation of complemen-
tary and discriminative features can result in a low overall saliency score for a patch if
one feature is assigned a low contrast. Thus, only a few highly distinct points produce
a high saliency score in the low-level map.
Ensuring a consistently strong saliency response across entire objects is a funda-
mental objective in salient object detection [19]. We use the low-level saliency map
described in Section 5.3.1 to build a Gaussian model of the object based on image
position and depth, from which each pixel is assigned a score reflecting the proba-
bility that it is part of the salient object. This is implemented in a similar way to
the high-level object bias enhancement performed in [113], but with mean and vari-
ance computation modified to account for a saliency map with sparse regions of high
response.
The probability that a pixel (𝑥, 𝑦) in the input depth image belongs to a salient
object is computed based on the estimated location and size of the object. The
estimated object map 𝑆obj is obtained using a Gaussian model, given by:
𝑆obj(𝑥, 𝑦) = exp
[︃
−
(︂
𝑥− 𝜇𝑥
2𝜎𝑥
)︂2
−
(︂
𝑦 − 𝜇𝑦
2𝜎𝑦
)︂2
−
(︂
𝐷(𝑥, 𝑦)− 𝜇𝑑
2𝜎𝑑
)︂2]︃
, (5.9)
where (𝜇𝑥, 𝜇𝑦, 𝜇𝑑) is the expected object center, and (𝜎𝑥, 𝜎𝑦, 𝜎𝑑) is the expected object
size.
We will now detail the computation of (𝜇𝑥, 𝜇𝑦, 𝜇𝑑) and (𝜎𝑥, 𝜎𝑦, 𝜎𝑑). Let 𝑆prior(𝑥, 𝑦)
denote the prior adjusted saliency of a pixel (𝑥, 𝑦), obtained by propagating patch
saliency to member pixels. In order to handle a saliency map with sparse regions of
high response, we set the expected object center as the weighted mean over all pixels:
(𝜇𝑥, 𝜇𝑦, 𝜇𝑑) =
∑︀
(𝑥,𝑦)∈dom(𝐷) 𝑆prior(𝑥, 𝑦)(𝑥, 𝑦,𝐷(𝑥, 𝑦))∑︀
(𝑥,𝑦)∈dom(𝐷) 𝑆prior(𝑥, 𝑦)
. (5.10)
The expected object size is based on the weighted variance of the image:
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(︀
𝜎𝑥
2, 𝜎𝑦
2, 𝜎𝑑
2
)︀
=
∑︀
(𝑥,𝑦)∈dom(𝐷) 𝑆prior(𝑥, 𝑦)
(︀
(𝑥− 𝜇𝑥)2 , (𝑦 − 𝜇𝑦)2 , (𝐷(𝑥, 𝑦)− 𝜇𝑑)2
)︀∑︀
(𝑥,𝑦)∈dom(𝐷) 𝑆prior(𝑥, 𝑦)
.
(5.11)
Since low-level saliency may not be high at all the extremities of the object,
we set the estimate of expected object size to three standard deviations, by scaling
(𝜎𝑥, 𝜎𝑦, 𝜎𝑑) by three.
5.3.4 Boundary Refinement
The estimated object map H from the previous stage may contain inaccurate fore-
ground boundaries, particularly when the object occupies a similar depth range to
nearby background. Boundary refinement is a common post-processing step employed
in existing salient object detection systems (e.g. [32, 113, 105]). We use the graph
cut based saliency refinement method described by [105] to obtain object bound-
aries based on appearance information. The refinement process iteratively builds a
model of the foreground and background based on initial seed regions. We provide
the thresholded object saliency map 𝑆obj as the binary foreground seed image for the
graph cut refinement process. A threshold of 0.8 is used to ensure only high confi-
dence saliency regions form the basis of foreground model estimate. The graph cut
segmentation process produces an output binary mask 𝑀gc that denotes the set of
pixels that form the predicted object, and is used to prune non-foreground areas from
𝑆obj. The final pixel-wise saliency is thus given by
𝒮hoso(𝑥, 𝑦) = 𝑀gc(𝑥, 𝑦) · 𝑆obj(𝑥, 𝑦). (5.12)
5.4 Experiments
We evaluate our method on two recently proposed datasets for RGB-D salient object
detection. The first is RGBD1000 [113], which was introduced to address the lack
of a large dataset with depth information for salient object detection. It contains
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1000 images featuring diverse scene and object types, with low depth and colour
contrast between the foreground and background. We also report the performance of
our method on the NJUDS2000 salient object detection dataset [73], containing 2000
disparity images computed from stereo image pairs.
Our method is compared with three state-of-the-art RGB-D salient object detec-
tion systems: Low-Medium-High Saliency (LMH) [113] proposed by the authors the
RGBD1000 dataset, Anisotropic Center Surround Difference (ACSD) [73], from the
authors of the NJUDS2000 dataset, and Global Prior saliency (GP) [121]. We also
include comparisons to two top ranking 2D saliency algorithms according to a recent
survey [19]: DSR [88], and DRFI [70].
We examine the effect of center and depth bias on low-level orientation contrast
saliency compared to the low-level depth saliency from [113]. Note that since [113]
is only available as a single executable, we use a custom implementation of the low-
level saliency which omits center and depth prior application. We also measure the
performance of the low-level and object estimation stages of our framework, and
examine the contribution of the different feature types used in our low-level saliency
computation method.
5.4.1 Contrast Computation Scales
We perform an analysis of structural feature contrast at different scales for foreground
identification on the dataset, in order to help inform scale selection for our saliency
system.
Figure 5-6 shows that for a small scale size, foreground patches typically have
higher contrast with orientation than depth. In particular, a large number of fore-
ground patches have low local depth contrast, suggesting that depth contrast provides
poor discriminability at a local scale, and that orientation contrast is more likely to
distinguish foreground regions when the context size is small. However, background
regions tend to have greater orientation contrast for larger scales than depth contrast,
suggesting that the former is not suited for large context sizes. Based on these ob-
servations, we omit depth and orientation when computing contrast with small and
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Figure 5-5. (a) Comparison of low-level saliency results on RGBD1000 when incorporat-
ing various patch feature combinations. D=mean depth, O=surface orientation histogram
(HOSO), C=mean LAB colour. This shows that the effect of surface orientation is large if
there is a lack of colour information, for example in a low contrast environment or under
low lighting conditions. In the case that colour is incorporated, using HOSO provides addi-
tional improvement. (b) The effect of center and depth bias on low-level saliency using our
orientation feature (O) and a custom implementation of the low-level depth saliency term
of DCS (D).
large context sizes respectively.
5.4.2 Implementation Details
In the experiments, we measure contrast across three scales, 𝑅 = {60, 140, 220}.
These scales were selected to produce small, medium, and large neighbourhoods for
each patch, produce good results for general use. The KDE bandwidths in Equation
5.4 of the mean depth and Lab colour features were set to 𝜎2𝑑 = 𝜎
2
𝑙 = 0.025. For
orientation, bandwidths of 𝜎2ℎ = 0.1 for scale 60 and 𝜎
2
ℎ = 0.3 for scale 140 were found
to work well.
Our unoptimized implementation takes approximately 7 seconds per 640 × 480
image running on a 2.6GHz i5 processor with 8GB of RAM.
5.4.3 Evaluation Metrics
Performance is evaluated through the precision-recall curve and mean F-score, the 𝐹𝛽
measure with 𝛽 = 0.3 emphasizing precision [4]. The F-score is computed from the
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Figure 5-6. Analysis of contrast for (a) surface orientation and (b) mean depth features at
multiple scales on RGBD1000, displaying the percentage of foreground (fg) and background
(bg) patches that exhibit the normalized contrast values with respect to a neighbourhood
of radius 𝑟.
saliency output using an adaptive threshold equal to twice the mean of the image [4].
5.5 Results
Our method produces a superior F-score compared to all other methods on both
datasets, as seen in Figures 5-7c and 5-7d. Furthermore, our method achieves a
consistently high performance across the two datasets whereas the other methods
tend to favour one or the other.
Figure 5-7a shows that our system achieves higher precision than other methods
at comparable recall rates on RGBD1000. The increased precision is most apparent
at just under 0.8 recall. At this point our method is able to identify a larger por-
tion of foreground regions than other methods without affecting precision. Similarly,
Figure 5-7b shows that our method has the highest precision up to just under 0.7
recall. Figures 5-7a and 5-7b also show the contribution of each computation stage
in our framework. We see from the figure that applying the object estimation map
significantly improves results compared to the low-level saliency map, in particular
boosting recall as we expect. The application of boundary refinement subsequently
increases the precision of the estimated object map. This pattern of improvement
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Figure 5-7. Quantitative comparisons of performance over RGBD1000 and NJUDS2000
datasets. Ours(L) denotes our low level saliency map, and Ours(L+O) denotes our estimated
object map.
follows the aim of each stage: identification of salient regions, expansion of candidate
regions to cover foreground objects, and boundary refinement to remove background.
We plot the precision-recall for our low-level saliency map using different feature
combinations in Figure 5-5a. As expected, using individual features gives relatively
low scores. Combining depth and orientation produces better results than combining
depth and colour, which highlights the complementary nature of the two structural
features. The relatively high performance of this pairing suggests that orientation
may be used as an alternative when colour is not available or reliable, such as in
environments with low contrast or poor lighting. The best performance is observed
when using all three feature types, demonstrating that each feature offers distinct
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information that is extracted effectively in our framework. As shown in Figure 5-5b,
the low-level surface orientation saliency of our method outperforms the low-level
depth saliency of [113] both with and without the bias terms. This demonstrates
that surface orientation contrast is a more reliable indicator of foreground than depth
contrast, particularly near image boundaries.
5.6 Chapter Summary
In this chapter, we have addressed the thesis subproblem of identifying salient object
structure for emulating biological visual attention deployment. We have found that
regions with irregular surface shape compared to their surroundings are likely to occur
on salient objects, and that surface orientation distribution contrast provides useful
information for determining these regions. We thus introduce the HOSO feature to
measure surface orientation distribution contrast for RGB-D saliency.
We propose a new unified model that integrates surface orientation distribution
contrast with depth and color contrast across multiple scales. This model is imple-
mented in a multi-stage saliency computation approach that first performs low-level
contrast estimation using a kernel density estimator (KDE), and then performs the
post-processing steps of applying priors, estimating object positions from the low-
level saliency map, and refining the estimated object positions using graph cut. The
HOSO feature increases the precision of low-level saliency predictions, allowing for
more effective salient structure segmentation during post-processing.
Our method is evaluated on two RGB-D salient object detection databases, achiev-
ing superior performance to previous state-of-the-art methods. Furthermore, our
method achieves a consistently high performance across the two datasets whereas
the other methods tend to favour one or the other. This demonstrates that surface
shape, as represented by the HOSO feature, plays an important role in determining
structural saliency.
Based on these findings, we conclude that use of the HOSO feature results in
improved capacity to detect objects that are salient to the human visual system.
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Therefore, use of surface orientation distribution contrast would benefit vision pro-
cessing methods that aim to perform attention direction towards salient objects in
the environment.
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(a) RGB (b) Depth (c) Ori (d) G. T. (e) Ours (f) [121] (g) [73] (h) [113]
Figure 5-8. Comparison of saliency maps generated by state-of-the-art systems. Our method
is shown with GP [121], ACSD [73], and LMH [113]. G. T. denotes Ground Truth and Ori
shows surface orientation.
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Chapter 6
Structural Saliency from Local
Background Enclosure
This chapter continues the investigation into the thesis subproblem of identifying the
types of structure that are salient to the human visual system, and presents a new
depth feature called local background enclosure (LBE) for structural salient object de-
tection. The LBE feature addresses fundamental limitations of contrast-based depth
methods such as the system presented in Chapter 5; that saliency is often skewed by
background regions of high contrast, and that depth contrast can vary significantly
depending on viewpoint and the exact distances between objects. This work offers
further insight into what kind of object structure is salient to humans, which can be
used to better inform prosthetic vision scene representations on object-related tasks
such as obstacle avoidance and tabletop tasks. The proposed LBE feature is described
in Section 6.2, and Section 6.3 describes our salient object detection system. Sections
6.4 and 6.5 describe the experiments and results evaluating both the raw LBE fea-
ture as well as the saliency detection system on two RGB-D salient object detection
datasets. Section 6.6 summarises the work presented in the chapter, and Section6.7
concludes the technical portion of the thesis.
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𝐷 input depth map
𝐼 input RGB map
𝒫 set of patches obtained from image segmentation
𝑁𝑃 neighbourhood of 𝑃
ℬ(𝑃, 𝑡) background set of 𝑃 with depth difference threshold 𝑡
𝜂 background intersection indicator function
Θ set of boundaries of angular regions not containing background
𝑓, 𝑔 angular fill and gap density functions
𝐹,𝐺 angular fill and gap distribution functions
𝑆lbe low-level lbe saliency
𝑆prior prior adjusted saliency
𝒮lbe final saliency output
Table 6.1. List of symbols used in this chapter.
6.1 Introduction
This chapter aims to improve salient object detection from depth input. While the
method in Chapter 5 accomplishes this to some degree, methods that operate on
depth contrast have two major weaknesses for application in prosthetic vision.
∙ Depth contrast methods are prone to false positives and false negatives due to
background regions with large depth difference. Figure 6-2 shows an example
in which the foreground has relatively low depth contrast, making it challeng-
ing to detect using existing depth features. Contrast in background regions is
generally unavoidable, and can lead to false detections that impinge the ability
of a prosthetic vision scene representation to facilitate safe navigation.
∙ Depth contrast magnitude does not reflect a consistent and meaningful quantity
with respect to the needs of prosthetic vision, and in general depth contrast
in a scene is largely dependent on random factors such as object placement
and viewpoint. For example, Figure 6-1 shows a scenario where two identical
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Obstacle 1
Obstacle 2
δ2
WallObserver
δ1
Figure 6-1. Illustration of a problem with applying depth contrast saliency for assistive
navigation. Since depth contrast saliency is based on the distance between an object and
its surroundings, in this example the depth contrast saliency of Obstacle 1 will be lower
than Obstacle 2 from the point of view of the Observer because 𝛿1 < 𝛿2. Thus, a scene
representation based on depth contrast saliency would primarily convey Obstacle 2, despite
the fact that both obstacles are the same distance from the Observer and pose the same
collision risk.
obstacles that pose the same collision risk to the observer are assigned different
depth contrast saliency scores. Assigning consistent scores that better reflect
structural importance is a crucial step for enabling effective vision processing
for navigation.
Aiming to address these issues, we propose a new feature that captures salient
structure based on the degree to which an object is bordered by regions of greater
depth, called Local Background Enclosure (LBE). We note that salient objects tend
to be characterised by being locally in front of surrounding regions, and the distance
between an object and the background is not as important as the fact that the back-
ground surrounds the object for a large proportion of its boundary. The existence of
background in a large spread of angular directions around the object implies pop-out
structure and thus high saliency. Conversely, background regions are less likely to
exhibit pop-out structure. Thus our proposed depth saliency feature incorporates
two components. The first, which is proportional to saliency, is the angular density of
background around a region, encoding the idea that a salient object is in front of most
of its surroundings. The second feature component, which is inversely proportional
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(a) RGB (b) Depth (c) Labels
(d) Our Method (e) GP [120]
(f) ACSD [74] (g) LMH [114]
Figure 6-2. Saliency output on a depth image where foreground depth contrast is relatively
low. Our method measures background enclosure of the object to overcome this problem.
to saliency, is the size of the largest angular region containing only foreground, since
a large value implies significant foreground structure surrounding the object. This
is the first time angular distributions of background directions have been explicitly
measured for depth saliency. This feature is shown to be more robust than existing
depth contrast-based measures. Further, we validate the proposed depth feature in a
saliency system. We demonstrate that our depth feature out-performs state-of-the-
art methods from the time of publication when combined with a depth prior, spatial
prior, background prior, and Grabcut refinement.
6.2 Local Background Enclosure
In this section we introduce the Local Background Enclosure feature, which quantifies
the proportion of the object boundary that is in front of the background. The salient
object detection system will be described in Section 6.3. Given an input RGB map 𝐼
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Figure 6-3. Illustration of the local background sets (blue) for four different candidate
regions (green). In this example the neighbourhood radius is 𝑟 = 200 pixels, and the depth
cutoff is 𝑡 = 𝜎/2. Note that patches lying on salient objects tend to be enclosed by the local
background set.
and depth map 𝐷, we aim to segment the pixels into salient and non-salient pixels.
For computational efficiency and to reduce noise from the depth image, instead of
directly working on pixels, we oversegment the the image into a set of patches 𝒫
according to their RGB value. We denote individual patches as 𝑃 ∈ 𝒫 . We use SLIC
[3] to obtain the superpixel segmentation, although our method is flexible to the type
of segmentation method used.
Salient objects tend to be locally in front of their surroundings, and consequently
will be mostly enclosed by a region of greater depth, as shown in Figure 6-3. We
propose the Local Background Enclosure feature denoted by 𝑆lbe based on 𝐷. This
feature employs an angular density component, 𝐹 , and an angular gap component,
𝐺, to measure the proportion of the object boundary in front of the background.
6.2.1 Angular Density Component
We wish to measure the angular density of the regions surrounding 𝑃 with greater
depth than 𝑃 , referred to as the local background. We consider a local neighbourhood
𝑁𝑃 of 𝑃 , consisting of all patches within some fixed radius 𝑟 of 𝑃 . That is, 𝑁𝑃 =
{𝑄 | ‖(𝑥𝑃 , 𝑦𝑃 )− (𝑥𝑄, 𝑦𝑄)‖2 < 𝑟}, where (𝑥𝑃 , 𝑦𝑃 ) and (𝑥𝑄, 𝑦𝑄) are patch centroids.
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Figure 6-4. Illustration of the background enclosure feature evaluated on the depth image
from Figure 1. (a) The density functions computed at image locations marked by the green
points with neighbourhood boundaries marked by dotted lines. The blue fill denotes angular
regions containing points with greater depth than 𝑡 = 𝜎/2 from the center depth, with the
maximum gap between these regions marked in red. The values of the angular density
component 𝑓 , the angular gap component 𝑔, and saliency 𝑠 = 𝑓 · (1 − 𝑔) for 𝑡 = 𝜎/2 are
marked. (b) The distribution functions 𝐹 , 𝐺, and final LBE saliency 𝑆 = 𝐹 · 𝐺 at each
point.
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We define the local background ℬ (𝑃, 𝑡) of 𝑃 as the union of all patches within a
neighbourhood 𝑁𝑃 that have a mean depth above a threshold 𝑡 from 𝑃 .
ℬ (𝑃, 𝑡) =
⋃︁
{𝑄 ∈ 𝑁𝑃 |𝐷(𝑄) > 𝐷(𝑃 ) + 𝑡} , (6.1)
where 𝐷(𝑃 ) and 𝐷(𝑄) denote the mean depth of 𝑃 and 𝑄 respectively.
We define a function 𝑓 (𝑃,ℬ (𝑃, 𝑡)) that computes the normalised ratio of the
degree to which ℬ (𝑃, 𝑡) encloses 𝑃 .
𝑓 (𝑃,ℬ (𝑃, 𝑡)) = 1
2𝜋
∫︁ 2𝜋
0
𝜂 (𝜃, 𝑃,ℬ (𝑃, 𝑡)) d𝜃, (6.2)
where 𝜂 (𝜃, 𝑃,ℬ (𝑃, 𝑡))) is an indicator function that equals 1 if the line passing through
the centroid of patch 𝑃 with angle 𝜃 intersects ℬ (𝑃, 𝑡), and 0 otherwise. Note that
we assume that 𝑃 has a high compactness [3]. A visualisation of 𝑓 is shown in Figure
6-4.
Thus 𝑓 (𝑃,ℬ (𝑃, 𝑡)) computes the angular density of the background directions.
Note that the threshold 𝑡 for background is an undetermined function. In order to
address this, as frequently used in probability theory, we employ the distribution
function, denoted as 𝐹 (𝑃 ), instead of the density function 𝑓 , to give a more robust
measure. We define 𝐹 (𝑃 ) as:
𝐹 (𝑃 ) =
∫︁ 𝜎
0
𝑓 (𝑃,ℬ (𝑃, 𝑡)) d𝑡, (6.3)
where 𝜎 is the standard deviation of the mean patch depths within the local neigh-
bourhood of 𝑃 . This is given by 𝜎2 = 1|ℬ(𝑃,0)|
∑︀
𝑄∈ℬ(𝑃,0)
(︀
𝐷(𝑄)−𝐷)︀2 , where 𝐷 =
1
|ℬ(𝑃,0)|
∑︀
𝑄∈ℬ(𝑃,0)𝐷(𝑄). This implicitly incorporates information about the distribu-
tion of depth differences between 𝑃 and its local background.
6.2.2 Angular Gap Component
In addition to the angular density 𝐹 (𝑃 ), we introduce the angular gap statistic 𝐺(𝑃 ).
As shown in Figure 6-4, even though 𝑃2 and 𝑃3 have similar angular densities, we
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would expect 𝑃2 to have a significantly higher saliency since the background directions
are more spread out. To capture this structure, we define the function 𝑔 (𝑃,𝑄) to find
the largest angular gap of 𝑄 around 𝑃 and incorporate this into the saliency score.
𝑔 (𝑃,𝑄) =
1
2𝜋
· max
(𝜃1,𝜃2)∈Θ
{|𝜃1 − 𝜃2|} , (6.4)
where Θ denotes the set of boundaries (𝜃1, 𝜃2) of angular regions that do not contain
background:
Θ = {(𝜃1, 𝜃2) | 𝜂 (𝜃, 𝑃,𝑄) = 0 ∀𝜃 ∈ [𝜃1, 𝜃2]}. (6.5)
A visualisation of 𝑔 is shown in Figure 6-4.
We define the angular gap statistic as the distribution function of 1− 𝑔:
𝐺(𝑃 ) =
∫︁ 𝜎
0
1− 𝑔 (𝑃,ℬ (𝑃, 𝑡)) d𝑡. (6.6)
The low level Local Background Enclosure value is thus given by:
𝑆lbe(𝑃 ) = 𝐹 (𝑃 ) ·𝐺(𝑃 ). (6.7)
Figure 5-8 shows the generated saliency map on some example images. Note that
the pop-out structure corresponding to salient objects is correctly identified. Depth
contrast features fail to detect the objects, or exhibit high false positives.
6.3 Saliency Detection System
We construct a system for salient object detection using the proposed feature. Specif-
ically, we reweight the Local Background Enclosure feature saliency using depth and
spatial priors, and then refine the result using Grabcut segmentation. An overview
of our system is given in Figure 6-5.
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Figure 6-5. Overview of our saliency detection system. Given an RGB-D image and super-
pixel segmentation, we first compute our Local Background Enclosure feature, then apply
depth, spatial, and background priors, and finally refine the result using Grabcut segmen-
tation.
6.3.1 Depth, Spatial, and Background Prior
We apply three standard saliency priors to reweight the low level saliency map 𝑆lbe,
producing the prior adjusted saliency map 𝑆prior. First, we perform absolute depth
reweighting using a depth prior to modulate the saliency of pixels with depth greater
than the median depth of the image, as in [74]. Following this, we apply a spatial prior
that re-weights patch saliency based on distance from the image center [99]. Finally,
we use the background prior map described in [164] to reweight saliency based on a
measure of boundary connectedness. Prior application is a standard step in existing
saliency systems, further details are available in Chapter 2.
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6.3.2 Grabcut Segmentation
The saliency map 𝑆prior may contain inaccurate foreground boundaries for parts of
the object that do not exhibit strong pop-out structure. Boundary refinement is a
common post-processing step employed in existing salient object detection systems
(e.g. [26, 114, 106, 120, 58]). We use the same graph cut based boundary refinement
as in Chapter 5 to improve object boundaries using appearance information. The
graph cut foreground model is initialized with a binary mask obtained by applying
a threshold of 0.8 to 𝑆prior. The output Grabcut segmentation mask 𝑀gc is used to
prune non-foreground areas from 𝑆prior. The refined saliency map is thus given by
𝒮lbe(𝑥, 𝑦) = 𝑀gc(𝑥, 𝑦) · 𝑆prior(𝑥, 𝑦). (6.8)
6.3.3 Implementation Details
The discrete version of the angular density function 𝑓 is implemented using a histogram-
based approximation, denoted as 𝑓 . Let ℎ (𝑖, 𝑃,ℬ (𝑃, 𝑡)) be an 𝑛 bin polar occupancy
histogram, where bin 𝑖 is 1 if the corresponding angular range contains an angle be-
tween the centroids of 𝑃 and a patch in ℬ (𝑃, 𝑡), and 0 otherwise. We set 𝑓 to be
equal to the fill ratio of ℎ.
𝑓 =
1
𝑛
𝑛∑︁
𝑖=1
ℎ (𝑖, 𝑃,ℬ (𝑃, 𝑡)) . (6.9)
The distribution function 𝐹 is computed numerically using 𝐹 by sampling 𝑓 at
𝑚 equally spaced points across the integration range such that:
𝐹 (𝑃 ) =
1
𝑚
𝑚∑︁
𝑖=1
𝑓
(︂
𝑃,ℬ
(︂
𝑃,
𝑖 · 𝜎
𝑚
)︂)︂
. (6.10)
Similarly, we define ?˜? to evaluate 𝐺:
?˜?(𝑃 ) =
1
𝑚
𝑚∑︁
𝑖=1
(︂
1− 1
2𝜋
· 𝑔
(︂
𝑃,
𝑖 · 𝜎
𝑚
)︂)︂
. (6.11)
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6.4 Experiments
The performance of our saliency system is evaluated on two datasets for RGB-D
salient object detection. RGBD1000 [114] contains 1000 RGB and structured light
depth images. NJUDS2000 [74] contains 2000 RGB and disparity images computed
from stereo image pairs.
The proposed Local Background Enclosure feature is compared against the fol-
lowing state-of-the art contrast-based depth features: multi-scale depth-contrast
(LMH-D) [114]; global depth contrast (GP-D) [120]; and ACSD [13]. We also include
versions of LMH-D and GP-D with signed depth, denoted LMH-SD and GP-SD re-
spectively, where neighbouring patches with a lower average depth do not contribute
to the contrast measure of a patch. Additionally, in order to verify the contribution
of using the distribution functions, we compute the product of the density functions
𝑓(𝑃, 𝑡) · 𝑔(𝑃, 𝑡) with fixed threshold 𝑡 = 𝜎/2.
We then evaluate the contribution of prior application and Grabcut refinement on
our salient object detection system on both datasets. Finally, we compare our salient
object detection system with three state-of-the-art RGB-D salient object detection
systems: LMH [114], ACSD [74], and a recently proposed method that exploits global
priors, which we refer to as GP [120]. We also include comparisons with the state-of-
the-art 2D saliency algorithms DRFI [71] and DSR [89], which were found to be top
ranking methods by a recent study [20].
6.4.1 Evaluation Metrics
We present the precision-recall curve and mean F-score to evaluate algorithm perfor-
mance. The F-score is computed from the saliency output using an adaptive threshold
equal to twice the mean of the image [1]. Note that the F-score is calculated as:
𝐹𝛽 =
(1 + 𝛽2)× 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙
𝛽2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙 (6.12)
where 𝛽 = 0.3 to weigh precision more than recall [1].
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6.4.2 Experimental Setup
We set 𝑛 = 32 histogram bins and 𝑚 = 10 evaluation steps in our implementation
of 𝐹 and 𝐺 respectively. These two values were found to provide a good trade-off
between accuracy and efficiency for general use. The radius of the neighbourhood 𝑁𝑃
should be set to equal the expected radius of the largest object to detect, thus we set
it to half the image diagonal for general use. We use SLIC [3] on the colour image
to generate the set of patches, with the number of patches set to the length of the
diagonal of the image in pixels.
6.5 Results and Discussion
This section will first present the overall results of our saliency detection system.
Following this, it will then provide an analysis of the improvements offered by our
low-level LBE feature over depth contrast-based features used in existing systems.
Failure cases will then be discussed, and finally output from each stage of our saliency
detection system will be presented.
6.5.1 Saliency Detection System Results
Figure 6-7 shows that our saliency system outperforms all other state-of-the-art RGB-
D salient object detection systems. Our saliency system achieves the highest F-score
on both datasets, with GP obtaining the second best performance. In addition to
the highest F-score, our method exhibits the highest recall among the depth-based
methods on both datasets, reflecting the fact that our depth feature correctly identifies
a greater portion of the foreground compared to contrast-based methods. From Figure
6-7a we see that our method has the highest PR curve on RGBD1000. Figure 6-7b
shows that our system has high precision up to around 0.65 recall, with superior
performance in the region of high precision. This demonstrates that our feature is
able to identify salient structure from depth more effectively than existing contrast-
based methods. With the exception of DRFI on RGBD1000, the RGB methods
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perform worse than most depth-aware methods.
Figure 5-8 shows the output of our salient detection system compared with state-
of-the-art methods. Note that the other methods tend to have a high number of false
positives due to depth contrast in background regions, for example depth change
across a flat table is registered as salient by ACSD in the second row. The angular
statistics employed by our depth feature provide a more robust measure of salient
structure.
6.5.2 Comparison with Contrast-based Depth Features
The LBE feature outperforms the contrast-based depth features used in state-of-the-
art systems (Figures 6-6a and 6-6b). The performance of the depth features of GP
and LMH is significantly improved when excluding patches with lower depth than
the candidate patch during contrast computation. It can also be seen that using the
distribution function gives improved results compared to using the density functions
evaluated at a fixed threshold 𝑡.
We now provide a detailed analysis on the nature of the improvements gained
by our depth feature, specifically the ways in which false negatives and false posi-
tives produced by contrast-based methods are reduced when using LBE. Note that
since we are comparing depth features, no colour information is used at this stage.
Additionally, no priors are applied to the generated saliency maps.
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Figure 6-6. PR curves showing performance of the LBE feature against contrast-based depth
features on (a) RGBD1000 and (b) NJUDS2000. Ours[f] refers to LBE computed with the
angular fill and gap density functions 𝑓 and 𝑔, and Ours[F] refers to LBE computed with
the distribution functions 𝐹 and 𝐺. PR curves showing the effect of each component of
the saliency system on (c) RGBD1000 and (d) NJUDS2000. LBE denotes our proposed
local background enclosure feature, and P and GC refer to prior application and Grabcut
refinement respectively.
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Figure 6-7. A comparison of our proposed saliency system against the state-of-the-art RGB-
D saliency systems DRFI [71], DSR [89], LMH [114], ACSD [74], and GP [120]. The PR
curve of each method is shown on (a) RGBD1000 and (b) NJUDS2000. The precision, recall,
and F-measure of each method is shown on (c) RGBD1000 and (d) NJUDS2000.
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(a) Colour (b) Depth (c) Labels (d) LBE (Ours) (e) DC [120] (f) SDC [120] (g) ACSD [74]
Figure 6-8. Examples of performance on images where the foreground has low depth contrast
compared to the background using the raw depth saliency features of LBE, state-of-the-art
methods ACSD[74], DC[120], and SDC[120] which is a signed variant of depth contrast.
The depth contrast based methods perform poorly, while our method identifies the salient
objects.
6.5.2.1 Reducing False Negatives: Low Contrast Foreground
A common pitfall of existing contrast-based depth features is sensitivity to depth
difference magnitude. These features produce false negatives when the object has
lower contrast than the background. Figure 6-8 shows example scenes where depth
contrast based methods incorrectly assign a low saliency score to the salient object
because it has relatively low depth contrast. For example in the first row, the white
box in the bottom right corner of the image has the greatest depth difference with
the surroundings. This object is not salient according to the ground truth, however
existing methods identify the box as the salient object. In these cases our depth fea-
ture correctly identifies the salient object based on its pop-out structure as measured
using local background enclosure.
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(a) Colour (b) Depth (c) Labels (d) LBE (Ours) (e) DC [120] (f) SDC [120] (g) ACSD [74]
Figure 6-9. Examples of objects containing different depth contrast values, producing a non-
uniform saliency response from the depth contrast based methods ACSD [74], DC [120] and
SDC [120] which is a signed version of depth contrast. Our method LBE is able to obtain a
uniform saliency response across an object when the object pops out from the surroundings.
6.5.2.2 Reducing False Negatives: Objects with Large Depth Range
Salient objects that contain a relatively large range of depth values tend to have a
high variation in the saliency response across the object, as shown in Figure 6-9. For
example, in the first row, there is a significant difference between the saliency values
of the top of the plant and the pot for contrast based features. For these images and
others like them, our feature produces a more uniform response across objects which
have a pop-out shape.
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(a) Colour (b) Depth (c) Labels (d) LBE (Ours) (e) DC [120] (f) SDC [120] (g) ACSD [74]
Figure 6-10. Examples of performance on images where the background exhibits high depth
contrast using the raw depth saliency features of LBE, state-of-the-art methods ACSD[74],
DC [120], and SDC [120] which is a signed variant of depth contrast. In this type of
situation using LBE to measure pop-out structure more robustly identifies foreground regions
compared to measuring depth contrast.
6.5.2.3 Reducing False Positives: High Contrast Background
Background structure adjacent to a large depth drop-off is a common source of false
positives for depth contrast methods, producing high depth contrast values in the
background region, as shown in Figure 6-10. For example, in the first row, the wall
on the left is assigned a relatively high saliency by depth contrast based features
because it has large depth difference with the adjacent region. Since background
structure usually does not have a pop-out shape, our feature is able to suppress these
regions.
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(a) Colour (b) Depth (c) Labels (d) LBE (Ours) (e) DC [120] (f) SDC [120] (g) ACSD [74]
Figure 6-11. Examples of saliency output on scenes with large angled planar surfaces, which
have a high depth contrast, using the raw depth saliency features LBE, ACSD[74], DC [120],
and SDC [120] which is a signed variant of depth contrast. Planar surfaces are generally
unavoidable, and produce a high saliency response for depth contrast based methods. These
types of surfaces do not exhibit pop-out structure however, and are therefore assigned a low
saliency score by our depth feature.
6.5.2.4 Reducing False Positives: Angled Planar Surfaces
Flat surfaces that are angled towards the camera are one particularly common type of
background structure that exhibits depth contrast. These surfaces frequently produce
false positives for depth contrast methods, since points along the surface can have a
wide range of depth values. Some examples are shown in Figure 6-11. Our method
significantly reduces the false positives caused by this type of structure, since depth
difference across the surface is ignored, and since large planar surfaces tend to have
a low background enclosure.
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(a) Colour (b) Depth (c) Labels (d) LBE (Ours) (e) DC [120] (f) SDC [120] (g) ACSD [74]
Figure 6-12. Examples of failure cases, showing saliency output from the raw depth saliency
features LBE, ACSD [114], DC [120], and SDC [120], which is a signed version of depth
contrast. In the first row, the object is surrounded in all directions by closer surfaces. This
is a rare occurrence, as salient objects tend to be in front of their surroundings. The second
row shows a situation where a background region has strong pop-out structure. This leads
to false positives for all methods, and our method produces the best result in this case.
6.5.3 Failure Cases
Since our method measures pop-out structure, it does not produce good results when
the salient object is surrounded in all directions by background with lower depth. An
example is shown in Figure 6-12. Note that this is a rare occurrence, and the other
depth saliency methods with the exception of DC also produce poor results in this
case. In these situations, it is questionable whether the object can be considered to
be salient. Note that DC produces the best results in this image because it does not
assume that salient objects are in front of the background, however this leads to poor
performance on the datasets.
Occasionally the background can have some degree of pop-out structure, such
as the grass in the second row of Figure 6-12, leading to false positives from our
feature. However the response is generally weaker than for the salient object, and it
is a less common occurrence than the background having high depth contrast. Our
depth feature still produces the best overall result compared to contrast based depth
features, which are also affected by this problem.
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(a) RGB (b) Depth (c) Labels (d) LBE (e) LBE+P (f) LBE+P+G
Figure 6-13. Output of the different stages of our salient object detection system. LBE
denotes our proposed depth feature, LBE+P shows the result of depth, spatial, and back-
ground prior application, and LBE+P+G illustrates the final output of our salient object
detection system after applying Grabcut refinement.
6.5.4 Saliency Detection System: LBE, Priors, and Grabcut
Outputs
Figures 6-6c and 6-6d show the quantitative contributions of each of the three stages
of our saliency detection system. We will now present examples showing the output
from each stage of our system in Figure 6-13. First the LBE feature is applied to
the depth image, identifying the salient object and sometimes producing a non-zero
response for background regions with pop-out structure. These background regions
are trimmed based on depth, spatial position and colour during the prior application
stage. The resulting map is further pruned in the Grabcut refinement stage.
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6.6 Chapter Summary
In this chapter, we have proposed a novel depth feature that exploits local depth
background enclosure to detect salient objects in RGB-D images. While existing work
in structural salient object detection employs depth contrast as the main feature, our
proposed LBE feature captures the spread of angular directions that are background
with respect to the candidate region and the object that it is part of. This addresses
a fundamental issue with applying depth contrast saliency for prosthetic vision scene
representation, mitigating the effect of high contrast background regions on saliency
detection. Our approach also implements the intuition that depth saliency should
not be dependent on the exact distances between objects, but rather the general
arrangement of structure in the scene.
We have shown through our results that the LBE feature is a more useful structural
cue for salient object detection than depth contrast features used in existing methods.
Specifically, the raw LBE feature improves saliency detection accuracy compared
to depth contrast features across a wide variety of scenes containing low contrast
foreground, objects with a large range of depth values, high contrast background,
and angled planar surfaces. Furthermore, refining the low level LBE saliency with
priors and Grabcut refinement produces better results than previous state-of-the-
art salient object detection systems on two publicly available RGB-D salient object
detection datasets. This demonstrates that our LBE feature is able to identify salient
structure from depth more effectively than existing contrast-based methods.
The findings presented in this chapter provide novel insight into what kind of
object structure is salient to the human visual system, addressing fundamental lim-
itations of existing methods and offering a robust basis for future prosthetic vision
scene representations on object-related tasks.
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6.7 Summary of Technical Chapters
Chapter 6 concludes the technical portion of the thesis. We have presented four
chapters that comprehensively address the thesis subproblems of identifying salient
edges for conveying scene shape, and identifying salient objects for approximating
biological visual attention direction.
Chapters 3 and 4 have investigated the extraction of salient edges that capture
scene shape by detecting surfaces with irregular shape compared to their surroundings.
Chapter 4 has improved the recovery of relevant structure by incorporating high level
information to refine the detection of salient edges corresponding to boundaries of
interest to humans in the scene. The findings from these chapters can be used to
develop visual representations that convey scene shape for performing physical tasks
such as navigation with prosthetic vision.
Following this, Chapter 5 has investigated the extraction of general object struc-
ture that is salient to the human visual system through analysis of surface shape.
Finally, in Chapter 6 we have proposed a new model of structural saliency that ad-
dresses fundamental limitations of previous methods, and provides further insight
into what kind of object structure is salient to the human visual system. The work
in these chapters can be used to identify structure that is likely to be important
when first viewing a scene, and enables vision processing methods to more closely
emulate biological attention deployment mechanisms. In particular, this work could
be applied to develop scene representations for obstacle avoidance, landmark-based
orientation, and tabletop or grasping tasks.
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(a) RGB (b) Depth (c) Labels (d) Ours (e) GP [120] (f) ACSD [74] (g) LMH [114]
Figure 6-14. Comparison of output saliency maps produced by our salient object detection
system against the output of GP [120], ACSD [74], and LMH [114]. Our robust LBE depth
feature allows for a more accurate final saliency map compared to methods using contrast
based depth features.
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Chapter 7
User Study Evaluation: Surface
Irregularities
The preceding four technical chapters have proposed structural saliency techniques
for scene representation with prosthetic vision, addressing the thesis subproblems of
detecting salient edges and salient objects based on scene structure. We now aim
to determine whether the enhanced presentation of scene structure offered by our
proposed methods leads to measurable improvements in user performance during
practical use of a prosthetic vision display. In order to achieve this, Chapters 7 and
8 will present evaluations of structure-based vision processing methods on navigation
tasks.
In this chapter, we evaluate the surface irregularities method proposed in Chapter
3 for navigation with prosthetic vision, through a pilot user study in which normally
sighted participants complete a navigation task using SPV. The aim of the study is to
determine whether surface irregularities offers improvement over standard methods,
as measured by the ability to facilitate safe navigation by reducing collisions during
navigation. This is evaluated in order to verify the suitability of surface irregularities
for further testing in a clinical trial. The same experiment was subsequently repeated
in a separate clinical trial with retinal implant users [13]. Results from these clinical
trials are discussed, but were not published as part of this thesis.
Note that surface irregularities is the only proposed method tested in our pilot
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study. This study was run as a evaluation of general scene structural representations,
for which the salient object detection methods were deemed less suitable. Addition-
ally, the improved edge detection system from Chapter 4 had not been completed at
the time the study was undertaken.
This chapter is organised as follows. First, an introduction to the study is given in
Section 7.1 and an overview of the visual representations tested in the study is given
in Section 7.2. The experiment design, including details of the task, environment,
obstacles, metrics and experimental procedure, is outlined in Section 7.3. Section
7.4 presents the results of the pilot study, and Section 7.5 provides discussion, in-
cluding discussion of the results from the subsequent clinical trial [13] using surface
irregularities. Section 7.6 concludes the chapter.
7.1 Introduction
Performing navigation with a visual prosthesis is challenging because of the low resolu-
tion and dynamic range of the prosthetic vision display [39]. These display constraints
make it difficult to interpret scene structure and easy to miss important environment
details such as small or low-contrast obstructions [104]. The proposed surface irregu-
larities scene representation in Chapter 3 aims to address this problem by detecting
and conveying structurally salient scene components that are important for naviga-
tion. In this chapter, we evaluate the effectiveness of the surface irregularities visual
representation through a user study, in which participants use the visual representa-
tion to perform the task of moving through a corridor-like environment containing
obstacles, while avoiding collisions with the obstacles and environment walls. This is
intended to serve as a pilot study, involving normally-sighted participants performing
the task using SPV, for validating the feasibility of the surface irregularities visual
representation before further testing in a clinical trial with implant users. We also
present a discussion of the results from the subsequent clinical trial [13].
Evaluating the effectiveness of vision processing methods for navigation is chal-
lenging, due to the high likelihood for confounding factors and the potential complex-
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ity of the task [150]. The key difficulties of evaluating navigation performance in our
study, and our approach for addressing each difficulty, are as follows:
∙ The performance measures for successful navigation with prosthetic vision are
not as obvious as performance measures for other prosthetic vision tasks such
as reading or facial recognition. While there is a large field of work on assessing
orientation and mobility performance for specific applications such as measuring
progressive incapacity with ageing [145], exploring the effect of various visual
factors on mobility [100], and assessing mobility training outcomes [137], the
act of quantifying general navigation performance requires reducing the entire
sequence of participant actions on a complex task to a relatively small set of
performance measures, and some information will invariably be lost. We there-
fore narrow the scope of the problem by measuring the ability of the visual
representation to enable safe navigation, due to the emphasis on safety when
identifying desired outcomes for mobility [23, 39]. Thus, we define navigation
as the process of performing a forward ambulatory motion through traversable
space while avoiding obstructions, and we primarily quantify navigation per-
formance through the number of collisions with the environment. This is a
standard metric used in previous studies [111, 104]. We also record whether the
participant is correctly oriented at the conclusion of each trial.
∙ There are many environmental factors that affect navigation performance, in-
cluding lighting conditions, scene colouring, and environment shape and ar-
rangement [44]. We mitigate these factors by using a custom-built environment
in which navigation conditions can be reproduced consistently. In particular,
scene lighting and contrast are controlled, and the expected difficulty of navi-
gation due to obstacle placement is kept consistent across trials.
∙ Performance is also affected by factors that are particular to an individual user,
such as individual task-related strategies and preferences, familiarity with the
task, and physical and mental condition [44]. We aim to reduce these effects
by providing training to each participant, ensuring that all participants have:
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the same understanding of the task, visual representations, and basic naviga-
tion strategies; and, adequate experience with the task before beginning the
trial. Additionally, frequent breaks are provided in between trials to ensure
participant comfort and reduce fatigue.
∙ The use of SPV introduces approximations to the phosphene display that may
impact performance compared to real implant use. However, previous literature
and our work indicates that there are enough similarities in the methodology
that the responses will provide valid data that can act to inform the clini-
cal trials. Therefore, the experiment is run as a comparative study, in which
our surface irregularities vision processing method is compared against stan-
dard baseline methods, since the SPV-induced approximations affect all visual
representations to a similar degree. This provides information on the relative
performance of the different methods, and thus determines whether surface ir-
regularities leads to an improvement in task performance.
We will now detail the different vision processing methods tested in this study,
followed by further details on the navigation task and experiment environment.
7.2 Visual Representations
In this study, the surface irregularities scene representation is compared against two
baseline methods: the standard intensity representation, and the Augmented Depth
structural representation. Details of each visual representation are given below.
1. Surface Irregularities: This is our proposed scene representation, which dis-
plays scene structure by highlighting regions with locally contrasting surface
shape as a low level representation of the environment. The brightness function
of the surface irregularities visual representation is given in Equation 3.6. See
Chapter 3 for more details on generating the surface irregularities map.
2. Standard Intensity: The standard downsampled intensity scene represen-
tation. This representation conveys scene appearance, sampling the filtered
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Figure 7-1. A top-down diagram of the experimental environment. The participant start
position is marked as a triangle, and possible obstacle locations are denoted with circles.
grayscale camera image at the projected phosphene points and rendering the
resulting phosphene image. We use the phosphene brightness function given in
Equation 2.14. Comparison with this representation quantifies the improvement
from conveying structurally salient regions rather than scene appearance.
3. Augmented Depth: An existing structural representation for navigation,
which aims to convey obstacle locations to the user. Phosphene brightness
is suppressed on the ground plane, increasing contrast between the ground and
objects resting on the ground. The brightness function of the Augmented Depth
visual representation is given in Equation 2.16. Comparison between our sur-
face irregularities method and Augmented Depth provides an indication of the
benefit from conveying general scene structure in addition to obstacle locations.
7.3 Experiment Design
This study aims to compare the effectiveness of the surface irregularities, standard
intensity, and Augmented Depth scene representations for navigation, that is, per-
forming a forward ambulatory motion through traversable space while avoiding ob-
structions. Specifically, performance of each visual representation is measured on the
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task of moving from one end of a custom built corridor-like environment to the other
while avoiding low contrast obstacles positioned within the environment. This task
tests whether the participant is able to use the scene representation to detect and
avoid contact with the obstacles, and to infer their position and orientation within
the environment in order to maintain an appropriate direction of travel.
The study uses a randomised controlled design with repeated measures to eval-
uate the performance of all visual representations for each participant. For each
participant, the experiment consists of a number of trials, i.e. traversals through
the environment with a given scene representation. The order of presentation of the
visual representations is counter-balanced, controlled, and randomly allocated by a
computerised system, in order to improve the validity of the trial and limit confound-
ing factors such as fatigue and learning effects. The number, size, and placement of
obstacles is also controlled and randomly allocated by a computerised system, while
ensuring a sufficiently challenging setup for each trial. Further details of the obstacle
randomisation process are available in Section 7.3.3.
Two participants took part in the pilot study. Participant recruitment for the
study was performed via email correspondence. Both participants were male, between
the ages of 18 and 46, and had normal or corrected-to-normal vision of at least 20/20.
Each participant aimed to accomplish 10 trials for each visual representation. The
ethical component of this research was approved by the Australian National University
Human Research and Ethics Committee.
7.3.1 Mobile SPV System
Participants performed the trials using a mobile SPV system, shown in Figure 7-
2a, which provided a real-time rendering of the user’s surroundings as they moved
through the environment. The SPV system consisted of a head mounted RGB-D
camera, head mounted display, and a backpack mounted laptop. The RGB-D camera
captured a view of the environment, which was sent to the laptop. The laptop then
performed vision processing on this camera image, and rendered the phosphene visu-
alisation. The simulation display was composed of a rectangular 5×4 (width×height)
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(a) (b)
Figure 7-2. (a) The mobile prosthetic vision simulation system, which consists of a head
mounted RGB-D camera, head mounted display, and a processing unit worn on the back.
Note that participants additionally wore a head shroud, not shown here, to block incom-
ing light vision. (b) A view of the experimental environment containing two low contrast
overhanging obstacles.
grid of 20 phosphenes rendered within a 15×12 degree field of view. Phosphenes were
rendered as circular Gaussian spots with 8 discrete output levels, where phosphene
brightnesses between two output are mapped to the closest brightness level. We use
the rendering software implementation described in [104]. The phosphene visualiza-
tion was synchronously presented centrally to both eyes of the participant through
an 800 × 600 head mounted display. A dark cloth shroud fitted over the helmet
blocked all incoming light, including the participant’s peripheral vision outside the
head mounted display.
7.3.2 Navigation Environment
An artificial navigation environment was constructed for the user study in order to
facilitate control of random variables and support reproducible results. The exper-
iments were performed in a 3.2 × 9 (metres, width×depth) rectangular area, which
represents the dimensions of a typical indoor navigation environment, such as a liv-
ing room or a small shop. The floor of the environment was dark gray carpet and
the boundaries of the environment were made from white curtain material, ensur-
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ing participant safety during collisions. A start line was placed parallel to the short
side of the room and 0.8 metres from boundary. A finish line was placed 0.8 metres
from the opposite boundary. See Figure 7-1 for an illustration of the experimental
environment.
Environment contrast and lighting conditions were an important consideration
given the nature of the standard intensity visual representation. Upwards facing lights
were attached on the roof in order to provide relatively uniform ambient lighting of
the scene. Light measurements were taken at the start and end of each experiment to
verify that lighting conditions were uniform throughout the course of all experiments.
7.3.3 Overhanging Obstacles
The obstacles used in the study were white cardboard boxes hung from the ceiling.
Overhanging obstacles were selected because they are difficult for existing visual aids,
such as a cane or a guide dog, to detect. Furthermore, overhanging obstacles such as
tree branches and wall-mounted furniture appear frequently in everyday life.
Two sizes of obstacles were used in the study: a ‘small’ obstacle with dimensions
0.16× 0.16× 0.16 (metres, width×depth×height) and a ‘large’ obstacle with dimen-
sions 0.26×0.26×0.16 (metres, width×depth×height). The number of obstacles was
set to be between 4 and 6, with a random number of up to 2 small obstacles and the
remainder large obstacles. This range was selected to provide a challenging setup.
Obstacles were placed in a grid of 7× 4 (width×depth) possible locations within
the environment. The grid density was chosen so that the participant could not expect
to walk in a straight line from the start to the end of the room and avoid all obstacles.
At least one obstacle was placed between the participant start position and the centre
of the finish line, requiring the participant to adjust their initial trajectory at least
once during traversal. All remaining obstacles were placed at random grid locations
in the environment. Obstacles were hung at head height for each participant. Figure
7-2b shows two obstacles in the experimental environment, and Figure 7-1 depicts
the set of possible obstacle positions in the environment.
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7.3.4 Experiment Procedure
Before each trial, the participant was instructed to wait outside the environment
while the obstacles were arranged. At the start of the trial, the participant was led to
the centre of the start line and oriented towards the opposite end of the room. The
experimenter signalled the participant when the scene representation was turned on
and the trial was ready to begin. After this, the participant said the keyword “go”
to begin the trial. The experimenter recorded collisions between the participant and
the environment during traversal. When the participant crossed the finish line, the
experimenter said the keyword “stop” to end the trial.
7.3.5 Evaluation Metrics
Navigation performance during the study was measured through the number of colli-
sions and final participant orientation. These metrics capture task performance in a
manner relevant to safe and effective navigation, and are described in detail below.
1. Number of collisions per trial: A collision is defined as a contact between the
participant, or anything worn by the participant, and the walls and obstacles.
The number of collisions primarily reflects the ability of a scene representation
to convey obstacle locations to the user. In addition to this, it also captures
the ability of the scene representation to facilitate self orientation and route
planning, since it is observed that poor self orientation and route planning often
results in collisions with the boundary of the environment and even previously
bypassed obstacles. This metric is directly relevant to everyday visual prosthesis
use, where avoiding collisions is essential for performing safe navigation. The
number of collisions per trial is thus the primary metric for this user study.
2. Final participant orientation. This records whether the participant was fac-
ing the correct boundary of the room at the conclusion of the trial. This metric
aims to measure the ability of a visual representation to support self orientation
within the environment, differentiating cases where participants correctly nav-
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Figure 7-3. Raw data from the pilot simulation study comparing our surface irregularities
visual representation with the state-of-the-art Augmented Depth scene representation and
a baseline representation conveying scene brightness, where ‘n’ denotes the number of trials
performed. Two normally-sighted, blindfolded participants performed the task of moving
through a corridor while avoiding randomly placed low-contrast overhanging obstacles. The
baseline is purely intensity based, to investigate appropriate methods for drawing attention
to structurally important features of the environment when they lack visual contrast. Our
method results in a lower number of average collisions per trial.
igate to the end of the environment from cases where participants reached the
end boundary by chance after losing their orientation within the environment.
Note that the results of the study are reported primarily through the mean statis-
tic of each metric. No further statistical analyses are performed since this study is
primarily a pilot study to verify the suitability of surface irregularities for the navi-
gation task, and the raw data and means from the results are sufficiently informative
for this purpose. All trial results are processed and plotted using Matlab.
7.4 Results
Surface irregularities resulted in fewer collisions (mean = 0.55) than both Augmented
Depth (mean = 0.85) and the standard intensity representation (mean = 1.8), as
shown in Table 7.1 and Figure 7-3a. This demonstrates that conveying general struc-
tural information provides measurable benefit for orientation and mobility with a
prosthetic vision display. In particular, directly conveying scene structure through
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Collisions Per Trial % Correct Final Orientation
Surface Irregularities 0.55 90
Augmented Depth 0.85 80
Intensity 1.8 70
Table 7.1. Mean statistics of collisions and final head orientation of all participants from
the pilot simulation study, comparing our surface irregularities visual representation with
the state-of-the-art Augmented Depth visual representation and a baseline representation
conveying scene brightness.
regions of irregular surface shape provides the user with an explicit map of their
surroundings, which is more robust and in general easier to understand than scene
appearance, and more descriptive than the obstacle locations from Augmented Depth.
Surface irregularities and Augmented Depth both increase contrast on regions
that exhibit important structure, making the representations easier to interpret than
the intensity representation considering the dynamic range of the display. However,
Augmented Depth only increases contrast on ground obstacle locations, and therefore
does not directly convey further structural information, such as the corner of a room
or other boundaries, to the user. Consequently, participants were more likely to lose
their orientation and brush the walls when using Augmented Depth, as evidenced by
the higher mean collision rate (mean = 0.85) compared to the surface irregularities
representation (mean = 0.55) in Table 7.1.
Navigation using the standard intensity representation resulted in the lowest per-
centage of correct orientations (mean = 70%), as seen in Table 7.1 and Figure 7-3b.
This is due to a key limitation of standard approaches: the reliance on contrast in
the environment and increased difficulty in perception when scene contrast is low. In
addition to the challenge of discerning low contrast obstacles with this representation,
participants experienced difficulty performing self-orientation within the environment
due to a lack of high contrast landmarks. Because of this, orientation towards the tar-
get boundary was sometimes lost, resulting in traversal into one of the side boundaries
of the environment. This problem did not occur when using the surface irregulari-
ties representation because participants were able to estimate their orientation from
structural cues such as room boundaries.
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7.5 Discussion
7.5.1 Surface Irregularities Clinical Trial
Based on the results of the pilot study, surface irregularities was tested in a clini-
cal trial run by Barnes et al. [13] using the same environment and with a similar
experimental procedure as the pilot study, apart from five modifications:
∙ The exclusion of the Augmented Depth experimental condition, since surface
irregularities indicated improved performance in the pilot study, and sufficient
testing of both conditions for overhanging obstacle avoidance was not possible
due to time constraints.
∙ Inclusion of the system-off baseline, which is a control representation where no
visual stimuli is conveyed through the retinal implant, with brightness function
given by: 𝐵off(𝜙) = 0.
∙ Inclusion of the preferred visual aid baseline, which measures user performance
with their preferred visual aid, in this case a guide dog for both participants.
∙ Scene representations were presented in blocks of four trials with the same visual
representation, in order to ease the cognitive overhead of frequently switching
representations.
∙ The number of trials was increased, with the aim of achieving statistical signif-
icance from the study results.
Two retinal implant users with the prototype BVA 24-channel suprachoroidal array
took part in the clinical trial, who will be referred to as P1 and P2. The results
from these clinical trials provide further insight into the effectiveness of the surface
irregularities representation, and will be discussed below.
For both participants, the surface irregularities scene representation resulted in
significantly less collisions than the standard intensity representation. This verifies
the findings of our simulation study, demonstrating that regions of irregular surface
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structure provide important information for navigation decisions during practical use
of a retinal implant display.
Surface irregularities was found to result in significantly fewer collisions than
system-off for P1, with results for P2 trending towards the same outcome. How-
ever, due to time and health considerations, the number of trials involving P2 was
fewer than for P1, and insufficient to obtain statistical power on this result.
The study also found that navigation with surface irregularities for P1 resulted
in significantly fewer collisions than when using a guide dog, while there was no
significant difference in the number of collisions for P2. This is the first recorded
instance where use of a prosthetic vision device has led to better performance than
with the user’s preferred visual aid on a navigation task. The intensity visual repre-
sentation resulted in worse performance than when using the preferred visual aid for
both participants.
7.6 Chapter Summary
In this chapter we have presented an evaluation of our surface irregularities visual
representation for navigation with prosthetic vision. Our method reduced the average
number of collisions in a pilot navigation study compared to the standard intensity
representation and augmented depth for normally-sighted participants using SPV.
These results are consistent with results from a subsequent clinical trial involving
two retinal implant users, in which use of surface irregularities was found to result
in significantly fewer collisions compared to the standard intensity representation. In
this clinical trial, surface irregularities also led to equal or better performance than the
participant’s preferred visual aid. Unlike previous methods, our visual representation
provides a depiction of general structural saliency that is robust to appearance. This
demonstrates that structural saliency plays an important role in informing navigation
decisions during practical use of a prosthetic vision display.
154
Chapter 8
User Study Evaluation: Bimodal
Visual Representation
The previous chapter has shown that conveying salient structure facilitates improved
navigation performance with a prosthetic vision display, validating the approach taken
in this thesis of employing structural saliency for scene representation. This indicates
that conveying fundamentally different types of information can offer distinct advan-
tages when performing a task such as navigation. In particular, we have demonstrated
that structure-based cues tend to be more robust and descriptive of the scene when
performing navigation, whereas existing work has found that intensity-based scene
representations are useful for certain tasks such as viewing navigation symbols or
orienting towards high-contrast landmarks in an environment [65, 62]. Therefore, the
flexibility of a scene representation could be improved by combining multiple meth-
ods into a single display, making available the advantages offered by each individual
method. In this chapter we begin to explore this idea by investigating whether struc-
tural information can be used effectively when combined with intensity information in
a prosthetic vision display. This investigation is performed through a user study that
aims to measure the effectiveness of a simple bimodal display compared to standard
baseline methods.
Specifically, this chapter presents a novel bimodal visual representation for pros-
thetic vision called intensity with cueing, which combines both structural and intensity
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information by mapping a subset of the display to each mode. The proposed visual
representation is evaluated through a SPV user study on an orientation and mobility
task, which primarily aims to determine whether users are able to employ simulta-
neously presented structural and intensity information for effective task completion.
An introduction is given in Section 8.1. The bi-modal representation is described in
Section 8.2, and the task and environment are presented in Section 8.3. The results
are given in Section 8.4 and discussed in Section 8.5. The chapter is concluded in
Section 8.6.
8.1 Introduction
Structure-based scene representation is necessary for ensuring safe navigation in en-
vironments where contrast is low [104]. However, intensity information about the
environment is also helpful for performing various tasks related to navigation [65].
For example, intensity information would be required to interpret navigation related
symbols such as an arrow painted on a wall. It can also support self-orientation
through the process of locating a known high-contrast landmark, such as a door, and
using it as a reference point during navigation. Therefore, combining structure-based
cues with scene intensity information can offer improved flexibility during prosthetic
vision navigation scenarios.
In this chapter, we seek to determine whether a bimodal scene representation can
be effectively used to perform navigation. We first propose a novel bimodal vision
processing method called intensity with cueing, which conveys both intensity and
structural information to the user. The design of such a representation is challenging
compared to the design of existing scene representations, due to the extra information
from two different modes of information that must be summarised within the already
limited display capacity of the device. We investigate the feasibility of a bimodal rep-
resentation through a simple design. We take the approach of partitioning the display
into a set of phosphenes that convey intensity information, and a set of phosphenes
dedicated to conveying structural obstacle cues. Specifically, our approach modifies
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a standard downsampled intensity display so that the bottom row of phosphenes
conveys the presence of obstacles on the ground, as shown in Figure 8-1.
Previous work has investigated the inclusion of saliency cueing on a standard in-
tensity display [112]. However, this method uses appearance-based saliency, and can
not robustly detect the presence of low-contrast obstacles during navigation. Fur-
thermore, the directional cues are designed to be on-demand, and requires the user
to explicitly initiate the saliency detection process each time saliency guidance is
desired. Therefore, this method is not ideal for performing safe navigation, where ob-
stacle detection should occur automatically and continuously. Unlike previous work
[112], intensity with cueing simultaneously provides real time display of both scene in-
tensity and robust structure-based cues, facilitating safe navigation through improved
perception of obstacle structure and scene appearance.
In order to determine the feasibility of a bi-modal representation, we perform
evaluations through a user study in which participants use SPV to perform an ori-
entation and mobility task. The task involves navigation towards a high-contrast
landmark through a room-like environment containing low-contrast obstacles placed
on the ground. This study aims to test whether users are able to perform a complex
navigation task using the two different modes of information, and whether the avail-
ability of condensed structural information on an intensity-based display improves
performance. Thus, the experiment is run as a comparative study, with the perfor-
mance of intensity with cueing being compared against the standard intensity repre-
sentation and a control condition. In order to more effectively estimate implant user
performance, we base our SPV display on an irregular spatial layout constructed from
participant-reported phosphene locations. These phosphene locations were recorded
as part of initial clinical trials of a 24-channel prototype implant [7].
This chapter thus provides the following contributions: evaluation of a novel bi-
modal visual representation for navigation with SPV; demonstration of competency
in an orientation and obstacle avoidance task with less than 20 phosphenes with
SPV; and, simulation using a layout from implanted participant reported phosphene
locations. Our results provide new insights into how vision processing could be used
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to alleviate display constraints with current and near-term retinal prostheses and
improve orientation and mobility outcomes for retinal prosthesis users.
8.2 Intensity with Cueing Representation
This section introduces intensity with cueing, a bimodal visual representation for ori-
entation and mobility that combines image intensity and depth-based obstacle cues.
Like Augmented Depth [103], this representation explicitly highlights the presence of
ground obstacles in a manner independent of their colour or lighting conditions. How-
ever, scene intensity is simultaneously presented in order to facilitate self-orientation
using intensity-based cues such as light sources and high-contrast landmarks. These
two modes of information are combined by partitioning the output electrodes into an
obstacle cueing set Φobst and an intensity set Φint, with stimulation levels computed
independently for each set. Figure 8-2 gives an overview of the main computation
stages for these two output sets.
The obstacle cueing set Φobst = {𝜑1, 𝜑2, ..., 𝜑𝑛} comprises the bottom row of elec-
trodes in the implant. Each electrode aims to convey the presence of obstacles within
a fixed input field 𝑅𝑖 of the visual field. For the purposes of ground obstacle avoid-
ance, these regions are defined by vertically splitting the bottom half of the camera
visual field into equally sized rectangles 𝑅1, 𝑅2, ..., 𝑅𝑛. This ensures only the most
relevant information for ground obstacle avoidance is conveyed when the user is for-
ward looking, as shown in Figure 8-1. The order of these input fields is consistent
with the horizontal ordering of the phosphenes in Φobst, i.e. , the left-most phosphene
corresponds to the left-most region and so on. Thus, the input fields form a polar
histogram centered on the depth sensor, which is visualized by the obstacle cueing
phosphene set. Polar obstacle density histograms are also used in the vector field
histogram (VFH) algorithm [18], a well established method for robot obstacle avoid-
ance that has previously been incorporated into audio and tactile mobility aids for
the vision impaired [134]. However, we additionally modulate the display of obstacle
distance by relative image height, with a higher height implying that the obstacle is
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(a) (b)
(c) (d)
Figure 8-1. The intensity with cueing visual representation. (a) Simulated prosthetic vision
of user-reported phosphene layout, showing the partition of the phosphenes into the intensity
set Φint and the obstacle cueing set Φobst. (b) Intensity image with projected phosphene
locations circled in red and showing the brightness level of each phosphene. (c) Obstacle
disparity image with detection regions, each region is labelled with the corresponding output
cueing phosphene. (d) Simulated prosthetic vision of the scene, in which the black target is
visible as the dark region near the center top of the display. Dark obstacle cueing phosphenes,
such as 𝜑2, indicate that the corresponding direction of travel is free of obstructions. Note
that when the user’s head is level, the intensity set is positioned for viewing landmarks at
eye height while the obstacle cueing set indicates nearby obstacle presence on the ground.
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further away, in order to amplify differences in obstacle distance in a low dynamic
range display.
Obstacle presence is conveyed by varying the stimulation level of each cueing
phosphene 𝜑𝑖 according to the disparity values of pixels in 𝑅𝑖, with larger disparity
values implying closer surfaces and therefore producing a higher response. Thus, the
input depth map 𝐷 is first converted to a disparity map 𝒟. Use of raw disparity
values in this process is not ideal, since there is often little depth difference between
trip hazards and the surrounding ground. In order to obtain a more useful obstacle
response, we first apply a segmentation algorithm to identify the set of pixels 𝒪 that
correspond with obstacle surfaces in the disparity image, and then map all other
pixels to zero, giving the obstacle disparity image 𝐷obst:
𝐷obst(𝑝) =
⎧⎪⎨⎪⎩𝒟(𝑥, 𝑦), if (𝑥, 𝑦) ∈ 𝒪0, otherwise. (8.1)
Thus, all non zero disparities in 𝐷obst correspond to an obstacle surface. In our
implementation, we use a ground-plane segmentation algorithm [101] to estimate 𝒪,
which results in all non-ground pixels being considered obstacles.
The stimulation level of each cueing electrode is obtained by accumulating the
disparities within the corresponding input field of 𝐷obst. However, abrupt boundaries
of the input fields can lead to aliasing in the output display, reducing the accuracy of
obstacle localization. Therefore, we incorporate an anti-aliasing function 𝐽(𝑥−𝑅𝑖,𝑥)
to modulate the disparity of a point (𝑥, 𝑦) based on the horizontal distance 𝑥− 𝑅𝑖,𝑥
from the center of the region.
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Vertically, aliasing is not an issue since there are no boundaries between regions
to consider. However, unlike Augmented Depth where vertical position also indicates
object depth, the proposed approach encodes obstacle distance using only a single
value. Given the poor resolution of relative distance between nearby obstacles in
different 𝑅𝑖 due to the restricted dynamic range of phosphenes, we allow the user
to amplify this signal through their head tilt. This is achieved by attenuating non-
ground plane disparity by its image height 𝑦 with a function 𝐾(𝑦). Figure 8-3 shows
examples demonstrating the effect of antialiasing and height-based attenuation.
Thus, accumulating the anti-aliased and attenuated disparities of the input field
gives the output level:
𝐵cue (𝜑𝑖, 𝐷) =
∫︁
(𝑥,𝑦)∈𝑅𝑖
𝐷obst(𝑥, 𝑦) · 𝐽 (𝑥−𝑅𝑖,𝑥) ·𝐾(𝑦) (8.2)
In the implementation, as the size of the 𝑅𝑖 are large, we use a linear approximation
for filtering. Specifically, 𝐽 and 𝐾 are implemented as piecewise linear functions that
peak at the center of the input field and the bottom of the image respectively.
We assign the standard intensity brightness function 𝐵lanczos2 defined in Equation
2.14 to phosphenes in the intensity set. Thus, the brightness function for our intensity
with cueing visual representation is given by:
𝐵intcued(𝜑, 𝐼,𝐷) =
⎧⎪⎨⎪⎩𝐵cue(𝜑,𝐷), if 𝜑 ∈ Φobst𝐵lanczos2(𝜑, 𝐼), otherwise (8.3)
8.3 Experiment Design
The proposed visual representation was evaluated in a SPV study on an orientation
and mobility task. Eight volunteers (five female, three male, aged between 20 and
34 years) with normal or corrected-to-normal vision of at least 20/20 took part in
the study. Informed written consent was obtained from all participants before they
began the experiment. The ethical component of this research was approved by the
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(a) (b) (c)
(d) (e) (f)
Figure 8-3. Top row: illustration of horizontal antialiasing, which improves obstacle locali-
sation. (a) obstacle disparity image with detection regions marked; (b) phosphene rendering
without horizontal antialiasing; (c) with horizontal antialiasing. Bottom row: illustration
of vertical disparity attenuation, which amplifies the relative depth between obstacles. (d)
obstacle disparity image with detection regions marked; (e) phosphene rendering without
vertical attenuation; (f) with vertical attenuation. The obstacle cueing sets are marked with
a rectangle in the phosphene images.
Australian National University Human Research and Ethics Committee. The study
adhered to the tenets of the Declaration of Helsinki.
Navigation performance was measured on the task of moving towards a high-
contrast target while avoiding low-contrast obstacles placed in the environment. This
task is an adaptation of the walk-to-door task used in the clinical trials of the Second
Sight Medical Products Argus II implant [65]. Notably, we introduce obstacles into
the traversable space, reduce the size of the target, and increase the size of the
experimental environment.
This experiment employed a randomized control design that consisted of repeated
measures of all visual representations for each participant. Each participant per-
formed 15 trials with the intensity representation, 15 using intensity with cueing, and
5 with random, presented in a random order.
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8.3.1 Visual Representations
The performance of three vision processing methods was measured in this study:
intensity with cueing, the standard intensity method, and a randomised control con-
dition. Details of each visual representation are presented below.
∙ Intensity with cueing: the proposed bimodal scene representation proposed in
this chapter, which incorporates structural obstacle cues into a standard inten-
sity display.
∙ Intensity: the standard downsampled intensity representation. To reflect cur-
rent state-of-the-art, downsampling is performed using Nyquist band-limited
Lanczos2 filtering. The brightness function for this representation is given in
Equation 2.14. Figure 4 shows an example of a scene rendered using the inten-
sity representation.
∙ Random: A control condition in which the stimulation level of each electrode
is set randomly every frame. The brightness function of this representation is
given by 𝐵rand(𝜑) = 𝑟, where 𝑟 is a random value within the dynamic range of
𝜑. Random gives no useful information to the user, but unlike a blank screen,
is not immediately identifiable to participants, thereby controlling against any
potential bias. The use of randomized representations to measure ‘device off’
performance is becoming standard practice in the clinical evaluation of visual
prostheses [104].
8.3.2 Mobile SPV System
Participants used a wearable mobile simulation system to provide a real time pros-
thetic vision simulation of the environment during the study. This system performed
vision processing on the output of a head mounted RGB-D camera and rendered the
resulting phosphene simulation to a head mounted display. For more details on the
system hardware, see Chapter 7.
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1.5m0.75m
Start Line
0.75m
6m0.8m
1.5m
1.5m
0.75m
= Target
= Obstacle
= Start
Figure 8-4. A top-down diagram of the experimental environment. The possible participant
start positions are marked as triangles, possible obstacle locations are denoted with circles,
and potential target locations are denoted with a cross.
Phosphene positions in the simulated display were based on the recorded location
of individual phosphene locations as reported by a patient with a prototype 24-channel
suprachoroidal implant. Thus, the displayed image contained 17 non-overlapping
phosphenes rendered at irregular locations within a 15 × 15 degree field of view.
Phosphenes were rendered as circular Gaussian spots with 8 output levels, using the
implementation described in [104].
8.3.3 Navigation Environment
The experiment took place in a purpose-built 6.8× 4.5 (metres, width×depth) rect-
angular space with dark grey carpeted floor and walls constructed from white curtain
material. Upwards-oriented lamps were installed at regular intervals in the ceiling
to provide uniform lighting conditions across trials. The trial start line was located
0.8 metres from and parallel to the width of the environment. The participant start
location for each trial was randomly selected from three equally spaced start positions
along this start line. See Figure 8-4 for a diagram of the navigation environment.
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Figure 8-5. A view of the navigation target and the three different obstacle sizes used in the
study.
8.3.4 Navigation Target
During the trial, participants aimed to move towards a navigation target placed in the
environment. The navigation target was a 0.54 × 0.7 (metres, width×height) card-
board rectangle, coloured black in order to have high-contrast with the surrounding
white wall. The target was placed at one of three equally spaced target locations on
the opposite wall to the start line, at a fixed height of 1.7 metres from the ground.
Figure 8-5 shows the navigation target used in the study.
8.3.5 Ground Obstacles
The obstacles used in the study were cardboard boxes covered in a soft felt material
and placed on the ground. Obstacles were dark grey in colour and thus had low con-
trast with the ground. Obstacles ranged in size from small (0.18×0.18×0.38𝑚metres,
width×height×depth), medium (0.45 × 0.3 × 0.5 metres, width×height×depth), to
large (0.54×0.34×0.66 metres, width×height×depth). Figure 8-5 shows the obstacles
used in the study.
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A random quantity of between 1 and 4 obstacles were placed in the environment
during each trial. Each trial had either a low obstacle density (1-2 obstacles present
during navigation) or a high obstacle density (3-4 obstacles present during naviga-
tion). Obstacle sizes were chosen randomly. The obstacles were placed within a 3× 5
(width× depth) grid of possible locations, with the location of each obstacle selected
randomly from this grid (see Figure 8-4).
8.3.6 Training
Familiarization exercises were carried out within the test environment prior to com-
mencement, during which time participants were shown the target using the intensity
representation from various distances and angles. Training also focused on familiar-
ization with the different sized obstacles with both the intensity and intensity with
cueing representations. Practice trials were performed with both the intensity and
intensity with cueing representations until participants were familiarised with the
task.
8.3.7 Experiment Procedure
Before each trial, the participant waited outside the environment while the obstacles
were arranged. At the start of the trial, the participant was led to the start position
and oriented towards the opposite end of the room. Note that the participant was
led along a circuitous route to the start position, in order to obfuscate which of the
three start positions was being used. The experimenter signalled the participant
when the scene representation was turned on and the trial was ready to begin. After
this, the participant said the keyword “go” to begin the trial, at which point time
recording began. The experimenter recorded collisions between the participant and
the environment during traversal. When the participant judged that they had reached
the target, they said the keyword “stop” to end the trial, and the time measurement
was halted. Participants were instructed to get as close as they could to the target
without touching it. The distance between the participant and the target at the
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conclusion of the trial was recorded.
8.3.8 Performance Measures
Participant performance in the navigation task was measured according to three per-
formance measures: number of collisions, final distance from the target, final head
orientation, and percentage of preferred walking speed. Each metric is described in
detail below.
∙ Number of collisions per trial. A collision was defined as a contact between
the participant, or anything worn by the participant, and the experimental
environment. This measures the ability of the visual representation to facilitate
safe navigation through obstacle avoidance.
∙ Final distance from the target was defined as the distance between the
participant and the target at trial completion. Specifically, this was measured as
the distance between the center of the line between the front of the participant’s
shoes, and the ground beneath the center of the navigation target, recorded
to a precision of 0.005 metres. This metric reflects the ability of the visual
representation to facilitate self orientation based on a high-contrast landmark.
Participants that are unable to reach the landmark at the trial conclusion will
have a high value for this metric. This also measures the ability of the visual
representation to enable visually guided judgement of object distances, since
participants aimed to get close to the target without touching it.
∙ Percentage of preferred walking speed (PPWS) is a standard metric used
in prosthetic vision studies and low vision rehabilitation training, which mea-
sures the walking efficiency of participants when using a visual representation
compared to their normal walking speed. Specifically, percentage of preferred
walking speed is calculated by dividing a participant’s average walking speed
per trial by their preferred walking speed. Preferred walking speed for each
participant was measured when walking using normal vision while wearing the
SPV system.
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(a) (b)
(c) (d)
Figure 8-6. Example of rendering scene intensity with and without obstacle cueing: (a)
camera intensity image with projected phosphene locations; (b) obstacle disparity image with
detection regions; (c) rendered using a standard intensity representation without obstacle
cueing; (d) rendered using the intensity with cueing representation.
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Figure 8-7. Means and standard deviations of performance outcomes for our method (inten-
sity with cueing), the standard intensity representation, and the random visual representa-
tion.
8.3.9 Statistical Analysis
We perform statistical analysis to determine the statistical significance of the results
of the study. Exploratory data analyses indicated mild positive skewness for the
number of collisions which was transformed using square root, while the moderate
skewness evident for PPWS and Final Distance from the Target was corrected with a
logarithmic transformation. Models of analyses of variance controlled for potentially
confounding effects of factors relevant to each performance measure as follows: num-
ber of collisions (obstacle density); final distance from the target (participant, trial
presentation order); and, PPWS (participant). An effect was considered significant at
𝑝 = 0.05. Comparisons between participants and visual representations for percent-
age of accurate responses were calculated using 𝜒2 statistics. All statistical analyses
were performed using version 20 of SPSS for Windows (SPSS, Chicago, IL).
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Metric Visual Representation Number of Trials Mean Standard Deviation
Collisions Intensity with cueing 120 0.21 0.52
Intensity 120 1.11 1.18
Random 40 1.75 1.34
Total 280 0.81 1.13
Distance Intensity with cueing 117 0.53 0.30
Intensity 118 0.93 0.64
Random 40 2.42 1.78
Total 275 0.98 1.03
PPWS Intensity with cueing 120 33.32 21.96
Intensity 120 29.81 19.41
Random 40 39.05 51.65
Total 280 32.63 27.36
Table 8.1. Counts, means and standard deviations for orientation and mobility task out-
comes in SPV (N = 8).
8.4 Results
8.4.1 Participants
Analysis of variance indicated no significant interaction between participants and the
number of collisions per trial with 𝑝 = .50. Based on this, the data from the eight
participants were pooled for further analyses to enhance the statistical power. There
were, however, significant (𝑝 < .001) individual differences for Final Distance from
the Target and PPWS, which was accounted for in further analyses.
8.4.2 Number of Collisions
Examination of the means (Table 8.1) indicated that the vision processing method
significantly impacted on the number of collisions with 𝐹2 = 52.75, 𝑝 < .0001. Direct
comparisons were made between intensity with cueing, intensity, and random vision
processing methods. Intensity with cueing (mean = 0.21± 0.52) was associated with
significantly fewer collisions than intensity (mean = 1.108 ± 1.18, 𝑝 < .0001; large
effect size 𝑑 = .99). Both intensity with cueing (𝑝 < .0001; large effect size 𝑑 =
1.52) and intensity (𝑝 = .001; moderate effect size 𝑑 = .51) were associated with
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significantly fewer collisions in comparison to random (mean = 1.75 ± 1.34) visual
representation. No main effect was apparent for obstacle density (𝑝 = .09) on the
number of collisions; however, a significant interaction was found between visual
representation and obstacle density with 𝐹2 = 3.62, 𝑝 = .028. Inspection of the
means indicated that the intensity with cueing (𝑝 = .30) and random (𝑝 = .72)
vision processing methods were not significantly impacted by an increase in obstacle
density, while an increase in obstacle density lead to a greater number of collisions
for the Intensity (𝐹1 = 10.91, 𝑝 = .001) visual representation. These results are
summarized in Figure 8-7a.
8.4.3 Final Distance from the Target
The type of visual representation (i.e. , intensity with cueing, intensity, random) had
a significant impact on the final distance to the target with 𝐹2 = 71.32, 𝑝 < .0001.
Intensity with cueing (mean = 0.53 ± 0.30) was associated with significantly fewer
collisions than intensity (mean = 0.93 ± 0.64, 𝑝 < .0001; large effect size 𝑑 = 0.80).
Both intensity with cueing (𝑝 < .0001; large effect size 𝑑 = 1.48) and intensity
(𝑝 < .0001; large effect size 𝑑 = 1.11) were associated with significantly fewer collisions
in comparison to the random (mean = 2.42±1.78) visual representation. These results
are summarized in Figure 8-7b.
8.4.4 Percentage of Preferred Walking Speed
Examination of the means (see Table 8.1, Figure 8-7c) indicated that there was no
main effect for the visual representation (i.e. , intensity with cueing, intensity, ran-
dom) on PPWS with 𝐹2 = 2.33, 𝑝 = .099. Intensity with cueing (33.32 ± 21.96%
of Preferred Walking Speed) achieved a similar PPWS to the intensity (29.81 ±
19.41%, 𝑝 = 0.12) and random (39.05 ± 31.65%, 𝑝 = 0.054) visual representation
methods. PPWS did not significantly differ for the intensity and random (𝑝 = 0.41)
visual representation methods. The obstacle density did not significantly impact on
the PPWS with 𝑝 = 0.063.
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8.5 Discussion
This study shows that simultaneously presenting intensity information and obstacle
cues in a single visual representation can provide benefit for individuals performing
an orientation and mobility task using simulated prosthetic vision. This is the first
study evaluating a visual representation that combines two different types of infor-
mation continuously in a single display, demonstrating that users are able to process
and successfully make use of the bimodal display when completing an orientation
and mobility task. Whereas previous work predominantly maps stimulation levels
exclusively to intensity or depth information, our results indicate that incorporating
cues derived from scene understanding techniques along with intensity cues have the
potential to improve functional outcomes with visual prostheses.
The mean number of collisions per trial for intensity with cueing was significantly
lower than that of the standard intensity representation. It appears evident that the
incorporation of cueing provided a clear indication of the presence of obstacles in the
test environment. The qualitative comparison of intensity with and without cueing
in Figure 8-1 supports this, showing the advantages of structural obstacle detection
methods in low-contrast environments. Furthermore, the inclusion of obstacle cue-
ing did not increase the difficulty of display interpretation, evidence by the lack of
significant impact on PPWS.
Results obtained using intensity with cueing showed no significant difference in
collision rate between trials conducted with high or low obstacle density, which sug-
gests the visual representation is scalable with respect to obstacle density. This follows
from the fact that the structure component of intensity with cueing clearly conveys
obstacle locations. Conversely, there was a significant increase in collision rate when
the Intensity representation was used on high density obstacle courses. This suggests
that standard intensity-based representations under the simulated display conditions
are less suitable for navigation in the presence of a large number of low-contrast ob-
stacles, which present an intrinsically challenging scenario for these representations
given the limited dynamic range of prosthetic vision devices. Indeed, it was observed
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during trials that participants often appeared to have difficulty determining obstacle
locations when using the Intensity representation, particularly when multiple obsta-
cles were present within the field of view.
Participants achieved closer final distances to the target using intensity with cue-
ing than the intensity representation. The depth-based cueing of oncoming surfaces
may have facilitated better judgement of proximity to the surface. Specifically, the
direct encoding of surface proximity through the depth-based modulation of obsta-
cle cueing electrode levels is likely to have assisted participants in judging their final
desired proximity. Conversely, target distance judgement using the intensity represen-
tation was more difficult to infer from the intensity image, with participants needing
to estimate the distance by locating the boundaries of the target or the wall-floor
boundary, resulting in a likely increase in uncertainty. This highlights a scenario in
which scene structure information can be more descriptive than appearance.
Unlike previous studies, the locations of phosphenes in our simulation display are
determined directly using reported phosphene locations from an implanted partici-
pant. It is well established that retinal implant users generally perceive phosphenes
in a distorted, irregular layout that is generally not modeled in simulation studies.
The results indicate that our method is robust to the spatial irregularities of a real
display, and does not rely on regular structure in the phosphene layout to achieve
effective task performance.
Obstacle cueing electrode levels were anti-aliased based on the quantity, disparity
value, and image location of obstacle pixels in the input field. Study participants had
little difficulty interpreting the cueing set, despite only limited training. We speculate
that the anti-aliasing of the phosphenes enabled participants to accurately estimate
obstacle locations by interpreting the change in phosphene brightness with respect to
head movements, as evidenced by the lower collision rates for intensity with cueing.
An alternative to performing obstacle cueing is to produce a high-level travel di-
rection cue [134]. While a travel direction cue would be potentially be easier to convey
through devices with limited output bandwidth, our approach of general obstacle cue-
ing has the advantage of providing a lower level representation of the environment
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which allows users to more directly interpret the scene. For example, rather than
just knowing which way to walk, it may be more useful to know where obstructions
are in the environment. This enables users to make their own decisions on travel
direction based on their surroundings, and to build a mental map of the environment
as they travel. Furthermore, the lower level information from our cue provides more
information for making navigation decisions when combined with data other mobility
aids.
8.6 Chapter Summary
In this chapter we have presented a bimodal scene visualization technique for ori-
entation and mobility with prosthetic vision, which simultaneously conveys scene
intensity and structure-based obstacle cues in a single display. The obstacle cues are
computed from a histogrammed image of obstacle disparities, with antialiasing and
height-based disparity attenuation applied to enhance obstacle localization. The rep-
resentation was evaluated in a simulated prosthetic vision study, resulting in improved
performance on an orientation and mobility task compared to the standard intensity
representation prevalent in the literature. This provides further validation for the
application of sophisticated vision processing and scene understanding methods as a
means of alleviating display constraints for near term prosthetic vision devices.
Our results show that the presentation of structure-based cues in addition to
intensity information can support navigation with a prosthetic vision display. Users
are able to interpret the simultaneous presentation of both types of information, and
exploit the advantages of each to more effectively perform the task.
This work validates the approach of merging different types of cues onto a single
display. With the increasing interest in and development of novel vision processing
methods, our approach provides a solution to combining the advantages offered by
different vision methods for a target application in a single display.
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Chapter 9
Conclusion
9.1 Summary of Thesis Findings
This thesis has demonstrated how knowledge of scene structure can inform visual rep-
resentations for prosthetic vision. The approach of this thesis has established a novel
paradigm for scene representation based on modelling general salient structure, un-
like previous approaches which predominantly focus on intensity or limited structural
obstacle cues. This thesis has also introduced a set of novel methods for detecting two
key types of salient structure. Specifically, we have investigated salient edge structure
for conveying the general shape of a scene, and salient object structure for modelling
visual attention based on normal human visual perception. We now summarize the
thesis findings for addressing these two problems, as well as the thesis findings from
evaluation on the prosthetic vision application.
9.1.1 Salient Edge Detection
We have made the observation that regions of structural change are informative for
conveying the shape of a scene. Surface regions with locally irregular shape, such as
room boundaries, clutter, and trip hazards, convey the general shape of a scene and
are important for performing physical tasks such as navigation. On the other hand,
featureless surfaces with uniform shape such as walls and the ground are relatively un-
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informative. Therefore, this thesis has proposed a structural saliency measure based
on surface irregularity to convey general scene shape for prosthetic vision navigation.
Surface irregularity was measured through multi-scale analysis of iso-disparity con-
tours, and was found to more reliably detect relevant surface boundary structure than
existing structural scene representations for prosthetic vision.
We have noted that while surface irregularities was able to identify the salient
structure in an image, the precision of the method was limited by the low level na-
ture of the detection. For example, ripples in a curtain should have a lower saliency
than a perpendicular join between two walls, however these two cases have a similar
amount of change in local surface shape and therefore can be difficult to distinguish
using low level analysis. We thus extended our approach by learning high level in-
formation based on human judgements of structural importance in order to better
distinguish salient edge regions. A deep learning framework was used to extract this
high level information from annotated depth images. In order to facilitate the learn-
ing process, we have introduced the novel DSD depth input encoding. The DSD
encoding was designed to provide a minimal encoding of the depth image that cap-
tures the fundamental geometric properties of a surface. Our salient edge detection
system was evaluated against state-of-the-art systems on a new salient edge dataset,
containing a variety of prosthetic vision scenarios in which boundaries important for
understanding the scene have been labelled. Compared to the standard methods,
DSD was able to better characterise the different types of structure that correspond
to salient edges. Thus, our method enables improved detection of structure that is
important for understanding a scene.
9.1.2 Salient Object Detection
Accurate modelling of regions or objects that are salient to the human visual system
enables vision processing methods to more closely emulate the function of biological
saliency detection. While most structural salient object detection methods assign
saliency based on depth contrast, we have proposed that surface shape is an important
factor for determining what makes an object salient. We have introduced a method
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to quantify surface shape through the HOSO feature, which captures the distribution
of surface normals within an image region. Saliency was thus computed by measuring
the contrast between the HOSO features of different surface patches. Our method was
found to more accurately predict structurally salient object locations than competing
methods, demonstrating that regions with contrasting surface shape are likely to be
salient to the human visual system.
We observe that HOSO analysis and contrast-based methods in general have a
number of limitations for application to prosthetic vision scenarios. Most notably,
these methods tend not to reflect any consistently meaningful physical quantities
within the scene, since contrast is largely dependent on random factors such as object
placement and viewpoint. In order to address this issue, we have developed a new
formulation of saliency that captures a more stable and descriptive measure of struc-
tural importance. Our proposed LBE method thus measures saliency based on the
degree to which a region is surrounded by local background. Our raw LBE feature
was found to detect structurally salient regions with high accuracy compared to ex-
isting depth contrast methods. When combined with standard saliency components
to form a salient object detection system, our method produced better results than
state-of-the-art systems at the time of contribution. These results demonstrate that
background enclosure accurately models scene structure that is salient to the human
visual system.
9.1.3 Evaluation for Prosthetic Vision
We have proposed a visual representation based on the surface irregularities formu-
lation of salient structure. In order to gauge the effectiveness of our structure-based
representation during practical use of a prosthetic vision display, this visual repre-
sentation has been evaluated through a user study on a navigation task. This was
a crucial step in determining whether surface irregularities could be applied to effec-
tively achieve the salient edge detection goal of conveying scene shape. The results of
the study demonstrated that our method was associated with improved performance
compared to standard methods, implying that users were able to better interpret
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scene shape using surface irregularities and thus plan their actions to more effec-
tively achieve task objectives. Furthermore, we have demonstrated that conveying
general scene shape through surface irregularities resulted in better performance than
conveying only structure-based obstacle cues as in previous methods [103], since the
scene structure information could be used to perform actions that support navigation
such as self-orientation and building a mental map of the environment. We con-
cluded from these results that surface irregularities effectively conveys scene shape
for understanding a scene when performing navigation with prosthetic vision.
We have observed that many different types of vision processing methods have
been proposed, each offering advantages for performing certain tasks. We investigate a
new method of scene representation that combines the advantages of different types of
information by merging them on the display. We test the feasibility of this approach by
evaluating a novel bimodal representation that simultaneously conveys both intensity
and structural information on a single display. Evaluation is performed through a user
study on an orientation and mobility task. The bimodal representation was found
to result in improved obstacle avoidance performance with no difference in walking
efficiency compared to standard methods. This provides insight on the design of
future scene representations, demonstrating that multiple modes of information can
be interpreted from a single display to effectively perform a task.
9.2 Limitations and Future Work
This thesis has provided the foundation for structure-based scene representations for
prosthetic vision, and initiated many directions for future work. However, the work
presented also has a number of limitations.
∙ We have demonstrated the effectiveness of the background enclosure formula-
tion of saliency through the LBE feature. The implementation of background
enclosure based saliency detection could be refined by learning high level se-
mantic, scale, and context information from an LBE base representation. In
particular, deep CNN architectures show promise for extracting this type of
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information and improving the saliency detection results. Sufficient training
of such a system could resolve many boundary cases such as the failure cases
shown in Figure 6-12.
∙ The methods and evaluations in this thesis have been presented in the context
of navigation tasks, since navigation is a particularly challenging task which
benefits from structural information. Future work can examine the contribution
of the proposed structural methods for performing other physical tasks, such as
tabletop tasks and grasping tasks, with prosthetic vision.
∙ While our salient edge detection system has been shown to provide improved
performance on a dataset of static images related to prosthetic vision, it has
yet to be tested in a live navigation environment. Similarly, the salient object
detection methods have only been evaluated on standard datasets, and have
not been evaluated for performance of prosthetic vision tasks. This was largely
due to the tremendous overhead of performing a user study, which limited the
number of studies that could be run. Future work would focus on further evalu-
ation of these methods on prosthetic vision tasks. For example, the deep salient
edge method from Chapter 4 could be evaluated on a navigation task, in order
to estimate the improvement offered by incorporating high level information to
refine the detection process. Additionally, our salient object detection meth-
ods could be applied to perform structure-based orientation, object search, or
tabletop tasks.
∙ We incorporate task-specific cues into our bimodal visual representation by
partitioning the electrode display into a cueing set comprising the bottom row
of electrodes, and an intensity set composed of the remainder of the display.
While this approach is appropriate for ground obstacle avoidance, it does not
readily extend to other activities of daily living. Subsequent work by McCarthy
et al. proposes a more generalized method of ensuring task-relevant features
are visible in an intensity-based display using augmentations of contrast to
reflect the relative importance of features [102]. Such frameworks provide the
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possibility of incorporating a wide range of scene understanding techniques into
future visual representations, but at this stage have not been evaluated.
9.3 Conclusion
The work presented in this thesis establishes a new paradigm for prosthetic vision
scene representation based on structural saliency. The results of the work indicate the
significant potential for the application of structural scene analysis methods to create
visual representations that can further improve functional outcomes for prosthetic
vision users.
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