We describe an algorithm for the numerical solution of second order linear differential equations in the highly-oscillatory regime. It is founded on the recent observation that the solutions of equations of this type can be accurately represented using nonoscillatory phase functions. Unlike standard solvers for ordinary differential equations, the running time of our algorithm is independent of the frequency of oscillation of the solutions. We illustrate the performance of the method with several numerical experiments.
Introduction
Second order linear differential equations of the form y 2 ptq`λ 2 qptqyptq " 0 for all a ď t ď b
are ubiquitous in analysis and mathematical physics. As a consequence, much attention has been devoted to the development of numerical algorithms for their solution and, in most regimes, fast and accurate methods are available.
However, when q is positive and λ is real-valued and large, the solutions of (1) are highly oscillatory (this is a consequence of the Sturm comparison theorem) and standard solvers for ordinary differential equations (for instance, Runge-Kutta schemes and spectral methods) suffer. Specifically, their running times grow linearly with the parameter λ, which makes them prohibitively expensive when λ is large.
Because of the poor performance of standard solvers, asymptotic methods are often used to approximate solutions of (1) in this regime. WKB approximation is the most common; it calls for introducing the ansatz yptq " exp˜8 
which define two sequences tb k u and tc k u of functions (there are two since the first equation has the two solutions β 0 ptq "˘i a qptq ) such that
are asymptotic expansions of a basis of solutions of (1). More precisely, under mild differentiability conditions on q, there exist linearly independent solutions y, z of (1) such that yptq " Y m ptq`1`O`λ´m˘˘,
See, for instance, [5] upon which the preceding discussion is based for proofs of the error bounds (5) .
The resulting approximations have many attractive properties. Most importantly, since the equations (3) do not involve the parameter λ, the functions b k and c k need not become increasingly oscillatory as λ increases in magnitude. Rather than directly computing the highly oscillatory solutions of (1), which is computationally expensive, one instead computes the nonoscillatory functions b k and c k .
There is, however, a significant drawback to this approach -one shared by most asymptotic methods. Namely, the approximations Y m and Z m need not converge to y and z as m Ñ 8 because the constants implicit in (5) depend on m. Indeed, typically, for a fixed λ there is some value of m for which the errors in the approximations Y m and Z m are at a minimum and increasing m only serves to increase the error in the approximation. It hardly needs to be stated that the lack of convergence makes the use of asymptotic expansions problematic in many applications.
Phase functions are an alternative to WKB approximation for representing solutions of ordinary differential equations. We say that α is a phase function for (1) if the functions u, v defined by the formulas uptq " cospαptqq
and vptq " sinpαptqq
constitute a basis in the space of solutions of (1) . Obviously, the representations (6), (7) are similar in form to (2) , but unlike WKB approximation, they are exact rather than than asymptotic in nature. Phase functions play a key role in the theories of special functions and global transformations of ordinary differential equations [2, 14, 15, 1] . They are also the basis of many numerical algorithms; see, for instance, [18, 7, 10] for representative examples.
It was observed in [13] that α is a phase function for (1) if and only if it satisfies the third order nonlinear differential equation
as a consequence, we refer to (8) as Kummer's equation. The form of (8) and the appearance of λ in it suggests that its solutions will be oscillatory -and most of them are. However, there are at least two classical examples of ordinary differential equations which admit nonoscillatory phase functions. The function αptq " λ arccosptq
is a phase function for Chebyshev's equation
2 q 4p1´t 2 q 2˙y ptq " 0 for all´1 ď t ď 1.
Its existence is the basis of many numerical algorithms, including the fast Chebyshev transform (see, for instance, [22] ). Bessel's equation
2´1 {4 t 2˙y ptq " 0 for all 0 ă t ă 8
also admits a nonoscillatory phase function, although it cannot be expressed via elementary functions. If we define u, v by the formulas uptq " c πt 2 J λ ptq (12) and
where J λ and Y λ denote the Bessel functions of the first and second kinds of order λ, and let α be defined by the relations (6), (7) , then
There exists a simple integral expression for the function J 
(see, for example, [8] , Section 6.664). Even a cursory examination of (15) shows that for all z on the real axis, J 2 λ pzq`Y 2 λ pzq is a nonoscillatory function of z, from which we conclude that the function (14) is nonoscillatory. The existence of this nonoscillatory phase function for Bessel's equation was noted as early as [7] and it is the basis of many numerical algorithms for the evaluation of Bessel functions and for finding their roots (see, for instance, [7, 10, 15] ).
It is not clear that nonoscillatory solutions of of (8) exist in the general case. However, in [9] it is shown under mild assumptions on the coefficient q in (8) that there exists a nonoscillatory function α such that (6), (7) approximate solutions of (1) in the space L 8 pra, bsq with relative accuracy on the order of λ expp´ρλq, with ρ a positive real number depending on q but not λ.
Here, we present an algorithm for the numerical solution of second order differential equations of the form (1) when λ is large and real-valued and q is smooth and positive which is founded on the observation of [9] . Unlike standard solvers for ordinary differential equations, the running time of the algorithm of this paper is independent of the parameter λ. Moreover, the only practical limitation on obtainable accuracy arises from the need to evaluate periodic functions of large arguments in order to compute the functions u, v defined by formulas (6) and (7).
This paper is organized as follows. In Section 2, we summarize a number of well-known mathematical facts to be used throughout this article and describe two well-known numericals tools which are used by the numerical method of this paper. Section 3 develops an analytic apparatus, used in Section 4 to design an algorithm for the rapid solutions of second order linear differential equations in the high-oscillatory regime. In Section 5, the results of numerical experiments are presented. Finally, we conclude with a few brief remarks in Section 6.
Analytic and numerical preliminaries

Schwartz functions and tempered distributions
An infinitely differentiable function ϕ : R Ñ R is a Schwartz function if ϕ and all of its derivatives decay faster than any polynomial. That is, if
for all pairs i, j of nonnegative integers. The set of all Schwartz functions is denoted by SpRq. It is endowed with the topology generated by the family of seminorms
That is to say, a sequence tϕ n u of functions in SpRq converges to ϕ in SpRq if and only if
Continuous linear functionals on SpRq are known as tempered distributions. The space of all tempered distributions is denoted by S 1 pRq. If ω P S 1 pRq and ϕ P SpRq then we will alternately write the action of ω on ϕ as ωpϕq or ω, ϕ . The space SpRq is embedded in S 1 pRq through the identification of ϕ P SpRq with the tempered distribution
The Fourier transform is defined for ϕ P SpRq via the formula
It is well known that the Fourier transform is a continuous, bijective mapping SpRq Ñ SpRq (see, for instance, [6] ). As a consequence, the following definition of the Fourier transform for tempered distributions is valid. The Fourier transform of ω P S 1 pRq is the tempered distribution p ω defined by the formula
The inverse Fourier transform q ω of ω P S 1 pRq is the tempered distribution defined via the formula
Not surprisingly, if ω P S 1 pRq, then the inverse Fourier transform of p ω is ω and the Fourier transform of q ω is ω.
Discussions of the properties of Schwartz functions and tempered distributions can be found, for instance, in [20] and [11] .
Fréchet derivatives and Newton's method
Given Banach spaces X, Y and a mapping f : X Ñ Y between them, we say that f is Fréchet differentiable at x P X if there exists a bounded linear operator X Ñ Y , denoted by f
The operator f 1 x is called the Fréchet derivative of f at x. Newton's method for the solution of nonlinear equations generalizes easily to the setting of Banach spaces. Suppose that f : X Ñ Y is a mapping between Banach spaces. Given x 0 P X, we call the the sequence tx n u 8 n"0 defined for n ą 0 by the recurrence
the sequence of Newton iterates for the equation
generated by the initial approximation x 0 . Obviously, the sequence tx n u is not well-defined unless f is Fréchet differentiable at each of the points x n and each of the linear operators f 1 xn is invertible. If x n converges to a point x˚such that f 1 x˚e xists and is invertible, then by taking limits in (24) we obtain f px˚q " 0.
A thorough discussion of Fréchet derivatives and Newton's method for nonlinear equations (including the well-known Newton-Kantorovich theorem which gives conditions under which the sequence tx n u is well-defined and convergent) can be found in [24] , among many other sources.
Chebyshev polynomials and interpolation
The pm`1q-point Chebyshev grid on the interval r´1, 1s is the set " cosˆπ j m˙:
We refer to each element of the set (27) as a Chebyshev node or point.
Suppose that f : r´1, 1s Ñ R is a continuous function. For each integer m, there exists a unique polynomial of degree m which agrees with f on the pm`1q-point Chebyshev grid. We refer to this polynomial as the m th order Chebyshev interpolant for f and denote it by Ψ m rf s. In other words, Ψ m rf s is the polynomial of degree m defined by the requirement that
for j " 0, 1, 2, . . . , m.
If f : r´1, 1s Ñ R is Lipschitz continuous, then Ψ m rf s converges to f in L 8 pr´1, 1sq norm as m Ñ 8 (see, for instance, [22] ). The following two well-known theorems provide estimates on the rate of convergence of Ψ m rf s in L 8 pr´1, 1sq under additional smoothness assumptions on f .
, where p is a positive integer. Then
Theorem 2. Suppose that f is analytic on an ellipse with foci˘1 the sum of whose semiaxes is ρ. Then
Proofs of Theorem 1 and 2 can be found in [22] , among many other sources.
The Chebyshev polynomials T 0 , T 1 , T 2 , . . . are defined for´1 ď t ď 1 by the formula
Any polynomial p of degree m can be represented in the form
In particular, for any continuous function f : r´1, 1s Ñ R, there exist coefficients α 0 , α 1 , . . . , α m such that
for all´1 ď t ď 1. We denote by ρ 0 , ρ 1 , . . . , ρ m the nodes of the pm`1q-point Chebyshev grid. The coefficients α 0 , α 1 , . . . , α m in (33) are computed by applying the inverse of the pm`1q6 pm`1q matrix¨T
to the vector¨f
Once this has been done, the value of Ψ m rf s at any point t in r´1, 1s is computed by calculating T 0 ptq, T 1 ptq, . . . , T m ptq via formula (31) and inserting those values into the expansion (33). This process is known as Chebyshev interpolation. Once again, we refer the reader to [22] for a detailed discussion.
Suppose that f : r´1, 1s Ñ R is continuous function, that m is a positive integer, and that g is the function defined by the formula gptq "
If α " tα 0 , α 1 , . . . , α m u is the vector defined by the formula
and β " tβ 0 , β 1 , . . . , β m u is the vector defined by the formula
then we refer to the pm`1qˆpm`1q matrix S m such that
as the spectral integration matrix of order m (that such a matrix exists is clear since the underlying operation is linear).
The preceding constructions can be easily modified in order to accommodate functions f : ra, bs Ñ R defined on a finite interval. For instance, if we denote the points in the pm`1q-point Chebyshev grid on r´1, 1s by ρ 0 , ρ 1 , . . . , ρ m , then the pm`1q-point Chebyshev grid on the interval ra, bs is the set "
Remark 1. The set (27) is the collection of the extreme points of the m th order Chebyshev polynomial T m . The roots of Chebyshev polynomials are often used as interpolation nodes instead. There are few meaningful differences between the two approaches, although (27) includes the endpoints˘1, which is convenient when solving boundary value problems for ordinary differential equations.
The Crank-Nicholson method
The Crank-Nicholson method is an implicit time-stepping scheme for the numerical solution of the initial value problem
The values of the solution y of (41) and of its derivative y 1 are approximated at a collection of specified points
For each i " 1, . . . , n, we denote the approximation of ypt i q by y i and that of y 1 pt i q by z i . Moreover, for each i " 1, . . . , n, we let
The method is derived by first applying the trapezoidal rule to
in order to obtain
By inserting the approximation
which is also obtained via the trapezoidal rule, into (45) we arrive at
We replace ypt i q by y i , r 1 pt i q by z i and r 1 pt i`1 q by z i`1 in (47) in order to obtain
and we do likewise in (46) in order to obtain
The method proceeds as follows. In accordance with the boundary conditions in (41) the value of y 1 is taken to be α and that of z 1 is taken to be β. Then, for each i " 1, . . . , n´1, the equation (48) is solved via Newton's method in order to obtain z i`1 and the value y i`1 is computed via (49).
The Crank-Nicholson method is A-stable (meaning that its region of stability encompasses the left-half plane) and hence it is well suited for application to stiff ordinary differential equations. See, for instance, [12] for a discussion of stiff ordinary differential equations and the stability of the Crank-Nicholson method.
A spectral deferred correction method
In this section, we describe a spectral deferred correction for the numerical solution of the initial value problem
Spectral deferred correction methods were introduced in [4] . They are iterative methods that operate by constructing an integral equation which characterizes the residual error in the n th iterate and approximating its solution via spectral integration in order to form the pn`1q st iterate.
Suppose that y n is an approximation of the solution y of the initial value problem (50). We now derive an integral equation whose solution is the error δptq " yptq´y n ptq.
We begin by integrating (50) twice in order to obtain the integral equation
Next, we define the function
which is a measure of the quality of the approximation of y by y n . By combining (51), (52) and (53), we obtain the integral equation
where the function g is defined by the formula gpv, δpvq, δ 1 pvqq " f pv, y n pvq`δpvq, y
By differentiating (53), we obtain
and by differentiating (54) we obtain
We suppose that m is a positive integer and we denote by
the nodes of the pm`1q-point Chebyshev grid on the interval ra, bs. Also, we use S to denote the pm`1qˆpm`1q spectral integration matrix of order m (see Section 2.3). The output of the algorithm consists of approximations of the values of the solution y of (50) and its derivative y 1 at the points (58).
It proceeds by first applying the Crank-Nicholson procedure described in Section 2.4 to (50) in order to form an initial approximation y 0 of the solution of (50). To be more precise, the values
of y 0 and its derivative y 1 0 at the Chebyshev points (58) are calculated. We now suppose that the values of the n th iterate y n and its derivative at the Chebyshev nodes (58) are known. The values of the pn`1q st iterate y n`1 and its derivative at the nodes (58) are constructed using the following sequence of steps:
1. We approximate the values
of the function ξ defined by formula (53) at the Chebyshev nodes (58). This is done by calculating the double integral in formula (53) using the spectral integration matrix S.
More precisely, we leẗ
2. We approximate the values of the derivative of the function ξ at the Chebyshev nodes (58) by discretizing formula (56) using the spectral integration matrix S. More precisely, we let¨ξ
3. We discretize equations (54) in order to form the system
of pm`1q algebraic equations in the 2pm`1q unknowns
4. We discretize (57) in order to obtain the system
5. The combination of (63) and (65) is a system of 2pm`1q linear algebraic equations in the 2pm`1q unknowns
We solve this combined system. If g is linear, then so is the system and we use pivoted Gaussian elimination to solve it. In the general case, g is nonlinear and we use Newton's method to solve the combined system.
6. We calculate the values of the next iterate y n`1 at the Chebyshev points (27):
7. We calculate the values of the derivative y 1 n`1 at the nodes (27):
The iterative procedure is terminated when the quantity max t|δpt 0 q| , |δpt 1 q| , . . . , |δpt m q|u max t|y n pt 0 q| , |y n pt 1 q| , . . . , |y n pt m q|u (70) falls below a prescribed value (typically, this value is taken to be slightly larger than machine precision).
Spectral deferred correction methods have excellent stability properties that make them suitable for application to stiff ordinary differential equations. See [4] for a discussion of the stability properties of spectral deferred correction methods.
Analytical apparatus
Kummer's equation
It was first observed in [13] that a sufficiently smooth α is a phase function for (1) if and only if it satisfies the third order nonlinear ordinary differential equation
We refer to (71) as Kummer's equation. By letting
in (71), we obtain the differential equation
which we refer to as the logarithm form of Kummer's equation. We will denote by K the differential operator associated with (73); that is, K is the operator defined by the formula
In the following theorem, we calculate the Fréchet derivative of the operator K.
Theorem 3.
Suppose that K is the operator C 2 pra, bsq Ñ C pra, bsq defined by formula (74). Then the Fréchet derivative of the operator K at r is the linear operator K 1 r : C 2 pra, bsq Ñ C pra, bsq defined by the formula
Proof. We observe that
By expanding expphptqq in a power series, we obtain
from which we conclude that › › › › K rr`hs ptq´K rrs ptq´ˆh
We divide both sides of (78) by }h} and take a limit as }h} goes to 0 in order to obtain
which establishes (75).
From Theorem 3, we see that when Newton's method (see Section 2.2) is applied to (73), each iteration involves the solution of a linear differential equation of the form
The following theorem asserts that under a suitable change of variables, (80) is simply the constant coefficient Helmholtz equation. We omit its (straightforward and elementary) proof.
Theorem 4. Suppose that r P C 2 pra, bsq, that f P C pra, bsq, and that x : ra, bs Ñ R is defined by the formula
Then h P C 2 pra, bsq is a solution of the ordinary differential equation
if and only if the function u defined by the formula
is a solution of the ordinary differential equation
Almost nonoscillatory solutions of the Helmholtz equation
If f is an element of space SpRq of Schwartz functions (see Section 2.1), then a solution of the inhomogeneous Helmholtz equation
can be constructed via the Fourier transform. In particular, the function ϕ defined by the formula
is a solution of (85). Here, we interpret p ϕ as a tempered distribution (see Section 2.1) defined by principal value integrals. That is, the action of p ϕ on ψ P SpRq is given by
The inverse Fourier transform of a tempered distribution need not be a function. However, the Fourier transform of
This observation, together with (86), implies that ϕ is the convolution of f with (88); that is, ϕptq " 1 2λ
This shows clearly that the tempered distribution ϕ via formula (86) is a function. We will refer to ϕ as the Fourier solution of (85).
From (86), we see that if the Fourier transform of f is supported on the interval r´λ`1, λ´1s, then the Fourier solution ϕ of (85) has the property that
We interpret (91) as saying that ϕ is less oscillatory than the function f . If the Fourier transform of f is nonzero at˘λ, then the Fourier solution of (85) will necessarily have a component which oscillates at frequency λ. However, if f is smooth and λ is large, then the magnitude of this component will be small. This is the content of the following theorem:
Theorem 5. Suppose that λ ą 0 is a real number, that f : R Ñ R is an element of SpRq, and that M ą 0 is a real number such thatˇˇˇˇˇd
Then the Fourier solution ϕ of (85) can be decomposed as
where ϕ 1 is an element of SpRq such that
and ϕ 2 is an element of C 8 pRq such that
Proof. We define the function ϕ 1 via the formula
and the function ϕ 2 by
so that
Each term appearing in (96) is an element of SpRq since the factor in the denominator are canceled and both the Gaussian function expp´x 2 q and p f are elements of SpRq. Since the Fourier transform is a bijective mapping SpRq Ñ SpRq, it follows that ϕ 1 P SpRq.
We observe that the Fourier transform of
and combine this observation with (97) in order to conclude that
and we conclude from (101) and (102) that
for all t P R . The inequality (95) follows by taking absolute values in (103).
We observe that
Next, we observe thatˇˇˇˇ1´e
Moreover, from (92) we conclude thaťˇˇˇˇp
We combine (105), (106) and (107) with (104) to conclude thaťˇˇˇˇp
We combine (108) with (96) and the fact that f pλq " f p´λq (since f is real-valued) in order to obtain (94).
When f is nonoscillatory and λ is sufficiently large, both the constant M and the magnitude of p f pλq will be negligible. In this case, Theorem 5 asserts that the Fourier solution ϕ of (85) is the sum of a function ϕ 1 P SpRq with the property that
and a highly oscillatory function ϕ 2 of negligible magnitude. In other words, when f is nonoscillatory and λ is sufficiently large, the Fourier solution ϕ of (85) is almost nonoscillatory.
The following result provides an alternate means to construct a second almost nonoscillatory solution of the Helmholtz equation (distinct from the Fourier solution) under certain conditions on q.
Theorem 6. Suppose that λ ą 0 is a real number, that f : R Ñ R is an element of SpRq, and that there exists a real number a such that
Suppose also that ϕ is the Fourier solution of (85), and that ψ is the unique solution of the initial value
and |ϕptq´ψptq| ďˆ1 λ`1 λ 2˙ˇp f pλqˇˇfor all t P R.
Proof. We conclude from a direct computation that the function η defined for t ě a by the formula
and for t ă a by
satisfies (111). By combining this observation with standard uniqueness results for ordinary differential equations (see, for instance, [3] ), we conclude that ψ coincides with η and therefore (112) holds.
From (90) and (110), we conclude that for every t ď t 0 , ϕptq " 1 2λ
We observe that (116) is the imaginary part of 1 2λ
We combine the fact that f p´λq " f pλq (since f is real-valued) with (116) and (117) to conclude that
By taking absolute values in (118) we obtain
According to (111) and (119), the function g defined by the formula
is the unique solution of a problem of the form
where α and β are real numbers such that
Since tcospλtq, sinpλtqu
is a basis in the space of solutions of the differential equation
there exist real numbers c 1 and c 2 such that gptq " c 1 cospλtq`c 2 sinpλtq for all t P R.
By inserting the formula (125) into
we obtain the system of linear equations
We solve (127) in order to obtain the formulas
We conclude from (122) and (128) that
Finally, we obtain the inequality (113) by combining (129) and (125).
When f is smooth and λ is sufficiently large, the Fourier solution ϕ of (85) is almost nonoscillatory in the sense that it is the sum of a nonoscillatory function ϕ 1 P SpRq and a highly oscillatory function ϕ 2 of negligible magnitude. If, in addition, we assume that (110) holds, then by invoking Theorem 6 we see that the solution ψ of the initial value problem (111) is almost nonoscillatory in the same sense. More specifically, by Theorem 5, the Fourier solution ϕ can be decomposed as
where ϕ 1 P SpRq has the property that
and ϕ 2 P C 8 pRq is such that
Since ψ is a perturbation of ϕ by an oscillatory function whose L 8 pRq norm is bounded bŷ
it follows that
where ϕ 1 is as before and
3.3. Construction of nonoscillatory phase functions in a special case
In [9] , the existence of nonoscillatory phase functions which allow for the high-accuracy approximation of solutions of differential equations of the form (1) is established. More specifically, it is shown that under mild conditions on λ and q there exists a nonoscillatory function α such that (6), (7) approximate solutions of (1) in the space L 8 pra, bsq with relative accuracy on the order of λ expp´ρλq, where ρ is a positive real number which depends on q but not on λ.
The proof given in [9] can be developed into a numerical algorithm for the construction of nonoscillatory phase functions. However, it suffers from a serious drawback: the need to construct explicit extensions of various functions to the real line. Note that the assumption that such extensions exist is not problematic in itself -it is not difficult to establish the existence of extensions with suitable properties (see, for instance, [19] ) -it is the need to explicitly construct extensions which is troublesome.
In this section, we make an observation which will allow us to construct a nonoscillatory function which closely approximations a solution of the logarithm form of Kummer's equation
in a certain special case without accessing the values of q (or any other function) outside of the interval ra, bs. Specifically, we assume that q admits an extension to the real line which is in SpRq and has the property that
In the following section, we explain how this observation can be exploited in order to construct such a solution in the general case. In the course of making this observation, we will also give a heuristic argument demonstrating the plausibility of the existence of nonoscillatory phase functions which approximate solutions of (1). See [9] for a rigorous proof of the existence of such functions.
We proceed by applying Newton's method for the solution of nonlinear equations (see Section 2.2) to (136). We take as the initial approximation the function r 0 defined by the formula
and we use r 1 , r 2 , . . . to denote subsequent iterates.
We suppose that n ě 0 is an integer, and that r n P SpRq has the property that r n ptq " 0 for all t ď a.
When n " 0, (139) is a consequence of (137) and (138). The function r n`1 is obtained from r n by solving the linearized equation
rn rhs ptq "´K rr n s ptq for all a ď t ď b
for h and letting r n`1 ptq " r n ptq`hptq.
By inserting the defintion (74) of the operator K and the expression for its Fréchet derivative obtained in Theorem 3 into (140) we obtain the equation
where f n ptq is defined by the formula
According to Theorem 4, the change of variables
transforms (142) into
where g n is defined by the formula g n pxq "´expp´r n ptpxf n ptpxqq.
From (146) and (143), we see that our assumption that r n P SpRq implies that g n is also an element of the Schwartz space SpRq. Moreover, by inserting (137), (139) into (143), we conclude that
which, together with (146), implies that g n pxq " 0 for all x ď 0.
In order to form the next iterate r n`1 , we must choose one of the infinite number of solutions of (145). We take h to be the unique solution of (145) such that
By invoking Theorems 5 and 6, we conclude that
and that h can be decomposed as
where h 1 P SpRq is nonoscillatory and h 2 is a highly oscillatory function whose L 8 pRq norm is on the order ofˆ3
Since hpxq is a solution of the transformed equation (145), the function hpxptqq obtained by reversing the change of variables (144) is a solution of (142). Obviously, hpxptqq can be decomposed as
where h 1 pxptqq P SpRq is nonoscillatory and the magnitude of h 2 pxptqq is on the order of (152). Moreover, from (150) we conclude that
We combine (154) and (139) with (141) to conclude that r n`1 ptq " 0 for all t ď a.
We now suppose that the sequence tr n u converges to a solution r of the logarithm form of Kummer's equation (136). Since each of the iterates r n has the property that
the function r will also have this property. In particular, r will be the unique solution of (136) such that
Moreover, r n`1 is obtained from r n by adding to it a function h which can be decomposed as
where h 1 P SpRq is nonoscillatory and h 2 is highly oscillatory. It is plausible that the limit r of the sequence r n will also be almost nonoscillatory in the sense of being the sum of a nonoscillatory function and a highly oscillatory function of negligible magnitude. Since the oscillatory component of r has small magnitude, by discarding it we obtain a nonoscillatory function which closely approximate a solution of (136).
Construction of nonoscillatory phase functions in the general case
In this section, we explain how the observation of Section 3.3 can be exploited to construct a nonoscillatory function which closely approximates a solution of the logarithm form of Kummer's equation (136) in the general case.
We assume that the function q is nonoscillatory and define a windowed versionq of the function q such thatq ptq "
qptq for all
and calculate a solutionr of the initial value problem
Sinceqptq " 1 for all t in the interval ra, p3a`bq{4s,q admits an extension to the real line such thatq ptq " 1 for all t ď a.
Moreover, sinceq is nonoscillatory, we can ensure that this extension is also nonoscillatory. We conclude from the discussion of Section 3.3 and the existence of this extension that the solutionr of (160) is almost nonoscillatory in the sense that it is the sum of a nonoscillatory function and a highly oscillatory function of negligible magnitude.
Next, we observe thatq agrees with q on the interval
so that the restriction ofr to (162) is an almost nonoscillatory solution of (136) on that interval. From [9] , we know that this almost nonoscillatory admits an extension to the entire interval ra, bs. So, by solving the problem
we obtain a solution r of (136) on the whole interval ra, bs which is almost nonoscillatory in the sense that it is the sum of a nonoscillatory function with a highly oscillatory function of negligible magnitude. By discarding the oscillatory component, we obtain a nonoscillatory function which closely approximates a solution of (136).
Numerical algorithm
In this section, we describe an algorithm for the solution of the boundary value problem
where c 1 , c 2 , c 3 , c 4 , α, β and λ ą 0 are real numbers, and q is strictly positive C 8 pra, bsq function. It can be easily modified to address, inter alia, initial value problems.
The algorithm exploits the observation of Section 3.4 in order to construct a nonoscillatory solution r of the logarithm form of Kummer's equation
Once the solution r of the logarithm form of Kummer's equation has been obtained, we construct a phase function α via the formula
It has the property that the function u, v defined by the formulas uptq " cospαptqq
closely approximate a basis in the space of solutions of the ordinary differential equation
Real numbers d 1 and d 2 such that the function
satisfies the boundary conditions In addition to the value of λ and a routine for evaluating the function q at any point on the interval ra, bs, the user supplies as inputs to the algorithm an integer m ą 0 and a partition
of the interval ra, bs. For each j " 1, . . . , n, the restrictions of the functions r and α to rξ j´1 , ξ j s are represented by their values at the points
of the pm`1q-point Chebyshev grid on the interval rξ j´1 , ξ j s. The assumption is, of course, that the restrictions of these functions to each subinterval are well-approximated by m th order Chebyshev expansions. Note that for each j " 1, . . . , n´1, the last Chebyshev point in the interval rξ j´1 , ξ j s coincides with the first Chebyshev point in the interval rξ j , ξ j`1 s; that is,
for all j " 1, . . . , n´1.
The output of the algorithm consists of the values of α and α 1 at each of the points x 1,1 , . . . , x 1,pm`1q , x 2,1 , . . . , x 2,pm`1q , . . . x n,1 , . . . , x n,pm`1q .
Using this data, the value of the solution y 0 of the boundary value problem (164) is evaluated at a point t P ra, bs by calculating αptq and α 1 ptq via Chebyshev interpolation (as discussed in Section 2.3), computing uptq and vptq using formulas (167) and (168), and inserting the values of uptq and vptq into (170).
We now describe the procedure for the construction of the phase function α in detail. It consists of the following four phases.
Phase 1: Construction of the Windowed Problem
In the first phase of the algorithm we construct a windowed versionq of the function q using the following sequence of steps:
1. We construct a function ψ P C 8 pra, bsq such that
; and 0 for all
2. We define the functionq by the formulã qptq " ψptq`p1´ψptqqqptq (177) so thatq ptq "
We refer toq as the windowed version of q.
Phase 2: Solution of the windowed problem
In this phase, we solve the problem
with the windowed functionq in place of the original function q. Sinceq is equal to 1 at a and all of its derivatives vanish there, it admits an extension to the real line which is an element of SpRq and which has the property that qptq " 1 for all t ď a.
According to the observation of Section 3.3 there is an almost nonoscillatory solutionr of (179) such thatr paq "r 1 paq " 0.
The functionr is almost nonoscillatory in the sense that it is the sum of a nonoscillatory function and a highly oscillatory component of small magnitude. In this step, we produce an approximation ofr which is nonoscillatory.
Assuming that λ is sufficiently large, the magnitude of the oscillatory component ofr falls well below machine precision and it is effectively invisible to numerical methods. Consequently, the approximate solutionr of (179) obtained by simply applying a solver for ordinary differential equations to (179) and enforcing the conditions (181) will be nonoscillatory. The only difficulty with this approach is that this initial value problem is stiff when λ is large (see, for instance, [12] for a discussion of stiff ordinary differential equations).
We construct this nonoscillatory solution in the following manner. For each j " 1, . . . , n, we apply the spectral deferred correction method described in Section 2.5 to solve (179) on the interval rξ j´1 , ξ j s. The solution is computed at the points
of the pm`1q-point Chebyshev grid on rξ j´1 , ξ j s. If j " 1, then the initial conditions are taken to ber paq "r 1 paq " 0.
If, on the other hand, j ą 1, then we enforce the conditions r pξ j,1 q "r pξ j´1,m`1 q (184)
that is, we require thatr and its first derivative agree at the left endpoint of the interval with the value and derivative of the solution at the right endpoint of the previous interval.
We use the spectral deferred correction method of Section 2.5 because of its excellent stability properties (see [4] for a discussion of the stability properties of the method). And, although it will fail when λ is sufficiently large, in Section 5 we present the results of several successful experiments in which λ was greater than or equal to 10 8 . This strongly suggests that this limitation is not serious.
Phase 3: Solution of the original problem
In this phase, we construct a nonoscillatory function r which closely approximates a solution of
First, we determine the smallest integer 1 ď p ď n such that
Then we apply the spectral deferred correction method described in Section 2.5 to solve the ordinary differential equation (186) on each of the intervals
For each j " 1, . . . , p, the value of the solution r is computed at each of the points
on the pm`1q-point Chebyshev grid. The intervals are processed in order of decreasing j -that is, the p th interval rξ p´1 , ξ p s is the first to be processed, then rξ p´2 , ξ p´1 s, and so on. Boundary conditions are imposed at the end of each interval; in particular, when processing the p th interval we require that r pξ p q "r pξ p q r 1 pξ p q "r 1 pξ p q
and while processing each of the subsequent intervals rξ j´1 , ξ j s we require that r px j,m`1 q " r px j`1,1 q r 1 px j,m`1 q " r 1 px j`1,1 q .
As before, since the magnitude oscillatory component of the solution (186) is much smaller than machine precision, we do not need to take explicit action in order to extract the nonoscillatory component of the solution r. Simply applying the algorithm of Section 2.5 suffices.
Phase 4: Preparation of the output
In this final phase, the values of the functions α and α 1 are tabulated at each of the points (175) via the following sequence of steps:
1. We compute the values of α 1 at the points (175) using formula (72) and the values of r at the points (175) which were computed in the preceding phase.
2. For each j " 1, . . . , n, we apply the spectral integration matrix of order m (see Section 2.3) to the vector¨α
in order to obtain the values
of an antiderivative α j of the restriction of α 1 to the interval rξ j´1 , ξ j s at the nodes of the pm`1q-point Chebyshev grid on that interval.
Note that the value of α j pξ j q is not necessarily consistent with the value of α j`1 pξ j q. This problem is corrected in the following steps.
3. For each j " 1, . . . , n, we define a real number γ j as follows
4. For each j " 1, . . . , n and each i " 1, . . . , m`1, the value of the phase function α at the point x j,i is computed via the formula
The output of the algorithm consists of the values of α 1 at the nodes (173) computed in Step 1 of Phase 4 and the values of α at the nodes (173) computed in Step 4 of Phase 4.
Numerical experiments
In this section, we describe numerical experiments which illustrate the performance of the algorithm of Section 4. The code for these calculations was written in Fortran and compiled with the Intel Fortran Compiler version 12.1.3. All calculations were carried out on a desktop computer equipped with an Intel Xeon X5690 CPU running at 3.47 GHz. Unless otherwise noted, double precision (Fortran REAL*8) arithmetic was used.
Comparison with a standard solver
In this experiment, we solve the initial value problem
where q is defined by the formula
for several values of λ using the algorithm of Section 4 in order to gauge its cost and accuracy.
More specifically, for each of 7 values of λ, we perform the following sequence of steps:
1. We construct a nonoscillatory phase function for (196) using the algorithm of Section 4. We use as input the equispaced partition
of the interval r´1, 1s defined by the formula
and we take the input parameter m to be 30 so that phase functions are represented via 30 th order Chebyshev expansions on each of the subintervals
2. We apply the spectral deferred correction method described in Section 2.5 to (196) in order to construct a reference solution y 0 . These calculations are performed in extended precision (Fortran REAL*16) arithmetic in order to ensure the reference solution is highly accurate.
3. We use the nonoscillatory phase function constructed in Step 1 to evaluate the solution y of (196) at a collection of 1000 points
sampled from the uniform random distribution on r´1, 1s.
We compare the value of y obtained in the preceding
Step with that of the reference solution y 0 are each of the points t 1 , t 2 , . . . , t 1000 .
The results of this experiment are shown in Table 1 . Each row corresponds to one value of λ and lists the time required to construct the corresponding nonoscillatory phase function, the average cost of evaluating the solution of (1) using that nonoscillatory phase function, and the maximum error observed in Step 4.
We observe from Table 1 that the time required to solve (196) is largely independent of the value of the parameter λ, but that the obtained accuracy decreases as λ increases. This loss of precision is incurred when the values of the functions u, v defined by (6), (7) are evaluated. It is well known that evaluating periodic functions of large order leads to a loss of accuracy and the calculation of u, v involves the computation of the sine and cosine of arguments which are on the order of λ.
Plots of the function q defined by (197) and the windowed version of q constructed as an intermediate step by the algorithm of Section 4 are shown in Figure 1 . Plots of the solution r of the logarithm form of Kummer's equation when λ "100,000 and the windowed version of r constructed as an intermediate step by the algorithm of Section 4 are shown in Figure 2 .
Evaluation of Legendre polynomials
In this experiment, we compare the the cost of evaluating Legendre polynomials of large order via the algorithm of this paper with the cost of doing so using the standard recurrence relation.
The Legendre polynomials P 0 , P 1 , P 2 , . . . are defined by the formulas
and the three-term recurrence relation pn`1qP n`1 ptq " p2n`1qtP n ptq´nP n´1 ptq.
From this definition, we see that Legendre polynomials of even order are even functions while those of odd order are odd functions; that is,
for all integers n ě 0 and all t P R. It can also be easily verified that for any integer n ě 0, P n satisfies the second order differential equation
which can be put into the standard form
via the transformation
These and many other properties of Legendre polynomials are listed in [15] and discussed in detail in [21] .
It follows from (204) that in order to evaluate the Legendre polynomial of order n on the interval p´1, 1q, it suffices to construct a phase function for equation (206) on the interval r0, 1q. We also observe that the coefficient in equation (206) is singular at˘1, which means that phase functions for Legendre's equation are singular at˘1 as well.
Accordingly, in this experiment we use as input to the algorithm of Section 4 a partition of the form
where k is a positive integer and ξ j is defined by the formula
The set tξ j u is a "graded mesh" whose points cluster near the singularity 1 of the coefficient in (206). Note that (208) is not a partition of the entire interval r0, 1q but rather a partition of r0, b k q, where
The resulting phase functions only allow for the evaluation of Legendre polynomials on the interval r´b k , b k s. However, in this experiment, k " 100 so that b k " 0.9999.
For each of 9 values of n, we execute the following sequence of steps:
1. For each j " 1, 2, . . . , 1000, we let
is a collection of equispaced points on the interval r´b k , b k s.
2. We evaluate the Legendre polynomial of order n using the recurrence relation (206) at each of the points t 1 , t 2 , . . . , t 1000 .
3. We construct a nonoscillatory phase function for the ordinary differential equation (203) using the algorithm of Section 4. The phase function is represented via 100-order Chebyshev expansions on the subintervals
where ξ j is defined via (209).
4. We evaluate the Legendre polynomial of order n at each of the points t 1 , t 2 , . . . , t 1000 using the nonoscillatory phase function constructed in the preceding step.
5. For each integer j " 1, . . . , 1000, we compute the error in the approximation of P n pt j q obtained from the nonoscillatory phase function by comparing it to the value obtained using the recurrence relation (we regard the recurrence relation as giving the more accurate approximation).
The results of this experiment are shown in Table 2 . There, each row corresponds to value of n. That value of n is listed, as is the time required to the phase function for that value of n, the average time required to evaluate the Legendre polynomial of order n using the recurrence relation, the average cost of evaluating the Legendre polynomial of order n with the nonoscillatory phase function, and the largest of the absolute errors in the approximations of the quantities P n pt 1 q, P n pt 2 q, . . . , P n pt 1000 q
obtained via the phase function method.
We observe from Table 2 that the the cost of evaluating P n ptq using the recurrence relation (206) grows as Opnq while the cost of doing so with nonoscillatory phase function is independent of order. We also note that accuracy is lost when λ is large. Once again, this is due to the well-known difficulties in evaluating periodic functions of large arguments. Figure 3 contains a plot of the nonoscillatory phase function for Legendre's equation when λ "1,000,000.
Evaluation of Bessel functions.
In this experiment, we compare the cost of evaluating Bessel functions of integer order via the standard recurrence relation with that of doing so using a nonoscillatory phase function.
We will denote by J ν the Bessel function of the first kind of order ν. It is a solution of the second order differential equation
which can be brought into the standard form
An inspection of (216) reveals that J ν is nonoscillatory on the interval
and oscillatory on the intervalˆ1
In addition to being solutions of a second order differential equation, the Bessel functions satisfy the three-term recurrence relation
The recurrence (220) is numerically unstable in the forward direction; however, when evaluated in the direction of decreasing index, it yields a stable mechanism for evaluating Bessel functions of integer order (see, for instance, Chapter 3 of [15] ). These and many futher properties of Bessel functions are discussed in [23] .
For each of 8 values of n, we execute the following steps:
1. We construct a nonoscillatory phase function for (216) using the algorithm of Section 4.
It is represented as a 16 th order Chebyshev expansion on each of the subintervals defined by the equispaced partition
where k " 200 and
for each j " 0, 1, . . . , k.
2. We sample 1000 points t 1 , t 2 , . . . , t 1000 (223) from the uniform random distribution on the interval r2n, 3ns.
3. We use the recurrence relation (220) to evaluate the Bessel function J n of order n at the points t 1 , t 2 , . . . , t 1000 .
4. We use the nonoscillatory phase function constructed in Step 1 to evaluate the Bessel function J n of order n at the points t 1 , t 2 , . . . , t 1000 .
5. For each j " 0, 1, . . . , 1000 we compute the absolute error in the approximation of J n pt j q obtained via the nonscillatory phase function by comparing it to the value of J n pt j q computed via the recurrence relation (we view the recurrence relation method as more accurate).
The results of this experiment are displayed in Table 3 . There, each row corresponds to one value of n. In addition to that value of n, the time required to compute the phase function at order n, the average cost of evaluating J n using the recurrence relation, the average cost of evaluating it with the nonoscillatory phase function, and the largest of the absolute errors in the approximations of the quantities J n pt 1 q, J n pt 2 q, . . . , J n pt 1000 q obtained via the phase function method are listed.
We observe that while the cost of evaluating J n using the recurrence relation (220) grows as Opnq, the time taken by the nonoscillatory phase function approach scales as Op1q. We also note that, as in the case of Legendre polynomials, there is some loss of accuracy with the phase function method due to the difficulties encountered when evaluating periodic functions of large arguments.
Phase functions for Chebyshev's equation
Chebyshev's equation
admits a nonoscillatory phase function which can be represented via elementary functions. More specifically,
is a nonoscillatory phase function for the second order equation
obtained by introducing
into (224).
In this experiment, we apply the algorithm of Section 4 to (226) and compare the resulting phase function to (225).
Our purpose in this experiment is to demonstrate that the loss of precision observed in the preceding experiments is a consequence of evaluating periodic functions at large arguments and not indicative of a loss of precision in the solutions of Kummer's equation constructed by the algorithm.
For each λ " 10, 20, 30, 40, . . . , 1000 we perform the following sequence of steps:
1. We apply the algorithm of Section 4 to equation (226) in order to construct a nonoscillatory phase function α. The function α is represented using 16 th order Chebyshev expansions on the intervals
where k " 100 and ξ j is defined by formula (209).
2. For each integer j " 1, . . . , 1000 we let
is a collection of 1,000 equispaced points on the interval p´1, 1q.
3. For each j " 1, . . . , 1000, we evaluate the phase function α at t j and compute the relative error |αpt j q´λ arccospt j q| |λ arccospt j q| . Figure 4 shows the results. There, we plot the base-10 logarithms of the relative errors computed in Step 3 as a function of λ. We observe that as λ increases, the phase function obtained via the algorithm of this paper converges exponentially to the well-known nonoscillatory phase function λ arccosptq. Moreover, we observe that approximately 14 digits of precision are achieved for values of λ larger than 800.
Note that while [9] ensures the existence of a nonoscillatory phase function which approximates solutions of (1) to high accuracy, it does not guarantee the uniqueness of that phase function. Nonetheless, the phase functions generated by the algorithm of this paper converge to λ arccosptq.
Evaluation of prolate spheriodal wave functions
In this experiment, we use the algorithm of Section 4 to evaluate prolate spheriodal wave functions of order 0 and we compare its performance with that of the Osipov-Rokhlin algorithm [16] .
Suppose that c ą 0 is a real number. Then there exists a sequence 0 ă χ c,0 ă χ c,1 ă χ c,2 ă¨¨¨(232) of positive real numbers such for each nonnegative integer n, the second order differential equation
has a continuous solution on the interval r´1, 1s. These solutions are the prolate spheriodial wave functions of order 0 associated with the parameter c. We will denote them by ψ c,0 ptq, ψ c,1 ptq, ψ c,2 ptq, . . . .
It is well known that ψ c,n is an even function when n is even and it is an odd function when n is odd. As a consequence, in order to evaluate the function ψ c,n on the interval r´1, 1s, it suffices to construct a phase function on the interval r0, 1s. See the monograph [17] for a detailed discussion of the prolate spheriodal wave functions of order 0.
By introducing the function
into (233), we bring it into the standard form
An inspection of (236) reveals that when ξ n ě 1{2pc 2´4 q, the coefficient in (236) is nonnegative on the interval r0, 1] and when ξ n ă 1{2pc 2´4 q it is nonnegative on the interval
For each pair c, n we let
, .
-.
The coefficient in (236) is nonnegative on the interval r0, γ c,n s and so ψ c,n is oscillatory there. Moreover,we have bounded γ c,n away from the point 1, where the coefficient in (236) is singular, in order to simplify calculations.
For several values of c and n, we evaluate the prolate spheriodial wave function ψ c,n at a collection of 1000 points sampled from the uniform random distribution on the interval (238) by applying the algorithm of Section 4 to (236) and via the Osipov-Rokhlin algorithm. The coefficient in (236) is not singular on the interval (237), so we partition the interval (238) into 50 equispaced subintervals and, on each subinterval, we represent the nonoscillatory phase function as a 30 th order Chebyshev expansion. Table 4 shows the results. There, each row corresponds to a choice of values for the pair c, n. Those values are displayed, along with the corresponding value of χ c,n , the time required to construct the nonoscillatory phase function, the average time spent evaluating the prolate function using the algorithm of this paper, the average time spent evaluating the prolate function using the Osipov-Rokhlin algorithm, and the maximum absolute error encountered while evaluating the prolate function using the algorithm of this paper (we measure this error by comparison with the Osipov-Rokhlin algorithm, which is extremely accurate).
We observe from Table 4 that while the Osipov-Rokhlin algorithm is more efficient for small values of c, at medium to large values of c the method of this paper becomes more efficient. Indeed, when c "20,000, evaluating the function ψ c,n via the nonoscillatory phase function method is nearly 1,000 times more efficient than doing so via the Osipov-Rokhlin method. Of course, as expected, at large values of χ c,n the phase function method losses some accuracy due to the evaluation of trigonometric functions of large arguments. Figure 5 shows a plot of the nonoscillatory phase function associated with Equation (236) when c "10,000 and χ c,n " 2.099442351558ˆ10`0 5 .
Conclusion
We have described a numerical method for the solution of second order linear differential equations of the form (1) whose running time does not depend on the parameter λ and which is more accurate than asymptotic methods (such as WKB approximation) in most regimes. Indeed, the only practical limitation on obtainable accuracy arises from the need to evaluate the sine and cosine functions used in the formulas (6), (7) at large arguments (a practice which is well known to lead to a loss of precision).
Our algorithm is founded on the observation of [9] that nonoscillatory phase functions which closely approximate solutions of second order linear differential equations exist, even in the highly-oscillatory regime. There are many applications of this observation in addition to the algorithm of this paper. 
in OpM logpMoperations. The orthogonality properties of Chebyshev polynomials imply that
and a n " 2 π 
The fast Chebyshev transform operates by applying the fast discrete Fourier transform to (245) and (246) in order to compute the M coefficients a 0 , a 1 , . . . , a M´1 . This requires only
OpM logpMoperations. Note that the integrals (245) and (246) are tractable precisely because the phase function α is nonoscillatory. Clearly, by using the algorithm of this paper for the construction of nonoscillatory phase functions this procedure can be generalized to other bases of orthogonal functions defined via second order differential equations. The authors will report on this topic at a later date.
Moreover, generalizations of the result of [9] to higher dimensions will lead immediately to algorithms for the numerical solution of the variable coefficient Helmholtz equation
in higher dimensions. The authors are vigorously pursuing this avenue of research. Table 2 : A comparison of the time required to evaluate the Legendre polynomial of order n using a nonoscillatory phase function with that required evaluate it using the standard recurrence relation. The recurrence relation approach scales as Opnq while while the running time of the phase function method is independent of order. Table 3 : A comparison of the time required to evaluate the Bessel function J n using the standard recurrence relation with that required to evaluate it using a nonoscillatory phase function. The recurrence relation approach scales as Opnq in the order n while the time required by the phase function method is Op1q. 
