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En esta tesis estudiamos la ecuación del calor en grafos desde la perspectiva de la teoría
de la información. Para ello, introducimos la ecuación del calor discreta utilizando
el enfoque probabilístico de las caminatas aleatorias en grafos. Luego presentamos
una introducción básica a la teoría de la información, tanto desde el punto de vista
probabilístico como el algorítmico. Aquí definimos los conceptos de entropía de Shannon,
complejidad de Kolmogorov e información mutua; y utilizamos códigos para dar una
interpretación de los mismos. Como aplicación, mostramos cómo las caminatas aleatorias
en grafos nos permiten obtener información sobre diferentes parámetros de ciertos grafos.
Además, utilizamos el proceso de difusión de calor en un grafo como un mecanismo de
cálculo para aproximar la expansión de Fourier de una función definida en un grupo
abeliano finito.
Palabras clave: grafo, ecuación del calor discreta, entropía de Shannon, comple-





In this thesis we study the heat equation on graphs from the perspective of information
theory. To this end, we introduce the discrete heat equation using the probabilistic
approach of random walks on graphs. Then we present a basic introduction to the
subject of information theory, both from a probabilistic and an algorithmic viewpoint.
Here we define the concepts of Shannon entropy, Kolmogorov complexity and mutual
information; and we use codes to give an interpretation of them. As an application, we
show how random walks on graphs allow us to gain information about different graph
parameters. Moreover, we use the heat diffusion process on a graph as a computational
mechanism to approximate the Fourier expansion of a function defined on a finite abelian
group.
Keywords: graph, discrete heat equation, Shannon entropy, Kolmogorov complex-
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Introduction
The heat equation (HE) is undoubtedly one of the most significant differential equations
in all physics and mathematics. Fourier analysis, developed originally to solve the
HE, is still an extraordinarily rich field of research, with applications ranging from
mathematical physics, signal processing, Riemannian geometry, to number theory and
algebraic geometry. In a suggestive article, Serge Lang and Jay Jorgenson called the
Heat Kernel “... a universal gadget that is a dominant factor practically everywhere in
mathematics” [1].
The discrete version of the HE on a graph G models a very simple phenomenon: If we
assume that at each vertex of G there is originally a finite number of “heat particles”,
then the heat flow can be viewed as a random process where each particle moves in a
typical half-lazy random walk. It should be no surprise, henceforth, that the theory
of stochastic processes provides useful tools for understanding the spectral theory of
any graph. Indeed, this interplay between Fourier analysis and Probability theory has
proven to be very fruitful. For instance, it gives a method to estimate the number of
vertices of very large graphs, where other combinatorial methods are difficult, if not
impossible to apply [2].
In this thesis we examine that phenomenon, as well as some other aspects related to the
HE on Cayley graphs. But we shall do it from a novel perspective: from the viewpoint
of information theory. Even though entropy is well known to increase with time in every
diffusion process, it is very surprising that the crude flow of heat by itself could give such
a considerable amount of information about G. As we shall show in Chapter 3, random
variables that count the number of vertices of a graph G or that account for the number
of connected components of a disconnected graph can be shown to be informationally
related to the evolution of the heat flow on G.
Consequently, it is natural to attempt measuring the mutual information between
a random variable corresponding to a particle moving on G and any other variable
describing a particular feature of the graph. If this is a positive number, one would
then know that such information could be (in principle) extracted from the stochastic
process, even without knowing in advance a method to do so! This is remarkable since a
celebrated theorem of Solomonoff [3] that relates Shannon information with Kolmogorov
complexity would thus tell us that random walks may contain deep information about
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the shortest algorithmic description of G.
Fourier analysis, on the other hand, has proven to be a very useful tool for study-
ing Boolean functions, perhaps the most basic objects of study in computer science
[4]. Boolean functions play a major role in several other areas of mathematics, from
combinatorics, learning theory, and artificial intelligence to statistical physics.
One can regard the heat diffusion on G as a computational process carried out by an
actual physical device! This is the point of view we adopt in the last chapter, where we
introduce the theoretical notion of a Heat Computer. Since the heat flow is something
that occurs simultaneously at each vertex of G, one could expect a Heat Computer
to be a poor man’s version of a Quantum Computer. In mathematical terms, a Heat
Computer provides an L1 (instead of an L2) theory of computation. As we shall see, one
can use a Heat Computer to implement the Deutsch- Jozsa algorithm and the celebrated
Simon’s algorithm in quantum computation theory.
A Heat Computer, in the worst case, may not provide a significant advantage with
respect to a classical computer. Nevertheless, in many applications, by just knowing the
first harmonics of a given function f one can gain useful information about its global
properties. The flow of heat with f taken as an initial condition could be understood as
a process that tends to simplify the function by disregarding superfluous information
(noise) it may contain, bringing up only its key features. After all, this is one of the
most valuable aspects of the Fourier transform when it is used to perform any signal
analysis on a wave.
But simplifying or smoothing f is something that a Heat Computer does naturally!
Not only that, but a Heat Computer does it by iterating an extremely simple process:
replacing at every step on time the value of the function at each vertex of the graph
by the average value of its neighbors. The result is as good an approximation of f
as one demands. Sacrificing absolute precision allows a Heat Computer to compute
using a recursive algorithm that is extremely simple, much in the same way quantum
computation is efficient at the price of just providing a specific outcome with high
probability.
This thesis is organized as follows:
In Chapter 1 we introduce the heat equation on graphs. We start by studying some
matrices associated to a finite graph. After this we introduce two types of random
walks on graphs, and we analyse their limit behavior. Then we define the discrete heat
equation and use separation of variables to find a general solution. We end by solving
the discrete heat equation in two particular examples: the circle and the line.
In Chapter 2 we present a basic introduction to the subject of information theory, both
from a probabilistic and an algorithmic viewpoint. We start with Shannon information
theory, where we introduce the concepts of entropy and mutual information of random
variables. After this we use codes to give a simple interpretation of the entropy. Then we
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continue with algorithmic information theory; here we introduce Kolmogorov complexity
and algorithmic mutual information. We end with two theorems that relate Shannon
and algorithmic information.
In Chapter 3 we show how random walks on graphs allow us to gain information about
two different graph parameters: the connected components of a disconnected graph
and the number of vertices of a regular graph. In both cases we get that the mutual
information in a random walk on a graph and a random variable that encodes the graph
parameter is positive, which means that it is indeed possible to estimate such parameter
using methods based on random walks.
In Chapter 4 we use the heat diffusion process as a computational mechanism to
approximate the Fourier expansion of a function defined on a finite abelian group. To
this end we start by studying Fourier analysis on finite abelian groups, and then we use
this theory to solve the discrete heat equation on Cayley graphs. Then we apply these
results to Boolean functions. After this we suggest a theoretical implementation of a
Heat Computer, which uses the solution of the discrete heat equation on Cayley graphs
to approximate a given function. We end by showing how to use a Heat Computer to
implement the Deutsch-Jozsa and Simon’s algorithms that appear in the context of
quantum computing.
Chapter 1
The Discrete Heat Equation
In this chapter we introduce the heat equation on graphs. We start by studying some
matrices associated to a finite graph. After this we introduce two types of random
walks on graphs, and we analyse their limit behavior. Then we define the discrete heat
equation and use separation of variables to find a general solution. We end by solving
the discrete heat equation in two particular examples: a circle and a line. The main
references used for this chapter are [5] and [6].
1.1 Graphs
A (finite, simple, undirected) graph G = (V,E) consists of a finite set V and a collection
E of two-element subsets {u, v} of V . The elements of V and E are called vertices
and edges, respectively, and we think of them as points joined by lines. Two vertices
u, v ∈ V are said to be neighbors or adjacent if {u, v} ∈ E, which is denoted by
u ∼ v.
We say that a subgraph C = (V (C), E(G)) of a graph G = (V,E) is a connected
component of G if it satisfies
i. for all pairs of vertices u, v ∈ V (C) there exists a sequence of adjacent vertices
v0, v1, . . . , vn−1, vn such that v0 = u and vn = v, and
ii. if u, v are vertices such that u ∈ V (C) and v ∈ V \ V (C), then u and v cannot be
neighbors.
Moreover, a connected graph is a graph with only one connected component, meaning
that any two vertices are connected to each other by a sequence of adjacent vertices.
Another important family of graphs that we will consider is that of regular graphs. In a
regular graph all vertices have the same number of neighbors.
Many important combinatorial properties of graphs are encoded in the eigenvalues and
4
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eigenvectors of some matrices associated with them; this approach to study graphs is
known as spectral graph theory. Before defining the vectors and matrices that we will
use, some comments are in order.
Consider a graph G = (V,E) such that V has k elements. The vector space of all
real-valued functions on V is isomorphic to Rk, and therefore functions x : V → R
can be thought of as vectors in Rk whose entries are indexed by the vertices in V.
Thus, the terms vector and function will be used interchangeably. Given two functions





Similarly, we will index matrices by pairs of vertices and regard them as operators acting
on real-valued functions on V.
Let G = (V,E) be a graph. The first property that we want to encode is the number of




1 for all v ∈ V,
and the degree matrix D which is the diagonal matrix given by D(v, v) := d(v) for
all v ∈ V . Note that d = D1, where 1 is the vector whose entries are all equal to 1. If
G is an s-regular graph, then d(v) = s for all vertices v ∈ V and D = sI, where I is the
identity matrix.




1 if u ∼ v,
0 otherwise.
Since we are considering simple and undirected graphs, A is a symmetric matrix with
zeros on its diagonal. If we regard A as an operator, it acts on an arbitrary function




x(u) for all v ∈ V.




d(v) if u = v,
−1 if u ∼ v,
0 otherwise.
This is a symmetric and positive semidefinite matrix. For a function x : V → R, its


























If the function x does not change too much over any edge of G, then 〈x, Lx〉 will be
small. The Laplacian quadratic form therefore measures the “smoothness” of x.
The combinatorial Laplacian is widely used for algebraic methods in spectral graph
theory. However, for analogies with spectral geometry and applications in stochastic
processes, such as the random walks we will consider in the next section, it is more
natural to use a normalized version of this matrix. The normalized Laplacian N is
defined as N := D−1/2LD−1/2, and its entries are
N(u, v) =

1 if u = v,
−1√
d(u)d(v)
if u ∼ v,
0 otherwise.
Note that when G is s-regular the normalized Laplacian simplifies to N = I − A/s.
Given a non-zero vector x : V → R, its Rayleigh quotient is defined as 〈x,Nx〉/〈x, x〉.
















In the particular case where ψ is an eigenvector of N with eigenvalue ν, the Rayleigh
quotient of ψ coincides with ν. This fact and Inequality (1.1) imply that all the










where φ := D−1/2ψ.
Furthermore, as N is a symmetric matrix and V has k elements, by the Spectral Theorem
[7, Section 6.4] N has k mutually orthonormal eigenvectors ψ1, . . . ψk with corresponding
eigenvalues ν1, . . . , νk. We number these eigenvalues in increasing order, so that
0 ≤ ν1 ≤ ν2 ≤ · · · ≤ νk.
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The following proposition gives a further characterization of the spectrum of N . Recall
that a graph is called bipartite if its vertices can be divided into two disjoint and
independent sets U and V such that every edge connects a vertex in U to one in V .
Proposition 1.1. Let G = (V,E) be a connected graph, and let 0 ≤ ν1 ≤ ν2 ≤ · · · ≤ νk
be the eigenvalues of its normalized Laplacian N . Then
i. ν1 = 0 and the nullspace of N is spanned by D1/21,
ii. ν2 6= 0, and
iii. νk ≤ 2, where equality holds if and only if G is a bipartite graph.
Proof. Let 1 be the constant vector which assumes value 1 on each vertex. Then D1/21















which implies that φ(u) = φ(v) for all pairs of adjacent vertices u ∼ v and, by transitivity,
for all pairs of vertices u, v ∈ V that are connected by a path in G. As G is connected,
this means that φ is a constant vector and ψ is a multiple of D1/2. This proves item i.
By the previous item we have that the geometric multiplicity of the eigenvalue ν1 equals
1. Since N is a symmetric matrix, the algebraic and geometric multiplicities of all its
eigenvalues coincide. This implies that ν2 > 0.
To prove item iii. note that (φ(u) − φ(v))2 ≤ 2(φ(u)2 + φ(v)2) for every function















Equality holds when φ(u) = −φ(v) for every edge {u, v} ∈ E. As φ 6= 0, this is
equivalent to G being bipartite.
As we will see in the next section, these properties can be used to show how random
walks on a connected graph behave when time becomes arbitrarily large.
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1.2 Random Walks on a Graph
In what follows we will consider time as a discrete parameter, and we will index it by
t ∈ N.
Formally, a random walk on a graph G = (V,E) is a Markov chain with state
space (V,P(V )), transition probability matrix P = (P (u, v))u,v∈V and initial probability
distribution p0 : V → R. This means that at each time step a particle moves from vertex
v ∈ V to a random vertex u ∈ V with probability dictated by P (u, v).
Let pt : V → R denote the probability distribution of the particle at time t. The
probability that the particle is at a vertex u ∈ V at time t equals the sum over all
vertices v ∈ V of the probability that the particle was at vertex v at time t− 1, times




P (u, v)pt−1(v) =
∑
u∈V
P t(u, v)p0(u) for all u ∈ V.
The matrix form of this equation is pt = Ppt−1 = P tp0.
In what follows we will consider two different ways to assign transition probabilities
that take into account the edge set E of the graph G.
1.2.1 Non-lazy Random Walk
A non-lazy random walk is one in which the particle moves to a random neighbor







pt−1(v) for all u ∈ V.
In matrix form we have pt = AD−1pt−1. We will refer to AD−1 as the non-lazy walk
matrix of the graph G.
In this random walk the sequence of functions (pt)t∈N may not converge in general as t
goes to infinity. This occurs when G is a bipartite graph. Therefore, it is convenient
to introduce the following notion where convergence is always guaranteed; this will be
proved in Proposition 1.2.
1.2.2 Lazy Random Walk
Fix α ∈ (0, 1). In an α-lazy random walk the particle stays put with probability α
and it moves to a random neighbor, as dictated by the non-lazy random walk, with
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probability 1− α. The probability distribution of the particle at time t is then





pt−1(v) for all u ∈ V.
This can be written in matrix form as pt = (αI + (1 − α)AD−1)pt−1. The matrix
Wα := αI + (1− α)AD−1 will be called the α-lazy walk matrix of the graph G.
When G is an s-regular graph its α-lazy walk matrix is symmetric. More specifically




By the Spectral Theorem[7, Section 6.4] Wα is then diagonalizable with mutually
orthonormal eigenvectors. This observation will be of crucial importance in Chapter 4,
where we will consider certain regular graphs.
Note that Wα is not symmetric in general, but it is similar to a symmetric matrix:
Wα = I − (1− α)(I − AD−1)
= I − (1− α)D1/2(I −D−1/2AD−1/2)D−1/2
= I − (1− α)D1/2ND−1/2.
(1.2)
This implies that Wα is diagonalizable. From Equation (1.2) we conclude that ψi is an
eigenvector of N with eigenvalue νi if and only if D1/2ψi is an eigenvector of Wα with
eigenvalue
λα,i := 1− (1− α)νi, (1.3)
for all i ∈ {1, 2, . . . , k}. However, as Wα is not symmetric in general, its eigenvectors
are not necessarily orthonormal. From Proposition 1.1 and Equation (1.3) we get that
the spectrum of Wα is given by
1 = λα,1 > λα,2 ≥ · · · ≥ λα,k > −1. (1.4)
The fact that λα,k > −1 is crucial to ensure the convergence of the α-lazy random walks.
1.2.3 The Stable Distribution
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In the case of a regular graph this simplifies to π(v) = 1/k for all v ∈ V , where k is the
number of elements in V .
A direct computation shows that π is an eigenvector of Wα corresponding to the
eigenvalue 1 = λα,1:
Wαπ = (αI + (1− α)AD−1)π
= απ + (1− α)AD−1 d∑
v∈V d(v)
= απ + (1− α) A1∑
v∈V d(v)
= απ + (1− α) d∑
v∈V d(v)
= π.
We will use this fact in the following proposition, which tells us that an α-lazy random
walk on a connected graph converges to the stable distribution regardless of the initial
probability distribution.
Proposition 1.2. Fix α ∈ (0, 1). Let p0 : V → R be an initial probability distribution,
and let Wα be the α-lazy walk matrix of a connected graph G = (V,E). Then pt = Wαtp0
converges to the stable distribution π = d/
∑




Proof. Let ψ1, . . . , ψk be the mutually orthogonal unit eigenvectors of the normalized
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The probability distribution of the particle at time t is given by
pt = Wα
tp0
= D1/2(I − (1− α)N)tD−1/2p0



































Since −1 < λα,2 < 1, the right-hand term approaches 0 as t goes to infinity.
Inequality (1.6) shows that the rate of convergence of the probability distribution pt to
the stable distribution π depends on λα,2 = 1− (1− α)ν2. However, the convergence
itself is independent of the choice of α. For the sake of simplicity we will thus set
α := 1/2 for the remainder of this chapter and write W := W1/2. We will refer to W as
the half-lazy walk matrix of the graph G.
1.3 The Discrete Heat Equation
Let us consider the half-lazy walk matrix W of a connected graph G = (V,E). Recall
that pt+1 = Wpt, which yields the difference equation
pt+1 − pt = Wpt − pt = (W − I)pt. (1.7)
Define the discrete time derivative by ∂tpt := pt+1− pt and the Heat Laplacian by
∆ := W − I. With this notation Equation (1.7) reads
∂tpt = ∆pt,
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which is known as the discrete heat equation.
This equation can be derived from a discrete model of heat diffusion. In such model
we approximate a solid body by a connected graph G = (V,E) and regard pt(v) as the
temperature of the body at vertex v ∈ V at time t. Since we may assume that heat
spreads randomly in all directions and using the physical principle of conservation of
energy one gets Equation (1.7). By considering the temperature at any vertex as a
manifestation of “heat particles”, a probabilistic interpretation of this model is that the
heat particles perform random walks on G.
The following theorem tells us how to find the solution of the discrete heat equation in
terms of the eigenvectors and eigenvalues of W .
Theorem 1.3. Consider the half-lazy walk matrix W of a connected graph G = (V,E).
Let φ1, . . . , φk be linearly independent eigenvectors of W with corresponding eigenvalues
λ1, . . . , λk. Then the solution of the discrete heat equation ∂tpt = ∆pt with initial





where the constants c1, . . . , ck are uniquely determined by the initial condition:




Proof. The discrete heat equation can be solved by separation of variables as in the
continuous case. Suppose that h : N→ R and φ : V → R are functions such that
pt(v) = h(t)φ(v) for all t ∈ N and all v ∈ V.







Since each side of Equation (1.8) depends on a different variable, then both of them
must be equal to a constant λ− 1. For the time function h we get
h(t+ 1) = λh(t).
Set h(0) = 1, so that h(t) = λt. On the other hand, for the vertex function φ we have
Wφ(x) = λφ(x),
and therefore φ must an eigenvector of W with eigenvalue λ.
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The constants c1, . . . , ck are uniquely determined by the initial probability distribution:




as {φ1, . . . , φk} is a basis for RV .
If G is a regular graph, the half-lazy walk matrix W is symmetric and thus the eigenvec-
tors φ1, . . . , φk can be chosen mutually orthonormal. In this case the constants c1, . . . , ck
are equal to the inner product of the initial condition and the corresponding eigenvectors
φ1, . . . , φk. More specifically cj = 〈φj, f〉 for all j ∈ {1, . . . , k}.
Moreover, as Proposition 1.2 indicates, in the absence of boundary conditions the
solution pt of the discrete heat equation must converge to the stable distribution π of
the graph G.
1.4 Examples
In this section we will apply Theorem 1.3 to solve the discrete heat equation on two
graphs, namely, the finite circle and the finite line. In both examples we use the following





























































= 0 for any integers j, l.
1.4.1 The Discrete Heat Equation on a Circle
Define the finite circle as the graph with vertex set V = {0, 1, . . . , k − 1} and the
following adjacent vertices
k − 1 ∼ 0 and v − 1 ∼ v for all v ∈ {1, 2, . . . , k − 1} .
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Furthermore, we impose the periodicity condition k := 0 as if we were working with the
additive group Z/kZ.
This is a 2-regular graph and therefore D = 2I. Let x : V → R be an arbitrary function




x(u) = x(v − 1) + x(v + 1) for all v ∈ V.










x(v − 1) + 1
4
x(v + 1) for all v ∈ V.







pt(v − 1) +
1
4
pt(v + 1) for all t ∈ N, v ∈ V. (1.9)
As Theorem 1.3 shows, in order to solve this equation we need to find the eigenvalues
and eigenvectors of W . Recall that W and the non-lazy walk matrix AD−1 have the





eigenvalue of W . Let us then solve the eigenvalue problem for AD−1.








By comparing this equation with the sum rules for sine and cosine we get
AD−1 sin(vθ) = cos(θ) sin(θv) and AD−1 cos(vθ) = cos(θ) cos(θv)
for all θ ∈ R. Hence, the eigenvectors of AD−1 have the form φ(v) = A cos(θv)+B sin(θv)
for some real constants A and B, and the corresponding eigenvalues are λ = cos θ.
From the periodicity condition we get that φ(0) = φ(k), which yields θ = 2πj/k for
j ∈ {0, 1, . . . , k − 1}.
The observations above imply that the general solution of Equation (1.9) is

























for all v ∈ V . Given an initial condition f : V → R, the orthogonality relations of
the sine and cosine functions allow us to calculate the constants A0 and Aj, Bj for all










































This implies that pt → A0 as t → ∞. If the initial condition f is a probability
distribution over V , then A0 = 1/k and the limit coincides with the stable distribution
of the finite circle, as dictated by Proposition 1.2.
1.4.2 The Discrete Heat Equation on a Line
Let the finite line be the graph with vertex set V = {0, 1, . . . , k − 1, k} and adjacent
vertices given by v − 1 ∼ v for all v ∈ {1, . . . , k}. In this case we impose the boundary
condition x(0) = 0 = x(k) for all functions x : V → R.







pt(v − 1) +
1
4
pt(v + 1) (1.10)
for all t ∈ N and all v ∈ {1, . . . , k − 1}. The eigenvectors of AD−1 have the form
φ(v) = A cos(θv) +B sin(θv) for some real constants A and B, and the corresponding
eigenvalues are λ = cos θ. From the boundary condition we get that φ(0) = 0 = φ(k),
which implies that A = 0 and θ = πj/k for j ∈ {1, . . . , k − 1} .



































for all j ∈ {1, . . . , k − 1}.
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In this example the boundary condition affects the limit behavior of the solution. The












for all j ∈ {1, . . . , k − 1}, so that pt → 0 as t → ∞. A physical interpretation of this
situation is that the heat is lost at the boundary of the line, which acts as a heat sink.
Chapter 2
Information Theory
In this chapter we present a basic introduction to the subject of information theory, both
from a probabilistic and an algorithmic viewpoint. We start with Shannon information
theory, where we introduce the concepts of entropy and mutual information of random
variables. After this we use codes to give a simple interpretation of the entropy. Then we
continue with algorithmic information theory; here we introduce Kolmogorov complexity
and algorithmic mutual information. We end with two theorems that relate Shannon
and algorithmic information. The main references used for this chapter are [8] and [9].
2.1 Shannon Information Theory
2.1.1 Entropy
Let X be a discrete random variable with probability distribution pX . The entropy





where the logarithm has base 2. If there exists some x0 ∈ N such that pX(x0) = 0, then
we set pX(x0) log pX(x0) = 0. This is consistent with the limit of pX(x0) log pX(x0) as
pX(x0) approaches 0.
The following proposition proves some basic properties of H(X) that allow us to re-
gard the entropy as a measure of the amount of uncertainty inherent in the outcomes ofX.
Proposition 2.1. The entropy H(X) of a discrete random variable X satisfies the
following properties.
i. H(X) = 0 if and only if there exists x0 ∈ N such that pX(x0) = 1,
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ii. H(X) is a concave function of pX , and
iii. if X is a finite random variable with state space {x1, x2, . . . , xn}, then H(X)
assumes its maximum value exactly when px is the uniform distribution, that is,
pX(x) = 1/n for all x ∈ {x1, x2, . . . , xn}.
Proof.
i. Note that −pX(x) log pX(x) ≥ 0 for all x ∈ N, so that −
∑
x∈N pX(x) log pX(x) = 0
if and only if −pX(x) log pX(x) = 0 for all x ∈ N. Since pX is a probability
distribution, this happens if and only if there exists x0 ∈ N such that pX(x0) = 1
and pX(x) = 0 for all x 6= x0.
ii. Let pX and qX be probability distributions on X. For all λ ∈ [0, 1] we have that
λpX + (1− λ)qX is also a probability distribution on X. Thus, the collection of
all probability distributions on X is a convex set.
The function defined by −u log u for all u ∈ R is concave on [0, 1] since its
derivative, given by −(1 + log u) for all u ∈ R, is decreasing on [0, 1]. This implies













which means that H(X) is concave on the set of all probability distributions on
X.




pX(x) log pX(x) = log n.
Now let qX be any probability distribution on X. From item ii. we get that the
function ϕ : R → R defined by ϕ(u) = u log u for all u ∈ R is convex on [0, 1].


















qX(x) log qX(x) ≤ log n.
This proves that H(X) assumes its maximum value exactly when pX(x) = 1/n for
all x ∈ {x1, x2, . . . , xn}.
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On item i. we have that X = x0 with complete certainty, for pX(x0) = 1. There is no
uncertainty about the outcome of the random variable X, and this is correctly measured
by H(X) = 0. On the other hand, on item iii. there are no criteria that allow us to
make a sensible prediction about the outcome of the random variable, because X = xi
with equal probability for all i ∈ {1, 2, . . . , n}. In this case the entropy takes on its
maximum value, which is consistent with the high level of uncertainty on the outcome
of X.
We can thus give an interpretation of the entropy as a measure of the information obtained
by carrying out an experiment whose possible outcomes are distributed according to X.
This information consists in removing the uncertainty about the outcome that existed
before the experiment, a quantity that is measured by H(X).
2.1.2 Shannon Mutual Information
Let X and Y be discrete random variables with joint probability distribution pXY . From




pXY (x, y) for all x ∈ N,
and similarly for pY . In this context H(X) is called the marginal entropy of X, as it
is calculated using the marginal probability distribution pX . On the other hand, the
conditional probability distribution pX|Y subject to a fixed y ∈ N is given by
pX|Y (x | y) =
pXY (x, y)
pY (y)
for all x ∈ N.
Let us define the joint entropy H(X, Y ) of the random variables X and Y as





pXY (x, y) log pXY (x, y).
This quantity measures the uncertainty associated to the outcomes of X and Y as
dictated by the joint probability distribution pXY . It can also be regarded as the amount
of information obtained by carrying out an experiment with possible outcomes given by
X and Y .
Similarly, the conditional entropy of the random variable X subject to the fixed outcome
Y = y is given by
H(X | Y = y) := −
∑
x∈N
pX|Y (x | y) log pX|Y (x | y).
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By averaging H(X | Y = y) over all possible outcomes of Y we get the conditional
entropy of X given Y , which reads
H(X | Y ) :=
∑
y∈N
pY (y)H(X | Y = y).
It quantifies the amount of information needed to describe the outcome of X when the
result of Y is known beforehand.
In the next proposition we prove some further properties that relate the joint, conditional
and marginal entropies.
Proposition 2.2. Let X and Y be discrete random variables. Then
i. H(X | Y ) ≤ H(X),
ii. if X and Y are independent random variables, then H(X | Y ) = H(X); and
iii. H(X, Y ) = H(X | Y ) +H(Y ).
Proof.
i. As in the proof of Proposition 2.1, the function ϕ : R→ R defined by ϕ(u) = u log u











pX|Y (x | y)
)
,
which is equivalent to
pX(x) log pX(x) ≤
∑
y∈N
pY (y)pX|Y (x | y) log pX|Y (x | y).





















pY (y)H(X | Y = y)
= −H(X | Y ).
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ii. If X and Y are independent, then pX|Y = pX and



















iii. This is a straightforward computation:











pX|Y (x | y)pY (y) log
(








pX|Y (x | y) log pX|Y (x | y)−
∑
y∈N
pY (y) log pY (y)
= H(X | Y ) +H(Y ).
This means that, on the average, knowledge of the outcome of Y can only decrease the
uncertainty inherent in X. But if the random variables X and Y are independent, the
result of Y does not reduce the quantity of information needed to describe the outcomes
of X. Furthermore, it is irrelevant if we learn the results of X and Y at the same time
or if we do in two steps: first Y and then X; in both cases we obtain the same amount
of information.
The entropies just defined can be used to measure the mutual dependence of the random
variables X and Y in the sense that we can quantify the amount of information they
share. The mutual information in X and Y is defined as
I(X, Y ) := H(X)−H(X | Y ).
This quantity measures how much the uncertainty in X is reduced when the outcomes
of Y are known. In other words, I(X, Y ) measures the amount of information that can
be obtained about X by observing Y . A straightforward calculation shows that
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which implies that I(X, Y ) = I(Y,X), i.e., the mutual information is symmetric in X
and Y . Due to this symmetry, we regard the mutual information as the quantity of
information that X and Y share. Moreover, by Proposition 2.2 we have that I(X, Y ) ≥ 0.
Note that if X and Y are independent random variables, then H(X | Y ) = H(X) and
therefore I(X, Y ) = 0. This means that knowing one random variable does not give any
information about the other. On the opposite side, if X is completely determined by Y
then I(X, Y ) = H(X). As a particular example of this, we have that I(X,X) = H(X)
for any random variable X.
2.2 Codes
As Shannon pointed out in his landmark article [10], the transmission of information
from a source to a receiver is one of the basic parts of communication. At this stage it
is often necessary to encode the original message to make it suitable for transmission.
The engineering problem requires that we find an efficient way of encoding all possible
messages to be transmitted. In this section we will see that the entropy of a random
variable X provides a bound on the message compression that can be achieved by
encoding a set of messages that are distributed according to X.
Let us consider messages written in an alphabet which has only two symbols: 0 and 1.
This is called the binary alphabet. All possible messages in this alphabet are given
by the set of binary strings, denoted by {0, 1}∗ . A binary string y ∈ {0, 1}∗ is a finite
sequence over the binary alphabet {0, 1}. Moreover, ε ∈ {0, 1}∗ denotes the empty word
‘ ’. Define the length l(y) of the binary string y as the number of bits in y. Let d e
and b c denote the ceiling and floor functions, respectively. Then
blog(y)c ≤ l(y) ≤ dlog(y)e .
Binary strings can be identified with the natural numbers according to the one-to-one
correspondence
(0, ε), (1, 0), (2, 1), (3, 00), (4, 01), . . .
This is different from the standard binary representation of natural numbers. The latter
has the disadvantage that either some strings do not represent any natural number or
each natural number can be represented by more than one string.
Suppose that we have a discrete set of source words (or source elements). Once and
for all we fix a standard enumeration of source words by N. If x is a source word, then
we write x ∈ N. Source words will be encoded by binary strings, which will be called
code words. We define a code by specifying its decoding function D : {0, 1}∗ 99K N,
which is a partial function that maps a code word y to the source word x that it describes.
The decoding function D is not necessarily injective, as a source word x ∈ N might
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have multiple code words y ∈ D−1(x). When D is an injection, we call E := D−1 the
encoding function.
2.2.1 Prefix Codes
Let us start with some basic definitions. We say that a binary string w is a proper
prefix of a binary string y if we can write y = wz for some binary string z 6= ε. In
addition, a set {yi}i∈I ⊆ {0, 1}
∗ is called a prefix free set if, for every pair of different
indices i, j ∈ I, we have that yi is not a proper prefix of yj. Moreover, a decoding
function D : {0, 1}∗ 99K N is said to define a prefix code if its domain is a prefix free
set.
Prefix codes have the property that decoding a sequence of concatenated code words
without any end-of-word markers can be done unambiguously. This is because the end
of a code word is always recognizable as such, since in a prefix code no code word is a
proper prefix of any other word.
The following algorithm allows us to turn any code D into a prefix code P . Let
x = x(1)x(2) . . . x(n), where x(i) ∈ {0, 1} for all i ∈ {1, 2, . . . , n}, be a code word in D.
Define the code word x in P by
x := 11 . . . 1︸ ︷︷ ︸
n times
0x(1)x(2) . . . x(n).
The prefix 11 . . . 10 lets us read the length of x, so after the first 0 we read x(1)x(2) . . . x(n)
and know where to stop. Note that l(x) = 2l(x) + 1.
In order to avoid prefixes, in prefix codes there are asymptotically less prefix-code words
of length n than the 2n binary strings of length n. This observation is made precise in
the following proposition.
Proposition 2.3 (Kraft Inequality). Let l1, l2, . . . be a countable sequence of natural
numbers. Then there is a prefix code with code words of lengths l1, l2, . . . if and only if∑
i∈N
2−li ≤ 1.
Proof. Let {0, 1}∞ denote the set of all (possibly infinite) sequences over the binary





−j for all z ∈ {0, 1}∞ .
The number f(z) is the decimal representation of the string z ∈ {0, 1}∞ . For any
y ∈ {0, 1}∗ we have that f(y00 . . . ) = f(y) and f(y11 . . . ) = f(y) + 2−l(y). Therefore,
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f(y), f(y) + 2−l(y)
)
⊆ [0, 1).
Now suppose that there is a prefix code whose code words y1, y2, . . . have respective
lengths given by l1, l2, . . . , a countable sequence of natural numbers. Also assume
that the code words are ordered by increasing lexicographical order, which means
that f(yi) ≤ f(yj) for all i ≤ j. The prefix-free condition on the code implies that
f(yi) + 2
−li ≤ f(yi+1), since otherwise f(yi+1) ∈
[




mean that yi is a proper prefix of yi+1. It follows that, for all i ∈ N, the intervals[
f(yi), f(yi) + 2
−li
)
are disjoint and have length 2−li . Thus, taking the Lebesgue measure
of the union of such intervals yields ∑
i∈N
2−li ≤ 1.
Conversely, without loss of generality assume that l1, l2, . . . is a non-decreasing sequence
of natural numbers satisfying
∑
i∈N 2
−li ≤ 1. Starting from the left end of [0, 1], choose








2−l1 , 2−l1 + 2−l2
)









, . . .




−lj , then l(y) ≤ ln. If l(y) 6= ln, then we add zeroes from the right
to get a string of length ln. Thus, for all i ∈ N, Ii = Γyi for some yi of length li. We
take the sequence y1, y2, . . . as the set of code words.
A prefix code is a complete code if the addition of any new word to its code-word set
results in a non-prefix code. Proposition 2.3 implies that a prefix code is complete if
and only if equality holds in its associated Kraft inequality.
2.2.2 The Coding Interpretation of Entropy
Let source words be given by a discrete random variable X with probability distribution
pX . Let us define the code-word length associated to some decoding function D of
the source word x as
l(x) := min
{
l(y) : y ∈ D−1(x)
}
.
By taking the expected value of l(x) over all source words x ∈ N we get the average






We are looking for prefix codes that minimize this quantity. The minimal average
code-word length for the set of source words is
L := inf {LD : D defines a prefix code} .
If D is a prefix code that achieves the minimum then D is called an optimal prefix
code.
The next theorem shows that the entropy of the random variable X bounds the minimal
average code-word length for source words that are distributed according to X. In turn,
this establishes limits on data compression without loss of information.
Theorem 2.4 (Noiseless Coding Theorem). Let the set of source words be given by a
discrete random variable X with probability distribution pX , and let L be its associated
minimal average code-word length. Then
H(X) ≤ L ≤ H(X) + 1,
where H(X) is the entropy of X.






By Kraft inequality (Proposition 2.3), there exists a prefix code D with l1, l2, . . . as
the corresponding code-word lengths of the source words. By definition of the minimal







pX(x)(− log pX(x) + 1) = H(X) + 1.
This proves the second inequality.
For the first inequality, let q : N → R be any probability distribution over the set of





































pX(x) log q(x) +H(X).
(2.1)
26 Chapter 2. Information Theory
Consider any prefix code with code-word lengths given by l1, l2, . . . and define a proba-





for all x ∈ N.


























that is, H(X) ≤
∑
x∈N pX(x)lx for an arbitrary prefix code D : {0, 1}
∗ → N. By
definition of L we get




which proves the first inequality.
Theorem 2.4 gives an interpretation of the entropy ofX as the minimal average code-word
length needed to encode source words which are distributed according to pX .
2.3 Algorithmic Information Theory
2.3.1 Prefix Kolmogorov Complexity
Define a partial recursive prefix function φ : {0, 1}∗ 99K N as a partial recursive function
such that, if φ(q) <∞ and φ(p) <∞, then the binary string q is not at proper prefix of
the binary string p. Partial recursive prefix functions are computed by prefix Turing
machines. We say that q ∈ {0, 1}∗ is an input program for the prefix Turing machine
T computing φ, and that T halts with output x ∈ N exactly when φ(q) = x.
As in Section 2.2, let us regard elements in N as source words. Then, a partial recursive
function φ : {0, 1}∗ → N defines an effective encoding of source words in such a way that
code words consist of input programs for Turing machines. Here the word effective has
its usual meaning: an effective procedure is one described by an algorithm. Furthermore,
the prefix condition gives an interpretation of φ as a decoding function defining a prefix
code.
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Given a partial recursive prefix function φ and a source word x, we are interested in
finding the length of the shortest description of x using φ. The complexity Kφ(x) of x
relative to φ is defined as
Kφ(x) := min
q∈{0,1}∗
{l(q) : φ(q) = x} ,
or as Kφ(x) :=∞ if there is no program that computes x. If q is a program such that
l(q) = Kφ(x), then we say that q is a minimal description of x using φ.
Note that, a priori, the shortest description of x depends on the choice of φ. However,
this can be solved except for a fixed constant by using a universal function. Given an
enumeration φ0, φ1, . . . of partial recursive prefix functions, a partial recursive prefix
function φ0 is said to be universal if
φ0(nq) = φn(q) for all n ∈ N and all q ∈ {0, 1}∗ .
A universal partial recursive prefix function φ0 simulates the computations of an arbitrary
partial recursive prefix function on an arbitrary input. The Turing machine that computes
φ0 is called a universal prefix Turing machine.
In the next proposition we show how to construct an effective enumeration of partial
recursive prefix functions starting from an effective enumeration of all partial recursive
functions.
Proposition 2.5. There exists an effective enumeration φ0, φ1, . . . of partial recursive
prefix functions such that φ0 is universal.
Proof. Let φ′0, φ′1, φ′2, . . . be an effective enumeration of all partial recursive functions
such that φ′0 is universal. Fix a partial recursive function φ′ computed by a Turing
machine T ′. The following algorithm changes T ′ to a prefix Turing machine T computing
a partial recursive prefix function φ, where φ′ = φ if φ′ was already a partial recursive
prefix function.
1. Set p := ε.
2. Dovetail the computations of T ′ computing φ′(pq) for all q ∈ {0, 1}∗.
If φ′(pq) <∞ is the first halting computation, then go to step 3.
3. If q = ε, then output φ′(p) and halt; else set b equal to the next
input bit in the dovetailing, set p := pb and go to step 2.
This gives an effective enumeration φ0, φ1, φ2, . . . of all partial recursive prefix functions.
To see that φ0 is universal, note that φ0 runs the algorithm using φ′0, which can simulate
the execution of the algorithm using φ′n on inputs of the form φ′0(npq) for all n ∈ N.
Therefore,
φ0(nq) = φn(q)
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for all n ∈ N and all input programs q. This proves that φ0 is a universal partial
recursive prefix function.
We will use universal functions as our effective description method to encode source
words. This is because, except for a fixed constant, universal partial recursive prefix
functions provide the shortest encoding for source words. We prove this in the following
proposition.
Proposition 2.6. Let φ, φ0 and ψ0 be partial recursive prefix functions such that φ0
and ψ0 are universal. Then there exist constants cφ and cφ0ψ0 such that
Kφ0(x) ≤ Kφ(x) + cφ and |Kφ0(x)−Kψ0(x)| ≤ cφ0ψ0 for all x ∈ N.
Proof. Since φ0 is universal, there exists n ∈ N such that φ0(nq) = φ(q) for all input
programs q. Our definition of complexity implies that
Kφ0(x) ≤ l(q) + 2l(n) + 1 ≤ Kφ(x) + 2l(n) + 1 for all x ∈ N.
Take cφ = 2l(n) + 1 to prove the first inequality. We have that Kφ0(x) ≤ Kψ0(x) + cψ0
and Kψ0(x) ≤ Kφ0(x) + cφ0 for all x ∈ N. By taking cφ0ψ0 = max {cψ0 , cφ0} we have the
second inequality.
A universal partial recursive prefix function does not necessarily give the shortest
encoding for each source word, but no other effective description method can improve it
infinitely many times. In addition, the difference in length of the shortest description
when changing the universal function from φ0 to ψ0 is bounded by a constant that
depends only on φ0 and ψ0, and not on the source words.
Fix a universal partial recursive prefix function φ0. The prefix Kolmogorov com-
plexity K(x) of a source word x is defined as
K(x) := Kφ0(x).
By Proposition 2.6, this is well defined except for a constant that does not depend on
the set of source words, as the comment above explains. We can interpret K(x) as a
measure of the algorithmic complexity of x. In addition, given that φ0 defines a prefix
code and that K(x) is the length of the shortest encoding of x using φ0, Kraft inequality
implies that ∑
x∈N
2−K(x) ≤ 1. (2.2)
Let us regardK : N 99K N as the partial function that assigns the prefix Kolmogorov com-
plexityK(x) to each x ∈ N. In the following proposition we prove thatK is not recursive.
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Proposition 2.7. The partial function K : N 99K N is not recursive.
Proof. We prove this by contradiction. Suppose that K : N→ N is a partial recursive
function. Therefore, the function ψ : N→ N where ψ(n) is defined as the least integer
m such that K(m) > n is partial recursive as well. By Proposition 2.6, there exists a
constant cψ such that
n < K(m) ≤ Kψ(m) + cψ ≤ log n+ cψ,
where the last inequality comes from the fact that n is a program to compute m using
the partial recursive function ψ, and l(n) = log n. We thus get
n ≤ log n+ cψ for all n ∈ N,
but this is false from some n onward.
Even though K is not a partial recursive function, it belongs to an interesting category
of functions called upper semi-computable. Let us define this concept and then prove
that K is an upper semi-computable function.
A function f : N → R is said to be lower semi-computable if there exists a total
recursive function φ : N× N→ R such that φ(x, t+ 1) ≥ φ(x, t) and
lim
t→∞
φ(x, t) = f(x).
Similarly, a function g : N → R is called upper semi-computable if −g is lower
semi-computable. Lower and upper semi-computable functions can be computably
approximated from below and above, respectively.
Proposition 2.8. The function K : N 99K N is upper semi-computable.
Proof. Let us define a function φ : N× N→ R as follows. For each x ∈ N, the shortest
description of x using the universal partial recursive prefix function φ0 has length at
most l(x) + cφ0 . This is because x can be used a program to compute x itself. Run
the universal prefix Turing machine computing φ0 on each program q of length at most
l(x) + cφ0 for t ∈ N steps. If for any such input q the computation halts with output x
then define the value of φ(x, t) as the length of the shortest such q; otherwise define it
as equal to l(x) + cφ0 .
The resulting function φ is total recursive since it is defined using a universal Turing
machine and has a well-defined output for all inputs x, t ∈ N. It is also monotonically
decreasing in t by construction. Moreover,
lim
t→∞
φ(x, t) = K(x) for all x ∈ N
since φ is monotonically decreasing in t and K(x) is the infimum of (φ(x, t))t∈N for a
fixed x.
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As a corollary of this proposition we get the following.
Corollary 2.9. The function defined by 2−K(x) for all x ∈ N is lower semi-computable.
2.3.2 The Universal Distribution
Define a discrete semimeasure as a function P : N → R that satisfies P (x) ≥ 0 for
all x ∈ N and ∑
x∈N
P (x) ≤ 1.
Moreover, a discrete semimeasure P0 is said to be universal for a classM of discrete
semimeasures if P0 ∈ M and, for all P ∈ M, there is a constant cP > 0 such that
cPP0(x) ≥ P (x) for all x ∈ N.
Proposition 2.10. There is a universal element for the class of lower semi-computable
discrete semimeasures.
Proof. Let us prove the statement in two steps. In step 1 we show that lower semi-
computable discrete semimeasures can be effectively enumerated. In step 2 we prove





where α is a lower semi-computable function such that
∑
n≥1 α(n) ≤ 1 and α(n) > 0 for
all n ≥ 1, is universal.
Step 1:
Let φ1, φ2, . . . be an effective enumeration of all real-valued partial recursive functions.
Fix a partial recursive function φ from this enumeration. The following algorithm defines
a discrete semimeasure P starting from φ:
1. Set P (x) := 0 for all x ∈ N, and set k := 0.
2. Set k = k+1 and compute φ(1, k), . . . , φ(k, k). If φ(i, k) is undefined for
any i ∈ {1, . . . , k}, then P will not change anymore and it is trivially
a discrete semimeasure.
3. If φ(1, k)+· · ·+φ(k, k) ≤ 1, then set P (i) = φ(i, k) for all i ∈ {1, . . . , k};
else terminate.
4. Go to step 2.
If φ is already a discrete semimeasure, then φ = P and the algorithm never finishes but
approximates P from below.
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Step 2:
Fix a lower semi-computable function α : N→ R such that
∑
n≥1 α(n) ≤ 1 and α(n) > 0














We can dovetail the computations of P0 in n and x, so that P0 is lower semi-computable.
Finally, P0 is universal since, for all n ∈ N, P0(x) ≥ α(n)Pn(x) for all x ∈ N.
From this proof we see that there are countably many universal lower semi-computable
discrete semimeasures: one for each chosen α. In particular, since
∑
n≥1 2
−K(n) ≤ 1 and
the function defined by 2−K(x) for all x ∈ N is lower semi-computable, we can use the





2−K(n)Pn(x) for all x ∈ N, (2.3)
which is called the universal distribution. The function m yields the domination
relation m(x) ≥ 2−K(n)Pn(x) for all x ∈ N.
One may wonder why it is necessary to restrict the notion of an algorithm to the category
of prefix Turing machines. The reason becomes apparent in the proof of Proposition




In the following lemma we prove an important inequality relating the universal dis-
tribution and prefix Kolmogorov complexity. We will use this inequality in the next
section to show a fundamental relation between Shannon entropy and prefix Kolmogorov
complexity.
Lemma 2.11. Let m be the universal distribution and let K be the prefix Kolmogorov
complexity function. Then there exists a constant c such that
K(x) ≤ − logm(x) + c for all x ∈ N.
Proof. Let us exhibit a prefix code with encoding function E such that
l(E(x)) ≤ − logm(x) + c.
For x = 1, 2, . . . take disjoint, consecutive, adjacent intervals Ix of length m(x) from the
left end of [0, 1). Let ix be the length of the longest binary interval contained in Ix, and
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set E(x) equal to the binary word corresponding to such interval, so that 2−l(E(x)) = ix.
Since Ix is covered by a finite number n0 of binary intervals of length ix, we get that
l(E(x)) = − log ix ≤ − logm(x) + log n0.
The encoding function E comes together with a decoding partial recursive prefix function
φ such that φ(p) = x. This implies that
K(x) ≤ Kφ(x) + cφ ≤ l(E(x)) + cφ ≤ − logm(x) + c,
where c := cφ + log n0.
2.3.3 Algorithmic Mutual Information
In order to define the concept of algorithmic mutual information we need to introduce
the notions of complexity of two objects and conditional complexity.
Fix a universal partial recursive prefix function φ0. The prefix Kolmogorov com-
plexity K(x, y) of the source words x and y is defined as
K(x, y) := min
q∈{0,1}∗
{l(q) : φ0(q) = xy} ,
or as K(x, y) :=∞ if there is no program q that computes xy. We require the output
being xy instead of xy because after the decoding process we should be able to read x
and y unambiguously. In other words, φ0 must compute x and y, and it must give us a
way to tell them apart.
Similarly, we define the conditional prefix Kolmogorov complexity K(x | y) of a
source word x given y as
K(x | y) := min
q∈{0,1}∗
{l(q) : φ0(qy) = x} ,
or as K(x | y) := ∞ if there is no program of the form qy that computes x. This
quantity is the length of the shortest program q that, together with y as an additional
input, describes the source word x as dictated by the decoding function φ0.
In the following proposition let us prove an algorithmic version of the relation H(X, Y ) =
H(X | Y ) +H(Y ) that we have for Shannon entropy.
Proposition 2.12. Let x and y be arbitrary source words. Then there exists a constant
c such that
K(x, y) = K(x) +K(y | x,K(x)) + c.
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Proof. Let p be a shortest program for x and let q be a shortest program to compute
y given x and K(x). We can construct a partial recursive prefix function φ that, with
input pq, uses p to compute x and then uses x, K(x) = l(p), and q to compute y. This
implies that
K(x, y) ≤ K(x) +K(y | x,K(x)) + c1 (2.4)
for some constant c1. Conversely, consider x and K(x) as fixed constants. Thus, the
function defined by hx(y) = 2K(x)−K(x,y) is lower semi-computable. Furthermore, for
a fixed x, the set {K(x, y) | y ∈ N} is the code-word length set of a partial recursive









2K(x)−k(x,y) ≤ 2K(x) <∞.
We have that hx is a lower semi-computable function with
∑
y∈N hx(y) ≤ ∞. From a
conditional version of Lemma 2.11, we get that the function defined by 2−K(y|x,K(x)) for
all y ∈ N is universal for the set of enumerable functions fx with
∑
y∈N fx(y) ≤ ∞. This
implies that there is a constant c2 such that
2−K(y|x,K(x)) ≥ c22K(x)−k(x,y) for all y ∈ N,
which is equivalent to
K(x, y) ≥ K(x) +K(y | x,K(x)) + log c2. (2.5)
Inequalities (2.4) and (2.5) imply that K(x, y) = K(x) + K(y | x,K(x)) + c for an
appropriate constant c.
This is the additivity relation of prefix Kolmogorov complexity. It means that, up to
a fixed constant, the length of the shortest program computing xy coincides with the
length of the shortest description for x plus the length of the shortest description for y
using x and K(x) as additional input. As we explain below, this property is necessary
for algorithmic mutual information to be symmetric.
Define the algorithmic mutual formation between the source words x and y as
IK(x, y) := K(x)−K(x | y,K(y)).
This quantity measures how much the algorithmic complexity of x is reduced when y is
given for free as an additional input to φ0. This is why IK(x, y) can be interpreted as
the amount of information in y about x. By Proposition 2.12 it follows that
IK(x, y) = K(x)−K(x | y,K(y)) = K(x) +K(y)−K(x, y)
except for a fixed additive constant. This implies that IK(x, y) = IK(y, x), that is, the
algorithmic mutual information is symmetric in x and y.
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It is clear from the definition of conditional complexity that K(x | z) ≤ K(x) for any
additional input z ∈ N, so that IK(x, y) ≥ 0.
Given that IK(x, x) = K(x) up to an additive constant, it is reasonable to regard K(x)
as the amount of information in the source word x about itself.
2.4 Shannon vs Algorithmic Information
Let us recall the coding interpretation of Shannon entropy and of prefix Kolmogorov
complexity, which will allow us to relate these two seemingly different concepts.
Suppose that source words are given by a discrete random variable X with probability
distribution pX . As we proved in Theorem 2.4, the Shannon entropy H(X) of X can
be interpreted as the minimal average code-word length needed to encode such source
words.
On the other hand, recall that a universal partial recursive prefix function φ0 defines a
prefix code. A source word x is effectively encoded by an input program q if φ0(q) = x.
Hence, by definition, the prefix Kolmogorov complexity K(x) of a source word x is
the code-word length of x associated to the decoding function φ0. Note that K(x) is
independent of the probability distribution pX .
Now suppose that we use the universal function φ0 to encode source words that are
distributed according to pX . Then Lφ0 =
∑
x∈N pX(x)K(x) is the expected average
code-word length associated to φ0. At this point one may wonder whether Lφ0 is close
to the minimal average code-word length, given by H(X). The following theorem gives
an answer to this question when pX is a recursive function.
Note that a recursive probability distribution p is, in particular, a lower semi-computable
discrete semimeasure. In step 1 of Proposition 2.10 we showed that p = Pn for some
n ∈ N, so we define the prefix Kolmogorov complexity K(p) of the probability distribu-
tion p as K(p) := K(n).
Theorem 2.13. Let H(X) be the entropy of a discrete random variable X whose
probability distribution pX is a recursive function, and let K : N 99K N be the prefix




pX(x)K(x) ≤ H(X) +K(pX).
Proof. Since K(x) is the code-word length of a prefix code for x ∈ N, the Noiseless
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Let m be the universal distribution as defined by Equation (2.3). Recall that m yields
the domination relation pX(x) ≤ 2K(pX)m(x) and thus log pX(x) ≤ K(pX) + logm(x).
Moreover, from Lemma 2.11 we have that K(x) ≤ − logm(x)+c. These two inequalities
imply that
K(x)−K(pX) ≤ − logm(x)−K(pX) + c ≤ − log pX(x) for all x ∈ N.





pX(x) log pX(x) +K(pX) = H(X) +K(pX),
which proves the second inequality.
This theorem tells us that, except for a fixed constant, the expected prefix Kolmogorov
complexity
∑
x∈N pX(x)K(x) equals the Shannon entropy H(X). More precisely, if the
probability distribution pX has a low complexity K(pX), then the expected Kolmogorov
complexity is indeed close to H(X).
The following theorem gives an analogous result to that of Theorem 2.13 for the case of
mutual information.
Theorem 2.14. Let I(X, Y ) be the mutual information in the discrete random variables
X and Y with recursive joint probability distribution pXY . Let IK(x, y) denote the
algorithmic mutual information in source words x and y. Then
I(X, Y )−K(pXY ) ≤
∑
x,y∈N
pXY (x, y)IK(x, y) + c ≤ I(X, Y ) + 2K(pXY ) + c
for a fixed constant c.
Proof. Given the program that computes the recursive function pXY , we can approximate
the marginal probability distribution pX by
∑
y≤y0 pXY (x, y) for some fixed y0 ∈ N, and
similarly for pY . It follows that pX and pY are lower semi-computable and, since their
sum is equal to 1, they are recursive as well. In addition, this construction implies that
K(pX) ≤ K(pXY ) + c1 and K(pY ) ≤ K(pXY ) + c1 (2.6)
for some constant c1.
On the other hand, by Proposition 2.12 we have that IK(x, y) = K(x) +K(y)−K(x, y)
except for a fixed additive constant c2. Therefore,∑
x,y∈N
pXY (x, y)IK(x, y) =
∑
x,y∈N










pXY (x, y)K(x, y).
(2.7)
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Applying Theorem 2.13 to the three terms in Equation (2.7) yields
H(X) +H(Y )−H(X, Y )−K(pXY ) ≤
∑
x,y∈N
pXY (x, y)IK(x, y)
≤ H(X) +H(Y )−H(X, Y ) +K(PX) +K(PY ).
(2.8)
Moreover, note that
I(X, Y ) =
∑
x,y∈N
pXY (x, y) log
pXY (x, y)
pX(x)pY (y)
= H(X) +H(Y )−H(X, Y ). (2.9)
Hence, combining Equations (2.6), (2.8) and (2.9) yields
I(X, Y )−K(pXY ) ≤
∑
x,y∈N
pXY (x, y)IK(x, y) + c ≤ I(X, Y ) + 2K(pXY ) + c,
for an appropriate constant c.
This means that the expected algorithmic mutual information
∑
x,y∈N pXY (x, y)IK(x, y)
is close to the Shannon mutual information I(X, Y ). The lower K(pXY ), the closer
I(X, Y ) and
∑
x,y∈N pXY (x, y)IK(x, y). This is a remarkable result if we take into
account that the algorithmic mutual information IK(x, y) is defined independently of
the probability distribution pXY .
Chapter 3
Information via Random Walks
Random walks have been used to estimate graph parameters such as the number of
edges of an arbitrary graph and the number of vertices of a regular graph [2]. This is
particularly useful for analysing large graphs where direct manipulation of vertices and
edges is inefficient.
In this chapter we will see that random walks on graphs allow us to gain information
about two different graph parameters: the connected components of a disconnected
graph and the number of vertices of a regular graph. In both cases we get that the
mutual information in a random walk on a graph and a random variable that encodes
the graph parameter is positive, which means that it is indeed possible to estimate such
parameter using methods based on random walks.
Our approach has the advantage that knowing whether it is possible to gain information
about a graph parameter is easier than actually designing a specific algorithm to estimate
such parameter.
3.1 Gaining Information on the Connected Compo-
nents
In this section we will see that random walks over an arbitrary disconnected graph can
indeed give information on its connected components.
Let us start by defining the random variables that we will use. Fix a natural number
r > 1 and let C = {C1, C2, . . . Cr} be the set of connected components of a fixed graph
G = (V,E). Define the random variable X : C → {1, 2, . . . , r} by X(Ci) = i for all
i ∈ {1, 2, . . . , r}, which amounts to choosing a connected component from the collection
C. Moreover, let Y = (Y1, Y2, . . . ) be a random walk on G, so that Yt = v means that
the random walk is at vertex v ∈ V at time t.
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Consider the random experiment where we first select a connected component C ∈ C
and then set an arbitrary v0 ∈ C as the starting vertex of the random walk. Given
a connected component Ci ∈ C and a vertex v ∈ Ci, let pi,t(v) denote the probability
that the particle is visiting v at time t. Then, the joint probability distribution of the
random variables X and Y at time t ∈ N is given by




pi,t(v) if v ∈ Ci,
0 if v /∈ Ci,
for all i ∈ {1, 2, . . . , r} and all vertices v ∈ V . The marginal probability distribution of












for all i ∈ {1, 2, . . . , r} .
On the other hand, since each vertex of the graph belongs to only one of its connected







pi,t(v) for all v ∈ V.





















Let πi be the stable probability distribution of the connected component Ci (seen as a
graph on its own). By Theorem 1.2 we have that pi,t → πi as t→∞. At infinity the
mutual information is thus given by







πi(v) log r = log r > 0.
This equality tells us that the mutual information is positive and it increases with the
number of connected components.
By Theorem 2.14 we have that, on the average, the length of the shortest effective
description of the natural number i that is associated to the connected component Ci is
reduced when the position of the random walk after a sufficient number of steps is given
as an additional input.
3.2 Gaining Information on the Number of Vertices
In this section we will see that random walks over an unknown regular connected graph
can indeed give information on the number of its vertices.
3.2. Gaining Information on the Number of Vertices 39
As in the previous section, let us define the random variables that we will consider. Fix
a natural number r > 1 and let V = {v1, v2, . . . , vr} be a set of r different vertices. Let
G = {G1, G2, . . . , Gr} be a collection of regular connected graphs such that the vertices
of Gi are {v1, v2, . . . , vi} ⊆ V. Define the random variable X : G → R by X(Gi) = i
for all i ∈ {1, 2, . . . r}; this corresponds to choosing a graph from the collection G. In
addition, let Y = (Y1, Y2, . . . ) be a random walk over V, where Yt = j means that the
particle is visiting the vertex vj ∈ V at time t.
In this experiment we first choose an arbitrary graph G from G and then restrict the
random walk to the vertices of G. Let pi,t be the probability distribution at time t for
the graph Gi, so that pi,t(j) indicates the probability that the particle is at the vertex
vj ∈ {v1, v2, . . . , vi} at time t. The joint probability distribution of the random variables
X and Y at time t is then




pi,t(j) if j ≤ i,
0 if j > i,
for all i, j ∈ {1, 2, . . . , r}. The marginal probability distribution of the random variable












for all i ∈ {1, 2, . . . , r} .










r − j + 1
r
pi,t(j) for all j ∈ {1, 2, . . . , r} .
























r − j + 1
)
.
Since Gi is a regular connected graph, for all j ∈ {1, 2, . . . , i} we have that pi,t(j)→ 1/i
as t → ∞. Therefore, as time goes to infinity the mutual information in X and Y
becomes
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We can see experimentally, for instance by using Mathematica, that when r goes to
infinity the mutual information approaches a constant ∼ 0.5122.
As in the previous section, Theorem 2.14 tells us that, on the average, the length of the
shortest encoding of the number i of vertices of the regular graph Gi decreases when
the position of the random walk after a sufficient number of steps is known.
Chapter 4
Heat Computing
The main goal of this chapter is to use the heat diffusion process as a computational
mechanism to approximate the Fourier expansion of a function defined on a finite abelian
group. To this end we start by studying Fourier analysis on finite abelian groups, and
then we use this theory to solve the discrete heat equation on Cayley graphs. Then
we apply these results to Boolean functions, which are the basic mathematical objects
used for computation. After this we propose a theoretical implementation of a Heat
Computer, which uses the solution of the discrete heat equation on Cayley graphs to
approximate a given function. We end by showing how to use a Heat Computer to
implement the Deutsch-Jozsa and Simon’s algorithms that appear in the context of
quantum computing. The main references used for this chapter are [11] and [4].
4.1 Fourier Analysis on Finite Abelian Groups
Let G be a finite abelian group of order |G|. We will use the additive notation for the
group operation of G. Moreover, let L2(G) := {f : G→ C} be the set of all complex-
valued functions on G. This is a |G|-dimensional vector space over C, with the usual
pointwise addition of functions and multiplication by scalars. We make L2(G) into a
Hilbert space by defining an inner product 〈·, ·〉 : L2(G)× L2(G)→ C by




f(x)g(x) for all f, g ∈ L2(G).
The normalizing factor 1/|G| allows us to interpret this inner product as an expected
value: if x ∼ G denotes the uniform probability distribution over the set G, then
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The standard basis for L2(G) consists of the set of delta functions. Fix an element
a ∈ G, and define its associated delta function δa : G→ C by
δa(x) :=
{
1 if a = x,
0 if a 6= x.
Given two arbitrary elements a, b ∈ G, the inner product of their corresponding delta








1/|G| if a = b,
0 if a 6= b.
It follows that the collection B := {δa(x) | a ∈ G} is an orthogonal set. Moreover, since
B has |G| elements, it is an orthogonal basis for L2(G). In terms of this basis we can




|G| 〈δa, f〉 δa.
Let us define an important operation on L2(G) that, as we shall see, behaves particularly
well under the discrete Fourier transform. Let f and g be functions in L2(G), and define
their convolution f ∗ g : G→ C by




f(y)g(x− y) for all x ∈ G.
As with the inner product, convolution can be interpreted as an expected value:
(f ∗ g)(x) = E
y∼G
[f(y)g(x− y)] for all x ∈ G.
At this point we can introduce the discrete Fourier transform on finite abelian groups,
starting with the particular case of Z/mZ.
4.1.1 The Discrete Fourier Transform on the Finite Circle
Let us consider the additive group Z/mZ of integers modulo m. This is a cyclic group of
order |Z/mZ| = m. The map from Z/mZ into the multiplicative group of mth roots of
unity given by 1 7→ exp(2πi/m) defines a group isomorphism, so that we can interpret
Z/mZ as a finite analogue of the circle.
Let U(1) denote the multiplicative group of complex numbers of norm 1, also called the






for all x ∈ Z/mZ.
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This is a group homomorphism, since ea(x+ y) = ea(x)ea(y) for all x, y ∈ Z/mZ.
In the following lemma we prove that the collection {ea | a ∈ Z/mZ} is an orthonormal
set.
Lemma 4.1. Let a, b ∈ Z/mZ. Then
〈ea, eb〉 =
{
1 if a = b
0 if a 6= b
































The last sum equals m if a = b mod m, and it equals 0 otherwise. Therefore
〈ea, eb〉 =
{
1 if a = b,
0 if a 6= b,
as we wanted to prove.
It follows that the set {ea | a ∈ Z/mZ} is an orthonormal basis for L2(Z/mZ), for it
has |Z/mZ| = m mutually orthonormal elements. This is known as the Fourier basis
of L2(Z/mZ) because we use it to define the discrete Fourier transform on this space.
We define the discrete Fourier transform F : L2(Z/mZ) → L2(Z/mZ) on an arbi-
trary function f ∈ L2(Z/mZ) by




ea(x)f(x) = 〈ea, f〉 for all a ∈ Z/mZ.
In the following theorem we prove the basic properties of F .
Theorem 4.2. The discrete Fourier transform F satisfies the following properties for
all functions f, g ∈ L2(Z/mZ).
i. f(x) = mFFf(−x) =
∑
a∈Z/mZ 〈ea, f〉 ea(x) for all x ∈ Z/mZ,
ii. F : L2(Z/mZ)→ L2(Z/mZ) is a linear isomorphism,
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iii. 〈f, g〉 =
∑
x∈Z/mZ f̂(x) ĝ(x) = m〈f̂ , ĝ 〉, and
iv. F(f ∗ g) = F(f) · F(g).
Proof.
i. As both sides of the formula are linear in f , let us prove this for the basis of delta
functions.






























































where the last equality comes from Lemma 4.1.
Given f ∈ L2(Z/mZ) we thus have that f(x) = mFFf(−x) for all x ∈ Z/mZ.







〈ea, f〉 ea(x) for all x ∈ Z/mZ.
ii. The linearity of F : L2(Z/mZ)→ L2(Z/mZ) follows from the linearity of the inner
product. Injectivity and surjectivity come from the previous item, which gives an
explicit inverse for F .
iii. From item i. we have that f =
∑
y∈Z/mZ f̂(y)ey and g =
∑
z∈Z/mZ ĝ(z)ez. Therefore,














= m〈f̂ , ĝ 〉,
where the second equality comes from Lemma 4.1.
iv. Fix a ∈ Z/mZ, and let us compute the discrete Fourier transform of f ∗ g on a.





































































= Ff(a) · Fg(a).
where we set d := b− c on the fifth line.
Item i. of this theorem gives us the expansion of any function f ∈ L2(Z/mZ) in terms
of its Fourier coefficients; this is known as the Fourier expansion of f . On the other
hand, items ii. and ii. tell us that the linear map m1/2F is a Hilbert space isometry of
L2(Z/mZ) onto itself. In addition, from item iv. we see that F takes convolution into
multiplication of Fourier coefficients.
Let w := exp(2πi/m) be the primitive mth root of unity. With this notation and given












w−jk for all k ∈ Z/mZ.
Thus, in terms of the basis of delta functions {δj | j ∈ Z/mZ}, the matrix F of the








By the comment above we have that m1/2F is a unitary matrix.
46 Chapter 4. Heat Computing
4.1.2 The Discrete Fourier Transform on Finite Abelian Groups
Let us define a character χ of a finite abelian group G as a group homomorphism from
G into the multiplicative group U(1) of complex numbers of norm 1†.
The set of all characters of G, with group operation given by pointwise multiplication
of functions, is said to be the dual group Ĝ of G. The identity of Ĝ is the trivial
character 1, which sends every element in G to 1. Moreover, the inverse χ−1 of any
character χ ∈ Ĝ is given by
χ−1(a) = χ(a) = χ(−a) for all a ∈ G.
In the following lemma we prove that the set of characters of G is orthonormal.
Lemma 4.3. Let χ and ψ be characters of a finite abelian group G. Then
〈χ, ψ〉 =
{
1 if χ = ψ,
0 otherwise.
Proof. If χ = ψ, then










Now suppose that χ 6= ψ, and let 1 be the trivial character. We can reduce this to the
case χ = 1, since














Let S := 〈1, ψ〉 = 1|G|
∑
a∈G ψ(a). Since ψ is not the trivial character, then ψ(b) 6= 1 for

















We have ψ(b)S = S with ψ(b) 6= 0, so it follows that S = 0.
Even more, as with the finite circle, the characters of G form an orthonormal basis for
L2(G). In order to prove this fact we need the following technical proposition which
states that taking duals distributes over products.
†If G is an abelian group, its irreducible representations are all trivial. Therefore, in this case the
characters are homomorphisms from G to U(1).
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Proposition 4.4. Let G, H1 and H2 be finite abelian groups such that G ∼= H1 ×H2.
Then
Ĝ ∼= Ĥ1 × Ĥ2.
Proof. Let ψ1 and ψ2 be characters of H1 and H2, respectively. The homomorphism
χ : G→ U(1) defined by
χ(h1, h2) := ψ1(h1)ψ2(h2) for all (h1, h2) ∈ G (4.1)
is a character of G. The map η : Ĥ1×Ĥ2 → Ĝ given by Equation (4.1) is clearly injective.
Moreover, all characters of G are of this form: Given any χ ∈ Ĝ, the restriction ψi := χ|Hi
is a character of Hi (for i = 1, 2) and one can verify that χ = ψ1 × ψ2.
This result allows us to give an explicit formula for the characters of any finite abelian
group G. By the Fundamental Theorem of Finite Abelian Groups [12, Section 5.2,
Theorem 5] we have that G ∼= (Z/m1Z)× · · · × (Z/mrZ) where mj divides mj+1 for all
j ∈ {1, . . . , r − 1}. Given a = (a1, . . . , ar) ∈ G, let eai be a character of Z/miZ for all
i ∈ {1, . . . , r}. Then, by Proposition 4.4 the characters of G are the maps ea : G→ U(1)
defined by
ea(x) = ea1(x1) · · · ear(xr) for all x = (x1, . . . , xr) ∈ G. (4.2)
Since the characters of G are indexed by a ∈ G, we have that Ĝ is isomorphic to G. We
thus say that G is a self-dual group.
Proving that the characters of G give an orthonormal basis for L2(G) is now straightfor-
ward.
Proposition 4.5. The set of characters of G is an orthonormal basis for L2(G).
Proof. Since Ĝ ∼= G and by Lemma 4.3, the set Ĝ = {χ | χ is a character of G} has
|G| = dimL2(G) mutually orthonormal elements χ ∈ L2(G).
As in the case of the finite circle, we say that the set of characters of G is the Fourier
basis of L2(G) and use it to perform Fourier analysis on this space.
We define the discrete Fourier transform F : L2(G)→ L2(Ĝ) on an arbitrary function
f ∈ L2(G) by




χ(x)f(x) = 〈χ, f〉 for all χ ∈ Ĝ.
The properties of the discrete Fourier transform on G are the same as those on Z/mZ.
This is stated in the next theorem.
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Theorem 4.6. The discrete Fourier transform F satisfies the following properties for




ii. F : L2(G)→ L2(Ĝ) is a linear isomorphism,
iii. 〈f, g〉 =
∑
χ∈Ĝ f̂(χ)ĝ(χ) = |G|〈f̂ , ĝ 〉, and
iv. F(f ∗ g) = F(f) · F(g).
Proof. The linear combination
∑
χ∈Ĝ 〈χ, f〉χ is the expansion of the function f ∈ L2(G)
in terms of the orthonormal basis given by the set of characters of G. This expansion
exists by Proposition 4.5.
The proof of the remaining items is exactly as that of Theorem 4.2.
We shall use the discrete Fourier transform on G to solve the discrete heat equation on
a particular graph closely related to G: its Cayley graph.
4.1.3 The Discrete Heat Equation on Cayley Graphs
Let G be a finite abelian group. Consider a subset S ⊆ G satisfying that
1. the identity of G is not in S, and
2. if s ∈ S, then −s ∈ S.
This is called a symmetric subset of G.
We can visualize the action of S on G as the Cayley graph G(G,S) obtained by
taking the vertices to be the elements of G, and by setting an edge between two vertices
x, y ∈ G if and only if x = y + s for some s ∈ S. We require S to be symmetric in order
to have undirected edges. Furthermore, since the identity of G is not in S, there are not
self-loops. The result is a regular graph of degree |S|, the order of S.
Note that the symmetric subset S is a set of generators for G if and only if their
associated Cayley graph is connected.
Our aim is to solve the discrete heat equation on Cayley graphs. The first step towards
this goal is to note that the adjacency operator A of a Cayley graph G(G,S) can be







f(x+ s) = |G|(δS ∗ f)(x) for all x ∈ G.
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In the following theorem we use this observation to solve the eigenvalue problem for the
adjacency operator A of a Cayley graph G(G,S).
Theorem 4.7. Let G be a finite abelian group with symmetric subset S, and consider
their associated Cayley graph G(G,S). Then, for all a ∈ G, the character ea of G is an





Proof. We have that the adjacency operator is a convolution operator: Af = |G|δS ∗ f ,
so taking the discrete Fourier transform of Af ∈ L2(G) yields
FAf(a) = F(|G|δS ∗ f)(a) = |G|FδS(a) · Ff(a).
By setting h = Ff we find that
[FAF−1(h)](a) = |G|FδS(a) · h(a).
This means that we have diagonalized the operator A, and its eigenvalues are given by








ea(s) with a ∈ G.
On the other hand, we have that













This result allows us to solve the eigenvalue problem for the half-lazy walk matrix
associated to a Cayley graph, as we now explain.
Since a Cayley graph G(G,S) is a regular graph of degree |S|, its corresponding half-lazy
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A straightforward computation shows that e0, where 0 is the identity element of G, is






















Furthermore, by the characterization of the spectrum of W given in Equation (1.4) it
follows that −1 < λa < 1 for all elements a 6= 0 in G.
The characters of G give |G| mutually orthonormal eigenvectors ofW , which is a |G|×|G|
matrix since the vertex set of G(G,S) has |G| elements. Theorem 1.3 thus implies that
the solution of the discrete heat equation on the Cayley graph G(G,S) subject to some








λta 〈ea, g〉 ea,
where the second equality comes from Equation (4.3).















Hence, as time t goes to infinity the solution pt of the discrete heat equation on G(G,S)
converges to the uniform distribution, as expected.
Now suppose that the half-lazy walk matrix W has l different eigenvalues, numbered as
1 = λ1 > λ2 > · · · > λl > −1. Fix 1 ≤ i ≤ l, and let Ei be the eigenspace corresponding
to the eigenvalue λi. The set Bi = {ea | λa = λi} is an orthonormal basis for Ei, so that






With this in mind, the solution pt of the discrete heat equation on G(G,S) subject to





Writing the solution pt in terms of the projections of the initial condition onto the
eigenspaces of W has the advantage that it is not subject to a particular basis choice.
As we shall see in Section 4.3, this is particularly useful for describing an algorithm that
allows us to define the notion of a Heat Computer.
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4.2 Boolean Functions
We define a Boolean function f as a function f : {0, 1}n → C.
The domain {0, 1}n is called the Hamming cube. It consists of binary strings of length
n. Given a binary string x ∈ {0, 1}n, we write x = x(1)x(2) · · ·x(n) with x(i) ∈ {0, 1} for
all i ∈ {1, . . . , n} to emphasize the different bits that make up such string.
The Hamming norm |x| of a binary string x ∈ {0, 1}n is defined as the total number
of bits in x taking value 1. This norm induces a metric on the Hamming cube: we define
the Hamming distance d(x, y) between two binary strings x, y ∈ {0, 1}n by
d(x, y) := |x− y|.
It counts the number of digits where the strings x and y disagree.
We can endow {0, 1}n with a group operation as follows: Given two binary strings
x, y ∈ {0, 1}n, define their sum x + y ∈ {0, 1}n as the binary string z such that
z(i) = x(i) + y(i) mod 2 for all i ∈ {1, . . . , n}.
Note that the additive group ({0, 1}n ,+) is isomorphic to (Z/2Z)n. This observation
allows us to apply the results of Section 4.1 to the particular instance of Boolean
functions.
4.2.1 The Fourier Expansion of a Boolean Function
As the group {0, 1}n is isomorphic to (Z/2Z)n, we can use Equation (4.2) to write an
explicit formula for the characters of {0, 1}n. The character ea : {0, 1}n → C associated




exp (2πiajxj/2) = (−1)a·x for all x ∈ {0, 1}n .
The discrete Fourier transform F : L2({0, 1}n)→ L2({0, 1}n) on an arbitrary function
f ∈ L2({0, 1}n) is then given by




f(x)(−1)a·x for all a ∈ {0, 1}n .
Therefore, by item i. on Theorem 4.6 we have that the Fourier expansion of the Boolean
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Furthermore, in this case the matrix of the discrete Fourier transform is
H2n = ((−1)a·x)a,x∈{0,1}n ,












Let us notice that if we represent Z/2Z as the multiplicative group {1,−1} then ea can
be identified with the function given by the square-free monomial xa1(1)x
a2
(2) · · ·x
an
(n) where
ai is 0 or 1. This is exactly what one would expect since the Hamming cube of dimension
n can be identified with Sn−1 ⊆ Rn. Linear combinations of square-free monomials of the
same degree are precisely the spherical harmonics (harmonic homogeneous polynomials
restricted to the sphere) when evaluated on the vertices of {0, 1}n. This is true since
the square of any element of Z/2Z is equal to 1.
4.2.2 The Discrete Heat Equation on the Hamming Cube
For all j ∈ {1, . . . , n}, let uj be the binary string taking value 1 on the jth digit
and 0 elsewhere. Note that the set {u1, . . . , un} is a symmetric subset of {0, 1}n
in which each element is its own inverse. Hence, let us consider the Cayley graph
G({0, 1}n , {u1, u2, . . . , un}), which we will refer to as the Hamming graph.
The adjacency operator A of the Hamming graph acts on an arbitrary Boolean function




f(y) for all x ∈ {0, 1}n .
By Theorem 4.7 we have that, for all a ∈ {0, 1}n, the character ea of {0, 1}n is an







(−1)aj = n− 2|a|.




























for all 0 ≤ k ≤ n.
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Fix 0 ≤ k ≤ n. By counting the number of binary strings a ∈ {0, 1}n that have exactly






. Moreover, the set Bk = {ea | k = |a|} is an orthonormal basis for
Ek.
It follows that the solution of the discrete heat equation on the Hamming graph subject
to some initial probability distribution g : {0, 1}n → R reads










ĝ(a)(−1)a·x for all x ∈ {0, 1}n .
In Section 4.4 we shall use these projections to infer interesting properties of real-valued
Boolean functions using a Heat Computer.
4.3 Theoretical Implementation of a Heat Computer
We say that a real-valued function h on G is heat computable if there exists a function
ρ : G→ R such that given any ε > 0 there exists t0 > 0 such that |qt0(x)− h(x)| < ε for
all x ∈ G, where qt0 is the solution to the discrete heat equation with initial condition ρ
evaluated at t = t0.
The next proposition tells us that linear combinations of heat computable functions are
heat computable as well.
Proposition 4.8. If h and g are heat computable functions then any linear combination
αh+ βg, with α, β ∈ R, is heat computable.
Proof. It follows from the linearity of the discrete heat equation and the uniqueness of
its solution.
Now let us prove that the projections of any function onto the eigenspaces of the half-lazy
walk matrix are heat computable functions.
Theorem 4.9. Let f be an arbitrary real-valued function on G, and let h1, h2 . . . , hl be
the corresponding projections of f onto the eigenspaces E1, E2 . . . , El of the half-lazy
walk matrix W . Then the functions h1, h2 . . . , hl are heat computable.
54 Chapter 4. Heat Computing
Proof. We proceed by induction on i.
For i = 1, the solution (4.4) of the discrete heat equation with initial condition f can
be written as
pt(x) = h1(x) + φ1(t, x) with φ(t, x) =
l∑
i=2
λti hi(x) for all x ∈ G.
Since for i > 1 one has −1 < λi < 1, then limt→∞ φ1(t, x) = 0 uniformly on G and
therefore given ε > 0 there exists t0 > 0 such that
|pt0(x)− h1(x)| < ε for all x ∈ G.
Hence the constant function h1 is heat computable.
Suppose inductively that h1, . . . , hr−1 are heat computable. Let ε > 0 be given, and let




λti hi(x) + λ
t








It follows that limt→∞ φr(t, x) = 0 uniformly on G, and therefore there exists t0 > 0 so




∣∣∣∣∣ < ε2 for all x ∈ G.
By Proposition 4.8 the function hr is heat computable if and only if λt0r hr is heat




i hi is heat computable, let
us say by taking as initial condition ρ. Hence, if qt denotes the solution to the discrete




∣∣∣∣∣ < ε2 for all x ∈ G,
for some value s ≥ 0. Since the solution of the discrete heat equation is unique, the
function pt − qt is the solution of the discrete heat equation with initial condition f − ρ.
Therefore, by taking t1 = t0 + s one has
4.3. Theoretical Implementation of a Heat Computer 55
∣∣pt1(x)− qt1(x)− λt0r hr(x)∣∣ ≤∣∣∣∣∣pt1(x)−
r−1∑
i=1













for all x ∈ G. Thus, the function hr is also heat computable, as we wanted to prove.
Any physical device capable of implementing the recursive procedure described in
Theorem 4.9 will be called a Heat Computer.
Theorem 4.9 allows us to approximate the projections of any function f : G→ R onto
the different eigenspaces of the half-lazy walk matrix, and therefore the function f itself.
Let us notice that approximating f requires l steps on a Heat Computer. Furthermore,
it is an extraordinary fact that each one of the iterations is carried out by an extremely
simple repetitive procedure: the value of the function at each vertex is replaced by the
average value of its neighbors, and this same thing occurs at every vertex.
Now let us see how to find the Fourier spectrum of f from these projections. Fix





〈ea, f〉 ea(x) for all x ∈ G.
Therefore, by evaluating the function hi at mi different elements of G we get a system
of linear equations that allows us to solve for the Fourier coefficients 〈ea, f〉 such that
λa = λi. By letting i vary, we get the whole spectrum of f .
One important instance is when f is a Boolean function. In this case, for all 0 ≤ k ≤ n,





. Thus, we can approximate the Fourier expansion








linear equations. The exponential number of computations required to determine all the
Fourier coefficients should not be a surprise, since this is not a canonical computation,
but one subject to a previous basis choice. However, as shown in Theorem 4.9 one only
has to compute n projections, and in many cases the first projections are enough to
infer interesting properties about f , as we will see in the next section.
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4.4 Heat computing with Boolean Functions
Let us see how a Heat Computer could solve two important problems involving Boolean
functions that arise in the context of Quantum Computing, namely, the Deutsch-Jozsa
problem [13] and Simon’s problem [14]. The former was proposed by David Deutsch and
Richard Jozsa in 1992 as one of the first examples where a quantum algorithm can solve
a problem exponentially faster than any possible classical deterministic algorithm. The
latter was proposed by Daniel Simon in 1994, and in this case the quantum algorithm is
exponentially faster than the best classical probabilistic algorithm. We will see that the
algorithms implemented by a Heat computer also have low computational complexity.
Note that, as with the oracles in quantum computing, we assume that both the input
function f and a Heat computer are implemented by some physical mechanism. The
central idea is to take advantage of the fact that heat diffusion occurs simultaneously at
every vertex of a graph, in a similar way as superposition occurs in quantum phenomena.
Furthermore, in both Heat and Quantum computing we let nature do the hard work.
4.4.1 The Deutsch-Jozsa problem
The input to this problem is a Boolean function f : {0, 1}n → {0, 1} that is guaranteed
to satisfy one of the following properties:
1. f is a constant function, or
2. f is a balanced function. This means that f(x) = 0 for exactly half of the input
strings x ∈ {0, 1}n, and f(x) = 1 for the other half.
Our objective is to determine which of the two properties holds.
The classical deterministic algorithm to solve this problem requires, in the worst case,
to evaluate the function f at 2n−1 + 1 different strings. On the other hand, in the
Deutsch-Jozsa quantum algorithm it is sufficient to evaluate a particular quantum circuit
just once in order to determine whether f is constant or balanced.
Similarly to the quantum case, a Heat computer requires just one iteration to solve the







Thus, f is a balanced function if and only if f̂(0) = 1/2, and it is constant otherwise.
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4.4.2 Simon’s problem
For this problem we are given a real-valued Boolean function f : {0, 1}n → R satisfying
the property that there exists a “secret” string s ∈ {0, 1}n such that f(x) = f(y) if and
only if x+ y ∈ {0, s} for all x, y ∈ {0, 1}n. The goal is to find the string s.
In a classical algorithm we need to find two different strings x and y for which f(x) = f(y),
which is called a collision of the function. In a probabilistic approach we expect a
collision after approximately 2n/2 evaluations of f , whereas a deterministic algorithm
needs 2n−1 + 1 queries to determine with certainty just whether s = 0 or s 6= 0. By
contrast, Simon’s quantum algorithm consists of iterating a quantum circuit O(n) times
and doing a classical post-processing that requires solving a system of n linear equations.
Let us see that a Heat Computer can do the same as a quantum computer. Consider the
eigenspace E1 associated to the eigenvalue λ1 = 1− 1/n. We know that {u1, u2, . . . , un},
where uj is the string with 1 in the jth bit and 0 elsewhere, is an orthonormal basis for



























If sj = 1, then either xj = 1 and yj = 0, or xj = 0 and yj = 1. In any case, by




= 0. Therefore, if〈
euj , f
〉
6= 0, then necessarily sj = 0.




= 0 then sj = 1 with a very high probability, as we




= 0 and sj = 0 the function f would have to take
on 2n (when s = 0) or 2n−1 (when s 6= 0) real values so that
∑
x∈{0,1}n,xj=0 f(x) and∑
x∈{0,1}n,xj=1 f(x) coincide but all of their terms are different. And this occurs with
very low probability.
Chapter 5
Further Directions of Work
In Chapter 3 we gave two examples showing how random walks can be used to gain
information on a graph. It is more than natural to explore what other many features of
graphs can be understood by the same method.
In Chapter 4 we proved that two important classical algorithms in quantum computing
can also be carried out effectively on a Heat Computer. Heat and quantum computing
are similar in many ways, nevertheless they differ fundamentally in many aspects. It
is interesting to explore how far one could extend this analogy between L1 and L2
computations. More precisely, the following main questions remain:
1. The capability of performing tensor product operations is one fundamental feature
of quantum computing. It is natural to ask if there is a similar operation on Heat
Computers. An analog could be found in the following direction: If G(G1, S1) and
G(G2, S2) are Cayley graphs, a natural candidate for performing a tensor product
computation would be the Cayley graph G(G1 ×G2, S1 ∪ S2).
2. In Section 4.2.1 we showed that the matrix of the discrete Fourier transform in the
Hamming cube is precisely the Hadamard matrix. Therefore, it is natural to conjecture
that Shor’s algorithm could be implemented using a Heat Computer.
3. The coefficients of the Fourier expansion of a function f on a graph can be regarded
as a “Fourier code” for f . It is natural to ask how effective this code is from the point of
view of Shannon Information theory. More precisely, if one starts with a certain family
of Boolean functions characterized by a certain probability distribution, one could try to
measure the entropy of the Fourier code of the elements in the family. It would be quite
interesting to explore if the ubiquitous role of the Fourier transform could be explained
in terms of information theory.
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