Abstract-
I. INTRODUCTION
HE wavelet transform is a relatively new tool for an-T alyzing geophysical data. As originally formulated by Grossman and Morlet [l] , the wavelet transform maps a function y(x) of continuous location x into a function W ( x , s) of continuous location x and scale 3, where --oo < x < 00 and 0 < s < 00. Given a finite set of N equally spaced observations y = {y(xo + i A x ) , i = 1, . . ., N ) , where 20 is an offset and Ax is the sample interval, we can approximate the continuous wavelet transform on a digital computer by discretizing s also. The usual choice in earlier applications of the wavelet transform was a linear discretization, i.e., iAx. More recently, Daubechies [2] and others have formulated an orthogonal discrete wavelet transform (DWT) specifically designed for analyzing a finite set of observations over the set of scales sj = 2j-lAx, i.e., a dyadic discretization. An advantage of the orthogonal DWT is its ability to partition the variance of the elements of y on a scale by scale basis. This partitioning leads to the notion of the scale-dependent wavelet variance, which in many ways is analogous to the more familiar frequency-dependent Fourier power spectrum.
Office of Naval Research under Grant N00014-90-5-1074. The wavelet variance is thus a natural tool for investigating the spatial scales of variability in geophysical data. Not only is the scale-dependent variance estimated, but the locations of events contributing to the variance at each scale are also determined.
The intent of this paper is to provide a clear self-contained exposition on the orthogonal DWT and on the wavelet variance and to demonstrate the usefulness of these tools to the remote sensing community by analyzing the surface properties of sea ice as an example. Our exposition of the DWT is formulated entirely in terms of finite matrices and vectors and hence should be readily accessible by practitioners. Our formulation of the wavelet variance and the related concept of wavelet covariance discusses both how to efficiently estimate these quantities and also how to generate confidence intervals for them.
The pack ice of the Arctic Ocean is crossed by a broken network of leads that introduce a large amount of narrowly concentrated variability in the surface properties of the ice. Between the leads, on the ice floes, the surface of spring pack ice is otherwise highly uniform for measurements averaged over several meters. Many physical processes in the leads are radically different from those found on the floes. The processes of most concern to geophysicists include the heat flux from the ice, the ice formation rate, the wind stress on the ice, and the strength of the ice. All of these processes depend on the area covered by the leads, the lead widths, the lead temperature, and the lead albedo. The accurate measurement of these lead properties is, in turn, dependent on the size of the leads and the accuracy and measurement resolution of the instruments. A widely available satellite instrument often used in the Arctic is the advanced very high resolution radiometer (AVHRR) which has a nominal resolution of 1.1 km at nadir. Images obtained with this instrument show a rich assortment of leads in almost any cloud-free image of pack ice, but the question remains regarding how much variability associated with leads is missed (averaged out) by the large area sampled in each pixel. We demonstrate that this question can be addressed through the one-dimensional wavelet analysis of transacts from a high-resolution image.
Our example comes from individual lines from a single Landsat image of sea ice that was taken April 16, 1992 in the Beaufort Sea. The image covers approximately 200 km with a pixel spacing of 25 m, which is much smaller than the resolution of the AVHRR. In this scene the dominant scale of both the albedo and the temperature variability is found at between 200-800 m.
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The remainder of the paper is organized as follows. In the Section I1 we discuss the general properties of and compare the wavelet transform to windowed form techniques. In Section II-A we describe the orthogonal DWT in a self-contained exposition based upon simple ideas from matrix theory. The orthogonal DWT can be computed efficiently using a recursive procedure known as the pyramid algorithm, which we discuss in Section 11-B. The pyramid algorithm for the orthogonal DWT involves a subsampling operation that leads to inefficient estimates of the wavelet variance. Therefore, in Section 11-C we describe the maximal overlap pyramid algorithm, which IS a variation of the pyramid algorithm that eliminates subsampling and leads to efficient estimates of the wavelet variance. The DWT ends on the choice of a mother wavelet filter H, which is a vector with m elements where m is a small, even number. We provide some guidance in Section It-D on the choice of H. In Section I11 we define the wavelet variance and 'ance and describe ways of obtaining confidence intervals se quantities. We then apply these analysis techniques in Section IV where we look at the wavelet variance and co of albedo and surface temperature series, discuss ho ance the low-resolution surface temperature series using the high-resolution albedo and a wavelet-based model, and demonstrate how the analysis of lead number density and mean lead widths is affected by instrument resoluaon using a elet-derived simulation of a low-resolution instrument.
WAVELETS
Why wavelets? A spatial series y(z) tells us everything about the value of a function at a specific location 2 but nothing about the spatial scales of the variability. A Fourier transform of the entire series tells us everything about the scales of variability (wavenumber content) of the function, but nothing about the locations of the variability. The wavelet decomposition is a compromise between the two forms of the data (observations and Fourier transform) that identifies both cale and the location of events in the spatial series. elet transform decomposes a signal into sets of coefficients: each set is associated with a spatial scale and each element in a set is associated with a particular location.
The scales start with the sample interval Ax; each subsequent scale is twice as large as the previous one. As we shall see, the is orthogonal so that the variability at the various separable. The transform is reversible so that an . The transform exact reconstruction of the s y accomplished by the s and one lowpass filter wavelet family. There are a num ifferent wavelet families that are distinguished by different characteristics of the transfer functions of the filters.
A traditional method for attempting to of the series variance at a give windowed Fourier transform. This analysi a moving window, commonly of fixed wi the data to determine localized spectra. The wavelet technique can be said to use windows that adjust according to the 
(3)
However, we will shortly indicate a much more efficient method of determining the coefficients using the filters H and G . The sets of coefficients D,,k and jj constitute the DWT. The total number of values in the DWT is the same as in the observation vector. In our example with the Haar wavelet, the first coefficients at each scale are The first scale coefficients are proportional to dffer scale of Ax, the second scale coefficients are proportional to differences on a scale of 2Ax, and the third scale coefficients are proportional to differences on a scale of 4Ax that the wavelet coefficients are related to differences (of various orders) of (weighted) average values of portions of y fundamental to all wavelet transforms discussed in concentrated in space is not special to the Haar wavelet, but is Because of the orthogonal characteristics of the wavelet basis vectors, the vector y is easily separated into components s3 = Ax2J-l. We can also define a smooth for which contain that portion of the series associated with scale mediate scale index j = J and with physical scale 2 J A x ; the smooth is the portion of the series not accounted for by the smaller-scale details
3=1
The smooth at any scale is the sum of the " 0 t h and the deMsign&forsc&es a t m d s m detail from the next larger scale level 4 wavelet is used.
s. 7 vJ+1 + sJ+1.
We can also define the rough at scale J as the difference between the original series and the scale J smooth; the rough is also the sum of all the lower scale details excursions in with the vector of observations is R J = Y -S J differences that over coefficients we used (7) but additional inform
The smooths are lowpass filtered versions of y, th band-pass versions, and the roughs are hghpass versions. The separation of the series into smooths, roughs, and details is called a multiresolution analysis [4] .
In Fig For a complete decomposition, the number of observations N must be a power of two because of the successive subsampling. In addition, if an accurate reconstruction is to be accomplished and the wavelet filter has a length greater than 2, boundaxy conditions must be assumed in order to calculate coefficients near the end of the series. Two common assumptions are: 1) that the series may be extended in a periodic fashion (e.g., y ( z~+ i ) = y(zi)), where the series is assumed to be periodic with period N; or 2) in a symmetric fashion (e.g., y(z~+;) = y ( z~-; + 1 ) ) , where the series is reflected symmetrically about i = N+0.5. One can also extend the series with a constant, such as y(z~+;) = y ( z~) .
In an analysis context, such as presented in Section IV where data compression and regeneration are not the goals, a "brick wall" boundary condition may be used in which any convolution that extends beyond the end of the data series is not permitted. This boundary condition is appropriate in an analysis when there is no compelling reason to assume that the data are periodic or symmetric in structure. e original signal can be exactly reconstructed, if all the coefficients are retained, by working back down the pyramid, successively computing the approximation at each smaller scale. At each scale, the set of wavelet coefficients and the set of scaling coefficients are both doubled in length by inserting one zero after each sample. The insert-one-zero (ioz) operation places a zero after each element in a vector, for example
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The procedure begins with the coefficients from the highest level decomposed, A L ,~ and D L ,~, and continues in an iterative fashion to the original series A0 = y. Note that the filters must be used in reverse order in the reconstruction.
The smooth S, for scale J is found by following this procedure starting with the vector A, and setting all lowerscale wavelet coefficients to zero; similarly the detail Vj is found by setting all the A, to zero and all the wavelet coefficients to zero except those for the selected scale, the D,. In each case the reconstruction is carried out in the same iterative fashion until the series is of the original length N . The wavelet basis vectors can also be obtained with the reconstruction procedure. The wavelet basis vector $J~, k is obtained by setting the single wavelet coefficient Dj,k = 1; all other wavelet and scaling coefficients are set to zero and the reconstruction procedure is followed.
The decomposition and reconstruction operations can be expressed as matrix operators. In the case of an m = 4 filter, the first decomposition would use two N / 2 x N matrices ;cI1 and G1 operating on a vector of length N, The final step in the reconstruction can then be expressed as
In a reconstruction starting from a larger scale, the procedure steps down the scales A,-1 = GTA, + 'FtTD,.
C. Maximal-Overlap Pyramid Algorithm
The For the third scale, a2 is divided into four series, each shifted by zero, one, two, or three, and again filtered by H and G and interleaved. Fig. 3 shows how the scale 1 coefficients are found with a single convolution of the observation vector, the scale 2 coefficients are found with two interleaved convolutions of the scale 1 coefficients, and the scale 3 coefficients are found from four interleaved convolutions of the scale 2 coefficients. In 
D. Wavelet Families
There are a variety of wavelet and scaling filters that satisfy the crucial orthonormality requirements. Here we are only interested in discrete wavelet filters with compact support; in other words those in which the mother wavelet filters and scaling filters have finite length. A wavelet family consists of all the wavelet basis vectors for all scales and locations derived from a single mother wavelet filter. Different wavelet families make different trade-offs between the degree of localization and the degree to which ideal highpass filters are approximated, which always adhere to the orthononnality conditions outlined above. In Fig. 4 we have plotted the nonzero elements of the wavelet basis vectors for scales j = 1 and j = 2 for four different Daubechies wavelet families. Note how the number of nonzero elements increases as the scale increases and how the vectors appear less jagged as well. The most localized wavelet is the Haar, with but two elements; it is the worst highpass approximation. Daubechies [2] has developed the theory for obtaining higher order mother wavelet filters with compact support and identified two sets of filters, the extremal-phase and the least- As the number of vanishing moments increases the wavelet filter become longer and its approximation to an ideal highpass filter improves. The order of the filter is equal to the number of vanishing moments and in the case of the Daubechies filters it is half the length of the filter. The wavelet basis vectors derived from filters of order n are orthogonal to polynomials of order n -1. This means that trends in the series of order n -1 are not represented in the wavelet coefficients, again ignoring end effects. For example, the Haar wavelet (order n = 1) is orthogonal to a constant (zeroth order polynomial) but not orthogonal to a linear trend (first-order polynomial), so a linear trend in y(zz) will offset the wavelet coefficients by a constant related to the magnitude of the slope. The Daubechies second-order wavelet basis vectors are orthogonal to such a trend so that the wavelet coefficients would not be offset due to the presence of the linear trend. However, a second-order trend would again offset the wavelet coefficients.
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The degree of symmetry in a wavelet is important in reducing the phase shift, or shift in position, of features during the decomposition. The Daubechies least-asymmetric family was designed to have smaller shifts than the extremal-phase family. The phase shift of the Haar wavelet filter is very large and can lead to distortions in the location of features in the transform coefficients. Filters of the same length in the two sets of families have transfer functions whose squared moduli are identical but whose phase shifts are different.
In Fig. 5 the squared modulus of the transfer function for the wavelet filters (HI and Hzj and scaling filters (GI and Gz j are shown for the same four families and two scales as in Fig. 4 . Ideally, the wavelet filter would be a perfect highpass 0 = 1 j or band-pass ( j > 1) filter, yet the Haar shows significant leakage from both lower and higher frequencies (cross-hatched areas), with a lesser amount of leakage seen in the other wavelet families. Percival and Guttorp [6] have illustrated that this leakage can lead to a significant bias in estimates of the power spectrum computed via the Haar wavelet variance.
WAVELET VARIANCE AND COVARTANCE

A. Wavelet Variance
The orthonormal wavelet decomposition of an observation vector leads to a natural partition of the variance by scale. Th~s is best seen in examining the sample variance of the vector y also equal to the s End effects are by establishing a series. If such a condition coefficients is reduced and wavelet variance is where the number of from the formulas (Here 1x1 refers to the greatest integer less than or equal to z, the hat refers to DWT sample estimates with a "brick wall" boundary condition. The -hat used below refers to the MO With the MO method, the variance associated with each information about the variations of the signal over distances equal to the scale s, = Ax23-l. As we saw before for the Haar wavelet, the wavelet coefficients in the DWT at scale Hence, in light of the orthonormality properties of the vectors $ j , k, the sample covariance of the series may be written in terms of the wavelet coefficients sample estimates with a "brick wall" boundary condition.) is the number of MO coefficients at scale j , where
is the length of the filters H, and G , .
B. Wavelet Covariance
In many geophysical applications the spatial or temporal structure of the covariance between two signals is of interest. This spatial structure and a scale analysis of the covariance can also be illuminated with the wavelet formalism. The wavelet covariance was compared to the Fourier cross spectra by Hudgins et al. [7] using atmospheric surface-layer measurements of the horizontal and vertical velocities (stress) and the vertical velocity and temperature (heat flux). They used nonorthogonal cubic-spline wavelets and found good agreement between the methods but concluded that the wavelet covariance provided a better analysis of the low frequency variations. The wavelet correlation is analogous to the coherence determined in Fourier cross-spectral analysis.
C. Conjidence Interyals
If y is considered to be a realization of a stationary process with expected value p = E[y] and variance = 0; = E[(y -P )~] , the wavelet coefficients can also be considered to be realizations of L different stationary processes, one for each scale, each with an expected value of zero and a variance 23ai,,. The confidence intervals for u2i,j can then be determined based on the sample estimates ^a y,, and c?;,~. As we saw above, the wavelet decomposition of the COvariance is determined by the product of the coefficients from the two decompositions performed separately. The MO estimator ZY,, only is the spatial resolution reduced but the digital resolution of the temperature estimate is large (0.7 K). No adjustments for atmospheric interference have been applied. Leads are manifested as warm spikes, all of which have corresponding dark spikes in the channel 3 line. The low spatial resolution is reflected in the much lower variance at small scales compared to that seen in the larger scales. At the smallest scale detail, leads are not seen at all. The variability at the smallest scale is dominated by jumps in the temperature associated with the discretization of the temperature in the digital signal. In the temperature series the greatest variability is at a scale of 800 m, j = 6. In the top panels of Figs. 8 and 9 the MO wavelet variance is shown for the two series with 95% confidence intervals indicated. In each case the variance is normalized by the total variance of the series. Note how the variance-versus-scale curves both show a broad peak at scales between about 200 m and 800 m but that there is much less variability at the smallest scales in the temperature record due to the larger averaging area of the temperature sensor. The sample standard deviation of the albedo series is 0.042, and 54% of the total variance is accounted for by scales j = 4 to 6 (200-800 m). The sample standard deviation for the temperature series is 1. 1 O C and only 45% of the variance is accounted for by scales j = 4 to 6 due in part to the lower spatial resolution of the thermal sensor and in part to the greater temperature variance seen at very large scales. Also shown in these two figures is the cumulative sum of the squares over distance of the wavelet coefficients (times 2-3) for scales j = 3 to j = 8. In this type of presentation it is clear that the total variance is dominated by the two leads near kilometers 110 and 120, that just these two leads contribute more than half of the variance at all scales above 400 m, and that the proportion of the variance they contribute increases with scale. Note how the larger scales are truncated at the ends due to the "brick wall" boundary conditions imposed in the analysis.
In Fig. 10 , an example is seen of the wavelet covariance between the albedo and temperature records from the Landsat image line in Figs. 6 and 7. The two channels are anticorrelated, with much of the variance found in the contrast between warm, dark leads and cold, bright ice, so for convenience we plot the covariance of the albedo and the negative of the temperature. Shown is the wavelet covariance O T~, with 95% confidence intervals and the cumulative sums of the product of the albedo and temperature wavelet coefficients (times 2-3). Again we can see the broad peak in the covariance at scales of 400-800 m and the domination of the covariance by the two leads near the middle of the line.
With so much of the variability in a single line contributed by just two leads, we can expect a great deal of change in the wavelet variance as we move to other transects in the image. Indeed this is the case. We have determined the variance for five separate lines from the same Landsat TM image. The parallel lines are separated by 25 km, span a distance of 100 km, and contain between 7014-842s points per line. Fig. 11 shows the variance, covariance, and correlation for channels 3 and 6 for each of the lines. Here we have plotted the variance, not the normalized variance, in or total variability which changes dr to another. Although they all show a maximum e at midsize scales, the PO and the shape of the curves vary consid curves fall into two categor scales larger than about 0.2 shows lower correlation at scales from 0 nes) and another that h correlation at larg n at the intermediate scales also show low variance in both the albedo and the temperature. These are portions surements to smaller scales. The fall-off of the correlation between the albedo and the temperature at small scales seen in Fig. 11 is a result of the low resolution of the thermal infrared sensor compared to that of the shortwave sensor. A higherresolution estimate of the surface temperature may be obtained by assuming the relationship between albedo and temperature at larger scales is maintained in the small scales.
The temperature is considered to be determined by the smooth of the measured temperature at some level J and a weighted sum of the details of the temperature and the renormalized albedo at the smaller scales. The model is The reference scale J = 5 (400 m) is selected to correspond to the scale of maximum covariance. The technique is based on the assumptions that the temperature and the albedo are linearly related and that this relationship is the same for all scales below the reference scale. The complex relationship between temperature and albedo is affected by ice thickness, snow depth, wind speed, cloud cover, and sun angle, all of which change over time; however, the Landsat data (and other observations) clearly show a strong relationship, and a linear approximation of this relationship can be used to obtain an approximate estimate of the fine resolution temperature signal. Fig. 12 shows the reconstructed enhanced temperature for the line of the Landsat data shown in Fig. 7 . The use of the channel 3 wavelet coefficients in determining the small scales for channel 6 forces the surface temperature wavelet variance to have a similar shape at small scales to that of the albedo.
The sample variance is increased 7% in the enhanced series (the sample standard deviation increased from 1.10-1.14 "C).
As we will show below, when we use the enhanced temperature the estimated number density of leads is increased, the estimated mean width is decreased, while simultaneously the estimated lead concentration remains nearly the same. In addition, estimates of the regional average sensible heat flux from leads for this image is increased by 17%. resolution instruments m derived smooth of the dat the observations. This simulation point spread functions idea is to decompose basis using the wave from a low-resoluti the small-scale wav amounts to sub 
We use a span C = 750 m, which is more than twice as big as the largest leads. Leads are taken to be regions in which S exceeds 0.10. The threshold is arbitrary, but using a definition of leads couched in terms of the potential open water and a uniform arbitrary threshold allows for intercomparisons of lead statistics from different seasons and different regions. Fig. 12 shows the 6 = 0.10 threshold for our sample line.
We show the dependence of two quantities on the simulated instrument resolution: the lead number density and the mean lead width. The number density is the number of leads per 100 km of transect, while the width w of a lead is found from the length of a run of points above the threshold. These two quantities depend strongly on the level of the smooth used. Fig. 13(a) shows the scale dependency curve for the number density, which is estimated from both the observed and the enhanced temperatures. The lead number density using the finest scale (25 m, no smoothing) is twice as large using the enhanced temperature instead of the observed temperature. Using larger-scale smooths of the two signals give the same result, because the enhancement only affects the smallest scales. At scales below 100 m the number density computed with the observed temperature is insensitive to the smooth scale used, because the instrument resolution is 130 m; however, the number density computed with the enhanced temperature continues to increase at the smallest scales. We also see by extrapolation that the number density drops to near zero for smooth scales above 1 km.
The mean lead width can be computed from the density distribution of lead widths (number weighted) or weighted by the area of the leads (area weighted). The scale dependency curves for the two methods are shown in Fig. 13(b) . The number-weighted mean width increases from 177 m using the full resolution to 627 m at a resolution of 800 m as hot leads are made wider by the smoothing operation and smaller, cooler leads drop below the threshold. We see that the curve continues to drop slowly at the smallest scales, which indicates that the number-weighted mean width is moderately sensitive to variability at the 25 m scale. However, the areaweighted mean lead width has flattened out at scales below 100 m, which indicates that small leads resolved by higher resolution measurements do not contribute significantly to the area-weighted mean lead width and that measurements made at a scale of 100 m are sufficient for estimating this mean. Processes such as the regional mean sensible heat flux from leads depend on the area-weighted mean lead width.
V. CONCLUSION
We have outlined the formalism of the one-dimensional discrete wavelet transform based on Daubechies wavelet filters in terms of finite vectors and matrices. We have shown how both the scale-dependent wavelet variance and wavelet covariance are easily determined from the DWT and how the confidence intervals for each are determined. The variance estimates are more accurately determined with a maximaloverlap version of the wavelet transform. We discussed the properties of several Daubechies wavelet filters and the associated basis vectors. Both the Mallat orthogonal-pyramid algorithm for determining the DWT and a pyramid algorithm for determining the maximal-overlap version of the transform were presented in terms of finite vectors. The best mother wavelet filter to use for a particular application depends on a number of trade-offs. The length of the filter affects the size of the largest scale that can be analyzed. Longer filters reduce the accuracy of the wavelet variance estimate because they allow for fewer independent samples. The filters used to establish the wavelet coefficients are not perfect band pass filters. For this reason, they allow energy in the signal from higher and lower frequencies to be included in the energy represented in the coefficients for a particular scale. The transfer function of the filter indicates how much spectral leakage is expected and, as a consequence, if a possible bias in the estimated wavelet variance relative to Fourier estimates may occur. In some applications, the phase shift introduced by the filter is important when the exact location of features is significant to the analysis. The more symmetric filters, such as the Daubechies least asymmetric, reduce the amount of the shift. For many applications, the results of the scale analysis are nearly identical for any of the wavelet families (excluding the Haar) and the shortest family is appropriate. In our analysis of Landsat sea-ice data we have used the DLA4 wavelet filter as a compromise between the different criteria: it is the shortest of the least asymmetric wavelet filters, there is only a modest amount of leakage, and the phase shift is small.
A simple scale analysis of the variability of a field, as performed in this study, does not require a two-dimensional data set unless the field is significantly anisotropic. If this is the case, the data slices along different directions could be analyzed independently or the two-dimensional field could be analyzed as a whole. The wavelet decomposition can be extended to two dimensions. In the two-dimensional procedure the orthogonal two-dimensional wavelet basis matrices are each associated with a scale, a location, and one of three orientations: horizontal, vertical, and diagonal. An efficient decomposition algorithm based on one-dimensional wavelet filters was introduced by Mallet [5] . Applications of the twodimensional decomposition include texture analysis, image smoothing, image compression, edge detection, orientation analysis, and computer vision.
In addition to the analysis of variance and the compression of data, the wavelet decomposition offers a unique method of spatial-adaptive smoothing of a signal that contains large discontinuities, such as those obtained over sea ice with leads. The method is called wavelet shrinkage and was developed by Donoho and Johnstone [ 111. Wavelet shrinkage is based on the principle that noise in the signal is reflected in the wavelet decomposition as noise in the coefficients and that discontinuities in the signal are represented by a few large coefficients. All coefficients less than a threshold are set to zero and those larger than the threshold are shrunk toward zero. Donoho and Johnstone developed specific optimal thresholds. Tests with the Landsat data show very encouraging results; the smoothed signal appears very smooth over floes, the jumps at leads remain sharp, the magnitude of the signal within leads remain high, and the apparent widths of the leads remain the same.
In our example of the use of the DWT for analyzing the spatial scales of variability of sea ice, the variance of both the albedo and the surface temperature show a maximum at scales near 500 m with a rapid decline at smaller scales. The albedo variability drops continuously at small scales (25 to 100 m) while the temperature variability levels o f f to a flatter rate more characteristic of white noise at the smallest scales. The more rapid fall-off of the temperature variance at intermediate scales is a reflection of the lower resolution of the thermal sensor. The uncertainties in the variance estimates increase as the scale increases. About 50% of the variance occurs at scales less than 800 m, so the AVHRR data, which has a resolution of 1.1-5 km, samples less than ha1 variance for this scene. In other scenes, with much larger variances, the AVHRR data may capture substantially more or less of the total variance. The fraction of the total variance found at small scales depends on both the lead concentration (and the lead brightness o the smallest scales due to about 500 m. We exp with a lot of leads, be much darker than the is €ittle reason to expec two signals, and that is wavelet coefficients
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