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In this paper we discuss the weight distribution of prime cyclic arithmetic codes, 
This is equivalent to the following number-theoretic problem: A norm /I /j depen- 
dent on a positive integer r is defined on Z,, = {0, 1. . . . . p- l} as follows: Let (r) 
denote the subgroup of the group of non-zero elements of Z,, generated by r. Let 
llxli be the number of elements of the coset (r) I which lie in the interval 
where the bracket denotes the greatest integer function. In coding theory ll.xll is 
called the weight of x. We study the deviation d(p, r) of the weight of x in Z,, from 
the average weight of the non-zero elements of h,. Several bounds are found for 
d(p, r), and using elementary facts concerning quadratic residues some new 
conditions are found which imply that d(p, r) = 0. le 1989 Academic Press. Inc. 
Baumert and McEliece [l] and Niederreiter [4], among others, have 
studied in considerable detail the weight distribution of irreducible cyclic 
codes. Here we consider the same problem for prime cylic arithmetic codes 
and show that the problem reduces to the distribution of the dth power 
residues of a prime p in a certain interval. Aside from elementary number 
theory the paper is self-contained; no background in coding theory is 
required. 
Let r and n be positive integers. A cyclic arithmetic code of length n to 
base r is an ideal of the ring Z, of integers modulo m = r” - 1. Each such 
code is generated by a divisor a of m. If a = m/p for a prime p then the code 
is said to be a prime code and we denote it by C(p, r). If m is square free 
then C(p, r) is a minimal ideal and every ideal of Z, is a direct sum of 
minimal ideals. The codes C(p, r) are analogues of the above-mentioned 
irreducible cyclic codes which are themselves minimal ideals in the ring 
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GF(q)[x]/(x” - 1). For background and other references on arithmetic 
codes see [3, Chap. lo] or [7]. 
We assume that n = ord,(r), the order of r modulo p. (If n is not equal to 
ord,(r) then the code C(p, r) of length n is just a repetition of the code 
C(p, r) of length ord,(r).) A prime cyclic arithmetic code C(p, r) is 
isomorphic as a group to Z,. In what follows we take 
C(p,r)=Z,={O, l,..., p-l}. (1) 
A norm )I /I dependent on r may be defined on Z, as follows. Let (r) 
denote the subgroup of UP, the group of non-zero elements of Z,, 
generated by r. Set /loll =0 and for s in UP let llxll be the number of 
elements of the coset (r) x which lie in the interval 
where the bracket denotes the greatest integer function. A metric is defined 
on Z, by letting 11x- yI( be the distance from x to y. In coding theory llxl\ 
is called the weight of .X and elements of the code are called codewords. 
A basic problem in coding theory is determining the weight distribution 
of the codewords. We consider this problem for the codes C(p, r). Since 
clearly all elements of a coset (r) zc have the same weight, we need only 
find the weights of any complete set of representatives of the cosets. If d is 
the index of (r) in UP then (r) = (g”) where g is any primitive root of 
the prime p. So (r) is the group of d th power residues of p and 
1, g, g*, . . . . gdP1 is a complete set of representatives. 
Trivial cases. If ,&(p, r) is sufficiently large we have several trivial 
cases: 
(i) If r>p then -,.@(p, r)= U,, so each non-zero element x has 
weight n = ord,( r). 
(ii) If r=p-1, then A’(p,r)={2,3 ,..., p-l}, ord,(r)=2 and 
(r)={l,p-1). H ence II 1 II = Ilp - 1 II = 1 and all other elements of UP 
have weight 2. 
(iii) If (p- 1)/2<r<p-2, then &‘(p, r)= (2, 3, . . . . p-2) and so 
only the cosets which contain 1 or - 1 = p - 1 are not completely con- 
tained in &‘(p, r). Since (r ) is a cyclic subgroup of the cyclic group U,, 
which contains only one element of order 2, (r) contains - 1 if and only if 
n is even. Hence we have 
(a) If n is even, there are n elements of weight n - 2 and the rest have 
weight n. 
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(b) If n is odd, there are 2n elements of weight n - 1 and the rest 
have weight n. 
The sum of the weights of all non-zero codewords is nlM(p, r)l, hence, 
the average weight of the elements of UP is given by 
avg(p 9 r) = n. I-N;e(P> r)l = IM(P, r)l 
P-1 d ’ 
(3) 
where d is the index of (Y) in Up. 
Since power residues are approximately evenly distributed, one would 
expect the weight of each element of UP to be near the average weight. To 
make this statement precise we study the function 
Vinogradov [S] proved that the number N of elements in (r) .Y, x E UP, 
that lie in any interval c, c + 1, . . . . c + u - 1, 0 < v < p, satisfy 
N=i+p,hln(p) where 1~1 < 1. 
From this we obtain the rough bound 
Alp, r) 6 Jj h(p). (4) 
This bound is independent of r. As noted above if r > (p - 1)/2 we can 
do much better. Continuing this line of reasoning we obtain the following 
bound: 
THEOREM 1. If 2<r<p-2, then 
4p,r)62 -f- -, [ 1 d-l r+l d 
where d is the index of (r > in U,. 
Proof. Let m= [p/(r+ l)] and M= [p/(r 
following partition of U,: 
.s?= (1,2, . . . . m}, 
d& = (rn + 1, . . . . M}, 
F= (M+ 1, . . . . p- 1) 
(5) 
+ l)] and consider the 
(6) 
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For 2 <Y 6 p - 2, l&J1 = IF). Now 1(.x/I = n - u where 
u=I(r)xn%q+I(r)xnFl and 06u621991=2m. 
We also have M = p - 1 - m and from (3) we get 
avg(p, r) = - pll (p-I-2m). 
Since (p - 1 )/n = d we have d(p, r) 6 I - 2m/d + UI where 0 < u < 2m. It 
follows that d(p, r) 6 2m((d- 1)/d). 
COROLLARY. If(p-k)/(k+l)<r, then d(p,r)<2k((d-1)/d). 
Some Codes with d (p, r) = 0. If d( p, r) = 0, the code C( p, r) is said to 
be equidistant since the distance between any two codewords is the same. In 
this case the d cosets of (r) in UP each contain exactly the same number of 
elements in the interval A?‘(p, r). Clearly if d = 1, that is if r is primitive, 
then d(p, r) = 0. Since II ---XII = llxll it is also clear that if d= 2 and n is odd, 
equivalently when -r but not r is primitive, then d(p, r) = 0. 
Until now these were the only known cases where d(p, r) = 0. In [Z] an 
extensive search for the case r = 2 yielded no further examples. However, 
when r > 2, computer search yields numerous new examples where 
d(p, r) = 0. All equidistant codes C(p, r) were found for the first 100 primes 
p for all r < p. In each of the new examples the only values of the index d 
that arose for an equidistant code were 2, 3,4, and 6. 
If (r) has index d = 2, then (r) is the group of quadratic residues of p. 
In this case we are able to identify the following three classes of equidistant 
codes. 
THEOREM 2. Let(r) have index d = 2 and let n = ord,(r) he even. Then, 
(i) Zf[p/(r+1)]=2, thend(p,r)=Oifandonlyij”p=5 (mod8). 
(ii) If[p/(r+1)]=4, then d(p,r)=O ifandonly ifp,=5 (mod24). 
(iii) If[p/(r+ l)] =6, then d(p, r)=O ifand only ifp= f2 (mod 5) 
and p & 1 (mod 24). 
Proof: In this case the two cosets of (r) are the quadratic residues 
of p and the non-residues of p. We must determine in each case when the 
number of quadratic residues in -U(p, r) is equal to the number of non- 
residues. Let B, M, Y be the partition (6). Since n is even - 1 E (r) and it 
follows that 
I(r)xni?Ffl= [(r)xnFl 
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for all x. Thus we need only determine in each case when the number of 
quadratic residues in B is the same as the number of non-residues. 
In case (i), 99 = { 1, 2). Hence in this case we need to know when 2 is a 
non-residue. This is the case if and only if p = 3 or 5 (mod 8) [6]. Since 
n = (p - 1)/2 is even this reduces to p = 5 (mod 8). 
In case (ii), &9 = { 1, 2, 3,4}. It suffices to determine when 2 and 3 are 
non-residues of p. It is known [6] that this is the case if and only if p z 3 
or 5 (mod 8) and p = 5 or 7 (mod 12). Since (p - 1)/2 is even this reduces 
to p = 5 (mod 24). 
In case (iii), B’= (1,2, 3, 4, 5, 6). Since 1 and 4 are always quadratic 
residues it suffices to determine when exactly one of the remaining numbers 
is a quadratic residue. It cannot be 5, since if 2 and 3 are not quadratic 
residues then 6 must be. It follows that half will be quadratic residues iff 5 
is a non-residue and it is not the case that both 2 and 3 are quadratic 
residues. It is known that 2 and 3 are quadratic residues iff p = + 1 (mod 8) 
and p = + 1 (mod 12). As above since n is even the minus signs in these 
congruences cannot occur. It follows that 2 and 3 are quadratic residues 
iff p F 1 (mod 24). 5 is a non-residue if and only if p = f 2 (mod 5). This 
completes the proof. 
If d > 2, the situation is more difficult. We have only the following result: 
THEOREM 3. Let d= 4 and [p/(r + l)] = 2. Then C(p, r) is equidistant if 
and only if n is odd and 
2’P- 1114 & + 1 
(mod P). 
Proof: Since [p/(r+1)]=2, 9=(1,2} andF={-2, -l}, ifC(p,r) 
were equidistant and n were even then the two elements of &? would have 
to be equally distributed among the four cosets of (r). Hence we may 
assume n = (p - 1)/4 is odd, in which case - 1 is not in (r) so 
(r) # - (r). Let g be a primitive element of UP. Then 1, g, g2, g3 is a 
complete set of representatives for the cosets of (r) in UP. Since (r) 
consists of 4th powers (g*(r))*= (r) and so g*(r) = - (r). It follows 
that we may take 1, g, - 1, - g as coset representatives. Now C(p, r) is 
equidistant if and only if the elements 1, 2, - 1, -2 are equally distributed 
among the 4 cosets of (r). Since 1 E (r) and - 1 E - (r) we must have 
2 E f g(r) and - 2 E T g(r). It follows that C(p, r) is equidistant if and 
only if &2 is not in (r), i.e., -t 2 is not a 4th power. Using Euler’s criterion 
the theorem is established. 
Remarks. A computer search for equidistant codes C(p, r) where p 
ranges through the first 100 primes yields numerous examples satisfying the 
conditions of Theorems 2 and 3. In this search we encountered only the 
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values 2, 3,4, and 6 for d. The values for [p/(r + l)] are also in a large 
majority of cases 2, 3,4, and 6; however, not infrequently other values 
arise. For example, we have equidistant codes for p = 461 and r = 5, d = 4 
and [p/(r+1)]=76,andforp=421 andr=5,d=2and [p/(r+1)]=70. 
The latter example makes it seem unlikely that a simple criterion can be 
found to characterize equidistant C(p, r) even in case d= 2. Such a 
criterion would, for example, predict that exactly one-half of the integers in 
the set { 1, 2, . . . . 70)are quadratic residues if p = 421. 
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