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Abstract
The main goal of this work consists in showing that the analytic solutions
for a class of characteristic problems for the Einstein vacuum equations
have an existence region larger than the one provided by the Cauchy-
Kowalevski theorem, due to the intrinsic hyperbolicity of the Einstein
equations. The magnitude of this region depends only on suitable Hs
Sobolev norms of the initial data for s ≤ 7 and if the initial data are
sufficiently small the analytic solution is global. In a previous paper1,
hereafter “(I)”, we have described a geometric way of writing the vacuum
Einstein equations for the characteristic problems we are considering and
a local solution in a suitable “double null cone gauge” characterised by the
use of a double null cone foliation of the spacetime. In this paper, using
this “geometric” gauge, we give a detailed proof of this global existence
result. Moreover, as corollary, we prove the global existence of the weak
solutions for initial data sufficiently small in the Hs norms.
Keywords: Vacuum Einstein spacetimes, Characteristic problem; Global solu-
tions.
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1See [Ca-Ni3].
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1 Introduction
In this paper we prove a result about the existence region of the analytic solu-
tions of a specific class of characteristic problems, namely those whose “initial
data” are given on a null hypersurface consisting of the union of a truncated
outgoing null cone and of a truncated incoming cone intersecting the previous
one along a surface homeomorphic to S2. This class of characteristic prob-
lems was studied by different authors, for instance H.Muller Zum Hagen, [Mu],
H.Muller Zum Hagen and H.J.Seifert, [Mu-Se], in a series of papers by Dossa,
see [Do] and references therein, but, in particular, in the anticipating work by
A.Rendall [Ren], where a thorough examination is done showing how to ob-
tain initial data satisfying the costraint equations and the harmonic conditions
and, subsequently, a local existence result is presented. Recently, following,
but largely improving the A.Rendall result, one has to recall the paper by Y.
Choquet-Bruhat, P.Y.Chrusciel, J.M. Martin-Garcia “The Cauchy problem on
a characteristic cone for the Einstein equations in arbitrary dimensions”, see
[Cb-Ch-Do]. There the authors prove a local existence result for the character-
istic problem with initial data on a null cone, using again the harmonic gauge
and proving in a very detailed way how the initial data constraints have to be
satisfied and how, relying on Dossa results, [Do], the local existence result can
be proved. Moreover the nature of the characteristic problem with initial data
on the null cone, adds the extra problem of the “tip of the cone” which they
solve completely.
In (I) we showed how to provide an analytic initial data set for a class of char-
acteristic problems and a local solution via the Cauchy-Kowalevski theorem.
In the present paper our main goal is to show that the real analytic solutions
of the class of problems we are considering have, due to the hyperbolicity of
the Einstein equations, a larger existence region than the one proved by the
application of the Cauchy-Kowalevski theorem.
More precisely the results of this paper is twofold; first we show how to provide
analytic initial data, namely which part of them has to be given in a free way
on the whole initial hypersurface and which part has to be given only on the
intersection of the incoming and outgoing cones and then obtained on the whole
initial hypersurface using the constraint equations. Second, we prove that, given
analytic initial data on the null cones, the extension of the analyticity existence
region depends only on a finite number of derivatives of the initial data, that
is on some appropriate Hs Sobolev norms with a given s; hence if we assume
the initial data “small” in these norms, we can prove the global existence for
the analytic solutions. Moreover this implies immediately the global existence
of weak solutions with small Hs initial data. At the end of the introduction we
will state the two theorems summarising these results.
Some analogous results have been obtained in the past by S.Alinhac, G.Metivier,
where they proved the propagation of the analyticity for hyperbolic systems of
p.d.e., see [A-M] and references therein;
In most of the proofs of the global existence a bootstrap argument is exploited:
one assumes the spacetime foliated by a family of spacelike hypersurfaces, which
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amounts basically to choose a gauge, and uses the evolution equations written in
this gauge to control the metric restricted to these hypersurfaces and its deriva-
tives up to a certain order, proving that the solution can be extended beyond
the “last” hypersurface and, by contradiction, the global existence. Nevertheless
when we have to deal with a global existence problem it turns out very prob-
lematic, using a foliation made by spacelike hypersurfaces, to obtain a priori
energy-type estimates which can be bounded globally.2
Following the seminal ideas of D. Christodoulou and S. Klainerman, [Ch-Kl], it
turns out that in many instances it appears more appropriate to use a foliation
made by a family of null hypersurfaces (generally called cones), outgoing in
that case and both outgoing and incoming in [Kl-Ni2]. It was in the work of
Christodoulou and Klainerman, [Ch-Kl], that the crucial use of the foliation in
terms of the outgoing cones allowed to prove that the energy norms, denoted in
general with Q, are bounded everywhere.
The choice of this foliation, we call “double null canonical gauge”, completely
specified later on, is even more appropriate in the case of characteristic problems
where also the “initial data” are given on null hypersurfaces. Therefore this
choice is the first step needed to face and solve our problem.
These aspects of our result, the construction of the foliation, the explicit expres-
sion which the Einstein equations assume, the precise separation between the
constraint and the evolution equations and the general strategy to construct
the analytic solution and prove its extension to a region larger than the one
provided by the Cauchy-Kowalevski theorem are the issues carefully discussed
in (I). The main conclusion proved there is that, assuming the initial data be-
longing to a function space denoted Bα,ρ0
3 defined in (I) 4, to prove that the
Cauchy Kowalevski solution region can be extended, we have to prove that in
this region the solution belongs to a function space Bα,ρ with ρ < ρ0 depending
only on the first derivatives norms, that is to an Hs norms of the solution, with
s ≤ J0 < ∞.
5 Moreover if these first derivatives norms are sufficiently small
everywhere then the solution is globally analytic. To prove it we need, as said
before, that the initial data are small. The proof of this result is the core of this
work.
2See for instance the Linblad Rodnianski paper, [Lin-Rod], where the “energy norms” are
not bounded, but increase in t.
3See 1.3 for the definition of such space, observe that in (I) Bα,ρ is defined with the partial
derivatives while here with the covariant ones.
4Notice that if the initial data belong to Bα,ρ0 then they are analytic with radius ρ0
viceversa if they are analytic with radius ρ∗ then they belong to Bα,ρ0 for suitable ρ0 < ρ∗,
see lemmas 4.1 and 4.2 of (I) .
5In the following we choose J0 = 7, This is the smallest value we need in order to estimate
the first energy norms and apply the inductive mechanism, see also, [Kl-Ni2] and [Ca-Ni1].
6
In the remaining part of this introduction we give a survey of all the main
technical steps needed to prove this result, which requires the control of all
order derivatives of the solution components on the leaves of the “double null
canonical foliation”.
1) The gauge: This first step was the main content of (I). We just recall, as we
said before, that the choice of this foliation made by null outgoing and incoming
hypersufaces (cones) allows to define a natural set of coordinates {ν, λ, θ, φ} and
look for the Einstein equations solutions as a set of analytic functions in these
coordinates. The precise definition of all the quantities defining a solution of
the characteristic Einstein problem and the explicit expression of the Einstein
equations in this gauge are given in section 2. Here we simply recall that, as
discussed at length in (I), the metric of the spacetime has, in this gauge, the
following expression, 6
g = −2Ω2(dλdν+dνdλ)+γab(X
adλ+ dωa)(Xbdλ+ dωb) , (1.1)
where γab is the metric induced on the two-dimensional hypersurface S(λ, ν),
intersection of the outgoing cone C(λ) and the incoming one C(ν)
S(λ, ν) = C(λ) ∩ C(ν) ,
λ, ν are the coordinates along the incoming and outgoing cones respectively, Ω
has the role of the lapse function in the gauge associated to the more standard
spacelike foliations and X is the analogous of the shift vector and accounts to
the non spherical symmetric of the spacetime. The initial data null cones will be
indicated as C0 = C(λ0), for the outgoing one and C0 = C(ν0) for the incoming
one. Finally to each point of the spacetime a null orthonormal frame can be
associated, {e3, e4, eθ, eφ} with e3 and e4 null vectors, g(e3, e4) = −2 and the
equivariant vector fields7
N = Ωe4 =
∂
∂ν
; N = Ωe3 =
∂
∂λ
+Xa
∂
∂ωa
(1.2)
where {ωa} = {θ, φ} .
The general solution, denoted by Φ, see (I), is made by various terms,
Φ = (g;O,O) ≡ (g;U) = (γ,Ω, v, ψ, w,X ; ω, ζ, χ, ω, χ) .
where γ,Ω, v, ψ, w,X are the metric components or their first angular deriva-
tives, while ω, ζ, χ, ω, χ are the connection coefficients which are, basically, ex-
6Here and in the following we denote in an interchangeable way u, u and λ, ν, the values
they take, to denote the null coordinates.
7See (I) for their main properties.
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pressions of the remaining first derivatives of the metric components,
χAB = g(DeAe4, eB) , χAB = g(DeAe3, eB)
ξ
A
=
1
2
g(De3e3, eA) , ξA =
1
2
g(De4e4, eA)
ω =
1
4
g(De3e3, e4) , ω =
1
4
g(De4e4, e3)
η
A
=
1
2
g(De4e3, eA) , ηA =
1
2
g(De3e4, eA)
ζA =
1
2
g(DeAe4, e3) .
Moreover we define the initial data set of the metric components and connection
coefficients:
Φ(0) = (g;O,O)|C0∪C0 .
2) The hierarchy: As discussed at length in (I) we have to show that our
analytic solution defined in the region K is in a Bα,ρ function space with a ρ < ρ0
depending only on the first derivatives norms of the solution. More precisely we
have to prove the following bounds for all the cone tangential derivatives of the
solution components, we denote generically by V ,8
|r2+J−
2
p∇JV|p,S(λ, ν) ≤ C
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
. (1.3)
The | · |p,S norms are the norms we will use systematically. They are defined
as the Lp norms on the surface S(λ, ν) endowed with the induced metric, with
p ∈ [2, 4],∇ denotes the covariant tangential derivatives9, on the right hand side,
δ > 0 has to be chosen sufficiently large and Γ(λ) is defined in the following
section. We can also define the modified Hs spaces associated to the Lp norms
in an obvious way, see for example (I) section 4.2. 10
To prove it we have to control in a appropriate way the norms of all the tangen-
tial derivatives of these components along the outgoing and the incoming cones;
therefore along the outgoing cones we have to control the angular derivatives
and the derivatives with respect to e4, while for the incoming cones the angular
ones and the derivatives with respect to e3. Once these bounds are proved it is
immediate to show that the solution belongs to the Bα,ρˆ defined in (I) (with the
ordinary partial derivatives) with ρˆ < ρ and, therefore, to obtain the desired
result.
8The estimates for γ,Ω, v, ψ, w,X are slightly different and their precise estimates are given
later on.
9It is well known that the definition of tangential derivatives along the null cones is in some
sense ambiguous. Here with tangential with respect to the outgoing cone we mean, besides
the angular derivatives those along e4 and e3 for the incoming one.
10Notice that it is equivalent to require the smallness in Hs or to require that the constant
in front of the right hand side of equation 1.3 is small for the first s derivatives.
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The core of this paper is, therefore, to prove that the estimates 1.3 hold with
ρ depending only on the first 7 covariant derivatives. This has to be done
in various steps, following a precise order in the estimates of the various Φ
components, which shows a hierarchy in the technical results we need.
We start proving the estimates 1.3 for U ≡ {χ, ζ, ω, χ, ω}, namely the con-
nection coefficients part of the solution Φ, and more precisely we prove these
estimates for their covariant angular derivatives, ∇/ , see Theorem 3.1. This is
the first and central result and the largest part of this work; to get it we have
to use in a substantial way those structure equations which have the form of
transport equations without any “loss of derivatives”11; once these estimates
are obtained solving these transport equations we can obtain the estimates for
all the remaining tangential derivatives in a simpler way using the structure
equations without worrying anymore on the possible “loss of derivatives” as we
already control all order angular derivatives. Finally once we control the covari-
ant tangential derivatives of the connection coefficients we obtain from them
the ordinary partial derivatives of the same quantities completing the estimates
we need to prove that the solution belongs to Bα,ρˆ.
3) The extension:
As we proved in (I), once the solution belongs to Bα,ρˆ in the whole region K,
we assume being the largest analyticity region, we can use these estimates on
the upper boundary ∂K+ of K, to extend, via Cauchy-Kowalewski, the analytic
solution in a small strip above it. This implies that K is not the largest possible
analyticity region and, therefore, the solution is global. It is important to remark
that to claim that the solution is global, we need that the a priori estimates for
the energy-type quantities associated to the Hs solutions with s ≤ 7, hold in the
whole spacetime. This requirement is satisfied if the first 7 derivatives initial
data are sufficiently small. If viceversa these initial data are not small, these a
priori estimates hold only in a finite region, K, smaller as the initial data are
larger and in this case the analyticity region K cannot be extended beyond K.
Due to the complexity of this work we give in the rest of this section some more
details of all the main steps quoted before, which will be treated exhaustively
in the subsequent sections.
The angular derivatives: As we said, to estimate the covariant angular
derivatives of the connection coefficients we use those structure equations which
have the form of transport equations. To control the not underlined connection
coefficients we use the transport equations along the outgoing cones, while for
the underlined quantities those along the incoming cones.12 The way to ob-
tain the norm estimates is an inductive one, we assume to control the angular
derivatives norms up to order J ≤ N − 113 and we prove the analogous esti-
mates for J = N . This procedure to be satisfied requires, therefore, the use of
11see in (I) eqs. (2.39).
12With the exception of ω and ω, see later.
13To be precise, for technical reasons, we will assume inductive estimates for the LJO angular
derivatives of the connection coefficients.
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those transport equations where no “loss of derivatives” is present. There are
three important aspects which have to be emphasised here as they are deeply
entangled with the mathematical structure of the equations we are solving.
i) A clear example of the first aspect, present in all the situations when trying
to solve the transport equation for the connection coefficients, appears when we
look for the estimate of the trace part of χ, trχ, and its angular derivatives. Its
transport equation, written for U = Ω−1trχ,14
∂U
∂ν
+
Ωtrχ
2
U + |χˆ|2=0 , (1.4)
depends on the traceless part, χˆ, of χ and, looking at the structure equations,
see for instance (I) subsection 6.1.1, it is immediate to realise that there is not
a transport equation for χˆ without a loss of derivatives.
To overcome this problem we remark that the structure equations provide us
also with some elliptic Hodge equations defined on the generic two dimensional
surface, S, intersection of an outgoing cone and an incoming cone of the foliation.
In particular for χˆ we have the following elliptic equations
div/ χˆ =
1
2
∇/ trχ− β − ζ · χˆ+
1
2
ζtrχ (1.5)
Nevertheless to use this equation to control χˆ in 1.4 we have to control the
null Riemann components, in the present case β. This is where the hyperbolic
nature of the Einstein equations plays its important role. In fact to treat 1.5 as
an equation and not as the definition of the Riemann component β we need an
independent way to control the null Riemann components.
ii) The hyperbolic structure is the second important aspect, provided by the
hyperbolic nature of the Einstein equations which allows to obtain some a priori
estimates for some energy-type quantities, L2 norms of the Bel-Robinson tensor
and suitable Lie derivatives, denoted hereafter in general with Q and defined in
any detail in Section 4.
These “a priori energy estimates” allow to control the Riemann components, in
the previous case β, in terms of the analogous initial data quantities, therefore,
to control via equations 1.5 χˆ and its angular derivatives and, finally, through
the transport equation 1.4, trχ. Clearly these estimates need, to be performed,
the boundedness of the derivatives of the connection coefficients and it is here
that the bootstrap mechanism enter. The mechanism just sketched, discussed in
greater detail in subsection 3.2, reproduces itself, with some technical, but not
substantial, differences to control all the remaining connection coefficients and
their angular derivatives. It is the basic use of these a priori estimates which
implies that the analytic solution can be extended up to the region where these
a priori estimates hold.
iii) The third aspect to emphasise is that looking at the transport equations, one
realises that to control, via the inductive mechanism, all the angular derivatives
14The advantage to look at U instead of trχ will be clarified in the next section.
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of the connection coefficients we need to control the asymptotic decay of these
quantities along the outgoing cones. This requires, for technical reasons, that
we have to integrate the outgoing cones transport equations from above and
that, as discussed in any detail in subsections 9.5, 9.6.1 and in subsection 14.11,
the foliation of the spacetime has to be chosen in an appropriate way. This
is the reason of the introduction of the so called “double null cone canonical
foliation” which, beside its technical need to prove our result, basically satisfies
the request that the outgoing cones should coincide asymptotically with those
of the Schwarzschild spacetime.
The mixed derivatives and the metric components derivatives: As
said before discussing the natural hierarchy of the steps required to prove the
result, once we control the angular derivatives of the connection coefficients, the
subsequent step is to control the D4, D3 derivatives of all order and the mixed
ones with the angular derivatives. This will require to introduce the transport
equations for the LpSL
q
O, derivatives of the connection coefficients and to define
a class of extended energy norms, in order to repeat all the steps performed for
the LqO derivatives for the L
p
SL
q
O ones. The last step will be to obtain estimates
for the “ not ordered” mixed derivatives. A different way of obtaining the
mixed derivatives estimates can be performed, see the remark after Theorem
3.9, emphasising the central role of the angular derivatives.
Once we control all the covariant derivatives of the connection coefficients using
equations similar to 1.4 and 1.5 it is a long, but easy procedure to obtain the
estimates for the metric components; this is the content of Section 5.
The initial data: Finally, in Section 7, we present a careful discussion of
how obtaining the class of (global) initial data required to have global analytic
solutions. While here we present the explicit way to construct initial data on
the whole (unbounded) initial data null hypersurfaces, we refer to (I) for the
general discussion of how, in our double null canonical gauge, the constraints
appear and have to be satisfied.
We end this introduction stating two theorems summarising our results; they
are given here in a compact form and the following sections are devoted to state
their precise versions and their proofs.15
Theorem 1.1. Let us assign χˆ on C0, χˆ and X on C0 and Ω on C0 ∪ C0
analytic in Bα;ρ0,0,1 , moreover assume assigned
16 {γ, ζ, trχ, trχ, ω,K}, analytic
and satisfying suitable equations on S0. If all these coefficients satisfy suitable
smallness bounds in |·|p,S norms together with their first s tangential derivatives,
s ≤ 7, then it is possible to construct analytic initial data Φ0 on C0∪C0 in Bα;ρ0 ,
with α > 3, ρ0 < ρ0,0,1 such that the energy type Q
0 norms17 on C0 ∪ C0 are
finite and small18.
15see theorem 3.2
16
K is the curvature of S0
17see definition 4.2
18the precise version of this theorem is in section 7
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Theorem 1.2. Let us give Φ, a real analytic solution of the characteristic
problem for the Einstein vacuum equations in the region
K(Λa,Πa) ≡ {(λ, ν) ∈ [λ0,Λa]× [ν0,Πa]} ,
domain of dependance of C0(λ, [ν0,Πa]) ∪ C0([Λ0, λ0], ν), with initial data set
Φ0 belonging to the Banach space Bα;ρ0 , with α > 3. Then there exists a double
null foliation, the “double null canonical foliation”,19 of the region K(Λa,Πa)
such that the generic connection coefficient related to Φ and associated with such
foliation, belong to Bα,ρˆ, with ρˆ < ρ0 depending only on the | · |p,S norms of the
first s derivatives, s ≤ 7, of the initial data Φ0. Moreover if we give Φ0 such
that the energy type Q0 norms on C0 ∪ C0 are finite and sufficiently small, we
can construct an analytic solution in all the domain of dependence of C0 ∪ C0
belonging to Bα,ρˆ.
From these two theorems the following corollary can be derived:
Corollary 1.3. Given χˆ on C0, χˆ and X on C0 and Ω on C0 ∪ C0, satisfying
suitable smallness bounds in | · |p,S norms with their first s derivatives, s ≤ 7,
and {γ, ζ, trχ, trχ, ω,K} on S0, satisfying suitable equations and small in |·|p,S0 ,
with their first s angular derivatives, we can construct a weak global solution, in
| · |p,S norms with their first s derivatives, in the whole domain of dependence
of C0 ∪ C0.
Remark:
Notice that in the two theorems and the corollary, the smallness conditions for
the initial data are not precisely specified, this is because they are related to the
smallness of the Q0 energy norms, this smallness, on the other hand, is deter-
mined in a precise but not straightforward way in [Kl-Ni2], chapter 6. These to
types of smallness are intimately related, hence we we refer to them generally
with O(ǫ).
Acknowledgments: The idea propagate as much as possible the analyticity
of the solutions of the Einstein equations was suggested, years ago, to one of
the author (F.N.) by S.Klainerman and was implemented together on the “toy
model” of the Burger equation in [Kl-Ni1]; moreover both present authors are
pleased to thank S.Klainerman one for the long and rich collaboration and
(G.C.) for the useful period spent in the Math. Department of the Princeton
University and for the long and profitable conversations he had with him.
19Its explicit definition is in [Kl-Ni2], Chapter 3, see also [Ch-Kl] where it was first intro-
duced. Its definition and some specific details for the present case are given in subsections 9.5
and 14.11.
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2 The Einstein equations in the double null canon-
ical gauge
We collect here some of the results proved in (I) to make this work more complete
and to introduce all the notations systematically used in the following. In the
chosen gauge, see (I) for details, the evolution part of the Einstein equations
is made by the following system of first order equations for the various tensors
components omitting the indices to simplify the notations, 20
∂γ
∂ω
− v = 0 ,
∂ logΩ
∂ω
− ψ = 0 ,
∂Xˆ
∂ω
− w = 0
∂γ
∂λ
− 2Ωχ+ LXγ = 0
∂ logΩ
∂λ
+ ψ(X) + 2Ωω = 0
∂v
∂λ
+∇/Xv + (∂/X) · v − S(∂/ ⊗w)− 2Ω∂/⊗χ− 2Ωψ⊗χ = 0 (2.1)
∂ψ
∂λ
+∇/Xψ + 2Ωωψ + ψ(∇/X) + 2Ω∂/ω = 0
∂trχ
∂λ
+Ωtrχtrχ− 2Ωωtrχ+∇/Xtrχ− 2Ωdiv/ (ζ + ψ)− 2Ω|ζ + ψ|
2 + 2ΩK=0
∂χˆ
∂λ
+ LX χˆ−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ− 2Ωω χˆ− Ω(χˆ · χˆ)γ − Ω∇/ ⊗̂(ζ + ψ)− Ω(ζ + ψ)⊗̂(ζ + ψ)=0
∂ζ
∂λ
+ LXζ +Ωtrχζ +Ωdiv/ χˆ−
1
2
Ω∂/ trχ +2Ωωψ + 2Ω∂/ω +Ωψ ·χ=0
∂ω
∂λ
+∂/Xω−2Ωωω−
3
2
Ω|ζ|2+
1
4
Ωζ ·ψ+
1
2
Ω|ψ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
= 0
∂Xˆ
∂ν
+ 4Ω2ζ = 0
∂w
∂ν
+ 8Ω2ψ⊗ζ + 4Ω2∂/⊗ζ − 2Ωψ⊗(χ·X)− 2Ω(∂/ ⊗χ)·X = 0
∂trχ
∂ν
+Ωtrχtrχ− 2Ωωtrχ+ 2Ωdiv/ ζ−2Ωdiv/ ψ − 2Ω|ζ−ψ|2 + 2ΩK=0 (2.2)
∂χˆ
∂ν
−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ− 2Ωωχˆ− Ω(χˆ · χˆ)γ +Ω∇/ ⊗̂(ζ−ψ)− Ω(ζ−ψ)⊗̂(ζ−ψ)=0
∂ω
∂ν
− 2Ωω ω −
3
2
Ω|ζ|2− Ωζ ·ψ+
1
2
Ω|ψ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
= 0 ,
where γ,Ω, X are the components of the metric which has the following expres-
sion
g = −2Ω2(dudu+dudu)+γab(X
adu+ dωa)(Xbdu + dωb) . (2.3)
20In the first line of equations ω denotes the angular coordinates.
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The solution of the characteristic problem specified by the equations 2.1 and
2.2 becomes a solution of the Einstein equations if the initial data satisfy the
following equations, which have to be interpreted as constraint equations,21
On C0 :
∂γ
∂ν
− 2Ωχ = 0 ,
∂logΩ
∂ν
+ 2Ωω = 0
∂trχ
∂ν
+
Ωtrχ
2
trχ+ 2Ωωtrχ+Ω|χˆ|2=0
∂ζ
∂ν
+Ωtrχζ − Ωdiv/ χ+Ω∂/trχ+
∂∂/ logΩ
∂ν
− Ω∂/ logΩ·χ=0
On C0:
∂trχ
∂λ
+
Ωtrχ
2
trχ+ ∂Xtrχ+ 2Ωωtrχ+Ω|χˆ|
2=0 . (2.4)
In the next sections we start proving all the technical lemmas and theorems
needed to obtain the final result, following the order required by the hierarchical
structure described in the introduction.
3 The covariant angular derivatives for the con-
nection coefficients
As said in the introduction, we have to estimate first the angular derivatives
of the connection coefficients. The main result of this section is summarised in
the following theorem, which was stated in (I) as Lemma (I;4.7). To prove it
we assume the a priori estimates for some energy type norms, associated to the
Riemann tensor, which are the main content of the hyperbolicity of the Einstein
equations and which are proved in Section 4 adapting to the present problem
the results proved in [Kl-Ni2], Chapter 6.22
Theorem 3.1. Let Φ = (g;O,O) = (g;U) = (γ,Ω, v, ψ, w,X ; ω, ζ, χ, ω, χ) be
a real analytic solution in the region,23
K(Λa,Πa) ≡ {(λ, ν) ∈ [λ0,Λa]× [ν0,Πa]} ,
of the characteristic problem for the Einstein vacuum equations with analytic
initial data, {Φ(0)}, on C0∪C0 belonging to the Banach space Bα;ρ0 , with α > 3.
21See (I), Theorem 2.1, for a detailed discussion of this aspect.
22Reminding the analogy discussed in (I) of this problem with the much easier one associated
to the Burger equation we observe that here some important differences show up with the
way we treat the Burger case. There the a priori estimate provided from Lemma (I;4.4) can
be immediately derived as a straightforward consequence of the hyperbolicity of the Burger
equation while in the case of the Einstein equations their hyperbolic nature is somewhat
hidden unless we do use some appropriate gauges. Therefore in the present case the order of
the proofs is inverted, we prove first Theorem (I;4.6) where we use the Riemann component
estimates; subsequently we prove the Riemann estimates.
23See (I) for its precise definition.
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Then there exists a double null foliation, the “double null canonical foliation”,24
of the region K(Λa,Πa) such that the generic connection coefficient we indicate
with V, satisfy the following estimates 25
|r2+J−
2
p∇/
J
V|p,S(λ, ν) ≤ C1
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
(3.1)
with ρ < ρ0 depending only on ρ0 and on ‖Φ
(0)‖J ≡ |∇
JΦ(0)|p,S
26 with J ≤ 7,
with C1 a suitable constant satisfying,
C1 > ||Φ
(0)||Bα,ρ0 , (3.2)
and27
Γ(λ) = Cˆ
(λ− λ0)
λλ0
. (3.3)
For suitable values of δ and Cˆ.
Remarks:
i) As said above and discussed in more detail later on, the constant C1 in 3.1 has
not to be small; the situation is different for J ≤ 7 as in this case, the constant
have to be assumed small, O(ε)28, if the solution has to be global. Otherwise if
we do not ask this “smallness” the analytic solution will exist only in the region
where the a priori energy estimates are satisfied, see also the remark at the end
of subsection 3.4.
ii) To complete our proof we have first to obtain estimates analogous to 3.1
for the LNO derivatives
29 of the connection coefficients instead of the ∇/
N
ones.
To do this we have to exploit the structure equations for LNOO quantities. The
reason for this intermediate step lies in the bootstrap argument we have to use
to in this approach. In fact, as said before, to estimate those connection coeffi-
cients whose structure equations depends on the null Riemann components, we
24Its explicit definition is in [Kl-Ni2], Chapter 3, see also [Ch-Kl] where it was first intro-
duced. Its definition and some specific details for the present case are given in subsections 9.5
and 14.11.
25The notations in inequality 3.1 are a bit symbolic, J is an integer except that in ∇/ J where
it has to be considered a multiindex with |J | = J , moreover if with V we denote aO connection
coefficient then the weight factor r
2+J− 2
p has to be modified, see equations (I;4.52). Finally
for some of the connection coefficients the constant C1 has to be substituted by C1 log J , the
precise version of this result is in subsection 3.5, Theorem 3.6.
26To prove this theorem we only need the | · |p,S norms of the angular derivatives of the
initial data, the null direction will be important for the estimates of the mixed derivatives.
27It is appropriate to remark that Cˆ has the dimension of a length, [Cˆ] = L1.
28 As said before, the explicit estimate of the constant ε is not easy to give. It have to be
chosen such that the energy norm, Q0, defined in section 4 and before in [Kl-Ni2], chapter 6,
is sufficiently small.
29 With the symbol LO we mean the sum of the Lie derivatives with respect to the three
(i)O rotation vectors.
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have to use the energy estimates, (depending on the LO derivatives of the null
Riemann components ) which to be satisfied, require lower order LO estimates
of connection coefficients. At the end we will recover the estimates for the ∇/
derivatives lowering the radius of convergence.
3.1 The proof of Theorem 3.1
The estimates we prove refer to the region K(Λa,Πa) where we have an analytic
solution Φ of the Einstein equations.30 Therefore in this region all the structure
equations can be used, both those along the outgoing cones and those along the
incoming ones.31 The estimates of these norms follow the same pattern used in
[Kl-Ni2], Chapter 4, the main difference being that now we have to control all
order derivatives. This is done in a recursive way, assuming we control the lower
derivatives we show that we can control the higher ones. This implies, again
generalising [Kl-Ni2], that to obtain this result we need to use those transport
equations which do not lose regularity.
This proof is very long and involved, nevertheless once one grasps its general
structure it is easy to realise that the same procedure is repeated over and over
to control the angular derivatives of all the various connection coefficients.
We go by induction. Let us suppose we have already obtained the estimates for
LN−1O O, therefore we show how to control the L
N
O derivatives of U/ = ∇/Ω
−1trχ+
Ω−1trχη, (the details are in Section 9.)32 and discuss in the next subsection the
general strategy.33
Let us consider the transport equation of U/ , which can be derived immediately
from the transport equation for U = Ω−1trχ, 34
∂U
∂ν
+
Ωtrχ
2
U + |χˆ|2=0 (3.4)
and the transport equation for η,
D/
∂ν
η +Ω
trχ
2
η +Ωχˆ · η − Ωχ · η +Ωβ = 0 , (3.5)
D/
∂ν
U/ +
3
2
ΩtrχU/ = −∇/ |χˆ|2 − η|χˆ|2 − Ωχˆ · U/ + trχ(χˆ · η)− trχβ , (3.6)
30Recall as described carefully in (I) that an analytic solution of the system of equations
(I;2.35), (I;2.36) is a solution of the Einstein equations provided the initial data satisfy equa-
tions (I;2.48),(I;2.49). It is important to recall, see also Theorem 4.5 of (I), that the solution
Ψ ∈ Bα,ρ′′ and ρ
′′ is independent, due to the hyperbolicity, from the size of K(Λa,Πa).
31That this region can be foliated by a “double null cone foliation” follows as such a foliation
is guaranteed even for much less regular solutions, see [Kl-Ni2] and [Ca-Ni2].
32U/ is a combination of different connection coefficients. Its introduction is required to
avoid some logarithmic divergences which will appear if we consider the transport equation
for ∇/ trχ, see details in [Kl-Ni2], Chapter 4. Once we control it with all its angular derivatives
we control immediately ∇/N trχ with N ≥ 1 and ∇/N χˆ.
33All the definitions not explicitly given here are in (I).
34The trace part of the Raychaudhuri equation. The definition of U allow us to eliminate
the dependance on ω = −2−1D/ 4 log Ω present in the equation for trχ.
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which we rewrite as
D/
∂ν
U/ +
3
2
ΩtrχU/ +Ωχˆ · U/ + 2χˆ · (∇/ χˆ) = F/ , (3.7)
where
F/ = −trχβ − η|χˆ|2 + trχχˆ · η . (3.8)
From it we derive the structure equations for the angular derivatives35 LN−1O U/
which will allow to control LNO trχ and L
N−1
O ∇/ χˆ.
D/
∂ν
(LN−1O U/ ) +
3
2
Ωtrχ(LN−1O U/ ) = −Ωχˆ · (L
N−1
O U/ )− L
N−1
O ∇/ |χˆ|
2 + LN−1O β + Fl.o.
(3.9)
where Fl.o. is a complicated quadratic expression,
36 see equation 13.8, of the
connection coefficients and of the Riemann tensor components, but with no LO
derivatives of order N .37 The strategy is to use Gronwall inequality to prove the
correct bound for the |LN−1O U/ |p,S norm once we make inductive assumptions for
all the lower derivatives of the connection coefficients to control Fl.o. and once
we have estimates for the initial data connection coefficients. The more delicate
part, to complete this procedure, is the control of LN−1O ∇/ χˆ and of L
N−1
O β. These
two contributions have to be estimated separately.
To control LN−1O ∇/ χˆ, looking at the structure equations, see (I), Appendix to
Section 2, we observe that, as we said in the introduction, there are not transport
equations for χˆ along the outgoing cones with no loss of derivatives, but there
are the Hodge equations,38
div/ χˆ =
1
2
∇/ trχ− β − ζ · χˆ+
1
2
ζtrχ ≡ F (1)
and from them one derives analogous Hodge systems for the angular derivatives
LN−1O ∇/ χˆ. This will allow to get for |L
N−1
O ∇/ χˆ|p,S the estimate
39
|(LN−1O ∇/ χˆ)|p,S ≤ c
(
|Ω|∞,S |(L
N−1
O U/ )|p,S + |(L
N−1
O β)|p,S
)
+ Gl.o.. (3.10)
Remarks:
i) In order to obtain the equations 3.9, and 3.10 from the structure equations,
we have to estimate the | · |p,S norms of the commutators [L
K
O , D/ ν ], [L
K
O , div/ ]
and [LKO ,∇/ ] applied to U/ and ∇/ χˆ; to do this we need estimates also for the first
35See next subsection for its precise derivation.
36l.o. stays for “lower order”.
37Of order N − 1 for the Riemann components.
38ǫ is the totally antisymmetric tensor.
39Gl.o. denotes an estimate of terms with lower order derivatives (< N).
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derivatives of the connection coefficients, which we include in the final version
of Theorem 3.6.
ii) To be useful this estimate requires that we have an independent way of con-
trolling the | · |p,S norm of β. Once this is achieved the expression of 3.10
of LN−1O ∇/ χˆ norm can be substituted in 3.9. After a careful examination of the
structure of the terms in Fl.o., the right estimate for |L
N−1
O U/ |p,S can be obtained
and, finally, from the Hodge system the expected estimate for |Lˆ
N−1
O ∇/ χˆ|p,S and,
from the definition of U/ , the one of |LN−1O ∇/ trχ|p,S.
Therefore, besides the transport equation and the Hodge system, we have to
control |LN−1O β|p,S . The estimates for L
N−1
O β or, more in general, for the deriva-
tives of the null Riemann components are based on the hyperbolic nature of the
Einstein equations implying that we can obtain a priori estimates for “energy
type” norms, as discussed at length,40 in [Kl-Ni2]. This procedure reproduces
itself for all the remaining connection coefficients, therefore we summarise in
the next subsection the general strategy we use consisting, basically, of four
different steps.41
3.2 The general strategy for the angular derivatives
I) We have a transport equation for a quantity expressed in terms of the first
derivatives of the connection coefficients 42, let us denote it M; this implies
an analogous equation for its LN−1O derivatives which has, in general,
43 the
following expression:
D/ (LN−1O M)
∂ν
+K
Ωtrχ
2
(LN−1O M) +OL
N−1
O ∇/O +H(O)L
N−1
O Ψ = Kl.o.
(3.11)
where K is some fractional number, H(O)LN−1O Ψ denotes a linear expression
in the connection coefficients times the LN−1O derivatives of Riemann null com-
ponents and Kl.o. collects all the terms which depend on lower order derivatives
which can be estimated using the inductive assumptions.
II)The remaining term which depends on the highest order derivatives,OLN−1O ∇/O,
has the property that, in general, there is no transport equation for ∇/O without
loss of derivatives, but O satisfies an Hodge equation which, slightly symboli-
cally, can be written as,
div/ O =M+Ψ+Hl.o.
(3.12)
40Up to the first derivatives of the Riemann tensor.
41We describe it for the non underlined quantities as for the underlined ones the structure
is exactly the same with the obvious modifications.
42or second derivatives...
43See the details in Section 9.
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where with Ψ we denote one or more Riemann null components and Hl.o. con-
tains lower order terms. applying LN−1O times Hodge system we obtain an equa-
tion, similar to 3.10, which allows an estimate LN−1O ∇/O in terms of L
N−1
O M,
provided we control the (norms of the) LN−1O derivatives of the Riemann com-
ponents Ψ.
III) The control of the LO derivatives of Ψ, up to N−1, is the third step
required to get the result which, again, is present in all the connection coefficients
norm estimates; it is implemented using the hyperbolic nature of the Einstein
equations which shows itself in the a priori estimates for the energy-type L2
norms, we denote them by Q norms, whose proof is in Section 4; these a priori
estimates can be proved in the whole spacetime if the initial data are small,
otherwise there will be a bounded region where they hold.44
IV) Once we control the N−1 derivatives of Ψ we integrate 3.11 along the outgo-
ing cones45 and use the Gronwall’s inequality to control |LN−1O M|p,S and finally
again the Hodge system to control (the norm of) LN−1O ∇/O and, subsequently,
of LNOO .
V) As final last step we recover the estimates for ∇/
N−1
M and ∇/
N
O from the
previous estimates
3.3 The last slice and the canonical foliation
A technical but important remark is appropriate here and will be discussed
in more detail in the following subsection later on. To prove Theorem 3.1 it is
crucial that we assume in the inductive hypothesis the correct asymptotic decay
of the (derivatives of the) connection coefficients along the outgoing cones. To
obtain it it turns out that the integration along the outgoing cones for all the
not underlined quantities has to be done going backward,46 starting from the
greatest u value, ν∗ = Πa.
This implies we have first to know the estimates for all the connection coefficients
on the last slice, C(ν∗). This can be achieved using the incoming transport equa-
tions starting from C0 at (λ0, ν∗) and exploiting the energy estimates starting
from the initial data surface C0. The arising problem, proceeding in this way, is
that some of these transport equations imply a loss of derivatives which would
not allow an inductive procedure to control the higher derivatives. To overcome
it one has to choose, in an appropriate way, on C(ν∗) ≡ C∗ the shift function Ω
(see (I) for its definition); this specifies on C∗ the function u = u|C∗ and a foli-
ation on it. The outgoing cones in K are then defined as the level hypersurfaces
of a solution of the eikonal equations with u|C∗ as “initial data”. This defines
the so called “double null cone canonical foliation”. We discuss carefully how
to obtain this foliation in subsections 9.5, 9.6.1 and in subsection 14.11, but we
also recall that this procedure is not new and is due to D.Christodoulou and
44 Analogous to the time slab R× [0, T ] of the Burger equation, see (I), Section 4.
45Or along the incoming cones depending on which transport equation for M is without
loss of derivatives.
46With the exception of ω and ω whose role is inverted.
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S. Klainerman who introduced it in [Ch-Kl] and was subsequently readapted in
[Kl-Ni2] and [Ni] where more details are given.
Remark:
A contradiction seems to appear as we claim that to prove the analytic solution
existence, we assign initial data on C0∪C0 and, nevertheless, to prove the norm
estimates of Lemma 3.1 we have to assign “final data” on the last slice C(ν∗).
Nevertheless this contradiction is only apparent and the picture of the global
strategy to prove the existence of a global analytic solution goes in the following
way:
We assign initial data on C0 ∪ C0 satisfying the appropriate norm estimates
3.18 and 3.19 and applying Cauchy-Kowalevski we prove, as discussed in (I),
the existence of the solution in a small region; then we denote, see Theorem 3.1,
K(Λa,Πa) ≡ {(λ, ν) ∈ [ν0,Λa] × [λ0,Πa]} as the larger region where, with the
assigned initial data, this analytic solution does exist. Observe that up to now
the double null foliation of the existence region is not specified.
Introducing on the upper part C(Πa) of the boundary of K(Λa,Πa), the part we
call in the previous subsection “the last slice” and denoted C(ν∗), an appropri-
ate foliation defined through Ω∗, we prove, starting from S(λ0, ν∗) ⊂ C0 and
exploiting the energy norms norms from C0, appropriate norm estimates for the
not underlined connection coefficients on C(ν∗) and using them and the trans-
port equations on the outgoing cones we prove the norm estimates of Theorem
3.1; this is the crucial step to show that the region K(Λa,Πa) can be extended
implying, to avoid a contradiction, that this region is in fact unbounded.
Of course this also implies that the double null foliation of this region required
to prove its unboundedness is, see also [Kl-Ni2], the “double null canonical fo-
liation”, that is the one determined by the foliation imposed on the last slice to
obtain the correct “final data norms”.
Finally the last thing to observe is that, going back from the data on the last slice
with the outgoing transport equations to C0 we obtain some norms bounds that
the not underlined connection coefficients have to satisfy on C0 and we have
to prove that these bounds are compatible with the previously assumed initial
data; this is easy to prove for the following reasons: we can now assume all the
transport equations along the outgoing cones without worrying anymore of loss
of derivatives as we already have the estimates for all order derivatives and due
to the fact that the final parameter ρ appearing in these estimates is smaller
than the initial one, ρ0, it is immediate to realise that all these estimates are
consistent with the initial data estimates.47
3.4 The initial data conditions
To prove the inductive estimate for |rN+2−
2
p∇/N−1U/ |p,S and for the | · |p,S norms
of the remaining connection coefficients, Theorem 3.1, we need some assump-
47In principle the foliation on C0 of the initial data is different from the foliation induced
on C0 from the canonical foliation, but it can be proved, proceeding as in [Kl-Ni2] that, due
to the fact that we are considering a “small initial data problem” the two induced foliations
are near and the result follows.
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tions on the initial data. This is a bit delicate as the initial data have to satisfy
some constraint equations.48 As it will be proved in detail later on, the strategy
is first to define the initial data in a neighbourhood of S(0) ≡ C0 ∩C0 and then
prove, again with a “ Burger type” mechanism, that the analytic initial data
can be defined on the whole C0 ∪ C0. The proof is a simplified version of the
main proof, with the basic difference that in this case we, as we directly assign
those connection coefficients which need the Hodge equations to be estimated,
we don’t need the estimates of the null Riemann components, and hence of the
energy type norms. For the same reason we do not need to integrate along
C0 “from above”. Moreover, the exponential factor, Γ(λ), in the initial data
assumptions is different, namely we require,
Γ0(λ) = C˜0
(λ− λ0)
λλ0
. (3.13)
With suitable C˜0 < Cˆ.
Therefore we show in Section 7 that we can construct analytic initial data sat-
isfying the following bounds for any J with ǫ > 0, given suitable conditions.
More precisely we prove the following
Theorem 3.2. Assuming assigned χˆ on C0 = C(λ0, ν), χˆ and X on C0 =
C(λ, ν0) and Ω on C0 ∪ C0 analytic, of radius ρ0,0,1 satisfying the following
estimates49,
|νJ+2+ǫ−
2
p∇J logΩ|p,S(λ0, ν) ≤ C
(0)
3 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0,0,1
|νJ+
5
2+ǫ−
2
p∇J χˆ|p,S(λ0, ν) ≤ C
(0)
1 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0,0,1
, (3.14)
||λ|1+ǫν1+J−
2
p∇J logΩ|p,S(λ, ν0) ≤ C
(0)
3 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0,0,1
||λ|
3
2+ǫν1+J−
2
p∇J χˆ|p,S(λ, ν0) ≤ C
(0)
1 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0,0,1
||λ|
3
2+ǫν1+J−
2
p∇JX |p,S(λ, ν0) ≤ C
(0)
1 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0,0,1
,
With
Γ0 = C˜0
λ− λ0
λλ0
, C˜0 suitable constant,
with C
(0)
1,3 and C
(0)
1,3 of order O(ε) for J ≤ 7 and O(1) otherwise, assuming finally
that on S0 = S(0, ν0) the connection coefficients
{γ, trχ, trχ, ζ, ω, ω}
48See (I) for a detailed discussion of the constraint equations.
49the estimates for the not derived connection coefficients are more delicate as they involve
also the metric γ with is unknown of the problem and hence have to be done with respect to
an auxliary metric, namely γ˜, the Mikowski metric on C0 with respect to the Ω foliation. see
[Ca-Ni2], for all the details.
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sufficiently small and such that the following conditions are satisfied5051,
∇/ trχ− ζtrχ ≤ εν
−( 72+ǫ)
0
∇/ trχ− ζtrχ ≤ εν
−( 72+ǫ)
0
K−K+
1
4
(
trχtrχ− trχ trχ
)
≤ εν
− 72
0
curl/ ζ ≤ εν
− 72
0 . (3.15)
Xa(0, ν0, θ, φ) =
∫ ∞
ν0
4Ω2γacζc(λ1; ν
′, θ, φ)dν′ (3.16)
ω(0, ν0, θ, φ) = −
∫ ∞
ν0
dν′e
∫
ν′
ν0
(−2Ωω)dν′′
[
ζ · ∇/ logΩ+
3
2
|ζ|2−
1
2
|∇/ logΩ|2−
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)]
(ν′),(3.17)
then it is possible to construct analytic initial data on C0 ∪ C0 such that suit-
able energy type Q0 norms on C0 ∪ C0 are finite and small and the connection
coefficients are analytic satisfying the following estimates
On C0: ∣∣r1+J+σ(J)− 2p∇/ J trχ∣∣
p,S
≤ C
(0)
0 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0∣∣r 52+J+ǫ− 2p∇/ J χˆ∣∣
p,S
≤ C
(0)
1 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0∣∣r2+J− 2p∇/ Jζ∣∣
p,S
≤ C
(0)
4 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0∣∣r2+J+ǫ− 2p∇/ Jω∣∣
p,S
≤ C
(0)
2 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0∣∣r1+J+σ(J)− 2p∇/ J trχ∣∣
p,S
≤ C
(0)
5 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
(3.18)
∣∣|λ0|r1+J− 2p∇/ J χˆ∣∣p,S ≤ C(0)6 e(J−2)(Γ0(λ)+δ0) J !Jα 1ρJ0∣∣|λ0|r1+J− 2p∇/ Jω∣∣p,S ≤ C(0)7 e(J−2)(Γ0(λ)+δ0) J !Jα 1ρJ0 .
50To completely define the ∇/ derivative on S0 we have also to assign γ on S0 see section 7
51Clearly, to obtain the smallness of the first C(J) J ≤ 7, we have to assume also the angular
derivatives ∇/ s of the quantities assigned on S0 of order ε.
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On C0:
||λ|σ(J)rJ+1−
2
p∇/
J
trχ|p,S ≤ C
(0)
0 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
||λ|
3
2+ǫrJ+1−
2
p∇/ J χˆ|p,S ≤ C
(0)
1 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
||λ|1+ǫrJ+1−
2
p∇/
J
ω|p,S ≤ C
(0)
2 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
|r1+J+σ(J)−
2
p∇/
J
trχ|p,S ≤ C
(0)
5 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
|rJ+2−
2
p∇/ J χˆ|p,S ≤ C
(0)
6 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
(3.19)
|rJ+2−
2
p∇/
J
ω|p,S ≤ C
(0)
7 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
|rJ+2−
2
p∇/
J
ζ|p,S ≤ C
(0)
4 e
(J−2)(Γ0(λ)+δ0)
J !
Jα
1
ρJ0
.
With σ(J) = 0, J = 0, σ(J) = 1, J > 0, r(ν) = 14π |S(0, ν)|γ , ∇/ the projection
of the covariant derivative along the angular coordinates, Γ = C0
λ−λ0
λλ0
, δ > δ0,
ρ0 < ρ0,0,1, and all the constant C and C of order O(ε) for J ≤ 7 and O(1)
otherwise.
Proof: The proof is substantially the content of [Ca-Ni1], we retrace and im-
prove that result in Section 7.
Remarks:
i) Notice that, as said before, for the initial data, we do not need the energy
estimates, as on the initial data we already posses all the tangential derivatives
of χ, χ, Ω and hence for ω and ω at any order and so we do not have to use
the Hodge estimates and hence the estimates for all the tangential derivatives
of the null Riemann components. This is a great advantage, as we do not have
to retrace all the machinery we have to use in the internal mixed derivatives
estimates.
ii) Notice moreover that in order to prove Theorem 3.2 we do not need the full
tangential derivatives of the free connection coefficients but only the angular
ones in the hypothesis 3.14, we require the full ones in order to estimate also
the mixed derivatives, see Theorem 3.4
iii) We have to require a slightly better decay for some of the connection coeffi-
cients, adding an ǫ > 0 on the decay for r, in order to assure the boundedness
of the Q norms.
iv) With respect to the construction of the initial data provided in [Ca-Ni1], we
provide the ζ on S0 instead that on the upper part of the incoming cone C0, this
is an improvement.
From these estimates we obtain the estimates for the LO derivatives on the
initial data, which will be needed to obtain the energy estimates of the null
Riemann components. Hence we have to prove the following estimates:
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Theorem 3.3. Under the assumptions of Theorem 3.2, the following estimates
hold
On C0:
|r2−
2
pLJOU |p,S ≤ C
(0)
0,0e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r
5
2+ǫ−
2
pLJOχˆ|p,S ≤ C
(0)
0,1e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2+ǫ−
2
pLJOω|p,S ≤ C
(0)
0,2e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLJOζ|p,S ≤ C
(0)
0,3e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1∣∣r2− 2pLJOtrχ∣∣p,S ≤ C(0)0,4e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1 (3.20)∣∣|λ0|r1− 2pLJOχˆ∣∣p,S ≤ C(0)0,5e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1
||λ0|r
1− 2
pLJOω|p,S ≤ C
(0)
0,6e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
On C0:
|r1−
2
p |λ|LJOU |p,S ≤ C
(0)
0,0e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|
3
2+ǫLJOχˆ|p,S ≤ C
(0)
0,1e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|1+ǫLJOω|p,S ≤ C
(0)
0,2e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLJOU |p,S ≤ C
(0)
0,3e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLJOχˆ|p,S ≤ C
(0)
0,4e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
(3.21)
|r2−
2
pLJOω|p,S ≤ C
(0)
0,5e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLJOζ|p,S ≤ C
(0)
0,6e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
.
With ρ0,1 < ρ0, and all the constants C and C of order O(ε) for J ≤ 7 and
O(1) otherwise. Moreover we have similar estimates for the first derivatives of
the connection coefficients:
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On C0:
|r3−
2
pLJ−1O ∇/U |p,S ≤ C
(0)
1,0e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r
7
2+ǫ−
2
pLJ−1O ∇/ χˆ|p,S ≤ C
(0)
1,1e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3+ǫ−
2
pLJ−1O ∇/ ω|p,S ≤ C
(0)
1,2e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLJ−1O ∇/ ζ|p,S ≤ C
(0)
1,3e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1∣∣r3− 2pLJ−1O ∇/ trχ∣∣p,S ≤ C(0)1,4e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1 (3.22)∣∣|λ0|r2− 2pLJ−1O ∇/ χˆ∣∣p,S ≤ C(0)1,5e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1
||λ0|r
2− 2
pLJ−1O ∇/ ω|p,S ≤ C
(0)
1,6e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
On C0:
|r2−
2
p |λ|LJ−1O ∇/U |p,S ≤ C
(0)
1,0e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
p |λ|
3
2+ǫLJ−1O ∇/ χˆ|p,S ≤ C
(0)
1,1e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
p |λ|1+ǫLJ−1O ∇/ ω|p,S ≤ C
(0)
1,2e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLJ−1O ∇/U |p,S ≤ C
(0)
1,3e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLJ−1O ∇/ χˆ|p,S ≤ C
(0)
1,4e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
(3.23)
|r3−
2
pLJ−1O ∇/ ω|p,S ≤ C
(0)
1,5e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLJ−1O ∇/ ζ|p,S ≤ C
(0)
1,6e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
.
With all the constant C and C of order O(ε) for J ≤ 7 and O(1) otherwise.
Proof: The proof is a repetition of lemmas 4.1 and 4.2 applied now to the
connection coefficients.
Remark:
Notice that the hierarchy among the constants C is obtained from the sequence
we adopt to to prove the inequalities 3.20 , 3.21 , 3.22 and 3.23.
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In order to prove Theorem 1.2 we need also the estimates for the other tangential
derivatives of the initial data null cones, namely D/
J
ν∇/
p
O for C0 and D/
J
λ∇/
p
O
for C0. This is the result of the following theorem:
Theorem 3.4. Assuming the hypothesis of Theorem 3.2, the following estimates
hold for the D/
p
ν∇/
q
derivatives of the connection coefficients on C0,
|r1+p+q+σ(P )−
2
pD/
p
ν∇/
q
U |p,S ≤ F1
(
(p+ q)!
(p+ q)α
e(p+q−2)(δ0+Γ0(λ))
ρp+q0
)
|r1+p+q+σ(P )−
2
pD/
p
ν∇/
q
trχ|p,S ≤ F2
(
(p+ q)!
(p+ q)α
e(p+q−2)(δ0+Γ0(λ))
ρp+q0
)
|r2+p+q−
2
pD/
J
ν∇/
p
χˆ|p,S ≤ F3
(
(J + P )!
(p+ q)α
e(p+q−2)(δ0+Γ0(λ))
ρp+q0
)
∣∣r2+p+q− 2pD/ pν∇/ qη∣∣p,S ≤ F4( (p+ q)!(p+ q)α e(p+q−2)(δ0+Γ0(λ))ρp+q0
)
∣∣r2+p+q− 2pD/ pν∇/ qζ∣∣p,S ≤ F5
(
(p+ q + 1)!
(p+ q + 1)α
e(p+q−1)(δ0+Γ0(λ))
ρp+q+10
)
(3.24)
∣∣r2+p+q− 2pD/ Jν∇/ PU |p,S ≤ F 1( (p+ q)!(p+ q)α e(p+q−2)(δ0+Γ0(λ))ρp+q0
)
∣∣|λ|r1+p+q− 2pD/ Jν∇/ P χˆ|p,S ≤ F 3( (p+ q)!(p+ q)α e(p+q−2)(δ0+Γ0(λ))ρp+q0
)
∣∣r2+p+q− 2pD/ Jν∇/ Pω∣∣p,S ≤ F6
(
(p+ q + 1)!
(p+ q + 1)α
e(p+q−1)(δ0+Γ0(λ))
ρp+q+10
)
∣∣r2+p+q− 2pD/ Jν∇/ Pω∣∣p,S ≤ F 6( (p+ q)!(p+ q)α e(p+q−2)(δ0+Γ0(λ))ρp+q0
)
.
With all the constant F and F of order O(ε) for J ≤ 7 and O(1) otherwise.
Clearly analogous estimates with D/ λ instead of D/ ν on C0 hold.
Proof: The proof is in section 7.
Remark:
As already noticed in Remark i) of Theorem 3.2 for the angular derivatives, here
we do not need the energy estimates, as on the initial data we already posses
all the mixed derivatives of χ on C0, χ and X on C0, of Ω on C0 ∪ C0 and
hence for ω and ω on C0 ∪ C0 at any order and so we do not have to use the
Hodge estimates and hence the estimates for all the mixed derivatives of the
null Riemann components. Notice that in order to prove Theorem 3.4 we need
the full tangential derivatives of the free connection coefficients assumed in the
hypothesis of Theorem 3.2.
Clearly we can also state the analogous of inequalities 3.20, 3.21, 3.22 and 3.23
for the mixed derivatives, in this case, in order to estimate the right energy
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norms we have to estimate the LpSL
q
OO, the Lie derivatives of the connection
coefficients.52:
Theorem 3.5. Under the hypothesis of Theorem 3.4, the following inequalities
hold, with p+ q = J
On C0:
|r2−
2
pLpSL
q
OU |p,S ≤ F
(0)
0,0 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r
5
2+ǫ−
2
pLpSL
q
Oχˆ|p,S ≤ F
(0)
0,1 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2+ǫ−
2
pLpSL
q
Oω|p,S ≤ F
(0)
0,2 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
Oζ|p,S ≤ F
(0)
0,3 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1∣∣r2− 2pLpSLqOtrχ∣∣p,S ≤ F (0)0,4 e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1 (3.25)∣∣|λ0|r1− 2pLpSLqOχˆ∣∣p,S ≤ F (0)0,5 e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1
||λ0|r
1− 2
pLpSL
q
Oω|p,S ≤ F
(0)
0,6 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
On C0:
|r1−
2
p |λ|LpSL
q
OU |p,S ≤ F
(0)
0,0e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|
3
2+ǫLpSL
q
Oχˆ|p,S ≤ F
(0)
0,1e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|1+ǫLpSL
q
Oω|p,S ≤ F
(0)
0,2e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
OU |p,S ≤ F
(0)
0,3e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
Oχˆ|p,S ≤ F
(0)
0,4e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
(3.26)
|r2−
2
pLpSL
q
Oω|p,S ≤ F
(0)
0,5e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
Oζ|p,S ≤ F
(0)
0,6e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
.
With all the constant F and F of order O(ε) for J ≤ 7 and O(1) otherwise.
52We can assume the constant C and C be the same of the inequalities for the angular
derivatives
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Moreover we have similar estimates for the first derivatives of the connection
coefficients, with p+ q = J − 1:
On C0:
|r3−
2
pLpSL
q
O∇/U |p,S ≤ F
(0)
1,0 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r
7
2+ǫ−
2
pLpSL
q
O∇/ χˆ|p,S ≤ F
(0)
1,1 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3+ǫ−
2
pLpSL
q
O∇/ ω|p,S ≤ F
(0)
1,2 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLpSL
q
O∇/ ζ|p,S ≤ F
(0)
1,3 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1∣∣r3− 2pLpSLqO∇/ trχ∣∣p,S ≤ F (0)1,4 e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1 (3.27)∣∣|λ0|r2− 2pLpSLqO∇/ χˆ∣∣p,S ≤ F (0)1,5 e(J−2)(δ0+Γ0(λ)) J !Jα 1ρJ0,1
||λ0|r
2− 2
pLpSL
q
O∇/ω|p,S ≤ F
(0)
1,6 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
On C0:
|r2−
2
p |λ|LpSL
q
O∇/U |p,S ≤ F
(0)
1,0e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
p |λ|
3
2+ǫLpSL
q
O∇/ χˆ|p,S ≤ F
(0)
1,1e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r2−
2
p |λ|1+ǫLpSL
q
O∇/ ω|p,S ≤ F
(0)
1,2e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLpSL
q
O∇/U |p,S ≤ F
(0)
1,3e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLpSL
q
O∇/ χˆ|p,S ≤ F
(0)
1,4e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
(3.28)
|r3−
2
pLpSL
q
O∇/ ω|p,S ≤ F
(0)
1,5e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
|r3−
2
pLpSL
q
O∇/ ζ|p,S ≤ F
(0)
1,6e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,1
.
With all the constant F and F of order O(ε) for J ≤ 7 and O(1) otherwise.
Proof: The proof of inequalities 3.27 and 3.28 follows as in the proof of lemmas
4.1 and 4.2, with the obvious modifications.
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3.5 The covariant angular derivatives of the connection
coefficients
Once we have built an analytic initial data set, we write here the precise esti-
mates for the covariant angular derivatives of the connection coefficients on the
internal region K and provide the precise version of Theorem 3.1, the detailed
proof of these results are in Section 9.
First we state a modified version of the main theorem, where the ∇/ derivatives
are substituted with the LO derivatives, in order to exploit the energy estimates
for the null Riemann components.
Theorem 3.6. Under the hyptoesis stated in Theorem 3.2 the following esti-
mates hold on K,
|r3−
2
pLJ−1O ∇/U |p,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r3−
2
pLJ−1O ∇/ χˆ|p,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r3−
2
pLJ−1O ∇/ ω|p,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r3−
2
pLJ−1O ∇/ ζ|p,S ≤ C3e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
(3.29)
|r3−
2
pLJ−1O ∇/U |p,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
p |λ|LJ−1O ∇/ χˆ|p,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
p |λ|LJ−1O ∇/ ω|p,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
.
Moreover, the following estimates for the connection coefficients hold:
|r2−
2
pLJOU |p,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
pLJOχˆ|p,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
pLJOω|p,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
pLJOU |p,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|LJOχˆ|p,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|LJOω|p,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
.
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With a suitable choice of the constants C and C of order O(ε) for J ≤ 7 and O(1)
otherwise and of the radius of convergence ρ0,1 < ρ0 < ρ0,0,1, ρ0,1 depending
only the first s derivatives of the initial data, with s ≤ 7.
Proof: The proof in Section 9.
Finally, the following estimates hold for the | · |∞,S norms of the connection
coefficients,
Corollary 3.7. Under the hypothesis stated in Theorem 3.2, the Following
estimates hold on K:
|r2LJ−1O U |∞,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2LJ−1O χˆ|∞,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2LJ−1O ω|∞,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J)!
Jα
1
ρJ0,1
|r2LJ−1O ζ|∞,S ≤ C3e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
(3.30)
|r2LJ−1O U |∞,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r|λ|LJ−1O χˆ|∞,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r|λ|LJ−1O ω|∞,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
.
|r3LJ−2O ∇/U |∞,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r3LJ−2O ∇/ χˆ|∞,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r3LJ−2O ∇/ ω|∞,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J)!
Jα
1
ρJ0,1
|r3LJ−2O ∇/ ζ|∞,S ≤ C3e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
(3.31)
|r3LJ−2O ∇/U |∞,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2|λ|LJ−2O ∇/ χˆ|∞,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2|λ|LJ−2O ∇/ ω|∞,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
.
Proof: The proof is in section 9.
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Remarks:
i) We will prove the estimates for η = ζ +∇/ logΩ. The estimates for ζ follow
in a straightforward way.
ii) The estimates 3.29, 3.30 and 3.31, have not the same constants Ci and Ci,
we call them in the same way only for the sake of simplicity.
Now we can state the final form of Theorem 3.1.
Theorem 3.8. Under the hypothesis stated in Theorem 3.2, the following esti-
mates hold on K53
|rJ+2−
2
p∇/
J
U |p,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
|rJ+2−
2
p∇/ J χˆ|p,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
|rJ+2−
2
p∇/
J
ω|p,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J)!
Jα
1
ρJ
|rJ+2−
2
p∇/
J
ζ|p,S ≤ C3e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
(3.32)
|rJ+2−
2
p∇/ JU |p,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
|rJ+1−
2
p |λ|∇/ J χˆ|p,S ≤ C1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
|rJ+1−
2
p |λ|∇/
J
ω|p,S ≤ C2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
.
with ρ < ρ0,1, ρ depending only the first s derivatives of the initial data, with
s ≤ 7 and with a suitable choice of the constants Ci , Ci of order O(ε) for J ≤ 7
and O(1) otherwise
Proof: The proof follows from Theorem 3.6 and is equivalent, for the connection
coefficients, to lemma 10.4 of section 10.1.5 for the null Riemann components .
3.6 D/ ν and D/ λ derivatives and the mixed ones for the con-
nection coefficients
To complete our proof we need to estimate the higher derivatives with respect to
e3 and e4 of the connection coefficients and consequently the higher derivatives
with respect to e3 and e4 of the Riemann components. One could try to use
the Weyl equations to get D/
J
3 and D/
J
4 derivatives from the angular ones, for
instance, considering the β component, exploiting the equation
D/ 3β + trχβ = ∇/ ρ+
[
2ωβ + ⋆∇/ σ + 2χˆ · β + 3(ηρ+ ⋆ησ)
]
(3.33)
We getD/ 3β term from the angular derivatives, nevertheless iterating this mech-
anism for the β component, in the expression of D/
K
3 β, with K > 4, a term
53 All the remaining quantities are defined in Theorem 3.1.
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∇/
3
D/
K−3
3 α is present and to control it
54 we have to extend the family of the Q
norms we are considering. More precisely we have to extend the Q norms also
to terms with W˜ = Lˆ
J
SW with J ≤ N − 1with S = ue4 + ue3, beside those with
Lˆ
J
OW . More in general to control all the mixed (tangential) derivatives with
D/ 4, D/ 3 q times and the angular ones, ∇/ , p times with p+ q ≤ N − 1, we have to
define the Q norms analogous to those defined in [Kl-Ni2], see also definitions
4.4 and 15.4, for all the Weyl tensors W˜p,q = L
q
SLˆ
p
OW with p + q ≤ N−1.
In order to estimate these new norms we have to reproduce all the machinery
adopted to estimate angular derivatives of both, the connection coefficients and
the null Riemann components.
Finally we will prove the following theorem, analogous to theorem 3.6.
Theorem 3.9. Under the estimates on the initial data of Theorem 3.4, the
following estimates hold on K,55
with p+ q = J56:
|r2−
2
pLpSL
q
OU |p,S ≤ C0,0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r
5
2+ǫ−
2
pLpSL
q
Oχˆ|p,S ≤ C0,1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2+ǫ−
2
pLpSL
q
Oω|p,S ≤ C0,2e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
Oζ|p,S ≤ C0,3e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1∣∣r2− 2pLpSLqOtrχ∣∣p,S ≤ C0,4e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ0,1 (3.34)∣∣|λ0|r1− 2pLpSLqOχˆ∣∣p,S ≤ C0,5e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ0,1
||λ0|r
1− 2
pLpSL
q
Oω|p,S ≤ C0,6e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
54Remember that we do not have a transport equation for α along the incoming cones.
55 all the remaining quantities are defined in Theorem 3.1.
56We can assume the constant C and C be the same of the inequalities for the angular
derivatives
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|r1−
2
p |λ|LpSL
q
OU |p,S ≤ C0,0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|
3
2LpSL
q
Oχˆ|p,S ≤ C0,1e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r1−
2
p |λ|1LpSL
q
Oω|p,S ≤ C0,2e
(J−2)δeJΓ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
OU |p,S ≤ C0,3e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
Oχˆ|p,S ≤ C0,4e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
(3.35)
|r2−
2
pLpSL
q
Oω|p,S ≤ C0,5e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
|r2−
2
pLpSL
q
Oζ|p,S ≤ C0,6e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
.
With ρ0,1, depending only the first s derivatives of the initial data, with s ≤ 7
and with a suitable choice of the constants C0,i of order O(ε) for J ≤ 7 and
O(1) otherwise.
Proof: The proof goes in the same way as done for the LJOO estimates for the
connection coefficients, It suffices to notice that, with U a generic connection
coefficient.
(LSU)(eA) = ∂S(U(eA))− U([S, eA]) = DSU(eA) + U(DeAS)
(3.36)
Therefore
LSU(·) = DSU(·) + g(eB, D·S)U(eB) = DSU(·) + (U ·M)(·) (3.37)
where
M(·, ·) = g(·, D·S) = uχ(·, ·) + uχ(·, ·) . (3.38)
and we recall that
LOV = DOV +H · V , (3.39)
where
H(·, ·) = g(·,∇/ ·O) . (3.40)
Hence we can pass from LO to ∇/O and from LS to D/ S in a formally identical
way as discussed in details in Sections 9 and and in its appendix, see Section
33
14, but now for the LSLO derivatives, exploiting the smallness of the initial
data 3.25 and 3.26 and the smallness of the extended Q norms, see section 4.3,
Theorem 4.2.
Remark:
It is important to observe that the mixed derivatives estimates can also be ob-
tained in a different way, without solving again the the transport equations for
LpSL
q
OO. in fact as we already have all the estimates for the L
p
OO terms, for
any p,we can write
LpSL
p
OO = L
q−1
S L
p
OLSO + L
q−1
O [L
p
SL
q
O]O
and write explicitly LSO using the structure equations. In this way all the terms
on the right side can be estimate, with a long but standard computations, without
solving explicitly the transport equations. This is possible as now we can use all
the structure equation without worrying of the lost of derivatives, as we already
control all the angular derivatives estimates. This procedure is analogous to what
has been done for the mixed derivatives the initial data, see 3.4, and points out
the fact that the central role played by the estimates of the angular derivatives.
The next step is to estimates of the D/
p
ν∇/
q
mixed derivatives of the connection
coefficients.
Lemma 3.1. Let us assume the estimates of theorem 3.9, then the connection
coefficients O satisfy the following estimates for p + q = J on K, with ρ1 <
ρ < ρ0,1 depending only the first s derivatives of the initial data, with s ≤ 7
and with a suitable choice of the D4 constant of order O(ε) for J ≤ 7 and O(1)
otherwise.∣∣|λ|φ(Ψ)rφ(O)+q− 2pDpS∇/ kO∣∣Lp(S) ≤ D4e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ1 , (3.41)
with φ(O) the suitable weights related to the different connection coefficients,
see 3.25, 3.26. 57
Proof: The proof is analogous to the one of lemma 4.3 but now for the connec-
tion coefficients.
We have now to pass from D/ S to D/ ν and D/ λ this is the content of the following
lemma, analogous to lemma 4.4
Lemma 3.2. Given the assumptions of Lemma 3.1 the following estimates hold
on K,∣∣|λ|φ(O)rφ(O)+(J−1)− 2pDpν∇/ qO∣∣Lp(S) ≤ D5e(J−2)δe(J−2)Γ(λ) J !Jα 1ρp2ρk1∣∣|λ|φ(Ψ)+prφ(O)+k− 2pDpλ∇/ qO∣∣Lp(S) ≤ D5e(J−2)δe(J−2)Γ(λ) J !Jα 1ρp2ρk1 . (3.42)
57For J = 0 ρ becomes ρ− ρ, see [Kl-Ni2].
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With ρ2 ≤ ρ1 depending only the first s derivatives of the initial data, with s ≤ 7
and with a suitable choice of the constants Diof order O(ε) for J ≤ 7 and O(1)
otherwise.
Proof: The proof is a repetition of Lemma 4.4, but now for the connection
coefficients .
Remark:
The reason of having ρ2 < ρ in the previous estimates of lemma 3.4 and 3.5
is due to the fact that in proving these estimates we need the estimates for the
mixed derivatives of the Riemann components. These estimates are obtained
from the Q norm estimates associated to the Lˆ
k
SLˆ
p
OW Weyl fields. The problem
arises when from LˆS or DS we move to Dν or to Dλ as this requires lowering
ρ1 to ρ2. It is important to remark that we are allowed to do this as we do not
have to use the mixed derivatives of the connection coefficients in a bootstrap
mechanism. In fact the mixed derivative appear in the error estimates as mixed
derivatives of π, q˜ or more in general of the connection coefficients, but in this
case they appear with DS or LˆS.
3.7 General mixed derivatives
Let us discuss the situation when the mixed derivatives are disposed in an
arbitrary way, we start considering a specific case as the structure of the proof
will be the same for all the remaining connection coefficients. Therefore we show
how to bound the norm of the following term,
∇/ p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJU
where
U = Ω−1trχ ,
J∑
s=0
ps = P , J + P = N .
Lemma 3.3. Given the assumptions of Lemma 3.1 the following estimates hold
on K,with ρ2 < ρ depending only the first s derivatives of the initial data, with
s ≤ 7 and with a suitable choice of the constants Fˆ of order O(ε) for J ≤ 7 and
O(1) otherwise.
|r1+J+P+σ(P )−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJ trχ|p,S ≤ Fˆ
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
. (3.43)
Proof: The proof is in appendix 16.
The proof, can be extended without crucial modification to all the remaining
connection coefficients. Notice that to prove the general mixed derivatives esti-
mates for the connection coefficients we need to control also the general mixed
derivatives estimates for the Riemann components but at a lower order of deriva-
tives, these estimates can be achieved directly by the knowledge of the mixed
derivatives of the connection coefficients already at our disposal by induction,
see lemma 3.6. We can state hence the following lemma:
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Lemma 3.4. Under the assumptions of Lemma 3.1 the following estimates hold
on K, with ρ2 < ρ depending only the first s derivatives of the initial data, with
s ≤ 7 and with a suitable choice of the constants Fˆ i of order O(ε) for J ≤ 7
and O(1) otherwise.
|r1+J+P+σ(P )−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJ trχ|p,S ≤ Fˆ1
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
|r2+J+P−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJ χˆ|p,S ≤ Fˆ2
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
|r2+J+P−
2
p∇/ p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJ ζ|p,S ≤ Fˆ3
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
|r2+J+P−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJω|p,S ≤ Fˆ4
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
|r1+J+P+σ(P )−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJ trχ|p,S ≤ Fˆ5
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
||λ|r1+J+P−
2
p∇/ p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJ χˆ|p,S ≤ Fˆ6
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
||λ|r1+J+P−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJω|p,S ≤ Fˆ7
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
. (3.44)
Proceeding exactly in the same way with the obvious modifications we can prove
analogous estimates for the “tangential” derivatives for the incoming cones. In
this case one has to recall that the in the weight factors each D/ λ derivative
brings a |λ| factor instead of a r factor. A specific care has to be done to control
the mixed derivatives of ωˆ. The final result is summarised in the following
lemma:
Lemma 3.5. Under the assumptions of Lemma 3.1 the following estimates hold
on K, with ρ2 < ρ depending only the first s derivatives of the initial data, with
s ≤ 7 and with a suitable choice of the constants Fˆ i of order O(ε) for J ≤ 7
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and O(1) otherwise.
||λ|Jr1+P+σ(P )−
2
p∇/
p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJ trχ|p,S ≤ Fˆ 1
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
||λ|Jr2+P−
2
p∇/ p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJ χˆ|p,S ≤ Fˆ 2
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
||λ|Jr2+P−
2
p∇/
p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJ ζ|p,S ≤ Fˆ 3
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
||λ|Jr2+P−
2
p∇/
p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJω|p,S ≤ Fˆ 4
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
||λ|Jr1+P+σ(P )−
2
p∇/ p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJ trχ|p,S ≤ Fˆ 5
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
||λ|J+1r1+P−
2
p∇/
p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJ χˆ|p,S ≤ Fˆ 6
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)
||λ|J+1r1+P−
2
p∇/
p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJω|p,S ≤ Fˆ 7
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
. (3.45)
In the next lemma we anticipate the prove of the estimates for the general mixed
derivatives of the Riemann null components required in the proof of the previous
Lemmas 3.4 and 3.5.
Lemma 3.6. Under the assumptions of Lemma 4.4 the following estimates hold
on K, with ρ2 < ρ depending only the first s derivatives of the initial data, with
s ≤ 7 and with a suitable choice of the constants Fˆ i of order O(ε) for J ≤ 7
and O(1) otherwise.
||λ|Jr1+P+σ(P )−
2
p∇/
p0D/ λ∇/
p1D/ λ∇/
p2 · · ·D/ λ∇/
pJ−1D/ λ∇/
pJΨ|p,S ≤ Fˆ 1
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
(3.46)
Proof: The proof is in appendix 16.
Collecting the results we obtain the precise version of theorem 1.2
Theorem 3.10. Under the hypothesis of theorem 3.2, where the initial data
‖Φ(0)‖s, s ≤ 7 are chosen such that the Q
0 norms on C0 ∪ C0 are sufficiently
small, then the solution is analytic and in Bα,ρ2 in all the domain of dependance
of C0 ∪ C0.
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4 The Q “energy norms” and their boundedness
As discussed in the introduction and in subsection 3.2, step III, to control the
angular derivatives of the connection coefficients we need to control the norms
of the Riemann components, Ψ; this is achieved using the hyperbolicity of the
Einstein equations which implies the existence of a priori energy estimates. This
is exploited through the introduction of the Q norms defined in the following
subsections, a generalisation of the analogous norms defined in [Ch-Kl] and
[Kl-Ni2]. Repeating the arguments discussed there and also doing some extra
work, we prove that these Q norms satisfy some appropriate bounds depending
on the initial data’s ones. The central point is that now we have to control an
infinite family of energy-type norms, we denote Q(J−2)(λ, ν) and Q(J−2)(λ, ν),
for all J ,58 as we need to control all order derivatives to prove the analyticity of
the solution, but, nevertheless, the region where all these a priori estimates are
valid depends only on the region where the Q norms with J = 2 are bounded.
This, as discussed in remarks below Theorem1.2 and in subsection 3.4, depends
on the smallness of the initial data derivatives with J = 259; if these are of order
O(ε), with suitable ε, we can prove that these a priori estimates, and therefore
the a priori estimates for all the J , hold everywhere, a crucial step to prove the
global existence of our analytic solution.
Remarks:
i) It is exactly to control these Q norms everywhere that the smallness of the
initial data is crucial. In fact the proof of Theorem 3.1 is valid, in the region
where the Q norms are bounded, independently from the initial data smallness.
ii) Comparing the strategy discussed in this paper with the analogous result
proved in the toy model presented in (I), “the Burger case”, one could ask where
the analogous of the t dependance for the Burger inductive assumptions, ap-
pears in the present case. Recall that in that case the assumptions we prove are,
denoting with u a solution of the Burger equation,
||DJu(t)||L2 ≤ C0e
(J−2)γt J !
Jα
1
ρJ
. (4.1)
The presence of the factor e(J−2)γt is an indication of the fact that we are
considering a local solution and therefore that these norms increase in time as
we do not have an appropriate decay of the solution to make the local solution
global.60
In the present case the situation is different as in the Einstein equation case we
can prove global a priori estimates, provided the initial data are “small”. In fact
58J − 2 is enough control the J derivatives norms of the connection coefficients as discussed
in detail later on.
59We recall that, in order to bound the Q0 norms we need to control the tangential deriva-
tives of the connection coefficients up to order J ≤ 7 see [Ca-Ni1]
60Recall that in the Burger case the estimate 4.1 does not hold for any t as it can be proved
that some norms will blow up in a finite time.
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we use the “generalized” Q norms where the Bel-Robinson tensor is saturated
by the K vector fields which guarantees the appropriate decays; nevertheless in
the local case it is enough to use the Q norms “saturated” with the T vector
fields. In this case when we try to obtain the control of the Q norms we have
an inequality, formally, of the following type
Q(C(λ)) = Q(C0) + Error = Q(C0) +
∫ λ
0
dλ′|F (O)|Q(C(λ′))
where with F (O) we indicate terms, depending on the connection coefficients,
which we can estimate through the inductive assumptions. Therefore, assuming
we control the sup norm of O, the Gronwall inequality produces an exponential
in time which, to be not harmful, requires that a decaying factor in r be present
in the inductive assumption. An analogous decay factor should be present when
we estimate those Q norms made along C(ν), decay factor which is also required
to close the estimates. This remark should explain that, if we do not restrict to
small initial data, in our inductive assumption an exponential factor, e(J−2)γ(|λ|)
should be present. Again, if the initial data are sufficiently small and, as it
follows, the decay of the connection coefficients is sufficiently good, the previous
exponential factor turns out to be substituted by the bounded exponential factor,
see 3.3, e(J−2)(Γ(λ)).
Observe also that we cannot use the Bianchi equations for the Riemann null
components to get direct information on their tangential derivatives due to the
fact that in these equations there is a loss of tangential derivatives.61 This is
an important point as this is exactly the loss of derivatives avoided using the Q
norms. This is exactly where, in the present case, the hyperbolicity plays the
role. In fact the boundedness of energy allows to control LN−1O Ψ on a generic
S(λ, ν) in terms of the analogous quantities on the initial hypersurface.62
iii) As done before, we proceed looking for the global existence proof; from the
previous discussions it should be clear that relaxing the smallness assumptions
for the first derivatives initial data, all the subsequent machinery will allow to
prove the analyticity in the bounded region K where the a priori energy type
estimates hold.
In the following subsection we define the Q norms we need to control the an-
gular derivatives of the null Riemann components and show how to prove their
estimates.
61Moreover we do not even have transport equations for α on the outgoing cones and for α
on the incoming ones.
62The absence of the loss of (tangential) derivatives is due to the fact that in the “error
estimate” for the Q we use DµWµνρσ = 0 which corresponds to the use of u = F in the
wave equation.
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4.1 The Q “energy norms” required to control the angular
derivatives
The Q norms we write here and which we will prove bounded are those needed
to control all orders of the Lie angular derivatives of the Riemann components,
at their turn required to control, as discussed before, the angular derivatives of
the connection coefficients. Subsequently, as discussed in section 3.6 when we
estimate the remaining “tangential” derivatives of the connection coefficients we
need that some other Q norms,
We define, for J ≥ 2,63
Q(J−2)(λ, ν) = Q
(J−2)
1 (λ, ν) +Q
(J−2)
2 (λ, ν)
Q(J−2)(λ, ν) = Q
(J−2)
1 (λ, ν) +Q
(J−2)
2 (λ, ν) (4.2)
where,
Q
(J−2)
1 (λ, ν) ≡
{1,3}∑
i1,12,...,iJ−2
∫
C(λ)∩V (λ,ν)
Q(LˆT (LˆO(i1)LˆO(i2) · ·LˆO(iJ−2)W ))(K¯, K¯, K¯, e4)
+
{1,3}∑
i0,i1,12,...,iJ−2
∫
C(λ)∩V (λ,ν)
Q(LˆO(i0)(LˆO(i1)LˆO(i2) · ·LˆO(iJ−2)W ))(K¯, K¯, T, e4) .
we recall that Q(LˆOW ) =
∑3
i=1Q(LˆO(i)W ) . Therefore with our definitions
Q
(J−2)
1 (λ, ν) ≡
∫
C(λ)∩V (λ,ν)
Q(LˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e4)
+
∫
C(λ)∩V (λ,ν)
Q(LˆO(Lˆ
J−2
O W ))(K¯, K¯, T, e4)
Q
(J−2)
2 (λ, ν) ≡
∫
C(λ)∩V (λ,ν)
Q(LˆOLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e4)
+
∫
C(λ)∩V (λ,ν)
Q(Lˆ
2
O(Lˆ
J−2
O W ))(K¯, K¯, T, e4) (4.3)
+
∫
C(λ)∩V (λ,ν)
Q(LˆSLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e4)
63For the definitions of the vector fields O,K, T and the modified Lie derivatives Lˆ· see
[Kl-Ni2] Chapter 3.
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Q
(J−2)
1 (λ, ν) ≡ sup
V (λ,ν)∩C0
|r3ρ(Lˆ
J−2
O W )|
2 +
∫
C(ν)∩V (λ,ν)
Q(LˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e3)
+
∫
C(ν)∩V (λ,ν)
Q(LˆO(Lˆ
J−2
O W ))(K¯, K¯, T, e3)
Q
(J−2)
2 (λ, ν) ≡
∫
C(ν)∩V (λ,ν)
Q(LˆOLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e3)
+
∫
C(ν)∩V (λ,ν)
Q(Lˆ
2
O(Lˆ
J−2
O W ))(K¯, K¯, T, e3) (4.4)
+
∫
C(ν)∩V (λ,ν)
Q(LˆSLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e3)
where V (λ, ν) = J (+)(S(λ0, ν0)∩ J
(−)(S(λ, ν)). Analogous expressions hold for
the initial data norms defined on C0 ∪ C0 = C(λ0) ∪ C(ν0, [λ0, λ∗]) which we
denote
Q
(J−2)
(0) (λ0, ν) = Q
(J−2)
(0),1 (λ0, ν) +Q
(J−2)
(0),2 (λ0, ν)
Q
(J−2)
(0) (λ, ν0) = Q
(J−2)
(0),1 (λ, ν0) +Q
(J−2)
(0),2 (λ, ν0) . (4.5)
Assuming the initial data sufficiently small, in the sense previously discussed of
the “smallness” of the derivatives up to J ≤ 764 we have to prove, mimicking
[Kl-Ni2] that,
H(N−2)(λ, ν) ≡
N∑
J=2
(
Q(J−2)(C(λ; [ν0, ν])) +Q
(J−2)(C(ν; [λ0, λ]))
)
(4.6)
satisfies, everywhere the following bound,
H(N−2)(λ, ν)
1
2 ≤ C∗(1)
(
(N)!
(N)α
e(N−2)(δ+Γ(λ))
ρN0,1
)
, (4.7)
where defining C(0) a constant which bounds all the initial data constants, see
3.18 and 3.19, C(1) does the same for the constants in the inductive assumptions.
The detailed statement of this result is in subsection 10.1.3, Theorem 10.1, and
its proof in the Appendix to Section 10.
4.2 The estimates of the angular derivatives of the Rie-
mann components
We are now in good position to control the angular derivatives of the Riemann
tensor, whose null components are Ψ ≡ {α, β, ρ, σ, β, α},65 in the whole region
K; this is the content of the following theorem,
64Otherwise assuming |Π| and |Λ| sufficiently small.
65See (I) and [Kl-Ni2] for the complete definitions.
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Theorem 4.1. Let us assume that the initial data connection coefficients sat-
isfy, with all their angular derivatives, the estimates of Theorem 3.2, let us
assume that the connection coefficients satisfy, in the internal region, K, with
all their angular derivatives up to order J − 1 the estimates 3.29, then the fol-
lowing estimates hold for the J − 1 angular derivatives of Riemann tensor null
components, 66∣∣|λ|φ(Ψ)rφ(Ψ)+(J−1)− 2pLJ−1O Ψ∣∣p,S ≤ C(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ0,1 , (4.8)
with C(1) of order O(ε) for J ≤ 7, of order O(1) otherwise, depending on ν0 and
smaller than the constant related to the estimates of the connection coefficients,
and
φ(α) = φ(β) =
7
2
, φ(ρ) = φ(σ) = 3 , φ(β) = 2 , φ(α) = 1
φ(α) = φ(β) = 0 , φ(ρ) = φ(σ) =
1
2
, φ(β) =
3
2
, φ(α) =
5
2
. (4.9)
Proof: This long proof is divided in various steps which we list here and discuss
in any detail in sections 10 and 15 .
Step 1: We assume that the initial data connection coefficients satisfy the
estimates of Theorem 3.2.
By these assumptions we prove the following estimates for the various null com-
ponents of the Riemann tensor:
||λ|φ(Ψ)rφ(Ψ)+ǫ+(J−
2
p
)∇/
J−1
Ψ(R)|p,S(λ0, ν) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
, (4.10)
||λ|φ(Ψ)rφ(Ψ)+ǫ+(J−
2
p
)∇/ J−1Ψ(R)|p,S(λ, ν0) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
.
With Cˆ0,0 of orderO(ε) for J ≤ 7, of orderO(1) otherwise. From these estimates
we derive an analogous estimates for the derivatives with respect to the O
rotation generator fields, namely
||λ|φ(Ψ)rφ(Ψ)+ǫ+(J−
2
p
)∇/ J−1O Ψ(R)|p,S(λ0, ν) ≤ |O|
J−1
∞ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
||λ|φ(Ψ)rφ(Ψ)+ǫ+(J−
2
p
)∇/
J−1
O Ψ(R)|p,S(λ, ν0) ≤ |O|
J−1
∞ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
,
(4.11)
Namely we prove the following lemma:
66Again, if the first derivatives of the initial data are order O(ε), then the estimates with
J ≤ 7 have the same structure of 4.8, but with the constant C(1) = O(ε0) and ε20 < ε < ε0.
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Lemma 4.1. Under the estimates of Theorem 3.2 for the initial data connection
coefficients and 4.10 for the null Riemann components on C0∪C0, the following
estimates for the ∇/O derivatives of the null Riemann components hold,
||λ|φ(Ψ)rφ(Ψ)+ǫ+(J−1)−
2
p∇/ J−1O Ψ(R)|p,S
∣∣∣∣
C0∪C0
≤ |O|J−1∞ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
, (4.12)
where ρ0,1 < ρ0 and the ǫ > 0 in the weight factor is required to have the Q
norms of the initial data finite, see remark below Theorem 1.2.
Proof: See appendix to section 10 67.
Subsequently we derive an estimate for the LJ−1O Ψ(R) derivatives, an estimate
for the Ψ(LJ−1O R) and finally an estimate for Ψ(Lˆ
J−1
O R), in this case we can
exploit the initial data estimates for the LO derivatives of the connection coeffi-
cients, see 3.20, 3.21, 3.22 and 3.23, and avoid the changes of the constant Cˆ0,0
and of the radius of convergence ρ0,1, we list here these inequalities,
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
p
)LJ−1O Ψ(R)|p,S(λ0, ν) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
(4.13)
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
p
)LJ−1O Ψ(R)|p,S(λ, ν0) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
,
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(LJ−1O R)|p,S(λ0, ν) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
(4.14)
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(LJ−1O R)|p,S(λ, ν0) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)(ν)
ρJ0,1
,
and finally
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(Lˆ
J−1
O R)|p,S(λ0, ν) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
(4.15)
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(Lˆ
J−1
O R)|p,S(λ, ν0) ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
,
These results are summarised in lemma
Lemma 4.2. Under the assumptions of lemma 4.1 on the (initial data) connec-
tion coefficients and the previous estimates for ∇/
J−1
O Ψ(R), the following bounds
hold,
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pLJ−1O Ψ(R)|p,S
∣∣∣∣
C0∪C0
≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
(4.16)
67Remember that, as O =
∑3
i=1O
(i) we have to consider also a factor 3J−1 in the |O|J−1∞
norms. We do not write explicitly it to avoid cumbersome notations.
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moreover
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(LJ−1O R)|p,S
∣∣∣∣
C0∪C0
≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
(4.17)
and finally
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(Lˆ
J−1
O R)|p,S
∣∣∣∣
C0∪C0
≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)(ν)
ρJ0,1
, (4.18)
Step 2: Once we have the estimates for Ψ(Lˆ
J−1
O R) on C0 ∪C0 we derive easily
an estimate for Q
(J−2)
(0) (λ0, ν) and for Q
(J−2)
(0) (λ, ν0) namely,
Q
(J−2)
(0) (λ0, ν) +Q
(J−2)
(0) (λ, ν0) ≤
(
Cˆ0,0
J !
Jα
e(J−2)δ0,1e(J−2)Γ(λ)
ρJ0,1
)2
, (4.19)
with δ0,1 > δ0. The proof of estimate 4.19 is in Lemma 10.1.
Step 3: Once we control of the Q
(J−2)
(0) (λ0, ν) and the Q
(J−2)
(0) (λ, ν0) norms,
assuming the initial data sufficiently small we prove as discussed in the previous
subsection and in Appendix 15 that, in the region where the a priori estimates
hold for J ≤ 7, we have for all J ,
Q(J−2)(C(λ; [ν0, ν]))+Q
(J−2)(C(ν; [λ0, λ]))≤C
(1)
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρ0,1J
)
(4.20)
where
C(1) = c
[
Cˆ0,0+
(
ε+ CC(1)
e−δ
ρ0,1
)]
< Cˆ0,0 .
This is the content of Theorem 10.1 proved in section 10.
Remark:
The estimates of the Q(J−2) norms is a substantially a generalization of chapter
6 of [Kl-Ni2] to the LJ−2O derivatives of the Q norms, the proof is very involved,
it requires to carefully estimate a great number of therms, It is here that the
term Γ(λ) plays it role to assure the boundedness of some important terms
Step 4: Proceeding again as in [Kl-Ni2], Chapter 5, with some more work, we
control, using 4.20, the Ψ(Lˆ
J−1
O R) norms obtaining
||u|φ(Ψ)rφ(Ψ)−
2
pΨ(Lˆ
J−1
O R)|p,S(λ, ν) ≤ C
∗(1)
(
J !
Jα
e(J−2)δe(J−2)Γ(λ)
ρJ0,1
)
. (4.21)
The proof follows from Lemma 10.2.
Step 5: First we prove that under the inductive assumptions for the connec-
tion coefficients norms up to order N−1 and the previous norm estimates for
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Ψ(Lˆ
J−1
O R) with J ≤ N that the inequality hold, see section 10, lemmas 10.3
and 15.1:∣∣|u|φ(Ψ)rφ(Ψ)− 2pLJ−1O Ψ∣∣p,S(λ, ν) ≤ C(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ0,1 ,∣∣|u|φ(Ψ)rφ(Ψ)− 2p∇/ J−1O Ψ∣∣p,S(λ, ν) ≤ C(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ0,1 , (4.22)
with C∗(1) < C(1). This is obtained substantially inverting lemma 4.2.
Remark:
Notice that in order to apply these estimates to the estimates for the connection
coefficients the constant C˜4 has to be smaller of the constants of Ci and Ci of
inequalities 3.30
Then we prove following estimates hold, for ∇/
J−1
Ψ(R) with J ≤ N ,∣∣|u|φ(Ψ)rφ(Ψ)− 2p∇/ J−1Ψ∣∣
p,S
(λ, ν) ≤ C(1)e(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
, (4.23)
with suitable ρ < ρ0,1 and with C
(1) of order O(ε) for J ≤ 7, of order O(1)
otherwise, smaller than the constants related to the estimates of the connection
coefficients. This is the content of Lemma 10.4 of section 10, which completes
the proof of Theorem 4.1 and whose proof is in the Appendix 15.
4.3 The D/ ν and D/ λ derivatives for the Riemann compo-
nents
Also the mixed derivatives for the Riemann components have to be estimated
through the Q norms.
These estimates for the connection coefficients are needed as we remarked, see
(I) for a more detailed discussion, that the recursive estimates for the angular
derivatives of the connection coefficients are not sufficient to prove the existence
of an extended region for the analytic solutions.68 In fact on C(ν) we have to
control all the angular ∇/ derivatives and all the D/ 3 derivatives mixed together
in all the possible ways. Analogously on the generic outgoing cone C(λ) we
have to control all the angular ∇/ derivatives and all the D/ 4 derivatives mixed
together in all the possible ways.
In section 3.6, when we discussed how to control all the “tangential” derivatives
of the connection coefficients, it follows that we have to control all the tangential
derivatives of the Riemann components which require to prove that a larger set
of energy type Q norms, always made in terms of the Bell-Robinson tensor, is
bounded; this is obtained proceeding in the same way as done for the angular
derivatives in Section 4. The remaining Q norms we have to introduce have, in
fact, the same general structure. The basic difference is that the Lˆ
J−2
O W present
68To obtain a Cauchy-Kowalevski solution starting with data on an inner outgoing or in-
coming cone we need to prove that they are analytic on them.
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there has to be substituted by a sum of analogous terms with Lˆ
p
SLˆ
k
OW with
p+ k ≤ N − 2, p > 0. Observe, as discussed later on, that although we have to
control the general mixed derivatives, with arbitrary distribution of the various
derivatives for the Riemann components, nevertheless it is enough to introduce
the Q norms relative to the Weyl tensors W˜k,p = Lˆ
k
SLˆ
p
OW . The boundedness of
these Q norms have to be proved exactly in the same way obtaining the exact
analogous of the estimate 10.8, with p+ k = H ,
∫
C(λ0;[ν0,ν])
Q(Lˆ
k
SLˆ
p
OW )(K¯, K¯, T, e4) ≤
(
C˜(1)
H !
Hα
e(H−2)δ0e(H−2)Γ(λ)
ρH0,1
)2
. (4.24)
Once we control, via the “extended Q norms” all the derivatives up to N − 1
of the null Riemann components we are able to control the D/ 3,4 derivatives and
the mixed ones for the connection coefficients up to order N .
Repeating the steps of the section 4, discussed in details in section 10 and
appendix 15, but now for the DS∇/O derivatives and exploiting the smallness of
mixed derivatives of the initial data, see Theorem 3.4, we can state the following
theorem analogous to theorem 3.6,
Theorem 4.2. Under the assumptions 3.25 and 3.26 on the mixed derivatives
of the initial data connection coefficients on C0 ∪ C0, the following estimates
hold on K, with C˜(1) of order O(ε) for any J ≤ 7 and order O(1) otherwise.
||λ|φ(Ψ)rφ(Ψ)−
2
pΨ(Lˆ
p
SLˆ
k
OW )|p,S(λ, ν) ≤ C˜
(1) J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
. (4.25)
∣∣|λ|φ(Ψ)rφ(Ψ)− 2pLpSLkOΨ∣∣p,S(λ, ν) ≤ C˜(1) J !Jα e(J−2)(δ+Γ(λ))ρJ0,1 . (4.26)
The estimates of the D/ Jν∇/
P mixed derivatives of the Riemann components pro-
ceed in the same way of Lemma 3.1
Lemma 4.3. Let us assume the estimates of theorem 4.2, then the null Riemann
components Ψ satisfy the following estimates for p + q = J on K, with ρ1 <
ρ < ρ0,1 depending only the first s derivatives of the initial data, with s ≤ 7 and
with a suitable choice of the C˜(1) constant of order O(ε) for J ≤ 769 and O(1)
otherwise.
∣∣|λ|φ(Ψ)rφ(Ψ)+k− 2pDpS∇/ kΨ∣∣p,S(λ, ν) ≤ C˜(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ1 , (4.27)
69If J ≥ 1, for J = 0 ρ becomes ρ− ρ, see [Kl-Ni2].
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φ(α) = φ(β) =
7
2
, φ(ρ) = φ(σ) = 3 , φ(β) = 2 , φ(α) = 1
φ(α) = φ(β) = 0 , φ(ρ) = φ(σ) =
1
2
, φ(β) =
3
2
, φ(α) =
5
2
. (4.28)
Proof: As in lemma 3.1, also in this case the proof is an adapted version of
lemma 4.1 .
From these lemmas the following lemma holds,
Lemma 4.4. Under the assumptions of Lemma 4.3 the following estimates hold
on K, with p+ k = J :∣∣|λ|φ(Ψ)rφ(Ψ)+(J−1)− 2pDpν∇/ kΨ∣∣p,S(λ, ν) ≤ C˜(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρp2ρk1∣∣|λ|φ(Ψ)+prφ(Ψ)+k− 2pDpλ∇/ kΨ∣∣p,S(λ, ν) ≤ C˜(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρp2ρk1 .(4.29)
Proof: See subsection 15.7.
Remarks:
i) Also in this case we can choose C˜(1) smaller than the constants related to the
estimates of the mixed derivatives of the connection coefficients.
ii) Recall that we have anticipated the estimates of the “completely’ mixed deriva-
tives in section 3, Lemma 3.6
5 The estimates for the derivatives of the metric
components
To complete the existence proof of the global analytic solution of the character-
istic problems we are considering, we need to control also all the derivatives of
the various metric components. In fact the system of first order equations we
have to solve is,70 omitting the indices to simplify the notations,
70Remember that eqs. 5.1, 5.2 are first used to prove the existence of an analytic solution
in a, possible small, region, via Cauchy-Kovalevski as discussed in (I) and subsequently used
again to extend the assumed maximal analyticity region once we have all the required norm
estimates.
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∂γ
∂ω
− v = 0 ,
∂ logΩ
∂ω
− ψ = 0 ,
∂Xˆ
∂ω
− w = 0
∂γ
∂λ
− 2Ωχ+ LXγ = 0
∂ logΩ
∂λ
+ ψ(X) + 2Ωω = 0
∂v
∂λ
+∇/Xv + (∂/X) · v − S(∂/ ⊗w)− 2Ω∂/⊗χ− 2Ωψ⊗χ = 0 (5.1)
∂ψ
∂λ
+∇/Xψ + 2Ωωψ + ψ(∇/X) + 2Ω∂/ω = 0
∂trχ
∂λ
+Ωtrχtrχ− 2Ωωtrχ+∇/Xtrχ− 2Ωdiv/ (ζ + ψ)− 2Ω|ζ + ψ|
2 + 2ΩK=0
∂χˆ
∂λ
+ LX χˆ−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ− 2Ωω χˆ− Ω(χˆ · χˆ)γ − Ω∇/ ⊗̂(ζ + ψ)− Ω(ζ + ψ)⊗̂(ζ + ψ)=0
∂ζ
∂λ
+ LXζ +Ωtrχζ +Ωdiv/ χˆ−
1
2
Ω∂/ trχ +2Ωωψ + 2Ω∂/ω +Ωψ ·χ=0
∂ω
∂λ
+∂/Xω−2Ωωω−
3
2
Ω|ζ|2+
1
4
Ωζ ·ψ+
1
2
Ω|ψ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
= 0
∂Xˆ
∂ν
+ 4Ω2ζ = 0
∂w
∂ν
+ 8Ω2ψ⊗ζ + 4Ω2∂/⊗ζ − 2Ωψ⊗(χ·X)− 2Ω(∂/ ⊗χ)·X = 0
∂trχ
∂ν
+Ωtrχtrχ− 2Ωωtrχ+ 2Ωdiv/ ζ−2Ωdiv/ ψ − 2Ω|ζ−ψ|2 + 2ΩK=0 (5.2)
∂χˆ
∂ν
−
Ωtrχ
2
χˆ+
Ωtrχ
2
χˆ− 2Ωωχˆ− Ω(χˆ · χˆ)γ +Ω∇/ ⊗̂(ζ−ψ)− Ω(ζ−ψ)⊗̂(ζ−ψ)=0
∂ω
∂ν
− 2Ωω ω −
3
2
Ω|ζ|2− Ωζ ·ψ+
1
2
Ω|ψ|2+
1
2
Ω
(
K+
1
4
trχtrχ−
1
2
χˆ·χˆ
)
= 0 .
Therefore, to complete our proof we need to control all the derivatives of γab,Ω
and Xa recalling that we are considering the “coordinate” components of these
quantities. More precisely we need all the angular, ∂/ , and the ∂ν derivatives for
γ and Ω and the angular and ∂λ derivatives for X . The proof of these estimates
is in Section 11.
5.1 The Ω component
The angular derivatives of this component are easy to control as
∂/ logΩ = ∇/ logΩ = 2−1(η + η)
and η and η are already under control. The final result is,
|LJ−1O ∂Ω|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
)
. (5.3)
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5.2 The γ components
We recall that γab satisfies the following equation
∂
∂ν
γab − Ωtrχγab = 2Ωχˆab , (5.4)
which we rewrite as
∂
∂ν
γab − Ωtrχγab = (Ωtrχ− Ωtrχ)γab + 2Ωχˆab (5.5)
and
∂
∂ν
(r−2γab) = (Ωtrχ− Ωtrχ)(r
−2γab) + 2Ωr
−2χˆab .
The control of the angular non covariant derivatives can be easily obtained
applying ∂/ J to both sides. The following estimates hold
|rJ−2−
2
pLJ−1O ∂γab|p,S(λ, ν) ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
)
. (5.6)
Remark:
The estimates for ∂/ Jγab follow with J ! instead of (J − 1)! due to the loss of
derivatives present in the transport equation 5.4. This loss is not present con-
sidering the mixed derivatives.
5.3 The Xa components
We study the equivalent Xa = γacX
c components; we have the transport equa-
tion
∂Xa
∂ν
= −4Ω2ζa . (5.7)
Considering the norm |X | =
√
γabXaXb after a somewhat cumbersome calcu-
lation we obtain the final estimate for all J ,71
|
r(J+1−
2
p
)
log r
LJ−1O ∂|X ||p,S(λ, ν) ≤ c
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
,
71With some extra work it is possible to prove that,
∣∣∣∣ r
J− 2
p
log r
LJ−1O ∂Xa
∣∣∣∣
p,S
≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
)
.
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6 The control of the non covariant partial deriva-
tives of the connection coefficients
Assume for simplicity O denotes a S-tangent vector, as for instance the con-
nection coefficient ζ, we are interested to the analyticity of the tensor field
ζ = ζ(eC)θ
C(·) which means that we have to prove that the various components
ζ(eC)(λ, ν, ω
a) are analytic functions in the λ, ν, ωa variables. To prove it we
have to control the (norms of the) mixed derivatives in ν, ωa for the quantities
defined on an outgoing cone and the mixed derivatives in λ, ωa for the quantities
defined on an incoming cone. The proof of this result is in Section 12 .
7 The initial data for the global extension
In the inductive proofs of the previous sections we implicitely assumed that we
can assign analytic initial data on the whole C0 ∪ C0 hypersurface satisfying
appropriate smallness conditions. This requires a careful discussion and the
goal of the present section is to show how this has to be done.
The problem we have to confront with is the following one: to prove Theorem
3.1 we use for the non underlined connection coefficients, O,72 the transport
equations of these quantities along the outgoing cones starting from their values
on C0, and the opposite for the underlined quantities O.
73 This requires that
we have analytic initial data for O on C0 and analytic initial data for O on
C0 with their Lp,S norms satisfying the estimates 3.18, 3.19. As, on the other
side, the Cauchy Kowalevski theorem we use for the local solution and in the
extension proof, see (I), requires also on C0 analytic initial data for O and the
same forO on C0, the conclusion is that all the connection coefficients have to be
analitically assigned on C0 and on C0 with their tangent derivatives satisfying
the norm bounds 3.18, 3.19.
Moreover, as previously remarked, the initial conditions on C0 ∪C0 for the con-
nection coefficients have to be such that on these initial cones the Q norms are
bounded. This requires that the null Riemann components, which are expressed
in terms of the connection coefficients, have the appropriate decay and this, at
its turn, requires for some of the connection coefficients a decay, on C0 ∪ C0,
stronger than the one which will be proved in the internal region. To fulfill it
we recall, first of all, the decay conditions required to the null Riemann com-
ponents to have the Q
(J−2)
0 norms finite and O(ε) for J = 2; denoting with ∇
both tangential and normal dervatives,74 we require, for J < 3,
|r
7
2+J+ǫ−
2
p∇Jα|p=2,S ≤ ε , |r
7
2+J+ǫ−
2
p∇Jβ|p=2,S ≤ ε ,
|λ0|
1
2 r3+J−
2
p∇J(ρ− ρ, σ)|p=2,S ≤ ε , ||λ0|
3
2 r2+J+ǫ−
2
p∇Jβ|p=2,S ≤ ε (7.1)
72With the exception of ω and ω whose roles are inverted.
73The problem is even more delicate due to the fact that we have, for the non underlined
quantities, to define “initial data” on the last slice, see the discussion in subsection 9.5.
74The factor |λ0| constant on C0 is, of course, irrelevant here and left just to remind the
expected behavior in the interior.
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and same bounds for J ≥ 3, with ε substituted by C(0) = O(1). The analogous
asymptotic conditions required along C0, to guarantee that also the Q0 norms
are bounded are, again for J < 3,
|r
7
2+J+ǫ−
2
p∇Jβ|p=2,S ≤ ε , ||λ|
1
2 r3+J−
2
p∇J(ρ− ρ, σ)|p=2,S ≤ ε ,
||λ|
3
2+ǫr2+J−
2
p∇Jβ|p=2,S ≤ ε , ||λ|
5
2+ǫr1+J−
2
p∇Jα|p=2,S ≤ ε . (7.2)
and same bounds for J ≥ 3, with ε substituteted by C(0) = O(1).
Differently from what we do in the internal region, on C0∪C0 the null Riemann
components are directly estimated in terms of the connection coefficients and
their first derivatives, this implies that the initial data connection coefficients
have to be such that conditions 7.1 and 7.2 are satisfied.
Due to the constraints for the initial data one has to prove that these initial data
can be consistently defined on the whole C0 ∪ C0. This could be a difficulty
looking at their transport equations on C0 (the same argument holds on C0
and we do not repeat it here), as, while in the transport equations for the not
underlined quantities there is not any “loss of derivatives”, the opposite happens
for the underlined ones. The problem is solved observing that the construction
of these initial data is done in a well defined order; in other words there is a
natural order in the use of the different structure equations which allows to
construct the initial data without never facing with the “loss of derivatives”
problem. This is the content of the argument we discuss in detail in Section 13,
already exploited in [Ca-Ni1] referring only to the first few derivatives, implying
that we have to choose J0 = 7. Here we state our final result concerning the
initial data,
Theorem 3.2 Assuming χˆ on C0, χˆ andX on C0 and Ω on C0 ∪ C0 satisfying
the following estimates,
|rJ+2+ǫ−
2
p∇J logΩ|p,S(λ0, ν) ≤ C
(0)
3 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
|rJ+
5
2+ǫ−
2
p∇J χˆ|p,S(λ0, ν) ≤ C
(0)
1 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
, (7.3)
||λ|1+ǫr1+J−
2
p∇J log Ω|p,S(λ, ν0) ≤ C
(0)
3 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
||λ|
3
2+ǫr1+J−
2
p∇J χˆ|p,S(λ, ν0) ≤ C
(0)
1 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
,
with C
(0)
1,3 and C
(0)
1,3 of order O(ε) for J ≤ 7 and O(1) otherwise, assuming ω have
some definite expressions on S0 depending on the remaining connection coeffi-
cients on S0, see [Ca-Ni1], assuming, finally, that on S0 the following conditions
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are satisfied7576,
∇/ trχ− ζtrχ ≤ εr
−( 72+ǫ)
0
∇/ trχ− ζtrχ ≤ εr
−( 72+ǫ)
0
K−K+
1
4
(
trχtrχ− trχ trχ
)
≤ εr
− 72
0
curl/ ζ ≤ εr
− 72
0 . (7.4)
then it is possible to construct analytic initial data on C0 ∪ C0 such that the
energy type Q0 norms on C0 ∪C0 are finite and small and the connection coef-
ficients norm satisfy the following estimates, with ρ0 < ρ0,0,1 and the constant
C(J), C(J)of order O(ε) for J ≤ 7 and O(1) otherwise,
On C0: ∣∣r1+J+σ(J)− 2p∇/ Jtrχ∣∣
p,S
≤ C
(0)
0
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
∣∣r 52+J+ǫ− 2p∇/ J χˆ∣∣
p,S
≤ C
(0)
1
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
(7.5)
∣∣r2+J− 2p∇/ Jζ∣∣
p,S
≤ C
(0)
4
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
∣∣r2+J+ǫ− 2p∇/ Jω∣∣
p,S
≤ C
(0)
2
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
∣∣r1+J+σ(J)− 2p∇/ Jtrχ∣∣
p,S
≤ C
(0)
5
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
∣∣|λ0|r1+J− 2p∇/ J χˆ∣∣p,S ≤ C(0)6 ( J !Jα e(J−2)(δ0+Γ0(λ))ρJ0
)
∣∣|λ0|r1+J− 2p∇/ Jω∣∣p,S ≤ C(0)7 ( J !Jα e(J−2)(δ0+Γ0(λ))ρJ0
)
75To completely define the ∇/ derivative on S0 we have also to assign γ on S0 see section
13.1.1.
76Clearly, to obtain the smallness of the first C(J) J ≤ 7, we have to assume also the angular
derivatives ∇/ s of the quantities assigned on S0 of order ε.
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On C0:
||λ|σ(J)rJ+1−
2
p∇/
J
trχ|p,S ≤ C
(0)
0
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
||λ|
3
2+ǫrJ+1−
2
p∇/ J χˆ|p,S ≤ C
(0)
1
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
||λ|1+ǫrJ+1−
2
p∇/
J
ω|p,S ≤ C
(0)
2
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
|r1+J+σ(J)−
2
p∇/
J
trχ|p,S ≤ C
(0)
5
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
|rJ+2−
2
p∇/
J
χˆ|p,S ≤ C
(0)
6
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
(7.6)
|rJ+2−
2
p∇/
J
ω|p,S ≤ C
(0)
7
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
|rJ+2−
2
p∇/ Jζ|p,S ≤ C
(0)
4
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
.
The condition for ω on S0 is
ω(ν0) = −
∫ ∞
ν0
dν′e
∫
ν′
ν0
(−2Ωω)dν′′
[
ζ · ∇/ logΩ+
3
2
|ζ|2−
1
2
|∇/ logΩ|2−
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)]
(ν′) .(7.7)
These are the estimates of Theorem 3.2, in order to prove estimates 3.20, 3.21,
3.22 and 3.23 we only have to reproduce the proofs of lemmas 4.1 and 4.2, with
the obvious modifications.
Now we have to prove the estimates for the mixed derivatives of the connection
coefficients on the initial data.
Theorem 3.4: Assuming the hypothesis of Theorem 3.2, the estimates 3.24 for
the D/ Jν∇/
P derivatives, then the following estimates hold for any J and P on
C0 ∪ C0 where the constants Fi and F i are of order O(ε) for J ≤ 7 and O(1)
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otherwise and σ(P ) = 0 for P = 0 and σ(P ) = 1 for P > 0.
|r1+J+P+σ(P )−
2
pD/
J
ν∇/
P
U |p,S ≤ F1
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ0(λ))
ρJ+P0
)
|r1+J+P+σ(P )−
2
pD/ Jν∇/
P trχ|p,S ≤ F2
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ0(λ))
ρJ+P0
)
|r2+J+P−
2
pD/
J
ν∇/
P
χˆ|p,S ≤ F3
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ0(λ))
ρJ+P0
)
∣∣r2+J+P− 2pD/ Jν∇/ P η∣∣p,S ≤ F4( (J + P )!(J + P )α e((J+P )−2)(δ+Γ0(λ))ρJ+P0
)
∣∣r2+J+P− 2pD/ Jν∇/ P ζ∣∣p,S ≤ F5( (J + P + 1)!(J + P + 1)α e((J+P )−1)(δ+Γ0(λ))ρJ+P+10
)
(7.8)
∣∣r2+J+P− 2pD/ Jν∇/ PU |p,S ≤ F 1( (J + P )!(J + P )α e((J+P )−2)(δ+Γ0(λ))ρJ+P0
)
|r1+J+P+σ(P )−
2
pD/
J
ν∇/
P
trχ|p,S ≤ F2
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ0(λ))
ρJ+P0
)
∣∣|λ|r1+J+P− 2pD/ Jν∇/ P χˆ|p,S ≤ F 3( (J + P )!(J + P )α e((J+P )−2)(δ+Γ0(λ))ρJ+P0
)
∣∣r2+J+P− 2pD/ Jν∇/ Pω∣∣p,S ≤ F6( (J + P + 1)!(J + P + 1)α e((J+P )−1)(δ+Γ0(λ))ρJ+P+10
)
∣∣r2+J+P− 2pD/ Jν∇/ Pω∣∣p,S ≤ F 6( (J + P )!(J + P )α e((J+P )−2)(δ+Γ0(λ))ρJ+P0
)
.
Proof: First of all notice that the hypothesis of Theorem 3.2, already provide
the right estimates for D/
J
ν∇/
P
χ on C0, D/
J
ν∇/
P
χ and D/
J
ν∇/
P
X on C0, D/
J
ν∇/
P
Ω
and hence for D/
J
ν∇/
P
ω, D/
J
ν∇/
P
ω on C0 ∪ C0, for any ν and P . For the other
connection coefficients the proof is recursive, we assume these estimates hold for
for (J, P ) and we prove they hold also for for (J+1, P−1), with J+P = N . We
sketch the idea of the proof for U = Ω−1trχ and leave the details in Appendix.
Observe that the basis of the induction is exactly the result of Theorem 3.2.
Hence, recalling the transport equation
D/ νU +
Ωtrχ
2
U + |χˆ|2=0 , (7.9)
54
we have the following expression
D/
J
ν∇/
P
U = D/
J−1
ν ∇/
P
D/ νU +D/
J−1
ν [D/ ν ,∇/
P
]U = D/
J−1
ν ∇/
P
(
−Ω
trχ
2
U − |χˆ|2
)
+D/
J−1
ν [D/ ν ,∇/
P
]U
= −
1
2
D/
J−1
ν ∇/
P
(ΩtrχU)−D/
J−1
ν ∇/
P
(|χˆ|2) +D/
J−1
ν [D/ ν ,∇/
P
]U
= −
1
2
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
Ωtrχ)(D/
J−1−q
ν ∇/
P−h
U)−
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
χˆ) · (D/
J−1−q
ν ∇/
P−h
χˆ)
+ D/
J−1
ν ([D/ ν ,∇/
P
]U) . (7.10)
As [∇/
P
,
D/
∂ν
]f =
∑P−1
k=0 ∇/
k
[∇/ ,
D/
∂ν
]∇/
P−k−1
f and from equation 9.1,
[∇/ µ,
D/
∂ν
]Uν1...νk = −
k∑
j=1
CσjµνjUν1..σj ..νk +Ωχ
ρ
µ(∇/ ρU)ν1..νk ,
it follows
[∇/
P
,
D/
∂ν
]f =
P−1∑
k=0
∇/
k
(
−(P − k − 1)C∇/
P−k−1
f +Ωχ∇/
P−k
f
)
(7.11)
= −
P−1∑
k=0
(P − k − 1)
k∑
J=0
(
k
J
)
(∇/
J
C)∇/
P−1−J
f +
P−1∑
k=0
k∑
J=0
(
k
J
)
(∇/
J
Ωχ)∇/
P−J
f .
Therefore we can write
D/
J
ν∇/
P
U = −
1
2
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
Ωtrχ)(D/
J−1−q
ν ∇/
P−h
U)
−
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/ qν∇/
hχˆ) · (D/ J−1−qν ∇/
P−hχˆ)
+
J−1∑
q=0
(
J − 1
q
) P−1∑
k=0
(P − k − 1)
k∑
j=0
(
k
j
)
(D/
q
ν∇/
j
C)D/
j−1−q
ν ∇/
P−1−j
U
−
J−1∑
q=0
P−1∑
k=0
k∑
j=0
(
J − 1
q
)(
k
j
)
(D/
q
ν∇/
j
Ωχ)D/
j−1−q
ν ∇/
P−j
U (7.12)
and using the inductive assumptions we can estimate the norms of the right
hand side of 7.12 to prove the expected result.
Clearly analogous estimates hold for D/
J
λ∇/
P
on C0.
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8 Conclusions
We can therefore consider totally solved the global characteristic problem as-
sociated to two intersecting null cones; by this we mean that we can provide a
global initial data set, specifying which quantities can be assigned freely, which
ones have to be given on the intersection of the two cones and finally which
constraints they have to satisfy on it. Moreover, we provide, the smallness
conditions in appropriate Sobolev norms they have to satisfy to obtain a weak
global solution or, alternatively, given an analytic set of initial data, an analytic
global solution. The future program will be to extend this result to the full
null cone, extending to the tip the outgoing one and reducing consequently the
ingoing cone to a point. This process presents some difficulties, the main ones
we can foresee are:
i) As the surface intersection of the two null hypersurfaces reduces to a point,
how do the constrained quantities have to be assigned on it? How to reduce the
constraint equations?
ii) How the “lapse” function Ω has to be to assigned in order to assure the
orthogonal null geodesics starting from the ν = constant surfaces on the initial
data outgoing cone intersect exactly in one point, so to form a null cone ?
We are confident that both questions, and other ones that can possibly emerge
can find a “natural solution” in this formalism, allowing to extend the global
characteristic problem to the full null cone.
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9 The complete results of Section 3
9.1 The control of the angular derivatives of all the con-
nection coefficients, the proof of Theorem 3.6
9.1.1 The control of LN−1O U/
First of all we state some commutation relations.
Lemma 9.1. The following relations hold, denoting D/ ν := ΩD/ 4,
[∇/ µ,
D/
∂ν
]Uν1...νk = −
k∑
j=1
CσjµνjUν1..σj..νk +Ωχ
ρ
µ(∇/ ρU)ν1..νk (9.1)
with Cσjµνj = Ω
[
(χµνjη
σj−χσjµ ηνj
) + θCµ θ
D
νj
Rσj (·, eC , e4, eD)
]
. (9.2)
in the case of U a 1-form:
[∇/ µ,
D/
∂ν
]Uν =
=
[
(χµνjη
σ−χσµην) + θ
C
µ θ
D
ν R
σ(·, eC , e4, eD)
]
Uσ +Ωχ
ρ
µ(∇/ ρU)ν
= −CσµνUσ +Ωχ
ρ
µ(∇/ ρU)ν (9.3)
We rewrite symbolically the last formula as:
[∇/ µ,
D/
∂ν
]U = −CU +D(∇/ U) (9.4)
Were with C we mean a combination of null Riemann components and with D
we mean a combination of connection coefficients and metric components.
Similarly we have:
[∇/ µ,
D/
∂λ
]Uν1...νk =
= −Ω
k∑
j=1
[
(χ
µνj
ησj−χσj
µ
ηνj ) + θ
C
µ θ
D
νj
Rσj (·, eC , e3, eD)
]
Uν1..σj ..νk +Ωχ
ρ
µ
(∇/ ρU)ν1..νk
= −
k∑
j=1
CσjµνjUν1..σj ..νk +Ωχ
ρ
µ
(∇/ ρU)ν1..νk , (9.5)
which in the case of U 1-form becomes:
[∇/ µ,
D/
∂λ
]Uν =
=
[
(χ
µνj
ησ−χσ
µ
ην) + θ
C
µ θ
D
ν R
σ(·, eC , e3, eD)
]
Uσ +Ωχ
ρ
µ
(∇/ ρU)ν
= −CσµνUσ +Ωχ
ρ
µ
(∇/ ρU)ν (9.6)
57
Also in this case we rewrite the last formula symbolically as
[∇/ µ,
D/
∂λ
]U = −CU +D(∇/ U) (9.7)
We have for the commutator of the tangential derivatives:
[∇/ α,∇/ µ]Uν1ν2...νq = (9.8)
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βUν1ν2...νq − θ
C
α θ
D
µ
q∑
i=1
Rν˜i(·, eC , ·, eD)νiUν1ν2..ν˜i..νq
In this case we apply this commutator to a 2-form obtaining:
[∇/ α,∇/ µ]Uν1ν2 =
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βUν1ν2 − θ
C
α θ
D
µ R
ν˜(·, eC , ·, eD)ν1Uν˜ν2
−θCα θ
D
µ R
ν˜(·, eC , ·, eD)ν2Uν1ν˜ (9.9)
Which we rewrite symbolically as
[∇/ µ,
D/
∂ν
]U = −CˆU + Dˆ(∇/ U) (9.10)
At last we apply the [∇/ α, div/ ] to a 2-form:
[∇/ α, div/ ]Uν1ν2 = [∇/ α,∇/ µ]U
µ
ν = (9.11)
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βU
µ
ν − 2θ
C
α θ
D
µ R
ν˜(·, eC , ·, eD)νU
µ
ν˜ .
Which we rewrite symbolically as
[∇/ α, div/ ]U = −CU +D(∇/ U) . (9.12)
Notice that all the commutators have the same structure, namely a combination
of products of connection coefficients and metric components times U and a
combination of null Riemann components times ∇/U .
Moreover the following relations hold for the commutator of the LO derivatives:
For U 1-form
[
D/
∂ν
,LO]U =
(
(OσCτσµ) +
D/
∂ν
Hτµ
)
Uτ
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which we write in a compact way as
[
D/
∂ν
,LO]U = E
τ
µUτ , (9.13)
where
Eτµ ≡
(
(OσCτσµ) +
D/
∂ν
Hτµ
)
.
Where H has the following expression
Hab = g(∇/ aO,
∂
∂xb
) (9.14)
With similar calculations we obtain
[
D/
∂λ
,LO]U = E
τ
µUτ , (9.15)
where
Eτµ ≡
(
(OσCτσµ) +
D/
∂λ
Hτµ
)
.
Finally we consider the commutators [∇/ ,LO]Uαβ and [div/ ,LO]Uαβ with Uαβ a
symmetric 2-form.
([∇/ ν ,LO]U)ab
= OρCˆσρνaUσb + 2Uaρ (∇/ νH
ρ
b ) +
∑
A=1,2
(OρHβρθ
A
ν ∇/ βUab) (9.16)
which we rewrite symbolically as:
([∇/ ν ,LO]U)ab = Eˆ
σ
νaUσb +
∑
A=12
HˆAβν ∇/ βUab (9.17)
and consequently
([div/ ,LO]U)c = [∇/ ν ,LO]U
ν
c
= OρCˆσρνcU
ν
σ + 2U
ν
ρ (∇/ νH
ρ
c) +
∑
A=1,2
(OρHβρθ
Aν∇/ βUcν) (9.18)
which we rewrite symbolically as:
([div/ ,LO]U)c = E
σ
νcU
ν
σ +
∑
A=1,2
H
Aβν
∇/ βUcν (9.19)
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Consequenlty, exploiting equation 9.3, if N > 1, the following relations holds
with f a scalar function:
[∇/N ,
D/
∂ν
]f =
N−1∑
k=0
(
N
k
)
(∇/N−1−kΩχ) · ∇/ k+1f −
N−2∑
k=0
(
N
k
)
(∇/N−2−kC) · ∇/ k+1f , (9.20)
the following one if V is an S-tangent vector field:
[∇/
N−1
,
D/
∂ν
]V =
N−2∑
k=0
(
N − 1
k
)
(∇/
N−2−k
Ωχ) · ∇/
k+1
V −
N−2∑
k=0
(
N
k
)
(∇/
N−2−k
C) · ∇/
k
V . (9.21)
in the same way we can calculate [LN−1O ,
D/
∂ν
]V
[LN−1O ,
D/
∂ν
]V =
N−2∑
k=0
(
N − 1
k
)N−2∑
k=0
(
N
k
)
(∇/
N−2−k
E) · ∇/
k
V . (9.22)
Lemma 9.2. LN−1O U/ satisfies the following equation along the outgoing cones,
D/
∂ν
(LN−1O U/ ) +
3
2
Ωtrχ(Lˆ
N−1
O U/ ) = −Ωχˆ · (L
N−1
O U/ )− 2χˆL
N−1
O (∇/ χˆ)− trχL
N−1
O β +
+
3
2
(Ωtrχ− Ωtrχ)(LN−1O U/ ) + {(good)1 } (9.23)
{(good)1 } = 2
N−1∑
k=1
(
N − 1
k
)
LN−1−kO (∇/ χˆ)L
k
Oχˆ
−
3
2
N−1∑
q=1
(
N − 1
q
)
(LqOΩ
2U)(LN−1−qO U/ ) +
N−1∑
k=0
(
N − 1
k
)
LN−1−kO (|χˆ|
2)LkOη
+
N−1∑
q=1
(
N − 1
q
)
(LqO(Ωχˆ)(L
N−1−q
O U/ ) +
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
OU/ )
−
N−1∑
q=0
(
N − 1
q
)
(LqO(ΩU)(L
N−1−q
O χˆη) +
N−1∑
q=1
(
N − 1
q
)
(LN−2−qO β)(L
q
Otrχ)
(9.24)
Moreover the following inequality holds:
−
∂
∂ν
|r(3−
2
p
)LN−1O U/ |p,S ≤ |r
(3− 2
p
)L/ |p,S . (9.25)
where77
77In fact we have two inequalities
−|r
(3− 2
p
)
L/ |p,S ≤
∂
∂ν
|r
(3− 2
p
)
∇/N−1U/ |p,S ≤ |r
(3− 2
p
)
L/ |p,S . (9.26)
One is used when integrating along the outgoing cones the other ones for the incoming one.
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|L/ | =
[∣∣Ωχˆ · (LN−1O U/ )∣∣+ ∣∣2χˆ · (LN−1O ∇/ χˆ)∣∣+ |trχ|∣∣LN−1O β∣∣+ ∣∣{(good)1}∣∣]
+
[
(3− 2
p
)
2
|Ωtrχ− Ωtrχ||LN−1O U/ |
]
. (9.27)
Proof: See Appendix 14.78
To obtain from the differential inequality 9.27 an estimate for LN−1O U/ we need
first to control the term (LN−1O ∇/ χˆ) present in L/ , which has the maximal order
of derivatives.79 For it we use the Hodge equation
div/ χˆ =
1
2
∇/ trχ− β − ζ · χˆ+
1
2
ζtrχ ≡ F (1) (9.28)
from the Hodge system 9.28 it is possible to prove the following lemma,
Lemma 9.3.
|LN−1O ∇/ χˆ|p,S ≤ c
(
|Ω|∞,S |L
N−1
O U/ |p,S + |L
N−1
O β|p,S + |{(good)2 }|p,S + |{(good)4}|p,S
)
(9.29)
with
{(good)2} = [div/ ,L
N−1
O ]χˆ
=
N−2∑
q=0
((
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) +
(
N − 1
q
)
(LN−2−qO H)(L
q
O∇/U/ )
)
(9.30)
|{(good)4 }|p,S =
(
N−1∑
k=1
(
N − 1
k
)
|LkOΩ|∞|L
N−1−k
O χˆ|p,S + |{(good)3 }|p,S
)
(9.31)
{(good)3} = −L
N−1
O (ζ · χˆ) + [div/ ,L
N−1
O ]χˆ
= LN−1O (ζ · χˆ) +
N−2∑
q=0
((
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) +
(
N − 1
q
)
(LN−2−qO H)(L
q
O∇/U/ )
)
(9.32)
78Trying to use the analogous transport equation to estimate |r
N+2− 2
p∇/NU |p,S does not
work as the term −U
2
∑N
k=1
(
N
k
)
(∇/ kΩ2)(∇/N−kU) gives rise, when integrated, to logarithmic
divergent contributions.
79Recall that U/ already contain a ∇/ derivative.
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The recursive assumption for LN−1O U/ is proved in the following theorem whose
detailed proof is in the appendix to Section 9, Appendix 14, it is a prototype of
all the remaining estimates of the connection coefficients angular derivatives.
Theorem 9.1. Assuming the following norm estimate for the null Riemann
component β, with C(1) = O(ε) for J ≤ 7, C(1) = O(1) otherwise, C(1) < C0.
80
|r2−
2
pLN−1O β|p,S(λ, ν) ≤ C
(1)e(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
, (9.33)
assuming the norm estimates 3.18 for the initial data connection coefficients
with J ≤ N and the norm estimates 3.29 for the connection coefficients with
J < N , then the following inequality holds on K,∣∣r3− 2pLN−1O U/ ∣∣p,S(λ, ν) ≤ C0e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 , (9.34)
Proof: See Appendix 14.
Remark:
We are left with proving assumption 9.33 of Theorem 9.1. This is a particular
case of the more general Theorem 4.1 which gives the appropriate estimates for
the Riemann null components proved in detail in sections 10 and 15.
9.1.2 The control of LNO η
The strategy to control the | · |p,S norms of L
N
O η is based on the same approach
described for the estimates of LN−1O U/ . There are, nevertheless, some differences
we are going to point out. First of all we cannot use in a straightforward way
the transport equation for η,
D4η +
trχ
2
η + χˆ · η − χ · η + β = 0 (9.35)
as it implies a loss of derivatives (the Riemann coefficient β depends on second
derivatives of the metric while η only on first ones). The idea, developed in
[Ch-Kl] and extended in [Kl-Ni2], is to define the scalar quantity µ˜
µ˜ := −div/ η +
1
2
(χχ− χχ)− (ρ− ρ) (9.36)
and observe that, using the structure equations, µ˜ satisfies the following trans-
port equation,
D/
∂ν
µ˜+ (Ωtrχ)µ˜ = (ΩF˜ − ΩF˜ ) + (ΩH˜ − ΩH˜) (9.37)
80It is important that the constant C(1), is smaller than all the constants estimating the
connection coefficients, this is because of the fact that the null Riemann components appears
in the structure equations not associated with other terms.
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where
F˜ = χˆ · (∇/ ⊗ˆη) + Ω(η − η)∇/ (Ω−1trχ) +
1
2
trχ(|η|2 − |η|2)−
1
2
(
trχ|χˆ|2 + trχ(χˆ · χˆ)
)
+ 2η · χˆ · η
H˜ =
(
−
trχ
2
χ · χ− 2η · β + trχ(ρ+ ρ)
)
. (9.38)
A long but obvious computation, analogous to the one for LN−1O U/ , proves the
following lemma,
Lemma 9.4. LN−1O µ˜ satisfies the following transport equation along the outgo-
ing cones, for N > 1,
D/ (LN−1O µ˜)
∂ν
+Ωtrχ · (LN−1O µ˜)− χˆ · L
N−1
O (∇/ ⊗ˆη)
+2Ωη · LN−1O β − ΩtrχL
N−1
O ρ+
[{
(g˜ood)1
}
+
{
(g˜ood)2
}]
= 0 ,(9.39)
where
{
(g˜ood)1
}
= −
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
Oµ˜)
{
(g˜ood)2
}
= −
(
−
N−1∑
k=1
(
N − 1
k
)
LkO(Ωtrχ)(L
N−1−k
O µ˜) + L
N−1
O
[
(ΩF˜ − ΩF˜ ) + (ΩH˜ − ΩH˜)
]
−χˆ · LN−1O (∇/ ⊗ˆη) + 2Ωη · L
N−1
O β − ΩtrχL
N−1
O ρ
)
. (9.40)
and {
(g˜ood)2+1
}
=
{
(g˜ood)1
}
+
{
(g˜ood)2
}
(9.41)
Moreover the following inequality 81 holds
−
∂|r(2−
2
p
)LN−1O µ˜|p,S
∂ν
≤ |r(2−
2
p
)L˜|p,S , (9.42)
where
|L˜| ≤
[∣∣χˆ · (LN−1O µ˜)∣∣+ ∣∣χˆ · (LN−1O ∇/ ⊗ˆη)∣∣+ |η|∣∣LN−1O β∣∣+ |trχ|∣∣LN−1O ρ∣∣+ ∣∣{(g˜ood)1+2}∣∣]
+
[
|Ωtrχ− Ωtrχ||LN−1O µ˜|
]
. (9.43)
Proof: The proof has the same structure as the proof of Lemma 9.2 and
we do not report it here. In fact observing that η satisfies the following Hodge
system
div/ η = −µ˜+
1
2
(χχ− χχ)− (ρ− ρ) ≡ F (0) (9.44)
curl/ η = σ −
1
2
χˆ ∧ χˆ ≡ G(0) .
81Analogous to inequality 9.25.
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and examining equations 9.39, 9.44 it is immediate to recognize to that:
i) µ˜ plays the role of U/ 82 and the terms in
{
(g˜ood)1
}
+
{
(g˜ood)2
}
contain
only (angular) derivatives of the connection coefficients lower than N or terms
of highest derivative order which have already been controlled in the previous
step. In this sense all these terms are “good terms”.
ii) As in equation 9.25 for LN−1O U/ the terms L
N−1
O ∇/ χˆ are controlled deriving
the Hodge system 9.28, here the term LN−1O (∇/ ⊗ˆη) is controlled in the same way
deriving the Hodge system 9.44. The result of this estimate, we do not report
here, is in Lemma 9.5, the analogous of Lemma 9.3.
iii) Finally, as in the estimate for LN−1O U/ , some Riemann null components with
the highest order of derivatives N−1 for the Riemann components) appear in
the transport equation 9.39 and in the Hodge system 9.44. Again these terms
have to be estimated using Theorem 4.1.
Lemma 9.5. Assuming that η satisfies the Hodge system 9.44 then LN−1O (∇/ ⊗ˆη)
satisfies the following inequality,
|∇/LN−1O η|p,S ≤ c
(
|LN−1O µ˜|p,S + |L
N−1
O ρ|p,S + |{(g˜ood)3 }|p,S)
)
(9.45)
With c a suitable constant and
{(g˜ood)3} = −L
N−1
O
1
2
(χχ− χχ) + LN−2O ρ+ [div/ ,L
N−1
O ]η
= −LN−1O (
1
2
(χχ− χχ) + LN−2O ρ+
N−2∑
q=0
(
(
N − 1
q
)
(LN−2−qO E)(L
q
Oη)
+
(
N − 1
q
)
(LN−2−qO H)(L
q
O∇/ η))
(9.46)
consequently
|LN−1O ∇/ η|p,S ≤ c
(
|LN−1O µ˜|p,S + |L
N−1
O ρ|p,S + |{(g˜ood)3}|p,S + |{(g˜ood)4 }|p,S
)
(9.47)
With |{(g˜ood)4}|p,S = [∇/ ,L
N−1
O ]η
hence, the same inequality holds for LN−1O ∇/ ⊗ˆη
|LN−1O (∇/ ⊗ˆη)|p,S ≤ c
(
|LN−1O µ˜|p,S + |L
N−1
O ρ|p,S + |{(g˜ood)3 }|p,S + |{(g˜ood)4}|p,S
)
(9.48)
82There are N−1 derivatives in 9.39 as, in µ˜, η is already derived once.
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Retracing the steps performed for U/ we can hence obtain the estimate for
LN−1O µ˜, stated in the following theorem.
Theorem 9.2. Assuming the norm estimates for the null Riemann components
of Theorem 4.1, assuming the norm estimates 3.18 for the initial data connec-
tion coefficients with J ≤ N and the norm estimates 3.29 for the connection
coefficients with J < N , assuming that on the “last slice” LN−1O µ˜ satisfy the
following estimate
∣∣r(2− 2p )LN−1O µ˜∣∣p,S(λ, ν∗) ≤ C(∗)6
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
1
ρN0,1
)
, (9.49)
then the following inequality holds with C
(∗)
6 < C6,∣∣r(2− 2p )LN−1O µ˜∣∣p,S(λ, ν) ≤ C˜6e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1
. (9.50)
And by definition of µ˜ we obtain easily the inequality for η,∣∣r(2− 2p )LN−1O ∇/ η∣∣p,S(λ, ν) ≤ C6e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 (9.51)
With C˜6 < C6 .
9.1.3 The control of LNOD3 logΩ
To control LNOω = −2
−1LNOD3 logΩ we cannot use the transport equation for
ω. This is due to the fact that in its transport equation
D4ω−2ωω−ζ · ∇/ logΩ−
3
2
|ζ|2+
1
2
|∇/ log Ω|2−
1
2
ρ=0
there is a loss of derivatives, namely this equation depends on the Riemann
component ρ. This problem is analogous to the one we faced in the control of
LNO η and the way out
83 is exactly of the same type as the one used for LNO η.
Instead of µ˜ we introduce the following quantity,
ω˜ ≡ div/ Vˆ where Vˆ = (V˜ − Ωβ) , and V˜ = ∇/ΩD3 logΩ = −2∇/Ωω . (9.52)
With standard computations we obtain,
83This is an adaptation of a strategy first used by D.Christodoulou and S.Klainerman in
[Ch-Kl].
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Lemma 9.6. The structure equation for ω˜ is
∂ω˜
∂ν
+Ωtrχω˜ + 4Ωωω˜ = −2Ωχˆ · ∇/ Vˆ (9.53)
+Ω
[
−2χˆ · ∇/Ωβ − 4ωdiv/ (Ωβ) + Ω(∇/ logΩ) · ∇/ ρ+
1
2
trχΩdiv/ β + χˆ · Ω∇/ β + (∇/Ω)(−∇/ ρ+ ⋆∇/ σ)
]
+{F} .
where {F} collects terms with less derivatives whose explicit expression is in
Appendix 14. Moreover the transport equation for LN−2O ω˜ is:
∂
∂ν
(LN−2O ω˜) + (Ωtrχ+ 4Ωω)(L
N−2
O ω˜) + (Ωχ) · (L
N−2
O ω˜)
= −2ΩχˆLN−2O ∇/ Vˆ +Ω
[
−2Ωχˆ · LN−1O β − 4ΩωL
N−2
O div/ β +Ω(∇/ logΩ) · L
N−1
O ρ
+
1
2
trχΩLN−2O div/ β + χˆ · ΩL
N−1
O β + (∇/Ω)(−L
N−1
O ρ+ L
N−2
O
⋆∇/ σ)
]
+{L}+ {G}+ {F˜} , (9.54)
where {L}, {G}, {F˜}, whose explicit expressions are given in Appendix 14,
collect all the terms with lower order derivatives which can be estimated using
the inductive assumptions.
Remark:
Notice that in the terms {L} + {G} + {F˜} the Lie derivatives of ζ appear, up
to order N − 1, which has been not explicitly estimated, this is not a problem as
remember that ζ = η +∇/ logΩ and these quantities are already at our disposal
by the inductiv assumptions.
No loss of derivatives is present in equation 9.53. In fact ω˜ depends on three
derivatives of the metric components as all the terms explicitely written on the
r.h.s. while {F˜} depends on lower derivatives.
Equation 9.54 plays the same role of the transport equation for LN−1O µ˜ or the
one for LN−1O U/ ; It depends on L
N−1
O derivatives of Riemann components which
have to be estimated using the hyperbolicity, see Theorem 4.1, and on LN−2O ∇/ Vˆ ;
this last term is the analogous of the term ∇/
N−1
(∇/ ⊗ˆη) present in the equation
9.39 or to the term LN−1O ∇/ χˆ present in equation 9.23 for L
N−1
O U/ . To control the
LN−1O Vˆ term in terms of ω˜ and from it to control the norms of L
N−2
O ω˜ applying
Gronwall’s Lemma, we have to use the Hodge system,
div/ Vˆ = ω˜ , (9.55)
which is equivalent, but easier to treat, to the Hodge system 9.28 and to the
Hodge system 9.44 used to control the η derivatives from the µ˜ estimates. Start-
ing from 9.55 the Hodge system to consider is provided in the following lemma,
whose simple proof we do not report here,
66
Lemma 9.7. From the Hodge system 9.55 it follows that ∇/
N−1
Vˆ satisfies the
following estimates
|LN−2O ∇/ Vˆ |p,S ≤ |[div,L
N−2
O ]Vˆ |p,S + |
˜
{good3}|p,S + |ω˜|p,S (9.56)
with
|
˜
{good3}|p,S = |[div,L
N−2
O ]Vˆ |p,S (9.57)
Finally once we control the norms of LN−2O ω˜, as from Theorem 4.1 we control
div/ LN−2O β it follows that we control△/L
N−2
O ω and from it we control the norm of
∇/Nω which is the final step required to prove the following theorem, analogous
to Theorem 9.2,
Theorem 9.3. Assuming the results of Theorem 4.1 for the null Riemann com-
ponents, the inductive assumptions for the connection coefficients up to N−1
derivatives and the result of previous Theorems 9.1 and 9.2, assuming that on
the “last slice” LN−2O ω˜ satisfy the following estimate with C2 > C˜2 > C˜
(∗)
2 ,∣∣r3− 2p |λ|LN−2O ω˜∣∣p,S(λ, ν∗) ≤ C˜(∗)2 e(N−2)δe(N−2)Γ(λ) N !NαρN0,1 , (9.58)
then the following inequality holds∣∣r3− 2p |λ|LN−2O ω˜∣∣p,S(λ, ν) ≤ C˜2e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 , (9.59)
∣∣r2− 2p |λ|LNOω∣∣p,S(λ, ν) ≤ C2e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 . (9.60)
9.1.4 The control of the LNO derivatives of the underlined connection
coefficients
To complete the proof of Theorem 3.1 we have to obtain the norm estimates for
the LNO angular derivatives of the underlined connection coefficients, χ, η, ω
84
whose transport equations are along the incoming cones. The procedure is
analogous to the one we discussed for χ, η, ω and we look in detail only to the
estimates for LN−1O U/ to point out the main differences, the most important being
that in this case the estimates are done “from below”, namely the integration
starts form the initial data on C0. As in the ∇/
Nχ case, we start proving the
norm estimates for ∇/
N−1
U/ where U/ = ∇/Ω−1trχ+Ω−1trχ η .
84To follow previous notation, see [Kl-Ni2] we denoted with ω a connection coefficient whose
transport equation is along the incoming cones.
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To obtain the transport equation for LN−1O U/ we apply L
N−1
O to the structure
equation85
D/
∂λ
U/ +
3
2
ΩtrχU/ = −∇/ |χˆ|2 − η|χˆ|2 − Ωχˆ · U/ + trχ(χˆ · η)− trχβ . (9.61)
The result we obtain is, therefore, provided in the following lemma, whose proof
is identical to the proof of Lemma 9.2 with the obvious substitutions,
Lemma 9.8. Denoting U/ = ∇/U +Uη where U = Ω−1trχ, LN−1O U/ satisfies the
following transport equation along the incoming cones,
D/
∂λ
(LN−1O U/ ) +
3
2
Ωtrχ(Lˆ
N−1
O U/ ) = −Ωχˆ · (Lˆ
N−1
O U/ )− 2χˆLˆ
N−1
O (∇/ χˆ)− trχL
N−1
O β +
+
3
2
(Ωtrχ− Ωtrχ)(Lˆ
N−1
O U/ ) + {(good)1} (9.62)
With
{(good)1} = 2
N−1∑
k=1
(
N − 1
k
)
LN−1−kO (∇/ χˆ)L
k
Oχˆ
−
3
2
N−1∑
q=1
(
N − 1
q
)
(Lˆ
q
OΩ
2U)(Lˆ
N−1−q
O U/ ) +
N−1∑
k=0
(
N − 1
k
)
LN−1−kO (|χˆ|
2)LkOη
+
N−1∑
q=1
(
N − 1
q
)
(LqO(Ωχˆ)(L
N−1−q
O U/ ) +
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
OU/ )
−
N−1∑
q=0
(
N − 1
q
)
(LqO(ΩU)(L
N−1−q
O χˆη) +
N−1∑
q=1
(
N − 1
q
)
(LN−2−qO β)(L
q
Otrχ)
and with E defined in equation 9.16.
Moreover the following inequality holds:
∂
∂λ
|r(3−
2
p
)LN−1O U/ |p,S ≤ |r
(3− 2
p
)L/ |p,S , (9.63)
|L/ | =
[∣∣Ωχˆ · (LN−1O U/ )∣∣+ ∣∣2χˆ · (LN−1O ∇/ χˆ)∣∣+ |trχ|∣∣LN−1O β∣∣+ ∣∣{(good)1}∣∣]
+
[
(3− 2
p
)
2
|Ωtrχ− Ωtrχ||LN−1O U/ |
]
. (9.64)
85Observe that equation 9.61 has to be considered a tensorial equation. As we are interested
to the transport equation for its Lp,S norm, we do not need to express e3 as
1
Ω
(
∂
∂λ
+Xa ∂
∂ωa
)
,
see (I); in fact in this case we can choose on the S(λ, ν) surfaces an orthonormal frame Fermi
transported along the incoming cones. In this way the transport equations along the incoming
cones for these norms are exactly the same as those previously obtained for the not underlined
coefficients just substituting ν with λ and interchanging the underlined with the not underlined
connection coefficients and Riemann components.
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Exactly as in the estimate of LN−1O U/ , to obtain from the differential inequality
9.63 an estimate for LN−1O U/ we need first to control the term LO∇/ χˆ present in
L/ , which has the same N order of derivatives. As before we use repeatedly the
equations
div/ χˆ =
1
2
∇/ trχ− β + ζ · χˆ−
1
2
ζtrχ ≡ F (1) (9.65)
and proceeding exactly as in Lemma 9.3 we prove the following lemma,
Lemma 9.9. From equation 9.65 we obtain the following estimates
|LN−1O ∇/ χˆ|p,S ≤ c
(
|Ω|∞,S |L
N−1
O U/ |p,S + |L
N−1
O β|p,S + |{(good)2 }|p,S + |{(good)4}|p,S
)
(9.66)
with, c a suitable constant and
{(good)2} = [div/ ,L
N−1
O ]χˆ
=
N−2∑
q=0
((
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) +
(
N − 1
q
)
(LN−2−qO H)(L
q
O∇/U/ )
)
(9.67)
|{(good)4 }|p,S =
(
N−1∑
k=1
(
N − 1
k
)
|LkOΩ|∞|L
N−1−k
O χˆ|p,S + |{(good)3 }|p,S
)
(9.68)
{(good)3} = −L
N−1
O (ζ · χˆ) + [div/ ,L
N−1
O ]χˆ
= LN−1O (ζ · χˆ) +
N−2∑
q=0
((
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) +
(
N − 1
q
)
(LN−2−qO H)(L
q
O∇/U/ )
)
(9.69)
Using the estimate for LN−1O β proved in Theorem 4.1, we prove the analogous
of Theorem 9.1.
Theorem 9.4. Assuming the following norm estimate for the null Riemann
component β,
|r2−
2
pLN−1O β|p,S(λ, ν) ≤ C
(1)e(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
, (9.70)
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assuming the norm estimates 3.18 for the initial data connection coefficients
with J ≤ N and the norm estimates 3.29 for the connection coefficients with
J < N , then the following inequality holds on K,∣∣r(N+2)− 2pLN−1O U/ ∣∣p,S(λ, ν) ≤ C0e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 . (9.71)
Proof: The proof is similar to the one of theorem 9.1 and we do not repeat it
here.
With this theorem we can consider proved the estimates 3.29.
In order to prove the estimates 3.30 we state the following
Corollary 9.5. Assuming the estimates 3.29 the following estimates hold on
K, with C a suitable constant.
|r2−
2
pLNO {O,O}|p,S ≤ Ce
(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
(9.72)
Proof: See Appendix 14.
In order to obtain the LNO estimates for the connection coefficients, we have to
pass from the ∇/N estimates on the initial data to the LNO ones, to do this we
have to perform estimates of some auxiliary quantities, with the same structure
of the connection coefficients, see equations 15.13 and 15.29. Viceversa, once we
have the LNO estimates for the connection coefficient in all the region, we have
to recover the ∇/N , to do this we have to exploit the estimates for some other
auxiliary quantities.We prove these estimates in the following section.
9.2 The g(eA∇/ ·eB) and ∇/ AO coefficients
In the proof of our result it follows that many different connection coefficients
play some role, even if they do not enter in the Einstein equations. Their
estimates are needed when we have to control the angular derivatives of the
Riemann components, first of all, when, starting from the control of the ∇/ we
pass to the ∇/O derivatives of the initial data, see equation 15.13, we need the
estimates of ∇/AO, and of g(eA,∇/ eC) in order to do this we recall that the
rotation vectors satisfy the equations, see [Kl-Ni2], section 4.6.
D/
∂ν
(i)Ob = Ωχbc
(i)Oc. (9.73)
We can observe that these equations can be treated as the structure equations
for the connection coefficients, hence with an analogous procedure to the one
discussed previously we can obtain the estimates for ∇/
N (i)O, on the initial data
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and estimates for LO
(i)O in the interior region. We do not repeat it here the
proofs, finally we obtain the following theorems. 86 87
Theorem 9.6. Assuming the norm estimates for the null Riemann component
of Theorem 4.1, assuming the norm estimates 3.18 for the initial data connection
coefficients, the norm estimates 3.29 for the connection coefficients with J < N
and the following estimate for (i)Ob, with J < N , c a suitable constant
|r(J+1−
2
p
)LJO
(i)O|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
,
then the following inequalities hold on K,
∣∣rN+1− 2pLNO (i)O∣∣p,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.74)
∣∣rN+1− 2pLN−1O (i)O∣∣∞,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.75)
Corollary 9.7. Under the assumptions of Theorem 9.6 the following estimates
hold on K,
∣∣rN+1− 2p∇/NO (i)O∣∣p,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.76)
∣∣rN+1− 2p∇/N−1O (i)O∣∣∞,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.77)
The proof is a repetition of lemma 4.2.
Conversely, once we have the estimates for the LNO derivatives of the connec-
tion coefficients in all the region, in order to recover the ∇/
N
ones, we have to
estimates the quantities ∇/ JeA, J < N and hence g(eC ,∇/
JeA), see equation
15.105, from the LO estimates. Let us proceed step by step: First let us prove
86Recall that the sup norm of the J derivative is estimated in term of the | · |p,S norm of
the J and of the J + 1 derivative. In fact the second line is
|rφ(O)∇/ JO|∞,S ≤ C
[
J!
Jα
e(J−2)δ0 e(J−2)Γ0(λ)
ρJ0
+
(J+1)!
(J+1)α
e(J−1)δ0 e(J−1)Γ0(λ)
ρ
(J+1)
0
]
≤
cC (J+1)!
(J+1)α
e(J−1)δ0 e(J−1)Γ0(λ)
ρ
(J+1)
0
and we neglect c ≥ 1 + ρ0
(J+1)eδ0+Γ0(λ)
.
87The estimate in the second line follows as (assuming r = 1) although the O generators
are at the metric level, nevertheless in the estimates of the angular derivatives of γab and of
Xa there is a loss of derivatives, see Section 5.2, which implies the same estimates as for the
connection coefficients.
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the estimates for g(eC ,L
N
O eA). Assuming eA Fermi transported, D/ 4eA = 0, it
follows
∂
∂ν
g(eA,∇/BeC) = g(eA,D/ ν∇/BeC) = g(eA, [D/ ν ,∇/B]eC)
= eµBg(eA, [D/ ν ,∇/ µ]eC) = e
µ
Bg(eA, (−Ωχµ· · ∇/ eC) = −Ωχ(eB, eD)g(eA,∇/DeC)
= −
Ωtrχ
2
g(eA,∇/BeC)− ΩχˆB· · g(eA,∇/ eC) . (9.78)
Therefore we have the following transport equation
D/
∂ν
g(eA,∇/ eC) +
Ωtrχ
2
g(eA,∇/ eC) = −Ωχˆ · g(eA,∇/ eC) . (9.79)
which we rewrite, recalling that g(eA,∇/ ·eC) is an S-tangent one form, we denote
simply by SAC(·) ≡ g(eA,∇/ ·eC) or simpler by S = S(·),
D/
∂ν
S +
Ωtrχ
2
S +Ω χˆ · S = 0 . (9.80)
To obtain the estimate for LNOS we proceed as in the cases of the standard
connection coefficient, discussed previously, and obtain the following results
Theorem 9.8. Assuming the norm estimates for the null Riemann component
of Theorem 4.1, assuming the norm estimates 3.18 for the initial data connection
coefficients, the norm estimates 3.29 for the connection coefficients with J < N
and the following estimate for LJOS , with J < N , c a suitable constant,
|r(1−
2
p
)LJOg(eA,∇/ eC)|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
, (9.81)
assuming that on the “last slice” LNOS satisfy the following estimate,∣∣r1− 2pLNOS∣∣p,S(λ, ν∗) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
, (9.82)
then the following inequality holds on K,∣∣r1− 2pLNOS∣∣p,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.83)
Corollary 9.9. Under the assumptions of Theorem 9.8 the following estimates
hold on K,
|r1−
2
p (LNO eA)
C |p,S = |r
(1− 2
p
)g(eC ,L
N
O eA)|p,S ≤ c
(
N !
Nα
e(N−2)(δ+Γ(λ))
ρN0,1
)
.
r1−
2
p |(LN−1O eA)
C |∞,S = |r
(1− 2
p
)g(eC ,L
N
O eA)|p,S ≤ c
(
N !
Nα
e(N−2)(δ+Γ(λ))
ρN0,1
)
. (9.84)
The proof is in subsection 14.10
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As second step we estimates, in the same way as done in lemma 4.2, inverting
the estimates 15.27 the quantities r1−
2
p (∇/
N−1
O eA)
C , namely we have, with c a
suitable constant.
Corollary 9.10.
|r1−
2
p (∇/
N
O eA)
C |p,S = |r
(1− 2
p
)g(eC ,L
N
O eA)|p,S ≤ c
(
N !
Nα
e(N−2)(δ+Γ(λ))
ρN0,1
)
|r1−
2
p (∇/N−1O eA)
C |∞,S = |r
(1− 2
p
)g(eC ,L
N
O eA)|p,S ≤ c
(
N !
Nα
e(N−2)(δ+Γ(λ))
ρN0,1
)
.
(9.85)
As third and last step we recover the estimates for g(eE ,∇/
NeA) from estimates
for g(eC ,∇/
N
O eA). To do this we have substantially to invert lemma 4.1, hence
we introduce the quantities h(i),A and h(i),B, such that
3∑
1=1
h(i),A
iO = eA ,
3∑
1=1
h(i),B
iO = eB (9.86)
Exploiting the equations for S and the Leibnitz rule we have the equation
∇/ (·)h(i), A = g∇/ (·), eA)− g(∇/ (·)
(i)O) = S(·), A− g(∇/ (·)
iO) (9.87)
end hence we have the transport equation for h(i)
∂
∂ν
h(i) =
Ωtrχ
2
S +Ω χˆ · S − Ωχ (i)O (9.88)
Hence, exploiting the previous estimates for (i)O and S , see 9.83 and 9.74, we
can estimate h on C0 ∪ C0 and consequently on all the region. We have the
Theorem 9.11. Assuming the norm estimates for the null Riemann component
of Theorem 4.1, assuming the norm estimates 3.18 for the initial data connection
coefficients, the norm estimates 3.29 for the connection coefficients with J < N
and the following estimate for h, with J < N , c a suitable constant,
|r(1−
2
p
)LJOh|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
,
then the following inequality holds on K,
∣∣r1− 2pLNOh∣∣p,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.89)
∣∣r1− 2pLN−1O h∣∣∞,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.90)
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Corollary 9.12. Under the assumptions of Theorem 9.6 the following estimates
hold on K, with c a suitable constant,
∣∣r1− 2p∇/NOh∣∣p,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.91)
∣∣r1− 2p∇/N−1O h∣∣∞,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.92)
The proof is also in this case a repetition of lemma 4.2 and we do not report it
here.
Now in order to estimate |∇/NB eA|∞,S we notice that ∇/BeA = ∇/ h(i),B (i)OeA,
hence, we can exploit the estimates of corollary 9.12 and lemma 4.1 with ∇/O
instead of ∇/B and h(i),B instead of
(i)O. to prove the following
Theorem 9.13. Assuming the norm estimates for the null Riemann component
of Theorem 4.1, assuming the norm estimates 3.18 for the initial data connection
coefficients, the norm estimates 3.29 for the connection coefficients with J < N
and the estimate of corollary 9.12 for h, the following estimates hold on K,
∣∣r1− 2p∇/N−1(.) eA∣∣∞,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,3
)
. (9.93)
With (.) = e(A,B) and ρ0,3 < ρ0,1, c a suitable constant.
In the same way we can estimate the ∇/A derivatives of the null Riemann com-
ponents, and of the connection coefficients:
Corollary 9.14. Under the assumptions of theorem 9.13, the following esti-
mates hold on K,88
∣∣rφ(O)∇/N−1(.) O∣∣∞,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,3
)
∣∣rφ(R)− 2p∇/N−1(.) R∣∣p,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,3
)
(9.94)
With (.) = e(A,B) and ρ0,3 < ρ0,1 and c a suitable constant.
88Recall that the sup norm of the J derivative is estimated in term of the | · |p,S norm of
the J and of the J + 1 derivative. In fact the second line is
|rφ(O)∇/ JO|∞,S ≤ C

 J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,3
+
(J + 1)!
(J + 1)α
e(J−1)δ0e(J−1)Γ0(λ)
ρ
(J+1)
0,3

 ≤ C (J + 1)!
(J + 1)α
e(J−1)δ0e(J−1)Γ0(λ)
ρ
(J+1)
0,3
and we neglect c ≥ 1 +
ρ0,3
(J+1)eδ0+Γ0(λ)
.
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9.3 Proof of theorem 3.6
In order to prove theorem 3.6 we have to retrace all the steps of section 15.5,
in order to do this we have to obtain the results of lemma 10.3 but now for
the connection coefficients. This can be obtained applying lemma 4.2 to the
estimates 3.30, see corollary 9.5. Hence we can state the
Corollary 9.15. Assuming the estimates 3.30, and the estimates of corollary
9.5. ∣∣rφ(O)− 2pLJO{O,O}∣∣p,S(λ, ν) ≤ c
(
J !
Jα
e(J−2)δe(J−2)Γ(λ)
ρJ0,1
)
. (9.95)
for J < N , the following estimates hold on K, with c a suitable constant,
∣∣rφ(O)− 2p∇/NO {O,O}∣∣p,S(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
. (9.96)
The proof follows, as in corollary 9.5, from Theorem 4.2.
Once we have stated the estimates 9.96 we can perform the steps of lemma 10.4
and, exploiting inequalities 9.93, obtain the estimates:∣∣rN+φ(O)− 2p∇/N{O,O}∣∣
p,S
(λ, ν) ≤ c
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN
)
. (9.97)
Hence we can consider proved the theorem 3.6.
9.4 Proof of corollary 3.7
In order to estimate |r(·)LhOO|∞(λ, ν) with h ≤ N −1 and |r
(·)+1LhO∇/O|∞(λ, ν)
with h ≤ N − 2 we recall propositions 3.3.3 and 3.3.4 of [Ch-Kl] for a a 1-form
and symmetric 2-tensor, let us recall them.
Proposition
Let Uα be 1-form, then it does exists a constant C such that
|∇/U |2 ≤ C
∑
i
|L (i)OU |
2 (9.98)
Let Uαβ be a symmetric two tensor, then it does exists a constant C such that
|∇/U |2 ≤ C
∑
i
|L (i)OU |
2 (9.99)
We will proceed by induction. Moreover from the Sobolev lemma
|r(·)LhOO|∞(λ, ν) ≤ C
[
|r(·)−
2
4LhOO|4,S(λ, ν) + |r
((·)+1− 24 )∇/LhOO|4,S(λ, ν)
]
(9.100)
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Hence, to estimate |r(·)LhOO|∞(λ, ν), we have to estimate |r
(·)− 24LhOO|4,S and
|r((·)+1−
2
4 )∇/LhOO|4,S The first term can be estimated inductively while for the
second, it holds
|∇/LhOO|4,S ≤ |L
h
O∇/ χˆ− [L
h
O,∇/ ]O|4,S
≤ |LhO∇/O|4,S + |[L
h
O,∇/ ]O|4,S (9.101)
and both terms can be estimated inductively. Hence we obtain
|r(·)+1Lh−1O O|∞(λ, ν) ≤ C0e
(h−2)δe(h−2)Γ(λ)
h!
hα
1
ρh0,1
.
(9.102)
Let us now estimate |r(·)LhO∇/O|∞:
|r(·)+1LhO∇/O|∞ ≤ |r
(·)+1∇/LhOO|∞,S + |r
(·)+1[∇/ ,LhO]O|∞,S
≤ C|r(·)+1Lh+1O O|∞,S + |r
(·)[∇/ ,LhO]O|∞,S (9.103)
Where in the second line we used the inequalities 9.98 or 9.99. Now it is sufficient
to observe that the first term can be estimated in the same way of |LkOO|∞,S
while the second term can be estimated inductively as the [∇/ ,LhO] commutator
involve only LO derivatives up to order h− 1.
Hence, finally, we obtain the estimate
|r(·)Lk−2O ∇/O|∞(λ, ν) ≤ Ce
(k−2)δe(k−2)Γ(λ)
k!
kα
1
ρk0,1
.
9.5 The definition of the canonical foliation
We shortly motivated in subsection 3.3 the introduction of the “double null cone
canonical foliation” to prove our result; we add here a more detailed discussion
to show why it is needed and the way it is built.
From equation 9.39 in Lemma 9.4 it is immediate to see that the estimate for
µ˜ and subsequently the one for η have a worst decay than expected, namely it
follows that, integrating from C0 we could only prove,∣∣r1− 2pLN−1O µ˜∣∣p,S(λ, ν) ≤ C˜3e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 , (9.104)
∣∣r1− 2pLNO η∣∣p,S(λ, ν) ≤ C3e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 . (9.105)
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provided that in all the previous proofs no problem is encountered assuming for
J < N , ∣∣r1− 2pLJOζ∣∣p,S(λ, ν) ≤ C3e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ0,1 . (9.106)
This result is not sufficient as it is not difficult to realize in the course of the
proof of Theorem 3.6 that, to obtain that the right estimates for the order N
angular derivatives of all the connection coefficients are all consistent, we are
forced to assume the appropriate (and optimal) decays for all of them together
with their derivatives up to order N − 1. To obtain this decay we are, therefore,
forced to integrate the transport equations, for the not underlined connection
coefficients, from above which requires to know in advance their estimates on
C∗. This can be done provided we choose an appropriate foliation on this last
slice proceeding as in the following steps,
Step 1: We assume the previous inductive assumptions for J < N hold in the
region K(Λa,Πa), see (I), where we have the analytic solution.
Step 2: We assume that there are initial data for Ω on C0 such that on the
last slice C∗ ≡ C(ν∗ = Πa) the following equation is satisfied
µ˜|C∗ =
1
4
(trχtrχ− trχtrχ) . (9.107)
Observe that, recalling the definition of µ˜, see 9.36, this equation is equivalent
to the following one on C∗,
△/ log Ω = −div/ ζ +
1
2
(χˆχˆ− χˆχˆ)− (ρ− ρ) . (9.108)
Let us denote Ω∗ ≡ Ω|C∗ the solution of 9.108 .
Step 3: Provided we know the estimates for the | · |p,S norms of µ˜|C∗ =
1
4 (trχtrχ − trχtrχ) and for its angular derivatives L
J
O with J ≤ N − 1, we
can integrate the equation for µ˜ from the last slice going down which implies
that we can gain an extra r decay factor. This allows to conclude that the
following estimates hold∣∣r2− 2pLN−1O µ˜∣∣p,S(λ, ν) ≤ C˜3e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 , (9.109)∣∣r2− 2pLNO η∣∣p,S(λ, ν) ≤ C3 logNe(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 .
Step 4: Integrating from above the equation for ω˜, again knowing the estimates
for the | · |p,S norms of ω˜|C∗ and its angular derivatives ∇/
J
with J ≤ N − 2,
it follows that all the remaining estimates for the angular derivatives of the
connection coefficients can be obtained, those for χ integrating from C∗ and
those from the underlined quantities integrating from C0. This result requires
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that the solution Ω∗ does exist. Once this has been proved the existence of the
appropriate initial data on C0 follows observing that
Ω(λ, ν0) = Ω(λ, ν∗) + 2
∫ ν∗
ν0
dν Ω2ω (9.110)
and the integral is finite due to the asymptotic behaviour of ω.
Summarizing, to prove Lemma 3.1 we need to achieve the following preliminary
results:
a) The proof that on the whole C∗ the solution Ω∗ exists.
b) The proof that we control on the whole C∗ the | · |p,S norms of µ˜ and of ω˜
and their angular derivatives with J ≤ N − 1 and J ≤ N − 2 respectively. Let
us discuss how to obtain these results.
Step 5: To prove that the solution Ω∗ exists one proceeds, basically, as in
[Kl-Ni2] and [Ni]. We prove the existence of the solution Ω∗ on C∗ in two steps:
first we prove that a solution, Ω, exists in a small interval of C∗, C∗([λ0, λ0+δ])
and that in this interval LJOη, J ≤ N satisfies the following bounds, with a given
C˜0, ∣∣r(J+2)− 2pLJOη∣∣p,S(λ, ν) ≤ C˜0 log Je(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ0,1 ; (9.111)
we consider then the solution Ω in the largest possible interval ofC∗, C∗([λ0, λ1))
where 9.111 is still valid. We prove that, in fact, in this interval the previous
bounds hold with C˜0 substitued by C3 ≤
C˜0
2 . This implies that the estimate
9.111 and the solution holds on the whole C∗. For it we have to prove, see next
step, that we control χˆ and χˆ so that the estimates 9.111 can be improved and
moreover we have to prove that the estimate for ρ−ρ gives a small contribution
which is possible to do as in this region89 the canonical foliation does exist
and, therefore, we can express the Riemann components in terms of the “small”
initial data Riemann components.
The local existence has been proved in [Ni], it is easy to extend it to a solution
for all its ∇/
J
derivatives. To find the “global solution again one has to proceed
as in [Kl-Ni2] extending the result for all the derivatives ∇/
J
η. Observe that
equation 9.108 can be rewritten as
div/ η =
1
2
(χˆχˆ− χˆχˆ)− (ρ− ρ) =
1
4
(trχtrχ− trχtrχ) + 2(K −K) , (9.112)
therefore we have to control χ, χ and their derivatives up toN−1 on C∗([λ0, λ1)).
This can be done looking at the transport equations for these quantities along
the incoming cones and observing that, as in this interval Ω∗ exists, the trans-
port equation for trχ which usually have a “loss of derivatives” does not have
it due to the choice Ω = Ω∗. This equation is in fact,
D/ 3trχ+trχtrχ−2ωtrχ−2div/ η−2|η|
2+2K = 0 (9.113)
89Bounded by C(λ0), C(λ0 + δ), C(ν0; [λ0, λ0 + δ]) and C(ν∗; [λ0, λ0 + δ]).
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and it becomes on C∗, due to 9.112,
D/ 3Ωtrχ+
1
2
Ωtrχtrχ−2Ω|η|2+Ωχˆχˆ− 2Ωρ = 0 ; (9.114)
it is immediate to recognize that there is no loss of derivatives for the angular
derivatives of trχ, for ∇/ Jtrχ, as ∇/ ρ = 0. The situation is different for χˆ whose
transport equation
D/ 3χˆ+
1
2
trχχˆ+
1
2
trχχˆ−2ωχˆ−∇/ ⊗̂η−η⊗̂η = 0 ,
transforms into
D/ 3Ωχˆ+
1
2
Ωtrχχˆ+
1
2
Ωtrχχˆ−Ω∇/ ⊗̂η−Ωη⊗̂η = 0 .
This equation has still a loss of derivatives, but in fact is not required to control
the last slice.90 In fact to control η we need to control µ˜|C∗ , 9.107, which requires
to control on C∗ only trχ (and of course trχ).
To control the angular derivatives of ω we have to control on C∗, ∇/
N−2
div/ Vˆ
where Vˆ = (V˜ − Ωβ) and V˜ = 2∇/Ωω; to do it we proceed as follows: we start
from equation 9.108 which we rewrite as
△/ log Ω =
1
2
[
div/ η +
1
2
(χˆχˆ− χˆχˆ)− (ρ− ρ)
]
. (9.115)
Proceeding as in [Kl-Ni2] we differentiate this equation with respect to D3 and
obtain an elliptic equation, see [Kl-Ni2] eq. (7.4.21),
△/ (Ωω) = div/ F1 +G1 −G1 (9.116)
and applying to it LN−2O div/ we obtain the elliptic equation for L
N−2
O ω˜ whose
solution gives the required LN−2O ω˜ on C∗ which is what we need to complete
the proof of Theorem 9.3.
Remarks:
Observe that to solve equation 9.108 on the last slice and the analogous elliptic
equations for the tangential derivatives up to N , we need the estimates for the
derivatives of χˆ only up to order N−1 which are already provided by the inductive
assumptions. Moreover in any case the estimates of LNO χˆ on C∗ are provided
by the Hodge equations obtained deriving
div/ χˆ =
1
2
∇/ trχ− β − ζ · χˆ+
1
2
ζtrχ =
Ω
2
U/ − ζχˆ− β
and therefore do not use the transport equation along C∗, but, viceversa, require
the previous knowledge of the angular derivatives of trχ.
90In the sense that we need only lower derivatives, assumed by induction, see the following
remark.
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What we are left to do is to show that ∇/
N−2
ω˜
∣∣
C∗
and ∇/
N−1
µ˜
∣∣
C∗
do exist and
satisfy the expected estimates. The estimates we need for it are the estimates
along C∗ of ∇/
N
trχ which are provided by the transport equation for trχ along
C∗ in the appropriate canonical foliation.
A last remark has to be done about the local solution of equation 9.108 in
C∗([λ0, λ0+δ)). There we need a background foliation at our disposal to solve it.
Recall that this equation is not linear and that the fixed point solution requires
some smallness of the various quantities the connection coefficients and the Rie-
mann components. In particular we need to control the Riemann component ρ
in the canonical foliation in terms of those relative to the background foliation.
This has been discussed at length in [Kl-Ni2] and [Ni].
9.6 The estimates of the “initial data” on the last slice
To complete the proof of Theorem 9.2 and Theorem 9.3 and, therefore, of The-
orem 3.6 we need to control, as required in steps 3 and 4, the estimates on C∗
of LN−1O µ˜ and L
N−2
O ω˜, more specifically we have to prove the following,
∣∣r2− 2pLN−1O µ˜∣∣p,S(λ, ν∗) ≤ C(∗)6
(
e(N−2)δe(N−2)Γ(λ)
N !
NαρN0,1
)
(9.117)
∣∣r1− 2p τ−LN−2O ω˜∣∣p,S(λ, ν∗) ≤ C˜(∗)2
(
e(N−2)δe(N−2)Γ(λ)
N !
NαρN0,1
)
. (9.118)
Sketch of the proof: The steps required to prove these estimates and all the
remaining ones on the last slice are the following: we do not give all the details
as they are a repetition of the previous discussion:
0) We assume inductively all the connection coefficients angular derivatives
up to J ≤ N − 1.
1) To control LN−1O µ˜ on C∗ we have to control L
N−1
O trχ and L
N−1
O trχ,
already at disposal by inductive assumptions.
2) From the definition of µ˜|C∗ it follows that to control L
N
O η we need L
N−1
O χˆ,
LN−1O χˆ, L
N−1
O (ρ, σ), the first two by inductive assumptions, the last two via the
control of the Q norms.
3) From the equation Ω∗ satisfies on C∗ it follows that L
N
O logΩ∗ is under
control once we control LN−1O ζ, L
N−1
O χˆ, L
N−1
O χˆ, L
N−1
O ρ, therefore once we
control LNO logΩ∗ we control L
N
O ζ and L
N
Oη.
4) To control ω on C∗ we apply D/ 3 to the elliptic equation satisfied by logΩ
and we control LNOω as we already control L
N
O η and the remaining quantities
are known by inductive assumptions or through the Q norms.
5) We are left to control LNO trχˆ and L
N
O χˆ, the second one is controlled
by the Hodge equations for LN−1O χˆ which at their turn require the control of
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LNO trχ; therefore this is the norm estimate we are left to control and this is done
through the transport equation 9.114 where, as we are on C∗, there is no loss
of derivatives.
9.6.1 The initial data and the “last slice problem”
A contradiction seems to appear as we claim that to prove the analytic solution
existence, we assign initial data on C0∪C0 and, nevertheless, to prove the norm
estimates of Lemma 3.1 we have to assign “final data” on the last slice C(ν∗).
Nevertheless this contradiction is only apparent and the picture of the global
strategy to prove the existence of a global analytic solution goes in the following
way:
We assign initial data on C0 ∪ C0 satisfying the appropriate norm estimates
3.18 and 3.19 and applying Cauchy-Kowalevski we prove, as discussed in (I),
the existence of the solution in a small region; then we denote, see Theorem 3.1,
K(Λa,Πa) ≡ {(λ, ν) ∈ [ν0,Λa] × [λ0,Πa]} as the larger region where, with the
assigned initial data, this analytic solution does exist. Observe that up to now
the double null foliation of the existence region is not specified.
Introducing on the upper part C(Πa) of the boundary of K(Λa,Πa), the part
we call in the previous subsection “the last slice” and denoted C(ν∗), an appro-
priate foliation defined through Ω∗, we prove, starting from S(λ0, ν∗) ⊂ C0 and
exploiting the energy norms norms from C0, appropriate norm estimates for the
not underlined connection coefficients and using them and the transport equa-
tions on the outgoing cones we prove the norm estimates of Theorem 3.1; this
is the crucial step to show that the region K(Λa,Πa) can be extended implying,
to avoid a contradiction, that this region is in fact unbounded.
Of course this also implies that the double null foliation of this region required
to prove its unboundedness is, see also [Kl-Ni2], the “double null canonical
foliation”, that is the one determined by the foliation imposed on the last slice
to obtain the correct “final data norms”.
Finally the last thing to observe is that, going back from the data on the last
slice with the outgoing transport equations to C0 we obtain some norms bounds
that the not underlined connection coefficients have to satisfy on C0 and we have
to prove that these bounds are compatible with the previously assumed initial
data; this is easy to prove for the following reasons: we can now assume all the
transport equations along the outgoing cones without worrying anymore of loss
of derivatives as we already have the estimates for all order derivatives and due
to the fact that the final parameter ρ appearing in these estimates is smaller
than the initial one, ρ0, it is immediate to realize that all these estimates are
consistent with the initial data estimates.91
91In principle the foliation on C0 of the initial data is different from the foliation induced
on C0 from the canonical foliation, but it can be proved, proceeding as in [Kl-Ni2] that, due
to the fact that we are considering a “small initial data problem” the two induced foliations
are near and the result follows.
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10 The complete results of Section 4
10.1 The detailed steps in the proof of Theorem 4.1.
The proof of this theorem has been discussed in subsection 4.2 where the various
steps of the proof are listed, here we give more details for each of them.
10.1.1 Step 1: Initial data estimates for ∇/
J−1
O Ψ
We start with the initial data, see Theorem3.2, from them and the expression of
the Riemann components in terms of the connection coefficients, see for example
[Kl-Ni2] chapter 3, we obtain immediately the following estimates, where with
Ψ(R) we denote a generic null Riemann component and with Cˆ0,0 a suitable
common constant,
||u|φ(Ψ)rφ(Ψ)+ǫ+(J−1)−
2
p∇/ J−1Ψ(R)|p,S ≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
, (10.1)
where ρ0 is the “convergence radius” for the initial data and φ(Ψ) has been
defined in 4.9.
Remark:
We use here and in the following the convention that if the constant of the con-
nection coefficient or the Riemann null component estimates are multiplied by
a constant c which does not depend on these estimates nor on the combinatorial
sums we omit it.
As sketched in subsection 4.2 we move from ∇/ J−1Ψ(R) to ∇/ J−1O Ψ(R), proving
the following lemma:
Lemma 4.1 Under the previous estimates for the connection coefficients and
for the null Riemann components on C0 ∪ C0, the following estimates for the
∇/O derivatives of the null Riemann components hold:
||λ|φ(Ψ)rφ(Ψ)+ǫ+(J−1)−
2
p∇/
J−1
O Ψ(R)|p,S
∣∣∣∣
C0∪C0
≤ |O|J−1∞ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
, (10.2)
where ρ0,1 < ρ0 and |O|∞ is the sup norm over the whole initial cones .
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Proof: See appendix to section 10.
Proceeding exactly in the same way we also prove the following corollary, Mov-
ing from the estimate for ∇/
J−1
O Ψ(R) to the estimate for Ψ(Lˆ
J−1
O R) requires
some intermediate steps: first we go from ∇/ J−1O Ψ(R) to L
J−1
O Ψ(R), then from
LJ−1O Ψ(R) to Ψ(L
J−1
O R) and finally from Ψ(L
J−1
O R) to Ψ(Lˆ
J−1
O R) . The fol-
lowing lemma is proved in the appendix to section 10.
92Remember that, as O =
∑3
i=1O
(i) we have to consider also a factor 3J−1 in the |O|J−1∞
norms. We do not write explicitly it to avoid cumbersome notations.
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Lemma 4.2 Under the previous assumptions on the (initial data) connection
coefficients and the previous estimates for ∇/
J−1
O Ψ(R), the following bounds hold,
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pLJ−1O Ψ(R)|p,S
∣∣∣∣
C0∪C0
≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
(10.3)
moreover
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(LJ−1O R)|p,S
∣∣∣∣
C0∪C0
≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
(10.4)
and finally
||λ|φ(Ψ)rφ(Ψ)+ǫ−
2
pΨ(Lˆ
J−1
O R)|p,S
∣∣∣∣
C0∪C0
≤ Cˆ0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)(ν)
ρJ0,1
(10.5)
where ρ0,1 < ρ0
10.1.2 Step 2: The initial data energy type norms
Lemma 10.1. From the previous estimates for the null Riemann components,
we derive the following estimates for the Q
(J−2)
(0),2 (λ0, ν) and Q
(J−2)
(0),2 (λ, ν0), part
of the Q
(J−2)
0 norms,
9394
Q
(J−2)
(0),2 (λ0, ν) +Q
(J−2)
(0),2 (λ, ν0) ≤
(
C(1)
J !
Jα
e(J−2)δ0e(J−2)Γ(λ)
ρJ0,1
)2
. (10.6)
Proof: Recalling, see definition 4.5, the explicit expressions,
Q
(J−2)
(0),2 (λ0, ν) ≡
∫
C(λ0;[ν0,ν])
Q(LˆOLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e4)
+
∫
C(λ0;[ν0,ν])
Q(Lˆ
2
O(Lˆ
J−2
O W ))(K¯, K¯, T, e4)
+
∫
C(λ0;[ν0,ν])
Q(LˆSLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e4)
Q
(J−2)
(0),2 (λ, ν0) ≡
∫
C(ν0;[λ0,λ])
Q(LˆOLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e3)
+
∫
C(ν0;[λ0,λ])
Q(Lˆ
2
O(Lˆ
J−2
O W ))(K¯, K¯, T, e3)
+
∫
C(ν0;[λ0,λ])
Q(LˆSLˆT (Lˆ
J−2
O W ))(K¯, K¯, K¯, e3)
93We omit the Q
(J−2)
(0),1
norms
94(εc0,4) instead of C(0,4) if J < J0.
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we look at the second term of Q
(J−2)
(0),2 (λ0, ν), all the remaining terms are treated,
basically, in the same way. Recalling the explicit expression ofQ(W ))(K¯, K¯, T, e4),
see [Kl-Ni2] Chapter 3, eq. (3.5.1),
Q(W ))(K¯, K¯, T, e4) =
1
4
ν4|α(W )|2 +
1
2
(ν4 + 2ν2λ2)|β(W )|2 +
1
2
(λ4 + 2ν2λ2)(ρ(W )2 + σ(W )2) +
1
2
λ4|β(W )|2
we have the following inequality,∫
C(λ0;[ν0,ν])
Q(Lˆ
H
OW )(K¯, K¯, T, e4) =
1
2
∫ ν
ν0
dν′
∫
S(λ0,ν′)
[
1
2
ν′4|α(Lˆ
H
OW )|
2 + (ν′4 + 2ν′2λ20)|β(Lˆ
H
OW )|
2+
+(λ40 + 2ν
′2λ20)(ρ(Lˆ
H
OW )
2 + σ(Lˆ
H
OW )
2) + λ40|β(Lˆ
H
OW )|
2
]
≤ c
∫ ν
ν0
dν′
[∣∣ν′2α(LˆHOW )∣∣2(2,S(λ0,ν′)) + ∣∣ν′2β(LˆHOW )∣∣2(2,S(λ0,ν′)) + ∣∣ν′|λ0|ρ(LˆHOW )∣∣2(2,S(λ0,ν′))
+
∣∣ν′|λ0|σ(LˆHOW )∣∣2(2,S(λ0,ν′)) + ∣∣λ20β(LˆHOW )∣∣2(2,S(λ0,ν′))]
≤ c
∫ ν
ν0
dν′
[
1
ν′1+ǫ
∣∣r 72+ǫ− 22α(LˆHOW )∣∣2(2,S(λ0,ν′)) + 1ν′1+ǫ ∣∣r 72+ǫ− 22β(LˆHOW )∣∣2(2,S(λ0,ν′))
+
|λ0|
ν′2+ǫ
∣∣ν′3+ǫ− 22 |λ0| 12 ρ(LˆHOW )∣∣2(2,S(λ0,ν′)) + |λ0|ν′2+ǫ ∣∣ν′3+ǫ− 22 |λ0| 12σ(LˆHOW )∣∣2(2,S(λ0,ν′))
+
|λ0|
ν′1+ǫ
∣∣ν′2+ǫ− 22 |λ0| 32β(LˆHOW )∣∣2(2,S(λ0,ν′))
]
. (10.7)
Remarks:
i) The weight for the ρ null component is correct provided H > 0, this is the
case from the explicit expression of the Q norms. The non derived ρ has a decay
O(r−3) which cannot be improved.
ii) As it appears from the previous estimates we could assume a weaker decay
for ρ and σ on the initial data (without the ǫ factor) as also in this case the Q
norms are bounded on C0 ∪ C0. See the discussion in section 7.
Inserting in 10.7 the estimates 4.18 proved in Lemma 4.2 we obtain
∫
C(λ0;[ν0,ν])
Q(Lˆ
H
OW )(K¯, K¯, T, e4) ≤ c
(
Cˆ0,0
(H + 1)!
(H + 1)α
e(H−1)δ0
ρH+10,1
)2∫ ν
ν0
dν′
ν′1+ǫ
e2(H−1)Γ0(λ)
≤
(
Cˆ0,0
(H + 1)!
(H + 1)α
e(H−1)δ0e(H−1)Γ0(λ)
ρH+10,1
)2∫ ν
ν0
dν′
ν′1+ǫ
≤
(
Cˆ0,0
(H + 1)!
(H + 1)α
e(H−1)δ0e(H−1)Γ0(λ)(ν)
ρH+10,1
)2
≤
(
Cˆ0,0
(H + 1)!
(H + 1)α
e(H−1)δ0e(H−1)Γ0(λ)
ρH+10,1
)2
(10.8)
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Finally we can rewrite the previous estimate as∫
C(λ0;[ν0,ν])
Q(Lˆ
2
O(Lˆ
J−2
O W ))(K¯, K¯, T, e4) =
∫
C(λ0;[ν0,ν])
Q(Lˆ
J
OW )(K¯, K¯, T, e4)
≤
(
Cˆ0,0
(J + 1)!
(J + 1)α
e(J−1)δ0e(J−1)Γ0(λ)
ρJ+10,1
)2
.
≤
(
Cˆ0,0
J !
Jα
e(J−2)δe(J−2)Γ0(λ)
ρJ0,1
)2
,
(10.9)
with suitable C(2) and δ > δ0 .
Let us calculate also
∫
C(ν);[λ0,λ])
Q(LˆO(Lˆ
J−1
O W ))(K¯, K¯, T, e3), exploiting the es-
timates of [Kl-Ni2] Chapter 3, we obtain the, as before, estimates∫
C(ν);[λ0,λ])
Q(Lˆ
2
O(Lˆ
J−2
O W ))(K¯, K¯, T, e3) ≤
(
Cˆ0,0
(J + 1)!
(J + 1)α
e(J−1)δ0
ρJ+10,1
)2∫ λ
λ0
dλ′
λ′1+ǫ
e2(J−1)Γ0(λ
′)
≤
(
Cˆ0,0
(J + 1)!
(J + 1)α
e(J−1)δ0e(J−1)Γ0(λ)
ρJ+10,1
)2∫ λ
λ0
dλ′
λ′1+ǫ
e2(J−1)(Γ0(λ
′)−Γ0(λ))
≤′
(
Cˆ0,0
(J + 1)!
(J + 1)α
e(J−1)δ0e(J−1)Γ0(λ)
ρJ+10,1
)2∫ λ
λ0
dλ′
λ′1+ǫ
e2(J−1)(
λ′−λ
λ′λ
)
≤
(
Cˆ0,0
(J + 1)!
(J + 1)α
e(J−1)δ0e(J−1)Γ0(λ)
ρJ+10,1
)2
≤
(
Cˆ0,0
J !
Jα
e(J−2)δe(J−2)Γ0(λ)
ρJ0,1
)2
(10.10)
Remark:
It is important to recall, see appendix later, that to control |Lˆ
J−1
O Ψ(W )|p,S we
need to control Q(J−2) and not Q(J−1).
10.1.3 Step 3: The conservation of the Q norms
“Step 3” is a generalization of the boundedness of the Q norms proved in
[Kl-Ni2], Chapter 6, see also [Ch-Kl]. The main difference is that we have
now a larger family of Q norms to control all the derivatives (tangential and
null) of the Riemann components; this makes the control of these norms tech-
nically more complicated, but the final result is that, provided the Q(0) norms
are bounded in a region K, which can also be unbounded, in terms of the initial
data Q(0) norms, then we control all the Q norms in the same region.
As we said at the beginning of subsection 4.1 we consider for the moment only
the norms needed to control all the angular derivatives, see 4.4 and 15.4 and
prove the following crucial result:
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Theorem 10.1. Let us define
H(J−2)(λ, ν) ≡
N∑
J=2
(
Q(J−2)(C(λ; [ν0, ν])) +Q
(J−2)(C(ν; [λ0, λ]))
)
, (10.11)
let assume that H(0)(λ, ν) satisfies the following estimates:
H(0)(λ, ν) < C
(1)
0
(
Q
(0)
(0,2)(λ0, ν) +Q
(0)
(0,2)(λ, ν0)
)
, (10.12)
in K, with C
(1)
0 a suitable constant, let assume the initial data satisfy the in-
equalities 3.18 and 3.19 for all J ≤ N−1, let assume the inductive assumptions
3.29 for the connection coefficients hold with J ≤ N − 1, then the following
estimate holds,
H(N−2)(λ, ν)
1
2 ≤ C∗(1)
(
N !
Nα
e(N−2)(δ+Γ(λ))
ρN0,1
)
, (10.13)
with C
(1)
0 < C
∗(1) a suitable constant.
Proof: The proof goes by induction, see Appendix to Section 10.
10.1.4 Step 4: The internal estimates of Ψ(Lˆ
J−1
O W ) , Ψ(L
J−1
O W ) and
LJ−1O Ψ(W )
Due to the estimates we have proved for the various Q norms, see Theorem 10.1,
we have immediatly√
Q(J−2)(λ, ν) +Q(J−2)(λ, ν) ≤ C∗(1)
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
. (10.14)
The following lemma holds, with C∗(1) < C(1),9596
Lemma 10.2. Under the estimates 10.14 and the inductive assumptions, up
to J − 1 for the connection coefficients and up to J − 2 for the null Riemann
components, the following estimates hold:
||λ|φ(Ψ)rφ(Ψ)−
2
pΨ(Lˆ
J−1
O W )|p,S(λ, ν) ≤ C
(1) J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
. (10.15)
Proof: The proof of this lemma is analogous to the one in [Kl-Ni2]. It is
discussed in detail in Section 15. we recall its main lines as it is a crucial step
in proving our global result. We consider for simplicity just one of the null
Riemann component, namely β(Lˆ
J−1
O W ) .
95The standard estimate is with p = 4, for p ∈ [2, 4) we need an interpolation.
96Remember we need C(1) to be smaller than the constants estimating the connection
coefficients.
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We define W˜ = Lˆ
J−1
O W and consider the Q norms introduced in [Kl-Ni2], but
now relative to the Weyl tensor W˜ instead that W . Namely with these Q(W˜ )
norms, proceeding as in Chapter 5 of [Kl-Ni2] we control ‖r3∇/ β(W˜ )‖L2(C) and
‖r3D/ 4β(W˜ )‖L2(C), more precisely, for J > 7, recalling Lemma 4.1.2 of [Kl-Ni2],
we have,97
|r
7
2−
2
4β(W˜ )|p=4,s(λ, ν))
≤ |r
7
2−
2
4 β(W˜ )|p=4,s(λ, ν0) +
[
‖r3∇/ β(W˜ )‖L2(C(λ;[ν0,ν])) + ‖r
3D/ e4β(W˜ )‖L2(C(λ;[ν0,ν]))
]
≤ |r
7
2−
2
4β(W˜ )|p=4,s(λ, ν0) +
√
Q(J−2)(λ, ν) +Q(J−2)(λ, ν) (10.16)
≤ Cˆ0,0
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
+ C(1)
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
≤ C(1)
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
,
where the term |r
7
2−
2
4β(W˜ )|p=4,s(λ, ν0) has been estimated using the initial data
assumptions for the connection coefficients and its derivatives.
10.1.5 Step 5: Internal estimate for ∇/
J−1
Ψ(W )
The last step is moving from Ψ(Lˆ
J−1
O W ) to ∇/
J−1Ψ(W ). This is the content of
the following lemmas
Lemma 10.3. Assuming the estimates for the null Riemann components of
lemma 10.2,
∣∣Ψ(LˆJ−1O W )∣∣p,S ≤ C(1) J !Jα e(J−2)(δ+Γ(λ)ρJ0,1 , (10.17)
the following estimate holds for the norms of LJ−1O Ψ(W ),∣∣LJ−1O Ψ∣∣p,S ≤ C(1) J !Jα e(J−2)(δ+Γ(λ)ρJ0,1 (10.18)
which completes the proof of Theorem 4.1.
Lemma 10.4. Let us assume that for any J the estimates 10.18 hold, let us
assume that the connection coefficients satisfy, in the internal region, with all
their angular derivatives up to order J − 1 the estimates 3.29, then the null
components Ψ of the Riemann tensor satisfy the following estimates for 6 <
N ≤ J − 1 with ρ < ρ0,1,∣∣|λ|φ(Ψ)rφ(Ψ)+(J−1)− 2p∇/ J−1Ψ∣∣
Lp(S)
≤ C(1)e(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ
, (10.19)
97This inequality is slightly stronger than the one proved in [Kl-Ni2] due to the fact that
we are considering angular derivatives greater than 3 which implies that to prove the bound-
edness of the Q
(J−1)
(1)
(C(λ; [ν0, ν])) + Q
(J−1)
(1)
(C(ν; [λ0, λ])) norms we can use the inductive
assumptions for the connection coefficients up to third order.
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with C(1) of order O(1) for J ≥ 7, and O(ε) for J < 7,98 see [Kl-Ni2], chapter
6.
φ(α) = φ(β) =
7
2
, φ(ρ) = φ(σ) = 3 , φ(β) = 2 , φ(α) = 1
φ(α) = φ(β) = 0 , φ(ρ) = φ(σ) =
1
2
, φ(β) =
3
2
, φ(α) =
5
2
. (10.20)
Proof: See Appendix to section 10.
11 The complete results of Section 5
11.0.1 The Ω component
The angular derivatives of this component are easy to control as
∂/ logΩ = ∇/ logΩ = 2−1(η + η)
and η and η are already under control. Therefore
∇/
N
logΩ =
1
2
(∇/
N−1
η +∇/
N−1
η) (11.1)
and
∇/NΩ = ∇/Nelog Ω =
∑
k=0
1
k!
∇/N (logΩ)k =
∑
k=1
1
k!
∇/N (logΩ)k
= N !
∞∑
k=1
1
k!
∑k
s=1 γs=N ;γs∈[0,N ]∑
γ1,·,·,·,γk
1
γ1!γ2! · ·γk!
(∇/
γ1 logΩ)(∇/
γ2 logΩ) · · · (∇/
γk logΩ)
Therefore
|∇/
N
Ω|p,S ≤ N !
∞∑
k=1
1
k!
 N2∑
γ1=0
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γ1!γ2! · ·γk!
∣∣(∇/ γ1 logΩ)(∇/ γ2 logΩ) · · · (∇/ γk logΩ)∣∣
p,S
N∑
γ1=
N
2 +1
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γ1!γ2! · ·γk!
∣∣(∇/ γ1 logΩ)(∇/ γ2 logΩ) · · · (∇/ γk logΩ)∣∣
p,S
 .
From it we obtain, see Section 17, the following estimate,
|∇/
N
Ω|p,S ≤
(
C˜4
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
)
. (11.2)
Adapting the same techniques used before to prove the estimates for the angular
derivatives of the connection coefficients we prove the following estimate,
|∂Nν Ω|p,S ≤ c
(
N !
Nα
e(N−2)(δ+Γ(λ))
ρN
)
. (11.3)
The detailed proof of 11.3 is in Section 17.
98If J ≥ 1, for J = 0 ρ becomes ρ− ρ
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11.0.2 The γ components
We recall that γab satisfies the following equation
∂
∂ν
γab − Ωtrχγab = 2Ωχˆab , (11.4)
which we rewrite as
∂
∂ν
γab − Ωtrχγab = (Ωtrχ− Ωtrχ)γab + 2Ωχˆab (11.5)
and
∂
∂ν
(r−2γab) = (Ωtrχ− Ωtrχ)(r
−2γab) + 2Ωr
−2χˆab .
The control of the angular non covariant derivatives can be easily obtained
applying ∂/ J to both sides. The following estimates hold
|rJ−2−
2
p ∂/ Jγab|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
)
. (11.6)
Remark:
The estimates for ∂/ Jγab follow with J instead of J− 1 due to the loss of deriva-
tives present in the transport equation 11.4. This loss is not present considering
the mixed derivatives.
11.0.3 The Xa components
We study the Xa = γacX
c components which is equivalent; we have the trans-
port equation
∂Xa
∂ν
= −4Ω2ζa . (11.7)
Let us look at the transport equation for the norm |X | =
√
γabXaXb,
∂|X |2
∂ν
=
∂γab
∂ν
XaXb + 2γabX
a ∂X
b
∂ν
= Ωtrχ|X |2 + 2ΩX · χˆ ·X + 2γabX
a∂γ
bcXc
∂ν
= Ωtrχ|X |2 + 2ΩX · χˆ ·X + 2γabX
a∂γ
bc
∂ν
Xc + 2γabγ
bcXa
∂Xc
∂ν
= Ωtrχ|X |2 + 2ΩX · χˆ ·X − 2
∂γab
∂ν
XaXb + 2Xcζc
= Ωtrχ|X |2 + 2ΩX · χˆ ·X − 2Ωtrχ|X |2 − 4ΩX · χˆ ·X + 2X · ζ˜
= −Ωtrχ|X |2 − 2ΩX · χˆ ·X + 2X · ζ˜ , (11.8)
where ζ˜ = −4Ω2ζ. Therefore
∂|X |2
∂ν
+Ωtrχ|X |2 = −2ΩX · χˆ ·X + 2X · ζ˜ (11.9)
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To obtain the transport equation for ∇/
J
|X |2 we proceed in the following way,
∇/
J D/
∂ν
|X |2 =
D/
∂ν
(∇/
J
|X |2) + [∇/
J
,
D/
dν
]|X |2 (11.10)
and
D/
∂ν
(∇/
J
|X |2) = ∇/
J D/
∂ν
|X |2 − [∇/
J
,
D/
dν
]|X |2
= ∇/
J D/
∂ν
|X |2 −
[
J−1∑
k=0
(
J
k
)
(∇/
J−1−k
Ωχ) · ∇/
k+1
|X |2 −
J−1∑
k=0
(
J + 1
k
)
(∇/
J−1−k
C)∇/
k
|X |2
]
= −J
Ωtrχ
2
· ∇/
J
|X |2 − J(Ωχˆ) · ∇/
J
|X |2 +∇/
J D/
∂ν
|X |2
−
[
J−2∑
k=0
(
J
k
)
(∇/
J−1−k
Ωχ) · ∇/
k+1
|X |2 −
J−1∑
k=0
(
J + 1
k
)
(∇/
J−1−k
C)∇/
k
|X |2
]
(11.11)
As
∇/
J D/
∂ν
|X |2 = −∇/
J[
Ωtrχ|X |2 + 2ΩX · χˆ ·X − 2X · ζ
]
= −
J∑
k=0
(
J
k
)
(∇/
k
Ωtrχ)∇/
J−k
|X |2 −
J∑
k=0
J−k∑
l=0
J !
k!l!(J − k − l)!
(∇/
k
X)(∇/
l
Ωχˆ)(∇/
J−k−l
X)
+2
J∑
k=0
J−k∑
l=0
J !
k!(J − k)!
(∇/ kX)∇/ J−kζ
= −Ωtrχ(∇/
J
|X |2)− 2(∇/
J
X) · χˆ ·X + 2(∇/
J
X) · ζ˜
−
 J∑
k=1
(
J
k
)
(∇/ kΩtrχ)∇/ J−k|X |2 +
∑4
s=1γs=J;γ1,γ3 6=J∑
γ1γ2γ3
J !
γ1!γ2!γ3!
(∇/ γ1X) · (∇/ γ2Ωχˆ) · (∇/ γ3X)
+2
J−1∑
k=0
J−k∑
l=0
J !
k!(J − k)!
(∇/
k
X)∇/
J−k
ζ˜
]
(11.12)
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substituting in the previous expression we have
D/
∂ν
(∇/
J
|X |2) + (J + 2)
Ωtrχ
2
· ∇/
J
|X |2 + J(Ωχˆ) · ∇/
J
|X |2 − 2(∇/
J
X) · χˆ ·X + 2(∇/
J
X) · ζ˜
= −
{[
J−2∑
k=0
(
J
k
)
(∇/
J−1−k
Ωχ) · ∇/
k+1
|X |2 −
J−1∑
k=0
(
J + 1
k
)
(∇/
J−1−k
C)∇/
k
|X |2
]
−
 J∑
k=1
(
J
k
)
(∇/
k
Ωtrχ)∇/
J−k
|X |2 +
∑4
s=1γs=J;γ1,γ3 6=J∑
γ1γ2γ3
J !
γ1!γ2!γ3!
(∇/
γ1X) · (∇/
γ2Ωχˆ) · (∇/
γ3X)
+2
J−1∑
k=0
J−k∑
l=0
J !
k!(J − k)!
(∇/
k
X)∇/
J−k
ζ˜
]}
(11.13)
which we rewrite in a more compact way as
D/
∂ν
(∇/
J
|X |2) + (J + 2)
Ωtrχ
2
· ∇/
J
|X |2 + J(Ωχˆ) · ∇/
J
|X |2 − 2(∇/
J
X) · Ωχˆ ·X + 2(∇/
J
X) · ζ˜ =
{
good
}
X
(11.14)
where{
good
}
X
= −
{[
J−2∑
k=0
(
J
k
)
(∇/ J−1−kΩχ) · ∇/ k+1|X |2 −
J−1∑
k=0
(
J + 1
k
)
(∇/ J−1−kC)∇/ k|X |2
]
−
 J∑
k=1
(
J
k
)
(∇/
k
Ωtrχ)∇/
J−k
|X |2 +
∑4
s=1γs=J;γ1,γ3 6=J∑
γ1γ2γ3
J !
γ1!γ2!γ3!
(∇/
γ1X) · (∇/
γ2Ωχˆ) · (∇/
γ3X)
+2
J−1∑
k=0
J−k∑
l=0
J !
k!(J − k)!
(∇/ kX)∇/ J−k ζ˜
]}
.
From this equation one gets the transport equation for the | · |p,S norms with
the appropriate weights and proceeding as done many times before, we prove
the following estimate for all J ,
|
r(J+1−
2
p
)
log r
∇/
J
|X ||p,S(λ, ν) ≤ cε0
(
J !
Jα
e(J−2)(Γ1+δ)
ρJ
)
. (11.15)
12 The complete results of Section 6
12.1 The control of the (non covariant) partial derivatives
Assume for simplicity O denotes a S-tangent vector, for instance the con-
nection coefficient ζ; we are interested to the analyticity of the tensor field
ζ = ζ(eC)θ
C(·) which means that we have to prove that the various components
ζ(eC)(λ, ν, ω
a) are analytic functions in the λ, ν, ωa variables. To prove it we
have to control the norm of the derivatives of these components. As discussed
in (I) this implies that we have to control the (norms of the) mixed derivatives
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in ν, ωa for the quantities defined on an outgoing cone and the mixed derivatives
in λ, ωa for the quantities defined on an incoming cone. We start looking at the
first situation observing that the second case can be treated exactly in the same
way.
12.1.1 The non covariant mixed derivatives in {ν, ωa} .
Preliminary we recall some trivial facts about the covariant derivatives, let V
be a covariant vector field,
|∇/ V |2 = ∇/ µVν∇/ ρVσg
µρgνσ =
∑
A,B
∇/ µVν∇/ ρVσe
µ
Ae
ρ
Ae
ν
Be
σ
B
=
∑
A,B
(∇/AV )νe
ν
B(∇/AV )σe
σ
B =
∑
A,B
((∂AV )νe
ν
B − Γ
ν
ABVν) ((∂AV )σe
σ
B − Γ
σ
ABVσ)
=
∑
A,B
((∂AV )νe
ν
B − Γ
ν
ABVν)
2
. (12.1)
Observe that
((∂AV )νe
ν
B − Γ
ν
ABVν) = ∂A(V (eB))− (∂AeB)
νVν − Γ
ν
ABVν
and
(∂AeB)
ν 6= ΓνAB .
We have the following relations,
∂eAζ(eB) = (DeAζ)(eB) + ζ(eC)g(eC ,DeAeB)
= (∇/ eAζ)(eB)− ζ(eC)g(∇/ eAeC , eB)
∂νζ(eB) = (ΩDe4ζ)(eB) + Ωζ(eC)g(eC ,De4eB)
= (D/ νζ)(eB)− ζ(eC)Ωg(De4eC , eB)
= (D/ νζ)(eB)− ζ(eC)Ωg(DeC e4, eB)− ζ(eC)(·)Ωg([eC , e4], eB)
= (D/ νζ)(eB)− Ωζ(eC)χ(eC , eB)− Ωζ(eC)g([eC , e4], eB)
= (D/ νζ)(eB)− 2Ωζ(eC)χ(eC , eB)
where we used the relation
[eC , e4] = −D/ 4eC + χ(eC , eD)eD −∇/A(log Ω)e4 (12.2)
and assumed we have chosen a Fermi transported frame, implying D/ 4eC = 0.
Therefore we can write
∂αζ = ∇αζ − c˜α · ζ = (∇α − c˜α·)ζ (12.3)
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where
∇A = ∇/ eA , ∇ν = ΩD/ 4
c˜A = −g(∇/ eAeC , eB)(·) , c˜ν = 2Ωχ . (12.4)
Therefore we write in a symbolic way,
∂O = (∇− c)O (12.5)
and, symbolically,
∂J−1O = (∇− c)J−1O “ = ”
J−1∑
k=0
(
J − 1
k
)
∇kcJ−1−kO (12.6)
where in the right hand side we have to be careful at the position of the ∇’s as
they can operate on the c’s or on the O. Therefore fixed k one has to interpret
the right hand side as made by J − k slots, each one at the left of one of the
c’s we think as numbered and the last one immediately at the left of the O. In
these J − k slots one has to distribute k ∇’s, each one operating exclusively on
the tensor c at its immediate right, or on O if we are considering the last slot.
Computing all the possible ways of distributing these∇’s one is considering more
terms of the real existing ones, but this over estimate should not be harmful.
Therefore we write, omitting the minus signs as at the end we are doing a norm
estimate, the following expression99
∂J−1O“ = ”
J−1∑
k=0
(
J − 1
k
) ∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
k!
γ1!, γ2!, ..., γJ−k!
(∇γ1c)(∇γ2c) · · · (∇γJ−1−kc)(∇γJ−kO)
and its norm estimate is, omitting for notation simplicity the r weights and
using the estimates proved in Theorem 9.8
∣∣∂J−1O∣∣
p,S
≤
J−1∑
k=0
(
J − 1
k
) ∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
k!
γ1!, γ2!, ..., γJ−k!
|∇γ1c|∞,S |(∇
γ2c|∞,S · · · |∇
γJ−1−kc|∞,S |∇
γJ−kO|p,S
99Recall that the value of ρ has been lowered to have also for the mixed derivatives an
estimate with (J+P )!
(J+P )α
instead of (J+P+1)!
(J+P+1)α
.
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which we rewrite, denoting q = γJ−k,
∣∣∂J−1O∣∣
p,S
≤
J−1∑
k=0
k∑
q=0
(
J − 1
k
)(
k
q
)
|∇qO|p,S
∑J−1−k
s=1 γs=k−q∑
γ1,γ2,...,γJ−1−k
(k − q)!
γ1!, γ2!, ..., γJ−1−k!
|∇γ1c|∞,S |∇
γ2c|∞,S · · · |∇
γJ−1−kc|∞,S
≤ (J − 1)!
J−1∑
k=0
1
(J − 1− k)!
k∑
q=0
|∇qO|p,S
q!
∑J−1−k
s=1 γs=k−q∑
γ1,γ2,...,γJ−1−k
1
γ1!, γ2!, ..., γJ−1−k!
|∇γ1c|∞,S |∇
γ2c|∞,S · · · |∇
γJ−1−kc|∞,S
≤
(
c
(J − 1)!
(J − 1)α
){J−1∑
k=0
1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α
e(q−2)(δ0+Γ)
ρq
·
∑J−1−ks=1 γs=k−q∑
γ1,γ2,...,γJ−1−k
1
γ1!, γ2!, ..., γJ−1−k!
(γ1 + 1)!
(γ1 + 1)α
e(γ1−1)(δ+Γ(λ))
ργ1+1
(γ2 + 1)!
(γ2 + 1)α
e(γ2−1)(δ+Γ(λ))
ργ2+1
· · ·
(γJ−1−k + 1)!
(γJ−1−k + 1)α
e(γJ−1−k−1)(δ+Γ(λ))
ργJ−1−k+1

(12.7)
where ǫ(0) = 1, ǫ(q) = 0, q > 0. We write
∣∣∂J−1O∣∣
p,S
≤ c
(
(J − 1)!
(J − 1)α
)
·
(
e[(q−2)+(k−q)−(J−1−k)](δ+Γ(λ))
ρq+(k−q)+J−1−k
){J−1∑
k=0
1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α
·
·
∑J−1−ks=1 γs=k−q∑
γ1,γ2,...,γJ−1−k
1
γ1!, γ2!, ..., γJ−1−k!
(γ1 + 1)!
(γ1 + 1)α
(γ2 + 1)!
(γ2 + 1)α
· · ·
(γJ−1−k + 1)!
(γJ−1−k + 1)α

≤ c
(
(J − 1)!
(J − 1)α
e((J−1)−2)(δ+Γ(λ))
ρJ−1
)
J−1∑
k=0
1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α
·
∑J−1−ks=1 γs=k−q∑
γ1,γ2,...,γJ−1−k
1
γα−11 γ
α−1
2 · · · γ
α−1
J−1−k

≤ c
(
(J − 1)!
(J − 1)α
e((J−1)−2)(δ+Γ(λ))
ρJ−1
){J−1∑
k=0
cJ−1−k1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α
}
.
Observe that{
J−1∑
k=0
cJ−1−k1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α
}
(12.8)
=

[ J−12 ]∑
k=0
cJ−1−k1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α
+

J−1∑
k=[ J−12 ]+1
cJ−1−k1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α

≤ c

[ J−12 ]∑
k=0
cJ−1−k1
(J − 1− α− k)!
k∑
q=0
1
(ǫ(q) + q)α
+

J−1∑
k=[ J−12 ]+1
cJ−1−k1
(J − 1− k)!
k∑
q=0
(J − 1)α
(ǫ(q) + q)α

and, choosing ρˆ/ρ sufficiently small, it follows that∣∣∂J−1O∣∣
p,S
≤ c
(
(J − 1)!
(J − 1)α
e((J−1)−2)(δ+Γ(λ))
ρˆJ−1
)
. (12.9)
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12.2 The O(i) components
In the estimates for the null Riemann components, see the appendix to Section
10, we use repeatedly the estimates of the tangential derivatives of the O(i)
components. To prove these estimates we proceed in the following way; let us
considered first the simplified case where the O(i) have the same expression as
in the Minkowski spacetime, therefore
O(1) = −r sinφ eθ − r cosφcos θ eφ
O(2) = r cosφ eθ − r sinφcos θ eφ
O(3) = r sin θ eφ (12.10)
and summarizing
(i)Oc =
∑
C
f
(i)
C (r, θ, φ)e
c
C (12.11)
where f
(i)
C (r, θ, φ) are rational functions in r, θ, φ. let us consider the norm of
∇/ (i)O,
|∇/ (i)O|2 = ∇/ a
(i)Ob∇/ a˜
(i)Ob˜γaa˜γbb˜ = ∇/ a
(i)Ob∇/ a˜
(i)Ob˜
∑
C
eaCe
a˜
C
∑
D
θDb θ
D
b˜
=
∑
C
∑
D
∇/C
(i)Ob∇/ C
(i)Ob˜θDb θ
D
b˜
=
∑
C
∑
D
g(eD,∇/ C
(i)O)g(eD,∇/ C
(i)O)
=
∑
D
g(eD,∇/
(i)O)g(eD,∇/
(i)O) =
∑
D
|g(eD,∇/
(i)O)|2
=
∑
D
|
∑
C
g(eD,∇/ f
(i)
C eC)|
2 =
∑
D
|
∑
C
∇/ f
(i)
C g(eD, eC) +
∑
C
f
(i)
C g(eD,∇/ eC)|
2
≤ 2
∑
D
|∇/ f
(i)
D |
2 + 2
∑
D
∑
C
|f
(i)
C |
2|g(eD,∇/ eC)|
2 ≤ 22|∇/ f (i)|2 + 23|f (i)|2|g(e·,∇/ e·)|
2
(12.12)
where
|g(e·,∇/ e·)|
2 = sup
C,D
|g(eD,∇/ eC)|
2
|∇/ f (i)|2 = sup
C
|∇/ f
(i)
C |
2 , |f (i)|2 = sup
C
|f
(i)
C |
2 . (12.13)
The estimate for |∇/ f (i)|2 and for |f (i)|2 are better than those inductively as-
sumed,100 therefore we are left only with the estimate of |g(eD,∇/ eC)|
2 obtained
in subsection 9.2. More in general we have
∇/
J (i)O =
∑
C
∇/
J
f
(i)
C (r, θ, φ)eC =
∑
C
J∑
k=0
(
J
k
)
(∇/
k
f
(i)
C (r, θ, φ))∇/
J−k
eC (12.14)
100Apart from corrections at the level of metric components.
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and, for a generic norm,
|∇/ J (i)O| ≤
∑
C
J∑
k=0
(
J
k
)
|∇/ kf
(i)
C ||∇/
J−keC | ≤
∑
C
J∑
k=0
(
J
k
)
|∇/ kf
(i)
C |
√∑
D
g(eD,∇/
J−keC)2
≤
∑
C
∑
D
J∑
k=0
(
J
k
)
|∇/
k
f
(i)
C ||g(eD,∇/
J−k
eC)| . (12.15)
Therefore
|∇/ J (i)O|p,S ≤
∑
C
∑
D
J∑
k=0
(
J
k
)
|∇/ kf
(i)
C |∞,S |g(eD,∇/
J−keC)|p,S
≤ 22
J∑
k=0
(
J
k
)
|∇/
k
f (i)|∞,S
(
sup
C,D
|g(eD,∇/
J−k
eC)|p,S
)
. (12.16)
As we already have the control of the |g(eD,∇/
J−k
eC)|p,S norms, recalling that
these norms are different from zero even in the Minkowski case, the final result
is
|∇/
J (i)O|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
)
. (12.17)
13 The complete results of Section 7
13.1 The initial data on the outgoing cone
Let us write the transport equations which the initial data have to satisfy along
C0, see equations (I;2.28), (I;2.30),
∂
∂ν
γab = 2Ωχab ,
∂
∂ν
logΩ = −2Ωω
D4trχ+
1
2
(trχ)2 + 2ωtrχ+ |χˆ|2 = 0
D/ 4ζ + ζχ+ trχζ − div/ χ+∇/ trχ+D/ 4∇/ logΩ = 0
D4trχ+ trχtrχ− 2ωtrχ+ 2div/ (ζ−∇/ logΩ)−2|ζ−∇/ logΩ|
2 = −2K
D/ 4χˆ+
1
2
trχχˆ+
1
2
trχχˆ−2ωχˆ+∇/ ⊗̂(ζ−∇/ logΩ)−(ζ−∇/ logΩ)⊗̂(ζ−∇/ logΩ)=0
D4ω−2ωω−ζ · ∇/ logΩ−
3
2
|ζ|2+
1
2
|∇/ logΩ|2+
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
=0 .
On C0 we assign freely Ω and χˆ. We require them to be analytic functions on the
whole C0 satisfying, for any J > 0, the following bounds, see also inequalities
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3.18,
|rJ+2+ǫ−
2
p∇J logΩ|p,S ≤ C
(0)
3 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
|rJ+
5
2+ǫ−
2
p∇J χˆ|p,S ≤ C
(0)
1 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
. (13.1)
The strategy to prove the existence of the analytic initial data on C0 is the
following one:
i) We assume that on S0 is assigned as a real analytic function satisfying a
p.d.e. equation in the angular variables we describe later on and such that,
for any J > 0, satisfies the following norm bound, where U = Ω−1trχ, with
ρ0,0 < ρ0,0,1,
|rJ+2−
2
p∇/
J
U |p,S0 ≤ C
(0,0)
0 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0
. (13.2)
ii) We prove a simplified version of Theorem 9.1, namely we assume inequality
13.2 and on C0 we make the following inductive assumptions, with J < N , for
U and for ζ and prove the following theorem,
Theorem 13.1. Assume that on S0 is assigned as a real analytic function
satisfying for any J the bound,
|rJ+2−
2
p∇/ JU |p,S0 ≤ C
(0,0)
0 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0
. (13.3)
Assume that on C0, U and ζ satisfy the following initial conditions with J < N
|rJ+2−
2
p∇/ JU |p,S(λ0, ν) ≤ C
(0)
0 (J − 2)(δ0 + Γ0(λ))
J !
Jα
1
ρJ0,0,1
(13.4)
|rJ+2−
2
p∇/
J
ζ|p,S(λ0, ν) ≤ C
(0)
4 e
(J−2)(δ0+Γ0(λ))
(J)!
(J)α
1
ρJ0,0,1
then ∇/
N
U(λ0, ν) satisfies the following estimate
|rN+2−
2
p∇/
N
U |p,S(λ0, ν) ≤ C
(0)
0 e
(J−2)(δ0+Γ0(λ))
N !
Nα
1
ρN0,0,1
(13.5)
for any ν, with ρ0,0,1 < ρ0,0, provided that the initial data are small.
Proof: The proof of this theorem mimicks the proof of Theorem 9.1, but is
significantly simpler for the following reasons:
a) In Theorem 9.1 to control ∇/
N
U we have to look at the transport equation
for ∇/
N
U/ to avoid when integrated, logarithmic divergent contributions. here
due to the better decay assumed in 13.1 for the initial data, we can directly use
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the transport equation for ∇/
N
U as we show explicitly in the following remark.
Moreover, looking at that theorem, we needed to express the ∇/
N
χˆ norms in
terms of the ∇/
N
U norms. This required the use of the Hodge equation for χˆ
and a control of the ∇/
N−1
β norm. Here this is avoided as χˆ is assigned freely on
the whole C0 and ∇/
N−1
β does not appear in the transport equation for ∇/
N
U .
Finally we do not have, in the present case, to integrate from the last slice.
b) In the control of the terms denoted collectively by {(good)1}, see equation
13.8, contribution due to Riemann components appear, with a lower derivative
order; due to a signature argument the only contribution is due to ∇/ Jβ with
J ≤ N − 2; again we do not need any hyperbolicity argument as we can use the
relation,
∇/ Jβ = ∇/ J
[
∇/ trχ− div/ χ− ζ · χ+ ζtrχ
]
and control this term using the previous assumptions, 3.18, for U and ζ and the
knowledge of χˆ and its angular derivatives. Moreover in the estimates of lower
order terms even ∇/
J
Ω factors are present, which, again, can be controlled easily
as Ω is assigned freely on C0 ∪ C0.
c) All this guarantees that the proof of Theorem 13.1 follows in a simpler way
from the proof of Theorem 9.1. Still one step has to be done. Observe, in fact,
that this inductive result requires a starting point namely that for J = 1 we
have separately proved the estimate, this issue is delicate and has been proved
in [Ca-Ni1], see also subsection 13.1.1101
|r1+2−
2
p∇/U |p,S(λ0, ν) ≤ C
(0)
0 e
(1−2)(δ0+Γ0(λ))
1
ρ0,0,1
. (13.6)
Remark:
As said in a) we prove Theorem 13.1 in a different way from the proof of The-
orem 9.1 which presents some advantages when we prove the norms of ∇/
J
ζ on
C0. This is based on the fact that the r decay required
102 in the initial condi-
tions 13.1 is, due to ǫ > 0, stronger than the one proved in the internal region.
This allows to control directly the ∇/ derivatives of U = Ω−1trχ instead the to
obtain it through U/ = ∇/Ω−1trχ + Ω−1trχη. In fact the transport equation for
∇/
J
U is,
D/ (∇/NU)
∂ν
+Ω
(
(N + 2)
trχ
2
+Nχˆ
)
· (∇/NU) + 2χˆ · (∇/N χˆ) = −
{
(good)1
}
(13.7)
101The analogous estimate for J = 0 which we also need is an estimate for Ω−1
(
trχ− Ωtrχ
Ω
)
.
102To have the Q0 norms bounded.
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where{
(good)1
}
=
{
N−1∑
k=1
(
N
k
)
(∇/
k
χˆ)·(∇/
N−k
χˆ)−
U
2
N∑
k=1
(
N
k
)
(∇/
k
Ω2)(∇/
N−k
U)
+
1
2
N−1∑
k=1
(
N
k
)
(∇/ kΩtrχ)·(∇/N−kU) +
N−1∑
k=1
(
N
k + 1
)
(∇/ kΩχ)·(∇/N−kU)−
N−1∑
k=1
(
N
k + 1
)
(∇/ k−1C) · (∇/N−kU)
}
. (13.8)
Moreover the following inequality holds:
∂
∂ν
|r(N+2−
2
p
)∇/
N
U |p,S ≤ |r
(N+2− 2
p
)L|p,S (13.9)
where
|L| =
[
N |χˆ · (∇/NU)|+ 2|χˆ · (∇/N χˆ)|+
∣∣{(good)1}∣∣]+[(N + 2)
2
|Ωtrχ− Ωtrχ||∇/NU |
]
. (13.10)
∣∣r(N+2)− 2p∇/NU ∣∣
p,S
(λ, ν) ≤
∣∣r(N+2)− 2p∇/NU ∣∣
p,S
(λ, ν0)
+N
∫ ν
ν0
dν′
∣∣χˆ · r(N+2)− 2p (∇/NU)|p,S(λ, ν′) + (N + 2)
2
∫ ν
ν0
dν′
∣∣(Ωtrχ− Ωtrχ)r(N+2)− 2p (∇/NU)|p,S(λ, ν′)
+2
∫ ν
ν0
dν′
∣∣r(N+2)− 2p χˆ · (∇/N χˆ)∣∣
p,S
(λ, ν′) +
∫ ν
ν0
dν′
∣∣r(N+2)− 2p{(good)1}∣∣p,S(λ, ν′) . (13.11)
As already said in the footnote in the proof of Lemma 9.1 it is the term
U
2
N∑
k=1
(
N
k
)
(∇/
k
Ω2)(∇/
N−k
U)
which in the transport equation in the interior produces a log divergence forcing
us to use U/ . Here ∇/ kΩ2 decaying as r−(k+1)−ǫ avoids the problem and allows
to prove in a direct way the estimate 103
|rN+2−
2
p∇/
N
U |p,S(λ0, ν) ≤ C
(0)
0 e
(N−2)(δ0+Γ0(λ))
N !
Nα
1
ρN0,0,1
. (13.12)
More important is the fact that in the recursive proof of ∇/
N
trχ the Riemann
components appear only at order ∇/
N−2
Ψ which, at its turn, implies that when
Ψ = β, ∇/
N−2
β depends only on ∇/
N−1
trχ and on ∇/
N−2
ζ which we know by
inductive assumptions.
103Nevertheless the initial data estimate for ∇/ J trχ cannot have a decay better than
O
(
r−(3+J)
)
and no extra r−ǫ factor is possible, due to the fact that we integrate starting
from S0.
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13.1.1 The complete control of ∇/
J
trχ on C0
The previous discussion about how we control on C0 ∇/
J
trχ suffers a bit of
oversimplification, in fact the situation is slightly more complicated as discussed
in [Ca-Ni1], let us recall its main aspect. The transport equation for U=Ω−1trχ,
∂
∂ν
U +
1
2
(Ωtrχ)U + χˆacχˆbdγabγcd = 0
depends on the S2 metric γ on C0 which, at its turn, has to satisfy the transport
equation
∂
∂ν
γab = (Ωtrχ)γab + 2Ωχˆab.
Therefore we have to deal with the coupled system of equations,
∂
∂ν
γab − (Ωtrχ)γab − 2Ωχˆab = 0 (13.13)
∂
∂ν
U +
1
2
(Ωtrχ)U + χˆacχˆbdγabγcd = 0 .
The strategy mimics the one in [Ca-Ni1], we assign χˆ on C0 with the due
regularity then we solve on C0 the system 13.13 obtaining γab and U (provided
we assign them on S0). Once we control γ the previous discussion shows how
to control ∇/
J
U for any J on C0 and, using again the second equation of 13.13,
we control all the mixed derivatives of U with respect to ∇/ and to D/ ν .
Therefore to complete the initial data construction, also the quantities at the
“metric level” have to be assigned. To control the analyticity of the metric
components, for instance of γab; the procedure is a little different as, being
∇/ γ = 0, we have to use non covariant derivatives from the beginning. To
control the non covariant partial derivatives of γab on C0 we derive the first
evolution equation of 13.13,
∂
∂ν
∂Jγab −
J∑
k=0
(
J
k
)
(∂kΩtrχ)∂J−kγab − 2
J∑
k=0
(
J
k
)
(∂kΩ)∂J−kχˆab = 0 , (13.14)
and proceed in a standard way, recalling that we are able to control of the non
covariant partial derivatives for the connection coefficients once we control the
covariant ones. 104
Next step is to control on C0 the norm of ζ and its tangential derivatives; we
proceed using the fact that the control of ∇/
N
U requires only the inductive
assumptions for ∇/
J
ζ with J ≤ N − 2. The evolution equation of ζ along the
outgoing cones is 105
D/ νζ +
3
2
Ωtrχζ + Ω(ζχˆ− div/ χˆ+
1
2
∇/ trχ) +D/ ν∇/ logΩ = 0 . (13.15)
104Of course in the inductive procedure we do not need to consider the equations for ∇/ JU
and ∂Jγ as coupled.
105this equation cannot be used for the internal estimates.
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From it we easily derive the transport equation along C0 for ∇/
N
ζ,
D/ ν∇/
N
ζ − [D/ ν ,∇/
N
]ζ = ∇/
N
D/ νζ = −∇/
N
(
3
2
Ωtrχζ +Ω(ζχˆ− div/ χˆ+
1
2
∇/ trχ) +D/ ν∇/ logΩ
)
, (13.16)
therefore
D/ ν∇/
N
ζ = −∇/
N
(
3
2
Ωtrχζ +Ω(ζχˆ− div/ χˆ+
1
2
∇/ trχ) +D/ ν∇/ logΩ
)
+ [D/ ν ,∇/
N
]ζ (13.17)
= −3
Ωtrχ
2
∇/
N
ζ −
3
2
N∑
k=1
(
N
k
)
(∇/
k
Ωtrχ)∇/
N−k
ζ −∇/
N
(
Ω(ζχˆ− div/ χˆ+
1
2
∇/ trχ+D/ 4∇/ logΩ)
)
+ [D/ ν ,∇/
N
]ζ .
As, see Lemma 9.1,
[D/ ν ,∇/
N ]ζ =
N−1∑
k=0
(
N
k
)
(∇/N−1−kΩχ) · ∇/ k+1ζ −
N−1∑
k=0
(
N + 1
k
)
(∇/N−1−kC) · ∇/ kζ
= N
Ωtrχ
2
∇/
N
ζ +
1
2
N−2∑
k=0
(
N
k
)
(∇/
N−1−k
Ωtrχ) · ∇/
k+1
ζ +
N−1∑
k=0
(
N
k
)
(∇/
N−1−k
Ωχˆ) · ∇/
k+1
ζ
−
N−1∑
k=0
(
N + 1
k
)
(∇/
N−1−k
C) · ∇/
k
ζ , (13.18)
the final expression for the transport equation is
D/ ν(∇/
N
ζ) +
(N + 3)
2
Ωtrχ(∇/
N
ζ) + Ωχˆ(∇/
N
ζ) = −∇/
N
(
Ω(−div/ χˆ+
1
2
∇/ trχ+D/ 4∇/ logΩ)
)
+{[l.o.t]} (13.19)
where{
[l.o.t]
}
=
1
2
N−2∑
k=0
(
N
k
)
(∇/
N−1−k
Ωtrχ) · ∇/
k+1
ζ +
{
−
3
2
N∑
k=1
(
N
k
)
(∇/
k
Ωtrχ)∇/
N−k
ζ
−
N∑
k=1
(
N
k
)
(∇/
k
Ωχˆ)∇/
N−k
ζ +
N−1∑
k=0
(
N
k
)
(∇/
N−1−k
Ωχˆ) · ∇/
k+1
ζ −
N−1∑
k=0
(
N + 1
k
)
(∇/
N−1−k
C) · ∇/
k
ζ
}
.
From this equation we obtain the associated equation for the
∣∣ · ∣∣
p,S
norm and
integrating it from below106 we obtain, see also [Ca-Ni1], an inequality of the
following kind, with C(J) = O(1) for J > J0, and O(ε) otherwise,
∣∣r2+N− 2p∇/Nζ∣∣
p,S
(λ0, ν) ≤ C(J)
(
(N + 1)!
(N + 1)α
e(N−1)(δ0+Γ0(λ))
ρN+10,0,1
)
(13.20)
106The initial conditions for ζ and the remaining connection coefficients on S0 are fully
discussed in Section18.
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And, increasing the constant C(J) and exploiting the factor
1
(N+1)α we obtain:
∣∣r2+N− 2p∇/Nζ∣∣
p,S
(λ0, ν) ≤ C(J)
(
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0,0,1
)
(13.21)
assuming as initial data estimates, for J < N ,
∣∣r2+J− 2p∇/ Jζ∣∣
p,S
(λ0, ν) ≤ C(J)
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0,0
)
. (13.22)
Remark:
Observe that ζ on C0 cannot gain an extra r
−ǫ decay due to the term ∇/
N+1
trχ
present in its transport equation. Nevertheless from the required behavior of σ
on C0 ∪C0, see later, we require that on S0 ζ satisfies, for any J ,
∣∣r 52+J+ǫ− 2p∇/ J−1curl/ ζ∣∣
p,S
(λ0, ν0) ≤ c
(
J !
Jα
e(J−2)(δ0+Γ0)
ρJ0,0
)
. (13.23)
To control ∇/
N
χ on C0 we use the transport equation, along C0, for trχ and for
χˆ; in this case the loss of derivatives implied by these equations is not harmful
as we have already the control of all the ∇/ derivatives of ζ (and the ∂ derivatives
of γ) which requires only the previous control of χ.
The control of ω and its angular derivatives is, viceversa, a bit more delicate
and require that ω satisfies a condition on S0 as discussed in [Ca-Ni1].
More precisely if we try to obtain the initial data norm estimates on C0 for ω
simply requiring that the transport equation,
D4ω−2ωω−ζ · ∇/ logΩ−
3
2
|ζ|2+
1
2
|∇/ logΩ|2+
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
=0
be satisfied we obtain the estimate than the one we assumed in 3.18,
∣∣|λ0|2rJ− 2p∇/ Jω∣∣p,S(λ0, ν) ≤ C(J)( J !Jα e(J−2)(δ0+Γ0(λ))ρJ0
)
(13.24)
with ρ0 < ρ0.0 and which a decay apparently in disagreement with the internal
estimates in 3.29. This apparent contradiction has the following solution: in the
original assignment of the initial data and in the Cauchy-Kowalevski solution in
a finite region the double null foliation is not specified and the data are given on
C0 ∪ C0 in the way we have presented now; in particular ω satisfies the weaker
estimate on C0, see subsection 9.6.1. As discussed in subsection 9.5, to extend
the region and prove the global existence we integrate the transport equations
along the outgoing cones from above and in particular we obtain ω on the last
slice through the choice of a specific Ω on the last slice and the connection
coefficients previously estimated independently from ω. In this way the decay
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estimates for ω in the internal region and, of course also on C0 are stronger and
in particular on C0 we obtain∣∣|λ0|r1+J− 2p∇/ Jω∣∣p,S(λ0, ν) ≤ C(J)( J !Jα e(J−2)(δ0+Γ0(λ))ρJ0
)
.
On the other side, as we have a transport equation for ω along the outgoing
cones and therefore, also on C0, this implies that going, along C0 from S(λ0, ν∗)
to S(λ0, ν0) ≡ S0 the value of ω on S0 is assigned, see also [Ca-Ni1].
Collecting all these results and the ones for the missing connection coefficients,
whose proof we do not report here, being simple extensions of the analogous
results in [Ca-Ni1], Lemma 2.3, we obtain,107
∣∣r1+J+σ(J)− 2p∇/ J trχ∣∣
p,S
(λ0, ν) ≤ C(J)
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
∣∣|λ0|r1+J− 2p∇/ J χˆ∣∣p,S(λ0, ν) ≤ C(J)( J !Jα e(J−2)(δ0+Γ0(λ))ρJ0
)
(13.25)
∣∣|λ0|r1+J− 2p∇/ Jω∣∣p,S(λ0, ν) ≤ C(J)( J !Jα e(J−2)(δ0+Γ0(λ))ρJ0
)
,
∣∣r2+J− 2p∇/ Jζ∣∣
p,S
(λ0, ν) ≤ C(J)
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
,
with ρ0 < ρ0,0,1 < ρ0,0. Observe that we can also conclude that on C0 all the
remaining connection coefficients satisfy the following estimates, for any J ,108∣∣r1+J+σ(J)− 2p∇/ J trχ∣∣
p,S
(λ0, ν) ≤ C(J)
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
∣∣r 52+J+ǫ− 2p∇/ J χˆ∣∣
p,S
(λ0, ν) ≤ C(J)
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
∣∣r2+J+ǫ− 2p∇/ Jω∣∣
p,S
(λ0, ν0) ≤ C
(0)
2
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
(13.26)
proving the first part of Theorem 1.1.
Remark:
Observe that χˆ on C0 cannot gain an extra r
−ǫ decay due to the factor 12 trχχˆ
present in its transport equation. Nevertheless as required from the estimates of
χˆ on C0, see later, we ask that on S0 χˆ satisfies, for any J ,
∣∣r 52+J+ǫ− 2p0 ∇/ J χˆ∣∣p,S(λ0, ν0) ≤ c(J)
(
J !
Jα
e(J−2)(δ0+Γ0,0)
ρJ0,0
)
. (13.27)
107If, as discussed above, we assume an arbitrary foliation on C0, not the specific one induced
by the canonical foliation, the estimate on C0 for ω would be the weaker one, 13.24.
108Recalling, anyway, that the first connection coefficients can have a better estimate, with
ρ0,0,1 > ρ0.
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13.2 The initial data on the incoming cone
13.2.1 The connection coefficient ζ on the initial incoming cone
Observe first of all that on C0 χˆ, X and Ω, are assigned in a free way therefore
also ω is assigned freely on C0, the requirement on the norms for these quantities
are similar to those for χˆ and Ω on C0 namely,
||λ|1+ǫr1+J−
2
p∇J logΩ|p,S ≤ C
(0)
3 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
||λ|
3
2+ǫr1+J−
2
p∇J χˆ|p,S ≤ C
(0)
1 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
. ||λ|
3
2+ǫr1+J−
2
p∇JX |p,S ≤ C
(0)
1 e
(J−2)(δ0+Γ0(λ))
J !
Jα
1
ρJ0,0,1
. (13.28)
Proceeding as for trχ we control ∇/
J
trχ on C0. The next step is to control ζ
whose transport equation is on C0
D/ 3ζ +
3
2
trχζ + ζ · χˆ+ div/ χ−∇/ trχ−D/ 3∇/ logΩ = 0 . (13.29)
The factor 3/2 is a problem as it implies that we have a transport equation for∣∣rN+3− 2p∇/Nζ∣∣
p,S
, while we expect that the possible bound is for
∣∣rN+2− 2p∇/Nζ∣∣
p,S
and to lower the weight factor is problematic as, differently from the C0 case,
moving along the incoming cone starting from S0 the radius of S decreases. We
proceed in a different way writing the transport equation for ζ along C0,
D/ 3ζ + trχζ + 2ζ · χˆ− (∇/ trχ− div/ χ− ζtrχ+ ζ · χ)−D/ 3∇/ logΩ = 0 .(13.30)
as
D/ 3ζ + trχζ + 2ζ · χˆ−D/ 3∇/ logΩ + β = 0 (13.31)
using the relation,
β = −(∇/ trχ− div/ χ− ζtrχ+ ζ · χ) . (13.32)
The crucial remark is that on C0 all the factors composing β are already un-
der control with the exception of ζ, therefore we solve simultaneously the two
transport equations for ζ and β,
D/ 3ζ + trχζ + 2ζ · χˆ+ β − (D/ 3∇/ logΩ) = 0
D/ 3β + 2trχβ + 2ωβ − ζ · α− (div/ α+∇/ logΩ · α) = 0 , (13.33)
where it is crucial to observe that
α = −
(
D/ 3χˆ+ trχ+ 2ωχˆ
)
(13.34)
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can be considered as a given data as, on C0 , χ and ω are already assigned.
These two equations can be rewritten in a slightly different way as
D/ λζ +Ωtrχζ + 2Ωχˆ · ζ +Ωβ − (D/ λ∇/ logΩ) = 0
D/ λβ + 2Ωtrχβ + 2Ωωβ − Ωα · ζ − [Ω(div/ α+∇/ logΩ · α)] = 0 . (13.35)
We expect that the solution to this system produces the correct estimates for
the ζ and β norms. In fact we prove the following lemma
Lemma 13.1. Assuming that on C0 the following estimates hold with δ˜ > δ ≥
0,
D/ λ∇/Ω = O
(
r−(2+ǫ)|λ|−(1+δ˜)
)
, α = O
(
r−(1+ǫ)|λ|−(
5
2+δ˜)
)
. (13.36)
and that on S0 we have
|r2−
2
p ζ|p,S(λ0, ν0) ≤ ε , ||λ|
3
2 r2+ǫ−
2
p β|p,S(λ0, ν0) ≤ ε . (13.37)
then the following estimates hold on C0
|r2−
2
p ζ|p,S(λ, ν0) ≤ ε , ||λ|
3
2 r2+ǫ−
2
p β|p,S(λ, ν0) ≤ ε . (13.38)
Proof: See Appendix 18 .
As before we do not report the proofs for the decays of the other connection
coefficients, being them only a repetition of the ones given in [Ca-Ni1]
13.2.2 The control of the required decay for the Riemann compo-
nents on C0
To complete the discussion about the initial data on C0 we have to show that
the proved results allow to fulfill the asymptotic behaviour 7.1. Let us start to
consider α whose expression is109
α = −[D/ 4χˆ+ trχχˆ− (D4 logΩ)χˆ] .
The expected asymptotic behavior for α is satisfied provided that the estimates
13.1 for χˆ and Ω on C0 are satisfied. To prov the expected asymptotic behavior
for β requires more work and an extra condition; in fact its explicit expression,
β = ∇/ trχ− div/ χ− ζ · χ+ ζtrχ ,
seems not to provide the right decay, but if we integrate its evolution equation
along the outgoing cone, C0,
D/ νβ + 2Ωtrχβ = 2Ωωβ − Ω [div/ α− (ζ +∇/ logΩ)α] ,
109α (and α) plays a different role between the null Riemann components. In fact here its
behavior can be assigned simply assigning Ω and χˆ on C0. The same does not happen for
β as, in its case, trχ and ζ cannot be assigned freely as they have to satisfy some constraint
equations, see the discussion in (I).
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we obtain
|r4−
2
pβ|p,S(λ0, ν) ≤ c
(
|r4−
2
pβ|p,S(λ0, ν0) +
∫ ν
ν0
dν′
(∣∣r4− 2pΩ ζ · α∣∣
p,S
+
∣∣r4− 2pL2∣∣p,S)(λ0, ν′))
where
L2 = Ω(div/ α−∇/ logΩ · α) .
Dividing both sides by r(
1
2−ǫ)(λ0, ν) and recalling that, for ν
′ ≤ ν,
r(λ0, ν)
−1 < r(λ0, ν
′)−1 < r(λ0, ν0)
−1 ,
we obtain
|r
7
2+ǫ−
2
p β|p,S(λ0, ν) ≤ c
(
|r
7
2+ǫ−
2
p β|p,S(λ0, ν0) +
1
r(
1
2−ǫ)(λ0, ν)
∫ ν
ν0
dν′
(∣∣r4− 2pΩ ζ · α∣∣
p,S
+
∣∣r4− 2pL2∣∣p,S))
and the integral part is bounded due to the previous estimates. The same
procedure can be applied to estimate all the angular derivatives of β.110 It
remains, nevertheless, to prove that on S0 we have
|r
7
2+ǫ−
2
p β|p,S(λ0, ν0) ≤ cε .
Looking again at the expression for β in terms of the connection coefficients,
13.39, on S0 the following condition must hold, where r0 = r(λ0, ν0) = |λ0| = ν0,
∇/ trχ− ζtrχ = O(εr
−( 72+ǫ)
0 ) . (13.39)
Next step is devoted to the the decay of the null Riemann components ρ and σ;
from their evolution equations and their explicit expressions, see also [Ca-Ni1],
it follows that we obtain the required decay for (ρ− ρ) provided that on S0
K−K+
1
4
(
trχtrχ− trχ trχ
)
= O(εr
− 72
0 ) . (13.40)
and repeating the same procedure for σ we obtain its correct decay provided
that on S0 the following condition holds,
111
curl/ ζ = O(εr
− 72
0 ) . (13.41)
Finally the same procedure used for estimating β holds for β, 112 obtaining the
appropriate decay requiring that, on S0, the following condition is satisfied
∇/ trχ+ ζtrχ = O(εr
−( 72+ǫ)
0 ) . (13.42)
110In fact to all the tangential derivatives on C0, therefore also for the D/ ν derivatives, this
last problem has already been treated in the general case and we do not have to repeat here.
111We already know from the previous requirements that on S0, (χˆ∧χˆ) behaves much better,
as r
−( 11
2
+ǫ)
0 .
112Analogous condition is not required for α on C0 as α is not present in the part of Q0
made by an integration along C0.
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Summarizing we need that on S0 the initial data satisfy the following conditions,
∇/ trχ− ζtrχ = O(εr
−( 72+ǫ)
0 )
K−K+
1
4
(
trχtrχ− trχ trχ
)
= O(εr
− 72
0 )
curl/ ζ = O(εr
− 72
0 ) . (13.43)
13.3 The mixed derivatives for the initial data. proof of
theorem 3.4:
13.3.1 Some useful computations:
We have to compute [D/ ν ,D/ λ], let U = Uσ1ν2...σkdω
σ1 ⊗ dωσ2 ⊗ · · · ⊗ dωσk a
(0, k) S-tangent tensor, we have
D/ νD/ λU = ΩD/ 4Π
σ1..σk
ν1..νk
ΩD3Uσ1..σk = ΩΠ
ν1..νk
τ1..τk
D4Π
σ1..σk
ν1..νk
ΩD3Uσ1..σk (13.44)
D/ λD/ νU = ΩD/ 3Π
σ1..σk
ν1..νk
ΩD4Uσ1..σk = ΩΠ
ν1..νk
τ1..τk
D3Π
σ1..σk
ν1..νk
ΩD4Uσ1..σk . (13.45)
We have
Πν1..νkτ1..τkD4Π
σ1..σk
ν1..νk
(ΩD3U)σ1..σj ..σk
=
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
(ΠνjτjD4Π
σj
νj
)(ΩD3U)σ1..σj..σk +Π
σ1..σk
τ1..τk
D4(ΩD3U)σ1..σk
= −
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
(
Πνjτj (D4θ
4)νj e
σj
4 +Π
νj
τj
(D4θ
3)νje
σj
3
)
(ΩD3U)σ1..σj ..σk
+Πσ1..σkτ1..τk D4(ΩD3U)σ1..σk
= −
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj ..τk
(
−
1
2
g(D4e3, eC)θ
C
τj
)
e
σj
4 (ΩD3U)σ1..σj ..σk +Π
σ1..σk
τ1..τk
D4(ΩD3U)σ1..σk
= −
1
2
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
(
g(D4e3, eC)θ
C
τj
)
(ΩD3e4)
σjUσ1..σj ..σk +Π
σ1..σk
τ1..τk
D4(ΩD3U)σ1..σk
= −
1
2
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
η
τj
(ΩD3e4)
σjUσ1..σj ..σk +Π
σ1..σk
τ1..τk
D4(ΩD3U)σ1..σk
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Therefore
D/ νD/ λU = ΩD/ 4Π
σ1..σk
τ1..τk
ΩD3Uσ1..σk = ΩΠ
ν1..νk
τ1..τk
D4Π
σ1..σk
ν1..νk
ΩD3Uσ1..σk (13.46)
= −
Ω
2
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
η
τj
(ΩD3e4)
σjUσ1..σj ..σk +Π
σ1..σk
τ1..τk
ΩD4(ΩD3U)σ1..σk
= −Ω2
k∑
j=1
Π
σ1..σˆj..σk
τ1..τˆj..τk
η
τj
(η · U)σ1..σˆj ..σk +Π
σ1..σk
τ1..τk
ΩD4(ΩD3U)σ1..σk
Analogously
D/ λD/ νU = ΩD/ 3Π
σ1..σk
τ1..τk
ΩD4Uσ1..σk = ΩΠ
ν1..νk
τ1..τk
D4Π
σ1..σk
ν1..νk
ΩD3Uσ1..σk (13.47)
= −
Ω
2
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
ητj (ΩD4e3)
σjUσ1..σj ..σk +Π
σ1..σk
τ1..τk
ΩD3(ΩD4U)σ1..σk
= −Ω2
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
ητj (η · U)σ1..σˆj ..σk +Π
σ1..σk
τ1..τk
ΩD3(ΩD4U)σ1..σk .
Therefore
[D/ ν ,D/ λ]Uτ1..τk = −Ω
2
k∑
j=1
Π
σ1..σˆj ..σk
τ1..τˆj..τk
(
η
τj
(η · U)− ητj (η · U)
)
σ1..σˆj ..σk
+ Πσ1..σkτ1..τk [Dν ,Dλ]Uσ1..σk
= −Ω2
k∑
j=1
(
η
τj
(η · U)− ητj (η · U)
)
τ1..τˆj..τk
(13.48)
+Ω2
k∑
i=1
Rτ˜i(e4, e3)τiUτ1..τ˜i..τk +Π
σ1..σk
τ1..τk
[Ωe4,Ωe3]
µDµUσ1..σk
= −Ω2
k∑
j=1
(
η
τj
(η · U)− ητj (η · U)
)
τ1..τˆj..τk
(13.49)
+Ω2
k∑
i=1
Rτ˜i(e4, e3)τiUτ1..τ˜i..τk + 4Ω
2(ζ · ∇/U)τ1..τk .
Therefore
J−1∑
k=0
D/ J−1−kν [D/ ν ,D/ λ]D/
k
ν∇/
P ωˆτ1..τP (13.50)
=
J−1∑
k=0
D/
J−1−k
ν
−Ω2 P∑
j=1
(
η
τj
(η ·D/
k
ν∇/
P
ωˆ)τ1..τ˜j..τP − ητj (η ·D/
k
ν∇/
P
ωˆ)τ1..τ˜j..τP
)
+Ω2
P∑
j=1
Rτ˜j(e4, e3)τj (D/
k
ν∇/
P
ωˆ)τ1..τ˜j..τP + 4Ω
2(ζ · ∇/ (D/
k
ν∇/
P
ωˆ)τ1..τP
 ,
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which we rewrite as
J−1∑
k=0
D/
J−1−k
ν [D/ ν ,D/ λ]D/
k
ν∇/
P
ωˆ =
J−1∑
k=0
D/
J−1−k
ν
[
−Ω2P
(
η ⊗ (η ·D/
k
ν∇/
P
ωˆ)− η ⊗ (η ·D/
k
ν∇/
P
ωˆ)
)
+Ω2PR(e4, e3) · (D/
k
ν∇/
P
ωˆ) + 4Ω2ζ · ∇/ (D/
k
ν∇/
P
ωˆ)
]
. (13.51)
Let us write explicitly the term
P−1∑
h=0
D/ Jν∇/
P−1−h[∇/ ,D/ λ]∇/
hωˆ ,
we recall that, as done in the appendix, see 14.1,
[∇/ µ,D/ λ]Uν1...νk = −Ω
[ k∑
j=1
(
χ
µνj
ησj − χσj
µ
ηνj
)
Uν1..σj ..νk − χ
ρ
µ
(∇/ ρU)ν1..νk
]
−ΩθCµ
k∑
j=1
θDνjR
σj (·, eC , e3, eD)Uν1..σj ..νk
= −Ω
k∑
j=1
[
(χ
µνj
ησj−χσj
µ
ηνj ) + θ
C
µ θ
D
νj
Rσj (·, eC , e3, eD)
]
Uν1..σj ..νk +Ωχ
ρ
µ
(∇/ ρU)ν1..νk
= −
k∑
j=1
ΩCσjµνjUν1..σj ..νk +Ωχ
ρ
µ
(∇/ ρU)ν1..νk (13.52)
where
Cσjµνj = (χµνj
ησj−χσj
µ
ηνj ) + θ
C
µ θ
D
νj
Rσj (·, eC , e3, eD) . (13.53)
Therefore
[∇/ µ,D/ λ](∇/
h
ωˆ)ν1...νh = −
h∑
j=1
Cσjµνj (∇/
h
ωˆ)ν1..σj ..νh +Ωχ
ρ
µ
(∇/ ρ∇/
h
ωˆ)ν1..νh (13.54)
and
P−1∑
h=0
D/
J
ν∇/
P−1−h
[∇/ ,D/ λ]∇/
h
ωˆν1..νh =
P−1∑
h=0
D/
J
ν∇/
P−1−h
− h∑
j=1
Cσjµνj (∇/
h
ωˆ)ν1..σj ..νh +Ωχ
ρ
µ
(∇/ ρ∇/
h
ωˆ)ν1..νh

which we rewrite in a more compact way as
P−1∑
h=0
D/
J
ν∇/
P−1−h
[∇/ ,D/ λ]∇/
h
ωˆ =
P−1∑
h=0
D/
J
ν∇/
P−1−h
[
−Ωh
(
χ⊗ (η · ∇/
h
ωˆ)− η ⊗ (χ · ∇/
h
ωˆ)
)
−ΩhR(·, ·, e3, ·) · (∇/
h
ωˆ) + Ωχ · ∇/ (∇/
h
ωˆ)
]
. (13.55)
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In conclusion we have
J−1∑
k=0
D/
J−1−k
ν [D/ ν ,D/ λ]D/
k
ν∇/
P
ωˆ =
J−1∑
k=0
D/
J−1−k
ν
[
Ω2P
(
η ⊗ (η ·D/
k
ν∇/
P
ωˆ)− η ⊗ (η ·D/
k
ν∇/
P
ωˆ)
)
+Ω2PR(e4, e3) · (D/
k
ν∇/
P
ωˆ) + 4Ω2ζ · ∇/ (D/
k
ν∇/
P
ωˆ)
]
P−1∑
h=0
D/
J
ν∇/
P−1−h
[∇/ ,D/ λ]∇/
h
ωˆ =
P−1∑
h=0
D/
J
ν∇/
P−1−h
[
−Ωh
(
χ⊗ (η · ∇/
h
ωˆ)− η ⊗ (χ · ∇/
h
ωˆ)
)
−ΩhR(·, ·, e3, ·) · (∇/
h
ωˆ) + Ωχ · ∇/ (∇/
h
ωˆ)
]
. (13.56)
13.4 proof of Theorem 3.4
Theorem 3.4
Assuming the estimates of Theorem 3.2 for any N , and the estimates 13.1, 13.28
for {Ω, χ, χ} on C0 ∪ C0, the estimates 3.24 for the D/
J
ν∇/
P
for (J − 1, P + 1)
with J + P ≤ N , then the estimates 3.24 hold for J + P ≤ N on C0 ∪ C0 with
the various F constants O(1).
Proof: First of all, by the Bianchi equations, see [Kl-Ni2] equations 2.2.13,
the inductive assumptions and exploiting those of the structure equation which
depends on the null Riemann components, see [Kl-Ni2] equations 3.1.46, we can
assume the following estimate on the null Riemann components.
∣∣|λ|φ(Ψ)rφ(Ψ)+N−1− 2pD/ J−1ν ∇/ PΨ∣∣Lp(S) ≤ C(1)e(J−3)δ0e(J−3)Γ0(λ) N − 1!(N − 1)α 1ρN−10 ,∣∣|λ|φ(Ψ)+J−1rφ(Ψ)+P− 2pD/ J−1λ ∇/ PΨ∣∣Lp(S) ≤ C(1)e(J−3)δ0e(J−3)Γ0(λ) N − 1!(N − 1)α 1ρN−10
(13.57)
We go by induction on the number of D/ ν derivatives. The base of induction is
nothing more that estimates of TheoremThinitialdata.
First of alll notice that we already have the right estimates for D/
J
ν∇/
P
χˆ, D/
J
ν∇/
P
ω
and D/
J
ν∇/
P
ω, see remark a) of Theorem 13.1.
Let us start with
{D/
J
ν∇/
P
trχ:}
We start trying to control D/ Jν∇/
P trχ for (J, P ) such that (J+P ) = N .Therefore
we make the following assumptions for (J˜ , P˜ ) = (J − k, P + k) with k ≥ 1 and
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all couples (J˜ , P˜ ) such that (J˜ + P˜ ) < N . 113
|r1+J˜+P˜+σ(P˜ )−
2
pD/
J˜
ν∇/
P˜
trχ|p,S ≤ F
(
(J˜ + P˜ )!
(J˜ + P˜ )α
e(J˜+P˜−2)(δ0+Γ0(λ))
ρJ˜+P˜0
)
(13.58)
|r1+J˜+P˜+σ(P˜ )−
2
pD/
J˜
ν∇/
P˜U |p,S ≤ F
(
(J˜ + P˜ )!
(J˜ + P˜ )α
e(J˜+P˜−2)(δ0+Γ0(λ))
ρJ˜+P˜0
)
|r2+J˜+P˜−
2
pD/ J˜ν∇/
P˜ χˆ|p,S ≤ F
(
(J˜ + P˜ )!
(J˜ + P˜ )α
e(J˜+P˜−2)(δ0+Γ0(λ))
ρJ˜+P˜0
)
.
Starting from the transport equation for U = Ω−1trχ
D/ νU +
Ωtrχ
2
U + |χˆ|2=0 , (13.59)
D/ Jν∇/
PU = D/ J−1ν ∇/
PD/ νU +D/
J−1
ν [D/ ν ,∇/
P ]U = D/ J−1ν ∇/
P
(
−Ω
trχ
2
U − |χˆ|2
)
+D/ J−1ν [D/ ν ,∇/
P ]U
= −
1
2
D/
J−1
ν ∇/
P
(ΩtrχU)−D/
J−1
ν ∇/
P
|χˆ|2 +D/
J−1
ν [D/ ν ,∇/
P
]U
= −
1
2
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
Ωtrχ)(D/
J−1−q
ν ∇/
P−h
U)−
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
χˆ) · (D/
J−1−q
ν ∇/
P−h
χˆ)
+ D/ J−1ν ([D/ ν ,∇/
P ]U) . (13.60)
Recall that the following relation holds
[∇/
P
,
D/
∂ν
]f =
P−1∑
k=0
∇/
k
[∇/ ,
D/
∂ν
]∇/
P−k−1
f (13.61)
and from equation 9.1
[∇/ µ,
D/
∂ν
]Uν1...νk = −
k∑
j=1
CσjµνjUν1..σj ..νk +Ωχ
ρ
µ(∇/ ρU)ν1..νk ,
it follows
[∇/
P
,
D/
∂ν
]f =
P−1∑
k=0
∇/
k
(
−(P − k − 1)C∇/
P−k−1
f +Ωχ∇/
P−k
f
)
(13.62)
= −
P−1∑
k=0
(P − k − 1)
k∑
J=0
(
k
J
)
(∇/
J
C)∇/
P−1−J
f +
P−1∑
k=0
k∑
J=0
(
k
J
)
(∇/
J
Ωχ)∇/
P−J
f .
As the following relation holds
P−1∑
k=0
(P − k − 1)
k∑
j=0
(
k
j
)
=
P−1∑
j=0
P−1∑
k=j
(P − k − 1)
(
k
j
)
=
P−2∑
j=0
(
P
P − 2− j
)
=
P−2∑
l=0
(
P
l
)
(13.63)
113We use for notational simplicity an overall constant F > Fi.
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we can write
[
D/
∂ν
,∇/
P
]f =
P−1∑
k=0
∇/
k
(
(P − k − 1)C∇/
P−k−1
f − Ωχ∇/
P−k
f
)
(13.64)
=
P−2∑
j=0
(
P
P − 2− j
)
(∇/
j
C)∇/
P−1−j
f −
P−1∑
k=0
k∑
j=0
(
k
j
)
(∇/
j
Ωχ)∇/
P−j
f .
Therefore we can write
D/
J
ν∇/
P
U =
−
1
2
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
Ωtrχ)(D/
J−1−q
ν ∇/
P−h
U)
−
J−1∑
q=0
P∑
h=0
(
J − 1
q
)(
P
h
)
(D/ qν∇/
hχˆ) · (D/ J−1−qν ∇/
P−hχˆ)
+
J−1∑
q=0
(
J − 1
q
) P−1∑
k=0
(P − k − 1)
k∑
j=0
(
k
j
)
(D/ qν∇/
jC)D/ J−1−qν ∇/
P−1−jU
−
J−1∑
q=0
P−1∑
k=0
k∑
j=0
(
J − 1
q
)(
k
j
)
(D/
q
ν∇/
j
Ωχ)D/
J−1−q
ν ∇/
P−j
U . (13.65)
We start estimating the last sum which turns out to be the more delicate and
which we rewrite as
J−1∑
q=0
P−1∑
k=0
k∑
j=0
(
J − 1
q
)(
k
j
)
(D/
q
ν∇/
j
Ωχ)D/
J−1−q
ν ∇/
P−j
U
=
J−1∑
q=0
P−1∑
h=0
(
J − 1
q
)(
P
h+ 1
)
(D/
q
ν∇/
h
Ωχ)D/
J−1−q
ν ∇/
P−h
U . (13.66)
In fact the more delicate part of this last sum is the one with trχ, part of χ,
omitting Ω. Therefore we look at
J−1∑
q=0
P−1∑
h=0
(
J − 1
q
)(
P
h+ 1
)
(D/
q
ν∇/
h
trχ)(D/
J−1−q
ν ∇/
P−h
U) (13.67)
We observe, preliminary, that, denoting N = J + P ,
∇NAB =
N∑
k=0
(
N
k
)
∇kA∇N−kB = ∇J∇PAB =
J∑
q=0
P∑
h=0
(
J
q
)(
P
h
)
∇q+hA∇N−(q+h)B
=
N∑
k=0
(
J∑
q=0
P∑
h=0
δ(q + h = k)
(
J
q
)(
P
h
))
∇kA∇N−kB (13.68)
112
therefore for any couple (J, P ) such that J+P = N the following relation holds
which we use later on,(
N
k
)
=
(
J∑
q=0
P∑
h=0
δ(q + h = k)
(
J
q
)(
P
h
))
N∑
k=0
(
N
k
)
=
N∑
k=0
(
J∑
q=0
P∑
h=0
δ(q + h = k)
(
J
q
)(
P
h
))
J∑
q=0
P∑
h=0
(
J
q
)(
P
h
)( N∑
k=0
δ(q + h = k)
)
=
J∑
q=0
P∑
h=0
(
J
q
)(
P
h
)
.
Therefore in conclusion
N∑
k=0
(
N
k
)
=
J∑
q=0
P∑
h=0
(
J
q
)(
P
h
)
. (13.69)
We have the following estimate, recalling that σ(0) = 0 , σ(P ) = 1, for P ≥ 1,
J−1∑
q=0
P−1∑
h=0
(
J − 1
q
)(
P
h+ 1
) ∣∣r1+J+P+σ(P )− 2p (D/ qν∇/ htrχ)(D/ J−1−qν ∇/ P−hU)∣∣p,S (13.70)
≤
J−1∑
q=0
P−1∑
h=0
χ (J + P = N)
(
J − 1
q
)(
P
h+ 1
) ∣∣∣r1+J+P+σ(P )− 2p (D/ qν∇/ htrχ)(D/ J−1−qν ∇/ P−hU)∣∣∣
p,S
≤
J−1∑
q=0
P−1∑
h=0
χ
(
J + P = N ; q + h ≤
[
N − 1
2
])(
J − 1
q
)(
P
h+ 1
) ∣∣∣r1+J+P+σ(P )− 2p (D/ qν∇/ htrχ)(D/ J−1−qν ∇/ P−hU)∣∣∣
p,S
+
J−1∑
q=0
P−1∑
h=0
χ
(
J + P = N ; q + h ≥
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h+ 1
) ∣∣∣r1+J+P+σ(P )− 2p (D/ qν∇/ htrχ)(D/ J−1−qν ∇/ P−hU)∣∣∣
p,S
.
Let us consider the first sum
J−1∑
q=0
P−1∑
h=0
χ
(
q + h ≤
[
N − 1
2
])(
J − 1
q
)(
P
h+ 1
) ∣∣∣r1+J+P+σ(P )− 2p (D/ qν∇/ htrχ)(D/ J−1−qν ∇/ P−hU)∣∣∣
p,S
≤
J−1∑
q=0
P−1∑
h=0
χ
(
q + h ≤
[
N − 1
2
])(
J − 1
q
)(
P
h+ 1
) ∣∣r1+q+h+σ(h)(D/ qν∇/ htrχ)∣∣∞,S∣∣rJ+P−q−h+σ(P−h)− 2p (D/ J−1−qν ∇/ P−hU)∣∣p,S
≤
(
F
N !
Nα
e(N−2)(δ+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
J−1∑
q=0
P−1∑
h=0
χ
(
q + h ≤
[
N − 1
2
])(
J − 1
q
)(
P
h+ 1
)(
(q + h+ 1)!
((q + h+ 1)α
)(
(J − 1 + P − (h+ q))!
(J − 1 + P − (h+ q))α
)
Nα
N !
. (13.71)
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Denoting h˜ = h+ 1
≤
(
F
N !
Nα
e(N−2)(δ+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
J−1∑
q=0
P∑
h˜=1
χ
(
q + h˜ ≤
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h˜
)(
(q + h˜)!
(q + h˜)α
)(
(J + P − (q + h˜))!
(J + P − (q + h˜))α
)
Nα
N !
(13.72)
≤
(
F
N !
Nα
e(N−2)(δ+Γ0(λ))
ρN0
)(
fe−2(δ+Γ0(λ))
)
·
J−1∑
q=0
P∑
h˜=0
χ
(
q + h˜ ≤
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h˜
)(
(q + h˜)!
((q + h˜)α
)(
(J + P − (q + h˜))!
(J + P − (q + h˜))α
)
Nα
N !
,
using the previous relation 13.69, with J + P = N , denoting k = q + h˜
N∑
k=0
(
N
k
)
=
J∑
q=0
P∑
h=0
(
J
q
)(
P
h
)
,
≤ ·
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
J−1∑
q=0
P∑
h˜=0
χ
(
k = q + h˜ ≤
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h˜
)(
k!
kα
)(
(N − k)!
(N − k)α
)
Nα
N !
≤
(
F
N
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
[N−12 ]+1∑
k=0
(
N − 1
k
)(
k!
kα
)(
(N − k)!
(N − k)α
)
Nα
N !
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
[N−12 ]+1∑
k=0
(N − 1)!
(N − 1− k)!
(
1
kα
)(
(N − k)!
(N − k)α
)
Nα
N !
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
[N−12 ]+1∑
k=0
(
1
kα
)(
(N − k)
(N − k)α
)
Nα
N
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
[N−12 ]+1∑
k=0
(
1
kα
)(
Nα
(N − k)α
)
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)
, (13.73)
provided that α > 1 and δ sufficiently large such that,
(
Fe−2(δ0+Γ0(λ))
)
·
[N−12 ]+1∑
k=0
(
1
kα
)(
Nα
(N − k)α
)
<< 1 . (13.74)
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Let us consider now the second sum
J−1∑
q=0
P−1∑
h=0
χ
(
q + h ≥
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h+ 1
) ∣∣∣r1+J+P+σ(P )− 2p (D/ q4∇/ htrχ)(D/ J−1−q4 ∇/ P−hU)∣∣∣
p,S
≤
J−1∑
q=0
P−1∑
h=0
χ
(
q + h ≥
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h+ 1
) ∣∣r1+q+h+σ(h)− 2p (D/ q4∇/ htrχ)∣∣p,S∣∣rJ+P−q−h+σ(P−h)(D/ J−1−q4 ∇/ P−hU)∣∣∞,S
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ)
ρN2
)(
Fe−2(δ0+Γ0(λ))
)
·
J−1∑
q=0
P−1∑
h=0
χ
(
q + h ≥
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h+ 1
)(
(q + h)!
((q + h)α
)(
(J + P + 1− (h+ q))!
(J + P + 1− (h+ q))α
)
Nα
N !
. (13.75)
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
J−1∑
q=0
P−1∑
h=0
χ
(
q + h ≥
[
N − 1
2
]
+ 1
)(
J − 1
q
)(
P
h
)(
(q + h)!
((q + h)α
)(
(J + P + 1− (q + h))!
(J + P + 1− (q + h))α
)
Nα
N !
. (13.76)
Using the previous relation 13.69, with J + P = N ,
N∑
k=0
(
N
k
)
=
J∑
q=0
P∑
h=0
(
J
q
)(
P
h
)
,
denoting k = q + h
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
N−1∑
k=[N−12 ]+1
(
N − 1
k
)(
k!
kα
)(
(N + 1− k)!
(N + 1− k)α
)
Nα
N !
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
N−1∑
k=[N−12 ]+1
(N − 1)!
k!(N − 1− k)!
(
k!
kα
)(
(N + 1− k)!
(N + 1− k)α
)
Nα
N !
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
N−1∑
k=[N−12 ]+1
(
1
kα
)(
(N + 1− k)(N − k)
(N + 1− k)α
)
Nα
N
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
·
N−1∑
k=[N−12 ]+1
(
1
kα
)(
(N + 1− k)(N − k)
(N + 1− k)α
)
Nα
N
≤
(
F
N !
Nα
e(N−2)(δ0+Γ(λ))
ρN0
)(
Fe−2(δ0+Γ0(λ))
)
· 2α
N−1∑
k=[N−12 ]+2
1
(N + 1− k)α−1
≤
(
F
N !
Nα
e(N−2)(δ0+Γ(λ))
ρN0
)(
c2αFe−2(δ0+Γ0(λ))
)
≤
(
F
N !
Nα
e(N−2)(δ0+Γ0(λ)
ρN0
)
, (13.77)
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choosing δ sufficiently large.
To complete these estimates we look at the less dangerous part of the commu-
tator part, let us recall first the complete expression of the commutator, see
13.65
D/
J−1
ν [D/ ν ,∇/
P
]U =
J−1∑
q=0
(
J − 1
q
) P−1∑
h=0
(P − h− 1)
h∑
j=0
(
h
j
)
(D/
q
ν∇/
j
C)D/
J−1−q
ν ∇/
P−1−j
U
−
J−1∑
q=0
P−1∑
h=0
h∑
j=0
(
J − 1
q
)(
h
j
)
(D/
q
ν∇/
j
χ)D/
J−1−q
ν ∇/
P−j
U . (13.78)
As the following relation holds
P−1∑
h=0
(P − h− 1)
h∑
j=0
(
h
j
)
=
P−1∑
j=0
P−1∑
h=j
(P − h− 1)
(
h
j
)
=
P−2∑
j=0
(
P
P − 2− j
)
=
P−2∑
l=0
(
P
l
)
(13.79)
we can write
D/ J−1ν [D/ ν ,∇/
P ]U =
J−1∑
q=0
P−2∑
j=0
(
J − 1
q
)(
P
P − 2− j
)
(D/ qν∇/
jC)D/ J−1−qν ∇/
P−1−jU
−
J−1∑
q=0
P−1∑
h=0
h∑
j=0
(
J − 1
q
)(
h
j
)
(D/ qν∇/
jχ)D/ J−1−qν ∇/
P−jU
=
J−1∑
q=0
P−2∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
C)D/
J−1−q
ν ∇/
P−h−1
U
−
J−1∑
q=0
P−1∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
χ)(D/
J−1−q
ν ∇/
P−h−1
U) (13.80)
The terms in the second line have already been estimated, the term in the first
line has exactly the same structure and therefore produces the same estimate.
The first two lines of D/
J
ν∇/
P
U , 13.65, can be estimated in the same way and
they are even easier to bound,114 therefore we do not report their estimates.
Remarks:
i) Observe that in the estimates of the | · |∞,S norms in terms of the | · |p=4,S
norms with an extra ∇/ we have neglected the position of this extra ∇/ ; it is easy
to see that taking it into account does not change the final estimate (at most we
have to choose a large α).
ii) As already said, notice that in the case of the initial data we do not need the
energy estimates due to the fact that all the mixed derivatives of χˆ are already
114Due to the fact that, comparing the first and the fourth line of 13.65 a factor
(
P
h
)
is
present, in the first one, instead of
(
P
h+ 1
)
.
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at our disposal. This is crucial as in the case of the initial data we do not
have any possibility to exploit the energy estimates to bound the null Riemann
components.
Let us consider the structure equation,
D/ 4ζ + ζχ+ trχζ − div/ χ+∇/ trχ+D/ 4∇/ logΩ = 0 .
All the terms can be treated in the same way as before and we do not repeat
here, therefore we can prove the estimates, with J + P = N ,
Moreover, by the identity
η = ζ +∇/ log Ω,
see equations 3.1.33 [Kl-Ni2], and the assumptions on Ω,
we obtain∣∣r2+J+P− 2pD/ Jν∇/ P η∣∣p,S ≤ F( (J + P )!(J + P )α e((J+P )−2)(δ0+Γ0(λ))ρJ+P0
)
∣∣r2+J+P− 2pD/ Jν∇/ P ζ∣∣p,S ≤ F( (J + P + 1)!(J + P + 1)α e((J+P )−1)(δ0+Γ0(λ))ρJ+P+10
)
. (13.81)
13.4.1 Estimate of the underlined quantities
As already discussed we can use also the transport equations implying a loss of
derivatives as the angular derivatives estimates are already under control.
{D/
J
ν∇/
P
trχ} :
In this case we use the transport equation for trχ along the outgoing cones
which we write, denoting U = Ωtrχ,
D/ νU +
1
2
ΩtrχU +Ω2χˆ · χˆ− 2Ω2div/ η−2Ω2|η|2 − 2Ω2ρ = 0 . (13.82)
Proceeding as before, we write
D/ Jν∇/
PU = D/ J−1ν ∇/
P (D/ νU +D/ J−1ν [D/ ν ,∇/ P ]U
= −D/
J−1
ν ∇/
P(1
2
ΩtrχU +Ω2χˆ · χˆ− 2Ω2div/ η−2Ω2|η|2 − 2Ω2ρ
)
+D/
J−1
ν [D/ ν ,∇/
P
]U
= −D/ J−1ν ∇/
P
(
1
2
ΩtrχU + Ω2χˆ · χˆ− 2Ω2div/ η−2Ω2|η|2
)
+ 2D/ J−1ν ∇/
P(Ω2ρ)
+
J−1∑
q=0
P−2∑
j=0
(
J − 1
q
)(
P
h+ 1
)
(D/
q
ν∇/
(h−1)
C)D/
J−1−q
ν ∇/
P−h
Uˆ
−
J−1∑
q=0
P−1∑
h=0
(
J − 1
q
)(
P
h+ 1
)
(D/
q
ν∇/
h
χ)(D/
J−1−q
ν ∇/
P−h
Uˆ)
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It is immediate to realize that all the estimates can be done as the previous ones
and, therefore, the final result is,
∣∣r2+J+P− 2pD/ Jν∇/ PU |p,S ≤ F ( (J + P )!(J + P )α e((J+P )−2)(δ0+Γ0(λ))ρJ+P0
)
. (13.83)
{D/
J
ν∇/
P
χˆ} :
In this case we use the transport equation
D/ ν χˆ+
Ω
2
trχχˆ+
Ω
2
trχχˆ−2Ωωχˆ−∇/ ⊗̂η−η⊗̂η=0
which we rewrite, denoting Uˆ = Ωχˆ,
D/ νUˆ +
Ω
2
trχUˆ+
Ω
2
trχ(Ωχˆ)−Ω∇/ ⊗̂η−Ωη⊗̂η=0 .
Once again
D/ Jν∇/
P Uˆ = D/ J−1ν ∇/
P (D/ νUˆ +D/ J−1ν [D/ ν ,∇/ P ]Uˆ
= −D/
J−1
ν ∇/
P(Ω
2
trχUˆ+
Ω
2
trχ(Ωχˆ)−Ω∇/ ⊗̂η−Ωη⊗̂η
)
+D/
J−1
ν [D/ ν ,∇/
P
]U
= −D/
J−1
ν ∇/
P(Ω
2
trχUˆ+
Ω
2
trχ(Ωχˆ)−Ω∇/ ⊗̂η−Ωη⊗̂η
)
+D/
J−1
ν [D/ ν ,∇/
P
]Uˆ
+
J−1∑
q=0
P−2∑
j=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
C)D/
J−1−q
ν ∇/
P−h
Uˆ
−
J−1∑
q=0
P−1∑
h=0
(
J − 1
q
)(
P
h
)
(D/
q
ν∇/
h
χ)(D/
J−1−q
ν ∇/
P−h
Uˆ)
and the inductive estimates are proved exactly in the same way obtaining as
final result,
∣∣|λ|r1+J+P− 2pD/ Jν∇/ P Uˆ |p,S ≤ F( (J + P )!(J + P )α e((J+P )−2)(δ0+Γ0(λ)ρJ+P0
)
. (13.84)
Proceeding exactly in the same way we obtain the analogous estimates for the
mixed derivatives with D/ λ instead of D/ ν .
14 Appendix to Section 9
Some commutation relations
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The following relations hold:
[∇/ µ,
D/
∂ν
]Uν1...νk =
= −Ω
k∑
j=1
[
(χµνjη
σj−χσjµ ηνj
) + θCµ θ
D
νj
Rσj (·, eC , e4, eD)
]
Uν1..σj ..νk +Ωχ
ρ
µ(∇/ ρU)ν1..νk
= −
k∑
j=1
CσjµνjUν1..σj ..νk +Ωχ
ρ
µ(∇/ ρU)ν1..νk , (14.1)
with Cσµν = Ω
[
(χµνη
σ−χσµην) + θ
C
µ θ
D
ν R
σ(·, eC , e4, eD)
]
. (14.2)
If U is a 1-form we have,
[∇/ µ,
D/
∂ν
]Uν =
[
(χµνjη
σ−χσµην) + θ
C
µ θ
D
ν R
σ(·, eC , e4, eD)
]
Uσ +Ωχ
ρ
µ(∇/ ρU)ν
= −CσµνUσ +Ωχ
ρ
µ(∇/ ρU)ν (14.3)
We rewrite symbolically the last formula as:
[∇/ µ,
D/
∂ν
]U = −CU +D(∇/U) (14.4)
Were with C we mean a combination of null Riemann components and with
F we mean a combination of connection coefficients and metric components.
Similarly we have:
[∇/ µ,
D/
∂λ
]Uν1...νk =
= −Ω
k∑
j=1
[
(χ
µνj
ησj−χσj
µ
ηνj ) + θ
C
µ θ
D
νj
Rσj (·, eC , e3, eD)
]
Uν1..σj ..νk +Ωχ
ρ
µ
(∇/ ρU)ν1..νk
= −
k∑
j=1
CσjµνjUν1..σj ..νk +Ωχ
ρ
µ
(∇/ ρU)ν1..νk , (14.5)
which, in the case of U 1-form, becomes:
[∇/ µ,
D/
∂λ
]Uν =
[
(χ
µνj
ησ−χσ
µ
ην) + θ
C
µ θ
D
ν R
σ(·, eC , e3, eD)
]
Uσ +Ωχ
ρ
µ
(∇/ ρU)ν
= −CσµνUσ +Ωχ
ρ
µ
(∇/ ρU)ν (14.6)
Again we rewrite the last formula symbolically as
[∇/ µ,
D/
∂λ
]U = −CU +D(∇/U) . (14.7)
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The commutator of the tangential derivatives is,
[∇/ α,∇/ µ]Uν1ν2...νq = (14.8)
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βUν1ν2...νq − θ
C
α θ
D
µ
q∑
i=1
Rν˜i(·, eC , ·, eD)νiUν1ν2..ν˜i..νq
and when the commutator operates on a 2-form,
[∇/ α,∇/ µ]Uν1ν2 =
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βUν1ν2 (14.9)
−θCα θ
D
µ R
ν˜(·, eC , ·, eD)ν1Uν˜ν2 − θ
C
α θ
D
µ R
ν˜(·, eC , ·, eD)ν2Uν1ν˜
which we rewrite symbolically as
[∇/ µ,
D/
∂ν
]U = −CˆU + Fˆ (∇/U) (14.10)
Finally applying [∇/ α, div/ ] to a 2-form we have,
[∇/ α, div/ ]Uν1ν2 = [∇/ α,∇/ µ]U
µ
ν = (14.11)
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βU
µ
ν − 2θ
C
α θ
D
µ R
ν˜(·, eC , ·, eD)νU
µ
ν˜ ,
which we rewrite symbolically as
[∇/ α, div/ ]U = −CU + F (∇/U) (14.12)
Notice that all the commutators have the same structure, namely a combination
of products of connection coefficients and metric components time ∇/U and a
combination of null Riemann components times U .
Detailed derivation of all the previous relations:
Consider first the commutator [
D/
∂ν
,∇/ µ] where with
D/
∂ν
we denote the covari-
ant derivative ΩD/ e4 . Let Uν1...νk be a covariant tensor tangent to S
[
D/
∂ν
,∇/ µ]Uν1...νk =
D/
∂ν
∇/ µUν1...νk −∇/ µ
D/
∂ν
Uν1...νk
and
D/
∂ν
∇/ µUν1...νk = ΩD/ 4Π
ρ
µΠ
σ1..σk
ν1..νk
DρUσ1..σk
∇/ µ
D/
∂ν
Uν1...νk = Π
ρ
µΠ
λ1..λk
ν1..νk
DρΩΠ
σ1..σk
λ1..λk
eτ4DτUσ1...σk (14.13)
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where we defined
Πσ1..σkν1..νk ≡ Π
σ1
ν1
· ·Πσkνk
Πσiνi = δ
σi
νi
− (e3θ3 + e4θ4)
σi
νi
= δσiνi +
1
2
gνjρ(e
σi
3 e
ρ
4 + e
σi
4 e
ρ
3) .
Therefore
D/
∂ν
∇/ µUν1...νk = Ω(Π
µ′
µ D4Π
ρ
µ′)Π
σ1..σk
ν1..νk
DρUσ1..σk +ΩΠ
ρ
µ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk
+ ΩΠρµΠ
σ1..σk
ν1..νk
eτ4DτDρUσ1..σk , (14.14)
∇/ µ
D/
∂ν
Uν1...νk = Π
ρ
µ(DρΩ)Π
σ1..σk
ν1..νk
eτ4DτUσ1...σk +ΩΠ
ρ
µ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
)eτ4DτUσ1...σk
+ ΩΠρµΠ
σ1..σk
ν1..νk
(Dρe
τ
4)DτUσ1...σk +ΩΠ
ρ
µΠ
σ1..σk
ν1..νk
eτ4DρDτUσ1...σk . (14.15)
From it
[∇/ µ,
D/
∂ν
]Uν1...νk = Π
ρ
µ(DρΩ)Π
σ1..σk
ν1..νk
eτ4DτUσ1...σk +ΩΠ
ρ
µ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
)eτ4DτUσ1...σk
+ ΩΠρµΠ
σ1..σk
ν1..νk
(Dρe
τ
4)DτUσ1...σk +ΩΠ
ρ
µΠ
σ1..σk
ν1..νk
eτ4DρDτUσ1...σk
− Ω(Πµ
′
µ D4Π
ρ
µ′)Π
σ1..σk
ν1..νk
DρUσ1..σk − ΩΠ
ρ
µ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk
− ΩΠρµΠ
σ1..σk
ν1..νk
eτ4DτDρUσ1..σk
= Πρµ(Dρ logΩ)Π
σ1..σk
ν1..νk
D/
∂ν
Uσ1...σk +Π
ρ
µ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
)
D/
∂ν
Uσ1...σk
− Ω(Πµ
′
µ D4Π
ρ
µ′)Π
σ1..σk
ν1..νk
DρUσ1..σk − ΩΠ
ρ
µ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk
+ ΩΠρµΠ
σ1..σk
ν1..νk
(Dρe
τ
4)DτUσ1...σk +ΩΠ
ρ
µΠ
σ1..σk
ν1..νk
eτ4 [Dρ, Dτ ]Uσ1...σk
=
[
Πρµ(Dρ logΩ)Π
σ1..σk
ν1..νk
D/
∂ν
Uσ1...σk − Ω(Π
µ′
µ D4Π
ρ
µ′)Π
σ1..σk
ν1..νk
DρUσ1..σk
+ΩΠρµΠ
σ1..σk
ν1..νk
(Dρe
τ
4)DτUσ1...σk
]
+
[
Πρµ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
)
D/
∂ν
Uσ1...σk − ΩΠ
ρ
µ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk
]
+ ΩΠρµΠ
σ1..σk
ν1..νk
eτ4 [Dρ, Dτ ]Uσ1...σk
Observe that the first square bracket simplifies. In fact recalling that
Πµ
′
µ D4Π
ρ
µ′ = ηµe
ρ
4 , ΩΠ
ρ
µDρe
τ
4 = Ωχ
τ
µ − Ωζµe
τ
4
[
(1)
]
= (∇/ µ logΩ)Π
σ1..σk
ν1..νk
D/
∂ν
Uσ1...σk − ηµΠ
σ1..σk
ν1..νk
D/
∂ν
Uσ1...σk
+ ΩχτµΠ
σ1..σk
ν1..νk
DτUσ1...σk − ζµΠ
σ1..σk
ν1..νk
D/
∂ν
Uσ1...σk
= ΩΠσ1..σkν1..νk χ
ρ
µDρUσ1...σk , (14.16)
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therefore
[∇/ µ,
D/
∂ν
]Uν1...νk =
[
Πρµ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
)
D/
∂ν
Uσ1...σk − ΩΠ
ρ
µ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk
+ΩΠσ1..σkν1..νk χ
ρ
µDρUσ1...σk
]
+ΩΠρµΠ
σ1..σk
ν1..νk
eτ4 [Dρ, Dτ ]Uσ1...σk .
Observe now that
Πρµ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
) =
k∑
j=1
Π
σ1..λˆj..σk
ν1..νˆj ..νk
(Πλjνj∇/ µΠ
σj
λj
) =
1
2
k∑
j=1
Π
σ1..λˆj ..σk
ν1..νˆj ..νk
(χ
µνj
e
σj
4 + χµνj e
σj
3 )
Therefore
Πρµ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
)
D/
∂ν
Uσ1...σk =
1
2
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
(χ
µνj
e
σj
4 + χµνje
σj
3 )
D/
∂ν
Uσ1..σj ..σk
=
Ω
2
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
(
χ
µνj
(D4U)σ1..σj ..σke
σj
4 + χµνj (D4U)σ1..σj ..σke
σj
3
)
= −
Ω
2
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
(
χ
µνj
Uσ1..σj ..σk(D4e4)
σj + χµνjUσ1..σj ..σk(D4e3)
σj
)
= −
Ω
2
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
χµνjUσ1..σj ..σk(D4e3)
σj = −Ω
k∑
j=1
Π
σ1..σˆj..σk
ν1..νˆj ..νk
χµνjη
σjUσ1..σj ..σk .
Moreover, as
Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
=
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
(Π
ν′j
νjD4Π
σj
ν′j
)
= −
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj..νk
(
Π
ν′j
νj (D/ 4θ
4)ν′
j
e
σj
4 +Π
ν′j
νj (D/ 4θ
3)ν′
j
e
σj
3
)
,
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Πρµ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk = (Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)(∇/ µUσ1..σk)
= −
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj..νk
(
Π
ν′j
νj (D4θ
4)ν′j e
σj
4 +Π
ν′j
νj (D4θ
3)ν′j e
σj
3
)
(∇/ µUσ1..σk)
= −
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj..νk
(
Π
ν′j
νj (D4θ
4)ν′j
)
(∇/ µUσ1..σj..σk)e
σj
4
=
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
(
Π
ν′j
νj (D4θ
4)ν′
j
)
Uσ1..σj ..σk(∇/ µe4)
σj
= −
1
2
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
(
g(D4e3, eC)θ
C
νj
)
Uσ1..σj ..σk(∇/ µe4)
σj
= −
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj..νk
η
νj
Uσ1..σj ..σk(∇/ µe4)
σj = −
k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj..νk
χσjµ ηνj
Uσ1..σj ..σk .
Therefore
ΩΠρµ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk = −Ω
k∑
j=1
Π
σ1..σˆj..σk
ν1..νˆj ..νk
χσjµ ηνj
Uσ1..σj ..σk
and the final result is:115
[∇/ µ,
D/
∂ν
]Uν1...νk =
[
Πρµ(Π
λ1..λk
ν1..νk
DρΠ
σ1..σk
λ1..λk
)
D/
∂ν
Uσ1...σk − ΩΠ
ρ
µ(Π
ν′1..ν
′
k
ν1..νkD4Π
σ1..σk
ν′1..ν
′
k
)DρUσ1..σk
+ΩΠσ1..σkν1..νk χ
ρ
µDρUσ1...σk
]
+ΩΠρµΠ
σ1..σk
ν1..νk
eτ4 [Dρ, Dτ ]Uσ1...σk
= −Ω
[ k∑
j=1
Π
σ1..σˆj ..σk
ν1..νˆj ..νk
(
χµνjη
σj − χσjµ ηνj
)
Uσ1..σj ..σk −Π
σ1..σk
ν1..νk
χρµ(∇/ ρU)σ1...σk
]
−ΩΠσ1..σkν1..νk Π
ρ
µe
τ
4 [Dτ , Dρ]Uσ1...σk . (14.17)
The last term can be rewritten in the following way
−ΩΠσ1..σkν1..νk Π
ρ
µe
τ
4 [Dτ , Dρ]Uσ1...σk = −ΩΠ
σ1..σk
ν1..νk
θCµ e
ρ
Ce
τ
4 [Dτ , Dρ]Uσ1...σk
= −ΩΠσ1..σkν1..νk θ
C
µ
k∑
i=1
Rσ˜i(eC , e4)σiUσ1..σ˜i..σk = −Ω
k∑
i=1
Πσ1..σˆi..σkν1..νˆi..νk θ
C
µΠ
σi
νi
Rσ˜i(eC , e4)σiUσ1..σ˜i..σk
= −ΩθCµ
k∑
i=1
Πσ1..σˆi..σkν1..νˆi..νk Π
σi
νi
Rσ˜i(eC , e4)σiUσ1..σ˜i..σk = −Ωθ
C
µ
k∑
i=1
θDνiR
σi(·, eC , e4, eD)Uν1..σi..νk
115In our notations (∇/ µUσ1..σk ) is not in general S-tangent, while (∇/ µU)σ1..σk is.
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and
[∇/ µ,
D/
∂ν
]Uν1...νk = −Ω
[ k∑
j=1
(
χµνjη
σj − χσjµ ηνj
)
Uν1..σj ..νk − χ
ρ
µ(∇/ ρU)ν1..νk
]
−ΩθCµ
k∑
j=1
θDνjR
σj (·, eC , e4, eD)Uν1..σj ..νk
= −Ω
k∑
j=1
[
(χµνjη
σj−χσjµ ηνj
) + θCµ θ
D
νj
Rσj (·, eC , e4, eD)
]
Uν1..σj ..νk +Ωχ
ρ
µ(∇/ ρU)ν1..νk
= −
k∑
j=1
CσjµνjUν1..σj ..νk +Ωχ
ρ
µ(∇/ ρU)ν1..νk , (14.18)
with Cσµν = Ω
[
(χµνη
σ−χσµην) + θ
C
µ θ
D
ν R
σ(·, eC , e4, eD)
]
(14.19)
and the proof of 14.1 is achieved.
The proof of equation 9.5 is similar and we do not report it here.
Next we consider the commutator [∇/ α,∇/ µ] applied to the generic tensor Uν1ν2...νq
∇/ α∇/ µUν1ν2...νq = ∇/ αΠ
σ
µΠ
σ1..σq
ν1..νq
DσUσ1σ2...σq = Π
ρ
αΠ
λ1..λq
ν1..νq
DρΠ
σ
µΠ
σ1..σq
λ1..λq
DσUσ1σ2...σq
= (ΠραΠ
λ1..λq
ν1..νq
DρΠ
σ
µΠ
σ1..σq
λ1..λq
)DσUσ1σ2...σq + Π
ρ
αΠ
λ1..λq
ν1..νq
ΠσµΠ
σ1..σq
λ1..λq
DρDσUσ1σ2...σq
∇/ µ∇/ αUν1ν2...νq = ∇/ µΠ
σ
αΠ
σ1..σq
ν1..νq
DσUσ1σ2...σq = Π
σ
µΠ
λ1..λq
ν1..νq
DσΠ
ρ
αΠ
σ1..σq
λ1..λq
DρUσ1σ2...σq
= (ΠρµΠ
λ1..λq
ν1..νq
DρΠ
σ
αΠ
σ1..σq
λ1..λq
)DσUσ1σ2...σq +Π
σ
µΠ
λ1..λq
ν1..νq
ΠραΠ
σ1..σq
λ1..λq
DσDρUσ1σ2...σq .
Therefore
[∇/ α,∇/ µ]Uν1ν2...νq =[
(ΠραΠ
λ1..λq
ν1..νq
DρΠ
σ
µΠ
σ1..σq
λ1..λq
)− (ΠρµΠ
λ1..λq
ν1..νq
DρΠ
σ
αΠ
σ1..σq
λ1..λq
)
]
DσUσ1σ2...σq
+ΠραΠ
σ
µΠ
σ1..σq
ν1..νq
[Dρ, Dσ]Uσ1σ2...σq
=
[
(ΠραDρΠ
σ
µ)− (Π
ρ
µDρΠ
σ
α)
]
Πσ1..σqν1..νqDσUσ1σ2...σq +Π
ρ
αΠ
σ
µΠ
σ1..σq
ν1..νq
[Dρ, Dσ]Uσ1σ2...σq
=
[
(ΠραDρΠ
σ
µ)− (Π
ρ
µDρΠ
σ
α)
]
Πσ1..σqν1..νqDσUσ1σ2...σq +Π
ρ
αΠ
σ
µ[Dρ, Dσ]Π
σ1..σq
ν1..νq
Uσ1σ2...σq
=
[
(ΠραDρΠ
σ
µ)− (Π
ρ
µDρΠ
σ
α)
]
Πσ1..σqν1..νqDσUσ1σ2...σq +Π
ρ
αΠ
σ
µ[Dρ, Dσ]Uν1ν2...νq
Computing the first terms we obtain after an easy, but long computation[
(ΠραDρΠ
σ
µ)− (Π
ρ
µDρΠ
σ
α)
]
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
Πσβ , (14.20)
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therefore [
(ΠραDρΠ
σ
µ)− (Π
ρ
µDρΠ
σ
α)
]
Πσ1..σqν1..νqDσUσ1σ2...σq
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
ΠσβΠ
σ1..σq
ν1..νq
DσUσ1σ2...σq
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βUν1ν2...νq (14.21)
and the last term of
ΠραΠ
σ
µ[Dρ, Dσ]Uν1ν2...νq = θ
C
α θ
D
µ e
ρ
Ce
σ
D[Dρ, Dσ]Uν1ν2...νq (14.22)
= θCα θ
D
µ
q∑
i=1
Rν˜i(·, eC , eD, ·)νiUν1ν2..ν˜i..νq = −θ
C
α θ
D
µ
q∑
i=1
Rν˜i(·, eC , ·, eD)νiUν1ν2..ν˜i..νq
so that finally
[∇/ α,∇/ µ]Uν1ν2...νq (14.23)
=
[
(θ3µχ
β
α
+ θ4µχ
β
α)− (θ
3
αχ
β
µ
+ θ4αχ
β
µ)
]
∇/ βUν1ν2...νq − θ
C
α θ
D
µ
q∑
i=1
Rν˜i(·, eC , ·, eD)νiUν1ν2..ν˜i..νq .
Which is formula 9.9.
Some more commutation relations.
We start considering
[
D/
∂ν
,LO]U
where U is a one form, U = Uµdx
µ, LO a Lie derivative with respect to a O
(i),
LO ≡ LO(i) , and
D/
∂ν
= ΩD4. We have
(LOU)(eA) = ∂O(U(eA))− U([O, eA]) = DOU(eA) + U(DeAO)
= (∇/OU)(eA) + g(eB,∇/ eAO)U(eB) . (14.24)
Therefore
LOU(·) = ∇/OU(·) + g(eB,∇/ ·O)U(eB) = ∇/OU(·) + (U · H)(·) (14.25)
Observe that Hab has the structure of a connection coefficient, in fact
Hab = g(∇/ aO,
∂
∂xb
) (14.26)
D/
∂ν
LOU =
D/
∂ν
∇/OU +
D/
∂ν
U · H + U ·
D/
∂ν
H
LO
D/
∂ν
U = ∇/O
D/
∂ν
U + (
D/
∂ν
U · H) . (14.27)
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Therefore
[
D/
∂ν
,LO]U = [
D/
∂ν
,∇/O]U + U ·
D/
∂ν
H = (
D/
∂ν
O) · ∇/U + (O · [
D/
∂ν
,∇/ ])U + U ·
D/
∂ν
H
and expressing the components
[
D/
∂ν
,LO]Uµ =
(
D/
∂ν
O
)λ
∇/ λUµ +O
σ [
D/
∂ν
,∇/ ]σUµ + Uρ
(
D/
∂ν
H
)ρ
µ
Moreover
Oσ [
D/
∂ν
,∇/ ]σUµ = (O
σCτσµ)Uτ − (O
σΩχρσ)∇/ ρUµ , (14.28)
(
D/
∂ν
O
)λ
= Ω(D4O)µδ
µλ = −
1
2
Ω(D4O)µ(e
µ
3e
λ
4 + e
µ
4e
λ
3 ) + Ω(D4O)µe
µ
Ae
λ
A
= −
1
2
Ωg(D4O, e3)e
λ
4 +Ωg(D4O, eA)eA = Ωg(η,O)e
λ
4 +ΩχµλO
µeλA (14.29)
and(
D/
∂ν
O
)λ
∇/ λUµ = (O
νΩχλν )∇/ λUµ + (g(η,O)e
λ
4 )∇/ λUµ = (O
νΩχλν )∇/ λUµ .(14.30)
Therefore
[
D/
∂ν
,LO]U =
(
(OσCτσµ) +
D/
∂ν
Hτµ
)
Uτ + (O
νΩχλν )∇/ λUµ − (O
σΩχρσ)∇/ ρUµ
=
(
(OσCτσµ) +
D/
∂ν
Hτµ
)
Uτ
which we write in a compact way as
[
D/
∂ν
,LO]U = E
τ
µUτ , (14.31)
where
Eτµ ≡
(
(OσCτσµ) +
D/
∂ν
Hτµ
)
.
With similar calculations we obtain
[
D/
∂λ
,LO]U = E
τ
µUτ , (14.32)
where
Eτµ ≡
(
(OσCτσµ) +
D/
∂ν
Hτµ
)
.
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Finally we consider [∇/ ,LO]Uαβ and [div/ ,LO]Uαβ with Uαβ a symmetric 2-form.
([∇/ ν ,LO]U)ab = (∇/ νO)
λ∇/ λUab +O
σ [∇/ ν ,∇/ σ]Uab + 2Uaρ (∇/ νH
ρ
b ) =
= OρCˆσρνaUσb + 2Uaρ (∇/ νH
ρ
b ) +
∑
A=1,2
(OρHβρθνA∇/ βUab) (14.33)
which we rewrite symbolically as:
([∇/ ν ,LO]U)ab = Eˆ
σ
νaUσb +
∑
A=12
OρHˆβρθνA∇/ βUab (14.34)
and from it,
([div/ ,LO]U)c = [∇/ ν ,LO]U
ν
c = O
ρCˆσρν
νUσc + 2Ucρ (∇/ νH
ρν) +
∑
A=1,2
(OρHβρθνA∇/ βU
ν
c )
(14.35)
which we rewrite symbolically as:
([div/ ,LO]U)c = E
σ
ν
νUσc +
∑
A=12
AH
βν
∇/ βUνc (14.36)
Performing analogous steps we obtain for Uα 1-form
([∇/ ν ,LO]U)c = (∇/ νO)
λ
∇/ λUc +O
σ [∇/ ν ,∇/ σ]Uc + Uρ (∇/ νH
ρ
c ) =
= OρCˆσρνcUσ + Uρ (∇/ νH
ρ
c) +
∑
A=1,2
(OρHβρθνA∇/ βUc) (14.37)
which we rewrite symbolically as:
[∇/ ν ,LO]Uc = Ê
σ
νcUσ +
∑
A=12
OρĤβρθνA∇/ βUc (14.38)
and from it,
([div/ ,LO]U) = [∇/ ν ,LO]U
ν = OρCˆσρν
νUσ + Uρ (∇/ νH
ρν) +
∑
A=1,2
(OρHβρθνA∇/ βU
ν)
(14.39)
which we rewrite symbolically as:
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([div/ ,LO]U) = E˜
σ
ν
νUσ +
∑
A=12
AH˜βν∇/ βUν (14.40)
Moreover we need an expression for [curl/ ,LO]U , with U 1-form, to do this we
exploit the expression 14.37
([curl/ ,LO]U) = ǫ
νc (∇/ νO)
λ
∇/ λUc + ǫ
νcOσ[∇/ ν ,∇/ σ]Uc + ǫ
νcUρ (∇/ νH
ρ
c ) =
= ǫνcOρCˆσρνcUσ + ǫ
νcUρ (∇/ νH
ρ
c ) + ǫ
νc
∑
A=1,2
(OρHβρθνA∇/ βUc) (14.41)
As before we write the last expression in a symbolical way
([curl/ ,LO]U) =
ˆˆ
Eσν
νUσ +
∑
A=12
A ˆˆHβc∇/ βUc (14.42)
Remarks:
i) It is important to remark that the difference of the commutator [LN−1O ,
D/
∂ν
]
with respect to [∇/
N−1
,
D/
∂ν
] is the reason of the missing of the factor (N−1) in
front of trχ in the transport equation of LN−1O U/ , as expected and connected to
the absence of extra r-decays for Lˆ
N−1
O U/ .
ii) We expect, as we show next, that we could perform all the estimates for the
LNO of the connection coefficients in the same way obtaining for their |·|p,S norms
the estimates assumed before for the ∇/
N
derivatives, with a different constant
in front. In fact, also in this case, the commutators have the same structure of
the commutators with the ∇/ derivatives, namely a combination of products of
connection coefficients and metric components time ∇/U and a combination of
null Riemann components times U .
14.1 Proof of Lemma 9.2:
Let us look at the transport equation of LN−1O ∇/ trχ or more carefully to the one
of LN−1O U/ , the equation for U/ is
D/
∂ν
U/ +
3
2
ΩtrχU/ = −∇/ |χˆ|2 − η|χˆ|2 − Ωχˆ · U/ + trχ(χˆ · η)− trχβ . (14.43)
Applying LN−1O to equation 14.43 we obtain:
LN−1O
D/U/
∂ν
=
D/
∂ν
(LN−1O U/ ) + [L
N−1
O ,
D/
∂ν
]U/ =
D/
∂ν
(LN−1O U/ ) +
N−2∑
k=0
LkO[LO,
D/
∂ν
](LN−2−kO U/ ) .
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Therefore
D/
∂ν
(LN−1O U/ ) = L
N−1
O
D/U/
∂ν
−
N−2∑
k=0
LkO[
D/
∂ν
,LO](L
N−2−k
O U/ )
= LN−1O
D/U/
∂ν
−
N−2∑
k=0
LkOE(L
N−2−k
O U/ ) . (14.44)
Observe that
N−2∑
k=0
k∑
s=0
(
k
s
)
=
N−2∑
s=0
N−2∑
k=s
(
k
s
)
=
N−2∑
s=0
(
N − 1
N − 2− s
)
, (14.45)
therefore
N−2∑
k=0
LkOE(L
N−2−k
O U/ ) =
N−2∑
k=0
k∑
s=0
(
k
s
)
(LsOE)(L
N−2−s
O U/ ) (14.46)
=
N−2∑
s=0
N−2∑
k=s
(
k
s
)
(LsOE)(L
N−2−s
O U/ ) =
N−2∑
s=0
(
N − 1
N − 2− s
)
(LsOE)(L
N−2−s
O U/ )
and
D/
∂ν
(LN−1O U/ ) = L
N−1
O
D/U/
∂ν
−
N−2∑
k=0
LkO[
D/
∂ν
,LO](L
N−2−k
O U/ )
= LN−1O
D/U/
∂ν
−
N−2∑
k=0
LkOE(L
N−2−k
O U/ ) = L
N−1
O
D/U/
∂ν
−
N−2∑
s=0
(
N − 1
N − 2− s
)
(LsOE)(L
N−2−s
O U/ )
= LN−1O
D/U/
∂ν
−
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) . (14.47)
Therefore
D/
∂ν
(LN−1O U/ ) = L
N−1
O
[
−
3
2
ΩtrχU/ −∇/ |χˆ|2 − η|χˆ|2 − Ωχˆ · U/ + trχ(χˆ · η)− trχβ
]
−
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) . (14.48)
which we rewrite as
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D/
∂ν
(LN−1O U/ ) +
3
2
Ωtrχ(LN−1O U/ ) = −Ωχˆ · (L
N−1
O U/ )− L
N−1
O ∇/ |χˆ|
2
−
3
2
N−1∑
q=1
(
N − 1
q
)
(LqOΩtrχ)(L
N−1−q
O U/ )− L
N−1
O
[
−η|χˆ|2 − Ωχˆ · U/ + trχ(χˆ · η)− trχβ
]
−
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) =
= −Ωχˆ · (LN−1O U/ )− 2χˆL
N−1
O (∇/ χˆ)− trχL
N−1
O β + 2
N−1∑
k=1
(
N − 1
k
)
LN−1−kO (∇/ χˆ)L
k
Oχˆ
−
3
2
N−1∑
q=1
(
N − 1
q
)
(LqOΩtrχ)(L
N−1−q
O U/ ) +
N−1∑
k=0
(
N − 1
k
)
LN−1−kO (|χˆ|
2)LkOη
+
N−1∑
q=1
(
N − 1
q
)
(LqO(Ωχˆ)(L
N−1−q
O U/ )−
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
OU/ )
−
N−1∑
q=0
(
N − 1
q
)
(LqO(trχ)(L
N−1−q
O χˆη) +
N−1∑
q=1
(
N − 1
q
)
(LN−2−qO β)(L
q
Otrχ) (14.49)
We rewrite the last formula in a more convenient way:
D/
∂ν
(LN−1O U/ ) +
3
2
Ωtrχ(LN−1O U/ ) = −Ωχˆ · (L
N−1
O U/ )− 2χˆL
N−1
O (∇/ χˆ)− trχL
N−1
O β
+
3
2
(Ωtrχ− Ωtrχ)(LN−1O U/ ) + {(good)1} (14.50)
{(good)1 } = 2
N−1∑
k=1
(
N − 1
k
)
LN−1−kO (∇/ χˆ)L
k
Oχˆ
−
3
2
N−1∑
q=1
(
N − 1
q
)
(LqOΩ
2U)(LN−1−qO U/ ) +
N−1∑
k=0
(
N − 1
k
)
LN−1−kO (|χˆ|
2)LkOη
+
N−1∑
q=1
(
N − 1
q
)
(LqO(Ωχˆ)(L
N−1−q
O U/ ) +
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
OU/ )
−
N−1∑
q=0
(
N − 1
q
)
(LqO(ΩU)(L
N−1−q
O χˆη) +
N−1∑
q=1
(
N − 1
q
)
(LN−2−qO β)(L
q
Otrχ)
(14.51)
and equation 9.23 of lemma 9.2 is proved. In order to prove inequality 9.25 we
have to consider the | |p.S norms, equation 9.23 implies the following one:
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∂|(LN−1O U/ )|
p
∂ν
+ p
3
2
Ωtrχ|(LN−1O U/ )|
p ≥ −p|LN−1O U/ |
p 3
2
|(Ωtrχ)− (Ωtrχ)|
−p|LN−1O U/ |
p−1[Ω|χˆ · (LN−1O U/ )|+ 2|χˆL
N−1
O (∇/ χˆ)|+ |trχ||L
N−1
O β|+ |{(good)1}|] (14.52)
which we summarize as
∂|(LN−1O U/ )|
p
∂ν
+ p
3
2
Ωtrχ|(LN−1O U/ )|
p ≥ −p
3
2
|(Ωtrχ)− (Ωtrχ)||LN−1O U/ |
p − p|LN−1O U/ |
p−1|F |,
(14.53)
with
|F | = [Ω|χˆ · (LN−1O U/ )|+ 2|χˆL
N−1
O (∇/ χˆ)|+ |trχ||L
N−1
O β|+ |{(good)1 }|] . (14.54)
From 14.53 and by lemma 4.1.5 [Kl-Ni2]
∂|r(3−
2
p
)LN−1O U/ |
p
p,S
∂ν
=
∫
S
[
r(3−
2
p
)p
(
∂|LN−1O U/ |
p
∂ν
+ p
3Ωtrχ
2
|LN−1O U/ |
p
)]
dµγ
≥ −p
∫
S
[
r(3−
2
p
)p|LN−1O U/ |
p−1|F |+
(
3− 2
p
2
|Ωtrχ− Ωtrχ|
)
|r(3−
2
p
)LN−1O U/ |
p
]
,
which we rewrite
−
∂|r(3−
2
p
)LN−1O U/ |
p
p,S
∂ν
≤ p
∫
S
r(3−
2
p
)p|LN−1O U/ |
p−1|L/ |dµγ , (14.55)
where
|L/ | =
[∣∣Ωχˆ · (LN−1O U/ )∣∣+ ∣∣2χˆ · (LN−1O ∇/ χˆ)∣∣+ |trχ|∣∣LN−1O β∣∣+ ∣∣{(good)1}∣∣]
+
[
(3− 2
p
)
2
|Ωtrχ− Ωtrχ||LN−1O U/ |
]
. (14.56)
Applying the Holder inequality to the right hand side we obtain∫
S
r(3−
2
p
)p|LN−1O U/ |
p−1|L/ |dµγ ≤ |r
(3− 2
p
)L/ |p,S |r
(3− 2
p
)LN−1O U/ |
p−1
p,S (14.57)
and from it inequality 9.26,
−
∂
∂ν
|r(3−
2
p
)LN−1O U/ |p,S ≤ |r
(3− 2
p
)L/ |p,S . (14.58)
and Lemma 9.2 is proved .
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14.2 Proof of Lemma 9.3:
We are left with the problem of estimating the term |LN−1O ∇/ |χˆ|
2|p,S . We have
LN−1O χˆ · ∇/ χˆ =
N−1∑
q=0
(LN−1−qO χˆ) · (L
q
O∇/ χˆ) = χˆ · (L
N−1
O ∇/ χˆ) +
N−2∑
q=0
(LN−1−qO χˆ) · (Lˆ
q
O∇/ χˆ) .
which implies that we need estimates for the norms of LqO∇/ χˆ. We have them
inductively when q < N − 1, while for q = N − 1 we have to proceed differently
using the Hodge system. Observe that we can write
LN−1O ∇/ χˆ = ∇/ (L
N−1
O χˆ) + [L
N−1
O ,∇/ ]χˆ (14.59)
The first term of the r.h.s. can be estimated using the Hodge system for (LN−1O χˆ)
derived from
div/ χˆ =
1
2
∇/ trχ− β − ζ · χˆ+
1
2
ζtrχ =
Ω
2
U/ − β − ζ · χˆ , (14.60)
while the second term written in the following way,
[LN−1O ,∇/ ]χˆ =
N−2∑
h=0
LhO[LO,∇/ ](Lˆ
N−2−h
O χˆ) . (14.61)
can be treated as done for the term [
D/
dν
,LN−1O ]U/ , see 14.47, and it involves lower
order terms which can be estimated inductively. Let us regroup all the terms
involving the commutator [∇/ ,LN−1O ]χˆab and denoting it {(good)2}.
We are left with estimating ∇/ (LN−1O χˆ) and to do this, we have to estimate
div/ LN−1O χˆ. From equation 14.60 it follows,
div/ LN−1O χˆ = L
N−1
O div/ χˆ+ [div/ ,L
N−1
O ]χˆ = L
N−1
O {
Ω
2
U/ − β − ζ · χˆ }+ [div/ ,LN−1O ]χˆ
= LN−1O
Ω
2
U/ − LN−1O β + {(good)3 } , (14.62)
with
{(good)3} = −L
N−1
O (ζ · χˆ) + [div/ ,L
N−1
O ]χˆ (14.63)
= LN−1O (ζ · χˆ) +
N−2∑
q=0
((
N − 1
q
)
(LN−2−qO E)(L
q
OU/ ) +
(
N − 1
q
)
(LN−2−qO H)(L
q
O∇/U/ )
)
By proposition 4.1.3 of [Kl-Ni2] we have that
|∇/LN−1O χˆ|p,S ≤ c
(
|Ω|∞,S |L
N−1
O U/ |p,S + |L
N−1
O β|p,S +
N−1∑
k=1
(
N − 1
k
)
|LkOΩ|∞|L
N−1−k
O U/ |p,S + |{(good)3}|p,S
)
= c
(
|Ω|∞,S |L
N−1
O U/ |p,S + |L
N−1
O β|p,S + |{(good)4 }|p,S
)
(14.64)
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with c a generic constant and
|{(good)4}|p,S =
(
N−1∑
k=1
(
N − 1
k
)
|LkOΩ|∞|L
N−1−k
O χˆ|p,S + |{(good)3}|p,S
)
(14.65)
Collecting equations 14.59 and 14.64 we obtain
|LN−1O ∇/ χˆ|p,S ≤ c
(
|Ω|∞,S |L
N−1
O U/ |p,S + |L
N−1
O β|p,S + |{(good)2 }|p,S + |{(good)4 }|p,S
)
(14.66)
and Lemma 9.3 is proved.
14.3 Proof of Theorem 9.1
In order to prove theorem 9.1 we have to estimate inductively |L/ |p,s, applying
the result of lemma 9.3 to the expression of |L/ |, see 9.27
|L/ |p,s ≤
(∣∣Ωχˆ · (LN−1O U/ )∣∣p,S + ∣∣2χˆ|∞,S |(LN−1O ∇/ χˆ)∣∣p,S + |trχ|∞,S∣∣LN−1O β∣∣p,S + ∣∣{(good)1}∣∣p,S)
+
(
(3 − 2
p
)
2
|Ωtrχ− Ωtrχ|∞,S |L
N−1
O U/ |p,S
)
.
≤
(∣∣Ωχˆ · (LN−1O U/ )∣∣p,S + |trχ|∞,S∣∣LN−1O β∣∣p,S + ∣∣{(good)1}∣∣p,S)
+
∣∣2χˆ|∞,S (|Ω|∞,S |LN−1O U/ |p,S + |LN−1O β|p,S + |{(good)4 }|p,S)+
(
(3− 2
p
)
2
|Ωtrχ− Ωtrχ|∞,S |L
N−1
O U/ |p,S
)
= .
≤ c
((∣∣χˆ|∞,S |Ω|∞,S + (3− 2p )
2
|Ωtrχ− Ωtrχ|∞,S
)∣∣(LN−1O U/ )∣∣p,S + (2∣∣χˆ|∞,S + |trχ|∞,S) |LN−1O β|p,S
+
∣∣{(good)1}∣∣p,S + ∣∣{(good)4}∣∣p,S)
which we rewrite, defining,
|H|∞,S ≡ |Ω|∞,S ||χˆ|∞,S +
(3− 2
p
)
2
|Ωtrχ− Ωtrχ|∞,S (14.67)
|r3−
2
p {(good)1+4}|p,S ≡ |r
3− 2
p
{
(good)1
}
|p,S+ |r
3− 2
p
{
(good)4
}
|p,S ,
We have
|r(3−
2
p
)L/ |p,S ≤ c|H|∞,S(λ, ν)
∣∣r3− 2p (LN−1O U/ )|p,S
+c(2
∣∣χˆ|∞,S + ∣∣trχ∣∣∞,S)|r3− 2p (LN−1O β)|p,S + c|r3− 2p {(good)1+4}|p,S .
Hence inequality 14.58 can be written as,
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−
∂
∂ν
|r(3−
2
p
)LN−1O U/ |p,S − c|H|∞,S |r
(3− 2
p (LN−1O U/ )|p,S (14.68)
≤
[
(2
∣∣χˆ∣∣
∞,S
+
∣∣trχ∣∣
∞,S
)|r3−
2
p (LN−1O β)|p,S + c0|r
3− 2
p
{
(good)1+4
}
|p,S
]
,
Equation 14.68 is the one we use to prove the estimate for LN−1O U/ .
We are left with the problem of estimating |(LN−1O β)|p,S . We postpone its
estimate and prove the result for |r(N+2−
2
p
)LN−1O U/ |p,S(λ, ν) using as inductive
assumptions for the connection coefficients with J < N , the results of Theorem
3.6.116
Integrating inequality 14.68 from ν to ν∗ we obtain, applying the Gronwall
lemma:
|r(3−
2
p
)LN−1O U/ |p,S(λ, ν) ≤
(
exp c
∫ ν∗
ν
∣∣H∣∣
∞,S
(ν′)dν′
)
|r(3−
2
p
)LN−1O U/ |p,S(λ, ν∗) (14.69)
+C
(
e
c
∫
ν∗
ν
∣∣H∣∣
∞,S
(ν′)dν′
)
·
[∫ ν∗
ν
dν′
(
e
−c
∫ ν∗
ν′
∣∣H∣∣
∞,S
(ν′′)dν′′
)
·
(
2
∣∣χˆ∣∣
∞,S
+
∣∣trχ∣∣
∞,S
)
)
|r3−
2
p (LN−1O β)|p,S
+
∫ ν∗
ν
dν′
(
e
−c
∫ ν∗
ν′
∣∣H∣∣
∞,S
(ν′′)dν′′
)
|r3−
2
p
{
(good)1+4
}
|p,S
]
≤
(
exp c
∫ ν∗
ν
∣∣H∣∣
∞,S
(ν′)dν′
)
|r(3−
2
p
)LN−1O U/ |p,S(λ, ν∗) (14.70)
+C
(∫ ν∗
ν
dν′e
c
(∫
ν∗
ν
∣∣H∣∣
∞,S
(ν′)dν′−
∫ ν∗
ν′
∣∣H∣∣
∞,S
(ν′′)dν′′
)
(2
∣∣χˆ∣∣
∞,S
+
∣∣trχ∣∣
∞,S
)|r3−
2
p (LN−1O β)|p,S
+
∫ ν∗
ν
dν′e
c
(∫
ν∗
ν
∣∣H∣∣
∞,S
(ν′)dν′−
∫ ν∗
ν′
∣∣H∣∣
∞,S
(ν′′)dν′′
) [
|r3−
2
p
{
(good)1+4
}
|p,S
]
(λ, ν′)
)
·
We start proving that the recursive assumption is satisfied considering only the{
(good)1
}
term. Let us consider, therefore, the following simplified inequality,
|r(3−
2
p
)LN−1O U/ |p,S(λ, ν) ≤
(
exp c
∫ ν∗
ν
∣∣H∣∣
∞,S
(ν′)dν′
)
|r(3−
2
p
)LN−1O U/ |p,S(λ, ν∗)
+C
(∫ ν∗
ν
dν′e
c
(∫
ν∗
ν
∣∣H∣∣
∞,S
(ν′)dν′−
∫ ν∗
ν′
∣∣H∣∣
∞,S
(ν′′)dν′′
)
|r(3−
2
p
)
{
(good)1
}
|p,S
)
(14.71)
≤ eΓ∗(ν)|r(3−
2
p
)LN−1O U/ |p,S(λ, ν∗) + C
(∫ ν∗
ν
dν′e(Γ∗(ν)−Γ∗(ν
′))|r3−
2
p
{
(good)1
}
|p,S
)
where, with C˜ > 0,
Γ∗(ν) ≡ c
∫ ν∗
ν
|H|∞,S(ν
′)dν′ = C˜
ν∗ − ν
ν∗ν
. (14.72)
116These inductive assumptions imply the inductive assumption for U/ ,
|r
3− 2
pLJ−1O U/ |p,S ≤ C0e
(J−2)δe(J−2)Γ(λ)
J !
Jα
1
ρJ0,1
.
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Let us estimate now |r3−
2
p
{
(good)1
}
|p,S , subsequently we will use this estimate
as paradigmatic of all the estimates involving a product of two or more derived
connection coefficients, with order of derivatives less than N in order to apply
the inductive estimates,
|r3−
2
p
{
(good)1
}
|p,S ≤ 2
N−1∑
k=1
(
N − 1
k
)
|r3−
2
p (LN−1−kO )(∇/ χˆ)(L
k
Oχˆ)| (14.73)
−
3
2
N−1∑
q=1
(
N − 1
q
)
|r3−
2
p (Lˆ
q
OΩ
2U)(Lˆ
N−1−q
O U/ )|+ |r
3− 2
p
N−1∑
k=0
(
N − 1
k
)
(LN−1−kO |χˆ|
2)(LkOη)|
+
N−1∑
q=1
(
N − 1
q
)
|r3−
2
p (LqO(Ωχˆ)(L
N−1−q
O U/ )|+
N−2∑
q=0
(
N − 1
q
)
|r3−
2
p (LN−2−qO E)(L
q
OU/ )|
−
N−1∑
q=0
(
N − 1
q
)
|r3−
2
p (LqO(ΩU)(L
N−1−q
O χˆη)|+
N−1∑
q=1
(
N − 1
q
)
|r3−
2
p (LN−2−qO β)(L
q
Otrχ)|
To apply the inductive assumptions to this expression we need a recursive as-
sumption also for Ω. We assume, see the estimate 11.2,117
|LJOΩ|p,S ≤ C4e
((J−1)−2)δe(J−1)Γ
(J − 1)!
(J − 1)α
1
ρ
(J−1)
0,1
. (14.74)
Let us start looking at the first sum of 14.73, if N − 1 is even,
N−1∑
k=1
(
N − 1
k
)
|r3−
2
p (LN−1−kO )(∇/ χˆ)(L
k
Oχˆ)| ≤ (14.75)
1
r2
N−12∑
k=1
(
N
k
)
|r3LkO∇/ χˆ|∞|r
2− 2
pLN−1−kO χˆ|p,S +
N−1∑
k>N−12
(
N
k
)
|r3−
2
pLkO∇/ χˆ|p,S |r
2LN−1−kO χˆ|∞

In order to estimate inductively the right hand sides of these equations we recall
the inductive assumptions on the right hand side terms
|r3LkO∇/ χˆ|∞,S ≤ Ce
kδekΓ(λ)
(k + 2)!
(k + 2)α
1
ρk+20,1
|r2−
2
pLN−1−kO χˆ|p,S ≤ Ce
((N−3−k)δe(N−3−k)Γ(λ)
(N − 1− k)!
(N − 1− k)α
1
ρ
(N−1−k)
0,1
|r3−
2
pLkO∇/ χˆ|p,S ≤ Ce
(k−1)δe(k−1)Γ(λ)
(k + 1)!
(k + 1)α
1
ρk+10,1
(14.76)
|r2LN−1−kO χˆ|∞,S ≤ Ce
(N−1−k)δe(N−1−k)Γ(λ)
(N + 1− k)!
(N + 1− k)α
1
ρN+1−k0,1
.
117For J > 0 the decay of LJOΩ is better.
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Therefore,
1
r2
[N2 ]∑
k=1
(
N
k
)
|r3LkO∇/ χˆ|∞|r
2− 2
pLN−1−kO χˆ|p,S
≤
C2
r2
[N2 ]∑
k=1
(
N
k
)
ekδekΓ(λ)
(k + 2)!
(k + 2)α
1
ρk+20,1
e(N−1−k)δe(N−1−k)Γ(λ)
(N + 1− k)!
(N + 1− k)α
1
ρN+1−k0,1
≤
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)[N2 ]∑
k=1
CNα
(k + 2)!
k!
e−δe−Γ(λ)
(k + 2)α(N + 1− k)α
1
ρ20,1

≤
1
r2
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
) Nα(
N
2
)α [
N
2 ]∑
k=1
C
(k + 2)!
k!
e−δe−Γ(λ)
(k + 2)α
1
ρ20,1

≤
1
r2
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)C2αe−δe−Γ(λ)
ρ20,1
[N2 ]∑
k=1
1
(k + 2)α−2

≤
1
r2
(
CCe−δ
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)
≤
1
r2
(
Ce−δ
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)
(14.77)
with C2αe−δe−Γ(λ)
ρ20,1
[N2 ]∑
k=1
1
(k + 2)α−2
 ≤ Ce−δ
and α > 3. Clearly the term
N−1∑
k>N−12
(
N
k
)
|r3−
2
pLkO∇/ χˆ|p,S
∣∣r2LN−1−kO χˆ∣∣∞,S
Can be estimated in the same way. Therefore, considering only this contribution
from
{
(good)1
}
, it follows, recalling the last slice estimates of the connection
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coefficients, see subsection 9.6,∣∣r3− 2pLN−1O U/ ∣∣p,S(λ, ν) ≤ eΓ∗(ν)|r(3− 2p )LN−1O U/ |p,S(λ, ν∗)
+C
(∫ ν∗
ν
dν′e(Γ∗(ν)−Γ∗(ν
′))|r3−
2
p
{
(good)1
}
|p,S
)
≤ C
(0)
0 e
Γ∗(ν)
(
e(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
)
(14.78)
+
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)(
Ce−δ
∫ ν∗
ν
dν′
e(Γ∗(ν)−Γ∗(ν
′)
r2
)
≤ C
(0)
0 e
Γ∗(ν)
(
e(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
)
(14.79)
+
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)(
Ce−δ
∫ ν∗
ν
dν′
ν′2
e(Γ∗(ν)−Γ∗(ν
′))
)
≤
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)(
C
(0)
0
C
e(Γ∗(ν))
+Ce−δ
∫ ν∗
ν
dν′
ν′2
e(Γ∗(ν)−Γ∗(ν
′))
)
≤
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)
, (14.80)
choosing suitable C > C0 and δ sufficiently large.
The other terms in {good}1 , and {good}4 can be estimated in the same way,
for the sake of completeness we only consider another term, namely
N−2∑
k=1
(
N − 1
k
) ∣∣r3− 2p (Lk−1O E) · (LN−1−kO U/ )∣∣p,S (14.81)
recalling 9.13 we write, a bit symbolically,
Lk−1O E “ = ” L
k−1
O χˆη + L
k−1
O trχη + L
k−1
O χˆη + L
k−1
O trχη +∇/
k−1Ψ+ Lk−1O H
(14.82)
where with Ψ we denote a generic null Riemann component. We consider the
contribution of the first term, the ones associated to the other term will be
of the same kind, but easier and the one associated to the last term will be
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examinated later on. We have
N−2∑
k=1
(
N − 1
k
) ∣∣r3− 2p (Lk−1O χˆη) · (LN−1−kO U/ )∣∣p,S (14.83)
=
1
r4
[N2 ]∑
k=1
(
N − 1
k
) ∣∣r2(Lk−1O χˆη)∣∣∞∣∣r3− 2p (LN−1−kO U/ )∣∣p,S
+
1
r4
N−2∑
k=[N2 ]+1
(
N − 1
k
) ∣∣r2(LN−1−kO U/ )∣∣∞∣∣r3− 2p (Lk−1O χˆη)∣∣p,S
≤
1
r4
[N2 ]∑
k=1
k−1∑
q=0
(
N − 1
k
)(
k − 1
q
) ∣∣r3LqOχˆ∣∣∞∣∣r2Lk−1−qO η∣∣∞∣∣r3− 2pLN−1−kO U/ ∣∣p,S
+
1
r4
N−2∑
k[N2 ]+1
k−1∑
q=0
(
N − 1
k
)(
k − 1
q
) ∣∣r2(LN−1−kO U/ )∣∣∞∣∣r2∇/ qχˆ∣∣∞∣∣r3− 2pLk−1−qO η∣∣p,S
Let us estimate the first term of the last sum in 14.83,
1
r4
[N2 ]∑
k=1
k−1∑
q=0
(
N − 1
k
)(
k − 1
q
) ∣∣r2LqOχˆ∣∣∞∣∣r2Lk−1−qO η∣∣∞∣∣r(3− 2pLN−1−kO U/ ∣∣p,S
(14.84)
Using the inductive assumptions:
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≤
C3N !
r4
[N2 ]∑
k=1
(k − 1)!
(N − k − 1)!(k + 1)!
k−1∑
q=0
1
(k − 1− q)!q!
[
(q + 1)!
(q + 1)α
e(q−1)δe(q−1)Γ(λ)
ρq+10,1
]
·
·
[
(k − q)!
(k − q)α
e(k−q−2)δe(k−q−2)Γ(λ)
ρ
(k−q)
0,1
]
(N − k)!
(N − k)α
e(N−k−2)δe(N−k−2)Γ(λ)
ρN−k0,1
≤
C3
r4
N !
Nα
e(N−5)δe(N−5)Γ(λ)
ρN0,1
[N2 ]∑
k=1
(N − k)
Nk(k + 1)
k−1∑
q=0
[
1
ρ0,1
(q + 1)
(q + 1)α
]
·[
(k − q)
(k − q)α
]
Nα[
N
2
]α
≤
1
r4
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
e−3δe−3Γ(λ)2α
[N2 ]∑
k=1
1
k(k + 1)
k−1∑
q=0
[
1
ρ0,1
(q + 1)
(q + 1)α
]
·
·
[
(k − q)
(k − q)α
]
≤
C3
r4
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)(
e−3δe−3Γ(λ)2αC
)
(14.85)
where
[N2 ]∑
k=1
1
k(k + 1)
k−1∑
q=0
[
1
ρ0,1
(q + 1)
(q + 1)α
]
·
[
(k − q)
(k − q)α
]
≤ C
(14.86)
Choosing δ sufficiently large we obtain
N−2∑
k=1
(
N − 1
k
) ∣∣r3− 2p (Lk−1O E) · (LN−1−kO U/ )∣∣p,S ≤ 1r4
(
N !
Nα
e(N−2)δe(N−2)Γ(λ)
ρN0,1
)
(14.87)
From the estimate 14.87 it follows that this contribution to the integral of 14.81
is similar to the previous terms.
We are left with the problem of estimating At last let us control the following
term of the integral in the inequality 14.70,∫ ν∗
ν
dν′e(Γ∗(ν)−Γ∗(ν
′))(
∣∣2χˆ∣∣
∞,S
+
∣∣trχ∣∣
∞,S
)|r(3−
2
p
)LN−1O β|p,S . (14.88)
To estimate it we need to control |r3−
2
pLN−1O β|p,S , this is the content of Theorem
4.1. From it the following estimate holds for the LN−1O angular derivatives of
139
the Riemann tensor null component β:∣∣r 72+(N−1)− 2pLN−1O β∣∣p,S ≤ C(1)e(N−2)δe(N−2)Γ(λ) N !Nα 1ρN0,1 (14.89)
and the integral 14.88 satisfies:∫ ν∗
ν
dν′e(Γ∗(ν)−Γ∗(ν
′))(
∣∣2χˆ∣∣
∞,S
+
∣∣trχ∣∣
∞,S
)|r(3−
2
p
)LN−1O β|p,S
≤ ǫ
(∫ ν∗
ν
dν′
ν′r
1
2
e(Γ∗(ν)−Γ∗(ν
′))|r(
7
2−
2
p
)LN−1O β|p,S(ν
′)
+
∫ ν∗
ν
dν′
ν′r
3
2
e(Γ∗(ν)−Γ∗(ν
′))|r
7
2−
2
pLN−1O β|p,S(ν
′)
)
≤ cC(1)e(N−2)Γ(λ)e(N−2)δ
N !
Nα
1
ρN0,1
(∫ ν∗
ν
dν′
ν′r
1
2
e(Γ∗(ν)−Γ∗(ν
′))
+
∫ ν∗
ν
dν′
r
1
2 ν′2
e(Γ∗(ν)−Γ∗(ν
′))
)
≤ C0e
(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
,
Remark:
Observe that these estimates are consistent due to the fact that the null Rie-
mann components can be bounded by a constant C(1) smaller than the constants
bounding the connection coefficients.
Looking at the remaining contributions to the integral in the right hand side
of 14.70 it is easy to realise that they all have the same structure and can be
estimated in the same way. Therefore, collecting all these estimates together it
follows that Theorem 9.1 is proved choosing δ sufficiently large.
14.4 Proof of Lemma 9.4
Applying LN−1O to the transport equation 9.37,
118 and using the result of Lemma
9.1, we obtain an equation with the same structure as the transport equation
9.2 for LN−1O U/ ,
D/ (LN−1O µ˜)
∂ν
+Ωtrχ · (LN−1O µ˜) + L
N−1
O
[
(ΩF˜ − ΩF˜ ) + (ΩH˜ − ΩH˜)
]
=
{
(g˜ood)1
}
(14.90)
With, see equation 14.48
118We apply ∇/N−1 instead of ∇/N as µ˜ depends on div/ η and, therefore, the control of LN−1O µ˜
allows to control LNO η.
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{
(g˜ood)1
}
= [D/ ν ,L
N−1
O ]µ˜ =
N−2∑
q=0
(
N − 1
q
)
(LN−2−qO E)(L
q
Oµ˜) (14.91)
Rewriting LN−1O
[
(ΩF˜ − ΩF˜ ) + (ΩH˜ − ΩH˜)
]
, extracting the higher derivative
terms,
LN−1O
[
(ΩF˜ − ΩF˜ ) + (ΩH˜ − ΩH˜)
]
= Ωχˆ · LN−1O (∇/ ⊗ˆη)− 2Ωη · L
N−1
O β +ΩtrχL
N−1
O ρ+
{
(g˜ood)2
}
, (14.92)
we obtain the transport equation 9.39.
14.5 Proof of Lemma 9.5
We start from the following Hodge system
div/ η = −µ˜+
1
2
(χχ− χχ)− (ρ− ρ) ≡ F (0)
curl/ η = σ −
1
2
χˆ ∧ χˆ ≡ G(0) .
Following the steps of lemma 9.3 we can write,
div/ LN−1O η = [div/ ,L
N−1
O ]η + L
N−1
O
(
− µ˜+
1
2
(χχ− χχ)− (ρ− ρ)
)
= −LN−1O µ˜− L
N−1
O ρ+ {(g˜ood)3one} (14.93)
With
{(g˜ood)3one} = −L
N−1
O
1
2
(χχ− χχ) + LN−2O ρ+ [div/ ,L
N−1
O ]η
= −LN−1O (
1
2
(χχ− χχ) + LN−2O ρ+
N−2∑
q=0
(
(
N − 1
q
)
(LN−2−qO E)(L
q
Oη)
+
(
N − 1
q
)
(LN−2−qO H)(L
q
O∇/ η))
In the same way we can write
curl/ LN−1O η = [curl/ ,L
N−1
O ]η + L
N−1
O
(
σ −
1
2
χˆ ∧ χˆ
)
= −LN−1O σ + {(g˜ood)3bis} (14.94)
With
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{(g˜ood)3bis} = L
N−1
O
(
σ −
1
2
χˆ ∧ χˆ
)
+ [curl/ ,LN−1O ]η
(14.95)
Now by proposition 4.1.3 of [Kl-Ni2] we have that, defining
{(g˜ood)3} = {(g˜ood)3one}+ {(g˜ood)3bis} (14.96)
|∇/LN−1O η|p,S ≤ c
(
|LN−1O µ˜|p,S + |L
N−1
O ρ|p,S + |L
N−1
O σ|p,S + |{(g˜ood)3}|p,S
)
(14.97)
With c a suitable constant. Consequently, following the same strategy of lemma
9.3 the same inequality holds for |LN−1O ∇/ η|p,S and consequently for |L
N−1
O ∇/ ⊗ˆη|p,S ,
hence we obtain
|LOµ˜|p,S ≤ c
(
|LN−1O µ˜|p,S + |L
N−1
O ρ|p,S + |L
N−1
O σ|p,S + |{(g˜ood)3 }|p,S
)
(14.98)
Substituting this last inequality in equation 14.88
|
∂(r2−
2
pLN−1O µ˜)
∂ν
|p,S ≤ C
(
|
{
(g˜ood)1
}
|p,S + |
{
(g˜ood)2
}
|p,S
+|Ωχˆ
{
(g˜ood)3
}
|p,S + |ΩηL
N−1
O β|p,S + |L
N−1
O ρ|p,S
)
(14.99)
Now performing the same steps of theorem 9.1 we obtain inequality 9.5 and
proof of lemma 9.5 is achieved.
14.6 Proof of Lemma 9.6
We prove first the following
Lemma 14.1. The structure equations, see (I), imply that V˜ satisfies the fol-
lowing transport equation,
D4V˜ +
trχ
2
V˜ + χˆ · V˜ + 4ωV˜ = Ω(∇/ ρ)− Ω(∇/ logΩ)ρ+∇/ [Ω(η · η − 2ζ2 − 2ζ · ∇/ log Ω)]
+
[
4Ω(η + η)ωω
]
. (14.100)
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Proof of Lemma 14.1: We start computing D4V˜ :
D4V˜ = D4∇/ (ΩD3 logΩ) = D4 [(∇/Ω)D3 logΩ) + Ω(∇/D3 logΩ)]
= (D4∇/Ω)(D3 logΩ) + (∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 logΩ) + ΩD4(∇/D3 logΩ)
= (D4∇/Ω)(D3 logΩ) + (∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 logΩ) + Ω∇/D4D3 logΩ
+Ω[D4,∇/ ]D3 logΩ (14.101)
= (D4∇/Ω)(D3 logΩ) + (∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 logΩ) + Ω∇/D4D3 logΩ
+Ω(∇/ logΩ)D4D3 logΩ− Ωχ · ∇/D3 logΩ
= (D4∇/Ω)(D3 logΩ) + 2(∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 log Ω) + Ω∇/D4D3 logΩ
−Ωχ · ∇/D3 logΩ
= (D4∇/Ω)(D3 logΩ) + 2(∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 log Ω) + Ω∇/D4D3 logΩ
−χ · ∇/ (ΩD3 logΩ) + χ · (∇/Ω)D3 logΩ
= (D4∇/Ω)(D3 logΩ) + 2(∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 log Ω) + Ω∇/D4D3 logΩ
−χ · V˜ +Ωχ · (∇/ logΩ)D3 logΩ .
Summarizing
D4V˜ = (D4∇/Ω)(D3 log Ω) + 2(∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 logΩ) + Ω∇/D4D3 logΩ
−χ · V˜ +Ωχ · (∇/ logΩ)D3 logΩ
= (∇/D4Ω + [D4,∇/ ]Ω) (D3 logΩ) + 2(∇/Ω)(D4D3 logΩ) + (D4Ω)(∇/D3 logΩ)
+Ω∇/ (D4D3 logΩ)− χ ·
(
V˜ − Ω(∇/ logΩ)D3 logΩ
)
= −χ · V˜ +Ω∇/ (D4D3 logΩ) + (∇/D4Ω)(D3 logΩ) + Ω(D4 logΩ)(∇/D3 logΩ) + 2(∇/Ω)(D4D3 logΩ)
+
[
((∇/ logΩ)D4Ω− χ · ∇/Ω) (D3 logΩ) + Ωχ · (∇/ logΩ)(D3 logΩ)
]
= −χ · V˜ +Ω∇/ (D4D3 logΩ) + (D3 logΩ)(∇/ΩD4 logΩ) + (D4 logΩ)(∇/ΩD3 logΩ)
+2Ω(∇/ log Ω)(D4D3 logΩ) +
[
− Ω(D4 log Ω)(∇/ logΩ)(D3 logΩ) + (Ω(∇/ logΩ)(D4 logΩ)
−Ωχ · (∇/ logΩ)(D3 logΩ) + Ωχ · (∇/ logΩ)(D3 logΩ)
]
(14.102)
We reexpress now the term Ω∇/ (D4D3 logΩ) in the following way: recall that
these equations hold
D3D4 logΩ +D4D3 logΩ = −2(D3 logΩ)(D4 logΩ) + 2(η · η − 2ζ
2 − ρ)
D4D3 logΩ−D3D4 logΩ = −4ζ · ∇/ logΩ (14.103)
which imply
D4D3 logΩ = −(D3 logΩ)(D4 logΩ) + (η · η − 2ζ
2 − 2ζ · ∇/ logΩ)− ρ .(14.104)
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Therefore
Ω∇/ (D4D3 logΩ) = −Ω∇/ (D3 logΩD4 logΩ) + Ω∇/ (η · η − 2ζ
2 − 2ζ · ∇/ logΩ)− Ω∇/ ρ
= −Ω(∇/D3 logΩ)(D4 logΩ)− (D3 logΩ)Ω(∇/D4 logΩ)− Ω∇/ ρ+ Ω∇/ (η · η − 2ζ
2 − 2ζ · ∇/ logΩ)
= −(∇/ΩD3 logΩ)(D4 logΩ)− (D3 logΩ)(∇/ΩD4 logΩ) + 2Ω(∇/ logΩ)(D3 logΩ)(D4 logΩ)
−Ω∇/ ρ+Ω∇/ (η · η − 2ζ2 − 2ζ · ∇/ logΩ)
= (D4 logΩ)V˜ − (D3 logΩ)(∇/ΩD4 logΩ)− Ω∇/ ρ+Ω∇/ (η · η − 2ζ
2 − 2ζ · ∇/ logΩ)
+2Ω(∇/ log Ω)(D3 logΩ)(D4 logΩ) . (14.105)
Substituting this expression in 14.102 we obtain
D4V˜ = −χ · V˜ + 2(D4 logΩ)V˜ − Ω∇/ ρ+Ω∇/ (η · η − 2ζ
2 − 2ζ · ∇/ logΩ) + 2Ω(∇/ logΩ)(D4D3 logΩ)
+
[
2Ω(∇/ logΩ)(D3 logΩ)(D4 logΩ)− Ω(D4 log Ω)(∇/ log Ω)(D3 logΩ)
+ (Ω(∇/ logΩ)(D4 logΩ)− Ωχ · (∇/ logΩ)) (D3 logΩ) + Ωχ · (∇/ logΩ)(D3 logΩ)
]
= −χ · V˜ + 2(D4 logΩ)V˜ −∇/ (Ωρ) +∇/ [Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)]
+
[
2Ω(∇/ logΩ)(D3 logΩ)(D4 logΩ)
]
, (14.106)
which, recalling the definition of ω and ω becomes
D4V˜ = −χ · V˜ − 4ωV˜ −∇/ (Ωρ) +∇/ [Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)] + 4Ω(η + η)ωω (14.107)
which we rewrite as
D4V˜ +
trχ
2
V˜ + χˆ · V˜ + 4ωV˜ = (14.108)
= −Ω(∇/ ρ)− Ω(∇/ logΩ)ρ+∇/ [Ω(η · η − 2ζ2 − 2ζ · ∇/ logΩ)] +
[
4Ω(η + η)ωω
]
.
This equation has the positive characteristic that it does not depend on V˜
(exactly as the equation for µ˜ does not depend on for µ˜. Still, due to the
presence of Ω∇/ ρ, there is a loss of derivative which we have to cure. To face
this problem we we look at the transport equation of ω˜ = div/ (V˜ − Ωβ).
144
We start looking at the transport equation of D4∇/ V˜ ,
D4∇/ aV˜b = ∇/ aD4V˜b + [D4,∇/ a]V˜b
= ∇/ aD4V˜b +
[
−χac∇/ cV˜b − ηbχacV˜c + χab(η · V˜ ) + (∇/ a logΩ)D/ 4V˜b +
(
[Dτ , Dρ]V˜σ
)
eτ4e
ρ
ae
σ
b
]
= −∇/ a(χbc · V˜c)− 4∇/ a(ωV˜b) +∇/ a
[
−Ω(∇/ bρ)− Ω(∇/ b logΩ)ρ+∇/ b[Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)]
]
+∇/ a
[
4Ω(η + η)ωω
]
+
[
−χac∇/ cV˜b − ηbχacV˜c + χab(η · V˜ ) + (∇/ a log Ω)D/ 4V˜b +
(
[Dτ , Dρ]V˜σ
)
eτ4e
ρ
ae
σ
b
]
= −trχ∇/ aV˜b − (χˆbc∇/ aV˜c + χˆac∇/ cV˜b)− 4ω∇/ aV˜b − Ω∇/ a∇/ bρ+Ω(∇/ a logΩ)∇/ bρ− Ω(∇/ b logΩ)∇/ aρ
+(∇/ a logΩ)D/ 4V˜b +
[
−(∇/ aχbc) · V˜c − 4(∇/ aω)V˜b − Ω(∇/ a∇/ b logΩ)ρ+∇/ a∇/ b[Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)]
]
+Ω(∇/ a logΩ)(∇/ b logΩ)ρ+∇/ a
[
4Ω(η + η)ωω
]
+
[
−η
b
χacV˜c + χab(η · V˜ ) +
(
[Dτ , Dρ]V˜σ
)
eτ4e
ρ
ae
σ
b
]
= −trχ∇/ aV˜b − (χˆbc∇/ aV˜c + χˆac∇/ cV˜b)− 4ω∇/ aV˜b − Ω∇/ a∇/ bρ+ 2Ω(∇/ a logΩ)∇/ bρ− Ω(∇/ b logΩ)∇/ aρ
+(∇/ a logΩ)
[
−χbcV˜c − 4ωV˜b − Ω(∇/ b logΩ)ρ+∇/ b[Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)] + 4Ω(η + η)bωω
]
+
[
−(∇/ aχbc) · V˜c − 4(∇/ aω)V˜b − Ω(∇/ a∇/ b logΩ)ρ+∇/ a∇/ b[Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)]
]
+Ω(∇/ a logΩ)(∇/ b logΩ)ρ+∇/ a
[
4Ω(η + η)ωω
]
+
[
−η
b
χacV˜c + χab(η · V˜ ) +
(
[Dτ , Dρ]V˜σ
)
eτ4e
ρ
ae
σ
b
]
which we rewrite ordering the r.h.s terms following the number of derivatives
(of the metric components)
D4∇/ aV˜b + trχ∇/ aV˜b + (χˆbc∇/ aV˜c + χˆac∇/ cV˜b) + 4ω∇/ aV˜b = −Ω∇/ a∇/ bρ
+2Ω(∇/ a logΩ)∇/ bρ− Ω(∇/ b logΩ)∇/ aρ+Qab (14.109)
where Qab collects all the terms which depend at most on two derivatives or on
three derivatives of terms whose estimates have been already obtained as, for
instance, the second derivatives of ζ,
Qab = (∇/ a log Ω)
[
−χbcV˜c − 4ωV˜b − Ω(∇/ b logΩ)ρ+∇/ b[Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)] + 4Ω(η + η)bωω
]
+
[
−(∇/ aχbc) · V˜c − 4(∇/ aω)V˜b − Ω(∇/ a∇/ b logΩ)ρ+∇/ a∇/ b[Ω(η · η − 2ζ
2 − 2ζ · ∇/ logΩ)]
]
+Ω(∇/ a log Ω)(∇/ b logΩ)ρ+∇/ a
[
4Ω(η + η)ωω
]
+
[
−η
b
χacV˜c + χab(η · V˜ ) +
(
[Dτ , Dρ]V˜σ
)
eτ4e
ρ
ae
σ
b
]
Taking the trace we obtain
D4div/ V˜ + trχdiv/ V˜ + 2χˆ · ∇/ V˜ + 4ωdiv/ V˜ = −Ω△/ ρ+Ω(∇/ logΩ) · ∇/ ρ+ trQ .(14.110)
As expected the term −Ω△/ ρ implies a loss of derivatives. To cure it we look at
the transport equation for div/ β. From eq. (4.4.5) of [Kl-Ni2] we have,
D4(Ω∇/ aβb) + trχΩ∇/ aβb = −Ω∇/ a∇/ bρ+Ω∇/ a
⋆∇/ bσ −
1
2
trχΩ∇/ aβb − χˆacΩ∇/ cβb +H , (14.111)
D4(Ωdiv/ β) + trχ(Ωdiv/ β) = −Ω△/ ρ−
1
2
trχΩdiv/ β − χˆ · Ω∇/ β + trH .
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Moreover
D4div/ (Ωβ) = D4(Ωdiv/ β) +D4(∇/Ω · β) (14.112)
and
D4∇/Ω = [D4,∇/ ]Ω +∇/D4Ω = [D4,∇/ ]Ω +∇/ΩD4 logΩ
= [D4,∇/ ]Ω− 2∇/Ωω = [D4,∇/ ]Ω− 2Ω(∇/ logΩ)ω − 2Ω∇/ω (14.113)
= [D4,∇/ ]Ω− Ω(η + η)ω − 2Ω∇/ω
= (ζ + η)D/ 4Ω− χ · ∇/Ω− Ω(η + η)ω − 2Ω∇/ω
= −2Ω(ζ + η)ω − Ωχ · (ζ + η)− Ω(η + η)ω − 2Ω∇/ω
= −4Ω(∇/ logΩ)ω − Ωχ · (∇/ logΩ)− 2Ω∇/ω
therefore
(D4∇/Ω) · β = −
[
(4Ωω(∇/ logΩ) + Ω(∇/ logΩ) · χ) + 2Ω∇/ω
]
· β (14.114)
moreover
∇/Ω ·D4β +∇/Ωtrχβ = ∇/Ω ·
[
−∇/ ρ+ [· · ··]
]
(14.115)
it follows
D4div/ (Ωβ) + trχdiv/ (Ωβ) = D4(Ωdiv/ β) + (D4∇/Ω) · β +∇/Ω ·D4β + trχ(Ωdiv/ β) + (∇/Ω)trχβ
=
(
D4(Ωdiv/ β) + trχ(Ωdiv/ β)
)
+ (∇/Ω) ·
(
D4β + trχβ
)
+ (D4∇/Ω) · β
=
[
−Ω△/ ρ−
1
2
trχΩdiv/ β − χˆ · Ω∇/ β + trH
]
+ (∇/Ω) [−∇/ ρ+ [· · ··]]−
[
(4Ωω(∇/ logΩ) + Ω(∇/ logΩ) · χ) + 2Ω∇/ω
]
· β
=
[
−Ω△/ ρ−
1
2
trχΩdiv/ β − χˆ · Ω∇/ β + trH
]
+ (∇/Ω)
[
−∇/ ρ+
(
2ωβ + 2χˆ · β + ⋆∇/ σ − 3(ηρ− ⋆ησ)
)]
−
[
(4Ωω(∇/ logΩ) + Ω(∇/ logΩ) · χ) + 2Ω∇/ω
]
· β
which implies
D4[div/ (V˜ − Ωβ)] + trχ[div/ (V˜ − Ωβ)] (14.116)
= [−2χˆ · ∇/ V˜ − 4ωdiv/ V˜ +Ω(∇/ logΩ) · ∇/ ρ+ trQ]−
[
−
1
2
trχΩdiv/ β − χˆ · Ω∇/ β + trH
]
+(∇/Ω)
[
−∇/ ρ+
(
2ωβ + 2χˆ · β + ⋆∇/ σ − 3(ηρ− ⋆ησ)
)]
+
[
(4Ωω(∇/ logΩ) + Ω(∇/ logΩ) · χ) + 2Ω∇/ω
]
· β
= −4ω[div/ (V˜ − Ωβ)]− 2χˆ · ∇/ V˜ (14.117)
+
[
−4ωdiv/ (Ωβ) + Ω(∇/ logΩ) · ∇/ ρ+
1
2
trχΩdiv/ β + χˆ · Ω∇/ β + (∇/Ω)(−∇/ ρ+ ⋆∇/ σ)
]
+
[
trQ+ trH + (∇/Ω)(2ωβ + 2χˆ · β − 3(ηρ− ⋆η) + (4Ωω(∇/ logΩ) + Ω(∇/ logΩ) · χ) · β + 2Ω∇/ω · β
]
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which we rewrite in a more compact way
D4div/ Vˆ + trχdiv/ Vˆ = −4ωdiv/ Vˆ − 2χˆ · ∇/ Vˆ
+
[
−2χˆ · ∇/Ωβ − 4ωdiv/ (Ωβ) + Ω(∇/ logΩ) · ∇/ ρ+
1
2
trχΩdiv/ β + χˆ · Ω∇/ β + (∇/Ω)(−∇/ ρ+ ⋆∇/ σ)
]
+Ω−1{F} (14.118)
where Ω−1{F} collect all lower order terms which can be estimated using the
inductive assumptions, more precisely
Ω−1{F} = tr(Q+H) +
[
(∇/Ω)(2ωβ + 2χˆ · β − 3(ηρ− ⋆η) + (4Ωω(∇/ logΩ) + Ω(∇/ logΩ) · χ) · β + 2Ω∇/ω · β
]
.(14.119)
Therefore
dω˜
dν
+Ωtrχω˜ + 4Ωωω˜ = −Ω
[
2χˆ · ∇/ Vˆ − 2χˆ · ∇/Ωβ − 4ωdiv/ (Ωβ) + Ω(∇/ logΩ) · ∇/ ρ (14.120)
+
1
2
trχΩdiv/ β + χˆ · Ω∇/ β + (∇/Ω)(−∇/ ρ+ ⋆∇/ σ)
]
+ {F} .
To prove the transport equation 9.54 for LN−2O ω˜ we proceed exactly in the same
way as we did for LN−1O U/ . Starting from
LN−2O
D/ ω˜
∂ν
=
D/
∂ν
(LN−2O ω˜) + [L
N−2
O ,
D/
∂ν
]ω˜ (14.121)
and using 9.20 it follows
D/
∂ν
(LN−2O ω˜) = L
N−2
O
D/ ω˜
∂ν
−
N−2∑
q=0
(
N − 2
q
)
(LN−3−qO E)(L
q
Oω˜) (14.122)
From equation 14.120 it follows:
LN−2O
D/ ω˜
∂ν
= −LN−2O ((Ωtrχ+ 4Ωω)ω˜)− 2L
N−2
O Ωχˆ · ∇/ Vˆ
+LN−2O
{
Ω
[
−2χˆ · ∇/Ωβ − 4ωdiv/ (Ωβ) + Ω(∇/ logΩ) · ∇/ ρ+
1
2
trχΩdiv/ β + χˆ · Ω∇/ β + (∇/Ω)(−∇/ ρ+ ⋆∇/ σ)
]}
+LN−2O {F}
= −(Ωtrχ+ 4Ω)LN−2O ω˜ − 2ΩχˆL
N−2
O ∇/ Vˆ +Ω
[
−2Ωχˆ · LN−2O ∇/ β − 4ΩωL
N−2
O div/ β +Ω(∇/ logΩ) · L
N−2
O ∇/ ρ
+
1
2
trχΩLN−2O div/ β + χˆ · ΩL
N−2
O ∇/ β + (∇/Ω)(−L
N−2
O ∇/ ρ+ L
N−2
O
⋆∇/ σ)
]
+ {G}+ LN−2O {F} , (14.123)
where
{G} = LN−2O
{
Ω
[
−2χˆ · ∇/Ωβ − 4ωdiv/ (Ωβ) + Ω(∇/ logΩ) · ∇/ ρ+
1
2
trχΩdiv/ β + χˆ · Ω∇/ β + (∇/Ω)(−∇/ ρ+ ⋆∇/ σ)
]}
−Ω
[
−2Ωχˆ · LN−2O ∇/ β − 4ΩωL
N−2
O div/ β +Ω(∇/ logΩ) · L
N−2
O ∇/ ρ
+
1
2
trχΩLN−2O div/ β + χˆ · ΩL
N−2
O ∇/ β + (∇/Ω)(−L
N−2
O ∇/ ρ+ L
N−2
O
⋆∇/ σ)
]
−
[
2LN−2O Ωχˆ · ∇/ Vˆ − 2ΩχˆL
N−1
O Vˆ − (Ωtrχ+ 4Ω)L
N−2
O ω˜ − 2ΩχˆL
N−2
O ∇/ Vˆ
]
. (14.124)
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It is clear that the terms {G} and {F˜} ≡ LN−2O {F} do not contain the highest
derivatives and can be estimated inductively in the standard way, the higher
order derivatives terms in 14.123 are the more important ones. Collecting all
the terms we have for LN−2O ω˜ the following transport equation,
D/
∂ν
(LN−2O ω˜) + (Ωtrχ+ 4Ωω)(L
N−2
O ω˜) + (Ωχ) · (L
N−2
O ω˜)
= −2ΩχˆLN−2O ∇/ Vˆ +Ω
[
−2Ωχˆ · LN−1O β − 4ΩωL
N−2
O div/ β +Ω(∇/ log Ω) · L
N−1
O ρ
+
1
2
trχΩLN−2O div/ β + χˆ · ΩL
N−1
O β + (∇/Ω)(−L
N−1
O ρ+ L
N−2
O
⋆∇/ σ)
]
+{L}+ {G}+ {F˜} , (14.125)
where
{F˜} = LN−2O {F} (14.126)
{L} = −
N−2∑
q=0
(
N − 2
q
)
(LN−3−qO E)(L
q
Oω˜) (14.127)
14.7 Proof of Lemma 9.7
As done previously for lemma 9.5, we start from the following Hodge system
div/ Vˆ = ω˜ ≡ F (0)
curl/ Vˆ = Ω(∇/ logΩ ∧ β) + Ωcurl/ β ≡ G(0) (14.128)
and we proceed exactly as in the proof of Lemma 9.5 with the substitution of η
with Vˆ = 2∇/Ωω−Ωβ. As Vˆ is at the level of a Riemann component (a derivative
of a connection coefficient) we have to control its LN−1O angular derivative. We
repeat the first steps of the previous lemma with the quoted substitutions and
obtain.
|∇/LN−2O Vˆ |p,S ≤ |
˜
{good3}|p,S + |ω˜|p,S (14.129)
with
|
˜
{good3}|p,S = |[div/ ,L
N−2
O ]Vˆ |p,S + |[curl/ ,L
N−2
O ]Vˆ |p,S + L
N−1
O (Ω(∇/ logΩ ∧ β) + Ωcurl/ β)
(14.130)
Are terms with can be easily estimated by the inductive assumptions.
Hence
|LN−2O ∇/ Vˆ |p,S ≤ |
˜
{good3}|p,S + |ω˜|p,S (14.131)
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14.8 The estimates for the underlined connection coeffi-
cients
The estimates for the underlined connection coefficients can be substantially
obtained in the same way as done for the non underlined ones, the only difference
occours for the integral estimates of the terms classified as {(good)1}, let us
calculate in details the corresponding estimates in this case, defining
Γ˜(λ) ≡ c
∫ λ
λ0
|H|∞,S(λ
′)dλ′ = C˜
λ− λ0
λλ′
. (14.132)
∣∣r3− 2pLN−1O U/ ∣∣p,S(λ, ν) ≤ eΓ˜(λ)|r(3− 2p )LN−1O U/ |p,S(λ0, ν)
+C
(∫ λ
λ0
dλ′e(Γ˜(λ0)−Γ˜(λ
′))|r3−
2
p
{
(good)1
}
|p,S
)
≤ C
(0)
0 e
Γ˜(λ)
(
e(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
)
(14.133)
+
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)(
Ce−δ
∫ λ
λ0
dλ′
e(−(N−2)Γ(λ)+Γ˜(λ)−Γ˜(λ
′))
r2
)
≤ C
(0)
0 e
Γ˜(λ)
(
e(N−2)δe(N−2)Γ(λ)
N !
Nα
1
ρN0,1
)
(14.134)
+
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)(
Ce−δ
∫ λ
λ0
dλ′
e(−(N−2)Γ(λ
′)+Γ˜(λ)−Γ˜(λ′))
r2
)
≤
(
C
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)(
C
(0)
0
C
e(Γ˜(λ))
+C′e−δ
∫ λ
λ0
dλ′
λ′2
e
−(N−2)C
λ′−λ0
λ′λ0
)
≤
(
C′′
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)
(14.135)
Choosing suitably C
(0)
0 < C and δ and were the last integral has been estimated
as in equation 14.80. At las let us estimate the corresponding of integral 14.92∫ λ
λ0
dλ′e(Γ˜(λ)−Γ˜(λ
′))(
∣∣2χˆ∣∣
∞,S
+
∣∣trχ∣∣
∞,S
)|r(3−
2
p
)LN−1O β|p,S . (14.136)
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In order to estimate this term we can perform the same steps of the previous
term, with the difference thet the decay of the trχ is worst. Actually we obtain∫ λ
λ0
dλ′e(Γ˜(λ)−Γ˜(λ
′))(
∣∣2χˆ∣∣
∞,S
+
∣∣trχ∣∣
∞,S
)|r(3−
2
p
)LN−1O β|p,S . (14.137)
≤ +C′e−δλ
1
2
∫ λ
λ0
dλ′
λ′2
e
−(N−2)C
λ−λ0
λ′λ0
)
≤
(
C′′
N !
Nα
1
ρN0,1
e(N−2)δe(N−2)Γ(λ)
)
(14.138)
14.9 Proof of corollary 9.5
Once we have the estimate for LN−1O U/ ” = ”L
N−1
O ∇/U , we have to estimate L
N
OU .
To do this we have to exploit a modified version of proposition 3.3.3 and 3.3.4
of [Kl-Ni2], let us recall it.
Proposition 14.1. Let Uα be 1-form, then it does exists a constant C such that
|∇/U |2 ≤ C
∑
i
|L (i)OU |
2 (14.139)
Let Uαβ be a symmetric two tensor, then it does exists a constant C such that
|∇/U |2 ≤ C
∑
i
|L (i)OU |
2 (14.140)
We add to this proposition the
Proposition 14.2. Let Uα be 1-form, then it does exists a constant C such that
|∇/U |4 ≤ C
∑
i
|L (i)OU |
4 (14.141)
Let Uαβ be a symmetric two tensor, then it does exists a constant C such that
|∇/U |4 ≤ C
∑
i
|L (i)OU |
4 (14.142)
The proof is a straightforward modification of the propositions 3.3.3 and 3.3.4
of [Ch-Kl].
Then, exploiting the previous propositions, we obtain
|LN−1O U/ |” = ”|L
N−1
O ∇/U |p,S = |∇/LOU |+ |[L
N−1
O ,∇/ ]U |p,S ≤ C|L
N
OU |p,S + g˜ood6
(14.143)
Hence we have the right estimates for |LNOU |p,S with p = 2, 4. The other values
of p are obtained by interpolation. Clearly the same estimate can be done for
LN−1O ∇/ χ.
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14.10 Proof of corollary 9.9
In the following we prove corollary 9.9, to do it we proceed inductively in the
following way, we observe that
LJOSAC = L
J
Og(eA,∇/ eC) =
J∑
k=0
(
J
k
)
g(LkOeA,L
J−k
O ∇/ eC) =
J∑
k=0
(
J
k
)
γacL
k
Oe
a
AL
J−k
O ∇/ e
c
C
=
J∑
k=0
(
J
k
)∑
E
θEa γacL
k
Oe
a
Aθ
E
c L
J−k
O ∇/ e
c
C =
∑
E
J∑
k=0
(
J
k
)
g(eEL
k
OeA)g(eEL
J−k
O ∇/ eC) .
Therefore
g(eA,L
J
O∇/ eC) = L
J
OS −
∑
E
J∑
k=1
(
J
k
)
g(eEL
k
OeA)g(eEL
J−k
O ∇/ eC) (14.144)
and
|r(J+1−
2
p
)g(eA,L
J
O∇/ eC)|p,S (14.145)
≤ |r(J+1−
2
p
)LJOSAC |p,S +
∑
E
J∑
k=1
(
J
k
)
|r(J+1−
2
p
)g(eE ,L
k
OeA)g(eE ,L
J−k
O ∇/ eC)|p,S
≤ |r(J+1−
2
p
)LJOSAC |p,S +
∑
E
[ J2 ]∑
k=1
(
J
k
)
|rkg(eE ,L
k
OeA)|∞,S |r
(J+1−k− 2
p
)g(eE ,L
J−k
O ∇/ eC)|p,S
+
∑
E
J∑
k=[ J2 ]+1
(
J
k
)
|r(k−
2
p
)g(eE ,L
k
OeA)|p,S |r
(J+1−k)g(eE ,L
J−k
O ∇/ eC)|∞,S .
We make the inductive assumptions for |r(k−
2
p
)g(eE ,L
k
OeA)|p,S , with k ≤ J
|r(k−
2
p
)g(eE ,L
k
OeA)|p,S ≤ c
(
(k − 1)!
(k − 1)α
e(k−3)(δ+Γ(λ))
ρk−10,1
)
(14.146)
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therefore
|r(J+1−
2
p
)g(eA,L
J
O∇/ eC)|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
(14.147)
+
∑
E
[ J2 ]∑
k=1
(
J
k
)
c2
(
k!
kα
e(k−2)(δ+Γ(λ))
ρk0,1
)(
(J − k)!
(J − k)α
e((J−k)−2)(δ+Γ(λ))
ρJ−k0,1
)
+
∑
E
J∑
k=[ J2 ]+1
(
J
k
)
c2
(
(k − 1)!
(k − 1)α
e(k−3)(δ+Γ(λ))
ρk−10,1
)(
(J + 1− k)!
(J + 1− k)α
e((J+1−k)−2)(δ+Γ(λ))
ρJ+1−k0,1
)
≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
+2
∑
E
[ J2 ]∑
k=0
(
J
k
)
c2
(
k!
kα
e(k−2)(δ+Γ(λ))
ρk0,1
)(
(J − k)!
(J − k)α
e((J−k)−2)(δ+Γ(λ))
ρJ−k0,1
)
≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
+
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)( J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)−1
e(J−2)(δ+Γ(λ))
ρJ0,1
(
22c2e−2(δ+Γ(λ))
) [ J2 ]∑
k=0
(
J
k
)(
k!
kα
)(
(J − k)!
(J − k)α
)
≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
+
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)(22c2e−2(δ+Γ(λ))) [ J2 ]∑
k=0
(
1
kα
)(
Jα
(J − k)α
)
≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
+
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)(22+αc2e−2(δ+Γ(λ))) [ J2 ]∑
k=0
1
kα

≤ (c+
c
2
)
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
, (14.148)
provided that δ is sufficiently large so that,(22+αce−2(δ+Γ(λ))) [ J2 ]∑
k=0
1
kα
 ≤ 1
2
. (14.149)
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Choosing suitably the constants c, we have proved the inequality
|r((J+1)−
2
p
)g(eE ,L
J
O∇/ eA)|p,S ≤ c
(
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
, (14.150)
Once we have the estimates 14.150 we obtain the estimates for |r((J+1)−
2
p
)g(eE ,L
J+1
O eA)|p,S
applying corollary 9.5.
14.11 Some extra remarks on the canonical foliation
To see in a more clear way why the canonical foliation has to be used we have
first to discuss why technically this problem arises and subsequently look for
a more “deep” justification. Let us start with the technical aspects. As dis-
cussed before to get the correct decays we need to control some connection
coefficient norms integrating from above. This requires, specifically for µ˜ and
ω˜, the control of these quantities on C∗. To do it we have integrate them
along C∗, therefore along an incoming direction which is not the natural one
for these quantities associated to non underlined connection coefficients. In fact
if one tries to do it along C∗ looking at its transport equation in a generic
foliation it follows immediately that a loss of derivatives appears. In fact as
µ˜ = −div/ η+ 12 (χχ−χχ)− (ρ− ρ) it seems evident that computing D/ 3µ˜ on the
right hand side we obtain terms of the order of angular derivatives of a Riemann
component, this happens both D/ 3 deriving −div/ η and ρ; on the other side µ˜
is of order of a Riemann component (one derivative of connection coefficients)
and therefore a loss of derivative is present. The choice of the canonical foli-
ation solves this problem and, moreover, guarantees the better decay for the
connection components along the null outgoing directions. Moreover no loss of
derivatives is present imposing the initial data on C∗ for ω˜. Once we realize that
to estimate µ˜ we have to integrate from above and, therefore, for getting the
right estimates for µ˜|C∗ we need to choose an appropriate (canonical) foliation,
it turns out that we have to use this foliation for the transport of all the not
underlined quantities which, therefore, all of them, have to be integrated from
above. This implies that the chosen foliation, that is Ω, has to be such that
even trχ and its derivatives (or U/ which is basically the same thing) when trans-
ported along C∗ must avoid any loss of derivatives. This is possible to obtain
with the right choice of Ω|C∗ as we discuss in more detail in the following. Let
us start writing the transport equation for µ˜ in a generic foliation. In that case
µ˜ = −div/ η +
1
2
(χχ− χχ)− (ρ− ρ) .
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Therefore
D/ 3div/ η = div/ D/ 3(−η + 2∇/ logΩ) + [D/ 3, div/ ]η
= div/
[
χ · η − χ · η − β
]
+ 2div/ D/ 3∇/ logΩ + [D/ 3, div/ ]η
= div/
[
χ · η − χ · η − β
]
+ 2△/D/ 3 logΩ + 2div/ [D/ 3,∇/ ] logΩ + [D/ 3, div/ ]η
= −div/ β + div/
[
χ · η − χ · η
]
+ 2△/D/ 3 logΩ + 2div/ [D/ 3,∇/ ] logΩ + [D/ 3, div/ ]η
= −div/ β − 4△/ω +
{
div/
[
χ · η − χ · η
]
+ 2div/ [D/ 3,∇/ ] logΩ + [D/ 3, div/ ]η
}
which we can rewrite as
D/ 3div/ η = −div/ β − 4△/ω + [µ˜.o.t] . (14.151)
Recall that µ˜ is at the level of the first derivative of the connection coefficients,
that is at the “Riemann level”, moreover
1
2
D/ 3(χχ− χχ) = [µ˜.o.t] (14.152)
where with [µ˜.o.t] we indicate terms at the order of µ˜ which, therefore do not
imply any loss of derivatives in the transport equation. Finally
D/ 3(ρ− ρ) = D/ 3ρ+ [µ˜.o.t] = −div/ β + [µ˜.o.t] (14.153)
and finally
D/ 3µ˜ = −D/ 3div/ η +
1
2
D/ 3(χχ− χχ)−D/ 3(ρ− ρ)
= div/ β + 4△/ω + div/ β + [µ˜.o.t] = 4△/ω + 2div/ β + [µ˜.o.t]
= −2△/D/ 3 log Ω + 2div/ β + [µ˜.o.t] = −2D/ 3△/ logΩ + 2div/ β + [µ˜.o.t] .
Therefore to avoid the loss of derivatives in the transport equation for µ˜|C∗ we
have to choose Ω|C∗ in such a way that −2D/ 3△/ logΩ+2div/ β is of the same order
as µ˜. This still leaves many possibilities for the choice of Ω, but, as we said,
once we choose Ω|C∗ and we define the outgoing cones of the foliation we need
to transport all the non underlined quantities starting from above, therefore we
do it also for trχ and its angular derivatives or for U/ even if in principle they
have the right decay even if integrating them from below. This imposes a choice
of Ω|C∗ such that the transport equation of trχ and its derivatives along C∗
does not have any loss of derivatives and this defines Ω|C∗ as done in [Kl-Ni2],
a choice which simultaneously control also the evolution equation for µ˜|C∗ . Let
us see it in a constructive way: the equation along the incoming cones for trχ is
D/ 3trχ+trχtrχ−2ωtrχ−2div/ η−2|η|
2+2K = 0 . (14.154)
which we rewrite using the relation
K+
1
4
trχtrχ =
1
2
χˆ · χˆ− ρ , (14.155)
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as
D/ 3trχ+
1
2
trχtrχ−2ωtrχ−2|η|2−2div/ η+ χˆ · χˆ− 2ρ = 0 . (14.156)
Recalling that
2µ˜ := −2div/ η + (χˆχˆ− χˆχˆ)− 2(ρ− ρ) +
1
2
(trχtrχ− trχtrχ) (14.157)
we rewrite the transport equation for trχ as
D/ 3trχ+
1
2
trχtrχ−2ωtrχ−2|η|2+χˆχˆ− 2ρ+ 2µ˜− (χˆχˆ− χˆχˆ) + 2(ρ− ρ)−
1
2
(trχtrχ− trχtrχ)
= D/ 3trχ+
1
2
trχtrχ− 2ωtrχ− 2|η|2 + χˆχˆ− 2ρ+ 2µ˜ = 0 . (14.158)
Therefore the equation which trχ satisfies, in a general foliation, is
D/ 3trχ+
1
2
trχtrχ− 2ωtrχ− 2|η|2 + χˆχˆ− 2ρ+ 2µ˜ = 0 , (14.159)
and if we want that there is no loss of derivatives we need that the order of µ˜
be that of a connection coefficient. Therefore looking at the expression for µ˜,
µ˜ = −div/ η +
1
2
(χχ− χχ)− (ρ− ρ) ,
we are forced to impose that
−div/ η − ρ = 0 +O(ρ + [conn.coef.order]) (14.160)
implying for trχ the transport equation
D/ 3trχ+
1
2
trχtrχ− 2ωtrχ− 2|η|2 + χˆχˆ− 2ρ+ (χχ− χχ) +O(ρ + [conn.coef.order])
= D/ 3trχ+
1
2
trχtrχ− 2ωtrχ− 2|η|2 + χˆχˆ+O(ρ+ [conn.coef.order]) = 0 . (14.161)
If we assume in 14.160, O(ρ+[conn.coef.order]) = 0 then the equation satisfied
on C∗ by trχ is
D/ 3trχ+
1
2
trχtrχ− 2ωtrχ− 2|η|2 + χˆχˆ = 0 (14.162)
and Ω has to satisfy
△/Ω = −div/ ζ − ρ . (14.163)
If we assume in 14.160, O(ρ+[conn.coef.order]) = −ρ then the equation satisfied
on C∗ by trχ is
D/ 3trχ+
1
2
trχtrχ− 2ωtrχ− 2|η|2 + χˆχˆ− 2ρ = 0 (14.164)
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and Ω has to satisfy
△/Ω = −div/ ζ − (ρ− ρ) . (14.165)
Remarks:
a) Observe that here what we are really interested are the estimates of inductive
estimates of the angular derivatives, the estimates for the first 3 derivaties are
already done in [Kl-Ni2]. For the higher derivative estimates of trχ we use
equations 14.162 or 14.164 and for the angular derivatives of η and of χˆ and
χˆ in 14.164 we use the Hodge systems for χˆ and χˆ and for η the Hodge system
valid on C∗ 9.44
div/ η = −µ˜|C∗ +
1
2
(χχ− χχ)− (ρ− ρ)
curl/ η = σ −
1
2
χˆ ∧ χˆ .
b) From the previous considerations it seems that there is still a certain freedom
in specifying the Ω|C∗ which defines the canonical foliation. In fact in princi-
ple it seems that up to now requiring that Ω|C∗ satisfies the elliptic equations
14.160 or 14.163 or even 14.165 is at this level completely equivalent. A more
stringent condition can be required once we look at the asymptotic behaviours of
the Riemann tensor components.
156
15 Appendix to Section 10
15.1 The definition and the control of the Q norms
We discuss first of all which are the norms we need to control for J > 3; let us
recall, first of all, their definitions given in Section 4:
We define, for J ≥ 1,119
Q(J−1)(λ, ν) = Q
(J−1)
1 (λ, ν) +Q
(J−1)
2 (λ, ν)
Q(J−1)(λ, ν) = Q
(J−1)
1 (λ, ν) +Q
(J−1)
2 (λ, ν) (15.1)
Remark:
Recall that Q(LˆOW ) =
∑3
i=1Q(LˆO(i)W ) .
Therefore with our definitions
Q
(J−1)
1 (λ, ν) ≡
{1,3}∑
i1,12,...,iJ−1
∫
C(λ)∩V (λ,ν)
Q(LˆT (LˆO(i1)LˆO(i2) · ·LˆO(iJ−1)W ))(K¯, K¯, K¯, e4)
+
{1,3}∑
i0,i1,12,...,iJ−1
∫
C(λ)∩V (λ,ν)
Q(LˆO(i0)(LˆO(i1)LˆO(i2) · ·LˆO(iJ−1)W ))(K¯, K¯, T, e4) .
We write in a compact way, but recalling the previous remark,
Q
(J−1)
1 (λ, ν) ≡
∫
C(λ)∩V (λ,ν)
Q(LˆT (Lˆ
J−1
O W ))(K¯, K¯, K¯, e4)
+
∫
C(λ)∩V (λ,ν)
Q(LˆO(Lˆ
J−1
O W ))(K¯, K¯, T, e4)
Q
(J−1)
2 (λ, ν) ≡
∫
C(λ)∩V (λ,ν)
Q(LˆOLˆT (Lˆ
J−1
O W ))(K¯, K¯, K¯, e4)
+
∫
C(λ)∩V (λ,ν)
Q(Lˆ
2
O(Lˆ
J−1
O W ))(K¯, K¯, T, e4) (15.2)
+
∫
C(λ)∩V (λ,ν)
Q(LˆSLˆT (Lˆ
J−1
O W ))(K¯, K¯, K¯, e4)
119For the definitions of the vector fields O,K, T and the modified Lie derivatives Lˆ· see
[Kl-Ni2] Chapter 3.
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Q
(J−1)
1 (λ, ν) ≡ sup
V (λ,ν)∩C0
|r3ρ(Lˆ
J−1
O W )|
2 +
∫
C(ν)∩V (λ,ν)
Q(LˆT (Lˆ
J−1
O W ))(K¯, K¯, K¯, e3)
+
∫
C(ν)∩V (λ,ν)
Q(LˆO(Lˆ
J−1
O W ))(K¯, K¯, T, e3)
Q
(J−1)
2 (λ, ν) ≡
∫
C(ν)∩V (λ,ν)
Q(LˆOLˆT (Lˆ
J−1
O W ))(K¯, K¯, K¯, e3)
+
∫
C(ν)∩V (λ,ν)
Q(Lˆ
2
O(Lˆ
J−1
O W ))(K¯, K¯, T, e3) (15.3)
+
∫
C(ν)∩V (λ,ν)
Q(LˆSLˆT (Lˆ
J−1
O W ))(K¯, K¯, K¯, e3)
where V (λ, ν) = J (+)(S(λ0, ν0) ∩ J
(−)(S(λ, ν)).
Proof of lemma 10.2: Let us consider a generic value H ≤ J − 1, with
W˜ (H) = Lˆ
H
OW we have,
Q(W˜ (H))(K¯, K¯, T, e4) =
1
4
τ4+
(
|α(W˜ (H))|2
)
+ · · ·· (15.4)
and the analogous expressions forQ(W˜ (H))(K¯, K¯, K¯, e4) , Q(W˜
(H))(K¯, K¯, T, e3),
Q(W˜ (H))(K¯, K¯, T, e4) , .... . Recall that
|rF |4,S(λ,ν) ≤ |rF |4,S(λ,ν0) + c
(
+
∫
C(λ)∩V (λ,ν)
[
|F |2 + |r∇/ F |2 + |rD/ 4F |
2
]) 12
(15.5)
|r2∇/ F |4,S(λ,ν) ≤ |r
2∇/F |4,S(λ,ν0) + c
(
+
∫
C(λ)∩V (λ,ν)
[
|r∇/ F |2 + |r2∇/ 2F |2 + |r2∇/D/ 4F |
2
]) 12
.
Therefore
|r
9
2−
2
4∇/ α|4,S(λ,ν) ≤ |r
9
2−
2
4∇/ α|4,S(λ,ν0) + c
(
+
∫
C(λ)∩V (λ,ν)
[
|r3∇/ α|2 + |r4∇/ 2α|2 + |r4∇/D/ 4α|
2
]) 12
and, omitting the constants in front of the integrals, using Lemma 5.1.1 of
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[Kl-Ni2] and omitting correction terms,120∫
C(λ)∩V (λ,ν)
|r3∇/ α|2 =
∫ ν
ν0
dν′
∫
S(λ,ν′)
r6|∇/α|2 =
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|r∇/ α|2
≤
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|LˆOα|
2 ,∫
C(λ)∩V (λ,ν)
|r4∇/
2
α|2 =
∫ ν
ν0
dν′
∫
S(λ,ν′)
r8|∇/
2
α|2 =
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|r2∇/
2
α|2
≤
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|Lˆ
2
Oα|
2 .
In an analogous way we can show that∫
C(λ)∩V (λ,ν)
|r4∇/D/ 4α|
2 ≤
∫ ν
ν0
dν′r6
∫
S(λ,ν′)
|LˆOLˆTα|
2 .
Therefore
|r
9
2−
2
p∇/α|p=4,S(λ, ν) ≤ |r
9
2−
2
p∇/α|p=4,S(λ, ν0) (15.6)
+
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|LˆOα|
2 +
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|Lˆ
2
Oα|
2 +
∫ ν
ν0
dν′r6
∫
S(λ,ν′)
|LˆOLˆTα|
2 .
It follows,
|r
9
2−
2
p∇/ α(W˜ (H))|p=4,S(λ,ν) =
(∫
S(λ,ν)
dµ
( ∣∣∣r4∇/ α(W˜ (H))∣∣∣2)2) 14
=
(∫
S(λ,ν)
dµ|r4∇/ α(W˜ (H))|4
) 1
4
(15.7)
The relation becomes, considering W˜ (H) = Lˆ
H
OW ,
|r
9
2−
2
p∇/α(W˜ (H))|p=4,S(λ, ν) ≤ |r
9
2−
2
p∇/ α(W˜ (H))|p=4,S(λ, ν0) +
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|LˆOα(W˜
(H))|2
+
∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|Lˆ
2
Oα(W˜
(H))|2 +
∫ ν
ν0
dν′r6
∫
S(λ,ν′)
|LˆOLˆTα(W˜
(H))|2 (15.8)
and, more explicitly,∫ ν
ν0
dν′r4
∫
S(λ,ν′)
|LˆOα(W˜
(H))|2 ≤
∫ ν
ν0
dν′r4|α(LˆOW˜
(H))|2
≤
∫ ν
ν0
dν′Q(LˆOW˜
(H))(K¯, K¯, T, e4) .
120Arising from passing from LO to LˆO and from the commutation terms arising interchang-
ing LO and r∇/ .
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Therefore in conclusion we have
|r
9
2−
2
p∇/α(W˜ (H))|p=4,S(λ, ν) ≤ |r
9
2−
2
p∇/α(W˜ (H))|p=4,S(λ, ν0)
+
∫ ν
ν0
dν′Q(LˆOW˜
(H))(K¯, K¯, T, e4) +
∫ ν
ν0
dν′Q(Lˆ
2
OW˜
(H))(K¯, K¯, T, e4)
+
∫ ν
ν0
dν′Q(LˆOLˆT W˜
(H))(K¯, K¯, K¯, e4) . (15.9)
Therefore if we control Q
(J−2)
1,2 we control the norm |r
9
2−
2
p∇/ α(W˜ (J−2))|p,S(λ, ν)
and with a slight modification it follows that we control
∣∣r 72− 2p+(J−1)LˆJ−1O α(W )∣∣p,S .121
15.2 Proof of Lemma 4.1
To estimate ∇/
J−1
O Ψ we proceed in the following way, we write symbolically,
∇/
J−1
O Ψ = O∇/O∇/O · · · ·O∇/Ψ .
We consider the O’s as endowed with a given name, numbered, each one, with
the exception of the first, defining a “slot” namely the position at its left, there-
fore there are J−2 slots associated to the (J−2) O’s we are considering; we add
an extra slot which corresponds to the position immediately at the left of Ψ.
Therefore we have (J−1) slots and we imagine to distribute in all the possible
ways the (J−1) ∇/ in these slots. Clearly in this way we are counting more
than the possible terms we obtain writing explicitely ∇/ J−1O Ψ as each ∇/ cannot
operate on the O’s at its left. Assuming the described distribution of the ∇/ ’s
we have (the equality is formal and it has to be interpreted as an upper bounds
when we consider the norms),
∇/
J−1
O Ψ“ = ”O

∑J−1
s=1γs=(J−1);γJ−1≥1∑
γ1,γ2,...,γJ−2γJ−1
(J−1)!
γ1!γ2! · · · γJ−2!γJ−1!
∇/
γ1O∇/
γ2O · · · ∇/
γJ−2O∇/
γJ−1Ψ
 .(15.10)
We denote γJ−1 = q and rewrite the previous expression as
∇/
J−1
O Ψ“ = ”O

J−1∑
q=1
(
J − 1
q
)
∇/
q
Ψ
∑J−2
s=1γs=(J−1−q)∑
γ1,γ2,...,γJ−2
(J−1−q)!
γ1!γ2! · · · γJ−2!
∇/
γ1O∇/
γ2O · · · ∇/
γJ−2O
 .(15.11)
Denoting k = J − 1− q we rewrite the previous expression as
∇/
J−1
O Ψ“ = ”O

J−2∑
k=0
(
J − 1
k
)
∇/
J−1−k
Ψ
∑J−2
s=1γs=k∑
γ1,γ2,...,γJ−2
k!
γ1!γ2! · · · γJ−2!
∇/
γ1O∇/
γ2O · · · ∇/
γJ−2O

= OJ−1∇/
J−1
Ψ+O

J−2∑
k=1
(
J − 1
k
)
∇/
J−1−k
Ψ
∑J−2
s=1γs=k∑
γ1,γ2,...,γJ−2
k!
γ1!γ2! · · · γJ−2!
∇/
γ1O∇/
γ2O · · · ∇/
γJ−2O
 .
121 On the other side if we consider only Q
(J−1)
1 we can also control directly
|r
9
2
−
2
p α(W˜ (J−1))|p,S(λ, ν).
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Going to the norms the estimate becomes
|∇/ J−1O Ψ(R)|p,S ≤ |O|
J−1
∞ |∇/
J−1Ψ(R)|p,S (15.12)
+|O|∞

J−2∑
k=1
(
J − 1
k
)
|∇/
J−1−k
Ψ(R)|p,S
∑J−2
s=1γs=k∑
γ1,γ2,...,γJ−2
k!
γ1!γ2! · · · γJ−2!
[
|∇/
γ1O|∞,S |∇/
γ2O|∞,S · · · |∇/
γJ−2O|∞
] .
Recalling theorem 9.6 we have the estimates
|∇/
γ
O|∞,S ≤ C0,0
(γ + 1)!
(γ + 1)α
e(γ−1)δ0e(γ−1)Γ0(λ)
ργ+10
, γ > 0 ; |O|∞,S ≤ c .
From these estimates it follows that
δ(
J−2∑
s=1
γs = k)
[
|∇/
γ1O|∞,S |∇/
γ2O|∞,S · · · |∇/
γJ−2O|∞
]
(15.13)
≤ |O|
(J−1−k)
∞,S ·
ek(δ0+Γ0(λ))
ρk0
(γ1 + 1)!(γ2 + 2)! · · · (γJ−2 + 1)!e
−(δ0+Γ0(λ))(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))
((1− ǫ(γ1)) + γα1 )((1 − ǫ(γ2)) + γ
α
2 ) · · · ((1− ǫ(γJ−2)) + γ
α
J−2)
and we can rewrite the previous estimate, recalling that |O|∞,S ≥ 1, as
|∇/
J−1
O Ψ(R)|p,S ≤ |O|
J−1
∞,S |∇/
J−1
Ψ(R)|p,S + |O|
J−2
∞,S
{
J−2∑
k=1
(
J − 1
k
)
|∇/
J−1−k
Ψ(R)|p,S
ek(δ0+Γ0(λ))
ρk0
k! ·
·
 ∑J−2s=1γs=k∑
γ1,γ2,...,γJ−2
C
(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))
0,0 e
−(δ0+Γ0(λ))(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))
((1− ǫ(γ1)) + γ
α−1
1 )((1− ǫ(γ2)) + γ
α−1
2 ) · · · ((1− ǫ(γJ−2)) + γ
α−1
J−2 )
 .
Applying the previous estimates for the various terms we have
|∇/
J−1
O Ψ(R)|p,S ≤ |O|
J−1
∞,S
{
C0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
(15.14)
+
J−2∑
k=1
(
J − 1
k
)
C0,0
(J − k)!
(J − k)α
e((J−k)−2)δ0e((J−k)−2)Γ0(λ)
ρJ−k0
ek(δ0+Γ0(λ))
ρk0
k!
∣∣ [F ] ∣∣}
where
[F ] ≡
 ∑J−2s=1γs=k∑
γ1,γ2,...,γJ−2
C
(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))
0,0 e
−(δ0+Γ0(λ))(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))
((1− ǫ(γ1)) + γ
α−1
1 )((1− ǫ(γ2)) + γ
α−1
2 ) · · · ((1− ǫ(γJ−2)) + γ
α−1
J−2 )
 . (15.15)
Therefore we rewrite 15.14 as
|∇/ J−1O Ψ(R)|p,S ≤ |O|
J−1
∞,S
(
C0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
){
1 +
J−2∑
k=1
(
J − 1
k
)
(J − k)!k!
J !
Jα
(J − k)α
∣∣ [F ] ∣∣}
≤ |O|J−1∞,S
(
C0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
){
1 +
J−2∑
k=1
(J − k)
J
Jα
(J − k)α
∣∣ [F ] ∣∣}
≤ |O|J−1∞,S
(
C0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
){
1 +
J−2∑
k=1
Jα−1
(J − k)α−1
∣∣ [F ] ∣∣} . (15.16)
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We have to estimate
∣∣ [F ] ∣∣, the simplest and rougher estimate is:∣∣ [F ] ∣∣ ≤ C0,0e−(δ0+Γ0(λ))CJ−21 , (15.17)
a better estimate is obtained writing
∣∣ [F ] ∣∣ = C0,0e−(δ0+Γ0(λ))
 k∑
l=1
(
J − 2
l
)
Cl−10,0 e
−(l−1)(δ0+Γ0(λ))
∑ls=1γs=k,γs≥1∑
γ1,γ2,...,γl
1
γα−11 γ
α−1
2 · · · γ
α−1
l

≤ C0,0e
−(δ0+Γ0(λ))
(
1 + c1C0,0e
−(δ0+Γ0(λ))
)J−2
≤ εc0,0e
−(δ0+Γ0(λ))
(
1 + c1εc0,0e
−(δ0+Γ0(λ))
)J−2
. (15.18)
Finally ∣∣ [F ] ∣∣ ≤ εc0,0e−(δ0+Γ0(λ)) (1 + c2ε)J−2 (15.19)
where
∑l
s=1γs=k,γs≥1∑
γ1,γ2,...,γl
1
γα−11 γ
α−1
2 · · · γ
α−1
l
≤ cl1 , c2 = c1c0,0e
−(δ0+Γ0(λ)) . (15.20)
Therefore∣∣∣∣
{
1 +
J−2∑
k=1
Jα−1
(J − k)α−1
∣∣ [F ] ∣∣} ∣∣∣∣ ≤ (1 + Jα−1εc0,0e−(δ0+Γ0(λ)) (1 + c2ε)J−2) (15.21)
and finally
|∇/ J−1O Ψ(R)|p,S
∣∣∣∣
C0∪C0
≤
(
C0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0
)[
|O|J−1∞,S
(
1 + Jα−1εc0,0e
−(δ0+Γ0(λ)) (1 + c2ε)
J−2
)]
≤ |O|J−1∞
(
C0,0
J !
Jα
e(J−2)δ0e(J−2)Γ0(λ)
ρJ0,1
)
(15.22)
where ρ0,1 is chosen in such a way that:(
ρ0,1
ρ0
)J(
1 + Jα−1εc0,0e
−(δ0+Γ0(λ)) (1 + c2ε)
J−2
)
≤ 1 . (15.23)
15.3 Proof of Lemma 4.2:
Assume for simplicity Ψ(R) denotes a S-tangent vector, like for instance the
null component β, with O a rotation generator vector,
LOΨ(·) = ∇/OΨ(·)−Ψb∇/ ·O
b ≡ ∇/OΨ(·)−Ψbc
b(·) (15.24)
where
cb(·) = ∇/ ·O
b.
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Recalling theorem 9.6, the following estimates for the initial data hold
|r(J+1−
2
p
)∇/ J−1 (i)O|∞,S ≤ c
(
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0
)
, (15.25)
LOΨ(·) = ∇/OΨ(·)− (Ψ · c)(·) , (15.26)
we write symbolically as
LOΨ = (∇/O − c)Ψ (15.27)
and
LJ−1O Ψ = (∇/O − c)
J−1Ψ =
J−1∑
k=0
(
J − 1
k
)
∇/
k
Oc
J−1−kΨ (15.28)
where in the right hand side we have to be careful at the position of the ∇/O’s as
they can operate on the c’s or on the Ψ. Therefore fixed k one has to interpret
the right hand side as made by J − k slots, each one on the left of one c and the
last slot on the left of the Ψ. In these J − k slots one has to distribute k ∇/O’s,
each one operating exclusively on the tensor c at its immediate right, or on Ψ
for the last slot. Computing all the possible ways of distributing these ∇/O’s one
is considering more terms of the real ones, but this over estimate should not
be harmful. Therefore, omitting the minus signs as at the end we are doing an
upper bound norm estimate, we write the following expression122
Ψ(LJ−1O (·))“ = ”
J−1∑
k=0
(
J − 1
k
) ∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
k!
γ1!, γ2!, ..., γJ−k!
(∇/
γ1
O cˆ)(∇/
γ2
O cˆ) · · · (∇/
γJ−1−k
O cˆ)(∇/
γJ−k
O Ψ)
and the norm estimate is
≤
J !
Jα
J−1∑
k=0
Jα−1
(J − 1− k)!
∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
1
γ1!, γ2!, ..., γJ−k!
∣∣∣∣(∇/ γ1O cˆ)(∇/ γ2O cˆ) · · · (∇/ γJ−1−kO cˆ)(∇/ γJ−kO Ψ)∣∣∣∣
p,S

In order to estimate ∇/Oc we apply lemma 4.1 to c and recalling theorem 9.6, it
follows that with a suitable c
|∇/
γ
Oc|∞,S ≤
(
(γ + 1)!
(γ + 1)α
e((γ+1)−2)(δ0+Γ0(λ))
ργ+10,1
)
(15.29)
122To avoid too cumbersome notations we avoided the weight factors in the norm estimates;
following the previous considerations ti will be easy to reinsert them.
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Now notice that at least one among the γi is greater than
k
J−k hence, without
lost of generality, we can suppose γJ−k ≥
k
J−k
J !
Jα
J−1∑
k=0
Jα−1
(J − 1− k)!
∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
1
γ1!, γ2!, ..., γJ−k!
∣∣∣∣(∇/ γ1O cˆ)(∇/ γ2O cˆ) · · · (∇/ γJ−1−kO cˆ)(∇/ γJ−kO Ψ)∣∣∣∣
p,S

≤
J !
Jα
J−1∑
k=0
Jα−1
(J − 1− k)!
∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
1
γ1!, γ2!, ..., γJ−k!
∣∣(∇/ γ1O cˆ)(∇/ γ2O cˆ) · · · (∇/ γJ−1−kO cˆ)∣∣∞,S∣∣(∇/ γJ−kO Ψ)∣∣p,S

≤
J !
Jα
J−1∑
k=0
Jα−1
(J − 1− k)!
∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
cJ−k
(γ1 + 1)
(γ1 + 1)α
(γ2 + 1)
(γ2 + 1)α
· · ·
(γJ−1−k + 1)
(γJ−1−k + 1)α
(γJ−k + 1)
(γJ−k + 1)α
e(k−(J−k))(δ+Γ)
ρJ0,1

≤
J !
Jα
(
e(J−2)(δ+Γ)
ρJ0,1
)[
J−1∑
k=0
cJ−k
Jα−1
(J − 1− k)!
·
∑J−k
s=1 γs=k∑
γ1,γ2,...,γJ−k
1
(γ1 + 1)α−1
1
(γ2 + 1)α−1
· · ·
1
(γJ−1−k + 1)α−1
1
(γJ−k + 1)α−1
e−2J)(δ+Γ)

≤
J !
Jα
(
e(J−2)(δ+Γ)
ρJ0,1
)[
J−1∑
k=0
Jα−1(J − k)α−1
kα−1
cJ−ke−2(J−1)(δ+Γ)
(J − 1− k)!ρJ−k−10,1 ∑J−ks=1 γs=k∑
γ1,γ2,...,γJ−k
1
(γ1 + 1)α−1
1
(γ2 + 1)α−1
· · ·
1
(γJ−1−k + 1)α−1

≤ c
J !
Jα
(
e(J−2)(δ+Γ)
ρJ0,1
)[
J−1∑
k=0
Jα−1(J − k)α−1
kα−1
2J−kcJ−ke−2(J−1−k)(δ+Γ)
(J − 1)!
]
(15.30)
provided α > 3123 . We rearrange the terms in the following way
≤ c
J !
Jα
(
e(J−2)(δ+Γ)
ρJ0,1
)[
J−1∑
k=0
Jα−1
kα−1(J − 1− k)!
(J − k)α−1cJ−ke−2(J−1−k)(δ+Γ)
ρJ−k−10,1
]
≤ c′
J !
Jα
(
e(J−2)(δ+Γ)
ρJ0,1
)[
J−1∑
k=0
Jα−1
kα−1(J − 1− k)!
]
≤ C
J !
Jα
(
e(J−2)(δ+Γ)
ρJ0,1
)
, (15.31)
provided δ sufficiently large. Clearly the same lemma can be used to pass from
LˆO(Ψ(R)) to LO(Ψ(R)) and from LO(Ψ(R)) to Ψ(LOR)
123We need α > 3 due to the possible estimate of
∣∣(LγJ−kO Ψ)∣∣∞ which give a term 1(γJ−k)α−2
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Let us write down symbolically the formula to pass from LOΨ(R) to Ψ(LOR),
see [Kl-Ni2] proposition 5.1.1 equation 5.1.4 as example,
ψ(LOR) = (LO − cˆ)Ψ(R), (15.32)
where cˆ is a combination of connection coefficients.
At its turn we can write
Ψ(LˆOR) = (LO − c˜)Ψ(R), (15.33)
where c˜ is a combination of connection coefficients, see [Kl-Ni2], proposition
5.1.1. equation 5.1.6 as example.
15.4 Theorem 10.1, he Proof of the boundedness of the
Q norms. The estimate of the Error
The Proof of the boundedness is more complicated than the one discussed in
[Kl-Ni2], due to the presence to terms associated to all values of J .
The way to prove our result mimics what done in [Kl-Ni2] and more in general
each time we have a global existence proof, namely we assume the existence
of the solution satisfying some specific properties in a region we consider the
largest possible and, subsequently, we prove that this region can be extended.
This implies, to avoid a contradiction, that the assumed “largest region” is in
fact the whole space where the problem is well defined. This argument requires,
not to be empty, that one could prove, usually via a locally existence result, that
a solution with the “specific properties” does exist, at least in a small region.
Therefore we have to look carefully at the following two points:
i) Which are the specific properties we have to assume.
ii) How we extend the assumed “largest possible region”.
The second point is the heart of the problem, but the choice of the first is crucial
to allow the second one.
The specific properties:
We assume that in the “largest possible region” K:
a) The norms of the connection coefficients with all their derivatives satisfy
some bounds which are those expressed in the initial sections and we are going
to recall later on, with a well definite constant in front which we assume small,
ε, for all derivatives up to the J0 order.
b) The norms of the Riemann components with all their derivatives satisfy some
bounds which are those expressed in the initial sections and we are going to recall
later on, with a well definite constant in front which we assume small, O(ε), for
all derivatives up to the J0 order.
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c) The “largest possible region” has a diamond shape and the last slice is
C∗ ≡ C(ν∗; [λ0, λ1]). The energy-type norms Q defined on the “largest pos-
sible region” have to satisfy the following bounds, for any J and any λ ∈ [λ0, λ],
and ν ∈ [ν0, ν], with c sufficiently small[
J∑
H=2
(Q(H−2)(λ, [ν0, ν]) +Q
(H−2)([λ0, λ], ν)
]
≤ c
[
J∑
H=2
(Q
(H−2)
(0),2 (λ0, [ν0, ν]) +Q
(H−2)
(0),2 ([λ0, λ], ν0)
]
.
(15.34)
Remark:
We expect that requirement b) is redundant as all these norm estimates, provided
requirement a) is satisfied, can be derived from the boundedness of the energy-
type norm estimates, requirement c).
How to extend the region:
As said in subsection 4.1 we have to prove the following inequality in K ( here
we write only the one in λ, the one in ν is similar ):
Q(C(λ)) = Q(C0) + Error = Q(C0) +
∫ λ
0
dλ′|F (O)|Q(C(λ′))
If we can prove the Error is sufficiently small to lower the constant C(1), of
the inductive estimates in K for the null Riemann components, estimate 4.22,
we can extend the region K and obtain the global existence. This result can be
obtained estimating carefully the Error of the Q(J−2) norms for every J .
The Error term, we will divide it in E1 and E2, we have to estimate have the
following structure, see [Kl-Ni2],
E1(u, u) =
∫
V(u,u)
DivQ(LˆT W˜ )βγδ(K¯
βK¯γK¯δ)
+
∫
V(u,u)
DivQ(LˆOW˜ )βγδ(K¯
βK¯γT δ)
+
3
2
∫
V(u,u)
Q(LˆT W˜ )αβγδ(
(K¯)παβK¯γK¯δ) (15.35)
+
∫
V(u,u)
Q(LˆOW˜ )αβγδ(
(K¯)παβK¯γT δ)
+
1
2
∫
V(u,u)
Q(LˆOW˜ )αβγδ(
(T )παβK¯γK¯δ)
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E2(u, u) =
∫
V(u,u)
DivQ(Lˆ
2
OW˜ )βγδ(K¯
βK¯γT δ)
+
∫
V(u,u)
DivQ(LˆOLˆT W˜ )βγδ(K¯
βK¯γK¯δ)
+
∫
V(u,u)
DivQ(LˆSLˆT W˜ )βγδ(K¯
βK¯γK¯δ)
+
∫
V(u,u)
Q(Lˆ
2
OW˜ )αβγδ(
(K¯)παβK¯γT δ)
+
1
2
∫
V(u,u)
Q(Lˆ
2
OW˜ )αβγδ(
(T )παβK¯γK¯δ)
+
3
2
∫
V(u,u)
Q(LˆOLˆT W˜ )αβγδ(
(K¯)παβK¯γK¯δ) (15.36)
+
3
2
∫
V(u,u)
Q(LˆSLˆT W˜ )αβγδ(
(K¯)παβK¯γK¯δ) ,
where W˜ = Lˆ
J−2
O W and W (but not W˜ ) satisfies the Bianchi identities.
Looking at these expressions it follows that the terms without the divergence
can be treated exactly as in [Kl-Ni2] as the presence of W˜ instead ofW does not
play any role, in fact the only property which will be used is that W˜ is a Weyl
tensor exactly as W . The situation is, viceversa, different for the derived terms
as in the present case DµW˜µνρσ is different from zero while D
µWµνρσ = 0. This
implies that some more terms are present in the error.
Let us look at it in greater detail considering separately the parts relative to
E1(u, u), ∫
V(u,u)
DivQ(LˆOW˜ )βγδ(K¯
βK¯γT δ)∫
V(u,u)
DivQ(LˆT W˜ )βγδ(K¯
βK¯γK¯δ) (15.37)
and those relative to E2(u, u),∫
V(u,u)
DivQ(Lˆ
2
OW˜ )βγδ(K¯
βK¯γT δ)∫
V(u,u)
DivQ(LˆOLˆT W˜ )βγδ(K¯
βK¯γK¯δ)∫
V(u,u)
DivQ(LˆSLˆT W˜ )βγδ(K¯
βK¯γK¯δ) . (15.38)
For simplicity we restrict to the first terms of E1(u, u) and of E2(u, u) as we
expect that the remaining terms can be treated in the same way,
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∫
V(u,u)
DivQ(LˆOW˜
(J−2))βγδ(K¯
βK¯γT δ)
∫
V(u,u)
DivQ(Lˆ
2
OW˜
(J−2))βγδ(K¯
βK¯γT δ) .
From Proposition 7.1.1 of [Ch-Kl] we have the following expressions
DivQ(LˆOW˜
(J−2))βγδ = (15.39)
= (LˆOW˜
(J−2)) µ νβ δ D
α(LˆOW˜
(J−2))αµγν + (LˆOW˜
(J−2)) µ νβ γ D
α(LˆOW˜
(J−2))αµδν
+∗(LˆOW˜
(J−2)) µ νβ δ D
α(LˆO
∗W˜ (J−2))αµγν +
∗(LˆOW˜
(J−2)) µ νβ γ D
α(LˆO
∗W˜ (J−2))αµδν
DivQ(Lˆ
2
OW˜
(J−2))βγδ = (15.40)
= (Lˆ
2
OW˜
(J−2)) µ νβ δ D
α(Lˆ
2
OW˜
(J−2))αµγν + (Lˆ
2
OW˜
(J−2)) µ νβ γ D
α(Lˆ
2
OW˜
(J−2))αµδν
∗(Lˆ
2
OW˜
(J−2)) µ νβ δ D
α(Lˆ
2
O
∗W˜ (J−2))αµγν +
∗(Lˆ
2
OW˜
(J−2)) µ νβ γ D
α(Lˆ
2
O
∗W˜ (J−2))αµδν
We consider the term associated to the E2 error as,
124 once we prove the right
estimate for this term, the estimate for the term associated to E1 follows. There-
fore we consider the first term of 15.40,
DivQ(Lˆ
2
OW˜
(J−2))βγδ = (Lˆ
2
OW˜
(J−2)) µ νβ δ D
α(Lˆ
2
OW˜
(J−2))αµγν (15.41)
and the part of the error term E2 we consider is,∫
V(λ,ν)
(DµLˆ
2
OW˜
(J−2))µργσ(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ) . (15.42)
Considering only this part as “error term” we can write,
Q
(J−2)
2 (λ, ν)= Q
(J−2)
(0),2 +
∫
V(λ,ν)
(DµLˆ
2
OW˜
(J−2))µργσ(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ) (15.43)
+
∫
V(λ,ν)
(DµLˆ
2
OW˜
(J−2))µρδσ(Lˆ
2
OW˜
(J−2)) ρ σβ γ (K¯
βK¯γT δ)
and the problem is reduced to showing that the second term and the third one
can be bounded by ε1(Q
(J−2)
1 + Q
(J−2)
2 )(λ, ν) where with ε1 we mean a small
quantity (not a priori related to ε). The two parts of the error we are considering
are basically equal and, therefore, we estimate only the first one.
124In fact it turns out that the estimate for E1 can also be done in a easier way.
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We start computing (DµLˆ
2
OW˜
(J−2))µβγδ: From Proposition 7.1.2 in [Ch-Kl] it
follows,
(DµLˆ
2
OW˜
(J−2))µβγδ = D
µ(LˆOW˜
(J−1))µβγδ
= LOD
µW˜
(J−1)
µβγδ +
[
−
1
2
(
(O)πˆ
ρ
βD
µ(W˜ (J−1))µργδ +
(O)πˆ
ρ
γD
µ(W˜ (J−1))µβρδ +
(O)πˆ
ρ
δD
µ(W˜ (J−1))µβγρ
)
+
1
8
(tr(O)π)Dµ(W˜ (J−1))µβγδ
]
+
1
2
(O)πˆ
µν
DνW˜
(J−1)
µβγδ +
1
2
Dα( (O)πˆαλW˜
(J−1)λ
βγδ ) +
1
2
{
(Dβ
(O)πˆµλ −Dλ
(O)πˆµβ)W˜
(J−1)µλ
γδ + ··
}
= LOD
µW˜
(J−1)
µβγδ +
[
−
1
2
(
(O)πˆ
ρ
βD
µ(W˜ (J−1))µργδ +
(O)πˆ
ρ
γD
µ(W˜ (J−1))µβρδ +
(O)πˆ
ρ
δD
µ(W˜ (J−1))µβγρ
)
+
1
8
(tr(O)π)Dµ(W˜ (J−1))µβγδ +
(O)πˆ
µν
DνW˜
(J−1)
µβγδ
]
+
{
(O)pλW˜
(J−1)λ
βγδ +
(
(O)qαβλW˜
(J−1)αλ
γδ +
(O)qαγλW˜
(J−1)α λ
β δ +
(O)qαδλW˜
(J−1)α λ
βγ
)}
(15.44)
where (O)pλ and the
(O)qαδλ are defined in [Kl-Ni2].
Observe that the first term has (J − 1) + 2 derivations, the terms in square
brackets have (J − 1) + 1 derivations and the terms in the curly brackets have
(J − 1) derivations. It is the first term we cannot estimate with Q
(J−2)
2 while
the second and third term can be easily estimated in terms of Q
(J−2)
2 . We have,
therefore, to iterate the procedure computing again as before
DµW˜
(J−1)
µβγδ = (D
µLˆOW˜
(J−2))µβγδ
and then repeating the procedure up to the moment we have
LJ−1O D
µW˜
(1)
µβγδ = L
J−1
O (D
µLˆOW˜
(0))µβγδ = L
J−1
O (D
µLˆOW )µβγδ (15.45)
= LJ−1O ([D
µ, LˆO]W )µβγδ + L
J−1
O (LˆOD
µW )µβγδ = L
J−1
O ([D
µ, LˆO]W )µβγδ ,
as W = W˜ (0) has divergence zero. Therefore we have to repeat the procedure
J times which implies that at every step the terms in square brackets and curly
brackets reproduce themselves, obtaining
(DµLˆ
2
OW˜
(J−2))µβγδ = (D
µLˆOW˜
(J−1))µβγδ =
=
J−1∑
k=0
LkO
[
−
1
2
(
(O)πˆ
ρ
βD
µ(W˜ (J−1−k))µργδ +
(O)πˆ
ρ
γD
µ(W˜ (J−1−k))µβρδ +
(O)πˆ
ρ
δD
µ(W˜ (J−1−k))µβγρ
)
+
1
8
(tr(O)π)Dµ(W˜ (J−1−k))µβγδ +
(O)πˆ
µν
DνW˜
(J−1−k)
µβγδ
]
+
J−1∑
k=0
LkO
{
(O)pλW˜
(J−1−k)λ
βγδ +
(
(O)qαβλW˜
(J−1−k)αλ
γδ +
(O)qαγλW˜
(J−1−k)α λ
β δ +
(O)qαδλW˜
(J−1−k)α λ
βγ
)}
(15.46)
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which we write symbolically, omitting the constants, as
J−2∑
k=0
LkO
(
(O)π
ρ
βD
µ(W˜ (J−1−k))µργδ
)
+
J−1∑
k=0
LkO
(
(O)πˆ
µν
DνW˜
(J−1−k)
µβγδ
)
+
J−1∑
k=0
LkO
(
(O)q˜αβλW˜
(J−1−k)αλ
γδ
)
, (15.47)
where
q˜αβλ = δαβ
(O)pλ or
(O)qαβλ .
Let us estimate the first sum, the second one should be estimated in the same
way, the third one will be considered later on. Before doing this estimate let us
look at what we would like to get. The error, considering only the first sum,
has the form∫
V(λ,ν)
(DµLˆ
2
OW˜
(J−2))µργσ(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ) (15.48)
=
J−2∑
k=0
∫
V(λ,ν)
(
LkO
(O)π
τ
ρD
µ(W˜ (J−1−k))µτγσ
)
(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ) .
Therefore neglecting all the other parts of the error which we will consider later
on we have to deal with the following inequality,
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)= Q
(J−2)
(0),2 (λ, ν)
+
J−2∑
k=0
∫
V(λ,ν)
(
LkO
(O)π
τ
ρD
µ(W˜ (J−1−k))µτγσ
)
(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ)
where
Q
(J−2)
(0),2 (λ, ν) = Q
(J−2)
(0),2 (λ0, ν) +Q
(J−2)
(0),2 (λ, ν0) . (15.49)
To estimate this part of the error we proceed as done in [Kl-Ni2], we consider
one term of the sum of terms in the integrand
J−2∑
k=0
∫
V(λ,ν)
τ4+
(
LkO
(O)π
τ
ρD
µ(W˜ (J−1−k))µτ4σ
)
(Lˆ
2
OW˜
(J−2)) ρ σ4 4 (15.50)
which at its turn can be decomposed in two terms
J−2∑
k=0
∫
V(λ,ν)
τ4+
(
LkO
(O)π
τ
ρD
µ(W˜ (J−1−k))µτ4σ
)
(Lˆ
2
OW˜
(J−2)) ρ σ4 4
=
J−2∑
k=0
∫
V(λ,ν)
τ4+
(
LkO
(O)π
τ
ρD(W˜
(J−1−k))
)
· α(Lˆ
2
OW˜
(J−2))
+
J−2∑
k=0
∫
V(λ,ν)
τ4+
(
LkO
(O)π
τ
ρD(W˜
(J−1−k))
)
· β(Lˆ
2
OW˜
(J−2)) (15.51)
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The two terms have the same structure therefore we estimate only the first one.
Let us consider a generic term of the first sum∫
V(λ,ν)
τ4+
(
LkO
(O)π
τ
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2
≤
(
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Q
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′, ν)
)1
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O
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 . (15.52)
Therefore assuming for the moment this as the only error contribution we have
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)≤ Q
(J−2)
(0),2 (λ, ν)
+
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2 J−2∑
k=0
 k∑
l=0
(
k
l
)∫ λ
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(∫
C(λ′;[ν0,ν])
τ4+|(L
l
O
(O)π
τ
ρ)Lˆ
k−l
O D(W˜
(J−1−k))|2
)1
2
 .
Let us state now the estimate assumptions for Q
(H)
2 (λ, ν) and for Q
(H)
2 (λ, ν) for
H < J − 2 , which will be used later on, see eqs. 10.13,125126
127
(Q
(H)
2 (λ, ν))
1
2 ≤ C∗(1)
(H + 2)!
(H + 2)α
eH(δ+Γ(λ))
ρ
(H+2)
0,1
(Q
(H)
2 (λ, ν))
1
2 ≤ C∗(1)
(H + 2)!
(H + 2)α
eH(δ+Γ(λ))
ρ
(H+2)
0,1
. (15.53)
125 The consistency follows recalling that Q
(H)
2 allows to estimate |LOW
(H)|p,S .
126Notice that, as the constant C(1) bounds the sum of the first H norms we should choose
a different, smaller constant. We call it still C(1) for the sake of simplicity.
127 We have to remember that we are proving the estimate for the Q(H) in an inductive way
which implies that these estimates (we expect correct) have been already proved for H < J−2
and we prove now for H = J − 2.
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We write
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)≤ Q
(J−2)
(0),2 (λ, ν)
+
(
sup
λ′∈[λ0,λ]
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′, ν)
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2

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(∫
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O
(O)π
τ
ρ)Lˆ
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2
 (15.54)
Let us consider the first sum in the curled brackets, first of all we write(∫
C(λ′;[ν0,ν])
τ4+|(
(O)π
τ
ρ)Lˆ
k
OD(W˜
(J−1−k))|2
)1
2
≤
(
sup
V (λ,ν)
|rσ (O)π|2
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2
(∫
C(λ′;[ν0,ν])
τ4+r
−2σ|Lˆ
k
ODLˆ
(J−1−k)
O W |
2
)1
2
. (15.55)
We assume (easy to prove128) that we can move D on the left paying a price of
harmless lower order terms. Moreover the weight rσ is not specified as it depends
on which component of (O)π one is considering, but it will turn out that it is
systematically the appropriate one. Observe that, see for instance [Ch-Kl] eq.
(7.5.12a), we can expect the following estimate we have to investigate carefully
later on,∫
C(λ′;[ν0,ν])
τ4+r
−2σ|Lˆ
k
ODW˜
(J−1−k)|2 ≤
∫ ν
ν0
τ4+r
−2σ
∫
S(λ′,ν)
1
r2(λ′, ν′)
|Lˆ
2
OW˜
(J−2)|2
≤
1
r2+2σ(λ′, ν0)
∫ ν
ν0
τ4+
∫
S(λ′,ν)
|Lˆ
2
OΨ(W˜
(J−2))|2 ≤
1
r2+2σ(λ′, ν0)
Q
(J−2)
2 (λ
′, ν)
≤
c
|λ′|2+2σ
Q
(J−2)
2 (λ
′, ν) . (15.56)
and from it, observing that(
sup
λ′∈[λ0,λ]
|rσ (O)π|2
)1
2
= O(ε) ,
128 Notice, in fact, that an extra factor ≤ O(J) is produced for each term when we commute
D with the LO, implying we have also a term to estimate multiplied by a factor ≤ O(J
2), but
there is one LˆO less which allows to control this extra O(J) factor. Therefore this terms are
controlled as the more delicate one with the difference the we can use the inductive assumption
on the Q(J−2).
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J−2∑
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∫ λ
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≤ c
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(15.57)
≤ cǫ0(J − 1)
∫ λ
λ0
dλ′
1
|λ′|1+1σ
(
Q
(J−2)
2 (λ
′, ν)
) 1
2
,
so that, we have,
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)≤ Q
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(0),2 (λ, ν) (15.58)
+
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) 1
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(O)π
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. (15.59)
Remark:
Let us forget for a moment the second sum in the curly brackets and observe
that many terms of the error can be controlled via the inductive estimates, but
this cannot be done for the first part as, due to the factor ǫ(J − 1), this term
cannot be written as Q
(J−2)
1,2 multiplied by a small factor. Therefore we need an
internal bootstrap mechanism: we prove that the estimate 15.53 for Q
(H=J−2)
1,2
is satisfied in a small region starting from the the initial data surface C0 ∪ C0
going up in ν from ν0 to ν0+ δ and in λ from λ0 to λ0+ δ then we assume that
the largest region where this estimate holds with the constant C(1) be the one
with ν ∈ [ν0, ν] and λ ∈ [λ0, λ] and prove that this region can be extended going
up in ν and up in λ . We do it now considering only the contribution of the
first term in the curly brackets, but the procedure can be done in the same way
considering all the error terms.
Let us go back to our proof of the boundedness of the Q norms via the error
estimates. As we said the estimates we want to prove are,
(Q2
(J−2)(λ, ν))
1
2 ≤ C∗(1)
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
, (15.60)
Recalling that we are estimating the second term of inequality 15.59 and that
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Γ(λ) is increasing in λ, and using the bootstrap assumption
Q2
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(0),2 (λ, ν)) (15.61)
+
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Therefore(
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Observe that denoting,
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=
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,
therefore ∫ λ
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0
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(15.63)
as x0 =
(λ0−λ)
λ0λ
< 0 and, finally,
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)
, (15.64)
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choosing ε sufficiently small, which implies that it can be extended to any ν up
to ν∗ and to the largest value of λ = λ1. Therefore the result holds everywhere
and the control of the more delicate term of the error is done.
There is, see later on, another term which requires the same internal bootstrap
which therefore has to be done considering all the terms, but now we investigate
the second sum in 15.54 which can be estimated via the inductive assumptions,
namely
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To control this sum, assuming the estimates 15.53
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Denoting,
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=
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,
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we have∫ λ
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choosing α > 3. Therefore finally
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Let us investigate the same sum with k ≥ J/2. We have to divide it in two
sums, the first with l ≤ J/2 and the second with l > J/2. The first sum is
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treated exactly as the previous one so we are left with estimating,
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To estimate 15.70 we have to make an assumption about the estimate of |rσLˆ
l
O
(O)π|2.
As (O)π has to be treated as a connection coefficient we can assume the follow-
ing estimates coherent with the inductive assumptions for the Lie derivatives of
the connection coeffcients, see later on.
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with σ ≥ 2 if l > 0, = 1 if l = 0 and c1 = O(ǫ0) if l ≤ 7. Moreover
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Therefore
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the last inequality as e−Γ(λ
′) < 1. Observe that, for suitable c”∫ λ
λ0
dλ′
|λ′|
5
2
e(J−2)(−Γ(λ)−Γ(λ
′)) = −
∫ x0
0
dxx
1
2 e(J−2)x ≤
c′
(J − 2)
3
2
(15.74)
and substituting in the previous estimate we obtain
J−2∑
k=[ J2 ]+1
k∑
l=[ J2 ]+1
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+|(L
l
O
(O)π
τ
ρ)Lˆ
k−l
O D(W˜
(J−1−k))|2
)1
2
(15.75)
≤
(
C(1)
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)(
c1c
′ e
−δe
1
ν0
ρ0,1
) J−2∑
k=[ J2 ]+1
k∑
l=[ J2 ]+1
(
k
l
)
Jα
J !
l!
lα
(J − l)!
(J − l)α
1
(J − 2)
3
2
 .
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We have to prove that the factor
[
· ·
]
is bounded by a constant c. Choosing δ
sufficiently large this term is under control. In fact J−2∑
k=[ J2 ]+1
k∑
l=[ J2 ]+1
(
k
l
)
Jα
J !
l!
lα
(J − l)!
(J − l)α
1
(J − 2)
3
2

=
Jα
J !
1
(J − 2)
3
2
J−2∑
k=[ J2 ]+1
k∑
l=[ J2 ]+1
k!
(k − l)!
1
lα
(J − l)!
(J − l)α
=
1
J !
1
(J − 2)
3
2
J−2∑
k=[ J2 ]+1
k∑
l=[ J2 ]+1
k!
(k − l)!
Jα
lα
(J − l)!
(J − l)α
≤
1
(J − 2)
3
2
J−2∑
k=[ J2 ]+1
k∑
l=[ J2 ]+1
[
k!(J − l)!
J !(k − l)!
][
Jα
lα
]
1
(J − l)α
≤
(
sup
[
k!(J − l)!
J !(k − l)!
][
1
(J − 2)
3
2
Jα
lα
]) J−2∑
k=[ J2 ]+1
 k∑
l=[ J2 ]+1
1
(J − l)α

≤ c
1
(J − 2)
3
2
J−2∑
k=[ J2 ]+1
c′ ≤
c′′
(J − 2)
1
2
.
15.4.1 Going back to the error terms:
Recalling the previous expressions, see eq. 15.47 written symbolically, omitting
the constants, as
(DµLˆ
2
OW˜
(J−2))µβγδ =
J−2∑
k=0
LkO
(
(O)π
ρ
βD
µ(W˜ (J−1−k))µργδ
)
+
J−1∑
k=0
LkO
(
(O)πˆ
µν
DνW˜
(J−1−k)
µβγδ
)
+
J−1∑
k=0
LkO
(
(O)q˜αβλW˜
(J−1−k)αλ
γδ
)
,
where
q˜αβλ = δαβ
(O)pλ or
(O)q˜αβλ .
We have estimated the contribution of the first sum, the second one should be
estimated in the same way, we look here at the contribution of the third one.
Therefore we proceed as we had
(DµLˆ
2
OW˜
(J−2))µβγδ =
J−1∑
k=0
LkO
(
(O)q˜αβλW˜
(J−1−k)αλ
γδ
)
+ [terms under control] .
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The error, considering only the first sum, has the form∫
V(λ,ν)
(DµLˆ
2
OW˜
(J−2))µργσ(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ) (15.76)
=
J−1∑
k=0
∫
V(λ,ν)
LkO
(
(O)q˜αρλW˜
(J−1−k)αλ
γσ
)
(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ) .
Therefore neglecting all the other parts of the error we have to deal with the
following inequality,
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)= Q
(J−2)
(0),2 (λ, ν)
=
J−1∑
k=0
∫
V(λ,ν)
LkO
(
(O)q˜αρλW˜
(J−1−k)αλ
γσ
)
(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ)
=
∫
V(λ,ν)
LJ−1O
(
(O)q˜αρλW˜
(0)αλ
γσ
)
(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ)
+
J−2∑
k=0
∫
V(λ,ν)
LkO
(
(O)q˜αρλW˜
(J−1−k)αλ
γσ
)
(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ)
where Proceeding as before, we start looking at the first term which is the one
we have to add to the “internal bootstrap mechanism”, at its turn it can be
decomposed in two terms∫
V(λ,ν)
(
LJ−1O
(O)q˜αρλW˜
(0)αλ
γσ
)
(Lˆ
2
OW˜
(J−2)) ρ σβ δ (K¯
βK¯γT δ)
=
∫
V(λ,ν)
τ4+
(
LJ−1O
(O)q˜αρλW˜
(0)αλ
4σ
)
(Lˆ
2
OW˜
(J−2)) ρ σ4 4 (K¯
βK¯γT δ)
=
∫
V(λ,ν)
τ4+
(
LJ−1O
(O)q˜α·λW˜
(0)αλ
4·
)
· α(Lˆ
2
OW˜
(J−2))
+
∫
V(λ,ν)
τ4+
(
LJ−1O
(O)q˜α·λW˜
(0)αλ
4·
)
· β(Lˆ
2
OW˜
(J−2)) . (15.77)
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These two terms have the same structure and it is enough to estimate the first
one as the same estimate holds for the second,∫
V(λ,ν)
τ4+
(
LJ−1O
(O)q˜α·λW˜
(0)αλ
4·
)
· α(Lˆ
2
OW˜
(J−2))
=
J−1∑
l=0
(
J − 1
l
)∫
V(λ,ν)
τ4+
(
(LlO
(O)q˜α·λ)Lˆ
J−1−l
O W˜
(0)αλ
4·
)
· α(Lˆ
2
OW˜
(J−2))
=
J−1∑
l=0
(
J − 1
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν,ν∗])
τ4+
∣∣(LlO (O)q˜) · (LˆJ−1−lO W˜ (0))∣∣2
)1
2
(∫
C(λ′;[ν,ν∗])
τ4+|α(Lˆ
2
OW˜
(J−2))|2
)1
2
≤
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
J−1∑
l=0
(
J − 1
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν,ν∗])
τ4+
∣∣(LlO (O)q˜) · (LˆJ−1−lO W˜ (0))∣∣2
)1
2

≤
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
∫ λ
λ0
dλ′
(∫
C(λ′;[ν,ν∗])
τ4+
∣∣(LJ−1O (O)q˜) · (W˜ (0))∣∣2
)1
2

+
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
J−2∑
l=0
(
J − 1
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν,ν∗])
τ4+
∣∣(LlO (O)q˜) · (LˆJ−1−lO W˜ (0))∣∣2
)1
2
 . (15.78)
Only the first term enters the internal bootstrap mechanism, let us estimate it.
Mimicking the previous computations we have
Q2
(J−2)(λ, ν)) +Q2
(J−2)(λ, ν))≤ Q
(J−2)
(0),2 (λ, ν)) (15.79)
+
(
C∗(1)
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LJ−1O (O)q˜) · W˜ (0)∣∣2
)1
2

and, see 15.62(
Q2
(J−2)(λ, ν)) +Q
(J−2)
2 (λ, ν))
) 1
2 (15.80)
≤
(
C
(1)
0
J !
Jα
e(J−2)(δ+Γ0(λ))
ρJ0,1
)
+
∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LJ−1O (O)q˜) · W˜ (0)∣∣2
)1
2
.
Moreover, proceeding as before,(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LJ−1O (O)q˜) · W˜ (0)∣∣2
) 1
2
=
(∫ ν
ν0
dν′τ4+
∫
S(λ′,ν′)
dν
∣∣(LJ−1O (O)q˜) · W˜ (0)∣∣2
) 1
2
≤
(∫ ν
ν0
dν′τ4+|L
J−1
O
(O)q˜|24,S(λ′,ν′)|W˜
(0)|24,S(λ′,ν′)
) 1
2
(15.81)
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Using the estimates,129
|r2−
1
2LJ−1O
(O)q˜|4,S(λ′,ν′) ≤ c1
J !
Jα
e(J−2)(δ+Γ(λ
′))
ρJ0,1
(15.82)
and,130
|(W˜ (0))|4,S(λ′,ν′) ≤ |Ψ(W )|4,S(λ′,ν′) ≤ r
−(2− 24 )|λ′|−
3
2 (cε) (15.83)
we have(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LJ−1O (O)q˜) · W˜ (0)∣∣2
) 1
2
≤
(∫ ν
ν0
dν′τ4+|L
J−1
O
(O)q˜|24,S(λ′ν′)|W˜
(0)|24,S(λ′,ν′)
) 1
2
≤
1
|λ′|
3
2
(
c1
J !
Jα
e(J−2)(δ+Γ(λ
′))
ρJ0,1
)
(cε)
(∫ ν
ν0
dν′
τ4+
r3+3
) 1
2
≤
1
|λ′|
3
2
(
c1
J !
Jα
e(J−2)(δ+Γ(λ
′))
ρJ0,1
)
(cε)
(∫ ν
ν0
dν′
ν′2
) 1
2
≤
cε
|λ′|
3
2
(
c1
J !
Jα
e(J−2)(δ+Γ(λ
′))
ρJ0,1
)
and∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LJ−1O (O)q˜) · W˜ (0)∣∣2
)1
2
(15.84)
≤ cε
(
c1
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)(∫ λ
λ0
1
|λ′|
3
2
)
≤ c′ε
(
c1
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
.
Therefore the terms which have a role in the internal bootstrap are under con-
trol and we are left only with terms which can be estimated by the inductive
assumptions namely,
J−2∑
l=0
(
J − 1
l
)∫
V(λ,ν)
τ4+
(
(LlO
(O)q˜α·λ)Lˆ
J−1−l
O W˜
(0)αλ
4·
)
· α(Lˆ
2
OW˜
(J−2))
+
J−2∑
k=0
∫
V(λ,ν)
τ4+ L
k
O
(
(O)q˜α·λW˜
(J−1−k)αλ
4·
)
· α(Lˆ
2
OW˜
(J−2))
129Again recalling the previous discussion about the estimate for the LJO of the connection
coefficients.
130The following estimate is correct due to the index 4 in the beginning of 15.78 which forbids
to W (0) of being α(W ).
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and the analogous term with β. Let us look at the first sum, proceeding as
before we have,
J−2∑
l=0
(
J − 1
l
)∫
V(λ,ν)
τ4+
(
(LlO
(O)q˜α·λ)Lˆ
J−1−l
O W˜
(0)αλ
4·
)
· α(Lˆ
2
OW˜
(J−2))
≤
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
J−2∑
l=0
(
J − 1
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LlO (O)q˜) · (LˆJ−1−lO W˜ (0))∣∣2
)1
2

(15.85)
the second sum can be treated analogously, finally we have(
Q2
(J−2)(λ, ν)) +Q
(J−2)
2 (λ, ν))
) 1
2 ≤
≤
[(
C
(1)
0
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
+ c′ε
(
c1
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)]
+
J−2∑
l=0
(
J − 1
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LlO (O)q˜) · (W˜ (J−1−l))∣∣2
)1
2
( sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
+
J−2∑
k=0
k∑
l=0
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LlO (O)q˜) · (W˜ (J−1−l))∣∣2
)1
2
( sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
.
(15.86)
The last two sums can be written in a more compact way asJ−1∑
k=0
k∧(J−2)∑
l=0
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LlO (O)q˜) · (W˜ (J−1−l))∣∣2
)1
2
 ,
where k ∧ (J − 2) = min[k, (J − 2)].
Therefore assuming for the moment this as the only error contribution we
have
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)≤
[(
C
(1)
0
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)
+ c′ε
(
c1
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)]
+
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2 k∧(J−2)∑
k=0
 k∑
l=0
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+|(L
l
O
(O)q˜)(W˜ (J−1−l))|2
)1
2
 .
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We write
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)≤
[(
C
(1)
0
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)
+ c′ε
(
c1
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)]
+
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2

J−2∑
k=0
∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+|(
(O)q˜)(W˜ (J−1))|2
)1
2

+
k∧(J−2)∑
k=0
 k∑
l=1
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+|(L
l
O
(O)q˜))(W˜ (J−1−l))|2
)1
2

(15.87)
Let us consider the first sum in the curly brackets, first of all we write(∫
C(λ′;[ν0,ν])
τ4+|(
(O)q˜)(W˜ (J−1))|2
)1
2
≤
(
sup
V (λ,ν)
|rσ (O)q˜|2
)1
2
(∫
C(λ′;[ν0,ν])
τ4+r
−2σ|Lˆ
(J−1)
O W |
2
)1
2
. (15.88)
As before, the weight rσ is not specified as it depends on which component
of (O)π one is considering, but it will turn out that it is systematically the
appropriate one, hence we obtain the following estimate,∫
C(λ′;[ν0,ν])
τ4+r
−2σ |W˜ (J−1)|2 ≤
∫ ν
ν0
τ4+r
−2σ
∫
S(λ′,ν)
1
r2(λ′, ν′)
|W˜ (J−1)|2
≤
1
r2+2σ(λ′, ν0)
∫ ν
ν0
τ4+
∫
S(λ′,ν)
|Ψ(W˜ (J−1))|2 ≤
1
r2+2σ(λ′, ν0)
Q
(J−3)
2 (λ
′, ν)
≤
c
|λ′|2+2σ
Q
(J−2)
2 (λ
′, ν) . (15.89)
and from it, observing that(
sup
λ′∈[λ0,λ]
|rσ (O)q˜|2
)1
2
= O(ε) ,
J−2∑
k=0
∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+|(
(O)q˜)(W˜ (J−1))|2
)1
2

≤ c
(
sup
V (λ,ν)
|rσ (O)q˜|2
)1
2
(J − 1)
∫ λ
λ0
dλ′
1
|λ′|1+1σ
(
Q
(J−3)
2 (λ
′, ν)
) 1
2
(15.90)
≤ cǫ0(J − 1)
∫ λ
λ0
dλ′
1
|λ′|1+1σ
(
Q
(J−3)
2 (λ
′, ν)
) 1
2
,
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so that, we have,
Q
(J−2)
2 (λ, ν) +Q
(J−2)
2 (λ, ν)≤
[(
C
(1)
0
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)
+ c′ε
(
c1
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)]
+
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
{
cǫ0(J − 1)
∫ λ
λ0
dλ′
1
|λ′|1+σ
(
Q
(J−3)
2 (λ
′, ν)
) 1
2
+
k∧(J−2)∑
k=0
 k∑
l=1
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+|(L
l
O
(O)q˜)Lˆ
l
O(W˜
(J−1−l))|2
)1
2

(15.91)
1) Let us estimate the first part,
(
sup
λ′∈[λ0,λ]
Q
(J−2)
2 (λ
′, ν)
)1
2
{
cǫ0(J − 1)
∫ λ
λ0
dλ′
1
|λ′|1+σ
(
Q
(J−3)
2 (λ
′, ν)
) 1
2
≤
(
C∗(1)
J !
Jα
e(J−3)(δ+Γ(λ))
ρJ0,1
){
cǫ0(J − 1)
∫ λ
λ0
dλ′
1
|λ′|1+σ
(
Q2
(J−3)(λ′, ν)
)1
2
}
≤
[
(cε)
(
C∗(1)
ρ
e(δ+Γ0(λ))
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ
)2
(J − 1)
J
∫ λ
λ0
dλ′
1
|λ′|1+σ
e(J−2)(−Γ(λ)+Γ(λ
′))
]
≤
(cε)(C∗(1) ρ
e(δ+Γ0(λ))
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)2
(J − 1)
J
∫ λ
λ0
dλ′
1
|λ′|2
e(J−2)
(λ′−λ)
λ′λ
 .
Therefore(
Q2
(J−2)(λ, ν)) +Q
(J−2)
2 (λ, ν))
) 1
2
(15.92)
≤
(
C
(1)
0
J !
Jα
e(J−2)(δ+Γ0(λ))
ρJ0,1
)
+ (cε)
(
C∗(1)
ρ
e(δ+Γ0(λ))
J !
Jα
e(J−2)(δ0+Γ0(λ))
ρJ0,1
)[
(J − 1)
J
∫ λ
λ0
dλ′
1
|λ′|2
e(J−2)
(λ′−λ)
λ′λ
]1
2
Observe that denoting,
x =
(λ′ − λ)
λ′λ
;
dx
dλ′
=
1
λ′2
,
therefore ∫ λ
λ0
dλ′
1
λ′2
e(J−2)
(λ′−λ)
λ′λ = −
∫ x0
0
dxe(J−2)x =
c
J − 2
(15.93)
as x0 =
(λ0−λ)
λ0λ
< 0 and, finally,
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(
Q2
(J−2)(λ, ν)) +Q
(J−2)
2 (λ, ν))
) 1
2
≤
[
C
(1)
0 + (c
′ε)C∗(1)
]( J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
<
(
C∗(1)
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
, (15.94)
choosing ε sufficiently small, which implies that it can be extended to any ν up
to ν∗ and to the largest value of λ = λ1. Therefore the result holds everywhere
and the control of the more delicate term of the error is done.
Let us consider now the second term in curly brackets. First we estimate(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LlO (O)q˜) · (W˜ (J−1−l))∣∣2
)1
2
≤
∫ ν
ν0
dν′τ4+
∫
S(λ′,ν′)
dν|LlO
(O)q˜)|2|W˜ (J−1−l))|2
≤
∫ ν
ν0
dν′τ4+|L
l
O
(O)q˜)|24,S(λ,ν′)|W˜
(J−1−l))|24,S(λ′,ν′)
≤ c1
(l + 1)!
(l + 1)α
e(l−1)(δ+Γ(λ))
ρl+10,1
(
C1
(J − l)!
(J − l)α
e(J−l−2)(δ+Γ(λ
′,ν))
ρJ−l0,1
)
1
|λ′|3
·∫ ν
ν0
dν′
τ4+
r3+3
≤
(
C1
J !
Jα
e(J−2)(δ+Γ(λ
′))
ρJ0,1
)(
c1
e−δ
ρ0,1
)
1
|λ′|3
[
Jα
J !
(l + 1)!
(l + 1)α
(J − l)!
(J − l)α
]
∫ ν
ν0
dν′
ν′2
≤
(
C1
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)(
c1c2
e−δ
ρ0,1
)
1
|λ′|3
[
1
J − 1
Jα
J !
(l + 1)!
(l + 1)α
(J − l)!
(J − l)α
]
.
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ThereforeJ−1∑
k=0
k∧(J−2)∑
l=0
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+
∣∣(LlO (O)q˜) · (W˜ (J−1−l))∣∣2
)1
2

≤
(
C1
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)(
c1c2
e−δ
ρ0,1
)
·J−1∑
k=0
k∧(J−2)∑
l=0
(
k
l
)(
1
J − 1
Jα
J !
(l + 1)!
(l + 1)α
(J − l)!
(J − l)α
)∫ λ
λ0
dλ′
|λ′|3
e−(J−2)(Γ(λ)−Γ(λ
′))

≤
(
C1
J !
Jα
e(J−2)(δ+Γ(λ,ν))
ρJ0,1
)(
c1c2c3
e−δ
ρ0,1
) 1
(J − 1)
J−1∑
k=0
k∧(J−2)∑
l=0
k!
l!(k − l)!
Jα
J !
(l + 1)!
(l + 1)α
(J − l)!
(J − l)α

(15.95)
Let us estimate the term:
J−1∑
k=0
k∧(J−2)∑
l=0
k!
J !
(J − l)!
(k − l)!
Jα
(J − l)α
1
(l + 1)α−1
≤
J−1∑
k=0
k∧(J−2)∑
l=0
Jα
(J − l)α
1
(l + 1)α−1
We estimate this term with α = 3,
J−1∑
k=0
k∧(J−2)∑
l=0
Jα
(J − l)α
1
(l + 1)α−1
≤ C
∫ J−1
0
dk
∫ k
0
J3
(J − l)3
dl
(l + 1)2
=
C
∫ J−1
0
dk
J3( (J+1)
2
(J−l)2 +
4(J+1)
J−l −
2(J+1)
l+1 − 6 ln(J − l) + 6 ln(l + 1))
2(J + 1)4
∣∣∣k
0
≤
C′
∫ J−1
0
dk
J3 (J+1)
2
(J−k)2
2(J + 1)4
≤ C′′
∫ J−1
0
J + 1
(J − k)2
dk ≤ C′′′(J + 1)
And exploiting equation 15.95, we obtain
k∧(J−2)∑
k=0
 k∑
l=1
(
k
l
)∫ λ
λ0
dλ′
(∫
C(λ′;[ν0,ν])
τ4+|(L
l
O
(O)q˜)Lˆ
l
O(W˜
(J−1−l))|2
)1
2

≤
(
C∗(1)
J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
)
(15.96)
It is easy to prove that all the other terms of the error can be treated in the
same way, hence we can consider proved Theorem 10.1
15.5 Step 5, the estimate of the norms of ∇/ JΨ in the in-
terior region.
We state first the following lemmas,
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Lemma 10.3 Assuming the following estimate for the norms of Ψ(Lˆ
J−1
O W )
which follow immediately from the Q norms estimates in Section 15.4,
∣∣Ψ(LˆJ−1O W )∣∣p,S ≤
(
C0
J !
Jα
e(J−2)(δ+Γ(λ)
ρJ0,1
)
, (15.97)
the following estimate holds for the norms of LJ−1O Ψ(W ),∣∣LJ−1O Ψ∣∣p,S ≤
(
C1
J !
Jα
e(J−2)(δ+Γ(λ)
ρJ0,1
)
Lemma 15.1. from the result of the previous lemma the following estimates
hold,
∣∣∇/ J−1O Ψ∣∣p,S ≤
(
C2
J !
Jα
e(J−2)(δ+Γ(λ)
ρJ0,1
)
. (15.98)
Proof: Their proof is an adapted repetition of the Proof of Lemma 4.2 , see
subsection 15.3.
Once we have proved these lemmas we can prove Lemma 10.4 we recall here,
Lemma 10.4
Assuming the norm estimates for the null Riemann component of lemma 15.1
and the estimate of corollary 9.12 for the auxiliary coefficient, h, the following
estimates hold:
Theorem 15.1.∣∣|λ|φ(Ψ)rφ(Ψ)+(J−1)− 2p∇/ J−1Ψ∣∣
p,S
≤
(
C4
J !
Jα
e(J−2)(δ+Γ(λ)
ρJ
)
(15.99)
with ρ < ρ0,1, C4 of order O(1) for J ≥ 5, and O(ε) with ǫ
2
0 < ε < ǫ0 for
J < 5,131
φ(α) = φ(β) =
7
2
, φ(ρ) = φ(σ) = 3 , φ(β) = 2 , φ(α) = 1
φ(α) = φ(β) = 0 , φ(ρ) = φ(σ) =
1
2
, φ(β) =
3
2
, φ(α) =
5
2
. (15.100)
Proof:
Recall that
|∇/
J
Ψ|2 =
∑
A1
∑
A2
..
∑
AJ
eµ1A1e
ν1
A1
eµ2A2e
ν2
A1
· · · eµJAJ e
νJ
AJ
∇/ µ1∇/ µ2 · ·∇/ µJΨµ∇/ ν1∇/ ν2 · ·∇/ νJΨνg
µν
= gµν
∑
A1
∑
A2
..
∑
AJ
(
eµ1A1e
µ2
A2
· ·eµJAJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
) (
eν1A1e
ν2
A2
· ·eνJAJ∇/ ν1∇/ ν2 · ·∇/ νJΨν
)
(15.101)
131If J ≥ 1, for J = 0 ρ becomes ρ− ρ, see [Kl-Ni2].
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and
|∇/
J
Ψ|4 = gµν
∑
A1
∑
A2
..
∑
AJ
(
eµ1A1e
µ2
A2
· ·eµJAJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
) (
eν1A1e
ν2
A2
· ·eνJAJ∇/ ν1∇/ ν2 · ·∇/ νJΨν
)
gτσ
∑
B1
∑
B2
..
∑
BJ
(
eµ1B1e
µ2
B2
· ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ
) (
eν1B1e
ν2
B2
· ·eνJBJ∇/ ν1∇/ ν2 · ·∇/ νJΨσ
)
= gµνgτσ
∑
A1
∑
A2
..
∑
AJ
∑
B1
∑
B2
..
∑
BJ
(
eµ1A1e
µ2
A2
· ·eµJAJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
)(
eµ1B1e
µ2
B2
· ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ
)
·
[(
eν1A1e
ν2
A2
· ·eνJAJ∇/ ν1∇/ ν2 · ·∇/ νJΨν
) (
eµ1B1e
µ2
B2
· ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ
)]
≤
∣∣gµνgτσ∑
A1
∑
A2
..
∑
AJ
∑
B1
∑
B2
..
∑
BJ
(
eµ1A1e
µ2
A2
· ·eµJAJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
)(
eµ1B1e
µ2
B2
· ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ
) ∣∣
· sup
A1,...,AJ ,B1,...,BJ
∣∣∣∣ [(eν1A1eν2A2 · ·eνJAJ∇/ ν1∇/ ν2 · ·∇/ νJΨν)(eµ1B1eµ2B2 · ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ)] ∣∣∣∣
≤
∣∣gµνgτσ∑
A1
∑
A2
..
∑
AJ
∑
B1
∑
B2
..
∑
BJ
(
eµ1A1e
µ2
A2
· ·eµJAJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
)(
eµ1B1e
µ2
B2
· ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ
) ∣∣
·
∣∣∇/ JΨ∣∣2 . (15.102)
Therefore
|∇/ JΨ|2 ≤ c
∣∣gµνgτσ∑
A1
∑
A2
..
∑
AJ
∑
B1
∑
B2
..
∑
BJ
(
eµ1A1e
µ2
A2
· ·eµJAJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
)(
eµ1B1e
µ2
B2
· ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ
) ∣∣
≤ cJ1
1
r2J
sup
µντσ
∣∣gµνgτσ∣∣ sup
µ
∣∣∣∣∣
(∑
i1
∑
i2
..
∑
iJ
Oµ1i1 O
µ2
i2
· ·OµJiJ ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
)∣∣∣∣∣ supν
∣∣∣∣∣
(∑
l1
∑
l2
..
∑
lJ
Oν1l1 O
ν2
l2
· ·OνJlJ ∇/ ν1∇/ ν2 · ·∇/ νJΨν
)∣∣∣∣∣ .
Denoting
Oµ ≡
∑
l
Oµl
we need a more explicit expression of
sup
µ
∣∣Oµ1Oµ2 · ·OµJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ∣∣ .
Oµ1Oµ2 · ·OµJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
= Oµ1Oµ2 · ·OµJ δρ1µ1δ
ρ2
µ2
· ·δρJµj∇/ ρ1∇/ ρ2 · ·∇/ ρJΨµ = O
µ1Oµ2 · ·OµJ δρ1µ1∇/ ρ1δ
ρ2
µ2
∇/ ρ2 · ·δ
ρJ
µj
∇/ ρJΨµ
= Oµ1Oµ2 · ·OµJ
[∑
A1
∑
A2
..
∑
AJ
(eA1)µ1e
ρ1
A1
∇/ ρ1(eA2)µ1e
ρ2
A2
∇/ ρ2 · ·(eAJ )µJ e
ρJ
AJ
∇/ ρJΨµ
]
= Oµ2 · ·OµJ
[∑
A1
∑
A2
..
∑
AJ
g(O, eA1)∇/A1(eA2)µ2∇/A2 · ·(eAJ )µJ∇/AJΨµ
]
. (15.103)
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We have,
sup
µ
∣∣Oµ1Oµ2 · ·OµJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ∣∣
≤ |O|J−1
(
sup
A
|g(O, eA)|
)
2J sup
µ
sup
A2,A3,...,AJ
∣∣∇/A1(eA2)µ2∇/A2 · ·(eAJ )µJ∇/AJΨµ∣∣
≤ CJ1 sup
µ
sup
A2,A3,...,AJ ;µ2,µ3,...,µJ
∣∣∇/A1(eA2)µ2∇/A2 · ·(eAJ )µJ∇/AJΨµ∣∣ . (15.104)
We are left with estimating∣∣∇/A1(eA2)µ2∇/A2 · ·(eAJ )µJ∇/AJΨµ∣∣ , (15.105)
This goes basically as Lemma 4.1, the main difference being that now the deriva-
tives are ∇/AO which are estimated in term of the ∇/OO and, therefore, with a
different ρ namely a ρ0,3 such that ρ0,3 > ρ
This would imply, finally, that the CJ1 in front is controlled by the factor
(
ρ
ρ0,3
)J
.
Let us reproduce the Lemma 4.1 applied to this case.
We write ∇/A1(eA2)µ2∇/A2 · ·(eAJ )µJ∇/AJΨ, omitting the µ indices, as
∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ .
As the eA are endowed with a given name, therefore numbered, we think at
each one as defining a “slot” namely the position at its left, therefore there are
J−1 slots associated to the (J−1) eA’s we are considering; we add an extra slot
which corresponds to the position immediately at the left of Ψ. Therefore we
have J slots and we imagine to distribute in all the possible ways the J ∇/Ai in
these slots. Clearly in this way we are counting more than the possible terms we
can really obtain as each ∇/A cannot operate on the eA’s at its left. Assuming
the described distribution of the ∇/ ’s we have (the equality is formal and it has
to be interpreted as an upper bounds when we consider the norms),
∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ
“ = ”

∑J
s=1γs=J;γJ≥1∑
γ1,γ2,...,γJ−2γJ
J !
γ1!γ2! · · · γJ−1!γJ !
(∇/
γ1
A eA2)(∇/
γ2
A eA3) · · · (∇/
γJ−1
A eAJ )(∇/
γJ
A Ψ)
 .
We denote γJ−1 = q and rewrite the previous expression as
∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ
“ = ”

J∑
q=1
(
J
q
)
∇/
q
AΨ
∑J−1
s=1γs=(J−q)∑
γ1,γ2,...,γJ−2
(J−q)!
γ1!γ2! · · · γJ−1!
(∇/
γ1
A eA2)(∇/
γ2
A eA3) · · · (∇/
γJ−1
A eAJ )
 .
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Denoting k = J − q we rewrite the previous expression as
∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ
“ = ”

J∑
k=0
(
J
k
)
∇/
J−k
A Ψ
∑J−1
s=1γs=k∑
γ1,γ2,...,γJ−1
k!
γ1!γ2! · · · γJ−2!
(∇/
γ1
A eA2)(∇/
γ2
A eA3) · · · (∇/
γJ−1
A eAJ )

= ∇/
J
AΨ+

J∑
k=1
(
J
k
)
∇/
J−k
A Ψ
∑J−1
s=1γs=k∑
γ1,γ2,...,γJ−1
k!
γ1!γ2! · · · γJ−1!
(∇/
γ1
A eA2)(∇/
γ2
A eA3) · · · (∇/
γJ−1
A eAJ )
 .
Going to the norms, the estimate becomes
|∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ|p,S ≤ |∇/
J
AΨ|p,S (15.106)
+

J∑
k=1
(
J
k
)
|∇/
J−k
A Ψ|p,S
∑J−1
s=1γs=k∑
γ1,γ2,...,γJ−1
k!
γ1!γ2! · · · γJ−1!
[
|(∇/
γ1
A eA2)|∞,S |(∇/
γ2
A eA3)|∞,S · · · |(∇/
γJ−1
A eAJ )|∞,S
] .
We use now the results of theorem 9.13 and of corollary 9.14 for the norms
with ∇/
J
A of the connection coefficients, and of the the Riemann null components
estimates and the norms ∇/
J
A of the eA versors,
132 133
|∇/
J
AΨ|p,S ≤ C
(J + 1)!
(J + 1)α
e(J−1)δe(J−1)Γ(λ)
ρJ+10,3
|rJ+φ(O)∇/
J
AeAi |∞,S ≤ C
(J + 1)!
(J + 1)α
e(J−1)δe(J−1)Γ(λ)
ρJ+10,3
. (15.107)
From these estimates it follows that
δ(
J−1∑
s=1
γs = k)
[
|(∇/ γ1A eA2)|∞,S |(∇/
γ2
A eA3)|∞,S · · · |(∇/
γJ−1
A eAJ )|∞,S
]
≤
ek(δ+Γ)
ρk+J−10,3
(γ1 + 1)!(γ2 + 1)! · · · (γJ−1 + 1)!e
−(δ+Γ)(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−1))
(1 + γ1)α(1 + γ2)α · · · (1 + γJ−1)α
and we can rewrite the previous estimate, as
|∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ|p,S ≤ |∇/
J
AΨ|p,S +
{
J−2∑
k=1
(
J − 1
k
)
|∇/
J−k
A Ψ|p,S
ek(δ+Γ)
ρk0,3
k! ·
·
 ∑J−2s=1γs=k∑
γ1,γ2,...,γJ−2
C(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−1))e−(δ0+Γ0(λ))(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))
(1 + γ1)α(1 + γ2)α · · · (1 + γJ−1)α
 .
132In fact the weight factors in the following estimates are for some components a little
better, see Theorem 3.2 of Section 7, but this is irrelevant here.
133The estimate in the third line follows as (assuming r = 1) although the O generators are
at the metric level, nevertheless in the estimates of the angular derivatives of γab and of X
a
there is a loss of derivatives, see subsection 5.3, which implies the same estimates as for the
connection coefficients.
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Applying the previous estimates for the various terms we have
|∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ|p,S ≤
{
C
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρ
(J+1)
0,3
+
J−2∑
k=1
(
J − 1
k
)
C
(J + 1− k)!
(J + 1− k)α
e((J−k)−1)(δ+Γ)
ρJ+1−k0,3
ek(δ+Γ(λ))
ρk0,3
k!
∣∣ [F ] ∣∣} (15.108)
where
[F ] ≡
 ∑J−1s=1γs=k∑
γ1,γ2,...,γJ−1
C(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))e−(δ+Γ(λ))(ǫ(γ1)+ǫ(γ2)+···+ǫ(γJ−2))
ρJ−10,3 (1 + γ1)
α(1 + γ2)α · · · (1 + γJ−1)α
 .(15.109)
Therefore we rewrite 15.108 as
|∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ|p,S ≤
(
C3
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρ
(J+1)
0,3
){
1 +
J−1∑
k=1
(
J − 1
k
)
(J + 1− k)!k!
(J + 1)!
(J + 1)α
(J − k)α
∣∣ [F ] ∣∣}
≤
(
C
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρ
(J+1)
0,3
){
1 +
J−1∑
k=1
(J + 1− k)(J − k)
(J + 1)J
(J + 1)α
(J − k)α
∣∣ [F ] ∣∣}
≤
(
C
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρ
(J+1)
0,3
){
1 +
J−1∑
k=1
(J + 1)α−2
(J − k)α−2
∣∣ [F ] ∣∣} . (15.110)
Provide α is sufficiently large we have∣∣ [F ] ∣∣ ≤ CJ−1 (15.111)
so that
|∇/A1(eA2)∇/A2 · ·(eAJ )∇/AJΨ|p,S ≤ C
(
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ)
ρ
(J+1)
0,4
)(
ρ0,4
ρ0,3
)J+1
CJ+1
≤ C
((
ρ0,4
ρ0,3
)J+1
CJ+1
)(
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρJ+10,4
)
≤ C
(
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρJ+10,4
)
. (15.112)
Provided ρ0,4 sufficiently small. Therefore from 15.104 we have
sup
µ
∣∣Oµ1Oµ2 · ·OµJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ∣∣
≤ |O|J−1
(
sup
A
|g(O, eA)|
)
2J sup
µ
sup
A2,A3,...,AJ
∣∣∇/A1(eA2)µ2∇/A2 · ·(eAJ )µJ∇/AJΨµ∣∣
≤ CJ sup
µ
sup
A2,A3,...,AJ ;µ2,µ3,...,µJ
∣∣∇/A1(eA2)µ2∇/A2 · ·(eAJ )µJ∇/AJΨµ∣∣
≤ CJC
(
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρJ+10,4
)
≤ C
(
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρJ+10,5
)
(15.113)
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for suitable ρ0,5 < ρ0,4 and
|∇/
J
Ψ|2 ≤ c
∣∣gµνgτσ∑
A1
∑
A2
..
∑
AJ
∑
B1
∑
B2
..
∑
BJ
(
eµ1A1e
µ2
A2
· ·eµJAJ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
)(
eµ1B1e
µ2
B2
· ·eµJBJ∇/ µ1∇/ µ2 · ·∇/ µJΨτ
) ∣∣
≤ cJ1
1
r2J
sup
µντσ
∣∣gµνgτσ∣∣ sup
µ
∣∣∣∣∣
(∑
i1
∑
i2
..
∑
iJ
Oµ1i1 O
µ2
i2
· ·OµJiJ ∇/ µ1∇/ µ2 · ·∇/ µJΨµ
)∣∣∣∣∣ supν
∣∣∣∣∣
(∑
l1
∑
l2
..
∑
lJ
Oν1l1 O
ν2
l2
· ·OνJlJ ∇/ ν1∇/ ν2 · ·∇/ νJΨν
)∣∣∣∣∣
≤ C
(
(J + 1)!
(J + 1)α
e(J−1)(δ+Γ(λ))
ρJ+1
)
(15.114)
with ρ < ρ0,1, where we omit the weight factors |λ|
αrβ as they come out in a
obvious way. Therefore Lemma 10.4 has been proven.
To summarize, the previous lemma proves that, apart some technicalities, we
have an estimate of the following kind
|rJ∇/ JΨ| ≤ CJ |Lˆ
J
OΨ|. (15.115)
To control this CJ factor we have to lower the ρ of the estimate of |Lˆ
J
OΨ|.
15.6 Proof of Lemma 4.3
We repeat here the statement of Lemma 4.3:
Lemma 4.3 Let us assume the estimates of theorem 4.2, then the null Riemann
components Ψ satisfy the following estimates for p+ q = J on K with ρ1 < ρ <
ρ0,1 depending only the first s derivatives of the initial data, with s ≤ 7 and
with a suitable choice of the C˜(1) constant of order O(ε) for J ≤ 7134 and O(1)
otherwise., 135∣∣|λ|φ(Ψ)rφ(Ψ)+k− 2pDpS∇/ kΨ∣∣Lp(S) ≤ C˜(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρJ1 , (15.116)
φ(α) = φ(β) =
7
2
, φ(ρ) = φ(σ) = 3 , φ(β) = 2 , φ(α) = 1
φ(α) = φ(β) = 0 , φ(ρ) = φ(σ) =
1
2
, φ(β) =
3
2
, φ(α) =
5
2
. (15.117)
Proof: Preliminary we recall Theorem 4.2, whose Proofs are again an adapted
repetition of the Proof of Lemma 4.2.
Theorem 4.2 Under the assumptions 3.25 and 3.26 on the mixed derivatives
of the initial data connection coefficients on C0 ∪ C0, the following estimates
hold, with C˜(1) of order O(ε) for any J ≤ 7 and order O(1) otherwise.
||λ|φ(Ψ)rφ(Ψ)−
2
pΨ(Lˆ
p
SLˆ
k
OW )|p,S(λ, ν) ≤ C˜
(1) J !
Jα
e(J−2)(δ+Γ(λ))
ρJ0,1
. (15.118)
134If J ≥ 1, for J = 0 ρ becomes ρ− ρ, see [Kl-Ni2].
135Here ρ1 plays the same role of ρ for the angular derivatives estimates.
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∣∣|λ|φ(Ψ)rφ(Ψ)− 2pLpSLkOΨ∣∣p,S ≤ C˜(1) J !Jα e(J−2)(δ+Γ(λ))ρJ0,1 . (15.119)
Let us now prove lemma 4.3, for the sake of simplicity we omit the rφ(·) term.
From the result of the previous lemma the following estimates hold,
The proof is a repetition of lemma 10.4, recall, in fact that
|DpS∇/
k
Ψ|2 =
∑
A1
∑
A2
..
∑
Ak
eµ1A1e
ν1
A1
eµ2A2e
ν2
A1
· · · eµkAke
νk
Ak
DpS∇/ µ1∇/ µ2 · ·∇/ µkΨµD
p
S∇/ ν1∇/ ν2 · ·∇/ νJΨνg
µν
= gµν
∑
A1
∑
A2
..
∑
Ak
(
eµ1A1e
µ2
A2
· ·eµkAkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨµ
) (
eν1A1e
ν2
A2
· ·eνkAkD
p
S∇/ ν1∇/ ν2 · ·∇/ νkΨν
)
(15.120)
and
|DpS∇/
J
Ψ|4 = gµν
∑
A1
∑
A2
..
∑
Ak
(
eµ1A1e
µ2
A2
· ·eµkAkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨµ
) (
eν1A1e
ν2
A2
· ·eνkAkD
p
S∇/ ν1∇/ ν2 · ·∇/ νkΨν
)
gτσ
∑
B1
∑
B2
..
∑
Bk
(
eµ1B1e
µ2
B2
· ·eµkBkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨτ
) (
eν1B1e
ν2
B2
· ·eνkBkD
p
S∇/ ν1∇/ ν2 · ·∇/ νkΨσ
)
= gµνgτσ
∑
A1
∑
A2
..
∑
Ak
∑
B1
∑
B2
..
∑
Bk
(
eµ1A1e
µ2
A2
· ·eµkAkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨµ
)(
eµ1B1e
µ2
B2
· ·eµkBkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨτ
)
·
[(
eν1A1e
ν2
A2
· ·eνkAkD
p
S∇/ ν1∇/ ν2 · ·∇/ νkΨν
) (
eµ1B1e
µ2
B2
· ·eµkBkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨτ
)]
≤
∣∣gµνgτσ∑
A1
∑
A2
..
∑
Ak
∑
B1
∑
B2
..
∑
Bk
(
eµ1A1e
µ2
A2
· ·eµkAkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨµ
)(
eµ1B1e
µ2
B2
· ·eµkBkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨτ
) ∣∣
· sup
A1,...,Ak,B1,...,Bk
∣∣∣∣ [(eν1A1eν2A2 · ·eνkAkDpS∇/ ν1∇/ ν2 · ·∇/ νkΨν) (eµ1B1eµ2B2 · ·eµkBkDpS∇/ µ1∇/ µ2 · ·∇/ µkΨτ)] ∣∣∣∣
≤
∣∣gµνgτσ∑
A1
∑
A2
..
∑
Ak
∑
B1
∑
B2
..
∑
Bk
(
eµ1A1e
µ2
A2
· ·eµkAkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨµ
)(
eµ1B1e
µ2
B2
· ·eµkBkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨτ
) ∣∣
·
∣∣DpS∇/ kΨ∣∣2 . (15.121)
Therefore
|DpS∇/
k
Ψ|2 ≤ c
∣∣gµνgτσ∑
A1
∑
A2
..
∑
Ak
∑
B1
∑
B2
..
∑
Bk
(
eµ1A1e
µ2
A2
· ·eµkAkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨµ
)(
eµ1B1e
µ2
B2
· ·eµkBkD
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨτ
) ∣∣
≤ ck1
1
r2k
sup
µντσ
∣∣gµνgτσ∣∣ sup
µ
∣∣∣∣∣
(∑
i1
∑
i2
..
∑
ik
Oµ1i1 O
µ2
i2
· ·Oµkik D
p
S∇/ µ1∇/ µ2 · ·∇/ µkΨµ
)∣∣∣∣∣ supν
∣∣∣∣∣
(∑
l1
∑
l2
..
∑
lk
Oν1l1 O
ν2
l2
· ·Oνklk D
p
S∇/ ν1∇/ ν2 · ·∇/ νkΨν
)∣∣∣∣∣ .
Denoting
Oµ ≡
∑
l
Oµl ,
we need a more explicit expression of
sup
µ
∣∣Oµ1Oµ2 · ·OµkDpS∇/ µ1∇/ µ2 · ·∇/ µkΨµ∣∣ .
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Oµ1Oµ2 · ·OµkDpS∇/ µ1∇/ µ2 · ·∇/ µkΨµ
= Oµ1Oµ2 · ·OµkDpSδ
ρ1
µ1
δρ2µ2 · ·δ
ρk
µk
∇/ ρ1∇/ ρ2 · ·∇/ ρkΨµ = O
µ1Oµ2 · ·OµkDpSδ
ρ1
µ1
∇/ ρ1δ
ρ2
µ2
∇/ ρ2 · ·δ
ρk
µk
∇/ ρkΨµ
= Oµ1Oµ2 · ·Oµk
[∑
A1
∑
A2
..
∑
Ak
DpS(eA1)µ1e
ρ1
A1
∇/ ρ1(eA2)µ1e
ρ2
A2
∇/ ρ2 · ·(eAk)µke
ρk
Ak
∇/ ρkΨµ
]
= Oµ2 · ·Oµk
[∑
A1
∑
A2
..
∑
Ak
g(O,DpSeA1)∇/A1(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ
]
+Oµ2 · ·Oµk
[∑
A1
∑
A2
..
∑
Ak
g(O, eA1)g(D
p
SeA1 , eD)∇/D(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ
]
+Oµ2 · ·Oµk
[∑
A1
∑
A2
..
∑
Ak
g(O, eA1)D
p
S∇/A1(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ
]
(15.122)
We have,
sup
µ
∣∣Oµ1Oµ2 · ·Oµk∇/ µ1DpS∇/ µ2 · ·∇/ µkΨµ∣∣
≤ |O|k−1
(
sup
A
|g(O,DpSeA)|+ sup
A,D
|g(O, eA)||g(D
p
SeA, eD)|
)
2k sup
µ
sup
A2,A3,...,Ak
∣∣∇/A1(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ∣∣
+|O|k−1
(
sup
A
|g(O, eA)|
)
2k sup
µ
sup
A2,A3,...,Ak
∣∣DpS∇/A1(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ∣∣
≤ Ck1 sup
µ
sup
A2,A3,...,Ak;µ2,µ3,...,µk
[∣∣∇/A1(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ∣∣+ ∣∣DpS∇/A1(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ∣∣] .(15.123)
We are left with estimating 136∣∣DpS∇/A1(eA2)µ2∇/A2 · ·(eAk)µk∇/AkΨµ∣∣ ,
This is a simple repetition with obvious modifications of what already done in
the proof of Lemma 10.4 and we do not repeat here. The remaining part of the
proof mimics the one of this lemma and we do not repeat it here.
15.7 Proof of lemma 4.4
We recall Lemma 4.4:
Corollary 4.4 Under the assumptions of Lemma 4.3 the following estimates
hold, with p+ k = J :
∣∣|λ|φ(Ψ)rφ(Ψ)+(J−1)− 2pDpν∇/ kΨ∣∣Lp(S) ≤ C˜(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρp2ρk+11∣∣|λ|φ(Ψ)+prφ(Ψ)+k− 2pDpλ∇/ kΨ∣∣Lp(S) ≤ C˜(1)e(J−2)δe(J−2)Γ(λ) J !Jα 1ρp2ρk+11 .
136notice that in order to estimate DpS∇/A1 (eA2)µ2∇/A2 · ·(eAk )µk∇/AkΨµ we need to exploit
the estimates of DPS∇/
QO which we have already obtained in Lemma 3.2.
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With suitable ρ2 < ρ1.
Remark:
In the following proof the term rφ(Ψ) has been neglected but in fact should be
reinstated.
Proof: The proof is a consequence of the following lemma,
Lemma 15.2. Defining Q ≥ (2|Ω|∞,S+1+σ|X |∞,S+O(ǫ)), then the following
estimates hold,∣∣|u|k|u|lr− 2pDp−lS Dlλ∇/ kΨ∣∣p,S ≤ C(1)e(J−2)δe(J−2)Γ(λ)Ql 1ρp+k+11 .
(15.124)
Proof: we have to prove the estimates by induction satrting from l = 0;
recall that from Lemma 10.7, omitting the factor r−
2
p always present, we have,
with p+ k = J − 1∣∣ukDpS∇/ kΨ∣∣Lp(S) ≤ C(1)e(J−2)δe(J−2)Γ(λ) 1ρJ1 (15.125)
We show that the estimates hold for l = 1, in fact , if Ψ = α, omitting lower
order terms, it follows, recalling that
Dλ = ΩD3 +X∇/ ; ΩDS =
1
2
(uDν + uDλ)−
u
2
X∇/
∣∣uk|u|Dp−1S Dλ∇/ kα∣∣Lp(S) ≤ ∣∣ukDp−1S (2ΩDS + uDν + uX∇/ )∇/ kα∣∣Lp(S)
≤ 2
∣∣ukDp−1S ΩDS∇/ kα∣∣Lp(S) + ∣∣ukDp−1S uDν∇/ kα∣∣Lp(S) + ∣∣ukDp−1S uX∇/ k+1α∣∣Lp(S)
≤
p−1∑
l=0
(
p− 1
l
) ∣∣uk(DlSΩ)Dp−lS ∇/ kα∣∣Lp(S) + p−1∑
l=0
(
p− 1
l
) ∣∣uk(DlSu)Dp−1−lS Dν∇/ kα∣∣Lp(S)
+
p−1∑
l=0
(
p− 1
l
) ∣∣uk(DlSuX)Dp−1−lS ∇/ k+1α∣∣Lp(S)
≤ 2
∣∣ΩukDpS∇/ kα∣∣Lp(S) + ∣∣uk+1Dp−1S Dν∇/ kα∣∣Lp(S) + ∣∣ukuXDp−1S ∇/ k+1α∣∣Lp(S)
+
{
p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSΩ)Dp−lS ∇/ kα∣∣Lp(S) + p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSu)Dp−1−lS Dν∇/ kα∣∣Lp(S)
+
p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSuX)Dp−1−lS ∇/ k+1α∣∣Lp(S)
}
. (15.126)
We write in a symbolic way,
Dν∇/
k
α = ∇/
k+1
α+ {l.o.t.} (15.127)
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and we will omit for the moment the contribution due to the {l.o.t.} part.
Moreover we write approximately,
DSu =
1
2
(u∂3 + u∂4)u =
1
2Ω
(u∂u + u∂u)u +O(∇/ u) =
1
2Ω
(u∂u + u∂u)u =
u
2Ω
=
u
4
and
DlSu =
u
22l
. (15.128)
Moreover
DSΩ =
1
2
(u∂3 + u∂4)Ω =
Ω
2
(u∂3 + u∂4) logΩ = −Ω(uω + uω) ≡ O(15.129)
and we recall that we have the estimates for DjSO as we control D
j
νω, D
j
νω,
Djλω, D
j
λω. Therefore we have
p−1∑
l=1
(
p− 1
l
) ∣∣uk(Dlsu)Dp−1−lS Dν∇/ kα∣∣Lp(S) ≤ p−1∑
l=1
(
p− 1
l
)
1
22l
∣∣uk+1Dp−1−lS ∇/ k+1α∣∣Lp(S)
≤ C4e
(J−2)δe(J−2)Γ(λ)
p−1∑
l=1
(
p− 1
l
)
1
22l
1
ρp−1−l1 ρ
k+2
1
≤ O(ρ1)C4e
(J−2)δe(J−2)Γ(λ)
1
ρp1ρ
k+1
1
(15.130)
p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSΩ)Dp−lS ∇/ kα∣∣Lp(S) ≤ p−1∑
l=1
(
p− 1
l
)
|(DlSΩ)|∞,S
∣∣ukDp−lS ∇/ kα∣∣Lp(S)
p−1∑
l=1
(
p− 1
l
)
|(DlSΩ)|∞,SC4e
(p−l+k−2)(δ+Γ(λ)) (p− l+ k + 1)!
(p− l + k + 1)α
1
ρp−l+k+11
(15.131)
Moreover 137
|DlSΩ|∞,S = |D
l−1
S O|∞,S ≤ ce
(l−1)(δ+Γ(λ)) (l + 1)!
(l + 1)α
1
ρl+11
(15.132)
Remark:
Notice that in the estimate 15.132 turns out that in the denominator there is
ρ1 and not ρ; this follows as we already know that the norms of DSΨ have
ρ1, see Lemma 15.2, this implies the the estimates of the DS of the connection
coefficients DJSO have the same ρ1 .
137The factor (l + 1) instead of l is due to the delicate estimates of Djνω and of D
j
λ
ω.
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Therefore,
p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSΩ)Dp−lS ∇/ kα∣∣Lp(S)
≤
p−1∑
l=1
(
p− 1
l
)
ce(l−1)(δ+Γ(λ))
(l + 1)!
(l + 1)α
1
ρl+1
C4e
(p−l+k−2)(δ+Γ(λ)) (p− l+ k + 1)!
(p− l+ k + 1)α
1
ρp−l+k+11
(15.133)
≤ C4e
(p+k+1−2)(δ+Γ(λ)) (p+ k + 1)!
(p+ k + 1)α
1
ρl1ρ
p−l+k+1
1
[
(p+ k + 1)α
(p+ k + 1)!
ce−δ
ρ1
p−1∑
l=1
(
p− 1
l
)(
ρ1
ρ
)l+1
(l + 1)!
(l + 1)α
(p− l + k + 1)!
(p− l + k + 1)α
]
≤ C4e
(p+k+1−2)(δ+Γ(λ)) (p+ k + 1)!
(p+ k + 1)α
1
ρp+k+11
[
(p+ k + 1)α
(p+ k + 1)!
ce−δ
ρ1
p−1∑
l=1
(
ρ1
ρ
)l+1
(p− 1)!
(p− 1− l)!l!
(l + 1)!
(l + 1)α
(p− l + k + 1)!
(p− l + k + 1)α
]
≤
(
C4e
(p+k+1−2)(δ+Γ(λ)) (p+ k + 1)!
(p+ k + 1)α
1
ρp+k+11
)[
ce−δ
ρ1
p−1∑
l=1
(
ρ1
ρ0,10
)l+1
1
(l + 1)α−1
(p+ k + 1)α
(p− l+ k + 1)α
(p− 1)!
(p− 1− l)!
(p− l+ k + 1)!
(p+ k + 1)!
]
Remark:
The result is that the sum over l is bounded and the factor in front ce
−δ
ρ1
guar-
antees it is a small correction choosing δ sufficiently large.
More precisely
p
2∑
l=1
(
ρ1
ρ
)l+1
1
(l + 1)α−1
(p+ k + 1)α
(p− l + k + 1)α
(p− 1)!
(p− 1− l)!
(p− l + k + 1)!
(p+ k + 1)!
≤
(
ρ1
ρ
)
2α
p
2∑
l=1
1
(l + 1)α−1
[
(p− 1)!
(p+ k + 1)!
(p− l + k + 1)!
(p− 1− l)!
]
≤ c
(
ρ1
ρ
)
2α
p
2∑
l=1
1
(l + 1)α−1
≤
(
ρ1
ρ
)
2αc1 ≤ C1 . (15.134)
p∑
l= p2+1
(
ρ1
ρ
)l+1
1
(l + 1)α−1
(p+ k + 1)α
(p− l + k + 1)α
(p− 1)!
(p− 1− l)!
(p− l + k + 1)!
(p+ k + 1)!
≤
(
ρ1
ρ
) p
2
pα
p∑
l= p2+1
1
(l + 1)α−1
≤ C2 . (15.135)
The estimate of the third sum is done exactly in the same way and we do not
repeat it here. The final result is that{
p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSΩ)Dp−lS ∇/ kα∣∣Lp(S) + p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSu)Dp−1−lS Dν∇/ kα∣∣Lp(S)
+
p−1∑
l=1
(
p− 1
l
) ∣∣uk(DlSuX)Dp−1−lS Dν∇/ k+1α∣∣Lp(S)
}
≤ O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)
1
ρp1ρ
k+1
1
. (15.136)
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Therefore we have∣∣uk|u|Dp−1S Dλ∇/ kα∣∣Lp(S)
≤ 2
∣∣ΩukDpS∇/ kα∣∣Lp(S) + ∣∣uk+1Dp−1S ∇/ k+1α∣∣Lp(S) +∣∣ukuXDp−1S ∇/ k+1α∣∣Lp(S) +O(ǫ)C4e(J−2)δe(J−2)Γ(λ) 1ρp1ρk+11
+≤ 2|Ω|∞,SC4e
(J−2)δe(J−2)Γ(λ,ν)ρp1ρ
k+1
1 + C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−11 ρ
k+2
1
+|X |∞,S
|u|
|u|
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−11 ρ
k+2
1
+O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)
1
ρp1ρ
k+1
1
≤ C4e
(J−2)δe(J−2)Γ(λ)
(2|Ω|∞,S + 1 + σ|X |∞,S +O(ǫ))
ρp1ρ
k+1
1
≤
C(1)e(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)
1
ρp−11 ρ3ρ
k+1
1
. (15.137)
Where ρ3 plays no substantial role and could be omitted, we introduced it only
for the sake of simplicity in the calculation
Q ≥ (2|Ω|∞,S + 1 + σ|X |∞,S +O(ǫ)) . (15.138)
If Ψ 6= α, omitting lower order terms, where Ψ˜ can be α,
∣∣uk|u|Dp−1S Dλ∇/ kΨ∣∣Lp(S) = |u||u| ∣∣uk+1Dp−1S ∇/ k+1Ψ˜∣∣Lp(S)
≤
|u|
|u|
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−11 ρ
k+2
1
≤ σ
ρ3
ρ1
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−11 ρ3ρ
k+1
1
. (15.139)
Therefore we assume,
∣∣uk|u|l−1Dp−(l−1)S Dl−1λ ∇/ kΨ∣∣Lp(S) ≤ (Qρ3ρ1
)l−1
C4e
(J−2)δe(J−2)Γ(λ)
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
(15.140)
and we want to prove the estimate for
∣∣uk|u|lDp−lS Dlλ∇/ kΨ∣∣Lp(S) namely
∣∣uk|u|lDp−lS Dlλ∇/ kΨ∣∣Lp(S) ≤ (Qρ3ρ1
)l
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−l1 ρ
l
3ρ
k+1
1
(15.141)
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Proof: Let Ψ = α then∣∣uk|u|lDp−lS Dlλ∇/ kα∣∣Lp(S) ≤ ∣∣uk|u|l−1Dp−lS (2ΩDS + uDν + uX∇/ )Dl−1λ ∇/ kα∣∣Lp(S)
≤ 2
∣∣uk|u|l−1Dp−lS ΩDSDl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk|u|l−1Dp−lS uDνDl−1λ ∇/ kα∣∣Lp(S) + ∣∣ukDp−lS uX∇/Dl−1λ ∇/ kα∣∣Lp(S)
≤ 2
p−l∑
s=0
(
p− l
s
) ∣∣uk|u|l−1(DsSΩ)Dp−(l−1)−sS Dl−1λ ∇/ kα∣∣Lp(S) + p−l∑
s=0
(
p− l
s
) ∣∣uk|u|l−1(DsSu)Dp−l−sS DνDl−1λ ∇/ kα∣∣Lp(S)
+
p−l∑
s=0
(
p− l
s
) ∣∣uk|u|l−1(DsSuX)Dp−l−sS ∇/Dl−1λ ∇/ kα∣∣Lp(S)
≤ 2
∣∣Ωuk|u|l−1Dp−(l−1)S Dl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk+1|u|l−1Dp−lS DνDl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk|u|lXDp−lS ∇/Dl−1λ ∇/ kα∣∣Lp(S)
+
{
2
p−l∑
s=1
(
p− l
s
) ∣∣uk|u|l−1(DsSΩ)Dp−(l−1)−sS Dl−1λ ∇/ kα∣∣Lp(S) + p−l∑
s=1
(
p− l
s
) ∣∣uk|u|l−1(DsSu)Dp−l−sS DνDl−1λ ∇/ kα∣∣Lp(S)
+
p−l∑
s=1
(
p− l
s
) ∣∣uk|u|l−1(DsSuX)Dp−l−sS ∇/Dl−1λ ∇/ kα∣∣Lp(S)
}
≤ 2
∣∣Ωuk|u|l−1Dp−(l−1)S Dl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk+1|u|l−1Dp−lS DνDl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk|u|lXDp−lS ∇/Dl−1λ ∇/ kα∣∣Lp(S)
+ {l.o.t.(I)}
≤ 2
∣∣Ωuk|u|l−1Dp−(l−1)S Dl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk+1|u|l−1Dp−lS Dl−1λ Dν∇/ kα∣∣Lp(S) + ∣∣uk|u|lXDp−lS Dl−1λ ∇/ k+1α∣∣Lp(S)
+
{∣∣uk+1|u|l−1Dp−lS [Dν , Dl−1λ ]∇/ kα∣∣Lp(S) + ∣∣uk|u|lXDp−lS [∇/ ,Dl−1λ ]∇/ kα∣∣Lp(S)}+{l.o.t.(I)} (15.142)
≤ 2
∣∣Ωuk|u|l−1Dp−(l−1)S Dl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk+1|u|l−1Dp−lS Dl−1λ Dν∇/ kα∣∣Lp(S) + ∣∣uk|u|lXDp−lS Dl−1λ ∇/ k+1α∣∣Lp(S)
+
{
l.o.t.(II)
}
+
{
l.o.t.(I)
}
where{
l.o.t.(II)
}
=
{∣∣uk+1|u|l−1Dp−lS [Dν , Dl−1λ ]∇/ kα∣∣Lp(S) + ∣∣uk|u|lXDp−lS [∇/ ,Dl−1λ ]∇/ kα∣∣Lp(S)} . (15.143)
Let us examine in more detail
{
l.o.t.(II)
}
, we have for the first term,
∣∣uk+1|u|l−1Dp−lS [Dν , Dl−1λ ]∇/ kα∣∣Lp(S) ≤ l−2∑
s=0
∣∣uk+1|u|l−1Dp−lS Dl−2−sλ [Dν , Dλ]Dsλ∇/ kα∣∣Lp(S) ,
Dsλ∇/
k
α is a (s+ k + 2) tensor, therefore we have
[Dν , Dλ]D
s
λ∇/
kατ1...τk+2 =
s+k+2∑
j=1
Rτ˜j (eλ, eν)τj (D
s∇/ kα)τ1...τ˜j...τs+k+2
“ ≤ ”(s+ k + 2)RDs−1λ D∇/
k
α (15.144)
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where D could be Dλ, Dν ,∇/ and we can move, apart lower order terms on the
r.h.s. near ∇/
k
. Therefore
∣∣uk+1|u|l−1Dp−lS [Dν , Dl−1λ ]∇/ kα∣∣Lp(S) ≤ l−2∑
s=0
(s+ k + 2)
∣∣uk+1|u|l−1Dp−lS Dl−2−sλ RDs−1λ D∇/ kα∣∣Lp(S)
≤
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
(
l − 2− s
t
) ∣∣uk+1|u|l−1Dp−lS (DtλR)Dl−2−s−tλ Ds−1λ D∇/ kα∣∣Lp(S) (15.145)
≤
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
) ∣∣uk+1|u|l−1(DqSDtλR)Dp−l−qS Dl−3−tλ D∇/ kα∣∣Lp(S)
Observe that there are p+k−2 derivatives and as we have to introduce a | · |∞,S
norm the number of derivatives turns out to be p + k − 1. Let us try a rough
201
estimate, assuming D = Dλ,∣∣uk+1|u|l−1Dp−lS [Dν , Dl−1λ ]∇/ kα∣∣Lp(S)
≤
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
)
||u|t(DqSD
t
λR)|∞,S
∣∣uk+1|u|l−t−1Dp−l−qS Dl−2−tλ ∇/ kα∣∣Lp(S)
≤
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
)(
Qρ3
ρ1
)t
1
ρq+11 ρ
t
3
e(q+t)(δ+Γ(λ))
(q + t+ 2)!
(q + t+ 2)a
·
·
(
Qρ3
ρ1
)l−2−t
1
ρp−l−q1 ρ
l−2−t
3 ρ
k+1
1
e(p+k−q−t−3)(δ+Γ(λ))
(p+ k − q − t− 1)!
(p+ k − q − t− 1)α
≤ e(p+k−3)(δ+Γ)
(
Qρ3
ρ1
)l−2
1
ρp−l+11 ρ
l−2
3 ρ
k+1
1
[
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
)
(q + t+ 2)!
(q + t+ 2)a
(p+ k − q − t− 1)!
(p+ k − q − t− 1)α
]
≤ e(p+k−1)(δ+Γ)
(
ρ1e
−2(δ+Γ)
Q2
)(
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1[
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
)
(q + t+ 2)!
(q + t+ 2)a
(p+ k − q − t− 1)!
(p+ k − q − t− 1)α
]
≤
(
ρ1e
−2(δ+Γ)
Q2
)((
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1
)(
e(p+k−1)(δ+Γ(λ))
(p+ k + 1)!
(p+ k + 1)α
)
·
·
(p+ k + 1)α
(p+ k + 1)!
[
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
)
(q + t+ 2)!
(q + t+ 2)a
(p+ k − q − t− 1)!
(p+ k − q − t− 1)α
]
≤
(
ρ1e
−2(δ+Γ)
Q2
)(
C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1
)
·
·
(p+ k + 1)α
(p+ k + 1)!
[
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
)
(q + t+ 2)!
(q + t+ 2)a
(p+ k − q − t− 1)!
(p+ k − q − t− 1)α
]
(15.146)
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We have
Dp−2−sAB =
p−2−s∑
h=0
(
p− 2− s
h
)
(DhA)Dp−2−s−hB
= Dp−lDl−2−sAB = Dp−l
l−2−s∑
t=0
(
l − 2− s
t
)
(DtA)Dl−2−s−tB
=
p−l∑
q=0
l−2−s∑
t=0
(
p− l
q
)(
l − 2− s
t
)
(Dt+qA)Dp−2−s−(t+q)B
=
p−2−s∑
h=0
[
δ(h− (t+ q))
p−l∑
q=0
l−2−s∑
t=0
(
p− l
q
)(
l − 2− s
t
)]
(DhA)Dp−2−s−hB
Therefore[
δ(h− (t+ q))
p−l∑
q=0
l−2−s∑
t=0
(
p− l
q
)(
l − 2− s
t
)]
=
(
p− 2− s
h
)
. (15.147)
and[
l−2∑
s=0
(s+ k + 2)
l−2−s∑
t=0
p−l∑
q=0
(
l − 2− s
t
)(
p− l
q
)
(q + t+ 2)!
(q + t+ 2)a
(p+ k − q − t− 1)!
(p+ k − q − t− 1)α
]
=
l−2∑
s=0
(s+ k + 2)
p−2−s∑
h=0
(
p− 2− s
h
)
(h+ 2)!
(h+ 2)a
(p+ k − h− 1)!
(p+ k − h− 1)α
(15.148)
and∣∣uk+1|u|l−1Dp−lS [Dν , Dl−1λ ]∇/ kα∣∣Lp(S) ≤
≤
(
ρ1e
−2(δ+Γ)
Q2
)(
C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1
)
·
·
(p+ k + 1)α
(p+ k + 1)!
[
l−2∑
s=0
(s+ k + 2)
p−2−s∑
h=0
(
p− 2− s
h
)
(h+ 2)!
(h+ 2)a
(p+ k − h− 1)!
(p+ k − h− 1)α
]
≤
(
ρ1e
−2(δ+Γ)
Q2
)(
C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1
)
·
·
[
l−2∑
s=0
(s+ k + 2)
p−2−s∑
h=0
(p+ k + 1)α
(h+ 2)α(p+ k − h− 1)α
(p− 2− s)!
(p− 2− s− h)!
(h+ 2)!
h!
(p+ k − h− 1)!
(p+ k + 1)!
]
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Let us look at the term in parenthesis considering the sum over h only up to p2 , l−2∑
s=0
(s+ k + 2)
p
2∑
h=0
(p+ k + 1)α
(h+ 2)α(p+ k − h− 1)α
(p− 2− s)!
(p− 2− s− h)!
(h+ 2)!
h!
(p+ k − h− 1)!
(p+ k + 1)!

≤ 2α
l(l+ k)
(p+ k)(p+ k + 1)
p
2∑
h=0
1
(h+ 2)α−2
[
(p− l)!
(p− l − h)!
(p+ k − h− 1)!
(p+ k − 1)!
]
≤ 2αc
p
2∑
h=0
1
(h+ 2)α−2
≤ C , (15.149)
recalling that l ≤ p and α > 3 . Assume now h between p2 + 1 and p then l−2∑
s=0
(s+ k + 2)
p∑
h=p2+1
(p+ k + 1)α
(h+ 2)α(p+ k − h− 1)α
(p− 2− s)!
(p− 2− s− h)!
(h+ 2)!
h!
(p+ k − h− 1)!
(p+ k + 1)!

≤ l(l + k)
p∑
h= p2+1
1
(p+ k − h− 1)α
(p+ k + 1)α
(h+ 2)α(p+ k + 1)(p+ k)
[
(p− 2− s)!
(p− 2− s− h)!
(p+ k − h− 1)!
(p+ k − 1)!
]
≤ c
l(l + k)
(p+ k + 1)(p+ k)
p∑
h= p2+1
1
(p+ k − h− 1)α
(p+ k + 1)α
(h+ 2)α
≤ c1
p∑
h= p2+1
1
(p+ k − h− 1)α
(p+ k + 1)α
(h+ 2)α
≤ C .
In fact the last sum can easily be estimated in the following way, assume p ≥ k,
p∑
h= p2+1
1
(p+ k − h− 1)α
(p+ k + 1)α
(h+ 2)α
≤
(2p)α(
p
2
)α p∑
h= p2+1
1
(p+ k − h− 1)α
≤ 22αc .
Assume p < k then
p∑
h=p2+1
1
(p+ k − h− 1)α
(p+ k + 1)α
(h+ 2)α
≤
(2k)α
kα
p∑
h=p2+1
1
(h+ 2)α
≤ 2αc1 . (15.150)
Therefore our rough estimate suggests that
∣∣uk+1|u|l−1Dp−lS [Dν , Dl−1λ ]∇/ kα∣∣Lp(S) ≤ (22α ρ1e−2(δ+Γ(λ))Q2
)
(
C4e
(J−2)δe(J−2)Γ(λ,ν)
(
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1
)
≤
(
22α
ρ1e
−2(δ+Γ)
Q
)(
C4e
(J−2)δe(J−2)Γ(λ,ν)
(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
)
≤ O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
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and, more in general that,{
l.o.t.(II)
}
≤ O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
(15.151)
The estimate of
{
l.o.t.(I)
}
goes as the one done in the case l = 1 and there is
no need to repeat and again,{
l.o.t.(I)
}
≤ O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
.(15.152)
Going back we have, therefore,∣∣uk|u|lDp−lS Dlλ∇/ kα∣∣Lp(S)
≤ 2
∣∣Ωuk|u|l−1Dp−(l−1)S Dl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk+1|u|l−1Dp−lS Dl−1λ Dν∇/ kα∣∣Lp(S) + ∣∣uk|u|lXDp−lS Dl−1λ ∇/ k+1α∣∣Lp(S)
+O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
≤ 2|Ω|∞,S
∣∣uk|u|l−1Dp−(l−1)S Dl−1λ ∇/ kα∣∣Lp(S) + ∣∣uk+1|u|l−1Dp−lS Dl−1λ ∇/ k+1α∣∣Lp(S) + |u||u| |X |∞,S∣∣uk+1|u|l−1Dp−lS Dl−1λ ∇/ k+1α∣∣Lp(S)
+O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
≤ (2|Ω|∞,S + 1 + σ|X |∞,S)
(
Qρ3
ρ1
)l−1
C4e
(J−2)δe(J−2)Γ(λ)
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
+
O(ǫ)C4e
(J−2)δe(J−2)Γ(λ,ν)
(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
≤ (2|Ω|∞,S + 1 + σ|X |∞,S +O(ǫ))
ρ3
ρ1
(
Qρ3
ρ1
)l−1
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−l1 ρ
l
3ρ
k+1
1
≤ C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1
. (15.153)
Let Ψ 6= α then∣∣uk|u|lDp−lS Dl3∇/ kΨ∣∣Lp(S) ≤ ∣∣uk|u|lDp−lS Dl−13 ∇/ kD3Ψ∣∣Lp(S) + {∣∣uk|u|lDp−lS Dl−13 [D3,∇/ k]Ψ∣∣Lp(S)}
≤
∣∣uk|u|lDp−lS Dl−13 ∇/ k+1Ψ˜∣∣Lp(S) + {∣∣uk|u|lDp−lS Dl−13 [D3,∇/ k]Ψ∣∣Lp(S)}
≤
|u|
|u|
∣∣uk+1|u|l−1Dp−lS Dl−13 ∇/ k+1Ψ˜∣∣Lp(S) + {∣∣uk|u|lDp−lS Dl−13 [D3,∇/ k]Ψ∣∣Lp(S)} (15.154)
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The term
{∣∣uk|u|lDp−lS Dl−13 [D3,∇/ k]Ψ∣∣Lp(S)} has to be estimated as before,
therefore∣∣uk|u|lDp−lS Dl3∇/ kΨ∣∣Lp(S)
≤ σ
(
3ρ3
ρ1
)l−1
ρ3
ρ1
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−l1 ρ
l
3ρ
k+1
1
+O(ǫ)C4e
(J−2)δe(J−2)Γ(λ)(
Qρ3
ρ1
)l−1
1
ρ
p−(l−1)
1 ρ
l−1
3 ρ
k+1
1
≤ (σ +O(ǫ))
ρ3
ρ1
(
Qρ3
ρ1
)l−1
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−l1 ρ
l
3ρ
k+1
1
≤ C4e
(J−2)δe(J−2)Γ(λ)
(
Qρ3
ρ1
)l
1
ρp−l1 ρ
l
3ρ
k+1
1
.
Therefore, assuming the previous Proofs of lower order terms, we have proved
for any Ψ and any l the estimate,∣∣uk|u|lDp−lS Dl3∇/ kΨ∣∣Lp(S) ≤ (Qρ3ρ1
)l
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp−l1 ρ
l
3ρ
k+1
1
(15.155)
and, therefore for l = p we have∣∣uk|u|pDp3∇/ kΨ∣∣Lp(S) ≤ (Qρ3ρ1
)p
C4e
(J−2)δe(J−2)Γ(λ)
1
ρp3ρ
k+1
1
≤ QpC4e
(J−2)δe(J−2)Γ(λ,ν)
1
ρp1ρ
k+1
1
, (15.156)
15.7.1 The estimate of the other terms with commutators
To complete previous discussions we want to control the term, see equation
15.143 ∣∣uk|u|lXDp−lS [∇/ ,Dl−1λ ]∇/ kα∣∣Lp(S) .∣∣uk|u|lXDp−lS [∇/ ,Dl−1λ ]∇/ kα∣∣Lp(S) ≤ |X |∞,S∣∣uk|u|lDp−lS [∇/ ,Dl−1λ ]∇/ kα∣∣Lp(S)
≤ |X |∞,S
l−2∑
s=0
∣∣uk|u|lDp−lS Dl−2−sλ [∇/ ,Dλ]Dsλ∇/ kα∣∣Lp(S) (15.157)
Dsλ∇/
kα is a (s+ k + 2) tensor, therefore we have
[∇/ µ, Dλ]D
s
λ∇/
k
ατ1...τk+2 =
s+k+2∑
j=1
C
σj
µλj
(Ds∇/
k
α)λ1··σj ··λsτ1...τk+2 +Ωχ
ρ
µ
∇/ ρ(D
s∇/
k
α)λ1····λsτ1...τk+2

“ ≤ ”(s+ k + 2)C(Ds∇/
k
α) + Ωχ · ∇/Dsλ∇/
k
α . (15.158)
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Therefore∣∣uk|u|lXDp−lS [∇/ ,Dl−1λ ]∇/ kα∣∣Lp(S)
≤ |X |∞,S
l−2∑
s=0
(s+ k + 2)
∣∣uk|u|lDp−lS Dl−2−sλ CDs∇/ kα∣∣Lp(S)
+ ≤ |X |∞,S
l−2∑
s=0
∣∣uk|u|lDp−lS Dl−2−sλ Ωχ · ∇/Dsλ∇/ kα∣∣Lp(S)
≤ |X |∞,S
l−2∑
s=0
(s+ k + 2)
∣∣uk|u|lDp−lS Dl−2−sλ CDs∇/ kα∣∣Lp(S)
+ ≤ |X |∞,S
l−2∑
s=0
∣∣uk|u|lDp−lS Dl−2−sλ ΩχDsλ∇/ k+1α∣∣Lp(S) +{ l.o.t}
≤ σ|X |∞,S
l−2∑
s=0
(s+ k + 2)
∣∣uk+1|u|l−1Dp−lS Dl−2−sλ CDs∇/ kα∣∣Lp(S)
+ ≤ σ|X |∞,S
l−2∑
s=0
∣∣uk+1|u|l−1Dp−lS Dl−2−sλ ΩχDsλ∇/ k+1α∣∣Lp(S) +{ l.o.t} .
The first sum, treating C as R is identical to the previous one and can be
estimated in the same way, therefore we are left with estimating
σ|X |∞,S
l−2∑
s=0
∣∣uk+1|u|l−1Dp−lS Dl−2−sλ ΩχDsλ∇/ k+1α∣∣Lp(S) (15.159)
as the
{
l.o.t
}
is easy to control and has already been neglected. The second
sum has the same structure as the first sum but simpler as it has Ωχ instead of
C and without the factor (s+ k + 2) therefore it is easier to estimate.
We are left to estimate
{
l.o.t.(I)
}
, see 15.142, this term can be easily estimated
following the same steps performed in calculation of
{
l.o.t.(II)
}
Corollary 4.4 follows choosing
ρ2 ≤ ρ1/Q. (15.160)
Therefore in conclusion we have proved , omitting all the lower order terms,∣∣uk|u|pDp3∇/ kΨ∣∣Lp(S) ≤ H(· · ·) 1ρp2ρk+11∣∣uk|u|pDp4∇/ kΨ∣∣Lp(S) ≤ H(· · ·) 1ρp2ρk+11 , (15.161)
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Remark:
In fact the second part of this result can be obtained proceeding as for the first
part posing Dν instead of Dλ and |u| instead of |u|.
16 Proof of Lemmas 3.3 and 3.6
The proof is a generalisation of the proof of theorem 3.4 and goes by induction,
we assume these estimates hold for for (J, P ) and we prove they hold also for
for (J + 1, P − 1), with J + P = N .
Let us start from the quantity we want to estimate:
∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJU
where
U = Ω−1trχ ,
J∑
s=0
ps = P , J + P = N .
We write the previous term in the following way, recalling 7.9,
∇/ p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJU (16.1)
= (∇/ p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1+pJ )(D/ νU) + (∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1)([∇/ pJ ,D/ ν ]U)
= (∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1+pJ )
(
−
trχ
2
U − Ω−1|χˆ|2
)
+ (∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1) ([D/ ν ,∇/
pJ ]U) .
We use this last expression to prove inductively the desired estimate Recall that,
see Appendix 14,
[∇/ µ,D/ ν ]Uν1...νk = −
k∑
j=1
CσjµνjUν1..σj ..νk + χ
ρ
µ(∇/ ρU)ν1..νk (16.2)
where
Cσjµνj = Ω
[
(χµνjη
σj−χσjµ ηνj
) + ΩθCµ θ
D
νj
Rσj (·, eC , e4, eD)
]
. (16.3)
Therefore
[∇/
pJ ,D/ ν ]U =
pJ−1∑
q=0
∇/
q
[∇/ ,D/ ν ]∇/
pJ−q−1U =
pJ−1∑
q=0
∇/
q
(
−(pJ − q − 1)C∇/
pJ−q−1U +Ωχ∇/
pJ−qU
)
= −
pJ−1∑
q=0
(pJ − q − 1)
q∑
h=0
(
q
h
)
(∇/
h
C)∇/
pJ−1−hU +
pJ−1∑
q=0
q∑
j=0
(
q
j
)
(∇/
j
χ)∇/
pJ−hU . (16.4)
Using the relation,
[∇/
pJ ,D/ ν ]U = −
pJ−1∑
q=0
(pJ − q − 1)
q∑
h=0
(
q
h
)
(∇/
h
C)∇/
pJ−1−hU +
pJ−1∑
q=0
q∑
h=0
(
q
h
)
(∇/
h
χ)∇/
pJ−hU
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we estimate the first term of the r.h.s. of equation 16.1 to check the inductive
assumptions; defining
J∑
s=0
ps = P ,
J−1∑
s=1
ls = L ,
J−1∑
s=0
hs = H ,
we have
|r1+J+P+2σ(P )−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1+pJ (trχU) |p,S
≤
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
∣∣r1+J+P+2σ(P )− 2p (∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1trχ) ·
·(∇/
p0−h0D/
1−l1
ν ∇/
p1−h1 · · ·D/
1−lJ−2
ν ∇/
pJ−2−hJ−2D/
1−lJ−1
ν ∇/
pJ−1+pJ−hJ−1U)
∣∣
p,S
(16.5)
≤
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
χ
(
L+H ≤
[
J + P
2
])(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
1
r1+2σ(H)+2σ(P−H)−2σ(P )
∣∣r1+L+H+2σ(H)(∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1trχ)∣∣∞,S∣∣r1+J+P−(L+H)+2σ(P−H)− 2p (∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1U)∣∣p,S
+
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
χ
(
L+H ≥
[
J + P
2
]
+ 1
)(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
1
r1+2σ(H)+2σ(P−H)−2σ(P )
∣∣r1+L+H+2σ(H)− 2p (∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1trχ)∣∣p,S∣∣r1+J+P−(L+H)+2σ(P−H)(∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1U)∣∣∞,S .
Let us consider the first sum,
[
(I)
]
, and, denoting K = H + L, we have, using
as inductive assumptions the estimates of Lemma 3.5, with J − 1 instead of J ,
[
(I)
]
≤
J+P∑
k=0
 1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
δ(H + L− k)
 (16.6)
χ
(
L+H ≤
[
J + P
2
])[
1
r1+σ(H)+σ(P−H)−σ(P )
(L+H + 1)!
(L+H + 1)α
e(L+H−1)(δ+Γ)
ρL+H+12
][
(J + P − 1− (L+H))!
(J + P − 1− (L+H))α
e(J+P−(L+H)−3)(δ+Γ)
ρ
(J+P−(L+H)−1)
2
]
Observe that, denoting with ∇ a generic derivative operator we have, recalling
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that
∑j
s=0 ps = P ,
∑J−1
s=1 ls = L ,
∑J−1
s=0 hs = H ,
∇(J−1)+PAB =
J+P−1∑
k=0
(
J + P − 1
k
)
∇kA∇J+P−1−kB = ∇p0∇∇p1∇ · · · ∇pj−1+pjAB
=
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
·
(
∇h0∇l1∇h1 · · · ∇lJ−2∇hJ−2∇lJ−1∇hJ−1A
)(
∇p0−h0∇1−l1∇p1−h1 · · · ∇1−lJ−2∇pJ−2−hJ−2∇1−lJ−1∇pJ−1+pJ−hJ−1B
)
=
J+P−1∑
k=0
 1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
δ(H + L− k)

·∇H+LA∇J+P−1−(H+L)B (16.7)
=
J+P−1∑
k=0
 1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
δ(H + L− k)

·∇kA∇J+P−1−kB , (16.8)
which implies 1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hJ−1
)
δ(H + L− k)
 = (J + P − 1
k
)
. (16.9)
Therefore
[
(I)
]
≤
[ J+P−12 ]∑
k=0
(
J + P − 1
k
)
Fˆ
r
[
(k + 1)!
(k + 1)α
e(k−1)(δ+Γ)
ρk+12
][
(J + P − 1− k)!
(J + P − 1− k)α
e(J+P−k−3)(δ+Γ)
ρ
(J+P−k−1)
2
]
(16.10)
+
J+P−1∑
k=[ J+P−12 ]+1
(
J + P − 1
k
)
Fˆ
r
[
(k + 1)!
(k + 1)α
e(k−1)(δ+Γ)
ρk+12
] [
(J + P − 1− k)!
(J + P − 1− k)α
e(J+P−k−3)(δ+Γ)
ρ
(J+P−k−1)
2
]
.
(16.11)
Let us estimate the first sum:
≤
(
Fˆ
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ)
ρJ+P2
)(
e−2(δ+Γ)
r
) (J + P )α
(J + P )!
[ J+P−12 ]∑
k=0
(J + P − 1)!
(J + P − 1− k)!k!
(k + 1)!
(k + 1)α
(J + P − 1− k)!
(J + P − 1− k)α

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and (J + P )α
(J + P )!
[ J+P−12 ]∑
k=0
(J + P − 1)!
(J + P − 1− k)!k!
(k + 1)!
(k + 1)α
(J + P − 1− k)!
(J + P − 1− k)α
 (16.12)
≤ c
 (J + P − 1)!(J + P )α
(J + P )!(J + P − 1−
[
J+P−1
2
]
)α
[ J+P−12 ]∑
k=0
1
(k + 1)α−1
 ≤ C(α)
provided α > 2 . The second sum of the same term can be treated in the same
way. We estimate in the same way the second term of equation 16.1. Let us
consider now the most delicate term, namely,
(∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1) ([D/ ν ,∇/
pJ ]U)
The estimate proceeds in the following way,∣∣[(II)]∣∣ ≡ ∣∣∣r1+J+P+2σ(P )− 2p∇/ p0D/ ν∇/ p1D/ ν∇/ p2 · · ·D/ ν∇/ pJ−1 ([D/ ν ,∇/ pJ ]U)∣∣∣
p,S
≤
∣∣∣∣∣r1+J+P+2σ(P )− 2p∇/ p0D/ ν∇/ p1D/ ν∇/ p2 · · ·D/ ν∇/ pJ−1
( pJ−1∑
h=0
∇/
h
[D/ ν ,∇/ ]∇/
pJ−1−hU
)∣∣∣∣∣
p,S
≤
pJ−1∑
h=0
∣∣∣∣r1+J+P+2σ(P )− 2p∇/ p0D/ ν∇/ p1D/ ν∇/ p2 · · ·D/ ν∇/ pJ−1+h([D/ ν ,∇/ ]∇/ pJ−1−hU)∣∣∣∣
p,S
As the following holds
[D/ ν ,∇/ ]∇/
pJ−1−hU =
(
−(pJ − 1− h)C∇/
pJ−1−hU +Ωχ∇/
pJ−hU
)
, (16.13)
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∣∣[(II)] ≤
≤
pJ−1∑
h=0
∣∣∣∣r1+J+P+2σ(P )− 2p∇/ p0D/ ν∇/ p1D/ ν∇/ p2 · · ·D/ ν∇/ pJ−1+h(− (pJ − 1− h)C∇/ pJ−1−hU +Ωχ∇/ pJ−hU)∣∣∣∣
p,S
≤
pJ−1∑
h=0
(pJ − 1− h)
∣∣∣r1+J+P+2σ(P )− 2p∇/ p0D/ ν∇/ p1D/ ν∇/ p2 · · ·D/ ν∇/ pJ−1+h(C∇/ pJ−1−hU)∣∣∣
p,S
+
pJ−1∑
h=0
∣∣∣r1+J+P+2σ(P )− 2p∇/ p0D/ ν∇/ p1D/ ν∇/ p2 · · ·D/ ν∇/ pJ−1+h(Ωχ∇/ pJ−h−1∇/U)∣∣∣
p,S
≤
pJ−1∑
h=0
(pJ − 1− h)
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
∣∣∣r1+J+P+2σ(P )− 2p (∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1C)(∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1U)∣∣∣
p,S
+
pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
∣∣∣r1+J+P+2σ(P )− 2p (∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1Ωχ)(∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1∇/U)∣∣∣
p,S
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Let us consider the part of the sum with L+H ≤
[
J+P
2
]
,∣∣[(II)] ≤ (16.14)
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)pJ−1∑
h=0
(pJ − 1− h)
pJ−1+h∑
hJ−1=0
(
pJ−1 + h
hJ−1
)χ(L+H ≤ [J + P
2
])
∣∣∣r1+L+H(∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1C)∣∣∣
∞,S
·
·
∣∣∣rJ+P−(L+H)+2σ(P )− 2p (∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1U)∣∣∣
p,S
+
pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
χ
(
L+H ≤
[
J + P
2
])
∣∣∣r1+L+H(∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1Ωχ)∣∣∣
∞,S
·
·
∣∣∣rJ+P−(L+H)+2σ(P )− 2p (∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1∇/U)∣∣∣
p,S
≤
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)pJ−1∑
h=0
(pJ − 1− h)
pJ−1+h∑
hJ−1=0
(
pJ−1 + h
hJ−1
)χ(L+H ≤ [J + P
2
])
∣∣∣r1+L+H(∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1C)∣∣∣
∞,S
·
·
∣∣∣rJ+P−(L+H)+2σ(P )− 2p (∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1U)∣∣∣
p,S
+
pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
χ
(
L+H ≤
[
J + P
2
])
∣∣∣r1+L+H(∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1Ωχ)∣∣∣
∞,S
·
·
∣∣∣rJ+P−(L+H)+2σ(P )− 2p (∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1∇/U)∣∣∣
p,S
≤
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)pJ−1∑
h=0
(pJ − 1− h)
pJ−1+h∑
hJ−1=0
(
pJ−1 + h
hJ−1
)χ(L+H ≤ [J + P
2
])
1
r2σ(P−H−1)
∣∣∣r3+L+H(∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1C)∣∣∣
∞,S
·
·
∣∣∣rJ+P−(L+H)+2σ(P−H−1)− 2p (∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1U)∣∣∣
p,S
+
pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
χ
(
L+H ≤
[
J + P
2
])
∣∣∣r1+L+H+σ(H)(∇/ h0D/ l1ν ∇/ h1 · · ·D/ lJ−2ν ∇/ hJ−2D/ lJ−1ν ∇/ hJ−1Ωχ)∣∣∣
∞,S
·
·
1
r1+σ(H)
∣∣∣r3+(J−1)+P−(L+H)− 2p (∇/ p0−h0D/ 1−l1ν ∇/ p1−h1 · · ·D/ 1−lJ−2ν ∇/ pJ−2−hJ−2D/ 1−lJ−1ν ∇/ pJ−1+pJ−hJ−1−1∇/U)∣∣∣
p,S
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Remark:
Observe that in the term product of the two previous factors there is one deriva-
tive D/ ν less and the same number of ∇/ derivatives, therefore the binomial coef-
ficient of the second factor is ((J −1)+P − (L+H)+1)! = (J+P − (L+H))! .
Viceversa in the previous term of the sum where C appears there is one deriva-
tive D/ ν less and also one derivative ∇/ less.
Therefore∣∣[(II)] ≤ (16.15)
≤
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)pJ−1∑
h=0
(pJ − 1− h)
pJ−1+h∑
hJ−1=0
(
pJ−1 + h
hJ−1
)χ(L+H ≤ [J + P
2
])
1
r2σ(P−H−1)
[
(L+H + 2)!
(L+H + 2)α
e(L+H)(δ+Γ(λ))
ρL+H+22
(J + P − (L+H)− 2)!
(J + P − (L+H)− 2)α
e(J+P−(L+H)−4)(δ+Γ(λ))
ρ
J+P−(L+H)−2
2
]
+
pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
χ
(
L+H ≤
[
J + P
2
])
1
r1+σ(H)
[
(L+H + 1)!
(L+H + 1)α
e((L+H)−1)(δ+Γ(λ))
ρL+H+12
(J + P − 1− (L+H))!
(J + P − 1− (L +H))α
e(J+P−(L+H)−3)(δ+Γ(λ))
ρ
J+P−(L+H)−1
2
]
which we rewrite, denoting k = L+H ,∣∣[(II)] ≤ (16.16)
≤
[ J+P2 ]∑
k=0
δ (L+H − k)

1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)pJ−1∑
h=0
(pJ − 1− h)
pJ−1+h∑
hJ−1=0
(
pJ−1 + h
hJ−1
)
1
r2σ(P−H−1)
[
(L+H + 2)!
(L+H + 2)α
e(L+H)(δ+Γ(λ))
ρL+H+22
(J + P − (L+H)− 2)!
(J + P − (L+H)− 2)α
e(J+P−(L+H)−4)(δ+Γ(λ))
ρ
J+P−(L+H)−2
2
]
+
[J+P2 ]∑
k=0
δ (L+H − k)

pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
1
r1+σ(H)
[
(L+H + 1)!
(L+H + 1)α
e((L+H)−1)(δ+Γ(λ))
ρL+H+12
(J + P − 1− (L+H))!
(J + P − 1− (L +H))α
e(J+P−(L+H)−3)(δ+Γ(λ))
ρ
J+P−(L+H)−1
2
]
(16.17)
The following holds, see before eqs. (15.11),
N−2∑
k=J
(N − k − 1)
(
k
J
)
=
(
N
N − 2− J
)
(16.18)
Observe that, denoting
hJ−1 ≡ J , pJ−1 + h ≡ k , pJ−1 + pJ ≡ N
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pJ−1∑
h=0
(pJ − 1− h)
pJ−1+h∑
hJ−1=0
(
pJ−1 + h
hJ−1
)
=
N−1∑
k=pJ−1
(N − k − 1)
k∑
J=0
(
k
J
)
=
N−1∑
J=0
N−1∑
k=J
(N − k − 1)
(
k
J
)
=
N−1∑
J=0
N−2∑
k=J
(N − k − 1)
(
k
J
)
=
N−2∑
J=0
N−2∑
k=J
(N − k − 1)
(
k
J
)
=
N−2∑
J=0
(
N
N − 2− J
)
=
N−2∑
J=0
(
N
N − 2− J
)
=
pJ−1+pJ−2∑
hJ−1=0
(
pJ−1 + pJ
hJ−1 + 2
)
=
pJ−1+pJ∑
hˆJ−1=2
(
pJ−1 + pJ
hˆJ−1
)
≤
pJ−1+pJ∑
hˆJ−1=0
(
pJ−1 + pJ
hˆJ−1
)
, (16.19)
The following holds, see before
N−1∑
H=J
(
H
k
)
=
(
N
k + 1
)
=
(
N
N − k − 1
)
(16.20)
Therefore denoting J + P − 1− (pj − h) = H
pJ−1∑
h=0
(
J + P − 1− (pJ − h)
k
)
=
J+P−2∑
H=J+P−1−pJ
(
H
k
)
≤
J+P−2∑
H=k
(
H
k
)
=
(
J + P − 1
k + 1
)
, (16.21)
where the inequality has a meaning if we sum only non negative terms, which
is the present case; therefore the previous estimate can be rewritten as∣∣[(II)] ≤ (16.22)
≤
[ J+P2 ]∑
k=0
δ (L+H − k)

1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hˆJ−1=2
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hˆJ−1
)
1
r2σ(P−H−1)
[
(L+H + 2)!
(L+H + 2)α
e((L+H))(δ+Γ(λ))
ρL+H+22
(J + P − (L+H)− 2)!
(J + P − (L+H)− 2)α
e(J+P−(L+H)−4)(δ+Γ(λ))
ρ
J+P−(L+H)−2
2
]
+
[J+P2 ]∑
k=0
δ (L+H − k)

pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
1
r1+σ(H)
[
(L+H + 1)!
(L+H + 1)α
e((L+H)−1)(δ+Γ(λ))
ρL+H+12
(J + P − 1− (L+H))!
(J + P − 1− (L +H))α
e(J+P−(L+H)−3)(δ+Γ(λ))
ρ
J+P−(L+H)−1
2
]
.
Recall that, see 16.9,
δ (L+H − k)

1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hˆJ−1=2
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hˆJ−1
)
“ ≤ ” (L+H − k)

1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+pJ∑
hˆJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + pJ
hˆJ−1
) =
(
J + P − 1
k
)
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and
δ (L+H − k)

pJ−1∑
h=0
1∑
l1=0
· · ·
1∑
lJ−2=0
1∑
lJ−1=0
p0∑
h0=0
p1∑
h1=0
· · ·
pJ−2∑
hJ−2=0
pJ−1+h∑
hJ−1=0
(
p0
h0
)(
p1
h1
)
· · ·
(
pJ−2
hJ−2
)(
pJ−1 + h
hJ−1
)
=
pJ−1∑
h=0
(
J + P − 1− (pJ − h)
k
)
(16.23)
and substituting in the previous expression, we obtain
∣∣[(II)]∣∣ ≤ [ J+P2 ]∑
k=0
(
J + P − 1
k
)[
(k + 2)!
(k + 2)α
ek(δ+Γ(λ))
ρk+2
(J + P − k − 2)!
(J + P − k − 2)α
e(J+P−k−4)(δ+Γ(λ))
ρJ+P−k−22
]
+
1
r
[ J+P2 ]∑
k=0
pJ−1∑
h=0
χ
(
k ≤ (J + P + h− 1− pJ)
)(
J + P − 1− (pJ − h)
k
)[
(k + 1)!
(k + 1)α
e(k−1)(δ+Γ(λ))
ρk+12
(J + P − k − 1)!
(J + P − k − 1)α
e(J+P−k−3)(δ+Γ(λ))
ρJ+P−k−12
]
.
Let us estimate the two sums separately
[ J+P2 ]∑
k=0
(
J + P − 1
k
)[
(k + 2)!
(k + 2)α
ek(δ+Γ(λ))
ρk+22
(J + P − k − 2)!
(J + P − k − 2)α
e(J+P−k−4)(δ+Γ(λ))
ρJ+P−k−22
]
≤ c
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ(λ))
ρJ+P2
)(
e−2(δ+Γ(λ))
)
·
(J + P )
α
(J + P )!
[ J+P2 ]∑
k=0
[(
J + P − 1
k
)
(k + 2)!
(k + 2)α
(J + P − k − 2)!
(J + P − k − 2)α
]
and
{
· · ·
}
≤
(J + P )α
(J + P −
[
J+P
2
]
− 2)α
(J + P − 1)!
(J + P )!
[ J+P2 ]∑
k=0
(k + 2)(k + 1)
(J + P − k − 1)(k + 2)α
≤ C(α) , (16.24)
provided α ≥ 1. The estimate of the second term is slightly more delicate
[ J+P2 ]∑
k=0
pJ−1∑
h=0
χ
(
k ≤ (J + P + h− 1− pJ )
)(
J + P − 1− (pJ − h)
k
)[
(k + 1)!
(k + 1)α
e(k−1)(δ+Γ)
ρk+12
(J + P − k − 1)!
(J + P − k − 1)α
e(J+P−k−3)(δ+Γ(λ))
ρJ+P−k−12
]
≤ c
(
(J + P )!
(J + P )α
e(J+P−2)(δ+Γ)
ρJ+P2
)(
e−2(δ+Γ(λ))
)
[ J+P2 ]∑
k=0
pJ−1∑
h=0
χ
(
k ≤ (J + P + h− 1− pJ )
)
·
·
(J + P )α
(J + P )!
(
J + P − 1− (pJ − h)
k
)[
(k + 1)!
(k + 1)α
(J + P − k − 1)!
(J + P − k − 1)α
]}
(16.25)
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Observe that{
· · ·
}
≤

[ J+P2 ]∑
k=0
(J + P )α
(J + P )!
(
J + P − 1
k + 1
)[
(k + 1)!
(k + 1)α
(J + P − k − 1)!
(J + P − k − 1)α
]
≤
(J + P )α
(J + P )!
[ J+P2 ]∑
k=0
(J + P − 1)!
(J + P − k − 2)!(k + 1)!
[
(k + 1)!
(k + 1)α
(J + P − k − 1)!
(J + P − k − 1)α
]
≤
[ J+P2 ]∑
k=0
1
(k + 1)α
[
(J + P )α(J + P − 1)!(J + P − k − 1)!
(J + P − k − 1)α(J + P )!(J + P − k − 2)!
]
≤ c(α)
[ J+P2 ]∑
k=0
1
(k + 1)α
≤ C(α) .
(16.26)
provided α > 1 . The estimate of the sum with k >
[
J+P
2
]
is done in the same
way and has already been done in previous cases and we do not repeat here.
16.1 Proof of Lemma 3.6
We write, with
∑J
s=0 ps = P ,
∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
= D/ ν∇/
p0+p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+ [∇/
p0 ,D/ ν ]∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
= D/
2
ν∇/
p0+p1+p2D/ ν∇/
p3D/ ν · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+D/ ν [∇/
p0+p1 ,D/ ν ]∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
+[∇/
p0 ,D/ ν ]∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
= D/
3
ν∇/
p0+p1+p2+p3D/ ν∇/
p4D/ ν · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+D/
2
ν [∇/
p0+p1+p2 ,D/ ν ]∇/
p3D/ ν · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
+D/ ν [∇/
p0+p1 ,D/ ν ]∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+ [∇/
p0 ,D/ ν ]∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
= D/
4
ν∇/
p0+p1+p2+p3+p4D/ ν∇/
p5 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+D/
3
ν [∇/
p0+p1+p2+p3 ,D/ ν ]∇/
p4D/ ν · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
+D/
2
ν [∇/
p0+p1+p2 ,D/ ν ]∇/
p3D/ ν · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+D/ ν [∇/
p0+p1 ,D/ ν ]∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
+[∇/ p0 ,D/ ν ]∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
......
= D/ Jν∇/
p0+p1+p2+··+pJ−1+pJΨ+D/ J−1ν [∇/
p0+p1+p2+··pJ−1 ,D/ ν ]∇/
pJΨ+D/ J−2ν [∇/
p0+p1+p2+··pJ−2 ,D/ ν ]∇/
pJ−1D/ ν∇/
pJΨ
+D/
J−3
ν [∇/
p0+p1+p2+··pJ−3 ,D/ ν ]∇/
pJ−2D/ ν∇/
pJ−1D/ ν∇/
pJΨ+D/
J−4
ν [∇/
p0+p1+p2+··pJ−4 ,D/ ν ]∇/
pJ−3D/ ν∇/
pJ−2D/ ν∇/
pJ−1D/ ν∇/
pJΨ
+ · · · ·
+D/
3
ν [∇/
p0+p1+p2+p3 ,D/ ν ]∇/
p4D/ ν · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+D/
2
ν [∇/
p0+p1+p2 ,D/ ν ]∇/
p3D/ ν · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
+D/ ν [∇/
p0+p1 ,D/ ν ]∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ+ [∇/
p0 ,D/ ν ]∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ
......
= D/ Jν∇/
PΨ+
J∑
t=1
D/ J−tν [∇/
∑J−t
s=0 ps ,D/ ν ]∇/
pJ−t+1D/ ν∇/
pJ−t+2D/ ν · ·∇/
pJ−1D/ ν∇/
pJΨ (16.27)
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Therefore the final result is
∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ (16.28)
= D/
J
ν∇/
P
Ψ+
J∑
t=1
D/
J−t
ν [∇/
∑J−t
s=0 ps ,D/ ν ]∇/
pJ−t+1D/ ν∇/
pJ−t+2D/ ν · ·∇/
pJ−1D/ ν∇/
pJΨ .
and we have the following estimate,∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2p∇/ p0D/ ν∇/ p1D/ ν∇/ p2 · · ·D/ ν∇/ pJ−1D/ ν∇/ pJΨ∣∣p,S ≤ ∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2pD/ Jν∇/ PΨ∣∣p,S
+
J∑
t=1
∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2pD/ J−tν [∇/∑J−ts=0 ps ,D/ ν ]∇/ pJ−t+1D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJU ∣∣p,S .
We make the following inductive assumptions, for J + P < N − 1,
||λ|φ(Ψ)r1+J+P+φ(Ψ)−
2
p∇/ p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ|p,S ≤ F
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
. (16.29)
and use the following expression for the commutator
[∇/
pJ ,D/ ν ]Ψ = −
pJ−1∑
q=0
(pJ − q − 1)
q∑
h=0
(
q
h
)
(∇/
h
C)∇/
pJ−1−hU +
pJ−1∑
q=0
q∑
h=0
(
q
h
)
(∇/
h
χ)∇/
pJ−hΨ
= −
pJ−2∑
h=0
(
pJ
pJ − 2− h
)
(∇/
h
C)∇/
pJ−1−hU +
pJ−1∑
q=0
q∑
h=0
(
q
h
)
(∇/
h
χ)∇/
pJ−hΨ
= −
pJ−2∑
h=0
(
pJ
pJ − 2− h
)
(∇/
h
C)∇/
pJ−1−hΨ+
pJ−1∑
h=0
(
pJ
pJ − 1− h
)
(∇/
h
χ)∇/
pJ−hΨ
= −
pJ−2∑
q=0
(
pJ
q
)
(∇/
pj−2−qC)∇/
q+1
Ψ+
pJ−1∑
q=0
(
pJ
q
)
(∇/
pJ−1−qχ)∇/
q+1
Ψ (16.30)
where
C ≡ Cσµν = (χµνη
σ−χσµην) + θ
C
µ θ
D
ν R
σ(·, eC , e4, eD) . (16.31)
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We start the estimate,
J∑
t=1
∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2pD/ J−tν [∇/ (∑J−ts=0 ps),D/ ν ]∇/ pJ−t+1D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJΨ∣∣p,S
≤
J∑
t=1
(
∑J−t
s=0 ps)−2∑
h=0
 (∑J−ts=0 ps)(∑J−t
s=0 ps
)
− 2− h
 ·
·
∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2pD/ J−tν (∇/ hC)(∇/ (∑J−ts=0 ps−1−h)∇/ pJ−t+1D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJΨ)∣∣p,S
+
J∑
t=1
(
∑J−t
s=0 ps)−1∑
h=0
 (∑J−ts=0 ps)(∑J−t
s=0 ps
)
− 1− h
 ·
∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2pD/ J−tν (∇/ hχ)(∇/ (∑J−ts=0 ps−h)∇/ pJ−t+1D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJΨ)∣∣p,S .
Recalling previous definitions we define
J∑
s=0
ps = P ,
J−t∑
s=0
ps = P(J−t), J + P = N ,
and we estimate the second sum as∣∣(II)∣∣
p,S
≤ (16.32)
≤
J∑
t=1
P(J−t)−1∑
h=0
J−t∑
l=0
(
P(J−t)
P(J−t) − 1− h
)(
J − t
l
)
·
·
∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2p (D/ lν∇/ hχ)(D/ J−t−lν ∇/ (P(J−t+1)−h)D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJΨ)∣∣p,S
≤
J∑
t=1
P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)(
J − t
q
)
χ
(
(q + h) ≤
[
J + P
2
])
·
∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2p (D/ qν∇/ hχ)(D/ J−t−qν ∇/ (P(J−t+1)−h)D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJΨ)∣∣p,S
+
J∑
t=1
P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)(
J − t
q
)
χ
(
(q + h) >
[
J + P
2
])
·
∣∣|λ|φ(Ψ)r1+J+P+φ(Ψ)− 2p (D/ qν∇/ hχ)(D/ J−t−qν ∇/ (P(J−t+1)−h)D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJΨ)∣∣p,S .
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Let us consider the first sum
∣∣(II)1∣∣p,S ≤ J∑
t=1
P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)(
J − t
q
)
χ
(
(q + h) ≤
[
J + P
2
])
·
∣∣r1+q+h(D/ qν∇/ hχ)|∞,S∣∣|λ|φ(Ψ)r1+J+P−(q+h)−t+φ(Ψ)− 2p (D/ J−t−qν ∇/ (P(J−t+1)−h)D/ ν∇/ pJ−t+2D/ ν · ·∇/ pJ−1D/ ν∇/ pJΨ)∣∣p,S
≤
J∑
t=1
P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)(
J − t
q
)
χ
(
(q + h) ≤
[
J + P
2
])
(
(q + h+ 1)!
(q + h+ 1)α
e(q+h−1)(δ+Γ(λ))
ρq+h+12
)
· F
(
(J + P + 1− (q + h)− t)!
(J + P + 1− (q + h)− t)α
e(J+P−(q+h)−t−1)(δ+Γ(λ))
ρ
J+P−(q+h)−t+1
2
)
≤ f
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
) J∑
t=1
(
e−(t+1)(δ+Γ(λ))
ρ−t+12
){
(J + P + 1)α
(J + P + 1)!P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)(
J − t
q
)
χ
(
(q + h) ≤
[
J + P
2
])(
(q + h+ 1)!
(q + h+ 1)α
)
·
(
(J + P + 1− (q + h)− t)!
(J + P + 1− (q + h)− t)α
) .
Let us denote (q+h) = k then, observing that, denoting hˆ = h+1 , kˆ = k+1
P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)
=
P(J−t)∑
hˆ=1
J−t∑
q=0
(
P(J−t)
hˆ
)(
J − t
q
)
“ ≤ ”
P(J−t)∑
hˆ=0
J−t∑
q=0
(
P(J−t)
hˆ
)(
J − t
q
)
≤
P(J−t)+J−t∑
kˆ=0
(
P(J−t) + J − t
kˆ
)
(16.33)
[
·
]
≤
[
J+P
2 ]∑
kˆ=0
(
P(J−t) + J − t
kˆ
)
kˆ!
kˆα
(J + P + 2− kˆ − t)!
(J + P + 2− kˆ − t)α

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and{
(J + P + 1)α
(J + P + 1)!
·P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)(
J − t
q
)
χ
(
(q + h) ≤
[
J + P
2
])(
(q + h+ 1)!
(q + h+ 1)α
)
·
(
(J + P + 1− (q + h)− t)!
(J + P + 1− (q + h)− t)α
)
≤
(J + P + 1)α
(J + P + 1)!
[
J+P
2 ]∧(J+P(J−t))∑
kˆ=0
(
P(J−t) + J − t
kˆ
)
kˆ!
kˆα
(J + P + 2− kˆ − t)!
(J + P + 2− kˆ − t)α

≤ (J + P + 1)α
[
J+P
2 ]∧(J+P(J−t))∑
kˆ=0
1
kˆα
(J + P(J−t) − t)!(J + P + 2− kˆ − t)!
(J + P(J−t) − kˆ − t)!(J + P + 1)!
1
(J + P + 2− kˆ − t)α

≤ C(α)
(J + P + 1)α
(J+P2 − t)
α
, (16.34)
provided, α > 1. Therefore
J∑
t=1
(
e−(t+1)(δ+Γ)
ρ−t
){
(J + P + 2)α
(J + P + 2)!
(16.35)P(J−t)−1∑
h=0
J−t∑
q=0
(
P(J−t)
h+ 1
)(
J − t
q
)
χ
(
(q + h) ≤
[
J + P
2
])(
(q + h+ 2)!
(q + h+ 2)α
)
·
(
(J + P + 2− (q + h)− t)!
(J + P + 2− (q + h)− t)α
)
≤ e−δC(α)
J∑
t=1
(
ρte−t(δ+Γ)
) (J + P + 1)α
(J+P2 − t)
α
≤ e−δC1(α) ,
completing the proof of the estimate.138 Therefore we have proved that the
following estimate holds with J + P ≤ N − 1,
||λ|φ(Ψ)r1+J+P+φ(Ψ)−
2
p∇/
p0D/ ν∇/
p1D/ ν∇/
p2 · · ·D/ ν∇/
pJ−1D/ ν∇/
pJΨ|p,S ≤ F1
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
, (16.36)
provided that the following estimate holds with F2 < F1,
||λ|φ(Ψ)r1+J+P+φ(Ψ)−
2
pD/ Jν∇/
PΨ|p,S ≤ F2
(
(J + P + 1)!
(J + P + 1)α
e(J+P−1)(δ+Γ(λ))
ρJ+P+12
)
. (16.37)
138There are, in fact, other sums to estimate, but it is easy to realize that all the estimates
go in the same way.
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17 Appendix to Section 11
17.1 Proof of the estimate 11.3
We have to control the right hand side of the following expression,
|∇/NΩ|p,S ≤ N !
∞∑
k=1
1
k!
 N2∑
γ1=0
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γ1!γ2! · ·γk!
∣∣(∇/ γ1 logΩ)(∇/ γ2 logΩ) · · · (∇/ γk logΩ)∣∣
p,S
N∑
γ1=
N
2 +1
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γ1!γ2! · ·γk!
∣∣(∇/ γ1 logΩ)(∇/ γ2 logΩ) · · · (∇/ γk logΩ)∣∣
p,S
 .
Let us consider the second sum
N !
∞∑
k=1
1
k!
N∑
γ1=
N
2 +1
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γ1!γ2! · ·γk!
∣∣(∇/ γ1 logΩ)(∇/ γ2 logΩ) · · · (∇/ γk logΩ)∣∣
p,S
≤ N !
N∑
γ1=
N
2 +1
∣∣(∇/ γ1 logΩ)∣∣
p,S
γ1!
∞∑
k=1
1
k!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γ2! · ·γk!
|(∇/
γ2 logΩ)|∞,S · · · |(∇/
γk log Ω)|∞,S
≤ N !
N∑
γ1=
N
2 +1
C˜3
(γ1 − 1)!
(γ1 − 1)αγ1!
e(γ1−3)(δ+Γ(λ))
ργ1−1
∞∑
k=1
1
k!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
C˜
σ(γ2)+··+σ(γk)
3
γα2 · ·γ
α
k
eσ(γ2−2)(γ2−2)(δ+Γ(λ))
ργ2
· · ·
eσ(γk−2)(γk−2)(δ+Γ(λ))
ργk
≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
)
N
N∑
γ1=
N
2 +1
(N − 1)α
(γ1 − 1)αγ1
e−(N−γ1)(δ+Γ(λ))
ρ−(N−γ1)
∞∑
k=1
1
k!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γα2 · ·γ
α
k
1
ρ(N−γ1)
≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
) N∑
γ1=
N
2 +1
Nα+1
γα+11
e−(N−γ1)(δ+Γ(λ))
∞∑
k=1
1
k!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γα2 · ·γ
α
k
≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
) N∑
γ1=
N
2 +1
Nα+1
γα+11
e−(N−γ1)(δ+Γ(λ))
∞∑
k=1
1
k!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γα2 · ·γ
α
k
 . (17.1)
Let us consider the first sum which we rewrite as
N !
∞∑
k=1
1
k!
 N2∑
γ2=0
N
2∑
γ1=0
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ3,·,·,·,γk
1
γ1!γ2! · ·γk!
∣∣(∇/ γ1 logΩ)(∇/ γ2 logΩ) · · · (∇/ γk logΩ)∣∣
p,S
N∑
γ2=
N
2 +1
N
2∑
γ1=0
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ3,·,·,·,γk
1
γ1!γ2! · ·γk!
∣∣(∇/ γ1 logΩ)(∇/ γ2 logΩ) · · · (∇/ γk logΩ)∣∣
p,S
 (17.2)
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Let us consider the second sum of the first sum which we estimate as
≤ N !
∞∑
k=1
1
k!
N∑
γ2=
N
2 +1
|(∇/
γ2 log Ω)|p,S
γ2!
N
2∑
γ1=0
∑k
s=2 γs=N−γ1−γ2;γs∈[0,N ]∑
γ3,·,·,·,γk
1
γ1!γ3! · ·γk!
∣∣(∇/ γ1 log Ω)|∞,S |(∇/ γ3 logΩ)|∞,S · · · |(∇/ γk log Ω)|∞,S
≤ N !
∞∑
k=1
1
k!
N∑
γ2=
N
2 +1
|(∇/ γ2 log Ω)|p,S
γ2!
∑k;s 6=2
s=1 γs=N−γ2;γs∈[0,N ]∑
γ1γ3,·,·,·,γk
1
γ1!γ3! · ·γk!
∣∣(∇/ γ1 logΩ)|∞,S |(∇/ γ3 logΩ)|∞,S · · · |(∇/ γk logΩ)|∞,S .(17.3)
The last sum is identically to the previous “second sum” interchanging γ1 and
γ2 and therefore can be bounded by
≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
) N∑
γ1=
N
2 +1
Nα+1
γα+11
e−(N−γ1)(δ+Γ(λ))
∞∑
k=1
1
k!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γα2 · ·γ
α
k
(17.4)
as this has to be repeated k times obtaining
≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
) N∑
γ1=
N
2 +1
Nα+1
γα+11
e−(N−γ1)(δ+Γ(λ))
∞∑
k=1
k
k!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γα2 · ·γ
α
k

≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
) N∑
γ1=
N
2 +1
Nα+1
γα+11
e−(N−γ1)(δ+Γ(λ))
∞∑
k=1
1
(k − 1)!
∑k
s=2 γs=N−γ1;γs∈[0,N ]∑
γ2,·,·,·,γk
1
γα2 · ·γ
α
k

≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
)(
1 + ce−δ
)
. (17.5)
We are left with a term where all the γi are ≤
[
N
2
]
which is easier to estimate
so that the final result is
|∇/
N
Ω|p,S ≤
(
C˜3
(N − 1)!
(N − 1)α
e(N−3)(δ+Γ(λ))
ρN−1
)(
1 + ce−δ
)
. (17.6)
As ∂νΩ = ΩD/ 4Ω = −2Ωω, to control ∂
N
ν Ω we write
D/Nν Ω = D/
N
ν e
log Ω =
∞∑
k=0
1
k!
D/Nν (log Ω)
k
= N !
∞∑
k=1
1
k!
∑k
s=1 γs=N ;γs∈[0,N ]∑
γ1,·,·,·,γk
1
γ1!γ2! · ·γk!
(D/
γ1
ν logΩ)(D/
γ2
ν logΩ) · · · (D/
γk
ν logΩ)
=
= N !
∞∑
k=1
(−2)k
k!
∑k
s=1 γs=N ;γs∈[0,N ]∑
γ1,·,·,·,γk
1
γ1!γ2! · ·γk!
(D/ γ1−1ν ω)(D/
γ2−1
ν ω) · · · (D/
γk−1
ν ω) .
As the following estimates hold, see Theorem 3.4,∣∣r2+J− 2pD/ J4ω∣∣p,S(λ, ν) ≤ F 5( (J + 1)!(J + 1)α e((J+1)−2)(δ+Γ(λ))ρJ+1
)
, (17.7)
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proceeding as before it is easy to prove the following estimate
|∂Nν Ω|p,S ≤ c
(
N !
Nα
e(N−2)(δ+Γ(λ))
ρN
)
. (17.8)
17.2 Proof of the estimate 11.15
From the transport equation
D/
∂ν
(∇/ J |X |2) + (J + 2)
Ωtrχ
2
· ∇/ J |X |2 + J(Ωχˆ) · ∇/ J |X |2 − 2(∇/ JX) · Ωχˆ ·X + 2(∇/ JX) · ζ =
{
good
}
X
(17.9)
where{
good
}
X
= −
{[
J−2∑
k=0
(
J
k
)
(∇/ J−1−kΩχ) · ∇/ k+1|X |2 −
J−1∑
k=0
(
J + 1
k
)
(∇/ J−1−kC)∇/ k|X |2
]
−
 J∑
k=1
(
J
k
)
(∇/
k
Ωtrχ)∇/
J−k
|X |2 +
∑4
s=1γs=J;γ1,γ3 6=J∑
γ1γ2γ3
J !
γ1!γ2!γ3!
(∇/
γ1X) · (∇/
γ2Ωχˆ) · (∇/
γ3X)
+2
J−1∑
k=0
J−k∑
l=0
J !
k!(J − k)!
(∇/ kX)∇/ J−kζ
]}
.
it follows, as done many times before,
∂|∇/ J |X |2|p
∂ν
+ p(J + 2)
Ωtrχ
2
|∇/
J
|X |2|p
= −p|∇/ J |X |2|p−2
[
J(∇/ J |X |2) · Ωχˆ · (∇/ J |X |2) + (∇/ J |X |2)
(
2(∇/ JX) · Ωχˆ ·X − 2(∇/ JX) · ζ
)
+(∇/
J
|X |2) ·
{
good
}
X
]
≤ p|∇/ J |X |2|p−1J |Ωχˆ · (∇/ J |X |2)|+ 2p|∇/ J |X |2|p−1|∇/ JX · Ωχˆ ·X |+ 2p|∇/ J |X |2|p−1|∇/ JX · ζ|
+p|∇/
J
|X |2|p−1
∣∣{good}
X
∣∣ (17.10)
which we rewrite as
∂|∇/ J |X |2|p
∂ν
+ p(J + 2)
Ωtrχ
2
|∇/
J
|X |2|p (17.11)
≤ p|∇/
J
|X |2|p−1
{[
J |Ωχˆ · (∇/
J
|X |2)
]
+
[
2
(
|∇/
J
X · Ωχˆ ·X |+ |∇/
J
X · ζ|
)
+
∣∣{good}
X
∣∣]} .
and in a more compact way as
∂|∇/
J
|X |2|p
∂ν
+ p(J + 2)
Ωtrχ
2
|∇/
J
|X |2|p ≤ p|∇/
J
|X |2|p−1|LX | . (17.12)
where
|LX | = J |Ωχˆ · (∇/
J
|X |2)|+
[
2
(
|∇/
J
X · Ωχˆ ·X |+ |∇/
J
X · ζ|
)
+ p|∇/
J
|X |2|p−1
∣∣{good}
X
∣∣](17.13)
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From it,
∂|r(J+2)−
2
p
)∇/
J
|X |2|pp,S
∂ν
=
∫
S
(
∂|r(J+2−
2
p
)∇/
J
|X |2|p
∂ν
+Ωtrχ|r(J+2−
2
p
)∇/ J |X |2|p
)
dµγ
=
∫
S
(
r(J+2−
2
p
)p
[
∂|∇/ J |X |2|p
∂ν
+ p(J + 2)
Ωtrχ
2
|∇/
J
|X |2|p
]
+ (Ωtrχ− Ωtrχ)|r(J+2−
2
p
)∇/
J
|X |2|p
)
dµγ
≤ p
∫
S
r(J+2−
2
p
)p|∇/
J
|X |2|p−1
[
|LX |+
(
J + 2− 2
p
2
|Ωtrχ− Ωtrχ|
)
|∇/
J
|X |2|
]
,
which we rewrite,
∂|r(J+2−
2
p
)∇/ J |X |2|pp,S
∂ν
≤ p
∫
S
r(J+2−
2
p
)p|∇/
J
|X |2|p−1|L/X |dµγ , (17.14)
where
|L/X | =
[
J
(
|Ωtrχ− Ωtrχ|+ |Ωχˆ|
)
|∇/
J
|X |2|+ |L˜X |
]
(17.15)
and
L˜X =
[
2
(
|∇/
J
X · Ωχˆ ·X |+ |∇/
J
X · ζ|
)
+
∣∣{good}
X
∣∣] . (17.16)
Proceeding as before we have, denoting H = |Ωχˆ|+ |Ωtrχ|+ |Ωχˆ|,
∂|r(J+2−
2
p
)∇/
J
|X |2|p,S
∂ν
≤ |r(J+2−
2
p
)∇/ JL/X |p,S ≤ J |H|∞,S |r
(J+2− 2
p
)∇/ J |X |2|p,S + |r
(J+2− 2
p
)L˜X |p,S
and integrating
|r(J+2−
2
p
)∇/
J
|X |2|p,S(λ, ν) ≤
∫ ν
ν0
dν′e
J
(∫
ν
ν0
H−
∫
ν′
ν0
H
)
|r(J+2−
2
p
)L˜X |p,S ≤
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ |r(J+2−
2
p
)L˜X |p,S . (17.17)
Observing that
∇/
J
|X |2 =
J∑
k=0
(
J
k
)
∇/
k
|X |∇/
J−k
|X | = 2(∇/
J
|X |)|X |+
J−1∑
k=1
(
J
k
)
∇/
k
|X |∇/
J−k
|X | ,
we write
|r(J+2−
2
p
)
(
2(∇/ J |X |)|X |+
J−1∑
k=1
(
J
k
)
∇/ k|X |∇/ J−k|X |
)
|p,S(λ, ν)
≤
∫ ν
ν0
dν′e
J
(∫
ν
ν0
H−
∫
ν′
ν0
H
)
|r(J+2−
2
p
)L˜X |p,S ≤
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ |r(J+2−
2
p
)L˜X |p,S (17.18)
and
|r(J+2−
2
p
)∇/
J
|X |)|X ||p,S(ν, λ) ≤
1
2
J−1∑
k=1
(
J
k
) ∣∣r(J+2− 2p )∇/ k|X |∇/ J−k|X |∣∣
p,S
(ν, λ) +
1
2
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ |r(J+2−
2
p
)L˜X |p,S(ν
′, λ) .
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We consider the sup of this inequality with respect to
r|X |
log r
∈ [0,M ≡ supν|
r
log r
X |∞,S]
considering |X | as an independent variable and observing that M = O(ε), ob-
taining,
sup |r(J+1−
2
p
)log r∇/
J
|X |
(
r|X |
log r
)
|p,S(ν, λ) (17.19)
≤
1
2
J−1∑
k=1
(
J
k
) ∣∣r(J+2− 2p )∇/ k|X |∇/ J−k|X |∣∣
p,S
(ν, λ) +
1
2
sup
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ |r(J+2−
2
p
)L˜X |p,S(ν
′, λ) .
obtaining
log r|r(J+1−
2
p
)∇/ J |X ||p,S ≤M
−1 1
2
J−1∑
k=1
(
J
k
) ∣∣r(J+2− 2p )∇/ k|X |∇/ J−k|X |∣∣
p,S
+M−1
1
2
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′
[
M(log r)|r(J+1−
2
p
)∇/
J
X · Ωχˆ|p,S + |r
(J+2− 2
p
)∇/
J
X · ζ|p,S + sup
|X|
∣∣r(J+2− 2p ){good}
X
∣∣
p,S
]
.
We make the iterative assumption if ,
|
r(J+1−
2
p
)
log r
∇/ J |X ||p,S(λ, ν) ≤ c
(
J !
Jα
e(J−2)(Γ1+δ)
ρJ
)
, (17.20)
with c of order O(ǫ) if J ≤ 7 and of order O(1) otherwise, where
Γ1 = Γ1(ν) = C1
ν − ν0
νν0
. (17.21)
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To show the consistency of this assumption we proceed in the following way:
first we consider the non integrated term
1
2M
(log r)2
J−1∑
k=1
(
J
k
) ∣∣r(J+2− 2p )
(log r)2
∇/ k|X |∇/ J−k|X |
∣∣
p,S
≤
1
2M
(log r)2
[ J−12 ]∑
k=1
J !
(J − k)!k!
∣∣rk+1
log r
∇/ k|X ||∞,S |
rJ−k+1−
2
p
log r
∇/ J−k|X |
∣∣
p,S
+
1
2M
(log r)2
J−1∑
k=[ J−12 ]+1
J !
(J − k)!k!
∣∣rk+1− 2p
log r
∇/
k
|X ||p,S|
rJ−k+1
log r
∇/
J−k
|X |
∣∣
∞,S
≤
1
M
(log r)2
[ J−12 ]∑
k=1
J !
(J − k)!k!
∣∣rk+1
log r
∇/ k|X ||∞,S|
rJ−k+1−
2
p
log r
∇/ J−k|X |
∣∣
p,S
≤M−1c(log r)2
[ J−12 ]∑
k=1
J !
(J − k)!k!
(k + 1)!
(k + 1)α
e(k−1)(Γ1+δ)
ρk+1
(J − k)!
(J − k)α
e(J−k−2)(Γ1+δ)
ρJ−k
≤ c(log r)2
J !
Jα
e(J−2)(Γ1+δ1)
ρJ
(
M−1
e−(Γ1+δ)
ρ
) [ J−12 ]∑
k=1
1!
(k + 1)α−1
Jα
(J − k)α
≤ (log r)2
1
100
(
J !
Jα
e(J−2)(Γ1+δ)
ρJ
)
, (17.22)
choosing δ sufficiently large and α>2. Let us control the delicate integral parts,∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ |(log r)r(J+1−
2
p
)∇/
J
X · Ωχˆ|p,S ≤
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ (log r)2|
r(J+1−
2
p
)
log r
∇/
J
X |p,S|Ωχˆ|∞,S
≤ cε0
∫ ν
ν0
dν′(log ν′)2
ν′2
eJC˜0
ν−ν′
νν′ |
r(J+1−
2
p
)
log r
∇/
J
X |p,S (17.23)
≤ cε0
(
J !
Jα
e(J−2)(Γ1(λ,ν)+δ)
ρJ
)∫ ν
ν0
dν′(log ν′)2
ν′2
e
[
JC˜0
ν−ν′
νν′
−(J−2)(Γ1(ν)−Γ1(ν
′))
]
≤ cε0
(
J !
Jα
e(J−2)(Γ1+δ1)
ρJ
)
,
provided C1 > C˜0. The second integral term is more delicate∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ |r(J+2−
2
p
)∇/
J
X · ζ|p,S ≤
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ (log r)
∣∣ r(J+1− 2p )
log r
∇/
J
X
∣∣
p,s
∣∣rζ∣∣
∞,S
≤ cε0
(
J !
Jα
e(J−2)(Γ1(λ,ν)+δ)
ρJ
)
(log r)(λ, ν)
∫ ν
ν0
dν′
ν′
e
[
JC˜0
ν−ν′
νν′
−(J−2)(Γ1(ν)−Γ1(ν
′))
]
≤ c(log r)2ε0
(
J !
Jα
e(J−2)(Γ1(ν)+δ1)
ρJ
)
. (17.24)
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Therefore
M−1
1
2
∫ ν
ν0
dν′eJC˜0
ν−ν′
νν′ |
r(J+2−
2
p
)
log r
∇/
J
X · ζ|p,S ≤
c
2
(log r)2
(
J !
Jα
e(J−2)(Γ1(ν)+δ1)
ρJ
)
.(17.25)
The correction terms can be treated as before, the only request they imply is
that δ1 ≥ δ. They contribute as
1
100
c(log r)2
(
J !
Jα
e(J−2)(Γ1(λ,ν)+δ1)
ρJ
)
.
Collecting all the estimates together we conclude that
log r|r(J+1−
2
p
)∇/
J
|X ||p,S ≤ (log r)
2 1
100
(
J !
Jα
e(J−2)(Γ1+δ)
ρJ
)
+ (17.26)
+
c
2
(log r)2
(
J !
Jα
e(J−2)(Γ1(ν)+δ1)
ρJ
)
+
1
100
c(log r)2
(
J !
Jα
e(J−2)(Γ1(ν)+δ1)
ρJ
)
≤ c(log r)2
(
J !
Jα
e(J−2)(Γ1(ν)+δ1)
ρJ
)
(17.27)
which implies the inequality 11.15 for all J ,139
|
r(J+1−
2
p
)
log r
∇/
J
|X ||p,S(λ, ν) ≤ c
(
J !
Jα
e(J−2)(Γ1+δ)
ρJ
)
.
18 Appendix to Section 13
18.1 Proof of Lemma 13.1
To prove this lemma we derive first the corresponding equations for the norms∣∣r2− 2p ζ∣∣
p,S
and
∣∣|λ|2r 32+ǫ− 2p β∣∣
p,S
; they are obtained in the following way, denot-
139With some extra work it is possible to prove that
|
r
J− 2
p
log r
∂JXa|p,S ≤ cε0
(
J !
Jα
e(J−2)(Γ1+δ)
ρJ
)
.
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ing L1 = [D/ λ∇/ logΩ],
∂
∂λ
∣∣r2− 2p ζ∣∣p = p|r2− 2p ζ|p−2(r2− 2p ζ) · ∂
∂λ
(r2−
2
p ζ)
= p|r2−
2
p ζ|p−2(r2−
2
p ζ) ·
{
−r2−
2
p
(
Ωtrχζ + 2Ωχˆ · ζ +Ωβ + L1
)
+ (2 −
2
p
)r1−
2
p
∂r
∂λ
ζ
}
= p|r2−
2
p ζ|p−2(r2−
2
p ζ) ·
{
−r2−
2
p
(
Ωtrχζ + 2Ωχˆ · ζ +Ωβ + L1
)
+ (2 −
2
p
)r2−
2
p
1
2
Ωtrχζ
}
= p|r2−
2
p ζ|p−2
{[
−(Ωtrχ)|r2−
2
p ζ|2 − 2Ω(r2−
2
p ζ) · χˆ · (r2−
2
p ζ)− r2(2−
2
p
)Ωβ · ζ − r2(2−
2
p
)L1 · ζ
]
+ (1−
1
p
)Ωtrχ|r2−
2
p ζ|2
}
=
(
−pΩtrχ+ pΩtrχ− Ωtrχ
)
|r2−
2
p ζ|p − p2Ω(r2−
2
p ζ) · χˆ · (r2−
2
p ζ)|r2−
2
p ζ|p−2 − p|r2−
2
p ζ|p−2r2(2−
2
p
)Ωβ · ζ
−p|r2−
2
p ζ|p−2r2(2−
2
p
)L1 · ζ
=
(
(p− 1)(Ωtrχ− Ωtrχ)− (Ωtrχ)
)
|r2−
2
p ζ|p − 2pΩ(r2−
2
p ζ) · χˆ · (r2−
2
p ζ)|r2−
2
p ζ|p−2 − p|r2−
2
p ζ|p−2r2(2−
2
p
)Ωβ · ζ
−p|r2−
2
p ζ|p−2r2(2−
2
p
)L1 · ζ . (18.1)
Therefore
∂
∂λ
|r2−
2
p ζ|pp,S =
∂
∂λ
∫
S
|r2−
2
p ζ|p =
∫
S
(
∂
∂λ
|r2−
2
p ζ|p +Ωtrχ|r2−
2
p ζ|p
)
(18.2)
= −(p− 1)
∫
S
(Ωtrχ− Ωtrχ)|r2−
2
p ζ|p − p
∫
S
2Ω(r2−
2
p ζ) · χˆ · (r2−
2
p ζ)|r2−
2
p ζ|p−2 + |r2−
2
p ζ|p−2r2(2−
2
p
)Ωβ · ζ
≤ p
∫
S
∣∣(|Ωtrχ− Ωtrχ|+ |2Ωχˆ|)|r2− 2p ζ|∣∣|r2− 2p ζ|p−1 + p ∫
S
(
|r(2−
2
p
)Ωβ||r2−
2
p ζ|p−1 + |r(2−
2
p
)L1||r
2− 2
p ζ|p−1
)
.
Applying Hoder inequality to the r.h.s. we obtain
∂
∂λ
|r2−
2
p ζ|pp,S ≤
∣∣(|Ωtrχ− Ωtrχ|+ |2Ωχˆ|)|r2− 2p ζ|∣∣
p,S
p
∣∣r2− 2p ζ∣∣p−1
p,S
+
∣∣r2− 2pΩβ∣∣
p,S
p
∣∣r2− 2p ζ∣∣p−1
p,S
+
∣∣r2− 2pL1∣∣p,S p∣∣r2− 2p ζ∣∣p−1p,S (18.3)
and from it
∂
∂λ
|r2−
2
p ζ|p,S ≤ (|Ωtrχ− Ωtrχ|∞,S + |2Ωχˆ|∞,S)
∣∣r2− 2p ζ|∣∣
p,S
+
∣∣r2− 2pΩβ∣∣
p,S
+
∣∣r2− 2pL1∣∣p,S . (18.4)
Let us obtain the differential inequality for β, with L2 = −[Ω(div/ α+∇/ logΩ·α)],
D/ λβ + 2Ωtrχβ + 2Ωωβ − Ωα · ζ − [Ω(div/ α+∇/ logΩ · α)] = 0
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∂∂λ
∣∣r4− 2p β∣∣p = p|r4− 2pβ|p−2(r4− 2p β) · ∂
∂λ
(r4−
2
pβ)
= p|r4−
2
p β|p−2(r4−
2
p β) ·
{
−r4−
2
p
(
2Ωtrχβ + 2Ωωβ − Ωζ · α+ L2
)
+ (4−
2
p
)r3−
2
p
∂r
∂λ
β
}
= p|r4−
2
p β|p−2(r4−
2
p β) ·
{
−r4−
2
p
(
2Ωtrχβ + 2Ωωβ − Ωζ · α+ L2
)
+ (4−
2
p
)r4−
2
p
1
2
Ωtrχβ
}
= p|r4−
2
p β|p−2
{[
−(2Ωtrχ)|r4−
2
p β|2 − 2Ωω|r4−
2
p β|2 + r2(4−
2
p
)Ω ζ · α · β − r2(4−
2
p
)L2 · β
]
+(2−
1
p
)Ωtrχ|r4−
2
pβ|2
}
=
(
(2p− 1)(Ωtrχ− Ωtrχ)− (Ωtrχ)
)
|r4−
2
p β|p − 2pΩω|r4−
2
p β|p + p|r4−
2
p β|p−2r2(4−
2
p
)Ω ζ · α · β
−p|r4−
2
p β|p−2r2(4−
2
p
)L2 · β . (18.5)
Therefore
∂
∂λ
|r4−
2
p β|pp,S =
∂
∂λ
∫
S
|r4−
2
pβ|p =
∫
S
(
∂
∂λ
|r4−
2
p β|p +Ωtrχ|r4−
2
p β|p
)
= −(2p− 1)
∫
S
(Ωtrχ− Ωtrχ)|r4−
2
pβ|p − p
∫
S
2Ωω|r4−
2
p β|p − |r4−
2
p β|p−2r2(4−
2
p
)Ω ζ · α · β + |r4−
2
p β|p−2r2(4−
2
p
)L2 · β
≤ 2p
∫
S
∣∣(|Ωtrχ− Ωtrχ|+ |2Ωω|)|r4− 2p β|∣∣|r4− 2p β|p−1 + p ∫
S
(
|r(4−
2
p
)Ω ζ · α||r4−
2
p β|p−1 + |r(4−
2
p
)L2||r
4− 2
p β|p−1
)
.
Applying Hoder inequality to the r.h.s. we obtain
∂
∂λ
|r4−
2
p β|pp,S ≤
∣∣(|Ωtrχ− Ωtrχ|+ |2Ωω|)|r4− 2p β|∣∣
p,S
2p
∣∣r4− 2p β∣∣p−1
p,S
+
∣∣r4− 2pΩζ · α∣∣
p,S
p
∣∣r4− 2p β∣∣p−1
p,S
+
∣∣r4− 2pL2∣∣p,S p∣∣r4− 2pβ∣∣p−1p,S (18.6)
and from it
∂
∂λ
|r4−
2
p β|p,S ≤ (2|Ωtrχ− Ωtrχ|∞,S + |4Ωω|∞,S)
∣∣r4− 2pβ|∣∣
p,S
+
∣∣r4− 2pΩ ζ · α∣∣
p,S
+
∣∣r4− 2pL2∣∣p,S . (18.7)
Collecting the results we have the following p.d.e. inequalities,
∂
∂λ
|r2−
2
p ζ|p,S ≤ (|Ωtrχ− Ωtrχ|∞,S + |2Ωχˆ|∞,S)
∣∣r2− 2p ζ|∣∣
p,S
+
∣∣r2− 2pΩβ∣∣
p,S
+
∣∣r2− 2pL1∣∣p,S (18.8)
∂
∂λ
|r4−
2
p β|p,S ≤ (2|Ωtrχ− Ωtrχ|∞,S + |4Ωω|∞,S)
∣∣r4− 2pβ|∣∣
p,S
+
∣∣r4− 2pΩ ζ · α∣∣
p,S
+
∣∣r4− 2pL2∣∣p,S .
Integrating along C0 from S0 = S(λ0, ν0) to S(λ, ν0) we obtain
|r2−
2
p ζ|p,S(λ, ν0) ≤ c
(
|r2−
2
p ζ|p,S(λ0, ν0) +
∫ λ
λ0
dλ′
(∣∣r2− 2pΩβ∣∣
p,S
+
∣∣r2− 2pL1∣∣p,S)(λ′, ν0)
)
(18.9)
|r4−
2
p β|p,S(λ, ν0) ≤ c
(
|r4−
2
p β|p,S(λ0, ν0) +
∫ λ
λ0
dλ′
(∣∣r4− 2pΩ ζ · α∣∣
p,S
+
∣∣r4− 2pL2∣∣p,S)(λ′, ν0)
)
.
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Before getting the estimates for ζ and β we modify the second one multiplying
both sides with |λ|
3
2+δ/r2−ǫ, with ǫ > 0, δ ≥ 0 which we are allowed to do as
this function is increasing in r if ν0 ≤ 2r. In fact, assume |λ| = 2r − ν0 on C0
if r ≥ ν0/2 which implies on C0, r ≥ t , therefore points outside the null cone
with vertex in the origin (in Minkowski spacetime). It follows
d
dr
|λ|
3
2+δ
r2−ǫ
= 2(3/2 + δ)
(2r − ν0)
1
2+δ
r2−ǫ
− (2− ǫ)
(2r − ν0)
3
2+δ
r3−ǫ
(18.10)
= (2 − ǫ)
(2r − ν0)
1
2+δ
r2−ǫ
[
2(3/2 + δ)
2− ǫ
−
(2r − ν0)
r
]
= (2 − ǫ)
(2r − ν0)
1
2+δ
r2−ǫ
[
2(3/2 + δ)
2− ǫ
−
r − t
r
]
≥ (2− ǫ)
(2r − ν0)
1
2+δ
r2−ǫ
[(3/2 + δ)− 1] ≥ 0 .
Therefore
|r2−
2
p ζ|p,S(λ, ν0) ≤ c
(
|r2−
2
p ζ|p,S(λ0, ν0) +
∫ λ
λ0
dλ′
(∣∣r2− 2pΩβ∣∣
p,S
+
∣∣r2− 2pL1∣∣p,S)(λ′, ν0)
)
(18.11)
||λ|
3
2+δr2+ǫ−
2
p β|p,S(λ, ν0) ≤ c
(
||λ|
3
2+δr2+ǫ−
2
p β|p,S(λ0, ν0)+
∫ λ
λ0
dλ′
(∣∣|λ| 32+δr2+ǫ− 2pΩ ζ · α∣∣
p,S
+
∣∣|λ| 32+δr2+ǫ− 2pL2∣∣p,S)
)
.
the integral estimates 18.11 to be meaningful require that the integrals are
bounded, which happens if we require that on C0, with δ˜ > δ ≥ 0,
D/ λ∇/Ω = O
(
r−(2+ǫ)|λ|−(1+δ˜)
)
, α = O
(
r−(1+ǫ)|λ|−(
5
2+δ˜)
)
. (18.12)
and prove that β = O
(
r−(2+ǫ)|λ|−
3
2
)
, ζ = O
(
r−2
)
. We can choose δ = 0
and the two integral inequalities become
|r2+ǫ−
2
p ζ|p,S(λ, ν0) ≤ c
(
|r2+ǫ−
2
p ζ|p,S(λ0, ν0) +
∫ λ
λ0
dλ′
(∣∣r2+ǫ− 2pΩβ∣∣
p,S
+
∣∣r2+ǫ− 2pL1∣∣p,S)
)
(18.13)
||λ|
3
2 r2+ǫ−
2
p β|p,S(λ, ν0) ≤ c
(
||λ|
3
2 r2+ǫ−
2
p β|p,S(λ0, ν0)+
∫ λ
λ0
dλ′
(∣∣|λ| 32 r2+ǫ− 2pΩ ζ · α∣∣
p,S
+
∣∣|λ| 32 r2+ǫ− 2pL2∣∣p,S)
)
.
It is easy to prove that the expected result holds, namely
β = O
(
r−(2+ǫ)|λ|−
3
2
)
, ζ = O
(
r−2
)
,
assuming 18.12 and moreover that on S0 we have
|r2−
2
p ζ|p,S(λ0, ν0) ≤ cε , ||λ|
3
2 r2+ǫ−
2
p β|p,S(λ0, ν0) ≤ cε . (18.14)
Remarks:
i) It is clear that this estimate has to be generalized to all the ∇/ derivatives of
ζ and β with the standard mechanism we used to prove the estimates for the
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∇/ derivatives in the interior. The way to proceed should be again an inductive
one, we assume the desired estimates for ∇/
J
ζ and ∇/
J
β, with J < N and prove
the same estimates for J = N . This implies a correct choice of Γ0.
ii) Observe that the way to estimate ζ on C0 is different from the one used on
C0. Here the only loss of derivatives is due to the presence of the term β.
18.1.1 The initial data on S0 = S(λ0, ν0)
From the previous considerations concerning the estimates of the quantities on
C0 it follows that the following behaviours have to be required on S0, to satisfy
conditions 7.2
i) From the estimates on C0, J > 0:
|r2+J−
2
p∇/
J
ζ|p,S(λ0, ν0) ≤ c1ε
(
(J + 1)!
(J + 1)α
e(J−2)(δ0+Γ0)
ρJ0,0
)
||λ|
3
2 r2+ǫ−
2
p∇/
J
β|p,S(λ0, ν0) ≤ c2ε
(
(J + 1)!
(J + 1)α
e(J−2)(δ0+Γ0)
ρJ0,0
)
|r2+J−
2
p∇/
J
trχ|p,S(λ0, ν0) ≤ c3ε
(
J !
Jα
e(J−2)(δ0+Γ0,0)
ρJ0
)
||λ|
3
2 r1+J+ǫ−
2
p∇/ J χˆ|p,S(λ0, ν0) ≤ c4ε
(
J !
Jα
e(J−2)(δ0+Γ0)
ρJ0,0
)
, (18.15)
together with the requirements that on S0
∇/ trχ− ζtrχ = O
(
ε|λ0|
3
2+ǫr20
)
. (18.16)
Remarks:
i) The first two conditions of 18.15 are required to obtain the estimates for ∇/
J
ζ
on C0. The last condition, 18.16, is needed to have β with the right estimates
on C0 , this is, basically a repetition of what has been done for β on C0. To
clarify this point let us recall the expression of β
β = −(∇/ trχ− div/ χ− ζtrχ+ ζ · χ) ,
and from it the following one
∇/
J
β = −
1
2
∇/
J+1
trχ+∇/
J
div/ χˆ+
1
2
∇/
J
(ζtrχ)−∇/
J
(ζ · χˆ) . (18.17)
From the requirement that the l.h.s. decays as O
(
|λ|
3
2 r2+ǫ
)
it follows that this
is automatically satisfied by ∇/ Jdiv/ χˆ and by ∇/ J(ζ · χˆ) while it is not from the
terms, considered separately, − 12∇/
J+1
trχ and 12∇/
J
(ζtrχ); to fulfill the condition
we have, therefore, to require condition 18.16.
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ii) Notationally we recall that the various ρ’s used in the initial data estimates
satisfy the following inequalities
ρ0 < ρ0,0,1 < ρ0,0 , (18.18)
where ρ0 will be used when we obtain the internal estimates.
The condition for ω on S0:
We start from
d
dν
ω − 2Ωωω = F (18.19)
where
F = ζ · ∇/ logΩ+
3
2
|ζ|2−
1
2
|∇/ logΩ|2−
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
(18.20)
Let us observe that
d
dν
(
e
∫
ν
ν0
(−2Ωω)dν′
ω
)
= e
∫
ν
ν0
(−2Ωω)dν′
[
−2Ωωω +
d
dν
ω
]
= e
∫
ν
ν0
(−2Ωω)dν′
F (ν) . (18.21)
Integrating
e
∫
ν
ν0
(−2Ωω)dν′
ω(ν)− ω(ν0) =
∫ ν
ν0
dν′e
∫
ν′
ν0
(−2Ωω)dν′′
F (ν′) (18.22)
Therefore
ω(ν) = e
∫
ν
ν0
(2Ωω)dν′
ω(ν0) + e
∫
ν
ν0
(2Ωω)dν′
∫ ν
ν0
dν′e
∫
ν′
ν0
(−2Ωω)dν′′
F (ν′) (18.23)
and to require the limν→∞ ω(ν) = 0 we need that
e
∫
∞
ν0
(2Ωω)dν′
[
ω(ν0) +
∫ ∞
ν0
dν′e
∫
ν′
ν0
(−2Ωω)dν′′
F (ν′)
]
= 0 (18.24)
which implies that
ω(ν0) = −
∫ ∞
ν0
dν′e
∫
ν′
ν0
(−2Ωω)dν′′
F (ν′) =
= −
∫ ∞
ν0
dν′e
∫
ν′
ν0
(−2Ωω)dν′′
[
ζ · ∇/ logΩ+
3
2
|ζ|2−
1
2
|∇/ logΩ|2−
1
2
(
K+
1
4
trχtrχ−
1
2
χˆ · χˆ
)
.
]
(ν′).
In conclusion what we proved in the previous subsections complete the proof of
Theorem 3.2.
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