This paper investigates the role which the persistent links play for a network to reach a global agreement under discrete-time or continuous-time consensus dynamics. Each (directed) arc in the underlying communication graph is assumed to be associated with a timedependent weight function which describes the strength of the information flow between the from one node to another. Then an arc is said to be persistent if its weight function has infinite L 1 or ℓ 1 norm, and the subgraph which contains all persistent arcs is called the persistent graph. A series of sufficient and necessary conditions on global agreement or ǫ-agreement are established, by which we clearly address that the persistent graph fully determines the convergence to a collective agreement. Convergence rates are given explicitly relying on the diameter of the persistent graph. The results conclude that towards a global agreement, the links which last in a long period contribute fundamentally while the links which are only significant for a short time do not.
ǫ-agreement under general stochasticity, self-confidence and link balance assumptions. Then for continuous-time case, two sufficient and necessary conditions are established on global agreement and ǫ-agreement, respectivel. In this way, we have clearly addressed that the persistent graph plays a fundamental part in consensus seeking. Additionally, some comparisons are given between discrete-time and continuous-time evolutions.
The rest of the paper is organized as follows. In Section 2, we introduce the network model and define the problem of interest. Then in Sections 3 and 4, the main results and convergence analysis are presented, respectively, for discrete-time and continuous-time dynamics. Finally some concluding remarks are given in Section 5.
Problem Definition
In this section, we present the network model and define the considered problem. To this end, we first introduce some basic knowledge and notations in graph theory.
A (simple) digraph G = (V, E) consists of a finite set V of nodes and an arc set E [3] , where each arc (i, j) ∈ E is an ordered pair from node i ∈ V to another different node j ∈ V. If the arcs are pairwise distinct in an alternating sequence v 0 e 1 v 1 e 2 v 2 . . . e n v n of nodes v i and arcs e i = (v i−1 , v i ) ∈ E for i = 1, 2, . . . , n, the sequence is called a (directed) path with length n. A path from i to j is denoted as i → j, and the length of i → j is denoted as |i → j|. A path with no repeated nodes is called a simple path. If there exists a path from node i to node j, then node j is said to be reachable from node i. Each node is thought to be reachable by itself. A node v from which any other node is reachable is called a center (or a root) of G. G is said to be strongly connected if it contains path i → j and j → i for every pair of nodes i and j; G is said to be quasi-strongly connected if G has a center [5, 25] .
The distance from i to j, d(i, j), is defined as the length of a shortest simple path i → j when j is reachable from i, and the diameter of G as d 0 = max{d(i, j)|i, j ∈ V, j is reachable from i}.
In this paper, we consider a network with node set V = {1, . . . , n}. Let simple digraph G * = (V, E * ) be the underlying communication graph over the network. Node j is said to be a neighbor of i at time t when there is an arc (j, i) ∈ E * ; each node is also supposed to be a neighbor of itself. Then N i = {i} ∪ {j : (j, i) ∈ E * } denotes the neighbor set of node i.
Let x i (t) be the belief of node i at time t. Time is slotted or continuous. The initial time is t 0 and each node is equipped an initial belief x t (t 0 ). The belief updating rule is stated as follows, in either discrete-time:
or continuous-time:ẋ
Here W ij (t) : [0, ∞) → [0, ∞) is a nonnegative scalar function which represents the weight of arc (j, i). Clearly W ij (t) describes the strength of the influence of node j to i. Since W ij (t) = 0 may happen from time to time, the communication graph is indeed time-varying.
We define
as the minimum and maximum state value at time t, respectively. Then
is a natural agreement measure marking the maximum distances between the individual beliefs.
The considered global agreement and ǫ-agreement are defined as follows.
Definition 1 (a) A global agreement is achieved if for any x(t 0 ) ∈ R n , we have
(b) A global ǫ-agreement is achieved if there exist two constants 0 < ǫ < 1 and T 0 > 0 such that for any x(t 0 ) ∈ R n and t ≥ t 0 , we have
Remark 1 A global agreement only requires that H(t) will converge to zero as t tends to infinity.
If it is further required that the convergence speed to zero is at least exponentially fast, we have the definition of ǫ-agreement. This definition of ǫ-agreement is first introduced in [41] , to the best of our knowledge.
Note that this definition stands for both discrete-time and continuous-time models. Our ultimate goal of this paper is to distinguish the links from the underlying interconnection graph which are relatively persistent in a long time range. To be precise, we impose the following definition for persistent arcs and persistent graph based on the L 1 or ℓ 1 norm of the weight functions. Definition 2 (a) Arc (j, i) ∈ G * is called to be a persistent arc in System (1) if
and a persistent arc in System (2) if
(b) The graph G 0 = (V, E 0 ) which consists of all persistent arcs is called the persistent graph.
Next, in Sections 3 and 4, we will investigate discrete-time and continuous-time dynamics, respectively. We will establish several sufficient and necessary conditions on global agreement and ǫ-agreement, which illustrate that the persistent graph actually is critical to the convergence.
Discrete-time Dynamics
Agent Dynamics: In this section, we focus on discrete-time belief evolution (1). In order to obtain the main result, we need the following assumptions.
A1 (Stochasticity) j∈N i W ij (t) = 1 for all i and t.
A2 (Self-confidence) There exists 0 < η < 1 such that W ii (t) ≥ η for all i and t.
A3 (Link Balance) There exists a constant A > 1 such that for any two links (j, i), (m, k) ∈ E 0 and t ≥ 0, we have
The main result for system (1) on global ǫ-agreement is as follows. 
In fact, if (a) and (b) hold, then we have
for all t ≥ t 0 , where d 0 represents the diameter of G 0 .
Remark 2 Consensus convergence for tremendous variations of (1) has been extensively studied in the literature, e.g., [8, 13, 12, 6, 7, 16, 21, 20, 27] . As for convergence rate, a relatively conservative bound is given in [8, 16] , and then it is generalized in [28, 40] . Recently a sharper bound for convergence rate is obtained in [41] . Self-confidence condition A2 is generally not necessary to ensure a consensus, but the convergence properties may be quite different with or without A2, especially for the case with time-varying communications.
Remark 3 Most of existing results are based on the assumption that all W ij (t) in the underlying graph have a positive lower bound whenever it is not zero. Here we just need the self-loop weights, W ii (t), i = 1, . . . , n, have a positive lower bound. One may see from the following convergence analysis that the sufficiency statement of Theorem 1 only relies on A2, the selfconfidence assumption, and the link balance assumption A3 is only for the necessity part.
Before we give the convergence analysis, we introduce some notations, which will be used throughout the rest of the paper (also in the continuous-time discussions). For two sets S 1 and
and
In the following of this section, we will prove Theorem 1 for necessity and sufficiency parts, respectively.
Necessity
Note that, the statement of Theorem 1 consists of two parts. We need to show that a global ǫ-agreement cannot be achieved without either condition (a) or (b).
The upcoming analysis relies on the following well-known lemmas.
Then we have the following proposition indicating that G 0 being quasi-strongly connected is not only a necessary condition for system (1) to reach a global ǫ-agreement, but also necessary for a simple global agreement even in the absence of assumptions A2 and A3.
Proposition 1 Suppose A1 holds. If a global agreement is achieved for System (1), then we have G 0 is quasi-strongly connected.
Proof. Suppose G 0 is not quasi-strongly connected. Then there exist two distinct nodes u and w such that V u ∩ V w = ∅, where V u = {nodes from which u is reachable in G 0 )} and V w = {nodes from which w is reachable in G 0 }. Moreover, there is no arc entering either V u or V w in the persistent graph G 0 . Let x i (t 0 ) = 0 for all i ∈ V u , and x i (t 0 ) = 1 for all i ∈ V \ V u . Denote ℓ(t) = max i∈Vu x i (t) and (t) = min i∈Vw x i (t). We define g + (t; m) = j∈Nm,j / ∈Vu W mj (t) for m ∈ V u and f + (t; k) = j∈N k ,j / ∈Vw W kj (t) for k ∈ V w . We further denote
It is straightforward to see that ψ(t) is non-decreasing and Ψ(t) is non-increasing for system (1) . Then it follows that x i (t) ∈ [0, 1] for all i and t ≥ t 0 . There are two cases.
(i). First, for any m ∈ V u , we have
Then, for the next slot we have that for any m ∈ V u ,
which leads to
Continuing the estimate we know that for any s = 1, 2, . . . , we have
because there is no arc entering either V 1 in the persistent graph G 0 .
(ii). According to the definition of θ(t), there exists T 1 > 0 such that when θ(t) < 1, t ≥ T 1 .
Let t 0 ≥ T 1 . Then we have ζ + w (t) ≤ θ(t) < 1 for all t ≥ t 0 since there is no arc entering either V w in the persistent graph G 0 .
Similarly we can obtain (t 0 + 1) ≥ 1 − ζ + w (t 0 ) since for any k ∈ V 2 , we have
Furthermore, for any k ∈ V 2 , one has
and thus (t 0 + 2)
. Baed on Lemma 1, proceeding the analysis we know that for any s = 1, 2, . . . ,
Because ∞ j=0 θ(t) < ∞, we can always choose t 0 sufficiently large so that
Therefore, (21) and (11) lead to
is thus impossible. This completes the proof.
Then we establish another lemma on the upper and lower bounds for some particular nodes.
Lemma 3 Suppose A1 holds. Let x m (t) = µψ(t) + (1 − µ)Ψ(t) with 0 ≤ µ ≤ 1. Then for any integer T > 0, we have:
Proof. For slot t + 1, we have
Continuing for slot t + 2, we obtain
Repeating similar estimate we know (12) holds.
Moreover, (13) can be easily obtained using a symmetric analysis with (12) . The desired conclusion thus follows.
We are now in a place to present the following conclusion which shows that the necessity of condition (b) in Theorem 1.
Proposition 2 Suppose A1 and A3 hold. If a global ǫ-agreement is achieved for (1), then there exist a constant a * > 0 and an integer T * > 0 such that
Proof. We will prove the conclusion by contradiction. Suppose the condition does not hold.
Then ∀0 < ǫ < 1, T > 0, ∃t * (T, ǫ) ≥ 0 and (j * , i * ) ∈ E 0 such that
Since (j * , i * ) ∈ G 0 , it is not hard to see that t * (T, ǫ) → ∞ as T → ∞ for any fixed ǫ. 
for all i ∈ V.
Moreover, taking x m (t * ) = ψ(t * ) and x k (t * ) = Ψ(t * ), we know from Lemma 3 that
Therefore, with (17), (18) and (19), we eventually obtain
The desired conclusion thus follows.
Now we see the necessity claim in Theorem 1 follows from Propositions 1 and 2.
Sufficiency
We now present the sufficiency proof of Theorem 1. In fact, we are going to prove a stronger statement which does not rely on the link balance assumption A3.
Proposition 3 Suppose A1, A2 hold. Then a global ǫ-agreement is achieved for System (1) if G 0 is quasi-strongly connected and there exist a constant a * > 0 and an integer T * > 0 such that
Proof. Let i 0 ∈ V be a center of G 0 . Take t 0 ≥ 0. Assume that
Then from Lemma 3, one has
for all T = 0, 1, . . . .
Denote V 1 as the node set consisting of all the nodes of which i 0 is a neighbor in G 0 , i.e.,
. Then with (22), we have
Based on Lemma 3, we can further conclude
for all T = 1, 2, . . . , which implies
Next, since G 0 is quasi-strongly connected, we can denote V 2 as the node set consisting of all the nodes each of which has a neighbor in {i 0 } ∪ V 1 within the persistent graph G 0 . For any i 2 ∈ V 2 , there exist a node i * ∈ {i 0 } ∪ V 1 and an instancet 2 = t 0 + T * + ̺ 2 with ̺ 2 ∈ [0, T * − 1] such that W i 2 i * (t 1 ) ≥ a * /T * . Similarly we have
and therefore
Proceeding the estimate, V 3 , . . . , V k can be similarly defined until V = ∪ k i=1 V i ∪ {i 0 }. Moreover, it is not hard to see that i 0 can be selected so that k = d 0 , where d 0 is the diameter of G 0 , and thus we can arrive
which yields
With (28), we eventually have
For the opposite case of (21) with
(29) can still be obtained using a symmetric argument by bounding ψ(t 0 + d 0 T * ) from below.
Therefore, the desired conclusion follows with ǫ = 1 − (29) holds independent with the choice of t 0 .
Continuous-time Dynamics
In this section, we turn to continuous-time case. We need an assumption on the continuity of each W ij (t) for the existence of trajectories of (2).
A4 (Continuity) Each W ij (t) is continuous except for a set with measure zero.
With assumption A4, the set of discontinuity points for the right hand side of equation (2) has measure zero. Therefore, the Caratheodory solutions of (2) exist for arbitrary initial conditions, and they are absolutely continuous functions that satisfy (2) for almost all t on the maximum interval of existence [2, 9] . In the following, each solution of (2) is considered in the sense of Caratheodory without explicit mention.
Main result
Let us first study the feasibility of the solutions of system (2). Consider (2) with initial condition
The upper Dini derivative of a function h : (a, b) → R at t is defined as
The next result is useful for the calculation of Dini derivatives [4, 25] .
} is the set of indices where the maximum is reached at t, then D + V (t, x(t)) = max i∈I(t)Vi (t, x(t)).
The following lemma holds establishing the monotonicity of Ψ(t) and ψ(t) by investigating their Dini derivatives.
Proof. We prove D + Ψ(t) ≤ 0. The other part can be proved similarly.
Let I 0 (t) represent the set containing all the agents that reach the maximum in the definition of Ψ(t) at time t, i.e., I(t) = {i ∈ V| x i (t) = Ψ(t)}. Then according to Lemma 4, we obtain
which completes the proof.
Lemma 5 implies, H(t) is non-increasing for all t ≥ t 0 , and therefore each (Caratheodory) trajectory of (2) is bounded within the initial states of the nodes. As a result, the trajectories exist in [t 0 , ∞) for any initial condition.
The main result on global consensus and ǫ-consensus is stated in the following. W ij (t)dt ≥ a * for all t ≥ 0 and
0 is the diameter of G 0 , and ⌈z⌉ represents the smallest integer which is no smaller than z.
Theorems 2 implies that, the connectivity of the persistent graph G 0 totally determines whether an agreement can be achieved globally. Furthermore, Theorem 3 implies that
is a critical condition to ensure a global ǫ-consensus.
Remark 4 Consensus for network with continuous-time integrator dynamics (2) was first introduced in [17] , and convergence rate was shown to be determined by the second largest eigenvalue of the Laplacian of the communication graph. Further discussions can be found in [21, 25, 30] . 
for all 0 ≤ a < b.
Remark 6 If we have
for some finite instance T , one may see from the following proof of Theorem 2 that in this case, system (2) will reach a global agreement in finite time when t tends to T .
Convergence analysis
In this subsection, we present the convergence analysis to our main result. The main difficulty lies in how to distinguish the role which the persistent links play in the dynamics from the underlying interconnecting graphs. Thus, it is basically challenging due to the complex coupling among all the links.
In the following, we will first establish several lemmas which describe the boundaries of how much each individual link affects the nodes' dynamics. Then the proof of Theorems 2 and 3 will be proposed, respectively.
Key Lemmas
Let us establish two key lemmas as preparations of the convergence estimation. First we have the following conclusion.
Lemma 6 Suppose x m (s) ≤ µψ(s) + (1 − µ)Ψ(s) for some s ≥ t 0 and m ∈ V with 0 ≤ µ ≤ 1 a giving constant. Then we have
for all t ≥ s.
Proof. Based on Lemma 5, we see thaṫ
This implies
by Gronwall's inequality. The proof is completed.
We give another lemma investigating the dynamics evolution between two connected nodes.
Lemma 7 Suppose (l, m) ∈ E * and there exists a constant 0 < µ < 1 such that
for t 0 ≤ s 0 < s. Then we have
Proof. Similar to (34) , for any t ∈ [s 0 , s], we havė we then obtain
by Gronwall's inequality and some simple combinations. This completes the proof.
Proof of Theorem 2 -Sufficiency
Let i 0 ∈ V be a center of G 0 . Assume that
Denote ω 0 = e − ∞ 0 θ(t)dt . Then we have 0 < ω 0 ≤ 1. Thus, based on Lemma 6 and noting the fact that ψ(t 0 ) ≤ Ψ(t 0 ), we have
We see thatt 1 is finite from the definition of E 0 . As a result, we obtain
With (43), (41) further results in
for all i 1 ∈ V 1 , where m 0 = ω 0 2 2 1 (n−1)A . Additionally, (44) is also a relaxed bound for i 0 .
We continue to estimate the upper bound of nodes in {i 0 } ∪ V 1 when t ≥t 1 . Define
. Similar to Lemma 6, one may find that
where
Similar estimate can be carried on for t k , k = 2, 3, . . . , and then leads to
for all t k , k = 1, . . . , which yields
Therefore, we can now conclude that lim t→∞ H(t) = 0 because H(t) is non-increasing and 0 < m 0 < 1. The sufficiency statement of Theorem 2 is thus proved.
-Necessity
We follow the same line as the proof of Proposition 1. Suppose G 0 is not quasi-strongly connected. Let V u , V w , ℓ(t) and (t) follow the definition in the proof of Proposition 1. Also let x i (t 0 ) = 0 for all i ∈ V u , and x i (t 0 ) = 1 for all i ∈ V \ V u . According to Lemma 5, we always
Based on Lemma 4, we have
where I 1 (t) is the index set contains the nodes where the maximum is reached.
Similarly we have
where I 2 (t) is the index set contains the nodes where the minimum is reached.
which is equivalent to
If the persistent graph G 0 is strongly connected, the link balance assumption, A3 implies condition (65) over the persistent graph G 0 immediately. Therefore, in this case, assumption A3
will become a special case of this cut-balance condition, though assumption (65) is made over the underlying graph G * in [42] . Except for this slight difference, the convergence statements in Theorem 1 and Theorem 2 are consistent with the results given in [42] for strongly connected graphs.
On the other hand, when G 0 is only quasi-strongly connected, one may see that this cutbalance condition may never hold even under assumption A3 because there may be no link pointing to the center node. From this sense, the results given in this paper are independent with [42] .
Discrete-time and continuous-time
Theorems 1 and 3 share quite similar structure and statement. However, there are some essential difference between them.
1. Theorem 1 highly relies on the self-confidence condition A2. Without A2, oscillations among the nodes become inevitable and periodic solutions of (1) Therefore, we can conclude that the self-confidence condition is critical for discrete-time model, and so is link balance condition for continuous-time case.
An interesting question is whether similar conclusion can be made to discrete-time system
(1) as which has been shown in Theorem 2. This question is still unclear under current analysis method and sill needs additional explorations.
Conclusions
Individuals are equipped with beliefs in social activities. They meet others and exchange opinions via various channels, e.g., friendship, working relationship, media or certain sudden events.
Generally speaking, the strength of interconnection link is unstable and time-varying. This paper studied the persistent graph under general discrete-time or continuous-time consensus algorithms. Sufficient and necessary conditions were established on the persistent graph for the network to reach a global agreement or ǫ-agreement, based on which the fact was shown clearly that the persistent graph essentially determined both the convergence and convergence rate to an agreement.
