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RESUMO 
 
Desde a década de 90, o uso da razão de chances em estudos transversais e longitudinais tem sido discutido na literatura 
epidemiológica. Este artigo tem como objetivo descrever os principais argumentos trazidos pelos autores a favor e contra o 
uso da razão de chances nestes tipos de estudos e apresentar as principais alternativas propostas para que seja possível 
estimar razões de prevalências ou de incidências cumulativas ajustando para demais variáveis.  
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ABSTRACT 
 
Since the 90s, using the odds ratio in cross-sectional and longitudinal studies have been discussed in the epidemiological 
literature. This article aims to describe the main arguments brought by the authors for and against the use of odds ratio in 
these types of studies and present the main alternatives proposed in order to estimate the prevalence ratios or cumulative 
effects, adjusting for other variables. 
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Os estudos epidemiológicos encontrados 
na literatura usam, com grande frequência, deli-
neamento transversal, por se tratar de uma al-
ternativa rápida, simples e de baixo custo. A 
partir de um levantamento realizado em um ano 
de publicação de duas revistas da literatura 
epidemiológica (International Journal of Epide-
miology e Revista de Saúde Pública, ano de 
1998), verificou-se que, entre os 221 artigos 
originais, 110 (50%) eram baseados em estudos 
com delineamento transversal e 45 (20%) pos-
suíam delineamento longitudinal (1). Muitas 
vezes os desfechos são variáveis binárias do 
tipo óbito/não óbito ou doença/não doença (2,3) 
e a razão de chances é relatada com muito mais 
frequência do que a razão de prevalências (2,4). 
O alto número de publicações baseadas 
em estudos transversais e longitudinais que 
utilizam a regressão logística como ferramenta 
de análise chama a atenção. A medida de efeito 
que tem sido estimada nestes casos é a razão 
de chances, enquanto que em estudos transver-
sais, a medida de efeito de interesse é a razão 
de prevalências e, em estudos longitudinais 
(inclusive ensaios clínicos randomizados), a 
razão de incidências cumulativas (ou risco rela-
tivo). Embora a razão de chances seja estimável 
em todos os delineamentos, o risco relativo é 
preferível, por diversos motivos (2,5-8).  
A maior crítica em relação ao uso da razão 
de chances é que ela é uma medida de efeito de 
difícil interpretação (2,7,8). Além disso, muitas 
vezes é interpretada de forma errada, como um 
risco relativo (3). Na verdade, o odds é a proba-
bilidade de um evento ocorrer, dividido pela 
probabilidade dele não ocorrer. A razão de 
chances, por sua vez, é a razão entre o odds 
dos pacientes expostos (por exemplo, a uma 
droga) e o odds dos pacientes não expostos.  
Quando se trabalha com um desfecho raro 
(prevalência de até 10%), a razão de chances é 
numericamente similar ao risco relativo e até 
pode ser interpretada como tal. Porém, quando 
a prevalência do desfecho é alta ou a magnitude 
do efeito elevada, a razão de chances superes-
tima o risco relativo, distorcendo, portanto, a 
magnitude do efeito que se deseja estimar 
(4,9,10). Portanto, no contexto da saúde pública 
e da epidemiologia clinica, não é adequado in-
terpretar indiscriminadamente uma razão de 
chances da mesma forma que um risco relativo 
(9), embora muitas vezes seja interpretada de 
forma errada (3,11). 
Neste contexto, a regressão logística aca-
ba sendo a técnica mais utilizada quando se 
deseja analisar múltiplos fatores de risco simul-
taneamente ou controlar possíveis variáveis de 
confundimento. Isto ocorre independentemente 
do tipo de delineamento, por haver uma grande 
disponibilidade de programas computacionais 
que a incorporam (2,5,7). Porém, cabe lembrar 
que a regressão logística utiliza como medida de 
efeito a razão de chances e não a razão de pre-
valências ou de incidências, medidas naturais 
de estudos transversais e longitudinais.  
Além disso, sabe-se que diferentes pa-
drões de confundimento podem ocorrer quando 
calculados o risco relativo e a razão de chances 
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para os mesmos dados (7,12), fazendo com que 
o pesquisador tenha conclusões diferentes a 
respeito de variáveis de confundimento depen-
dendo da medida de efeito que se deseja esti-
mar. 
Por estas razões, a regressão logística é 
considerada uma técnica de análise que deveria 
ser usada com cautela em estudos transversais 
e longitudinais. 
Alternativas para a análise de dados que 
estimam o risco relativo em estudos com deline-
amentos transversal ou longitudinal têm sido 
propostas na literatura. A regressão de Cox 
poderia ser utilizada para estimar a razão de 
prevalências em estudos transversais, pois 
quando se presume um período de risco cons-
tante (coorte fechada de pessoas em risco), a 
razão de taxas de falhas (hazard ratio rate) con- 
dicional estimada pela regressão de Cox é igual 
à razão de incidência cumulativa (2,13). Outra 
alternativa, no contexto de modelos lineares 
generalizados baseados em distribuições bino-
miais, seria a utilização do logaritmo da propor-
ção como uma função de ligação no modelo de 
regressão, em vez do logito, utilizado na regres-
são logística. Neste caso, os coeficientes da 
regressão estimam o risco relativo, controlando 
para possíveis variáveis de confundimento e 
considerando interações (14). 
Diversas alternativas para a análise de da-
dos que estimam o risco relativo em estudos 
com delineamentos transversal ou longitudinal 
têm sido propostas na literatura. A abordagem 
mais simples é o uso de fórmulas para converter 
a razão de chances (RO) em risco relativo (RR). 
Uma das fórmulas de conversão proposta, ba-
seada nas marginais, é dada por:  
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Onde PE é a prevalência de exposição e PD a prevalência de doença. Esta conversão é uma inversão da equação apresentada 
por Zocchetti(5) que, originalmente, era assim composta: 
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Nota-se que, nesta fórmula são necessárias somente as medidas dos valores marginais, ou seja, da prevalência do desfecho e 
da prevalência das variáveis de exposição, além da razão de chances. São valores diretos e podem ser obtidas facilmente num 
estudo transversal. Porém, se o delineamento do estudo não permitir as estimativas das prevalências do desfecho e das variá-
veis de exposição, este cálculo pode não ter validade. 
Outra fórmula de conversão é a proposta por Zhang ET AL (15) é:  
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Onde P0 é a prevalência/incidência do desfecho entre os não expostos. Esta fórmula pode ser utilizada para converter os valo-
res de razão de chances estimadas pela regressão logística e, assim, obter uma medida de efeito que represente melhor o 
verdadeiro risco relativo. 
 
 
A utilização de diversos modelos cujos coe-
ficientes estimem diretamente o risco relativo 
também têm sido apresentadas na literatura. O 
modelo log-binomial seria o que estima o risco 
relativo de forma mais direta, por ser um modelo 
linear generalizado na qual a função de ligação 
é o logaritmo da proporção em estudo e a distri-
buição do erro é binomial. No entanto, diversos 
autores têm apontado para a falta de conver-
gência, situação na qual o modelo de máxima 
verossimilhança não consegue estimar um re-
sultado, em diversas situações com este modelo 
(1,16-18), enquanto outros têm tentado resolver 
este problema e apontam que este seria o mo-
delo ideal para estimar razões de prevalência 
(19). 
Outro modelo que tem sido testado como 
alternativa à regressão logistica é a regressão 
de Poisson. O problema desta modelagem era a 
estimativa de erro, que segue uma distribuição 
de Poisson, gerando erros-padrões maiores dos 
que os gerados no modelo log-binomial. No 
entanto, este problema foi resolvido com o uso 
de estimativas robustas nas variâncias 
(1,16,17,20).  
As fórmulas de conversão eram as únicas 
alternativas quando os pacotes estatísticos dis-
ponibilizavam apenas a regressão logística. 
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Atualmente, com a incorporação dos modelos 
lineares generalizados (generalized linear mo-
dels) é possível realizar as análises multivariá-
veis por regressão de Poisson robusta ou por 
regressão log-binomial em pacotes como o 
SPSS, SAS, R e Stata (1,16,17). 
Portanto, o uso da razão de chances, como 
medida de efeito, deve ser evitada em estudos 
transversais e longitudinais, principalmente 
quando o desfecho for frequente.  
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