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NONLINEAR ELASTIC FREE ENERGIES AND GRADIENT
YOUNG-GIBBS MEASURES
Roman Kotecky´,1 Stephan Luckhaus2
Abstract. We investigate, in a fairly general setting, the limit of large volume
equilibrium Gibbs measures for elasticity type Hamiltonians with clamped bound-
ary conditions. The existence of a quasiconvex free energy, forming the large de-
viations rate functional, is shown using a new interpolation lemma for partition
functions. The local behaviour of the Gibbs measures can be parametrized by
Young measures on the space of gradient Gibbs measures. In view of unbounded-
ness of the state space, the crucial tool here is an exponential tightness estimate
that holds for a vast class of potentials and the construction of suitable compact
sets of gradient Gibbs measures.
1. Setting and results
The aim of the paper is to derive, in a mathematically rigorous way, macroscopic
elasticity with variational principles formulated in terms of nonlinear elastic free
energy from equilibrium statistical mechanics with gradient Gibbs measure on the
space of displacements of individual atoms, based on a microscopic Hamiltonian.
We begin with the microscopic description. In general, we consider the space of
microscopic configurations X : Zd → Rm. This includes the case of elasticity where
we actually have m = d with X(i) denoting the vector of displacement of the atom
labelled by i as well as the case of random interface with m = 1 and X(i) denoting
the height of interface above the lattice site i.
For any fixed Y : Zd → Rm and any finite Λ ⊂ Zd, the Gibbs measure µΛ,Y (dX)
on (Rm)Λ under the boundary conditions Y is defined in terms of a Hamiltonian
H with a finite range interaction U . Namely, let a finite A ⊂ Zd and a function
U : (Rm)A → R be given. We use R0 = diamA to denote the range of potential U .
We also assume that U is invariant under rigid motions (i.e. U(R(τaX)) = U(X) for
any X ∈ (Rm)A and any R ∈ SO(m), a ∈ Rm, with R(τaX)(i) = R(X(i) + a)). In
addition, suitable growth conditions on U will be specified later and, for simplicity
(and without loss of generality), we suppose that {0,±e1, . . . ,±ed} ⊂ A, where
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e1, . . . , ed are the unit vectors in coordinate directions. Using XA to denote the
restriction of X to A for any X : Zd → Rm and any A ⊂ Zd, we introduce the
Hamiltonian
HΛ(X) =
∑
j∈Zd : τj(A)⊂Λ
U(Xτj(A)) (1.1)
with τj(A) = A + j = {i : i− j ∈ A}. The corresponding Gibbs measure on (Rm)Λ
(equipped with the corresponding Borel σ-algebra) is defined as
µΛ,Y (dX) =
exp
{−βHΛ(X)}
ZΛ,Y
1lΛ,Y (X)
∏
i∈Λ
dX(i) (1.2)
with
ZΛ,Y =
ˆ
(Rm)Λ
exp
{−βHΛ(X)}1lΛ,Y (X)∏
i∈Λ
dX(i). (1.3)
Here, we introduce boundary conditions by considering a fixed configuration Y in
the boundary layer
SR0(Λ) = {i ∈ Λ|dist(i,Zd \ Λ) ≤ R0} (1.4)
and restricting the configurations X to the set
{X ∈ (Rm)Λ : |X(i)− Y (i)| < 1 for all i ∈ SR0(Λ)} (1.5)
with the indicator 1lΛ,Y (X). In the following we consider the inverse temperature β
to be incorporated in the Hamiltonian and skip it from the notation.
In the standard setting of elasticity theory, we are interested in the macroscopic
equilibrium configuration in an open set Ω ⊂ Rd under fixed boundary conditions
u : ∂Ω→ Rm. To link this with the microscopic description, we superimpose a finite
lattice Ωε over Ω. Namely, for any ε ∈ (0, 1), let
Ωε =
1
ε
(
εZd ∩ Ω) ≡ Zd ∩ 1
ε
Ω. (1.6)
Naturally, 1
ε
Ω and εZd denotes the rescaling of Ω and Zd by 1
ε
and ε, respectively.
We will assume certain regularity of the boundary ∂Ω of the domain Ω. Namely,
using ∂̺Ω to denote the intersection of the ̺-neighbourhood of the boundary ∂Ω
with Ω,
∂̺Ω = {x ∈ Ω : dist(x, ∂Ω) < ̺}, ̺ > 0, (1.7)
we assume that Ω is a domain with Lipschitz boundary that allows to check the
following condition:
(A∂) There exist constants ρ0, ε0, and C∂ such that, for any ̺ ≤ ρ0 and ε ≤ ε0,
the number of points in the strip Sρ/ε = (∂̺Ω)ε = {i ∈ Ωε | iε ∈ ∂̺Ω} is bounded as
|Sρ/ε| ≤ ε−dC∂|∂Ω|̺.
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Further, for any u ∈ L1,loc(Rd,Rm), let Xu,ε : Zd → Rm be defined by
Xu,ε(i) =
1
ε
−
ˆ
εi+Q(ε)
u(y) dy (1.8)
for any i ∈ Zd. Here, Q(ε) = [− ε
2
, ε
2
]d and −´ denotes the mean value. On the other
hand, let
Πε : (R
m)Z
d
0 → W 1,p(Rd) (1.9)
be a canonical interpolation X → v such that v(εi) = εX(i) for any i ∈ Zd. Here
(Rm)Z
d
0 is the set of functions X : Z
d → Rm with finite support. To fix the ideas,
we can consider a triangulation of Zd into simplices with vertices in εZd and choose
v on each simplex as the linear interpolation of the values εX(i) on the vertices εi.
Our main task is to study the asymptotic behaviour (with ε→ 0) of the measure
µΩε,Xu,ε(dX) in terms of minimizers v of the functional
´
Ω
W (∇v(x))dx with the
boundary condition v = u on ∂Ω. It turns out that the free energy W (L) featuring
in the above integral is defined, for any affine function L : Rd → Rm, by the limit
W (L) = − lim
ε→0
εd|Ω|−1 logZΩε,L, (1.10)
where ZΩε,L is a shorthand for ZΩε,XL,ε reflecting the fact that, with an affine function
L, we actually have XL,ε(i) = L(i) with the condition |X − L|SR0(Ωε),∞ ≤ 1 reading|Πε(X)− L|SR0/ε(Ω),∞ ≤ ε. For the existence of the limit, see Proposition 1.2 below.
Using ∇X(i) = (∇1X(i), . . . ,∇dX(i)) for the discrete gradient, ∇kX(i) = X(i+
ek) − X(i), k = 1, . . . , d, and defining |∇X(i)|p =
∑d
k=1 |∇kX(i)|p, our main as-
sumptions are the following basic restrictions on the growth of the potential U (part
of the lower bound is the boudedness from below that can be stated, without loss
of generality, as an assumption of non-negativity):
(A1) There exist constants p > 0 and c ∈ (0,∞) such that
U(XA) ≥ c|∇X(0)|p
for any X ∈ (Rm)Zd.
(A2) There exist constants r > 1 and C ∈ (1,∞) such that
U(sXA + (1− s)YA + ZA) ≤ C
(
1 + U(XA) + U(YA) +
∑
i∈A
|Z(i)|r)
for any s ∈ [0, 1] and any X, Y, Z ∈ (Rm)Zd .
Increasing possibly the constant C to incorporate the term U(0) from (A2) applied
with s = 1 and Y = 0, we have a particular useful implication of (A2) in the form
U(XA) ≤ C
(
1 + U(ZA) +
∑
i∈A
|X(i)− Z(i)|r). (1.11)
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Remark 1.1. In view of the invariance of the function U under rigid motions, it
actually depends only on gradients ∇X(i), i ∈ A. With the help of discrete Poincare´
inequality, the condition (A2) implies
U(XA) ≤ C
( ∑
i∈Q(R0)
|∇X(i)|r + 1
)
, (1.12)
with a suitable constant C (again not necessarily the same as that in (A2)) and
Q(R0) ⊂ Zd denoting a cube (of side R0 = diamA) containing A.
1.1. Free energy. A prerequisite to our main statements is the existence of the
free energy as a function of the the affine deformation L and its continuity and
quasiconvexity.
Proposition 1.2 (Existence of the free energy).
Suppose that (A2) holds with r ≥ 1. Then, for any affine L : Rd → Rm, the limit
W (L) = − lim
ε→0
εd|Ω|−1 logZΩε,L (1.13)
exists and does not depend on Ω.
Remark 1.3. Instead of the condition (A2), it is enough here to assume that U(XA)
is bounded by a fixed constant for any X such that |X(i)− L(i)| ≤ 1 for all i ∈ A.
Proof. The existence of the limit and its independence on Ω follows easily by the
standard methods with the help of an approximative subadditivity (of − logZΛ,L):
if Λ ⊂ Zd is finite and Λ1 and Λ2 are its disjoint subsets, Λ1 ∪ Λ2 = Λ, then
logZΛ,L ≥ logZΛ1,L + logZΛ2,L − B(L)|S(Λ1,Λ2)|, (1.14)
where B(L) = C(1 + C + (1 + Cd‖L‖r)Rd0) is a constant and
S(Λ1,Λ2) = Λ ∩ (Λ1)R0 ∩ (Λ2)R0 , (1.15)
where (Λk)R0 , k = 1, 2, is the R0-neighbourhood of Λk. Indeed, using the the
assumption (A2) (resp. its implication (1.11)), we have
U(Xτj (A)) ≤ C
(
1 + U(Lτj (A)) +R
d
0
)
, (1.16)
for all j such that τj(A) ⊂ Λ and in the same time τj(A) ∩ Λ1 6= ∅ as well as
τj(A) ∩ Λ2 6= ∅ (which implies τj(A) ⊂ S(Λ1,Λ2)). Hence,
HΛ(X) ≤ HΛ1(X) +HΛ2(X) +B(L)|S(Λ1,Λ2)| (1.17)
for any X satisfying 1lΛ1,L(X)1lΛ2,L(X) = 1. Thus, restricting first the range of
integration in the definition of ZΛ,L by inserting the indicator 1lΛ1,L(X)1lΛ2,L(X)
(notice that 1lΛ1,L(X)1lΛ2,L(X) ≤ 1lΛ,L(X)) and using then the inequality (1.17), we
get the claim. 
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Proposition 1.4 (Quasiconvexity of the free energy).
Assume that U satisfies the assumptions (A1) and (A2) with r, p ≥ 1, 1
r
> 1
p
− 1
d
.
The free energy W (L) is continuous with r growth,
|W (L)| ≤ C(1 + ‖L‖r), (1.18)
it is quasiconvex, and, as a consequence,
´
Ω
W (∇v(x))dx is a weakly lower semicon-
tinuous functional on W 1,r(Ω).
Remark 1.5. Notice that, in general, for m ≥ 2, we should not expect that the free
energy is convex. We provide an explicit class of examples in Section 2.6.
The proof of this and the remaining statements in this section is deferred to
the next section as it hinges on the crucial Interpolation Lemma and Exponential
Tightness Lemma to be stated there (and proven in the Appendix).
1.2. Large deviations. Before formulating the theorem whose consequence is the
large deviations principle for the measure µΩε,Xu,ε(dX), we introduce several re-
stricted partition functions. For any finite Λ ⊂ Zd and any set S ⊂ (Rm)Λ, we
write
ZΛ(S) =
ˆ
S
exp{−HΛ(X)}
∏
i∈Λ
dX(i). (1.19)
In particular, for any Y ∈ (Rm)Zd,
ZΛ,Y = ZΛ(NΛ,R0,∞(Y )), (1.20)
where NΛ,R0,∞(Y ) is the set corresponding to the indicator 1lΛ,Y ,
NΛ,R0,∞(Y ) = {X : Λ→ Rm||X(i)− L(i)| < 1 for all i ∈ SR0(Λ)}. (1.21)
Now, for any v ∈ Lr(Ω), consider the neigbourhood
NΩε,r(v, κ) = {X : Ωε → Rm|‖Πε(X)− v‖Lr(Ω) < κ|Ω|
1
r
+ 1
d } ⊂ (Rm)Ωε (1.22)
with the corresponding partition function
ZΩε(NΩε,r(v, κ)) =
ˆ
NΩε,r(v,κ)
exp{−HΩε(X)}
∏
i∈Ωε
dX(i). (1.23)
Notice that the volume dependent factor |Ω| 1r+ 1d is chosen so that the set NΩε,r(v, κ)
does not change under the rescaling ε→ σε and Ω→ σΩ with v(x)→ σv(x
σ
). It is
easy to verify the following equivalences of the corresponding norms (uniformly in
ε),
1
2
‖Πε(X)− v‖rLr(Ω) ≤ εd+r
∑
i∈Ωε
|X(i)−Xv,ε(i)|r ≤ 2‖Πε(X)− v‖rLr(Ω) (1.24)
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and
1
2
‖∇(Πε(X)− v)‖pLp(Ω) ≤ εd
∑
i∈Ωε
|∇X(i)−∇Xv,ε(i)|p ≤ 2‖∇(Πε(X)− v)‖pLp(Ω).
(1.25)
Using χε to denote the characteristic function of Q(ε) and comparing piecewise
linear and piecewise constant interpolation, we get
‖Πε(X)−
∑
i
εχε(· − εi)X(i)‖rLr(Ω) ≤ 2εd+r
∑
i∈Ωε
|∇X(i)|α|X(i)|r−α (1.26)
for any α < 1, which by the Sobolev estimates entails
‖Πε(X)−
∑
i
εχε(· − εi)X(i)‖rLr(Ω) ≤ 2εα‖Πε(X)‖rW 1,p, (1.27)
where α = min(1, d+ r − dr
p
).
In view of (1.24), the condition ‖Πε(X)− v‖rLr(Ω) < κr|Ω|1+
r
d is, up to a change of
κ multiplying it by a fixed factor, equivalent to
∑
i∈Ωε
|X(i)−Xv,ε(i)|r < κr|Ωε|1+
r
d .
This suggests the notation
NΛ,r(Z, κ) = {X : Λ→ Rm|‖X − Z‖ℓr(Λ) < κ|Λ|
1
r
+ 1
d } (1.28)
for any Λ ⊂ Zd and Z ∈ (Rm)Λ. As observed above, for Λ = Ωε and Z = Xv,ε, the
sets NΩε,r(v, κ) and NΩε,r(Z, κ) actually differ only by change of κ up to the factor
2, κ→ 2κ.
Theorem 1.6.
Assume that U satisfies the assumptions (A1) and (A2) with with r ≥ p > 1,
1
r
> 1
p
− 1
d
and let v ∈ W 1,p(Ω). Further, let
Fκ,ε(v) = −εd|Ω|−1 logZΩε(NΩε,r(v, κ)), (1.29)
and
F+κ (v) = lim supε→0 Fκ,ε(v) (1.30)
F−κ (v) = lim infε→0 Fκ,ε(v) (1.31)
Then:
a) limκ→0 F
−
κ (v) ≥ 1|Ω|
´
Ω
W (∇v(x))dx.
b) If v ∈ W 1,r(Ω) then limκ→0 F+κ (v) ≤ 1|Ω|
´
Ω
W (∇v(x))dx.
As a consequence, we get the following large deviation behaviour for µΩε,Xu,ε(dX).
For convenience, we actually extend the measure µΩε,Xu,ε(dX) defined on (R
m)Ωε to
(Rm)Z
d
by defining µε,u = µΩε,Xu,ε×Πi∈Zd\ΩεδXu,ε(i) and adding the assumption that
the function u is supported on a bounded set in Rd.
NONLINEAR ELASTIC FREE ENERGIES AND GRADIENT YOUNG-GIBBS MEASURES 7
Theorem 1.7 (Large deviation principle).
Assume that U satisfies the assumptions (A1) and (A2) with r ≥ p > 1, 1
r
> 1
p
− 1
d
,
and let u ∈ W 1,p(Ω). If p = r or, more generally,ˆ
Ω
W (∇v(x))dx = sup
δ>0
inf
{ˆ
Ω
W (∇v¯(x))dx ∣∣ v¯ ∈ W 1,r0 (Ω) + u, ‖v¯ − v‖Lr < δ},
(1.32)
for every v ∈ W 1,p0 (Ω) + u, then the Gibbs measures µε,u(dX) satisfies the large
deviation principle with the rate ε−d and the rate functional
I(v) =
ˆ
Ω
W (∇v(x))dx− min
v¯∈W 1,r0 (Ω)+u
ˆ
Ω
W (∇v¯(x))dx. (1.33)
Namely:
a) For any C ⊂W 1,p0 (Ω) + u closed in the weak topology, we have
lim sup
ε→0
εd log µε,u(Π
−1
ε (C)) ≤ − inf
v∈C
I(v). (1.34)
b) For any O ⊂W 1,p0 (Ω) + u open in the weak topology, we have
lim inf
ε→0
εd log µε,u(Π
−1
ε (O)) ≥ − inf
v∈O
I(v). (1.35)
Remark 1.8. Similar statements hold for Neumann or periodic boundary condi-
tions.
The existence of v ∈ W 1,p0 (Ω)+ u such that there is a strict inequality in (1.32) is
the so called Lavrentiev gap. Thus, our claim about LDP comes under the assump-
tion of the absence of Lavrentiev gap.
Remark 1.9. Suppose that F : W 1,p(Ω)→ R is weakly continuous and has a growth
strictly smaller then p. Then the rate functional corresponding to H + F ◦ Πε (i.e.
the rate functional of the measure e
F (Πε(X))µε(dX)´
eF (Πε(Y ))µε(dY )
) isˆ
Ω
W (∇v(x))dx+ F (v)− min
v¯∈W 1,r0 (Ω)+u
[ˆ
Ω
W (∇v¯(x))dx+ F (v¯)
]
. (1.36)
We note that large deviation principle has been discussed before (often under
more restrictive conditions on the potential and in the scalar case m = 1). See, for
example, [1] (the case of strictly convex potentials and m = 1) and [2] (potentials
satisfying analog of our assumptions (A1) and (A2) with r = p and with large
deviation formulated in detail only for m = 1).
While the large deviation principle clarifies the role of minimizers of the functional
I for the description of the “macroscopic” asymptotic behaviour of measures µε,u,
our final claim, introducing the notion of “Young-Gibbs” measures, inspects the
asymptotic “microscopic” behaviour of µε,u.
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1.3. Gradient Young-Gibbs measures. Here, we will need the Gibbs specifica-
tion µΛ(dX|Y ) in the volume Λ ⊂ Zd and with boundary condition Y . First, for
any X, Y ∈ (Rm)Zd, we introduce the Hamiltonian
HΛ(X|Y ) =
∑
j∈Zd : τj(A)∩Λ 6=∅
U((X ∨Y )τj(A)), where X ∨Y =
{
X on Λ
Y otherwise.
(1.37)
Then,
µΛ(dX|Y ) =
exp
{−HΛ(X|Y )}
ZΛ(Y )
∏
i∈Λ
dX(i)
∏
i∈Λc
δY (i)(dX(i)) (1.38)
with
ZΛ(Y ) =
ˆ
(Rm)Λ
exp
{−HΛ(X|Y )}∏
i∈Λ
dX(i). (1.39)
A gradient Gibbs measure (with potential U) is any probability measure µ on the
space S = (Rm)Z
d
/Rm such that
µ(f) =
ˆ
µΛ(f |Y )µ(dY ) (1.40)
for any finite Λ ⊂ Zd and any measurable function f on S (i.e. a measurable function
on (Rm)Z
d
invariant under translations in Rm). Notice that for such f , the function
Y → µΛ(f |Y ) is also invariant under translations in Rm and can thus be integrated
with the probability measure µ on S. We use G to denote the set of all gradient
Gibbs measures and Gp to denote the set of all µ ∈ G with finite pth moment. Both
are subsets of the set P(S) of probability measures on the space S.
Further, we introduce two measure spaces on sets of measures, both with the
corresponding weak topology: the space P(Gp) of probability measures on Gp and
the space P(W 1,p0 (Ω) + u) of probability measures on W 1,p0 (Ω) + u (nonnegative
functionals on bounded weakly continuous functions on W 1,p0 (Ω) + u of mass 1). A
probability measure γ ∈ P(W 1,p0 (Ω)+u) together with a map ν : Ω×(W 1,p0 (Ω)+u)→
P(Gp) ⊂ BC(BC(S)∗)∗ that is weakly measurable with respect to γ× λ, where λ is
the normalized Lebesgue measure on Ω, is called a gradient Young-Gibbs measure.
We will show that the measures µε,u converge, in appropriate sense, to a gradi-
ent Young-Gibbs measure with a slope condition linking the slope ∇v(x) with the
expectation
´
Eµ(∇X(0)) dνx,v(µ).
We formulate the convergence in terms of appropriate test functions. Namely, we
consider the space X of test functions
ϕ : (W 1,p0 (Ω) + u)× BC(S)∗+ × Ω→ R (1.41)
that are weakly continuous and for any δ fulfill the growth condition
|ϕ(v, µ, x)| ≤ η(x) exp{cϕ‖v‖p1,p)}µ
(
δ
∑
i∈Λ|∇X(i)|p + C(δ)
)
(1.42)
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with a fixed Λ, η ∈ C0(Ω) and the constant cϕ depending only on ϕ.
Theorem 1.10 (Convergence to gradient Young-Gibbs measures).
Assume that the potential U satisfies the assumptions (A1) and (A2) with r ≥ p > 1,
1
r
> 1
p
− 1
d
and let u ∈ W 1,p(Ω). There exists a sequence εn → 0 and a gradient
Young-Gibbs measure ν with γ supported, if the functional I has no Lavrentiev gap,
on minimisers of I in W 1,p0 (Ω) + u such that
lim
Λ→Zd
lim
n→∞
µεn,u
(´
Ω
ϕ(Πε(X), µΛ(·|τ⌊x/ε⌋(X)), x)dx
)
=
=
ˆ
W 1,p0 (Ω)+u
ˆ
Ω
νx,v
(
ϕ(v, ·, x))dγ(v)dx (1.43)
for all ϕ ∈ X and ˆ
Eµ(∇X(0)) dνx,v(µ) = ∇v(x) (1.44)
for almost all x and almost all v (with respect to γ).
The idea of of gradient Young-Gibbs measures has its precursor in the non-
stochastic case, where the Young measures and the methods of Γ-convergence were
often used in the context of nonlinear elasticity (see [3] for a review). We were also
inspired by the procedure of two-scale convergence that is used in homogenization.
See, for example, [4]. Whenever there is a unique Gibbs measure corresponding to
the affine mapping L = ∇v(x), the measure νx,v is actually a Dirac measure. For
the scalar case, m = 1, the unicity of Gibbs measure corresponding to a fixed slope
has been proven for a class of strictly convex potentials [5]. Notice, however, that
even in the scalar case, this is not always the case as phase transitions may occur
[6].
2. Proofs
2.1. Exponential Tightness. Here, we first state two crucial Lemmas (with the
proofs deferred to the Appendix) and then, using them, we prove the claims from
Section 1. In the following, we consider m, d, and Ω to be fixed (often without
explicitly mentioning the dependence of various constants on these parameters).
The first technical Lemma assures a needed tightness of finite volume Gibbs mea-
sures when conditioned on the neighbourhood NΩε,r(v, κ). Let, for any K ∈ (0,∞),
the set MK be defined by
MK = {X : Ωε → Rm|HΩε(X) > K|Ωε|}. (2.1)
Lemma 2.1 (Exponential Tightness).
Assume that U satisfies the assumption (A1). There exists a constant K0 and,
for any r, and κ, a constant ε0 = ε0(r, κ) such that, for any ε ≤ ε0, K ≥ K0,
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u ∈ L1,loc(Ω,Rm), and v ∈ Lr(Ω), we have
ZΩε(MK ∩ NΩε,R0,∞(Xu,ε)) ≤ e−
1
2
K|Ωε|D|Ωε| (2.2)
and
ZΩε(MK ∩ NΩε,r(v, κ)) ≤ e−
1
2
K|Ωε|D|Ωε| (2.3)
with D = 2(2
c
)
m
p c(p,m), where c(p,m) =
´
Rm
exp
(−|ξ|p)dξ.
Remark 2.2. We refer to the above claim as the exponential tightness since, under
additional assumption (A2), it implies that
µε,u(MK) = ZΩε(MK ∩ NΩε,R0,∞(Xu,ε)
ZΩε(NΩε,R0,∞(Xu,ε))
≤
≤ e− 12K|Ωε|(D/ω(m))|Ωε| exp(C(HΩε(Xu,ε) + (1 +Rd0)|Ωε|)) (2.4)
with ω(m) denoting the volume of a unit ball in Rm. Indeed, considering the ℓ∞(Ωε)-
neighbourhood
NΩε,∞(Z) = {X : Ωε → Rm||X(i)− Z(i)| < 1 for all i ∈ Ωε}, (2.5)
and using (A2) in the form (1.11), we get
ZΩε(NΩε,R0,∞(Xu,ε)) ≥ ZΩε(NΩε,∞(Xu,ε)) ≥ exp
(−C(HΩε(Xu,ε)+(1+Rd0)|Ωε|))ω(m)|Ωε|.
(2.6)
Similarly, observing that for any X ∈ NΩε,∞(Z) and a sufficiently small ε, we
have |Ωε|1/d > 2/κ and thus∑
i∈Ωε
|X(i)− Z(i)|r ≤ |Ωε| ≤ (κ2 )r|Ωε|1+
r
d , (2.7)
implying NΩε,∞(Z) ⊂ NΩε,r(Z, κ/2) ⊂ NΩε,r(v, κ), we get
ZΩε(MK ∩NΩε,r(v, κ))
ZΩε(NΩε,r(v, κ))
≤ e− 12K|Ωε|(D/ω(m))|Ωε| exp(C(HΩε(Z) + (1 +Rd0)|Ωε|))
(2.8)
for any Z ∈ NΩε,r(v, κ/2).
2.2. Interpolation. The crucial step in the proof of the Large Deviation state-
ment is based on the possibility to approximate with partition functions on cells
of a triangulation given in terms of Lr-neighbourhoods of linearizations of a min-
imiser of the rate functional. An important tool that will eventually allow to
impose a boundary condition on each cell of the triangulation consists in switch-
ing between the corresponding partition function ZΩε(NΩε,r(v, κ)) and the version
ZΩε(NΩε,r(v, 2κ) ∩ NΩε,R0,∞(Z)) with an additional soft clamp |X(i)− Z(i)| < 1
enforced in the boundary strip of the width R0 > diam(A) with Z ∈ NΩε,r(v, κ)
arbitrarily chosen.
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Fixing parameters η > 0 and N ∈ N, we will slice the strip ∂η/εΩε into strips of
width η
εN
that will provide a framework for the interpolation. Recalling the notation
Fκ,ε(v) = −εd|Ω|−1 logZΩε(NΩε,r(v, κ)), (2.9)
we have the following claim.
Lemma 2.3 (Interpolation).
Suppose that U satisfies the assumptions (A1) and (A2). There exist constants κ0, b,
and C (depending on c, C, R0, |Ω|, |∂Ω|, p, and m) and a function ε0(κ, η,N) such
that
ZΩε(NΩε,r(v, κ)) ≤ ZΩε(NΩε,r(v, 2κ) ∩ NΩε,R0,∞(Z))×
× exp{C(( b+Fκ,ε(v)
N
+ η + (Nκ
η
)r)ε−d +
∑
j∈Sη/ε
τj(A)⊂Ωε
U(Zτj(A))
)}
(2.10)
for any v ∈ Lr(Ω), any κ ≤ κ0, η > 0, N ∈ N, Z ∈ NΩε,r(v, κ), and any ε ≤
ε0(κ, η,N).
Remark 2.4. Applying the lemma, we are only interested in the case when r ≥ p >
1. However, it is actually valid for any r ≥ p > 0.
2.3. Equivalent definitions of the free energy. Before attending to the proofs of
our main Theorems, we will introduce several alternative partition functions yielding
the same free energy W (L) as that defined in Proposition 1.2.
As suggested above, one possibility is to relax the boundary condition and to con-
sider, instead, the configurations that are ℓr-close to L by taking ZΩε(NΩε,r(L, κ)) as
defined in (1.23). The same limit is obtained also by combining both and considering
the partition function ZΩε(NΩε,r(L, κ) ∩NΩε,R0,∞(L)).
Lemma 2.5.
Suppose that U satisfies the assumptions (A1) and (A2) with r ≥ p > 1, 1
r
> 1
p
− 1
d
,
and let L : Rd → Rm be affine and W (L) be as defined in (1.13). Then:
a) We have
− lim
ε→0
εd|Ω|−1 logZΩε(NΩε,r(L, κ) ∩ NΩε,R0,∞(L)) = W (L). (2.11)
In particular, the limit does not depend on κ and Ω.
b) Using
Wκ(L) = − lim sup
ε→0
εd|Ω|−1 logZΩε(NΩε,r(L, κ)), (2.12)
we have limκ→0Wκ(L) = W (L).
c) The free energy W (L) satisfies the bounds b ≤ W (L) ≤ B(L) with b = m
p
log c−
log c(p,m), where c(p,m) =
´
Rm
exp
(−|ξ|p)dξ, and B(L) = C[(1 + d‖L‖r)Rd0 + 1+
C
]
.
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Proof. a) Using the shorthand Z˜Λ,κ(L) = ZΛ(NΛ,r(L, κ)∩NΛ,R0,∞(L)), the existence
of the limit and its independence on Ω follows easily by an obvious monotonicity
in κ and by standard methods with the help of approximative subadditivity (of
− log Z˜Λ,κ(L)) similar to (1.14),
log Z˜Λ,κ(L) ≥ log Z˜Λ1,κ(L) + log Z˜Λ2,κ(L)−B(L)|S(Λ1,Λ2)|. (2.13)
In addition to inserting the indicator 1lΛ1,L(X)1lΛ2,L(X), we also observe the following
inclusion, NΛ1,r(L, κ) ∩ NΛ2,r(L, κ) ⊂ NΛ,r(L, κ). Here, by NΛ1,r(L, κ) ∩NΛ2,r(L, κ)
we mean a shorthand for the set
{X ∈ (Rm)Λ : XΛ1 ∈ NΛ1,r(L, κ) and XΛ2 ∈ NΛ2,r(L, κ)}. (2.14)
Indeed, for any X ∈ NΛ1,r(L, κ) ∩ NΛ2,r(L, κ), we have∑
i∈Λ
|X(i)− L(i)|r ≤ κr(|Λ1|1+
r
d + |Λ2|1+
r
d ) ≤ κr|Λ|1+ rd (2.15)
since, using ξ to denote ξ = |Λ1||Λ| with 1− ξ = |Λ2||Λ| , we have ξ1+
r
d + (1− ξ)1+ rd ≤ 1.
To prove that the limit, denoted momentarily as
W˜κ(L) = − lim
ε→0
εd|Ω|−1 logZΩε(NΩε,r(L, κ) ∩NΩε,R0,∞(L)), (2.16)
actually does not depend on κ, we first use the independence on Ω and consider
the limit above with a cube Ω. Notice that the cube Ωε obtained as the cube Ωε/2
rescaled by the factor 2 consists of a disjoint union of 2d shifts of copies of the
cube Ωε, Ωε = ∪k=1,...,2dτik(Ωε), |Ωε| = 2d|Ωε|. We have ∩k=1,...,2dNτik (Ωε),r(L, κ) ⊂NΩε,r(L, κ/2). Indeed, for any X ∈ ∩k=1,...,2dNτik (Ωε),r(L, κ), similarly as in (2.15),
we have∑
i∈Ωε
|X(i)− L(i)|r ≤ 2dκr|Ωε|1+
r
d = 2dκr(2−d|Ωε|)1+ rd = (κ2 )r|Ωε|
1+ r
d . (2.17)
As a result,
log Z˜Ωε,κ/2(L) = log Z˜Ωε/2,κ/2(L) ≥ 2d log Z˜Ωε,κ −B(L)2d|∂Ω|ε−d+1R0. (2.18)
Multiplying by −(ε/2)d|Ω|−1 and taking the limit ε→ 0, we get W˜κ/2(L) ≤ W˜κ(L).
On the other hand, W˜κ/2(L) ≥ W˜κ(L) since W˜κ(L) is clearly decreasing in κ.
Combining discrete Poincare´ inequality with the assumption (A1), we see that for
any fixed K and κ, we have NΩε,r(L, κ)c ⊂M(K) for sufficiently small ε. Then, by
exponential tightness, for any fixed δ and sufficiently small ε,
ZΩε(NΩε,r(L, κ) ∩NΩε,R0,∞(L)) ≥ (1− δ)ZΩε(NΩε,R0,∞(L)), (2.19)
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implying that the limiting value W˜κ = W˜ satisfies, for any δ, the inequalities
W (L) ≤ W˜ (L) = − lim
ε→0
εd|Ω|−1 logZΩε(NΩε,r(L, κ) ∩ NΩε,R0,∞(L)) ≤
≤ − lim
ε→0
εd|Ω|−1 log[(1− δ)ZΩε(NΩε,R0,∞(L))] = W (L). (2.20)
b) Choosing v = L and Z = L (Z(i) = L(i) for each i ∈ Ωε) in the interpolation
lemma, we get
W˜ (L) ≥Wκ(L) ≥ W˜ (L)− C
( b+Wκ(L)
N
+ η + (Nκ
η
)r + η‖L‖rC∂|∂Ω|
)
(2.21)
yielding
W˜ (L) ≥ lim
κ→0
Wκ(L) ≥ W˜ (L)− C
( b+limκ→0Wκ(L)
N
+ η(1 + ‖L‖rC∂|∂Ω|)
)
(2.22)
for arbitrarily small η and arbitrarily large N .
c) The lower bound follows from the inequality
Z˜Ωε,κ(L) ≤ ω(m)
(
c−m/pc(p,m)
)|Ωε|
, (2.23)
obtained with help of (A1) and the bound from technical Lemma A.1 a) proven
in Appendix. For the upper bound, we just take into account that NΩε,∞(Z) ⊂
NΩε,r(v, κ) for sufficiently small ε (cf. Remark 2.2), to get
Z˜Ωε,κ(L) ≥ ω(m)|Ωε| exp
(−C(C(1 + dRd0‖L‖r) + (1 +Rd0))|Ωε|) (2.24)
similarly as in (2.6) with the bound U(L) ≤ C(1 + dRd0‖L‖r) resulting from (A2)
(in the form from Remark 1.1). 
Finally, we can enforce a version of approximate periodic boundary conditions
yielding again the same free energy W (L). Namely, consider the sets
N per,ε(L) = {X : Zd → Rm : |X(i+ ej
ε
)−X(i)− L(ej)
ε
| ≤ 2 ∀i ∈ Zd, j = 1, . . . , d},
(2.25)
and
N per,εr (L, κ) = {X ∈ N per,ε(L) : ‖Πε(X)− L‖Lr([0,1]d) ≤ κ}, (2.26)
and define
Z[0,1]dε,R0
(N per,ε(L)) =
ˆ
N per,ε(L)
exp{−H[0,1]dε,R0 (X)}
∏
i∈[0,1]dε,R0
dX(i) (2.27)
and, similarly, also Z[0,1]dε,R0
(N per,εr (L, κ)). Here, we use [0, 1]dε,R0 to denote the set
{i ∈ Zd : ij ∈ [−R0, ε−1 +R0], j = 1, . . . , d}. (2.28)
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Observing that
Z[0,1]dε,R0
(N[0,1]dε,R0 ,r(L, κ) ∩N[0,1]dε,R0 ,R0,∞(L)) ≤ Z[0,1]dε,R0 (N
per,ε
r (L, κ)) ≤
≤ Z[0,1]dε,R0 (N[0,1]dε,R0 ,r(L, κ)) (2.29)
and applying the preceding lemma, we get
W (L) = − lim
κ→0
lim
ε→0
εd logZper
[0,1]dε,R0
(N per,εr (L, κ)). (2.30)
Similarly as in Lemma 2.5 (b), we obtain the same limit also with Z[0,1]dε,R0
(N per,ε(L)):
Lemma 2.6.
Suppose that (A1) and (A2) hold with r ≥ p > 1 and 1
r
> 1
p
− 1
d
. Then the free
energy W (L) from Proposition 1.2 equals
W (L) = − lim
κ→0
lim
ε→0
εd logZper
[0,1]dε,R0
(N per,εr (L, κ)) = − lim
ε→0
εd logZper
[0,1]dε,R0
(N per,ε(L)).
(2.31)
2.4. Proof of Large Deviation Principle. To prove Theorem 1.6, we begin by
considerng, for any ̺ > 0 and z ∈ Q(̺) = [−̺
2
, ̺
2
]d, the lattice
L̺,z = (̺Z)d + z =
{
x ∈ (̺Z)d + z}. (2.32)
Our strategy will be to approximate the integrals ZΩε
(
O(v)
)
over suitably chosen
neighbourhoods O(v), v ∈ W 1,p(Ω), by a product of contributions over cubes ob-
tained from Q(̺) by shifts from L̺,z. Here ̺ and z will be chosen so that the function
v is, on each cube x+Q(̺) for which x+Q(̺) ⊂ Ω, well approximated by its linear
part Lxv defined at x by Lxv(y) = ∇v(x) · y + −´x+Q(ρ) v(t)dt and, in the same time,
the sum of the contributions W (∇v(x)) over the linear patches is well represented
by the integral
´
Ω
W (∇v(x))dx.
To show that such a choice (of ̺ and z) is possible, we will use the following “blow
up” lemma (the Corollary below) with a function f(x) related to an approximation
of W (∇v(x)) and the functions vx,̺ representing the difference v − Lxv; explicitly,
we define
vx,̺(y) =
1
̺
(v(x+ ̺y)−Lxv(̺y)) =
v(x+ ̺y)− −´
x+Q(ρ)
v(t)dt
̺
−∇v(x) · y (2.33)
for any x ∈ L̺,z and any y ∈ Q = Q(1). For v ∈ W 1,p(Ω), the function v·,̺(·) is
considered as belonging to Lp(Ω,W 1,p(Ω)).
Lemma 2.7. Let r ≥ p > 1, 1
r
> 1
p
− 1
d
, and let v ∈ W 1,p0 (Rd). Then there exists a
function ωv : R
+ → R+ such that lim̺→0 ωv(ρ) = 0 and
a) −´
Q(̺)
∑
x∈L̺,z
̺d(
´
Q(1)
|∇vx,̺(y)|pdy)dz ≤ ωv(ρ),
b) −´
Q(̺)
∑
x∈L̺,z
̺d
(´
Q(1)
|vx,̺(y)|rdy
)p/r
dz ≤ ωv(ρ).
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Proof. a) Notice first that for any ω > 0 we can choose ̺ sufficiently small, to getˆ
Rd
ˆ
Q
|∇vx,̺(y)|pdydx =
ˆ
Rd
ˆ
Q
|∇v(x+ ̺y)−∇v(x)|pdydx < ω (2.34)
by Lebesgue differentiation theorem. Rewriting the integral
´
Rd
´
Q
|∇vx,̺(y)|pdydx
in the form of the sum
´
Q(̺)
∑
x∈L̺,z
´
Q
|∇vx,̺(y)|pdydz, we get
1
̺d
ˆ
Q(̺)
(
̺d
∑
x∈L̺,z
ˆ
Q
|∇vx,̺(y)|pdy
)
dz < ω. (2.35)
b) Follows from a) by Sobolev imbedding. 
Corollary 2.8. Let v ∈ W 1,p0 (Rd), δ > 0, f ∈ L1(Rd), and let ℓ <
´
Rd
f(x)dx. Then
there exists a constant ̺0 = ̺0(v, f, ℓ, δ) and for each ρ ≤ ρ0 a point z ∈ Q(̺) such
that ∑
x∈L̺,z
̺d
ˆ
Q
|∇vx,̺(y)|pdy < δ and ̺d
∑
x∈L̺,z
f(x) > ℓ. (2.36)
Proof. Interpreting the integral in (2.35) as the mean over Q(̺) of the function in
the brackets and using Mδ ⊂ Q(̺) to denote the set of points for which the first
inequality in (2.36) is not valid,
Mδ = {z ∈ Q(̺) | ̺d
∑
x∈L̺,z(Ω)
ˆ
Q
|∇vx,̺(y)|pdy ≥ δ}, (2.37)
we can apply Markov’s inequality to get
|Mδ| ≤ ωv(ρ)̺
d
δ
. (2.38)
On the other hand, assuming without loss of generality that f ≤ K1lQ(R) for some
(large) K and R and denoting F (z) = ̺d
∑
x∈L̺,z
f(x), we have F ≤ KRd with the
mean over Q(̺) satisfying
−
ˆ
F (z)dz =
ˆ
Q(̺)
̺−dF (z)dz =
ˆ
f(y)dy > ℓ. (2.39)
Denoting
Mℓ = {z ∈ Q(̺) | F (z) ≤ ℓ}, (2.40)
we get ˆ
f(y)dy = −
ˆ
F (z)dz ≤ ℓ̺−d|Mℓ|+KRd(1− ̺−d|Mℓ|). (2.41)
Hence,
1− ̺−d|Mℓ| ≥
´
f(y)dy − ℓ
KRd − ℓ . (2.42)
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A point z satisfying simultaneously both bounds in (2.36) thus exists once 1 −
̺−d|Mℓ|− ωv(ρ)δ > ǫ for a fixed ǫ and ̺ small. For this to hold, it is enough to choose
ωv (and corresponding ̺) sufficiently small. 
Theorem 1.6 a) follows directly from the following lemma.
Lemma 2.9. For every δ, κ,M ∈ (0,∞) and any v ∈ W 1,p(Ω) with r ≥ p > 1,
1
r
> 1
p
− 1
d
, there exists κ˜ such
ZΩε(NΩε,r(v, κ˜)) ≤ exp
{
ε−d
(−ˆ
Ω
(Wκ(∇v(x)) ∧M)dx+ δ
)}
(2.43)
for sufficiently small ε.
Remark 2.10. Whenever
´
Ω
W (∇v(x))dx <∞, we infer by Lebesgue theorem that
ZΩε(NΩε,r(v, κ˜)) ≤ exp
{
ε−d
(−ˆ
Ω
W (∇v(x))dx+ δ)}. (2.44)
If
´
Ω
W (∇v(x))dx =∞, we can show that for any M there exists ε(M) so that
ZΩε(NΩε,r(v, κ˜)) ≤ exp
{−ε−dM} (2.45)
for ε < ε(M).
Proof. Replacing v by an extension to W 1,p(Rd) with compact support, we apply
Lemma 2.8 with f(x) = (Wκ(∇v(x)) ∧M)1lΩ(x). Thus, for any constant δ˜ > 0 and
any ̺0, there exists ̺ < ̺0 and a point z ∈ Q(̺) such that∑
x∈L̺,z
̺d
ˆ
Q
|∇vx,̺(y)|pdy < δ˜ and (2.46)
̺d
∑
x∈L̺,z
(Wκ(∇v(x)) ∧M)1lΩ(x) >
ˆ
Ω
(Wκ(∇v(z)) ∧M)dz − δ˜. (2.47)
Now, let us consider the vector κ = {κx, x ∈ L̺,z} with κpx =
´
Q
|∇vx,̺(y)|pdy, and
the neighbourhood
Oκ(v) =
⋂
x∈L̺,z,τx(Q(ρ))∩Ω 6=∅
Nτx(Q(̺))∩Ω,r(Lxv, κx). (2.48)
Cf. (1.28) for the definition of NΛ,r(v, κ).
Using (A1), we have HΩε(X) ≥
∑
x∈L̺,z(Ω)
Hτx(Q(̺))ε∩Ωε(X). Thus
ZΩε
(
Oκ(v)
) ≤ ∏
x∈L̺,z
Zτx(Q(̺))ε(Nτx(Q(̺))ε∩Ωε,r(Lxv, κx)). (2.49)
Above, we take Zτx(Q(̺))ε(Nτx(Q(̺))ε∩Ωε,r(Lxv, κx)) = 1 whenever τx(Q(̺))ε ∩Ωε = ∅.
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Taking now lim sup of the appropriately rescaled logarithm of (2.49), we get
lim sup
ǫ→0
ǫd logZΩε
(
Oκ(v)
) ≤ ∑
x∈L̺,z
lim sup
ǫ→0
ǫd logZτx(Q(̺))ε(Nτx(Q(̺))ε∩Ωε,r(Lxv, κx)) =
= −̺d
∑
x∈L̺,z
Wκx(∇v(x))1lΩ(x) ≤ −̺d
∑
x∈L̺,z
(Wκx(∇v(x)) ∧M)1lΩ(x) ≤
≤ −̺d
∑
x∈L̺,z
(Wκ(∇v(x))∧M)1lΩ(x)−̺d
∑
x∈L̺,z
κx>κ
(Wκx(∇v(x))∧M−Wκ(∇v(x))∧M)1lΩ(x).
(2.50)
The absolute value of each term in the last last sum can be bounded by M + |b|
with b the lower bound from Lemma 2.5. In the same time, the number of terms nκ
for which κx > κ is, in view of the bound
∑
̺dκpx < δ˜, bunded by nκ ≤ ̺−d δ˜κp .
In summary, observing that for sufficiently small κ˜ the set NΛ,r(v, κ˜) is contained
in the intersection Oκ(v) of a finite number of open sets, we are getting, for suffi-
ciently small ε,
ǫd logZΩε
(
Oκ(v)
) ≤ −ˆ
Ω
Wκ(∇v(x))dx+ (M + |b|) δ˜
κp
+ δ˜ (2.51)
obtaining the claim by choosing sufficiently small ρ and δ˜. 
For the lower bound, Theorem 1.6 b), we have to use Interpolation Lemma again
(more precisely, we use Lemma 2.5(a) that is based on it).
Lemma 2.11. a) For every δ, κ ∈ (0,∞) and any v ∈ W 1,p(Ω), we have
ZΩε(NΛ,r(v, κ)) ≥ exp
{
ε−d
(−ˆ
Ω
Wκ/2(∇w(x))dx− δ
)}
(2.52)
if w is a piecewise linear function such that ‖w − v‖r ≤ κ2 |Ω|
1
r
+ 1
d and ε is sufficiently
small.
b) For every δ, κ ∈ (0,∞) and any v ∈ W 1,r(Ω), we have
ZΩε(NΛ,r(v, κ)) ≥ exp
{
ε−d
(−ˆ
Ω
W (∇v(x))dx− δ)} (2.53)
for sufficiently small ε.
Proof. a) For the first claim we first observe that⋂
j
(NTj ,r(w, κ/2) ∩NTj ,R0,∞(w)) ⊂ NΩ,r(v, κ) (2.54)
with {Tj} denoting a triangulation consistent with piecewise linearity of w. Using
the bound U(Xτi(A)) ≤ C(1 + U(Xw,ε) + Rd0) whenever τi(A) is reaching over the
18 ROMAN KOTECKY´ AND STEPHAN LUCKHAUS
boundaries of the linear parts of w and then applying Lemma 2.5(a) to evaluate each
term ZTj(NTj ,r(w, κ/2) ∩ NTj ,R0,∞(w)), we get the sought bound with a constant
proportional to ε−d+1 which is smaller than δ for sufficiently small ε.
b) For the second claim, we first notice (see Lemma 2.5(c)) that W (L) ≤ C(1 +
‖L‖r). It follows that, if wn is a sequence of piecewise linear functions such that´ |∇(wn(x)− v(x)|rdx→ 0, then Wκ/2(∇wn(x)) is equiintegrable. Using the bound
Wκ/2(L) ≤ Wκ/4(L˜) valid for ‖L− L˜‖ < κ/4, we conclude that
lim
ˆ
Wκ/2(∇wn(x))dx ≤
ˆ
Wκ/4(∇v(x))dx ≤
ˆ
W (∇v(x))dx. (2.55)

2.5. Proof of Proposition 1.4. Consider v ∈ W 1,r0 (Ω) + L. According to Theo-
rem 1.6 b), we have limκ→0 lim infε→0 Fκ,ε(v) ≤ 1|Ω|
´
Ω
W (∇v(x))dx with Fκ,ε(v) =
−εd|Ω|−1 logZΩε(NΩε,r(v, κ)). Using the obvious inequality
ZΩε(NΩε,r(v, 2κ) ∩NΩε,R0,∞(L)) ≤ ZΩε(NΩε,R0,∞(L)) (2.56)
and Interpolation Lemma, we get
ZΩε(NΩε,r(v, κ)) ≤ ZΩε(NΩε,R0,∞(L)) exp
{
ε−dC( b+Fκ,ε(v)
N
+η+(Nκ
η
)r+η‖L‖rC∂|∂Ω|
)}
.
(2.57)
In view of Proposition 1.2 thus
lim
κ→0
lim inf
ε→0
Fκ,ε(v) =W (L), (2.58)
implying the claim
W (L) ≤ 1|Ω|
ˆ
Ω
W (∇v(x))dx. (2.59)

2.6. Non-convexity of the free energy. Let us briefly discuss the fact that the
free energy W (L) may be, in general, a non-convex function of L (Remark 1.5).
The idea hinges on the fact that an addition, to the original Hamiltonian H(0),
of a term in the form of a hugely non-convex discrete null Lagrangian leads to a
directly computable addition to the original free energy W0 yielding a non-convex
sum W (L). It suffices to assume that the free energyW0 is bounded from above and
below, b ≤W0(L) ≤ B, for all L with ‖L‖ ≤ 1. An example might be the potential
U(X) = |∇X(0)|p for which W0(L) ∼ ‖L‖p.
In more details, consider, for simplicity, the case d = m = 2. Let Q be a unit
squareQ = (i0, i1, i2, i3) in Z
2 (with i0 = (0, 0), i1 = (1, 0), i2 = (0, 1), and i3 = (1, 1))
and, for any X ∈ (Rm)Q, let V (XQ) be defined by
V (XQ) =
1
2
det
(
X(i1)−X(i0), X(i2)−X(i0)
)
+ 1
2
det
(
X(i1)−X(i3), X(i2)−X(i3)
)
.
(2.60)
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Geometrically, V (XQ) yields the area of the rectangle
(
X(i0), X(i1), X(i3), X(i2)
)
.
In particular, for an affine map L, V (L) is the area of the deformed square L(Q).
Thus, V (id) = 1 for the identity map id, id(i) = i, and V (L(0)) = 0 for the zero map
L(0), L(0)(i) = 0.
Consider the Hamiltonian
HΩε(X) = H
(0)
Ωε
(X)+M
∑
j∈Zd : τj(Q)⊂Ωε
(1−V (Xτj(Q))) = H(0)Ωε (X)+
{
0 for L = id,
M for L = L(0),
(2.61)
where H
(0)
Ωε
(X) is the original Hamiltonian and M > 0 is a constant. The crucial
point is that the term V is a discrete null Lagrangian (see e.g. [7]): the value of the
additional term
H∗Ωε(X) = M
∑
j∈Zd : τj(Q)⊂Ωε
(1− V (Xτj(Q))) (2.62)
depends only on X in the boundary layer, H∗Ωε(X) = H
∗
Ωε(X) if X|∂R0Ωε = X|∂R0Ωε.
More precisely, H∗Ωε(X) equals M(vol(id) − vol(X)), where vol(X) is the signed
volume of the envelope of the set points X(i), i ∈ Ωε.
We have
Lemma 2.12. Let U be a potential whose corresponding free energy W0 is bounded
from above and below, W0(L) ∈ (b, B), for every L such that ‖L‖ ≤ 1. Then the
free energy W corresponding to the Hamiltonian H(0) + H∗ is non-convex for M
sufficiently large.
Proof. Consider L1 = id and L2 = −id. For any X ∈ NΩε,R0,∞(L1), we have
H∗Ωε(X) = H
∗
Ωε(L1)+O(ε
d−1)‖L1‖ = O(εd−1) since the volume spanned by X(i), i ∈
Ωε differs from the volume spanned by Ωε at most by O(ε
d−1)‖L1‖. Similarly
H∗Ωε(X) = O(ε
d−1) for any X ∈ NΩε,R0,∞(L2). Thus W (L1) = W (0)(L1) and
W (L2) = W
(0)(L2). Given that
1
2
L1 +
1
2
L2 = L
(0) and H∗Ωε(X) = M |Ωε| + O(ε)
for every X ∈ NΩε,R0,∞(L0), we get W (L(0)) = W (0)(L(0)) +M ≥ b +M > B ≥
1
2
W (0)(L1) +
1
2
W (0)(L2) =
1
2
W (L1) +
1
2
W (L2) once M > B − b. 
2.7. Proof of Theorem 1.10. We will use a particular case of the following Lemma
formulated in an abstract setting. It is based on the following two standard facts.
(1) Let X be a topological space, Kℓ ⊂⊂ X a sequence of its compact separable
subspaces, and εℓ → 0 a sequence of positive numbers. Then the set of Borel
probability measures with uniform tightness condition,
M(εℓ) = {α ∈ BC(X )∗ : 0 ≤ α, α(1) = 1, α(X \ Kℓ) ≤ εℓ} (2.63)
is weakly compact. Here, as usually, α(X \Kℓ) = sup{α(ϕ) : ϕ ∈ C(X ), ϕ ≤ 1lX\Kℓ}.
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Moreover, if we have a sequence µn of Borel probability mesures on X such that
µn(X \ Kℓ) ≤ εℓ for all n > n(ℓ), then a subsequence converges weakly to a Borel
probability measure µ ∈M(εℓ).
(2) Let X1 and X2 be topological spaces and K1,ℓ ⊂⊂ X1 and K2,ℓ ⊂⊂ X2 be
sequences of separable compact subspaces and µ ∈ BC(X1 × X2)∗ be such that
limℓ→∞ µ(X1 × X2 \ K1,ℓ × K2,ℓ) = 0. Then there exists a weakly measurable map
ν : X1 → BC(X2)∗ so that
µ(ϕ) =
ˆ
X1
νx(ϕ(x, ·))dµ1, (2.64)
where µ1 is the marginal of µ. Moreover, νx(1) = lim νx(K2,ℓ) for almost all x.
Now, let (Sn, µn,Σn) be a sequence of probabilities, X1, X2, and X3 be topological
spaces and Kk,ℓ ⊂⊂ Xk, k = 1, 2, 3, be sequences of separable compact subspaces,
and let λ be a Borel probability measure on X3. Further, let a sequence of mappings
Tn : Sn × X3 → X1 × X2 be given that are measurable with respect to the Borel
σ-algebras on X1, X2.
We say that a sequence Tn fulfills a uniform tightness condition (with respect to
probabilities µn × λ and a sequence (εℓ), εℓ → 0) if
λ(X3 \ K3,ℓ) + (µn × λ)(T −1n ((X1 × X2) \ (K1,ℓ ×K2,ℓ)) ≤ εℓ (2.65)
for every ℓ and n ≥ n(ℓ).
In this setting, the observations (1) and (2) lead to the following claim.
Lemma 2.13. Given a sequence Tn fulfilling a uniform tightness condition, there
exists a subsequence nk →∞, Borel probability measures γ on X1 and λ on X3 such
that
γ(X1 \ K1,ℓ) ≤ εℓ and λ(X3 \ K3,ℓ) ≤ εℓ for all ℓ, (2.66)
and a mapping ν : X1 × X2 → P(X2) that is weakly measurable (with respect to the
weak topology of
(
BC(X2)
)∗
) satisfying
0 ≤ νx1,x3, νx1,x3(1) = 1 and
ˆ
X1×X3
νx1,x3(X2 \ K2,ℓ)dγ(x1)dλ(x3) ≤ εℓ (2.67)
for almost all x1 and x3, such that
lim
k→∞
ˆ
ϕ(Tnk(ω, x3), x3)dµnk(ω)dλ(x3) =
=
ˆ
X1×X3
[´
X2
ϕ(x1, x2, x3)dνx1,x3(x2)
]
dγ(x1)dλ(x3). (2.68)
for any bounded and continuous test function ϕ on X1 × X2 ×X3.
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We will apply the above Lemma in the following situation.
We take X1 = W 1,p0 (Ω), X2 = BC(S)∗, and X3 = Ω (recall that S = (Rm)Zd/Rm).
Further, we consider the sets
K1,ℓ = {v ∈ W 1,p0 (Ω) + u : ‖∇v‖p ≤ ℓ}. (2.69)
Note that by the Poincare´ inequality, K1,ℓ is bounded in the norm topology of
W1,p(Ω). To define K2,ℓ, we first introduce the sets
BΛ,ℓ = {X ∈ S :
∑
i∈Λ
|∇X(i)|p ≤ ℓ} (2.70)
and
K˜2,ℓ = {µ ∈ BC(S)∗ : 0 ≤ µ, |µ| ≤ 1, suppµ ⊂ BΛN ,2N |ΛN |ℓ for every N}. (2.71)
Here, (ΛN) is the sequence of sets ΛN = [−N,N ]d ∩ Zd. Then
K2,ℓ = {µ ∈ BC(S)∗ : 0 ≤ µ, |µ| ≤ 1, for any k
there exists µk ∈ K˜2,2kℓ so that |µ− µk| ≤ 2−k/2}. (2.72)
Clearly, the sets K1,ℓ, K˜2,ℓ, and K2,ℓ are compact separable in the weak topology.
Also, we take λ, the normalized Lebesgue measure on Ω, and
K3,ℓ = Ω \ ∂1/ℓΩ = {x ∈ Ω : dist(x, ∂Ω) ≥ 1/ℓ}, (2.73)
and for the probabilities (Sn, µn,Σn) we take Sn = S and µn = µεn,u with εn → 0
as n→∞.
Finally, we introduce the family of mappings TΛ,n : S × Ω → (W 1,p0 (Ω) + u) ×
BC(S)∗ defined by
TΛ,n(X, x) = (Πε(X), µΛ(· | τ⌊x/εn⌋(X)). (2.74)
We will consider the sequences TΛN ,n, first in n and then in N , and show that they
satisfy a uniform tightness condition. To this end we verify the following bounds.
Lemma 2.14. There exist fixed constants c˜ and ℓ˜ such that, uniformly in Λ,
(a) µε,u
({X ∈ S : ´
Ω
|∇Πε(X)(x)|pdλ(x) ≥ ℓ}
) ≤ exp(−c˜ℓε−d) and´
(
´
Ω
(|∇Πε(X)(x)|p − ℓ)+dλ(x))dµε,u(X) ≤ exp(−c˜ℓε−d) for any ℓ ≥ ℓ˜.
(b)
´
K3,ℓ
´
(1− 1lK2,ℓ)(µΛ(· | τ⌊x/ε⌋(X))dµε,u(X)dλ(x) ≤ c˜(1 +
‖u‖1,p
ℓ˜
) ℓ˜
ℓ
whenever
ε diamΛ < 1/ℓ.
Proof.
(a) is an immediate consequence of the assumption (A1) and Exponential Tightness
once we observe that {X : ∑i∈Ωε |∇X(i)|p > ε−dℓ} ⊂ MK with K = cℓ|Ω| .
22 ROMAN KOTECKY´ AND STEPHAN LUCKHAUS
(b) Notice that λ(∂1/ℓΩ) ≤ C∂ |∂Ω||Ω| 1ℓ in view of the condition (A∂). On several
occasions we will use the DLR condition in the following form: whenever Λ ⊂ Ωε
and f, g are measurable cylinder functions on S with g living on Zd \ Λ, thenˆ
µΛ(f | X)g(X)dµε,u(X) = µε,u(fg). (2.75)
Using this (with g = 1) and assuming that ε diamΛ < 1/ℓ, we have
ˆ
K3,ℓ
ˆ
µΛ(f | τ⌊x/ε⌋(X))dµε,u(X)dλ(x) =
=
ˆ
K3,ℓ
ˆ
µτ⌊x/ε⌋(Λ)(f ◦ τ⌊x/ε⌋ | X)dµε,u(X)dλ(x) =
ˆ
K3,ℓ
µε,u(f ◦ τ⌊x/ε⌋)dλ(x).
(2.76)
Taking f = 1lBc
ΛN,2
N+k |ΛN |ℓ
, we get
ˆ
K3,ℓ
ˆ
(1− 1lK2,ℓ)(µΛ(· | τ⌊x/ε⌋(X))dµε,u(X)dλ(x) ≤
≤
∑
k
2k/2
ˆ
K3,ℓ
µε,u(∪NBcτ⌊x/ε⌋(ΛN ),2N+k |ΛN |ℓ)dλ(x) ≤
≤
∑
k,N
2k/2
ˆ
Ω
ˆ
1
2N+k|Λn|ℓ
∑
i∈τ⌊x/ε⌋(Λn)
|∇X(i)|pdµε,u(X)dλ(x) ≤
≤
∑
k,N
2−N−k/2ˆ ε
d
ℓ
∑
i∈Zd
|∇X(i)|pdµε,u(X) ≤
≤
∑
k,N
2−N−k/2 1
ℓ
[‖u‖1,p + ℓ˜+∑
ℓ≥0
2ℓ+1ℓ˜µε,u({X : εd
∑
i∈Ωε
|∇X(i)|p ∈ [2ℓℓ˜, 2ℓ+1ℓ˜}]] ≤
≤
∑
k,N
2−N−k/2 ℓ˜
ℓ
[‖u‖1,p
ℓ˜
+ 1 +
∑
ℓ≥0
2ℓ+1 exp(−c˜2ℓℓ˜ε−d)] ≤
≤ ℓ˜
ℓ
∑
k, N
2−N−k/2(
‖u‖1,p
ℓ˜
+ 1 + 2
∑
ℓ
2−ℓ) ≤ 2
√
2(
√
2 + 1)(5 +
‖u‖1,p
ℓ˜
) ℓ˜
ℓ
(2.77)
once ℓ˜ is large enough (and for ε small enough) so that t2e−c˜ℓ˜ε
−dt ≤ 1 for any
t ≥ 0. 
Applying now Lemma 2.13, we get the claim (1.43) for any ϕ ∈ BC((W 1,p0 (Ω) +
u) × BC(S)∗+ × Ω). To extend (1.43) to a more general class of test functions, we
will use the following Lemma.
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Lemma 2.15. Let νΛ˜,ε(ϕ) = µε,u
(´
Ω
ϕ(Πε(X), µΛ˜(·|τ⌊x/ε⌋(X)), x)dλ(x)
)
. Consider
the weak closure M of the set {νΛ˜,ε : ε diamΛ˜ < ρ}. Further, let
ψ : (W 1,p0 (Ω) + u)×BC(S)∗+ × Ω→ R (2.78)
be weakly continuous and such that for any δ it fulfills the growth condition
|ψ(v, µ, x)| ≤ η(x) exp{cψ‖∇v‖pp)}µ
(
δgΛ + C(δ)
)
(2.79)
with fixed Λ, gΛ(X) =
∑
i∈Λ|∇X(i)|p, η ∈ C0(Ω) such that dist(supp η, ∂Ω) > ρ,
and a constant cψ depending only on ψ. Then, if for some νn, ν ∈ M we have
νn(ϕ)→ ν(ϕ) for all ϕ ∈ BC((W 1,p0 (Ω)+u)×BC(S)∗+×Ω), then also νn(ψ)→ ν(ψ).
Remark 2.16. Notice that, due to Poincare´ inequality, the set of test functions
above is the same if we replace ‖∇v‖pp in (2.79) by ‖v‖p1,p.
Proof. Since ψmin(1, ℓ|ψ|) ∈ BC((W 1,p0 (Ω)+u)×BC(S)∗+×Ω), it is enough to prove
that
ν((ψ − ℓ)+) ≤ ω(ℓ) with lim
ℓ→∞
ω(ℓ) = 0 (2.80)
uniformly in ν ∈M. For any k > 0, let us decompose ψ as follows,
ψ = ψ1l‖∇v‖pp≤k + ψ1l‖∇v‖
p
p>k
. (2.81)
For the first term, we notice that
|ψ(v, µ, x)|1l‖∇v‖pp≤k(v) ≤ η(x)ecψk
(
C(δ) + δµ(gΛ)
)
, (2.82)
implies
(ψ(v, µ, x)− ℓ)+1l‖∇v‖pp≤k(v) ≤ δη(x)ecψkµ(gΛ) (2.83)
once ℓ > ℓ(k, δ) = ‖η‖ecψkC(δ) and thus, for ν = νΛ˜,ε with dist(supp η, ∂Ω) >
ε diamΛ˜, we get
ν
(
(ψ − ℓ)+1l‖∇v‖pp≤k
) ≤ δecψk ˆ (ˆ η(x)µΛ˜(gΛ|τ⌊x/ε⌋(X)) dλ(x))dµε,u(X) =
= δecψk
ˆ
η(x)
(ˆ
gτ⌊x/ε⌋Λ(X)dµε,u(X)
)
dλ(x) ≤ δecψk‖η‖|Λ|C˜ (2.84)
with C˜ denoting the bound on
´ ‖∇ΠεX‖ppdµε,u(X) (cf. Lemma 2.14 (a)). Here, we
first used that
´
µΛ˜(gΛ|τ⌊x/ε⌋(X))dµε,u(X) = µε,u(gΛ ◦ τ⌊x/ε⌋) similarly as in (2.76)
and then bounded
´
η(x)gτ⌊x/ε⌋Λ(X) dλ(x) ≤ ‖η‖|Λ|εd
∑
i∈Ωε
|∇X(i)|p.
Further, we will slice ψ1l‖∇v‖pp>k =
∑
j≥0 ψ2jk with the functions ψn = ψ1ln<‖∇v‖pp≤2n
satisfying the bound (with δ = 1),
|ψn(v, µ, x)| ≤ η(x)e2cψn
(
µ(gΛ) + C(1)
)
1ln<‖∇v‖pp≤2n(v). (2.85)
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In preparation for the evaluation of ν
(
ψn) = νΛ˜,ε(ψn), we use (Λ˜∪Λ)1 to denote the
1-neighbourhood of Λ˜ ∪ Λ and for any X, Y ∈ (Rm)Zd we bound
gΛ(Y )1ln<‖∇Πε(X)‖pp≤2n(X) ≤
≤ (gΛ(Y )−g(Λ˜∪Λ)1(τ⌊x/ε⌋(X))+1ln<‖∇Πε(X)‖pp(X)+g(Λ˜∪Λ)1(τ⌊x/ε⌋(X))1ln<‖∇Πε(X)‖pp≤2n(X) ≤
≤ gΛ(Y )1ln/2<‖∇Πε(X)‖pp−εdgτ⌊x/ε⌋(Λ˜∪Λ)1 (X)(X) + (gΛ(Y )− ε
−dn/2)++
+ g(Λ˜∪Λ)1(τ⌊x/ε⌋(X))1ln<‖∇Πε(X)‖
p
p≤2n
(X). (2.86)
Notice that ‖∇Πε(X)‖pp − εdgτ⌊x/ε⌋(Λ˜∪Λ)1(X) = εdgΩε\τ⌊x/ε⌋(Λ˜∪Λ)1(X) and thus the
right hand side above actually does not depend on X(i), i ∈ τ⌊x/ε⌋(Λ˜ ∪ Λ). As a
result, using (2.75) we get
ˆ
µΛ˜(gΛ|τ⌊x/ε⌋(X))1ln<‖∇Πε(X)‖pp≤2ndµε,u(X) ≤ µε,u
(
(gΛ ◦ τ⌊x/ε⌋)1ln/2<‖∇Πε(·)‖pp
)
+
+µε,u
(
(gΛ ◦ τ⌊x/ε⌋− ε−dn/2)+
)
+
ˆ
g(Λ˜∪Λ)1(τ⌊x/ε⌋(X))1ln<‖∇Πε(X)‖
p
p≤2n
(X)dµε,u(X)
(2.87)
Hence, once ε diamΛ˜ < dist(supp η, ∂Ω), we bound ν
(
ψn), up to a prefactor e
2cψnn‖η‖,
byˆ (
C(1)+2n|Λ˜ ∪ Λ|1ln<‖∇Πε(X)‖pp(X)+2|Λ|‖∇Πε(X)‖pp1l‖∇Πε(X)‖pp+≥n/2(X)
)
dµε,u(X).
(2.88)
Thus, for n large,
ν
(
ψn) ≤ e2cψnn‖η‖
(
(C(1) + |Λ˜ ∪ Λ|2n)e−c˜nε−d + C¯|Λ|e−c˜n/2ε−d) (2.89)
implying the claim. 
To show that the family νx,v of Young measures has support in the set of Gibbs
measures, observe that µ ∈ G iff
µ(µΛ(f |·))− µ(f) = ϕΛ,f(µ) = 0 (2.90)
for any finite Λ and any cylinder function f living in Λ. Noticing that ϕΛ,f is a
bounded test function, ϕΛ,f ∈ BC((W 1,p0 (Ω) + u) × BC(S)∗+ × Ω) we just have to
verify that
νΛ˜,ε(ϕΛ,f) =
ˆ ˆ
Ω
ϕΛ,f(µΛ˜(·|τ⌊x/ε⌋(X))dλ(x)dµε,u(X) =
=
ˆ ˆ
Ω
(
µΛ˜(µΛ(f |·)|τ⌊x/ε⌋(X))− µΛ˜(f |τ⌊x/ε⌋(X))
)
dλ(x)dµε,u(X) = 0 (2.91)
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since µΛ˜(µΛ(f |·)|τ⌊x/ε⌋(X)) = µΛ˜(f |τ⌊x/ε⌋(X)) once Λ ⊂ Λ˜.
To show that
´
Eµ(∇X(0)) dνx,v(µ) = ∇v(x), we use the test function
ϕ(v, µ, x) = η(x)Eµ(∇X(0)−∇v(x)) (2.92)
with η ∈ C1(Ω)m×d and observe that∣∣∣ˆ ˆ ϕ(Πε(X), µΛ˜(·|τ⌊x/ε⌋(X)), x)dλ(x)dµε,u(X)∣∣∣ ≤
≤
∣∣∣ˆ η(x) ˆ [∇X(⌊x/ε⌋)−∇(Πε(X))(x)]dµε,u(X)dλ(x)∣∣∣ ≤
≤ const ε ‖∇η‖∞µε,u(‖∇Πε(X)‖1). (2.93)
The last estimate is valid for the linear interpolation; for a more general case, ‖∇η‖∞
will be replaced by ‖∇2η‖∞.
Finally, to show that νv,x(|∇X(0)|p) < ∞, we can use the function ϕk(v, µ, x) =
µ(min(k, |∇X(0)|p)) as a test function yielding the bound uniform in k. 
Appendix A. Technical Lemmas
We begin with a technical Lemma that will be useful on several occasions.
Lemma A.1.
Let a > 0 and Λ ⊂ Ωε be connected (when viewed as a subgraph of Zd with the set
of edges consisting of all pairs of nearest neighbours (i, j), |i− j| = 1). Then:
a) We haveˆ
1l{j},y(X) exp
(−a∑
i∈Λ
|∇X(i)|p)∏
i∈Λ
dX(i) ≤ ω(m)(a−m/pc(p,m))|Λ|−1, (A.1)
where j ∈ Λ and 1l{j},y is the indicator of the set {X ∈ (Rm)Λ | |X(j)− y| < 1} and
ω(m) is the volume of the unit ball in Rm.
b) For any v ∈ Lr(Ω,Rm) and ε sufficiently small,ˆ
NΛ,r(v,κ)
exp
(−a∑
i∈Λ
|∇X(i)|p)∏
i∈Λ
dX(i) ≤ ϑ|Λ|1+md (a−m/pc(p,m))|Λ|−1, (A.2)
where ϑ = ω(m)κm and c(p,m) =
´
Rm
exp
(−|ξ|p)dξ.
Proof. a) Consider a tree t rooted at the site j. Then
−
∑
i∈Λ
|∇X(i)|p ≤ −
∑
{i,j}∈t
|X(i)−X(j)|p. (A.3)
and thusˆ
1l{j},y(X) exp
(−a∑
i∈Λ
|∇X(i)|p)∏
i∈Λ
dX(i) ≤ ω(m).
(
a−m/pc(p,m)
)|Λ|−1
(A.4)
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b) The set Λ is connected and can be covered by a spanning tree t implying (A.3).
Further, we clearly have NΛ,r(v, κ) ⊂ ∪j∈ΩεN (j)r (v, κ) with
N (j)r (v, κ) =
{
X : Λ→ Rm∣∣|X(j)−Xv,ε(j)| < κ|Λ| 1d}. (A.5)
Considering the tree t as rooted at j, we getˆ
N
(j)
r (u,κ)
exp
(−a∑
i∈Λ
|∇X(i)|p)∏
i∈Λ
dX(i) ≤ ω(m)κm|Λ|md
(
a−m/pc(p,m)
)|Λ|−1
(A.6)
implying the claim with the help of a). 
Remark A.2. An immediate consequence of Lemma A.1 a), under the assumption
(A1), is the bound
ZΩε(NΩε,r(u, κ)) ≤ ϑ|Ωε|1+
m
d
(
c−m/pc(p,m)
)|Ωε|−1
. (A.7)
Proof of Exponential Tightness Lemma.
The bound HΩε(X) > K|Ωε| and (A1) implies that
−HΩε(X) < −12K|Ωε| − 12c
∑
j∈Ωε
τj(A)⊂Ωε
|∇X(j)|p (A.8)
for all X ∈MK . Hence,
ZΩε(MK ∩NΩε,R0,∞(Xu,ε)) ≤
≤ exp(−1
2
K|Ωε|
)ˆ
NΩε,R0,∞(Xu,ε)
exp
(−1
2
c
∑
j∈Ωε
τj(A)⊂Ωε
|∇X(j)|p) ∏
i∈Ωε
dX(i) (A.9)
Consider the set Ω0ε = {j ∈ Zd|τj(A) ⊂ Ωε}. For sufficiently small ε, the set
Ω0ε is connected, |Ωε \ Ω0ε| ≤ C∂R0ε−d+1|∂Ω| and Ω0ε ∩ SR0(Ωε) 6= ∅. Thus, X ∈
NΩε,R0,∞(Xu,ε) implies that |X(j)−Xu,ε(j)| ≤ 1 for every j ∈ Ω0ε ∩SR0(Ωε). Hence,
using Lemma A.1 a) to bound the integral on the right hand side, we get
ˆ
NΩε,R0,∞(Xu,ε)
exp
(−1
2
c
∑
j∈Ωε
τj(A)⊂Ωε
|∇X(j)|p) ∏
i∈Ωε
dX(i) ≤
≤ ω(m)
[(
2
c
)m/p
c(p,m)
]|Ωε|(
ε0
ε
)m(1+ d
r
)C∂R0ε
−d+1|∂Ω|
(A.10)
once ε ≤ ε0 with ε0 = ε0(κ, r) =
(
κ
(
2
c
)−1/p
c(p,m)−1/m
) r
d+r |Ω| 1d . Thus
ZΩε(MK ∩NΩε,r(u, κ)) ≤ exp
(−1
2
K|Ωε|
)[
2
(
4
c
)m/p
c(p,m)
]|Ωε|
. (A.11)
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Here, we also used the bound exp
(−1
2
K|Ωε|
)(
ε0
ε
)m(1+ d
r
)C∂R0ε
−d+1|∂Ω| ≤ 1 valid when-
ever
K > ε|log( ε
ε0
)|m(1 + d
r
)4C∂R0
|∂Ω|
|Ω| . (A.12)
For the second bound we derive
ZΩε(MK∩NΩε,r(u, κ)) ≤ exp
(−1
2
K|Ωε|
)ˆ
NΩε,r(u,κ)
exp
(−1
2
c
∑
j∈Ωε
τj(A)⊂Ωε
|∇X(j)|p) ∏
i∈Ωε
dX(i)
(A.13)
in a similar way, using the fact that X ∈ NΩε,r(u, κ) implies that |X(i)− 1εu(εi)| ≤
κ|Ωε|
1
r
+ 1
d for every i ∈ Ωε and applying Lemma A.1 b) to bound the integral on the
right hand side. We also assumed that ε is sufficiently small so that ϑ|Ωε|1+
m
d ≤
2|Ωε|. 
Proof of Interpolation Lemma.
Fixing parameters η > 0 and N ∈ N, we slice the strip (∂ηΩ)ε into strips of width
η
εN
. In particular, we pick up R = R(ε) so that R > 2R0 and η = NεR and partition
the set NΩε,r(u, κ) = ∪N−1ℓ=1 N̂ (ℓ)r (u, κ) with
N̂ (k)r (u, κ) = {X ∈ NΩε,r(u, κ)|
∑
j∈SR0+kR\SR0+(k−1)R
U(Xτj(A)) ≤ 1N−1HΩε(X)},
(A.14)
where SR0+kR = SR0+kR(Ωε) is the strip SR0+kR = {i ∈ Ωε : ε−1dist(εi,Ωc) ≤ R0 +
kR}. To see that, indeed, NΩε,r(u, κ) ⊂ ∪N−1k=1 N̂ (k)r (u, κ), it suffices to show that any
X from the set NΩε,r(u, κ) \ ∪N−1k=1 N̂ (k)r (u, κ) would necessarily satisfy HSNR(X) >
HΩε(X) which is contradiction due to nonnegativity of U(XA). Further, introducing
the function
Θk(i) = min(1, R
−1
(
ε−1dist(εi,Ωc)−R0 − (k − 1)R)+) (A.15)
on Ωε interpolating between 1 on Ωε \SR0+kR and 0 on SR0+(k−1)R, we define, for any
X ∈ (Rm)Ωε and Y ∈ (Rm)SNR the function Tk(X, Y ) ∈ (Rm)Ωε by
Tk(X, Y )(i) = Θk(i)X(i) + (1−Θk(i))Y (i). (A.16)
It is interpolating between Tk(X, Y )(i) = X(i) on Ωε\SR0+kR and Tk(X, Y )(i) = Y (i)
on SR0+(k−1)R.
Let Z ∈ NΩε,r(u, κ) and consider X ∈ N̂ (k)r (u, κ) and Y ∈ NSNR,∞(Z). For
the completeness of the argument, let us first show that Tk(X, Y ) ∈ NΩε,r(u, 3κ) ∩
NΩε,R0,∞(Z) for each 1 ≤ k ≤ N − 1. Indeed, extending Y to Ωε by taking Y (i) =
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Z(i) on Ωε \ SNR and using that X,Z ∈ NΩε,r(u, κ), we get
‖Tk(X, Y ))−Xu,ε‖ℓr(Ωε) ≤
≤ ‖Θk(X −Xu,ε)‖ℓr(Ωε) + ‖(1− Θk)(Y − Z)‖ℓr(Ωε) + ‖(1− Θk)(Z −Xu,ε)‖ℓr(Ωε) ≤
≤
(
2κ+ |SNR|
1
r |Ωε|−
1
r
− 1
d
)
|Ωε|
1
r
+ 1
d ≤ 3κ|Ωε|
1
r
+ 1
d . (A.17)
Here, we first bounded
|SNR|
1
r |Ωε|−
1
r
− 1
d ≤ (C∂NR|∂Ω|ε−(d−1)) 1r |Ω|− 1r− 1d ε1+ dr = ε|Ω|1/d η 1r (C∂ |∂Ω||Ω| ) 1r (A.18)
with η = NRε and assumed that ε is sufficiently small to assure that, with fixed η,
the right hand side above does not exceed κ.
The main idea of the proof is to introduce a new integral quantity that serves as an
upper bound to the left hand side of (2.10) and, in the same time, as a lower bound
of its right hand side. To be more precise, for verification of an inequality of the form
(2.10) with the integral on the left hand side restricted to N̂ (ℓ)r (u, κ), we “double the
variables” and introduce the following integral over (Rm)Ωε × (Rm)SR0+kR,
Ik =
ˆ
N̂
(ℓ)
r (u,κ)×NSR0+kR,∞
(Z)
exp
(−HΩε(Tk(X, Y ))−a ∑
j∈SR0+kR
|∇X(j)|p) ∏
i∈Ωε
dX(i)
∏
j∈SR0+kR
dY (j).
(A.19)
First, let us attend to the lower bound on Ik. For the terms U(Tk(X, Y )τj(A))
contributing to HΩε(Tk(X, Y )) we consider 3 cases:
(i) If τj(A) ∩ SR0+kR = ∅, then U(Tk(X, Y )τj(A)) = U(Xτj(A)).
(ii) If τj(A) ∩ (SR0+kR \ SR0+(k−1)R) 6= ∅, then, by assumption (A2),
U(Tk(X, Y )τj(A)) ≤ C
(
1+U(Xτj(A))+U(Yτj(A))+
∑
i∈τj(A)
|Θk(i)−Θk(j)|r|X(i)− Y (i)|r
)
.
(A.20)
In this inequality we used the fact that
Tk(X, Y )(i) = Θk(j)X(i)+ (1−Θk(j))Y (i)+ (Θk(i)−Θk(j))(X(i)−Y (i)). (A.21)
Again, for i /∈ SNR, we have Y (i) = Z(i).
(iii) If τj(A) ⊂ SR0+(k−1)R, then U(Tk(X, Y )τj(A)) = U(Yτj(A)).
The terms a|∇X(j)|p in the integrand of Ik are, according to (A1), bounded as
a|∇X(j)|p ≤ U(Xτj (A)) (A.22)
for any j ∈ SR0+kR and a ≤ c. As a result, using also the assumption (A2) in the
form (1.11),
U(Yτj(A)) ≤ C
(
1+U(Zτj (A))+
∑
i∈τj(A)
|Y (i)− Z(i)|r) ≤ C(1+U(Zτj (A))+Rd0), (A.23)
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we are getting the following bounds for the terms
Lj = U(Tk(X, Y )τj(A)) + a1lj∈SR0+kR|∇X(j)|
p (A.24)
in the 3 cases as above:
(i) Lj ≤ U(Xτj(A)),
(ii) Lj ≤
(
1 + C
)
U(Xτj (A)) + C
2(1 + U(Zτj(A)) +R
d
0) + C+
+C
∑
i∈τj(A)
|Θk(i)− Θk(j)|r|X(i)− Y (i)|r,
and
(iii) Lj ≤ U(Xτj(A)) + C(1 + U(Zτj(A)) +Rd0).
Then, for any X ∈ N̂ (ℓ)r (u, κ) \MK and with a = c (and assuming that C ≥ 1),
we have
HΩε(Tk(X, Y )) + c
∑
i∈SR0+kR
|∇X(i)|p ≤ HΩε(X) + CKN |Ω|ε−d+
+ C2
∑
j∈SNR
τj(A)⊂Ωε
U(Zτj(A)) + c˜|SNR|+ CRd+r0
(
N
η
)r
(2κ)r|Ω|1+ rd ε−d (A.25)
with c˜ = C2(1+C+Rd0)+C. Here, for the last term, we used the following estimate
with the
∑
j taken over all j : τj(A) ∩ (SR0+kR \ SR0+(k−1)R) 6= ∅,∑
j
∑
i∈τj(A)
|Θk(i)−Θk(j)|r|X(i)− Y (i)|r ≤
≤ (R0
R
)r
Rd0
∑
i∈S2R0+kR\S(k−1)R
|X(i)− Y (i)|r ≤ Rd+r0 R−r
(‖X − Z‖ℓr(Ωε)+‖Y − Z‖ℓr(SNR))r ≤
≤ Rd+r0 R−r
(
2κ|Ωε|
1
r
+ 1
d
)r
= Rd+r0
(
N
η
)r
ε−d(2κ)r|Ω|1+ rd . (A.26)
To get this, we first used that |Θk(i)− Θk(j)| ≤ R0R for any i ∈ τj(A) since diamA <
R0 and then applied the bound from (A.17) assuming that ε is sufficiently small (in
dependence on κ and η). As a result, we get
HΩε(Tk(X, Y ))+c
∑
i∈SR0+kR
|∇X(i)|p ≤ HΩε(X)+C˜
(
(K
N
+η+(Nκ
η
)r)ε−d+
∑
j∈SNR
τj(A)⊂Ωε
U(Zτj(A))
)
(A.27)
with
C˜ = max
(
C|Ω|, c˜C∂|∂Ω|, Rd+r0 2r|Ω|1+
r
d , C2
)
. (A.28)
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Thus, finally,
ZΩε(N̂ (ℓ)r (u, κ)\MK) exp
{−C˜((K
N
+η+(Nκ
η
)r))ε−d+
∑
j∈SNR
τj(A)⊂Ωε
U(Zτj(A))
)}
ω(m)|SR0+kR| ≤ Ik.
(A.29)
For the upper bound of the integral Ik, we use the substitution defined as identity
on (Rm)Ωε\SR0+kR, and, on the remaining (Rm)SR0+kR × (Rm)SR0+kR, pointwise by the
mapping Φi : R
m × Rm → Rm × Rm introduced by
Φi(ξ, ζ) = (Θk(i)ξ + (1− Θk(i))ζ, ζ) for i ∈ SR0+kR \ SR0+(k−1/2)R (A.30)
and by
Φi(ξ, ζ) = (Θk(i)ξ + (1−Θk(i))ζ, ξ) for i ∈ SR0+(k−1/2)R. (A.31)
Notice that
|detDΦi|−1 ≤ 2m1li∈SR0+kR\SR0+(k−1)R + 1li∈SR0+(k−1)R . (A.32)
Since Tk(X, Y ) ∈ NΩε,r(u, 2κ) ∩ NΩε,R0,∞(Z), we have
Ik ≤ ZΩε(NΩε,r(u, 2κ) ∩ NΩε,R0,∞(Z))ω(m)|SR0+kR\SR0+(k−1/2)R|2m|SR0+kR\SR0+(k−1)R|×
× (2c−mp c(p,m))|SR0+(k−1/2)R|. (A.33)
Here, the last factor arises as the bound on the integralˆ
NSR0+(k−1/2)R
,r(u,κ)
exp
{−c ∑
i∈SR0+(k−1/2)R
|∇X(i)|p} ∏
i∈SR0+(k−1/2)R
dX(i) (A.34)
according to Lemma A.1 a) with
ϑ|SR0+(k− 12 )R|
1+m/d(c−mp c(p,m))|SR0+(k−1/2)R|−1 ≤ (2c−mp c(p,m))|SR0+(k−1/2)R| (A.35)
valid for ε sufficiently small (estimating |SR0+(k−1/2)R| ≥ |SR0+ 12R| ∼ ε
−d+1R = η
N
ε−d.
Combining (A.29) with (A.33) for each of N − 1 integrals over N̂ (ℓ)r (u, κ) \MK ,
we get
ZΩε(NΩε,r(u, κ) \MK) ≤
≤ exp{C((K
N
+η+(Nκ
η
)r))ε−d+
∑
j∈SNR
τj(A)⊂Ωε
U(Zτj(A))
)}
ZΩε(NΩε,r(u, 2κ)∩NΩε,R0,∞(Z)).
(A.36)
Here we bounded the prefactor N − 1 (the number of terms with k = 1, . . . , N − 1)
combined with the factors in (A.33) by
N
(
ω(m)2m+1c−
m
p c(p,m)
)|SNR| ≤ e 23Cηε−d (A.37)
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with a constant C = 3max(C˜, C∂|∂Ω| log(ω(m)2m+1c−mp c(p,m))). We used the
bound |SNR| ≤ C∂|∂Ω|ε−d+1NR = C∂|∂Ω|ε−dη and bounded, for ε sufficiently small,
the term N = e(ε
d logN)ε−d by exp{1
3
Cηε−d}.
According to Lemma 2.1, we have ZΩε(MK∩NΩε,r(u, κ)) ≤ e−
1
2
K|Ωε|D|Ωε|. Hence,
ZΩε(NΩε,r(u, κ) ∩MK) ≤
1
2
ZΩε(NΩε,r(u, κ)) (A.38)
once we choose K = logD+ εd log 2|Ω| +Fκ,ε(u). Then, multiplying the right hand side
in (A.36) by 2, we can replace ZΩε(NΩε,r(u, κ) \MK) by ZΩε(NΩε,r(u, κ)), yielding
the claim with a slight increase of C and with b = 1 + logD for sufficiently small
ε. 
Acknowledgement The research of R.K. was supported by the grants GACˇR 201-
09-1931, 201/12/2613, and MSM 0021620845. Both authors were also supported by
FG Analysis and Stochastics in Complex Physical Systems and Hausdorff Research
Institute for Mathematics.
References
[1] J.-D. Deuschel, G. Giacomin, and D. Ioffe, Large deviations and concentration properties for
∇ϕ interface models. Probability Theory and Related Fields 117, 49–111 (2000).
[2] S. Sheffield, Random surfaces. Aste´risque 304, 175 pages, (2005).
[3] A. Braides, Gamma-Convergence for Beginners. Oxford Lecture Series in Mathematics and Its
Applications 22 224 pages (2002).
[4] A. Bourgeat, S. Luckhaus, and A. Mikelic´, Convergence of the homogenization process for a
double-porosity model of immiscible two-phase flow. SIAM J. Math. Anal. 27,1520–1543 (1996).
[5] T. Funaki and H. Spohn, Motion by Mean Curvature from the Ginzburg-Landau ∇ϕ Interface
Model. Communications in Mathematical Physics 185 , 1–36 (1997).
[6] M. Biskup and R. Kotecky´. Phase coexistence of gradient Gibbs states. Probability Theory and
Related Fields 139, 1–39 (2007).
[7] G. Friesecke and F. Theil. Validity and Failure of the Cauchy-Born Hypothesis in a Two-
Dimensional Mass-Spring Lattice. Journal of Nonlinear Science 12, 445–478 (2002).
