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Abstract
To understand human social, administrative and economic behavior, which
can be considered as a game or strategic interaction, the purely analytical
methods do not suffice. It is necessary to gather data of human strategic be-
havior. Based on data, one can model, simulate and predict such behavior.
The theoretical part of the objective is achieved using a practice oriented
conceptualization of the real agents’ – humans and machines – strategic
interaction and mutual integration of the concepts from game theory and
multi-agent systems, which go beyond the related work. The practical part
is the design of an universally usable system that can perform the strate-
gic interactions between real agents with maximum scientific benefit. The
current implementation is one of the results of the work. Similar existing
systems are GDL-server (for machines) [Genesereth et al., 2005] and z-Tree
(for humans) [Fischbacher, 2007]. The work is divided in three fields – (1)
development of languages for the description of a game, (2) a software sys-
tem based on these languages and (3) an offline analysis of the data already
gathered among other things using the system as a contribution to behav-
ior definition facilities. The innovation of this work does not consist only in
combining of the several fields to each other, but also in achieving of improve-
ments in every field on its own. In the field of game definition languages,
two languages are proposed – PNSI and SIDL, which both can define games
of imperfect information in discrete time. It is an improvement comparing
with hitherto languages as Gala and GDL. Especially, the Petri net based
language PNSI can likewise be used for game servers and game theoretic al-
gorithms like GAMBIT. The developed system FRAMASI is based on JADE
[Bellifemine et al., 2001] and is ahead of the hitherto client-server solutions
through the advantages of the multi-agent systems. Using the originated sys-
tem, an experiment has been conducted according to the standards from the
experimental game theory, and thus demonstrated the practicability. The
experiment had the objective to provide data on the human unpredictabil-
ity and the ability to predict others. Therefore, variants of Roshambo were
used. The data from this experiment and from an experiment of an exter-
nal workgroup with a similar motivation were analyzed using data mining.
As results, the regularities of the behavior reported in literature have been
demonstrated and further regularities have been discovered.

Zusammenfassung
Zum Versta¨ndnis menschlichen sozialen, administrativen und wirtschaftli-
chen Verhaltens, das als Spiel bzw. strategische Interaktion aufgefasst werden
kann, reichen die rein analytischen Methoden nicht aus. Es ist no¨tig, Daten
menschlichen strategischen Verhaltens zu sammeln. Basierend auf Daten la¨sst
sich solches Verhalten modellieren, simulieren bzw. vorhersagen. Der theore-
tische Teil der Zielsetzung wird u¨ber praxisorientierte Konzeptualisierung
strategischer Interaktion realer Agenten – Menschen und Maschinen – und
gegenseitige Integration der Konzepte aus Spieltheorie und Multiagentensys-
teme erreicht, die u¨ber die bisherigen Ansa¨tze hinausgehen. Der praktische
Teil besteht darin, ein allgemein verwendbares System zu entwerfen, das stra-
tegische Interaktionen zwischen realen Agenten mit maximalen wissenschaft-
lichen Nutzen durchfu¨hren kann. Die tatsa¨chliche Implementation ist eines
der Ergebnisse der Arbeit. A¨hnliche vorhandene Systeme sind GDL-Server
(fu¨r Maschinen) [Genesereth u.a., 2005] und z-Tree (fu¨r Menschen) [Fischba-
cher, 2007]. Die Arbeit ist in drei Bereiche unterteilt – (1) Entwicklung von
Sprachen fu¨r die Beschreibung eines Spiels, (2) ein auf diesen Sprachen basie-
rendes Softwaresystem und (3) eine Offline-Analyse der u.a. mit dem System
bereits gesammelten Daten als Beitrag zur Mo¨glichkeiten der Verhaltensbe-
schreibung. Die Innovation dieser Arbeit besteht nicht nur darin einzelne Be-
reiche mit einander zu kombinieren sondern auch Fortschritte auf jedem Be-
reich fu¨r sich allein zu erreichen. Im Bereich der Spielbeschreibungssprachen,
werden zwei Sprachen – PNSI und SIDL – vorgeschlagen, die beide Spiele
bei imperfekter Information in diskreter Zeit definieren ko¨nnen. Dies ist ein
Fortschritt gegenu¨ber der bisherigen Sprachen wie Gala und GDL. Speziell
die auf Petrinetzen basierende Sprache PNSI kann gleichermaßen fu¨r Game-
server und fu¨r spieltheoretische Algorithmen von z.B. GAMBIT verwendet
werden. Das entwickelte System FRAMASI basiert auf JADE [Bellifemine
u.a., 2001] und ist den bisherigen Client-Server-Lo¨sungen durch Vorteile der
Multiagentensysteme voraus. Mit dem entstandenen System wurde bereits
ein Experiment entsprechend den Standards der experimentellen Spieltheorie
durchgefu¨hrt und somit die Praxistauglichkeit nachgewiesen. Das Experiment
hatte als Ziel Daten zur menschlichen Unvorhersagbarkeit und zur Vorhersa-
gefa¨higkeit anderer zu liefen. Dafu¨r wurden Varianten von
”
Knobeln“ verwen-
det. Die Daten dieses Experiments sowie eines Experiments einer externen
Arbeitsgruppe mit a¨hnlicher Motivation wurden mit Hilfe von Datamining
analysiert. Dabei wurden die in der Literatur berichteten Gesetzma¨ßigkeiten
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1.1 Strategische Interaktion Realer Agenten
Strategisch denken bzw. strategisch handeln heißt beim Anstreben und Ver-
wirklichen eigener Pra¨ferenzen das Denken und Handeln anderer Teilneh-
mer der Interaktion zu beru¨cksichtigen [OR94]. Zu beru¨cksichtigen ist auch,
dass das Denken und Handeln anderer Interaktionsteilnehmer auch strate-
gisch sein kann. Dadurch kann eine theoretisch unendliche gedankliche Ver-
schachtelung entstehen, d.h. man bedenkt das eigene strategische Denken
und Handeln aus der Perspektive der Anderen, dass die Anderen es ebenfalls
bedenken und so weiter. Urspru¨nglich kommt strategisch vom altgriechischen
stratego´s=Heer und a´gein=fu¨hren [Dro95]. Eine Interaktion ist ein
”
aufeinan-
der bezogenes Handeln zweier oder mehrerer Personen“ [Dro95]. Ein Handeln
außerhalb einer Interaktion ist Handeln bezogen auf eine passive Umgebung
z.B. auf Gegensta¨nde. Daraus folgt, dass strategisches Denken und Handeln
außerhalb einer Interaktion nicht stattfinden kann. Eine Interaktion kann
aber auch nicht strategisch sein. Dieser Fall ist insbesondere dann gegeben,
wenn die Teilnehmer keine klaren Pra¨ferenzen haben.
Eine strategische Interaktion wird in der mathematischen Spieltheorie
[Mv44] auch als ein (strategisches) Spiel bezeichnet. Der Begriff Spiel ist in
der Spieltheorie etwas anders belegt, als es im u¨blichen Gebrauch der Fall
ist. Mit einem Spiel ist die formale Struktur einer strategischen Interaktion
gemeint. Reale Schlachten, wirtschaftliche Vorga¨nge, soziale Interaktionen
sowie Brettspiele ko¨nnen die gleiche Struktur aufweisen. Oft ist die Struktur
unseres realen menschlichen Miteinanders, das als strategische Interaktion
aufgefasst werden kann, sehr komplex. Ein passendes prominentes Beispiel
einer solchen komplexen Interaktion ist der angebahnte aber gescheiterte
Opel-Verkauf. Die Spieltheorie liefert zwar Methoden um den Ausgang ei-
1
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ner strategischen Interaktion vorherzusagen, jedoch treffen diese Aussagen,
wie Beobachtungen und Experimente zeigen [PS08], nicht immer zu. Einer
der Gru¨nde dafu¨r ist, dass das Verhalten der Teilnehmer dem mathemati-
schen Konzept der Rationalita¨t nicht immer entspricht.
Der Weg zum Verstehen und Vorhersagen des menschlichen strategischen
Verhaltens liegt eher darin, zuerst experimentell einfachere Strukturen zu un-
tersuchen, um dann spa¨ter auf der Basis der daraus gewonnenen Erkenntnisse
zu umfangreicheren Beispielen u¨bergehen zu ko¨nnen [Cam03]. Ein a¨hnliches
Vorgehen hat in der Biologie die Erforschung der Drosophila motiviert. Im
Rahmen dieser Arbeit wird die experimentelle Herangehensweise mit maxi-
malen Einsatz von Computersystemen getrieben. Ein Forschungsgegenstand
sind gleichzeitig auch die Methoden der computerisierten Experimente.
Wie der Ursprung des Wortes strategisch verra¨t, sind strategisches Den-
ken und Handeln meistens im kompetitiven Bereich angewendete Begriffe.
Reale Beispiele kompetitiver Interaktionen sind leicht zu finden und lassen
sich als Spiele formalisieren. Um jedoch u¨ber die Vorga¨nge in einem sol-
chen Beispiel wertungsneutral und politisch unbedenklich sprechen zu ko¨n-
nen, werden in der einschla¨gigen Literatur meistens imagina¨re Beispiele wie
z.B. Kampf-der-Geschlechter verwendet. Dies kann den Eindruck der Reali-
ta¨tsfremdheit bei fachfremden Lesern erwecken. Daher wird der Leser darum
gebeten, sich diesem Eindruck zu widersetzen. Als Beispiel einer kompeti-
tiven Interaktion zum besseren Versta¨ndnis des vorgestellten Themas wird
hier eine Variante des Spiels Ken [Lin95] (zu deutsch Knobeln) genommen
und detailiert beschrieben.
Ken hat das gleiche Prinzip wie das hiesige Spiel
”
Papier, Stein, Sche-
re“. Ken-a¨hnliche Spiele werden schon seit Jahrtausenden von Menschen
verschiedenster Kulturen unabha¨ngig voneinander entwickelt und gespielt





zum Greifen bereite Hand“, Wasser=
”
gespreizte




gespreizte Hand nach unten“.
Pistole schla¨gt Vogel, Stein und Brett. Vogel schla¨gt Wasser. Wasser schla¨gt
Stein und Pistole. Stein schla¨gt Vogel und Brett. Brett schla¨gt Vogel und
Wasser. Wie la¨sst sich das strategische Denken und Handeln in Gosukumi-
Ken vorstellen?
Der Gegner weiß nicht vorher, welche Geste man auswa¨hlt und umgekehrt.
Wu¨rde der Gegner wissen, welche Geste man auswa¨hlt, wu¨rde man sta¨ndig
verlieren. Daher muss man generell unvorhersagbar d.h. zufa¨llig handeln um
das Spiel nicht zu verlieren. Dies entspicht nach Sunzi [Yin07], einem der
ersten Denker, die sich mit strategischem Denken auseinandergesetzt haben,
dem empfohlenen Verhalten in Konflikten:
”
Greife ihn an, wo er unvorbereitet
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ist, tauche auf, wo du nicht erwartet wirst“. Nehmen wir an, man wa¨hlt jede
der Gesten mit der gleichen Wahrscheinlichkeit zufa¨llig aus. Falls der Gegner
dann dauerhaft Pistole auswa¨hlt, wu¨rde man ihn dann mit der Wahrschein-
lichkeit von 0.2 (mit Wasser) schlagen, mit der Wahrscheinlichkeit von 0.6
(mit Brett, Stein und Vogel) geschlagen werden und sonst ein Unentschie-
den (mit Pistole) erreichen – man wu¨rde im Schnitt verlieren. Es gibt keine
Strategie, mit der man bei diesem Spiel sicher gewinnen kann. Man kann nur
im Schnitt ein sicheres Unentschieden erreichen. Man erreicht es, indem man
gleich oft Brett, Wasser und Pistole spielt und andere dabei aber nicht be-
nutzt.
In der Spieltheorie werden die Methoden zur Findung optimaler d.h. ent-
gu¨ltiger Lo¨sungen in strategischen Interaktionen bereitgestellt. Das zuvor
erwa¨hnte Beispiel hat zwar eine relativ triviale optimale Strategie, dennoch
wirft es einige Fragen auf. Wieviel Zeit und Aufwand beno¨tigt ein Spieler,
um die optimale Strategie herausfinden? Wie und wodurch werden Spielre-
geln realisiert? Auf welcher Art und Weise kann man ein Spiel kurz und exakt
beschreiben? Ob und wie kann man das menschliche Verhalten vorhersagen,
falls spieltheoretische Lo¨sungen versagen? Die Beantwortung dieser Fragen
liegt jenseits der analytischen Methoden der Spieltheorie. Diese Fragen geho¨-
ren in den Bereich realer Agenten in strategischen Interaktionen d.h in den
Fokus dieser Arbeit.
Das Wort Agent kommt vom lateinischen agere, was u¨bersetzt bedeu-
tet handeln bzw. treiben. Als reale Agenten werden alle real existierenden
handelnden Systeme aufgefasst. Dazu geho¨ren Computersysteme, Menschen,
Tiere und Institutionen. Zum Unterschied zwischen realen und theoretischen
Agenten wird hier das folgende Beispiel vorgefu¨hrt.
In USA der 50er kam ein
”
Spiel“ namens Chicken [Rus59] auf. Dieses Spiel
wurde von jugendlichen Autofahrern gespielt. Zwei Fahrer fuhren aufeinander
los. Falls einer der Fahrer im Treffpunkt auswich, verlor er in den Augen der
Clique an Ansehen. Natu¨rlich kann man diese Situation als eine strategische
Interaktion auffassen und mathematisch die optimale Wahrscheinlichkeit fu¨r
das Geradeausfahren bestimmen. Dabei wird dieses Spiel als symmetrisch
modelliert [Rab93]. Das beantwortet aber nicht die Fragen, die schon bei
dem vorigen Beispiel auftauchten. Ferner stellt man noch fest, dass das Ver-
halten realer Agenten z.B. Menschen in einer strategischen Interaktion sich
nicht nur durch die Pra¨ferenzen bestimmen la¨sst. Die realen Agenten unter-
scheiden sich in der Art und Weise des Anstrebens ihrer Pra¨ferenzen – in der
Intelligenz. Reale Agenten spielen nicht immer optimal, was insbesondere auf
Menschen zutrifft [Cam03]. Spielen die realen Agenten dann aber doch noch
stereotyp, falls sie nicht optimal spielen?
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Um dieses Problem besser zu modellieren, kann man die Situation als
asymmetrisch fu¨r beide Fahrer auffassen – die Fahrer befu¨rchten unterschied-
lich stark vom Zusammenstoß dauerhafte gesundheitliche Scha¨den davon-
zutragen. Der Unterschied zwischen beiden Fahrern kann von deren Vorge-
schichte d.h. deren Erfahrung abha¨ngen. Hier sieht man sehr schnell, dass eine
korrekte Modellierung einer strategischen Interaktion realer Agenten kein tri-
viales Problem ist und man grundsa¨tzlich von der mo¨glichen Suboptimalita¨t
und der mo¨glichen Einzigartigkeit des Verhaltens eines Agenten ausgehen
muss. Wie soll man das suboptimale Verhalten beschreiben?
Die in den vorigen Absa¨tzen kurz angeschnittenen Fragen und Themen-
bereiche bilden eine Gesamtheit, deren angestrebte ganzheitliche Konzeptua-
lisierung in dieser Arbeit zur Unterstu¨tzung einer konstruktiven Zielsetzung
verwendet wird. Mit der ganzheitlichen Konzeptualisierung strategischer In-
teraktion ist eine schlu¨ssige praxisorientierte Integration von Konzepten aus
den Disziplinen wie Spieltheorie, Ku¨nstliche Intelligenz und Psychologie ge-
meint. Spieltheorie hilft optimale Lo¨sungen fu¨r strategische Interaktionen zu
finden. Spieltheorie wird in den Wirtschaftswissenschaften benutzt und auch
in der Soziologie referenziert. Ein Teil der Ku¨nstlichen Intelligenz bescha¨ftigt
sich damit [RN03], intelligente Fa¨higkeiten, wie beim strategischen Denken
und Handeln es der Fall ist, auf einem Computersystem nachzubilden und
dadurch zu verstehen. Psychologie untersucht menschliches Denken und Han-
deln. Psychologie kann daher Erkla¨rungen fu¨r das menschliche Verhalten in
Spielen liefern. Leider la¨sst sich die Verschmelzung dieser Konzepte mit den
bisher eingefu¨hrten Begriffen nicht kurz und pra¨zise beschreiben, jedoch im
weiteren Verlauf der Arbeit finden.
Eine solche Ganzheitlichkeit ist no¨tig, um Ideen aus verschiedenen Dis-
ziplinen zu einander in Beziehung zu setzen, dadurch Wiedererfindungen zu
vermeiden und Emergenz zu begu¨nstigen. Der Erkenntnissgewinn einer ganz-
heitlichen Konzeptualisierung kann in Form von gemeinsamen Formaten und
Werkzeugen manifestiert werden. Eine Forschungsinfrastruktur [NDMS04] als
Bezeichnung fu¨r gemeinsame Formate und Werkzeuge ermo¨glicht effiziente
arbeitsteilige Forschung. Ein Beispiel fu¨r eine interdisziplina¨re Forschungs-
infrastruktur ist die Verwendung der biotechnologischen Datenbanken, die
einerseits von Biochemikern und Molekularbiologen gefu¨llt und von Bioinfor-
matikern nach Regelma¨ssigkeiten analysiert werden.
Das Themengebiet dieser Arbeit geho¨rt in den Bereich Sozionik [vMV03],
speziell Kognitive Sozionik, wobei der Begriff Kognitive Sozionik in dieser Ar-
beit zum ersten Mal vorgeschlagen wird. Der gemeinte Forschungsgegenstand
kommt dem Thema des Buches
”
Cognition and Multi-Agent Interaktion“
[Sun06a] sehr nahe. Bei Sozionik erfolgte die Wortbildung durch Verbindung
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von Soziologie und Informatik. Multiagentensysteme aus der Informatik und
menschliche Organisationen bzw. Gemeinschaften aus der Soziologie wird in
der Sozionik eine prinzipielle A¨hnlichkeit unterstellt. Das Gebiet der Sozio-
nik ist der gegenseitige Einsatz der Erkenntnisse aus dem einen Bereich in
das jeweils Andere sowie das Entwerfen hybrider Gemeinschaften. Dennoch
unterscheidet sich diese Arbeit von der bisherigen Forschung in diesem Be-
reich, weil hier eine starke Verbindung mit Kognitionswissenschaft angestrebt
wird. Kognitionswissenschaft ist wiederum ein Bereich zwischen Ku¨nstlicher
Intelligenz und Psychologie, die sich allgemein der Erforschung intelligenter
Fa¨higkeiten widmet [Bod08]. Auf sozionische Quellen [Mal06] wird in dieser
Arbeit nicht eingegangen, weil diese Disziplin sehr jung ist und alle bisherige
Projekte ausschließlich auf soziologischen Theorien basieren, die nicht mit
der spieltheoretischen Betrachtungsweise korrespondieren. Mit der Soziologie
hat diese Arbeit insoweit zu tun, dass auf soziologische Pha¨nomene wie z.B.
beim
”
Spiel“ Chicken zu beobachten eingegangen wird, die man als Spiele
modellieren kann.
Abb.1.1 zeigt eine anschauliche Einordnung der Kognitiven Sozionik. In
der Verhaltensspieltheorie [Cam03], der die Kognitive Sozionik am na¨chs-
ten steht, bescha¨ftigt man sich mit der Modellierung der Abweichungen des
menschlichen Verhaltens von den spieltheoretischen Vorhersagen bei rationa-
len Spielern. A¨hnlich nahe steht der kognitiven Sozionik die Sozialpsycholo-
gie – eine Verbindung zwischen Psychologie und Soziologie. Sozialpsychologie
ist jedoch eine rein gesellschaftswissenschaftliche Disziplin [BFS04], die die
Wechselwirkungem Individuum und Gesellschaft untersucht. Generell kann
man zwei Achsen ziehen, wie es in der Abb.1.1 sichtbar ist.
Die waagerechte Achse beschreibt den Grad an Rationalita¨t bzw.
”
Mensch-
lichkeit“ des(r) untersuchten Agenten. Diese Einteilung bedeutet nicht, dass
menschlich gleichzeitig irrational ist, sondern dass Menschen eine grundsa¨tz-
lich andere Sichtweise erfordern als rationale Agenten. Es bedeutet auch nicht
das ein emotionales Verhalten, das unter den Begriff Menschlichkeit fa¨llt,
niemals als rationales Verhalten erkla¨rt werden kann. Emotionales Verhalten
entwickelte sich aus der Sicht des Darwinismus im Kampf ums Dasein [Nes90]
und ist daher zumindest in einigen Situationen im Bezug auf das U¨berleben
und die Fortpflanzung rational.
Die senkrechte Achse steht fu¨r den Unterschied zwischen der Untersu-
chung eines einzelnen Agenten und einer Interaktion von Agenten. Spiel-
theorie und Multiagentensysteme bescha¨ftigen sich mit der Interaktion von
Agenten. Methoden zum Vorhersagen der Ausga¨nge strategischer Interaktio-
nen kommen aus der Spieltheorie. Aus den Multiagentensystemen stammen

























Abbildung 1.1: Kognitive Sozionik – das Gebiet dieser Arbeit sowie dessen
Stellung in Relation zu anderen Disziplinen. Die senkrechte Achse ist der
allgemeine Forschungsgegenstand und die waagerechte sind Methoden sowie
Betrachtungsweise des Forschungsgegenstandes. Die Positionen im Koordi-
natensystem spiegeln die jeweiligen Schwerpunkte der Disziplinen wider.
wie auch empirisch evaluierte Heuristiken. Allerdings ist die Bezeichnung und
Einordnung des Themas dieser Arbeit in das Disziplinengeflecht ein erster
Versuch und in den einschla¨gigen Forschungsgemeinschaften in dieser Weise
noch nicht etabliert.
1.2 Zielsetzung
Die informatikbezogene Zielsetzung dieser Arbeit d.h. die Gestaltung der
interdisziplina¨ren Forschungsinfrastruktur besteht darin, ein mo¨glichst uni-
versell einsetzbares System zu entwerfen, das zur Durchfu¨hrung strategischer
Interaktion zwischen realen Agenten geeignet ist. Realen Agenten sind Men-
schen und ku¨nstliche Agenten. Der Entwurf eines solchen Systems bzw. des-
sen Teile soll vor allem wissenschaftlich umfassend erforschte Werkzeuge und
Formate zur Erweiterung der Methoden zum Verstehen menschlichen Mitein-
anders liefern. Es ist wichtig einmalig sinnvolle Festlegungen zu finden, die
die interdisziplina¨re Forschung ermo¨glichen und beschleunigen. Solche Werk-
zeuge und Formate existieren bisher nur fu¨r Teilbereiche und sind marginal
erforscht. Eine Zusammenfassung der verwandten Arbeiten findet sich im
Kapitel 3 der Arbeit.












Abbildung 1.2: Schema der Zielsetzung. Es handelt sich um grobe Bestand-
teile der Forschungsinfrastruktur zum Verstehen menschlichen sozialen, ad-
ministrativen und wirtschaftlichen Verhaltens basierend auf der Konzeptua-
lisierung als strategische Interaktion.
unter Beteiligung von Maschinen ist von entscheidender Bedeutung. Ku¨nstli-
che Agenten im Gegensatz zu Menschen erlauben eine direkte Kontrolle u¨ber
das Verhalten, sind in fast unbegrenzter Zahl produzierbar und haben mini-
male Kosten und eine wesentlich weniger begrenzte mo¨gliche Einsatzdauer.
Diese Eigenschaften sind notwendig bei Experimenten, bei denen das Ver-
halten eines Agenten ku¨nstlich vera¨ndert werden muss, eine hohe Zahl von
Agenten eingesetzt wird bzw. eine große Zahl von Daten produziert werden
muss.
Das Erreichen des gesetzten Ziels kann aber erst u¨ber eine praxisorientier-
te ganzheitliche Konzeptualisierung strategischer Interaktion realer Agenten
erfolgen. Daher ist nur ein Teil der Arbeit der tatsa¨chlichen Implementa-
tion gewidmet. Das Prototypsystem soll nicht nur die Durchfu¨hrung, son-
dern vor allem die Definition fu¨r die beschriebene Doma¨ne auf der Basis von
spezifischen Sprachen sowie die Protokollierung von strategischen Interaktio-
nen ermo¨glichen. Die Entwicklung und die Verwendung doma¨nenspezifischer
Sprachen wird als ein wichtiger Aspekt betrachtet, weil durch sie Formate der
Forschungsinfrastruktur festgelegt werden. Ferner ist ohne diese Sprachen ei-
ne Anpassung des System an den jeweiligen Einsatz deutlich aufwendiger,
weil die Anpassungen auf niedriger Stufe in der jeweiligen Programmierspra-
che gemacht werden mu¨ssen.
Abb.1.2 zeigt die Beziehungen zwischen den Bereichen (Rechtecke) des





entsteht aus/durch“ interpretiert werden. Eine U¨berla-
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pung von Rechtecken bedeutet eine direkte Verbindung. Das erste Teilziel der
Arbeit ist eine mo¨glichst ma¨chtige Sprache fu¨r die Beschreibung der Spiel-
regeln. Spiele beschrieben in dieser Sprache werden in der Spielverwaltung
eingesetzt.
Das zweite Teilziel ist die Spielverwaltung. Der Begriff Spielverwaltung
hat sich in den deutschsprachigen Programmierforen als Bezeichnung fu¨r den
Programmteil durchgesetzt, der die Regeln eines Spiel ausfu¨hrt. Falls die
Spielverwaltung auf einer Spielbeschreibungssprache basiert, muss sie nicht
mehr fu¨r jedes Spiel angepasst werden und wird spielunabha¨ngig. Die Spiel-
verwaltung fu¨hrt nicht nur ein Spiel durch, sondern protokolliert es auch.
Die Daten durchgefu¨hrter Spiele werden in einem von der Spielbeschreibungs-
sprache abha¨ngigen Format gespeichert. Die Spielverwaltung kann Spiele mit
ku¨nstlichen Agenten oder natu¨rlichen Agenten oder Agenten beider Arten
durchfu¨hren. Wenn es ein Spiel mit natu¨rlichen Agenten d.h. Menschen pro-
tokolliert, sind die gesammelten Daten gleichzeitig wertvolles Material fu¨r die
Erforschung des menschlichen strategischen Verhaltens, wenn diese aus einem
nach den einschla¨gigen Standards durchgefu¨hrtem Experiment stammen.
Das dritte Teilziel besteht darin einen Beitrag zur Entwickung einer Ver-
haltensbeschreibungssprache fu¨r Spiele zu leisten. Um ku¨nstliche Agenten zu
definieren, die das menschliche Verhalten erkennen, simulieren bzw. vorhersa-
gen ko¨nnen, muss man die intern oder extern gesammelten Daten analysieren.
Die Fa¨higkeit, das strategische Verhalten eines ku¨nstlichen Agenten als Si-
mulation eines Menschen aus den Spielregeln korrekt herleiten zu ko¨nnen, ist
das angestrebte Forschungziel der in dieser Arbeit beschriebenen Herange-
hensweise. Es wird durch einen gepunkteten Pfeil zwischen Spielregeln und
Verhaltensbeschreibung dargestellt (Abb.1.2). Die bisherigen Erkenntnisse
[MMT07] ermo¨glichen zumindest einen rationalen ku¨nstlichen Agenten, der
sich entprechend einer spieltheoretischen Lo¨sung des Spiels verha¨lt, was aber
wegen der menschlichen Abweichungen keine korrekte Simulation ist.
Als globaler Testfall fu¨r das entworfene System wird ein konkretes Pro-
blem herangezogen. Als das zu lo¨sende Problem ist das zuvor in der Einlei-
tung erwa¨hnte Ken-Spiel gewa¨hlt worden. Es soll erreicht werden, dass die
Entwicklung des Systems auf einem Stand ist, dass man damit ein Experi-
ment mit menschlichen Spielern durchfu¨hren kann. Hinzu kommt eine Menge
von Testfa¨llen, die nicht global sondern nur fu¨r einzelne Komponenten des
Systems wie z.B. die Spielbeschreibungssprachen verwendet werden. Das da-
bei entstehende System integriert in sich die zuvor durchgefu¨hrte Konzep-
tualisierung strategischer Interaktion realer Agenten. Gleichzeitig werden die


















Abbildung 1.3: U¨berblick der Arbeit. Pfeile stehen fu¨r Abha¨ngigkeiten.
1.3 U¨berblick
Das Kapitel 2 fasst in drei Unterkapitel die wichtigsten der fu¨r diese Arbeit
relevanten Konzepte und Erkenntnisse aus den Disziplinen Multiagentensys-
teme, Spieltheorie und experimentelle Verhaltensforschung in strategischen
Interaktionen zusammen. Diese Zusammenfassung liefert ein ganzheitliches
und integriertes Bild der no¨tigen Grundlagen, auf die im weiteren Verlauf
mehrfach verwiesen wird.
Abb.1.3 zeigt die Beziehungen zwischen den weiteren Kapiteln der Arbeit.
Die Arbeit teilt sich wie schon in der Zielsetzung erwa¨hnt in drei Hauptbe-
reiche auf – Sprachen fu¨r strategische Interaktion, Infrastruktur strategischer
Interaktion und Beschreibung strategischen Verhaltens. Die durch den Autor
erreichten Fortschritte in diesen Bereichen werden in den Kernkapitel 4, 5
und 6 beschrieben. Die verwandten Arbeiten zu jedem dieser Bereiche wer-
den wie auf der Abbildung dargestellt in den drei Unterkapitel des Kapitels
3 zusammengefasst.
Kapitel 5 baut auf Kapitel 4 auf, da fu¨r die Infrastruktur strategischer
Interaktion die zuvor entwickelten Sprachen fu¨r strategische Interaktionen
verwendet werden. Durch die Abschnitte 5.2.4 und 6.1.2 gibt es eine gegen-
seitige Verbindung zwischen Kapitel 5 und Kapitel 6. Das Experiment zum
Spiel Ken wird einerseits als Testfall fu¨r die entwickelte Software anderer-
seits aber als Datenquelle menschlichen strategischen Verhaltens betrachtet.
Die drei Abschnitte des Unterkapitels 7.1 fassen die drei erwa¨hnten Kapi-
tel zusammen. Unterkapitel 7.2 wirft einen Blick in die Zukunft. Anhang A
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beinhaltet die in dieser Arbeit eingehaltene Konventionen mathematischer
Notation. Ein Glossar mit den wichtigsten Begriffen und ein Verzeichnis der
Akronyme sind der Arbeit beigefu¨gt.
Die Arbeit entha¨lt ein Minimum an redundanten Textpassagen – es gibt
keine Einleitungen und Zusammenfassungen der drei Kernkapitel innerhalb
dieser Kapitel. Der grobe Aufbau dieser Kapitel wird außerhalb und zwar in
diesem Abschnitt beschrieben.
Kapitel 4 besteht aus vier Unterkapitel. Das Unterkapitel 4.1 fasst die
bisherigen Arbeiten u¨ber Spielbeschreibungssprachen problemdefinierend zu-
sammen. Das Unterkapitel 4.2 geht auf die Beachtung der Zeit in strategi-
schen Interaktionen und fu¨hrt einige Grundlagen fu¨r die in den Unterkapitel
4.3 und 4.4 vorgestellte Sprachen ein.
Im ersten Unterkapitel des Kapitels 5 wird das Problem der Spielrealisie-
rung diskutiert. Die dabei entstandene Konzepte werden bei der vorgestellten
Lo¨sung im Unterkapitel 5.2 verwendet. In diesem letzten Unterkapitel wird
auch die Verwendung der Spielbeschreibungssprachen aus dem Kapitel 4 in
ku¨nstlichen Spielrealisierungen beschrieben.
Abschnitt 6.1.1 beschreibt die beim Ken-Experiment (Abschnitt 6.1.2)
verwendete Standards der Vorgehensweise beim Sammeln von Daten strate-
gischen Verhaltens. Unterkapitel 6.2 beinhaltet die Konzeptualisierung und







Ein Agent ist ein entscheidendes und handelndes System, das mit seiner
Umgebung und anderen Agenten interagieren kann. Die informatikbezoge-
ne Verwendung dieses Begriffs stammt aus dem Vokabular der verteilten
ku¨nstlichen Intelligenz der 70er und wurde von Oliver G. Selfridge gepra¨gt
[Mar08]. Dieser Begriff la¨sst sich auch in anderen Disziplinen wie z.B. Sozio-
logie verwenden [vMV03]. Je nach Disziplin kann es ein ku¨nstliches System
(z.B. Computersystem), ein natu¨rliches System (z.B. ein Mensch) oder ei-
ne Kombination aus ku¨nstlichen bzw. natu¨rlichen Systemen (z.B. ein Staat)
sein [RN03, Woo02, Sun06b, BCG07, PS05]. Die exakten Definitionen fu¨r
den Begriff Agent variieren stark und es gibt mehrere dazu synonym verwen-
dendbare Begriffe wie z.B. Spieler, Subjekt, Entscheider, Regler, Individuum,
aktives Objekt.
Ein Agent befindet sich in einer Umgebung, innerhalb der er wahrnehmen
und effektiv handeln kann. Es gibt eine Menge von mehreren Verhaltenswei-
sen, die Effekte in der Umgebung bzw. bei anderen Agenten verursachen.
Außer der Vera¨nderung der Umgebung ist die Kommunikation mit anderen
Agenten auch eine Art des Handelns, da sie den Wissensstand des anderen
Agenten vera¨ndern kann. Eine der wichtigsten Eigenschaften eines Agenten
ist seine Autonomie – ein Agent wird bei seinem Wahrnehmen und Han-
deln von außen nicht direkt gesteuert. Insbesondere bedeutet das, dass das
Verhalten eines ku¨nstlichen Agenten nur wa¨hrend der Konstruktionsphase
direkt bestimmt werden kann. Ein Agent kann jedoch indirekt gesteuert wer-
den, falls er auf vorgesetzte Wahrnehmungen immer vorhersagbar reagiert.
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Die zweite wichtige Eigenschaft eines Agenten ist seine Rationalita¨t. Die
Definitionen der Rationalita¨t variieren je nach Disziplin und Quelle [RN03,
OR94]. Die Rationalita¨t bedeutet verallgemeinert, dass ein Agent entspre-
chend der bevorzugten Verhaltensweise handelt – er unterscheidet zwischen
den mo¨glichen Verhaltensweisen. Die Rationalita¨t unterscheidet einen Agen-
ten von einem u¨blichen physikalischen Prozess. Ein physikalischer Prozess
la¨sst durch die Gesetze der Natur bzw. Umgebung beschreiben. Die Ratio-
nalita¨t setzt bezogen auf Menschen freien Willen d.h. mindestens Autonomie
[Sea03] voraus – ein von außen bestimmter Mensch kann nicht rational sein.
Die Unterscheidung zwischen Verhaltensweisen erfolgt anhand einer individu-
ellen Pra¨ferenzordnung der Effekte sowie des Wissens u¨ber die Kausalita¨ten
zwischen den Handlungen und den Effekten.
Eine spezielle Art der Pra¨ferenzordnung ist eine Zieldefinition – ein be-
stimmter Effekt (das Ziel) wird vor allen anderen pra¨feriert. Andererseits
kann man jedem Effekt einen Zahlwert zuordnen und die Pra¨ferenzordnung
als numerische Ordnung dieser Zahlenwerten ausdru¨cken. Eine solche Zuord-
nung der Zahlenwerte wird als Nutzenfunktion oder auch Auszahlungsfunktion
bezeichnet.
Eng mit der Rationalita¨t verknu¨pft ist die Intelligenz eines Agenten. Ein
Agent, der Information verarbeiten wie z.B. logisch schlussfolgern kann, ist
intelligent, wobei dies nur eine der vielen Definitionen der Intelligenz ist. Die
fachlichen Definitionen dieses Begriffs sind an die dessen umgangsprachliche
Bedeutung angelehnt [RN03].
Ein logisch schlussfolgernder Agent kann erst dann rational sein, wenn
er sein Handeln aus seinem vorhandenen Wissen und seiner Pra¨ferenzord-
nung schlussfolgern kann [Woo02]. Speziell beim Vorhandensein einer Nut-
zenfunktion maximiert ein rationaler Agent aus seiner subjektiver Sicht den
erwarteten Nutzen. Analog zu den erwa¨hnten Quellen wird hier eine Arbeits-
definition eines Agenten vorgestellt – ein Agent ist eine autonome, rationale,
intelligente, in einer Umgebung wahrnehmende und effektiv handelnde Ein-
heit. Ein Agent ist mehr ein vereinfachendes Konzept fu¨r die Vorga¨nge in
der Realita¨t als eine Bezeichnung fu¨r eine abgegrenzte Tatsache. Als Beispiel
kann man sich einen Menschen als einen Agenten, aber auch als eine selbst-
erhaltende biochemische Reaktion vorstellen. Die letztere Betrachtungsweise
ist jedoch weniger sinnvoll.
Ein konkreter Agent la¨sst sich durch seine Pra¨ferenzordnung, Umgebung,
Aktoren und Sensoren beschreiben [RN03]. Eine Mausefalle hat als Ziel eine
Maus zu fangen, als Umgebung eine Wohnung, als Aktoren ein Ko¨der und
einen federgespannten Metallbu¨gel und einen Metallstift als Sensor. Dennoch
sollte eine Mausefalle nicht als ein Agent betrachtet werden, da die stattfin-
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dende Informationsverarbeitung bzw. Intelligenz sich auf das Auslo¨sen des
Metallbu¨gels beim Beru¨hren des Auslo¨sers beschra¨nkt.
Einem Agenten ko¨nnen außer der obligatorischen Autonomie, Rationali-
ta¨t und Intelligenz noch weitere Eigenschaften zugeschrieben werden. Reak-
tivita¨t heißt, dass ein Agent auf seine Umgebung reagieren kann. Proaktivita¨t
bedeutet die Fa¨higkeit Initiative zu ergreifen statt nur zu reagieren. Lern-
fa¨higkeit ist die Fa¨higkeit sein Wissen zu verbessern. Ein Agent ist sozial,
falls er wissend mit anderen Agenten interagieren kann (Diskussion dazu in
[Con99]). Die Fa¨higkeit zur sozialen Interaktion beinhaltet die Fa¨higkeit zur
Kommunikation. Der Besitz einer nichtleeren Untermenge der erwa¨hnten Fa¨-
higkeiten folgt aus der Eigenschaft der Intelligenz [Woo02].
Eine Menge von interagierenden Agenten wird als einMultiagentensystem
bezeichnet. Ein Multiagentensystem kann eine Gesellschaft von Menschen,
eine Menge von Computerprogrammen bzw. beides gemischt [vMV03] sein.
Ein wichtiger Begriff dabei ist die Emergenz. Emergenz ist ein Pha¨nomen, bei
dem der Zusammenhang zwischen dem Verhalten einzelner Agenten und dem
Verhalten des ganzen Systems ho¨chst komplex sein kann. Dabei kann (muss
nicht) das Verhalten des Gesamtsystems erheblich aufwendiger als das des
einzelnen zu beschreiben sein. Ein Beispiel dafu¨r ist das Schwarmverhalten
[BDT99] im Tierreich.
2.1.2 Softwareagenten
Ein Softwareagent ist ein Computerprogramm, das die Definition eines Agen-
ten erfu¨llt [PS05, Woo02]. Dabei bleiben die einzelnen Softwareagenten in ei-
nem Multiagentensystem weiterhin autonom. Das aktuelle Interesse an Soft-
wareagenten ist durch den Bedarf an dezentralisierten verteilten Systemen
und den Algorithmen fu¨r solche Systeme in heutigen Computernetzwerken
begru¨ndet. Eines der ersten Beispiele der Lo¨sung eines Problems durch ein
Multiagentensystem ist Pandemonium [Sel59].
Die Erforschung der Multiagentensysteme aus Softwareagenten konzen-
tiert sich nicht nur auf das Lo¨sen von Problemen durch eine Verteilung u¨ber
eine Vielzahl von Agenten wie bei Pandemonium. Man geht auch der Fra-
ge nach, welche Auswirkungen eine Interaktion vorgegebener Agenten mit
bestimmten Verhaltensweisen hat. Die Multiagentensimulation ist ein empi-
rischer Weg die zweite Frage zu beantworten. Fu¨r die theoretische Beant-
wortung dieser Frage ist die Spieltheorie (Unterkapitel 2.2.1) zusta¨ndig. Eine
Multiagentensimulation ist von einem Multiagentensystem dadurch zu un-
terscheiden, das es kein echtes Multiagentensystem ist, sondern bestimmte
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Vorga¨nge darin mit geringeren Kosten simuliert.
Echte Softwareagenten unterscheiden sich von Objekten in objektorien-
tierten Sprachen und von Expertensystemen [Woo02]. Der Unterschied zu
Objekten beinhaltet drei Punkte. (1) Agenten haben einen ho¨heren Grad
an Autonomie als Objekte – ein Agent entscheidet immer selbst, ob er eine
Aktion nach einer Aufforderung ausfu¨hrt oder nicht, was sich vom u¨blichen
Methodenaufruf eines Objekts unterscheidet. (2) Objekte mu¨ssen im Unter-
schied zu Agenten nicht intelligent sein. (3) Ein Objekt muss nicht ein selbst-
sta¨ndiger Thread sein. Das bedeutet, dass ein Softwareagent ein Spezielfall
eines Objekts ist. Expertensysteme haben im Unterschied zu Agenten keine
Umgebung, in der sie direkt handeln bzw. mit anderen interagieren ko¨nnen.
Die Betrachtung und der Aufbau eines Softwaresystems als ein Multi-
agentensystem ist nicht nur ein philosophisches Konzept sondern auch ein
Softwareparadigma [BCG07]. Die Motivation liegt darin, dass moderne Soft-
waresysteme eine große Zahl verschiedener Kompetenzen in sich beinhalten
und u¨ber ein Netzwerk verteilt sein ko¨nnen. Ein Multiagentensystem kann
als ein Konzept zum Aufbau der Infrastruktur zum Verbinden verschiede-
ner Teile des Gesamtsystems benutzt werden. Anstatt eine zentrale Steue-
rungseinheit zu konstruieren, deren Komplexita¨t mit der Anzahl der no¨tigen
Verbindungen zwischen den Systemteilen wa¨chst, wird jedes Teil des Sys-
tems als ein autonomer Agent konstruiert, wobei die Agenten miteinander
direkt interagieren ko¨nnen. Das Pha¨nomen der Emergenz kann dazu ausge-
nutzt werden, dass das Konstruieren einzelner Agenten einfacher ist, als das
Konstruieren einer zentralen Steuerungseinheit [Woo02]. Zusa¨tzlich ist ein
Multiagentensystem flexibel [BCG07], weil wegen der Eigenschaft der Auto-
nomie durch Ausfall, Austausch bzw. Hinzufu¨gen eines Agenten die restliche
Verarbeitung bzw. Interaktion nicht unterbrochen wird. Dadurch besitzt ein
Multiagentensystem einen ho¨heren Grad an Modularisierbarkeit, weil man
bestimmte Teilmengen der beteiligten Agenten als funktionierende Teilsyste-
me konstruieren kann.
JADE [BPR01, BCG07] ist das am weitesten verbreitete Framework zur
Entwicklung von Multiagentensystemen. JADE ist konform zu den Standards
der FIPA [FIP09] aufgebaut. Die FIPA-Standards beinhalten eine Ontologie
des Gesamtsystems, eine Sprache fu¨r Kommunikation der Agenten ACL und
eine Menge von strukturierten Agentenkommunikationsprotokollen. Nach der
Definition der Ontologie mu¨ssen zwei besondere Agenten im System vorhan-
den sein – AMS und DF. AMS kann u.a. Agenten starten und stoppen. DF ist
fu¨r die
”
Gelben Seiten“ d.h. Publikation der angebotenen Dienste zusta¨ndig.
ACL definiert eine einheitliche Struktur der Nachrichten und teilt sie in Ka-
tegorien wie z.B. Anfrage oder Angebot. Um z.B. Informationen mitzuteilen
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oder einen Vertrag abzuschließen bedarf es der Agentenkommunikationspro-




Bei einer strategischen Interaktion interagieren, wie schon in der Einleitung
erwa¨hnt, mehrere Agenten (Abschnitt 2.1.1) wissentlich und die Effekte ih-
rer Handlungen ha¨ngen (teilweise) von den Handlungen anderer Agenten
ab. Die Spieltheorie modelliert Rationalita¨t in strategischen Interaktionen
[OR94, BEG04]. Die formale Struktur der strategischen Interaktion, die ein
realer Sachverhalt ist, wird dabei als ein Spiel bezeichnet. John von Neumann
und Oskar Morgenstern haben die Spieltheorie 1944 in ihrem Buch
”
The
Theory of Games and Economic Behavior“ [Mv44] eingefu¨hrt. Die Spieltheo-
rie ist abzugrenzen von der Entscheidungstheorie [Bit81]. In der Entschei-
dungstheorie wird das Denken und Handeln anderer Agenten nicht als ratio-
nal sondern als ein stochastischer Prozess modelliert. Bei spieltheoretischer
Betrachtung ist das Denken und Handeln der Agenten strategisch.
Die Spieltheorie ist ein Teilgebiet der Mathematik. Spiele werden in der
Spieltheorie durch formale Auflistungen der Agenten, ihrer Verhaltensalter-
nativen und der jeweiligen Konsequenzen sowie der Pra¨ferenzen der Agenten
u¨ber die Konsequenzen beschrieben. Die Beschreibung eines Spiels beinhal-
tet jedoch nicht die Vorhersagen zu den Verhalten, die die Agenten auswa¨h-
len werden. Die teilnehmenden Agenten werden als Spieler bezeichnet. Jeder
Spieler ist ein rationaler Agent. Ein rationaler Agent ist nur dann ein Spieler,
wenn er mit anderen rationalen Agenten strategisch interagiert. Beide Begrif-
fe – Spieler und Agent – werden bei strategischen Interaktionen im weiteren
Verlauf synonym verwendet, außer in den Fa¨llen, wo es speziell einen Bezug
auf eine bestimmte Quelle ([GP03] vs. [ST07]) mit eindeutiger Begriffspra¨fe-
renz gibt. Eine erweiterte Einordnung der Konzepte aus der Spieltheorie fu¨r
Multiagentensysteme findet sich im Unterkapitel 5.1, da es nicht ein Teil der
schon vorhandenen Grundlagen fu¨r diese Arbeit ist.
Die Spieltheorie bildet eine mathematische Grundlage nicht nur fu¨r den
Bereich Mikroo¨konomie in den Wirtschaftswissenschaften, sondern auch fu¨r
die Soziologie [HV04], denn fast jede soziale Interaktion la¨sst sich als ein Spiel
beschreiben. Ferner wird die Spieltheorie von einigen Forschern als der zur
Soziologie entsprechende Zweig der Mathematik betrachtet, a¨hnlich wie es bei
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den Naturwissenschaften entsprechende mathematische Zweige (z.B. Kombi-
natorik zur Genetik) gibt [Swe01, als U¨berblick]. Die gewonnenen Erkennt-
nisse aus der Spieltheorie sind auch fu¨r die Psychologie und die Ku¨nstliche
Intelligenz interessant und werden in der Biologie als evolutiona¨re Spieltheo-
rie angewendet [HS88]. Bei der evolutiona¨ren Spieltheorie werden Vorher-
sagen fu¨r rationale Agenten zur Vorhersage stochastischer Prozesse bei der
Evolution angewendet. Auf die evolutiona¨re Spieltheorie wird im weiteren
Verlauf nicht eingegangen. In der Psychologie und der Ku¨nstlichen Intelli-
genz interessiert man sich fu¨r das Denken und Handeln und daher auch fu¨r
Spieltheorie.
Wie schon erwa¨hnt, basiert die Spieltheorie auf dem Begriff der Ratio-
nalita¨t. Der Begriff der Rationalita¨t wird hier a¨quivalent zur Beschreibung
in Abschnitt 2.1.1 verwendet und ist die Grundlage fu¨r das Vorhersagen der
individuellen Verhaltensweisen der Spieler d.h. fu¨r die Lo¨sung eines Spiels
im Sinne der Spieltheorie. Das allgemeine Lo¨sungskonzept in der Spieltheo-
rie ist ein Gleichgewicht, das sich auf Grund der Rationalita¨t der Spieler
einstellt. Da die Spieler miteinander strategisch interagieren, haben die Spie-
ler ein gemeinsames Wissen der Rationalita¨t aller Spieler – das ist die erste
Grundannahme. Die Spieler sind rational, und sie wissen, dass sie rational
sind, und sie wissen, dass sie wissen, dass sie rational sind, und so in unendli-
cher Selbstwiederholung. Die zweite Annahme ist die konsistente Schlussfol-
gerung [HI96]. Jeder Spieler schlussfolgert aus den gleichen Voraussetzungen
das Gleiche wie jeder andere auch. Dadurch kann jeder Spieler Denkprozesse
eines anderen Spielers nachvollziehen. Dank dieser beiden spieltheoretischen
Grundannahmen gelten die Voraussagen fu¨r ein Spiel unabha¨ngig von den
beteiligten Agenten.
Es wird zwischen nichtkooperativer und kooperativer Spieltheorie unter-
schieden. Nichtkooperative Spieltheorie geht davon aus, dass jeder Agent sein
Verhalten alleine bestimmt. In der nichtkooperativen Spieltheorie [Mv44] ist
ein Gleichgewicht eine Kombination von Verhaltensweisen bzw. Strategien
der Spieler, bei der keiner von der A¨nderung seiner Verhaltensweise profitiert,
falls er sie im Alleingang ausfu¨hrt. Oder ku¨rzer formuliert ist es ein Gleich-
gewicht, weil das alleinige Abweichen fu¨r jeden Spieler nicht rational ist. In
der kooperativen Spieltheorie [Ray07] ko¨nnen Spieler in Mengen, sogenannte
Koalitionen, zusammengefasst werden. In einer Koalition ko¨nnen die Spieler
gemeinsam ein kooperatives bzw. koordiniertes Verhalten durch eine binden-
de Absprache ausfu¨hren. Eine kooperative Spielbeschreibung besteht aus Ko-
alitionen, die entstehen du¨rfen, sowie mo¨glichen Auszahlungssituationen bei
jeder Koalition fu¨r jeden einzelnen Spieler. Die kooperative Spieltheorie bzw.
die koalitiona¨re Darstellung der strategischen Interaktion wurde durch von
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Neumann und Morgenstern vorgeschlagen. Dabei wird ausgeblendet, wie die
Spieler sich konkret miteinander absprechen und was passiert, wenn einer der
Spieler sich nicht an eine Absprache ha¨lt. Kooperative Spieltheorie versucht
nur die Frage zu beantworten, welche Ausga¨nge bzw. Koalitionen entstehen
werden und welche nicht. Auch in der kooperativen Spieltheorie sucht man
nach einem Gleichgewicht. Vereinfachend ausgedru¨ckt ist ein Gleichgewicht
in der kooperativen Spieltheorie dann gegeben, wenn in einem Spiel bestimm-
te Koalitionen entstehen, bei denen jede Koalition fu¨r jeden ihrer Teilnehmer
keine bessere Alternative besitzt.
In beiden Betrachtungsweisen muss jeder Agent basierend auf rationa-
len U¨berlegungen fu¨r sich eine Entscheidung treffen, ob das jetzt das eigene
Verhalten oder eine Absprache u¨ber ein gemeinsames Verhalten ist. In der
nichtkooperativen Spieltheorie sind bindende Absprachen nur explizit als ein
Teil des Spiels mo¨glich. Die Mo¨glichkeit einer Absprache in der nichtkoopera-
tiven Spieltheorie muss durch entsprechende Spielregeln ausgedru¨ckt werden
– es mu¨ssen Nachteile beim Nichteinhalten einer Absprache vorhanden sein.
Die kooperative Spieltheorie betrachtet nur die mo¨glichen rationalen Ausga¨n-
ge in Verhandlungen u¨ber das Treffen einer Absprache. Der Verhandlungs-
prozess selbst ist nicht der Gegendstand der kooperativen Spieltheorie. Bei-
de Betrachtungsweisen sind zwei ebenbu¨rtige Perspektiven auf strategische
Interaktionen [OR94]. Entsprechend den hier zitierten Quellen, wird keine
der Betrachtungsweise als genereller erachtet. Dennoch wird auf kooperati-
ve Spieltheorie im weiteren Verlauf der Arbeit verzichtet, weil sie nicht das
Verhalten sondern den Ausgang vorhersagt. Bei Verhalten, das nicht immer
dem Kriterium der Rationalita¨t entspricht, ist jedoch die genaue Abfolge von
Handlungen von Bedeutung, falls man das Nichteintreten des vorhergesagten
Ausgangs beobachtet.
In der Ku¨nstlichen Intelligenz sowie in Multiagentensystemen ist Spiel-
theorie aus zwei Perspektiven interessant – Agentenentwurf und Mechanismu-
sentwurf [RN03, p.632]. Bei dem Agentenentwurf versucht man einen Agen-
ten zu entwerfen, der bei einer bestimmten Aufgabe wie z.B. einem Spiel ein
mo¨glichst optimales Verhalten zeigt. Durch dieses Adverb
”
mo¨glichst“ un-
terscheidet sich die praktische Sicht in der Ku¨nstlichen Intelligenz von der
theoretischen Sicht in der Spieltheorie. Fu¨r Spiele, wo die optimale Strategie
bzw. das Gleichgewicht nicht mit vertretbarem Aufwand berechnet werden
ko¨nnen, wurden spezielle Heuristiken entwickelt [PB98, BBD+03, usw.]. Beim
Mechanismusentwurf wird die umgekehrte Aufgabe gelo¨st – es mu¨ssen Spiel-
regeln (=Mechanismus) entwickelt werden um ein vordefiniertes Verhalten
von Agenten auszulo¨sen. Zum ersten mal wurde Mechanismusentwurf in der
Spieltheorie 1960 formal behandelt [Hur60]. Insbesondere ko¨nnen Auktionen
17
KAPITEL 2. GRUNDLAGEN
und Agentenkommunikationsprotokolle als Beispiele spezieller Mechanismen
verstanden werden.
Die Spieltheorie erlaubt es, reale Sachverhalte abstrakt zu modellieren
und Lo¨sungen leicht zu veranschaulichen [OR94]. Dazu za¨hlt das beru¨hm-
te Gefangenendilemma. Das Gefangenendilemma wurde von den Mitgliedern
der amerikanischen Forschungseinrichtung RAND Merrill Flood und Melvin
Dresher im Jahre 1950 vorgeschlagen [sep09]. Ihr Ziel war es die Spieltheorie
zu erforschen und die Erkenntnisse im Bereich der globalen Nuklearstrategie
anzuwenden. Bei dem Gefangenendilemma gibt es drei Akteure – ein Staats-
anwalt und zwei Gefangene. Die Gefangenen bekommen normalerweise eine
ho¨here Strafe (8 Jahre), wenn sie alle ihre Vergehen gestehen, als wenn sie
mo¨glichst viel verschweigen (3 Jahre). Die jeweiligen Strafen sind zur besseren
Versta¨ndlichkeit mit einer konkreten Anzahl von Jahren assoziiert worden.
Die Gefangenen sind nur daran interessiert, die abzusitzende Zeit zu reduzie-
ren. Die empfundene Schmach beim Gestehen der Vergehen wird im Modell
nicht beru¨cksichtigt. Der Staatsanwalt vera¨ndert die u¨bliche Situation durch
eine Art von Kronzeugenregelung, bei der ein Gefangener, der als der Einzige
gesteht, eine sehr geringe Strafe bekommt (1 Jahr), wa¨hrend der Andere ei-
ne sehr hohe Strafe absitzen muss (10 Jahre). Das einzige Gleichgewicht bei
dem Gefangenendilemma ist fu¨r beide Spieler zu gestehen, denn wenn beide
gestehen, ist fu¨r keinen der Spieler das Schweigen im Alleingang rational. Das
fu¨hrt dazu, dass beide ho¨here Strafen absitzen mu¨ssen, als wenn beide nicht
gestehen wu¨rden.
Die Gefangenen im Gefangenendilemma ko¨nnen miteinander nicht kom-
munizieren. Falls man aber den Gefangenen das Kommunizieren gestattet,
kann man die Situation aus der Sicht der kooperativen Spieltheorie betrach-
ten. Aus kooperativer Sicht wu¨rden die Gefangenen eine bindende Absprache
treffen, dass sie beide nicht gestehen. Falls diese Absprache aber nur mu¨nd-
lich getroffen wurde, gibt es keinen expliziten Grund sie nicht zu brechen,
außer vielleicht einer nachtra¨glichen Rache des Anderen. Falls einer der Ge-
fangenen fest davon u¨berzeugt ist, dass der Andere sich an die Absprache
halten wird, ist es fu¨r ihn sogar rational die Absprache zu brechen, weil er
dadurch die kleinst mo¨gliche Strafe bekommt. Diese Kronzeugenregelung ist
ein Mechanismus dafu¨r, von den Gefangenen Gesta¨ndnisse zu bekommen.
Eine andere Situation liegt wiederum vor, wenn beide Gefangenen zu einer
Familie geho¨ren und versuchen wu¨rden, die Summe der abzusitzenden Stra-
fen ihrer Familie zu reduzieren. Der letzte Fall wa¨re aber durch ein Spiel mit
entsprechend vera¨nderten Auszahlungen korrekt repra¨sentiert.
Spiele in kontinuierlichen Zustands-, Aktions- und Zeitra¨umen werden in
dieser Abhandlung ausgelassen. Bei kontinuierlichen Zusta¨ndsra¨umen gibt es
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eine unendliche Anzahl von Zusta¨nden, die sich z.B. durch ra¨umliche Po-
sition eines Gegenstands unterscheiden. Das Gleiche gilt fu¨r Zeitra¨ume und
Handlungsmo¨glichkeiten. Spiele in kontinuierlichen Ra¨umen werden mit Hilfe
der Differenzialrechnung untersucht. Sie werden daher als Differentialspiele
bezeichnet [Isa65]. Das Mo¨rderischer-Autofahrer-Problem ist das erste unter-
suchte Differentialspiel und stammt ebenfalls von RAND. Bei diesem Spiel
versucht ein Autofahrer einen Fußga¨nger zu erwischen und der Fußga¨nger ver-
sucht nicht erwischt zu werden. Bei Differentialspielen gibt keine allgemeine
Spieldarstellungsformen, sondern nur Darstellungen fu¨r einzelne Beispiele.
In den na¨chsten Paragraphen werden die allgemeinen nichtkooperativen
Spielrepra¨sentationsformen vorgestellt sowie Lo¨sungsmethoden von Spielen
zusammengefasst. Die Betrachtung der formalen spieltheoretischen Grundla-
gen wird dabei so weit es mo¨glich auf endliche Spiele reduziert.
2.2.2 Normalform
In der nichtkooperativen Spieltheorie gibt es zwei grundlegende Darstellungs-
formen fu¨r allgemeine Spiele. Das sind die Normalform und die extensive
Form [OR94]. Die Normalform ist auch bekannt als die strategische Form
[Mv44, z.B.]. Die extensive Form wird im na¨chsten Abschnitt betrachtet. Die
Motivation fu¨r die Normalform ist die Schaffung einer mo¨glichst abstrakten
Beschreibungsmo¨glichkeit fu¨r allgemeine Spiele [OR94, S. 12]. Zu mathema-
tischen Notationen soll Anhang A konsultiert werden.
DEFINITION 1 (Normalform) 〈N, (Ai)i∈N , (%i)i∈N〉 ist ein Spiel in Nor-
malform. N ist eine endliche Menge von Spielern. Ai ist der Strategieraum
des Spielers i. %i dru¨ckt die Pra¨ferenzen des Spielers i aus und ist bina¨r,
reflexiv, transitiv und vollsta¨ndig auf der Menge der Ausga¨nge A = ×i∈NAi.
Ein Spiel in Normalform (Def.1) beinhaltet eine endliche Menge N von Spie-
lern. Fu¨r jeden Spieler i ∈ N gibt es eine Menge von Handlungsmo¨glichkeiten
bzw. Strategien Ai. Die Menge der Strategien wird als Strategieraum bezeich-
net. In der deutschsprachigen Literatur [BEG04, HI96] werden Aktionen und
Zu¨ge als Synonyme zu Handlungen in Spielen verwendet. Strategien ko¨nnen
einzelne Aktionen oder Verhaltensweisen bzw. Pla¨ne sein, die mehrere Ak-
tionen beinhalten. Jeder Spieler i wa¨hlt seine Strategie ai ∈ Ai gleichzeitig
bzw. ohne Wissen der Wahl anderer Spieler aus. Jeder Spieler darf nur ei-
ne Strategie auswa¨hlen. Wenn alle Spieler ihre Strategien ausgewa¨hlt haben,
ergibt sich die Verknu¨pfung ◦i∈Nai als die Entscheidungen der Spieler. Die
Verknu¨pfung ◦i∈Nai wird als Ausgang bezeichnet. Die Menge aller Ausga¨nge
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wird als ×i∈NAi ausgedru¨ckt. Jeder Spieler i kennt seine eigenen Strategi-
en Ai und hat seine Pra¨ferenzordnung u¨ber alle ihm bekannten mo¨glichen
Ausga¨nge. Die Pra¨ferenzen eines Spielers i werden durch die Beziehung %i
ausgedru¨ckt. Die Beziehung % bedeutet so was wie
”
gleich wie oder lieber
als“. Bei endlichen Strategiera¨umen ist auch das Spiel endlich, denn die Zahl
der Ausga¨nge ist dann auch endlich.
Außer der Auswahl einer einzigen Strategie kann man auch eine Verteilung
u¨ber Strategien wa¨hlen. Diese Verteilung ist formal eine Gewichtung der Stra-
tegien. Eine solche Verteilung nennt man gemischte Strategie. Die Auswahl
einer einzigen Strategie ohne eine Verteilung nennt man pure Strategie. Eine
gemischte Strategie kann man in der u¨blichen Darstellung als eine zufa¨lli-
ge Auswahl einer der Strategien entprechend der Verteilung interpretieren.
Dies ist nicht die einzige Weise, wie man eine gemischte Strategie interpretie-
ren kann. Weitere Mo¨glichkeiten sind in [OR94, S. 37–44] diskutiert. Durch
Nutzung gemischter Strategien la¨sst sich ein Spiel erweitern. Diese Art der
Erweiterung nennt man eine gemischte Erweiterung.
DEFINITION 2 (Auszahlungsfunktion) ui : A→ R ist eine Auszahlu-
ngsfunktion fu¨r Spieler i, falls x %i y ⇒ ui(x) ≥ ui(y) gilt.
Um die Pra¨ferenzordnung %i fu¨r jeden Spieler i u¨ber die Ausga¨nge bei ge-
mischten Strategien zu bestimmen, ist es u¨blich eine Auszahlungsfunktion ui
(Def.2) zu verwenden. Die Auszahlungsfunktion spezialisiert die Pra¨ferenz-
ordnung u¨ber die Ausga¨nge bei puren Strategien, indem sie jedem von denen
einen Zahlenwert zuordnet. Ein zu einem Ausgang zugeordneter Zahlenwert
kann in der Realita¨t die Restlebenszeit, einen Geldbetrag oder den Grad an
Glu¨ckseligkeit bedeuten. Es kann mehr als eine Auszahlungsfunktion geben,
die die gleiche Pra¨ferenzordnung ergibt. Durch die zugeordneten Zahlenwerte
kann man die Gu¨te eines Ausgangs im gemischten Fall als eine entsprechend
der Verteilung gewichtete Summe der Werte der mo¨glichen Ausga¨nge bei pu-
ren Strategien ausdru¨cken (Def.3). Mit der Auszahlungsfunktion kann man
ein Spiel in Normalform auch als 〈N, (Ai), (ui)〉 darstellen.
DEFINITION 3 (Gemischte Erweiterung) 〈N, (4(Ai)), (Ui)〉 ist ein
Spiel in Normalform und eine gemischte Erweiterung eines endlichen Spiels
in Normalform 〈N, (Ai), (ui)〉. Dabei ist 4(Ai) die Menge aller mo¨glichen
Verteilungen u¨ber Ai. Ein Ausgang α ∈ ×i∈N 4 (Ai) in der gemischten Er-





Die Lo¨sung fu¨r Spiele in Normalform und fu¨r Spiele, die sich in Normalform
u¨berfu¨hren lassen, wird als Nash-Gleichgewicht [Nas51] bezeichnet. Auf die
Betrachtung erweiterter Gleichgewichtskonzepte wie z.B. korrelierte Gleich-
gewichte [PR08] wird hier verzichtet. Nach Def.4 ist das Nash-Gleichgewicht
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entsprechend dem Konzept eines Gleichgewichts in nichtkooperativen Spie-
len (Abschnitt 2.2.1) definiert. Der Ausgang (a∗ \ a∗i ) ◦ ai ergibt sich, falls
der Spieler i seine Strategie a∗i durch eine andere beliebige Strategie ai er-
setzt. Das Nash-Gleichgewicht a∗ besteht, falls die Ersetzung der Strategie
zu einem gleich oder weniger pra¨ferierten Ausgang fu¨hrt. Folglich wird kein
rationaler Spieler vom Nash-Gleichgewicht im Alleingang abweichen.
DEFINITION 4 (Nash-Gleichgewicht) Ein Nash-Gleichgewicht eines
Spiels (N, (Ai), (%i)) ist ein Ausgang a
∗ ∈ A mit der Eigenschaft ∀i ∈
N : ∀ai ∈ Ai : a
∗ %i (a∗ \ a∗i ) ◦ ai.
Es gibt Spiele, in denen keine Nash-Gleichgewichte existieren. Ein Beispiel
dafu¨r ist das Spiel 〈{1, 2}, (Ai), (ui)〉, bei dem Ai = R und ui(ai◦aj) = ai−aj
gelten. Bei diesem Spiel gibt es kein Nash-Gleichgewicht, weil bei jedem Aus-
gang ein Spieler i seine Strategie ai ∈ R durch eine ho¨here Zahl ersetzten und
dadurch seine Auszahlung erho¨hen kann.
Es gibt einen allgemeinen Existenzsatz (Satz 1) fu¨r Nash-Gleichgewichte
in Spielen, die die angegebene Bedingungen erfu¨llen. Der Beweis des allge-
meinen Existenzsatzes wird hier wegen Irrelevanz fu¨r den weiteren Verlauf
nicht aufgefu¨hrt. Gemischte Erweiterungen endlicher Spiele in Normalform
mit einer Auszahlungsfunktion erfu¨llen die geforderten Bedingungen. Konve-
xe Untermenge eines Euklidischen Raums bedeutet in gemischten Erweite-
rungen, das jede Mischung aus Strategien auch eine gu¨ltige Strategie ist. Das
Vorhandensein der Auszahlungsfunktion sichert die Kontinuierlichkeit und
Quasi-konkavita¨t von % in der gemischten Erweiterung. Daraus folgt, das ein
endliches Spiel in Normalform mit einer Auszahlungsfunktion mindenstens
ein Gleichgewicht hat, wenn nicht pur dann durch eine gemischte Erweite-
rung [OR94]. Der Nachweis der Existenz der Gleichgewichte beinhaltet nicht
die Angabe der Vorgehensweise zur deren Berechnung.
SATZ 1 (Der allgemeine Existenzsatz) Mindestens ein Nash-Gleichge-
wicht existiert in einem Spiel 〈N, (Ai), (%i)〉, wenn
1) der Strategieraum Ai eines jeden Spielers i ∈ N eine nichtleere, abge-
schlossene, beschra¨nkte und konvexe Untermenge eines Euklidischen Raums
ist und
2) %i kontinuierlich und quasi-konkav auf Ai fu¨r alle Spieler i ∈ N ist.
Da fu¨r die sichere Existenz der Nash-Gleichgewichte in endlichen Spielen eine
Auszahlungfunktion vorhanden sein muss, kann man ein Spiel als eine Ma-
trix u¨ber R repra¨sentieren. Bei n Spielern und mi Strategien fu¨r jeden Spieler
0 < i ≤ n ist das eine Matrix M vom Rang n × (×ni=1mi). D.h. speziell bei
zwei Spielern und zwei Strategien pro Spieler ist das eine Matrix vom Rang
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2× 2× 2. Die Zeilen dieser Matrix, die auch Bimatrix genannt wird, sind die
Strategien des ersten Spielers, Spalten Strategien des zweiten. Jeder Eintrag
der Bimatrix ist ein Paar aus Auszahlungen fu¨r jeden Spieler. Die Spieler
lassen sich am besten mit alphabetisch angeordneten Namen wie Alice (1),
Bob (2), Charly (3) usw. benennen.
Abb.2.1 zeigt beispielhaft zwei Bimatrizen. Die Eintra¨ge der Matrizen
bestehen aus der Auszahlung von Alice und dann der von Bob. Alice ist Zei-
lenspielerin und Bob Spaltenspieler. Das erste Spiel entspricht dem Gefan-
genendilemma. Das zweite nennt man Kampf-der-Geschlechter. Beide Spiele
sind symmetrisch. Das einzige Gleichgewicht fu¨r das erste Spiel ist 11 (beide
wa¨hlen 1). Das zweite Spiel hat drei Gleichgewichte – zwei pure 12 und 21

















1 1, 1 3, 4
2 4, 3 2, 2
Abbildung 2.1: Auszahlungsmatrizen fu¨r Gefangenendilemma und Kampf-
der-Geschlechter. Auszahlungen fu¨r Alice und Bob sind durch , getrennt.
2.2.3 Extensive Form
Im Unterschied zur Normalform zielt die extensive Form darauf ab, die Ent-
scheidungen der Spieler im Verlauf des Spiels zu untersuchen [OR94, S. 85].
Bei der Normalform treffen die Spieler ihre Entscheidungen ein fu¨r allemal
am Anfang des Spiels. Bei der extensive Form dagegen wird die Sequenz der
Entscheidungen der Spieler untersucht.
Ein Spiel in extensiver Form ist eine Menge mo¨glicherWurzelpfade [OR94].
Da der Ausgangspunkt jedes Wurzelpfades und teilweise auch die ersten Zu¨-
ge gleich sind, kann man sich ein Spiel in extensiver Form als einen Baum
vorstellen. Abb.2.2 zeigt einen solchen Spielbaum fu¨r Wurzelpfade ac, ad,
bc’ und bd’. Jedes Blatt dieses Baumes liegt am Ende des jeweiligen Wur-
zelpfades und ist mit einer Auszahlung fu¨r jeden Spieler versehen. Jede Ver-
zweigung dieses Baumes geho¨rt einem einzigen Spieler oder dem Zufall –
auch als Natur bezeichnet [BEG04, HI96]. Jede Verzweigung besteht aus ei-
ner Menge von Zu¨gen, die von dem Besitzer ausgewa¨hlt werden ko¨nnen oder
entsprechend einer Verteilung vom Zufall gewa¨hlt werden. Den dadurch ent-
standenen Spielbaum kann man wie in der Graphentheorie u¨blich als ein
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Gebilde aus Knoten und Kanten darstellen. Eine Kante ist dann ein Zug.
Jeder Knoten korrespondiert mit einem Wurzelpfad, der zu ihm gefu¨hrt hat.
Man unterscheidet zwischen perfekter und imperfekter Information. Bei
imperfekter Information kennt mindestens ein Spieler bei mindestens einem
Zug nicht alle vorhergehenden Zu¨ge. Dieser Spieler glaubt sich an einer von
mehreren Verzweigungen zu befinden, die die gleichen Zugmo¨glichkeiten auf-
weisen. In der Abb.2.2 sind die Verzweigungen cd und c’d’ nicht unterscheid-
bar (die Apostrophe sind nur fu¨r die Unterscheidung durch den Leser ange-
bracht), was durch eine gestrichelte Linie dargestellt wird. Eine solche Menge
von Verzweigungen nennt man eine Informationsmenge, denn man betrach-
tet die mo¨glichen Geschichten als eingetretene Ereignisse, die als Information
zur Verfu¨gung stehen. Extensive Spiele bei perfekter Information sind eine
Untermenge extensiver Spiele bei imperfekter Information, bei denen alle
Informationsmengen einelementig sind. Pra¨position
”
bei“ wird entsprechend
der deutschsprachigen Terminologie [HI96] verwendet.
Der Begriff unvollsta¨ndige Information sagt dagegen aus, dass Teile der
Spielregeln nicht fu¨r alle Spieler bekannt sind. Die Information kann imper-
fekt dennoch vollsta¨ndig sein. Nach John Harsanyi [Har67] kann man Spiele
bei unvollsta¨ndiger Information in Spiele bei imperfekter Information ver-
wandeln, wenn man eine Verteilung u¨ber alle mo¨glichen Spielregelvarianten
definiert.
Thematisiert werden hier aus Gru¨nden der Gleichgewichtsexistenz nur
endliche extensive Spiele. Außerdemmu¨ssen die extensiven Spiele ein perfektes
Erinnerungsvermo¨gen voraussetzen. Wenn alle Verzweigungen auf der Abb.2.2
demselben Spieler geho¨ren, dann wu¨rde er kein perfektes Erinnerungsvermo¨-
gen besitzen, denn sonst ko¨nnte er Verzweigungen cd und c’d’ durch eine
Erinnerung an seinen Zug in ab unterscheiden.
Ein Wurzelpfad in einem endlichen extensiven Spiel (Def.5) wird durch
◦Kk=1ak ∈ H ausgedru¨ckt, wobei K ∈ N endlich und H die Menge aller
Wurzelpfade ist. Der Anfangspunkt ist ein leerer Wurzelpfad ∅ ∈ H. Wenn
◦Kk=1ak ∈ H ist, dann ist auch ◦
K−1
k=1 ak ∈ H. Der vorige Satz bedeutet, dass
auch Wurzelpfade, die zu Zwischenknoten fu¨hren, in der Menge H sind.
Ein Wurzelpfad ◦Kk=1ak ∈ H heißt abschließend, wenn es kein Wurzelpfad
◦K+1k=1 ak ∈ H existiert. Die Menge der abschließenden Wurzelpfade ist Z. Ein
nichtabschließender Wurzelpfad wird als Geschichte h ∈ H \ Z bezeichnet.
Geschichten dienen in Gegensatz zu Wurzelpfaden als Grundlagen fu¨r eine
Entscheidung. Die Menge verfu¨gbarer Zu¨ge am Ende einer Geschichte h wird
durch A(h) = {a : ha ∈ H} ausgedru¨ckt. P : H \ Z → N ∪ {c} ordnet jeder
Verzweigung entweder einen Spieler oder den Zufall c zu. f : H \Z×A→ R10









Abbildung 2.2: Extensives Spiel bei imperfekter Information. c’ ist identisch
mit c, wie auch d’ mit d.
scheinlichkeit zu. Ii ist eine Partitionierung der den Spielern geho¨renden Ver-
zweigungen in Informationsmengen fu¨r den jeweiligen Spieler i. Fu¨r jede In-
formationsmenge Ii ∈ Ii und ihre Elemente h ∈ Ii und h
′ ∈ Ii gilt P (h) = i,
P (h′) = i und A(h) = A(h′) = A(Ii). Eine einelementige Informationsmenge
beinhaltet eine Verzweigung, deren Besitzer alle vorhergehenden Zu¨ge kennt.
ui : Z → R ist eine Auszahlungsfunktion u¨ber abschließende Wurzelpfade.
DEFINITION 5 (Extensive Form) Ein Spiel in extensiver Form bei im-
perfekter Information ist das Tupel 〈N,H, P, fc, (Ii)i∈N , (ui)i∈N〉. N ist eine
endliche Menge von Spielern. H ist eine Menge von Wurzelpfaden. P ist
eine Zuordnung von Verzweigungen zu Spielern oder dem Zufall. fc ist eine
Verteilungsfunktion fu¨r zufa¨llige Zu¨ge. I ist eine Partitionierung der Infor-
mationsmengen. ui ist eine Auszahlungsfunktion der Ausga¨nge.
DEFINITION 6 (Perfektes Erinnerungsvermo¨gen) Perfektes Erinne-
rungsvermo¨gen bei einem Spiel in extensiver Form 〈N,H, P, fc, (Ii)i∈N ,
(ui)i∈N〉 ist dann gegeben, wenn fu¨r jeden Spieler i bei jeder Informations-
menge Ii ∈ Ii und zwei beliebigen Verzweigungen aus dieser Menge h
1 ∈ Ii
und h2 ∈ Ii die vorhergehenden eigenen Informationsmengen und gemachte










jeder Aktion ist nur eine einzige Informationsmenge zugeordnet.)
Falls man jeder Informationsmenge eines Spielers eine Verteilung zuordnet
und diese Zuordnung als Strategie genauer als Verhaltensstrategie bezeich-
net (Def.7), kann man ein extensives Spiel bei imperfekter Information und
perfektem Erinnerungsvermo¨gen (Def.6) in ein Spiel in Normalform verwan-
deln. Im Falle von endlichen Spielen hat das entstandene Spiel in Normal-
form mindestens ein Nash-Gleichgewicht. Nicht alle Nash-Gleichgewichte aus
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der Normalform sind in der extensiven Form als Gleichgewichte gu¨ltig – ein
Spieler kann noch wa¨hrend der Ausfu¨hrung seiner urspru¨nglichen Verhal-
tensstrategie von ihr abweichen und dadurch das Abweichen anderer Spieler
hervorrufen.
DEFINITION 7 (Verhaltensstrategie) Die Verhaltensstrategie eines
Spielers i ist die Zuordnung (βi(Ii))Ii∈Ii. βi(Ii) ist eine Verteilung u¨ber A(Ii).
In extensiven Spielen bei perfekter Information wird das von Selten vor-
geschlagene teilspielperfekte Gleichgewicht [Sel65] verwendet. Ein a¨hnliches
Konzept wurde speziell bei Nullsummenspielen noch von Zermelo 1913 und
von Neumann 1928 betrachtet [Zer13, von28]. Das teilspielperfekte Gleichge-
wicht ist eine Zuordnung von den zu wa¨hlenden Aktionen zu allen Verzwei-
gungen, wobei keine Verteilungen u¨ber die Aktionen benutzt werden. Die Idee
des teilspielperfekten Gleichgewichts besteht darin, in jedem Unterbaum ei-
nes endlichen Spiels sukzessive ein Gleichgewicht von den Bla¨ttern zu der
Wurzel zu finden. Dieses Verfahren wird als Ru¨ckwa¨rtsinduktion bezeichnet.
Leider kann man das bei imperfekter Information schon rein technisch nicht
anwenden, weil einige Teilba¨ume u¨ber Informationsmengen miteinander ver-
bunden sind.
Zum Beschreiben rationalen Verhaltens in extensiven Spielen bei imper-
fekter Information und perfekten Erinnerungsvermo¨gen wird allgemein das
sequenzielle Gleichgewicht [KW82] genutzt (Def.8). Das sequenzielle Gleich-
gewicht besteht nicht nur aus Verhaltensstrategien der einzelnen Spieler, son-
dern es besitzt zusa¨tzlich eine Menge von Wahrscheinlichkeitsverteilungen
u¨ber Geschichten fu¨r jede Informationsmenge aus der Sicht des Besitzers die-
ser Informationsmenge. Das Gleichgewicht besteht daher nicht nur aus Ver-
halten sondern auch aus Annahmen der einzelnen Spieler. Diese Annahmen
braucht man um das Verhalten in Informationsmengen zu rationalisieren, die
im Gleichgewicht nicht erreicht werden.
DEFINITION 8 (Sequenzielles Gleichgewicht) Ein sequenzielles
Gleichgewicht in einem extensiven Spiel bei imperfekter Information und
perfekten Erinnerungsvermo¨gen 〈N,H, P, fc, (Ii)i∈N , (ui)i∈N〉 ist das Paar
(β, µ), falls (O-Auszahlung) ∀β′i : ui(O(β, µ)) ≥ ui(O((βj)j 6=i ∧ β
′
i, µ)) und
es gibt eine Folge ((βn, µn))∞n=1, die zu (β, µ) konvergiert, und jede Informa-
tionsmenge eine Eintrittswahrscheinlichkeit hat, die gro¨ßer als 0 ist.
SATZ 2 (Existenz sequenzieller Gleichgewichte) Jedes endliche exten-
sive Spiel bei imperfekter Information und perfektem Erinnerungsvermo¨gen
hat mindestens ein sequenzielles Gleichgewicht.
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Die Existenz sequenzieller Gleichgewichte (Satz 2) la¨sst sich mit Hilfe des
Trembling-Hand perfekten Gleichgewichts nachweisen [van92]. Bei Trembling-
Hand Perfektheit [Sel75] wird davon ausgegangen, dass jeder Spieler kleine
Fehler macht bzw. seine Strategie mit einer
”
zitternden Hand“ ausfu¨hrt. Das
Auftreten kleiner Abweichungen fu¨hrt dazu, dass jede Informationsmenge
erreicht werden kann, d.h. eine Eintrittswahrscheinlichkeit knapp u¨ber null
hat, wie es beim sequenziellen Gleichgewicht gefordert ist. Die Existenz des
Trembling-Hand perfekten Gleichgewichts impliziert die Existenz eines se-
quenziellen Gleichgewichts [KW82]. Trembling-Hand perfekte Gleichgewich-
te sind eine Untermenge der Nash-Gleichgewichte und existieren in Spielen
in Normalform und extensiver Form [OR94].
2.2.4 Algorithmen fu¨r Spiele
Spiele wie Dame, Schach, Backgammon usw. werden als Szenarios genutzt,
in denen Intelligenzen, menschliche wie ku¨nstliche, miteinander verglichen
werden. Diese extensiven Nullsummenspiele zweier Personen bei perfekter
Information mu¨ssen ein Gleichgewicht haben [Zer13]. Bei einem vorhande-
nen Gleichgewicht muss aber der Sieger eines Spiels von vornherein bekannt
sein. Leider sind die Gleichgewichte in diesen Spielen nicht bekannt, weil sie
noch niemand bestimmt hat. Analytisch ist es schwer diesem Problem bei-
zukommen, denn ,... bereits beim Schachspiel reichen die Fa¨higkeiten selbst
des besten Spieltheoretikers nicht aus, auch nur angeben zu ko¨nnen, ob der
Spieler mit den weißen oder mit den schwarzen Figuren bei rationalem Ver-
halten gewinnen wird ...‘[BEG04, S. 162]. Es gibt tatsa¨chlich immer noch
keine analytische Lo¨sung fu¨r Schach. Das bedeutet, dass fu¨r die Bestimmung
der Gleichgewichte d.h. optimaler Lo¨sungen in einem Spiel es grundsa¨tzlich
ausreichender Rechenkapazita¨ten bedarf, die bei gro¨ßeren Spielen fu¨r alle be-
kannten realen Spieler einfach nicht verfu¨gbar sind. Als Konsequenz teilen
sich Algorithmen fu¨r das Lo¨sen von Spielen, wie es auf der Abb.2.3 darge-
stellt ist, in zwei Gruppen – die fu¨r optimale Lo¨sungen und die fu¨r schnelle
Lo¨sungen, wobei optimale Lo¨sungen zeitaufwendig und schnelle Lo¨sungen
suboptimal sind. In diesem Abschnitt wird die erste Gruppe vorgestellt und
im Abschnitt 2.3.2 die Zweite.
Um optimale Lo¨sungen d.h. Gleichgewichte zu finden gibt es allgemeine
Methoden, die auf einer großen Klasse von Spielen funktionieren, und auf be-
stimmte kleinere Unterklassen von Spielen spezialisierte Methoden [NRTV07,
als U¨berblick]. Abb.2.4 zeigt die am ha¨ufigsten erwa¨hnte Untermengen der









Speziellere Klasse von Spielen







Abbildung 2.3: Grobe Einteilung der Algorithmen fu¨r Spiele.
teilung mit 35 verschiedenen Klassen. Aber auch bei den Gleichgewichten
gibt es verschiedene Arten, wie schon in den vorigen Abschnitten erwa¨hnt.
Da es in einem endlichen Spiel mehrere oder sogar unendlich viele Gleichge-
wichte geben kann und nicht alle Gleichgewichte gleichwertig sind, ist man
in vielen Fa¨llen nur an einem bestimmten Typ von Gleichgewichten interes-
siert. In der Normalform kann z.B. ein bestimmtes Gleichgewicht dominie-
ren, d.h. fu¨r alle Spieler bessere Auszahlungen bieten als ein anderes. Bei
Spielen in extensiver Form, die in Normalform umgewandelt worden sind,
erfu¨llen nur teilspielperfekte Gleichgewichte bzw. sequenzielle Gleichgewich-
te die Bedingung eines Gleichgewichts. Generell sind Nash-Gleichgewichte
eine allgemeine Form von Gleichgewichten bei vollkommen rationalen Spie-
lern und die meisten anderen Gleichgewichtsarten sind Verfeinerungen von
Nash-Gleichgewichten [van92]. Daher wird es als vorteilhaft gesehen zuerst
alle Nash-Gleichgewichte zu finden und einige wenige aus dieser Menge aus-
zuwa¨hlen [MM96]. Dass das menschliche Verhalten in Spielen von Gleichge-
wichten abweicht, wird erst im Abschnitt 2.3.3 besprochen. Es ist jedoch ein
weiteres Argument, dass nur durch Bestimmung aller Gleichgewichte eines
Spiels der Grad dieser Abweichung beurteilt werden kann.
Das fundamentale Problem bei der Berechnung spieltheoretischer Lo¨-
sungen ist das Finden aller Nash-Gleichgewichte in gemischten Strategien
bei einem n-Personen-Spiel in Normalform (siehe Abb.2.3). Dieses Problem
ist NP-hart [GZ89] – der Aufwand steigt schneller als polynomiell zur Gro¨-
ße des Problems. Es ist nachvollziehbar, da die maximale Zahl der mo¨gli-
chen Gleichgewichte exponentiell mit der Anzahl der Spieler und Strategi-
en steigt und man Spiele konstruieren kann, die diese Obergrenze erreichen
[MM94, McL99]. Kurz gefasst sind die Standardalgorithmen fu¨r dieses Pro-














Abbildung 2.4: Klassen (fett) diskreter Spiele bei vollsta¨ndiger Information
mit Beispielen (kursiv).
[Sca67] und nutzen den Homotopie-Ansatz [Eav72]. Beispielimplementierun-
gen finden sich in den Arbeiten von McKelvey und McLennan [MM96] sowie
Herings und Peeters [HP05].
Fu¨r Spiele mit nur zwei Spielern d.h. Bimatrizen wird der Lemke-Howson-
Algorithmus [LH64] verwendet. Grundsa¨tzlich findet dieser Algorithmus min-
destens ein Gleichgewicht, aber es gibt keine Garantie, dass er alle Gleichge-
wichte findet. Er kann zusa¨tzlich durch Polymatrixapproximation dazu ver-
wendet werden, auch n-Personen-Spiele zu lo¨sen [Ros71, Wil71]. Dazu exis-
tiert auch eine erste Implementation [GW04].
Speziellere Klassen von Spielen wie Nullsummenspiele zweier Personen
ko¨nnen mit einfacheren Methoden behandelt werden. Ein Nullsummenspiel
zweier Personen in Normalform kann durch eine einfache Matrix der Auszah-
lungen des ersten Spielers dargestellt werden, weil sie die mit −1 multipli-
zierten Auszahlungen des zweiten Spielers sind. Die Lo¨sungen eines solchen
Spiels sind die Lo¨sungen des dazu konstruierten linearen Ungleichungssys-
tems. Das Lo¨sen linearer Ungleichungssysteme wird auch als lineares Opti-
mieren bzw. lineares Programmieren [Dan66] bezeichnet. Zur Lo¨sung eines
linearen Ungleichungssystems gibt es zwei bekannte Methoden in polynomi-
eller Zeit – den 1947 von George Dantzig an der RAND vorgeschlagenen
Simplex-Algorithmus [Dan63] zur Findung mindestens einer Lo¨sung und die
Methode zweifacher Beschreibung DDM [MRTT53, FP96] zur Findung aller
Lo¨sungen. Nach der Methode zweifacher Beschreibung entspricht ein lineares
Ungleichungssystem einem mehrdimensionalen Polyeder d.h. ein Gebilde aus
Halbhyperra¨umen und kann in einen Polytop verwandelt werden. Vereinfacht
dargestellt sind die Ecken dieses Polytops mo¨gliche Gleichgewichte.
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Das Finden von Nash-Gleichgewichten in puren Strategien, falls vorhan-
den, ist ein eher triviales Problem. Bei Spielen in Normalform kommt die
wiederholte Dominanzanalyse in Frage. Fu¨r extensive Spiele bei perfekter
Information findet Ru¨ckwa¨rtsinduktion teilspielperfekte Gleichgewichte. Die
am Anfang dieses Abschnitts erwa¨hnten extensiven Nullsummenspiele zweier
Personen bei perfekter Information werden durch die in der Ku¨nstlichen In-
telligenz wohlbekannten Varianten des Minimax-Algorithmus gelo¨st [RN03,
S.161–189]. Der Minimax-Algorithmus ist ein Spezialfall der Ru¨ckwa¨rtsin-
duktion. Ferner ko¨nnen Spiele bei perfekter Information nicht nur als Ba¨u-
me, sondern auch als allgemeine Graphen darstellt werden, wobei indentische
Unterba¨ume bzw. gema¨ß der Terminologie der Ku¨nstlichen Intelligenz wie-
derholte Zusta¨nde zusammengefasst werden.
Im weiteren Verlauf der Arbeit wird bei spieltheoretischen Algorithmen
auf die frei verfu¨gbare Software GAMBIT [MMT07] bezogen. Diese Soft-
ware beinhaltet u.a. eine Implementation des Homotopie-Ansatzes [MM96]
und kann zur Lo¨sung von Spielen der allgemeinsten Klasse verwendet wer-
den. GAMBIT bietet zusa¨tzlich eine graphische Benutzerschnittstelle zum
Darstellen und Editieren der Spiele in beiden klassischen Formen. GAMUT
[NWSLB04] ist wiederum eine zu GAMBIT kompatible Software, die Spiele
in Normalform verschiedenster Klassen zum Testen spieltheoretischer Algo-
rithmen generieren kann.
2.3 Verhalten in Spielen
2.3.1 Logik des Strategischen Denkens
Als es schon im Abschnitt 2.2.1 beschrieben wurde, ist strategisches Denken
in der Spieltheorie ein Denken u¨ber das (strategische) Denken und Handeln
anderer Agenten. Hier u¨berschneidet sich das Gebiet der Spieltheorie mit
dem der Logik, denn Logik ist die Lehre vom Denken bzw. Schlussfolgern.
Andererseits muss die Bestimmung eines Nash-Gleichgewichts in einem kon-
kreten Spiel keine logische Schlussfolgerung sein. Sie kann aber u.U. in Logik
formuliert werden. Fu¨r das strategische Denken d.h. Schlussfolgern u¨ber das
Schussfolgern anderer kann ein spezieller Formalismus benutzt werden, die
epistemische Logik. Die epistemische Logik wird in dieser Arbeit nicht direkt
verwendet, sondern dient als ein Teil der allgemeinen Grundlagen. Die Ein-
fu¨hrung in die epistemische Logik beschra¨nkt sich auf das No¨tigste.
Epistemische Logik ist in A¨hnlichkeit zur Modallogik eine erweiterte Aus-
sagenlogik [Woo02, S. 267ff]. Die Erweiterungen betreffen die Operatoren 2a
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(a weiß, dass) und a (a ha¨lt fu¨r mo¨glich, dass). Das Verb ”
Wissen“ wird
in der einschla¨gigen Literatur oft mit dem allgemeineren
”
Glauben“ ersetzt
[FHMV95]. Diese Art von Logik wurde unabha¨ngig durch von Wright und
Hintikka vorgeschlagen [von53, Hin62] und von Saul Kripke formal beschrie-
ben [Kri63]. Eine ausreichende Zusammenfassung der bisherigen Arbeiten in
diesem Bereich gibt es in [vV02]. Def.9 beschreibt die epistemische Logik
formal.
DEFINITION 9 (Epistemische Logik) Zu Formeln epistemischer Logik
geho¨ren alle Formeln der Aussagenlogik und 2aφ, aφ, φ∧ψ, φ∨ψ, ¬φ, wenn
φ und ψ Formeln der epistemische Logik sind und a ein Agent aus der Menge
N ist. N ist die Menge der beteiligten Agenten.
In epistemischer Logik kann man das Wissen des einen Agenten u¨ber das
des anderen formulieren. Das Beispiel 2Alice Bob φ bedeutet, dass Alice weiß,
dass Bob φ fu¨r mo¨glich ha¨lt. Auch das Konzept gemeinsames Wissen, das
fu¨r die Rationalita¨t der Spieler in der Spieltheorie gefordert ist, la¨sst sich
mit der epistemischen Logik elegant formulieren. Gemeinsames Wissen CN








Das gemeinsame Wissen der Rationalita¨t ermo¨glicht es den Spielern das
rationale Handeln anderer Spieler als solches vorhersagen zu ko¨nnen und da-
von ausgehend eigene rationale Handlungen zu wa¨hlen. Dann weiß ein Spieler
auch, dass das rationale Handeln anderer Spieler wiederum auf dem Wissen
seiner eigenen Rationalita¨t beruht. Es entsteht auf diese Weise eine beliebig
lange Kette von Schlussfolgerungen, bei der die einzelnen Vorhersagen auf
der Rationalita¨t basieren.
Die Semantik der epistemischen Logik wird mit Hilfe einerKripke-Struktur
(Def.10) dargestellt. Eine Kripke-Struktur ist ein gerichteter Graph. Jeder
Knoten entspricht einer Welt, in der bestimmte Aussagen entsprechend pi
gelten. Die Beziehung |= dru¨ckt die Semantik einer Formel in epistemischer
Logik gegeben das Tupel 〈M,w〉 aus. In diesem Tupel ist M eine Kripke-
Struktur mit allen den Agenten vorstellbaren Welten, und w ist die Welt,
in der sich die Agenten tatsa¨chlich befinden (Referenzknoten). Jede Kante
des Graphen geho¨rt einem bestimmten Agenten und dru¨ckt aus, dass dieser
Agent in der Welt des Ausgangsknotens die Welt des Endknotens der Kante
fu¨r mo¨glich ha¨lt. Falls eine Aussage in allen fu¨r mo¨glich gehaltenen Welten
eines Agenten aus der Referenzwelt heraus wahr ist, dann ist sie fu¨r diesen
Agenten wahr (Semantik von 2i).
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DEFINITION 10 (Kripke-Struktur) M = 〈W,pi,K 1, . . . ,Kn〉 ist eine
Kripke-Struktur mit den Elementen:
W – Menge der Knoten, jeder Knoten ist eine (denkbare)
”
Welt“
pi : W ×Φ→ {true, false} – Wahrheitsfunktion u¨ber Aussagen Φ in einem
Knoten aus W
Ka ⊆ W
2 – mit Agenten gekennzeichnete gerichtete Kanten zwischen den
Knoten aus W . Reflexive Kanten sind mo¨glich.




(〈M,w〉 |= ϕ) ⇔ pi(w,ϕ)
(〈M,w〉 |= ¬ϕ) ⇔ (〈M,w〉|=ϕ)
(〈M,w〉 |= ϕ
∧





ψ) ⇔ ((〈M,w〉 |= ϕ)
∨
(〈M,w〉 |= ψ))
(〈M,w〉 |= 2aϕ) ⇔ (∀〈w,w
′〉 ∈ Ka : 〈M,w′〉 |= ϕ)
(〈M,w〉 |= aϕ) ⇔ (∃〈w,w
′〉 ∈ Ka : 〈M,w′〉 |= ϕ)
Ein sehr oft erwa¨hntes Beispiel fu¨r das Demonstrieren epistemischer Logik
ist das Muddy-children-puzzle [vV02]. Es gibt eine Menge von aufmerksa-
men Kindern und sie ko¨nnen perfekt logisch denken. Die Kinder halten es
fu¨r mo¨glich ein schmutziges Gesicht zu haben. Keiner kann aber erfahren, ob
sein Gesicht tatsa¨chlich schmutzig ist oder nicht. Dafu¨r weiss aber jedes Kind
um den Zustand der Gesichter anderer Kinder. Eine Aufsichtsperson sagt den
Kindern, dass mindestens einer von denen schmutzig sei, falls es wahr ist. Da-
nach beginnt die Aufsichtsperson zu za¨hlen und nach jedem Takt gibt es die
Mo¨glichkeit fu¨r die schmutzigen Kinder vorzutreten.
Fu¨r zwei Kinder, Alice und Bob, ist die Kripke-Struktur des Ra¨tsels
in der Abb.2.5 dargestellt. Reflexive Kanten d.h. Kanten mit gleichem Aus-
gangsknoten und Endknoten sind in dieser Struktur inbegriffen. Jedes der
vier mo¨glichen Welten ist mit einem Gesichterpaar gekennzeichnet.-, heißt
”
Alice schmutzig und Bob nicht“. Alice ha¨lt in der Welt -, die Welten ,,
und -, fu¨r mo¨glich und weiss daher, dass Bob schmutzig ist. Nach der An-
sage der Aufsichtsperson verschwindet fu¨r alle Kinder die Welt ,,. In den








Abbildung 2.5: Muddy-children-puzzle mit zwei Kindern als Beispiel fu¨r eine
Kripke-Struktur. Reflexive Kanten sind zur Einfachheit weggelassen.
der Welt -- sind beide Kinder im ersten Takt unsicher, da sie beide gleich-
zeitig zwei Welten fu¨r mo¨glich halten, und treten erst im zweiten Takt vor,
weil sie aus dem Nichtvortreten im ersten Takt die korrekte Welt schlussfol-
gern ko¨nnen.
Man kann nachweisen dass bei n schmutzigen Kinder n Takte no¨tig sind,
bis alle schmutzigen vortreten. Das tatsa¨chliche Denken realer Agenten wie
z.B. Menschen unterscheidet sich aber von der idealen Logik [VM08, Web01].
Dennoch korrespondiert das Konzept epistemischer Logik mit ToM aus der
Psychologie [Tag07] und kann daher eine Grundlage fu¨r das Beschreiben des
menschlichen strategischen Verhaltens bieten.
2.3.2 Suboptimale Heuristiken
Da das Finden von Gleichgewichten in gro¨ßeren Spielen meistens nicht in ei-
ner vorgegebenen Zeitspanne durchgefu¨hrt werden kann, entwickelt man Al-
gorithmen, die effizient suboptimale Lo¨sungen liefern. Spieltheoretisch sind
diese Lo¨sungen nicht zu begru¨nden, da sie nicht zu Gleichgewichten fu¨h-
ren. Das bedeutet, dass bei einer Kombination suboptimaler Strategien, die
Spieler davon profitieren ko¨nnen von diesen Strategien abzuweichen. Bei Be-
nutzung einer suboptimalen Strategie gibt es fu¨r den oder die anderen Spie-
ler Strategien, in Kombination mit denen die eigene Strategie nicht das beste
Ergebnis liefert und die eigene Strategie ausgetauscht werden muss. Das Ent-
wickeln suboptimaler Heuristiken liefert dadurch keine endgu¨ltige Resultate,
sondern einen stetigen Wettbewerb. Ein Beispiel dazu ist die Entwicklung
der Schachcomputer.
Wie schon in der Abb.2.3 dargestellt werden die suboptimalen Heuristiken
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in dieser Arbeit in vier große Gruppen geteilt – Approximation, Reinforce-
ment Lernen, Mitspielermodellierung und Sonstige. Die Approximation ist
die am weitesten bekannte Technik. Anstatt den ganzen Spielbaum zu er-
forschen, wird ab einer bestimmten Tiefe die Gu¨te eines Knotens gescha¨tzt
[RN03, S. 171ff]. In [BBD+03] fu¨hrte die Approximation spieltheoretischer
Lo¨sungen fu¨r Poker zu einem Programm, das gegen andere Pokerspieler min-
destens ein Unentschieden erreichen konnte. Reinforcement Lernen bedeutet
Lernen durch Experimentieren [Mit97, S. 367–390]. Ku¨nstliche Spieler ko¨n-
nen sich durch Spielen gegen einander verbessern. Ein Beispiel dazu ist TD-
Gammon [PB98]. Bei der Mitspielermodellierung, die im Konkurrenzfall als
opponent modeling bezeichnet wird, werden die Abweichungen anderer Spie-
ler erkannt und ausgenutzt. Ein Beispiel ist Iocaine Powder [Egn00]. Dieser
Algorithmus modelliert den Gegner im Spiel
”
Paper, Stein, Schere“. Dabei
wird auch die gegnerische Modellierung des eigenen Verhaltens modelliert.
Dennoch ist die Schachtelungstiefe bei Iocaine Powder im Unterschied zur
epistemischen Logik begrenzt.
2.3.3 Menschliches Strategisches Verhalten
Im Abschnitt 2.2.4 wurden die spieltheoretischen Algorithmen sowie deren
Aufwand angefu¨hrt. Auf Grund des hohen Aufwandes verzichtet man bei
vielen praktischen Algorithmen auf optimale Lo¨sungen. Dadurch kann das
Verhalten realer ku¨nstlicher Agenten vom Gleichgewicht abweichen. Bei rea-
len natu¨rlichen Agenten, wie wir Menschen es sind, kommen außer des Auf-
wandes fu¨r das Bestimmen optimaler Strategie noch eine Menge weiterer
Faktoren hinzu.
Das globale Problem beim menschlichen strategischen Verhalten ist das
mo¨gliche Scheitern der Nutzung des Konzepts Rationalita¨t – das Verhalten
eines Menschen la¨ßt sich nicht immer als Verhalten eines rationalen Agenten
vorhersagen. Die Rationalita¨t ist in der Spieltheorie die Voraussetzung fu¨r das
Vorhersagen des Verhaltens, andererseits ist sie eine Alternative zur Betrach-
tung eines Agenten als einen u¨blichen physikalischen Prozess. Ob aber die
Menschen als rational betrachtet werden ko¨nnen bzw. sollen, ist zumindest
in Psychologie eine umstrittene These [EK05, S. 527–530]. Ein Beispiel einer
Argumentation gegen die Rationalita¨t findet sich in [BM06]. Dort schließt
man aus den aufgefu¨hrten Forschungsergebnissen, dass die Menschen weder
die eigenen Pra¨ferenzen genau kennen, noch sie strikt verfolgen, noch dass
die Entscheidungen auf dem gesamten Wissen basieren.
Die mo¨gliche Irrationalita¨t der Menschen bedeutet, dass die Annahme
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des gemeinsamen Wissens der Rationalita¨t in strategischen Interaktionen von
Menschen nicht gelten ko¨nnte. Es gibt z.B. offensichtlich mindestens einen
Forscher d.h. einen Menschen, der die Menschen fu¨r irrational ha¨lt. Es kann
mindestens eine gu¨ltige Formulierung der Form ∃b ∈ N : 2iaj∈N¬(rational(b))
geben. Das bedeutet aber noch nicht, dass Menschen generell irrational sind,
sondern nur dass einige Menschen in einigen Fa¨llen (berechtigterweise?) dar-
an scheitern, andere Menschen als rationale Agenten korrekt zu modellieren,
und dadurch die Hauptannahme der Spieltheorie bei Spielen mit Menschen
nicht funktioniert.
Falls die Definition der Rationalita¨t auf der Fa¨higkeit zum logischen
Schlussfolgern basiert, ko¨nnen Menschen als irrational betrachtet werden,
da es erwiesen ist, dass sie beim logischen Schlussfolgern systematisch Fehler
machen. Eine der ersten Arbeiten dazu ist dieWason-Aufgabe [Was66]. Dieser
Umstand bedeutet fu¨r viele Forscher, dass die Rationalita¨t der Handlungen
eines Menschen nicht in Abha¨ngigkeit von der Korrektheit seines Schlussfol-
gerns betrachtet wird. Es kann auch angenommen werden, dass Menschen
gar kein logisches Schließen fu¨r Entscheidungen benutzen [OC01].
Genauer betrachtet bedeutet die Korrektheit des Schlussfolgerns eines
Menschen d.h. meist eines Probanden in einem Experiment nur, dass sein
Schlussfolgern mit dem von den Experimentatoren definierten
”
korrekten“
Schlussfolgern in der vorgegebenen Problemdefinition u¨bereinstimmt. Dabei
kann das Problem missverstanden, die Art des Schlussfolgerns abweichen und
die Art des Problems ungewohnt d.h. verschieden von allta¨glichen Probleme
sein. Probanden stellen sich Probleme in einigen Fa¨lle sogar absichtlich einfa-
cher vor, als sie tatsa¨chlich sind [DW07], um den Aufwand fu¨r deren Lo¨sung
zu reduzieren.
Als Anreiz wird bei den meisten Experimenten eine leistungsorientierte
monita¨re Auszahlung eingesetzt [Cam03], was relativ fru¨h schon vorgeschla-
gen wurde [Cha48]. [CH99] argumentiert, dass dieses Vorgehen einerseits die
Daten glaubwu¨rdig macht und anderseits die beobachtete Irrationalita¨t ver-
mindert. Dabei ist auch zu beachten, dass der Anreiz nicht linear zur Geld-
menge wa¨chst. Das Sankt-Petersburg-Paradox [Ber54] ist ein Beispiel einer
Lotterie mit einem unendlich grossen Erwartungswert bei unendlich langen
Spielzeit. Bei dieser Lotterie wird eine Mu¨nze solange geworfen bis sich die
erste
”
Zahl“ ergibt. Der Gewinn ist 2l Geldeinheiten, wo l die La¨nge der Se-
quenz der
”
Ko¨pfe“ ist. Obwohl der mo¨gliche Gewinn unendlich ist, ist kaum
jemand bereit einen gro¨ßeren Betrag einzusetzen. Der Grund dafu¨r liegt in
der logorithmischen Abha¨ngigkeit des individuellen Nutzens von der Geld-
menge, wie es schon von Bernoulli vorgeschlagen wurde.
Deutlich kontrovers ist das Verha¨ltnis zwischen einigen Forschern aus der
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Wirtschaftswissenschaft und aus der Soziopsychologie in Bezug auf die Pra¨fe-
renzen des Menschen [Gin00, BM06]. Der in der Soziopsychologie vorgeschla-
gene Begriff Homo Economicus dru¨ckt die Kritik an dem vermeintlichen Bild
des Menschen in den Wirtschaftswissenschaften als eines individualistischen
Nutzensmaximierers aus. Ergebnisse vieler Experimente zeigen tatsa¨chlich,
dass Pha¨nomene wie z.B. Gegenseitigkeit und Altruismus ein solches Bild
aus der Sicht der Soziopsychologie verwerfen.
Auch wenn die in den vorigen drei Absa¨tzen beschriebene Probleme bei
der Modellierung rationalen Verhaltens ausgeschlossen werden ko¨nnen, blei-
ben außer den begrenzten Ressourcen noch weitere Besonderheiten die Ur-
sachen fu¨r ein inkorrektes Schlussfolgern [NB75]. Zwei bekannte menschliche
Besonderheiten sind die falsche Einscha¨tzung von Lotterien [KST82] und
Kurzzeitorientierung bei den Auszahlungen [LP92]. Die Menschen sind tat-
sa¨chlich ungenau bei der Einscha¨tzung des Erwartungswerts einer Lotterie
und machen systematische Fehler. Kurzzeitige Auszahlungen werden im Ver-
gleich zu langfristigen Gewinnen u¨berscha¨tzt.
Als Resultat der beschriebenen Faktoren weicht menschliches Denken und
Verhalten in strategischen Interaktionen selbst bei einfachsten Spielen von
den spieltheoretischen Vorhersagen in meisten Fa¨llen ab [Poo95, Cam03].
Die Abweichungen sind signifikant und nicht vollsta¨ndig auf Fehler bei Expe-
rimenten zuru¨ckzufu¨hren. Obwohl die Spieltheorie strategische Interaktionen
untersucht und wissenschaftlich durch Nobelpreisvergaben etabliert ist, ist
sie nicht ohne Weiteres auf strategische Interaktionen von Menschen anzu-
wenden. Folgendes Zitat erkla¨rt es etwas deutlicher:
‘If the data confirm game theory, you might say, the subjects must
have understood; if the data disconfirm, the subjects must have not
understood. Resist this conclusion. The games are usualy simple,
and most experimenters carefully control for understanding ... Physi-
cists and biologists would not have the same reaction if the the-
ory about particles were falsified by careful experimentation (“The
particles were confused!”) or if birds didn’t forage for food as pre-
dicted (“If they had more at stake [than survival?] they would get it
right!”).’ [Cam03, S. 22]
Die bisherige Diskussion kann den falschen Eindruck erwecken, dass Men-
schen generell nicht der Art sind, sich in strategischen Interaktionen nach
den spieltheoretischen Vorhersagen zu verhalten. Es gibt Menschen, die nach
einem ausreichenden Training selbst solche aufwendige Spiele wie Schach und
Poker a¨hnlich gut wie ku¨nstliche Spieler spielen ko¨nnen. Die Aussagen u¨ber
menschliche Abweichungen gelten fu¨r die meisten Menschen in den meisten
Spielen. Bei dem konkreten Beschreiben der menschlichen Abweichungen von
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den spieltheoretischen Vorhersagen beschra¨nkt man sich in dieser Arbeit auf
die Verwendung von gemischten Strategien bei wiederholten Matrixspielen
sowie Verhalten in wiederholten Ultimatumspielen.
Als Matrixspiele werden Spiele in Normalform bezeichnet, fu¨r die eine
Matrix der Auszahlungen definiert ist (z.B. Abb.2.1). Jeder Spieler d.h. ein
Proband im Experiment muss sich fu¨r eine der Strategien entscheiden. Das
geschieht entweder gleichzeitig oder zeitlich versetzt bei imperfekter Infor-
mation. Untersucht werden hauptsa¨chlich Spiele mit nur zwei Spielern. Diese
Spiele haben zur Erinnerung (Abschnitt 2.2.2) ein oder mehrere Gleichge-
wichte wenn nicht in puren dann in gemischten Strategien.
Menschen verfehlen statistisch signifikant die optimalen Wahrscheinlich-
keiten in (u¨bersichtlichen) Matrixspielen mit einem einzigen Gleichgewicht
in gemischten Strategien d.h. MSE. Dies zeigt eine Zusammenfassung diver-
ser Studien ab 1954 [Cam03, S. 118–150]. Abb.2.6 zeigt die Abweichungen
der beobachteten relativen Ha¨ufigkeiten (Y-Achse) zu den spieltheoretisch
vorhergesagten Wahrscheinlichkeiten (X-Achse) der Gleichgewichte. Die Ab-
weichungen sind nicht trivial und die bisher entwickelten Modelle, die diese
Abweichungen erkla¨ren, sind zwar besser als die Spieltheorie dennoch nicht
exakt in ihren Vorhersagen.
Bei Matrixspielen mit mehreren Gleichgewichten sind bisher Untersu-
chungen nur von Nicht-Nullsummenspielen bekannt [Cam03, S. 336–405]. Bei
Nicht-Nullsummenspielen mit mehreren Gleichgewichten ist eine Koordina-
tion wichtig, die es den Spielern ermo¨glicht, ein Gleichgewicht mit fu¨r alle
Spieler ho¨heren Auszahlungen auszuwa¨hlen. Die Abwesenheit der Koordi-
nation wurde jedoch bei Menschen beobachtet. Das Verhalten menschlicher
Spieler beim Kampf-der-Geschlechter als Beispiel solcher Spiele liegt in etwa
zwischen Gleichverteilung und dem MSE [CDFR94]. Es konnte eine besse-
re Koordination bei einseitiger Kommunikation im Kampf-der-Geschlechter
festgestellt werden. Einseitige Kommunikation bedeutet, dass nur einer der
beiden Spieler kommunizieren darf. Bessere Koordination gilt auch fu¨r eine
zeitliche Abfolge der Entscheidungen ohne perfekte Information. Beides fu¨hrt
dazu, dass die Spieler nicht mehr gleichwertig sind.
Die Abweichung der relativen Ha¨ufigkeiten ist nicht die einzige Beson-
derheit. Bei wiederholtem Spielen muss noch eine zufa¨llige Folge von Ent-
scheidungen produziert werden. Fu¨r jedes Spiel in einer Folge von gleichen
Spielen muss sich ein Spieler jedesmal zufa¨llig entscheiden. Die Produkti-
on einer Folge unvorhersagbarer Entscheidungen ist aber fu¨r menschliche
Spieler nicht selbstversta¨ndlich [Wag72] – sie schneiden sehr schlecht dabei
ab. Die bei Studien gesammelten Daten [Kar92, BR94] zeigen, dass bei den
von Menschen produzierten Zufallsfolgen z.B. die Wiederholungen seltener
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Abbildung 2.6: Abweichungen relativer Ha¨ufigkeiten der Strategien verschie-
dener Experimente von MSE-Wahrscheinlichkeiten [Cam03]. Zu den MSE-
Wahrscheinlichkeiten auf der X-Achse sind Punkte zugeordnet, die die rela-
tiven Ha¨ufigkeiten aus den Experimenten darstellen – Punkte, die nicht auf
der diagonalen Linie stehen, sind Abweichungen.
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Abbildung 2.7: Abweichungen der relativen Ha¨ufigkeitsverteilungen mensch-
lich produzierter subjektiv zufa¨lliger Sequenzen [Kar92]. Die zugeho¨rige theo-
retische Wahrscheinlichkeitsverteilung bei 10 Bernoulli-Experimenten ist mit
dem Pfeil markiert. Die Y-Achse dru¨ckt die Wahrscheinlichkeiten in % aus.
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Abbildung 2.8: Ultimatumspiel in extensiver Form. Alice fa¨ngt an und kann
sich zwischen einer beliebigen Teilung (p > 0) und einer Selbstbeanspruchung
(p = 0) des Betrags x entscheiden. Bob kann sich danach zwischen accept
und reject entscheiden.
vorkommen, als es bei einem echten Zufall zu erwarten wa¨re. Generell ist
die Wahrscheinlichkeit einer menschlichen Entscheidung in wiederholten Ma-
trixspielen nicht unabha¨ngig von den vorhergehenden Entscheidungen d.h. zu
einem gewissen Maß vorhersagbar. Abb.2.7 zeigt den Unterschied zwischen
der theoretischen Verteilung bei 10 Bernoulli-Experimenten (z.B. Wurf einer
Mu¨nze) und den Durchschnittswerten der durch Menschen produzierten Zu-
fallsfolgen. Die menschlichen Verteilungen haben eine kleinere Varianz als die
theoretisch zu erwartende Verteilung. Als Grund fu¨r diese Ergebnisse wird
ha¨ufig das begrenzte Kurzzeitgeda¨chtnis [Mil56] fu¨r die bisherigen Entschei-
dungen genannt – Menschen gleichen den Mittelwert der eigenen Zufallsfolge
zu fru¨h aus.
Ultimatumspiele sind eine weitere Klasse von Spielen, in denen menschli-
ches Verhalten von spieltheoretischen Vorhersagen abweicht [Cam03, S. 43ff].
Abb.2.8 zeigt ein einfaches Ultimatumspiel in extensiver Form. Alice be-
kommt ihren Teil des Betrags x nur dann, wenn Bob ihre Aufteilung akzep-
tiert. Daraus folgt, dass der Bob zugeordnete Anteil gro¨ßer Null sein muss,
damit Bob einen Grund hat, die Entscheidung zu akzeptieren. Andererseits
muss Bob jeden positiven Betrag akzeptieren, da er sonst nichts bekommen
wu¨rde. Entsprechend der Spieltheorie muss Alice den kleinst mo¨glichen Be-
trag p Bob anbieten und Bob es akzeptieren. In Wirklichkeit variiert das
Verha¨ltnis des Anteils p zum Betrag x je nach Kultur, Geschlecht, sozialer
Stellung usw. der Probanden im zweistelligen Prozentbereich. Selbst im Dik-
tatorspiel d.h.
”
Bob kann nicht ablehnen“ ist dieser Anteil nicht gleich Null.










Die allgemeinen Repra¨sentationen sind die Normalform (Abschnitt 2.2.2) und
die extensive Form (Abschnitt 2.2.3). Beide Formen fu¨hren zu fu¨r praktische
Zwecke unno¨tig großen Representationen der Spiele [KP97]. Die Entwicklung
eines praktischen Formalismus fu¨r die Repra¨sentation einer großen Klasse von
Spielen in Softwaresystemen ist versta¨ndlicherweise nicht der Gegenstand der
Spieltheorie.
Es gibt jedoch in der diskreten nichtkooperativen Spieltheorie Ansa¨tze
n-Personen-Spiele in Normalform oder in extensiver Form bzw. deren Un-
terklassen kompakter zu repra¨sentieren [Pap07]. Als wichtigste geho¨ren dazu
chronologisch angeordnet Auslastungsspiele [Ros73], Graphenspiele [KLS01],
MAID [KM01], Lokaleffektspiele [LBT03] und Aktionsgraphenspiele [BLB04].
2-Personen-Spiele in extensiver Form bei imperfekter Information und per-
fektem Erinnerungsvermo¨gen ko¨nnen um gelo¨st zu werden in die sequenzielle
Form umgewandelt anstatt in Normalform dargestellt werden [KMv94]. Die
Motivation fu¨r diese Arbeiten ist die Suche nach einer kompakteren Spieldar-
stellung fu¨r ein effizienteres Finden von Gleichgewichten. MAID wird im
na¨chsten Abschnitt behandelt.
In Auslastungsspielen, kann jeder Spieler bestimmte Untermengen von
sogenannten Faktorenmengen als pure Strategien auswa¨hlen. Sie sind durch
Verkehrsprobleme inspiriert – eine Faktorenmenge besteht aus Straßen und
jeder Spieler muss eine bestimmte Route d.h. eine Untermenge der Straßen
auswa¨hlen. Die Auszahlungen der Spieler sind die inversen Kosten der ge-
nommenen puren Strategien. Die Kosten einer puren Strategie ist die Summe
40
3.1. SPIELBESCHREIBUNGSSPRACHEN
der darin enthaltenen Faktoren. Die Kosten fu¨r das Aufnehmen eines Fak-
tors in seine Untermenge sind fu¨r alle Spieler gleich und werden durch eine
Funktion ausgedru¨ckt, die abha¨ngig von der Anzahl der Spieler ist, die den
gleichen Faktor ausgewa¨hlt haben. Auslastungsspiele haben mindestens ein
Gleichwicht in puren Strategien. Auslastungsspiele sind eine Untermenge von
n-Personen-Spielen.
Bei Graphenspielen ist jeder Spieler ein Knoten eines Graphen. Die Kno-
ten des Graphen alias Spieler haben Verbindungen zu anderen Knoten. Jeder
Spieler hat wie bei Spielen in Normalform eine Menge an Strategien. Die Aus-
zahlung eines Spielers ha¨ngt u¨ber eine Funktion von seiner Strategie und der
Strategie der mit ihm verbunden Spieler ab. Allgemein kann man jedes Spiel
in Normalform in ein Graphenspiel umwandeln. Die Gro¨ße eines Graphen-
spiels ist nur bei bestimmten Spielen kleiner als in Normalform – die Anzahl
der Kanten wird mit der Anzahl der Matrixeintra¨ge verglichen. Besonders
bei 2-Personen-Spielen bringt die graphische Form keinen Vorteil. Generell
ist das Finden von Nash-Gleichgewichten in Graphenspielen NP-hart [Kea07].
Vorteile d.h. weniger Verbindungen entstehen dann, wenn Auszahlungen der
Spieler nicht von Strategien aller Spieler abha¨ngig sind. Es existiert sogar ein
Lo¨sungsalgorithmus in polynomieller Zeit bei Graphen, die aus einem einzi-
gen Pfad oder einer einzigen Schleife bestehen [EGG06].
Lokaleffektspiele sind Spiele, bei denen jeder Spieler die gleiche Anzahl
von Strategien hat. Jede Strategie ist wie bei Auslastungsspielen mit Kosten
verbunden. Mehrere Spieler ko¨nnen die gleiche Strategie auswa¨hlen. Dadurch
la¨sst sich ein Histogramm der gewa¨hlten Strategien der Spieler aufbauen. Die
Kosten einer Strategie sind die Summe der Effekte jeder einzelnen von min-
desten einem Spieler gewa¨hlten Strategie in diesem Histogramm. Der Effekt
einer Strategie ist um so gro¨ßer, je mehr Spieler diese Strategie auswa¨hlen,
und wird durch eine Funktion ausgedru¨ckt. Im Gegensatz zu Auslastungs-
spielen mu¨ssen Lokaleffektspiele kein Nash-Gleichgewicht in puren Strategien
haben. Lokaleffektspiele sind eine Unterklasse der n-Personen-Spiele.
DEFINITION 11 (Aktionsgraphenspiel) Das Tupel 〈N,S, ν, u〉 ist ein
Aktionsgraphenspiel. N ist die Menge der Spieler. S ist die Menge der Stra-
tegiemengen der Spieler. ν ist eine Nachbarschaftsbeziehung. u ist die Aus-
zahlungsfunktion.
Zu einem Aktionsgraphenspiel 〈N,S, ν, u〉 (Def.11) geho¨rt ein nichtgerichte-
ter Graph, bei dem die Knoten die einzelnen Strategien der Spieler sind. Ein
Spieler i hat eine Menge der Strategien Si. S ist ein Kartesisches Produkt
der Strategiemengen (Gl.3.1) bzw. die Menge der Ausga¨nge, wie in Normal-
form. S ist die Menge der Knoten des Graphen, die durch eine Vereinigung
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der Strategiemengen der Spieler definiert wird, wobei es U¨berschneidungen









4 ist die Menge aller mo¨glichen Histogramme der Spieler u¨ber die Stra-
tegien. Wenn D ∈ 4 ein Histogramm ist, dann ist D(s) die Anzahl der
Spieler, die s ausgewa¨hlt haben. Die Nachbarschaftsbeziehung ν(s) fu¨r eine
Strategie alias Knoten s ∈ S ist die Menge der damit verbundenen Knoten.
Die Auszahlung fu¨r eine Strategie ha¨ngt von dem Histogramm der mit ihr
verbundenen Strategien ab (Gl.3.3).
u : S ×4 → R, wo ∀s′ ∈ ν(s) : D(s′) = D′(s′)⇒ u(s,D) = u(s,D′) (3.3)
Aktionsgraphenspiele ko¨nnen alle Spiele in Normalform ausdru¨cken. Die
Kompaktheit der Darstellung eines Spiels wird durch U¨berschneidungen zwi-
schen den Strategiemengen sowie eine Reduktion der Verbindungen im Gra-
phen erreicht. Abb.3.1(rechts) zeigt die Auszahlungsmatrix eines Konsen-
susspiels wie z.B. Links- vs. Rechtsverkehr, bei dem jeder Spieler nur zwei
Strategien 0 und 1 hat. Die ho¨chste Auszahlung gibt es u¨bertragen auf den n-
Spieler-Fall, wenn alle die gleiche Strategie wa¨hlen. Abb.3.1(links) zeigt den
Graphen dieses Spiels als n-Personen-Aktionsgraphenspiel. Die gestrichelten
Linien umfassen die Strategiemengen der Spieler. Die Auszahlungsfunktion
kann man ausdru¨cken als u(s,D) = D(s)/(D(0) + D(1)). Aktionsgraphen-
spiele nehmen in sich alle Elemente anderer Formalismen fu¨r kompaktere
Darstellung von Spielen auf, deshalb werden nur sie hier ausreichen erla¨u-
tert. Und wie bei anderen Formalismen existieren bei Aktionsgraphenspielen
Vorschla¨ge zur Berechnung von Gleichgewichten.
Das Problem der Umwandlung eines extensiven Spiels in Normalform
liegt darin, dass die Normalform exponentiell gro¨ßer als der urspru¨ngliche
Baum sein kann, denn jede Kombination der Entscheidungen an den Verzwei-
gungen muss in Normalform als pure Strategie auftauchen. Eine gemischte
Strategie ist dann eine Mischung u¨ber diese pure Strategien. Wenn das Spiel
aber nicht mehr als zwei Spieler beinhaltet, kann die extensive Form in se-
quenzielle Form umgewandelt werden. Fu¨r die sequenzielle Form [KMv94]
wird eine gemischte Strategie im Unterschied zur Normalform als eine Ge-
wichtung u¨ber die Wurzelpfade eines Spielers zum Erreichen aller Knoten








0 1, 1 0, 0
1 0, 0 1, 1
Abbildung 3.1: Beispiel eines 2-Personnen-Spiels als ein Aktionsgraphenspiel
und in Normalform. Es gibt nur zwei Strategien 0 und 1.
eins sondern an spezielle Constraints gebunden. Ob der entsprechende Kno-
ten tatsa¨chlich erreicht wird, ha¨ngt vom Zufall sowie von der gemischten
Strategie des Mitspielers. Ein Spiel in sequenzieller Form ist nicht kleiner
als in extensiver Form, sondern es bringt den Vorteil, dass die Lo¨sung bei
Nicht-Nullsummenspielen in exponentieller Zeit abha¨ngig von der Gro¨ße des
Baumes und nicht von der Gro¨ße der dazu geho¨rigen Normalform berechnet
werden kann.
3.1.2 MAID
Multiagenteneinflussdiagramme MAID sind entwickelt worden, um Spiele
aus der Sicht eines beteiligten Agenten mit Hilfe von Bayesnetzen darzu-
stellen [KM01, KM03]. Ein Bayesnetz ist ein gerichteter zyklenfreier Graph
G ⊆ (NN0 )
2 (hier eine Menge von Kanten) u¨ber Variablen X0, . . . , XN . Jedem
Knoten (=Variable) eines Bayesnetzes ist eine Menge legaler Werte zugeord-
net. Jedem legalen Wert xc einer unbelegten Variable Xc ist eine Wahrschein-
lichkeit P (Xc = xc) zugeordnet. Diese Wahrscheinlichkeit kann nur von der
Wahrscheinlichkeitsverteilung u¨ber die Werte bzw. Belegung (≡) der Varia-
blen an den eingehenden falls vorhandenen Kanten Xj : (j,c)∈G abha¨ngig sein
(Gl.3.4). Der Ausdruck P (Xc = xw|{Xj = xjk}j : (j,c)∈G) fu¨r beliebige w und
k wird als bedingte Wahrscheinlichkeitsverteilung CPD bezeichnet. CPD wer-
den meist als Tabellen angegeben.
P (Xc = xc) =

1, wenn Xc ≡ xc
0, wenn Xc ≡ xw 6= xc∑
k(P (Xc = xc|I∗k)
∏
j P (Ijk)),
wo (j, c) ∈ G & Ijk = {Xj = xjk} sonst
(3.4)
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Abbildung 3.2: Ein Beispiel fu¨r MAID [KM01]. Einfache Knoten sind rund,
Entscheidungsknoten Rechtecke und Auszahlungsknoten Rauten. Dunkel-
graue Knoten geho¨ren Alice und hellgraue Bob. Kanten, die die Verfu¨gbarkeit
der Information fu¨r eine Entscheidung ausdru¨cken, sind gestrichelt.
MAID sind Einflussdiagramme mit mehreren Agenten und Einflussdia-
gramme [HM84] sind wiederum entscheidungstheoretische Bayesnetze mit
drei Arten von Knoten – einfache Knoten, Entscheidungsknoten und Nutz-
wertknoten. In MAID hat jeder Entscheidungsknoten und jeder Nutzwert-
knoten einen der Agenten als Besitzer. Ein Agent kann die Belegung seiner
Entscheidungsknoten beeinflussen und hat eine Pra¨ferenzordnung u¨ber die
legalen Belegungen seiner Nutzwertknoten.
Die CPD an einem Entscheidungsknoten Dc wird als eine Entscheidungs-
regel bezeichnet. Die Menge der Eingangskanten (∗, c) ⊂ G legt die bei einer
Entscheidung verfu¨gbare Information fest. Die Entscheidungsregeln ko¨nnen
deterministisch sein, indem fu¨r jede Belegung der Variablen Xj : (j,c)∈G ein
bestimmter Wert die Wahrscheinlichkeit 1 (alle anderen 0) zugewiesen be-
kommt. Die Menge der Entscheidungsregeln fu¨r alle Entscheidungsknoten
eines Agenten ist eine Strategie. Ferner la¨sst sich zu einem MAID ein Spiel
in extensiver Form generieren, dessen Verhaltensstrategien zu den Strategien
in MAID a¨quivalent sind. Der Graph eines Spiels in MAID kann exponentiell
kleiner als in extensiver Form sein und falls eine kompakte Darstellung von
CPD mo¨glich ist, kann man aus einem Spiel in extensiver Form MAID erstel-
len, ohne es zu vergro¨ßern. Ein genereller Beweis fu¨r die Verkleinerung durch
die Darstellung in MAID wurde in der Quelle [KM03] nicht angegeben.
Abb.3.2 zeigt ein Beispiel von MAID. Es werden nur die relevanten Teile
dieses u¨bernommenen Beispieles beschrieben. Es gibt Alice und Bob. Ali-
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Abbildung 3.3: Architektur des Gala-Systems [KP97].
ce u¨berlegt sich Bobs Baum zu vergiften (Poison Tree), um einen besseren
Blick von der geplanten Veranda (Build Patio) zu haben. Ob der Baum ver-
giftet wurde oder nicht, kann Bob nicht feststellen. Er kann aber feststellen,
dass der Baum krank ist (TreeSick). Ein Experte (Tree Doctor) kann fu¨r
gewisse Kosten (Cost) die U¨berlebenswahrscheinlichkeit des Baumes erho¨-
hen. Alle Entscheidungsknoten haben bina¨re Wertebereiche. Hier sieht man,
dass der Graph von MAID das Spiel intuitiv und kompakt veranschaulichen
kann. Was man auf dieser Abbildung ausgelassen hat, sind die CPD und die
Pra¨ferenzordnungen.
Um ein in MAID beschriebenes Spiel zu lo¨sen, bedarf es eines speziellen
Algorithmus, auf den es hier nicht na¨her eingegangen wird, der vereinfacht
beschrieben die Gesamtstruktur in kleinere Einheiten spaltet [KM03]. Zu den
kleineren Einheiten ko¨nnen dann Spiele in extensiver Form generiert werden
und effizient mit Hilfe von dem schon im Abschnitt 2.2.4 erwa¨hnten GAM-
BIT gelo¨st werden.
3.1.3 Gala
Die Gala-Sprache sowie das Gala-System ist eine Verbindung zwischen Spiel-
theorie und Ku¨nstlicher Intelligenz [KP97]. Abb.3.3 zeigt die Architektur
des Gala-Systems. Die Gala-Sprache beschreibt ein Spiel mit Hilfe von Lo-
gik (Gala Game Spec). Auf der Basis der logischen Beschreibung eines
Spiels kann der Gala-Interpreter ein extensives Spiel bei imperfekter Infor-
mation erstellen. Die extensive Form kann dann an GAMBIT weitergeleitet
werden. GAMBIT lo¨st das Spiel, wobei das Spiel meist in die Normalform
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umgewandelt wird. Die in der Spieltheorie u¨bliche Umwandlung in die Nor-
malform ist aber nicht immer der schnellste Weg um optimale Lo¨sungen
fu¨r konkrete extensive Spiele bei imperfekter Information zu finden. Daher
wird im Gala-System auch die Darstellung eines Spielbaumes in sequenziel-
ler Form [KMv94] bei 2-Personen-Nullsummenspielen benutzt. Beim Lo¨sen
von 2-Personen-Nullsummenspielen bei imperfekter Information (Abbschnitt
2.2.4) bedarf es wie in der Normalform so auch in der sequeniellen Form des
Lo¨sens eines linearen Programms (LP-Solver). Das Gala-System nutzt dafu¨r
außer GAMBIT kommerzielle Software wie CPLEX und MATLAB.
Die Autoren von Gala fu¨hren drei Motive fu¨r ihren Ansatz auf:
1. Dadurch, dass man mit Gala komplexere Spiele ausdru¨cken und auto-
matisch lo¨sen kann, als die in der spieltheoretischen Literatur u¨blichen
abstrakten
”
kleinen“ Spiele, la¨sst sich das Verhalten in realen strate-
gischen Interaktionen besser erkla¨ren, als wenn man den Sachverhalt
verfa¨lschend vereinfachen wu¨rde. Solche
”
kleine“ Spiele wurden ferner
als
”
toy games“ bezeichnet [KMv94].
2. Die Werkzeuge der Spieltheorie ko¨nnen nur von Experten benutzt wer-
den. Gala bietet durch die logikbasierte Spielbeschreibungssprache eine
einfachere Schnittstelle zu diesen Werkzeugen.
3. Die Abwesenheit leicht einsetzbarer Implementationen spieltheoreti-
scher Algorithmen verhindert das Nutzen von spieltheoretischen Lo¨-
sungen bei autonomen ku¨nstlichen Agenten.
Die Gala-Sprache ist eine deklarative Sprache und basiert auf der Syntax
von Prolog. Laut den Autoren imitiert Gala die Art und Weise, wie Spiele
in natu¨rlicher Sprache beschrieben werden. Eine Spielbeschreibung in Ga-
la ist ein Fakt bestehend aus dem Namen des Spiels und dessen Definition
game(<Spielname>, <Definition>). Die Definition ist eine Abbildung zwi-
schen Schlu¨sseln und mehrelementigen Werten <Schlu¨ssel>:<Wert>. In der
Abb.3.4 ist ein Beispiel einer solchen Beschreibung des Spiels Nim mit ei-
nem Pott und zwei Spielern, Alice und Bob. Es befinden sich 7 Streichho¨lzer
in diesem Pott, jeder Spieler kann und muss abwechseln zwischen 1 und 3
Streichho¨lzern aus diesem Pott entnehmen. Alice fa¨ngt an. Der Spieler, der
als Letzter nichts mehr entnehmen kann, gewinnt.
Die Schlu¨ssel fallen in zwei Kategorien - Beschreibung der Bestandteile
des Spiels wie players, variables und die Beschreibung der Vera¨nderungen
wa¨hrend des Spiels wie flow, pick, empty. Werte der Schlu¨ssel der ersten
Kategorie sind Listen von globalen Variablen (in eckigen Klammern und




[players : [alice, bob],
params : [maxTake = 3]
variables : [control = alice, amount = 7],
flow : (repeat(pick, until(empty))),
pick : (choose($control, take(Matches),
(between(1, $maxTake, Matches), Matches =< $amount)),






empty : (if($amount = 0,
outcome(wins($control)))
]).
Abbildung 3.4: Beschreibung des Spiels Nim in Gala.
gets gesetzt werden ko¨nnen. Außer globalen Variablen existieren auch lo-
kale Variablen. Die Namen der lokalen Variablen fangen mit einem Groß-
buchstaben an wie z.B. Matches. Schlu¨ssel der zweiten Kategorie verwei-
sen auf Listen von Operationen (in runden Klammern und getrennt mit
Kommas). Ein Schlu¨ssel der zweiten Kategorie ist wahr, wenn alle seiner
Operatoren ausgefu¨hrt werden ko¨nnen. Die drei wichtigsten Operatoren der
Gala-Sprache sind choose, reveal und outcome. Es sind auch bedingte An-
weisungen wie z.B. if(<Wenn>,<Dann>,<Sonst>) sowie Schleifen wie z.B.
repeat(<Hauptteil>, <Abbruch>)mo¨glich. Der Schlu¨ssel flow ist ebenfalls ein
festgelegtes Wort in der Gala-Sprache und der Wert dieses Schlu¨ssels dru¨ckt
den Ablauf des Spiels ψ aus. ν dru¨ckt die Belegung der globalen Variablen
aus. Fi ist eine geordnete Menge der Fakten des Wissensstands des Spielers
i. Dadurch kann ein Knoten des zu generieren Spielbaumes als das Tupel
((“ψ”,ν),F1, . . . ,Fk, . . . ,FN) ausgedru¨ckt. Hier wird die Originalnotation
fu¨r “ψ” u¨bernommen. Der na¨chste Schritt aus ψ wird als “ < Operator >,ψ′”
ausgeru¨ckt. Der Spielbaum ist noch kein Spiel in extensiver Form, sondern
eine Vorstufe dazu.
Der Operator choose erzeugt eine Verzweigung und braucht drei Parame-
ter – Spieler Player, Schablone Template und Randbedingung Constraint. Die
mo¨glichen Zu¨ge A mu¨ssen nicht einzeln definiert, sondern sie sind alle Aus-
pra¨gungen der Schablone, die der Randbedingung entsprechen. Ein Knoten
des Spielbaumes
((“choose(Player, Template, Constraint), ψ”,ν),F1, . . . ,Fk, . . . ,FN)
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wird fu¨r Player = k und jeden Zug a ∈ A aus der Menge der mo¨glichen Zu¨ge
in die Knoten
((“ψ”,ν/a),F1, . . . , (Fk ◦ choosing(A) ◦ choose(a)), . . . ,FN)
verzweigt, wobei ν/a die durch a gea¨nderte Belegung der Variablen bedeu-
tet. Bei Zu¨gen der Natur wird Player durch nature(µ) ersetzt, wo µ eine
Verteilung ist. Ein Zug der Natur wird in die Knoten
((“ψ”,ν/a),F1, . . . ,Fk, . . . ,FN)
verzweigt, wobei die Wahrscheinlichkeit jedes Zweigs durch µ(a) definiert
wird.
Der Operator reveal braucht zwei Parameter – Spieler Player und Fakt
Fact. reveal legt fest, dass ein Spieler einen Fakt aus dem aktuellen Spielstand
erfa¨hrt. reveal bewirkt keine Verzweigung, sondern es vera¨ndert den Knoten
((“reveal(Player, Fact), ψ”,ν),F1, . . . ,Fk, . . . ,FN)
bei Player = k zum Knoten
((“ψ”,ν),F1, . . . , (Fk ◦ Factν ), . . . ,FN).
Der Operator outcome erzeugt ein Blatt des Spielbaums. Der Spielbaum
ist ein Baum, bei dem jede Verzweigung durch choose erzeugt wurde. Leider
wurde in der Arbeit [KP97] kein Algorithmus zur Umwandlung des Spiel-
baums in ein Spiel in extensiver Form bzw. in sequenzieller Form vorgestellt
– der Spielbaum beinhaltet keine expliziten Informationsmengen. Die ange-
strebte praktische Nutzbarkeit von Gala wird zumindest durch die Lo¨sbarkeit
von 2-Personen-Nullsummenspielen bei imperfekter Information in polynomi-
eller Zeit begru¨ndet.
3.1.4 GDL
Fu¨r die Entwicklung einer kompakten Spielbeschreibungssprache gibt es in
der Ku¨nstlichen Intelligenz noch ein weiteres Motiv, als die die bei Gala aufge-
listet wurden. In einer Reihe von Arbeiten [Pel92, Pel96] wurde zum ersten
Mal ein entscheidendes Problem suboptimaler Heuristiken erwa¨hnt. Dieses
Problem d.h. der Ursprung fu¨r das Motiv ist deren Spezialisierung auf ein
bestimmtes Spiel. Ein Programm, das z.B. Schach gut spielen kann, ist nicht
verwendbar fu¨r z.B. Dame, obwohl beide Spiele strukturell sehr a¨hnlich sind.
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Abbildung 3.5: Veranschaulichung der Art undWeise, wie eine generelle Spiel-
beschreibungssprache (rechts) eine starke Spezialisierung von Heuristiken auf
bestimmte Spiele (links) verhindern soll [Pel96].
Auch die Konzepte, die einem solchen Programm zu Grunde liegen, ko¨nnen
in etwas anderen Spielen meistens weniger sinnvoll sein. Solche Konzepte
sind z.B. spezielle Lernverfahren, Plannungsalgorithmen und Approximati-
onsfunktionen. Die Abb.3.5 dru¨ckt dieses Problem graphisch aus. Wenn ein
Forscher (das la¨chelnde Ma¨nnchen links) aus der Ku¨nstlichen Intelligenz ein
Programm zu einem bestimmten Spiel entwickelt, werden die Kenntnis der
Spielregeln sowie das spezielle Wissen u¨ber das Spiel beim Anstreben ho¨chster
Effizienz ausgenutzt. Dadurch sinkt der Wiederverwendungsgrad der Ergeb-
nisse.
Die vorgeschlagene Lo¨sung fu¨r dieses Problem ist das Entwickeln ei-
ner Heuristik fu¨r eine Klasse von Spielen. Der zu entwickelnde Metaspieler
(Metagamer) muss in der Lage sein, jedes Spiel aus dieser Klasse zu lo¨sen.
Das bedeutet, dass die konkreten Spielregeln in irgendeiner Form vor dem
Spiel dem Metaspieler mitgeteilt werden mu¨ssen – wohlbemerkt dem Spieler
und nicht dem Programmierer. Diese Form ist eine Spielbeschreibung in einer
speziellen Spielbeschreibungssprache. Der chronologisch erste Vorschlag einer
solchen Sprache basiert auf imperativem Pseudocode [Pel92]. Leider nimmt
der erste Ansatz keinen Bezug auf die Spieltheorie. Bei der ersten Sprache
wird der Terminus
”
schach-a¨hnlich“ d.h. das Akronym SCL benutzt, um de-
ren Ma¨chtigkeit zu beschreiben. Die korrekte Bezeichnung heißt extensive
symmetrische 2-Personen-Nullsummenspiele bei perfekter Information und
ohne Zu¨ge der Natur. Diese Sprache ist zu speziell fu¨r den weiteren Verlauf
und wird nicht weiter betrachtet. Der zweite Ansatz [GLP05, gdl09] ist lo-
49
KAPITEL 3. VERWANDTE ARBEITEN
6 5 4 3 2








s1 s2 s3 s4 s5 s6 s7
s8 s9 s10 s11 s12 s13 s14
g(s7, Alice) = 100
g(s7, Bob) = 0
g(s14, Alice) = 0
g(s14, Bob) = 100
Abbildung 3.6: Nim mit 7 Streichho¨lzern, dargestellt als GDL-Spielmodell.
gikbasiert, hat jedoch keinen Bezug zu Gala. Die zweite Sprache heißt GDL
und ist erheblich ma¨chtiger. Sie kann alle extensiven n-Personen-Spiele ohne
Natur bei perfekter Information und eine Untermenge bei imperfekter Infor-
mation beschreiben - imperfekte Information beschra¨nkt sich bei GDL auf
simultane Zu¨ge.
Ein extensives Spiel bei perfekter Information wird fu¨r GDL als ein end-
licher gerichteter Graph modelliert. Jeder Knoten dieses Graphen ist ein Zu-
stand im Spiel. Dieses Modell kann man auch als einen endlichen Automaten
bezeichnen. Das Spielmodell fu¨r GDL besteht aus folgenden Elementen:
S eine endliche Menge von Zusta¨nden
r1, . . . , rn eine endliche Menge von n ∈ N Rollen bzw. Spielern
I1, . . . , In endliche Mengen von Zu¨gen fu¨r jeden Spieler
l1, . . . , ln Mengen von legalen Zu¨gen fu¨r jeden Spieler in jedem Zustand, wo
li ⊆ Ii × S
ν : I1 × . . .× In × S → S eine Menge von Zustandsu¨berga¨ngen
s1 ∈ S ein Startzustand
g : Nn1 × S → N
100
0 eine Auszahlungsfunktion fu¨r jeden Spieler in jedem Zu-
stand
t ⊂ S eine Menge von Endzusta¨nden
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Abb.3.6 zeigt das GDL-Spielmodell fu¨r das Spiel Nim, das schon im vorigen
Abschnitt beschrieben wurde. Die Kreise sind die unterscheidbaren Zusta¨n-
de. Ein Zustand wird durch die Zahl der noch verbleibenden Streichho¨lzer
(Zahlen in den Kreisen) sowie durch den Spieler (obere fu¨r Alice, untere fu¨r
Bob), der in diesem Zustand am Zug ist, definiert. Der Startzustand ist s1. s7
und s14 sind Endzusta¨nde. Jede Kante ist als eine Kombination von simulta-
nen Zu¨gen der beiden Spieler definiert (getrennt mit |). Die Zahlen 1 bis 3 an
den aus dem Startzustand ausgehenden Kanten dru¨cken die entnommenen
Mengen an Streichho¨lzern aus. noop bedeutet kein Zug. An allen anderen
Kanten sind die Zu¨ge zur Einfachheit ausgelassen. Bei GDL sind nur ganz-
zahlige Auszahlungen zwischen 0 und 100 mo¨glich. 100 bedeutet, dass das
Ziel vollsta¨ndig erreicht wurde. Bei Nim heißt das, dass ein Spieler gewonnen
hat. 0 bedeutet das Gegenteil.
Nim ist ein Spiel bei perfekter Information und eignet sich dafu¨r GDL
mit der Gala-Sprache beispielhaft zu vergleichen. Allgemeine Spiele bei im-
perfekter Information wie z.B. Poker (Abb.2.4) lassen sich mit dem GDL-
Spielmodell nicht ausdru¨cken, weil Spieler nur innerhalb der simultanen Zu¨-
ge u¨ber die Zu¨ge anderer Spieler nicht informiert sind. Die Natur la¨sst sich
einbringen, indem man einen zufa¨llig entscheidenden Spieler einbindet, das
heißt aber nicht, dass das jetzige GDL-Spielmodell Beschreibungsmo¨glichkei-
ten fu¨r die Verteilungen u¨ber die Zufallszu¨ge beinhaltet.
Die Zusta¨nde im GDL-Spielmodell sind nicht atomar, sondern sie beste-
hen aus Einzelteilen, die unabha¨ngig von einander vera¨ndert werden ko¨n-
nen. Die Vera¨nderungen an den Einzelteilen ko¨nnen bei mehreren Zustands-
u¨berga¨ngen identisch sein. Dadurch kann man mehrere Zustandsu¨berga¨n-
ge mit einer einzigen Regel zusammenfassen. Nach den Autoren kann man
sich einen Zustand als eine Datenbank vorstellen. GDL beschreibt die Struk-
tur dieser Datenbank sowie deren Vera¨nderungen abha¨ngig von den Zu¨gen
der Spieler. Der Aufbau der GDL ist von einer Untermenge von Prolog
datalog¬ abgeleitet [LHH+08]. datalog¬ ist datalog plus Negation. Datalog-
Sprachen werden in den deduktiven Datenbanken verwendet [KE06]. Der Un-
terschied von datalog zu Prolog ist die Entscheidbarkeit des Terminierungs-
problems, die durch das Verbot von zusammengesetzten Termen und Funk-
tionen sowie Stratifikation bezu¨glich Rekursion und Negation erreicht wird
[DEGV97]. Dennoch kann der zeitliche Aufwand der Datalog-Programme ex-
ponentiell zur Gro¨ße der Datenbank sein. GDL ist zwar eine Modifikation von
datalog¬, bleibt aber trotzdem eine Untermenge von Prolog. Im Unterschied
zu datalog¬ sind Funktionen sowie die Relation distinct bei GDL erlaubt. Da
die Rekursion in datalog¬ begrenzt ist, sind die Spiele endlich. Die bei GDL
verwendete Syntax ist KIF [Gen09] in Prefix-Notation.
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GDL benutzt die Operatoren role, init, true, does, next, legal, goal, termi-
nal und ist definiert [ST09] als:
Term ist entweder eine Konstante oder eine Variable (mit Prefix ?) oder eine
Funktion bzw. eine Relation f angewandt auf eine Menge von Termen
(f t1 . . . tn).
Atom ist eine Relation r angewandt auf eine Menge Termen (r t1 . . . tn).
(distinct t1 t2) ist nur dann wahr, wenn die Terme t1 und t2 syntaktisch
unterschiedlich sind.
Literal ist entweder ein Atom a oder ein negiertes Atom (not a).
Regel ist (⇐ a l1 . . . ln), wobei a ein Atom ist, li Literale sind und die
Implikation
∧n
i=1 li ⇒ a gilt. Der Ausdruck
∧n
i=1 li ist der Regelrumpf
fu¨r den Regelkopf a.
(role p) : Die Konstante p ist ein Spieler. Dieser Ausdruck taucht nie inner-
halb eines Literals d.h. auch nie in einer Regel auf.
(init a) : Das Atom a gilt im Startzustand. Dieser Ausdruck taucht nur im
Regelkopf auf, bei dem der Regelrumpf keine Ausdru¨cke mit true, does,
next, legal, goal oder terminal beinhaltet.
(true a) : Das Atom a gilt im aktuellen Zustand.
(does p a) : Das Atom a ist der Zug des Spielers p im aktuellen Zustand.
Die Ausdru¨cke mit true und does tauchen nur im Regelrumpf auf.
(⇐ (next a) l1 . . . ln) : Das Atom a gilt im na¨chsten Zustand, falls die
Konjunktion der Literale li gilt. next gibt es nur im Regelkopf.
(⇐ (legal p a) l1 . . . ln) : Das Atom a ist ein legaler Zug des Spielers p
im aktuellen Zustand, falls die Konjunktion der Literale li gilt.
(⇐ (goal p m) l1 . . . ln) : Der Spieler p bekommt im aktuellen Zustand
die Auszahlung m, falls die Konjunktion der Literale li gilt.
(⇐ terminal l1 . . . ln) : Der aktuellen Zustand ist ein Endzustand, falls
die Konjunktion der Literale li gilt.
Abb.3.7 zeigt die Beschreibung des Spiels Nim in GDL. Mit role werden die
beiden Spieler, Alice und Bob, definiert. Dann ist die Zahl der Streichho¨l-
zer im Pott mit (amount 7) angegeben und Alice ist am Zug. Die beiden
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(role alice) (role bob)
(init (amount 7)) (init (control alice))
(<= (next (amount ?xm))
(true (control ?p))
(does ?p (take ?matches))
(true (amount ?x))
(- ?x ?matches ?xm))
(<= (next (control ?p)) (role ?p) (not (true (control ?b))))
(possible 1) (possible 2) (possible 3)




(not (> ?matches ?y)))
(<= (legal ?p noop) (role ?p) (not (true (control ?b))))
(<= (goal ?p 100) (true (amount 0)) (true (control ?p)))
(<= (goal ?p 0) (true (amount 0)) (not (true (control ?p))) )
(<= terminal (true (amount 0)))
Abbildung 3.7: Beschreibung des Spiels Nim in GDL. In dieser Beschreibung




>“ als z.B. (− 5 2 3) und (> 5 3).
Spieler sind abwechseln dran, was durch die Regeln mit control ausgedru¨ckt
wird. In der jetzigen Definition hat GDL keine vordefinierten arithmetischen
Relationen und Funktionen. Diese mu¨ssen zur Zeit in der Spielbeschreibung
enthalten sein. Mit possible sind mo¨gliche Zu¨ge angegeben. Die Auszahlungen
im Endzustand sind mit goal definiert. Ein Beweis dafu¨r, dass jedes GDL-




Es werden hier einige neue Begriffe wie z.B. Spielinfrastruktur eingefu¨hrt,
um die verwandten Arbeiten im Bereich der Spielverwaltung genauer ein-
zuordnen. Als eine Spielinfrastruktur (Abb.3.8) werden hier alle Teile ei-
ner Spielimplementation außer der spiello¨senden Algorithmen bezeichnet. Die
Spielimplementation ist wiederum die Menge realer Umsta¨nde einer strate-
gischen Interaktion, die zwar wahlweise mit menschlichen Spielern dennoch
innerhalb eines Computersystems stattfindet. Die menschlichen Spieler sind
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Spielverwaltung Spiello¨sende
Algorithmen
Schnittstellen und sonstige Algorithmen
Spielinfrastruktur
Abbildung 3.8: Teile einer Spielimplementation. Die spiello¨sende Algorithmen
ko¨nnen durch menschliche Spieler ausgetauscht werden.
dabei die einzigen mo¨glichen natu¨rlichen Komponenten einer Spielimplemen-
tation. Es gibt verschiedene Mo¨glichkeiten, eine Spielinfrastruktur zu kon-
struieren. Zu einer Spielinfrastruktur geho¨rt vor allem eine Spielverwaltung.
Als eine Spielverwaltung wird hier der Teil einer Spielimplementation bezeich-
net, der fu¨r die Repra¨sentation der Spielregeln d.h. fu¨r das Empfangen der
Spielerzu¨ge, die konformen Zustandsu¨berga¨nge sowie deren Vero¨ffentlichung
zusta¨ndig ist. Außer einer Spielverwaltung geho¨ren Teile wie z.B. Benutzer-
schnittstellen zu einer Spielinfrastruktur.
Es ist bisher keine Arbeit zur U¨bersicht der mo¨glichen Konstruktionsar-
ten einer Spielverwaltung fu¨r wissenschaftliche Zwecke bekannt. Das Gleiche
gilt folglich auch bei Spielinfrastrukturen. In der auf Spiele bzw. strategische
Interaktionen bezogenen wissenschaftlichen Literatur tauchen hauptsa¨chlich
zwei klassische Grundtypen auf. Der erste Typ ist eine monolithische Imple-
mentation. Die gesamte Implementation ist dabei ein einziges Programm, das
nur auf einem Computer ausgefu¨hrt werden kann. Diese Art der Implementa-
tion ist weit verbreitet. Sie wurde in einigen wissenschaftlichen Programmier-
wettbewerben verwendet [Pre94, Bil99, usw.]. Die spiello¨senden Algorithmen
der Teilnehmer wurden als Bibliotheken in das Gesamtprogramm zur Evalua-
tion eingebunden. Das Interagieren mehrerer menschlicher Spieler zusa¨tzlich
zu den ku¨nstlichen Spielern bei einer monolithischen Implementation ist nur
u¨ber Hot-Seat oder spezielle Hardware wie Spielkonsolen mo¨glich.
Die zweite Mo¨glichkeit ist ein Client-Server-Modell [CDK05]. Client-Ser-
ver-Architekturen werden meist bei Implementationen angewendet, in denen
mehrere Menschen miteinander interagieren sollen [GP07a, ELLT09, z.B.]
und wo dieses mit monolithischen Implementationen umsta¨ndlich ist. Ser-
ver und Clients ko¨nnen auf verschiedenen Computern ausgefu¨hrt werden.
Der Server beinhaltet dabei die Spielverwaltung und die Clients stehen fu¨r
die einzelnen Spieler. Die Spielregeln bestimmen die Form des zugeho¨rigen
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Netzwerkkommunikationprotokolls zwischen dem Server und den Clients und
die Clients mu¨ssen sich zu diesem Protokoll konform verhalten. Die Clients
ko¨nnen entweder ku¨nstlich oder Schnittstellen zu menschlichen Spielern sein.
Schnittstellen zu menschlichen Spielern ko¨nnen auch als Proxy-Agenten be-
zeichnet werden [GP07a]. Ein spielverwaltender Server wird als Gameserver
bezeichnet. Zusa¨tzlich kann es den Clients erlaubt sein, miteinander nach
dem Peer-to-Peer-Prinzip ohne die zentrale Spielverwaltung zu kommunizie-
ren.
Wie man es schon vermuten kann, la¨sst sich eine Spielbeschreibungsspra-
che mit einer Client-Server-Architektur kombinieren. Speziell bei den univer-
selleren Spielinfrastrukturen, die ausschließlich fu¨r das Durchfu¨hren diverser
verhaltensspieltheoretischer Experimente mit Menschen verwendet werden,
la¨sst sich in den letzten Jahrzehnten ein Trend in diese Richtung erkennen
[GP07b]. Die erste Generation solcher Software wie z.B. RatImage [AS95] und
TEEC [GP07b] sind Bibliotheken, die das Programmieren von Systemen fu¨r
konkrete Experimente erleichtern. Die zweite Generation bietet die Mo¨glich-
keit an, Spiele fu¨r die Spielverwaltung sowie fu¨r die Benutzer in speziellen
Sprachen zu definieren. Dazu geho¨ren ComLabGames [KMPZ04] und z-Tree
[Fis07]. z-Tree wird am ha¨ufigsten verwendet [Ga¨09]. ComLabGames basiert
auf Spielbeschreibungen in extensiver bzw. Normalform. Spielbeschreibungen
in ComLabGames lassen sich a¨hnlich wie bei GAMBIT graphisch editieren.
Die Spielverwaltung bei z-Tree verwendet eine Datenbank, in der die rele-
vanten Informationen gespeichert werden. Die spielbedingten Vera¨nderungen
der Datenbank sowie der Benutzerschnittstellen werden bei z-Tree in einer
einfacheren imperativen Programmiersprache definiert. Diese spezielle Pro-
grammiersprache ist nicht auf ihre Eigenschaften hin untersucht worden.
Bisher ist nur GDL fu¨r die Verwendung einer formal definierten Spielbe-
schreibungssprache in einer Client-Server-Spielinfrastuktur bekannt [gdl09].
Die Spielverwaltung ist als ein Gameserver implementiert, dessen Verhalten
von der Spielbeschreibung in GDL abha¨ngt. Dadurch kann das Netzwerk-
kommunikationprotokoll der GDL-Spielverwaltung spielunabha¨ngig definiert
werden. Die Kommunikation mit den Spielern besteht aus zwei Phasen. In
der ersten Phase bekommen die Spieler die Spielbeschreibung und es wird
eine gewisse fu¨r die Spieler bekannte Zeitspanne startclock gewartet, bis je-
der Spieler seinen ersten Zug versendet. Falls die Zu¨ge vor dem Ablauf dieser
Zeitspanne da sind, wird der na¨chste Zustand von des Spiels berechnet und
samt aller gemachten Zu¨ge den Spielern zugesandt. Falls einer der Spieler es
verpasst, seinen Zug zu versenden, oder einen illegalen Zug versendet, wird
fu¨r ihn ein zufa¨lliger legaler Zug ausgewa¨hlt. In der zweiten Phase passiert
das gleiche mit allen weiteren Zu¨gen bis zu einem Endzustand nur mit einer
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anderen Zeitspanne playclock. Die Spieler bekommen spa¨testens nach dem
Ablauf von playclock wie in der ersten Phase den neuen Zustand und die
gemachten Zu¨ge zugesandt. Bei einem Endzustand wird das Spiel beendet.
Die Spieler werden u¨ber das Ende des Spiels benachrichtigt.
Der Nachteil der Client-Server-Implementation gegenu¨ber der monoli-
thischen besteht darin, dass die Netzwerkkommunikation zusa¨tzlichen Auf-
wand in Anspruch nimmt. Vorteilig ist der Fakt, dass bei Client-Server-
Implementationen Ressourcen mehrerer Computer genutzt werden ko¨nnen,
was die Ausfu¨hrung beschleunigen kann. Im na¨chsten Abschnitt wird eine
weitere Mo¨glichkeit der Implementation und zwar als ein Multiagentensys-
tem besprochen.
3.2.2 ACE-Modell
Tabelle 3.1: Agententypen des ACE-Modells.
Typ Ta¨tigkeit
World Daten u¨ber andere Agenten, Allgemeine Umgebung,
Eigentumsverha¨ltnisse, Absprachen,
Insolvenzverwaltung, Aufzeichnnung von Ereignissen
Market Registrierung der Nachfrage, Preisentwicklung,
Abwicklung des Handels
Firm Auswahl und Herstellung des Angebots, Verkauf,
Maximierung des Profits
Consumer Feststellung des Bedarfs, Preisvergleich,
Kauf, Maximierung des Nutzens
Das ACE-Modell [Tes06] ist ein Konzept zum Aufbau einer Wirtschafts-
simulation mit Hilfe eines Multiagentensystems. Die Motivation dahinter ist
wirtschaftliche Interaktionen sowie deren Entwicklung mit Hilfe der Simula-
tion vorherzusagen.
Das Modell besteht aus vier Typen von Agenten – World, Market, Firm
und Consumer (Abb.3.1). Agenten vom Typ World bzw. Market stellen die
Verwaltung der Simulation dar. Agenten vom Typ Firm repra¨sentieren einzel-
ne Firmen, die ihrerseits aus mehreren Agenten (Manager, Angestellte usw.)
bestehen ko¨nnen und miteinander im Konkurrenzkampf stehen. Das Ziel einer
Firma ist die Differenz zwischen Verkaufserlo¨s und Produktionskosten d.h.
den Profit zu maximieren. Dieses Ziel kann eine Firma durch Beobachtung
des Markts und eine sinnvolle Auswahl des Angebots erreichen. Die Agenten
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vom Typ Consumer sind die Verbraucher und haben als Ziel die Produkte
der Firmen mit mo¨glichst hohen individuellen Nutzen zu mo¨glichst niedrigen
Preisen zu erwerben. Firmen und Verbraucher befinden sich offensichtlich in
einer strategischen Interaktion miteinander.
Das ACE-Modell ist ein weiter entwickeltes Konzept einer Spielimple-
mentation als die im vorigen Kapitel erwa¨hnte Beispiele. Auf die Vorteile
der Nutzung von Multiagentensystemen in Spielimplementationen wird im
Kapitel 5 eingegangen.
3.3 Modelle Menschlicher Spieler
3.3.1 Kognitive Architekturen

















Eine kognitive Architektur ist ein Systemaufbau, der menschliches Den-
ken und Entscheiden simuliert [GPY05]. Der Begriff
”
Architektur“ ist eine in
der Psychologie verbreitete Bezeichnung fu¨r ein Computersystem bzw. Pro-
gramm, bei dem nicht nur das Verhalten sondern auch die internen Vorga¨nge
von Bedeutung sind. Der Stil der hier folgenden Zusammenfassung ist stark
an die urspru¨nglichen Quellen aus der Psychologie angelehnt und kann Leser
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anderer Disziplinen irritieren.
Kognitive Architekturen unterscheiden sich von anderen Systemen durch
die aus den psychologischen Theorien hergeleiteten Rahmenbedingungen fu¨r
den Aufbau [New90]. Diese Rahmenbedingungen beschra¨nken einerseits die
Mo¨glichkeiten, andererseits sind sie dazu bestimmt simuliertes Denken den
menschlichen Realita¨ten a¨hnlicher zu machen. Gleichzeitig werden die Be-
schreibungsmo¨glichkeiten standardisiert, was den Vergleich der Modelle ver-
einfacht. Kognitive Architekturen sind dadurch fu¨r das Definieren menschli-
chen strategischen Verhaltens eine plausible Grundlage.
Tab.3.2 zeigt eine Liste einiger bisher entwickelter kognitiver Architektu-
ren. Es existieren viele Arbeiten [Sun06a], wo die kognitiven Architekturen
fu¨r Interaktionen zwischen Menschen verwendet wurden, in denen Koope-
ration, Koordination und Kommunikation im Fokus standen. Fu¨r das Mo-
dellieren menschlicher Interaktionen im in dieser Arbeit definierten Sinne
wurden bisher nur ACT-R und Soar verwendet [RW98]. Eine Ero¨rterung der
Vorteile und Nachteile einzelner Architekturen fu¨r Verhaltensdefinitionen in
strategischen Interaktionen wu¨rde den in dieser Arbeit dafu¨r vorgesehenen
Rahmen u¨bersteigen. Daher wird hier nur auf ACT-R eingegangen, da die
Verwendung von Soar fu¨r strategisches Verhalten zum heutigen Zeitpunkt
nicht weiter verfolgt wurde.
ACT-R (Version 6.0) [TLA06] besteht aus zwei Ebenen – aus der sym-
Tabelle 3.3: Module von ACT-R.
Modul zu deutsch Hirnregion
Productions Produktionssystem Basalganglien
Goal buffer Zielpuffer Dorsolateraler
pra¨frontaler Cortex
Manual buffer Aktionspuffer Motorcortex
Visual buffer Wahrnehmungspuffer Parietallappen
Retrieval buffer Suchpuffer Ventrolateraler
pra¨frontaler Cortex
Declarative module Deklaratives Modul Schla¨fe/Hippocampus
bolischen und der subsymbolischen. Auf der symbolischen Ebene wird die
menschliche Informationsverarbeitung als ein Gebilde aus parallel und asyn-
chron arbeitenden Modulen (Tab.3.3) simuliert. Zu jedem Modul ist eine
Hirnregion zugeordnet. Das zentrale Modul ist dabei das Produktionssystem.
Das Produktionsystem ist ein Speicher mit
”
WENN-DANN“-Regeln fu¨r die
Manipulation anderer Module. Weitere fu¨nf Module sind Zielpuffer, Aktions-
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puffer, Wahrnehmungspuffer, Suchpuffer und sowie das deklarative Modul,
das das Geda¨chtnis darstellt. Das deklarative Modul ist ein Speicher mit
sogenannten Chunks. Ein Chunk [Mil56] ist eine unabha¨ngige Informations-
einheit wie z.B. eine Zahl, ein Wort oder ein Bild.
Die Puffer ko¨nnen jeweils nur eine erheblich kleinere Anzahl von Chunks
als das deklarative Modul beinhalten. Der Zielpuffer beinhaltet Ziele, der Ak-
tionspuffer aktuelle Aktionen und der Wahrnehmungspuffer aktuelle Wahr-
nehmungen. Der Suchpuffer beinhaltet Chunks aus dem deklarativen Modul.
Der
”
WENN“-Teil einer Regel beinhaltet eine Abfrage der Zusta¨nde der Puf-
fer und der
”
DANN“-Teil die no¨tigen Vera¨nderungen an den Chunks in den
Puffern bzw. das Suchen und Laden eines Chunks aus dem deklarativen Mo-
dul in den Suchpuffer.
Das
”
R“ in ACT-R steht fu¨r den Ansatz der sog.
”
rationalen Analyse“ bei
der Definition der subsymbolischen Ebene – Regeln mit einer ho¨heren erwar-
teten Auszahlung werden bevorzugt ausgefu¨hrt und im deklarativen Modul
ko¨nnen nur nu¨tzliche Chunks gefunden werden. Die subsymbolische Ebene
besteht aus einer Menge von nichtlinearen Funktionen, die die Vorga¨nge in
der symbolischen Ebene bestimmen. Diese Funktionen sind daran orientiert,
den neuronalen Netzwerken a¨hnliche Charakteristiken fu¨r das System zu er-
halten.
Die Auszahlung einer Regel i ist definiert als U(i) = Ps(i)G − C(i). Ps
ist die Erfolgswahrscheinlichkeit d.h. der Anteil der Erfolge unter den unter-
nommenen Versuchen. G ist die Gewichtung des zu erreichenden Ziel und
C(i) ist der Aufwand d.h. die zeitlichen Kosten fu¨r die Ausfu¨hrung der Re-
gel. Die Wahrscheinlichkeit fu¨r die Auswahl einer Regel i ist durch die Gl.3.5
gegeben, wobei der
”
WENN“-Teil fu¨r i und alle j erfu¨llbar sein muss. u ist
ein Parameter, der fu¨r gewo¨hnlich auf 0.5 gesetzt wird.













j ), der seine Nu¨tzlichkeit definiert. tj ist die vergangene Zeit
seit der Chunk i zum j-ten Mal zum Laden in den Suchpuffer gesucht wurde.
d ist ein Parameter, der fu¨r gewo¨hnlich auf 0.5 gesetzt wird. Der aktuelle
Aktivierungspegel ist A(i) = B(i) +
∑
jWjSji. Sji ist die A¨hnlichkeit zwi-
schen dem gesuchten Muster und dem vorhandenen Chunk i bezu¨glich des
Elements j. W ist eine Gewichtung der Elemente eines Chunks. Die Wahr-
scheinlichkeit, dass ein Chunk zu einem gesuchten Muster gefunden und ge-
laden wird, ist das Ergebnis der Gl.3.6, wo s normalerweise auf 0.4 gesetzt
wird. τ ist ein Grenzwert, den der Aktivierungspegel u¨bersteigen muss, da-
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Abbildung 3.9: Das Lag-Modell [WLB06]. lag1 ist der letzte Zug des Gegners.
lag2 ist der vorletzte und lag3 der vorvorletzte. Auf der linken Seite ist der
aktuelle Zug des Spielers.
mit der Chunk gefunden und geladen werden kann. Die Zeitspanne, bis der
Chunk i in den Suchpuffer geladen wird ist definiert als Ti = Fe
−Ai . Falls
der aktuelle Aktivierungspegel mehrerer Chunks den Grenzwert τ u¨bersteigt,
wird der tatsa¨chlich zu ladende Chunk i unter den anderen Chunks k mit der
Wahrscheinlichkeit aus der Gl.3.7 ausgelost.













Die beschriebenen subsymbolischen Zusammenha¨nge und Werte der Pa-
rameter sind aus den Daten vieler psychologischer Experimenten hergeleitet
worden. Implementiert wurde ACT-R in der funktionalen Programmierspra-
che LISP.
Fu¨r wiederholte Nullsummenspiele mit einem Gleichgewicht in gemisch-
ten Strategien gibt es das Lag-Modell [WL01], das in ACT-R u¨bertragen wer-
den konnte [WLB06]. Es ist nicht das einzige Model – es existieren andere
Modelle auch aus anderen Disziplinen [SW94, RP95, ER98, ERSB02, EE07,
HCC07, MW08] fu¨r diese Art von Spielen. Es gibt dennoch kein eindeutig
Beste unter diesen Modellen, welches die Realita¨t menschlichen Verhaltens
optimal abbildet. Auch die Definition eines Nachweises fu¨r die Realita¨tsna¨he
eines Modells unterscheidet sich je nach Quelle. In [WL01] ist angegeben, wie
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bei anderen Modellen, dass Nachweise fu¨r die Realita¨tsna¨he des Lag-Modells
erbracht wurden. Dadurch steht fest, dass in ACT-R realistische Modelle
menschlichen strategischen Verhaltens konstruiert werden ko¨nnen.
Fu¨r das Lag-Modell wurden Experimente mit dem Spiel
”
Papier, Stein,
Schere“ zwischen Menschen und Maschinen sowie auch zwischen nur Maschi-
nen durchgefu¨hrt [WL01]. Der Aufbau des Modells ist in Abb.3.9 abgebildet.
Man geht davon aus, dass jeder Spieler nach Regelma¨ßigkeiten im Verhalten
des anderen Spielers Ausschau ha¨lt, denn falls es tatsa¨chlich Regelma¨ßigkei-
ten in Sequenzen gibt, ko¨nnen Menschen diese relativ gut erkennen [WL01].
Dadurch ha¨ngt der aktuelle Zug eines menschlichen Spielers von den letzten
Zu¨gen des Gegners ab. Diese Abha¨ngigkeit ist in Form eines einschichtigen
neuronalen Netzes in Abb.3.9 ausgedru¨ckt, wo jeder mo¨gliche vorhergehende
Zug mit jedem mo¨glichen aktuellen Zug u¨ber eine gewichtete Kante verbun-
den ist. Der auszuwa¨hlende Zug ist der Zug mit der gewichteten Summe der
vorhergehenden Zu¨ge. Bei Gleichheit mehrerer ho¨chster Summen wird zufa¨l-
lig fu¨r einen Zug entschieden. Die Gewichtungen sind dynamisch und sind am
Anfang 0. Beim korrekten Raten des gegen den na¨chsten Zug des Gegners
gewinnenden Zuges, werden die zusta¨ndigen Gewichte um 1 erho¨ht. Falls der
geratene Zug ein Unentschieden produziert, werden die zusta¨ndige Gewichte
entweder unvera¨ndert gelassen oder wie bei Niederlage um −1 (der
”
aggres-
sive“ Fall) reduziert. Ein Lagn-Modell ist Lag-Modell mit nur lag1 bis lagn
vorhergehenden Zu¨gen.
Die Evaluationen und Experimente mit dem Lag-Modell zeigten nicht
nur, dass die so ku¨nstlich produzierten Sequenzen den der Menschen a¨hneln,
sondern das diese Sequenzen auch vorhersagt werden ko¨nnen. Das aggressi-
ve Lag2-Modell erreicht durch die Fa¨higkeit der Vorhersage im Durchschnitt
einen statistisch signifikanten Sieg gegen die Menschen [WL01]. Leider ließ
sich dieser Erfolg bei einem vera¨nderten Spiel
”
Rock= 2“ nicht wiederho-
len [RTW04]. In diesem Spiel wurde die Auszahlung beim Gewinn mit Stein
verdoppelt. Das U¨bertragen des Lag-Modells in ACT-R funktioniert durch
Speicherung der einzelnen beobachteten Sequenzen des Gegners als Chunks
im deklarativen Modul. Je o¨fter eine Sequenz beobachtet wird, um so ho¨her
ist der Basisaktivierungspegel. Die Gesamtheit dieser Pegel kodiert auf diese
Weise die Gewichte im Lag-Modell.
3.3.2 Bayesnetze
Die Spielbeschreibungssprache MAID (Abschnitt 3.1.2) wurde in mehreren
Arbeiten [GP03, GP07a, z.B.] dazu genutzt, das Verhalten eines Agenten in
Abha¨ngigkeit von Spielregeln zu beschreiben. Auch menschliches Verhalten
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wurde mit Hilfe MAID-basierter Ansa¨tze modelliert. Diese Modelle basieren
aber nicht auf psychologischen Theorien menschlicher Informationsverarbei-
tung wie im vorigen Abschnitt.
Der Formalismus NID [GP03, GP08] ist eine der Mo¨glichkeiten zur Nut-
zung von MAID. Bei NID kann jeder der beteiligten Agenten seine eigene
Vorstellung u¨ber das Spiel entwickeln. Ein NID ist ein gerichteter Graph,
der einer Kripke-Struktur (Abschnitt 2.3.1) wie der a¨ltere Vorga¨nger RMM
[GD92] a¨hnlich ist. Die A¨hnlichkeit zu RMM wird bei NID aber nicht er-
wa¨hnt. Jeder Knoten von NID beinhaltet ein MAID und die Kanten sind
mit Namen der Agenten und einer Wahrscheinlichkeit gekennzeichnet. Der
Unterschied zu RMM liegt darin, dass MAID statt Normalform verwendet
wurde. Die Wahrscheinlichkeit an einer NID-Kante ist der Grad des
”
Fu¨r-
mo¨glich-Haltens“. Es gibt einen Hauptknoten Top-level entsprechend dem
Referenzknoten in einer Kripke-Struktur (Def.10), der die tatsa¨chliche Spiel-
beschreibung beinhaltet. Reflexive Kanten gibt es nicht. Ein NID kann ge-
nauso wie eine Kripke-Struktur zyklisch sein.
Um Gleichgewichte fu¨r ein als NID dargestelltes Spiel zu finden, muss
man es in MAID umwandeln und fu¨r das so entstandene MAID die Gleich-
gewichte berechnen. Es wurde bewiesen, dass ein NID ob zyklisch oder nicht
in ein MAID (d.h. zyklenfrei) umgewandelt werden kann [GP08]. Die Haupt-
motivation von NID besteht dennoch nicht darin, es als eine weitere Spiel-
beschreibungssprache zu nutzen, sondern um damit suboptimales bzw. irra-
tionales strategisches Schlussfolgern und Verhalten beschreiben zu ko¨nnen.
Praktisch benutzt wurde dieser Formalismus bisher fu¨r eine dem Iocaine Pow-




Ein in MAID (ohne NID) ausgedru¨cktes Modell menschlicher Spieler
wurde fu¨r eine Version des Spiels Colored-Trails entwickelt [GP07a]. Bei die-
sem Spiel handelt es sich um ein Brettspiel mit Spielern Alice und Bob mit
je einer Spielfigur. Das Spielbrett ist 4×4 groß. Jedes Feld ist unterschiedlich
gefa¨rbt und es gibt ein Zielfeld. Jeder Spieler bekommt zu Beginn einer Runde
4 zufa¨llige farbige Marken und seine Spielfigur auf einem zufa¨lligen Feld. Mit
Hilfe der Marken kann die Spielfigur dem Ziel na¨her gebracht werden, indem
die nach der Manhattan-Metrik begangenen Felder mit den Feldern gleich
gefa¨rbten Marken bezahlt werden. Je na¨her die Spielfigur dem Ziel ist, um
so gro¨ßer ist die Auszahlung des jeweiligen Spielers. Eine Runde des Spiels
besteht aus einer Tauschmo¨glichkeit fu¨r die Marken und dem anschließenden
Bewegen der Spielfiguren. Es werden mehrere Runden in Folge gespielt. Die
Sequenz der Runden wird an einer zufa¨lligen Stelle abgebrochen. Alice darf
in ungeraden Runden ein einziges Tauschangebot vorschlagen und Bob kann
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Abbildung 3.10: MAID-Modell der Gegenseitigkeit fu¨r drei Runden in
Colored-Trails [GP07a]. Die Darstellungsform ist wie bei Abb.3.2. e ist der
Entscheidungsknoten eines vorschlagenden Agenten (proposer) und r eines
Antwortenden (Responder). t ist der Typ eines Agenten. Die Nummer der
Runde wird durch Indizes ausgedru¨ckt.
dann das Angebot annehmen oder ablehnen. Bei geraden Runden ist es um-
gekehrt.
Dieses Spiel ist ein wiederholtes Ultimatum (Abschnitt 2.3.3), bei dem die
Spieler jede Runde die Rollen tauschen. Einzelne Runden sind von einander
unabha¨ngig. Abb.3.10 zeigt die den Menschen unterstellte Sicht auf das Spiel,
bei der das Spiel vera¨ndert ist. Beide Spieler haben dabei ein gemeinsames
Wissen u¨ber die in Vorrunden n erreichten Verdienste (merits) mn d.h. ein
Paar aus den Verdiensten beider Spieler. Ein Verdienst ist nach Gl.3.8 die
Summe des relativen Grades der Auszahlungsabweichung von einem fairen
Angebot in den Vorrunden. Als ein faires Angebot ist ein Tausch definiert,
der das Produkt der Auszahlungen beider Spieler maximiert.
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Durch das Merken der Verdienste sind die einzelnen Ultimaten aus der
Sicht der Spieler nicht mehr unabha¨ngig von einander. Dies bedeutet, dass
eine Entscheidung nicht nur in der aktuellen Runde eine Auswirkung hat,
sondern auch den weiteren Verlauf des Spiels beeinflusst, da es angenommen
wird das Gegenseitigkeit in diesem Spiel beim menschlichen Verhalten eine
große Rolle spielt.
Um die CPD an den Entscheidungsknoten beider Rollen zu bestimmen,
wurde ein Experiment mit 54 Spielsequenzen unterschiedlicher La¨nge durch-
gefu¨hrt. Die totale Anzahl der Runden aus allen Sequenzen betrugt 287. Die
Probanden wurden entsprechend ihrer Gewinne entscha¨digt.
Es wurden 4 Modelle aufgestellt und evaluiert. Bei den aufgestellten Mo-
dellen maximieren die CPD den sog. sozialen Nutzen (social utility) d.h. eine
gewichtete Summe von bis zu 4 Komponenten: die aktuelle eigene Auszahlung
(1), die aktuelle Auszahlung des Mitspielers (2), den Verdienst des Mitspie-
lers (3) und die erwartete ku¨nftige Auszahlung (4). Die passenden Gewichte
einzelner Komponenten erreichen den ho¨chsten Likelihood auf den Daten.
Maximiert wurde der Likelihood u¨ber den Gradientenabstieg. Die Typen der
Spieler waren unbeobachtet und konnten mit Hilfe einer Variante des EM-
Algorithmus bestimmt werden.
Die vier verglichene Modelle waren die Komponentenmengen {1,2,3},
{1,2,4}, {1,2} und {1,2,3,4}. Den ho¨chsten Likelihood erreichten {1,2,3}
und {1,2,4}. Schlechter schnitten {1,2} und {1,2,3,4} ab. Es wurde jedoch
kein Informationskriterium wie z.B. das von Akaike [Aka71] aufgestellt, um
den Einfluss verschiedener Parameterzahl abzuscha¨tzen. Das dabei bedeu-
tend schlechtere Ergebnis von {1,2} besta¨tigt die Annahme der Gegensei-
tigkeit. Die durchschnittliche Wahrscheinlichkeit einer korrekten Vorhersage
der bina¨ren Entscheidung des Antwortenden war am ho¨chsten fu¨r {1,2,3}
bei 72%. Die durchschnittliche Wahrscheinlichkeit korrekter Vorhersage der
Vorschla¨ge war am ho¨chsten bei {1,2,4} – 51% der von Menschen gemach-
ten Tauschvorschla¨ge lagen unter den oberen 25% der vorhergesagten. Durch






Das Unterkapitel 3.1 gibt eine U¨bersicht der bisher vorhandenen Beschrei-
bungsmo¨glichkeiten von Spielen jenseits der klassischen Formalismen. Die
klassischen Formalismen wie extensive bzw. Normalform sind davor im Un-
terkapitel 2.2 vorgestellt worden. Die klassischen Formalismen erfassen zwar
die Strukturen allgemeiner strategischer Interaktionen d.h. die Spiele, weisen
jedoch zwei Probleme auf.
Die fehlende Mo¨glichkeit zur sparsamen Darstellung ist das erste Pro-
blem der klassischen Spielbeschreibungsformalismen aus der Spieltheorie in
der Anwendung als ein Teil einer interdisziplina¨ren Forschungsinfrastruktur.
Die enorme Gro¨ße der Spielbeschreibung in extensiver Form bei Spielen wie
z.B. Schach macht es unmo¨glich, diesen Formalismus zum Beschreiben von
Spielen in Softwaresystemen zu nutzen. Hierfu¨r wird der Begriff Kompaktheit
pra¨zisiert. Kompaktheit einer Spielbeschreibungssprache ist die Mo¨glichkeit
durch den Einsatz eines Minimums an der spezifischen Gro¨ße der Spielbe-
schreibung ein Spiel zu repra¨sentieren. Die spezifische Gro¨ße kann als Spei-
cherplatzverbrauch oder Kommunikationsaufwand bei U¨bertragung definiert
werden. Die spezifische Gro¨ße einer Spielbeschreibung in einer kompakten
Spielbeschreibungssprache darf nicht die spezifische Gro¨ße der a¨quivalenten
Spielbeschreibung in einem klassischen Formalismus u¨bersteigen und muss
zumindest bei einem Spiel kleiner sein.
Das zweite Problem ist, dass in beiden Formalismen eine fu¨r die Realwelt
typische Charakteristik und zwar die Zeit fehlt. Auf die Zeit in Spielen wird
im Abschnitt 4.2.1 eingegangen, wa¨hrend dieser Abschnitt sich dem ersten
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Abbildung 4.1: Spielbeschreibungssprache als Teil einer interdisziplina¨ren
Forschungsinfrastruktur – eine U¨bersicht zur Motivation. Pfeile bedeuten
U¨bertragungen von Spielbeschreibungen (Menschliche Anwender ko¨nnen
Spielbeschreibungen lesen und erstellen – es ist ein Pfeil in beide Richtungen).
Problem widmet.
Abb.4.1 zeigt eine U¨bersicht zur Motivation einer allgemeinen Spielbe-
schreibungssprache als Teil einer interdisziplina¨ren Forschungsinfrastruktur.
Die Allgemeinheit der Sprache bedeutet hier die Gro¨ße der Klasse der Spie-
le, die in dieser Sprache beschreibbar sind. Bei einer interdisziplina¨ren For-
schungsinfrastruktur ist ein Maximum an Allgemeinheit wie bei den klassi-
schen Formalismen gefordert, um mo¨glichst viele verschiedene Forschungs-
bereiche miteinander zu verbinden. Die zu verbindende Instanzen sind in
vier Gruppen geteilt und durch Rechtecke dargestellt. Diese Instanzen ko¨n-
nen eine Spielbeschreibung akzeptieren (eingehende Pfeile), generieren (aus-
gehende Pfeile) bzw. auf ihr basierend arbeiten (reflexive Pfeile). Die vier
Gruppen sindmenschliche Anwender wie z.B. Spieltheoretiker und Sozio-
logen, spieltheoretische Algorithmen z.B. aus der GAMBIT-Bibliothek,
suboptimale Heuristiken aus der KI und sonstige Algorithmen wie
z.B. Mechanismusentwurf und Spielverwaltung.
Die zusammengetragenen Motive [Tag09f] fu¨r das Entwickeln einer Spiel-
beschreibungssprache ergeben folgende Liste, wobei die ersten sieben Motive
in der Abb.4.1 sinngema¨ß entsprechende Pfeile annotieren:
1. Es ist nicht effizient fu¨r bestimmte Spiele spieltheoretische Lo¨sungsalgo-
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rithmen anzuwenden, die auf deren Beschreibungen in klassischen For-
men arbeiten. Unabha¨ngigkeiten von Zu¨gen und Symmetrien ko¨nnen
beru¨cksichtigt werden, um eine mo¨glichst redundanzfreie Berechnung
einer Lo¨sung zu erreichen (Abschnitt 3.1.1). Eine Spielbeschreibungs-
sprache, in der Spiele kompakt beschrieben werden ko¨nnen, kann die
Effizienz der Berechnung der optimalen Lo¨sung verbessern.
2. Reale strategische Interaktionen ko¨nnen komplexe Sachverhalte sein
und mu¨ssen in solchen Fa¨llen von menschlichen Experten bei klassi-
schen Formalismen wegen der Gro¨ße der Spielbeschreibung verfa¨lschend
vereinfacht werden (Abschnitt 3.1.3), um mit ihnen umgehen zu ko¨n-
nen. Eine kompakte und an die menschlichen Anwender angepasste
Spielbeschreibung kann dieses Problem lo¨sen.
3. Eine allgemeine und kompakte Spielbeschreibungssprache kann als eine
Schnittstelle zu spieltheoretischen Algorithmen verwendet werden. Bei
GAMBIT z.B. erfu¨llen diese Funktion die beiden klassischen Formalis-
men und dies ist kein kompaktes Austauschformat.
4. Es gibt Anwendungen bzw. Algorithmen, die auf Spielen arbeiten, sie
aber nicht lo¨sen. Solche Anwendungen ko¨nnen Spiele z.B. implemen-
tieren oder modifizieren. Hier kann eine kompakte Spielbeschreibungs-
sprache als eine Schnittstelle wie z.B. zwischen GDL-Server und GDL-
Client dienen.
5. Die Vorteile suboptimaler Heuristiken aus der KI fu¨r das Lo¨sen von
Spielen kann man mit einem hohen Wiederverwendungsgrad nutzen,
wenn man sie basierend auf einer allgemeinen Spielbeschreibungsspra-
che d.h. nicht spezifisch fu¨r ein Spiel definiert (Abschnitt 3.1.4). Hier
sollte sie als Schnittstelle kompakte Beschreibungen ermo¨glichen.
6. Analog zu den spieltheoretischen Algorithmen ko¨nnen suboptimale Heu-
ristiken von kompakten Spielbeschreibungen fu¨r bestimmte Spiele pro-
fitieren. Dazu kann man Spielba¨ume mit wiederholten Zusta¨nden er-
wa¨hnen, was in extensiver Form nicht mo¨glich ist.
7. Bei sonstigen Algorithmen, die auf einer allgemeinen Klasse von Spiele
arbeiten, kann man nach der Definition der Kompaktheit bemerken,
dass eine kompakte Spielbeschreibung zumindest die Speichereffizienz
erho¨ht.
8. Schließlich erleichtert eine kompakte allgemeine Spielbeschreibungsspra-
che die Integration aller vier Instanzen eher als die klassischen Forma-
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lismen, da fu¨r bestimmte Spiele die Gro¨ße der Beschreibung und die
damit verbundenen Aufwa¨nde reduziert werden ko¨nnen.
Motive 1-5 sind schon in bisherigen Ansa¨tzen im Unterkapitel 3.1 partiell
angedeutet worden. Motive 6-8 werden in diesem Kapitel noch zusa¨tzlich be-
trachtet. Abb.4.1 ist der hier vorgestellte Weg die Motive fu¨r die Entwicklung
einer Spielbeschreibungssprache in einem Gesamtbild zu systematisieren.
Motiv 1 bietet eine Basis fu¨r spieltheoretische Formalismen. Die Entwick-
lung von Gala wurde durch die Motive 2-4 angestossen und von GDL durch
das Motiv 5. Als sonstige Algorithmen sind hier u.a. die Spielverwaltungsalgo-
rithmen aus dem Unterkapitel 3.2 gemeint. Als Beispiel fu¨r spielmanipulieren-
de Algorithmen kann man den evolutiona¨ren Mechanismusentwurf auffu¨hren
[Phe07]. Bisher ist der evolutiona¨re Mechnismusentwurf im Bereich der Auk-
tionen d.h. einer sehr begrenzten Klasse von Spielen angewendet worden. Die
Definition von Manipulationen der Spielregeln wie z.B. Mutationen kann mit
Hilfe einer allgemeinen Spielbeschreibungssprache allgemeiner vorgenommen
werden, was den Wiederverwendungsgrad von solchen Algorithmen erho¨ht.
Es gibt bisher keine Ansa¨tze, die alle Motive zu befriedigen versuchen.
Tab.4.1 gibt eine U¨bersicht der erwa¨hnten sowie zu erwa¨hnenden Spielre-
pra¨sentationssprachen bzw. Formalismen. Die Spalte Motive beinhaltet die
Nummern der Motive fu¨r die Verwendung. Die Spalte Mittel beinhaltet die
formalen Mitteln, die zur Konstruktion der jeweiligen Sprache genutzt wur-
den. Gala und GDL sind unabha¨ngig von einander und es gibt vor allem
keine universell nutzbare Sprache fu¨r eine große Klasse von Spielen unter
Beru¨cksichtigung der Zeit. Fu¨r die Ziele dieser Arbeit werden Spielbeschrei-
bungssprachen aus den Motiven 2-8 entwickelt. Dabei fallen die Algorithmen
zur Erkennung, Simulation und Vorhersage menschlichen Verhaltens in die
Kategorie suboptimaler Heuristiken.
4.1.2 Kritik
Als Kritik an einer allgemeinen Spielbeschreibungssprache kann man zwei
Argumente auffu¨hren – aufwendigere Algorithmik fu¨r die im vorigen Ab-
schnitt angegebene Zwecke als bei spielspezifischen Systemen (1) sowie das
Argument gegen Systeme zur allgemeinen Verwendung (2), das nach dem
Scheitern von GPS [NS61] entstanden ist.
Das erste Argument bedeutet, dass auf spezielle Spiele angepasste Algo-
rithmen durch Ausnutzung der Besonderheiten eines Spiels in allen Bereichen
des Systems einfacher und schneller sein ko¨nnen. Ein Beispiel dazu ist der
Vergleich zwischen der Lo¨sung von Poker als allgemeines Spiel [KP97] durch
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Tabelle 4.1: U¨bersicht der bereits entwickelten Spielbeschreibungsformalis-
men und Sprachen mit und ohne eine Mo¨glichkeit der Darstellung der Zeit.
Nummern in der Spalte Motive entsprechend der Abb.4.1.
Ansatz Motive Mittel Ma¨chtigkeit
Auslastungsspiele 1 Funktionen n-Personen-Spiele,
[Ros73] simultaner Zug (Untermenge)
Graphenspiele 1 Graphen, n-Personen-Spiele,
[KLS01] Funktionen simultaner Zug
Lokaleffektspiele 1 Funktionen n-Personen-Spiele,
[LBT03] simultaner Zug (Untermenge)
Aktionsgraphen- 1 Graphen, n-Personen-Spiele,
spiele [BLB04] Funktionen simultaner Zug
Sequenzielle Form 1 Matrizen 2-Personen-Spiele bei
[KMv94] imperfekter Information
Gala 2-4 Logik n-Personen-Spiele bei
[KP97] imperfekter Information








Kontinuierliche 1 Funktionen 2-Personen-Spiele bei
Spiele [San07] imperfekter Information
plus Zeit (Untermenge)
Zeitliche Spiele 6 Funktionen 2-Personen-Spiele bei
[AD94, TLS00] perfekter Information
plus Zeit




MAID 1, 6 Bayesnetze n-Personen-Spiele bei
[KM01] imperfekter Information
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das Gala-System und durch ein spezialisiertes System [BBD+03]. Hier muss
beru¨cksichtigt werden, dass in einem fu¨r allgemeine Spiele konstruierten Sys-
tem zu einigen Spezialfa¨llen vereinfachte Berechnungen ausgefu¨hrt werden
ko¨nnen. Ein Beispiel dazu ist die Mo¨glichkeit der schnelleren Berechnung
der Gleichgewichte fu¨r in sequentielle Form u¨bersetzbare extensive Spiele bei
GAMBIT.
Das zweite Argument ist konzeptioneller Art. Es geht um das GPS, das
theoretisch alle Probleme lo¨sen ko¨nnen mu¨sste, wenn man diese korrekt in der
zugeho¨rigen Darstellungsform definierte. Tatsa¨chlich konnte das Programm
eine erheblich kleinere Klasse von Problemen lo¨sen [McD76]. Dieses Scheitern
fu¨hrte zu einer entsprechenden Skepsis gegenu¨ber generellen Herangehens-
weisen, da sie ihre Ziele nicht erreichen ko¨nnten und statt dessen unno¨tig
Euphorie verbreiten wu¨rden.
Diese zwei Argumente sind immer pra¨sent, wenn es um KI auf der Basis
von doma¨nenspezifischen Sprachen fu¨r große Problemklassen geht. Die Sys-
teme auf der Basis solcher Sprachen werden daher nicht immer und u¨berall
eingesetzt.
4.2 Zeitliche Extensive Form
4.2.1 Zeit in Spielen
In den Abschnitten 2.2.2 und 2.2.3 wurden die zwei klassischen nichtkoope-
rativen diskreten Repra¨sentationsformalismen der Spieltheorie dargestellt. In
beiden Formalismen ko¨nnen zeitlichen Aspekte nur implizit angegeben wer-
den. Differentialspiele, die Zeit beru¨cksichtigen, werden hier nicht betrachtet,
da sie nur fu¨r bestimmte Spezialfa¨lle betrachtet wurden – sie erfu¨llten nicht
das Ziel der Allgemeinheit (Abschnitt 4.1.1).
Um zu motivieren, dass explizite Beru¨cksichtigung von Zeit bei der Spiel-
beschreibung fu¨r eine reale strategische Interaktion wichtig ist, kann man
mehr als ein Argument auffu¨hren. Wie schon in Abschnitt 2.2.4 besprochen,
beansprucht die Bestimmung sinnvollen strategischen Verhaltens Zeit. Da-
durch ha¨ngt eine Entscheidung u.a. davon ab, wieviel Zeit fu¨r deren Treffen
zur Verfu¨gung steht. Dazu kann man z.B. Verhalten bei Schnellschach (30
min Spieldauer) und bei Blitzschach (5 min Spieldauer) vergleichen. Ande-
rerseits gibt es in einigen realen strategischen Interaktionen zeitabha¨ngige
Auszahlungen bzw. Kosten. Die Auszahlung eines Spielers kann von seiner
Schnelligkeit abha¨ngen, die seine Leistung d.h Gewinn pro Zeit ausdru¨ckt.
Ein realer Spieler wie z.B. ein Mensch sollte nicht als ein zeitinvarianter Agent
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Warten 0.00004, 0.00004 0, 40
Sprengen 40, 0 0, 0
Abbildung 4.2: Joker’s Spiel. Es sind zwei Arten von rationalen Ausga¨ngen
denkbar – entweder beta¨tigt nur eine einzige Gruppe den Zu¨nder oder beide.
betrachtet werden – sein Wissen als Basis fu¨r seine Entscheidungen vera¨ndert
sich durch Lernen.
Um die zeitlichen Aspekte in einem konkreten Spiel zu diskutieren, wird
hier eine Filmepisode aus
”
The Dark Knight“ von 2008 genommen. Joker,
der Antiheld des Films, sorgt dafu¨r, dass zwei Fa¨hren mit fernzu¨ndbaren
Bomben beladen werden. Beide Fa¨hren befinden sich im offenen Gewa¨sser
und die Passagiere ko¨nnen diese Fa¨hren nicht verlassen. Passagiere jeder
Fa¨hre bekommen den Zu¨nder fu¨r die Bombe der jeweils anderen Fa¨hre und
ko¨nnen diese sprengen. Falls keine der Gruppen sich bis Mitternacht dazu
entschließt die jeweils andere Gruppe zu to¨ten, werden beide Fa¨hren kurz
darauf gesprengt. Zur ho¨heren Anspannung ist die eine Fa¨hre mit verurteil-
ten Verbrechern und die andere mit einfachen Bu¨rgern bemannt.
Abb.4.2 zeigt das Spiel zu diesem Sujet in Normalform, wo die zeitli-
chen Aspekte implizit beru¨cksichtigt worden sind. Die Auszahlungen sind
die durchschnittlichen Restlebenszeiten in Jahren bei den jeweiligen Grup-
pen. Man geht bei den Auszahlungen von egoistischer Einstellung und davon
aus, dass die beteiligten Menschen an der Verla¨ngerung ihrer Restlebenszeit
interessiert sind. Wenn beide Gruppen warten, werden sie nur noch bis Mit-
ternacht leben.
In dieser Darstellung hat das Spiel drei Nash-Gleichgewichte – WS, SW
und SS. Beim Gleichgewicht SS ha¨tte keine der Parteien einen Vorteil durch
Nichtbeta¨tigen ihres Zu¨nders. Dieses Gleichgewicht ist nur dann denkbar,
falls das Beta¨tigen des einen Zu¨nders den anderen Zu¨nder nicht sofort un-
scha¨dlich macht. Im beschriebenen Sujet muss aber die Entscheidung nicht
am Anfang feststehen und entgu¨ltig sein, sondern sie kann unter Umsta¨nden
im Verlauf des Zeitinterval bis spa¨testen Mitternacht getroffen werden. Beim
Beta¨tigen des Zu¨nders handelt es sich um eine irreversible Entscheidung,
beim Warten aber nicht, denn nach der Entscheidung fu¨r das Warten kann
man sich doch noch fu¨rs Sprengen entscheiden. Innerhalb der Zeitspanne
zwischen dem Beta¨tigen des Zu¨nders und dem Unscha¨dlichwerden des ande-
ren Zu¨nders sind diese Entscheidungen bei imperfekter Information – man
weiß es nie, ob im Augenblick der fremde Zu¨nder nicht schon beta¨tigt wur-
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de. Um eine solche Situation zu beschreiben bedarf es der extensiven Form.
In der extensiven Darstellung treffen die beiden Gruppen jeden Augenblick
eine Entscheidung bei imperfekter Information bis einer den Zu¨nder beta¨tigt
oder es Mitternacht wird. Dieser Entscheidungsdruck wird im Film dadurch
abgebrochen, dass einer der Ha¨ftlinge den Zu¨nder aus dem Bullauge wirft
und dadurch die Entscheidung fu¨r das Nichtsprengen endgu¨ltig macht.
Es wird hier ein neuer Formalismus zu Darstellung der Zeit in extensi-
ven Spielen eingefu¨hrt – die Zeitliche Extensive Form TEFG. TEFG dient
als die formale Semantik fu¨r die in den na¨chsten Unterkapiteln entwickelten
Sprachen und kann diskrete zeitliche n-Personen-Spiele bei imperfekter In-
formation darstellen – die genauere Definition folgt spa¨ter.
Als vergleichbare Ansa¨tze d.h. u¨ber
”
temporale Spiele“ sind Arbeiten aus
der Spieltheorie, der Nebenla¨ufigkeitstheorie und der Regelungstechnik be-
kannt. Eine aktuelle Arbeit [San07] in der Spieltheorie erweitert extensive
Spiele bei perfekter Information und kontinuierlicher Zeit [SS89] zu solchen
bei imperfekter Information (Kontinuierliche Spiele). In [San07] werden nur
Nullsummenspiele betrachtet. Die Mengen der verfu¨gbaren Zu¨ge ist in [SS89]
und [San07] zu jedem Zeitpunkt dieselbe, was in realen Interaktionen nicht
der Fall sein muss. Generell geht man bei [SS89, McE04] davon aus, dass je-
der Zug im extensiven Spiel einen Zeitpunkt besitzt und der Zeitpunkt eines
Zuges u¨ber den Wurzelpfad strikt steigend ist. Bei TEFG wird ein a¨hnliches
Konzept verwendet – der Zeitpunkt eines Zuges ist steigend aber nicht strikt.
Es gibt einen Ansatz aus der Nebenla¨ufigkeitstheorie [dFH+03], die mit
der Regelungstechnik verwandt ist, wo zeitliche Automaten [AD94] mit ei-
nem zweiten Spieler erweitert werden. Diese Automaten werden als zeitliche
Spiele bezeichnet. Bei [dFH+03] wird aber nur perfekte Information voraus-
gesetzt. Ein anderer Ansatz aus der Regelungstechnik [TLS00] bezieht sich
auf Differentialspiele und betrachtet einen Spieler als einen Regler. Hier wer-
den auch nur zeitliche 2-Personen-Spiele bei perfekter Information modelliert.
[dFH+03] und [TLS00] untersuchen suboptimale Heuristiken.
4.2.2 Formale Definition
Abb.4.3 zeigt Strukturaspekte des hier verwendeten Zeitbegriffs [Jas98]. Auf
der Ebene A wird zwischen linearer Zeit und nichtlinearen Zeitabla¨ufen un-





spa¨ter“ gilt. In TEFG wird nur lineare Zeit
verwendet, denn in einem Wurzelpfad kann es keine Ereignisse mit unbe-
stimmter Zeitabfolge geben. Die zweite Ebene unterscheidet zwischen kon-
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Abbildung 4.3: Strukturaspekte fu¨r Zeitmodelle [Jas98].
tinuierlicher und diskreter Zeit. Chronon dru¨ckt einen festgelegten Zeitab-
schnitt bei diskreten Zeiteinteilung wie z.B. eine Sekunde aus. Bei diskreter
Zeit mit Chronon ko¨nnen Ereignisse nur zu bestimmten Zeitpunkten statt-
finden und der Abstand zwischen zwei Ereignissen kann nur ein ganzzahliges
Vielfaches eines Chronons sein. Da ein extensives Spiel immer einen An-
fangspunkt hat und hier nur endliche extensive Spiele betrachtet werden,
muss die Zeit begrenzt (Ebene C) sein. Bei diskreter Zeit mit Chronon ist
jeder Zeitpunkt gleichzeitig ein Zeitintervall, wobei die La¨nge dieses Zeitinter-
valls genau ein Chronon ist. Ferner ko¨nnen Zeitintervalle und Zeitspannen als
Wurzelpfade von Chronons verstanden werden. Zwei Zu¨ge, die innerhalb des
gleichen Chronons ausgefu¨hrt werden, gelten als gleichzeitig d.h. zwangswei-
se bei imperfekter Information. Umgekehrt, wenn die Zu¨ge nicht gleichzeitig
sind, dann impliziert das aber noch keine perfekte Information.
Die Definition von TEFG basiert auf der Definition eines u¨blichen exten-
siven Spiels, siehe Def.5 aus Abschnitt 2.2.3. Die Ho¨chstzeitdauer eines Spiels
wird mit d ausgedru¨ckt und ist bei endlichen Spielen endlich. Die spezielle
Zeitfunktion τ ordnet einem Wurzelpfad eine positive Anzahl von Chronons
d.h. die La¨nge des Zeitinvalls zu, indem die Zu¨ge dieses Wurzelpfads aus-
gefu¨hrt werden. Der Ursprung des Spiels, ein leerer Wurzelpfad , hat den
Zeitpunkt τ() = 0 (Bed.1 in Def.12).
DEFINITION 12 (TEFG) Das Tupel 〈N,H, P, fc, (Ii)i∈N , (ui)i∈N , τ, ν〉
ist ein Spiel in zeitlicher extensiver Form bei imperfekter Information und mit
perfektem Erinnerungsvermo¨gen, falls das Tupel 〈N,H, P, fc, (Ii)i∈N , (ui)i∈N〉
ein Spiel in extensiver Form bei imperfekter Information und mit perfektem
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Erinnerungsvermo¨gen ist, τ : H → Nd eine diskrete Zeitfunktion u¨ber die
Wurzelpfade ist, ν : L×N → {false, true} eine zeitliche Nachrichtenfunkti-
on mit L = {(ha, h′a′) ∈ H2 : τ(ha) = τ(h′a′) > τ(h) = τ(h′)} ist und es gilt
(Z ist die Menge der abschließenden Wurzelpfade):
1. τ() = 0
2. ∀h, ha ∈ H : (P (h) = c ⇔ τ(h) = τ(ha) + 1) ∧ (P (h) 6= c ⇔ τ(h) =
τ(ha))
3. ∀ha ∈ Z : τ(ha) = τ(h) + 1;Z – abschließende Wurzelpfade
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5. ∀Ii ∈ Ii : (h, h
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TEFG soll simultane Zu¨ge d.h. Zu¨ge innerhalb eines Chronons darstellen
ko¨nnen. Simultane Zu¨ge sind Zu¨ge bei imperfekter Information. Simultane
Zu¨ge ko¨nnen nicht nur von Spielern sondern auch zusammen mit der Natur
ausgefu¨hrt werden. Pausen werden durch eine Kette von Zu¨gen der Natur
dargestellt, wobei jeder Zug fu¨r einen einzigen Chronon steht (Bed.2) und
keine Alternative besitzt. Ein Zug ist ohne eine Alternative, wenn bei einer
Geschichte h die Zugmenge |A(h)| = 1 einelementig ist.
Abb.4.4 zeigt eine Pause von 3 Chronons. Die Definition von TEFG ist
restriktiv und erlaubt aus der im na¨chsten Absatz aufgefu¨hrten Motivation
eine Transition in den na¨chsten Chronon nur durch einen Zug der Natur.
Dadurch muss jeder Teilpfad, die eine Menge simultaner Zu¨ge darstellt, mit
einem Zug der Natur abgeschlossen werden, um Zu¨ge aus dem na¨chsten Chro-
non auszufu¨hren. Nach der Bed.3 muss jeder abschließende Wurzelpfad einen
Zug der Natur am Ende haben.
Formal bewirken Zu¨ge der Spieler keine Transition in den na¨chsten Chro-
non. Dadurch ist die Darstellung der simultanen Zu¨ge aus der Sicht der Spie-
ler intuitiv korrekt, weil jeder Zug eines Spielers als innerhalb eines Chronons
verstanden wird. Auf der Abb.4.5 kann man das entsprechend dieser Definiti-
on erweiterte Spiel aus Abb.2.2 sehen. Alice und Bob mu¨ssen sich gleichzeitig
in Mengen der Alternativen {a, b} fu¨r Alice und {c, d} fu¨r Bob entscheiden.
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t t+ 2 t+ 3t+ 1
n3n1 n2
Abbildung 4.4: Pause aus 3 Chronons in der TEFG-Darstellung. t steht hier
fu¨r den Zeitpunkt des ersten Zuges, d.h. entweder τ() oder τ(h) bei einer
vorhergehenden Geschichte h.
Wird die Zugkombination ac gewa¨hlt, so ist eine Lotterie u¨ber die Ausga¨nge
acn1 und acn2 no¨tig, wobei die Auswahl zwischen n1 und n2 gleichzeitig mit
den Zu¨gen der Spieler geschieht. Die Verzweigungen nach den simultanen Zu¨-
gen ad, bc und bd sind einelementig, was den Umstand vereinfacht, dass die
Lotterie fu¨r ac hier keine zwei unterscheidbare Unterba¨ume bewirkt. Alter-
nativ ko¨nnte man die Zu¨ge n3, n4 und n5 durch eine Verzweigung {n1,n2}
mit jeweils zwei indentischen Unterba¨umen ersetzen.
Man sieht hier, dass das Verlagern des Zugs der Natur an das Ende die
Anzahl der Kanten einer mehrstufigen Verzweigung und die Gro¨ße der jewei-
ligen Informationsmengen klein ha¨lt und daher sinnvoll ist. Wa¨re der Zug der
Natur am Anfang des Chronons gestellt, wu¨rden die Spieler Alice und Bob
die Informationsmengen {n1, n2} und {n1a, n1b, n2a, n2b} anstatt {} und
{a, b} haben.
Bed.4 aus Def.12 bedeutet die Unabha¨ngigkeit der simultanen Zu¨ge der
Spieler innerhalb eines Chronons – es gilt imperfekte Information und keiner
der Zu¨ge bewirkt das Nichteintreten eines anderen. Joker’s Spiel ist ein Bei-
spiel, bei dem Zu¨ge einander ausschliessen ko¨nnen, wenn es keine Zeitspanne
zwischen einem Knopfdruck und einer Explosion gibt. Ein solcher extremer
Fall kann in diskreter Zeit nur durch eine Lotterie modelliert werden. Dazu
nimmt man als Beispiel Abb.4.5, bei dem man die Zu¨ge a und c als das Beta¨-
tigen des Zu¨nders verstehen kann. Das
”
gleichzeitige“ Auftreten dieser Zu¨ge
innerhalb eines Chronons wird durch eine Lotterie u¨ber n1 und n2 hinsicht-
lich des Ausganges entschieden.
Simultane Zu¨ge sind nicht die einzige Quelle fu¨r imperfekte Information
in TEFG. Abb.4.6 zeigt eine Situation bei der Alice den Zug der Natur aus
dem Chronon t im Chronon t + 1 nicht kennt und daher einen Zug unter
imperfekter Information ausfu¨hren muss. Der imperfekten Information sind
aber nach der Definition Grenzen gesetzt. Erstens, muss sich ein Spieler wegen
perfekten Erinnerungsvermo¨gen an seine Zu¨ge erinnern ko¨nnen. Wurzelpfa-
de wie z.B. n1bn8n9n10 und n2an12n13n14 du¨rfen nicht in der gleichen
Informationsmenge von Alice auftauchen. Zweitens, nach Bed.5 aus Def.12
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Abbildung 4.5: Eine mehrstufige Verzweigung durch mo¨gliche simultane Zu¨-
gen von Alice und Bob innerhalb eines Chronons in der TEFG-Darstellung.
hat jeder Spieler ein perfektes zeitliches Erinnerungsvermo¨gen. Wurzelpfade
wie z.B. n1an3n4 und n2an12n13n14 ko¨nnen bei perfektem zeitlichem Er-
innerungsvermo¨gen nicht in der gleichen Informationsmenge sein. Perfektes
zeitliches Erinnerungsvermo¨gen heißt, dass jeder Spieler den Zeitpunkt kennt,
an dem er eine Entscheidung trifft.
Der letzte Aspekt von TEFG ist das Verha¨ltnis zwischen imperfekter In-
formation und Zeit. In der Theorie der extensiven Spiele reicht es zu sagen,
dass ein Spieler zwei Geschichten zum Zeitpunkt seiner Entscheidung unter-
scheiden oder nicht unterscheiden kann. Bei perfektem Erinnerungsvermo¨gen
ko¨nnen zwei zuerst nicht unterscheidbare Geschichten irgendwann unterschie-
den werden aber nicht umgekehrt. Der Zeitpunkt, ab wann Geschichten un-
terscheidbar werden, liegt auf dem Wurzelpfad zwischen zwei nacheinander
folgenden Informationsmengen eines Spielers. In Abb.4.6 kann Alice die Ge-
schichten n1 und n2 zum Zeitpunkt t + 1 voneinander nicht unterscheiden.
Die Geschichten n1bn3n4n5 und n2bn12n13n14 sind zum Zeitpunkt t+4
dagegen unterscheidbar. Der Zug der Natur in t wird irgendwann zwischen
t+2 und t+4 fu¨r Alice bekannt. Wenn Alice ihre optimale Strategie innerhalb
eines Chronons berechnen kann, ist dieser Zeitpunkt irrelevant. Bei la¨ngeren
Rechenzeiten wird der Zeitpunkt des Unterscheidbarwerdens wichtig und be-
stimmt je nach suboptimaler kurzfristiger Reaktion der Spieler den Verlauf
des Spieles.
Durch die zeitliche Nachrichtenfunktion ν wird Abhilfe zu diesem zuletzt
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Abbildung 4.6: Zeit und imperfekte Information in TEFG. Bei diesem Spiel-
baum ist es nicht definiert, ab wann Alice sich nach dem Zug a d.h. ab t+ 2
oder ab t+3 oder ab t+4 auf die Berechnung eines optimalen Zuges auf nur
eine Zugmenge aus {c, d} und {e, f} konzentrieren kann.
beschriebenen Aspekt verschafft. Wenn ν(h, h′, i) wahr ist, dann kann der
Spieler i die Wurzelpfade h und h′ wa¨hrend eines Chronons nicht unterschei-
den. Die Funktion ν unterscheidet sich von Informationsmengen. Sie ist nur
u¨ber die Wurzelpfade definiert, die mit einem Zug der Natur abschliessen,
und sie ist auch in den Chronons fu¨r die Spieler definiert, die dort keine
Entscheidungen treffen (Siehe L in Def.12). Bed.6 aus Def.12 bedeutet, dass
wenn fu¨r einen Spieler zwei Pfade zu einem bestimmten Chronon ununter-
scheidbar sind, dann haben die sich aus dem letzten Chronon verzweigt oder
sie waren schon im letzten Chronon fu¨r ihn ununterscheidbar. Dabei gilt das
perfekte Erinnerungsvermo¨gen, d.h., dass beide Pfade im letzten Chronon
gleiche Entscheidungen des genannten Spielers aufweisen mu¨ssen. Die Infor-
mationsmengen und die Nachrichtenfunktion sind bei der Definition eines
Spiels nicht gegenseitig austauschbar.
DEFINITION 13 Ein Spiel 〈N,H ′, P ′, f ′c, (Ii)i∈N , (u
′
i)i∈N〉 ist ein mit ei-
ner einelementigen Verzweigung der Natur an allen Wurzelpfaden mit dem
77
KAPITEL 4. SPRACHEN FU¨R SPIELBESCHREIBUNG
Pra¨dikat ĥ verla¨ngertes Spiel 〈N,H, P, fc, (Ii)i∈N , (ui)i∈N〉, falls es gilt:
∀ĥr ∈ H : H ′ = {ĥar}∪ (H \{ĥr})
∧
P ′ = P ∪{ĥ 7→ c}∪{ĥa 7→ P (ĥ)}
∧
f ′c = fc ∪ {(ĥ, a) 7→ 1} ∧ u
′ = u ∪ {ĥar 7→ u(ĥr)}
SATZ 3 Jede Kombination von Verhaltensstrategien (βi)i∈N im Spiel 〈N,H,
P, fc, (Ii)i∈N , (ui)i∈N〉 ist kompatibel und auszahlungsa¨quivalent zu mit einer
einelementigen Verzweigung der Natur an allen Wurzelpfaden mit dem Pra¨-
dikat ĥ verla¨ngertem Spiel 〈N,H ′, P ′, f ′c, (Ii)i∈N , (u
′
i)i∈N〉 und umgekehrt.
BEWEIS von 3 Die Zugauswahl an den Informationsmengen wird durch
die Verla¨ngerung bzw. Verku¨rzung nicht vera¨ndert, daher sind Verhaltens-
strategien kompatibel. Es gilt fu¨r die Wahrscheinlichkeit eines Zuges p(a) =
fc(h, a), falls P (h) = c und p(a) = βi(Ii)(a), falls a ∈ A(Ii). Ui ist der
Erwartungswert der Auszahlung fu¨r den Spieler i. Die Erwartungswerte der
Auszahlung bei verla¨ngerten Geschichten a¨ndern sich nicht, da die Wahr-




















Ein Spiel in TEFG-Darstellung la¨sst sich mit Hilfe der klassischen Spieltheo-
rie lo¨sen, indem man die Funktionen τ und ν wegla¨sst und eine extensive
Form erha¨lt – nach Def.12 ist 〈N,H, P, fc, (Ii)i∈N , (ui)i∈N〉 ein extensives
Spiel bei imperfekter Information mit perfektem Erinnerungsvermo¨gen. Das
umgekehrte Umwandeln ist aber nicht eindeutig, weil die no¨tigen Informa-
tionen fu¨r die τ und ν fehlen. Um mit entsprechender zeitlicher Information
ein TEFG auf Basis eines extensiven Spiels definieren zu ko¨nnen, muss man
einelementige Verzweigungen der Natur (Def.13) nach Bed.2 aus Def.12 ein-
bauen. Ein solcher Zug ist z.B. n6 auf Abb.4.6. Dies ist ohne weiteres mo¨glich
und vera¨ndert nicht die Auszahlungen der Verhaltensstrategien aus dem ur-
spru¨nglichen extensiven Spiel (Satz.3).
In den na¨chsten Unterkapiteln werden zwei entwickelte Sprachen vorge-
stellt, die die Bestimmung haben, ein Spiel in der TEFG-Darstellung kom-





Die erste der vorzustellenden Spielbeschreibungssprachen ist PNSI [Tag09g].
PNSI basiert auf Petrinetzen [PW08] und ist inspiriert durch die Verwen-
dung von Petrinetzen bei Modellierungen soziologischer Theorien [vMV03].
Die soziologische Theorie wurde aber in der Quelle ohne einen Bezug zur
Spieltheorie modelliert. Daher wird hier kein Bezug darauf genommen. Als
Beispiel einer fallspezifischen Modellierung strategischer Interaktionen mit
Hilfe von Petrinetzen und einem Bezug zur Spieltheorie kann man [HMLW06]
erwa¨hnen. Die Erwa¨hnung weiterer solcher Beispiele ist unno¨tig, da es hier
um die allgemeine Modellierung geht.
Ein Petrinetz ist ein bipartiter gerichteter Graph (Def.14). Die beiden
Arten von Knoten heißen Pla¨tze und Transitionen. Pla¨tze ko¨nnen mit einer
ganzzahligen Anzahl von Marken belegt werden. Die Tilde
”
“˜ wird hier ein-
gefu¨hrt um Verwechselungen mit den vorigen Notationen zu vermeiden. M˜
ist der aktuelle Zustand des Petrinetzes d.h. die aktuelle Belegung der Pla¨tze.
Die Transitionen ko¨nnen gefeuert werden (Def.15). Feuerung einer Transition
kann nur dann erfolgen, wenn die Pla¨tze an den eingehenden Kanten gleich
viele oder mehr Marken haben als die Gewichte an den jeweiligen Kanten.
Die Gewichtung einer eingehenden Kante ist die Anzahl der Marken, die an
dem angebundenen Platz wa¨hrend des Feuerns verbraucht wird. Bei ausge-
henden Kanten stehen Gewichte fu¨r die Anzahl entstehender Marken.
DEFINITION 14 Das Tupel PN = 〈P˜ , Q˜, F˜ , W˜ , M˜〉 ist ein Petrinetz. P˜
ist eine Menge von Pla¨tzen. Q˜ eine Menge von Transitionen, wobei Pla¨tze
und Transitionen disjunkt sind P˜ ∩ Q˜ = . F˜ ⊆ (P˜ × Q˜) ∪ (Q˜× P˜ ) ist eine
Menge gerichteter Kanten zwischen Pla¨tzen und Transitionen. W˜ : F˜ → N+1
ist eine Gewichtung der Kanten mit positiven ganzzahligen Werten. M˜ ∈ N|P˜ |
ist die aktuelle Markierung des Petrinetzes d.h. die Anzahl der Marken auch
Token fu¨r jeden Platz.
DEFINITION 15 Der aktuelle Zustand M˜ des Petrinetzes 〈P˜ , Q˜, F˜ , W˜ , M˜〉
geht durch Feuern einer Transition t ∈ Q˜ in den Zustand M˜ ′ ∈ N|P˜ | u¨ber, falls
gilt: ∀pi ∈ P˜ : (M˜i−W˜ (pi, t)) ≥ 0 und ∀pi ∈ P˜ : M˜
′
i = M˜i−W˜ (pi, t)+W˜ (t, pi).
Die Transition t heißt aktiviert. Die Relation  : N|P˜ |× Q˜∗×N|P˜ | beschreibt
alle gu¨ltigen Folgen gefeuerter Transitionen auch Feuersequenzen genannt
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Einem Petrinetz ist ein Transitionssystem zugeordnet. Ein Transitionssystem
ist ein Automat. Jeder Zustand dieses Automaten ist eine Markierung des
Petrinetzes. Die Zustandsu¨berga¨nge dieses Automaten sind mit dem Feuern
bestimmter Mengen von Transitionen gekennzeichnet. Die Pfade im Auto-
maten bzw. Feuersequenzen sind mit der Relation  definiert. Um ein Spiel
auf der Basis von Petrinetzen zu beschreiben, werden bei PNSI die Feuerse-
quenzen eines Petrinetzes als die Wurzelpfade betrachtet. Dafu¨r wurde fu¨r
PNSI ein einfaches Petrinetz entsprechend Def.16 erweitert. Eine a¨hnliche
Sichtweise wurde bei [Kan95] vorgeschlagen. Dort wurde jedoch nur eine be-
grenzte Klasse von Spielen mit zwei Spielern beschrieben.
Bevor PNSI erla¨utert wird, sind einige verwandte Arbeiten im Bereich
der Verbindungen zwischen Spieltheorie und Petrinetzen zu erwa¨hnen. Ers-
tens gibt es einen Ansatz [Cle06] aus der Spieltheorie, in dem Spiele ohne
Zeit mit Hilfe von Petrinetzen modelliert wurden, um z.B. Gleichgewichte
im wiederholten Gefangenendilemma zu berechnen. Das Spielpetrinetz, das
dort vorgestellt wurde, ist a¨hnlich zum Spielmodell von GDL. Der Unter-
schied liegt darin, dass statt der Zusta¨nde Pla¨tze verwendet werden und statt
der Zustandsu¨berga¨nge Transitionen. Eine andere Arbeit [Wes06] modelliert
Interaktionen eines Spielers mit seiner Umgebung mit Hilfe einer erweiter-
ten Art von Petrinetzen, der farbigen Petrinetzen. Modellierung von Spielen
(mehr als eine Person) mit farbigen Petrinetzen sind in Literatur bisher nicht
bekannt.
Einfache Petrinetze dru¨cken zwar ein Transitionssystem aus, haben aber
keine explizite Information u¨ber die Zeit. Um Petrinetze mit Zeit zu erwei-
tern, gibt es bisher zwei Ansa¨tze – Zeitpetrinetze und zeitliche Petrinetze
[CR05]. Bei den Zeitpetrinetzen wird ein Zeitverhalten u¨ber eine Funktion
fu¨r jede Transition definiert. Bei zeitlichen Petrinetzen kann jede Transition
nicht zu einer bestimmten Zeit, sondern sobald sie aktiviert ist, feuern und
das Feuern einer Transition entspricht einer Zeiteinheit. Bei PNSI wird der
Ansatz der zeitlichen Petrinetze verwendet [TJ09], wodurch die Repra¨senta-
tion von TEFG ereicht wird.
DEFINITION 16 (PNSI) Falls PN = 〈P˜ , Q˜, F˜ , W˜ , M˜〉 ein einfaches Pe-
trinetz ist, ist PNSI definiert als das Tupel PNSI = 〈P˜ , Q˜, F˜ , W˜ , M˜ , I˜, C˜, N˜ ,
D˜, A˜, O˜, H˜, B˜〉 mit folgenden Bestandteilen, :
I˜ – eine Menge von Spielern, leeres Element ε ist Natur.
C˜ ⊂ (Q˜∗)∗ – eine Menge von Transitionsmengen genannt Auswahlmengen,
wobei Q˜ = {t : t ∈ c ∈ C˜} und ∀c, c′ ∈ C˜ : ∀t ∈ c : |c| ≥ 1∧ t /∈ c′ gelten.
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N˜ : C˜ → N – eine nicht-bijektive Nummerierungsfunktion fu¨r die Auswahl-
mengen, wobei Auswahlmengen mit gleichen Nummern gleiche Anzahl
von Elementen haben ∀c, c′ ∈ C˜ : N˜(c) = N˜(c′)⇒ |c| = |c′|.
D˜ : N→ (R10)
l – eine Zuweisung von Verteilungen von Feuerwahrscheinlich-
keiten zu Nummern der Auswahlmengen, wobei es gilt ∀n ∈ N : (N˜(c) =
n⇒ |D˜(n)| = |c| = l) ∧
∑
(D˜(n)) = 1.
O˜ : N→ I˜ ∪ ε – eine Zuweisung von Spielern bzw. Natur zu Nummern der
Auswahlmengen.
A˜ : Q˜s → R|I˜| – eine Auszahlungsfunktion fu¨r das simultane Feuern von Tran-
sitionen fu¨r jeden Spieler. Um aber die auf PNSI basierende graphische
Darstellung und Algorithmik zu vereinfachen wird s = 1 statt s = ∗
vorausgesetzt. Bei dieser Vereinfachung gilt A˜(q) =
∑
t∈q A˜(t).
H˜ : P˜ → I˜∗ – eine Menge von Agenten fu¨r jeden Platz, die diesen Platz nicht
sehen ko¨nnen.
B˜ : I˜ → R bzw. B˜ ∈ R|I˜| – aktueller Zustand der Spielerkonten.
Das Grundkonzept von Def.16 ist die Betrachtung eines Spiel als eine Art
Maschine mit fu¨r Spieler teilweise sichtbaren Zusta¨nden sowie einer Men-
ge den Spielern zugewiesenen Schaltern. Die teilweise sichtbaren Zusta¨nde
werden durch Verstecken von Pla¨tzen u¨ber die Funktion H˜ definiert. Aus-
zahlungen B˜ werden genauso wie bei allen anderen Sprachen nicht versteckt,
da es sich um Spiele bei imperfekter Information und nicht bei unvollsta¨ndi-
ger Information handelt. Ein Schalter ist eine Menge von Zu¨gen, von denen
keine zwei gleichzeitig ausgefu¨hrt werden. Da es aber mehrere Schalter gibt,
ko¨nnen auch mehrere Zu¨ge – d.h. fu¨r jeden Schalter eins – gleichzeitig aus-
gefu¨hrt werden. Im Unterschied zu Gala und GDL kann ein Spieler in PNSI
auch mehrere Zu¨ge durch Besitz mehrerer Schalter gleichzeitig ausfu¨hren,
was bei TEFG erlaubt ist und die Flexibilita¨t der Spielbeschreibungsprache
erho¨ht.
Ein Teil der Zu¨ge einiger Schalter bewirkt in bestimmten Zusta¨nden kei-
ne Effekte. Solche Zu¨ge sind im Unterschied zu GDL stets erlaubt, um zu
verhindern, dass Spieler aus dem Wissen der Verfu¨gbarkeit der Zu¨ge im Fal-
le imperfekter Information den aktuellen Zustand ableiten ko¨nnten. Aus der
Menge der verfu¨gbaren Zu¨ge kann nicht auf den aktuellen Zustand geschlos-
sen werden, weil diese Menge immer gleich bleibt.
Jeder Schalter besitzt eine Identifikationsnummer N˜ . Eine Identifikations-
nummer kann mehreren Transitionsmengen alias Auswahlmengen C˜ gleicher
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Gro¨ße zugewiesen werden. Wenn ein Schalter einem Spieler geho¨rt (nach O˜),
dann kann er die Verteilung u¨ber die Transitionen auf diesem Schalter D˜ ver-
a¨ndern d.h. einen Zug ausfu¨hren. Eine feuernde Transition vera¨ndert nicht
nur den Inhalt angebundener Pla¨tze, sondern sie kann auch die Spielkonten
aktualisieren, falls die Funktion A˜ nicht 0 liefert. Der Inhalt der Spielerkon-
ten ist im Unterschied zu Pla¨tzen nicht ganzzahlig.
Jeder Schalter kann jederzeit bedient werden. Die Bedienung eines Schal-
ters bewirkt, dass die Transitionen eine neue Feuerwahrscheinlichkeit zuge-
ordnet bekommen. Die Zuordnung neuer Feuerwahrscheinlichkeiten hat nicht
immer eine Wirkung – nur eine aktivierte Transition mit positiver Wahr-
scheinlichkeit kann feuern. Dieser Aspekt ist wichtig um Situationen zu de-
finieren, in denen ein Spieler absichtlich eine nicht aktivierte Transition mit
der Wahrscheinlichkeit 1 belegt, um das Spiel in einen Wartezustand zu ver-
setzen.
Def.17 definiert die Zustandsu¨berga¨nge () von PNSI. q() ist eine einem
Zustandu¨bergang geho¨rende Feuersequenz mit maximaler Anzahl (Bed.4)
gleichzeitig feuerbarer Transitionen (Bed.3), wobei fu¨r jede Auswahlmenge
ho¨chstens eine Transition enthalten sein darf (Bed.1) und q() darf nur Tran-
sitionen mit einer positiven Feuerwahrscheinlichkeit enthalten (Bed.2). Ein
Spiel ist beendet, wenn keine Transition mehr aktiviert ist (Bed.5). Es muss
erwa¨hnt werden, dass der PNSI-Automat Zyklen und sogar reflexive Kanten
enthalten kann. Eine reflexive Kante ist z.B. s s falls alle aktivierten Tran-
sitionen die Wahrscheinlichkeit 0 haben (Bed.2, q() = ε).
DEFINITION 17 (PNSI-Automat) Das Tupel 〈s1, S,〉 ist ein PNSI-
Automat, falls s1 = 〈M˜, B˜〉 ∈ S = N|P˜ | × R|I˜| der aktuelle Zustand von
PNSI ist.  : S × S ist eine Zustandsu¨bergangsrelation. Jeder Zustandsu¨ber-
gang dauert einen Chronon. Jedem Zustandsu¨bergang  ist eine Feuersequenz
q() ∈ Q˜∗ zugeordnet, sodass der Zustandsu¨bergang M˜
q()
 M˜ ′ mo¨glich ist
oder q() leer ist. Es gelten:
1. ∀t, t′ ∈ c ∈ C˜ : t ∈ q()⇒ t′ /∈ q()
2. ∀t ∈ c ∈ C˜ : (D˜(N˜(c))(t) = 0)⇒ t /∈ q()
3. ∀pi ∈ P˜ :
∑
t∈q()(M˜i − W˜ (pi, t)) ≥ 0
4. ∀q() : @q′() : q() ⊂ q′()
5. ∀s = 〈M˜, B˜〉 ∈ S :
{
s s′, wenn @M˜ ′ : M˜  M˜ ′
s s′, sonst
bei  ist s ein Endzustand
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Auf der Basis eines PNSI-Automaten la¨sst sich ein TEFG-Baum aufbau-
en. Def.18 gibt die Mindestbedingungen an, die fu¨r einen Algorithmus no¨tig
sind um auf der Basis von PNSI ein TEFG aufzubauen. Grundsa¨tzlich ent-
spricht ein Zustandsu¨bergang im PNSI-Automaten einem simultanen Zug in
TEFG, dessen Dauer ein Chronon betra¨gt (Bed.2). Das Verstecken von Pla¨t-
zen ermo¨glicht das Festlegen der Nachrichtenfunktion ν (Bed.4). Eher trivial
ist U¨bertragung der Spieler (Bed.1) sowie der Auszahlungsfunktion (Bed.3).
Def.18 gibt Raum fu¨r Variationen bei der Gestaltung des Algorithmus – die
fehlende Restriktion betrifft die genauere Zusammensetzung der Zugsequenz
h′ aus Bed.1.
DEFINITION 18 (PNSI zu TEFG) Das Tupel 〈N,H, P, fc, (Ii)i∈N ,
(ui)i∈N , τ, ν〉 ist ein auf der Basis eines PNSI-Automaten (s1, S,) von 〈P˜ , Q˜,
F˜ , W˜ , M˜ , I˜, C˜, N˜ , D˜, A˜, O˜, H˜, B˜〉 aufgebautes TEFG. Dabei ist jeder Geschich-
te ha ∈ H und P (h) = c ein Zustand s ∈ S zugeordnet ha ∝ s (∝ : H × S
ist eine Zuordnung). Es gilt mindestens:
1. N = I˜ – Die Spieler werden ohne Vera¨nderung u¨bertragen.
2. ∅ ∝ s1; ∀h ∝ s, hh′ ∝ s′ : s s′ ⇒ τ(h) + 1 = τ(hh′) – Ein Zustands-
u¨bergang entspricht einem simultanen Zug. Elemente der Feuersequenz
q() sind u¨ber C˜, N˜ und O˜ entweder den Spielern oder der Natur
zugewiesen und bestimmen die Zugsequenz h′.
3. ∀h ∈ Z : ui(h) = B˜
′(i) − B˜(i), wobei B˜(i) der erste Kontostand des
Spielers i und B˜′(i) der letzte Kontostand ist.
4. (ν(h, h′, i) ∧ h ∝ s ∧ h′ ∝ s′) ⇒ M˜i = M˜ ′i , wobei M˜i die Belegung der
fu¨r den Spieler i unversteckter Pla¨tze {p : i /∈ H˜(p)} ist.
Abb.4.7 zeigt die graphische Definition des Spiels Nim, das mit Sprachen
GDL und Gala modelliert wurde. Hier wird eines der Unterschiede der pe-
trinetzbasierten gegenu¨ber logischen Ansa¨tzen deutlich und zwar die Mo¨g-
lichkeit graphischer Darstellung. Kreise aus durchgezogenen Linien stehen
fu¨r Pla¨tze. Innerhalb der Kreise befinden sich schwarze Punkte. Schwarze
Punkte sind Markierungen der Pla¨tze. Der Platz Bturn z.B. hat genau ein
Token. Rechtecke aus durchgezogenen Linien sind Transitionen. Transitio-
nen und Pla¨tze ko¨nnen mit Pfeilen aus durchgezogenen Linien verbunden
werden. Die Pfeile zwischen Transitionen und Pla¨tzen sind mit Gewichten
gekennzeichnet, wobei nur Gewichte > 1 explizit dargestellt werden.
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[One, Two, Three, Wait]
[One, Two, Three, Wait]
Abbildung 4.7: Nim modelliert in PNSI [Tag08a]. Hier ist der zusa¨tzliche Zug
Wait (Warten) mo¨glich.Wait ist ein zeitabha¨ngiges Element der Spielregeln.
Fu¨r die Darstellung der Erweiterung der Petrinetze in PNSI wurden weite-
re Elemente hinzugefu¨gt. Ein Rechteck aus gepunkteten Linien um Transitio-
nen herum stellt eine Auswahlmenge bzw. einen Schalter dar. Innerhalb einer
Auswahlmenge befinden sich dazu geho¨rende Transitionen, die Nummer der
Auswahlmenge, der Besitzer der Auswahlmenge und in eckigen Klammern
die Alias der Transitionen. Die Alias der Transitionen in einer Auswahlmen-
ge ist eine praktische Erweiterung, durch die jeder Zug einen Namen statt
einer Nummer hat. Auf die Darstellung einelementiger Auswahlmengen wird
zur Einfachheit verzichtet. Spielerkonten werden a¨hnlich wie bei Einflussdia-
grammen (Abschnitt 3.1.2) mit Rauten ausgedru¨ckt. Die Auszahlungen der
Transitionen werden mit gepunkteten Linien in Richtung der Spielerkonten
ausgedru¨ckt.
Die in der Abb.4.7 dargestellte Beschreibung von Nim ist im Vergleich
mit den Beschreibungen in Gala und GDL in Abb.3.4 und Abb.3.7 mit dem
Zug Wait erweitert. Pla¨tze mit dem Suffix turn sind belegt, falls der entspre-
chende Spieler am Zug ist. Wait dru¨ckt fu¨r einen Spieler, der am Zug ist, die
Mo¨glichkeit aus, eine unbestimmte Zeit zu warten, bevor ein Zug ausgefu¨hrt
wird. Falls eine Transition mit dem Pra¨fixWait mit der Feuerwahrscheinlich-
keit 1 belegt wird, vera¨ndert sich der Zustand des Spiels ab dem Zeitpunkt,
wo der zugeho¨rige Spieler dran ist, nicht mehr. Der Platz Items ist der Pott
mit den Streichho¨lzern. Wenn Items leer ist, ist keine der Transitionen im
Spiel aktiviert und das Spiel ist beendet.
So wie bei anderen Sprachen bedarf es bei textuellen Spielbeschreibungen
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in PNSI einer Syntax. Fu¨r die Syntax der PNSI wird YAML (JSON ist eine
echte Untermenge von YAML) [BKEI04] benutzt. YAML ist eine an mensch-
liche Nutzer besser angepasste Serialisierungs- und Konfigurationssprache als
die vergleichbare Sprache XML. Beschrieben werden nur die fu¨r PNSI wich-
tigen Merkmale von YAML.
Abb.4.8 ist die Darstellung des Spiels aus Abb.4.7 in PNSI YAML Syn-
tax. Jedes Dokument in YAML fa¨ngt mit der Zeile - - - an. Grundsa¨tzlich
kann man in YAML einfache Werte, Listen und Abbildungen in mehreren
oder in einer Zeile d.h. inline darstellen, wobei man die Strukturen auch
schachteln kann – z.B. Listen von Abbildungen. Auf der obersten Ebene ist
PNSI eine Abbildung mit den Schlu¨sseln: agents – Spielerkonten; numbering
– Auswahlmengen mit Nummern; numbers – Nummern mit Besitzern, Vertei-
lungen und Alias; places – Pla¨tze; transitions – Transitionen. Eine Abbildung
eines Schlu¨ssels zu einem Wert wird in YAML mit dem Symbol : ausge-
dru¨ckt – z.B. zweite Zeile in Abb.4.8. In der gleichen Zeile sieht man, dass
bei inline-Schreibweise die einzelnen Schlu¨sselwertbeziehungen mit Kommata
, abgetrennt und in geschweiften Klammern { } geschrieben werden. Bei
der Schreibweise in mehreren Zeilen wird jede weitere Verschachtelungsstufe
durch eine zusa¨tzliche Einru¨ckung um zwei Leerzeichen kodiert. Listen
werden entweder in mehreren Zeilen mit dem Symbol - oder inline mit
Kommata , und eckigen Klammern [ ] geschrieben. In den Zeilen 4 und 5
finden sich Beispiele dafu¨r.
agents beinhaltet eine Abbildung zwischen Spielernamen I˜ und den aktu-
ellen Kontosta¨nden B˜. numbering beinhaltet eine Liste von Abbildungen mit
den Schlu¨sseln: actions – Auswahlmenge c ∈ C˜; number – Nummer N˜(c). Je-
de Nummer n verweist auf eine Abbildung mit den Schlu¨sseln: aliases – Alias;
distribution – Verteilung D˜(n); owner – Besitzer O˜(n). Einem Platz p ist eine
Abbildung mit folgenden Schlu¨sseln zugeordnet: tokens – aktuelle Markierung
M(p); hidden – Menge der von der Einsicht ausgeschlossenen Spieler H˜(p).
Und die Schlu¨ssel einer Abbildung, die einer Transition t zugeordnet wird,
sind folgende: incoming – Pla¨tze an eingehenden Kanten P˜ × t ⊂ F˜ samt der
Gewichte der Kanten W˜ (P˜ × t); outgoing – Pla¨tze an ausgehenden Kanten
t× P˜ ⊂ F˜ samt der Gewichte der Kanten W˜ (t× P˜ ); payoff – Auswirkungen
auf die Kontosta¨nde der Spieler A˜. Die Auswirkungen auf die Kontosta¨nde
ko¨nnen im Gegensatz zur Definition nur fu¨r jede Transition allein definiert
werden. Es vereinfacht wie schon erwa¨hnt die Implementation.
YAML besitzt zwei Elemente, die eine sparsame Darstellung erlauben.
Man kann erstens Schlu¨ssel mit leeren Werten weglassen. Beispiele dafu¨r sind
die Pla¨tze Empty und Aturn. hidden wurde in der Abb.4.8 eingefu¨gt, um die
Mo¨glichkeit des Versteckens der Pla¨tze zu zeigen, kann aber entfernt wer-
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---
agents: {Alice: -1.0, Bob: 1.0}
numbering:
- {actions: [A1, A2, A3, Wait1], number: n10}
5 - {actions: [B1, B2, B3, Wait2], number: n20}
numbers:
n10:
aliases: &acts [One, Two, Three, Wait]
distribution: &dist [0.0, 0.0, 0.0, 1.0]
10 owner: Alice
n20: {aliases: *acts, distribution: *dist, owner: Bob}
places:
Empty: {}




Wait1: &w {incoming: {Empty: 1}}
Wait2: *w
20 A1:
incoming: {Items: 1, Aturn: 1}
outgoing: &at {Bturn: 1}
payoff: &ap {Alice: -2.0, Bob: 2.0}
A2: {incoming: {Items: 2, Aturn: 1}, outgoing: *at, payoff: *ap}
25 A3: {incoming: {Items: 3, Aturn: 1}, outgoing: *at, payoff: *ap}
B1:
incoming: {Items: 1, Bturn: 1}
outgoing: &bt {Aturn: 1}
payoff: &bp {Alice: 2.0, Bob: -2.0}
30 B2: {incoming: {Items: 2, Bturn: 1}, outgoing: *bt, payoff: *bp}
B3: {incoming: {Items: 3, Bturn: 1}, outgoing: *bt, payoff: *bp}
Abbildung 4.8: Beschreibung des Spiels Nim aus der Abb.4.7 in PNSI YAML
Syntax. hidden in der Zeile 14 ist in dieser Darstellung u¨berflu¨ssig und wird
nur zu Demonstrationszwecken eingefu¨gt.
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den. Zweitens kann man Wiederholungen durch Referenzen vermeiden. Ein
Referenzname fa¨ngt mit dem Symbol & und kann einem Wert zugewiesen
werden. Ein anderer Wert, der den gleichen Inhalt hat, kann durch den Refe-
renznamen angefangen mit * ersetzt werden. Im Beispiel ist die Verteilung
fu¨r die Nummer n20 die gleiche wie fu¨r n10, was u¨ber dist referenziert wird.
4.3.2 Spielverwaltung
Aufbauend auf der Definition von PNSI sowie des zugeho¨rigen PNSI-Automa-
ten (Def.16, Def.17) wird hier der implementierte Spielverwaltungalgorithmus
vorgestellt. Der Algorithmus kann mit allen drei Spielimplementationsvari-
anten aus dem Unterkapitel 3.2 kombiniert werden. Die Spielverwaltung ist
a¨hnlich wie die GDL-Spielverwaltung durch eine Iteration realisiert. Jeder
Schritt der Iteration bei der GDL-Spielverwaltung dauert nicht la¨nger als die
Zeitspanne playclock. Ein Schritt kann bei GDL auch schneller abgeschlossen
werden, falls alle beno¨tigten Zu¨ge der Spieler fru¨her ankommen. Im Unter-
schied zu GDL dauert ein Schritt der Iteration bei PNSI-Spielverwaltung
genau einen Chronon.
Alg.4.1 stellt einen Schritt der Iteration der PNSI-Spielverwaltung in
Pseudocode dar. In der ersten Zeile werden die Verteilungen D˜ an den den
Spielern zugeho¨rigen Nummern entsprechend den zugesandten Anweisungen
der Spieler gea¨ndert. Dabei beschra¨nken sich die Werte in Verteilungen auf
ganzzahlig d.h. 0 oder 1. Die Einschra¨nkung auf Ganzzahligkeit ermo¨glicht
direkte Kontrolle der Spieler u¨ber die eigenen Zu¨ge. Eine Anweisung eines
Spielers muss dadurch aus Nummer und Alias der Position mit Feuerwahr-
scheinlichkeit 1 bestehen. Wa¨hrend eines Chronons ko¨nnen mehrere Anwei-
sungen versendet werden. Zeilen 2-29 fu¨hren einen Zustandswechsel  durch.
Zeilen 30-39 sind dafu¨r zusta¨ndig die A¨nderungen des Zustands den Spieler zu
versenden. Hier unterscheidet sich die PNSI-Spielverwaltung von der GDL-
Spielverwaltung, da bei GDL der komplete Zustand versendet wird.
Die Zeilen 2-9 realisieren Bed.5 aus Def.17. enough incoming tokens ist
wahr fu¨r eine aktivierte Transition. Falls keine der Transitionen aktiviert d.h.
die Menge active leer ist, wird finish game ausgefu¨hrt, wodurch das Spiel be-
endet wird. In der Zeile 11 bestimmt ein Zufallsexperiment fu¨r eine Auswahl-
menge entsprechend der zugeho¨rigen Verteilung die ausgewa¨hlte Transition.
Diese Zeile ist vor allem fu¨r die der Natur geho¨renden Auswahlmengen wich-
tig, da dort die Verteilungen nicht nur aus 0 und 1 bestehen. Die Menge
tobefired ist eine Untermenge von activ, in der alle Transitionen nicht nur
aktiviert sondern auch ausgewa¨hlt sind (Bed.1-2 aus Def.17).
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Algorithmus 4.1 : Ein Schritt der Iteration der PNSI-Spielverwaltung.
implement altering commands from players;1
foreach ta in Transitions do2







foreach c in Choice sets do10





while not tobefired.empty do16
tf = tobefired.remove at index(random value);17






while not q().empty do24





foreach a in PNSI.agents do30
foreach p in changed do31










Um die tatsa¨chlich simultan zu feuernde Transitionsfolge q() zu be-
stimmen, werden die Transitionen aus tobefired in den Zeilen 16-29 in einer
zufa¨lligen Reihenfolge (Zeile 17) simultan gefeuert bis die Menge leer ist oder
keine aktivierte Transition mehr entha¨lt (Bed.2-3 aus Def.17). Die in den
folgenden Zeilen zu versendenden A¨nderungen werden dabei in der Menge
changed registriert (Zeilen 20 & 28).
Der zeitliche Aufwand des angegebenen Algorithmus zur Spielverwal-
tung steigt ho¨chstens polynomiell zur Gro¨ße von PNSI, genauer O(|Q˜|(|Q˜|+
|P˜ |ln(|P˜ |) + |I˜|ln(|I˜|))). Dieser Umstand ist durch die Tatsache begru¨ndet,
das ein Zustandswechsel in Petrinetzen als eine Matrixaddition formulier-
bar ist. Man muss zusa¨tzlich erwa¨hnen, dass dieser Algorithmus nach jedem
Schritt unterbrochen werden und erst spa¨ter fortgesetzt werden kann. Da-
bei wird der aktuelle Zustand d.h. die Belegung von Pla¨tzen, Spielerkonten
und Wahrscheinlichkeitsverteilungen an den Auswahlmengen dauerhaft in ei-
ner Datei bzw. einer Datenbank gespeichert und bei dem Fortsetzen wieder
hochgeladen. Dadurch ist eine Spielverwaltung basierend auf PNSI persistent
konstruiert werden.
4.3.3 Spielbaumgenerierung
Abb.4.9 zeigt das Muddy-children-puzzle aus dem Abschnitt 2.3.1 fu¨r zwei
Kinder, Alice und Bob, modelliert in PNSI. Dieses Ra¨tsel ist als ein Spiel bei
imperfekter Information mit Zeit modelliert. In der Beschreibung des Ra¨t-
sels muss die Aufsichtsperson za¨hlen d.h. jeder Takt ist mit einem simultanen
Zug der Kinder verbunden. Um das Verhalten der Kinder zu rationalisieren
sind a¨hnlich wie in [Web01] Bestrafungen (−10000) fu¨r falsches Vortreten
sowie Belohnungen (+100) fu¨r richtiges Vortreten eingefu¨hrt worden. Jeder
simultane Zug (vortreten oder nicht) der beiden Agenten dauert in dieser
Darstellung ein Chronon.
Die Abbildung zeigt den Anfangszustand des Ra¨tsels. Am Anfang sind
die Konten der Spieler leer und Start ist der einzige Platz, der markiert ist.
Die Pla¨tze dirtyA und cleanA dru¨cken den Zustand des Gesichtes von Alice
aus und sind nicht gleichzeitig markiert. Das gleiche gilt fu¨r Pla¨tze dirtyB
und cleanB und den Spieler Bob. Die gepunkteten Rechtecke um diese Pla¨tze
dru¨cken aus, dass sie fu¨r den jeweiligen Spieler versteckt sind.
Die Auswahlmenge {dirtyAlice, dirtyBob, dirtyBoth} ist mit einer sinnvol-
len Verteilung assoziiert, die aber in der Abbildung nicht dargestellt wurde.
Im ersten Chronon feuert eine dieser Transitionen zufa¨llig entsprechend die-
ser Verteilung und entscheidet daru¨ber, welche der Welten -,, ,- und --
gelten soll.
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Abbildung 4.9: Muddy-children-puzzle modelliert in PNSI [TJ09].
Im zweiten Chronon werden die Pla¨tze unsureA und unsureB markiert.
Markierte Pla¨tze mit dem Pra¨fix unsure dru¨cken den Zustand eines Spielers
aus, in dem er noch nicht vorgetreten ist. Und markierte Pla¨tze mit dem
Pra¨fix stepped dru¨cken den Zustand aus, in dem er vorgetreten ist. Jeder
Spieler besitzt eine Auswahlmenge, an der er sich zwischen Stay und Step
entscheiden kann. Anschließend bestimmen die Transitionen mit dem Pra¨fix
P, welche Auszahlungen die Spieler abha¨ngig von dem Zustand und deren
Zu¨gen erhalten.
Wie schon im Abschnitt 4.3.1 besprochen, la¨sst sich ein TEFG-Baum auf
der Basis einer PNSI-Spielbeschreibung aufbauen. Def.18 basiert auf Def.17
und erlaubt fu¨r das Design des tatsa¨chlichen Algorithmus mehrere Mo¨glich-
keiten. Hier wird eine Implementation beschrieben, die konform zum Alg.4.1
ist [Tag09e]. Der gesamte Algorithmus ist relativ umfangreich und und hat als
Eingabe PNSI sowie die Anzahl der Chronons fu¨r die TEFG generiert wer-
den soll. Zuerst wird der Algorithmus (Alg.4.2) beschrieben, der fu¨r einen
Chronon bzw. einen simultanen Zug TEFG erstellt.
Der Algorithmus fu¨r ein Chronon ist nur in seinen Hauptoperationen dar-
gestellt, weil die Details variabel konstruiert werden ko¨nnen. Die Zeile 1 im
Alg.4.2 bewirkt die Initialisierung des Objekts step, das alle relevanten Infor-
mationen eines simultanen Zuges beinhaltet. Danach werden alle Auswahl-
mengen, die mindestens eine aktivierte Transition beinhalten, ausgewa¨hlt
(Zeilen 2-9). Das geschieht, weil die Verteilungen an den Nummern, die die-
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sen Auswahlmengen zugeordnet sind, einen Einfluss auf den Spielzustand im
na¨chsten Chronon haben. Die Nummern, die von den Spielern kontrolliert
werden, werden in eine Liste aufgenommen (Zeilen 5-7).
In der Zeile 10 werden alle mo¨glichen auswa¨hlbaren Transitionsfolgen aus
Algorithmus 4.2 : PNSI zu TEFG, einzelner Chronon [Tag09e].
Data : PNSI, EFG
create(step)1
foreach c in PNSI.choice sets do2
if PNSI.contains any active transition(c) then3
step.choice sets.add(c)4





step.firing alternatives = create all firing alternatives(step.choice sets)10
foreach transitions set in step.firing alternatives do11
alternative = calculate probabilities and turns(transitions set)12
if alternative.probability = 0 then13
step.firing alternatives.remove(transition set)14
else15
remove dead transitions from alternative(transitions set)16
resolve conflicts if needed(transitions set)17
end18
end19
foreach number in step.ownednumbers do20
EFG.add to leafs(step.branches(number))21
end22
EFG.add a choice node to each leaf(step)23
return EFG.get leaves(step)24
den Auswahlmengen mit mindesten einer aktivierten Transition berechnet.
Die Elemente der Liste firing alternatives beinhalten alle mo¨glichen Beset-
zungen der Variable tobefired aus Alg.4.1. In der Zeile 12 werden fu¨r jede
Transitionsfolge aus firing alternatives die Wahrscheinlichkeiten sowie die
no¨tigen Zu¨ge der Spieler bestimmt. Die Wahrscheinlichkeit einer Transiti-
onsfolge ist das Produkt der Wahrscheinlichkeiten jeder einzelnen Transition
der Folge. Falls die Wahrscheinlichkeit 0 ist, wird die Transitionsfolge ge-
lo¨scht (Zeilen 13-14). Gleich 0 ist die Wahrscheinlichkeit, wenn die Transi-
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Algorithmus 4.3 : PNSI zu TEFG, mehrere Chronons.
initialize(TEFG, border nodes)1
foreach i : 0<i≤chronons do2
foreach node in border nodes do3
node leaves = do one chronon(PNSI state of(node),4
TEFG.EFG))//Alg.4.2
exchange personal nodes(PNSI, TEFG, node)5
new border nodes.add(node leaves)6
end7
check news function(PNSI, TEFG, border nodes,8
new border nodes)
end9
tionsfolge z.B. Transitionen beinhaltet, die nicht zum gleichen Alias in u¨ber
Nummer verbundenen Auswahlmengen zugeordnet sind. In der Zeile 16 wer-
den alle nicht aktivierten Transitionen aus den Transitionsfolgen gelo¨scht.
Dabei ko¨nnen auch leere Transitionsfolgen entstehen – keine Transition wird
gefeuert wie z.B. beim Zug Wait in Nim. Und schließlich wird jede Tran-
sitionsfolge in der Zeile 17 auf gleichzeitige Feuerbarkeit aller Transitionen
gepru¨ft. Das geschieht wegen der Zeile 18 aus Alg.4.1, wo vorher aktivierte
Transitionen durch sequenzielles Feuern deaktiviert werden ko¨nnen. Falls die
Transitionsfolge nicht gleichzeitig feuerbar ist, wird sie in feuerbare Unter-
mengen aufgespalten, die mit entsprechenden Wahrscheinlichkeiten versehen
werden.
In den Zeilen 20-22 wird der aktuelle EFG-Baum, der die Grundlage fu¨r
TEFG ist, mit einer mehrstufigen Verzweigung aus simultanen Zu¨gen der
Spieler erweitert. Die Vera¨nderungen der Verteilungen an den Nummern der
ausgewa¨hlten simultanen Zu¨ge haben einen Einfluss auf den na¨chsten Spiel-
zustand. In der Zeile 23 wird jede Zugkombination der Spieler mit einer
Verzweigung u¨ber die Zu¨ge der Natur, die auch einelementig sein kann, abge-
schlossen. Im Anhang B wird ein generierter EFG-Baum fu¨r einen Chronon
einer komplexeren PNSI-Struktur demonstriert. Die dort dargestellte PNSI-
Struktur dru¨ckt ein Spiel aus, das sich nicht an einem realen Sachverhalt
orientiert und darum keine sinnvolle Bezeichnung hat.
Alg.4.2 liefert in der Zeile 24 die neuen Bla¨tter von TEFG zuru¨ck. Diese
aktuellen Bla¨tter von TEFG werden im u¨bergeordneten Algorithmus (Alg.4.3)
fu¨r das Behandeln mehrerer Chronons mit der Variable border nodes referen-
ziert. Am Anfang gibt es nur einen einzigen Knoten in dieser Menge und zwar
die Wurzel. In der Zeile 1 werden bei Alg.4.3 TEFG und border nodes mit
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dem Inhalt der Wurzel initialisiert.
In den Zeilen 2-9 von Alg.4.3 wird TEFG suksessive fu¨r die gegebene
Anzahl von Chronons chronons aufgebaut. In der Zeile 4 wird fu¨r jeden
Blattknoten aus border nodes der Alg.4.2 aufgerufen, wodurch der jeweilige
Knoten erweitert wird. Da aber einige Blattknoten fu¨r einige Spieler entspre-
chend der Nachrichtenfunktion nicht auseinander gehalten werden ko¨nnen,
mu¨ssen die Informationsmengen der simultanen Zu¨ge an solchen Knoten mit
einander verbunden bzw. hinzugefu¨gt werden (Zeile 5). Nachdem alle nicht
terminale Blattknoten erweitert wurden, befinden sich die neuen Blattknoten
in der Menge new border nodes. In der Zeile 8 wird bestimmt, welche dieser
Knoten fu¨r welche Spieler ununterscheidbar sind.
Abb.4.10 zeigt einen EFG-Baum. Dieser EFG-Baum ist der um die Zeit-
funktion, die Nachrichtenfunktion und die einelementigen Verzweigungen der
Natur (nach dem Satz 3) reduzierte TEFG-Baum, der fu¨r 3 Chronons aus der
PNSI-Struktur in Abb.4.9 generiert wurde. Diese Abbildung wurde mit Hilfe
von GAMBIT automatisch generiert. Zu¨ge der Natur sind mit grauen und
Zu¨ge der Spieler mit schwarzen Linien dargestellt. Jeder Knoten hat einen
eindeutigen Namen, der mit dem Prefix
”
nd“ anfa¨ngt (Root ist eine Aus-
nahme). Die du¨nnen senkrechten schwarzen Linien verbinden Knoten und
symbolisieren Informationsmengen. Die Informationsmengen werden mit ei-
nem Namen versehen, der aus der Spielernummer (1 fu¨r Alice und 2 fu¨r
Bob), einem Doppelpunkt und der Nummer der Informationsmenge besteht.
1:4 heißt z.B. die vierte Informationsmenge von Alice. Die erste Verzwei-
gung an der Wurzel Root und la¨sst eine der mo¨glichen drei Welten -,, ,-
oder -- entstehen. Wenn alle Spieler schon im zweiten Chronon vortreten,
werden im dritten Chronon nur noch Auszahlung verteilt und das Spiel ist
beendet. Ein Beispiel dazu ist die Knotensequenz Root-nd4-nd15-nd16.
Wie schon im Abschnitt 2.2.4 besprochen kann GAMBIT die Gleichge-
wichte berechnen. Fu¨r das Spiel in Abb.4.10 besteht die Ausgabe von GAM-
BIT aus 16 d.h. 24 Gleichgewichten in puren Strategien. Diese Gleichgewichte
varieren nur an vier Informationsmengen mit bina¨ren Entscheidungen 1:2,
1:3, 2:5 und 2:6. Diese Variationen bewirken aber keine Auszahlungsunter-
schiede. Eines dieser Gleichgewichte wird durch Wahrscheinlichkeiten (0 oder
1) an den Zu¨gen der Spieler dargestellt.
Die Lo¨sung von GAMBIT zeigt, dass einer der Spieler in den Welten -,
und ,- vortreten wird, wa¨hrend in der Welt -- alle stehen bleiben. Da
die Zu¨ge im letzen d.h. dritten Chronon nicht ausgezahlt werden ko¨nnen,
braucht man 4 Chronons, um auch das mo¨gliche Vortreten in der Welt --
zu beobachten.
Leider ist in der PNSI-Spielbeschreibung des Muddy-children-puzzles ein
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Abbildung 4.10: Spiel in extensiver Form automatisch generiert auf der Basis
der Darstellung von Muddy-children-puzzle in PNSI in Abb.4.9 fu¨r 3 Chro-
nons. Die Abbildung wurde ebenfalls automatisch mit GAMBIT generiert.
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Problem nicht beru¨cksichtigt worden. Dieses Problem besteht darin, dass ein
schmutziger Spieler in der Situation -, bzw. ,- die gleiche Auszahlung
bekommt, ob er gleich im zweiten Chronon oder spa¨ter im dritten Chronon
vortritt. Das fu¨hrt dazu, dass das Nichtvortreten eines Spieler nicht mehr
eindeutig das Sehen eines anderen schmutzigen Spielers bedeutet. Aushilfe
schafft in diesem Falle eine negative Auszahlung fu¨r das Zo¨gern, das sich pro-
blemlos in die PNSI-Spielbeschreibung einbauen la¨sst (negative Kanten von
Transition mit dem Prefix
”
Stay“ zu Spielerkonten). Da aber dieses Problem
noch in keiner Abhandlung u¨ber Muddy-children-puzzle erwa¨hnt worden ist,
kann man es als eine Beispielleistung des vorgestellten Konzept betrachten,
solche verborgene Details in Spielbeschreibungen zu entdecken.
4.3.4 Eigenschaften von PNSI
Im vorigen Abschnitt wurde beschrieben, wie das Transitionssystem eines
Petrinetzes zum Konstruieren eines Spielbaumes aus einer Spielbeschreibung
in PNSI benutzt wird. Es wurde dort ein Weg vorgestellt, wie aus einer
PNSI-Spielbeschreibung ein TEFG-Baum generiert werden kann. Hier wird
der umgekehrte Weg diskutiert. Es ist die im Abschnitt 4.1.1 geforderte Be-
dingung der kompakten Darstellung zeitlicher extensiver Spiele. Sie kann da-
durch erfu¨llt werden, dass zu jedem TEFG-Baum eine ho¨chstens genauso
große PNSI-Spielbeschreibung konstruiert werden kann.
Da PNSI und TEFG Graphen sind, definieren sich deren Gro¨ßen als die
Anzahl der Knoten und Kanten multipliziert mit einem spezifischen konstan-
ten Faktor. Fu¨r die Gro¨ße von TEFG kann die Anzahl der Kanten und fu¨r
die Gro¨ße von PNSI die Anzahl der Knoten (Pla¨tze und Transitionen) ge-
nommen werden. Die Beispiele Nim und Muddy-children-puzzle zeigen, dass
eine PNSI-Spielbeschreibung erheblich kleiner sein kann als der dazu geho¨ri-
ge TEFG-Baum. Dadurch fehlt nur noch eine zu Def.17 und Def.18 konforme
Konstruktionsvorschrift, die zu jedem TEFG-Baum eine gleichgroße a¨quiva-
lente PNSI-Spielbeschreibung erstellt. Ein formaler Beweis der Behauptung,
dass es eine solche Konstruktionsvorschrift existiert, wird hier aber wegen
der Unvollsta¨ndigkeit von Def.18 nicht angegeben. Stattdessen wird ein Bei-
spiel (Abb.4.11 und Abb.4.12) einer solchen Konstruktion vorgestellt. Dieses
Beispiel ist jedoch noch kein Beweis dieser Behauptung.
Jede mehrstufige Verzweigung innerhalb eines Chronons in TEFG ist ei-
ne Menge von Sequenzen der Zu¨ge der Spieler abgeschlossen mit Zu¨gen der
Natur, wobei alle Zu¨ge gleichzeitig stattfinden. Die mehrstufige Verzweigung
{ac,ad,bc,bd} in Abb.4.11 findet zum Zeitpunkt τ = 0 statt und besteht aus
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mo¨glichen simultanen Zu¨gen wie z.B. ac (Alice: a, Natur: c). Im vorgestell-
ten Beispiel sind alle mehrstufigen Verzweigungen innerhalb eines Chronons
symmetrisch. Dies muss aber bei Zu¨gen der Natur nicht immer der Fall sein
(Bed.4 aus Def.12). Ein Beispiel fu¨r einen nicht symmetrischen TEFG-Baum,
der einer PNSI-Struktur entspricht ist im Anhang B angegeben.
Jeder Geschichte in TEFG, nach der eine mehrstufige Verzweigung folgt,
muss entsprechend Def.18 ein Zustand des PNSI-Automaten d.h. eine Be-
legung von Pla¨tzen und Spielerkonten zugeordnet werden. Eine Kante im
PNSI-Automaten besteht aus gleichzeitig zu feuernden Transitionen und ent-
spricht einem simultanen Zug in TEFG. Fu¨r die simultanen Zu¨ge zum Zeit-
punkt τ = 0 werden zwei Auswahlmengen 1 und 2 erstellt (Abb.4.12), weil
die simultanen Zu¨ge aus diesem Zustand heraus 2-elementig sind. 1 wird zu
Alice zugeordnet und 2 zur Natur.
Der PNSI-Automat von Abb.4.12 ist ein gerichteter zyklenfreier Graph,
wobei in PNSI-Automaten auch Zyklen per Definition enthalten sein ko¨n-
nen. Jedem Zustand ist eine Menge von Pla¨tzen zugeordnet. Die Pla¨tze A
und B sind dem Startzustand zugeordnet und aktivieren falls belegt Tran-
sitionen fu¨r die simultanen Zu¨ge in diesem Zustand. Grundsa¨tzlich wird ein
Zustand durch eine ausreichende Belegung der nur ihm zugeordneten Pla¨tze
ausgedru¨ckt. Die Belegung der Pla¨tze ist ausreichend, wenn sie die Hu¨rde
zur Aktivierung der entsprechenden Transitionen u¨bersteigt. Die Hu¨rde zur
Aktivierung einer Transition ist die Gewichtung der eingehenden Kanten.
Wenn im Startzustand die Transitionen a und c gefeuert werden, werden die
Pla¨tze C, D, E und F belegt. Die Pla¨tze C und D sind dabei ausreichend
d.h. mit 2 Tokens belegt. Dadurch sind nach der Feuerung von {a,c} nur die
Transitionen {e,f,g,h} aktiviert. Die Transitionen {i,j} ko¨nnen nicht gefeuert
werden, da die Hu¨rde auf 2 gesetzt ist.
Nach dieser Bauweise braucht man fu¨r jede Stufe einer symmetrischen
mehrstufigen Verzweigung eine Auswahlmenge sowie einen Platz zum Akti-
vieren der darin enthaltenen Transitionen. Die Hu¨rde an den Transitionen
ist die Anzahl der Stufen der vorigen symmetrischen Verzweigung. Dadurch
wa¨chst die Gro¨ße der PNSI-Struktur linear zur Anzahl der Stufen in mehr-
stufigen Verzweigungen, wa¨hrend die Gro¨ße des TEFG-Baumes exponentiell
zu dieser Anzahl wa¨chst.
Es gibt eine Alternative zur Nutzung der Petrinetze fu¨r die Definition
einer Spielbeschreibungssprache wie PNSI. Es ist die Nutzung einer pra¨di-
katenlogikbasierten Beschreibung. Beispiele pra¨dikatenlogikbasierter Ansa¨t-
ze sind GDL und Gala (Unterkapitel 3.1). Auf einen pra¨dikatenlogikbasier-
ten Ansatz wird noch im na¨chsten Unterkapitel eingegangen. Die Vorteile
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Abbildung 4.12: Beispiel von Konstruktion von PNSI zu TEFG auf Abb.4.11.
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graphische Darstellungsmo¨glichkeit und der polynomielle zeitliche Aufwand
eines Zustandsu¨bergangs (Abschnitt 4.3.2). Die Nebenla¨ufigkeit ist bei den
simultanen Zu¨gen eine sinnvolle Modellbildung. Die graphische Darstellung
ist wiederum fu¨r die menschlichen Nutzer von Vorteil. Der zeitliche Aufwand
eines Zustandsu¨bergangs ist selbst bei sicher terminierenden pra¨dikatenlogi-
schen Sprachen wie datalog exponentiell [KE06].
Zusammenfassend kann man sagen, dass die Sprache PNSI viele zeitli-
che extensive Spiele kompakter darstellen kann. Es ko¨nnen ferner Algorith-
men fu¨r die praktische Nutzung dieser Sprache angegeben, implementiert und
verwendet worden sind [Tag09c, Tag09e]. Am kompaktesten ist eine PNSI-
Spielbeschreibung bei Spielen, bei denen sich die Zusta¨nde sich leicht als
Vektoren u¨ber natu¨rliche Zahlen kodieren lassen, wie z.B. Nim. Man ko¨nnte
dennoch diese Sprache weiterentwickeln, sodass diese Sprache alle zeitlich ex-




SIDL [Tag09a] ist die zweite Spielbeschreibungssprache, die im Rahmen die-
ser Dissertation definiert und untersucht worden ist. Bei SIDL handelt es sich
um eine pra¨dikatenlogische Beschreibung eines Spiels a¨hnlich wie GDL und
Gala. Diese Art der Beschreibung ist angelehnt an den STRIPS-Formalismus
[FN71] und den Situationskalku¨l [MH69]. Die STRIPS-a¨hnlichen Sprachen
und der Situationskalku¨l sind stark mit einander verwandt. Beide Ansa¨t-
ze eignen sich fu¨r das Beschreiben von Planungsaufgaben. Um verschiedene
Planungssysteme zu vergleichen wird in neuerer Zeit PDDL [McD00] als eine
Zusammenfassung der Sprachen fu¨r das Beschreiben von Planungsaufgaben
eingesetzt. PDDL (sowie dessen Erweiterungen 2.1, 2.2 und 3.0) beinhaltet
STRIPS.
In PDDL wird ein Zustand der Welt mit Hilfe von Pra¨dikatenlogik erster
Stufe beschrieben. Ein Zustand wird dabei durch eine Menge von atomaren
Literalen dargestellt, die fu¨r diesen Zustand gelten. Dann gibt es Bedingun-
gen, nach denen bestimmte Aktionen in den zugeho¨rigen Zusta¨nden mo¨glich
werden. Das Ausfu¨hren einer Aktion bewirkt einen Effekt, d.h. eine Vera¨n-
derung der Gu¨ltigkeit einiger Literale. Bei der Gu¨ltigkeit der Literale wird
zwischen der Annahme zur Weltabgeschlossenheit und Weltoffenheit unter-
schieden. Bei der Weltabgeschlossenheit sind alle nicht vorhandenen Fakten
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ungu¨ltig. Bei der Weltoffenheit sind alle nicht vorhandene Fakten weder gu¨l-
tig noch ungu¨ltig. Beide Annahmen sind ga¨ngig und ko¨nnen in PDDL als
Parameter verwendet werden.
Falls ein Gegenstand ω durch eine Aktion A vom Ort a zum Ort b bewegt
werden muss, wird es unter Annahme der Weltabgeschlossenheit folgender-
maßen dargestellt. Es gibt zwei Zusta¨nde, in denen jeweils entweder at(ω, a)
oder at(ω, b) gelten. Die Aktion A hat als Vorbedingung at(ω, a) und als Ef-
fekt (¬at(ω, a))∧at(ω, b). Es bedeutet, dass durch das Ausfu¨hren der Aktion
A der Fakt at(ω, a) gelo¨scht und der Fakt at(ω, b) erstellt wird. Eine sol-
che Beschreibung einer Aktion ist eine Verallgemeinerung der Beschreibung
einer Transition in Petrinetzen, wodurch Petrinetze mit Hilfe von STRIPS-






Hier wird eine aktuelle Variante der Spielbeschreibungssprache SIDL und
zwar SIDL2.0 vorgestellt [Tag09f]. In [Tag09a] ist eine fru¨here Version vor-
gestellt worden. Die Motivation fu¨r SIDL2.0 ist das Erreichen einer kom-
pakteren Darstellung durch pra¨dikatenlogische Definitionen als es bei PNSI
der Fall ist. Die formale Definition fu¨r SIDL2.0 ist in Def.19 gegeben. Einer
Spielbeschreibung in SIDL2.0 liegt eine endliche Menge von Symbolen Σ zu
Grunde, mit deren Hilfe einzelne Elemente wie Zusta¨nde, Spieler usw. aus-
gedru¨ckt werden ko¨nnen. Jedem Zustand ist eine Menge von Sequenzen aus
Σ auch genannt als Wo¨rter zugeordnet (3). Die in einem Zustand beinhalte-
ten Wo¨rter entsprechen den in diesem Zustand geltenden Fakten. Ein Wort
kann auch als ein Chunk in einer kognitiven Architektur (Abschnitt 3.3.1)
verstanden werden. Es wird von Weltabgeschlossenheit ausgegangen.
Nach Def.19 sind die Spieler N auch Wo¨rter u¨ber Σ∗ (1). Das erleichtert
die Einordnung der Spieler in Gruppen, da jeder Spieler als ein Vektor der Ei-
genschaften seiner Rolle im Spiel aufgefasst werden kann. Diese Darstellung
ist besonders bei Spielen mit einer sehr großen Anzahl von Spielern sinnvoll,
da man fu¨r bestimmte Gruppen der Spieler gemeinsame Fa¨higkeiten leichter
definieren kann. Wie in PNSI hat jeder Spieler ein Konto, das mit reellen
Werten belegt werden kann (2). Die gu¨ltigen Wo¨rter sowie der Vektor der
Kontosta¨nde der Spieler ergeben zusammen einen Zustand (3).
DEFINITION 19 (SIDL2.0) Eine Spielbeschreibung in SIDL besteht aus
folgenden Elementen, wobei Σ eine endliche Menge von Symbolen ist:
1. N ⊂ Σ∗ eine Menge von Spielern d.h. Wo¨rtern aus Symbolen Σ.
2. R|N | eine Menge mo¨glicher Kontosta¨nde der Spieler.
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3. S ⊂ {w ◦ m : w ⊂ Σ∗ ∧ m ∈ R|N |} eine Menge von Zusta¨nden, jeder
Zustand ist eine Menge von Wo¨rtern aus Symbolen Σ sowie ein Vektor
der Kontosta¨nde der Spieler.
4. H : Σ∗ ×N∗ Wahrheitsfunktion fu¨r versteckte Wo¨rter.
5. A ⊂ Σ∗ eine Menge von Zu¨gen, jeder Zug ist ein Wort aus Symbolen
Σ.
6. I ⊂ Σ∗ eine Menge von Schaltern.
7. L : I × Σ∗∗ eine Wahrheitsfunktion, die bestimmt, ob ein Schalter in
einem Zustand legal ist. Fu¨r Endzusta¨nde ist die Menge der legalen
Schalter leer.
8. P : I × Σ∗∗ → A∗ eine Funktion, die jedem Schalter je nach Zustand
eine geordnete nichtleere Menge von Zu¨gen zuordnet. Diese Funktion
ist bijektiv.
9. O : {i◦w 7→ n : w ⊂ Σ∗∧ i ∈ I ∧n ∈ (N ∪ (R10)
|P (i,w)|)} eine Zuordnung
eines Spielers bzw. einer Verteilung zu einem Schalter abha¨ngig vom
Zustand. Es gilt
∀n ∈ N : ∀s, s′ ∈ S : ∀l ∈ I :
{w ∈ s : ¬H(w, n)} = {w ∈ s′ : ¬H(w, n)} ∧ n = O(l, s)∧
(P (l, s) = P (l, s′))⇒ (L(l, s)⇔ L(l, s′)) ∧ n = O(l, s′)
10.  : S×An → S Definition der Zustandsu¨berga¨nge des SIDL-Automaten.
n ist die Zahl legaler Schalter und An beinhaltet fu¨r jeden legalen Schal-
ter genau einen Zug.
11. sgo ∈ S ein Startzustand.
Bei imperfekter Information mit perfektem (zeitlichen) Erinnerungsvermo¨gen
ko¨nnen zwei Zusta¨nde fu¨r einen Spieler nur dann nicht unterschieden werden,
wenn der Zeitpunkt, seine vorhergehende Zu¨ge sowie aktuelle Zugmo¨glichkei-
ten sich nicht unterscheiden (siehe Unterkapitel 4.2). Um den Fall ausdru¨cken
zu ko¨nnen, bei dem ein Spieler trotz eines perfekten (zeitlichen) Erinnerungs-
vermo¨gen zwei Zusta¨nde nicht unterscheiden kann, wird die Funktion H ein-
gefu¨hrt (4), die Wo¨rter versteckt, in denen sich die zwei Zusta¨nde unterschei-
den. Falls aber der Spieler zwei Zusta¨nde durch sein perfektes (zeitliches) Er-




Es gibt eine Menge von Zu¨gen A (5). Jeder Zug ist ein Wort u¨ber Σ∗ und
kann als ein Vektor aus Parametern fu¨r eine Zustandsmanipulation aufge-
fasst werden. Die Zu¨ge sind in Mengen zusammengefasst und die Kennungen
dieser Zugmengen werden als Schalter I bezeichnet (6-8). Ein Schalter ist
entsprechend L in einem Zustand legal oder illegal (7). Die einem Schalter
zugeordnete Zugmenge ist abha¨ngig vom Zustand (8). Dass die Zugmen-
ge eines Schalters abha¨ngig vom Zustand ist, ist ein Kompromiss mit der
Tatsache, dass einige Spiele eine sehr große Anzahl an mo¨glichen Zugmen-
gen haben und dadurch entsprechend große Menge an Schaltern verursachen
wu¨rden. Andererseits beno¨tigen Zu¨ge der Natur eine Wahrscheinlichkeitsver-
teilung, die an eine feste Anzahl von Zu¨gen in der zugeho¨rigen Zugmenge
gebunden ist. Ein Schalter kann abha¨ngig vom Zustand entweder mit einem
Spieler oder mit einer Wahrscheinlichkeitsverteilung verbunden werden (9).
Es gelten zwei Bedingungen bei legalen Schaltern (9). Erstens, falls ein
legaler Schalter mit einer Wahrscheinlichkeitsverteilung verbunden ist, muss
die Wahrscheinlichkeitsverteilung die gleiche La¨nge wie die Anzahl der dem
Schalter zugeordneten Zu¨ge haben. Zweitens sollen die einem Spieler in ei-
nem Zustand zugeordneten legalen Schalter samt deren Zu¨ge eine durch H
definierte Ununterscheidbarkeit zweier Zusta¨nde nicht aufheben.
Schließlich beinhaltet Def.19 einen Zustandsu¨bergangsautomaten (10).
Der SIDL-Automat ist der PNSI-Automat mit dem Unterschied, dass die
Zusta¨nde statt einer Belegung der Pla¨tze eine Menge von Wo¨rter u¨ber Σ∗
beinhalten. Jeder Zustandsu¨bergang im SIDL-Automaten entspricht einer
mehrstufigen Verzweigung innerhalb eines Chronons in TEFG. Bei einem
Zustandsu¨bergang wird fu¨r jeden legalen Schalter ein Zug ausgewa¨hlt. Die
dadurch entstandene Zugmenge bestimmt den na¨chsten Zustand. Sie ist auch
als simultaner Zug zu verstehen. Ein Zustandsu¨bergang dauert genau ein
Chronon. sgo ist der Startzustand (11).
Aufbauend auf der formalen Beschreibung der Sprache wird hier eine
Syntax fu¨r SIDL2.0 angegeben. Die Syntax entha¨lt eine den Sprachen fu¨r
Planungsaufgaben a¨hnliche Elemente und basiert auf ISO-Prolog [DEDC96].
Folgende sprachliche Elemente sind zum Beschreiben eines Spiel in SIDL2.0
verfu¨gbar:
 Alle ISO-Prolog-Operatoren zur Manipulation von Listen und Zahlen
sind erlaubt. Operatoren init, hidden, legal, switch, owned, default, do
und payoff sind Schlu¨sselwo¨rter von SIDL2.0 und du¨rfen nur in den Re-
gelko¨pfen verwendet werden. player, fact, create, delete, tocreate, todele-
te und does sind auch Schlu¨sselwo¨rter und du¨rfen nur in Regelru¨mpfen
auftauchen.
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 init(W ):-Condition – Regeln dieser Art definieren die im Startzustand
geltende Wo¨rter. Jedes Wort W = [a, . . .] wird als eine Liste darge-
stellt.
 init(N , M):-Condition – Spielerkonten im Startzustand. Liste N ist
ein Spieler und M ist der Kontostand.
 player(N) – Dieser Operator liefert einen gu¨ltigen Spieler N zuru¨ck.
 fact(W ) – Dieser Operator liefert ein aktuell gu¨ltiges Wort W zuru¨ck.
 hidden(W , P ):-Condition – Wort W ist versteckt fu¨r Spieler P .
Condition darf Atome mit Operator player enthalten.
 legal(I):–Condition – Liste I ist ein im aktuellen Zustand legaler Schal-
ter. Condition darf Atome mit Operatoren player und fact enthalten.
 owned(I, D):-Condition – Schalter A ist einem Spieler oder einer Ver-
teilungD zugeordnet. Eine Verteilung ist entweder eine Liste mit Wahr-
scheinlichkeiten oder ein Ausdruck equal(X), das eine Gleichverteilung
u¨ber X Elemente bedeutet. Condition darf Atome mit Operatoren
player und fact enthalten.
 switch(I, A):-Condition – Liste A ist einer der mo¨glichen Zu¨ge fu¨r
Schalter I. Condition darf Atome mit Operatoren player und fact ent-
halten.
 create(W ) – Wort W gilt als Effekt im na¨chsten Zustand.
 delete(W ) – Wort W ist als Effekt im na¨chsten Zustand gelo¨scht.
 tocreate(W ) – Liefert ein Wort W zuru¨ck, das im na¨chsten Zustand
gelten wird.
 todelete(W ) – Liefert ein Wort W zuru¨ck, das im na¨chsten Zustand
gelo¨scht ist.
 does(I, A) – Liefert den aktuellen Zug A fu¨r den Schalter I zuru¨ck.
 do(A):-Condition – Definition eines Zuges A. Condition darf Atome
mit Operatoren player, fact, create, delete und does enthalten.
 payoff(N , R):-Condition – Auszahlung R wird auf das Konto von Spie-
ler N addiert. Condition darf Atome mit Operatoren player, fact, to-






legal([main]):- fact([_, I]), I > 0.
switch([main], [T]):-
fact([_, I]), M is min(I, 3), between(1, M, T).
switch([main], [wait]).




fact([A, I]), NI is I - T, player([B]), not(A = B), /* PRECOND. */
delete([A, I]), create([B, NI]). /* EFFECT */
payoff([A], 1.0):- tocreate([A, 0]).
payoff([A], -1.0):- tocreate([B, 0]), not(A = B).
Abbildung 4.13: Beschreibung des Spiels Nim in SIDL2.0 basierend auf ISO-
Prolog. :- steht fu¨r eine Implikation ⇐, , fu¨r ein UND und /* */ fu¨r ein
Kommentar. Variablen sind großgeschrieben und ist eine Sondervariable.
 default(I, A):-Condition – Standardzug A des Schalteres I. Condition
darf Atome mit Operatoren player und fact enthalten.
Mit Regeln fu¨r do und payoff wird die Zustandsu¨bergangsrelation  defi-
niert. Definitionen von do sind Regeln, bei denen Bedingungen Abfragen des
aktuellen Zustands (fact) und Effekte (create und delete) beinhalten. Diese
Regeln a¨hneln prinzipiell den Regeln aus PDDL. Der Unterschied besteht
darin, dass die Zu¨ge gleichzeitig stattfinden. Da nicht nur jeder Zug fu¨r sich,
sondern auch deren Kombination eine Auswirkung auf das Ergebnis haben
kann (z.B. Abb.4.5), ist es erlaubt in Vorbedingungen die Zu¨ge der anderen
Spieler (does) abzufragen.
Ein Beispiel einer Spielbeschreibung in SIDL2.0 ist Nim in Abb.4.13.
Ein Zustand in Nim ist eine Kombination aus dem Spieler, der am Zug ist,
und der aktuellen Anzahl der Streichho¨lzer. {[alice,7]} ist Startzustand. Am
Anfang des Spiels haben beide Spieler, Alice und Bob, 0 auf dem Konto-
stand. Es gibt nur einen Schalter im Spiel und zwar [main]. Dieser Schalter
ist legal solange Streichho¨lzer da sind. Schalter [main] beinhaltet die Zu¨ge
[X] von X = 1 bis ho¨chstens die Anzahl der Streichho¨lzer jedoch unter 4
und den Zug [wait] (switch). Der Schalter [main] geho¨rt zu dem Spieler, der
gerade am Zug ist, und hat den Standardzug [1]. Der Bedingung fu¨r einen
Zug ungleich [wait] besteht aus zwei Teilen - der Abfrage des aktuellen Zu-
stands sowie der Berechnung (is) des na¨chsten Zustandes kommentiert mit
PRECOND und dem Effekt kommentiert mit EFFECT. Nach der Definition
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children([alice, bob, charly, david, eric]).
makedirty([]).
makedirty([C | Cs]):- create([dirty, C]), makedirty(Cs).
init([start]).
init([C], 0.0):- children(Cs), member(C, Cs).
hidden([dirty, C], [C]):- player([C]).
legal([dirt]):- fact([start]).
legal([C]):-
player([C]), not(fact([start])), not(fact([_, stepped])).
switch([dirt], [dirt | SCs]):-
children(Cs), getsubset(SCs, Cs), not(SCs = []).
switch([C], [C, S]):- player([C]), member(S, [stay, step]).
owned([dirt], equal(N)):-
children(Cs), length(Cs, L), N is (2 ^ L) - 1.
owned([C], [C]):- player([C]).
default([C], [stay]):- player([C]).
do([ dirt | DCs ]):-
fact([start]), delete([start]), makedirty(DCs).
do([_, stay]).




tocreate([C, stepped]), fact([dirty, C]).
payoff([C], -10000.0):-
tocreate([C, stepped]), not(fact([dirty, C])).
Abbildung 4.14: Beschreibung von Muddy-children-Puzzle fu¨r eine erweiter-
bare Menge von Kinder in SIDL2.0.
von legal terminiert das Spiel, wenn keine Streichho¨lzer mehr da sind. Nach
der Definition von payoff, bekommt der Spieler, der dann am Zug ist, die
Auszahlung 1, wa¨hrend der Andere die Auszahlung −1 bekommt. Die Ope-
ration between ist zusa¨tzlich definiert, aber in der Spielbeschreibung wegen
Trivialita¨t ausgelassen. between(X, Y , Z) liefert alle natu¨rlichen Zahlen Z
aus dem Intervall [X, Y ] zuru¨ck.
Das zweite Beispiel ist eine Beschreibung eines Spiels bei imperfekter In-
formation und zwar des Muddy-children-puzzles in Abb.4.14. Diese Beschrei-
bung entha¨lt zwei speziell definierte Regeln children und makedirty. children
entha¨lt eine Liste aller beteiligter Kinder. makedirty erstellt Wo¨rter der Form
[dirty, C] fu¨r eine Liste von Kindern und darf nur in Bedingungen fu¨r do-
Regeln benutzt werden. Mit Hilfe von children und member (
”
enthalten in“)
lassen sich die Kontosta¨nde codesparend definieren. Mit hidden wird defi-
niert, dass die Spieler den eigenen Zustand nicht kennen. Der Schalter [dirt]
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hat als Zu¨ge alle mo¨glichen nichtleeren Untermengen der Menge der Spieler.
Die Untermengen werden von einer zusa¨tzlichen Operation getsubset berech-
net. Die Anzahl N der nichtleeren Untermengen einer Menge der Gro¨ße L
ist 2L−1 und wird fu¨r die dem Schalter [dirt] zugeordneten Gleichverteilung
berechnet (equal(N)). Jeder Spieler [C] besitzt einen gleichnamigen Schalter
[C] mit den Zu¨gen [C, stay] und [C, step]. Die Auszahlungen sind beim Ste-
henbleiben −1.0, beim korrekten Vortreten 100 und beim falschen Vortreten
−10000. Die Menge der Kinder kann bei children erweitert werden, ohne das
andere Teile vera¨ndert werden mu¨ssen. Eine Beschreibung des komplexeren
Spiels Schach gibt es im Anhang C.
Einige Spiele wie z.B. Nim, Muddy-children-Puzzle oder Schach lassen
sich mit Hilfe von SIDL2.0 kompakter darstellen, als es mit PNSI oder mit
GDL der Fall ist (Vgl. z.B. Abb.3.7, Abb.4.7 und Abb.4.13). Andererseits
ist die Berechnung des neuen Zustandes beim Zustandsu¨bergang durch die
Ma¨chtigkeit von ISO-Prolog generell nicht entscheidbar. Trotzdem ist die Ver-
wendung dieser Sprache bei besonders großen Spielen sinnvoll, da sie durch
eine hohe Kompaktheit die formale Repra¨sentation komplexerer Spiele durch
menschliche Nutzer erleichtert.
4.4.2 Spielverwaltung
Hier wird ein Algorithmus fu¨r die Spielverwaltung basierend auf SIDL2.0
vorgestellt. Da in SIDL2.0 Spiele pra¨dikatenlogisch beschrieben werden, ist
es sinvoll, einige Teile des Algorithmus als logische Operationen zu definie-
ren. Alg.4.4 ist eine vereinfache Definition dieses Algorithmus. lcall steht
im Pseudocode fu¨r das Ausfu¨hren logischer Operationen sowie der Ru¨ckgabe
der Ergebnisse mit
”
.solutions“. assert steht in ISO-Prolog fu¨r das Erstellen
eines gu¨ltigen Terms. retract lo¨scht einen Term. In den Zeilen 1-6 wird der
Startzustand initialisiert. Danach werden die Zeilen 7-30 solange iteriert, bis
keine legalen Schalter mehr da sind. In der Zeile 31 wird das Spiel beendet.
In den Zeilen 8-10 werden innerhalb der Zeispanne eines Chronons Befeh-
le von Spielern empfangen und falls sie gu¨ltig sind, werden Fakten mit does
fu¨r die jeweiligen Schalter erstellt. Nach dem Ablauf der Zeitspanne eines
Chronons werden in den Zeilen 11-13 die Zu¨ge der Natur entsprechend der
Verteilungen mit Hilfe eines Zufallszahlengenerators festgelegt. In den Zeilen
14-16 wird fu¨r jeden legalen Schalter jeweils ein Zug ausgefu¨hrt. Das Aus-
fu¨hren eines Zuges bewirkt noch keine Vera¨nderung des aktuellen Zustands,
sondern es berechnet nur die no¨tigen Vera¨nderungen (Fakten mit todelete
und tocreate). In den Zeilen 17-19 werden entsprechend den goal -Regeln die
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Algorithmus 4.4 : Spielverwaltung basierend auf SIDL2.0.
foreach F in lcall(init(F)).solutions do1
lcall(assert(fact(F)));2
end3
foreach (N, M) in lcall(init(N, M)).solutions do4
lcall(assert(account(N, M)));5
end6
while lcall(legal( )) do7
while chronon not expired do8
assert does for an incomming command;9
end10
foreach (I,D) in lcall(legal(I)∧owned(I,D)∧dist(D)).solutions do11
assert randomly does(I,D);12
end13




foreach (N,P) in lcall(goal(N,P)).solutions do17
lcall(retract(account(N,M))∧assert(account(N,M+P)));18
end19
foreach (F) in lcall(tocreate(F)∨todelete(F)).solutions do20
send unhidden changes to players(F);21
end22
foreach (N,M) in lcall(account(N,M)).solutions do23
send to players(N,M);24
end25
foreach (F) in lcall(todelete(F)).solutions do26
lcall(retract(todelete(F))∧retract(fact(F)));27
end28








neuen Kontosta¨nde berechnet. In den Zeilen 20 bis 25 werden die Spieler u¨ber
die Vera¨nderungen falls nicht versteckt informiert. Und schließlich, in Zeilen
26-32 werden die Vera¨nderungen des Zustand vervollsta¨ndigt und alle Fakten
mit does entfernt. Das Behalten der Fakten mit does wu¨rde die Befehle aus
einem Chronon fa¨lschlicherweise in den na¨chsten u¨bertragen.
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5.1.1 Spielerklassifikation und Spielregelnerkennung
Das Thema dieses Kapitel ist der Entwurf und die Implementation eines
Softwaresystems, das in dieser Arbeit als Spielinfrastruktur bezeichnet wird.
Die Einordnung der Begriffe ist in Abb.3.8 im Unterkapitel 3.2 dargestellt.
Eine Spielimplementation ist eine Mo¨glichkeit der Spielrealisierung mit Hilfe
eines Computersystems. Als Spielrealisierung wird hier die Gesamtheit der
Umsta¨nde einer realen strategischen Interaktion bezeichnet, deren Struktur
in Form eines Spiels dargestellt werden kann. Die nun folgende Diskussion
u¨ber Spielrealisierungen ist grundlegend fu¨r den Entwurf eines solchen Soft-
waresystems.
Eine reale Situation, in der sich ein Agent befindet, beinhaltet nur in be-
stimmten Fa¨llen eine strategische Interaktion mit anderen Agenten. Selbst
wenn mehrere rationale Agenten (Abschnitt 2.1.1) in einer Umgebung durch
ihre Handlungen die Effekte ihrer Handlungen gegenseitig beeinflussen, muss
es noch keine strategische Interaktion sein, falls die Agenten einander als sol-
che nicht wahrnehmen (Abschnitt 2.2.1). Falls beispielsweise Alice und Bob
als Beispiel einander gegenseitig beeinflussen, ist Bob ein Teil der Umgebung
fu¨r Alice und umgekehrt. Alice kann (muss nicht) den entsprechenden Teil
ihrer Umgebung als einen
”
rationalen Agenten Bob“ wahrnehmen. Falls Alice
Bob als einen rationalen Agent wahrnimmt, dann ist er fu¨r sie autonom, in-
telligent und hat eine Pra¨ferenzordnung u¨ber die Effekte seiner Handlungen.
Um einen Teil der Umgebung als einen rationalen Agenten wahrzuneh-
108
5.1. SPIELREALISIERUNG
men, muss das Konzept
”
rationaler Agent“ fu¨r die interagierende Agenten
bekannt sein. Ein rationaler Agent muss nach seiner Definition nicht mit dem
ihn bezeichnenden Konzept
”
rationaler Agent“ vertraut sein. Ein
”
rationaler
Agent“ ist nichts anderes als ein Modell, anhand dessen ein rationaler Agent
die Entwicklung seiner Umgebung mit darin enthaltenen rationalen Agenten
vorhersagen kann, denn die Handlungen eines rationalen Agenten haben stets
den seines Wissens nach meist subjektiv bevorzugten Effekt. Zur Einfachheit
der Argumentation wird hier der Begriff strategischer Agent eingefu¨hrt. Ein
strategischer Agent ist ein rationaler Agent, der mit dem Konzept
”
rationa-
ler Agent“ und mit dem Konzept
”
strategischer Agent“ vertraut ist. Dieser
Begriff wird in anderen Werken [Con99, z.B.] anderes belegt verwendet. Ein
strategischer Agent ist sich dessen bewusst, als rationaler bzw. strategischer
Agent von anderen strategischen Agenten wahrgenommen werden zu ko¨nnen.
Ob ein Agent strategisch ist oder nicht, kann durch den Entwurf der Spielin-
frastruktur nicht beeinflusst werden.
Falls strategische Agenten, deren Handlungen einander beeinflussende Ef-
fekte haben, einander als strategische Agenten wahrnehmen, darf man es
als eine strategische Interaktion betrachten. Man kann ferner anhand der
Struktur dieser strategischen Interaktion mit Hilfe der Spieltheorie Vorhersa-
gen u¨ber deren Verhalten treffen. Die einander wahrnehmenden strategischen
Agenten ermo¨glichen dies durch Erfu¨llung der geforderten Voraussetzung fu¨r
ein gemeinsames Wissen der Rationalita¨t. In der Realita¨t kann jedoch ein
physikalischer Prozess (oder ein nicht-strategischer Agent) als ein strategi-
scher Agent oder ein strategischer Agent als ein physikalischer Prozess (oder
als ein nichtstrategischer Agent) fa¨lschlicherweise klassifiziert werden. Men-
schen ko¨nnen beispielsweise von anderen Menschen durch z.B. Inkompatibi-
lita¨t der verwendeten Logiken fa¨lschlicherweise als irrational modelliert wer-
den ko¨nnen (Abschnitt 2.3.3). Dieses Problem wird im weiteren Verlauf als
Spielerklassifikationsproblem bezeichnet. Durch dieses Problem ist die tat-
sa¨chliche Menge der beteiligten strategischen Agenten nicht immer ein ge-
meinsames Wissen dieser Agenten.
Außer der Klassifikation der Spieler, mu¨ssen die wechselseitigen Beziehun-
gen zwischen den Handlungen der Agenten sowie deren Pra¨ferenzordnungen
d.h. die Spielregeln erkannt werden. Die Spielregeln mu¨ssen in der Reali-
ta¨t nicht in expliziter Form wie bei gesellschaftlichen Brettspielen oder bei
dem GDL-Server (Abschnitt 3.2.1) vorliegen. Daraus ergibt sich ein mit dem
Spielerklassifikationsproblem eng verknu¨pftes Spielregelnerkennungsproblem.
Die beiden Probleme bei nicht-expliziter Spielbeschreibung mu¨ssen die be-
teiligten Agenten selbst bewa¨ltigen. Unzula¨nglichkeiten beim Lo¨sen dieser
Probleme sind Gru¨nde dafu¨r, dass die korrekte Beschreibung des Spiels kein
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gemeinsames Wissen der beteiligten Agenten sein ko¨nnte. Falls die korrekte
Beschreibung des Spiels kein gemeinsames Wissen ist, spricht man von Spie-
len bei unvollsta¨ndiger Information. Die Agenten ko¨nnen zwar nach Harsanyi
Spiele bei unvollsta¨ndiger Information in Spiele bei imperfekter Information
umwandeln (Abschnitt 2.2.3), indem sie Erwartungen u¨ber die mo¨gliche Spie-
lermengen und die Spielregeln konstruieren, dennoch sind diese Erwartungen
kein Teil der Spielinfrastruktur und ko¨nnen durch sie nicht kontrolliert wer-
den. Daher ist eine explizite Spielbeschreibung der einzige Weg durch den
Entwurf der Spielinfrastruktur sicherzustellen, dass die Spieler ein vorher de-
finiertes Spiel bei imperfekter Information tatsa¨chlich spielen.
Nur einige der vorhandenen Spielrealisierung beinhalten eine explizite
Spielbeschreibung (1) und nur einige der vorhandenen expliziten Spielbe-
schreibungen bewirken allein eine Spielrealisierung (2). Im ersten Fall, beim
Erstellen einer expliziten Spielbeschreibung anhand einer Spielrealisierung
durch einen unbeteiligten Agenten (z.B. einen Spieltheoretiker) tauchen wie-
der die beiden vorher besprochenen Probleme auf – Spielerklassifikation und
Spielregelnerkennung. Diese Probleme verkomplizieren das Modellieren realer
Sachverhalte in Form eines Spiels. Ein in der Einleitung erwa¨hntes Beispiel
dafu¨r ist die spieltheoretische Modellierung des Spiels Chicken. Die realen
Sachverhalte werden in Spieltheorie meist vereinfacht modelliert, um sa¨mtli-
che Aufwa¨nde zu reduzieren [KP97]. Bei Spielinfrastrukturen wie z.B. dem
GDL-Server, die auf einer Spielbeschreibung basieren, wird aus einer Spiel-
beschreibung eine Spielrealisierung erstellt. Die explizite Spielbeschreibung
wird bei dem GDL-Server den Spielern vor dem Spiel mitgeteilt, sodass es
bis auf die Zeitabla¨ufe gewa¨hrleistet ist, dass die Spieler kein durch die Spie-
linfrastruktur teilweise unkontrolliertes Spiel bei unvollsta¨ndiger Information
spielen. Die zeitlichen Abla¨ufe ko¨nnen dabei nicht durch Spieler beeinflusst
werden. Bedingt durch die Bauart des Servers entspricht das tatsa¨chliche
Spiel der vorher angegebenen Spielbeschreibung.
5.1.2 Natu¨rliche Spielrealisierung als Vorbild
Man kann zwischen Spielrealisierungen durch ein Computersystem d.h. Spie-
limplementationen und Spielrealisierungen durch natu¨rliche Umsta¨nde unter-
scheiden. Eine a¨hnliche Unterscheidungsmo¨glichkeit besteht zwischen ku¨nstli-
chen und natu¨rlichen Planungsaufgaben. Durch vereinfachendes Modellieren
einiger natu¨rlicher bzw. als natu¨rlich konstruierter strategischer Interaktio-
nen sind in der spieltheoretischen Literatur sprechende Namen fu¨r die charak-
teristischen mathematischen Strukturen eingefu¨hrt worden. Solche Beispiele
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Alice – Großer Affe
Bob – Kleiner Affe
Schu¨tteln Warten
Schu¨tteln 5, 3 4, 4
Warten 9, 1 0, 0
Abbildung 5.1: Auszahlungsmatrix fu¨r Großer-Kleiner-Affe [Gin00, S.9].
sind Chicken, Gefangenendilemma, Kampf-der-Geschlechter usw..
Die natu¨rlichen Spielrealisierungen lassen sich je nach Art des Aufbaus
unterscheiden [Tag09a], wie folgende Beispiele zeigen werden. Ein Beispiel ist
die natu¨rliche Spielrealisierung zum Spiel Großer-Kleiner-Affe [Gin00, S.9].
Dieses Spiel hat die in Abb.5.1 dargestellte Auszahlungsmatrix. Es sind zwei
Affen beteiligt, deren Gro¨ßen sich unterscheiden. Diese Affen mo¨gen Fru¨chte
fressen, die nur nach dem Schu¨tteln des entsprechenden Baumes am Boden
eingesammelt werden ko¨nnen. Jeder der Affen ist dazu fa¨hig, den Baum zu
schu¨tteln, falls er auf den Baum hinauf klettert. Der den Baum schu¨ttelnde
Affe kann wegen der Zeitspanne des Herunterkommens weniger Fru¨chte ein-
sammeln, als der am Boden wartende. Jeder Affe meidet daher den Fall, in
dem er den Baum selbst schu¨tteln muss. Hinzu kommt, dass das Schu¨tteln fu¨r
den gro¨ßeren Affen einen wesentlichen Energieverlust bedeutet. Bei diesem
Spiel ist es wichtig zu bemerken, dass die Spielregeln allein durch physikali-
sche Gegebenheiten realisiert werden – es bedarf keiner Entscheidung eines
Agenten wie beim Gefangenendilemma.
Beim Gefangenendilemma ist es anderes. Dort muss fu¨r die Realisierung
sa¨mtlicher Spielregeln der Staatsanwalt aufkommen. Der Staatsanwalt ist
de facto der dritte jedoch am Spiel unbeteiligte Agent, der fu¨r das Gefan-
genendilemma notwendig ist. A¨hnlich wie beim GDL-Server beschreibt der
Staatsanwalt den Gefangenen d.h. den beteiligten Spielern die Spielregeln
und verspricht entsprechend dieser Regeln zu handeln. Dieses wird im anglo-
amerikanischen Rechtssystem als
”
plea bargain“ bezeichnet. Dafu¨r wird so-
gar ein spezieller Vertrag zwischen Staatsanwalt und Zeuge unterschrieben
[Lar00]. Im Unterschied zum GDL-Server sollte der Staatsanwalt nicht als
ein einfaches System, sondern als ein rationaler Agent betrachtet werden. Er
braucht einen Grund fu¨r die Einhaltung der Regeln. Entsprechend den vorge-
schlagenen Regeln zu handeln ist tatsa¨chlich eine rationale Entscheidung des
Staatsanwalts. Er wu¨rde sonst sein Versprechen brechen und dadurch seine
Reputation bescha¨digen.
Die physikalischen Gegebenheiten und die am Spiel unbeteiligten Agen-
ten sind nicht die einzigen, die die Spielregeln realisieren ko¨nnen. Die spielen-
den Agenten selbst ko¨nnen auch fu¨r die Einhaltung der Spielregeln sorgen.
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Abbildung 5.2: Modell einer Spielrealisierung [Tag09a]. Kreise stellen Agen-
ten und Rechteck die Umgebung dar. Die gepunktete Linie kreist die Spieler
und die gestrichelte die mo¨glichen Instanzen fu¨r die Realisierung der Spielre-
geln ein.
Dazu geho¨ren z.B. Brettspiele, in denen die Spieler entsprechend der Spielre-
geln die Pra¨ferenzordnungen und die legalen Zugmo¨glichkeiten u¨bernehmen.
Zur Zeit gibt es kaum sichere Antworten darauf, warum Menschen u¨berhaupt
solche strategische Interaktionen erfinden und realisieren. Die meist vertrete-
ne Vorstellung ist, dass die absichtlich konstruierte strategische Interaktionen
wie z.B. Schach eine Mo¨glichkeit darstellen, sich in Geschick und Weisheit zu
messen [GdR04].
”
Games of strategy, such as chess, couple intellectual acti-
vity with competition. We can exercise and improve our intellectual skills by
playing such games. The competition adds excitement and allows us to com-
pare our skills to those of others.“ [GLP05]. Nach dieser Vorstellung ziehen
die beteiligten Agenten die Einhaltung der Spielregeln den Vorteilen durch
Ausfu¨hren illegaler Zu¨ge vor.
In Abb.5.2 ist eine schematische Zusammenfassung der zuvor erwa¨hn-
ten Mo¨glichkeiten einer natu¨rlichen Spielrealisierung dargestellt. Viele in der
Literatur vorkommenden Beispiele sind Mischungen der drei Instanzarten.
Diese drei Arten sind die am Spiel beteiligte Agenten, am Spiel unbeteilig-
te Agenten und die physikalischen Gegebenheiten. Das Buch
”
Game Theory
Evolving“ [Gin00] ist eine problemorientierte Einfu¨hrung in (evolutiona¨re)
Spieltheorie und eignet sich als Quelle einer großen Menge von Beschreibun-
gen natu¨rlicher Spielrealisierungen. Es entha¨lt 53 Spiele. Ein solches Beispiel
ist Poker, wo die menschlichen Spieler und die physikalischen Gegebenheiten
112
5.2. FRAMASI
die Spielregeln realisieren. Einerseits halten sich die Spieler an die Regeln.
Andererseits beeinflusst der durch die physikalischen Eigenschaften der kon-
kreten Karten bestimmte Prozess des Mischens des Kartenstapels die tat-
sa¨chlichen Auftrittswahrscheinlichkeiten der Bla¨tter. Auktionen sind dage-
gen meist durch einen einzigen Agenten z.B. ein Auktionshaus realisiert. Bei
Markteintrittsspielen wird die Menge der Ka¨ufe, die zwar Menge der Ent-
scheidungen einzelner Agenten ist, als eine bestimmten volkswirtschaftlichen
Gesetzen unterliegende Gro¨ße abstrahiert. Ein interessantes Beispiel ist das
in der Einleitung erwa¨hnte Chicken (Unterkapitel 1.1). Bei Chicken sind die
Regeln einerseits durch die Fahreigenschaften der Fahrzeuge andererseits aber
durch die Ansichten der Clique realisiert.
Einzelne Agenten wie z.B. der Staatsanwalt im Gefangenendilemma oder
die Mitglieder der Clique bei Chicken ko¨nnen durch deren Verhalten die
Struktur der strategischen Interaktion anderer Agenten (absichtlich) beein-
flussen. Das folgt zumindest aus der obigen Diskussion. Ein weiteres Beispiel
einer absichtlichen Spielrealisierung durch einen Agenten ist Joker’s Spiel aus
Abschnitt 4.2.1. Der Mechanismusentwurf ist der Schritt vor dem Realisieren
eines Spiels, in dem die Spielregeln entworfen werden. Die Fa¨higkeit eines
Agenten Spiele realisieren zu ko¨nnen macht den Mechanismusentwurf erst
nutzbar. Der Mechanismusentwurf wa¨re nutzlos, falls Agenten Spiele nicht
realisieren ko¨nnten. Man kann daher ku¨nstliche Agenten a¨quivalent der na-
tu¨rlichen Welt gezielt mit dieser Fa¨higkeit ausstatten.
5.2 FRAMASI
5.2.1 Multiagentensystem als Basis
Im Rahmen dieser Arbeit wird die Architektur FRAMASI [Tag09c] als eine
Grundlage fu¨r Spielimplementationen von Spielen bei imperfekter Informati-
on vorgestellt. FRAMASI beinhaltet drei Arten von Aufgaben fu¨r Agenten –
World, Player und sonstige. Dieses Vorgehen bei der Konstruktion der Spie-
linfrastruktur a¨hnelt dem des ACE-Systems (Abschnitt 3.2.2).
Ein Agent, der vordergru¨ndig die Aufgabe World ausfu¨hrt, wird als ein
Agent vom Typ World bezeichnet. Ein Agent, der vordergru¨ndig die Aufgabe
Player ausfu¨hrt, wird entsprechend als ein Agent vom Typ Player bezeichnet.
Die World-Agenten sind rational und haben als Ziel mo¨glichst alle verwal-
teten Spiele entsprechend den explizit definierten Spielregeln durchzufu¨hren.
Dadurch besitzen die World-Agenten die im Abschnitt 5.1.2 besprochene Fa¨-
higkeit zur Spielimplemetation.
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Abbildung 5.3: Das Aufbaukonzept von FRAMASI [Tag09a]. Beziehungen
zwischen World und Player. Sonstige Agenten sind ausgelassen.
Abb.5.3 zeigt die Beziehungen zwischen den beiden Agententypen. Agen-
ten vom Typ World senden Spielregeln an Agenten vom Typ Player, ver-
walten das Spiel und versorgen die mitspielenden Agenten mit Informatio-
nen u¨ber fu¨r die jeweils sichtbaren (imperfekte Information) A¨nderungen des
Spielzustandes. Die Agenten vom Typ Player teilen ihre Zu¨ge dem World-
Agenten mit. Sonstige Agenten sind fu¨r Aufgaben zusta¨ndig, die weder die
Spielverwaltung noch das Spiello¨sen beinhalten. Die Basis der aktuellen Im-
plementierung von FRAMASI ist das Multiagentensystem JADE.
Es gibt zwei praktische Vorteile des beschriebenen Vorgehens, speziell der
Nutzung eines Multiagentensystems:
Vorteile der Multiagentensysteme :
Als das erste Argument kommen die im Abschnitt 2.1.2 erwa¨hnten
Vorteile der Multiagentensysteme wie vor allem die Flexibilita¨t. Zusatz-
kompetenzen wie z.B. Nutzung externer Hardware [Fis07] ko¨nnen leicht
hinzugefu¨gt werden – im Falle von FRAMASI als sonstige Agenten.
Gleichzeitig bietet ein Multiagentensystem eine fertige Grundlage fu¨r
das Verteilen der Systemteile u¨ber ein Netzwerk sowie die strukturierte
Kommunikation zwischen World- und Player-Agenten. Mit
”
struktu-
riert“ ist die Nutzung einer speziellen Sprache und Agentenkommuni-




Eine Mo¨glichkeit zu einer direkten Kommunikation zwischen den Spie-
lern d.h. Player-Agenten ohne die Beteiligung der Spielverwaltung d.h.
der World-Agenten reduziert die Kommunikationsaufwa¨nde im System.
Das Vorhandensein einer speziellen gemeinsamen Sprache wie z.B. ACL
verbessert dies zusa¨tzlich. Diese Kommunikation ist einerseits notwen-
dig um das Rollenbesetzungsproblem [GM04, z.B.] am Anfang eines
Spiels zu lo¨sen. Anderseits gibt es Spiele, bei denen Kommunikation
der Spieler keine direkte Wirkung auf die Auszahlung hat. Dies wird
als Cheap-Talk [CDFR94, FR96] bezeichnet und kann zwischen den
Player-Agenten direkt ausgefu¨hrt werden. Cheap-Talk muss nicht ein
Teil der Spielregeln sein, weil die einzelnen Meldungen auszahlungsneu-
tral sind und daher nicht als Zu¨ge im Spiel betrachtet werden mu¨ssen.
Außer den beiden praktischen Vorteilen gibt es noch den konzeptuellen Vor-
teil der A¨hnlichkeit der Spielimplementation mit den natu¨rlichen Vorbildern.
Die Fa¨higkeit des World-Agenten die Spielregeln ku¨nstlich zu realisieren ist
wie schon im Abschnitt 5.1.2 erwa¨hnt eine u¨bliche Fa¨higkeit natu¨rlicher
Agenten.
Es entsteht durch die Mo¨glichkeit der direkten Kommunikation zwischen
den Spielern die Notwendigkeit diese Kommunikation in bestimmten Fa¨llen
zu untersagen, wo sie nicht erwu¨nscht ist. Beim Gefangenendilemma bei-
spielsweise ist die Kommunikation der Spieler nicht mo¨glich. In Netzwerken
ist dies jedoch problematisch. Zwar existiert speziell bei dem Multiagenten-
system JADE ein Agent Sniffer, der zur Aufzeichnung dieser Kommunikati-
on verwendet werden kann. Jedoch kann Sniffer diese Kommunikation nicht
aufzeichen, falls die Spieler sie u¨ber andere Wege wie z.B. gemeinsame Datei-
systeme, Datenbanken oder Webserver durchfu¨hren. Dieses Problem taucht
auch bei den anderen beiden Arten der Spielimplementation (Abschnitt 3.2.1)
auf, solange die Sprache fu¨r die Programmierung der Spieler eine Mo¨glichkeit
zur Kontaktaufnahme mit anderen beinhaltet. Es ist noch keine entgu¨ltige
Lo¨sung fu¨r dieses Problem bekannt.
5.2.2 FRAMASI-Protokoll
Bei der Architektur FRAMASI handelt es sich hauptsa¨chlich um ein Agenten-
kommunikationsprotokol, wie sie bei einem Multiagentensystem u¨blich sind.
Die Aufgaben World und Player sind als sog. Behaviours d.h. Verhalten der
Agenten definiert, die die spielbezogene Kommunikation mit anderen Agen-
ten beinhalten. Im Unterschied zu ACE kann ein Agent auch mehreren Typen
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Abbildung 5.4: Ontologie eines Spiels in FRAMASI. Die Rollen der Spieler
sind vom Typ String. roles ist eine Liste mit Elementen vom Typ Assi-
gnment und boycotts entha¨lt Elemente vom TypBoycott.AID ist Agent-
Identifier.
zugeho¨ren – ein Agent kann gleichzeitig mehrere Behaviours haben d.h. meh-
rere Spielverwalter bzw. Spieler verko¨rpern.
Das FRAMASI-Protokoll basiert auf einer speziellen Ontologie, die in
Abb.5.4 dargestellt ist. Hier wird der Begriff Rolle eingefu¨hrt. Eine Rolle ist
die Gesamtheit der Funktionen und Eigenschaften eines Spielers in einem
Spiel und la¨sst sich durch einen Namen identifizieren. Rollen ko¨nnen durch
Player-Agenten besetzt werden.
Ein Spiel Game beinhaltet die Besetzungen der Rollen roles, Spielregeln
rules, Mindestzeitabschnitt zwischen zwei Zustandsa¨nderungen der Spielver-
waltung chronon und die Liste der verbotenen peer-to-peer Kommunikatio-
nen zwischen den Rollen boycotts. Die Spielregeln beschreiben das jeweilige
Spiel sowie die einzelnen Rollen. Die Spielbeschreibung darf jedoch unvoll-
sta¨ndig sein. Jede Besetzung einer Rolle ist vom Typ Assignment und ent-
ha¨lt eine in den Spielregeln beschriebene Rolle role sowie (falls vorhanden)
den sie besetzenden Agenten agent. Agent-Identifier (AID) ist in der FIPA-
Spezifikation der Typ, mit dessen Instanz ein Agent eindeutig identifiziert
ist. Die Liste boycotts entha¨lt Elemente vom Typ Boycott und kodiert
einen gerichteten Graphen mit Rollen als Knoten. Ein Boycott entha¨lt zwei
Rollen zwischen denen in der definierten Reihenfolge keine Kommunikation
stattfinden darf.
Die Einhaltung der Kommunikationsverbote muss wie schon im vorigen
Abschnitt besprochen allein seitens der Spieler geschehen, da es fu¨r eine si-
chere U¨berwachung der Versto¨ße noch keine Lo¨sung gibt. Auch die Anony-
misierung der Agenten kann durch die Agenten umgangen werden.
Abb.5.5 zeigt das FRAMASI-Protokoll. Eine Spielverwaltung wird auf
den
”
Gelben Seiten“ DF registriert, wo sie von potenziellen Spielern gefun-
den werden kann. Danach folgt eine Kommunikation entsprechend dem FIPA
Contract Net Interaction Protocol SC00029. Der Spieler meldet sich bei dem
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Welt-Agenten mit dem Namen der Spielverwaltung an (cfp(serviceID)) und
wartet eine in der Beschreibung auf den gelben Seiten vorher angegebene Zeit-
spanne timeout auf eine Antwort. Im Normalfall wird danach dem Spieler
eine Instanz des Spiels entsprechend der Ontologie auf Abb.5.4 zugeschickt
(propose(game)). Der Spieler kann (Bedingung b) eine Rolle auswa¨hlen
(accept(role)) oder seine Beteiligung ablehnen (reject). Die Auswahl einer
Rolle ist bindend und kann nicht mehr widerrufen werden. Dadurch dient
die Besetzung einer Rolle nicht als ein Anzeigen eines eventuellen Interesses,
sondern ist eine sichere Angabe fu¨r weitere Player-Agenten, die am Besetzen
weiterer freier Rollen interessiert sind. Falls die Entscheidung zum Besetzen
einer Rolle von anderen Player-Agenten abha¨ngt, ko¨nnen die Agenten dies
unter sich verhandeln. Eine Besta¨tigung (inform) schließt im Normalfall das
SC00029-Protokoll innerhalb des FRAMASI-Protokolls ab. Ein Spieler kann
(Bedingung a) abgelehnt (refuse) werden oder es kann (Bedingung c) beim
Besetzen einer Rolle z.B. durch parallele Anfragen zu einem Fehler (failure)
kommen.
Sobald alle Rollen besetzt sind, wird die Spielverwaltung aus DF gelo¨scht
(deregister) und steht weiteren Spielern nicht mehr zur Verfu¨gung. Unmit-
telbar nach diesen beiden Schritten wird das Spiel gestartet. Die Zeitspan-
ne zwischen zwei Zustandsa¨nderungen betra¨gt mindestens chronon. Spieler
ko¨nnen ihre Zu¨ge jederzeit an die Spielverwaltung senden (inform(turn)).
Das Minimum fu¨r die Zeitspanne chronon ha¨ngt von der Leistung des Sys-
tems ab und sollte deutlich ho¨her als die Zeitspanne sein, die fu¨r die Berech-
nung eines Zustandsu¨berganges no¨tig ist. Ein Spiel wird mit cancel abge-
schlossen. Player- und World-Agenten ko¨nnen ein außerordentliches Beenden
des FRAMASI-Protokolls mit failure erwirken. failure kann durch einen
einzigen beteiligten Agenten ausgelo¨st werden, gilt aber fu¨r alle.
5.2.3 GGMA – Integration von PNSI und SIDL
Verglichen mit einer Client-Server-Spielinfrastruktur erfu¨llt der World-Agent
die Aufgabe des Gameservers d.h. die Spielverwaltung. Wie beim Gameserver
kann die Spielverwaltung beim World-Agenten auf einer Spielbeschreibungs-
sprache basiert sein [Tag09c]. Man muss jedoch bemerken, dass FRAMASI
unabha¨ngig von einer Spielbeschreibungsprache definiert ist. Die einzig be-
kannte Spielverwaltung, die auf einer sehr allgemeinen Spielbeschreibungs-
sprache basiert ist der GDL-Server.
Ein World-Agent, der basierend auf einer allgemeinen Spielbeschreibungs-
sprache Spiele verwalten kann, wird als GGMA bezeichnet [Tag09a]. Fu¨r
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Abbildung 5.5: FRAMASI-Protokoll.  steht fu¨r den Start eines Verhaltens
und fu¨r sein Ende. Rechtecke stehen fu¨r das Ausfu¨hren von Routinen,
Rauten sind Bedingungen und mit Pfeilen sind Nachrichten oder Spru¨nge in
der Verarbeitung dargestellt. Der Stern wird in 5.2.4 erkla¨rt.
118
5.2. FRAMASI
Algorithmus 5.1 : Der Spielverwaltungsalgorithmus bei GDL.
send game rules and wait;1
while not game over do2
while not (all received or chronon expired) do3
receive commands from players;4
end5
calculate the new game state;6
send the new game state to players;7
end8
Algorithmus 5.2 : Der Spielverwaltungsalgorithmus bei GGMA.
send game rules and wait;1
while not game over do2
while not chronon expired do3
receive commands from players;4
end5
calculate the new game state;6
record changes of the state;7
send the new game state to players;8
end9
die Spielverwaltung wird eine Zeitdauer fu¨r einen Zustandsu¨bergang defi-
niert (Abschnitt 4.3.2), damit die Spielbeschreibung zeitliche Vorga¨nge in
der Spielimplementierung bestimmen kann. Dies la¨sst sich erreichen, indem
man den Zeitabschnitt fu¨r GGMA beim FRAMASI-Protokoll genau auf einen
Chronon festlegt. Dafu¨r wird der Alg.5.1 von GDL zum Alg.5.2 von GGMA
modifiziert (Zeile 3). Die zweite Modifikation betrifft die Zeile 7, in der eine
Aufzeichnung der A¨nderungen des aktuellen Zustandes fu¨r das Sammeln von
Daten hinzugefu¨gt ist. Das Sammeln von Daten ist wiederum wichtig, um
das strategische Verhalten vor allem der menschlichen Spieler analysieren zu
ko¨nnen.
Die Spielverwaltungsalgorithmen der beiden im Kapitel 4 entwickelten
Sprachen – Alg.4.1 und Alg.4.4 – lassen sich von den Operationen her auf
Alg.5.2 abstrahieren. Auf diese Weise kann man PNSI und SIDL2.0 fu¨r GG-
MA verwenden. Im Anhang D gibt es einige technische Hinweise zur entwi-
ckelten Software sowie Beispiele der Spielaufzeichnung.
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5.2.4 Erfahrungen – Ken als Anwendung
Wie schon in der Zielbeschreibung (Abschnitt 1.2) erwa¨hnt, mu¨ssen nicht nur
ku¨nstliche Agenten miteinander interagieren ko¨nnen, sondern auch ku¨nst-
liche Agenten mit Menschen oder Menschen miteinander, wie es bei dem
Ken-Szenario (spa¨ter im Abschnitt 6.1.2) der Fall ist. Fu¨r beide Typen von
Spielern – ku¨nstliche und natu¨rliche – steht in FRAMASI eine Schnittstellen
mit folgenden zu implementierenden Methoden zur Verfu¨gung:
String getWorldName() :
Liefert den auf DF zu suchenden Namen zuru¨ck.
String chooseRole(Game game) :
Hier soll eine Rolle ausgewa¨hlt werden. Klasse Game entspricht der
Ontologie auf Abb.5.4.
update(String changes) :
changes sind die fu¨r den jeweiligen Spieler sichtbaren A¨nderungen im
Spielzustand. Hier kann die Methode player.act(String turn) direkt aus-
gefu¨hrt werden, wodurch die mit Stern gekennzeichnete Pause (Abb.5.5)
in der Verarbeitung verschwindet. Das Ausfu¨hren von act bewirkt, dass
der Zug turn an die Spielverwaltung gesendet wird.
doCancel() :
Beendet restliche Aktivita¨ten.
Fu¨r die Spielverwaltung des Spiels Ken wurde eine PNSI-Struktur mit 161
Transitionen und 56 Pla¨tzen erstellt. Die Player-Agenten in diesem Szenario
waren sogenannte Proxy-Agenten d.h. durch Menschen steuerbare grafische
Benutzeroberfla¨chen. Eine grafische Benutzeroberfla¨che fu¨r Ken implemen-
tiert die vorher erwa¨hnte Schnittstelle und stellt die als Belegung der Pla¨tze
und Kontosta¨nde gelieferte Information grafisch dar. Leider konnte noch kein
Weg dafu¨r gefunden werden, aus einer Spielbeschreibung ein benutzerfreund-
liches grafisches Interface automatisch zu erstellen.
Um einen Datenhandschuh fu¨r die Eingabe der Gesten zu nutzen, wurde
ein weiterer Agent erstellt. Dieser Agent klassifiziert die Gesten entsprechend








Wie es schon in der Einleitung erwa¨hnt wurde, konzentriert sich die Er-
forschung menschlichen strategischen Verhaltens eher auf einfachere als auf
umfangreichere Spiele. Dieses Vorgehen ist a¨hnlich dem Vorgehen in ande-
ren Wissenschaften, wie z.B. die Erforschung der Drosophila in der Genetik.
Dafu¨r kann menschliches Verhalten in realen strategischen Interaktionen mit
einer einfachen Struktur untersucht werden (1). Es ko¨nnen auch zu einer ent-
wickelten einfachen Struktur entsprechende Experimente durchgefu¨hrt wer-
den (2). Ein Experiment in diesem Zusammenhang ist eine Spielrealisierung.
Die Werte der Variablen einer strategischen Interaktion lassen sich entweder
messen oder annehmen wie im ersten Fall oder direkt kontrollieren wie im
zweiten Fall [Cam03, S.35]. In den Kapitel 4 und 5 wurden die konzeptuellen
und technischen Grundlagen fu¨r die Durchfu¨hrung von Experimenten weiter-
entwickelt.
Die ha¨ufige Vorgehensweise bei der Durchfu¨hrung eines Experiments ist
das Sammeln der Daten menschlichen strategischen Verhaltens mit leistungs-
orientierten moneta¨ren Auszahlungen (Abschnitt 2.3.3). Durch leistungsori-
entierte Auszahlungen kann der Anreiz als eine Variable des Experiments
direkt kontrolliert werden. Am Ende eines Experiments werden die von den
Experimentatoren oder vom benutzten System den Leistungen im Spiel ent-
sprechende Betra¨ge in einer ga¨ngigen Wa¨hrung an die Versuchspersonen aus-
gezahlt. Die so entstandene Betra¨ge sind im Durchschnitt positiv – bei nega-
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Papier 0 1 −1
Stein −1 0 1






Papier, Stein, Schere“. Links ist die Auszahlungsmatrix von
Alice und gleichzeitig auch die transponierte Auszahlungsmatrix von Bob.
Rechts ist der gerichtete Graph fu¨r das Spiel mit je einem Knoten pro Geste.
Bei einer Kante schla¨gt die Ausgangsgeste die Endgeste.
tiven Auszahlungen wa¨re es fu¨r die Versuchspersonen nicht rational an einem
solchen Experiment freiwillig teilzunehmen. Zum Vergleich sind bei kommer-
ziellen Glu¨cksspielen die durchschnittlichen Auszahlungen negativ.
Ein wichtiger Aspekt bei der Durchfu¨hrung eines solchen Experiments
ist die Verwendbarkeit der Daten fu¨r strategische Interaktionen mit ku¨nstli-
chen Agenten. Ein Mensch in Interaktion mit anderen Menschen muss durch
einen ku¨nstlichen Agenten ersetzbar sein. Ku¨nstliche Agenten haben meist
keine den Menschen a¨quivalente physische Erscheinungsform. Eine dem Men-
schen a¨hnliche physische Erscheinungsform fu¨r einen ku¨nstlichen Agenten ist
mit zusa¨tzlichen Aufwa¨nden verbunden. Bei direkter physischer Interakti-
on zwischen Menschen gibt es erheblich mehr Interaktionsmo¨glichkeiten als
bei Interaktion zwischen einem Menschen und einem ku¨nstlichen Agenten
ohne eine physische Erscheinungsform. Um den Aufwand fu¨r eine physische
Erscheinungsform eines ku¨nstlichen Agenten zu vermeiden, mu¨ssen die In-
teraktionsmo¨glichkeiten der Menschen auf die von ku¨nstlichen Agenten re-
duziert werden. Das bedeutet, dass die Versuchspersonen miteinander einzig
u¨ber Computersysteme interagieren (Abschnitt 5.2.4). Die so interagierenden
Menschen befinden sich in getrennten Ra¨umen mit Zugang zum System.
6.1.2 Ken als Szenario
In diesem Abschnitt wird ein Experiment [Tag09g] beschrieben, das einerseits
verwendbare Daten fu¨r die Untersuchung menschlichen strategischen Verhal-
tens liefert. Anderseits aber weist es durch Verwendung von FRAMASI (Un-
terkapitel 5.2) die Funktionsfa¨higkeit dieser zuvor entwickelten Architektur
nach.
Das Ziel des durchgefu¨hrten Experiments ist die Untersuchung der mensch-
122
6.1. DATENAKQUIRIERUNG
lichen Fa¨higkeit zur bewussten Unvorhersagbarkeit sowie die menschliche Fa¨-
higkeit zur Vorhersage des Verhaltens eines anderen Menschen. Es geht um
das menschliche strategische Verhalten in wiederholten Spielen bei gemisch-
ten Gleichgewichten. Die Fa¨higkeit zur bewussten Unvorhersagbarkeit ist un-
verzichtbar bei der Verwendung von gemischten Strategien (Unterkapitel 2.2).
Ein wichtiges Kriterium bei der Entwicklung des Szenarios war die Vermei-
dung von vereinfachenden Repra¨sentationen (Abschnitt 2.3.3) umfangreicher
Spielregeln durch die Spieler. Bei dem ausgewa¨hlten Spiel handelt es sich um
das in der Einleitung beschriebene Spiel Ken bzw. Knobeln. Der Umfang der
Spielregeln von Ken verglichen mit anderen Spielen wie z.B. Matrixspiele ist
minimal, wodurch das angestrebte Kriterium erfu¨llt wird.
Ken ist ein symmetrisches Nullsummenspiel bei imperfekter Information
fu¨r zwei Personen. Die Tatsache, dass die Summe der Auszahlungen Null
bzw. konstant ist, vereinfacht die Analyse des menschlichen Verhaltens, da
es keinen Anreiz fu¨r Kooperation gibt, der das Verhalten erheblich komplexer
machen wu¨rde. Dieses Argument wurde auch bei [RTW04] zur Motivation
der Verwendung von Ken aufgefu¨hrt.
Eine Runde von Ken besteht aus einem einzigen simultanen Zug. Es gibt
dabei eine Menge von verwendbaren Gesten. Die Gesten sind gleichzeitig
Strategien in der Auszahlungsmatrix. Eine Kombination aus zwei gleichen
Gesten als Ausgang einer Runde bewirkt wegen der Symmetrie ein Unent-
schieden (Auszahlung 0). Bei zwei unterschiedlichen Gesten kann es entweder
ein Unentschieden oder einen Sieger (Ausz. 1) und einen Verlierer (Ausz. −1)
geben – die eine schla¨gt die andere. Die einfachste Variante von Ken –
”
Pa-
pier, Stein, Schere“ – la¨sst sich als ein gerichteter zyklischer Graph aus drei
Knoten darstellen (Abb.6.1). Eine Kante zwischen zwei Gesten bedeutet da-
bei
”
schla¨gt“. Keine Kante bedeutet ein Unentschieden. Die Adjazenzmatrix
dieses Graphen ist die Auszahlungsmatrix des Spiels, bei der die negativen
Eintra¨ge mit 0 ersetzt worden sind.
Die Darstellungsweise von Ken als ein gerichteter Graph ist kompakter als
die Normalform und a¨hnelt der Darstellung der Aktionsgraphenspiele (Ab-
schnitt 3.1.1). Durch diese Besonderheiten reichen bei
”
Papier, Stein, Schere“
nur 3 ungewichtete gerichtete Kanten zwischen den Gesten, um die 3 × 3
Auszahlungsmatrix vollsta¨ndig zu beschreiben. Allgemein braucht man bei




gerichtete Kanten fu¨r ein n× n Nullsummenspiel (n Strategien fu¨r jeden der
beiden Spieler) statt einer Rn×n Matrix.
”
Papier, Stein, Schere“ hat eine einfache Gleichverteilung als Gleichge-
wicht. Um menschliches strategisches Verhalten auch in Spielen mit nicht-
trivialen Gleichgewichten bzw. auch mit mehr als einem Gleichgewicht zu un-
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Abbildung 6.2: Alle vier Graphen fu¨r 5 Gesten bzw. Knoten mit einem einzi-
gen nicht-trivialen Gleichgewicht [Tag09g]. Kanten zwischen den Gesten sind
entsprechend der Abb.6.1(rechts) definiert. Abwesenheit einer Kante bedeu-
tet ein Unentschieden zwischen den Knoten. Das Gleichgewicht eines Spiel
wird als Benennung der Knoten dargestellt.
tersuchen, wurden im Experiment Varianten mit bis zu 6 Gesten verwendet.
Als nicht-trivial werden hier Gleichgewichte bezeichnet, die keine Gleichver-
teilungen u¨ber Teilmengen der verfu¨gbaren Gesten sind. Bei trivialen Gleich-
gewichten zeigen Menschen meist keine Abweichungen von spieltheoretischen
Vorhersagen [Cam03, S.118–147]. Das Gleichgewicht fu¨r die in der Einleitung
erwa¨hnte fu¨nfgestige Variante
”
Pistole, Vogel, Wasser, Stein, Brett“ ist dem-
nach trivial. Außer der amerikanischen Variante
”
Papier, Stein, Schere, Feu-
er, Wasser“ konnten leider keine anderen ga¨ngigen Spiele mit nicht-trivialen
Gleichgewichten gefunden werden. Bei der genannten Variante schla¨gt Feuer
alles außer Wasser. Wasser schla¨gt Feuer und wird von allem außer Feuer
geschlagen. Es gibt ein einziges Gleichgewicht – die Wahrscheinlichkeit fu¨r
Feuer und Wasser liegt bei 1
3
und fu¨r alles andere bei 1
9
.
Es gibt 7 unterscheidbare gerichtete Graphen mit 3 unbenannten Kno-
ten, 47 mit 4, 582 mit 5, 21480 mit 6 usw. [Har57]. Unter den Graphen mit 4
Gesten gibt es Spiele, die zwar mehrere Gleichgewichte haben, dennoch keins
mit einem einzigen nicht-trivialen. Erst mit 5 Gesten gibt es 4 Graphen mit
einem einzigen nicht-trivialen Gleichgewicht (Abb.6.2). Darunter ist auch der
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Abbildung 6.3: Der Gesamtgraph fu¨r die Spielregeln des Ken-Experiments
[Tag09g]. Einzelne Spiele sind Untergraphen davon.
Graph fu¨r das Spiel
”
Papier, Stein, Schere, Feuer, Wasser“.
Um ein Experiment mit einem Spiel zu einem bestimmten Graphen
durchzufu¨hren, bedarf es der Benennung einzelner Knoten mit u¨blichen plau-
siblen Namen. Die Namen der Knoten werden mit entsprechenden Gesten
assoziiert. Um diesen Aufwand zu reduzieren, wurde ein gemeinsamer Graph
aufgestellt, dessen Teilgraphen einzelne Spiele definieren (Abb.6.3). Dieser
Graph beinhaltet u.a. einen viergestigen zyklischen Graphen mit unendlich

















). Es ist das Spiel
”
Hunter,
Monkey, Paper, Mosquito“, das ein Teilgraph des Graphen in Abb.6.3 ist.
Bei dem Experiment nahmen 7 Studenten und 3 Studentinnen informati-
knaher Studienga¨nge der TU Bergakademie Freiberg teil. Das durchschnitt-
liche Alter lag bei 22.7 Jahren. Das Experiment wurde mit zwei Probanden
gleichzeitig durchgefu¨hrt. Die Probanden wurden mit dem Spiel vertraut ge-
macht und erst nachdem alle Fragen u¨ber das Experiment gekla¨rt waren,
in zwei getrennte Ra¨ume gesetzt. Einer der beiden Probanden spielte mit
dem Datenhandschuh (Abschnitt 5.2.4), wa¨hrend der andere mit einer Maus
spielte. Der Datenhandschuh war fu¨r eine Teilnehmerin zu groß und wur-
de durch die Maus ersetzt. Anhang E entha¨lt Bilder des Experiments. Das
Datenhandschuh wurde im Experiment verwendet, um das Experiment den
Umsta¨nden einer natu¨rlichen strategischen Interaktion a¨hnlich zu machen.
Die Formung einer Geste ist anderes als ein Klick mit der Maus und kommt
den Aktivita¨ten in der natu¨rlichen Welt na¨her. Aus den mo¨glichen daraus
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sich ergebenden Unterschieden im Verhalten kann man Ru¨ckschu¨sse auf den
Einfluss der Art und Weise der Spielrealisierung bei gleichem Spiel ziehen.
Fu¨r jedes Paar von Probanden bestand das Experiment aus zwei Durch-
la¨ufen. Ein Durchlauf bestand aus 200 einzelnen Runden. Pro Runde musste
innerhalb von 6 sek. eine Entscheidung getroffen werden. Die Zeitspanne
fu¨r eine Runde konnte durch die Probanden weder verla¨ngert noch verku¨rzt
werden. Dadurch dauerte ein Durchlauf genau 20 min.. Fu¨r den Fall, dass
keine Entscheidung getroffen werde konnte, wurde die vorhergehende Geste
automatisch gewa¨hlt werden – es wurden jedoch keine derartigen Fa¨lle im
Experiment beobachtet. Zum Vergleich lag diese Zeitspanne bei a¨hnlichen
Experimenten fu¨r
”
Papier, Stein, Schere“ im Schnitt zwischen 1.5 und 4 sek.
Diese Zeitspanne unterschied sich je nach Proband, weil die Proband im Spiel
gegen einen Computer die Runde selbst beenden konnten. Die La¨nge eines
Durchlaufs mit 20 min. entspricht der durchschnittlichen La¨nge der genann-
ten Experimente.
Vor dem zweiten Durchlauf wechselten die Probanden ihre Pla¨tze (Daten-
handschuh gegen Maus) – die Zeitdauer dafu¨r lag bei ungefa¨hr 5 min.. Fu¨r
eine gewonnene Runde war die Auszahlung e0.02 und fu¨r ein Unentschie-
den e0.01. Zusa¨tzlich gab es e1 fu¨r einen gewonnenen Durchlauf und e0.5
bei einem unentschiedenen. Insgesamt konnte ein Proband innerhalb unge-
fa¨hr einer Stunde zwischen e0 und e10 gewinnen. Wa¨hrend eines Durchlaufs
wechselten alle 30 Runden die erlaubten Teilmengen der Gesten in folgender






Hunter, Monkey, Paper, Mosquito“
51 :
”
Paper, Rock, Scissors, Fire, Water“
52 :
”
Paper, Rock, Monkey, Fire, Water“
53 :
”
Rock, Banana, Monkey, Paper, Hunter“
54 :
”
Hunter, Monkey, Paper, Mosquito, Banana“
61 :
”
Scissors, Water, Rock, Monkey, Paper, Fire“
Dadurch wurde das letzte Spiel nur 20 mal und alle anderen 30 mal wieder-
holt. Die La¨nge der gespielten Sequenzen fu¨r jedes einzelne Spiel ist dadurch
erheblich ku¨rzer als in den vergleichbaren Experimenten [MW08, WL01], wo
sie zwischen 100 und 800 Runden betrug. Die grafische Benutzeroberfla¨che fu¨r
dieses Experiments beinhaltete folgende Elemente: der Graph des aktuellen
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Abbildung 6.4: Kiviat-Diagramme fu¨r Abweichungen von MSE [Tag09b].
Schwarz bedeutet beobachtetes Verhalten und grau gestrichelt – MSE. Meh-
rere MSE werden durch unterschiedlich gestrichelte Linien dargestellt.
Spiels, der Countdown, letzter eigener Zug, letzter Zug de(s)r Gegner(s)in,
der Spielstand sowie die bisher gewonnene Geldmenge. Die grafische Oberfla¨-
che wurde vom Autor intuitiv gestaltet. Nach den zwei Durchla¨ufen fu¨llten
die Probanden einen Fragebogen (Anhang F) aus und bekamen eine Entscha¨-
digung unter der Einversta¨ndniserkla¨rung zur wissenschaftlichen Nutzung der
entstandenen Daten und Videoaufnahmen. Der Ho¨chstgewinn war e6,31 und
der geringste Gewinn e3,69. Der maximale relative U¨berschuss gewonnener
Runden erreichte bei einer Person 8%.
6.2 Offline-Analyse
6.2.1 Statistik von Ken
Tab.6.1 zeigt die Auswertung des Fragebogens fu¨r das Experiment. Falls man
sich die zusammengefu¨hrten Mengen der angekreuzten Bewertungszeichen fu¨r
127
KAPITEL 6. BESCHREIBUNG STRATEGISCHEN VERHALTENS
Tabelle 6.1: Summe angekreuzter − und + des Fragebogens aus Anhang F.






A¨rger und Freude anschaut, sieht man, dass das Experiment den Probanden
eher Spaß gemacht hat als anstrengend gewesen ist. Die gesammelten Daten
des durchgefu¨hrten Experiments zeigen im Allgemeinen, dass das mensch-
liche Verhalten wie im Abschnitt 2.3.3 beschrieben von spieltheoretischen
Vorhersagen signifikant abgewichen ist. Hier wird 5% als Signifikanzniveau
benutzt. Die spieltheoretische Vorhersage ist ein unvorhersagbares Verhalten
entsprechend den Wahrscheinlichkeiten des MSE des jeweiligen Spiels.
Die Abb.6.4 zeigt die relativen Ha¨ufigkeiten im Vergleich zu MSE in Form
von Kiviat-Diagrammen u¨ber die einzelnen Gesten. Tab.G.2 im Anhang G
entha¨lt eine ausfu¨hrliche Statistik der relativen Ha¨ufigkeiten. Bei dem Spiel
31 d.h.
”
Papier, Stein, Schere“ wurde Schere am seltensten gespielt – dennoch
keine signifikante Abweichungen vom Gleichgewicht. Dies entspricht auch den
Berichten von World RPS Society [wor]. Bei allen MSE im Spiel 41 mu¨ssen
die im Graphen gegenu¨berliegenden Gesten mit gleicher Wahrscheinlichkeit
gespielt werden. Diese Regel wurde nicht signifikant verletzt – alle relativen
Ha¨ufigkeiten lagen bei ungefa¨hr 1
4
. Bei den Spielen mit einem einzigen nicht-
trivialen MSE d.h. 51-53 wich das beobachtete Verhalten wie schon vermutet
signifikant von MSE ab. Bei den gespielten Verteilungen liegt der erwartete
U¨berschuss gewonnener Runden fu¨r Fire in 51 und 52 bei 27% und 14% und
fu¨r Rock in 53 bei 18%. Beim Spiel 54 ist die Wahrscheinlichkeit von Banana
0 bei allen MSE – diese Geste wurde aber trotzdem benutzt. Und auch im
letzten Spiel wurde Water signifikant seltener und Rock signifikant o¨fter be-
nutzt. In 54 liegt der erwartete U¨berschuss gewonnener Runden fu¨r Monkey
bei 13% und in 61 fu¨r Fire bei 14%.
Besta¨tigt hat sich auch die Vermutung, dass das Spielen mit einem Daten-
handschuh sich vom Spielen mit einer Maus unterscheiden wu¨rde [Tag09g]. In
fu¨nf der sieben untersuchten Spiele gab es signifikante Unterschiede zwischen
Maus und Datenhandschuh. Es gab vor allem Unterschiede bei fausta¨hnlichen
Gesten wie Rock und Mosquito. Bei Spielen 51, 54 und 61 sind Rock und Mos-
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Tabelle 6.2: Abweichungen der relativen Ha¨ufigkeiten fu¨r Sequenzmuster bei
den Spielen 31 und 41 [Tag09b]. Die in den Ka¨sten befindlichenWerte weichen
mit Signifikanz von 5% ab.
Muster Bru¨cken 31 41
0 1 2 Theor. Beob. T. B.
ABCD 0 0 0 .0938 .2611
ABCA 0 0 1 .0741 .15 .0938 .1519
ABCB, ABAC 0 1 0 .0741 .1297 .0938 .0926
ABCC, AABC, ABBC 1 0 0 .0741 .0716 .0938 .0741
ABBA 1 0 1 .0741 .0611 .0469 .037
ABAB 0 2 0 .0741 .0593 .0469 .0333
AABA, ABAA 1 1 1 .0741 .0602 .0469 .0213
AABB 2 0 0 .0741 .0463 .0469 .0222
ABBB, AAAB 2 1 0 .0741 .0352 .0469 .0195
AAAA 3 2 1 .037 .0185 .0156 .0056*
*signifikant mit 6%
quito signifikant o¨fter und bei Spielen 31 und 53 signifikant seltener mit dem
Datenhandschuh in Vergleich zur Maus gespielt worden. Das bedeutet, dass
das menschliche strategische Verhalten nicht nur von der wahrgenommenen
abstrakten Struktur der Interaktion beeinflusst wird, sondern durchaus von
den physischen Gegebenheiten abha¨ngen kann.
Abweichungen gab es nicht nur bei den relativen Ha¨ufigkeiten einzelner
Gesten, sondern auch bei der Vorhersagbarkeit der Zugsequenzen. Um die-
se Abweichungen darzustellen wurden hier teilweise Methoden aus [BR94]
verwendet. Es wurden relative Ha¨ufigkeiten von Mustern aus 4 Gesten in
Zugsequenzen geza¨hlt. Fu¨r la¨ngere Muster war die Menge der Daten nicht
ausreichend um Aussagen u¨ber die Signifikanz zu treffen. Ein Muster besteht
aus einer Kette von Variablen. Alle unterschiedlich benannten Variablen mu¨s-
sen unterschiedlich belegt sein. Als Beispiel, die Zugsequenzen Rock Scissors
und Scissors Paper entsprechen dem Muster AB und die Zugsequenz Pa-
per Paper dem Muster AA. Da man bei den Spielen 31 und 41 annehmen
kann, dass die Gesten mit der gleichen Wahrscheinlichkeit gespielt werden,
lassen sich leicht theoretische Wahrscheinlichkeiten fu¨r die einzelnen Muster
in diesen Spielen berechnen. Tab.6.2 zeigt die theoretischen Wahrscheinlich-
keiten und die relativen Ha¨ufigkeiten fu¨r die einzelnen Muster. Tab.G.1 aus
Anhang G enthu¨llt eine ausfu¨hrlichere Variante.
Die Muster in der Tab.6.2 sind nach der Anzahl der Bru¨cken zusammen-
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gefasst worden. Eine Bru¨cke n-ter Ordnung ist eine Wiederholung nach n
Elementen. Bei der La¨nge der Ketten gleich 4 ko¨nnen Bru¨cken ho¨chstens
2-ter Ordnung auftreten. Falls man sich die signifikanten Abweichungen an-
schaut, stellt man fest, dass je kleiner die Anzahl und je gro¨ßer die Ordnung
der Bru¨cken, um so o¨fter treten die jeweiligen Muster im Vergleich zur theore-
tischen Wahrscheinlichkeit auf. Die Probanden mieden Wiederholungen. Dies
bedeutet, dass die Entscheidungen der Probanden nicht vo¨llig zufa¨llig waren,
sondern von der Vorgeschichte abha¨ngen.
Laut der Auswertung des Fragebogens haben die Probanden eher viele
Wiederholungen bei sich und dem Gegner beobachtet, was der Auswertung
der Daten widerspricht. Zusa¨tzlich entsprechen 70% der Verhaltensbewer-





Probanden u¨berscha¨tzten die Anzahl der Wiederholungen und reduzierten
aus diesem Grund deren Anzahl.
Falls man im Spiel 31 die Entscheidungen in Abha¨ngigkeit von den in den
letzten drei Runden gespielten Gesten aufza¨hlt, entstehen 7-stellige Tupel
d.h. eigene Entscheidung plus 3 eigene letzte Gesten plus 3 letzte Gesten des
Gegners. Die theoretische Wahrscheinlichkeit bei Gleichverteilung, dass ein
Tupel sich in der vorhandenen Datenmenge fu¨r 31 mehr als 3x wiederholt, ist
0.0126%. Tatsa¨chlich haben sich ganze 4 verschiedene Tupel 4x wiederholt –
ein Ereignis mit theoretischer Wahrscheinlichkeit von 2.52 ∗ 10−14% bei ech-
tem Zufall. Das Tupel {rock, {rock, paper, scissors}, {paper, rock, paper}}
tauchte bei vier verschiedenen Probanden auf.
6.2.2 Typisches Verhalten in Spielen
Der Verlauf einer strategischen Interaktion menschlicher Spieler weicht von
spieltheoretischen Vorhersagen ab. Diese Erkenntnis hat sich durch das im
Rahmen dieser Arbeit durchgefu¨hrte Ken-Experiment signifikant besta¨tigt
(Abschnitt 6.2.1). Die berichtete Art dieser Abweichung stimmt mit der schon
im Abschnitt 2.3.3 der Literatur entnommenen u¨berein.
Es ist wichtig zu bemerken, dass das menschliche strategische Verhalten
nur in meisten Spielen und bei meisten Menschen von spieltheoretischen Vor-
hersagen abweicht. Natu¨rlich ko¨nnen begabte bzw. trainierte Menschen in be-
stimmten Spielen erstaunliche Fa¨higkeiten entwickeln – sie entwickeln ein un-
typisches Verhalten, das sich vom typischen unterscheidet. Es gibt jedoch kei-
ne Menschen, die durch ihre kognitiven Fa¨higkeiten sich in allen Spielen ent-
sprechend den spieltheoretischen Vorhersagen verhalten. Schachweltmeister
sind nicht dafu¨r bekannt auch außerordentlich gut Poker spielen zu ko¨nnen
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und umgekehrt. Auch die in der Spieltheorie bewanderten Menschen ko¨n-
nen als menschliche Spieler von spieltheoretischen Vorhersagen abweichen
[Cam03].
Die Anzahl der Spiele d.h. der Strukturen strategischer Interaktionen, in
denen Menschen miteinander interagieren ko¨nnen, ist offensichtlich nicht be-
grenzt. Es kann nicht ausgeschlossen werden, dass ein Teil der Spiele sich
wiederholt, sodass die Beteiligten Erfahrungen sammeln ko¨nnen. Die Men-
ge der Spiele, bei denen man keine bzw. kaum Erfahrung hat, wird jedoch
hier als die gro¨ßere angenommen. Es konnte bisher kein Vorschlag gefunden
werden, wie man diese Annahme pru¨fen ko¨nnte. In dieser Arbeit beschra¨nkt
man sich jedoch auf das typische menschliche Verhalten in Spiele ohne vor-
hergehende Erfahrung. Viele der hier untersuchten Varianten von Ken sind
ungewohnt, aber auch
”
Papier, Stein, Schere“ selbst ist kein Spiel, mit dessen
Spielen die meisten Menschen große Erfahrung haben. Es geht kurz gefasst
um die Frage: Was machen Menschen typischerweise, wenn sie in Spielen
strategisch interagieren, in denen sie kaum Erfahrung haben? [Tag09d]
Falls der typische Verlauf einer strategischen Interaktion von Menschen
nicht durch die Spieltheorie beschrieben werden kann, muss eine andere Lo¨-
sung gefunden werden, um diese zu beschreiben. Um menschliches strategi-
sches Verhalten in bestimmten Klassen von Spielen zu beschreiben, wurden
viele Modelle entwickelt [PS08].
Es gibt bisher nur zwei Ansa¨tze zur Entwicklung einer Beschreibungs-
sprache fu¨r menschliches strategisches Verhalten. Das Unterkapitel 3.3 fasste
diese beiden unabha¨ngigen Ansa¨tze zusammen. Es ist erstens die kognitive
Architektur ACT-R, die dazu verwendet wurde, menschliches strategisches
Verhalten unter Beachtung der Rahmenbedingungen aus der Psychologie zu
beschreiben. Zweitens ist ein MAID-basierter Ansatz, wo man mit MAID
sinnvolle Modelle menschlichen strategischen Verhaltens u.a. auch graphisch
ausdru¨cken kann. Es konnte bisher leider noch keine Literatur u¨ber einen
Vergleich der beiden Ansa¨tze gefunden werden. Auch in dieser Arbeit wird
keine eindeutige Pra¨ferenz festgelegt. Es wird dennoch ein dritter Weg (Ab-
schnitt 6.2.4)vorgeschlagen.
Es kann den Leser irritieren, dass in dieser Dissertation eine Beschrei-
bungssprache fu¨r menschliches strategisches Verhalten angestrebt wird, wo
das menschliche Denken und Verhalten bisher von keinem technischen System
simuliert werden kann. Deswegen beschra¨nkt man sich eben auf das typische
Verhalten. Typisches menschliches strategisches Verhalten ist im Gegensatz
zum allgemeinen zu einem gewissen Grad beschreibbar, wie die entwickelten
Modelle zeigen. Das Motiv fu¨r das Ausdru¨cken der Modelle in einer allge-
meinen Sprache ist das gleiche, wie bei kognitiven Architekturen. Es soll ein
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allgemeines Format festgelegt werden, um die Modelle besser miteinander
vergleichen zu ko¨nnen.
6.2.3 Modellspezifikation
Es gibt einen besonderen konzeptuellen Unterschied zwischen den beiden An-
sa¨tzen aus Unterkapitel 3.3. Es geht darum, ob man das menschliche strate-
gische Verhalten eher als einen deterministischen oder eher als einen stochas-
tischen Prozess betrachtet. Ebenso betrifft dieser Aspekt die Wahrnehmung
des strategischen Verhaltens anderer und die Wahrnehmung der Wahrneh-
mung des eigenen Verhaltens. Das in ACT-R definierte Modell menschlichen
strategischen Verhaltens ist deterministisch, außer im sehr seltenen Fall, dass
gleichzeitig mehrere Chunks einen a¨hnlich hohen Aktivierungspegel besit-
zen. Nichtdeterministisches Verhalten von in ACT-R ausgedru¨ckten Model-
len kann tatsa¨chlich entstehen, falls mehrere Regeln gleichzeitig einen erfu¨ll-
baren
”
WENN“-Teil haben bzw. falls mehrere Chunks als Kandidaten zur
Auswahl stehen. Bei MAID werden die Entscheidungen der Agenten durch
Wahrscheinlichkeitsverteilungen d.h. CPD ausgedru¨ckt. Als Spezialfall kann
man mit CPD auch deterministisches Verhalten definieren.
Die kognitiven Fa¨higkeiten der meisten Menschen reichen dazu nicht aus,
eine echte Zufallsfolge zu einer bestimmten Wahrscheinlichkeitsverteilung be-
wusst produzieren zu ko¨nnen (Abschnitte 2.3.3 und 6.2.1). Daher ist eine Be-
trachtung menschlichen strategischen Verhaltens als nichtdeterministisch zu
oberfla¨chlich. Ferner nutzen Menschen oft bewusst deterministische Heuris-
tiken wie z.B. die beru¨hmt gewordenen 11-ja¨hrigen Zwillinge Flora und Alice
Maclean – Das Auktionshaus Christie’s gewann auf diese Weise den Wettbe-
werb gegen Sotheby’s um den Millionenauftrag von Takashi Hashiyama:
‘Everybody knows you always start with scissors. Rock is way too
obvious, and scissors beats paper. Since they were beginners, scissors
was definitely the safest.’ [Vog05]
Falls mehrere Unsicherheiten vorhanden sind, die von echten Zufallsvariablen
abha¨ngen, muss das menschliche Verhalten nichtdeterministisch modelliert
werden. Diese Art der Modellierung kann bei ku¨nstlichen Agenten genutzt
werden, die mit Menschen interagieren. Folgendes Zitat dru¨ckt diesen Sach-
verhalt in anderen Worten aus:
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Tabelle 6.3: Modellieren menschlichen Verhaltens mit Schwierigkeitsordnung
gekennzeichnet durch die Anzahl der Sterne. Es wird entweder der Gewinn
oder die Korrektheit maximiert.
Typisches Untypisches/
mit Erfahrung
Ohne Beteiligung (Korrektheit) F FF
Als Spieler (Gewinn) FF FFF
‘Specifically, people are poor at being random and poor at learning
optimal move probabilities because they are instead trying to detect
and exploit sequential dependencies. ... After all, even if people do
not process game information in the manner suggested by the game
theory player model, it may still be the case that across time and
across individuals, human game playing can legitimately be viewed
as (pseudo) randomly emitting moves according to certain probabil-
ities.’ [RTW04]
Ob man das menschliche Verhalten als deterministisch oder als nichtdeter-
ministisch modelliert, ha¨ngt auch von der Problemstellung ab. Fu¨r die Pro-
blemstellung gibt es genau zwei Arten – das Modellieren des Verlaufs ohne
Beteiligung am Spiel oder als ein beteiligter ku¨nstlicher Agent d.h. als ein
Spieler.
Beim Modellieren ohne Beteiligung (1) wird die Korrektheit der Vorher-
sage maximiert. Bei nichtdeterministischer Betrachtung ist es der Likelihood
der Vorhersage, der maximiert wird. Beim Modellieren als Spieler (2) wird der
eigene Gewinn maximiert. Es ist trivial als Spieler die Korrektheit der eigenen
Vorhersage zu maximieren [Tag08b]. Dafu¨r reicht es, sein Verhalten so einzu-
stellen, dass der menschliche Spieler leicht durch eine vorhersagbare Strategie
seinen Gewinn maximieren kann. Die korrekte Vorhersage muss noch keine
Konsequenzen im Verhalten des ku¨nstlichen Agenten bewirken. Das Maxi-
mieren des Gewinns auf der Grundlage einer Vorhersage des menschlichen
Verhaltens ist innerhalb einer strategischer Interaktion komplexer, da die Re-
aktion des Menschen auf das vera¨nderte Verhalten des ku¨nstlichen Agenten
beru¨cksichtigt werden muss. Tab.6.3 zeigt die hier vertretene Konzeptuali-
sierung der Schwierigkeitsstufen des Modellierens menschlichen Verhaltens.
Demnach ist es am aufwendigsten das Verhalten eines sehr guten Spielers
z.B. eines Pokerspielers in Poker zur Gewinnmaximierung zu modellieren.
In der Situation als Spieler ist ein nichtdeterministisches Modell sinn-
voll, da man den na¨chsten Zug des menschlichen Spielers nicht 100%-tig vor-
hersagen kann, jedoch fu¨r seine Entscheidung eine Scha¨tzung der mo¨glichen
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Konsequenzen beno¨tigt. Anhand einer Verteilung u¨ber die mo¨glichen Zu¨ge
kann dann der beste eigene Zug bestimmt werden. Wenn z.B. die Verteilung
{Schere:55%, Papier:40%, Stein:5%} fu¨r den Gegner in einer bestimmten
Situation vorhergesagt wird, hat der Zug Schere den ho¨chst erwarteten Ge-
winn und nicht Stein als beste Antwort auf den ho¨chstwahrscheinlichen Zug
Schere. Es gibt auch genu¨gend Ansa¨tze bei denen im Fall als Unbeteiligter
ohne Gewinnmaximierung ein nichtdeterministisches Modell aufgestellt wird
[RP95, MW08, z.B.]. Diese Vorgehensweise ist unter der Beru¨cksichtigung
der psychologischen Realita¨ten zu vorsichtig in Bezug auf Vorhersagen und
daher oberfla¨chlich – man kann scha¨rfere Vorhersagen treffen.
In dieser Arbeit wird ausschließlich wie schon z.T. im Abschnitt 6.2.2 vor-
gegeben auf das Modellieren des einfachsten Falls der Tab.6.3 eingegangen.
Dadurch entfa¨llt die Notwendigkeit der Durchfu¨hrung eines zweiten Experi-
ments, wo ku¨nstliche Agenten gegen Menschen spielen. Es werden nur de-
terministische Modelle typischen Verhaltens evaluiert. Deterministisch sind
sie, weil der Grad an Nichtdeterminismus im typischen menschlichen strate-
gischen Verhalten als gering eingescha¨tzt wird.
6.2.4 Beschreibung deterministischer Modelle
Hier wird eine Methode vorgestellt, die das Finden optimaler Mittel fu¨r eine
allgemeine Verhaltensbeschreibungssprache typischen menschlichen strategi-
schen Verhaltens entsprechend der Spezifikation aus dem vorigen Abschnitt
ermo¨glicht. Eine Aufstellung aufwendiger Annahmen u¨ber die Beschaffenheit
interner Vorga¨nge wie bei anderen Ansa¨tzen ist dabei nicht erforderlich. Dies
erleichtert die Umsta¨nde fu¨r Forscher, bei denen eine fachliche Kompetenz in
Psychologie als Grundlage fu¨r die detaillierte Modellierung interner kogniti-
ver Vorga¨nge nicht ausreichend vorausgesetzt werden kann.
Die Annahmen aus den bereits entwickelten Modellen menschlichen stra-
tegischen Verhaltens werden generalisiert – eine menschliche Entscheidung
ha¨ngt nicht nur vom Spiel, sondern auch von den Merkmalen der Vorge-
schichte ab. Die Vorgeschichte bedeutet hier die bisher gemachten Zu¨ge. Die
Merkmale der Vorgeschichte werden im Gegensatz zur Vorgeschichte als ein
Konstrukt mit einer festen Gro¨ße definiert. Beispiele fu¨r solche Merkmale
sind die Gewichte einzelner Chunks beim ACT-R-basierten Ansatz sowie die
Verdienste der Spieler beim MAID-basierten Ansatz. Man sollte aber nicht
die Merkmale z.B. mit dem Inhalt des Kurzzeitgeda¨chtnisses eines mensch-
lichen Spielers verwechseln. Merkmale ko¨nnen mehr Information beinhalten,
was jedoch nicht umgekehrt gilt.
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Das typische menschliche strategische Verhalten kann man als eine deter-
ministische Funktion HD: Game×History→ Decision definieren, die abha¨n-
gig von einem Spiel und einer Vorgeschichte auf eine Entscheidung abbildet.
HD steht fu¨r
”
human decision“. Die Funktion HDI ist ein Modell des Verhal-
ten d.h. eine Na¨herung an HD. Es gibt eine Funktion S : History→ Patterns,
die zu einer Vorgeschichte eine Menge von Merkmalen liefert. S wird hier
Merkmalsextraktion genannt. Es gilt HDI(G,H) = HDII(G,S(H)), wo G ein
Spiel und H eine Vorgeschichte sind. Die Funktion HDII : Game×Pattern→
Decision beschreibt die Abha¨ngigkeit einer Entscheidung von einem Spiel und
Merkmalen.
Unter der Operation der Merkmalsextraktion S ist ein relativ einfacher
Algorithmus zu verstehen. Daher untersucht man hier ausschließlich die Mit-
tel fu¨r die Darstellung von HDII . Diese Mittel ko¨nnen z.B. Entscheidungs-
ba¨ume sein, mit deren Hilfe man das Verhalten definieren ko¨nnte. Man be-
zeichnet hier die Menge der Funktionen, die mit diesen Mittel darstellbar
sind, als Hypothesenraum HS, wo jede Funktion eine Hypothese ist. Die-
se Begriffe stimmen mit dem Vokabular des Data-Minings [Mit97, WF05]
u¨berein. Beim Data-Mining handelt es sich kurz gefasst um Algorithmen,
die in einem vordefinierten Hypothesenraum zu den vorhandenen Daten eine
passende Hypothese finden. Eine Hypothese fasst die Regelma¨ßigkeiten der
Daten zusammen. Dabei wird der Black-Box-Ansatz (interne Vorga¨nge nicht
sichtbar) verfolgt – man konstruiert eine Hypothese anhand gesammelter Da-
ten ohne Verwendung spezifischen Wissens.
Es gibt eine große Menge von Algorithmen, die in zugeho¨rigen Hypothe-
senra¨umen die Hypothesenauswahl vornehmen. Zu den vorhandenen Daten
ko¨nnen dadurch auch mehrere Hypothesen durch verschiedene Algorithmen
konstruiert werden. Um die konstruierten Hypothesen in Bezug auf Korrekt-
heit der Vorhersage des tatsa¨chlichen menschlichen strategischen Verhaltens
zu pru¨fen, muss eine weitere unabha¨ngige Datenmenge herangezogen wer-
den, an der die Hypothesen evaluiert werden. Die erste Datenmenge wird als
als Trainingsmenge und die zweite als Testmenge bezeichnet. Die Testmenge
ist notwendig, um festzustellen, ob die in der Trainingsmenge gefundenen
Regelma¨ßigkeit den tatsa¨chlichen entsprechen. Bei einer begrenzten Daten-
menge nutzt man das Verfahren Cross-Validation, bei dem man die Daten
in x gleiche Teile teilt. Jedes einzelne Teil wird jeweils einmal als Testmenge
verwendet, wobei die Daten exklusive diese Testmenge die Trainingsmenge
sind. Falls man annimmt, dass die Algorithmen im Finden der bestpassen-
den Hypothesen in den jeweiligen Hypothesenra¨umen im Schnitt gleich gut
sind, wird die Hypothese mit dem bestpassenden Hypothesenraum die ho¨chs-
te Korrektheit beim Cross-Validation haben.
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Tabelle 6.4: Konfusionsmatrix fu¨r die Vorhersage des Antwortenden aus
dem Spiel Colored-Trails im Cross-Validation beim Erlernen einer Entschein-









Gl.6.1 fasst diese Vorgehensweise zusammen. Die Funktion match ist die
Performance im Cross-Validation. Die Data-Mining-Algorithmen maximieren
diese Performance und der Hypothesenraum ĤS(G,S) ist am besten geeignet
Mittel fu¨r eine Verhaltensbeschreibungssprache zu liefern bei einem gegebe-
nen Spiel G und einer Merkmalsextraktion S. Falls ein Hypothesenraum bei
mehreren Spielen eine hohe Performance gezeigt hat, kann man aus ihm Mit-
tel fu¨r eine allgemeine Verhaltensbeschreibungssprache ableiten.
6.2.5 Evaluationsergebnisse
Die vorgeschlagene Methode zur Findung geeigneter Mittel zur Verhaltensbe-
schreibung wurde an zwei Datensa¨tzen evaluiert. Der erste Datensatz stammt
aus zwei extern durchgefu¨hrten Colored-Trails-Experimenten. Diese Daten
sind freundlicherweise von Avi Pfeffer und Kobi Gal bereitgestellt worden.
Colored-Trails ist im Abschnitt 3.3.2 beschrieben. Bei diesem Datensatz wur-
den Hypothesen zum Verhalten des Antwortenden gesucht. Die Entscheidung
des Antwortenden ist bina¨r und es gab insgesamt 371 Fa¨lle, bei denen zu be-
antwortende Vorschla¨ge gemacht wurden.
Als relevante Merkmale fu¨r die Entscheidung des Antwortenden wurden
die absoluten Differenzen der Auszahlungen der beiden Spieler genommen,
die bei der Annahme des Vorschlags entstehen wu¨rden. Es wurden 35 Algo-
rithmen der Weka-Bibliothek [WF05] im Cross-Validation ausprobiert. Als
die Zahl der Untermengen im Cross-Validation wurde 10 genommen. Einige
Algorithmen erreichten die Korrektheit von bis zu 95.42 %. Einer dieser Algo-
rithmen basiert auf Entscheindungstabellen [Koh95]. Man kann mit diesem
Algorithmus feststellen, dass 95.15 % der Entscheidungen folgende Faust-
Regel erfu¨llen:
‘Falls das Annehmen des Angebots deine Auszahlung nicht vera¨ndert













Abbildung 6.5: Maximale durchschnittliche Korrektheit beim Cross-
Validation [Tag09b]. Auf der X-Achse sind die Nummern der evaluierten
Spiele aus dem Ken-Experiment aufgefu¨hrt. In Ka¨sten stehen Spiele mit ei-
nem signifikant hohen Abstand zwischen ho¨chster Korrektheit und ho¨chster
relativer Ha¨ufigkeit.
Das verbale Ausdru¨cken der gefundenen Hypothese ist relativ trivial, da die
Entscheidungstabellen ein symbolischer Hypothesenraum sind. Tab.6.4 ist die
Konfusionsmatrix im Cross-Validation des auf Entscheidungstabellen basier-
ten Algorithmus. Eine Konfusionsmatrix entha¨lt die Ha¨ufigkeiten einzelner
Wertepaare d.h. tatsa¨chlicher und vorhergesagter Wert. Es gab nur 17 Ab-
lehnungen, die als Annahmen vorhergesagt wurden. Der Kappa-Wert, der
kurzgefasst den Grad (∈ [0, 1]) an statistischer U¨bereinstimmung zwischen
Vorhersagen und tatsa¨chlichen Werten misst, la¨sst sich anhand dieser Tabelle
als gleich 0.899 angeben. Dieses Ergebnis bedeutet, dass fu¨r das Beschreiben
des typischen menschlichen strategischen Verhaltens des Antwortenden in
Colored-Trails symbolische Regeln als Sprache durchaus ausreichen.
Der zweite untersuchte Datensatz stammt aus dem vorher beschriebe-
nen und durchgefu¨hrten Ken-Experiment (Abschnitt 6.1.2). Hier wurden als
relevante Merkmale die letzten drei gespielten Gestenpaare d.h. eigene und
gegnerische Gesten genommen. Die ersten drei Runden bei jedem Spielwech-
sel konnten wegen Fehlens der drei vorhergehenden Runden nicht verwen-
det werden, wodurch die Datenmenge fu¨r Spiele von 31 bis 54 nur 540 und
beim Spiel 61 nur 340 einzelne Entscheidungen beinhaltete. An diesem Da-
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tensatz d.h. in allen 7 Spielen wurden auch mehrere Algorithmen aus der
Weka-Bibliothek evaluiert. Die Anzahl der evaluierten Algorithmen war 45
und die Anzahl der Untermengen im Cross-Validation 10. Es wurden al-
le vorhandenen Algorithmen evaluiert, die multinominale Wertemenge wie
die Gestenmengen akzeptierten. Diese Algorithmen haben Hypothesenra¨ume
verschiedener Gruppen – Regeln, Entscheidungsba¨ume, Bayesnetze, Funktio-
nen, Instanzen und Sonstige.
Es gibt keinen Algorithmus, der fu¨r alle Spiele die bestpassende Hypo-
these finden konnte. Abb.6.5 zeigt die besten Resultate fu¨r jedes Spiel in
grafischer Form. Die fette Linie zeigt die ho¨chste relative Ha¨ufigkeit der be-
teiligten Gesten, wobei die Werte dieser relativen Ha¨ufigkeiten von den Wer-
ten in Abb.6.4 abweichen, da die ersten drei Runden ausgelassen wurden.
Eine sinnvolle Hypothese deterministischen Verhaltens muss deutlich ho¨he-
re Korrektheit erbringen, als die ho¨chste relative Ha¨ufigkeit, die man als
ho¨chste Wahrscheinlichkeit in einer Wahrscheinlichkeitsverteilung darstellen
kann. Die du¨nne Linie steht fu¨r die ho¨chste gemessene Korrektheit beim
Cross-Validation. Bei
”
Papier, Stein, Schere“ betra¨gt sie 46.48 % fu¨r SMO
[KSBM01]. Weitere Spiele mit einem signifikant hohen Abstand der ho¨chsten
Korrektheit zur ho¨chsten relativen Ha¨ufigkeit sind 41 mit Logistik (multino-
mial logistic regression) [lv92] und 53 mit Bayesnetzen.
Wie man in der Abb.6.5 sieht, konnte im Spiel 51 kein Algorithmus eine





der tatsa¨chlichen Entscheidung unabha¨ngig ist, ist der durch die gestrichel-
te Linie dargestellte Kappa-Wert hierfu¨r hierfu¨r gleich 0. Die Vergro¨ßerung
und Verkleinerung der als Merkmale verwendeten Menge der letzten Runden
verbessert die Resultate nicht. 43.15 % der Entscheidungen aus dem Spiel 31
passen nach OneR (eine einzige Regel suchen) in die Regel:
‘Wa¨hle Papier nach Stein, Schere nach Papier und Stein nach Schere!’
Zur Bestimmung des bestgeeigneten Algorithmus d.h. auch des entsprechen-
den Hypothesenraums fu¨r alle Spiele aus dem Ken-Experiment wurden zwei
Kriterien verwendet. Diese Kriterien sind die Korrektheit und der Kappa-
Wert. Bei SMO hat die Korrektheit die ho¨chste minimale Differenz zur Wahr-
scheinlichkeit bei Gleichverteilung. Die Wahrscheinlichkeit bei Gleichvertei-
lung ist eins geteilt durch die Anzahl der Gesten. Bei SL (simple logistic)
[LHF05] hat die Korrektheit die ho¨chste durchschnittliche Differenz zur Gleich-
verteilung. Den ho¨chsten minimalen Kappa-Wert erreicht VFI [DG97] und
den ho¨chsten durchschnittlichen Kappa-Wert erreicht Logistik. Abb.6.6 zeigt
die erreichten Korrektheiten dieser Algorithmen. Zusa¨tzlich ist auch OneR
[Hol93] zum Vergleich abgebildet. Hier wird deutlich, dass die Funktionen als
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Abbildung 6.6: Ausgewa¨hlte Data-Mining-Methoden auf den Daten aus dem
Ken-Experiment [Tag09b]. Auf der Y-Achse sind die Nummern der evaluier-
ten Spiele aufgefu¨hrt. L ist Logistik.
subsymbolische Hypothesenra¨ume der Algorithmen SMO, SL und Logistik
bei Ken bei den besseren Durchschnittsergebnisse u¨berwiegen.
Leider wurde bei der Evaluation noch nicht deutlich ob man das typische
menschlische strategische Verhalten in allen Spielen generell allein symblisch
beschreiben kann. Ferner fallen die deutlich schlechteren Ergebnisse fu¨r den
Ken-Datensatz auf. Dies offenbart womo¨glich einen Schwachpunkt des Vor-
gehens und zwar die Auswahl einer sinnvollen Merkmalsextraktion. Dennoch
waren einige Vorhersagen signifikant korrekt und es konnten automatisch ver-






Bevor die Ergebnisse dieser Arbeit aus den drei Kernkapitel in den na¨chsten
drei Unterkapiteln zusammengefasst werden, werden hier einige Besonderhei-
ten bei der Literaturausarbeitung d.h. in den Kapiteln 2 und 3 aufgefu¨hrt.
Im Kapitel 2 wurde der Begriff der Rationalita¨t aus den Perspektiven der
drei Disziplinen Multiagentensysteme, Spieltheorie und Psychologie integrie-
rend beschrieben. In den Multiagentensystemen ist Rationalita¨t die Grund-
lage fu¨r das Entscheiden. In der Spieltheorie werden mit der Annahme der
Rationalita¨t Vorhersagen getroffen. Gleichzeitig kann menschliches Verhalten
in der Psychologie nicht immer als rational modelliert werden.
Es wurden mehrere unabha¨ngige Arbeiten im Kapitel 2 mit einander ver-
glichen, die vorher in keiner bekannten Abhandlung zusammen referenziert
wurden. Dazu geho¨ren die Spielbeschreibungssprachen Gala und GDL. Die
A¨hnlichkeit zwischen z-Tree und GDL-Server wurde mit dem eingefu¨hrten
Begriff der Spielinfrastruktur aufgezeigt. Bayesnetze und ACT-R – die bei-
den zum Beschreiben menschlichen strategischen Verhaltens angewendeten
Ansa¨tze wurden ebenfalls miteinander in Beziehung gesetzt.
Man konnte auch sehen, dass die drei Unterkapiteln von 2 miteinander
inhaltlich verbunden sind, wie z.B. Spielbeschreibungssprachen mit Spielin-
frastrukturen (GDL und GDL-Server) und Spielbeschreibungssprachen mit




Es wurde das Thema der Entwicklung einer Spielbeschreibungssprache im
Unterkapitel 4.1 mit einer ganzheitlicheren Motivation als bisher definiert.
Danach wurde die Bedeutung der Zeit in strategischen Interaktionen be-
schrieben sowie ein neuer Formalismus TEFG vorgestellt, der eine Erweite-
rung der extensiven Form um die diskrete Zeit darstellt. Es wurden neue
Begriffe wie z.B. perfektes zeitliches Erinnerungsvermo¨gen eingefu¨hrt.
In den Unterkapiteln 4.3 und 4.4 wurden die entwickelten Sprachen PNSI
und SIDL2.0 beschrieben. Beide Sprachen lassen sich in einer Spielverwal-
tung verwenden. Zu einer Spielbeschreibung in der Sprache PNSI kann ein
TEFG generiert werden. Die Sprache SIDL2.0 kann Spiele kompakter dar-
stellen, dennoch ist die Berechnung eines Zustandsu¨bergangs in SIDL2.0 un-
entscheidbar und keine grafische Darstellung mo¨glich. Zu beiden Sprachen
existieren Implementationen.
7.1.2 Spielimplementation
Im Unterkapitel 5.1 wurden die Konzepte einer Spielrealisierung diskutiert.
Die Ergebnisse dieser Diskussion wurden zur Konstruktion einer ku¨nstlichen
Spielrealisierung d.h. einer Spielimplementation von Spielen bei imperfekter
Information verwendet.
Als eine fortschrittliche Lo¨sung wurde das FRAMASI-Protokoll fu¨r ein
Multiagentensystem vorgeschlagen. Das FRAMASI-Protokoll ist zwar unab-
ha¨ngig, la¨sst sich jedoch mit den zuvor entwickelten Spielbeschreibungspra-
chen kombinieren. Das so konstruierte System wurde am Ken-Experiment
erfolgreich getestet.
7.1.3 Verhaltensbeschreibung
Mit dem Ken-Experiment wurde nicht nur das System getestet, sondern es
wurden auch Daten menschlichen strategischen Verhaltens entsprechend ein-
schla¨giger wissenschaftlicher Standards gesammelt. Diese Daten wiesen die
in der Literatur erwa¨hnten Besonderheiten des menschlichen strategischen
Verhaltens auf. Die Ergebnisse der Auswertung des Fragebogens konnten in
Verbindung mit diesen Besonderheiten gesetzt werden.
Als Beitrag zur Entwicklung einer Sprache zum Beschreiben typischen
menschlichen strategischen Verhaltens wurde das Analysieren der Daten mit
Hilfe von Data-Mining nach deterministischen Entscheidungsabha¨ngigkeiten
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vorgeschlagen. Das Testen dieser Methode an eigenen und externen Daten
lieferte ein vielversprechendes Ergebnis.
7.2 Ausblick
Die Liste der mo¨glichen ku¨nftigen Themen in den drei Teilbereichen und
deren Kombinationen ist lang. Es sind die Weiterentwicklung der Spielbe-
schreibungssprache, die Verfeinerungen an den Spielinfrastrukturen und die
Entwicklung einer Verhaltensbeschreibungssprache. Hier werden nicht alle
diese Themen erwa¨hnt. Es werden in den na¨chsten Unterkapitel nur die aus
der Sicht des Autors innovativsten Themen erwa¨hnt.
7.2.1 Datenbank strategischen Verhaltens
Es wurde in dieser Arbeit erwa¨hnt, dass ein Teil der verwendeten Daten von
einer externen Arbeitsgruppe zut Verfu¨gung gestellt wurde. Es gibt eine so-
ziale Norm, dass Forscher Daten anderer Forscher zu den durchgefu¨hrten Ex-
perimenten aus wissenschaftlichen Publikationen bekommen ko¨nnen [Ga¨09].
Eine sinnvolle Lo¨sung zum Austausch der Daten wa¨re eine spezielle In-
frastruktur mit einer strikten Formatierung der Daten [Ga¨09]. Es gibt tat-
sa¨chlich schon eine solche Infrastruktur ExLab (exlab.bus.ucf.edu/) d.h.
ein Portal jedoch ohne strikte Formatierung, auf dem Forscher ihre Daten
zum menschlichen Verhalten austauschen ko¨nnen. Zum Zeitpunkt der Suche
beinhaltete dieses Portal noch keine Daten zum strategischen Verhalten.
Eine mo¨gliche Formatierung kann schon angegeben werden – die meisten
Experimente wurden mit Hilfe von z-Tree durchgefu¨hrt, sodass zugeho¨rige
Spielbeschreibungen in z-Tree-Sprache existieren, mit deren Hilfe man Expe-
rimente wiederholen kann. Die Formatierung einer Datenbank strategischen
Verhaltens muss von der Spielbeschreibungssprache abha¨ngen, in der die je-
weiligen Experimente durchgefu¨hrt wurden und die z-Tree-Sprache ist keine
endgu¨ltige Lo¨sung dafu¨r.
7.2.2 Verbalisierung strategischen Verhaltens
Neben der Beschreibung des typischen menschlichen strategischen Verhal-
tens gibt es auch einen Bedarf an der natu¨rlichsprachlichen Verbalisierung.
Durch eine solche Verbalisierung ko¨nnte man leichter u¨ber das Verhalten
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argumentieren. In dieser Arbeit wurde das Verhalten des Antwortenden in
Colored-Trails manuell verbalisiert. Es gibt aber schon einen Ansatz das Ver-
halten automatisch zu verbalisieren [AP09].
In dem genannten Ansatz wurde aber noch nicht gekla¨rt, ob jedes typische
menschliche strategische Verhalten sich sinnvoll verbalisieren la¨sst. Falls z.B.
das Verhalten am besten durch eine Funktion modelliert werden kann, ist
es nicht mo¨glich. Fu¨r diese Fa¨lle wa¨re eine subsymbolische Darstellung d.h.
eine Visualisierung (Strategographie) bzw. eine Sonifikation (Strategophonie)
sinnvoll [Tag09b].
7.2.3 Doppelte Tauschauktion
Es wurden in dieser Arbeit bisher nur Spiele mit einer vorher festgelegten
Anzahl von Spielern betrachtet. Ohne eine notwendige Festlegung der An-
zahl der Spieler sind die Spiele bei unvollsta¨ndiger Information. Zu diesen
nicht betrachteten Spielen geho¨ren Auktionen.
Es gibt genu¨gend Literatur zu Auktionen, bei denen Angebote einen mo-
nita¨ren Wert haben. Eine Arbeit [O¨zt05], die bei den Auktionen auch den
Tauschhandel einbezieht, betrachtet Auktionen beim Autoumtauschen. Die
Autos haben je nach Ka¨ufer einen unterschiedlich hohen subjektiven Preis.
Es gibt aber Bereiche im sozialen Leben, in denen Geld keine Rolle spielt, die
dennoch eine den Auktionen a¨hnliche Struktur aufweisen. Dazu geho¨rt das
Knu¨pfen bilateraler Kooperationen wie z.B. Freundschaften, wissenschaftli-
che Zusammenarbeit und sexuelle Beziehungen. Aber auch in den Multiagen-
tensystemen (Computerprogramme) kann man sich leicht Fa¨lle bilateraler
Kooperation vorstellen, bei denen unter mehreren Mo¨glichkeiten ausgewa¨hlt
werden muss und eine Monetarisierung nicht sinnvoll ist.
Es gibt einige Ansa¨tze zur Modellierung nichtmoneta¨rer sozialer Interak-
tionen. Dazu geho¨ren z.B. das Solidarita¨tsspiel [Heg04] und das Betrachten
einer Ehe als
”
mixed motive game“ [BS73]. Dann gibt es enorme Literatur
u¨ber Paarbildung von Agenten zweier disjunkter Arten [Ada03, z.B.]. die
spieltheoretischen Betrachtungen Hier wird die doppelte Tauschauktion (bar-
ter double auction) [Tag09h, TK09] als ein Modell fu¨r das Knu¨pfen bilateraler
nichtmoneta¨rer Kooperationen vorgeschlagen. Jeder Agent hat ein Angebot
und einen Bedarf. Ein Agent A tauscht sein Angebot nicht gegen Geld, son-
dern befriedigt den Bedarf eines anderen Agenten B, wa¨hrend B wiederum
den Bedarf von A befriedigt. Bedarf und Angebot sind beide mehrdimensio-
nale (hier nur zwei Dimensionen) Vektoren. Der Grad an Befriedigung eines





Abbildung 7.1: 2-dimensionale Darstellung eines Agenten mit einem Bedarf
und einem Angebot zwei Punkte auf der Ebene, die u¨ber eine Linie verbunden
sind [TK09].
Alice Bob Charly David
Abbildung 7.2: Partnersuche fu¨r das Wippen [TK09]. Bei jedem der Agenten
gleicht das Angebot dem Bedarf. Der Abstand zwischen den Agenten ist
wichtig.
proportional zum euklidischen Abstand zwischen den beiden Vektoren defi-
niert werden.
Abb.7.1 zeigt die Darstellung eines Agenten in doppelter Tauschauktion.
Man kann sich ein sehr einfaches Beispiel vorstellen und zwar das Wippen
(Abb.7.2). Jedes der Kinder hat ein bestimmtes Gewicht als Angebot und
braucht ein genauso schweres Kind als Partner. Die Kinder Bob und Char-
ly liegen nah beieinander und wu¨rden sich fu¨r eine Kooperation entscheiden.
Die Kinder Alice und David werden erheblich weniger Vorteile durch eine
Kooperation erreichen. Falls Bob sich fu¨r Alice und Charly sich fu¨r Da-
vid entscheiden, reduzieren Bob und Charly eigene Vorteile und erho¨hen
die Vorteile von Alice und David. Abb.7.3 zeigt einen Fall, wo nicht jeder
Agent das bevorzugte Angebot bekommen kann, weil man sonst zu keiner Ei-
nigung kommt. Hier ist es sinnvoll fu¨r die Agenten das Zweitbeste zu nehmen
– Alice entscheidet sich fu¨r Charly und Bob entscheidet sich fu¨r David.
Wie man sieht, ist das strategische Verhalten in der doppelten Tauschauk-
tion schon bei einfachsten Beispielen nicht trivial. Die Berechnung der Gleich-
gewichte von Fa¨llen mit einer großen Anzahl von beteiligten Agenten ist
wegen der Berechnungsaufwa¨nde nicht sinnvoll. Außerdem entscheidet jeder
Agent fu¨r sich und mo¨glicherweise suboptimal. Hier ist es interessant die Aus-















ACE Agent-based Computational Economics. 56, 113
ACL Agent Communication Language. 14, 115
ACT-R Adaptive Control of Thought – Rational. 58, 131, 140
AID Agent-Identifier. 116
AMS Agent Management System. 14
CPD Conditional Probability Distribution. 43, 64, 132
DDM Double Description Method. 28
DF Directory Facilitator. 14, 116
FIPA Foundation for Intelligent Physical Agents. 14, 114
FRAMASI FRAmework for MAnagement of Strategic Interactions; ["freI:m@zi].
113, 122, 141
Gala GAme LAnguage. 45, 68, 81, 98, 140
GDL Game Description Language. 49, 55, 67, 80, 98, 111, 117, 140
GGMA General Game Management Agent. 117
GPS General Problem Solver. 68
JADE Java Agent Development Environment. 14, 114
JSON JavaScript Object Notation. 85
KIF Knowledge Interchange Format. 51
147
Akronyme
LP-Solver Linear Program Solver. 46
MAID Multi-Agent Influence Diagram. 40, 43, 61, 69, 131, 140
MSE Mixed Strategy Equilibrium. 36, 128
NID Network of Influence Diagrams. 61
noop no operation. 51
PDDL Planning Domain Definition Language. 98
PNSI Petri Nets for Strategic Interaction; ["pEn"zaI]. 79, 99, 119, 141
RAND Research ANd Development. 18
RMM Recursive Modelling Method. 62
SC00029 fipa.org/specs/fipa00029/. 116
SCL Symmetric Chess-Like. 49
SIDL Strategic Interaction Definition Language; ["zaIdEl]. 98, 119, 141
SMO Sequential Minimal Optimalization. 138
STRIPS STanford Research Institute Problem Solver. 98
TEFG Timed Extensive Form Game. 72, 80, 101, 141
ToM Theory of Mind. 32
VFI Voting Feature Intervals. 138
Weka Waikato Environment for Knowledge Analysis. 136
YAML YAML, Yet Another Markup Language. 85




Agentenkommunikationsprotokoll Agent Communication Protocol; Ei-
ne festgelegte Abfolge der auszutauschenden Nachrichten zwischen meh-
reren Agenten zum Erreichen vorgegebener Ergebnisse. 14, 17
Aktionsgraphenspiel Action graph game. 40, 124
Auslastungsspiel Congestion game. 40, 69
Auszahlungsfunktion Payoff function; auch Nutzenfunktion (utility func-
tion); Zuweisung von Zahlenwerten entsprechend dem Grad der Pra¨fe-
renz. 12, 20, 42, 81
Bayesnetz Nach Thomas Bayes. 43, 69, 137
Bimatrix Eine Matrix vom Rang n×m× 2. 21
Cheap-Talk Kommunikation zwischen den Spielern, die keine Kosten ver-
ursacht d.h. eine neutrale Wirkung auf die Auszahlung hat. 115
Chicken Spiel . 3, 110
Chronon Zeitquantum; auch in der Quantenphysik verwendeter Begriff. 72,
83, 101, 119
Colored-Trails Spiel . 62, 136, 143
Cross-Validation Bei diesem Verfahren wird eine Datenmenge in x ∈ N
Teile gespalten. Jeder dieser Teile wird jeweils einmal als Testmenge
verwendet, wa¨hrend der Rest als Trainingsmenge. 135
Data-Mining Algorithmen fu¨r die Suche von Gesetzma¨ßigkeiten in Daten.
135
Datenbank Strukturiert gespeicherte Daten. 51, 55, 89, 115, 142
149
Glossar
Differentialspiele Differential games; Durch Differential- & Integralglei-
chungen dargestellte formale Strukturen strategischer Interaktionen.
18, 70
Dominanzanalyse Es ist die Eliminierung dominierter Strategien bei einem
Spiel in Normalform. Eine dominierte Strategie ist gegen keine andere
Strategie vorteilhaft und wird von rationalen Spielern nicht ausgewa¨hlt.
28
epistemische Logik Epistemic logic. 29
extensiv Extensive; Eine dem Spielbaum aus der Ku¨nstlichen Intelligenz
a¨hnliche Beschreibung eines Spiels, bei der im Gegensatz zur Normal-
form die Reihenfolge der Handlungen beachtet wird. 19, 38, 40, 55,
65
Forschungsinfrastruktur Gemeinsame Formate und Werkzeuge interdis-
ziplina¨rer Forschung. Durch eine Forschungsinfrastruktur wird das wie-
derholte Umformatieren der Konzepte, der Sachverhalte und der Daten
aus einer Disziplin vermieden. 4, 6, 65
GAMBIT Software Tools for Game Theory. 29, 45, 55, 66, 93
Gameserver Netzwerkfa¨higes Program zum Verwalten eines Spiels. 55, 117
Gefangenendilemma Prisoner’s dilemma; Spiel. 18, 80, 111, 115
Gegenseitigkeit Reciprocity; Ein Pha¨nomen menschlichen Sozialverhaltens.
63
gemeinsames Wissen Common knowledge; Das Wissen, das jeder weiß
und jeder weiß, dass jeder es weiß und dass jeder weiß, dass jeder es
weiß und so in unendlicher Selbstwiederholung. 16, 30, 109
gemischte Erweiterung Mixed extension. 20
gemischte Strategie Mixed strategy; Eine Verteilung u¨ber einen Strate-
gieraum. 20
Gosukumi-Ken Spiel . 2
Graphenspiel Graph game. 40, 69
Großer-Kleiner-Affe Big monkey and little monkey; Spiel. 111
150
Glossar
Homo Economicus Das ist ein Menschenbild, bei dem nur die individua-
listische Nutzensmaximierung im Vorgergrund steht. Konzepte wie Ge-
genseitigkeit und Altruismus werden ausgeblendet. 34
Hot-Seat Eine Schnittstelle zu einem Computersystem wird wa¨hrend eines
Spiels von mehreren Personen abwechseln benutzt. 54
Hypothesenraum Menge der mo¨glichen Hypothesen zur Vorhersage von
Ereignissen. 135
imperfekt Imperfect; Imperfekte Information ist nicht zu verwechseln mit
unvollsta¨ndiger Information und bedeutet ausschließlich Unsicherheit
u¨ber die zuvor gemachten Zu¨ge der Spieler bzw. der Natur. 22, 35, 45,
69, 71, 113
Informationsmenge Information set; Eine Menge von Wurzelpfaden in ei-
nem extensiven Spiel, die fu¨r einen Spieler bei seiner Entscheidung nicht
unterscheidbar sind. 23, 75
Irrationalita¨t Das Verhalten eines Agenten, dessen Betrachtung als rational
und dessen darauf basiernde Vorhersage scheitern, wird als irrational
bezeichnet. 33
Kampf-der-Geschlechter Battle of sexes; Spiel ; Dieses Spiel ist nach einer
dazu beschriebenen realen strategischen Interaktion benannt worden, in
der ein Paar darum streitet, ob sie ins Theater oder auf einen Baseball-
Match gehen. 2, 22, 38, 111
Kappa-Wert Dieses statistische Mass ist gleich 0, falls die Wahrscheinlich-
keitsverteilung der Vorhersagen einer Hypothese unabha¨ngig von den
tatsa¨chlich eintretenden Ereignissen ist. Bei stets korrekten Vorhersa-
gen ist der Kappa-Wert gleich 1. 136
Ken Spiel . 2, 120, 123, 130
Koalition Eine Menge von Spielern, die sich auf eine bestimmte Verhaltens-
weise bindend abgesprochen haben. 16
kognitive Architektur Cognitive architecture; Dieser Ansatz ist erstmals
vorgeschlagen von Allen Newell [New73]. 57, 131
kompakt ≈ succinct; 6= kompakt (Mathematik); Eine kompakte Spielbe-
schreibung hat minimale spezifische Gro¨ße. 40, 65, 95, 105, 124, 141
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Glossar
Konfusionsmatrix Die Spalten dieser Matrix sind die Vorhersagen und die
Zeilen die tatsa¨chlich eintretende Ereignisse. Ein Eintrag ist die Anzahl
der Fa¨lle. 136
Koordination Koordinierte Auswahl von Strategien bei Spielen in Normal-
form. 36, 58
lineares Programmieren Linear programming; Lo¨sen von linearen Unglei-
chungssystemen. 28
Lokaleffektspiel Local effect game. 40, 69
Matrixspiel Matrix game; Spiele in Normalform mit einer Auszahlungsma-
trix. 35, 123
Mechanismusentwurf Mechanism design; Es ist das Erstellen von Spielre-
geln mit dem Ziel, dass die beteiligten Agenten ein vorgegebenes Ver-
halten zeigen. 17, 66, 113
Muddy-children-puzzle Muddy children puzzle; Spiel; Das urspru¨ngliche
Beispiel ist Wisemen-puzzle [Lit53, S. 3–4]. Ein anderes a¨hnliches Bei-
spiel ist Women-of-sevitan [Gin00, S. 53] usw.. 31, 104
multinominal Bei einer multinominalen Menge existiert keine Ordnungs-
operation u¨ber den Inhalt. 137
Mo¨rderischer-Autofahrer-Problem Homicidal chauffeur problem; Spiel.
19
Nash-Gleichgewicht Nash equilibrium; nach John Nash, Nobelpreistra¨ger
fu¨r Wirtschaftswissenschaften 1994 (zusammen mit John Harsanyi und
Reinhard Selten). 20, 29, 41
Natur Als Natur wird der Zufall in einem Spiel bezeichnet. Die Wahrschein-
lichkeitsverteilung des Zufalls ist vordefiniert. Die Natur kann auch als
ein
”
Spieler“ gesehen werden, da es Zu¨ge ausfu¨hrt. 22, 48, 69, 74, 87,
101
Nim Spiel . 46, 83, 103




Nullsummenspiel Zero sum game; Die Summe der Auszahlungen ist fu¨r
jeden Ausgang die gleiche. Es kann auch als Konstantsummenspiel be-
zeichnet werden – was der eine Spieler verliert, gewinnen die anderen.
25, 36, 43, 72, 123
Ontologie Ontology; Formale Darstellung von Wissen – Konzepte und Be-
ziehungen zwischen denen. 14, 116
perfektes Erinnerungsvermo¨gen Perfect recall; Perfektes Erinnerungs-
vermo¨gen eines Spielers bedeutet, dass er keinen seiner bisherigen Zu¨ge
und der von ihm wahrgenommenen Zu¨ge anderer Spieler und Natur
vergisst. 23
perfektes zeitliches Erinnerungsvermo¨gen Perfect timed recall; Wur-
zelpfade unterschiedlicher Dauer werden nie verwechselt. 77, 141
Petrinetz Nach Carl Adam Petri. 69, 79, 99
Poker Spiel . 32, 51, 68, 112, 130
Polymatrixapproximation Polymatrix approximation; Ein Verfahren zur
Berechnung von Nash-Gleichgewichten in einer hochdimensionalen Ma-
trix durch Approximation als eine Menge von niedrigdimensionale Ma-
trizen. 28
Protokoll Siehe Agentenkommunikationsprotokoll. 116, 141
Proxy-Agenten Menschengesteuerte Agenten. 54, 120
Pra¨ferenzordnung Rangordnung nach subjektiver Pra¨ferenz. 12, 19, 44,
108
pure Strategie Pure strategy; Auswahl einer einzigen Strategie aus einem
Strategieraum. 20, 40
Rationalita¨t Rationalita¨t ist das stete Treffen und Ausfu¨hren rationaler
Entscheidungen. Eine rationale Entscheidung ist die Wahl der Hand-
lungen mit den nach subjektiver Einscha¨tzung durch den Entscheider
meist bevorzugten Konsequenzen. 5, 12, 15, 30, 33, 109, 140
Rolle Repra¨sentation eines Spielers in der Spielverwaltung. 116
Rollenbesetzungsproblem Role assignment problem. 115
153
Glossar
Ru¨ckwa¨rtsinduktion Backward induction. 25
Schach Spiel . 26, 32, 48, 65, 105, 112, 130
Schalter Eine Menge von Zu¨gen eines Spielers, von denen keine zwei gleich-
zeitig ausgefu¨hrt werden ko¨nnen. 81, 101
sequenzielle Form Sequenzielle Form ist eine Darstellung eines extensiven
Spiels fu¨r zwei Spieler bei imperfekter Information zur Berechnung der
Gleichgewichte ohne die u¨bliche Transformation in die Normalform. 40,
42, 69
simpliziale Unterteilung Simplicial subdivision. 28
Spiel Game; Formale Struktur einer strategischen Interaktion. 1, 15, 29, 54,
65, 71, 80, 98, 108, 128, 141
Spieler Ein Spieler ist ein rationaler Agent, der innerhalb eines Spiel stra-
tegisch interagiert. 3, 11, 15, 30, 40, 53, 61, 70, 99, 109, 115, 123, 130,
143
Spielimplementation Eine Spielrealisierung innerhalb eines Computersys-
tems mit wahlweise menschlichen Spielern. 53, 87, 108, 113, 141
Spielinfrastruktur Spielimplementation ohne die spiello¨sende Komponen-
te. 53, 108, 140
Spielpetrinetz Game Petri net. 69, 80
Spielrealisierung Eine reale strategische Interaktion, die als ein konkretes
Spiel formalisiert werden kann. 10, 108, 121, 126, 141
Spielverwaltung Game management; Implementation der Spielregeln. 8,
53, 66, 87, 105, 114
Strategie Nach der deutschsprachigen Terminologie in [BEG04, HI96]; Ei-
ne wa¨hlbare Verhaltensweise oder einmalige Aktion in einem Spiel in
Normalform. 3, 16, 32, 60, 93, 124, 133
strategisch Rationales Denken und Handeln ist strategisch, falls dabei das
rationale und strategische Denken und Handeln anderer beru¨cksichtigt
wird. 1, 15, 29





strategischer Agent“ vertraut ist. 109
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Glossar
Testmenge Datenmenge, die notwendig sind, um eine Hypothese zu pru¨fen.
135
Trainingsmenge Datenmenge, die notwendig sind, um eine Hypothese auf-
zustellen. 135
unvollsta¨ndig Incomplete; Unvollsta¨ndige Information ist nicht zu verwech-
seln mit imperfekter Information und bedeutet Unsicherheit u¨ber die
Spielregeln. 23, 110
Verhaltensstrategie Behavioral strategy; Eine Verhaltensstrategie in ei-
nem Spiel ist die Zuordnung von Verteilungen zu seinen Informations-
mengen. 24
Verteilung Distribution; Im Bezug auf gemischte Strategien ist eine Vertei-
lung eine Gewichtung der Strategien, die u¨blich als eine Wahrschein-
lichkeitsverteilung dargestellt werden kann. 20, 48, 82, 128
Wason-Aufgabe Wason selection task; Ein Experiment, bei dem aufgezeigt
wird, dass das Konzept der logischen Implikation ⇒ von Menschen
nicht korrekt angewendet wird. 34
Wurzelpfad Root path (graph theory); sequence (game theory); Ein Wur-
zelpfad bei einem Spiel in extensiver Form ist eine Sequenz von Zu¨gen
vom Anfang des Spiels. Es ist auch eine Sequenz von Kanten des Spiel-
baumes von der Wurzel ab. 22, 42, 72, 80
zeitliche Nachrichtenfunktion News function. 77
zeitliche Petrinetze Timed Petri nets. 80
zeitliche Spiele Timed games. 69, 72
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ANHANG A. MATHEMATISCHE NOTATIONEN
Anhang A
Mathematische Notationen
⇒ Implikation, z.B. A⇒ B
→ Abbildung, z.B. f : R→ R
7→ Funktionswert, z.B. bei f(x) = x2 ist 3 7→ 9 ein Funktionswert
◦ Verknu¨nfung, z.B. a ◦ b = ab
〈E1, . . . , En〉 Tupel aus Elementen Ei
An = ×ni=1A Potenz, Menge aller mo¨glichen Verknu¨pfungen bzw. Untermen-




n Stern, Menge aller mo¨glichen Verknu¨pfungen bzw. Unter-
mengen (auch als Multimengen) aus Elementen von A
(F ∈ An) ∼ (F : Nn1 → A) Jedem Vektor bzw. Liste entspricht eine dis-
krete endliche Funktion und umgekehrt
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Anhang B
















Abbildung B.1: Umfangreicheres Beispiel einer PNSI-Struktur.
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Abbildung B.2: Generiertes TEFG zum vorigen Beispiel. Zu¨ge der Spieler
sind schwarz. Zu¨ge der Natur sind grau und mit gefeuerten Transition sowie
den Wahrscheinlichkeiten annotiert. Der Zug an der Wurzel geho¨rt zu Bob.
Der zweite Zug geho¨rt zu Alice. Die Auszahlungen an den Enden sind in der
Reihenfolge Alice und dann Bob.
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Anhang C
Schach, definiert in SIDL2.0






forpromotion([queen, knight, rook, bishop]).
directions(rook, [[1, 0], [0, 1], [-1, 0], [0, -1]]).
directions(bishop, [[1, 1], [1, -1], [-1, 1], [-1, -1]]).
directions(queen, A):- directions(rook, R), directions(bishop, B),
append(R, B, A).
position(knight, X, Y):- member(X, [-2, 2]), member(Y, [-1, 1]).
position(knight, X, Y):- member(Y, [-2, 2]), member(X, [-1, 1]).
position(king, X, Y):- directions(queen, A), member([X, Y], A).
xvalue(Pre, Next, Inc):- xaxis(Xs), nth1(I, Xs, Pre),
II is I + Inc, nth1(II, Xs, Next).
yvalue(Y):- integer(Y), Y < 9, Y > 0.





man(rook, [a, h], 1).
man(knight, [b, g], 1).




promote(Color, Y, Man):- opposite(Color, Opp), row(Opp, Y, 1),
forpromotion(HMs), member(Man, HMs).
/* ############# INIT ######################*/
/* men */
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/* castling possible */
init([white, fortifiable]).
init([black, fortifiable]).
/* player’s accounts */
init([white], 0.0).
init([black], 0.0).
/* ############# Switches and Actions ######*/
legal([C]):- fact([C, king, _, _]), player([C]), fact([C]).
/* control line */
contrline(_, X, _, [DX, _], []) :- not(xvalue(X, _, DX)).
contrline(_, _, Y, [_, DY], []) :- not(yvalue(Y, _, DY)).
contrline(Color, X, Y, [DX, DY], []) :-
xvalue(X, X1, DX), yvalue(Y, Y1, DY), fact([Color, _, X1, Y1]).
contrline(Color, X, Y, [DX, DY], [[X1, Y1]]):-
xvalue(X, X1, DX), yvalue(Y, Y1, DY),
opposite(Color, Opp), fact([Opp, _, X1, Y1]).
contrline(Color, X, Y, [DX, DY], [[X1, Y1] | Line]):-
xvalue(X, X1, DX), yvalue(Y, Y1, DY), not(fact([_, _, X1, Y1])),
contrline(Color, X1, Y1, [DX, DY], Line).
/* pawn */
controlled(Color, pawn, X, Y, X1, Y1):-
fact([Color, pawn, X, Y]),
direction(Color, I),
yvalue(Y, Y1, I), member(D, [1, -1]), xvalue(X, X1, D).
/* rook, bishop, queen */
controlled(Color, Man, X, Y, X1, Y1):-
directions(Man, Ds),
fact([Color, Man, X, Y]),
member(D, Ds),
contrline(Color, X, Y, D, NP),
member([X1, Y1], NP).
/* knight, king */
controlled(Color, Man, X, Y, X1, Y1):-
position(Man, DX, DY),
fact([Color, Man, X, Y]),
xvalue(X, X1, DX), yvalue(Y, Y1, DY),
not(fact([Color, _, X1, Y1])).
/* pawn - move forward, two steps */
switch([Color], [Color, pawn, X, Y, X, Y2]):-
fact([Color, pawn, X, Y]), row(Color, Y, 2),
direction(Color, I),
yvalue(Y, Y2, I * 2), yvalue(Y, Y1, I),
not(fact([_, _, X, Y1])),
not(fact([_, _, X, Y2])).
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/* pawn, move forward, one step */
switch([Color], [Color, pawn, X, Y, X, Y1]):-
fact([Color, pawn, X, Y]),
direction(Color, I), yvalue(Y, Y1, I),
not(promote(Color, Y1, _)),
not(fact([_, _, X, Y1])).
/* pawn, move forward, promote */
switch([Color], [Color, pawn, X, Y, X, Y1, Man]):-
fact([Color, pawn, X, Y]),
direction(Color, I), yvalue(Y, Y1, I),
promote(Color, Y1, Man),
not(fact([_, _, X, Y1])).
/* pawn, move diagonal, promote */
switch([Color], [Color, pawn, X, Y, X1, Y1, Man]):-
controlled(Color, pawn, X, Y, X1, Y1),
opposite(Color, Opp), fact([Opp, _, X1, Y1]),
promote(Color, Y1, Man).
/* pawn, move diagonal*/
switch([Color], [Color, pawn, X, Y, X1, Y1]):-
controlled(Color, pawn, X, Y, X1, Y1),
opposite(Color, Opp), fact([Opp, _, X1, Y1]),
not(promote(Color, Y1, _)).
/* move rook, bishop, queen or knight */
switch([Color], [Color, Man, X, Y, X1, Y1]):-
controlled(Color, Man, X, Y, X1, Y1),
not(Man = pawn), not(Man = king).
/* king */
switch([Color], [Color, king, X, Y, X1, Y1]):-
controlled(Color, king, X, Y, X1, Y1),
opposite(Color, Opp),
not(controlled(Opp, _, _, _, X1, Y1)).
/* castle */
switch([Color], [Color, castle, right, Y]):-
fact([Color, fortifiable]),
fact([Color, rook, h, 1]),
row(Color, Y, 1), not(fact([_, _, f, Y])),
not(fact([_, _, g, Y])), opposite(Color, Opp),
not(controlled(Opp, _, _, _, f, Y)),
not(controlled(Opp, _, _, _, g, Y)).
switch([Color], [Color, castle, left, Y]):-
fact([Color, fortifiable]),
fact([Color, rook, a, 1]), row(Color, Y, 1),
not(fact([_, _, b, Y])), not(fact([_, _, c, Y])),
not(fact([_, _, d, Y])), opposite(Color, Opp),
not(controlled(Opp, _, _, _, c, Y)),
not(controlled(Opp, _, _, _, d, Y)).
/* ############ Owned ###################### */
owned(C, C):- player(C).
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/* ############ Do ######################### */
/* internals */
changeturn(Color):- opposite(Color, Opp), delete([Color]),
create([Opp]).
nocastle(Color, Man, X, Y):- opposite(Color, Opp),
fact([Opp, king, XK, YK]), controlled(Color, Man, X, Y, XK, YK),
delete([Opp, fortifiable]).
nocastle(Color, _, X, Y):- opposite(Color, Opp),
fact([Opp, king, X, Y]),
delete([Color, fortifiable]).
nocastle(Color, king, _, _):-
delete([Color, fortifiable]).
nocastle(_, _, _, _).
/* take */
do([Color, Man, X, Y, NX, NY]):- fact([C, M, NX, NY]),
changeturn(Color), nocastle(Color, Man, NX, NY),
delete([C, M, NX, NY]), delete([Color, Man, X, Y]),
create([Color, Man, NX, NY]).
/* move */
do([Color, Man, X, Y, NX, NY]):- changeturn(Color),
delete([Color, Man, X, Y]), nocastle(Color, Man, NX, NY),
create([Color, Man, NX, NY]).
/* promote */
do([Color, Man, X, Y, NX, NY, New]):- changeturn(Color),
delete([Color, Man, X, Y]), nocastle(Color, Man, NX, NY),
create([Color, New, NX, NY]).
/* castle */
do([Color, castle, right, Y]):- changeturn(Color),
delete([Color, king, e, Y]),
delete([Color, rook, h, Y]),
delete([Color, fortifiable]),
create([Color, king, g, Y]),
create([Color, rook, f, Y]).
do([Color, castle, left, Y]):- changeturn(Color),
delete([Color, king, e, Y]),
delete([Color, rook, a, Y]),
delete([Color, fortifiable]),
create([Color, king, d, Y]),
create([Color, rook, c, Y]).
/* ######################### Payoffs ##################### */
payoff([Color], 1.0):- opposite(Color, Opp), todelete([Opp, king, _, _]).




Die entwickelte Software befindet sich auf einem Subversion-Repository unter der Adres-
se https://tigerdb.informatik.tu-freiberg.de/svn/Projects/. Der Quellcode ist
hauptsa¨chlich in Java entwickelt. Jedes einzelne Paket beinhaltet ein Verzeichnis mit Quell-
code src und eine Ant-Datei fu¨r Kompilation und Ausfu¨hrung. Die wichtigsten Pakete sind
BaseFRAMASI (FRAMASI-Protokoll), JPNSI (PNSI-Bibliothek), JPNSIEFGLib (Gene-
rierung von EFG aus PNSI), SIDL2 (SIDL2.0-Bibliothek) und GGMA (World-Agent ba-
sierend auf PNSI oder SIDL2.0). Hier folgt ein Beispiel der Protokollierung einer einzelnen












Und dies hier ist das gleiche fu¨r einen SIDL2.0-basierten GGMA:
Does: {[round]=[round]}
Done: {[bob]=[bob,wait], [round]=[round], [alice]=[alice,wait]}
Changes: [[timer,0,-],[rounds,3,-],[rounds,2,+],[timer,3,+]]
Changes for [alice]: [[timer,0,-],[rounds,3,-],[rounds,2,+],[timer,3,+]]
Changes for [bob]: [[timer,0,-],[rounds,3,-],[rounds,2,+],[timer,3,+]]
Accounts: [alice]=1.0;[bob]=1.0;
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Vorhersagbar -- - + ++
O¨fters Wiederholungen -- - + ++
Lernte im Verlauf dazu -- - + ++
Spielbezogene Emotionen:
A¨rger -- - + ++
Freude -- - + ++
Spielverhalten de(s)r Gegner(s)in:
Vorhersagbar -- - + ++
O¨fters Wiederholungen -- - + ++
Lernte im Verlauf dazu -- - + ++
183
ANHANG G. AUSFU¨HRLICHE STATISTIK
Anhang G
Ausfu¨hrliche Statistik
Tabelle G.1: Muster in Zugsequenzen fu¨r 31 und 41 [Tag09g].
31 41 Bru¨cken
Muster Theoretisch Beobachtet T. B. 0 1 2
ABCD 0 0 .0938 .2611 0 0 0
ABCA .0741 .15 .0938 .1519 0 0 1
ABCB .0741 .1315 .0938 .0926 0 1 0
ABAC .0741 .1278 .0938 .0926 0 1 0
ABCC .0741 .0667 .0938 .087 1 0 0
ABBC .0741 .0796 .0938 .063 1 0 0
AABC .0741 .0685 .0938 .0722 1 0 0
ABBA .0741 .0611 .0469 .037 1 0 1
ABAB .0741 .0593 .0469 .0333 0 2 0
AABA .0741 .063 .0469 .0222 1 1 1
ABAA .0741 .0574 .0469 .0204 1 1 1
AABB .0741 .0463 .0469 .0222 2 0 0
ABBB .0741 .0352 .0469 .0204 2 1 0
AAAB .0741 .0352 .0469 .0185 2 1 0
AAAA .037 .0185 .0156 .0056 3 2 1
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Tabelle G.2: MSE vs. relative Ha¨ufigkeiten [Tag09g].
31 Rock Paper Scissors
MSE .3333 .3333 .3333
Alle .36 .335 .305
Datenhandschuh .3222 .3407 .3370
Maus .3909 .3303 .2788
41 Hunter Monkey Paper Mosquito
MSE von 0 .5 0 .5
MSE nach .5 0 .5 0
All .2783 .2533 .23 .2383
Datenhandschuh .2704 .2407 .2444 .2444
Maus .2848 .2636 .2182 .2333
51 Rock Paper Scissors Fire Water
MSE .1111 .1111 .1111 .3333 .3333
All .1867 .1533 .13 .3267 .2033
Datenhandschuh .2222 .1555 .1259 .3 .1963
Maus .1576 .1515 .1333 .3485 .2091
52 Rock Paper Monkey Fire Water
MSE .1429 .1429 .1429 .2857 .2857
Alle .1783 .155 .1767 .2983 .1917
Datenhandschuh .1593 .1481 .2 .3 .1926
Maus .1939 .1606 .1576 .297 .1909
53 Rock Banana Monkey Paper Hunter
MSE .1429 .1429 .1429 .2857 .2857
Alle .2133 .1417 .2433 .1883 .2133
Datenhandschuh .1704 .1481 .2555 .2074 .2185
Maus .2485 .1364 .2333 .1727 .2091
54 Hunter Monkey Paper Mosq. Banana
MSE von 0 .5 0 .5 0
MSE nach .25 .25 .25 .25 0
Alle .1833 .3217 .1583 .1833 .1533
Datenhandschuh .1704 .2963 .1481 .2148 .1704
Maus .1939 .3424 .1667 .1576 .1394
61 Rock Paper Sciss. Monk. Fire Water
MSE von .1111 .1111 .1111 0 .3333 .3333
MSE nach .1429 .1429 0 .1429 .2857 .2857
Alle .185 .0975 .0925 .12 .265 .24
Datenhandschuh .2222 .0667 .0944 .1056 .2778 .2333
Maus .1545 .1227 .0909 .1318 .2545 .2455
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