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Abstract 
In this thesis, we study some basic properties of fix-free codes. A variable length 
code is a fix-free code if no codeword is a prefix or a suffix of any other codeword. 
This class of codes is applied to speed up the decoding process, for the decoder 
can decode from both sides of the compressed file simultaneously. We discuss 
two basic properties of fix-free codes which incur much difficulty in analyzing the 
structure of such codes. Then we develop a probabilistic approach which involves 
no explicit consideration of the structure of fix-free codes. With this approach, 
we obtain a sufficient condition and a necessary condition for the existence of 
fix-free codes. To demonstrate the generality of our probabilistic method, we 
apply it to prove the Kraft inequality for prefix codes and the characteristic 
inequlity for '1'-ended codes. 
Based on the new sufficient condition for the existence of fix-free codes, 
some new upper bounds on the redundancy of an optimal fix-free code in terms 
of partial information of the source distribution are derived. It is shown that 
the previously obtained upper bound 2 on the redundancy of an optimal fix-free 
code cannot be tight for sources with any fixed alphabet size, although this is the 
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1.1 Information Theory 
Information Theory deals with three basic concepts: the measure of source infor-
mation, the information capacity of a channel, and coding as a means of utilizing 
channel capacity for information transfer. These three concepts are bounded by 
a series of theorems which are compressed in the following statement [31]: 
If the rate of information from a source does not exceed the capacity of a 
communication channel, then there exists a coding technique such that the infor-
mation can be transmitted over the channel with an arbitrarily small frequency 
of errors, in spite of the presence of noise. 
Optimum coding matches the source and channel for maximum reliable infor-
mation transfer, roughly analogous to impedance matching for maximum power 
transfer. In general, the coding process involves two distinct encoding/decoding 
operations, drawed diagrammatically by Figure 1.1. 
The channel encoder/decoder units perform the task of error-control coding. 
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Information theory asserts that optimum channel coding yields an equivalent 
noiseless channel with a well-defined capacity for transmitting information. 
The source encoder/decoder units then match the source to the equivalent 
noiseless channel, provided that the source information rate does not exceed the 
channel capacity. 
Equivalent noiseless channel 
Source Source ;丨 Channel ^ Noisy ^ Channel ； • Source Destination 
" E n c o d e r “T*" Encoder Channel Decoder I Decoder 
Figure 1.1: Communication system with source and channel coding 
1.2 Source Coding 
An information source is defined by the set of output symbols it is capable of 
producing and the probability rules which govern the emission of these symbols. 
A finite discrete source is one for which there are a finite number of unique 
symbols. The symbol set is frequently called the source alphabet We use X = 
{ x i , . . . , Xn} to denote the source alphabet. 
Let X be a discrete random variable with source alphabet X and probability 
mass function p(xi) = P^^X = xi), 1 < i < n. The entropy H{X) of a discrete 
random variable X (or the entropy of the information source) is defined by 
n 
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We also write H(jp) for the above quantity. Entropy is expressed in bits if the 
logarithm in the above equality is to the base 2. 
On the other hand, the output of the source encoder can be a set of symbols 
which is called the code alphabet We use A = {ai, a2, • • •, a .^} to denote the 
code alphabet. A string, or word, over the code alphabet A is any sequence of 
elements of A. The set of all strings over A is denoted by A*. 
We define a source code for a random variable X as a mapping from X to 
A*. A source code C is indeed a nonempty subset of the set 乂*. The element of 
the code is called codeword. A code with code alphabet {0，1} is called a binary 
code, and a code whose code alphabet is {0，1, 2} is called a ternary code. 
In this thesis, we confine our discussion to binary codes. All logarithms are 
to the base 2. Our results can readily be generalized to non-binary codes. 
Let C{x) denote the codeword corresponding to x and let l(x) denote the 
length of C(x), which means the number of code alphabet symbols in the code-
word. The average codeword length of a code C for a random variable X with 
the probability mass function p{x) is given by 
L{C) = j2p{x,)l[xi). 
i=i 
In the following example, we show two codes for the same random variable. 
Example 1.1 Let X he a random variable with the following probability mass 
function: 
Pr{X = l) = l. = = 
= = = = 
Two codes and their lengths for the random variable X are listed in the following 
table. 
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Codeword Length Average 
" T I 2 I 3 I 4 1 I 2 I 3 I 4 Codeword Length 
Code 1 00 01 10 ~ n 2 bits 
Code 2 0 I Q ~ " T 1 ^ T T 1 " “ T 2 3 " 3 | 1.75 bits 
Table 1.1: Two examples of codes 
Thus the average length of a code depends on how the code is designed. In 
general, the shorter the average length of a code is, the better the code is. 
1.3 Fixed Length Codes and Variable Length 
Codes 
A code is a fixed length code if all codewords in the code have the same length. 
The first code in Example 1.1 is a fixed length code because every codeword 
length of this code is 2. Another example of fixed length codes is American 
Standard Code for Information Interchange (ASCII). 
A code is a variable length code if this code contains codewords of different 
lengths. The second code in Example 1.1 is a variable length code because not 
all codeword lengths of this code are identical. Morse Code is another example 
of variable length codes. 
Example 1.2 {Morse Code)[12, C/i.5] The Morse code is a reasonably efficient 
code for the English {source) alphabet using a code alphabet of four symbols: a 
dot, a dash, a letter space and a word space. Short sequences represent frequent 
letters {e.g., a single dot represents E) and long sequences represent infrequent 
letters {e.g., Q is represented by "dash, dash, dot, dash"). This is not the optimal 
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representation for the code alphabet in four symbols. In fact，many possible 
codewords are not utilized because the codewords for letters do not contain spaces 
except for a letter space at the end of every codeword and no space can follow 
another space. It is an interesting problem to calculate the number of sequences 
that can be constructed under these constraints. 
The advantage of a variable length code is that sometimes this code is more 
efficient in the sense that to represent the same information we can use fewer bits 
on the average. To accomplish this, we need to know the probability distribution 
of source symbols. If all source symbols are as likely as any other one, then the 
fixed length codes are about as efficient as any code can be. While if some 
symbols are more probable than others, then we can take advantage of this to 
make the more frequent symbols correspond to the shorter codewords, and the 
less frequent symbols correspond to the longer codewords. 
1.4 Prefix Codes 
Although variable length codes have more virtues than fixed length codes, vari-
able length codes bring with them a fundamental problem: how can the receiver 
recognize each symbol of the code? Or how can the receiver recognize the end 
of one codeword and the beginning of the next? 
A code is said to be non-singular if every element of X maps into a different 
codeword, i.e., if 
工i半工j , 
then 
C{xi) + C � . 
5 
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Non-singularity suffices for an unambiguous description of a single value of 
X. However, we usually wish to send a sequence of values of X. In such cases, 
we can ensure decodability by adding a special symbol (a "comma") between 
any two codewords. But this is an inefficient use of the special symbol. We can 
do better by developing the idea of self-punctuating or instantaneous codes. 
The extension of a code C is the mapping from finite length strings of X to 
finite length strings of 乂，defined by 
C{XIX2 C(xi)C{x2) . . • C{Xn), 
where C(xi)C{x2) • • • C{xn) indicate concatenation of the corresponding code-
words. 
A code is uniquely decodable if its extension is non-singular. In other words, 
any encoded string in a uniquely decodable code has only one possible source 
string producing it. However, one may have to look at the entire string to 
determine even the first symbol in the corresponding source string. 
A code is called prefix code or instantaneous code if no codeword is a prefix 
of any other codeword. A prefix code can be decoded without reference to 
the future codewords since the end of a codeword is immediately recognizable. 
Hence, for a prefix code, any symbol can be decoded as soon as we come to the 
end of the codeword corresponding to it. We need not wait to see the codewords 
that come later. A prefix code is a "self-punctuating" code. We can look down 
the sequence of code symbols and add the commas to separate the codewords 
without looking at later symbols. 
To illustrate the differences between the various kinds of codes, consider the 
following example of codeword assignments in Table 1.2. 
6 
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Non-singular, but not Uniquely decodable, but 
X uniquely decodable not instantaneous Instantaneous 
0 10 0 
2 010 00 10 
3 01 11 110 
4 W m 111 
Table 1.2: Various kinds of codes 
For the non-singular code, the code string 010 has three possible source 
sequences: 2 or 14 or 31，and hence the code is not uniquely decodable. 
For the uniquely decodable code, if the first two bits of the code strings are 
00 or 10, they can be decoded immediately. If the first two bits are 11，then 
we must look at the following bits. If the next bit is a 1，then the first source 
symbol is a 3. If the length of the string of O's immediately following the 11 is 
odd, then the first codeword must be 110 and the first source symobl must be 
4. If the length of the string of O's is even, then the first source symbol is a 3. 
By repeating this argument, we can see that this code is uniquely decodable. 
That the last code in Table 1.2 is instantaneously decodable is obvious since 
no codeword is a prefix of any other. 
1.4.1 Kraft Inequality 
We wish to construct prefix codes with minimum average codeword length to 
describe a given source. Clearly, we cannot assign short codewords to all source 
symbols and still be prefix free. The set of codeword lengths possible for prefix 
codes is limited by the following inequality: 
7 
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Theorem 1.1 {Kraft Inequality)[21] There exists a binary prefix code with code-
word lengths {Ij, I < j < n} if and only if 
f x ' ' S L 
3=1 
Proof Consider a binary tree in which each node has two children. Regard 
the branches of the tree as the symbols of the codeword. For instance, the two 
branches stretching from the root node mean the two different values of the first 
symbol of the codeword. In this way, each codeword is represented by a leaf 
on the tree and the path from the root traces out the symbols of the codeword. 
An example of such a tree is shown in Figure 1.2. Hence for a prefix code, no 
codeword is an ancestor or a descendant of any other codeword on the tree. 
Root 
/ \ / 。 \ / \ 
110 111 
Figure 1.2: Code tree for the Kraft inequality 
To prove the 'only i f part of this theorem, let Imax be the length of the longest 
codeword of the set of codewords. Consider all nodes of the tree of depth Imax-
Some of these nodes are codewords, some are descendants of codewords, and 
some are neither. The number of descendants of a codeword of length k at 
level Imax is 服 ® -A t this point, we consider the descendant of a codeword 
of length Imax as the codeword itself. There is no intersection of the descendant 
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sets of any two codewords. Also the total number of nodes in these sets must 
be no more than 2 “ H e n c e , 
n 
�:(2^Tnax — h < 
i=l 
or 
f x " 5 1， 
i=l 
which is the Kraft inequality. 
To prove the ' i f part of the theorem, without loss of generality, assume 
h < I2 < " ' < In- Our strategy is to assign nodes in the full tree as codewords 
in nondecreasing order of the codeword lengths. Since which is obviously 
greater than 1, nodes are available for the first codeword, the assignment of 
the first codeword is possible. After assigning the first codeword, we should re-
move the descendants of the assigned node because they are unavailable. Then 
— 2^ 2-^ 1 nodes remain available for the second codeword. Since by the Kraft 
inequality, — > 1, it is possible to assign the second codeword. Pro-
ceeding this way, we can construct a prefix code with the specified h , l 2 , … J n , 
proving the existence of such a code. The generalization of the Kraft inequality 
to the D-ary case is trivial. • 
1.4.2 Huffman Coding 
A prefix code for a certain source is called optimal if it has the minimum average 
codeword length among all prefix codes for the same source. Huffman [19 
discovered a simple algorithm to construct an optimal prefix code. Now let us 
introduce this algorithm with the following example. 
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Example 1.3 [12^ C/i.5] Consider a random variable X taking values in the set 
X={1, 2, 3, I 5} with probabilities 0.25, 0.25, 0.2, 0.15, 0.15，respectively. We 
expect the optimal binary code for X to have the longest codewords assigned to 
the symbols 4 and 5. Both these lengths must be equal, since otherwise we can 
delete a bit from the longer codeword and still have a prefix code，but with a 
shorter average length. In general, we can construct a code in which the two 
longest codewords differ only in the last bit. For this code, we can combine 
the symbols 4 and 5 together into a single source symbol，with the probability 
assignment 0.30. Proceeding this way [see Figure 1.3), combining the two least 
likely symbols into one symbol, until we are finally left with only one symbol, 
and then assigning codewords to the symbols, we obtain Table 1.3. This code has 
average codeword length 2.3 bits. 
1.0 
0.45/-^ 0.55 
A ? \ 。 ， 
0.2 0.25 0.25 八 
一 一 一 
0.15 0.15 
Figure 1.3: Huffman coding tree 
X Probability Codeword Codeword length 
^ lO 2 
2 0.25 01 2 
3 0.2 00 2 
4 0.15 110 3 
5 0.15 111 3 
Table 1.3: Huffman coding 
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The codes constructed by Huffman's algorithm are called Huffman Codes, 
which are not necessarily unique. Huffman codes have two important properties. 
Theorem 1.2 Huffman coding is optimal, i.e., if C* is a Huffman code and C' 
is any other code, then L{C*) < L{C'). 
Theorem 1.3 Let H(jp) he the entropy of a source and let L[C) be the average 
codeword length of a Huffman code for this source. Then 
Hip) < L{C) < H{p) + 1. 
It is clear from Theorem 1.2 and Theorem 1.3 that H{p) is the lower bound on 
the average codeword length of any prefix code. To illustrate this, let us revisit 
Example 1.1. The entropy of a source with distribution defined in Example 1.1 
is 
4 
H{p) = 二 1.75 bits. 
i=i 
Therefore, no prefix code (such as Code 1 and Code 2 in the example) for this 
source can have average codeword length less than 1.75 bits. 
Suppose we use a Huffman code to encode n independent and identically 
distributed random variables Xi , - - -, X^. Let l{xi, • • •, Xn) be the length of 
codeword associated with (xi, • • •, Xn), then 
L�C) = >�Xi,..,Xn). 
Prom the bounds on the average codeword length of a Huffman code, we obtain 
H{Xi, El{Xi,... < mXi,... + 1. 
11 
Chapter 1 Introduction 
Since , • • •, are independent and identically distributed, 
Therefore, 
H{X) < L{C) < H{X) + i. 
As n tends to infinite, the upper bound approaches the lower bound. Therefore, 
the coding rate of a Huffman code approaches H{X) as n tends to infinite. This 
is the asymptotic performance of Huffman codes. 
12 
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Existence of Fix-Free Codes 
2.1 Introduction 
Fix-free codes were first introduced by Schiitzenberger [28] and Gilbert and 
Moore [15] (where they were called never-self-synchronizing codes). A variable 
length code is called a fix-free code if no codeword is a prefix or a suffix of any 
other codeword. The database constructed by a fix-free code is instantaneously 
decodable from both sides. Based on this property, fix-free codes have a lot of 
applications. For example, a file compressed by a fix-free code can be decoded 
in the forward direction and the reverse direction simultaneously, thus reducing 
the decoding time to half compared with decoding in one direction only. As 
another example, suppose we want to search for the occurrence of a string in a 
given file compressed by a fix-free code. Again, the string can be searched in the 
compressed file in both directions simultaneously, thus reducing the searching 
time to half. Fix-free codes also have the following applications. 
13 
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1.[13] Many algorithms use linear lists which are often implemented by se-
quential allocation. The size of these lists can be reduced when we allow their 
records to be encoded by a variable length code，which must have the fix-free 
property in order that records can be retrieved from both ends. Fix-free codes 
are hence suitable for this purpose. 
2.[13] Some information stored on tapes can be processed during the rewind 
operations. For instance, the PL/1 programming language allows files on mag-
netic tapes to be accessed in reverse order using the 'BACKWARDS' attribute. 
This function can be achieved if we use a fix-free code. 
Other applications of fix-free codes can be found in [13]，[16], [26], [32], [33 . 
2.2 Previous Results 
2.2.1 Complete Fix-Free Codes 
Consider a code with n codewords. The lengths of these codewords form a 
vector (h’ …，h,…Jn), where k is the length of the kth. codeword. We assume 
without loss of generality that 
li<l2<"-<ln 
and use T^ to denote this ordered set of codeword lengths. A fix-free code with 
codeword lengths i t is called complete if 
E 2 - � 1 . 
An example of complete fix-free code is shown below. 
14 
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Example 2.1 The code {01，000, 100，110，111, 0010，0011, 1010，1011} is a 
fix-free code in that no codeword is a prefix or a suffix of any other codeword. 
Since the codeword lengths of this code satisfy 
i=i 
this code is a complete fix-free code. Figure 2.1 shows the code tree of this code. 
A A A 000 /\ 100 /\ 110 111 
0010 0011 1010 1011 
Figure 2.1: An example of complete fix-free code 
Previous work on fix-free codes primarily focused on complete fix-free codes. 
Certain properties of such codes have been studied in [1], [10], [15], [16], [29], 
30]. Furthermore, necessary conditions for the existence of complete fix-free 
codes were given by Fraenkel and Klein [13]. Schiitzenberger [29] and Cesari 
9] studied algorithms for constructing finite complete fix-free codes, whereas 
Fraenkel and Klein [13] provided an algorithm to construct such codes with a 
given set of codeword lengths. A systematic summary on complete fix-free codes 
can be found in Berstel and Perrin [3, Ch3]. In the above references, fix-free 
codes were referred to as either hip re fix codes or affix codes. 
A fix-free code for a certain source is called optimal if it has the minimum 
average codeword length among all fix-free codes for the same source. As men-
tioned in [13], an optimal fix-free code is not necessarily complete. A simple 
15 
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example illustrates this. 
Example 2.2 The only complete fix-free code for the source with probability 
distribution {0.7, 0.1，0.1，0.1} is {00, 01, 10, 11}. The average codeword 
length of this code is 2. However, the incomplete fix-free code {0, 11, 101, 1001} 
for the same source has a shorter average codeword length equal to 1.6. 
In practice, optimal fix-free codes for a lot of sources are incomplete. Moreover, 
a complete fix-free code may not even exist for some sources. For instance, no 
complete fix-free code can be constructed for a source with 3 characters. 
2.2.2 Ahlswede's Results 
Ahlswede et al [1] have proved some useful properties of fix-free codes. In par-
ticular, they proved a sufficient condition for the existence of fix-free codes. 
Theorem 2.1 For a set of codeword lengths T^, if 
n 1 
『 力 ， 1=1 
then there exists a fix-free code with these codeword lengths. 
They obtained this sufficient condition by analyzing the structure of coding tree 
of fix-free codes. The method they use to prove this theorem is similar to that 
used in the proof of the Kraft inequality for prefix codes. However, this sufficient 
condition is very loose, which can be seen in the following example. 
Example 2.3 Consider the fix-free code {0, 11} with li=l and 12=2. Then 
2 3 1 
y 二 2一“ + 2 — = 一 > _ . 
S 4 2 
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Thus this sufficient condition cannot even be used to check some very simple 
cases. 
In the following, we will take a probabilistic approach to study the existence 
of fix-free codes. With this approach, we are able to improve the sufficient 
condition and obtain a necessary condition for the existence of fix-free codes. 
Ahlswede et al [1] also proved a tighter sufficient condition for the existence 
of fix-free codes under a certain condition. 
Theorem 2.2 For a set of codeword lengths it, if for I < i < n — 1, either 
li 二 Zj+i or 21 i < lij^i, then 
n o 
i=l 
implies the existence of a fix-free code with these codeword lengths. 
In Section 2.7, we will provide a necessary and sufficient condition for the exis-
tence of fix-free codes under the same condition. 
The main results in the rest of this chapter can be found in [34], [35] and 
3 9 ； . 
2.3 Two Properties of Fix-Free Codes 
In this section, we present two basic properties of fix-free codes which are quite 
different from those of prefix codes. These two properties play a crucial role in 
determining the methodology we use in the rest of this chapter. 
A set of codewords is said to satisfy the fix-free condition if no codeword in 
the set is a prefix or a suffix of any other codeword. This set of codewords hence 
forms a fix-free code. 
17 
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For two ordered sets of codeword lengths and 丈,we write when 
li<li foi 1 <i< n. If satisfy the Kraft inequality, then 
〖丨 < ^ 22、< 1 
i=l i=l 
i.e., also satisfy the Kraft inequality. Therefore, the existence of a prefix code 
with codeword lengths T^ implies that of a code with codeword lengths l'^ . 
However, fix-free codes do not have such a property. We now show this 
by a simple counterexample. Suppose T4 二(1，2，3, 4) and l'^  =(1, 2, 4, 4). 
Then by definition, T^ <1^. A fix-free code with codeword lengths it can be 
constructed as {0, 11, 101, 1001}, while it is impossible to construct a fix-free 
code with codeword lengths which can be seen as follows. If we choose ‘0，as 
the first codeword, the second and the third codewords must be '11' and '1001', 
respectively. No further string with length four can be used without violating 
the fix-free condition with the existing codewords. The same argument applies 
if '1' is chosen as the first codeword. Therefore, although a fix-free code with 
lengths J4 exists, there does not exist a fix-free code with lengths I4 . 
Prefix codes also have the following property. Consider J^ = (h,…，ln) and 
l ^ i = { k , " ' •) n^, In+i), where both T^ and In+i satisfy the Kraft inequality. 
Suppose we already have a prefix code with lengths Then to construct a 
prefix code with lengths In+i, we only need to add a new codeword with length 
Zn+i to the existing code such that none of the existing codewords is a prefix of 
this codeword. In other words, it is not necessary to change the original set of 
codewords in order to accommodate the new codeword. 
However, this property again does not hold for fix-free codes. Consider the 
fix-free code {0, 101, 1001, 1111} with lengths (1，3, 4, 4). It is impossible to add 
18 
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one more codeword with length four to this code without violating the fix-free 
condition, that is, it is impossible to construct a fix-free code with lengths (1, 3, 
4, 4, 4) by appending a new codeword to the code {0, 101, 1001，1111}. But it 
is actually possible to construct a fix-free code with such lengths. An example 
of such a code is {0, 111，1001, 1011, 1101}. 
Upon observing such irregular characteristics of fix-free codes, we realize that 
the usual methods for studying prefix codes do not work for fix-free codes. From 
the foregoing, for two ordered sets i t and where i t < l'^  and thus 2—巧 < 
X；『二 1 it is possible that there exists a fix-free code with codeword lengths 
but there does not exist one with codeword lengths Let a be a constant such 
that YJi^i 2-i'i < a < E L i Then it is possible that there exists a fix-free 
code with lengths satisfying E L i 2—“ > a, while there does not exist one with 
lengths satisfying E L i < a. Therefore, 
n 
y^ 2—“ < constant 
i=i 
cannot be the form of a necessary and sufficient condition for the existence of a 
fix-free code with a specified set of codeword lengths. Also from the foregoing, 
for — ( “ ， a n d In+i = (h，…’ In，L+i), even if there exist fix-free 
codes with codeword lengths and a fix-free code with codeword lengths 
T^i may not be constructed based on an existing code with codeword lengths 
J^. Both of these two rather peculiar characteristics of fix-free codes make it 
extremely difficult to characterize the existence of such codes by analyzing their 
structural properties. In the next section, we will take a probabilistic approach 
which avoids explicit consideration of the structure of fix-free codes to obtain a 
sufficient condition for the existence of fix-free codes. 
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2.4 A Sufficient Condition 
Define as the positive part of a real number x, i.e., 
X , if X > 0, 
{xy = _ 
0, if X < 0. 
The following two properties of (2；)+ are obvious: 
(1)华= ( 1)+， for y > 0 ; 
(2) (a; + y )+>(a ; )+ , for y > 0 . 
Let Xi denote a string with length k. For two strings Xi and X j , we write 
Xi Ap Xj if Xi is a prefix of Xj, and we write Xi Ag Xj if Xi is a suffix of Xj. 
Obviously, either Xi Ap X j or Xi A^ X j implies li < Ij. 
Lemma 2.1 Let Xi be a string with length h，and let N be the number of strings 
with length I2 {h > h) which are prefixed or suffixed by Xi. Then 
f 
1, if h 二 h, 
N = I 
2.2^2-h if 2li < I2. 
If h < I2 < 2li, then 2 . “ - 1 < AT < 2 • • 
Proof Let \A\ be the cardinality of a set A and let X2 be a string with length 
I2. Then from the definition of N, we have 
N 二 |{叉2: (Xi ApX2)V(Xi 
=\{X2 ： {X,�义2)}| + \{X2 ： {X, A, X2)}| 
-\{X2 ： (XI AP X2) A (XI A,X2)}\, 
where both : {Xi A^Xs)} ! and \{X2 ： (Xi A . X s ) } ! are equal to The 
quantity |{义2 :(叉i ApX?) A (Xi AsX2)}| stands for the number of strings with 
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length I2 which are both prefixed and suffixed by Xi . It depends on the relation 
between h and h. We now discuss it for three cases. 
Case 1. h = I2 
For this case, {Xi ApX2)/\{Xi A5X2) is equivalent to Xi = X2. Hence, one and 
only one string with length I2, namely Xi , has Xi as its prefix and suffix, i.e., 
\{X2 ： {Xi Ap X2) A {Xi A , X2)}\ = 1. 
Thus, 
N 二 2 . 2 - 1 = 1. 
Case 2. 2k < k 
We will adopt the convention that the first bit is on the left when we display 
a string. Prom Figure 2.2, we see that for any string X2 satisfying [Xi Ap 
X2)A{Xi As X2), the first and the last li bits of X2 must be same as Xi , while 
each of its h 一 bits in the middle is either ‘0, or '1'. Thereby, totally 
possible strings with length I2 are both prefixed and suffixed by Xi , i.e., 
|{X2 : (Xi ApX^) A (Xi A , X2)}| = 2^2-
Thus, 
N = 2' “ _ 2^2-2^1 _ 
Case 3. h < h < 
Prom Figure 2.3, we see that if the first 2li — I2 bits of Xi are equal to its last 
2li — I2 bits, then there exists one and only one string with length I2 prefixed 
and suffixed by Xi . Thus, 
N = 2' 2 ' “ i - 1. 
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Figure 2.3: h < k < 2li 
Otherwise, no string with length I2 satisfying this condition exists. Thus, 
Hence, for this case, 
2 . “ - 1 < N <2- 2,2-
Therefore, Lemma 2.1 is proved. 口 
We now describe a random procedure for constructing a code with codeword 
lengths T .^ In this procedure, codewords with lengths h,- " Jn are chosen suc-
cessively. Specifically, a codeword with length li is independently chosen from 22 
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the set of all possible strings with length k. After all the n codewords have 
been chosen, we check if they satisfy the fix-free condition. If so, these n code-
words form a fix-free code. Obviously, a total of possible codes will be 
constructed by this procedure. Define Pj^good) as the probability of successfully 
constructing a fix-free code with lengths J^. Then Pn{good) is equal to the total 
number of fix-free codes with lengths divided by Thus Pn{good) > 0 
if and only if there exists at least one fix-free code with lengths J^. In the 
following lemma, we prove a lower bound on Pj^good). 
Lemma 2.2 
Pn{good) > n ( l - 2 Y^ 2 - 如 + 5： 2-《广“)+, (2.1) 
i=l l<j<i i<i , fe< / i ( i ) - i 
where h{i) is the smallest h* such that Ih* = Zj+i. 
Proof A string is called available if it has not been chosen and it does not 
violate the fix-free condition with any codeword already chosen, otherwise it is 
called unavailable. The total number of available and unavailable strings with 
a specified length is equal to the total number of strings with that length. By 
definition, the quantity N discussed in Lemma 2.1 actually is the number of 
unavailable strings with length I2 given that the codeword Xi has been chosen. 
We prove the lemma by induction on the number of codewords in a code. In 
the construction of a fix-free code with two codewords, the first codeword Ci can 
be chosen from the set of all strings with length li. Since the fix-free condition 
is always satisfied by a set consisting of only one codeword, Pi (good) 二 1. Let 
P2\i{good) denote the probability that a fix-free code with lengths {^1,^2} is 
successfully constructed given that a codeword with length li has already been 
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chosen. Hence, 
P2{good) = Pi {good) • P2\i{good) = F2\i(good). 
The number of available strings with length I2 is equal to 一 AT, where N is 
bounded in Lemma 2.1. Thus, 
n / J �办 - N 1 N 
PMgood) = 二 1 -
Prom Lemma 2.1 and by using the upper bound on N for h < h < 2li, we 
obtain 
' 1 - 2 -� 1， iHi 二 ,2， ， 、 
P如 od) = (2.2) 
1-2.2—“+2—2“， if 2/1 < I2, 
P2{good) > 1 - 2 - i f h < k < 2^ 1. (2.3) 
On the other hand, letting n equal to 2 in (2.1), we have 
P2{90od) > ( 1 - 2 . + [2 _ /i(l)] . + ^ 2—《广'知)+， (2.4) 
i<j,k<h(i)-i 
•s丄 lj+lk<l2 
where h(l) is the smallest h* such that Ih* = h- So h{l) 二 1 if^i = I2, and 
h(l) = 2 iHi < I2. Hence, (2.4) becomes 
‘ ( 1 一 2-“ )+, if h = I2： 
P2{good) > (1 — 2.2—“+2-2'i)+， i f 2/1 < I2, (2.5) 
‘ (1 - 2.2—“)+, if h < I2 < 2li. 
In the above, there is one term in the summation on the right hand side (RHS) 
of (2.4) for the second case with j = k = 1. The summation is empty for the 
first and the third cases. Since every term on the RHS of (2.5) is nonnegative, 
24 
Chapter 2 Existence of Fix-Free Codes 
we have 
‘ i f h = k, 
P2{90od) > 1 - 2 . 2 - “ + 2 - 2 。， i f 21, < I2, (2.6) 
1 一 if l i < l 2 < 2/1. 
(2.6) is readily seen to be true from (2.2) and (2.3). Therefore, the lemma is 
true for n = 2. 
Suppose we have chosen codewords Ci，C2，...，C爪 _i, 2 < m < n. The 
probability that {Ci , • • •, Cm-i ] forms a fix-free code is Pm-i{good). By the 
induction hypothesis, assume that 
m-2 
Pm-i{good) > n ( l - E 2 .2-~ + + E 2 -
i=l l<j<z l<j,k<h(i)-l 
；s.t. lj+lk<ii+l 
(2.7) 
If P^_i(good) 二 0, then Pm(good) is certainly equal to 0, because if it is 
impossible to construct a fix-free code with codeword lengths h, - " ： ^m-i, it is 
also impossible to construct a fix-free code with codeword lengths h,…，lm- On 
the other hand, if Pm-i{good) 二 0, the RHS of (2.7) must be zero since it is 
nonnegative. Now 
m—1 
n ( l - E 2 . 2 - ~ + [i + l _ / i W ] . 2 - “ i + 2女”+ 
i二 1 l<j<i i<i,fc<ft(i)-i 
—一 ij+h^U+i 
is equal to zero because it is the product of the RHS of (2.7) and the (m — l)st 
term. Therefore, we see that 
m—1 
Pmigood) > n u - E 2 2 - " + + 1 - . + 5： 2-《广〜+ 
i=l l<j<i i<j,k<h(i)-i 
is satisfied because both sides are equal to zero, and the lemma is proved for 
this case. 
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If Pm-i{good) > 0, consider for the time being Ci, C2, • * *, C'^-i as fixed 
and assume that they satisfy the fix-free condition. Denote B as the number of 
available strings with length 1讯{Im > Im-i) for the fix-free code {Ci, • • •, Cm-i}-
In the following, we obtain a lower bound on B through the analyses of 2 “ 一 
the number of unavailable strings with length Im- By the inclusion-exclusion 
principle, we have 
y[(Cm-l Ap Xm) V [Cm-l A , 
二 X： : {Cj A , Xm) V {Cj A , Xm)}\ 
l<j<m-l 
- E ： [{Cj Ap Xm)] V {Cj As Xm)] 
l<j<k<m-l 
A[{CkApXm)y{CkA,Xm)]}\ 
+ E K^m： [{Cj Ap Xm) V {Cj A , Xm)] 
l<j<k<g<Tn-l 
A[{Ck Ap Xm) {Ck As Xm)] 
A[{Cg Ap Xm) V {Cg A , X m ) ] } \ ( 2 . 8 ) 
We will examine all the summations on the RHS of (2.8) in the following. 
1. Each term in the first summation stands for the number of strings with length 
I爪 prefixed or suffixed by Cj, 1 < j < m — 1. It has already been discussed in 
Lemma 2.1, with Ij and Im being and I2 in the lemma, respectively. 
2. Each term in the second summation on the RHS of (2.8) represents the num-
ber of strings with length 1讯 made unavailable simultaneously by two distinct 
codewords Cj and Ck, where l < j < A ; < m — 1 and Ij < Ik. This is developed 
by 
\{Xm ： [{Cj Ap Xm) V {Cj As Xm)] A [ ( C , � X 爪 ) V (C, A, Xm)]}\ 
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= \ { X m ： [{Cj Ap XJ A {Ck A , XJ] V [{Cj A , X j A ( C , � 
y[{Cj Ap Xm) A (Cfc Ap X J ] V [(C,- A , X J A (C, A , (2.9) 
= \ { X m ： {Cj Ap Xm) A {Ck As Xm)}\ 
+|{X爪：(Cj A , Xm) A {Ck Ap Xm)}\ 
+ ： {Cj Ap Xm)八{Ck Ap Xm)}\ 
M i ^ m ： ( q A , X J A {Ck A , Xm)}\ (2.10) 
+ |{X爪 : {Cj A , Xm) A {Ck Ap Xm)}\- (2.11) 
Because Cj and Ck are distinct and Cj is not a prefix or a suffix of Ck, all the 
four terms in (2.9) are mutually exclusive. Hence, (2.10) follows. Again, for the 
same reason, the last two terms in (2.10) vanish. The two terms in (2.11) stand 
for the number of strings with length Im which are prefixed by Cj and suffixed 
by Ck, or prefixed by Ck and suffixed by Cj. They are further discussed under 
the following three conditions. 
Case 2.1. Ij h ^Im 
Prom Figure 2.4, we see that for a string Xm prefixed by Cj and suffixed by 
Ck, its first Ij bits and last Ik bits must be Cj and Ck, respectively. Any of the 
Im — Ij — Ik bits in the middle can be either '0’ or '1，. Thus, 
\{Xm ： {Cj Ap Xm) A {Ck A , = 
The same argument applies in the discussion of \{Xm : {CjAsXm)A{CkApXm)} • 
Hence, 
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Figure 2.4: Ij -\-lk <lm 
Case 2.2. Ij + Ik > Un and h < Im 
Prom Figure 2.5, we see that if the first Ij + lk — lm bits of Ck are identical with 
the last Ij + Ik _ Im bits of Cj, there is one and only one possible string with 
length Im both prefixed by Cj and suffixed by Ck- Thus, 
{Xm '' {Cj Ap X^) A {Ck As Xm)}| 二 1-
Otherwise, no strings with length 1爪 satisfying that condition exists. Thus, 
\{Xm ： {Cj Ap Xm) A (Ck A , Xm)}\ = •• 
The same argument applies in the discussion of |{义肌：(Cj A^X爪)八((7�ApX爪)}. 
Since for this case, each term in (2.11) is either 0 or 1, we have 
Case 2.3. Ik 二 Im 
For this case, the three conditions Ck Ap X爪，C^ As Xm and Ck = Xm are 
equivalent. Consequently, [Cj Ap X爪）A {Ck A^ Xm) implies Cj Ap Ck, and 
(Cj As Xm) A (Ck Ap Xm) implies Cj A^ Ck- These are contradictions to the 
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q I ! • 
X M I ^ 
c . I 、 ^ M 
Figure 2.5: Ij + h > kn and Ik < Im 
fix-free condition between Cj and Ck- Therefore, the quantity of (2.11) is 0. 
3. Each term in the third summation on the RHS of (2.8) stands for the num-
ber of strings with length 1爪 made unavailable simultaneously by three distinct 
codewords Cj, Ck and Cg, where l<j<k<g< m — 1. By means of arguments 
similar to what we have used above, it is then clear that 
\{Xm •• [{Cj Ap Xm) V (C,- A , Xm)] A [{Ck A^ Xm) V (C, A , XJ] 
八[((7, Ap Xm) V {Cg As X爪)]}| = 0. 
Similarly, we conclude that all the summations which are not explicitly dis-
played on the RHS of (2.8) vanish. 
Taking into account all the above analyses as well as the conclusion of Lemma 
2.1, it follows from (2.8) that 
2^rn _ ^ < Y^ 2^rn-lj + f (2 . 饥 - — 2 《 爪 — + ^ 2 . —^― 
l < j < T n - l l < j < m - l l<j<Tn-l 
a.7. Tj =lm s.t. 2lj<lm s.t. lj<lm<'^lj 
— ^ 2 “十“+1 (2.12) 
l < j < f c < m - l 
= X I 2 . — — ^ 饥-2ij 
l < j < m - l l < i < m - l l < i < m - l 
s.t. Ij^lm 3.t. 2lj<lm 
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l<j<k<m-l s-t. Ij+lkSlm 
where the first three summations on the RHS of (2.12) follow from the first 
summation on the RHS of (2.8), and the last summation on the RHS of (2.12) 
follows from the second summation on the RHS of (2.8). For the first summation 
on the RHS of (2.8), we use the upper bound on N in the third case of Lemma 
2.1. For the second summation on the RHS of (2.8), we use the lower bound in 
Case 2.2. Upon writing 
l<j<k<m-l l<j,k<m-l,jj^k 
s.t. lj+lk<lm Ij+lkSlm 
and 
\<3<m-\ \<3,k<m-\,3=k s.t. 21 j <lm s.t. 
we obtain 
2^rn 一 B < ^ 2 • "一G — ^ — — ^ “， 
l<3<m-l l<j<m-\ \<j,k<m-\ 
——- s.t. I j —l-m s.t. lj+lk<lm 
which implies 
B > - Y. 2 . 2 “ � + m _ " ( m - l ) + 2�-—一'叙.(2.13) 
l<j<m-l l<j,k<him-l)-l —— s.t. lj+lif<lTn 
By definition, B should be nonnegative, hence = B. Taking on both 
sides of (2.13), we obtain 
B > - Y. 2 . 2 “ - � . + m — " ( m _ l ) + (2.14) 
l < j < m - l l < j , f e < / i ( m - l ) - l 一 — s.t. lj+lk<lm 
Note that this lower bound on B depends on i^, • • •, Im-i, but not on the specific 
choice of C i , . . . , Cm-i- Let Pm\m-i{9ood) be the probability that {Ci, •.., Cm-i, Cm} 
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forms a fix-free code given that {C i , . •., Cm-i} is a fix-free code. Pm\m-i{9ood) 
can be defined only if Pm-i{good) > 0. Then 
B 
Pm\m-l{900d) = 
From (2.14) and by using the first property of ⑷+，we obtain 




Finally, it follows from (2.7) and (2.15) that 
Pmigood) = Fm-l(good) . Frnlm-l(good) 
> n \ l - 2 E + [i + 1 - h(i)] . 2—“+1 + �)+• 
_ _ s.t. lj+lk<li+l 
Therefore, we have completed the proof of Lemma 2.2. • 
A lower bound on Pn{good) is achieved in Lemma 2.2. If this lower bound 
is greater than zero, Pn{good) is strictly positive. As mentioned, Pn{good) > 0 
if and only if there exists at least one fix-free code with codeword lengths 
Hence, a sufficient condition on the existence of fix-free codes comes into being. 
— > 
Theorem 2.3 [Sufficient Condition) For a set of codeword lengths In, define 
Slit) = n ( l 一 2 E + + 1 - "(i)] . 2-“+i + X： 2— 
i=l l<j<i ^<j,k<h(i)-l 
s.t. l j + l k < l i + l 
where h(i) is the smallest h* such that Ih* = k+i- If > 0， there exists a 
fix-free code with codeword lengths T^. 口 
Let us examine this theorem by some examples. 
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Example 2.4 Consider the set of codeword lengths lt={l, 2, 4)- Putting it 
into we have 
si(lt) = (1 — 2 .2 -1 + 2-2)+. (1 — 2 . 2 - 1 - 2 . 2 - 2 + 2-2 + 2-3 + 2-3 + 2-4)+ 
=2-6 > 0. 
By Theorem 2.3, a fix-free code with codeword lengths {1, 2，4) can be con-
structed. An example of such a code is {0, 11, 1001}. 
Example 2.5 Consider the set of codeword lengths it ={2, 2, 2, 4). Putting it 
into we have 
si(lt) = (1-2.2-2 +2-2)+. (1-2. 2-2-2.2-2 +2.2-2)+ 
* ( 1 一 2 . 2 - 2 - 2 . 2 - 2 — 2 . 2 - 2 + 9 . 2 " ^ ) + 
二 丄〉0. 
128 
By Theorem 2.3, a fix-free code with codeword lengths {2, 2, 2, 4) can be con-
structed. An example of such a code is {00, 01, 10, 1111}. 
Example 2.6 Consider the set of codeword lengths ={2, 3, 3, 4, 5). Putting 
it into we have 
si(lt) = (1 — 2 .2 -2 )+ . ( 1 — 2.2—2 —2.2-3 + 2-3)+ 
* ( 1 一 2 • 2 - 2 - 2 . — 2 . 2 - 3 + 2 - 4 ) + 
*(1 — 2 . 2-2 _ 2 . 2-3 _ 2 . 2-3 _ 2 . + + 4 • 2 - ” + 
= i ^ � o . 
By Theorem 2.3, a fix-free code with codeword lengths {2, 3, 3, 4, 5) can he 
constructed. An example of such a code is {00, 011，101, 1001, 1110}. 
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However, the sufficient condition given in Theorem 2.3 is not the tightest possi-
ble, which can be seen as follows. {0, 11, 101} is a fix-free code with codeword 
lengths = (1, 2, 3). While putting into we have si(ll) 二 0. Hence, 
we cannot determine whether there exists a fix-free code with these codeword 
lengths by Theorem 2.3. 
2.5 Other Sufficient Conditions 
In this section, we will derive three sufficient conditions in the form similar to 
the Kraft inequality for prefix codes. Although these sufficient conditions are 
looser than the one given in Theorem 2.3, their forms are simpler and they can 
be more easily checked. Also, they will be useful in the discussion of the upper 
bounds on the redundancy of optimal fix-free codes in the next chapter. 
Corollary 2.1 Let be a set of codeword lengths, and let h(n — 1) he the 
smallest h* such that Ih* = In. If 
„ ^ 7. 1 n-\-2 — hin — 1) ； 
E 2-�<5 + —^— 
l<j<n Z ^ 
then there exists a fix-free code with lengths J^. 
Proof By Lemma 2.2 and using the second property of ⑷+，we have 
n - l 
Pnigood) > n (1 - 2 E + [i + 1 - h{{)] ‘ + X； � + 
i=l l<j<i i<j,k<h{i)-i 
n - l 
> n (1 一 2 E 2-�. + [i + 1 - h{i)] . 2—�…)+ 
= l i i m r , (2.16) 
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where f(i) = 1 - 2 T.i<j<i + [i + 1 - h{i)] . 2—“+丄.For 2 < i < n - 1, 
f{i - 1) - / ( i ) = 2 . 2-ii + [i — h{i 一 1)] • — [i + 1 _ h{i)] . 2— 
= I if 丨一z‘+i， (2.17) 
‘ (i + 2 - - 1)) . 2-^S if k < h+i. 
With both terms on the RHS of (2.17) being positive, f{i) monotonically de-
creases with i. If f{n — 1) > 0, which means 
E ^ J. 1 n + 2 — h(n — 1) ^ , 
< — + ^ )- . 2-“， 
9 9 ‘ 
then f{i) > 0 for 1 < i < n — 1. Thus from (2.16), Pn{good) > 0. Hence, there 
exists a fix-free code with lengths completing the proof. • 
The following corollary is in fact, the sufficient condition due to Ahlswede et 
al (Theorem 2.1). 
Corollary 2.2 Let he a set of codeword lengths. If 
E 2 - � < i 
l<j<n ^ 
— 
then there exists a fix-free code with lengths In • 
Proof Prom the given condition, we have 
E 2-') < -
L__J — n 
l<3<n 乙 
< “ 2 - K 
jL 
By the definition of h(n— 1) in Corollary 2.1, it is clear that h{n — 1) is no more 
than n. Hence, 
E ^ I. 1 n + 2 - h(n — 1) ^ / 
0 9 
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By Corollary 2.1, there exists a fix-free code with lengths T .^ Hence, the corollary 
is proved. • 
If the shortest length of a given set of codeword lengths is 1, we can further 
derive a tighter sufficient condition than Corollary 2.2. 
Corollary 2.3 Let T^ be a set of codeword lengths. If li = 1, then 
E 2 - � < -
l<J<n ° 
implies the existence of a fix-free code with lengths T^. 
Proof 1 Assume that Ei<j<n < Then Ij > 3 for 2 < j < n, since 
otherwise Zli<j<n is greater than |. By Lemma 2.2, 
n - l 
Pt人good) > ；Q(l —2 ；^ 2-~ + + l - / i ⑷ ] . 2 � + i + 2-
l < j < i i<i,fe</i(T)-i 
n - l 
= n (1 - 2 E + [i + 1 - h{{}] . …+ 2-2 
+ 2 女 
l<j,k<h{i)-l 
> n ( j - 2 E 2 - � ) + . (2.18) 
On the other hand, from 
/ U — Q， 
we have 
E 2 � < 4 
which implies 
E 2 - � � 0 . 
l<i<n-l 
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Since for 1 < i < n — 1, 
l<i<i l<j<n-l 
we obtain 
n ( j - 2 E 2 - � 0 + � 0 . (2.19) 
It follows from (2.18) and (2.19) that Pn{good) > 0, which implies the existence 
of a fix-free code. Therefore, the corollary is proved. • 
Unlike the above proof, we now present an alternative proof which does not 
rely on Lemma 2.2. This proof not only shows that a fix-free code exists, but 
also shows how the code can be constructed. 
Proof 2 Assume that Ei<j<n < |. Since h = 1, we have 
E 2 -� < 妄， 
2<j<n ° 
or 
y 2舍2) < 
Z—/ — 9 
2<j<n L 
Define l'^ = lj-2 for 2 < j < n. Note that Ij > 3 and l] > 1. Then 
y < i 
z—^ — 2 
2<j' <n 
By Corollary 2.2, there exists a fix-free code with lengths {l;’ 2 < j < n), and 
we let {C;-, 2 < j < n} he such a code, which in fact can be constructed by the 
procedure described in [1]. Now define a new code {Cj, 1 < j < n) as 
C 0， i � = l， 
] 1 IC；!, if 2 < i < n, 
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where we use juxtaposition to denote the concatenation of two strings. It is 
clear that this code has codeword lengths 
r 二 j 1， i " 二 1， 
‘ [ I ' j + 2, if 2 < i < n. 
Since {Cp 2 < j < n} satisfies the fix-free condition, appending a common bit 
to the head and the tail of all codewords, {Cj, 2 < j < n} does not violate the 
fix-free condition. Also Ci is obviously neither the prefix nor the suffix of any 
other codeword, hence {Cj, I < j < n} forms a fix-free code, completing the 
proof. • 
2.6 A Necessary Condition 
Having obtained a lower bound on Pn{good) in Lemma 2.2, we now prove an 
upper bound on Pn{good) in the following lemma, which is the counterpart of 
Lemma 2.2. 
Lemma 2.3 
n - l 
Pnigood) < n(l_2 E 2 — — 汗 1+ Y1 '�+1)+, 
l<j<i i<j,k<h{i)-l 
(2.20) 
where h{i) is the smallest h* such that = Zi+i, 
Proof We also prove this lemma by induction on the number of codewords in 
a code. Following arguments similar to those used in the proof of Lemma 2.2, 
we have Pi {good) = 1 and P2\i{good) = 1 - Prom Lemma 2.1 and by using 
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the lower bound on N for li < I2 < we obtain 
' l -2-“， if h = I2, 
P2[good) = (2.21) 
l — 2 . 2 - Z i i f h < I2. 
P2(good) < 1 - 2 - 2 — “ + 2—。， if h < I2 < 2li. (2.22) 
On the other hand, setting n = 2 in (2.20), we have 
P2{good) < ( 1 - 2 - 2 - “ + [2 — h{l)] . 2 - � + ^ (2.23) 
l<j,A!</i(l)-l 
where h{l) is the smallest h* such that Ih* = h- Following similar arguments as 
those used for (2.4), (2.23) becomes 
' l -2-“， if h = k, 
P2{good) < 1— 2.2—“+2-2“， if 2li < I2, 
1 _ 2 . 2-^ 1 + if h < l 2 < 2h, 
which is readily seen to be true from (2.21) and (2.22). Therefore, the lemma is 
true for n = 2. 
Suppose codewords Ci,...，Cm-i, 2 < m < n have already been chosen, and 
Pm-i{good) is the probability that {Ci, . . .，Cm-i} forms a fix-free code. By the 
induction hypothesis, assume that 
m - 2 
Pm-iigood) < n ( l - 2 E 2—~+[i+l—/i(i)] .2�+i+ 2(�+1-"�)+—《计 1)+. 
i=l l<j<i l<j,k<h{i)-l 
(2.24) 
If Pm-iigood) = 0, Pmigood) must be equal to zero as already been discussed 
in Lemma 2.2. Hence for this case, 
m—1 
Pmigood) < n (1 -2 E � ] … + ^ 2 ( � … - ~ � ) + - ~ + i ) + 
i=l l<j<i l<j,k<hii)-l 
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is satisfied because of the nonnegativity of the RHS of the above inequality, and 
the lemma is proved. 
If Pm-i{good) > 0, consider at this stage Ci，C2，...，Cm-i as fixed and as-
sume that they satisfy the fix-free condition. The following is to obtain an upper 
bound on B, the number of available strings with length 1讯 for the fix-free code 
{Ci,C2, • •' ,Cm-i} {B has the same definition as in Lemma 2.2). Recall the 
analyses of the quantity of - B m the proof of Lemma 2.2. Here we use the 
lower bound on N in the third case of Lemma 2.1 for the first summation on 
the RHS of (2.8), and use the upper bound in Case 2.2 of Lemma 2.2 for the 
second summation on the RHS of (2.8). It then follows from (2.8) that 
- B > ^ 2I饥-ij + ^ (2 • 一 2 之 + ^ (2 • 
l<3<m-l l<j<m-l l<i<m-l s.t. Tj=lm s.t. 2lj<lm s.t. lj<lm<2lj 
_1) — ^ 2^m-lj-lk + l _ ^ 2 
l<j<k<m-l l<j<k<m-l s.t. lj+ik<lm s.t. {lj+lk>lm)/^{lk<^m) 
二 2. — ^ 2I爪-ij — ^ 2^m-lj-lk 
l<j<m-l l<i<m-l l<j,fc<m-l 
—-- s.t. lj=lm s.t. 
- E l - E 2. 
\<j<m-l \<j<k<Tn-\ 
s.t.—lj<lm<C2lj s.t. ilj+lk>l7n)j^{lk<^m) 
The manipulation of the terms in the above is similar to that in the derivation 
of (2.12). Upon writing 
E 1= E l 
l<j <171-1 \<j,k<m-l,j=k s.t. lj<lm<2lj s.t. (lj+lk>l7n)A(lj,l}^<lm) 
and 
E 2= E 1， 
l<j<fc<m-l l<j,k<m-l,j^k s.t. (ij+ffc>fm)A(/fe</m) s-t- ilj+lk>^m)A{lj,lk<l7n) 
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we obtain 
2^771 一 � ^ 2 • 饥-Ij — ^ 2�爪—G — ^ 饥-1广Ik 
l<3<m-l l<i<m-l l<j,fc<m-l 
a.t. Ij-Im s.t. lj+lk<lm 
- E 1 
l<i,fc<Tn-l 
= 2 . 2 ^ — ~ — m + / i ( m — 1 ) — Y 1 《 知 ) + ， 
l<j<m-l l<j,k<h{m-l)-l 
which implies 
B < - + m _ / i ( m _ 1 ) + ^ 2 (� - -~ - “ )+ )+ . 
l<j<m-l l<j,k<h{m-l)-l 
It then follows from the above upper bound on B that 
B 
Pm\m-l{900d)=— 
< ( 1 - 2 + [m — h{m 一 1)] . 2—“ 
l<j<m-l 
+ ^ (2.25) 
l<j,k<h{m-l)-l 
Finally, it follows from (2.24) and (2.25) that 
Pmigood) = Pm-I {good) . Pm\m-l {gOOcl) 
rn— 1 
< n (1 _ 2 E + [z + 1 - h{i)] . 2-“+i 
+ Y^ 2 � + 1 — ~ + i ) +， 
\<j,k<h{i)-\ 
completing the proof. • 
An upper bound on P^ {good) is obtained in the above lemma. If this upper 
bound is equal to zero, Pn{good) must be zero, which implies the nonexistence 
of fix-free codes with lengths Hence, we have the following theorem. 
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Theorem 2.4 {Necessary Condition) For a set of codeword lengths define 
n ( l - 2 E + —/i(i)].2、+i+ 2(~+i-~、)+—“+1)+， 
i=l l<j<i l<i,fc</i(i)-l 
where h{i) is the smallest h* such that Ih* 二 h+i- If Su(ll) = 0； there does not 
exist a fix-free code with codeword lengths • 
Let us examine this theorem by some examples. 
Example 2.7 It is obvious that we cannot construct a fix-free code with code-
word lengths TI={1, 2, 3，3). Upon putting it into we have 
Su(lt) = ( 1 - 2 . 2 - I + 2 - 2 ) + . ( 1 — 2 . 2 - I _ 2 . 2 - 2 + 2-2 + 2-3 + 2-3 + 2 -
*(1 - 2 . 2-1 - 2 . 2-2 - 2 . 2-3 + 2-3 + + + + 2"^)+ 
= 0 . 
By Theorem 2.4, no fix-free code with codeword lengths {1, 2, 3, S) exists. 
Example 2.8 It is known in Section 2.3 that we cannot construct a fix-free code 
with codeword lengths it=(J，2, Jf., Jf). Upon putting J4 into Su(l^)； we have 
Su(ll) = ( 1 - 2 . 2 - 1 + 2-2)+. ( 1 - 2 . 2 - 1 - 2 . 2 - 2 + 2-2 + 2-3 + 2-3 + 2-4)+ 
* ( 1 - 2 . 2 - 1 - 2 • 2 - 2 一 2 . 2 - 4 + 2 - 4 + + + + 2 " ^ ) + 
= 0 . 
By Theorem 2.4, no fix-free code with codeword lengths [1, 2, 4, 4) exists. 
Example 2.9 It is true that we cannot construct a fix-free code with codeword 
lengths 2, 5, 5，5). Upon putting into we have 
Su(l^) = ( l _ 2 . 2 - i + 2 - 2 ) + . (1 - 2. 2-1 — 2.2-2 + 2-2 + 2-3 + 2-3 + 2-4)+ 
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*(1 - 2 . 2-1 - 2 . 2-2 — 2 . 2-5 + 2-5 + 2-2 + 2-3 + 2-3 + 2-”+ 
*(1 - 2 . 2-1 - 2 . 2-2 - 2 . 2-5 — 2.2-5 + 2. + 2-2 + 2-3 + 2-3 + 2"^ )+ 
二 0. 
By Theorem 2.4, we assert that no fix-free code with codeword lengths {1, 2, 5, 
5, 5) exists. 
However, the necessary condition given in Theorem 2.4 is not the tightest 
possible, which can be seen as follows. It is not hard to check by exhaustive 
search that it is impossible to construct a fix-free code with codeword lengths 
= (2, 3, 3, 3，3, 3, 4, 4). However, putting i t into Su(Ci\ we have 
Su(ls) = > 0. Hence, we cannot determine whether there exists a fix-free 
code with these codeword lengths by Theorem 2.4. 
2.7 A Necessary and Sufficient Condition 
We have obtained a lower bound and an upper bound on Pn{good) in Lemma 
2.2 and Lemma 2.3, respectively. Under a certain condition, the upper bound 
coincides with the lower bound. The necessary and sufficient condition for the 
existence of fix-free codes under this condition is then determined. 
Theorem 2.5 For a set of codeword lengths T^, if for 1 < i < n — 1, either 
li = /j_i_i or 21 i < li^i, then there exists a fix-free code with lengths if and only 
if 
n - l 
n(l - 2 J2 + [i + 1 - h{{)] • …+ > 0, 
where h{i) is the smallest h* such that lu* = “+i. 
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Proof We expand Su(l^) as 
n ( l - 2 E 2—" + — " � ] . 2 - ' … + ^ 2 - ~ � + 
i = l l<i<i i < i , f c < / i ( i ) - i i<j,k<h(i)-i 
(2.26) 
It can be inferred from the given condition that if Ij, Ik < h+i, i.e. I < j,k < 
h(i) - 1, then Ij + k < k+i- Hence, the last summation in (2.26) vanishes and 
SuCC) reduces to 
n ( l - " l Y ^ + [i + 1 — h{i)] . 2-“+i + 2-。•-“)+， 
l<j<i l<j,k<h{i)-l 
which coincides with si(l^) under the same condition. Thereby, it becomes the 
exact expression for Pn{good). As a fix-free code with lengths J^ exists if and 
only if Pn{good) > 0, the theorem is proved. 口 
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Redundancy of Optimal Fix-Free 
Codes 
3.1 Introduction 
Let {pi, • • • ,pn} be the probability distribution of a source, and let C be a code 
for the source. The redundancy R of a code C is defined as the difference 
between the average codeword length L{C) of this code and the entropy H(p) 
of the source. In this thesis, we denote Rh as the redundancy of a Huffman code 
and denote Rf as the redundancy of an optimal fix-free code. 
It is given by Theorem 1.3 that 0 < iZ/^  < 1. These bounds on Rh, which 
are independent of the source probability distribution, are the tightest possible. 
However, when partial knowledge about the source probabilities is available, 
such as the probability of the most likely source symbol, these bounds can be 
improved. The redundancy of a Huffman code has been discussed extensively in 
the literature (e.g., [4]-[7], [14], [20], [22]-[24], [27], [36], [38]). 
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Analogously, Ahlswede et al [1] proved the following theorem for optimal 
fix-free codes. 
Theorem 3.1 Let Rf be the redundancy of an optimal fix-free code. Then 
0 < R f < 2 . (3.1) 
In some cases, Huffman codes also happen to be optimal fix-free codes. For 
example, for the source distribution {0.5, 0.5}, the code {0, 1} is a Huffman code 
as well as an optimal fix-free code, and its redundancy is zero. Therefore, the 
lower bound 0 on Rf is tight. We will show in Section 3.3 that the upper bound 
2 on Rf is not tight for sources with a fixed alphabet size. Nevertheless, since 
this upper bound is a constant, for an independent and identically distributed 
(i.i.d.) source, the coding rate (per symbol) of an optimal fix-free code for 
n source symbols approaches the entropy rate of the source when n tends to 
infinity. 
Being a special kind of prefix codes, optimal fix-free codes have average code-
word lengths no less than those of the corresponding Huffman codes. Therefore, 
lower bounds on the redundancy of Huffman codes ([7], [20], [23]) also apply to 
optimal fix-free codes. In this chapter, we provide some new upper bounds on 
Rf when partial knowledge of the source distribution is available. 
Considering the difficulty in constructing optimal fix-free codes, in this chap-
ter we obtain upper bounds on Rf by constructing fix-free codes which are not 
necessarily optimal. Without loss of generality, assume that pi > " - > Pn- In 
the next three sections, we respectively prove new upper bounds on Rf in terms 
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of: 
(1) q, the probability of any given symbol; 
(2) pi，the probability of the most likely source symbol; 
(3) Pn, the probability of the least likely source symbol. 
Let 
Hi){x) = —xlogx — {1 — x) log(l — x) 
be the binary entropy function. 
The main results in this chapter can be found in [34] and [35 . 
3.2 An Upper Bound in Terms of q 
Theorem 3.2 Let q be the probability of any given source symbol, then 
Rf<2- H,{q) -{1-q) log(l - 2-�-！。^…）-q(l - \-logq]). 
Proof Let q 二 pj for some I < j < n. Define 
,广 | � - l o g P j . H l , 这口 ] , (3.2) 
I� - logfa"- /—:一)1+1, i“訂 
We obtain the above definition of li by using the Lagrange Multipliers in order 
to minimize the upper bound on Rf. The details are shown in Appendix A. 
Since both pj and pi 二： … { i j) are less than 1, all the lengths defined 
above are greater than 1 (so that they are valid lengths for codewords). Prom 
(3.2), we have 
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1 r 1 1—2—「—lOgPi l 
< 臺 . 2 + 1 � 叫 I： (p/ L , . ) 
1 1 
= _ . 2-r-iogPii + i . (1 一 2_�-iogbi) 
2 2 
1 
— • 2 
By Corollary 2.2, there exists a fix-free code with these codeword lengths. Now 
L{C) - H{p) 二 巧 + piih^logpi) 
l<i<n 
< Pj(「一 l o g 朽 1 + 
I _ 2-�—logPj.l 
+ Y . Pi[ - logfe—— ) + 2 + log Pi； 
l<i<n 丄 一 Pj 
'i^J 
1 — 2" r-log Pi 1 
= P j ( � — l o g p / i + i + iogpj) + 2 Pi- 仍 l o g T z r z — 
l<t<n l<i<n 丄 Pj 
1 _ 2-�-i�g巧•"！ 
= 2 - 朽 ( 1 - \ogpj]) 4- Pj \ogpj - (1 - Pj) log 
丄— Pj 
二 2 — Hb(pj) - (1 - Pj) log(l — 2 -� - iogbl ) -p j ( l - \-\ogpj]) 
= 2 - H,{q) - (1 - g) log(l - - q{l - \-logq]). 
Hence, 
Rf<2- H,{q) - { l - q ) log(l - 2—� - i�g^ - q{l - � - log^l). 
Figure 3.1 shows this upper bound on as a function of q. This upper bound 
is always less than two. • 
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Figure 3.1: Upper bound on Rf as a function of q given in Theorem 3.2 
3.3 An Upper Bound in Terms of pi 
Now we prove a new upper bound on Rf in terms of pi, the probability of the 
most likely source symbol. 
Theorem 3.3 Let pi be the probability of the most likely source symbol, then 
Rf < min[4 — 3pi — 
2 — - (I-Pi)log(l - 2—�—losPil) -pi(l -�—logpil)]. 
Proof Define 
^ I 1, if i 二 1， 
〜1「一logY^^1+3, if 2 < 2 < n. 
It is obvious that > 3 for 2 < i < n. Since 
Y^  2 � = 2-1+ Y. 2— 
l<i<n 2<z<n 
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< 2-1 + 2-3 y 
一 2tt<n 1 - P^ 




by Corollary 2.3, there exists a fix-free code with the lengths defined above. Now 
L(C) — Rip) = piih + logpi) + Piih + \ogpi) 
2<i<n 
< pi( l+logpi)+ Y1 P Z ( - l o g — ^ + 4) 
2<i<n 1 - Pi 
= 4 - 3 p i - R b ( p i ) . 
Hence, 
Rf < 4 - 3 p i - I f i , ( p i ) . 
On the other hand, by letting q = pi in Theorem 3.2, we have 
(1 -Pi)l0g(l — 2 - � - i � g P i l ) - P i ( l - r-logPiD-
Therefore, 
R f < m m [4 — 3pi — Hi^pi), 
2 - Ht{pi) - (1 — Pi)log(l - 2—�-logPil) — - r - logpi ] ) ] . 
This upper bound on Rf as a function of pi is shown in Figure 3.2. • 
Let us revisit Theorem 3.2 after obtaining the upper bound on Rf in terms 
of pi. If the probability g of a certain symbol is known and q is no less than 0.5, 
then q must be equal to pi. Thus the upper bound in Theorem 3.2 can readily 
be enhanced via an application of Theorem 3.3, which is given in the following 
theorem. 
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Figure 3.2: Upper bound on Rf as a function of pi 
Theorem 3.4 Let q be the probability of any given source symbol, then 
‘ 2 — i ? 6 W - ( l - g ) l o g ( l - 2 - � - i o g ^ - g ( l - � - l o g d ) ， i f g < 0.5, 
Rf < 
4 — 3q-H她 if g > 0.5. 
• 
2 〜 ^ ^ ^ I ^^ ^^ ^^ ^^ ^^ ^ I I I 1 I I I I 
1.6 - -
1.4 - -





o' ‘ 1 ' 1 1 ' ' 1 1 
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q 
Figure 3.3: Upper bound on as a function of q 
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This upper bound on i^/ as a function of q is shown in Figure 3.3. From this 
figure, we find that Rf can tend to 2 only if the probability of every source 
symbol tends to zero. For sources with a fixed alphabet size, this is impossible. 
Precisely, we have the following corollary. 
Corollary 3.1 For any fixed n, where n is the size of the source alphabet, it is 
impossible to construct a sequence of source distributions for which Rf tends to 
2. 
3.4 An Upper Bound in Terms of Pn 
We can calculate the upper bound on Rf in Theorem 3.4 when the probability 
of any source symbol is given. Furthermore, this upper bound can be enhanced 
considerably upon knowing that the given probability is that of the least likely 
source symbol. This is shown in the next theorem. 
Theorem 3.5 Let pn be the probability of the least likely source symbol, then 
R f < 2 - Hb(Pn) - (1 一 Pn) log(l -Pn + 2-�-1。区”一）_ Pn(l - � — 
Proof Define 
0, \i i = n, 
Xi = { (3.3) 
�Pi r z ^ S if 1 < 2 < n - 1, 
and 
k = r - logfe + Xi)] + 1 , (3.4) 
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where e is a positive quantity no more than ^ogpn] Since Pi > P2 > " ' > Pn, 
> X2> " ' > Xn- Hence, h < h < " ' < In- On the other hand, 
h = � - log(pi + xi)] + 1 
> � _ logbi + Pi ^ - ) 1 + 1 
1 -Pn 
= � - M 鲜 ) H i 
1 — Pn 
> � - l o g ( l - e ) l + l 
> 1. 
Hence, all lengths defined in (3.4) are at least 1 (so that they are valid lengths 
for codewords). Now it follows from (3.3) and (3.4) that 
^ 2-h = 2—�—iog(Pi+工i)l一1 
l<i<n l<i<n 
< I E fe + ^ i) 
1 " 1 • 
= 0 + 0 Z^ 
^ Z l<i<n 
= i + 2-Piogpn卜 1 _ ie 
2 2 
< ^ + 
Zi 
< — + ^ )- ‘ 
- 2 2 
By Corollary 2.1, there exists a fix-free code with codeword lengths it- Now 
L{C) - H{p) = Pn{ln + logpn) + Piih + ^OgPi) 
l<i<n-l 
< Pnil-^OgPn] + 1 + logPn) 
+ —log(l +」）+ 2 + log;?( 
l<i<n-l Pi 
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2 - � - l o g P n l — e 
二 2-{l-pn) l0g(l + ~ ^ ~ ) 
丄 一 Pn 
-Pn{l- logPn - � - l o g P n l ) . (3.5) 
The smaller e is, the smaller the RHS of (3.5) is. When e tends to zero, the 
value of the RHS of (3.5) is the smallest. Hence, we have 
2-r - l o g P n l _ £ 
Rf < lim[2 - (1 - Pn) log(l + ) - Pn(l - logPn "「一 logP^l). 
一 e->0 丄一Pn 
= 2 - Hb(Pn) — (1 一 Pn) l0g(l -Pn + _ Pn{l " � _ logPnl)-
This upper bound on i?/ as a function of Pn is shown in Figure 3.4. It is 
considerably tighter than the one given in Theorem 3.4 with q = Pn- 口 
2^=^;：;：：^~I 1 1 1 1 r I I I 
1.4 - -
1.2 - _ 
1 - _ 
0.8 - “ 
0.6 - “ 
0.4 - -
0.2 - _ 
qI I I I I 1 -J 1 1 1 
0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
Pn 
Figure 3.4: Upper bound on Rf as a function of Pn 
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Two Applications of the 
Probabilistic Method 
4.1 An Alternative Proof for the Kraft Inequal-
ity 
In Chapter 2，we developed a probabilistic method for studying the existence of 
fix-free codes. This method is very powerful because it does not involve explicit 
consideration of the structure of such codes. To illustrate the generality of our 
method, we use it to re-derive the Kraft inequality for prefix codes in this section. 
The merit of our derivation is three-fold. First, it is not necessary to know the 
Kraft inequality ahead of time. As we will see, our method naturally leads to 
the Kraft inequality. Second, both the necessity and the sufficiency of the Kraft 
inequality are proved on the same footing. Third, no explicit construction of 
a prefix code is involved, and hence our method can be generalized to handle 
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more complicated code structures such as the fix-free code, the '1'-ended code 
([2], [8]), and the alphabetic code ([18], [25], [37]). 
A set of codewords is said to satisfy the prefix condition if no codeword in 
the set is a prefix of any other codeword. We use the same random procedure 
as described in Section 2.3 to construct a prefix code with codeword lengths 
l l . For the sake of clarity, we present that procedure again here. In the pro-
cedure, codewords with lengths “，... “n are chosen successively. Specifically, a 
codeword with length k is independently chosen from the set of all possible 
strings with length U. After all the n codewords have been chosen, we check if 
they satisfy the prefix condition. If so, these n codewords form a prefix code. 
Obviously, a total of ~ possible codes will be constructed by this proce-
dure. Let P'^{good) be the probability of successfully constructing a prefix code 
with codeword lengths Then P'^{good) is equal to the total number of prefix 
codes with lengths divided by Thus F^(good) > 0 if and only if there 
exists at least one prefix code with lengths For two strings Xi and Xj , we 
write Xi Ap Xj if Xi is a prefix of Xj. We now prove the Kraft inequality by 
means of the probability method. 
Theorem 4.1 {Kraft Inequality) There exists a binary prefix code with codeword 
lengths {Ij, 1 < j < n} if and only if 
3=1 
Proof A string is called available if it has not been chosen and it does not 
violate the prefix condition with any codeword already chosen, otherwise it is 
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called unavailable. Without loss of generality, assume h S k S … S L- We 
first prove the following proposition: 
( 双 — = n ( i - E 2 - " ) + . (4-1) 
i=l j二1 
The proposition is proved by induction on the number of codewords in a code. 
To construct a prefix code with two codewords, we can choose the first codeword 
Ci from the set of all 2“ strings with length h. Since the prefix condition is 
always satisfied by a set consisting of only one codeword, P'l (good) = 1. Denote 
P2^^{good) as the probability of a code with lengths {h , h } being a prefix code 
given that a codeword with length “ has already been chosen. Since for every 
chosen codeword Ci, the number of unavailable strings with length h is given 
by 
we obtain 
P2\i{90od) = ^ 
二 1 - 2 -
Therefore, 
Pmigood) = P'ligood) -
= 1 一 2-“. 
On the other hand, letting n equal to 2 in (4.1), we have 
Pmigood) = 
which is equal to 1 — 2—“ since h > 1. Hence for n = 2, the proposition is ture. 
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Suppose we have chosen codewords Ci, C2, • • •, C^- i , 2 < m < n. The 
probability that {Ci, • • •, forms a prefix code is Hri-i(good). By the 
induction hypothesis, assume that 
(4.2) 
i = l j=l 
If P“_i(good) 二 0, then P'^[good) is obviously equal to 0. On the other 
hand, 
m i—l m—l 
11(1-5：2-力+ = 0.(1一：^2-4+二0. 
3=1 j=l 
Hence for this case, 
p二 = n ( i - E 2 - � ) + 
and the proposition is proved. 
We now consider the case of P!^_^{good) > 0. At this moment, regard 
(7i, C2, • • •, Cm-i as fixed and assume that they satisfy the prefix condition. 
Note that h < k < " ' < Im-i- Denote by B' the number of available strings 
with length 1爪{Im > Im-i) for the prefix code { C i , . . . , CVn—i} which we will 
determine in the following. Now the number of unavailable strings with length 
Im is given by 
- B' 二 \{Xm ： ( C I A P X ^ ) V . • • V {Cm-I Ap Xm)}\ 
= XI • {Cj Ap Xm)} 
l<j<m-l 
- E K ^ M ： {Cj Ap Xm) A {Ck Ap Xm)}\ 
l<j<k<m-l 
+ ….. (4.3) 
Firstly, each term in the first summation on the RHS of (4.3) represents the 
number of strings with length Im prefixed by Cj, 1 < j < m — 1. So it is equal 
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to 2“—。•，and the summation is 
m—1 
� : 2 G 
3 = 1 
Secondly, each term in the second summation on the RHS of (4.3) represents 
the number of strings with length 1饥 prefixed simultaneously by two distinct 
codewords Cj and Ck, where l < i < A ; < m - l and Ij < Ik. Since Cj is not 
a prefix of Ck, Cj and Ck cannot both be prefices of X肌 .T h u s this summation 
vanishes. Similarly, all the summations which are not explicitly displayed on the 





for B' is always nonnegative. Note that the value of B' depends on /i，…，Im-i, 
but not on the specific choice of . . . , Cm-i- Let be the proba-
bility of {Ci, . . .，Cm-i,Cm} being a prefix code given that {Ci ,…，Cm-i ) is a 
prefix code. Then 
/ B' 
P'm\m-li900d) = ^ 
m—l 
= ( 1 - E 2 - � . (4.4) 
j=i 
We note that is defined only if Pl^_^{good) > 0. Finally, it follows 
from (4.2) and (4.4) that 
Pmigood) = Ki—Agood) • P;�i(good) 
m i—l 二 n(i-E2-�. 
i = l j—1 
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Therefore, we have proved the proposition in (4.1). 
Now P'^{good) > 0 is equivalent to 
g ( l - g 2 - " ) + > 0 . (4.5) 
j=l 
Since for 1 < i < TI — 1, 
(1 一亡 2 -〒 H I - E 2 - ” + , 
3=1 j二1 
the inequality in (4.5) holds if and only if the nth term in the product is strictly 
positive, i.e., 
宅 2-ij < 1. (4.6) 
Since h < - - < L - u both 2—�. and 1 are multiples of 2 - “ - i . Therefore, 
the difference between J^jZi and 1 is at least which in turn is a 
multiple of 2—“ because In > k - i - Thus adding to the left side of (4.6) 
makes the inequality nonstrict, i.e., 
(4.7) 
Therefore, (4.6) implies (4.7). Conversely, it is obvious that (4.7) implies (4.6). 
Thus we see that (4.6) and (4.7) are equivalent. Therefore, P'^{good) > 0 is 
equivalent to < 1. As mentioned, P'^{good) > 0 is equivalent to the 
existence of a prefix code. Hence, < 1 is the necessary and sufficient 
condition for the existence of a prefix code, completing the proof of the Kraft 
inequality. • 
4.2 A Characteristic Inequality for '-ended Codes 
‘1,-ended codes are binary prefix codes with the constraint that every codeword 
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must end with a '1，_ '1'-ended codes were introduced by Berger and Yeung [2 . 
Applications of 'I'-ended codes can be found in [2] and [8]. Fast algorithms for 
constructing optimal '1'-ended codes have been obtained by Chan and Golin 
11；. 
Berger and Yeung proved the following set of characteristic inequalities for 
'1'-ended codes in [2'. 
Theorem 4.2 There exists a '1，-ended code with rj codewords of length j，j = 
1,2, •.., iy，where rj + 0，if and only if for all I <i < L, 
i-i 
+ (i—1) < 1. (4.8) 
j=i 
Furthermore, if {4-8) is satisfied, then 
1 一 + ri2-(“i)] 二 m2-") 
J=i 
for some nonnegative integer m. 
We have developed a probabilistic method for studying the existence of fix-
free codes and prefix codes. This powerful tool could also be applied to prove a 
characteristic inequality for 'I'-ended codes. For a string X, define 
y 
0, if the last bit of X is a ‘0', 
e � = 
1, if the last bit of X is a '1'. 
Lemma 4.1 Let Xi be a ‘1,-ended string with length h, and let N" be the 
number of strings with length I2 {h > h) which are either prefixed by Xi or 
ended with a ‘0，. Then 
n 2Z2-1 + 1， if = 
N = < 
2^2-1+2^2-/1-1^ if < 
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Proof Let \A\ be the cardinality of a set A and let X2 be a string with length 
h- Then from the definition, we have 
N" = |{X2:(XiApX2)V(e(l2) = 0)}| 
-\{X2 ： {X, A , X 2 ) A ( e ( X 2 ) = 0)}|, 
where \{X2 : {Xi ApXa)} ! is equal to and |{义2 ： e(X2) = 0}| is equal to 
2^2-1. The quantity \{X2 : {Xi ApXa) A (epG) = 0)}| is the number of '0'-ended 
strings with length I2 which are prefixed by Xi . This quantity depends on the 
relation between h and I2. We now discuss it for two cases. 
Case 1. h = I2 
For this case, Xi Ap X2 is equivalent to Xi 二 X?. Since Xi is a '1'-ended 
string, X2 also should be a '1,-ended string, which contradicts the condition 
that e(X2) = 0. Therefore, 
\{X2 ： (Xi Ap X2) A (e(X2) = 0)}| = 0, 
and hence, 
N" = 2'“i + 2�2-i 
二 + l 
Case 2. li < I2 
We will adopt the convention that the first bit is on the left when we display 
a string. Prom Figure 4.1, we see that for any string X2 satisfying (Xi Ap 
X2)A{e{X2) = 0), the first li bits of X2 must be same as Xi and the last bit of 
X2 is '0，. Each of its - - 1 bits in the middle is either '0' or '1，. Hence, 
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\ 
1 -1 - 1 
Figure 4.1: 21^  < h 
totally 2^2-^ 1-1 such strings exist, i.e., 
\{X2 ： {Xi Ap X2) A ( e ( X 2 ) = 0 ) } | - 2 ^ 2 - “ - 1 . 
Thus, 
N" — “ 2^2-1 _ 2'2-h-i 
Hence, Lemma 4.1 is proved. • 
We use the same random procedure as described in Section 2.3 and Section 
4.1 to construct a '1'-ended code with codeword lengths Let P'^ {good) be the 
probability of successfully constructing a 'I'-ended code with codeword lengths 
Then P'^ {good) is equal to the total number of '1'-ended codes with lengths 
L divided bv 
Thus P'^ {good) > 0 if and only if there exists at least 
one '1'-ended code with lengths J^. We determine the value of (good) in the 
following lemma. 
Lemma 4.2 
Kigood) = ( V n ( i — E - [ z + i - / i W ] . 2 - “ • ) + , (4.9) 
丄 i=l l<j<i 
where h{i) is the smallest h* such that Ih* = k+i. 
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Proof A string is called available if it ends with a '1' and it does not violate 
the prefix condition with any codeword already chosen, otherwise it is called un-
available. The total number of available and unavailable strings with a specified 
length is equal to the total number of strings with that length. By definition, 
the quantity N" discussed in Lemma 4.1 is actually the number of unavailable 
strings with length I2 given that the codeword X i has been chosen. 
We prove the lemma by induction on the number of codewords in a code. To 
construct a 'I'-ended code with two codewords, we can choose the first codeword 
Ci from 一 1 strings with length h which end with a '1'. Hence, {good) = 
Let 卯00?) denote the probability that a T-ended code with lengths { / i , I2} 
is successfully constructed given that a codeword with length li has already been 
chosen. Therefore, 
P2 {good) = p'l [good) . P;\“good) 
= ^ ‘ Pallidood). 
The number of available strings with length I2 is equal to _ N"，where N" is 
discussed in Lemma 4.1. Thus, 
p" ( . 一 N" 
P2\i{9ood)=— 
= 1 - 竿 
， | - 2 - � � i f h - h. 
— 
\ - 2- ' i - i， if h < h. 
Hence, we have 
� ‘ 卜 2 - “ - i , if h = I2, 
Pmigood) = 4 (4.10) 
‘ 卜 2 - “ -2 , if h < k. 
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On the other hand, letting n equal to 2 in (4.9), we have 
P^igood) = I (1 - 2 - “ - [ 2 - /i(l)] • 2—“)+， (4.11) 
where h � is the smallest h* such that h* = h- So h{l) = 1 if h = h, and 
h{l) = 2 a li < I2. Hence, (4.11) becomes 
" ‘ 2 - “ + i ) + ， i f h = I2, 
P^igood) = 4 � ) , 1 2 , (4.12) 
‘ 一 2 - 1 + ， if h < h-
Since every term on the RHS of (4.12) is positive, we have 
,, ‘i-2-“-i, ini 二�2, 
P^igood) = 4 (4.13) 
‘ 卜 2-“-2，if h < k-
Thus (4.13) is readily seen to be true from (4.10). Therefore, the lemma is true 
for n = 2. 
Suppose we have chosen codewords Ci, C2, . . . , C爪 _i, 2 < m < n. The 
probability that {Ci, • • •, Cm-i) forms a 'I'-ended code is P'^_i{good). By the 
induction hypothesis, assume that 
1 m - 2 
Pl-Agood) = n (1 - E 2-《）_ [i + 1 _ . 2 - 3 + . (4.14) 
i=l 1 访 i 
If P'^_i[good) = 0, then P^[good) is certainly equal to 0, because if it is 
impossible to construct a '1'-ended code with codeword lengths�1, •. •, Im-i： it is 
also impossible to construct a '1'-ended code with codeword lengths h , ' ' . ,lm-
On the other hand, if P^_i{good) = 0, then 
l<j<i 
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is equal to zero because it is the product of the RHS of (4.14) and one half of 
the (m — l)st term. Therefore, we see that 
1 m—l 
pl{9ood) = ( i r n a - E - [ � + 1 - • 2 - � 
i = l l<3<i 
is satisfied, and the lemma is proved for this case. 
If P'二—i�good) > 0, consider for the time being Ci, C2 ,…,Cm- i as fixed and 
assume that they form a 'I'-ended code. Denote B" as the number of available 
strings with length 1爪{Im > Im-i)- Let X爪 be a string with length Im- Now the 
number of unavailable strings with length 1饥 is 
- B" = \{Xm ： (Ci Ap X ^ ) V •.. V {Cm-i Ap Xm) V (e(X^) = 0)}| 
= E ： {Cj Ap Xm)}\ + \{Xm ： e (X^) = 0}| 
l<j<m-l 
- E ： {Cj A , XJ 八 ( e ( 4 ) = 0)}| 
l<j<m-l 
- E ： [Cj A , XJ A (C, A , Xm)}\ 
l<j<k<m-l 
+ ...， (4.15) 
where we have used the inclusion-exclusion principle. It is obvious that 
We will discuss all the remaining summations on the RHS of (4.15) in the fol-
lowing. 
1. Each term in the first summation represents the number of strings with 
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2. Each term in the second summation represents the number of '0'-ended strings 
with length 1饥 which are prefixed by Cj. We have discussed these terms in 
Lemma 4.1, with Ij and 1讯 being li and I2 in the lemma, respectively. Therefore, 
the second summation is equal to 
^ 2im-ij-i 
l < j < m - l lj<lm 
3. Each term in the third summation on the RHS of (4.15) represents the number 
of strings with length I饥 prefixed by two distinct codewords Cj and Ck, where 
l<j<k<m — 1 and Ij < Ik- Because Cj cannot be a prefix of Ck, the value 
of this summation is 0. 
Similarly, we conclude that all the summations which are not explicitly dis-
played on the RHS of (4.15) vanish. 
Taking into account all the above analyses, it follows from (4.15) that 
2^rn _ B" = ^ ^ 2 之 爪 饥 — ^ ^ 2^-rn-lj-i 
l<j<m-l l < j < m - l 
lj<lm 
B" — 1 一 〉: 〉: 2“_G_I 
l<j<m-l l<j<h{m-l)-l 
— — ^^  — ^ ^ 
l<j<m-l h(m-l)<j<m-l 
= I . (2 “ 一 _ [ m - " ( m _ l ) ] . 2 “ - “ - i ) . ( 4 . 1 6 ) 
l < J < m - l 
By definition, B" should be nonnegative, hence (B〃）+ = B". Taking on 
both sides of (4.16), we obtain 
B" = -' - Y. 2 “ - ~ — [ m _ / i ( m _ l ) ] . 2 ' - - “ - i ) + . (4.17) 
l<j<m-l 
Note that the value of B" depends on Zi，...，Im-i^  but not on the specific choice 
of (7i，...，Cm-i^ Let P':\rn_ 入 good) be the probability that { C i , . . . , Cm} 
66 
^ M B M W M M M I I M M M I M I M I I I M M M M M W I I M I M W I I I W I I W I M I I I I I I I I I I M M I T O N M R I I M T R M N ,-�“'�..-� ‘…^TIT 
Chapter 4. Two Applications of the Prohahilistic Method 
form a 'I'-ended code given that {Ci , • • •, Cm-i} is a T-ended code, which is 
defined only if P'^_^{good) > 0. Then 
〃 B" 
Pl\m-l{900d)=冗. 
Prom (4.16), we obtain 
Pl\m-i{900d) = I • (1 - E 2 H — [ m _ " ( m _ l ) ] . 2 - l i ) + . (4.I8) 
l<3<m-l 
Finally, it follows from (4.14) and (4.18) that 
P'migood) = P^-iigood) ' 
1 m—1 
= ( ^ r n( i - E “)+ 
i=l l<j<i 
Therefore, we have completed the proof of Lemma 4.2. • 
Prom P '^ (good) > 0, we obtain 
n ( l - 2 - � ) - [ i + 1 - h{i)] . 2 - “ )+ > 0. 
i=l l<j<i 
As mentioned, P'^ [good) > 0 if and only if there exists at least one '1'-ended 
code with codeword lengths Hence, we obtain the characteristic inequality 
for '1'-ended codes. 
Theorem 4.3 (Characteristic Inequality) There exists a '1 '-ended code with 
codeword lengths if and only if 
n-l 
n ( l - E - [i + 1 - h{i)] . > 0. (4.19) 
i=l l<j<z 
where h(i) is the smallest h* such that = Zi+i. 
We will show that Theorem 4.2 and Theorem 4.3 are actually equivalent. 
Write codeword lengths as Zi,...，hi-i, hiJki+i,...，hi+i-i,�a；计 ” \+i+i，.. 
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where h = h = ' ' ' = hi = h hi+i = . . . = /左…二 i + 1，and so on. Then the 
LHS of (4.19) can be written as 
k i - l k i + i - l 
n ( i - E [ 计 � ] . 2 - 力 + . n (1 - E [夕 + 1 - " � ] . 2 � ) + . . . . 
g=i i<i<5 g=ki ^<j<9 
Here we partition n — 1 terms on the LHS of (4.19) into some sets according 
to the codeword lengths. It can be proved that the last term in each set is the 
smallest one in that set. Hence it is sufficient to keep the last term of each set 
positive in order to satisfy (4.19). Prom this, we obtain that if let rj be the 
number of codewords of length j, j = 1,2,…，L, then for all 1 < i < L, 
g …+ 广 l ) 2 - ( “ ) <1, 
which is actually equivalent to (4.8). 
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Chapter 5 
Summary and Future Work 
In this thesis, we obtain a sufficient and a necessary condition for the existence of 
fix-free codes by means of a probabilistic method. From the sufficient condition, 
we derive three simpler sufficient conditions which can be more easily checked. 
Based on these sufficient conditions, three new upper bounds on Rf, the re-
dundancy of an optimal fix-free code, in terms of the probability of any given 
source symbol, the most likely source symbol and the least likely source symbol 
respectively, are derived. The results we obtain in this thesis are stronger than 
all the previously known results along the same line. In particular, it is shown 
that the upper bound 2 on Rf previously obtained by Ahlswede et al [1] cannot 
be tight for sources with any fixed alphabet size, although this is the best known 
upper bound on Rf independent of the source probability distribution. We also 
apply the probability method to prove the Kraft inequality and a characteristic 
inequality for '1'-ended codes. 
Ahlswede et al [1] conjectured that < | is a sufficient condition for 
the existence of fix-free codes. We cannot prove this conjecture. But with the 
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help of the computer, we find that the conjecture is true at least for 1丽工 < 7, 
where I蘭工 is the maximum codeword length. This conjecture warrants further 
investigations because if it is true, the upper bound on Rf can be improved from 
2 to 3 — log2 3, which is approximately 1.415. 
Unlike prefix codes which can be optimally constructed by the Huffman algo-
rithm, to our knowledge, there is no efficient algorithm for constructing optimal 
fix-free codes. Therefore, algorithms for constructing optimal fix-free codes are 
worth further investigations. On the other hand, the lack of algorithms makes 
it important to obtain bounds on the redundancy of optimal fix-free codes. 
Recently, Girod [17] proposed a very simple scheme that allows bidirectional 
decoding of a variable length coded bitstream obtained from the bitstream pro-
duced by a Huffman code. The coding rate of this scheme always approaches 
that of a Huffman code when the number of source symbols to be encoded be-
comes large. However, for an i.i.d. source, depending on the source distribution, 
the coding rate of such a scheme may be bounded away from the entropy rate 
of the source even if encoding of multiple symbols is allowed. 
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Length Assignment for Upper 
Bounding the Redundancy of 
Fix-Free Codes 
In this appendix, we show how to optimize an upper bound on Rf for a given 
Pj. First, we let Ij =「一 logpj") + 1. Now suppose k 二�—log(pi + Xi)] + 1 for 
i ^ j, where 0 < Xi < 2 — pi. Here Xi <2 — pi guarantees that k > 1, so that it 
is a valid length for a codeword. Then 
L{C) - H{p) = E Piih + ^ogpi) 
l<t<n 
< Pj{\- log朽 1 + 1 + logPj) 
+ E Pi[- logfe •(! + - ) ) + 2 + logpi] 
l<i<n Pi 
'i^l 
=Pj{\- logPj] + 1 + logpj) + Pi [ - log ( l + —) + 2； 
l<i<n Pi 
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= 2 —朽（1 _「一 \ogpj] — logpj) - Pi log(l + 
l<i<n Pi 
Since pj is fixed, to minimize the upper bound on the redundancy of this code 
is to maximize X)i<i<n Pi log(l + 
i关j 
On the other hand, 
2 - 二 + “ 
i^j 
_ 2_�-log 巧 1—1 + ^ 2~r-
l < T < n 
< 2-�-log巧 1-1 +暴 Y^ {p, + Xi) 
丄 \<i<n 
=2—� - i og巧 l - i + i - l p j . + i E 工— (A.1) 
^ ^ ^ l<i<n 
By Theorem 2.1, the right hand side of (A.l) must be less than \ in order to 
guarantee the existence of a fix-free code. Hence, 
E rCiSpj — 2 - � - i � g b l . (A.2) 
l<i<n 
Let us for the time being ignore the constraints 0 < < 2 — for i j . To 
maximize Pi lc>g(l + under the constraint in (A.2), we define 
i关j Pt 
J= E Pilog(l + 3) + A( E X,). 
l<i<n Pi l<i<n 
From 蔡 = 0 , we have 
工i = -Pi. (1 + y ) , (A.3) 
where A' = A • (In2). Putting (A.3) into (A.2), we obtain 
- 1 + ^ • 
A 1 - p j 
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Then from (A.3), for 1 < i < n, i ^ j, 
Pj 一 2-�—log巧"1 
工 i — Pi H • 
1 一 朽 
We take 
p _ 2 - r - i o g P i i 
ooi 二 P i ^ ^ � . A.4 
1 一 Pj 
With this choice of since pj > 2—�—log巧 1 ， > 0. On the other hand, 
1 - P i 
Hence we conclude that 0 < Xj < 2 — as required. 
Finally, ioi 1 < i < n, i ^ j, Xi > 0 implies 
h = 「一 l o g ( j ? i + X i ) ] + 1 
< � - l o g p i l + l . 
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