ABSTRACT The key issue of multi-sensor image fusion is how to accurately extract and fuse the high-quality pixels or coefficients of source images. Nevertheless, the so-called high-quality is an uncertain or fuzzy definition, which is very suitable for fuzzy theory to address this problem. By the integration of stationary wavelet transform (SWT) and fuzzy sets, this paper proposes a new multi-focus image fusion scheme, which can merge the important features of different source images into a fused image. First, the source images are decomposed by SWT to get a set of sub-images with different detailed features. Second, the Gaussian membership function (GMF) is utilized to get the fuzzy sets of sub-images data. Third, the local spatial frequency (LSF) is employed to extract the local features of the sub-images by the generated fuzzy sets. At last, the fusion rule is designed based on consistency verification to fuse the sub-images according to the LSF of fuzzy sets, and then inverse SWT (ISWT) is implemented to reconstruct the fused image. The experimental and contrastive results of different image sets show that the proposed method is an effective multi-focus image fusion scheme which can achieve better fusion effect than other methods.
I. INTRODUCTION
Multi-sensors image fusion is the merging process of multiple images which come from the same scene, and it can synthesize the complementary information by maximally extracting the salient features from these images which are obtained by multi-sensor system [1] - [4] . The fused image can provide an accurate and reliable description of the scene [5] , [6] .
In recent years, video sensors are widely used in cities to cope with the public security requirements, such as antiterrorist, criminal offence, investigating the causes of accident and so on [7] - [10] . Single sensor cannot meet these specific requirements, thus multi-sensor system get more and more attentions to obtain more abundantly complementary images. In general, multi-focus image fusion techniques are used as the first and key step to integrate these multiple images for providing accurate and reliable images by removing redundant information and keeping complementary information, simultaneously. Besides, single image cannot provide enough information for human and machine vision in some cases, therefore multi-focus image fusion techniques are also employed to fuse these images after the preprocessing of registration and rectification [4] , [11] .
Recently, image fusion has been extensively studied for constantly improving the performance [1] - [6] . The multifocus image fusion is a subdomain of image fusion, and it also is the basis of other image fusion fields, such as medical image fusion, infrared and visible image fusion, remote sensing image fusion and so on [2] , [3] , [11] - [15] . In image fusion, the transform domain-based technique is the mainstream trend; it first decomposes the source images into a set of sub-images by multi-scale transform algorithm to extract the detailed information; and then the fused subimages (coefficients) are obtained by specific fusion rules; at last, the fused image is generated by inverse multi-scale transform [1] , [6] . The typical transform algorithms include pyramid transform, discrete wavelet transform, curvelet transform, contourlet transform, stationary wavelet transform, nonsubsampled contourlet transform and nonsubsampled shearlet transform [1] , [6] , [12] . But most conventional multi-scale transform methods are down-sampling based algorithms that do not have the characteristic of shift invariance, which make them cannot accurately express image detailed information and have some weaknesses, such as, blocking effects, artifacts and Gibbs phenomena [5] , [6] , [16] . Although NSCT and NSST can achieve good fusion performances by their preferably express of the detailed features of source images, they usually suffer high computational complexity, especially it can produce a lot of redundant data in various upward decomposition of high frequency subimages [17] . Most of these methods are imperfect; therefore it is considered that an effective image fusion scheme should balance the fusion quality and computational complexity to satisfy the requirements of practical applications by selecting the appropriate transform algorithms [6] . In 1995, Nason and Silverman proposed SWT to solve the problem of shift invariance in traditional wavelet transform (WT) [18] . SWT can achieve better performance by preserving more detailed information than conventional transform algorithms, and the computation complexity is lower than NSCT and NSST. In some scenarios, SWT is a very appropriate choice.
In recent years, fuzzy theory is widely applied in image fusion, because it can effectively address the imprecise and uncertain image fusion problem [19] - [22] . There are two primary types of fuzzy theory in the applications of image fusion. First, fuzzy theory can be employed to calculate or optimize the uncertainty parameters of a specific model, which are usually generated by fuzzy logic or fuzzy based methods. Das and Kundu [23] and Yang et al. [24] utilized the fuzzy sets of image to calculate the linking strength of PCNN for obtaining the special parameters, but the function of fuzzy theory is limited, and it also cannot effectively inherit the handling capacity of uncertain data in fuzzy theory. Second, fuzzy logic or fuzzy set also is employed as the part of image fusion algorithm to achieve feature transform or decision operator. The fuzzy logic encodes human reasoning into a program to make choices, which generally contains five parts, including fuzzifier, inference, defuzzifier, fuzzy set and fuzzy rule [16] . It applies the given fuzzy rules to infer the mapping relations of fuzzy features, and then the fuzzy results are obtained by definitively mathematical computation process, and the final crisp result is obtained by defuzzifier in next step. The traditional application of fuzzy theory is to achieve rule operator, therefore fuzzy logic is often used to get the final focus or decision maps according to the salient features of source images [16] , [25] - [27] . Besides, some works utilize fuzzy logic to combine the results of different fusion rules for image fusion [28] , [29] . However, some methods consider more uncertainty constraints for obtaining the fusion results by multi-step operation; thus, it also has the limitations of high computational cost, multi-parameters and unintelligible mechanism. The key concept of fuzzy set is the membership function (MF) which is used to describe the degree of uncertainty and lies in the interval [0, 1]. The MF of fuzzy set can effectively quantify the uncertainties of image quality in image fusion operator to accurately extract the image features and further improve fusion performance [30] , [31] . In addition, the mathematical descriptions of fuzzy sets are relatively simple and readily comprehensible, and it also has the advantages of small computational burden and fewer parameters to set. In some respects, the fuzzy set is more appropriate than other types of fuzzy theory for image fusion according to fusion performance, complexity and operand [19] .
Based on the above analysis, we consider that the image fusion performance of SWT can be improved by combining fuzzy set and other multifarious analysis methods. Therefore, this work proposes a multi-focus image fusion method by the combination of stationary wavelet transform (SWT), fuzzy set (FS) and local spatial frequency (LSF). First, source images are decomposed by SWT to get a set of sub-images which contain most important features of the source images. Second, the MF is employed to calculate the membership matrix of the sub-image coefficients to represent the quality of these coefficients; then LSF of membership matrix is applied to enhance the regional features of the coefficients, and median filter is utilized to remove the abrupt or undesired noises in the LSF of membership matrix. Third, the fusion rules are implemented to fuse the coefficients from different sub-images. At last, ISWT is carried out to reconstruct the fused image. Some common evaluation metrics are employed to compare the image fusion performances of different methods. The experiments indicate that the proposed method significantly outperforms the competitors.
This rest of the paper is arranged as follows. Section 2 introduces related theories of SWT and fuzzy set. Section 3 explains the proposed scheme in detail. Section 4 presents the experimental results. Section 5 concludes this paper.
II. RELATED KNOWLEDGE
This section briefly introduces the related theories which are used in this work including SWT and Fuzzy sets.
A. STATIONARY WAVELET TRANSFORM
When compared with traditional WT, SWT has the properties of shift invariance and redundancy. It applies up-sampling filter instead of the down-sampling operation, thus the size of the sub-images in transform domain does not diminish. SWT can extract the small features in fine scales and the large features in coarse scales by its multiscale decomposition [32] . Therefore, the decomposed sub-images can keep the most information of source images, and this also is the reason that SWT is called à trous algorithm [33] - [35] . WT is one of the most often-used multi-scale transform methods in image processing, but it lacks of the shift-invariance property, and it is a nonredundant decomposition algorithm [6] . As a result, VOLUME 5, 2017 SWT is selected in this work due to it can preserve more information of source image by its redundant properties at each scale [36] , [37] . This work employs SWT to decompose the important features of source images into different levels by its multiresolution analysis power. The j level of SWT decomposition is represented as follows:
where
, k y represent the horizontal, vertical and diagonal coefficients of details at level j, respectively. k x = 1, 2, 3, . . . , M and k y = 1, 2, 3, . . . , N . h(l x ) and h(l y ) are low-pass filters. g(l x ) and g(l y ) are high-pass filters. L j+1 and C j,k+2 j are the low frequency sub-band at level j and (j+1). l x and l y represent the displacement at x-axis and y-axis.
B. FUZZY SETS
The fuzzy set theory is created by Zadeh [38] in 1965, which represents the affiliation relationship of an element in a set with indefinite boundaries, and it can quantify the affiliation relationship by the means of membership degrees (membership function valued) generated by MF. The value of MF is a scalar in the interval [0, 1] where 0 represents no membership and 1 represents full membership, the values between 0 and l represent various degrees of affiliation; it has the constraint that the sum of the membership degrees of each element equals unity. In general, an element is classified into the set with the maximum membership degree. Fuzzy set can be widely used in the field whose information is incomplete or imprecise, and it is good at handling the uncertain or fuzzy data [39] . The characteristics of modeling uncertainty and vagueness results make the fuzzy theory based image fusion methods be superior to other conventional image fusion models, especially when the fuzzy theory is combined with other image analysis and representation approaches [19] .
In general, a fuzzy set A can be defined as (5) .
And for continuous and discrete domain U , it also can be expressed as follows:
where U = {x 1 , x 2 , . . . , x n }; µ A (x) is the MF of the fuzzy set A with 0 ≤ µ A (x) ≤ 1, which represents the membership degree of an element x in U ; the sum of MFs for x equals 1, which can be defined as follows:
where n is the number of fuzzy sets which x belonging.
III. PROPOSED METHOD
The proposed method is composed of several parts. First, SWT is applied to decompose all the sources images into a set of sub-images which contain the important features of these sources images. Then, the MFs are used for these sub-images to generate the corresponding membership matrix for representing the quality of the coefficients of sub-images. At next step, the LSF of membership matrix is calculated to enhance the regional features of the sub-images, and median filter is utilized to remove the abrupt or undesired noises in the LSF of membership matrix. At last, fusion rule is designed based on consistency verification to effectively fuse the coefficients of different sub-images, and then inverse SWT (ISWT) is carried out to reconstruct the fused image. The detailed introductions of the proposed image fusion scheme are presented in following subsections, and the diagram is shown Fig. 1 .
A. SUB-IMAGES OF SOURCE IMAGES IN DSWT DOMAIN
SWT can decompose source image into a series of subimages which contain most of image detailed information. In SWT domain, the low frequency coefficients of the subimage set are the approximate component of the source image, which contains the most regional information in coarse scales; the high frequency coefficients of sub-image sets with three directions (horizontal, vertical, diagonal) can represent the detailed features of the source image, such as the edges and contours, which are very important information for human visual system. Fig. 2 shows the low frequency and high frequency sub-images of SWT for the two source images; it shows that the proposed method can effectively extract the features of the source images.
B. FUZZY SETS OF THE SUB-IMAGES
Visual quality (significance) is the important criterion for image fusion, which can be used as a measure to select the pixels (coefficients), however, the uncertainty and subjectivity exists in the process. Fortunately, the fuzzy sets which generated by MF can effectively address this problem for quantifying the visual quality of the pixels [23] , [24] . In this work, the membership matrixes of the sub-images coefficients are defined to represent the quality of the coefficients by utilizing precise numerical value to evaluate the fuzzy and uncertain quality of pixels. Therefore, fuzzy sets can be used to calculate the importance degree of each pixel, which also is used for subsequent image processing steps. Gaussian membership function (GMF) only has two parameters which can be calculated according to the sub-image pixels; besides, the distribution of image pixels can be considered as normal distribution which accords with GMF. Therefore, GMF is select in this work.
A sub-image with size M×N can be defined as a data matrix, and GMF can be used to get the corresponding membership matrix which contains an array of fuzzy sets, namely the fuzzy set of corresponding pixels (coefficients). The image data matrix A and B are concatenated by (9) . u(im ij ) represents the affiliation degree of each pixels, which is calculated by GMF, as (10) . After formulating the GMF, each crisp pixel value im(i, j) is assigned as a u(im ij ) value which is the corresponding membership degree (fuzzy set).
where imA, imB represent the sub-images from source image A and B, respectively; subscript ij represents the coefficient position in the image; im ij is the intensity value of a subimage coefficients; η is the amplification factor; σ is defined as the standard deviation of a sub-image, and it represents the width of GMF, as (11); C represents the center of GMF, and it is defined as the mean value of a sub-image, as (12) .
where im(i, j) is the pixel value of image at position (i, j), M and N is the size of image. This work considers that a valid MF should effectively represent the affiliation degree of all elements; and it is seriously rely on the relationship between the distributions of sample elements and the width of GMF. Therefore, the width of MF should be widely enough for effectively calculating the membership value of each element. As a result, the amplification factor η is used to adjust the width of GMF; this work considers that η = 2 can get satisfactory image fusion performance according to our experience. Fig. 3 shows the MFs formulated in (10) for η = 1 and η = 2, including the examples of low frequency and high frequency sub-images. And an illustration of membership matrixes for low frequency and high frequency sub-images is shown in Fig. 4 , and it shows that the fuzzy sets can effectively represent the features of sub-images.
C. LSF OF THE FUZZY SETS
The visually important or unimportant pixels for the nonlinear human visual characteristics are related to neighboring pixels, therefore, regional information is very significant for human visual system and image fusion [23] , [24] . Due to the membership matrix only represents the pixel information of single point, so it needs regional information in a certain area in order to enhance the effectiveness of feature extraction for the image. Local spatial frequency (LSF) is an excellent technique for describing the regionally detailed information of source image, and it consists of local row frequency (LRF) and local column frequency (LCF). The LSF of each subimage can be calculated according to the corresponding membership matrix, which can make the regional features of the sub-image be easier to extract. Therefore, the fused coefficients would be selected by comparing the value of LSF, as (13)- (15) . And an illustration of LSF for membership matrixes of low frequency and high frequency sub-images is shown in Fig. 5 , and it shows that the LSF can enhance the features of sub-images.
where w is the size of the window and determines the spatial scale of LSF, u (i, j) is the value of GMF at pixel (i, j).
where median{} is median filter operation. The fused image would be improved, if the window size increased; but the time complexity also would increase. This work considers that the window size is about 1/20 the size of source image (it is generally set as 21-35) for taking enough regional information to make a good decision. After that, median filter is utilized to remove the abrupt or undesired noises in the LSF of membership matrix and simultaneously reinforce the relationship of neighboring pixels, and the filter window size is 25 which as similar to window size of LSF. 
D. FUSION RULE
The fusion rule is the last step to select the coefficients of sub-images, and it has a certain impact on the fused image. In this method, the LSF value of membership matrix can accurately represent the detailed features of the sub-images in SWT domain; and it also can take into account the regional VOLUME 5, 2017 features of these sub-images, simultaneously. As a result, this method can select the high quality coefficients of the subimages according to their LSF values, as (17) .
where the subscript (i, j) represent the coefficient in the i-th row and j-th column of the sub-images; DM (i, j) is the decision mapping; LSFm (i, j) A and LSFm (i, j) B is the LSF value of sub-images coefficients from source image A and B.
In order to correct the abrupt or undesired errors, consistency verification is implemented by majority filter for assimilating the single singular point in the specific region of an image [40] , as (18) and (19) . The window size of consistency verification is 11 which can get satisfying fusion performance according to the balance of effect and computational burden. After that, the decision map can be modified by consistency verification for selecting high quality coefficients.
where CV {} is consistency verification operation; DMcv (i, j) is the decision mapping after consistency verification, FC (i, j) is the fused coefficients of sub-images; C (i, j) A and C (i, j) A are the sub-images coefficients from source image A and image B, respectively.
E. FUSION ALGORITHM STEPS
The framework of the proposed multi-focus image fusion method is shown Fig. 1 , an illustration of sub-images and the fused sub-images as shown in Fig. 6 . The detailed steps are described as follows.
Step 0: Suppose source image imA and imB are two co-registered source images whose corresponding pixels are aligned.
Step 1: The 3-level SWT decomposition is implemented to get a series of low-frequency and highfrequency sub-images at each level and direction, as Section III A, and the mathematical description as shown in (1)-(4).
Step 2: The sub-images data from source image A and B are concatenated by (9) . Then, GMFs are applied for these sub-image sets to get the corresponding membership matrixes, as Section III B, and the mathematical description as (10)-(12).
Step 3: LSF ij of each membership matrix is calculated to enhance the regional features of these sub-images, as Section III C, and the mathematical description as (13)- (14) .
Step 4: Median filter is utilized to remove the noises and undesired points in the LSF of membership matrix, as (16). Step 5: Primitive decision map is generated by the fusion strategies according to the LSF of membership matrix, as (17).
Step 6: Modified decision maps are obtained by consistency verification, as (18).
Step 7: The fused sub-images are get by the modified decision maps, as (19).
Step 8: Reconstruct the final image by ISWT according to fused sub-images.
IV. EXPERIMENTAL RESULTS
In this section, several often-used multi-focus image pairs are utilized as experimental samples to examine the performance of the proposed method, and these images describe different scenes with various details. Besides, some often-used image fusion methods also are selected to compare with the proposed method by some widely used evaluation metrics. The comparison methods are: principal component analysis (PCA) [41] ; discrete wavelet transform (DWT) [41] , which adopts three layers of decomposition; dual-tree complex discrete wavelet transform (DTDWT) [42] ; nonsubsampled contourlet transform (NSCT) [43] , which adopts three layers of decomposition; nonsubsampled shearlet transform (NSST) [44] , which adopts three layers of decomposition; Laplacian Pyramid (LP) [41] , which adopts three layers of decomposition; Gaussian pyramid (GP) [41] , which adopts three layers of decomposition; stationary wavelet transform (SWT) [18] , which adopts three layers of decomposition; discrete cosine harmonic wavelet transform (DCHWT) [45] , saliency detection based method (SD) [46] .
The evaluation metrics are: mutual information (MI), entropy (EN), feature mutual information (FMI), edge based on similarity measure (Q abf ), total loss of information (L abf ), noise or artifacts added in fused image (N abf ), modified fusion artifact measure (N abf m ) [1] , [6] , [47] , [48] , [49] .
MI can be used to describe the amount of information which is fused in the final image from the source images, and MI is one of the most frequently-used evaluation metrics in The fused images generated by different methods are displayed in Fig. 7 and 8 . Fig. 7 and 8 show that the proposed algorithm can effectively fuse the features of source images into the final image. It is obvious that the fused images generated by LP, SD and the proposed method are better than others, and the clarity of other methods suffers a drop to various degrees. For example, there are some artifacts near the words in Fig. 7 (d) , (e), (g) and (j). In Fig. 7 (l) , the image is overall dim, and it has a big difference with source images. In Fig. 7 (c) , (i) and (k), the words are blurry. On the whole, the proposed method achieves better performance than the compared image fusion methods. In Fig. 8 , the amplifying local images of Fig. 7 show the similar results. The fused image of the proposed method is the closest to the source images. We can infer that the proposed method does well in extracting the detailed features of source images.
In Fig. 9 (c), (f) and (i), the whole images are more blurry than others, and it reveals that the fused images are smoothed by the corresponding image fusion methods. In Fig. 9 (d) , there are some distortions in the small clock, although the big clock is clear. In Fig. 9 (e) , (h), (i) and (k), VOLUME 5, 2017 the fused images introduce some artifacts in different degree. In Fig. 9 (l) , it has some distortions in the numbers. In Fig. 9 (d) , (f) and (j), the fused images are better than others, but they are still worse than the proposed method. The edges and textures of the fused image generated the proposed method are better than all the competitors.
In Fig. 10, (c) , (e), (i) and (j), the words are blurry, and the contrast is worse than those of other methods. In Fig. 10 (l) , some words and edges are enhanced, which are different from the source images. There are some distortions in Fig. 10 (f) and (g), such as words and edges. In Fig. 10 (h) and (m), it can be seen that the fused images produced by LP and the proposed are better than other methods, such as the contrast and detailed information. It indicates that the proposed method can extract and fuse the important features of the source images.
In Fig. 11 , there are many artifacts in Fig. 11 (d) , (e), (g), (j) and (l), such as the big plane and its area near. In Fig. 11 (c) and (d) , the details are illegible. Besides, there are clarity fallings to some extent in Fig. 11 (c) , (f), (g), (i) and (j). The fused images in Fig. 11 they also can achieve better contrasts than other methods. Besides, the definition of the proposed method is better than the most of others. It shows that the proposed method can achieve decent performance and can effectively fuse the source images.
In this pair of source images, there are obvious artifacts in Fig.12 (d) , (e), (f), (g), (j) and (l). Besides, in Fig. 12 (l) , the numbers of the fused image are also enhanced as the previous pairs. In Fig. 12 (c) , (f), (i) and (k), the clarity of these images suffer a drop to various degrees. Except SD and the proposed method, the fused images generated by other corresponding methods are smoothed, obviously. The details of the fused image generated by the proposed method are more abundant than others, and the contrast also is better than others. Overall, the proposed method has better visual effect than other methods.
In this pair of source images, the fused images are a little blurry in Fig. 13 (c) and (i) , and the Fig. 13 (l) also is enhanced as the same as the previous experimental results. In this pair of source images, it is difficult for human eye vision to distinguish the image quality. On the visual side, the most of the mentioned methods can achieve decent fusion effect.
The experimental results of the six pairs of multi-focus images reveal that the proposed method can effectively extract the detailed features of the source images, and it also can accurately fuse them into the final images. That is to say the fused images generated by the proposed method can precisely maintain the edges and textures of the source images. It proves that the proposed method is an effective image fusion method, no matter for the images which are difficult to fuse and distinguish the details, or the images which are easy to fuse.
For the six pairs of multi-focus images, subjective evaluation metrics of different method are given in Table 1 , which is the most popular and direct image quality assessment methods. In Table 1 of the proposed method are better than other methods. As is known to us, the MI and Q abf are the most important image fusion quality indexes as they can effectively indicate how much source image information is reserved in the fused image. Therefore, the experimental data sufficiently prove that the fused images generated by the proposed method can reserve more information from the source images, and it is an effective multi-focus image fusion method.
The decomposition level of SWT has an influence on the time complexity; therefore we take the first pair of source images as experimental sample and perform some experiments on the different decomposition levels, the results are shown in Fig. 14 and Table 2 . In this pair of source images, the proposed method achieves similarly visual effects in different decomposition levels, and it is difficult for human eye vision to distinguish the image quality. It should be pointed out that these results are still better than the most of the competitors in Fig. 7 . In most literatures, the decomposition levels of transform algorithms are more than three. In the experiments, the time complexity and fusion performance of the proposed method is acceptable; therefore, the three levels of decomposition is chose in this paper, but the less decomposition levels also can be chose in specific applications.
The time complexities of different methods are represented by running time, as Table 3 . We take the first pair of source images as experimental example as well, and it is obtained by the average of 10 times operations. The average running time of the proposed method may be larger than other methods. But the run time will continuously decrease with the decomposition levels declining, but the fusion effect is still better than the competitors. The reason is that the LSF and fuzzy sets need more operation to extract the regional information. Therefore, the running time of the proposed method is longer than the contrastive methods, but the better results can be regarded as the exchange of time complexity and fusion quality. This is a tendency in this field due to the constant improvement of computing devices and the growing demands of human and machine vision.
V. CONCLUSIONS
This work presents a new multi-focus image fusion method by the combination of SWT, fuzzy sets and LSF, and it can precisely extract the important features of the source images to effectively fuse them. SWT is employed to decompose the source images into a series of sub-images with salient features; GMF is utilized for these sub-images to get corresponding membership matrix; LSF is used to reinforce the regional information of these sub-images; the consistency verification based fusion rules are designed to select the high quality sub-images coefficients. This work proves that fuzzy sets can acquire decent multi-focus image fusion effect, and it also can effectively address the uncertain or fuzzy problem of high-quality pixels or coefficients. The integration of fuzzy sets and LSF can take into account the features of single pixels and particular region. The experiments on different pairs of multi-focus images indicate that the proposed method is an effective image fusion scheme and significantly outperforms the competitors.
