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MILSTEIN-TYPE SCHEMES OF SDE DRIVEN BY LE´VY NOISE WITH
SUPER-LINEAR DIFFUSION COEFFICIENTS
CHAMAN KUMAR
INDIAN INSTITUTE OF TECHNOLOGY ROORKEE
Abstract. We present a Milstein-type scheme for stochastic differential equations driven by
Le´vy noise with super-linear diffusion coefficients and establish its strong convergence.
1. Introduction
Let T > 0 be a fixed constant and (Ω, {Ft}t∈[0,T ],F , P ) be a right continuous complete filtered
probability space. Suppose that w is an Rm−valued standard Wiener process. Further, assume
that N(dt, dz) is a Poisson random measure on finite measure space (Z,Z , ν) with intensity
ν (i.e. ν(Z) < ∞) independent of w. Define N˜(dt, dz) := N(dt, dz) − ν(dz)dt. Suppose that
b(x) and σ(x) are B(Rd)-measurable functions and take values in Rd and Rd×m respectively.
Moreover, γ(x, z) is a B(Rd) ⊗ Z -measurable function with values in Rd. The functions b(x),
σ(x) and γ(x, z) are assumed to be twice differentiable in x ∈ Rd.
Consider a d-dimensional SDE given by,
xt =ξ +
∫ t
0
b(xs)ds+
∫ t
0
σ(xs)dws +
∫ t
0
∫
Z
γ(xs, z)N˜(ds, dz), (1)
almost surely for any t ∈ [0, T ] with initial value ξ ∈ Rd as an F0-measurable random variable.
Remark 1. For the ease of notation, we write the right hand side of equation (1) with xt in
place of xt−. This notational convenince has been following from [1, 6, 7].
In this paper, we are interested in approximating SDE (1) in strong L2-sense when both drift
and diffusion are allowed to grow super-linearly. FOr super-linear coefficients, recently many
results have been developed, for example, [4, 2, 7, 9, 5, 12, 13, 14]. To the best of author’s
knowledge, this is the first result on explicit Milstein scheme for SDE driven by Le´vy noise with
super-linear drift and diffusion coefficients.
Let us introduce some notations. Let vi be the ith element of a vector v ∈ Rd. For a matrix
a ∈ Rd×m, aj and aij stand for its jth column and ijth element respectively. For a function
f : Rd → Rd, ∆f(·) denotes a d×d matrix with ij-th entry as [∆f(·)]ij := ∂f i(·)/∂xj . Similarly,
for every k = 1, . . . ,m and a function g : Rd → Rd×m, Λkg(·) stands for a d ×m matrix with
ij-th element given by [Λkg(·)]ij :=
∑d
l=1 g
lk(·)∂g
ij(·)
∂xl
. Further, same notation | · | is used to
denote the Euclidean norm of a vector and the Hilbert-Schmidt norm of matrix, which can be
understood from the context where it appears without causing any confusion. Also, a∗ stands
for transpose of a ∈ Rd×m and vu for inner product of v, u ∈ Rd. ⌊r⌋ denotes integer part of a
real number r. Moreover, throughout this text, K is used to represent a generic constant whose
value can differ at different occurrences.
This research was carried out while the author was visiting School of Mathematics, University of Edinburgh,
United Kingdom during June-July, 2017. The author would like to thank the school for the hospitality and
support which helped in timely finishing the project.
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Let p0 ≥ 2 and ρ ≥ 1 be fixed constants.
A-1. E|ξ|p0 <∞.
A-2. There exists a constant L > 0 such that
2xb(x) + (p0 − 1)|σ(x)|
2 ≤ L(1 + |x|)2
for any x ∈ Rd.
A-3. There exists a constant L > 0 such that∫
Z
|γ(x, z)|p0ν(dz) ≤ L(1 + |x|)p0
for any x ∈ Rd.
A-4. There exists a constant L > 0 and η ∈ (1,∞) such that
{
2(x− x¯)(b(x) − b(x¯)) + η|σ(x) − σ(x¯)|2
}
∨
∫
Z
|γ(x, z)− γ(x¯, z)|2ν(dz) ≤ L|x− x¯|2
for any x, x¯ ∈ Rd.
A-5. There exists a constant L > 0 such that
|∆b(x) −∆b(x¯)| ≤ L(1 + |x|+ |x¯|)ρ−1|x− x¯|
|∆σk(x)−∆σk(x¯)| ≤ L(1 + |x|+ |x¯|)
ρ−2
2 |x− x¯|, k = 1, . . . ,m∫
Z
|∆γ(x, z)−∆γ(x¯, z)|2ν(dz) ≤ L|x− x¯|2
for any x, x¯ ∈ Rd.
Before giving the explicit form of the Milstein-type scheme considered in this paper, let us
introduce some notations. For every n ∈ N, define,
b(n)(x) :=
b(x)
1 + n−1|x|4ρ
Λ
(n)
0 (x) :=
σ(x)
1 + n−1|x|4ρ
Λ
(n),k
1 (x) :=
∑d
u=1 σ
uk(x)∂σ(x)∂xu
1 + n−1|x|4ρ
, k = 1, . . . ,m
Λ
(n)
2 (x, z) =
∑d
u=1 γ
u(x, z)∂σ(x)∂xu
1 + n−1|x|4ρ
, z ∈ Z
Λ
(n)
3 (x, z) :=
σ(x + γ(x, z))− σ(x)−
∑d
u=1 γ
u(x, z)∂σ(x)∂xu
1 + n−1|x|4ρ
, z ∈ Z
for any x ∈ Rd and then write,
σ(n)(t, x) = Λ
(n)
0 (x) +
∫ t
κ(n,t)
m∑
k=1
Λ
(n),k
1 (x)dw
k
s +
∫ t
κ(n,t)
∫
Z
Λ
(n)
2 (x, z)N˜(ds, dz)
+
∫ t
κ(n,t)
∫
Z
Λ
(n)
3 (x, z)N(ds, dz) (2)
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almost surely for any n ∈ N, x ∈ Rd and t ∈ [0, T ]. Also, for every n ∈ N, define,
Γ
(n),k
1 (x, z) =
∑d
u=1 σ
uk(x)∂γ(x,z)∂xu
1 + n−1|x|4ρ
, k = 1, . . . ,m, and n ∈ N,
Γ2(x, z, z1) :=
d∑
u=1
γu(x, z1)
∂γ(x, z)
∂xu
, z1 ∈ Z
Γ3(x, z, z1) := γ(x+ γ(x, z1), z)− γ(x, z)− Γ2(x, z, z1), z1 ∈ Z
for any x ∈ Rd, and z ∈ Z and then write,
γ(n)(t, x, z) := γ(x, z) +
∫ t
κ(n,t)
m∑
k=1
Γ
(n),k
1 (x, z)dw
k
s +
∫ t
κ(n,t)
∫
Z
Γ2(x, z, z1)N˜ (ds, dz1)
+
∫ t
κ(n,t)
∫
Z
Γ3(x, z, z1)N(ds, dz1) (3)
almost surely for any x ∈ Rd, n ∈ N, z ∈ Z and t ∈ [0, T ].
In this article, following Milstein-type scheme of SDE (1) is considered,
xnt = ξ +
∫ t
0
b(n)(xnκ(n,s))ds+
∫ t
0
σ(n)(s, xnκ(n,s))dws +
∫ t
0
∫
Z
γ(n)(s, xnκ(n,s), z)N˜(ds, dz) (4)
almost surely for any n ∈ N and t ∈ [0, T ].
The main result of this article is stated in the following theorem which is proved in Section
3 by a sufficiently large value of p0 so that the required moment estimates are available in the
following calculations.
Theorem 1.1. Let Assumptions A-1 to A-5 be satisfied. Then, the Milstein-type scheme (4)
converges to the true solution of SDE (1) in L2 with a rate of convergence given by,
sup
0≤t≤T
E|xt − x
n
t |
2 ≤ Kn−1−
2
2+δ +Kn−
3
2−
1
2+δ
for any t ∈ [0, T ] and n ∈ N.
Remark 2. If A-1 holds for all p0 ≥ 2, then δ which appears in Theorem 1.1 can be taken
to be arbitrarily close to zero and hence one can achieve a rate of convergence arbitrarily close
to one for the Milstein-type scheme defined in equation (4). This finding is consistent with
the corresponding results of the classical Milstein scheme [8] and the Milstein-type scheme [6].
Further, no such reduction in the rate of convergence of the Milstein-type scheme is observed
when γ ≡ 0 which has been proved in [5] i.e. when γ ≡ 0, then one achieves a rate of convergence
equal to one for the convergence in Lp for any p ≥ 2.
Remark 3. To implement the Milstein-type scheme defined in equation (4), one requires com-
mutative conditions on the coefficients of the SDE (1). These conditions are explained in [8].
Remark 4. The techniques developed here can be extended to higher order schemes.
The following useful remarks are required to prove the moment bound and the rate of conver-
gence of the Milstein-type scheme (4).
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Remark 5. By using Assumptions A-4 and A-5, there exists a constant K > 0 such that
∣∣∣∂2b(x)
∂xuxv
∣∣∣ ≤ K(1 + |x|)ρ−1, u, v = 1, . . . , d
∣∣∣∂2σk(x)
∂xuxv
∣∣∣ ≤ K(1 + |x|) ρ2−1, u, v = 1, . . . , d, k = 1, . . . ,m
∫
Z
∣∣∣∂2γ(x, z)
∂xuxv
∣∣∣2ν(dz) ≤ K, u, v = 1, . . . , d,
|∆b(x)| ≤ K(1 + |x|)ρ,
|∆σk(x)| ≤ K(1 + |x|)
ρ
2 , k = 1, . . . ,m,∫
Z
|∆γ(x, z)|2ν(dz) ≤ K
|b(x)− b(x¯)| ≤ K(1 + |x|+ |x¯|)ρ|x− x¯|
|σk(x)− σk(x¯)| ≤ K(1 + |x|+ |x¯|)
ρ
2 |x− x¯|, k = 1, . . . ,m
|b(x)| ≤ K(1 + |x|)ρ+1
|σk(x)| ≤ K(1 + |x|)
ρ
2+1, k = 1, . . . ,m∫
Z
|γ(x, z)|2ν(dz) ≤ K(1 + |x|)2
for any x, x¯ ∈ Rd, where the positive constant K depends on L appearing in assumptions A-2 to
A-5.
Remark 6. It can be easily verified that,
|b(n)(x)|p ≤ min(Knp/4(1 + |x|)p,K(1 + |x|)(ρ+1)p)
|Λ
(n)
0 (x)|
p ≤ min(Knp/8(1 + |x|)p,K(1 + |x|)(ρ+2)p)
|Λ
(n),k
1 (x)|
p ≤ min(Knp/8(1 + |x|)p,K(1 + |x|)(2ρ+2)p), k = 1, . . . ,m∫
Z
|Λ
(n)
2 (x, z)|
pν(dz) ≤ min(Knp/8(1 + |x|)p,K(1 + |x|)(ρ+2)p)
∫
Z
|Λ
(n)
3 (x, z)|
pν(dz) ≤ min(Knp/8(1 + |x|)p,K(1 + |x|)(ρ+2)p)
∫
Z
|Γ1(x, z)|
pν(dz) ≤ min(Knp/8(1 + |x|)p,K(1 + |x|)(ρ+2)p)
∫
Z
∫
Z
|Γ2(x, z, z1)|
pν(dz1)ν(dz) ≤ K(1 + |x|)
p
∫
Z
∫
Z
|Γ3(x, z, z1)|
pν(dz1)ν(dz) ≤ K(1 + |x|)
p
for any 2 ≤ p ≤ p0, x ∈ R
d, and n ∈ N where positive constant K does not depend on n.
2. Moment Bounds
For the proof of the following lemma, one can refer to [7, 11].
Lemma 2.1. Let Assumptions A-1 to A-4 be satisfied. Then, there exists a unique solution to
the SDE (1) and
sup
0≤t≤T
E|xt|
p0 ≤ K,
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where K := K(L, T, p0,m, d, E|ξ|
p0) is a positive constant.
Lemma 2.2. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E
(
|σ(n)(t, xnκ(n,t)|
p|Fκ(n,t)
)
≤ Knp/8(1 + |xκ(n,t)|)
p
almost surely for any 2 ≤ p ≤ p0, t ∈ [0, T ] and n ∈ N where positive constant K does not depend
on n.
Proof. By using the definition of σ(n) given in equation (2),
E
(
|σ(n)(t, xnκ(n,t))|
p
∣∣Fκ(n,t)) ≤ KE(|Λ(n)0 (xnκ(n,t))|p
∣∣Fκ(n,t))
+KE
(∣∣∣
∫ t
κ(n,t)
d∑
k=1
Λ
(n),k
1 (x
n
κ(n,s))dw
k
s
∣∣∣p
∣∣∣Fκ(n,t)
)
+KE
(∣∣∣
∫ t
κ(n,t)
∫
Z
Λ
(n)
2 (x
n
κ(n,s), z)N˜(ds, dz)
∣∣∣p
∣∣∣Fκ(n,t)
)
+KE
(∣∣∣
∫ t
κ(n,t)
∫
Z
Λ
(n)
3 (x
n
κ(n,s), z)N(ds, dz)
∣∣∣p
∣∣∣Fκ(n,t)
)
which on the application of an elementary inequality of stochastic integral and Ho¨lder’s inequality
gives,
E
(
|σ(n)(t, xnκ(n,t))|
p
∣∣Fκ(n,t)) ≤ Knp/8(1 + |xnκ(n,t)|)p
+Kn−
p
2+1E
( ∫ t
κ(n,t)
∣∣∣
d∑
k=1
Λ
(n),k
1 (x
n
κ(n,s))
∣∣∣pds
∣∣∣Fκ(n,t)
)
+Kn−
p
2+1E
( ∫ t
κ(n,t)
∫
Z
|Λ
(n)
2 (x
n
κ(n,s), z)|
pν(dz)ds
∣∣∣Fκ(n,t)
)
+KE
(∫ t
κ(n,t)
∫
Z
|Λ
(n)
2 (x
n
κ(n,s), z)|
pν(dz)ds
∣∣∣Fκ(n,t)
)
+Kn−
p
2+1E
( ∫ t
κ(n,t)
∫
Z
|Λ
(n)
3 (x
n
κ(n,s), z)|
pν(dz)ds
∣∣∣Fκ(n,t)
)
+KE
(∫ t
κ(n,t)
∫
Z
|Λ
(n)
3 (x
n
κ(n,s), z)|
pν(dz)ds
∣∣∣Fκ(n,t)
)
+Kn−p+1E
(∫ t
κ(n,t)
∫
Z
|Λ
(n)
3 (x
n
κ(n,s), z)|
pν(dz)ds
∣∣∣Fκ(n,t)
)
and then Remark 6 completes the proof. 
As a consequence of the above lemma, one obtains the following corollary.
Corollary 1. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E|σ(n)(t, xnκ(n,t))|
p ≤ Knp/8E(1 + |xnκ(n,t)|)
p
for any 2 ≤ p ≤ p0, t ∈ [0, T ] and n ∈ N where the positive constant K does not depend on n.
Lemma 2.3. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E
( ∫
Z
|γ(n)(t, xnκ(n,t), z)|
pν(dz)
∣∣∣Fκ(n,t)
)
≤ K(1 + |xnκ(n,t)|)
p
almost surely for any 2 ≤ p ≤ p0, t ∈ [0, T ] and n ∈ N where the positive constant K does not
depend on n.
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Proof. By using the definition in (3),
E
(∫
Z
|γ(n)(t,xnκ(n,t), z)|
pν(dz)
∣∣∣Fκ(n,t)
)
≤ KE
(∫
Z
|γ(xnκ(n,t), z)|
pν(dz)
∣∣∣Fκ(n,t)
)
+KE
(∫
Z
∣∣∣
∫ t
κ(n,t)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,s), z)dw
k
s
∣∣∣pν(dz)
∣∣∣Fκ(n,t)
)
+KE
(∫
Z
∣∣∣
∫ t
κ(n,t)
∫
Z
Γ2(x
n
κ(n,s), z, z1)N˜(ds, dz1)
∣∣∣pν(dz)
∣∣∣Fκ(n,t)
)
+KE
(∫
Z
∣∣∣
∫ t
κ(n,t)
∫
Z
Γ3(x
n
κ(n,s), z, z1)N(ds, dz1)
∣∣∣pν(dz)
∣∣∣Fκ(n,t)
)
which on the application of Assumption A-3, an elementary inequality of stochastic integral and
Ho¨lder’s inequality yields,
E
(∫
Z
|γ(n)(t,xnκ(n,t), z)|
pν(dz)
∣∣∣Fκ(n,t)
)
≤ K(1 + |xnκ(n,t)|)
p
+Kn−
p
2+1E
( ∫
Z
∫ t
κ(n,t)
∣∣∣
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,s), z)
∣∣∣pdsν(dz)
∣∣∣Fκ(n,t)
)
+Kn−
p
2+1E
( ∫
Z
∫ t
κ(n,t)
∫
Z
|Γ2(x
n
κ(n,s), z, z1)|
pν(dz1)dsν(dz)
∣∣∣Fκ(n,t)
)
+KE
(∫
Z
∫ t
κ(n,t)
∫
Z
|Γ2(x
n
κ(n,s), z, z1)|
pν(dz1)dsν(dz)
∣∣∣Fκ(n,t)
)
+Kn−
p
2+1E
( ∫
Z
∫ t
κ(n,t)
∫
Z
|Γ3(x
n
κ(n,s), z, z1)|
pν(dz1)dsν(dz)
∣∣∣Fκ(n,t)
)
+KE
(∫
Z
∫ t
κ(n,t)
∫
Z
|Γ3(x
n
κ(n,s), z, z1)|
pν(dz1)dsν(dz)
∣∣∣Fκ(n,t)
)
+Kn−p+1E
(∫
Z
∫ t
κ(n,t)
∫
Z
|Γ3(x
n
κ(n,s), z, z1)|
pν(dz1)dsν(dz)
∣∣∣Fκ(n,t)
)
and then Remark 6 completes the proof. 
As a consequence of the above lemma, one obtains the following corollary.
Corollary 2. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E
∫
Z
|γ(n)(t, xnκ(n,t), z)|
pν(dz) ≤ KE(1 + |xnκ(n,t)|)
p
almost surely for any 2 ≤ p ≤ p0, t ∈ [0, T ] and n ∈ N where the positive constant K does not
depend on n.
Lemma 2.4. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E
(
|xnt − x
n
κ(n,t)|
p|Fκ(n,t)
)
≤ Kn−1
(
1 + |xnκ(n,t)|
)p
, when 8/3 ≤ p ≤ p0, and
E
(
|xnt − x
n
κ(n,t)|
p|Fκ(n,t)
)
≤ Kn−3p/8
(
1 + |xnκ(n,t)|
)p
, when 1 ≤ p < 8/3,
almost surely for any t ∈ [0, T ] and n ∈ N where positive constant K does not depend on n.
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Proof. By using the Milstein-type scheme defined in equation (4), one can write,
E
(
|xnt − x
n
κ(n,t)|
p|Fκ(n,t)
)
≤ KE
(∣∣∣
∫ t
κ(n,t)
b(n)(xnκ(n,s))ds
∣∣∣p
∣∣∣Fκ(n,t)
)
+KE
(∣∣∣
∫ t
κ(n,t)
σ(n)(s, xnκ(n,s))dws
∣∣∣p
∣∣∣Fκ(n,t)
)
+KE
(∣∣∣
∫ t
κ(n,t)
∫
Z
γ(n)(s, xnκ(n,s), z)N˜(ds, dz)
∣∣∣p
∣∣∣Fκ(n,t)
)
which on the application of an elementary inequality of stochastic integral and Ho¨lder’s inequality
yields,
E
(
|xnt − x
n
κ(n,t)|
p|Fκ(n,t)
)
≤ Kn−p+1E
( ∫ t
κ(n,t)
|b(n)(xnκ(n,s))|
pds
∣∣∣Fκ(n,t)
)
+Kn−
p
2+1E
(∫ t
κ(n,t)
|σ(n)(s, xnκ(n,s))|
pds
∣∣∣Fκ(n,t)
)
+Kn−
p
2+1E
(∫ t
κ(n,t)
∫
Z
|γ(n)(s, xnκ(n,s), z)|
pν(dz)ds
∣∣∣Fκ(n,t)
)
+KE
(∫ t
κ(n,t)
∫
Z
|γ(n)(s, xnκ(n,s), z)|
pν(dz)ds
∣∣∣Fκ(n,t)
)
and then the application of Lemmas [2.2, 2.3] completes the proof. 
As a consequence of the above lemma, one obtains the following corollary.
Corollary 3. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E|xnt − x
n
κ(n,t)|
p ≤ Kn−1E
(
1 + |xnκ(n,t)|
)p
, when 8/3 ≤ p ≤ p0, and
E|xnt − x
n
κ(n,t)|
p| ≤ Kn−3p/8E
(
1 + |xnκ(n,t)|
)p
, when 1 ≤ p < 8/3,
for any t ∈ [0, T ] and n ∈ N where positive constant K does not depend on n.
The following lemma establishes the moment bounds of the Milstein-type scheme defined in
equation (4).
Lemma 2.5. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
sup
n∈N
sup
0≤t≤T
E|xnt |
p0 ≤ K,
where K := K(L, T, p0,m, d, E|ξ|
p0) is a positive constant which does not depend on n.
Proof. Let us assume that p0 ≥ 4. By using Itoˆ’s formula for the Milstein-type scheme defined
in equation (4),
|xnt |
p0 =|ξ|p0 + p0
∫ t
0
|xns |
p0−2xns b
(n)(xnκ(n,s))ds+ p0
∫ t
0
|xns |
p0−2xns σ
(n)(s, xnκ(n,s))dws
+
p0(p0 − 2)
2
∫ t
0
|xns |
p0−4|σ(n)∗(s, xnκ(n,s))x
n
s |
2ds+
p0
2
∫ t
t0
|xns |
p0−2|σ(n)(s, xnκ(n,s))|
2ds
+ p0
∫ t
0
∫
Z
|xns |
p0−2xns γ
(n)(s, xnκ(n,s), z)N˜(ds, dz)
+
∫ t
0
∫
Z
{
|xns + γ
(n)(s, xnκ(n,s), z)|
p0 − |xns |
p0 − p0|x
n
s |
p0−2xns γ
(n)(s, xnκ(n,s), z)
}
N(ds, dz)
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almost surely for any t ∈ [0, T ] and n ∈ N. By taking expectation on both sides, martingale
terms vanish hence one obtains,
E|xnt |
p0 =E|ξ|p0 + p0E
∫ t
0
|xns |
p0−2xns b
(n)(xnκ(n,s))ds
+
p0(p0 − 1)
2
E
∫ t
0
|xns |
p0−2|σ(n)(s, xnκ(n,s))|
2ds
+E
∫ t
0
∫
Z
{
|xns + γ
(n)(s, xnκ(n,s), z)|
p0 − |xns |
p0 − p0|x
n
s |
p0−2xns γ
(n)(s, xnκ(n,s), z)
}
ν(dz)ds
for any t ∈ [0, T ] and n ∈ N. For last term on the right hand side of the above equation, one
applies formula for the remainder for map y ∈ Rd → |y|p0 ,
|y1 + y2|
p0 − |y1|
p0 − p0|y1|
p0−2y1y2 ≤ K
∫ 1
0
|y1 + sy2|
p0−2|y2|
2ds ≤ K(|y1|
p0−2|y2|
2 + |y2|
p0)
for any y1, y2 ∈ R
d which therefore gives,
E|xnt |
p0 ≤E|ξ|p0 + p0E
∫ t
0
|xns |
p0−2xns b
(n)(xnκ(n,s))ds
+
p0(p0 − 1)
2
E
∫ t
0
|xns |
p0−2|σ(n)(s, xnκ(n,s))|
2ds
+KE
∫ t
0
∫
Z
|xns |
p0−2|γ(n)(s, xnκ(n,s), z)|
2ν(dz)ds
+KE
∫ t
0
∫
Z
|γ(n)(s, xnκ(n,s), z)|
p0ν(dz)ds.
for any t ∈ [0, T ] and n ∈ N. Now, one uses the following inequality for estimating the third
term on the right hand side of the above inequality,
|y0 + y1 + y2 + y3|
2 = |y0|
2 + |y1|
2 + |y2|
2 + |y3|
2 + 2
d∑
i=1
m∑
j=1
yij0 y
ij
1 + 2
d∑
i=1
m∑
j=1
yij0 y
ij
2
+ 2
d∑
i=1
m∑
j=1
yij0 y
ij
3 + 2
d∑
i=1
m∑
j=1
yij1 y
ij
2 + 2
d∑
i=1
m∑
j=1
yij1 y
ij
3 + 2
d∑
i=1
m∑
j=1
yij2 y
ij
3
≤ |y0|
2 +K|y1|
2 +K|y2|
2 +K|y3|
2 + 2
d∑
i=1
m∑
j=1
yij0 y
ij
1 + 2
d∑
i=1
m∑
j=1
yij0 y
ij
2 + 2
d∑
i=1
m∑
j=1
yij0 y
ij
3
MILSTEIN-TYPE SCHEMES 9
for any y0, y1, y2, y3 ∈ R
d×m to obtain the following,
E|xnt |
p0 ≤E|ξ|p0 + p0E
∫ t
0
|xns |
p0−2(xns − x
n
κ(n,s))b
(n)(xnκ(n,s))ds
+
p0
2
E
∫ t
0
|xns |
p0−2{2xnκ(n,s)b
(n)(xnκ(n,s)) + (p0 − 1)|Λ
(n)
0 (x
n
κ(n,s))|
2}ds
+KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k
1 (xκ(n,r))dw
k
r
∣∣∣2ds
+KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣2ds
+KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)N(dr, dz)
∣∣∣2ds
+KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,ij
1 (x
n
κ(n,r))dw
k
r ds
+KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
∫
Z
Λ
(n),ij
2 (x
n
κ(n,r), z)N˜(dr, dz)ds
+KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
∫
Z
Λ
(n),ij
3 (x
n
κ(n,r), z)N(dr, dz)ds
+KE
∫ t
0
|xns |
p0ds+KE
∫ t
0
∫
Z
|γ(xnκ(n,s), z)|
p0ν(dz)ds
+KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z)dw
k
r
∣∣∣p0ν(dz)ds
+KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z, z1)N˜(dr, dz1)
∣∣∣p0ν(dz)ds
+KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z, z1)N(dr, dz1)
∣∣∣p0ν(dz)ds
=: E|ξ|p0 +K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds
+ F1 + F2 + F3 + F4 + F5 + F6 + F7 + F8 + F8 + F9 + F10 + F11 (5)
for any t ∈ [0, T ] and n ∈ N. For estimating F1, one proceeds as follows,
F1 := p0E
∫ t
0
|xns |
p0−2(xns − x
n
κ(n,s))b
(n)(xnκ(n,s))ds
≤ KE
∫ t
0
|xns − x
n
κ(n,s)|
p0−1|b(n)(xnκ(n,s))|ds
+KE
∫ t
0
|xnκ(n,s)|
p0−2|xns − x
n
κ(n,s)||b
(n)(xnκ(n,s))|ds
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which on using Remark 6 yields,
F1 ≤ Kn
1/4E
∫ t
0
(1 + |xnκ(n,s)|)E(|x
n
s − xκ(n,s)|
p0−1|Fκ(n,s))ds
+ n1/4KE
∫ t
0
(1 + |xnκ(n,s)|
p0−1)E(|xns − x
n
κ(n,s)||Fκ(n,s))ds
and then the application of Lemma 2.4 gives the following estimates,
F1 ≤ Kn
− 12E
∫ t
0
(1 + |xnκ(n,s)|
p0)ds ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (6)
for any t ∈ [0, T ] and n ∈ N. Moreover, F2 can be estimated as follows,
F2 :=
p0
2
E
∫ t
0
|xns |
p0−2{2xnκ(n,s)b
(n)(xnκ(n,s)) + (p0 − 1)|Λ
(n)
0 (x
n
κ(n,s))|
2}ds
≤
p0
2
E
∫ t
0
|xns |
p0−2
2xnκ(n,s)b(x
n
κ(n,s)) + (p0 − 1)|σ(x
n
κ(n,s))|
2
1 + n−1|xnκ(n,s)|
4ρ
ds
≤ KE
∫ t
0
|xns |
p0−2(1 + |xnκ(n,s)|
2)ds ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (7)
for any t ∈ [0, T ] and n ∈ N. Furthermore, one uses Young’s inequality and an elementary
inequality of stochastic integral to obtain,
F3 := KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))dw
k
r
∣∣∣2ds
≤ KE
∫ t
0
|xns |
p0ds+KE
∫ t
0
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))dw
k
r
∣∣∣p0ds
≤ KE
∫ t
0
|xns |
p0ds+Kn−
p0
2 +1E
∫ t
0
∫ s
κ(n,s)
∣∣∣
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))
∣∣∣p0drds
and then the application of Remark 6 implies,
F3 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (8)
for any t ∈ [0, T ] and n ∈ N. For F4, one writes
F4 := KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣2ds
≤ KE
∫ t
0
n
p0−2
p0 |xns − x
n
κ(n,s)|
p0−2n−
p0−2
p0
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣2ds
+KE
∫ t
0
|xnκ(n,s)|
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣2ds
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and then due to Young’s inequality and an elementary inequality of stochastic integral, it follows
that,
F4 ≤ Kn
∫ t
0
E|xns − x
n
κ(n,s)|
p0ds
+Kn−
p0−2
2 −
p0
2 +1E
∫ t
0
∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z)|
p0ν(dz)drds
+Kn−
p0−2
2 E
∫ t
0
∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z)|
p0ν(dz)drds
+KE
∫ t
0
|xnκ(n,s)|
p0−2
∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z)|
2ν(dz)drds
which on the application of Remark 6 and Corollary 3 yields the following estimates,
F4 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (9)
for any t ∈ [0, T ] and n ∈ N. For estimating F5, one proceeds as follows,
F5 := KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)N(dr, dz)
∣∣∣2ds
≤ KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣2ds
+KE
∫ t
0
|xns |
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)ν(dz)dr
∣∣∣2ds
≤ KE
∫ t
0
n
p0−2
p0 |xns − x
n
κ(n,s)|
p0−2n−
p0−2
p0
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣2ds
+KE
∫ t
0
|xnκ(n,s)|
p0−2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣2ds
+Kn−1E
∫ t
0
|xns |
p0−2
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|
2ν(dz)drds
which on the application of Young’s inequality and an elementary inequality of stochastic integrals
give,
F5 ≤ KnE
∫ t
0
|xns − x
n
κ(n,s)|
p0ds+Kn−
p0−2
2 −
p0
2 +1E
∫ t
0
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|
p0ν(dz)drds
+Kn−
p0−2
2 E
∫ t
0
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|
p0ν(dz)drds
+KE
∫ t
0
|xnκ(n,s)|
p0−2
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|
2ν(dz)drds
+Kn−1E
∫ t
0
|xns |
p0−2
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|
2ν(dz)drds
and then due to Remark 6, Corollary 3 and Young’s inequality, one obtains,
F5 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (10)
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for any t ∈ [0, T ] and n ∈ N. In order to estimate F6, one uses Remark 6 to obtain the following,
F6 := KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,ij
1 (x
n
κ(n,r))dw
k
r ds
≤ KE
∫ t
0
|xns |
p0−2n1/8(1 + |xnκ(n,s)|)
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))dw
k
r
∣∣∣ds
≤ KE
∫ t
0
|xns − x
n
κ(n,s)|
p0−2n
p0−2
p0 (1 + |xnκ(n,s)|)n
1
8−
p0−2
p0
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))dw
k
r
∣∣∣ds
+KE
∫ t
0
(1 + |xnκ(n,s)|
p0−1)n
1
8
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))dw
k
r
∣∣∣ds
which on the application of Young’s inequality and an elementary inequality of stochastic integral
gives the following estimates,
F6 ≤ KnE
∫ t
0
|xns − x
n
κ(n,s)|
p0ds
+Kn
p0
16−
p0−2
2 −
p0
4 +1E
∫ t
0
(1 + |xnκ(n,s)|)
p0
2
∫ s
κ(n,s)
∣∣∣
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))
∣∣∣
p0
2
drds
+KE
∫ t
0
(1 + |xnκ(n,s)|
p0−1)n
1
8
(∫ s
κ(n,s)
∣∣∣
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))
∣∣∣2dr
) 1
2
ds
and then due to Remark 6 and Corollary 3, one obtains,
F6 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (11)
for any t ∈ [0, T ] and n ∈ N. Similarly, for estimating F7, one writes,
F7 := KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
∫
Z
Λ
(n),ij
2 (x
n
κ(n,r), z)N˜(dr, dz)ds
≤KE
∫ t
0
n
p0−2
p0 |xns − x
n
κ(n,s)|
p0−2n
1
8−
p0−2
p0 (1 + |xnκ(n,s)|)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣ds
+KE
∫ t
0
(1 + |xnκ(n,s)|
p0−1)n
1
8
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣ds
and then one uses Young’s inequality and an elementary inequality of stochastic integral to
obtain,
F7 ≤ KnE
∫ t
0
|xns − x
n
κ(n,s)|
p0ds
+Kn
p0
16−
p0−2
2 −
p0
4 +1E
∫ t
0
(1 + |xnκ(n,s)|)
p0
2
∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z)|
p0
2 ν(dz)drds
+Kn
p0
16−
p0−2
2 E
∫ t
0
(1 + |xnκ(n,s)|)
p0
2
∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z)|
p0
2 ν(dz)drds
+KE
∫ t
0
(1 + |xnκ(n,s)|
p0−1)n
1
8
( ∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z)|
2ν(dz)dr
) 1
2
ds
MILSTEIN-TYPE SCHEMES 13
which due to Remark 6 and Corollary 3 yields,
F7 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |ds (12)
for any t ∈ [0, T ] and n ∈ N. Further, due to Remark 6, one has
F8 := KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
∫
Z
Λ
(n),ij
3 (x
n
κ(n,r), z)N(dr, dz)ds
= KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
∫
Z
Λ
(n),ij
3 (x
n
κ(n,r), z)N˜(dr, dz)ds
+KE
∫ t
0
|xns |
p0−2
d∑
i=1
m∑
j=1
Λ
(n),ij
0 (x
n
κ(n,s))
∫ s
κ(n,s)
∫
Z
Λ
(n),ij
3 (x
n
κ(n,r), z)ν(dz)drds
≤ KE
∫ t
0
n
p0−2
p0 |xns − x
n
κ(n,s)|
p0−2n
1
8−
p0−2
p0 (1 + |xnκ(n,s)|)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣ds
+KE
∫ t
0
|xnκ(n,s)|
p0−2n
1
8 (1 + |xnκ(n,s)|)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)N˜(dr, dz)
∣∣∣ds
+KE
∫ t
0
|xns |
p0−2n
1
8 (1 + |xnκ(n,s)|)
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|ν(dz)drds
which on applying Young’s inequality and an elementary inequality of stochastic integrals gives,
F8 ≤ KnE
∫ t
0
|xns − x
n
κ(n,s)|
p0ds
+Kn
p0
16−
p0−2
2 −
p0
4 +1E
∫ t
0
(1 + |xnκ(n,s)|)
p0
2
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)|
p0
2 ν(dz)drds
+Kn
p0
16−
p0−2
2 E
∫ t
0
(1 + |xnκ(n,s)|)
p0
2
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z)|
p0
2 ν(dz)drds
+KE
∫ t
0
|xnκ(n,s)|
p0−2n
1
8 (1 + |xnκ(n,s)|)
( ∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|
2ν(dz)dr
) 1
2
ds
+KE
∫ t
0
|xns |
p0−2n
1
8 (1 + |xnκ(n,s)|)
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z)|ν(dz)drds
and then the application of Remark 6 and Corollary 3 implies
F8 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (13)
for any t ∈ [0, T ] and n ∈ N. For estimating F9, one uses an elementary inequality of stochastic
integral and obtains the following,
F9 := KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z)dw
j
r
∣∣∣p0ν(dz)ds
≤ Kn−
p0
2 +1E
∫ t
0
∫
Z
∫ s
κ(n,s)
|Γ
(n)
1 (x
n
κ(n,r), z)|
p0drν(dz)ds
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which on the application of Remark 6 gives,
F9 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (14)
for any t ∈ [0, T ] and n ∈ N. Again, due to an elementary inequality of stochastic integral, one
obtains the following estimates,
F10 := KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z, z1)N˜(dr, dz1)
∣∣∣p0ν(dz)ds
≤ Kn−
p0
2 +1E
∫ t
0
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z, z1)|
p0drν(dz1)ν(dz)ds
+KE
∫ t
0
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z, z1)|
p0drν(dz1)ν(dz)ds
and then Remark 6 gives the following estimates,
F10 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (15)
for any t ∈ [0, T ] and n ∈ N. For estimating F11, one uses an elementary inequality of stochastic
integrals to get,
F11 := KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z, z1)N(dr, dz1)
∣∣∣p0ν(dz)ds
≤ KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z, z1)N˜(dr, dz1)
∣∣∣p0ν(dz)ds
+KE
∫ t
0
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z, z1)ν(dz1)dr
∣∣∣pν(dz)ds
+Kn−
p
2+1E
∫ t
0
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ3(x
n
κ(n,r), z, z1)|
pν(dz1)drν(dz)ds
≤ KE
∫ t
0
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ3(x
n
κ(n,r), z, z1)|
pν(dz1)drν(dz)ds
+Kn−p+1E
∫ t
0
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ3(x
n
κ(n,r), z, z1)|
pν(dz1)drν(dz)ds
and then the application Remark 6 gives,
F11 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (16)
for any t ∈ [0, T ] and n ∈ N. Therefore, on substituting all the estimates from equations (6) to
(16) in equation (5) yields,
sup
0≤r≤t
E|xnr |
p0 ≤ K +K
∫ t
0
sup
0≤r≤s
E|xnr |
p0ds (17)
for any t ∈ [0, T ] and n ∈ N. The Gronwall’s inequality completes the proof. 
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3. Rate of Convergence
Before showing the main result of this article i.e. Theorem 1.1, one requires to prove the
following lemmas.
Lemma 3.1. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E
(
|xnt − x
n
κ(n,t)|
p|Fκ(n,t)) ≤ Kn
−1(1 + |xnκ(n,t)|)
p
almost surely for any 2 ≤ p ≤ p0/(2ρ + 2) and n ∈ N where the positive constant K does not
depend on n.
Proof. The proof follows by using the Milstein-type scheme defined in equation (4). 
Corollary 4. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
sup
0≤t≤T
E|xnt − x
n
κ(n,t)|
p ≤ Kn−1
for any 2 ≤ p ≤ p0/(2ρ+ 2) and n ∈ N where the positive constant K does not depend on n.
Proof. The proof follows due to Lemmas [3.1, 2.1]. 
Lemma 3.2. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
sup
0≤t≤T
E
∫
Z
|γ(xnt , z)− γ
(n)(t, xnκ(n,t), z)|
2ν(dz) ≤ Kn−2
for any n ∈ N where constant K > 0 does not depend on n.
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Proof. By Itoˆ’s formula, one obtains
γ(xnt , z) = γ(x
n
κ(n,t), z) +
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
b(n),u(xnκ(n,s))ds
+
1
2
d∑
u
d∑
v=1
∫ t
κ(n,t)
∂2γ(xns , z)
∂xu∂xv
m∑
j=1
σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))ds
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
m∑
j=1
σuj(xnκ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
dwjs
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
m∑
j=1
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r dw
j
s
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
m∑
j=1
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜(dr, dz1)dw
j
s
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
m∑
j=1
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)dw
j
s
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫
Z
γu(xnκ(n,s), z1)N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
∫
Z
Γ
(n),u
2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
∫
Z
Γ
(n),u
3 (x
n
κ(n,r), z1, z2)N(dr, dz2)N˜(ds, dz1)
+
∫ t
κ(n,t)
∫
Z
{
γ(xns + γ
(n)(s, xnκ(n,s), z1), z)− γ(x
n
s , z)−
d∑
u=1
∂γ(xns , z)
∂xu
γ(n),u(s, xnκ(n,s), z1)
}
N(ds, dz1)
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which can also be written as below,
γ(xnt , z) = γ(x
n
κ(n,t), z) +
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
b(n),u(xnκ(n,s))ds
+
1
2
d∑
u
d∑
v=1
m∑
j=1
∫ t
κ(n,t)
∂2γ(xns , z)
∂xu∂xv
σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))ds
+
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
{∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
} σuj(xnκ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
dwjs
+
∫ t
κ(n,t)
m∑
j=1
Γ
(n),j
1 (x
n
κ(n,s), z)dw
j
s
+
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r dw
j
s
+
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜ (dr, dz1)dw
j
s
+
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)dw
j
s
+
d∑
u=1
∫ t
κ(n,t)
{∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
}∫
Z
γu(xnκ(n,s), z1)N˜(ds, dz1)
+
∫ t
κ(n,t)
∫
Z
Γ2(x
n
κ(n,s), z, z1)N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
∫
Z
Γ
(n),u
2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
∫
Z
Γ
(n),u
3 (x
n
κ(n,r), z1, z2)N(dr, dz2)N˜(ds, dz1)
+
∫ t
κ(n,t)
∫
Z
{
γ(xns + γ
(n)(s, xnκ(n,s), z1), z)− γ(x
n
s , z)
−
d∑
u=1
∂γ(xns , z)
∂xu
γ(n),u(s, xnκ(n,s), z1)
}
N(ds, dz1)
−
∫ t
κ(n,t)
∫
Z
{
γ(xnκ(n,s) + γ(x
n
κ(n,s), z1), z)− γ(x
n
κ(n,s), z)
−
d∑
u=1
∂γ(xnκ(n,s), z)
∂xu
γu(xnκ(n,s), z1)
}
N(ds, dz1)
+
∫ t
κ(n,t)
∫
Z
Γ3(x
n
κ(n,s), z, z1)N(ds, dz1)
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and hence one obtains the following estimates,
E
∫
Z
|γ(xnt , z)− γ
(n)(t, xnκ(n,t), z)|
2ν(dz) ≤ KE
∫
Z
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
b(n),u(xnκ(n,s))ds
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u
d∑
v=1
m∑
j=1
∫ t
κ(n,t)
∂2γ(xns , z)
∂xu∂xv
σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))ds
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
{∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
} σuj(xnκ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
dwjs
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r dw
j
s
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜ (dr, dz1)dw
j
s
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)dw
j
s
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
∫ t
κ(n,t)
{∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
}∫
Z
γu(xnκ(n,s), z1)N˜ (ds, dz1)
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫
Z
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r N˜(ds, dz1)
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫
Z
∫ s
κ(n,s)
∫
Z
Γ
(n),u
2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)N˜(ds, dz1)
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∂γ(xns , z)
∂xu
∫
Z
∫ s
κ(n,s)
∫
Z
Γ
(n),u
3 (x
n
κ(n,r), z1, z2)N(dr, dz2)N˜(ds, dz1)
∣∣∣2ν(dz)
+KE
∫
Z
∣∣∣
∫ t
κ(n,t)
∫
Z
{
γ(xns + γ
(n)(s, xnκ(n,s), z1), z)− γ(x
n
κ(n,s) + γ(x
n
κ(n,s), z1), z) + γ(x
n
κ(n,s), z)
− γ(xns , z) +
d∑
u=1
∂γ(xnκ(n,s), z)
∂xu
γu(xnκ(n,s), z1)−
d∑
u=1
∂γ(xns , z)
∂xu
γ(n),u(s, xnκ(n,s), z1)
}
N(ds, dz1)
∣∣∣2ν(dz)
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for any t ∈ [0, T ], z ∈ Z and n ∈ N. Due to Ho¨lder’s inequality and an elementary inequality of
stochastic integral, one obtains
E
∫
Z
|γ(xnt , z)− γ
(n)(t, xnκ(n,t), z)|
2ν(dz)
≤ Kn−1E
∫ t
κ(n,t)
d∑
u=1
|b(n),u(xnκ(n,s))|
2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
+Kn−1E
d∑
u
d∑
v=1
m∑
j=1
∫ t
κ(n,t)
|σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))|
2
∫
Z
∣∣∣∂2γ(xns , z)
∂xu∂xv
∣∣∣2ν(dz)ds
+KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
|σuj(xnκ(n,s))|
2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
∣∣∣2ν(dz)ds
+KE
d∑
u=1
m∑
j=1
m∑
k=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r
∣∣∣2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
+KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜(dr, dz1)
∣∣∣2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
+KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)
∣∣∣2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
+KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
|γu(xnκ(n,s), z1)|
2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
∣∣∣2ν(dz)ds
+KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
+KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ
(n),u
2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
+KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ
(n),u
3 (x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
+KE
∫
Z
∫ t
κ(n,t)
∫
Z
∣∣∣γ(xns + γ(n)(s, xnκ(n,s), z1), z)− γ(xnκ(n,s) + γ(xnκ(n,s), z1), z)
+ γ(xnκ(n,s), z)− γ(x
n
s , z)
+
d∑
u=1
∂γ(xnκ(n,s), z)
∂xu
γu(xnκ(n,s), z1)−
d∑
u=1
∂γ(xns , z)
∂xu
γ(n),u(s, xnκ(n,s), z1)
∣∣∣2ν(dz1)dsν(dz)
=:G1 +G2 +G3 +G4 +G5 +G6 +G7 +G8 +G9 +G10 +G11 (18)
for any t ∈ [0, T ] and n ∈ N. For estimating G1, one uses Remarks [5, 6] and Lemma 2.5 to
obtain the following estimates,
G1 := n
−1E
∫ t
κ(n,t)
d∑
u=1
|b(n),u(xnκ(n,s))|
2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
≤ Kn−2E(1 + |xnκ(n,t)|)
2ρ+2 ≤ Kn−2 (19)
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for any t ∈ [0, T ] and n ∈ N. Similarly, G2 can be estimated by using Remark [5, 6] and Lemma
2.5,
G2 := Kn
−1E
d∑
u
d∑
v=1
m∑
j=1
∫ t
κ(n,t)
|σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))|
2
∫
Z
∣∣∣∂2γ(xns , z)
∂xu∂xv
∣∣∣2ν(dz)ds
≤ Kn−1E
∫ t
κ(n,t)
|σ(n)(s, xnκ(n,s))|
4ds ≤ Kn−2 (20)
for any t ∈ [0, T ] and n ∈ N. Also, for estimating G3, one uses Assumption A-5, Remark 5 and
Lemma 3.1 to write,
G3 := KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
|σuj(xnκ(n,s))|
2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
∫ t
κ(n,t)
|xns − x
n
κ(n,s)|
2|σ(xnκ(n,s))|
2ds ≤ Kn−2 (21)
for any t ∈ [0, T ] and n ∈ N. Due to an elementary inequality of stochastic integral, Remarks [5,
6] and Lemma 2.5, G4 is estimated by,
G4 := KE
d∑
u=1
m∑
j=1
m∑
k=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r
∣∣∣2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
d∑
u=1
m∑
j=1
m∑
k=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r
∣∣∣2ds
≤ KE
m∑
k=1
∫ t
κ(n,t)
∫ s
κ(n,s)
|Λ
(n),k
1 (x
n
κ(n,r))|
2drds ≤ Kn−2 (22)
for any t ∈ [0, T ] and n ∈ N. Furthermore, one uses Remarks [5, 6] and Lemma 2.5 to estimate
G5 as,
G5 := KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜ (dr, dz1)
∣∣∣2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜(dr, dz1)
∣∣∣2ds
≤ KE
∫ t
κ(n,t)
∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z1)|
2ν(dz1)drds ≤ Kn
−2 (23)
MILSTEIN-TYPE SCHEMES 21
for any t ∈ [0, T ] and n ∈ N. Similarly, one estimates G6 as,
G6 := KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)
∣∣∣2
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N˜(dr, dz1)
∣∣∣2ds
+KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)ν(dz1)dr
∣∣∣2ds
≤ KE
∫ t
κ(n,t)
∫ s
κ(n,s)
∫
Z
|Λ
(n)
3 (x
n
κ(n,r), z1)|
2ν(z1)drds ≤ Kn
−2 (24)
for any t ∈ [0, T ] and n ∈ N. Similarly, for estimating G7, one uses Remark 5, Assumption 5 and
Lemma 3.1 to obtain the following,
G7 := KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
|γu(xnκ(n,s), z1)|
2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
−
∂γ(xnκ(n,s), z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
∫ t
κ(n,t)
(1 + |xnκ(n,s)|)
2|xns − x
n
κ(n,s)|
2ds ≤ Kn−2 (25)
for any t ∈ [0, T ] and n ∈ N. Also, ones the similar approach as before to estimate G8 by,
G8 := KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)ds
≤ KE
∫ t
κ(n,t)
∫
Z
∫ s
κ(n,s)
|Γ
(n)
1 (x
n
κ(n,r), z1)|
2drν(dz1)ds ≤ Kn
−2 (26)
for any t ∈ [0, T ] and n ∈ N. Also, one estimates G9 by,
G9 := KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ
(n),u
2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ
(n),u
2 (x
n
κ(n,r), z1, z2)N˜ (dr, dz2)
∣∣∣2ν(dz1)ds
≤ KE
∫ t
κ(n,t)
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z1, z2)|
2ν(dz2)drν(dz1)ds ≤ Kn
−2 (27)
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for any t ∈ [0, T ] and n ∈ N. Moreover, for estimating G10, one writes,
G10 := KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ
(n),u
3 (x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)
∫
Z
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2ν(dz)ds
≤ KE
d∑
u=1
∫ t
κ(n,t)
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ
(n),u
3 (x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)ds
≤ KE
∫ t
κ(n,t)
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ
(n)
3 (x
n
κ(n,r), z1, z2)|
2ν(dz2)drν(dz1)ds ≤ Kn
−2 (28)
for any t ∈ [0, T ]. Finally, for estimating G11, one writes,
G11 := KE
∫
Z
∫ t
κ(n,t)
∫
Z
∣∣∣γ(xns + γ(n)(s, xnκ(n,s), z1), z)− γ(xnκ(n,s) + γ(xnκ(n,s), z1), z)
+ γ(xnκ(n,s), z)− γ(x
n
s , z)
+
d∑
u=1
∂γ(xnκ(n,s), z)
∂xu
γu(xnκ(n,s), z1)−
d∑
u=1
∂γ(xns , z)
∂xu
γ(n),u(s, xnκ(n,s), z1)
∣∣∣2ν(dz1)dsν(dz)
≤ KE
∫
Z
∫ t
κ(n,t)
{∫
Z
|γ(xns + γ
(n)(s, xnκ(n,s), z1), z)− γ(x
n
κ(n,s) + γ(x
n
κ(n,s), z1), z)|
2ν(dz)
+
∫
Z
|γ(xnκ(n,s), z)− γ(x
n
s , z)|
2ν(dz)
+
∫
Z
d∑
u=1
∣∣∣∂γ(x
n
κ(n,s), z)
∂xu
−
∂γ(xns , z)
∂xu
∣∣∣2ν(dz)|γu(xnκ(n,s), z1)|2
}
ν(dz1)ds
+KE
∫
Z
∫ t
κ(n,t)
∫
Z
d∑
u=1
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),j,u
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)dsν(dz)
+KE
∫
Z
∫ t
κ(n,t)
∫
Z
d∑
u=1
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2
∣∣∣
∫ s
κ(n,s)
∫
Z
Γu2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2ν(dz1)dsν(dz)
+KE
∫
Z
∫ t
κ(n,t)
∫
Z
d∑
u=1
∣∣∣∂γ(xns , z)
∂xu
∣∣∣2
∣∣∣
∫ s
κ(n,s)
∫
Z
Γu3 (x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)dsν(dz)
which due to Remark [5, 6], Lemma 3.1, Corollary 4 and an elementary inequality of stochastic
integrals gives,
G11 ≤ KE
∫ t
κ(n,t)
|xns − x
n
κ(n,s)|
2 +KE
∫ t
κ(n,t)
|xns − x
n
κ(n,s)|
2(1 + |xnκ(n,s)|
2)ds
+KE
∫
Z
∫ t
κ(n,t)
∫ s
κ(n,s)
|Γ
(n)
1 (x
n
κ(n,r), z1)|
2drν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z1, z2)|
2drν(dz2)ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∫ s
κ(n,s)
∫
Z
|Γ3(x
n
κ(n,r), z1, z2)|
2drν(dz2)ν(dz1)ds ≤ Kn
−2 (29)
for any t ∈ [0, T ] and n ∈ N. The proof is completed by substituting estimates from (19) to (29)
in equation (18). 
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Lemma 3.3. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
sup
0≤t≤T
E|σ(xnt )− σ
(n)(t, xnκ(n,t))|
2 ≤ Kn−1−
2
2+δ .
for any n ∈ N where the positive constant K does not depend on n.
Proof. By the application of Itoˆ’s formula, one obtains
σ(xnt ) = σ(x
n
κ(n,t)) +
d∑
u=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
b(n),u(xnκ(n,s))ds
+
1
2
d∑
u
d∑
v=1
∫ t
κ(n,t)
∂2σ(xns )
∂xu∂xv
m∑
j=1
σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))ds
+
d∑
u=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
m∑
j=1
σuj(xnκ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
dwjs
+
d∑
u=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
m∑
j=1
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r dw
j
s
+
d∑
u=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
m∑
j=1
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜(dr, dz1)dw
j
s
+
d∑
u=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
m∑
j=1
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)dw
j
s
+
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
γu(xnκ(n,s), z1)N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)N˜(ds, dz1)
+
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu3 (x
n
κ(n,r), z1, z2)N(dr, dz2)N˜(ds, dz1)
+
∫ t
κ(n,t)
∫
Z
{
σ(xns + γ
(n)(s, xnκ(n,s), z1))− σ(x
n
s )−
d∑
u=1
∂σ(xns )
∂xu
γ(n),u(s, xnκ(n,s), z1)
}
N(ds, dz1)
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which on using the definition (2) gives,
E|σ(xnt )− σ
(n)(t, xnκ(n,t))|
2 ≤ KE|σ(xnκ(n,t))− Λ
(n)
0 (x
n
κ(n,t))|
2
+KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
b(n),u(xnκ(n,s))ds
∣∣∣2
+KE
∣∣∣
d∑
u
d∑
v=1
m∑
j=1
∫ t
κ(n,t)
∂2σ(xns )
∂xu∂xv
σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))ds
∣∣∣2
+KE
∣∣∣
m∑
k=1
∫ t
κ(n,t)
d∑
u=1
{∂σ(xns )
∂xu
−
∂σ(xnκ(n,s))
∂xu
} σuk(xnκ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
dwks
∣∣∣2
+KE
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r dw
j
s
∣∣∣2
+KE
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜(dr, dz1)dw
j
s
∣∣∣2
+KE
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)dw
j
s
∣∣∣2
+KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
{∂σ(xns )
∂xu
−
∂σ(xnκ(n,s))
∂xu
}
γu(xnκ(n,s), z1)N˜(ds, dz1)
∣∣∣2
+KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
{
1−
1
1 + n−1|xnκ(n,s)|
4ρ
}∂σ(xnκ(n,s))
∂xu
γu(xnκ(n,s), z1)N˜(ds, dz1)
∣∣∣2
+KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r N˜(ds, dz1)
∣∣∣2
+KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)N˜(ds, dz1)
∣∣∣2
+KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu3 (x
n
κ(n,r), z1, z2)N(dr, dz2)N˜(ds, dz1)
∣∣∣2
+KE
∣∣∣
∫ t
κ(n,t)
∫
Z
{
σ(xns + γ
(n)(s, xnκ(n,s), z1))− σ(x
n
s )−
d∑
u=1
∂σ(xns )
∂xu
γ(n),u(s, xnκ(n,s), z1)
−
σ(xns + γ(x
n
κ(n,s), z1))− σ(x
n
s )−
∑d
u=1
∂σ(xns )
∂xu γ
u(xnκ(n,s), z1)
1 + n−1|xnκ(n,s)|
4ρ
}
N(ds, dz1)
∣∣∣2
:=H1 +H2 +H3 +H4 +H5 +H6 +H7 +H8 +H9 +H10 +H11 +H12 +H13 (30)
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for any t ∈ [0, T ] and n ∈ N. One uses Remark 5 and Lemma 2.5 to obtain,
H1 := KE|σ(x
n
κ(n,t))− Λ
(n)
0 (x
n
κ(n,t))|
2
≤ KE
∣∣∣σ(xnκ(n,t))−
σ(xnκ(n,t))
1 + n−1|xnκ(n,t)|
2ρ
∣∣∣2
≤ Kn−2E|σ(xnκ(n,t))|
2|xnκ(n,t)|
4ρ ≤ Kn−2 (31)
for any t ∈ [0, T ] and n ∈ N. For estimating H2, one applies Ho¨lder’s inequality, Remarks [5, 6]
and Lemma 2.5 to get,
H2 := KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
b(n),u(xnκ(n,s))ds
∣∣∣2
≤ Kn−1E
∫ t
κ(n,t)
(1 + |xns |)
ρ(1 + |xnκ(n,s)|)
2ρ+2ds ≤ Kn−2 (32)
for any t ∈ [0, T ] and n ∈ N. Similarly, one estimates H3 by,
H3 := KE
∣∣∣
d∑
u
d∑
v=1
m∑
j=1
∫ t
κ(n,t)
∂2σ(xns )
∂xu∂xv
σ(n),uj(s, xnκ(n,s))σ
(n),vj(s, xnκ(n,s))ds
∣∣∣2
≤ Kn−1E
∫ t
κ(n,t)
(1 + |xns |)
ρ−2|σ(n)(s, xnκ(n,s))|
4ds ≤ Kn−2 (33)
for any t ∈ [0, T ] and n ∈ N. For estimating H4, one uses Assumption A-5, Remark 5 to obtain,
H4 := KE
∣∣∣
m∑
k=1
∫ t
κ(n,t)
d∑
u=1
{∂σ(xns )
∂xu
−
∂σ(xnκ(n,s))
∂xu
} σuk(xnκ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
dwks
∣∣∣2
≤ KE
m∑
k=1
∫ t
κ(n,t)
d∑
u=1
∣∣∣∂σ(xns )
∂xu
−
∂σ(xnκ(n,s))
∂xu
∣∣∣2|σuk(xnκ(n,s))|2ds
≤ KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ−2|xns − x
n
κ(n,s)|
2(1 + |xnκ(n,s)|)
ρ+2ds
which on the application of Ho¨lder’s inequality, Corollary 4 gives the following estimates,
H4 ≤ K
∫ t
κ(n,t)
{E|xns − x
n
κ(n,s)|
2+δ}
2
2+δ {E(1 + |xns |+ |x
n
κ(n,s)|)
2ρ(2+δ)
δ }
δ
2+δ ds
≤ Kn−1−
2
2+δ (34)
for any t ∈ [0, T ] and n ∈ N. For estimating H5, one uses Ho¨lder’s equality, an elementary
inequality of stochastic integrals, Remarks [5, 6] and Lemma 2.5 to obtain,
H5 := KE
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k,uj
1 (x
n
κ(n,r))dw
k
r dw
j
s
∣∣∣2
≤ K
∫ t
κ(n,t)
{E(1 + |xns |)
ρ}
1
2
{
E
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))dw
k
r
∣∣∣4
} 1
2
ds
≤ K
∫ t
κ(n,t)
{
n−1E
∫ s
κ(n,s)
∣∣∣
m∑
k=1
Λ
(n),k
1 (x
n
κ(n,r))
∣∣∣4dr
} 1
2
ds ≤ Kn−2 (35)
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for any t ∈ [0, T ] and n ∈ N. Similarly, for estimating H6, one writes,
H6 := KE
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜(dr, dz1)dw
j
s
∣∣∣2
≤ KE
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∣∣∣∂σ(xns )
∂xu
∣∣∣2
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
2 (x
n
κ(n,r), z1)N˜(dr, dz1)
∣∣∣2ds
≤ KE
∫ t
κ(n,t)
(1 + |xns |)
ρ
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z1)N˜(dr, dz1)
∣∣∣2ds
≤ K
∫ t
κ(n,t)
{
E(1 + |xns |)
ρ(2+δ)
δ
} δ
2+δ
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
2 (x
n
κ(n,r), z1)N˜(dr, dz1)
∣∣∣2+δ
} 2
2+δ
ds
≤ K
∫ t
κ(n,t)
{
E
( ∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z1)|
2ν(dz1)dr
) 2+δ
2
+ E
∫ s
κ(n,s)
∫
Z
|Λ
(n)
2 (x
n
κ(n,r), z1)|
2+δν(dz1)
} 2
2+δ
ds
≤ Kn−1−
2
2+δ (36)
for any t ∈ [0, T ] and n ∈ N. For estimating H7, one proceeds as before,
H7 := KE
∣∣∣
d∑
u=1
m∑
j=1
∫ t
κ(n,t)
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Λ
(n),uj
3 (x
n
κ(n,r), z1)N(dr, dz1)dw
j
s
∣∣∣2
≤ KE
∫ t
κ(n,t)
(1 + |xns |)
ρ
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z1)N(dr, dz1)
∣∣∣2ds
≤ KE
∫ t
κ(n,t)
{
E(1 + |xns |)
ρ(2+δ)
δ
} δ
2+δ
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Λ
(n)
3 (x
n
κ(n,r), z1)N(dr, dz1)
∣∣∣2+δ
} 2
2+δ
ds
≤ Kn−1−
2
2+δ (37)
for any t ∈ [0, T ] and n ∈ N. Further, for estimating H8, due to Assumption 5 and Remark 5,
one writes,
H8 := KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
{∂σ(xns )
∂xu
−
∂σ(xnκ(n,s))
∂xu
}
γu(xnκ(n,s), z1)N˜ (ds, dz1)
∣∣∣2
≤ KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ−2|xns − x
n
κ(n,s)|
2(1 + |xnκ(n,s)|)
2ds
≤ K
∫ t
κ(n,t)
{E|xns − x
n
κ(n,s)|
2+δ}
2
2+δ {E(1 + |xns |+ |x
n
κ(n,s)|)
ρ(2+δ)
δ }
δ
2+δ ds
≤ Kn−1−
2
2+δ (38)
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for any t ∈ [0, T ] and n ∈ N. Also, on applying Remark 5 and Lemma 2.5, one gets
H9 := KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
{
1−
1
1 + n−1|xnκ(n,s)|
4ρ
}∂σ(xnκ(n,s))
∂xu
γu(xnκ(n,s), z1)N˜(ds, dz1)
∣∣∣2
≤ Kn−2E
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
|xnκ(n,s)|
8ρ
∣∣∣∂σ(x
n
κ(n,s))
∂xu
∣∣∣2|γu(xnκ(n,s), z1)|2ν(dz1)ds
≤ Kn−2E
∫ t
κ(n,t)
|xnκ(n,s)|
4ρ(1 + |xnκ(n,s)|)
ρ+2ds ≤ Kn−3 (39)
for any t ∈ [0, T ] and n ∈ N. Due to an elementary inequality of stochastic integrals, Remarks
[5, 6], Ho¨lder’s inequality and Lemma 2.5, one gets the following estimates of H10,
H10 := KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k,u
1 (x
n
κ(n,r), z1)dw
k
r N˜(ds, dz1)
∣∣∣2
≤ KE
∫ t
κ(n,t)
(1 + |xns |)
ρ
∫
Z
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)ds
≤ KE
∫ t
κ(n,t)
{E(1 + |xns |)
2ρ}
1
2
∫
Z
{
E
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣4
} 1
2
ν(dz1)ds
≤ KE
∫ t
κ(n,t)
∫
Z
{
n−1E
∫ s
κ(n,s)
∣∣∣
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)
∣∣∣4dr
} 1
2
ν(dz1)ds
≤ Kn−2 (40)
for any t ∈ [0, T ] and n ∈ N. Similarly, one also has the following estimate,
H11 := KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)N˜(ds, dz1)
∣∣∣2
≤ KE
∫ t
κ(n,t)
∫
Z
(1 + |xns |)
ρ
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2ν(dz1)ds
≤ K
∫ t
κ(n,t)
∫
Z
{E(1 + |xns |)
ρ(2+δ)
δ }
δ
2+δ
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
≤ K
∫ t
κ(n,t)
∫
Z
{
E
( ∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z1, z2)|
2ν(dz2)dr
) 2+δ
2
+ E
∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z1, z2)|
2+δν(dz2)dr
} 2
2+δ
ν(dz1)ds
≤ Kn−1−
2
2+δ (41)
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for any t ∈ [0, T ] and n ∈ N. Also,
H12 := KE
∣∣∣
d∑
u=1
∫ t
κ(n,t)
∫
Z
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu3 (x
n
κ(n,r), z1, z2)N(dr, dz2)N˜(ds, dz1)
∣∣∣2
≤ KE
∫ t
κ(n,t)
∫
Z
(1 + |xns |)
ρ
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)ds
≤ KE
∫ t
κ(n,t)
∫
Z
{E(1 + |xns |)
ρ(2+δ)
δ }
δ
2+δ
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
≤ Kn−1−
2
2+δ (42)
for any t ∈ [0, T ] and n ∈ N. On the application of an elementary inequality of stochastic
integrals, one obtains,
H13 := KE
∣∣∣
∫ t
κ(n,t)
∫
Z
{
σ(xns + γ
(n)(s, xnκ(n,s), z1))− σ(x
n
s )−
d∑
u=1
∂σ(xns )
∂xu
γ(n),u(s, xnκ(n,s), z1)
−
σ(xns + γ(x
n
κ(n,s), z1))− σ(x
n
s )−
∑d
u=1
∂σ(xnκ(n,s))
∂xu γ
u(xnκ(n,s), z1)
1 + n−1|xnκ(n,s)|
4ρ
}
N(ds, dz1)
∣∣∣2
≤ KE
∫ t
κ(n,t)
∫
Z
∣∣∣σ(xns + γ(n)(s, xnκ(n,s), z1))− σ(xns )−
d∑
u=1
∂σ(xns )
∂xu
γ(n),u(s, xnκ(n,s), z1)
−
σ(xnκ(n,s) + γ(x
n
κ(n,s), z1))− σ(x
n
κ(n,s))−
∑d
u=1
∂σ(xnκ(n,s))
∂xu γ
u(xnκ(n,s), z1)
1 + n−1|xnκ(n,s)|
4ρ
∣∣∣2ν(dz1)ds
= KE
∫ t
κ(n,t)
∫
Z
∣∣∣σ(xns + γ(n)(s, xnκ(n,s), z1))− σ(xnκ(n,s) + γ(xnκ(n,s), z1))
+ σ(xnκ(n,s) + γ(x
n
κ(n,s), z1))−
σ(xnκ(n,s) + γ(x
n
κ(n,s), z1))
1 + n−1|xnκ(n,s)|
4ρ
+ σ(xnκ(n,s))− σ(x
n
s )
+
σ(xnκ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
− σ(xnκ(n,s))
+
∑d
u=1
∂σ(xnκ(n,s))
∂xu γ
u(xnκ(n,s), z1)
1 + n−1|xnκ(n,s)|
4ρ
−
d∑
u=1
∂σ(xnκ(n,s))
∂xu
γu(xnκ(n,s), z1)
+
d∑
u=1
{∂σ(xnκ(n,s))
∂xu
−
∂σ(xns )
∂xu
}
γu(xnκ(n,s), z1)
−
d∑
u=1
∂σ(xns )
∂xu
∫ s
κ(n,s)
m∑
k=1
Γ
(n),j,u
1 (x
n
κ(n,r), z1)dw
k
r
−
d∑
u=1
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)
−
d∑
u=1
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu3 (x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)ds
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which can further be estimated by,
H13 ≤ KE
∫ t
κ(n,t)
∫
Z
|σ(xns + γ
(n)(s, xnκ(n,s), z1))− σ(x
n
κ(n,s) + γ(x
n
κ(n,s), z1))|
2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∣∣∣σ(xnκ(n,s) + γ(xnκ(n,s), z1))−
σ(xnκ(n,s) + γ(x
n
κ(n,s), z1))
1 + n−1|xnκ(n,s)|
4ρ
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
|σ(xnκ(n,s))− σ(x
n
s )|
2ds
+KE
∫ t
κ(n,t)
∫
Z
∣∣∣ σ(x
n
κ(n,s))
1 + n−1|xnκ(n,s)|
4ρ
− σ(xnκ(n,s))
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∣∣∣
∑d
u=1
∂σ(xnκ(n,s))
∂xu γ
u(xnκ(n,s), z1)
1 + n−1|xnκ(n,s)|
4ρ
−
d∑
u=1
∂σ(xnκ(n,s))
∂xu
γu(xnκ(n,s), z1)
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∣∣∣
d∑
u=1
{∂σ(xnκ(n,s))
∂xu
−
∂σ(xns )
∂xu
}
γu(xnκ(n,s), z1)
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∣∣∣
d∑
u=1
∂σ(xns )
∂xu
∫ s
κ(n,s)
m∑
k=1
Γ
(n),j,u
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∣∣∣
d∑
u=1
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu2 (x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
∣∣∣
d∑
u=1
∂σ(xns )
∂xu
∫ s
κ(n,s)
∫
Z
Γu3 (x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)ds
and then by applying Remarks [5, 6] and Assumption A-5, one gets
H13 ≤ KE
∫ t
κ(n,t)
∫
Z
(1 + |xns + γ
(n)(s, xnκ(n,s), z1)|+ |x
n
κ(n,s) + γ(x
n
κ(n,s), z1)|)
ρ|xns − x
n
κ(n,s)|
2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
(1 + |xns + γ
(n)(s, xnκ(n,s), z1)|+ |x
n
κ(n,s) + γ(x
n
κ(n,s), z1)|)
ρ
× |γ(n)(s, xnκ(n,s), z1)− γ(x
n
κ(n,s), z1)|
2ν(dz1)ds
+Kn−2E
∫ t
κ(n,t)
∫
Z
|xnκ(n,s)|
8ρ(1 + |xnκ(n,s) + γ(x
n
κ(n,s), z1)|)
ρ+2ν(dz1)ds
+KE
∫ t
κ(n,t)
(1 + |xnκ(n,s)|+ |x
n
s |)
ρ|xns − x
n
κ(n,s)|
2ds
+Kn−2E
∫ t
κ(n,t)
|xnκ(n,s)|
8ρ(1 + |xnκ(n,s)|)
ρ+2ds
+KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ−2|xns − x
n
κ(n,s)|
2(1 + |xnκ(n,s)|)
2ds
+KE
∫ t
κ(n,t)
(1 + |xns |)
ρ
∫ s
κ(n,s)
(1 + |xnκ(n,r)|)
ρ+2drds
+KE
∫ t
κ(n,t)
(1 + |xns |)
ρ
∫ s
κ(n,s)
(1 + |xnκ(n,r)|)
2drds
30 C. KUMAR
for any t ∈ [0, T ] and n ∈ N. One can then simplify the above expression as below,
H13 ≤ K
∫ t
κ(n,t)
{E(1 + |xnκ(n,s)|+ |x
n
s |)
ρ(2+δ)
δ }
δ
2+δ {E|xns − x
n
κ(n,s)|
2+δ}
2
2+δ ds
+KE
∫ t
κ(n,t)
∫
Z
(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ|xns − x
n
κ(n,s)|
2ν(dz1)ds
+KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ
∫
Z
|γ(n)(s, xnκ(n,s), z1)− γ(x
n
κ(n,s), z1)|
2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ|γ(n)(s, xnκ(n,s), z1)− γ(x
n
κ(n,s), z1)|
2ν(dz1)ds
+Kn−3 +Kn−2
which can also be estimated by
H13 ≤ Kn
−1− 22+δ +K
∫ t
κ(n,t)
{E|xns − x
n
κ(n,s)|
2+δ}
2
2+δ
×
{
E
( ∫
Z
(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρν(dz1)
) 2+δ
δ
} δ
2+δ
ds
+KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ
∫
Z
|γ(n)(s, xnκ(n,s), z1)− γ(x
n
κ(n,s), z1)|
2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ|γ(n)(s, xnκ(n,s), z1)− γ(x
n
κ(n,s), z1)|
2ν(dz1)ds
for any t ∈ [0, T ]. Moreover, one obtains,
H13 ≤ Kn
−1− 22+δ
+KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ
∫
Z
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
(1 + |xns |+ |x
n
κ(n,s)|)
ρ
∫
Z
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2ν(dz1)ds
+KE
∫ t
κ(n,t)
∫
Z
(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2ν(dz1)ds
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and due to Ho¨lder’s inequality,
H13 ≤ Kn
−1− 22+δ +K
∫ t
κ(n,t)
{E(1 + |xns |+ |x
n
κ(n,s)|)
ρ(2+δ)
δ }
δ
2+δ
×
∫
Z
{
E
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
+K
∫ t
κ(n,t)
{E(1 + |xns |+ |x
n
κ(n,s)|)
ρ(2+δ)
δ }
δ
2+δ
×
∫
Z
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
+KE
∫ t
κ(n,t)
{E(1 + |xns |+ |x
n
κ(n,s)|)
ρ(2+δ)
δ }
δ
2+δ
×
∫
Z
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
+K
∫ t
κ(n,t)
∫
Z
{E(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ(2+δ)
δ }
δ
2+δ
×
{
E
∣∣∣
∫ s
κ(n,s)
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)dw
k
r
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
+K
∫ t
κ(n,t)
∫
Z
{E(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ(2+δ)
δ }
δ
2+δ
×
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ2(x
n
κ(n,r), z1, z2)N˜(dr, dz2)
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
+K
∫ t
κ(n,t)
∫
Z
{E(1 + |γ(n)(s, xnκ(n,s), z1)|+ |γ(x
n
κ(n,s), z1)|)
ρ(2+δ)
δ }
δ
2+δ
×
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
Γ3(x
n
κ(n,r), z1, z2)N(dr, dz2)
∣∣∣2+δ
} 2
2+δ
ν(dz1)ds
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which on the application an elementary inequality of stochastic integrals, Remark 6, Lemma 2.5
yields,
H13 ≤ Kn
−1− 22+δ +K
∫ t
κ(n,t)
∫
Z
{
n−
δ
2E
∫ s
κ(n,s)
∣∣∣
m∑
k=1
Γ
(n),k
1 (x
n
κ(n,r), z1)
∣∣∣2+δdr
} 2
2+δ
ν(dz1)ds
+K
∫ t
κ(n,t)
∫
Z
{
n−
δ
2E
∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z1, z2)|
2+δν(dz2)dr
+ E
∫ s
κ(n,s)
∫
Z
|Γ2(x
n
κ(n,r), z1, z2)|
2+δν(dz2)dr
} 2
2+δ
ν(dz1)ds
+K
∫ t
κ(n,t)
∫
Z
{
n−
δ
2E
∫ s
κ(n,s)
∫
Z
|Γ3(x
n
κ(n,r), z1, z2)|
2+δν(dz2)dr
+ E
∫ s
κ(n,s)
∫
Z
|Γ3(x
n
κ(n,r), z1, z2)|
2+δν(dz2)dr
+ n−1−δE
∫ s
κ(n,s)
∫
Z
|Γ3(x
n
κ(n,r), z1, z2)|
2+δν(dz2)dr
} 2
2+δ
ν(dz1)ds
≤ Kn−1−
2
2+δ (43)
for any t ∈ [0, T ] and n ∈ N. Thus, by substituting values from equations (31) to (43) in equation
(30), one completes the proof. 
Let us first define,
ent := xt − x
n
t =
∫ t
0
{
b(xs)− b
(n)(xnκ(n,s))
}
ds+
∫ t
0
{
σ(xs)− σ
(n)(s, xnκ(n,s))
}
dws
+
∫ t
0
∫
Z
{
γ(xs, z)− γ
(n)(s, xnκ(n,s), z)
}
N˜(ds, dz)
almost surely for any t ∈ [0, T ] and n ∈ N.
Lemma 3.4. Let Assumptions A-1 to A-5 be satisfied. Then, the following holds,
E
∫ t
0
ens (b(x
n
s )− b
(n)(xnκ(n,s)))ds ≤ K
∫ t
0
sup
0≤r≤s
E|ens |
2ds+Kn−
3
2−
1
2+δ
for any t ∈ [0, T ] and n ∈ N where positive constant K does not depend on n.
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Proof. By the application of Itoˆ’s formula,
E
∫ t
0
ens {b(x
n
s )− b(x
n
κ(n,s))}ds = E
∫ t
0
ens
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
b(n),u(xnκ(n,r))drds
+
1
2
E
∫ t
0
ens
d∑
u
d∑
v=1
∫ s
κ(n,s)
∂2b(xnr )
∂xu∂xv
m∑
j=1
σ(n),uj(r, xnκ(n,r))σ
(n),vj(r, xnκ(n,r))drds
+ E
∫ t
0
ens
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
m∑
j=1
σ(n),uj(r, xnκ(n,r))dw
j
rds
+ E
∫ t
0
ens
d∑
u=1
∫ s
κ(n,s)
∫
Z
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)N˜(dr, dz1)ds
+ E
∫ t
0
ens
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
N˜(dr, dz1)ds
+ E
∫ t
0
ens
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
ν(dz1)drds (44)
for any t ∈ [0, T ] and n ∈ N. Let us now introduce a notation,
R(s, xnκ(n,s)) :=
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
m∑
j=1
σ(n),uj(r, xnκ(n,r))dw
j
r
+
d∑
u=1
∫ s
κ(n,s)
∫
Z
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)N˜(dr, dz1)
+
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
N˜(dr, dz1) (45)
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almost surely for any s ∈ [0, T ] and n ∈ N. It is clear that R(s, xnκ(n,s)) is an Fs-measurable for
every s ∈ [0, T ]. Then, one can write equation (44) as
E
∫ t
0
ens {b(x
n
s )− b(x
n
κ(n,s))}ds = E
∫ t
0
ens
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
b(n),u(xnκ(n,r))drds
+ E
∫ t
0
ens
d∑
u
d∑
v=1
∫ s
κ(n,s)
∂2b(xnr )
∂xu∂xv
m∑
j=1
σ(n),uj(r, xnκ(n,r))σ
(n),vj(r, xnκ(n,r))drds
+ E
∫ t
0
ensR(s, x
n
κ(n,s))ds
+ E
∫ t
0
ens
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
ν(dz1)drds (46)
which can further be written as
E
∫ t
0
ens {b(x
n
s )− b(x
n
κ(n,s))}ds = E
∫ t
0
ens
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
b(n),u(xnκ(n,r))drds
+ E
∫ t
0
ens
d∑
u
d∑
v=1
m∑
j=1
∫ s
κ(n,s)
∂2b(xnr )
∂xu∂xv
σ(n),uj(r, xnκ(n,r))σ
(n),vj(r, xnκ(n,r))drds
+ E
∫ t
0
enκ(n,s)R(s, x
n
κ(n,s))ds
+ E
∫ t
0
∫ s
κ(n,s)
{σ(xr)− σ(x
n
r )}dwrR(s, x
n
κ(n,s))ds
+ E
∫ t
0
∫ s
κ(n,s)
{σ(xnr )− σ
(n)(r, xnκ(n,r))}dwrR(s, x
n
κ(n,s))ds
+ E
∫ t
0
∫ s
κ(n,s)
∫
Z
{γ(xr, z)− γ(x
n
r , z)}N˜(dr, dz)R(s, x
n
κ(n,s))ds
+ E
∫ t
0
∫ s
κ(n,s)
∫
Z
{γ(xnr , z)− γ
(n)(r, xnκ(n,r), z)}N˜(dr, dz)R(s, x
n
κ(n,s))ds
+ E
∫ t
0
ens
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
ν(dz1)drds
=:E1 + E2 + E3 + E4 + E5 + E6 + E7 + E8 (47)
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for any t ∈ [0, T ] and n ∈ N. For estimating E1, one uses Young’s inequality, Remarks [5, 6] and
Lemma 2.5 to obtain the following estimates,
E1 := E
∫ t
0
ens
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
b(n),u(xnκ(n,r))drds
≤ KE
∫ t
0
|ens |
2ds+KE
∫ t
0
∣∣∣
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
b(n),u(xnκ(n,r))dr
∣∣∣2ds
≤ K
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−2 (48)
for any t ∈ [0, T ] and n ∈ N. Similarly, one uses Young’s inequality, Remarks [5, 6] and Lemma
2.5,
E2 :=
1
2
E
∫ t
0
ens
d∑
u
d∑
v=1
m∑
j=1
∫ s
κ(n,s)
∂2b(xnr )
∂xu∂xv
σ(n),uj(r, xnκ(n,r))σ
(n),vj(r, xnκ(n,r))drds
≤ KE
∫ t
0
|ens |
2ds
+KE
∫ t
0
∣∣∣
d∑
u
d∑
v=1
m∑
j=1
∫ s
κ(n,s)
∂2b(xnr )
∂xu∂xv
σ(n),uj(r, xnκ(n,r))σ
(n),vj(r, xnκ(n,r))dr
∣∣∣2ds
≤ K
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−2 (49)
for any t ∈ [0, T ] and n ∈ N. One easily observes that E3 can be estimated by,
E3 := E
∫ t
0
enκ(n,s)R(s, x
n
κ(n,s))ds = E
∫ t
0
enκ(n,s)E
(
R(s, xnκ(n,s))
∣∣Fκ(n,s))ds = 0 (50)
for any t ∈ [0, T ] and n ∈ N. Furthermore, for estimating E4, one proceeds as follows,
E4 := E
∫ t
0
∫ s
κ(n,s)
{σ(xr)− σ(x
n
r )}dwrR(s, x
n
κ(n,s))ds
= E
∫ t
0
∫ s
κ(n,s)
{σ(xr)− σ(x
n
r )}dwr
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
m∑
j=1
σ(n),uj(r, xnκ(n,r))dw
j
rds
+ E
∫ t
0
∫ s
κ(n,s)
{σ(xr)− σ(x
n
r )}dwr
d∑
u=1
∫ s
κ(n,s)
∫
Z
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)N˜(dr, dz1)ds
+ E
∫ t
0
∫ s
κ(n,s)
{σ(xr)− σ(x
n
r )}dwr
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
N˜(dr, dz1)ds
for any t ∈ [0, T ] and n ∈ N. Notice that processes w and N are independent, hence second and
third terms on the right hand side of the above equation are zero. Thus, one obtains,
E4 ≤ KE
∫ t
0
∫ s
κ(n,s)
|σ(xr)− σ(x
n
r )|
d∑
u=1
m∑
j=1
∣∣∣∂b(xnr )
∂xu
∣∣∣|σ(n),uj(r, xnκ(n,r))|drds
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which on using Remarks [5, 6], Young’s inequality, Ho¨lder’s inequality and Lemma 2.5 gives,
E4 ≤ KE
∫ t
0
∫ s
κ(n,s)
(1 + |xr |+ |x
n
r |)
ρ
2 |xr − x
n
r |(1 + |x
n
r |)
ρ|σ(n)(r, xnκ(n,r))|drds
≤ Kn2αE
∫ t
0
∫ s
κ(n,s)
|xr − x
n
r |
2drds
+Kn−2αE
∫ t
0
∫ s
κ(n,s)
(1 + |xr |+ |x
n
r |)
ρ(1 + |xnr |)
2ρ|σ(n)(r, xnκ(n,r))|
2drds
≤ Kn2α−1
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−2α−1
and then one takes α = 1/2 to obtain the following estimates,
E4 ≤ K
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−2 (51)
for any t ∈ [0, T ] and n ∈ N. Before estimating rest of the terms on the right hand side of
equation (??), one proceeds as follows,
E|R(s, xnκ(n,s))|
2 ≤ KE
∣∣∣
d∑
u=1
∫ s
κ(n,s)
∂b(xnr )
∂xu
m∑
j=1
σ(n),uj(r, xnκ(n,r))dw
j
r
∣∣∣2
+ E
∣∣∣
d∑
u=1
∫ s
κ(n,s)
∫
Z
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)N˜(dr, dz1)
∣∣∣2
+KE
∣∣∣
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
N˜(dr, dz1)
∣∣∣2
which on the application of an elementary inequality of stochastic integral gives
E|R(s, xnκ(n,s))|
2 ≤ KE
d∑
u=1
m∑
j=1
∫ s
κ(n,s)
∣∣∣∂b(xnr )
∂xu
∣∣∣2|σ(n),uj(r, xnκ(n,r))|2dr
+ E
d∑
u=1
∫ s
κ(n,s)
∫
Z
∣∣∣∂b(xnr )
∂xu
∣∣∣2|γ(n),u(r, xnκ(n,r), z1)|2ν(dz1)dr
+KE
∫ s
κ(n,s)
∫
Z
∣∣∣b(xnr + γ(n)(r, xnκ(n,r), z1))− b(xnr )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
∣∣∣2ν(dz1)dr
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and then due to Remarks [5, 6], Lemma 2.5, one obtains
E|R(s, xnκ(n,s))|
2 ≤ KE
∫ s
κ(n,s)
(1 + |xnr |)
2ρ|σ(n)(r, xnκ(n,r))|
2dr
+ E
∫ s
κ(n,s)
∫
Z
(1 + |xnr |)
2ρ|γ(n)(r, xnκ(n,r), z1)|
2ν(dz1)dr
+KE
∫ s
κ(n,s)
∫
Z
(1 + |xnr + γ
(n)(r, xnκ(n,r), z1)|+ |x
n
r |)
2ρ−2|γ(n)(r, xnκ(n,r), z1)|
4ν(dz1)dr
≤ Kn−1 (52)
for any s ∈ [0, T ] and n ∈ N. For estimating E5, one applies Ho¨lder’s inequality, an elementary
inequality of stochastic integrals and Lemma 3.3 to obtain the following estimates,
E5 := E
∫ t
0
∫ s
κ(n,s)
{σ(xnr )− σ
(n)(r, xnκ(n,r))}dwrR(s, x
n
κ(n,s))ds
≤
∫ t
0
{
E
∣∣∣
∫ s
κ(n,s)
{σ(xnr )− σ
(n)(r, xnκ(n,r))}dwr
∣∣∣2
} 1
2
{E|R(s, xnκ(n,s))|
2}
1
2 ds
≤
∫ t
0
{
E
∫ s
κ(n,s)
|σ(xnr )− σ
(n)(r, xnκ(n,r))|
2dr
} 1
2
{E|R(s, xnκ(n,s))|
2}
1
2 ds
≤ Kn−
3
2−
1
2+δ (53)
for any t ∈ [0, T ] and n ∈ N. Moreover, for estimating E6 and E7, one uses Ho¨lder’s inequality
to obtain the following estimates,
E6 + E7 := E
∫ t
0
∫ s
κ(n,s)
∫
Z
{γ(xr, z)− γ(x
n
r , z)}N˜(dr, dz)R(s, x
n
κ(n,s))ds
+ E
∫ t
0
∫ s
κ(n,s)
∫
Z
{γ(xnr , z)− γ
(n)(r, xnκ(n,r), z)}N˜(dr, dz)R(s, x
n
κ(n,s))ds
≤
∫ t
0
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
{γ(xr, z)− γ(x
n
r , z)}N˜(dr, dz)
∣∣∣2
} 1
2
{E|R(s, xnκ(n,s))|
2}
1
2 ds
+
∫ t
0
{
E
∣∣∣
∫ s
κ(n,s)
∫
Z
{γ(xnr , z)− γ
(n)(r, xnκ(n,r), z)}N˜(dr, dz)
∣∣∣2
} 1
2
{E|R(s, xnκ(n,s))|
2}
1
2 ds
which on the application of an elementary inequality of stochastic integral yields,
E6 + E7 ≤
∫ t
0
{
E
∫ s
κ(n,s)
∫
Z
|γ(xr, z)− γ(x
n
r , z)|
2ν(dz)dr
} 1
2
{E|R(s, xnκ(n,s))|
2}
1
2 ds
+
∫ t
0
{
E
∫ s
κ(n,s)
∫
Z
|γ(xnr , z)− γ
(n)(r, xnκ(n,r), z)|
2ν(dz)dr
} 1
2
{E|R(s, xnκ(n,s))|
2}
1
2 ds
and then one uses Remarks [5, 6], equation (52), Lemma 3.2 and Young’s inequality to obtain,
E6 + E7 ≤ Kn
−1
∫ t
0
{
sup
0≤r≤s
E|enr |
2
} 1
2
ds+Kn−2
≤ K
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−2 (54)
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for any t ∈ [0, T ] and n ∈ N. For estimating E8, one uses Young’s inequality to obtain the
following,
E8 := E
∫ t
0
ens
∫ s
κ(n,s)
∫
Z
{
b(xnr + γ
(n)(r, xnκ(n,r), z1))− b(x
n
r )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
}
ν(dz1)drds
≤ KE
∫ t
0
|ens |
2ds+Kn−1E
∫ t
0
∫ s
κ(n,s)
∫
Z
∣∣∣b(xnr + γ(n)(r, xnκ(n,r), z1))− b(xnr )
−
d∑
u=1
∂b(xnr )
∂xu
γ(n),u(r, xnκ(n,r), z1)
∣∣∣2ν(dz1)drds
≤ K
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−1E
∫ t
0
∫ s
κ(n,s)
∫
Z
(1 + |xnr + γ
(n)(r, xnκ(n,r), z1)|+ |x
n
r |)
2ρ−2
× |γ(n)(r, xnκ(n,r), z1)|
4ν(dz1)drds
which further implies,
E8 ≤ K
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−2 (55)
for any t ∈ [0, T ] and n ∈ N. The proof is completed by substituting values from equations (48)
to (55) in equation (47). 
Proof of Theorem 1.1. By using Itoˆ’s formula,
|ent |
2 = 2
∫ t
0
ens {b(xs)− b
(n)(xnκ(n,s))}ds+ 2
∫ t
0
ens {σ(xs)− σ
(n)(s, xnκ(n,s))}dws
+
∫ t
0
|σ(xs)− σ
(n)(s, xnκ(n,s))|
2ds
+ 2
∫ t
0
∫
Z
ens {γ(xs, z)− γ
(n)(s, xnκ(n,s), z)}N˜(ds, dz)
+
∫ t
0
∫
Z
{
|ens + γ(xs, z)− γ
(n)(s, xnκ(n,s), z)|
2 − |ens |
2
− 2ens {γ(xs, z)− γ
(n)(s, xnκ(n,s), z)}
}
N(ds, dz)
almost surely for any t ∈ [0, T ] and n ∈ N. Thus,
E|ent |
2 = 2
∫ t
0
ens {b(xs)− b
(n)(xnκ(n,s))}ds+ E
∫ t
0
|σ(xs)− σ
(n)(s, xnκ(n,s))|
2ds
+ E
∫ t
0
∫
Z
{
|ens + γ(xs, z)− γ
(n)(s, xnκ(n,s), z)|
2 − |ens |
2
− 2ens {γ(xs, z)− γ
(n)(s, xnκ(n,s), z)}
}
ν(dz)ds
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which can further be written as
E|ent |
2 = 2
∫ t
0
ens {b(xs)− b(x
n
s )}ds+ 2
∫ t
0
ens {b(x
n
s )− b
(n)(xnκ(n,s))}ds
+ E
∫ t
0
|σ(xs)− σ(x
n
s )|
2ds+ E
∫ t
0
|σ(xns )− σ
(n)(s, xnκ(n,s))|
2ds
+ 2E
∫ t
0
d∑
i=1
m∑
j=1
{σij(xs)− σ
ij(xns )}{σ
ij(xns )− σ
(n),ij(s, xnκ(n,s))}ds
+ E
∫ t
0
∫
Z
|γ(xs, z)− γ
(n)(s, xnκ(n,s), z)|
2ν(dz)ds
and then one uses Young’s inequality to obtain the following estimate,
E|ent |
2 ≤
∫ t
0
(
2ens {b(xs)− b(x
n
s )} + η|σ(xs)− σ(x
n
s )|
2
)
ds
+ 2
∫ t
0
ens {b(x
n
s )− b
(n)(xnκ(n,s))}ds
+KE
∫ t
0
|σ(xns )− σ
(n)(s, xnκ(n,s))|
2ds
+KE
∫ t
0
∫
Z
|γ(xs, z)− γ(x
n
s , z)|
2ν(dz)ds
+KE
∫ t
0
∫
Z
|γ(xns , z)− γ
(n)(s, xnκ(n,s), z)|
2ν(dz)ds
for any t ∈ [0, T ] and n ∈ N. Further, by using Assumption A-4, Lemmas [3.2, 3.3, 3.4], following
can be obtained,
E|ent |
2 ≤
∫ t
0
sup
0≤r≤s
E|enr |
2ds+Kn−1−
2
2+δ +Kn−
3
2−
1
2+δ +Kn−2
for any t ∈ [0, T ] and n ∈ N. Finally, the application of Gronwall’s inequality completes the
proof. 
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