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Seznam uporabljenih kratic
kratica anglesˇko slovensko
LIDAR light detection and ranging svetlobno zaznavanje
in merjenje oddaljenosti
MSER maximally stable extremal regions maksimalno stabilne regije
SVM support vector machine metoda podpornih vektorjev
GPS global positioning system globalni sistem pozicioniranja
SLAM simultaneous localization hkratna lokalizacija
and mapping in mapiranje

Povzetek
Ostanki pehotnih jarkov igrajo pomembno vlogo pri razumevanju in rekon-
strukciji dogajanj v najtemnejˇsih letih moderne zgodovine. Omogocˇajo nam
vpogled v dogajanje in potek prve svetovne vojne tako na nasˇih tleh, ka-
kor trudi drugod po Evropi. Z razvojem sistema Lidar in napredkom na
podrocˇjih mapiranja in topologije, imamo sedaj mozˇnost vpogleda v prej ne-
dostopna obmocˇja. V delu tako prestavimo sistem za avtomatsko detekcijo
pehotnih jarkov na razgibanih terenih. To stori na podlagi viˇsinskih map
terena pripravljenih iz tocˇkovnega oblaka, ki ga ustvari sistem Lidar. Na
viˇsinskih mapah so nato uporabljeni algoritmi s podrocˇja racˇunalniˇskega vida
in drugih sorodnih obmocˇji, s pomocˇjo katerih algoritem detektira in oznacˇi
pehotne jarke. Vidimo lahko da algoritem prekasˇa referencˇno metodo, hkrati
pa dopusˇcˇa veliko maneverskega prostora za nadgradnje in nadaljni razvoj.
Kljucˇne besede: Lidar , GPS, racˇunalniˇski vid, MSER, LBP, konvolucija .

Abstract
Remains of trenches used by infantry during World War 1 play an important
role in understanding and reconstructing the happenings during one of the
darkest eras of human history. They allow us to look at and simulate the
course of war in Europe. With developements of Lidar systems and progress
in the areas of mapping and topology, we can now observe the terrain pre-
viously hidden from our view. In our thesis we present an algorithm for
automatic detection of trenches on non-uniform terrain. The proposed algo-
rithm uses principles of computer vision and applies them to the height map
of the terrain, made from point cloud created by Lidar, to detect and mark
trench-like structures. Results show that our approach outperforms a related
method, while leaving enough room for possible upgrades and future work.
Keywords: Lidar, GPS, computer vison, MSER, LBP, convolution.

Poglavje 1
Uvod
V zadnjih desetletjih se na podrocˇju kartografije in raziskovanja terena vedno
bolj uveljavlja sistem Lidar (angl. Light Detection And Ranging) [8]. Gre
za meritveni sistem, ki spada v razsˇirjeno druzˇino radarjev, vendar Lidar za
detekcijo razdalje ne uporablja radijski valov temvecˇ laserske zˇarke. Podrob-
neje je delovanje sistema Lidar opisano v Poglavju 2.1.
Ker gre za skoncentrirane meritve (snop svetlobe vrne meritev razdalje v eni
sami tocˇki, saj se ne razprsˇi), je sistem sposoben detekcije sˇe tako majhnih
nepravilnosti in lastnosti terena, cˇe je le gostota meritev glede na povrsˇino
dovolj visoka. Prav tako nam sistem Lidar omogocˇa vpogled na obmocˇja, ki
so prekrita z rastlinjem, saj so svetlobni zˇarki dovolj mocˇni, da prodrejo do
tal, tako da lahko opazujemo lastnosti terena, ki nam je bil prvotno nedosto-
pen ali pa bi bilo natancˇno preiskovanje na terenu logisticˇno prevecˇ zahtevno.
Ena od terenskih nepravilnosti, ki so jih pri nas gozdovi dodobra zakrili, so
tudi pehotni jarki, ki so ostali iz cˇasa prve svetovne vojne [5].
Ko iz podatkov pridobljenih s sistemom Lidar ustvarimo 3D model terena,
hitro postane jasno, da je na nasˇih tleh ostalo mnogo vecˇ jarkov, kolikor jih je
oznacˇenih in prepoznanih v zgodovinskih arhivih. Detekcija in oznacˇevanje
jarkov, bi tako bila v veliko pomocˇ zgodovinarjem, saj bi izboljˇsan pregled jar-
kov omogocˇal boljˇsi vpogled v dogajanje v prvi svetovni vojni. Vendar pa gre
pri avtomatski detekciji jarkov za dokaj tezˇak problem; vizualno je namrecˇ
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jarke prepoznati dokaj preprosto, vendar gre za izjemno neenakomerne stru-
ktrure, ki se spreminjajo glede na svojo okolico. CIlj nasˇe diplomske naloge je
tako bila izdelava algoritma, ki bi jarke identificiral ne glede na prej omenjene
okoliˇscˇine. Za oporo so nam tako sluzˇili cˇlanki in raziskave, z razlicˇnih po-
drocˇji vizualnega zaznavanja, vizualizacije v medicini, proucˇevanja povrsˇja,
ki so predstavljeni v Poglavju 1.1.
1.1 Sorodna dela
Z razvojem sistema Lidar in posledicˇno s cenovno dostopnostjo le-tega, se
je njegova uporaba razsˇirila na razlicˇna podrocˇja. Poleg raziskav v smeri
detekekcije splosˇnih znacˇilnosti okolja na podlagi podatkov pridobljenih s
sistemom Lidar [16], ki bi propomogle k resˇevanju problema hkratne loka-
lizacije in mapiranja(angl., simultaneous localization and mapping, SLAM)
problemov v robotiki [35], je bilo vecˇ raziskav posvecˇenih detekciji prelomov v
ledenih ploskvah [28, 9, 25], kjer so za detekcijo prelomnic merili razprsˇenost
odbitega zˇarka, saj se le ta razprsˇi drugacˇe, glede na lastnosti materijala, ki
ga zadane. V primeru detekcije ledenih ploskev in razpok med njimi, je na
razprsˇenost vplivala temperatura vode, ki je bila v razpokah viˇsja kakor v
okolici; vecˇ o lastnostih sistemov Lidar, ki take meritve omogocˇajo, je napi-
sanega v Poglavju 2.1.
Podobne raziskave so bile opravljene na tematiko avtomatske detekcije cest,
na podlagi visoko locˇljivostnih satelitskih slik [20, 15], kjer so se soocˇali s po-
dobnimi ovirami, kot pri detekciji jarkov: sence, sˇum, delno zakriti objekt,
itd. Izbrana sta bila dva pristopa, pri prvem [20], so avtomatizirali prepo-
znavo cest z uporabo strojnega ucˇenja na podlagi nevronskih mrezˇ, pri dru-
gem [15], pa so se problema detekcije lotili na podlagi topolosˇkih znacˇilnosti
in ekstrakcije robov.
Sorodni, vendar bolj kompleksni algoritmi za avtomatsko detekcijo, se s teh-
nolosˇkim napredkom pojavljajo tudi v zdravstvu, kjer je ena od tem detekcija
drevesnih struktur v 2D in 3D posnetkih. Predvsem gre za algoritme, ki de-
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tektirajo in oznacˇujejo nevrone [30, 32, 29]. Algoritmi predprocesirajo slike
na podlagi gradientov [29], nato pa v slikah iˇscˇejo linearne strukture, katere
nato na podlagi statisticˇnih modelov povezˇejo v drevesa [30, 32]. Prednost
takih algoritmov je, da se zelo dobro obnesejo, tudi ko jih aplicirajo na neme-
dicinske podatkovne sete, kjer zˇelimo detektirati povezane linearne strukture.
Algoritem za detekcijo nevronov [32] tako omogocˇa izjemno dobro prepoznavo
cest na podlagi posnetkov iz zraka. Taksˇni algoritmi za dosego koncˇnih rezul-
tatov najpogosteje uporabijo razlicˇne statisticˇne modele na podlagih katerih
iz detektiranih obmocˇji z razlicˇnimi stopnjami verjetnosti ustvarijo drevesno
oz. povezano strukturo [34, 32].
Slika 1.1: Primer uporabe algoritma za detekcijo nevronov [32], za detekcijo
cest. Drevesna struktura je namerno zamaknjena, za lazˇjo vizualizacijo. Slika
vzeta iz [32].
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1.2 Cilji in prispevki
Cilj diplomske naloge je bil razvoitialgoritem za avtomatsko detekcjo peho-
tnih jarkov iz prve svetovne vojne na podlagi podatkov pridobljenih s siste-
mom Lidar. Zˇeleli smo dosecˇi vsaj 75% uspesˇnosti pri prepoznavi jarkov, s
kar najmanjˇso stopnjo nepravilno pozitivno prepoznanih obmojcˇji, ki bi jih
nato na podlagi verjetnosti povezali v omrezˇja. Poleg detekcije jarkov smo
zˇeleli raziskati primernost takega algoritma za detekcijo vrtacˇ.
Uspesˇno smo izdelali in implementirali algoritem, ki za vhodni podatek prejme
viˇsinsko karto terena, kjer vsaka celica vsebuje koordinati, ki dolocˇata njeno
lokacijo v svetu ter nadmorsko viˇsino, kot izhodni podatek pa algoritem
vrne binarno masko z oznacˇenimi jarki, ki sˇe vedno vsebuje koordinate, kar
omogocˇa njeno uporabo v racˇunalniˇskih programih za obdelavo topolosˇkih
podatkov. Razen na kriticˇnih obmocˇjih predstavljenih v Poglavju 4.5, kjer je
ucˇinkovitost algoritma padla, smo zˇeleni odstotek prepoznave dosegli. Prav
tako smo uspesˇno izdelali primer algoritma za detekcijo vrtacˇ, ki temelji na
algoritmu detekcije maksimalno stabilnih regij (angl. maximally stable extre-
mal regions, MSER).
V nadaljnem razvoju algoritma v sodelovanju z Insˇtitutom za vodarstvo
bomo jarke povezali v omrezˇja, nato pa bomo na njihovi podlagi izdelali
vektorski sloj, ki bo jarke oznacˇeval, ter ga ponudili v uporabo v Geografskih
Informacijskih Sistemih (GIS).
1.3 Zgradba
V nadaljevanju je diplomska naloga razdeljena v sˇtiri poglavja. Poglavje 2
vsebuje teoreticˇno predstavitev algoritmov in metod, ki smo jih uporabili pri
izdelavi nasˇe diplomske naloge. V Poglavju 3 je po korakih predstavljem
nasˇ pristop k izdelavi diplomske naloge. Sledi vrednotenje uspesˇnosti nasˇega
algoritma v Poglavju 4, v zadnjem Poglavju (5) pa opiˇsemo nasˇe ugotovitve
ter cilje, ki jih zˇelimo dosecˇi z nadaljnim razvijanjem nasˇega algoritma.
Poglavje 2
Predstavitev metod in
algoritmov
2.1 Sistem Lidar
Zacˇetki sistema Lidar (angl. light detection and ranging) segajo v 60. leta,
ko je raziskave na podrocˇju svetlobne detekcije prevzela NASA (National
Aeronautics and Space Administration - ameriˇska Nacionalna zrakoplovna in
vesoljska uprava) [8]. Prvotni cilj ni bila izdelava topolosˇkih map, temvecˇ
detekcije lastnosti atmosfere, vode, ledu, saj so zˇeleli sisteme namestiti na
vesoljska plovila, s katerimi bi nato raziskali vesolje. Hitro se je pokazalo,
da so sistemi Lidar izjemno natancˇni, kar je v kombinaciji s sistemom GPS
omogocˇalo, da so poleg vseh zahtevanih meritev lahko izrisali sˇe izjemno na-
tancˇno topolosˇko mapo terena [26, 27].
Prvi komercialni sistemi Lidar so se nato pojavili sˇele v 90ih letih, predvsem
zaradi cene ter dostopnosti zanesljivih sprejemnikov GPS [4]. Po letu 2000 je
razsˇirjenost takih in drugacˇnih sistemov, ki za detekcijo uporabljajo laserske
zˇarke, strmo narasla, saj so se pojavili tudi prvi racˇunalniˇski programi, ki so
bili sposobni ucˇinkovito obdelati tako enormne kolicˇine podatkov.
Poleg same vizualizacije terena, so podatki, ki jih priskrbi topolosˇki Lidar iz-
jemno uporabni tudi v drugih strokah. Najvecˇ jih tako uporabljajo pripadniki
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strok, ki se ukvarjajo z opazovanjem in analiziranjem dogodkov v naravi.
Lahko se jih uporabi za natancˇne izracˇune postavitve vodnih pregrad in jezov
(pri nas se s tem ukvarja Insˇtitut za vodarstvo), za predvidevanje in simuli-
ranje naravnih nesrecˇ [14] (npr. vizualizacijo splazitve glede na spreminjanje
snezˇne mase skozi cˇas, novo nastalih razpok [24]), iskanje razlicˇnih terenskih
znacˇilnosti (npr. nevarne razpoke v ledenih ploskvah) [28, 9], proucˇevanje
vpliva cˇloveka na okolje [33], itd.
Kot pove ime samo, sistem Lidar za detekcijo razdalje ter ostalih parame-
trov tarcˇe uporablja laserske zˇarke, delovanje pa je prikazano na Sliki 2.1,
kjer je prikazana poenostavljena zgradba sistema Lidar. Laserski zˇarek se s
pomocˇjo pol-prosojnega ogledala razcepi, eden od zˇarkov, je takoj usmerjen
v fotodetektor in bo sluzˇil za prepoznavo in cˇas odboja, drugi zˇarek pa po-
tuje proti tarcˇi. Odbiti zˇarek je nato s pomocˇjo lecˇe detektiran in usmerjen
v sprejemni fotodetektor ter od tam naprej v procesno enoto. S primerjavo
obeh zˇarkov ter cˇasom, ki je potekel do zaznave drugega zˇarka, se po enacˇbi
za sistem Lidar lahko izracˇuna oddaljenost tarcˇe ter ostale parametre, ki so
odvisni od razlicˇice sistema Lidar ter tipa zˇarka, ki je v uporabi.
Slika 2.1: Poenostavljena zgradba sistema Lidar. Slika vzeta iz [3].
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Fizikalno ozadje sistema Lidar
V tem poglavju bomo predstavili enacˇbo, ki opisuje relacijo med sˇtevilom
fotonov v oddanem zˇarku in sˇtevilom fotonov v zaznanem zˇarku, glede na
pogoje v katerih sitem Lidar uporabljamo. Enacˇba tako uposˇteva sipanje
svetlobnega zˇarka v atmosferi, interakcijo med zˇarkom in objekti, zgradbo
sistema Lidar, ki je v uporabi ter tip zˇarka oz. valovno dolzˇino zˇarka, ki
je bil oddan. V uporabi sta dva ekvivalentna zapisa enacˇbe, prvi opisuje
relacijo v odvisnosti od oddanih ter prejetih fotonov, drugi pa v odvisnosti
od oddane in prejete mocˇi svetlobnega zˇarka. Najpogosteje se enacˇba tako
zapiˇse v spodnji obliki:
p(r) =
Cβ(r)t2(r)
r2
, (2.1)
kjer p(r) predstavlja prejeto oz. izmerjeno mocˇ zˇarka na razdalji r, β pred-
stavlja koeficient povratnega sipanja v prostoru na na razdalji r, C je kon-
stanta odvisna od sistemskih parametrov sistema Lidar: mocˇ oddanega zˇarka,
dolzˇina pulza ter lastnosti prejemnika zˇarkov. t2(r) predstavlja dvosmerno
propustnost na razdalji r, glede na medij skozi katerega zˇarek potuje, v nasˇem
primeru je to najvecˇkrat atmosfera. t2(r) je preko enacˇbe (2.2) povezan s koe-
ficientom izgube γ, odvisnga od medija skozi katerega zˇarek potuje, ki zajema
absorbcijo in sipanje zˇarka med potovanjem skozi medij.
t2(r) = exp
[
−2 ∗
∫ r
0
γ(s)ds
]
. (2.2)
Kot smo omenili, sistemi Lidar za detekcijo uporabljajo razlicˇne tipe svetlobe,
oz. razlicˇne valovne dolzˇine, glede na zˇeleni rezultat. Topografski sistemi Li-
dar, katerih topografske mape smo uporabili v diplomski nalogi, navadno
uporabljajo valovne dolzˇine okoli 1000 nm, saj je taka vrsta laserskih siste-
mov najbolj dostopna, cenovno ugodna in zagotavlja dovolj tocˇne rezultate.
Take vrste zˇarek pa ima seveda tudi svoje slabosti. Za varno delo v laborato-
rijih oz. takrat, ko obstaja nevarnost posˇkodb ocˇi, je priporocˇljivo povecˇati
valovno dolzˇino in s tem preprecˇi posˇkodbe ocˇi. Ena od pomembnejˇsih po-
manjkljivosti standarnega zˇarka, je tudi ta, da se absorbira, ko zadane vodo,
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zato je v primerih, ko zˇelimo topolosˇko karto dna vodnega telesa, potrebno
valovno dolzˇino zmanjˇsati na razdaljo okoli 500nm in manj, da se preprecˇi
izgube energije, ko zˇarek potuje skozi vodo.
Dodatno se lahko Lidar sisteme prilagodi tudi za identifikacijo trdnih ma-
terialov, kjer sprejemnik meri spektre odbite svetlobe [18]. Z uporabo Do-
pplerjevega efekta, pa lahko sistem Lidar uporabimo tudi za izracˇun hitrosti
objekta [21].
2.2 Predstavitev in priprava podatkov
Podatki, ki jih sistem Lidar vrne po obdelavi, so predstavljeni kot tocˇkovni
oblak, kjer ima vsaka tocˇka tri parametre x, y, z. x in y predstavljata zemlje-
pisno sˇirino in dolzˇino, z pa nadmorsko viˇsino. V taki obliki obliki podatki
niso primerni za uporabo v nasˇem algoritmu, zato jih je bilo najprej potrebno
obdelati in iz njih pripraviti viˇsinske mape terena. To smo storili s pomocˇjo
sistema Manifold, ki je namenjen prikazovanju in obdelavi topolosˇkih podat-
kov. Glede na to, da so koordinate tocˇk predstavljene v obliki zemljepisne
sˇirine in dolzˇine, jih je bilo najprej potrebno pretvoriti v drzˇavni koordinatni
sistem. Za pretvorbo iz zemljepisnih v standardne koordinate je na voljo
mnozˇica razlicˇnih projekcij, ki so odvisne od polozˇaja zemlje, v nasˇem pri-
meru smo tako uporabili projekcijo Gauss-Kruger [12], ki Zemljo kot elipsoid
projecira na navidezni cilinder, kateri se nato odpre v ravnino in zagotavlja
tocˇne rezultate za obmocˇja v pasu ±15◦ od centralnega poldnevnika. Razlog
za to je viden na Sliki 2.2. Zemlja se namrecˇ projekcijskega cilindra dotika
s centralnim poldnevnikom, tako da se pravilna razmerja pri projekciji ohra-
nijo le v njegovi okolici. Pri bolj oddaljenih tocˇkah pa pride do popacˇitve
razdalj ter razmerji.
Tako projecirane tocˇke je bilo nato mocˇ vizualizirati v sistemu Manifold,
ki iz tocˇkovnega oblaka ustvari 3D model terena. Z rastlinjem odstranjenim
v predpripravi podatkov (rastlinje je bilo odstranjeno sˇe preden smo imeli
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Slika 2.2: Demonstracija rotirane Mercatorjeve oz. Gauss-Kruger projekcije.
Zemlja se kot elipsoid projecira na cilinder, katerega se nato odpre v ravnino.
Lahko vidimo, da pravilna razmerja ohranijo samo tocˇke blizu centralnega
poldnevnika, ki se stika z valjem, zato taka projekcija zagotavlja natancˇnost
samo na obmocˇjih ±15◦ od centralnega poldnevnika. Slika vzeta iz [1].
podatke na voljo), so bili jarki zˇe vidni.
Slika 2.3: Jarki in vrtacˇe vidni na 3D modelu povrsˇja v programu Manifold.
Sˇe vedno pa je bilo iz tocˇkovnega oblaka potrebno pripraviti viˇsinske mape
terena, ki bi jih uporabili v nasˇem algoritmu. Tu je bilo pomembno, kako
veliko celico si bomo izbrali v viˇsinski mapi, cˇe bo celica prevelika, bomo za
dolocˇitev nadmorske viˇsine v celici uporabili prevecˇ tocˇk, kar bo pripeljalo do
tega, da se bodo mikro-topolosˇke znacˇilnosti, kot so jarki izgubile, cˇe pa bodo
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celice premajhne, pa bo priˇslo do prevelike kolicˇine sˇuma. Z gostoto tocˇk, ki je
v povprecˇju znasˇala 5 tocˇk na kvadratni meter, se je v praksi najbolje izkazala
celica velikosti 1m × 1m. Na Sliki 2.4 lahko vidimo, kako velikost celice
viˇsinske mape vpliva na izgubo mikro-topolosˇkih znacˇilnosti. Predstavljene
so viˇsinske mape istega obmocˇja, z velikostjo celic 1m×1m,2m×2m ter 3m×
3m. Vecˇje kot je obmocˇje celice, vecˇ tocˇk bo vplivalo na dolocˇanje skupne
viˇsine za posamezno celico, s tem pa izgubimo mikro-topolosˇke znacˇilnosti
terena.
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(a) 1m× 1m. (b) 2m× 2m.
(c) 3m× 3m.
Slika 2.4: Viˇsinska mapa predstavljena v programu Matlab, z vidnim peho-
tnim jarkom. Izguba mikro-topolosˇkih znacˇilnosti s povecˇevanjem velikosti
celice je ocˇitna.
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Poleg velikosti celice, smo dolocˇili tudi velikost obmocˇja, ki ga ena viˇsinska
mapa pokriva. Izbira velikosti viˇsinske mape nima tako velikega vpliva na
rezultate nasˇega algoritma kot velikost celice, vseeno pa je bilo potrebno najti
kompromis med velikostjo viˇsinske mape - vecˇja kot je mapa, pocˇasnejˇse bodo
operacije, ki jih nad njo izvaja algoritem, ter kolicˇino viˇsinskih map - manjˇsa
kot bo viˇsinska mapa, vecˇ jih bo potrebno pripraviti, da z njimi pokrijemo
celotno obmocˇje. Na podlagi tega je bila izbrana viˇsinska mapa velikosti
1km× 1km.
2.3 Konvolucija s filtri za glajenje
Eden od principov, ki smo jih uporabili pri izdelavi nasˇega algoritma, je bila
uporaba konvolucije. Gre za enega temeljnih postopkov pri procesiranju slik,
ki nam omogocˇa, da sliko modificiramo tako, da izpostavimo oz. zakrijemo
lastnosti, ki se na sliki pojavljajo. V primeru nasˇega algoritma je sˇlo za kon-
volucijo v dveh dimenzijah, saj smo jo izvajali nad viˇsinsko mapo terena, ki
je bila v nasˇem primeru predstavljena kot dvodimenzionalna matrika nad-
morskih viˇsin.
Sam proces konvolucije sestavljata dva elementa, slika S, nad katero bomo
konvolucijo izvedli, ter jedro k, ki je navadno manjˇsa matrika od S, s fiksnimi
vrednostmi.
S =

1 3 5 2 4
2 8 7 3 9
1 1 8 4 7
2 4 6 1 3
7 2 9 8 1

, k =

1 2 1
0 0 0
−1 −2 −1
 .
V tem primeru smo za k izbrali Sobelov [31] operator, ki poudari robove v
horizontalni smeri. Nato po sledecˇi enacˇbi izracˇunamo njuno konvolucijo:
c(n1, n1) =
r−1∑
k1=0
c−1∑
k2=0
S(k1, k2)k(n1 − k1, n2 − k2), (2.3)
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kjer c(n1, n2) predstavlja vrednost konvolucije v polju (n1, n2), r in c pa
predstavljata sˇtevilo stolpcev ter vrstic v S. Kot rezultat konvolucije dobimo
naslednjo matriko:
S ∗ k =

12 25 25 22 21
−2 −1 6 10 8
−4 −9 −8 −11 −14
13 9 7 3 −8
−8 −16 −17 −11 −7

.
Pri izdelavi algoritma smo tako uporabil tri razlicˇne filtre: uniformni filter,
Gaussov filter ter ciklicˇni uniformni filter.
Uniformni filter: U , v katerem so vse vrednosti jedra enake k(n1, n2) =
1
r×c , r in c pa sta velikosti vrstic oz. stolpcev, tako da v vsaki celici kot
rezultat konvolucije dobimo povprecˇje vseh sosedov, ki smo ga uporabili za
glajenje matrike.
U =

1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9
1
9

Gaussov filter: G, ki je diskretna aproksimacija Gaussove porazdelitve
v dveh dimenzijah, definirane z enacˇbo:
G(x, y) =
1
2piσ2
exp
[
−x
2 + y2
2σ2
]
(2.4)
in se uporablja za zameglitev slik. Primera zveznega Gaussovega jedra ter
njegove aproksimacije z matriko velikosti 5 × 5 sta prikazana na Sliki 2.5.
Vidimo, da manjˇsa kot je matrika s katero aproksimiramo Gaussovo jedro,
bolj groba bo aproksimacija.
Gaussov filter nam tako lahko vrne zelo podobne rezultate, kakor uniformni
filter, vendar lahko pri Gaussovem jedru kontroliramo standardno deviacijo
σ, kar bo vplivalo na rezultat. Vecˇja kot je standardna deviacija, bolj polozˇna
je Gaussova krivulja, ki jo jedro aproksimira in posledicˇno je Gaussov filter
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vedno bolj podoben unfiormnemu. Spodaj je predstavljen primer 5× 5 Ga-
ussovega filtra s standardno deviacijo σ = 1.
G =
1
273
∗

1 4 7 4 1
4 16 26 16 4
7 26 41 26 7
4 16 26 16 4
1 4 7 4 1

(a) Zvezno gaussovo jedro. (b) Diskretna aproksimacija.
Slika 2.5: Predstavitev zvezne Gaussove funkcije dveh spremenljivk ter njena
diskretna aproksimacija s filtrom velikosti 5× 5.
Ciklicˇni uniformni filter: C, ki je zelo podoben standardnemu uni-
formnemu filtru, od njega se razlikuje po obliki, saj ni pravokotne temvecˇ
ciklicˇne oblike ter po tem, da je hkrati tudi utezˇen, tako da imajo na rezultat
konvolucije vecˇji vpliv celice, ki so blizˇje centru filtra. Spodaj je predstavljen
primer 3× 3 ciklicˇnega uniformnega filtra.
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C =

0.025 0.145 0.025
0.145 0.32 0.145
0.025 0.145 0.025
 (2.5)
2.4 Dinamicˇno nastavljanje pragovne vredno-
sti - trikotniˇska metoda
Nastavljanje pragovne vrednosti oz. upragovanje je postopek, pri katerem za
sliko (oz. mnozˇico podatkov) S dolocˇimo prag p, navadno tako da min(S) ≤
p ≤ max(S), saj nastavljanje pragovne vrednosti izven tega intervala nima
smisla. Vpliv pragovne vrednosti je viden na Sliki 2.6, kjer so predstavljeni
rezultati upragovanja z razlicˇnimi pragovnimi vrednostmi, ki tecˇejo od naj-
manjˇse do najvecˇje vrednosti v sliki.
Cˇe funkcijo upragovanja oznacˇimo z o(x), potem lahko upragovanje opiˇsemo
na sledecˇi nacˇin:
∀x ∈ S ⇒ o(x) =
1 ;x ≥ p0 ;x < p . (2.6)
Tako iz obicˇjane dobimo binarno sliko. Problem dinamicˇnega nastavljanje
pragovne vrednosti se pojavi takrat, ko zˇelimo upragovati slike/matrike, kjer
se pragovne vrednosti razlikujejo od matrike do matrike. Iskali smo algori-
tem za dinamicˇno nastavljanje pragovne vrednosti, ki bo poiskal kar najboljˇsi
prag za tipe matrik, s katerimi smo operiral. Izkazalo se je, da je za nasˇe
potrebe najboljˇsi pristop dinamicˇno upragovanje po trikotniˇski metodi [13],
ki je primerna za dokaj ozek nabor matrik oz. njihovih histogramov. Gre
za matrike katerih histogrami imajo tocˇno dolocˇeno obliko, predstavljeno
na Sliki 2.7. Taki histogrami imajo zelo izrazit vrh na eni strani ter nekaj
manjˇsih vrhov drugje. Algoritem nato povezˇe najviˇsji vrh z najbolj odda-
ljeno tocˇko na histogramu in za vsako ne-nicˇelno tocˇko histograma izracˇuna
razdaljo med vrednostjo v tej tocˇki do povezovalne cˇrte. Algoritem prag
postavi tam, kjer je razdalja najvecˇja, saj se na tem mestu histogram naj-
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Slika 2.6: upragovanje po korakih, viˇsji kot je prag, manj je pozitivnih regij.
V zadnjem koraku pragovna vrednost zavzame maksimalno vrednost v sliki,
pozitivnih regij ni.
bolj strmo povzpne. S tem dolocˇimo prag tako, da je najbolj izrazita grupa
locˇena od vseh ostalih. Na Sliki 2.8 lahko vidimo obliko histograma, ki je
bila znacˇilna za vse nasˇe viˇsinske mape. Vidimo lahko izrazito grucˇo vredno-
sti, ki predstavlja obmocˇja, ki nas ne zanimajo. Levo od nje pa se nahajajo
mnogo manjˇse grucˇe vrednosti, ki predstavljajo jarke, vrtecˇe in ostale mikro-
topoplosˇke znacˇilnosti.
Naknadno smo se ukvarjali sˇe z dodatno metodo avtomatskega nastavlja-
nja pragov, ki temelji na odvodih [17]. Ideja je, da se dolocˇi vse vrhove v
histogramu, nato pa se jim aproksimira krivuljo. Glede na to da poznamo
obliko histograma, lahko nato iz vrednosti odvodov izracˇunamo, na katerem
mestu je ukrivljenost krivulje najvecˇja. To bo ponovno ravno tam, kjer se
histogram najbolj strmo vzpne, tako da dobimo zelo podoben prag kakor po
trikotniˇski metodi.
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Slika 2.7: Primer delovanja algoritma za dolocˇanje pragovne vrednosti na
podlagi trikotniˇske metode. Z zeleno je oznacˇen prag, ki ga dolocˇi osnovna
metoda upragovanja v programu Matlab, z modro pa je oznacˇen prag izbran
s trikotniˇsko metodo.
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Slika 2.8: Standardna oblika histograma za nasˇe viˇsinske mape.
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2.5 Detekcija maksimalno stabilnih regij
Detekcija maksimalno stabilnih regij (angl. maximaly stable extremal regi-
ons, SLAM), je pristop za detekcijo obmocˇij v sliki (ang. Blob detection),
ki se od okolice razlikujejo po enem od atributov npr. barva, svetlost, Ideja
algoritma MSER je, da izberemo regije, ki se pri upragovanju z razlicˇnimi
pragovnimi vrednostmi cˇim manj spreminjajo. Algoritem si lahko predsta-
vljamo po korakih:
1. Za izbrano sliko S izvedemo serijo upragovanj, s pragom t, ki na zacˇetku
zavzame najmanjˇso vrednost v nasˇi sliki, nato pa se pragovna vrednost
povecˇuje za korak ∆, dokler ne dosezˇe maksimalne vrednosti v S.
Slika 2.9: Sliko S upragujemo glede na pragovno vrednost t, tako dobimo
serijo binarnih slik.
2. Skozi serijo upragovanih slik poiˇscˇemo povezana obmocˇja. Na Sliki
2.9 lahko vidimo, kako na drugi zaporedni sliki postanejo vidna prva
pozitivna obmocˇja. Vsaka skupina povezanih celic postane kandidat
za maksimalno stabilno regijo in se od svojega prvega pojava spremlja
skozi vse nadaljne korake upragovanja..
3. Za vsako od povezanih obmocˇji, detektiranih v prejˇsnjem koraku, je
sedaj potrebno ugotoviti kdaj je maksimalno stabilno, to storimo tako,
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da poiˇscˇemo lokalni minimum sledecˇe funkcije:
q(x) =
|Qi+∆ −Qi−∆|
Qi
. (2.7)
S Qi je oznacˇeno sˇt. celic oz. povrsˇina regije pri i-tem koraku uprago-
vanja, z ∆ pa je oznacˇen korak upragovanja. Funkcija q(x) tako racˇuna
prirastek novih celic k posamezni regiji med korakoma i−∆ ter i+ ∆,
ki je nato normaliziran s sˇtevilom celic v koraku i, saj se povezana
obmocˇja mocˇno razlikujejo po velikosti.
4. Rezultat algoritma MSER je identificiranje regij, ki so sedaj maksi-
malno stabilne ter za katere velja, da je vrednost vseh celic, ki so v
obmocˇju vsebovana vecˇja oz. manjˇsa od vrednosti, na katere obmocˇje
meji, zato se v imenu algoritma pojavi ime ekstremalna regija.
5. V zadnjem koraku je potrebno izlocˇiti tista obmocˇja, ki jih je algoritem
sicer prepoznal kot maksimalno stabilna, a ne zadostujejo podanim pa-
rametrom. Osnovna kriterija sta minimalna ter maksimalna velikost
prepoznanih obmocˇij. Okvirno vemo, kaksˇne regije lahko pricˇakujemo,
ko algoritem pozˇenemo, zato lahko interval velikosti tudi primerno na-
stavimo, vse regije, ki so tako po povrsˇini oz. sˇtevilu celic prevelike
oz. premajhne nato algoritem izlocˇi. Dodatni parameter, ki vpliva na
to koliko razlicˇnih regij nam bo algoritem oznacˇil, pa je maksimalna
variacija obmocˇja Γmax. Pri pogoju maksimalne dopusˇcˇene variacije
ponovno uporabimo funkcijo:
q(x) =
|Qi+∆ −Qi−∆|
Qi
, (2.8)
katere lokalni minimum smo iskali za dolocˇitev maksimalno stabilne
regije. Cˇeprav smo za funkcijo variacije poiskali lokalni minimum,
pa je lahko variacija obmocˇja sˇe vedno zelo visoka. S parametrom
maksimalne variacije tako lahko dolocˇimo, koliko raznolike regije sˇe
dopusˇcˇamo. Za zelo izrazite regije je variacija nizka, tako da cˇe povecˇujemo
maksimalno variacijo (tipicˇno zavzame vrednosti med 0.1 in 1), nam
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bo algoritem vrnil vecˇ regij, a ni nujno da bodo tako stabilne. Na Sliki
2.10 je tako prikazan rezultat, ki ga vrne algoritem MSER. Vidimo da
so vse tri cˇrke oznacˇene kot prepoznana obmocˇja, saj se niso povezana
obmocˇja, ki so cˇrke prekrivala na Sliki 2.9, prakticˇno nicˇ spreminjala
skozi zaporedne korake upragovanja.
(a) Vhodna slika S. (b) Rezultat detekcije maksimalno stabilnih
regij.
Slika 2.10: Algoritem pravilno prepozna vse tri cˇrke na sliki, saj se niso po-
vezana obmocˇja, ki so cˇrke prekrivala na Sliki 2.9, prakticˇno nicˇ spreminjala
skozi zaporedne korake upragovanja.
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2.6 Lokalni binarni vzorci
Lokalni binarni vzorci (angl. local binary pattern, LBP) je princip opisovanja
lastnosti posamezne celice v sliki S, na podlagi razmerja do njenih sosedov
oz. do celic, ki jih relacija sosednosti definira kot sosednje. Temelji na pred-
postavki, da ima tekstura, gledana lokalno, dve glavni lastnosti: vzorec ter
intenziteto [6, 7].
Slika 2.11: Primeri definicije relacije sosednjosti. Vrednost tocˇke, ki se ne
nahaja v sredini celice se izracˇuna z interpolacijo. Slika vzeta iz [2].
Podobno kot MSER je mogocˇe tudi LBP lepo opisati po korakih:
1. Najprej dolocˇimo relacijo sosednosti, tako za vsako celico dobimo 8 so-
sedov (to sˇtevilo je seveda odvisno od relacije sosednosti, a v naslednjih
korakih bom za olajˇsanje razlage uporabljal osnovno relacijo sosednosti,
z osmimi sosedi) Primeri relacije sosednosti so prikazani na Sliki 2.11,
z belo tocˇko je oznacˇena osrednja celica za katero racˇunamo vrednost
deskriptorja, s cˇrnimi pa so oznacˇene tocˇke, s katerimi osrednjo tocˇko
primerjamo. Vrednost cˇrne tocˇke, ki se ne nahaja v sredini celice se
izracˇuna z interpolacijo.
2. Sosednje celice upragujemo s centralno celico.
S =

7 13 2
1 5 9
4 2 8
⇒

1 1 0
0 © 1
0 0 1
⇒ [11011000] (2.9)
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3. Na ta nacˇin ustvarimo 8-bitni vektor; dobljeni vektor sedaj rotiramo,
dokler ne dobimo najmanjˇsega mozˇnega binarnega sˇtevila. Na ta nacˇin
ustvarimo deskriptor ki je odporen na rotacije slike.
[11011000]⇒ [01101100]⇒ [00110110]⇒ [00011011] ≡ 5 (2.10)
1 1 0
0 © 1
0 0 1
⇒ [00011011]⇐

0 0 1
0 © 1
1 1 0
 (2.11)
4. Lokalni deskriptorji zdruzˇeni v vektor pa predstavljajo deskriptor ce-
lotne slike. Primer deskriptorja za nasˇe viˇsinske mate je prikazan na
Sliki 2.12. Izrazita grucˇa na desni predstavlja povrsˇine, ki nas ne zani-
majo, ostale grucˇe pa predstavljajo interesna obmocˇja:jarke,vrtacˇe,itd.
Na sliki je os Y prikazana v logaritemski skali, saj je grucˇa na desni
tako izrazita, da ostalih vrednosti pri normalni skali skorajda ni mocˇ
opaziti.
Slika 2.12: Standardna oblika deskriptorja viˇsinske mape. Za lazˇjo predstavo
je uporabljena logaritemska skala na Y osi.
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Osnovna oblika algoritma je bila predlagana in opisana leta 1996 [23]. Ta-
krat je bila uporabljena osnovna oblika relacije sosednosti, za sosede je bilo
dolocˇenih osem najblizˇjih celic, kjer je imela vsaka sosednja celica definirano
fiksno utezˇ: 
1 2 4
128 © 8
64 32 16
 . (2.12)
Nato pa je bil leta 2002 [22] nadgrajen, s cˇimer je bila dodana podpora za
dodatne relacije sosednjosti ter odpornost na rotacije slike.
Danes igra LBP pomembno vlogo pri programih za detekcijo in dolocˇanje
znacˇilnosti obrazov [11], s predpostavko da je obraz neka vrsta teksture,
lahko za klasifikacijo uporabljamo razsˇirjeni algoritem LBP, ki uporabi de-
skriptorje pridobljene z vecˇimi razlicˇnimi relacijami sosednosti, namesto ve-
liko bolj kompleksnih algoritmov. Za doseganje boljˇsih rezultatov se slika
pri detekciji obrazov navadno razdeli na manjˇse regije, nato pa se lokalni
deskriptorji vseh regij zlozˇijo v skupni vektor, ki predstavlja deskriptor LBP
za obraz.
2.7 Sobelov filter za detekcijo robov
Sobelov algoritem spada v skupino algoritmov za detekcijo robov, ki izva-
jajo detektcijo robov na podlagi aproksimacije gradientov v sliki. Tip filtra
sta leta 1968 predstavila Irwin Sobel in Gary Feldman [31]. Podobni flitri,
ki aproksimiraj gradiente so sˇe Prewittov (P ), Robertsov(R) in Scharrov(Sc).
P =

1 1 1
0 0 0
−1 −1 −1
 , R =
[
1 0
0 −1
]
, Sc =

3 10 3
0 0 0
−3 −10 −3
 (2.13)
Sobelov algoritem uporabi dva filtra za konvolucijo,opisana v Poglavju
2.3, ki sta izbrana tako, da aproksimirata gradiente v sliki S, v navpicˇni ter
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vodoravni smeri
Gx =

1 2 1
0 0 0
−1 −2 −1
 , Gy =

1 0 −1
2 0 −2
1 0 −1
 (2.14)
Dobljeni sliki sta tako odvoda slike v X in Y smeri (2.13). Nato se izracˇuna
Slika 2.13: Predstavitev gradientov v sliki v smereh X inY. V svetlih tocˇkah
je vrednost gradienta visoka, gre za hitro spremembo intenzitete.
skupni gradient slike, kjer se smerna odvoda sesˇtejeta po naslednji enacˇbi:
G =
√
G2x +G
2
y, (2.15)
G = |Gx|+ |Gy|. (2.16)
(2.15) je osnovna enacˇba predstavljena v teoriji, medtem ko je (2.16) upora-
bljena kot njena aproksimacija, ki se uporablja v praksi. Svetla obmocˇja, ki
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na sliki oznacˇujejo visoke vrednosti gradientov, lahko nato z upragovanjem
locˇimo od ostalih elementov na sliki. Primer je prikazan na Sliki 2.14, kjer
je na levi predstavljena slika z skupnim gradientom, na desni pa rezultat
upragovanja, kjer so bila pozitivna obmocˇja po upragovanju stanjˇsana na de-
belino ene celice. Povezana obmocˇja se na debelino ene celice stanjˇsajo tako,
da algoritem iz njihovega roba odstranjuje celice toliko cˇasa, dokler s tem ne
bi prekinili prej povezanega obmocˇja.
(a) Gradienti sesˇteti po enacˇbi (2.15). (b) Robovi v sliki oznacˇeni kot pozitivni
elementi v binarni sliki po upragovanju in
tanjˇsanju na debelino ene celice.
Slika 2.14: Predstavitev sesˇtevanja gradientov ter oznacˇevanja robov na pod-
lagi upragovanja.
Poglavje 3
Nasˇ pristop k detekciji jarkov
Tekom izdelave diplomske naloge smo razvili nasˇ algoritem za detekcijo peho-
tnih jarkov na podlagi viˇsinskih map terena. Algoritem kot vhodni podatek
dobi pripravljeno viˇsinsko mapo, ter na podlagi viˇsinske mape vrne binarno
masko, kjer pozitivna obmocˇja predstavljajo jarke, hkrati pa binarna maska
vsebuje tudi koordinate posameznih obmocˇji, ki jih umesˇcˇajo v drzˇavni ko-
ordinatni sistem Slovenije.
V tem poglavju bomo predstavili nasˇ pristop detekcije jarkov. Celoten po-
stopek je bil izveden po korakih in tako so razdeljena tudi podpoglavja. V
Podpoglavju 3.1 bomo predstavili, kako smo se na podlagi principov opisanih
v Podpoglavju 2 lotili glajenja terena ter pripravi viˇsinskih standardiziranih
viˇsinskih map. Podpoglavje 3.2 opisuje pripravo terenskih znacˇilnic z upo-
rabo algoritmov opisanih v Podpoglavjih 2.4,2.5,2.6. V Podpoglavju 3.3 pa
bomo predstavili nasˇ pristop zdruzˇevanja pridobljenih znacˇilnic v koncˇni re-
zultat nasˇega algoritma.
3.1 Glajenje terena
Prvi korak pri izdelavi nasˇega algoritma je bila priprava viˇsinskih map, ki
jih bomo uporabljali v nadaljnih korakih nasˇega algoritma. Zacˇeli smo z
viˇsinskimi mapami, ki smo jih pripravili v programu Manifold, s postopkom
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opisanim v Poglavju 2.2. Tezˇava je v tem, da je taka viˇsinska mapa lahko
mocˇno razgibana in kot taka neprimerna za takojˇsnjo uporabo. Terena, ki sta
si vizualno lahko zelo podobna, se bosta razlikovala po nadmorskih viˇsinah,
velik vpliv pa imajo tudi makro-topolosˇke znacˇilnosti:hribi, doline, recˇna ko-
rita, itd.
Razvili smo algoritem za standardizacijo viˇsinskih map, z uporabo konvolu-
cije, opisane v Poglavju 2.3, kjer smo se znebili makro-topolosˇkih znacˇilnosti
terena ter nadmorske viˇsine, tako da je bila najnizˇja tocˇka nasˇe viˇsinske mape
0. Na viˇsinski mapi S smo tako uporabili naslednji pristop:
1. S smo duplicirali v S1 in S2, S1 nam bo sluzˇil kot osnova, nad S2 pa
bomo izvajali konvolucijo.
2. Izbrali smo konvolucijski filter t med filtri predstavljenimi v Poglavju
2.3, ter po enacˇbi (3.1) izvedli konvolucijo nad S2. Na Sliki 3.1 je
prikazan rezultat glajenja viˇsinske mape s ciklicˇnim uniformnim fil-
trom velikosti 5 × 5. Opazimo lahko, da so bile vse mikro-topolosˇke
znacˇilnosti terena zglajene.
c(n1, n1) =
r−1∑
k1=0
c−1∑
k2=0
S2(k1, k2)t(n1 − k1, n2 − k2) (3.1)
3. S2 smo nato odsˇteli od S1 ter tako dobili novo viˇsinsko mapo ∆.
4. V zadnjem koraku smo viˇsinsko mapo ∆ sˇe standardizirali na razpon
vrednosti od 0 do 1, t.j.,
∆ = ∆ + |Min(∆)|, (3.2)
∆ = ∆/Max(Delta). (3.3)
Pri nadaljnem razvoju algoritma smo upoabili rezultate pridobljene s kon-
volucijo z vsakim od konvolucijskih filtrov - Uniformni 3× 3 filter, Gaussov
5× 5 filter s standardno deviacijo σ = 0.5 ter CIkilicˇni uniformni 5× 5 filter,
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(a) Interpolirana viˇsinska mapa. (b) Rezultat glajenja.
Slika 3.1: Prikaz glajenja s ciklicˇnim uniformnim filtrom velikosti 5 × 5,
vidimo lahko da so mikro-topolosˇke znacˇilnosti terena zglajene, prav tako
tudi sˇum.
ki so predstavljeni v Poglavju 2.3. Glavno vlogo pa je v naslednjih korakih
igrala viˇsinska mapa ∆ pridobljena s ciklicˇnim uniformnim filtrom.
Na tako pridobljeni viˇsinskih mapah, pa smo lahko v nadaljevanju uporabili
algoritme in pristope za detekcijo regij opisane v Poglavju 2.
3.2 Priprava terenskih znacˇilnic
Koraki v nasˇem algoritmu do te tocˇke so bili namenjeni pripravi podatkov za
cˇim lazˇjo ter cˇim bolj ucˇinkovito obdelavo, sami jarki pa so zaenkrat vidni sˇe
vedno samo s prostim ocˇesom. Cilj priprave terenskih znacˇilnic je torej ob-
delava podatkov, tako da jarkom oz. iskanim mikro-topolosˇkim znacˇilnostim
priredim dolocˇene vrednost, na podlagi katerih jih lahko nato locˇim od vsega
ostalega. Na tej tocˇki smo preiskusil veliko sˇtevilo pristopov in algoritmov,
ter nato izbral tri, opisane v Poglavju 2, ki so zagotavljali najboljˇse rezultate,
in na podlagi katerih smo nato nato nadaljevali do koncˇnih rezultatov:
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Slika 3.2: Standardizirana viˇsinska mapa za obmocˇje na sliki 3.1. Pehotni
jarki so vidni kot povezana ugreznjena obmocˇja, z izrazitimi robovi, na sliki
obarvani temno rdecˇe.
Dinamicˇno nastavljanje pragovne vrednosti
Prvo od treh znacˇilnic smo pridobili z dinamicˇnim nastavljanjem pragovne
vrednosti, saj ima viˇsinska mapa po glajenju terena nekaj lepih lastnosti.
Zaradi pravilne izbire filtra so sedaj na viˇsinski mapi zelo izrazito vidne vse
mikro-topolosˇke znacˇilnosti terena, z dolocˇeno kolicˇino sˇuma, celice, kjer pa
mikro-topolosˇkih znacˇilnosti ni bilo pa imajo vse zelo podobne vrednosti
(Slika 3.2). Taka razporeditev vrednosti, se zelo lepo pokazˇe tudi na hi-
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stogramu viˇsinske mape, kjer opazimo zelo izrazito grucˇo tocˇk, ki predsta-
vlja obmocˇje, ki nas ne zanima, ter nekaj manjˇsih vrhov, ki predstavljajo
razlicˇne mikro-topolosˇke znacˇilnosti ter sˇum. Z uporabo trikotniˇske me-
tode za dolocˇanje pragovne vrednosti smo tako za vsako viˇsinsko mapo lahko
dolocˇil pragovno vrednost, ki je bila postavljena na vznozˇje najvecˇje grucˇe
v histogramu (Poglavje 2.4). Na tako pridobljeni znacˇilnici, kjer so celice
katerih vrednost je manjˇse od pragovne nastavljene na 1, ter ostale na 0, so
jarki in vrtacˇe zelo lepo vidni, a hkrati opazimo tudi veliko kolicˇino sˇuma.
Primer si lahko ogledamo na Sliki 3.3. Na levi je prikazanja standardizirana
viˇsinska mapa, na desni pa binarna slika pridobljena z dinamicˇnim nasta-
vljanjem pragovne vrednosti. Jarki so pravilno oznacˇeni, ceste algoritem ne
oznacˇi, opazimo pa lahko sˇum. Za lazˇjo vizualizacijo je prikazan del viˇsinske
mape velikosti 100m × 100m , medtem ko algoritem operira z viˇsinskimi
mapami velikosti 1000m× 1000m.
Detekcija maksimalno stabilnih regij
Naslednji pristop je bila uporaba algoritma za detektiranje maksimalno sta-
bilnih regij. Izkazalo se je da je glavna prednost algoritma MSER ta, da se
izogne sˇumu, ki je prisoten v znacˇilnici, pridobljeni z dinamicˇnim nastavlja-
njem pragovne vrednosti (Slika 3.3). Hkrati pa s spreminjanjem parametra
maksimalne dopusˇcˇene variacije, gre za dopusˇcˇeno variacijo med povezanim
obmocˇjem ter njegovo okolico, lahko bolj natancˇno prepoznamo tudi vrtacˇe,
kar je tudi eden od stranskih ciljev nasˇe diplomske naloge, s katero se bomo
ukvarjali tudi v prihodnje. Primer rezultata algoritma MSER je prikazan na
Sliki 3.4. Ker gre za problematicˇno obmocˇje lahko hkrati vidimo prednosti in
slabosti algoritma MSER v primerjavi z metodo z dinamicˇnim nastavljanjem
pragovne vrednosti. Vidimo, da je na sliki manj sˇuma, vendar so pozitivna
obmocˇja mnogo sˇirsˇa od jarkov, nekateri od jarkov pa so izpusˇcˇeni. Na zgor-
njem obmocˇju so jarki namrecˇ sˇibko definirani, zato pride do dolocˇene kolicˇine
razlitja obmocˇji.
Jarki so od mikro-topolosˇkih znacˇilnosti najbolj izraziti, saj imajo bolj ali
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Slika 3.3: Standardizirana viˇsinska mapa na levi, na desni pa je binarna
slika pridobljena z dinamicˇnim nastavljanjem pragovne vrednosti. Jarki so
pravilno oznacˇeni, ceste algoritem ne oznacˇi, opazimo pa lahko sˇum. Za lazˇjo
vizualizacijo je prikazan del viˇsinske mape velikosti 100m× 100m , medtem
ko algoritem operira z viˇsinskimi mapami velikosti 1000m× 1000m.
manj navpicˇno odrezane stranice, tako da jih algoritem MSER zazna zˇe pri
zelo nizki stopnji dopusˇcˇene variacije obmocˇja, ko pa to vrednost postopoma
povecˇujemo, bodo na sliki najprej prepoznane sˇe vrtacˇe, sˇibkeje definirani
jarki Z nadaljnim dvigovanjem dovoljene variacije, pa se bodo detektirana
obmocˇja razsˇirila cˇez celotno sliko in rezultati bodo postali neuporabni.
Uporaba lokalnih binanih vzorcev
Tretji pristop, ki smo ga ubrali, pa je bila uporaba algoritma za detekcijo
lokalnih binarnih vzorcev. Na enaki viˇsinski mapi, iz katere smo pridobil
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Slika 3.4: Prikaz delovanja algoritma MSER na enakem obmocˇju kot na Sliki
3.3. Ker gre za problematicˇno obmocˇje lahko hkrati vidimo prednosti in
slabosti algoritma MSER v primerjavi z metodo z dinamicˇnim nastavljanjem
pragovne vrednosti. Vidimo, da je na sliki manj sˇuma, vendar so pozitivna
obmocˇja mnogo sˇirsˇa od jarkov, nekateri od jarkov pa so izpusˇcˇeni. Na
zgornjem obmocˇju so jarki namrecˇ sˇibko definirani, zato pride do dolocˇene
kolicˇine razlitja obmocˇji.
prejˇsnji dve znacˇilnici algoritem, LBP ni vracˇal zadovoljivih rezultatov, zato
smo tu potreboval vmesni korak, v katerem smo iz viˇsinske mape ustvaril
mapo gradientov. To smo storil s pomocˇjo Sobelovih operatorjev, s katerima
smo dobil smerna gradienta slike v x - Gx in y - Gy smeri, ter ju nato zdruzˇil
v skupni gradient po naslednji formuli:
G =
√
(G2x +G
2
y). (3.4)
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Postopek je bolj podrobno opisan v Poglavju 2.7. Na tako pridobljeni mapi
gradientov pa je nato algoritem LBP vrnil rezultate, ki so bili primerljivi
s tistimi pridobljenimi po metodi dinamicˇnega nastavljanja pragovne vre-
dnosti. Po uporabi algoritma LBP iz viˇsinske slike dobimo matriko, katere
Slika 3.5: Z upragovanjem deskriptorja LBP dobimo zgoraj prikazano binarno
sliko. V naslednjih korakih razvoja algoritma slik pridobljenih z upragova-
njem LBP deskriptorja nismo uporabil, saj niso prinesle nobenih izboljˇsav,
a bodo uporabljene v nadgradnji nasˇega algoritma v prihodnosti.
celice zavzamejo vrednosti od 0-255; bolj podrobni opis se nahaja v Poglavju
2.6, nato pa smo nad dobljeno matriko ponovno uporabili trikotniˇsko me-
todo za dolocˇanje pragovne vrednosti, Poglavje 2.4, saj je histogram tako
dobljene matrike podoben tistemu iz Poglavja 3.2, tako da metoda ponovno
vrne primerno vrednost za upragovanje. Primer tako izracˇunane znacˇilnice
je predstavljen na Sliki 3.5.
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3.3 Koncˇna obdelava znacˇilnic
Z vsemi tremi pripravljenimi znacˇilnicami je sledila njihova obdelava ter
zdruzˇevanje v koncˇno binarno sliko. Tu si z znacˇilnico pridobljeno z algo-
ritmom LBP nismo mogli pomagati, saj so pozitivna obmocˇja na njej prevecˇ
raztrgana (Slika 3.5), tako da smo se posvetili obdelavi znacˇilnic pridoblje-
nih z algoritmom MSER ter z dinamicˇnim nastavljanjem pragovne vrednosti.
Zacˇeli smo z morfolosˇkimi operacijami, s katerimi smo se zˇeleli znebiti sˇuma
ter poudarit jarke oz. tista obmocˇja, ki jih imamo v interesu.
3.3.1 Odstranjevanje regij glede na povrsˇino
Definirali smo parameter najmanjˇse sprejemljive velikosti: γ, za povezano
obmocˇje, nato pa smo iz znacˇilnice S odstranili vsa povezana obmocˇja: s
katerih povrsˇina je bila manjˇsa od γ, tako da smo njihove celice nastavili na
0, t.j.,
∀s ∈ S :
s = s ;A(s) > γs = 0 ;A(s) ≤ γ . (3.5)
Pri cˇemer A(s) predstavlja funkcijo, ki presˇteje koliksˇno sˇtevilo celic obmocˇje
vsebuje.
3.3.2 Razsˇirjanje in povezovanje regij
Na Sliki 3.6 opazimo, da so obmocˇja, ki oznacˇujejo jarke dostikrat pretr-
gana, zato smo s spodnjimi koraki poskusili taka obmocˇja pred nadaljno
obdelavo povezati. Postopek je prikazan na Sliki 3.7, kjer so predstavljeni
trije zaporedni koraki razsˇirjanja in povezovanja. Zacˇnemo z osnovno sliko,
algoritem povezana obmocˇja v njej razsˇiri, nato poskusˇa povezati obmocˇja,
ki so si dovolj blizu, v zadnjem koraku pa povezana obmocˇja stanjˇsa na prvo-
tno debelino. Najprej smo obmocˇje razsˇirili, tako da se vsakemu povezanemu
obmocˇju doda po eno celico na rob obmocˇja, a samo pod pogojem da s tem ne
36 POGLAVJE 3. NASˇ PRISTOP K DETEKCIJI JARKOV
Slika 3.6: Primer odstranjevanja regij za γ = 10.
povezˇemo prej nepovezanih regij. Nato smo uporabili operacijo premosˇcˇanja,
ki deluje tako, da celico z vrednostjo 0 nastavi na 1, cˇe ima dva pozitivna
soseda, ki nista soseda med seboj. S tem smo uspesˇno povezali obmocˇja, ki
so bila dovolj blizu skupaj (3m oz. 3 celice), da smo lahko predvidevali, da
pokrivajo isti jarek. 
0 0 1
1 0 1
1 0 0
⇒

0 0 1
1 1 1
1 0 0
 (3.6)
Nazadnje pa smo obmocˇje stanjˇsali, tako da smo uporabili obratni algoritem
od tistega uporabljenega v Poglavju 3.3.2, ki je povezanim obmocˇjem odstra-
nil po eno celico z roba obmocˇja, tako kot je to prikazano na Sliki 3.7.
3.3.3 Locˇevanje na podlagi ekscentricˇnosti
Po morfolosˇkih operacijah, so na obeh znacˇilnicah (MSER, dinamicˇno upra-
govanje) ostala vecˇinoma le obmocˇja, ki predstavljajo jarke ter vrtacˇe oz. to
je bila nasˇa predpostavka, tako da smo potrebovali lastnost na podlagi katere
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Slika 3.7: Primer povezovanja blizˇnjih regij. Prikazani so trije zaporedni ko-
raki razsˇirjanja in povezovanja. Zacˇnemo z osnovno sliko, algoritem povezana
obmocˇja v njej razsˇiri, nato poskusˇa povezati obmocˇja, ki so si dovolj blizu,
v zadnjem koraku pa povezana obmocˇja stanjˇsa nazaj na prvotno velikost.
bi jih locˇili med seboj.
Ekscentricˇnost je definirana z naslednjo enacˇbo:√
1− b
2
a2
, (3.7)
kjer a in b predstavljata polovici dolzˇine daljˇse ter krajˇse osi elipse, ekscen-
tricˇnost pa zavzame vrednosti na intervalu: e ∈ [0, 1], kjer ima krozˇnica
ekscentricˇnost 0, pri paraboli pa zavzame vrednost 1.
S pomocˇjo ekscentricˇnosti nam je nato uspelo locˇiti vrtacˇe od jarkov. Tu smo
izkoristili prednost algoritma MSER, ki je vrtacˇe oznacˇil dosti bolje, tako da
smo le-te s pomocˇjo ekscentricˇnosti poiskali v znacˇilnici pridobljeni z algo-
ritmom MSER. Na Sliki 3.8 je prikazan rezultat detekcije vrtacˇ na podlagi
ekscentricˇnosti, na Sliki 3.9 pa rezultat detekcije jarkov, prav tako na podlagi
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ekscentrcˇnosti.
Slika 3.8: Detektirane vrtacˇe na podlagi znacˇilnice, pridobljene z algoritmom
MSER; oznacˇene so samo tiste, ki se z jarki ne prekrivajo.
Slika 3.9: Detektirani jarki na podlagi znacˇilnice, pridobljene z algoritmom za
dinamicˇno nastavljanje pragovne vrednosti. Sˇe vedno opazimo visoko sˇtevilo
nepravilno prepoznanih obmocˇji; ta bomo odstranili s pomocˇjo detektiranih
vrtacˇ na Sliki 3.8.
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3.3.4 Zakljucˇna obdelava
Na podlagi Slik 3.8, 3.9, smo sedaj ustvariti koncˇni rezultat nasˇega algoritma.
Najprej smo uporabili algoritem iz Poglavja 3.3.2 za tanjˇsanje povezanih
obmocˇji ter z njim stanjˇsali detektirane vrtacˇe s Slike 3.8. Z S1 oznacˇimo
znacˇilnico z jarki ter z S2 znacˇilnico z vrtacˇami, z n pa sˇtevilo vrstic oz.
stolpcev v slikah S1 in S2 , tako smo skupno znacˇilnico T dobili na sledecˇi
nacˇin:
∀i, j ∈ [1, n] : T (i, j) =
S1(i, j) ;S2(i, j) == 0S1(i, j)⊕ S2(i, j) ;S2(i, j) == 1 . (3.8)
Tako smo iz znacˇilnice S1 odstranili vsa napacˇno prepoznana obmocˇja, ki
so jih povzrocˇile vrtacˇe. Nad T smo nato ponovno pognali morfolosˇke al-
goritme iz Poglavja 3.3.1 in 3.3.2, da smo se znebili novonastalega sˇuma ter
povezali obmocˇja, katera smo v vmesnih korakih morda prekinili. Na koncu
pa smo nad T pognali algoritem za tanjˇsanje povezanih obmocˇji (Poglavje
3.3.2), s katerim smo zˇeleli stanjˇsati povezana obmocˇja na debelino ene ce-
lice. Algoritem tako odstranjuje celice z roba povezanega obmocˇja, dokler
tega ni vecˇ mocˇ storiti, ne da da bi povezano obmocˇje prekinili. Koncˇni re-
zultat postopka je prikazan na Sliki 3.10, kjer smo na podlagi zgoraj opisanih
postopkov zdruzˇili binarni sliki predstavljeni na Sliki 3.8 in Sliki 3.9.
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Slika 3.10: Na levi je prikazana viˇsinska mapa, na desni pa izhodni rezultat
nasˇega algoritma za obmocˇje velikosti 1km× 1km.
Poglavje 4
Eksperimentalna analiza
Poglavje je razdeljeno na dva dela, v prvem bomo predstavili parametre
nasˇega algoritma,zbirko podatkov na kateri smo nasˇ algoritem testirali ter
cilje, katerih ciljne vrednosti smo z nasˇim algoritmom zˇeleli dosecˇi. V drugem
delu pa bomo predstavili in ovrednotil nasˇe rezultate ter jih primerjali z
referencˇno metodo.
4.1 Parametri
V tem poglavju si bomo ogledali, kateri so glavni parametri, ki so nastopali v
nasˇem algoritmu, na podlagi cˇesa smo izbrali njihove vrednosti ter predstavili
njihov vpliv na nasˇ algoritem.
Izdelava viˇsinske mape iz tocˇkovnega oblaka
Sistem Lidar je podatke o terenu vrnil v obliki tocˇkovnega oblaka, iz katerega
smo zˇeleli izdelati viˇsinske mape terena nad katerimi bi nato pognali nasˇ
algoritem. Pri tem je bilo potrebno izbrati velikost celice nasˇe viˇsinske mape,
ki bo omogocˇala kar najboljˇse rezultate. Gostota tocˇk v tocˇkovnem oblaku
je v povprecˇju znasˇala 5 tocˇk na m2, viˇsina celice v viˇsinski mapi pa je
dolocˇena z interpolacijo, za kar je poskrbel sistem Manifold. Testirali smo
celice z dolzˇinami robov: 0.5m, 1m, 2m, 3m, 5m in 10m. Pri velikosti celice
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0.5m × 0.5m je sˇlo za premajhne celice, kar je posledicˇno na viˇsinski mapi
povzrocˇilo prevecˇ sˇuma, s celicami z robom 2m in vecˇ, pa je bila zˇe na pogled
ocˇitna izguba mikro-topolosˇkih znacˇilnosti terena. Celica velikosti 1m×1m je
bila izbrana kot najbolj primerna. Vpliv velikosti celice na lastnosti terena
je viden na Sliki 2.4, kjer so prikazani rezultati za celice velikosti 1m, 2m
in 3m. Pri celicah z velikostjo nad 3m je nato priˇslo le sˇe do vecˇjih izgub
mikro-topolosˇkiih znacˇilnosti.
Glajenje terena s konvolucije
Pri glajenju terena, opisanem v Poglavju 2.3, smo se odlocˇali med tipi fil-
trov ter njihovimi dimenzijami. Najprej smo vizualno pregledali rezultate
izracˇunane s filtri, ki jih podpira program Matlab ter na podlagi tega izbrali
tri filtre, ki jih bomo sˇe dodatno testirali, tako da bomo lahko dolocˇili ka-
teri od njih je najbolj primeren ter tudi katera dimenzija filtra vrne najbolj
primerne rezultate. Filtri, ki smo jih dodatno testirali so: uniformni, Ga-
ussov ter ciklicˇni uniformni. Rezultati, pridobljeni z vsakim od njih, pa so
predstavljeni na Sliki 4.1. Vsakega od filtrov smo nato testirali z razlicˇnimi
dimenzijami ter za vsako od njih izracˇunali terenske znacˇilnice. Za potrebe
nasˇega algoritma se je najbolje odrezal Cikilcˇni uniformni filter velikosti 5×5
Minimalna povezana obmocˇja
Zaradi velike kolicˇine sˇuma, ki je bil prisoten skozi vse korake nasˇega al-
goritma, smo vpeljali parameter, ki dolocˇa minimalno povrsˇino povezanega
obmocˇja γ. Parameter smo testirali na nasˇi testni mnozˇici in opazovali,
kaksˇna je maksimalna vrednost γ, pri kateri se znebimo samo sˇuma in ne tudi
pravilno prepoznanih regij. Izkazˇe se, da so v veliki vecˇini primerov, razen
v kriticˇnih primerih, opisanih v Poglavju 4.5, pravilno prepoznana obmocˇja
vecˇja od 60 celic, γ pa je v nasˇem algoritmu nastavljen na γ = 40, tako da
ne bi po nepotrebnem odstranjevali pravilno prepoznanih obmocˇji.
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Slika 4.1: Rezultati konvolucije s tremi razlicˇnimi filtri: uniformni, Gaussov
ter ciklicˇni uniformni. Za vsak filter sta predstavljena rezultata za velikosti
filtra 3× 3 ter 5× 5.
Detekcija maksimalno stabilih regij
Pri uporabi algoritma za detekcijo maksimalno stabilnih regij (MSER), opisa-
nega v Poglavju 2.5, smo nastavljali naslednja dva parametra: korak uprago-
vanja: δ ter maksimalno dopusˇcˇeno variacijo povezane regije: σ. Parametra
sta opisana v Poglavju 2.5, vpliv spreminjanja δ in σ na detektiranje regij pa
je prikazan na Sliki 4.2. Na Y osi, je predstavljen parameter δ, ki zavzame
vrednosti od 0.1 do 1, na X osi pa je predstavljen parameter σ, ki zavzame
vrednostiod 0.05 do 0.5. i=delta j=sigma
Parameter δ, ki pove, koliksˇen odstotek vrednosti razpona nasˇih podatkov
naj algoritem vzame kot korak pri upragovanju, smo nastavili na δ = 0.005.
Parameter σ, ki oznacˇuje maksimalno dopusˇcˇeno variacijo, pa smo nastavili
na vrednost σ = 0.1.
Oba parametra sta nastavljena tako, da kar najbolj selektivno izlocˇata ne-
primerne regije, saj smo za jarke lahko z veliko verjetnostjo predpostavili,
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da so zelo izrazito definirani s prakticˇno navpicˇnimi robovi. Tako smo se
izogniili napacˇnim identifikacijam obmocˇji, vendar pa je algoritem na racˇun
tega zavrnil dolocˇena obmocˇja, ki pa dejansko predstavljajo jarek. To se je
dogajalo predvsem v kriticˇnih primerih, opisanih v Poglavju 4.5
Slika 4.2: Vpliv spreminjanja parametrov δ in σ. Na Y osi, je predstavljen
parameter δ, ki zavzame vrednosti od 0.1 do 1, na X osi pa je predstavljen
parameter σ, ki zavzame vrednostiod 0.05 do 0.5.
Ekscentricˇnost
Kot smo opisali v Poglavju 3.3.3, smo racˇunanje ekscentricˇnosti v nasˇem
algoritmu uporabili v dveh primerih. Na terenski znacˇilnici, pridobljeni z
algoritmom MSER, smo na podlagi ekscentricˇnosti elips, ki so orisovala po-
vezana obmocˇja, detektirali vrtacˇe, na terenski znacˇilnici pridobljeni z di-
namicˇnim upragovanjem, pa jarke. Na podlagi testiranj, opravljenih na te-
renskih znacˇilnicah nasˇih testnih podatkov, predastavljenih v Poglavju 4.2,
smo uspeli izracˇunati okvirne vrednosti praga ekscentricˇnosti - ∆ za vrtacˇe
in jarke, ki so kar najbolj pravilno klasificirale povezana obmocˇja.
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Tabela 4.1: Pragovne vrednosti ekscentricˇnosti
Znacˇilnica Prepoznava obmocˇji Interval pragovne vrednosti
Pragovna vrednost Prepoznava jarkov ∆ > x ∈ [0.85, 0.92]
MSER Prepoznava vrtacˇ ∆ < x ∈ [0.7, 0.8]
Tabela 4.1 prikazuje izracˇunane pragovne vrednosti za ∆, v primeru
detekcije jarkov, lahko za najverjetnejˇsa kandidate dolocˇimo tista povezana
obmocˇja za katera velja:
∆ ≥ x ∈ [0.85, 0.92]. (4.1)
V primeru detekcije vrtacˇ, pa za najverjetnejˇse kandidate dolocˇimo tista
povezana obmocˇja za katera velja
∆ ≤ x ∈ [0.7, 0.8]. (4.2)
Maksimalna dopusˇcˇena oddaljenost
Pri ocenjevanju uspesˇnosti nasˇega algoritma smo dolocˇili parameter maksi-
malne dopusˇcˇene oddaljenosti: β, s katerim smo uravnavali dopusˇcˇeno raz-
daljo med regijo, ki jo kot rezultat vrne nasˇ algoritem in jarkom samim, na
kateri se bo nasˇa regija obravnavala kot pravilna. V nasˇem primeru smo
parameter β nastavili na β = 10; s tem smo kompenzirali odstopanja zaradi
sˇuma ter izgube natancˇnosti, hkrati pa smo uposˇtevali dejstvo, da za nasˇe
potrebe ni smiselno zahtevati, da bodo jarki oznacˇeni do celice natancˇno.
Tako nastavljen prag β pa je sˇe vedno dovolj nizek, da kot napacˇna oznacˇi
vse obmocˇja, ki so posledica ostalih mikro-topolosˇkih znacˇilnosti in ne jarkov.
4.2 Testni podatki in testiranje
Iz podatkov, ki so nam bili na voljo (Slika 4.3) ob zacˇetku izdelave diplomske
naloge, in ki so predstavljali Vipavsko dolino, smo za testiranje uspesˇnosti
nasˇega algoritma izbrali 4km2 terena.
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Slika 4.3: Predstavitev podatkov, ki smo jih imeli na voljo na samem zacˇetku
izdelave nasˇega algoritma, v programu Manifold. Na sliki vidimo Vipavsko
dolino.
Pri samem ocenjevanju uspesˇnosti delovanja nasˇega algoritma smo se osre-
dotocˇili na dva kriterija: uspesˇnost in zanesljivost. Zˇeleli smo, da bi nasˇ
algoritem uspesˇno prepoznal kar najvecˇje sˇtevilo jarkov na sliki (uspesˇnost),
hkrati pa bi vrnil kar najmanjˇsi odstotek pozitivno oznacˇenih regij, ki pa ne
predstavljajo jarkov (zanesljivost). Pri zastavljanju osnovnih mer uspesˇnosti,
ki smo zˇeleli z nasˇim algoritmom dosecˇi, smo veliko vecˇji pomen namenili
parametru zanesljivosti, saj je veliko bolj kot kolicˇina prepoznanih jarkov
pomembno ali je pozitivno prepoznana regija res jarek. Algoritem z nizko
zanesljivostjo nam namrecˇ ne bi bil v veliko pomocˇ, cˇetudi bi prepoznal sto
odstotkov vseh jarkov,kjer bi le vsaka druga ali tretja pozitivna regija pred-
stavljala jarek, ostale pa bi predstavljale sˇum. Osnovne mere uspesˇnosti smo
si tako izbrali na sledecˇi nacˇin: uspesˇnost: Θ1 ter zanesljivost: Θ2:
Θ1 ≥ 0.8, (4.3)
Θ2 ≥ 0.75. (4.4)
Na zgoraj predstavljena testna obmocˇja (Slika 4.4) smo nato z roko vrisali vse
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Slika 4.4: Predstavitev sˇtirih viˇsinskih map, velikosti 1km× 1km, ki so nam
sluzˇile za ocenjevanje uspesˇnosti nasˇega algoritma. Izbrane so bile tako, da
so zajele kar najbolj raznolike terenske znacˇilnosti, na katere lahko naletimo,
vecˇ o tem v Poglavju 4.5.
jarke, ter s tem ustvarili binarne slike, s katerimi smo nato lahko primerjali
nasˇe rezultate.
4.2.1 Ocenjevanje zanesljivosti
Uporabili smo predpostavko, da bodo nasˇi rezultati predstavljali vizualno
pomocˇ pri proucˇevanju jarkov, zato od algoritma ni potrebno pricˇakovati, da
bo jarke oznacˇil do celice natancˇno, temvecˇ le, da je oznaka jarka dovolj blizu
jarku samemu. Tako visoke natancˇnost prav tako ni bilo mocˇ pricˇakovati, ker
smo v vseh korakih priprave podatkov izgubili dolocˇeno kolicˇino natancˇnosti,
ko smo podatke interpolirali. Na podlagi tega smo dolocˇili parameter dovo-
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ljenega odstopanja rezultatov β, s katerim smo dolocˇili, kako dalecˇ od jarka
je lahko nasˇa detektirana regija, da bo prepoznava sˇe vedno obravnavana kot
uspesˇna. Za nasˇ rezultat Ω1 in referencˇno sliko Ω2 tako velja:
∀x ∈ Ω1 ∧ x == 1 :
x = 1 ;∃y ∈ Nβ(x) ∈ Ω2 : y == 1x = 0 ; sicer , (4.5)
pri cˇemer Nβ(x) oznacˇuje oklolico celice x s polmerom β.
Preverjanje zanesljivosti na tak nacˇin pa bi bilo cˇasovno zelo zahtevno, cˇe bi
nasˇ algoritem spisali na podlagi Enacˇbe 4.5, zato smo ga implementirali na
sledecˇi nacˇin.
1. Uporabili smo algoritem iz Poglavja 3.3.2 za razsˇiritev povezanih obmocˇji
in razsˇirili Ω2 za β v Ω2β. Na roko vrisana obmocˇja, ki so oznacˇevala
jarke, so bila razsˇirjena iz debeline ene celice na sˇirino 2β celic.
2. Uporabili smo logicˇni operator ”in”:
Ω = Ω2β ∧ Ω1. (4.6)
Na ta nacˇin smo ohranili tista povezana obmocˇja, ki jih je kot rezultat
vrnil nasˇ algoritem in za katera velja, da je v njihovi okolici β vsaj ena
celica, za katero smo na roko dolocˇili, da predstavlja jarek.
3. Presˇteli smo sˇtevilo celic, ki jih algoritem primerjanja dolocˇi kot po-
zitivne prepoznave: Ω ter sˇtevilo celic, ki jih kot rezultat vrne nasˇ
algoritem za detekcijo jarkov: Ω1.
α1 =
n∑
i=1
n∑
j=1
Ω(i, j), (4.7)
α2 =
n∑
i=1
n∑
j=1
Ω1(i, j). (4.8)
Kjer n predstavlja sˇtevilo vrstic, oz stolpcev v obeh binarnih slikah.
Ker gre za binarne slike, pozitivne celice enostavno presˇtejemo tako,
da sesˇtejemo vse elemente v sliki.
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4. Zanesljivost smo izracˇunali kot razmerje med uspesˇnimi prepoznavami
ter vsemi prepoznavami, ki jih vrne nasˇ algoritem, t.j.,
Θ2 =
α1
α2
. (4.9)
4.2.2 Ocenjevanje uspesˇnosti
Uspesˇnost nasˇega algoritma smo testirali z enakim algoritmom, kot smo ga
uporabili za racˇunanje zanesljivosti (Poglavje 4.2.1), le da smo zamenjali
vhodne podatke. Zanimalo nas je, koliksˇen odstotek obmocˇji vrisanih na
roko, je nasˇ algoritem prepoznal. Z enako vrednostjo parametra β kot smo
jo uporabili v Poglavju 4.2.1, smo to storili na sledecˇi nacˇin:
1. Uporabili smo algoritem iz Poglavja 3.3.2 za razsˇiritev povezanih obmocˇji
in razsˇirili Ω1 za β v Ω1β. Povezana obmocˇja, ki jih je kot rezultat vrnil
nasˇ algoritem za detekcijo jarkov in imajo debelino ene celice, so bila
tako odebeljena na sˇirino 2β celic.
2. Uporabili smo logicˇni operator ”in”:
Ω = Ω1β ∧ Ω2. (4.10)
Na ta nacˇin ohranimo tista na roko vrisana obmocˇja, ki imajo v okolici
β vsaj eno celico, ki jo je kot pozitivno oznacˇil nasˇ algoritem za detekcijo
jarkov.
3. Presˇteli smo sˇtevilo celic, ki jih algoritem primerjanja dolocˇi kot po-
zitivne prepoznave: Ω ter sˇtevilo celic, ki jih kot rezultat vrne nasˇ
algoritem za detekcijo jarkov: Ω2.
α1 =
n∑
i=1
n∑
j=1
Ω(i, j), (4.11)
α2 =
n∑
i=1
n∑
j=1
Ω1(i, j). (4.12)
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4. Uspesˇnost smo izracˇunali kot razmerje med uspesˇno prepoznanimi obmocˇji
vrisanimi na roko, prepoznavami ter vsemi obmocˇji, ki smo jih vrisali,
t.j.,
Θ2 =
α1
α2
. (4.13)
4.3 Predstavitev rezultatov
V tem poglavju bomo predstavili rezultate uspesˇnosti in zanesljivosti nasˇega
algoritma, izracˇunane po metodah opisanih v Poglavjih 4.2.1 in 4.2.2, hkrati
pa bodo predstavljeni sˇe rezultati, ki jih je na testni mnozˇici dosegel algoritem
z uporabo Sobelovega filtra [31] za detekcijo robov. Metodo na podlagi Sobe-
lovega filtra, predstavljen v Poglavju 2.7, smo izbrali za referencˇno metodo,
s katero bomo primerjali uspesˇnost nasˇega algoritma. Metoda z uporabo
Sobelovih filtrov je bila izbrana, saj primerljivih rezultatov, s katerimi bi
lahko primerjali nasˇe rezultate, za nasˇ izbrano tematiko sˇe ni bilo objavlje-
nih. Uporaba Sobelovih filtrov je zelo razsˇirjena, program Matlab jo ima
implementirano, hkrati pa vracˇa dokaj solidne rezultate, kot bomo videli v
nadaljevanju.
Za standardni tip terena je rezultat nasˇega algoritma prikazan na Sliki 4.5.
Na Sliki 4.6 pa so za lazˇjo vizualizacijo rezultati prikazani barvno. Z zeleno
so tako oznacˇeni jarki, ki jih je nasˇ algoritem pravilno oznacˇili, z rdecˇo so
oznacˇeni jarki, ki jih nasˇ algoritem ni oznacˇil, z rumeno pa so oznacˇena ob-
moja, katera je nasˇ algoritem oznacˇil za jarke, a to niso.
Tabela 4.2: Uspesˇnost detekcije pehotnih jarkov
Teren Rezultat Interval vrednosti Sobel
Srandardni 79,45 % 75-85 % 99,65 %
Problematicˇni - vrtacˇe 45,3 % 40-55 % 98,49 %
Problematicˇni - cˇlovek 63,58 % 50-65 % 97,94 %
Problematicˇni - erozija 18,48 % 10-25 % 97,72 %
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Tabela 4.3: Zanesljivost detekcije pehotnih jarkov
Teren Rezultat Interval vrednosti Sobel
Srandardni 72,72 % 65-85 % 42,04%
Problematicˇni - vrtacˇe 44,87 % 30-55 % 27,6 %
Problematicˇni - cˇlovek 5,75 % 3-20 % 4,09 %
Problematicˇni - erozija 21,56 % 10-25 % 15,5 %
Kot smo opisali v Poglavju 4.2, smo za preverjanje uspesˇnosti in zanesljivosti
nasˇega algoritma izbrali 4km2 terena, tako, da smo zajeli kar najbolj razno-
like terenske znacˇilnosti, ki so imele velik vpliv na pridobljene rezultate in so
opisane v Poglavju 4.5. V tabeli tako vsaka vrstica predstavlja pridobljene
rezultate za teren velikosti 1km× 1km, stolpec Teren pa pove za kaksˇen tip
terena gre oz. kaksˇne terenske znacˇilnosti prevladujejo.
4.4 Analiza pridobljenih rezultatov in primer-
java z izhodiˇscˇno metodo
V tem poglavju bomo predstavili in analizirali podatke prikazane v Tabe-
lah 4.2 in 4.3, ter si ogledali njihovo primerjavo z rezultati, pridobljenimi z
referencˇno metodo. Predstavili jih bomo v sˇtirih delih; v vsakem od njih
pa si bomo pogledali uspesˇnost in zanesljivost nasˇega algoritma na enem od
testnih terenov.
Standardni teren
Vrednosti za standardni teren so predstavljene v prvih vrsticah Tabel 4.2
in 4.3. Standardni tipi terena predstavlja najbolj pogost itip terena, na
katerega smo naleteli pri iskanju jarkov; gre za obmocˇja, kjer so jarki rela-
tivno dobro ohranjeni (globoki, ostro definirani robovi), ne vsebujejo vecˇjih
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Slika 4.5: Rezultat nasˇega algoritma za standardni tip terena
.
mikro in makro-topolosˇkih anomalij, prav tako pa ne vsebujejo cˇlovesˇkih po-
segov v naravo. Pri cˇlovesˇkih posegih so ceste izvzete, saj le-te na delovanje
nasˇega algoritma ne vplivajo. Nasˇ algoritem, ki smo ga pognali nad celotnim
obmocˇjem, je tako dosegel naslednje rezultate: uspesˇno je prepoznal 79,45%
vseh na roko vrisanih jarkov, hkrati pa je 72,72% vseh povezanih obmocˇji, ki
jih je algoritem vrnil, predstavljalo jarke. S tem smo vecˇinoma dosegli zasta-
vljene norme, definirane v Poglavju 4.2, kjer smo definirali meje uspesˇnosti
(Θ1) in zanesljivosti (Θ2):
Θ1 ≥ 0.8, (4.14)
Θ2 ≥ 0.75. (4.15)
V stolpcu Interval vrednosti je nato predstavljen sˇe okvirni razpon vre-
dnosti, katere smo dosegli, cˇe smo algoritem poganjali na podobmocˇjih celo-
tnega obmocˇja, kjer pa se pozna vecˇji vpliv sˇuma in ostalih mikro-topolosˇkih
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Slika 4.6: Z zeleno so oznacˇeni jarki, ki jih je nasˇ algoritem pravilno oznacˇili,
z rdecˇo so oznacˇeni jarki, ki jih nasˇ algoritem ni oznacˇil, z rumeno pa so
oznacˇena obmoja, katera je nasˇ algoritem oznacˇil za jarke, a to niso.
.
znacˇilnosti na rezultat.
V zadnjem stolpcu pa so predstavljeni rezultati, katere je na celotnem obmocˇju
dosegla metoda z uporabo Sobelovih filtrov. Kot bomo videli tudi v nadalje-
vanju, je v uspesˇnosti referencˇna metoda vedno vracˇala boljˇse rezultate. Za
standardni teren tako uspesˇno prepozna 99,65% jarkov, vendar je zaneslji-
vost njena sˇibka tocˇka. Zˇe na standardnem terenu pade njena zanesljivost na
42,04% , kar je prav tista tezˇava, zaradi katere smo vecˇjo pomembnost v izde-
54 POGLAVJE 4. EKSPERIMENTALNA ANALIZA
lavi nasˇega algoritma namenili zanesljivosti. To v praksi pomeni, da le vsako
drugo obmocˇje, ki ga referencˇna metoda vrne, oznacˇuje jarek, ostala obmocˇja
pa predstavljajo sˇum. Kljub prej nasˇtetemu pa ima referencˇna metoda vseeno
potencial in bo uporabljena v nadaljnem razvoju nasˇega algoritma.
Problematicˇni teren - vrtacˇe
Vrednosti za tak tip terena so predstavljene v drugih vrsticah Tabel 4.2 in 4.3.
Gre za teren, kjer od mikro-topolosˇkih znacˇilnosti dalecˇ najbolj prevladujejo
vrtacˇe. Pehotni jarki so, cˇe je le mozˇno, speljani po robovih vrtacˇ oz. skozi
vrtacˇe, kar sicer nasˇ algoritem uposˇteva, vendar uspesˇnost pade, cˇe je vrtacˇ
prevecˇ in se po mozˇnosti sˇe stikajo, kot se je to dogajalo na nasˇem testnem
obmocˇju.
Uspesˇnost nasˇega algoritma je tu padla na 45,30% zanesljivost pa na 44,87%,
kar je dalecˇ od nasˇih zastavljenih norm, vendar se bo na takih tipih terena
rezultat dalo izboljˇsati v prihodnje, kar je opisano v Poglavju 5.2.
Referencˇna metoda je tudi na tem tipu terena dosegla zelo visoko uspesˇnost
prepoznave: 98,49% a je zanesljivost sˇe dodatno padla na: 27,60%. Ponovno
lahko opazimo, da si bomo z referencˇno metodo lahko pomaglai v prihodnje,
sama zase pa brez nadaljne obdelave ni dovolj zanesljiva, da bi jo lahko
uporabili na takem tipu terena.
Problematicˇni teren - cˇlovek
Vrednosti za tak tip terena so predstavljene v tretjih vrsticah Tabel 4.2 in
4.3. Tak tip terena vsebuje umetne posege v naravo in predstavlja hudo
oviro za delovanje nasˇega algoritma. Med umetne posege tu najbolj sˇtejemo
stopnicˇasta pobocˇja, ki jih je ustvaril cˇlovek; npr. betonske odtocˇne kanale
in ostale strukture, ki imajo podobne lastnosti kot pehotni jarki. Za te-
stno obmocˇje smo tako izbrali kar najbolj problematicˇno obmocˇje, kar smo
jih nasˇli, kjer poleg umetno zgrajenih struktur pehotnih jarkov skorajda ni.
Uspesˇnost nasˇega algoritma je bila kljub temu za problematicˇne terene dokaj
visoka 63,58% , mocˇno pa je padla zanesljivost: 5,75%. Referencˇna metoda
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je ponovno dosegla visoko upesˇnost: 97,72%, kljub temu pa je imela nizˇjo
zanesljivost od nasˇe metode, z: 4,09%. Tudi za ta tip terena imamo v nacˇrtu
izboljˇsave, vendar se zavedamo, da bo to najverjetneje najvecˇja ovira, ki jo
bomo morali sˇe premagati.
Problematicˇni teren - erozija
Vrednosti za tak tip terena, so predstavljene v cˇetrtih vrsticah Tabel 4.2 in
4.3. Gre za iskanje jarkov, ki so bili izpostavljeni eroziji ter ostalim naravnim
vplivom, zaradi cˇesar so veliko slabsˇe definirani in jih zato nasˇ algoritem
obravnava kot sˇum. Cˇe na terenu prevladuje tak tip jarkov, potem uspesˇnost
in zanesljivost nasˇega algoritma strmo padeta. Na nasˇem testnem obmocˇju je
tako uspesˇnost padla na 18,48% in zanesljivost na 21,56%, referencˇna metoda
pa je ponovno dosegla zelo visoko stopnjo uspesˇnosti: 97,72% , a hkrati
ponovno tudi slabsˇo stopnjo zanesljivosti: 15,50%. Tu je potrbno poudariti,
da so taka obmocˇja redka. Najvecˇkrat se slabo definiran jarek nahaja v
kombinaciji z dobro definiranimi pehotnimi jarki, na podlagi cˇesar ga bomo
sposobni identificirati v nadaljnem razvoju nasˇega algoritma.
4.5 Kriticˇni primeri
Spodaj so predstavljeni tereni oz. primeri terenov, na katerih je imel algo-
ritem najvecˇ tezˇav ter ideje, kako bi se lahko lotili resˇevanja le-teh. Vecˇ o
idejah, ki jih bomo implementirali v prihodnje, pa je napisano v Poglavju
5.2.
Vrtacˇe in druge mikro-topolosˇke znacˇilnosti
Gre za teren na katerem prevladujejo vrtacˇe in ostale mikro-topolosˇke znacˇilnosti,
ki niso jarki. Ker gre pri algoritmu za avtomatsko dolocˇanje pragovne vre-
dnosti za absolutni algoritem - prag dolocˇi na podlagi vrednosti na celotni
sliki, pride do nenatancˇnih odzivov. Prav tako na takem terenu pri vseh
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uporabljenih algoritmih dobimo poleg jarkov mnozˇico drugih pozitivnih od-
zivov, ki niso jarki, kar povzrocˇa tezˇave pri izlocˇanju nepravilnih obmocˇji in
posledicˇno botruje slabsˇim rezultatom na takem tipu terena.
Cˇlovesˇki posegi v naravo
Sˇe bolj so za algoritem motecˇi cˇlovesˇki posegi v naravo, sˇe posebej taki,
ki so na podlagi viˇsinskih slik podobnih jarkom - imajo zelo jasne robove in
podobno viˇsinsko razliko. Algoritem prakticˇno iˇscˇe nepravilnosti v naravnem
okolju, kar jarki so, vendar bo zato pozitivno oznacˇil vse umetno ustvarjene
strukture, ki so jarkom podobne. Na krasˇkem terenu so tako najbolj motecˇa
umetna stopnicˇasta pobocˇja, namenjena vinogradom, tezˇave pa povzrocˇajo
tudi npr. betonski odtocˇni kanali, kamniti zidovi med parcelami, itd. Testno
obmocˇje, na katerem prevladujejo umetno ustvarjene stukture je prikazano
na Sliki 4.7.
Posledice erozije in drugih naravnih pojavov
Tretji pojav, ki botruje slabsˇim rezultatom, pa je erozija oz. kar narava sama.
Pehotni jarki, ki so na izpostavljenih obmocˇjih, kjer cˇutijo vpliv dezˇja, vetra.
in niso vzdrzˇevani, se s cˇasom zacˇnejo zapolnjevati. Tako so pri vizualnem
pregledu terena sicer vidni, a niso vecˇ dobvolj jasno definirani, da bi jih
algoritem zaznal. Cˇe bi namrecˇ prilagodil parametre tako, da bi zaznali tudi
tako slabo definirane jarke, potem bi bil algoritem prevecˇ obcˇutljiv na vse
ostale anomalije na terenu.
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Slika 4.7: Testno obmocˇje, na katerem prevladujejo umetno ustvarjene struk-
ture.
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Poglavje 5
Zakljucˇek
Algoritem, ki smo ga izdelali za diplomsko nalogo, se je glede na zastavljene
kriterije odrezal dokaj solidno. Vsekakor pa smo pri izdelavi priˇsli do mnogih
idej za izboljˇsave, ki sˇe cˇakajo na implementacijo. V tem poglavju bomo
predstavil ideje, kako se lotiti v prejˇsnjem poglavju predstavljenih kriticˇnih
primerov, izboljˇsave, na katere smo naleteli, in metode, s katerimi smo se
ukvarjali, a jih v koncˇni razlicˇici nismo uporabili.
5.1 Ugotovitve
Kot smo opisali v Poglavju 4.5, smo pri izdelavi algoritma naleteli na pro-
blematicˇna obmocˇja, na katerih je ucˇinkovitost algoritma padla. Zaradi
obsˇirnosti naloge nam ni uspelo implementirati dodatnih algoritmov za posa-
mezna obmocˇja. Ker se nameravamo s to tematiko ukvarjati tudi v nadaljnje,
smo o resˇitvi razlicˇnih problemov razmiˇsljali in priˇsli do dolocˇenih idej, ki jih
zˇelimo implementirati v prihodnosti.
Najbolj perecˇ problem tako predstavljaja izjemna razgibanost terena. Imeli
smo podatke za Slovensko primorje ter Posocˇje, kjer ne samo, da je poleg
jarkov tudi mnozˇiica vrtacˇ, ki se z jarki prepleta, temvecˇ prevladujejo tudi
ostale mikro in makro-topolosˇke znacˇilnosti, ter cˇlovesˇki posegi v naravo. Tu
bi v posˇtev priˇslo strojno ucˇenje z algoritmom SVM [10, 19], za katerega
59
60 POGLAVJE 5. ZAKLJUCˇEK
imamo ogrodje pripravljeno, vendar se je izkazalo, da je priprava ucˇnih nizov
prevecˇ cˇasovno zahtevna. S pravilnim ucˇenjem bi se lahko prepoznava jarkov
na takih terenih mocˇno izboljˇsala. V nasˇem primeru smo tako zaenkrat po-
skusili samo z ucˇenjem na majhnih nizih, kjer so bili rezultati v najboljˇsem
primeru primerljivi z znacˇilnicamii, ki smo jih uporabili.
Naslednja ovira so bili cˇlovesˇki posegi v naravo in razlicˇni umetno ustvarjeni
objekti. Ti so zaenkrat predstavljali problem, saj so glede na znacˇilnice, s
katerimi smo operirali, lahko izjemno podobni jarkom samim, vendar imajo
jarki zanimivo lastnost, ki je zaenkrat sˇe nismo uporabil pri klasifikaciji, a bo
najverjetneje kljucˇna pri locˇevanju jarkov od ostalih umetno grajenih objek-
tov. Jarki so namrecˇ cik-cakasti, najpogosteje z 90 stopinjskimi zavoji vsakih
10-25 metrov, kar ni dobro poznano dejstvo. To smo opazili sˇele, ko smo vi-
zualizirali podatke, ki jih je priskrbel sistem Lidar. V praksi to pomeni,
da povezana obmocˇja, ki predstavljajo jarke ob tanjˇsanju, postanejo razve-
jana, kar je lepo vidno na prakticˇno vseh rezultatih, ki jih algoritem vrne.
Zaenkrat rezultati sluzˇijo za vizualno prepoznavo jarkov, tako da je dovolj,
da se na oko lahko vidi, da ima rezultat znacˇilno razvejano obliko. Z nekaj
dela bomo to v prihodnosti prav tako implementirali v algoritem, saj bo na
podlagi tega mozˇno izracˇunati tudi verjetnosti, da neko obmocˇje v rezultatu
pripada jarku, ter kako izrazit je jarek; oboje prav na podlagi razvejanosti.
Problematicˇni so tudi jarki, ki so bili izpostavljeni vremenskim pojavom,
zaradi cˇesar niso vecˇ tako globoki in lepo definirani. Take jarke algoritem za-
vrne, saj bi bil prevecˇ obcˇutljiv na sˇume in ostale mikro-topolosˇke znacˇilnosti,
cˇe bi za pozitivna oznacˇil tudi tako neizrazita obmocˇja. Prepoznava takih
jarkov pa na srecˇo pade tudi okrilje Poglavja 5.2, saj je eden od ciljev v
prihodnosti tudi ta, da se uporabi rezultat algoritma, na podlagi katerega
se pozitivnim obmocˇjem prilagodi premica, nato pa se poskusˇa te premice
povezati v omrezˇja, na podlagi verjetnosti. Cˇe bi bile tako dve ali vecˇ premic,
ki oznacˇujejo jarke, dovolj blizu in bi zadostovale dolocˇenim pogojem, potem
bi se take premice lahko povezalo, povezovalna premica pa bi vsebovala do-
datni parameter verjetnosti. Za zelo izraziti premici, ki sta blizu, bo tako
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povezovalna premica imela visoko verjetnost, da tudi ona oznacˇuje jarek. Na
ta nacˇin bodo oznacˇeni tudi manj izraziti jarki, saj se bo dalo izkoristiti dej-
stvo, da so sistemi jarkov mocˇno povezani. Na ta nacˇin so jih namrecˇ gradili,
tako da popolnoma izoliranih jarkov skorajda ni, oz. locˇene skupine jarkov
predstavljajo frontne cˇrte.
5.2 Uporaba in nadaljnje delo
Algoritem smo izdelovali v sodelovanju z Insˇtitutom za vodarstvo. Osnovna
ideja je, da se algoritem v prihodnosti pozˇene cˇez celotno obmocˇje, na kate-
rem se predvideva da se nahajajo jarki; zaenkrat je to slovensko Posocˇje in
Primorje, pripravljene pa imamo tudi podatke za Italijo. Nato bi se rezultati
vizualizirali cˇez teren tako, da bi lahko na njihovi podlagi vizualno pregledali,
kateri jarki so zaenkrat vrisani v razlicˇnih arhivih in kateri niso.
Nato bodo sledili sˇe dodatni koraki izboljˇsanja algoritma. Glede na pri-
dobljene rezulate, se bomo odlocˇili ali bomo implementirali korake strojnega
ucˇenja, vsekakor pa sledi implementacija idej, ki sem jih omenil v prejˇsnjem
poglavju. Tem rezultatom bomo nato priredil premice, ter jih z dolocˇenimi
verjetnostmi povezali v omrezˇja, tako da bo v koncˇni fazi rezulat nasˇega
algoritma vektrorska mapa z oznacˇenimi pehotnimi jarki, kjer bo mogocˇe
oznacˇene jarke sortirati in prikazovati glede na verjetnost, da tudi v realnosti
oznacˇujejo jarke. Primarno prepoznani jarki bodo tako imeli 100 odstotno
verjetnost, nato pa postopoma manj, glede na verjetnost, ki bo izracˇunana
med povezovanjem.
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