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Let 
e:l+N+G+K+l 
be an extension of a finite cyclic group N by a finite cyclic group K, and let R be a commutative 
ring with 1. Using homological perturbation theory, we construct a free resolution of R over the 
group ring RG of G in such a way that the resolution reflects the structure of G as an extension 
of N by K, and we use this resolution to compute the modp cohomology ring of G for a prime 
p via the spectral sequence of the extension e. 
0. Introduction 
Let G be a finite metacyclic group, and let p be a prime. The group G fits into 
a group extension 
(0.1) e:l+N+G+K+l, 
where N and K are finite cyclic groups. In the present paper we shall compute the 
modp cohomology ring of G by means of an appropriate small free resolution and 
the modp cohomology spectral sequence of e. 
Apart from the split case for metacyclic p-groups [ 111, the mod 2 case for meta- 
cyclic 2-groups [37], and a number of special cases [7; 8, (X11.7); 12; 13; 27; 33-36; 
42; 431, very little seems to have been known. In fairness to the results of [45] it 
should be pointed out that there an explicit free resolution for any split metacyclic 
group is obtained, and from this it is straightforward to compute the additive struc- 
ture of the modp cohomology of any split metacyclic group. In the present paper 
we shall in fact elaborate on Wall’s construction. 
The basic problem with the spectral sequence was that the differentials did not 
seem tractable in a reasonable way. We overcome this difficulty as follows: By 
means of an appropriate homological perturbation theory, we construct the begin- 
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ning of a free resolution which reflects the structure of G as an extension of N by 
K. We use this resolution to construct certain cohomology classes of G and to get 
our hands on the differentials d,, d2 and d3 of the modp cohomology spectral 
sequence of the group extension. Completely formal arguments involving the multi- 
plicative structure of the spectral sequence and the Kudo [28] and Serre [40] trans- 
gression principles enable us then to see that higher differentials must vanish, and 
thereby we circumvent the problem to complete the construction of the resolution. 
It is clear that this kind of reasoning may be applied to more subtle examples of 
group extensions, provided one is willing to carry out the requisite calculations. On 
the other hand, while it would perhaps be desirable to complete the construction of 
the resolution in the case at hand, i.e. to give a closed formula for the differential, 
this is apparently rather difficult, and no one seems ever to have come up with a 
solution of this problem. We intend to come back to this elsewhere. 
It is well known and in fact easy to prove that any metacyclic group has a presen- 
tation of the form 
(0.2) G(r,.s,t,f)=(x,y; y’=l, x”=yf, xyx-‘=y’) 
where x and y are generators of K = Us and N=Z/r respectively, and where 
s>l, r>l, tS= 1 mod r, tf =f mod r, 
so that, in particular, the numbers (t”- 1)/r and (t - l)f/r are integers, cf. e.g. 
[47, (111.7)], where this is attributed to Holder. We shall see that in the modp 
cohomology of G(r, s, t, f) the p-divisibility of the numbers (t” - 1)/r and (t - l)f/r 
plays a major role. We do not exclude the case where G is abelian, i.e. where 
t = 1 modulo r. Notice that “xSyx? = y ” and “xyfxP1 = yf” force tS= 1 mod r and 
tf =f mod respectively. Now tf = f mod r implies that f is a multiple vr/(t - 1, r) of 
r/(t - l,r), 1120, and it is well known, see e.g. [47, (111.7)], that in order to obtain 
all metacyclic groups up to isomorphism, it suffices to take 
v< 
(t-l,r)(l+t+...+P’,r) 
> 
r 
in fact, as explained in [6, IV.2.81, that it suffices to take only those numbers v 
which divide the number 
(t-l,r)(l+t+...+F’,r) 
, 
r 
where v= 1 is not excluded. A modern way to see this is to observe that the second 
cohomology group H’(K, N) with respect to the action of K on the left of N= L/r 
given by “y = yf is cyclic of order 
(t-l,r)(l+t+..++F’,r) 
, 
r 
and that the number f is essentially a 2-cocycle for the extension e. We shall explain 
this briefly in Section 1 below. 
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We shall give a description of the modp cohomology ring of G entirely in terms 
of the parameters r, s, t, and f. In a sense this description will reflect the structure 
of G as an extension of N by K, and thereby we obtain some insight how the struc- 
ture of G is reflected in its cohomology. In order to explain our results, we need 
some preparations: Recall that, for a prime p which divides both r and s, the 
cohomology rings H*(K, Z/p) and H*(N, Up) may be written 
H* (KY Z/P) = 
t 
A[o,]@P[c,] ifp is odd orp=2 and s=Omod4, 
P Iu,,l if p=2 and sfOmod4, 
H*(N, Z/P) = 
l 
A[w,]@P[c,,] if p is odd or p=2 and r=Omod4, 
P,o,l if p=2 and rfOmod4. 
Here coX, c,, w_,,, cv are the duals of the suspensions and double suspensions of the 
chosen generators x and y. Henceforth we shall not distinguish in notation between 
the classes o, and c, and their images in H*(G,Z/p) under the induced map. In 
case p = 2, if ~$0 mod 4 we shall occasionally write ~0,’ = c, and, likewise, if 
r f 0 mod 4 we shall sometimes write CJJ~” = cY . 
We also recall that, in the standard way, from the cohomology of the extension 
e the cohomology ring H*(G, Z/p) inherits a filtration which is natural in e and, for 
n 2 1, may be written, 
H”(G, Up) = H”” a H’,“- ’ 2 ... 2 HR.‘= inf(H”(K, Z/p)); 
as usual, we shall refer to elements in H”“-’ as having filtration i. We can now 
spell out our main results; for convenience, we denote by 1 wl the degree of a homo- 
geneous element w. 
The case where t f 1 modp is sort of a special one, and we explain it first; notice 
this can only happen if p is odd, since tS= 1 mod r. We also mention that only in 
this case is the differential d, non-trivial. 
Theorem A. Let p be a prime which divides the numbers r and s, and suppose that 
t f 1 mod p. Further, let j. be the order oft modulo p, i.e. j. is the smallest number 
j so that tj= 1 mod p. 
(1) Suppose that p divides the number (t”- 1)/r. Then the modp cohomology 
spectral sequence of the group extension collapses from E2, and the multiplicative 
extension problem from E2 = E, to H*(G, Z/p) is trivial. Moreover, H*(G,Z/p) 
has classes 
a2jo-13 c2j09 j~2jo-1/ =2j0-1, lc2jol =Vo, 
of filtration zero which restrict to the classes CIJ~C:-’ and I$ in H*(N,Z/p) 
respectively, so that, as a graded commutative algebra, 
H*(G,‘/P)=~[~,IOP[C~IO~~~~~~-~IOP[C~~~~. 
(2) Suppose that p does not divide the number (t”- 1)/r. Then the cohomology 
spectral sequence of the group extension collapses from E,, and the multiplicative 
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extension problem from E3 = E, to H*(G, Up) is trivial. Moreover, H*(G, Z/p) 
has classes 
cc)2j~~1~w4j~~1~~~~~w2pj~-l~c2pj~~ lO2+~1=22&--1, Ilisp, lC2pjol=2pj(J, 
of filtration zero which restrict to the classes c+c~-’ and cy”’ in H*(N,Z/p) 
respectively so that, as a graded commutative algebra, H*(G, Up) is generated by 
~~,c~,~2jo-l,cc)4jo-l~~~~, w2pjo- 13 c2pjov 
subject to the relations 
(0.3) cc),c()b = 0, wherea,bE{2j0-1,4j0-1,...,2pj0-l), 
(0.4) C./X, = 0, whereaE{2j0-1,4j0-1,...,2(p-l)jo-1). 
For 1 I i<p the requirement hat the relations (0.4) hold determines the classes 
02;ja _ 1 uniquely. 
Henceforth we can assume that t= 1 modp. 
Theorem B. Let p be a prime which divides the numbers r and s, and assume that 
t= 1 modp. Furthermore, suppose that the numbers (t”- 1)/r, f, and (t - l)f/r are 
divisible by p. Then the cohomology spectral sequence of the group extension 
collapses from E2, and, as a graded (H*(K,Z/p))-module, 
H*(G, Z/p) z H”(K, Up) @ H*(N, Z/p). 
Furthermore, H*(G, Z/p) has classes 
qrc2, Id = 1, (czI=2, 
of filtration zero which restrict to the classes wY E H*(N, Z/p) and cu E H*(N, Up), 
respectively, so that the following hold: 
(1) If p is odd, as a graded commutative algebra, 
H*(G,Z/~)=/l[co,lOP[c,lO~[o~lOP[c21. 
(2) If p = 2, as a graded commulalive algebra, H*(G, Z/2) is generated by 
%?C,,~l,C2 
subject to the following relations: 
(0.5) 
2 s 
ox=-cy, 
2 ’ 
f t-l 
(0.6) 4’5C’+~CZ+- 2 
%~I* 
For example, Theorem B yields the mod 2 cohomology rings of the dihedral groups 
G(2h,2,2h- 1,0)=(x, y; y2h= 1, x2= 1, xyx-’ =y2?. 
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In the special case where h is a power of 2 these are of course well known [7,11, 
13,33,36,37,50], and it is easy to obtain the case of arbitrary h from the special case. 
Likewise, consider the semi-dihedral groups 
G(4h,2,2h-l,O)=(x,y; ~~~=l, x2=1, ~yx-‘=y~~~‘); 
Theorem B yields their mod 2 cohomology rings for h odd. Special cases may be 
found also in [l 1,36,37], and it is again easy to obtain the case of arbitrary h from 
the special cases. Another example is an extraspecial p-group of the kind 
G(p2,p,p+ 1,0)=(x, y; yPz= 1, xP= 1, xyx-‘=~~+~), 
where p is a prime. Theorem B(1) or B(2) yields its cohomology ring according as 
p is odd or p = 2. These rings may be found in [l l] and, for p = 2, also in [36]. Yet 
another example is the group 
G(p4,p3,p3+1,p3)=(x,y; yp4=1, xp3=yp3, xyx-‘=~~~+~). 
Here again Theorem B applies. We do not know whether the modp cohomology 
ring of this group has already been computed. 
Theorem C. Let p be a prime which divides the numbers r and s, and assume that 
t= 1 modp. Furthermore, suppose that the number (t”- 1)/r is not divisible by p. 
Then the cohomology spectral sequence of the group extension collapses from E3, 
and the following are true: 
(1) If p is odd, the multiplicative extension problem from E3 = E, to H*(G, Z/p) 
is trivial. Moreover, H*(G, L/p) has classes 
oJ1, w3, . . ..02p_I.C2p, 10~~_,l=2i- 1, 1 lisp, Ic4 =2p, 
of filtration zero which restrict to the classes o+c~- ’ and c,” in H*(N, Z/p) respec- 
tively so that, as a graded commutative algebra, H*(G, Up) is generated by 
OxrCx,WI,03,...,W2p_l,C2p, 
subject to the relations 
(0.7) o,c+,=O wherea,bE{l,3 ,..., 2p-l), 
(0.8) c,o,=O whereaE{1,3,...,2(p-1)-l}. 
For 1 ~i<p the requirement hat the relations (0.8) hold determines the classes 
02i_ 1 uniquely. 
(2) If p = 2, H*(G, Z/2) has classes 
019 039 c4, jo1l=l, 1~31=3, Ic41=4, 
of filtration zero which restrict to the respective classes co,,, a++, and c: in 
H*(N, Z/2) so that, as a graded commutative algebra, H*(G, Z/2) is generated by 
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subject to the following relations: 
(0.9) CoL)1cc)3 = 0, 
(0.10) c,c0t = 0, 
s 
(0.11) 0,2=-c, 
2 
(0.12) +~qu, 
(0.13) +~ 
( 
s 
0.&w, cq + 03c*ox + - 
2 
c,c, 
> 
The class o1 is uniquely determined by the requirement hat the relation (0.10) 
holds. Further, if ~$0 mod 4 the class co3 is uniquely determined by the require- 
ment that the relation (0.13) holds, while ifs= mod 4, the relations will hold with 
both possible choices for 03. 
Addendum 1. The choice of the class c2P above can be made unique up to an 
element of filtration 2p by a certain additional requirement spelled out in (4.2.7) 
below. 
Addendum 2. If p = 2 and sf0 mod 4, an appropriate choice of the class c, 
explained in (4.2.17) below must be made. In this case, if c4 is replaced by 
ci; = c4 + cc).p3 
which restricts to cy” as well, instead of (0.13) we have the relation 
(0.13’) +~ (CO,fB1c; +c&). 
For example, consider the semi-dihedral groups 
G(4h,2,2h_l,O)=(x,y; ~~~=l, x2=1, xy~-‘=y~~-‘); 
Theorem C yields their mod 2 cohomology rings for h even. In the special case where 
h is a power of 2 these cohomology rings may be found also in [l 1,36,37], and it 
is again easy to obtain the case of arbitrary h from the special case. Another example 
is an extraspecial p-group of the kind 
G(p2,p,p+ 1,0)=(x, y; yp2= 1, xp= 1, xyx-’ =yp+‘), 
where p is a prime. Theorem C(1) or C(2) yields its cohomology ring according as 
p is odd or p = 2. These rings may be found in [l l] and, for p = 2, also in [36]. 
Theorem D. Let p be a prime which divides the numbers r and s, and assume that 
t = 1 mod p. Furthermore, suppose that the number f is not divisible by p. Then the 
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mod p cohomology spectral sequence of the group extension collapses from E3, 
and the multiplicative extension problem from E, to H*(G,Z/p) is trivial. More- 
over, H*(G,Z/p) has a uniquely determined class c2 of filtration zero and degree 
2 which restricts to the class cu E H2(N, Z/p), and, as a graded commutative algebra, 
It remains to examine the case where the number (t - l)f/r is not divisible by p. 
Since we have already dealt with the cases where (t”- 1)/r and f are not divisible 
by p, we can now assume that these numbers are divisible by p. 
Theorem E. Let p be a prime which divides the numbers r and s, and assume that 
t = 1 mod p. Furthermore, suppose that the numbers (t” - 1)/r and f are divisible by 
p, but that (t - l)f/r is not divisible by p. Then the modp cohomology spectral 
sequence of the group extension has E2 = E3, it collapses from E4, and, further- 
more, the following are true. 
(1) If p is odd, the multiplicative extension problem from E, to H*(G,Z/p) is 
trivial. Moreover, H*(G, Z/p) has classes 
w,czp, b11= 1, Ic2& =2p, 
of filtration zero which restrict to a+ E H’(N, Z/p) and c; E H2p(N, Z/p) respective- 
ly, and, furthermore, classes 
(3, “’ 9 {2p_l, l<2i+ll =2i+ 1, IliSp- 1, 
of filtration 1 so that, as a graded commutative algebra, H*(G, Z/p) is generated by 
subject to the following relations: 
(0.14) t2i+lt2j+lxo, O~i,.i~p-1, 
(0.15) ~2i+,cX=0, Oli<p- 1. 
The classes Tzi + , , 1 I i<p - 1, are uniquely determined by the requirement hat 
(0.15) holds. 
(2) If p = 2 and s is divisible by 4, H*(G, Z/2) has classes 
q,c4, Ico,l= 1, I$ =4 
of filtration zero which restrict to a+ E H1(N, Z/2) and c: E H4(N, Z/2) respectively 
and, furthermore, a class r3 of degree 3 and filtration 1 so that, as a graded com- 
mutative algebra, H*(G,Z/2) is generated by 
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subject to the following relations: 
(0.16) rf=0, 
(0.17) tit3 =% 
(0.18) f$=O, 
(0.19) o,c, = 0, 
f t-1 
(0.20) o$=-cX+~ 
2 2 ~Pl~ 
(3) If p = 2 and s is not divisible by 4, H*(G, Z/2) has classes 
Ul,C4, 1q = 1, k41=4 
of filtration zero which restrict to coy E H’(N, Z/2) and c: E H4(N, Z/2) respectively 
so that, as a graded commutative algebra, H*(G,Z/2) is generated by 
subject to the following relations: 
(0.21) c0,3=0, 
Addendum 1. In assertions (1) and (2) the choice of the class czP above can be 
made unique up to an element of filtration 2p by a certain additional requirement 
spelled out in Lemma 5.6 below. 
Addendum 2. In assertion (3) the class o, is uniquely determined by the require- 
ment that the relation (0.22) holds, and the class c, is uniquely determined by the 
requirement hat it restricts to c; E H4(N, Z/2). 
For example, Theorem D or E(3) yield the mod2 cohomology rings of the 
generalised quaternion groups 
G(2f,2,2f- 1, f)=(x, y; y2f= 1, x2=yf, xyx-‘=yP1), 
according as f is odd or even. An explicit resolution for these groups and the 
calculation of the additive structure of their cohomology rings may be found in 
Cartan-Eilenberg [8, (X11.7)]. Fortunately, our results are consistent with theirs. To 
get a more interesting example, consider a metacyclic p-group 
G(pe,pO,pT+l,p@)=(x,y; ype=l, xP”=yP’, xy~-‘=y~‘+~), 
a+T>Q>T. 
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If @ = Q - r, Theorem E(1) or E(2) as appropriate applies. Again we do not know 
whether the modp cohomology rings of these groups have been computed previously. 
It is clear that the above theorems cover all cases where r and s are divisible by 
p. Notice that since there is no problem in computing the modp cohomology for 
a prime which does not divide both the numbers r and s, we have actually obtained 
a complete picture for the modp cohomology ring of any metacyclic group. 
A few comments are perhaps appropriate: 
(1) If tf 1 modp, i.e. under the circumstances of Theorem A, the number f is 
divisible by p, since (t- 1)f is divisible by r. 
(2) If tr 1 modp and if the number (t”- 1)/r is not divisible by p, we have 
Consequently, since s is divisible by p, the number r/(t - 1, r) then must be divisible 
by p, the number r must be divisible by p2, and, since f is a multiple of r/(t - 1, r), 
it is then necessarily divisible by p. Hence under the circumstances of Theorem C 
the number f is divisible by p, and under the circumstances of Theorem D the 
number (t”- 1)/r is divisible by p. It is not hard to see, cf. 4.0 below, that in fact 
the hypothesis that t= 1 modp implies that the product f(t” - 1)/r is divisible by 
the p-part of s. 
(3) Rather than dealing with the case of an arbitrary metacyclic group, one could 
of course first settle the special case of metacyclic p-groups and then reduce the 
general case to the special one in the standard way. However, this would not 
simplify the approach. On the contrary, it seems to us that the special case would 
hide the formal nature of the arguments. 
(4) Under the circumstances of Theorem B, the order of H2(K,N) is not divisible 
by p and the restriction of the extension e to the p-Sylow subgroup Kp of K splits, 
whence G then must have a p-Sylow subgroup which is a split metacyclic p-group. 
This explains why the number f then plays no role here. One could in fact prove 
this theorem by choosing a section for the p-Sylow subgroup, i.e. by altering the 
presentation of the p-Sylow subgroup, employing Diethelm’s [l l] results for split 
metacyclic p-groups and arguing in terms of stable elements. However, we believe 
that our method is more direct in this case since it does not require a change of 
presentation of the corresponding p-Sylow subgroup. 
(5) If the number r/(t - 1, r) is not divisible by p, the p-Sylow subgroup of G is 
abelian. In fact, write r = rpr’, where r’ is prime to p. Since r/(t- 1, r) is not divisi- 
ble by p, the number rp divides (t - 1, r). Consequently, in G we have the relation 
xy r”Px - 1 = y T/TP ) 
whence the subgroup of G generated by x and y “‘p is abelian. This subgroup con- 
tains of course the p-Sylow subgroup of G. Under the circumstances of Theorem 
D it is cyclic of order rps. This explains why the cohomology ring of G looks like 
that of a cyclic group in this case. Moreover, in the situation of Theorem B, if 
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r/(t- 1, r) is not divisible by p, the subgroup of G generated by x and ~“‘0 is a 
direct product of two cyclic groups. 
(6) Under the circumstances of Theorem E, the p-Sylow subgroup is manifestly 
non-abelian. In fact, the hypothesis that (t - l)f/r is not divisible by p implies t > 1, 
It turns out that the multiplicative extension problems which show up are not too 
difficult. In low dimensions we again exploit our resolution. To solve the multiplica- 
tive extension problems at the prime 2 we also make use of the machinery of 
Steenrod squares. In the case of split metacyclic p-groups these multiplicative exten- 
sion problems have been solved by Diethelm [ 111, and in that of metacyclic 2-groups 
by Rusin [37]. We mention that in the present paper the Steenrod algebra structures 
of the various cohomology rings are only touched, but it is not too hard to get more 
precise information. We shall return to this in [25]. For example, the Bockstein 
operation is related with higher p-divisibility of the numbers r, s, f, t - 1, (t” - 1)/r 
and (t - l)f/r. Also it seems worthwhile pointing out that interesting integral or 
rather p-local information is lurking behind our results, and one could easily push 
further. For example, with the integers localised at p as coefficients, in the situation 
of Theorem A where p does not divide the number (t”- 1)/r and, furthermore, in 
the situation of Theorem C, the cohomology spectral sequence of the extension (0.1) 
collapses. On the other hand, really interesting p-local non-collapsing phenomena 
arise in the situation of Theorem A where p divides the number (t”- 1)/r and, 
moreover, in the situations of Theorems B and E; we shall come back to this in [22]. 
Perhaps it is interesting to observe that, in view of the above, the modp 
cohomology ring of any metacyclic group coincides with that of the corresponding 
split metacyclic group except in the situations of Theorems D and E and, if p = 2, 
in the situation of Theorem B where f is not divisible by 4. 
In turns out that our results are consistent with what is in the literature. We only 
mention that Diethelm’s [l l] Theorems 1 and 2 are covered by our Theorems B and 
C, respectively, and that in our approach Rusin’s [37] rings (l)-(15) occur as in- 
dicated in the following table: 
(I), (5)-(10): B(2) 
(2), (12): C(2) 
(3), (4): E(3) 
(1 l), (13)-(15): E(2). 
We now outline the contents of the paper. In Section 1 we reproduce briefly the 
standard small free resolution for a finite cyclic group, and in Section 2 we elaborate 
on a free resolution for an arbitrary group extension which is due to Wall [45]. 
While this resolution is theoretical in the sense that Wall did not make explicit the 
differential, in Section 3 we give an explicit construction for the differential in low 
dimensions in the case we are interested in, and we exploit it to construct certain 
cohomology classes and various comparison maps in low dimensions. This is the 
heart of the paper. Theorems A, B, C, and D will be proved in Section 4, and 
Theorem E in Section 5. 
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1. The standard small free resolution for a cyclic group 
Let R be a commutative ring with 1, taken henceforth as ground ring. We shall 
need an appropriate language in which we can phrase our results about the homology 
and cohomology spectral sequences of an extension of a cyclic group by a cyclic 
group. To this end we recall, e.g. from [B], that the standard small free resolution 
of a cyclic group Z = (z; z”) may be described as (the chain complex that underlies) 
an appropriate differential graded commutative algebra M(Z): As a graded com- 
mutative algebra, 
MZ)=W,lO~[~,lORZ, Iuzl-2, IuzI=L 
where /1[0,] and T[u,] denote the exterior and divided polynomial algebras on the 
suspension u, and double suspension U, of the element z- 1 of the augmentation 
ideal IZ of Z, and the differential d is given by 
d(Y;+l(u,))=(yi(u,))u,(l+z+...+z’-’), 
here and henceforth we discard the tensor product symbol and write U, u, = U, 0 u, 
etc. The graded commutative coalgebra that underlies the dual M(Z)* of M(Z) may 
be written 
where c, and w, denote the duals of U, and u, in the basis of monomials, and where 
P[c,] is additively the polynomial algebra on cz with divided power diagonal 
Moreover, M(Z) has a non-cocommutative diagonal map and M(Z)* a non- 
commutative multiplication map so that M(Z) and M(Z)* are Hopf algebras that 
are dual to each other. Details are given e.g. in [B, XII.71 and in [19]. For our 
purposes it suffices to know the induced maps on the reduced objects; these are the 
gadgets 
_ 
M(Z)=M(Z)O,,R, A?.f(Z)*=M(Z)*@,,R=M(Z)*, 
and the induced maps may be described as follows: 
1.1. The diagonal map of the reduced object S?(Z), viewed as a differential graded 
Hopf algebra with divided powers, is given by 
du,=u,@l+l@u,, 
r(r - 1) 
dU,=u,~1+1@U,+--- 
2 
u,ou,. 
1.2. As a differential graded Hopf algebra, Y@(Z)* is generated by uz and cz; 
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moreover, these generators commute in the graded sense, save that 0: is in general 
non-zero and given by 
2 r(r-1) 
cc) =-c,. Z 2 
For later use we now record a formula for the second cohomology group 
H2(K, N) of K= (x; _a?> z Z/s with coefficients in N= (y; y’) E Z/r with respect to 
the action of K on N given by 
x. 1 =tEZ/r, 
where additive notation is used in L/r, and where the generator y is identified with 
1 E Z/r: Since H2(K, N) is the homology of 
l+t+...+F’ t-1 
Z/r ) R/r - Z/r, 
we have 
(1.3) H’(K,N)=(~Zir)/(l+t+...+t’-‘) 
~ //(t-l,r)(l+t+...+tS-‘,r)\ 
Notice that, as far as the parameter f is concerned, this explains in particular why 
in the presentation 0.2 it suffices to restrict attention to the numbers f = vr/(t - 1, r) 
so that v divides 
(t- l,r)(l +t+ . ..+F’.r) 
9 
r 
as indicated in the introduction. 
2. Perturbation theory and the Wall resolution 
Let 
e:l+N-+GzK-+l 
be a group extension, and let 
M(K) = MS(K) Q, RK, M(N) = k+(N) @Qd RN 
be free resolutions of the ground ring R in the categories of right RK- and RN- 
modules respectively. As usual, we write 
e:M#(K)+R, c:M#(N)+R 
for the augmentation maps. We assume that M#(K) and M#(N) are connected as 
graded modules, i.e. that in degree zero they consist of a single copy of the ground 
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ring R. In this section we elaborate briefly on a free resolution of R in the category 
of right RG-modules from the given data; this resolution was introduced by Wall 
[45]. We shall use perturbation theory to give an explicit construction of the 
differential. We comment on the originality of our approach in Remark 2.11 below. 
It is clear that 
M(N)@,,RG=M#(N)&RG 
is a free resolution of RK in the category of right RG-modules. Write 
d’=M#(K)@d (=Id,c(&d), 
where d is the differential on M#(N) Q, RG. This is an RG-linear differential on 
M#(K)@M#(N)@ RG; it is vertical in an obvious sense. Furthermore, the pro- 
jection map 
(2.1) g:M#(K)@M#(N)@RG+M#(K)@RK 
induces an isomorphism on homology with respect to the differential do on the 
source and the zero differential on the target. 
The object M#(K)@RK is filtered by degrees as usual. Moreover, the degree 
filtration of M#(K) induces a filtration 
for MS(K) @Me(N)@ RG in the obvious way. Henceforth we refer to these 
filtrations as the Serre filtrations. 
Theorem 2.2. There is a differential d on M#(K)OM*(N)@ RG having the 
following properties: 
(1) It may be written 
d=d”+d’+d2+... 
so that, for ir 1, the operator d’ lowers Serre filtration by i. 
(2) The projection map (2.1) is a morphism 
g:(M#(K)@M#(N))&RG+M(K)=M*(K)@,RK 
of filtered chain complexes, i.e. it is compatible with the indicated differentials, the 
filtrations, and the right RG-module structures. 
Moreover, the resulting chain complex (M#(K) @ M#(N)) @, RG is acyclic, i.e. 
it is a free resolution of the ground ring R in the category of right RG-modules. 
Finally, the higher terms d’, i2 1, can be made explicit in a sense explained in 
Lemma 2.10 and Remark 2.11 below. 
A proof will be given below. Under the circumstances of Theorem 2.2 we shall 
write 
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M(G) = (W+(K) @M#(N)) Q, RG, 
and we shall refer to M(G) as a Wall resolution (for the given data). 
Remark 2.3. The series 
d1+d2+-.. 
is sometimes referred to as a perturbation of do, see [19] and the references given 
there. Further, the operator d’ is horizontal in an obvious sense. We mention for 
clarity that, for i> 1, the operators d’ are in general not differentials. 
Remark 2.4. The requirement that d is a differential boils down to the formulas 
(2.5) 
dOdi+d’di-1 + ..-+d’d’=O, i>O. 
Remark 2.6. If G is a direct product of N and K, the construction may be carried 
out in such a way that it terminates after d’, and if G is abelian, the construction 
may be carried out in such a way that it terminates after d2. In general higher 
terms will show up which reflect the structure of G. 
Remark 2.7. If one wants to write the underlying chain complex of the resolution 
as a product ‘base’ x ‘fibre’ (in an appropriate twisted sense) - which is behind the 
standard description of the spectral sequence of a group extension (and of a Serre 
fibration as well) - the appropriate thing to do is to construct the free resolution 
in the category of right RG-modules. In fact, the objects A(K) and M(N)@,,RG 
serve as base and fibre respectively, and in this setting the fibre appears as a free 
right module. Wall carried out his construction in the category of left modules, 
whence his construction appears as a product of the kind fibrex base, and the 
indices in his paper are different from what has become customary notation in the 
spectral sequence of a group extension. Perhaps this explains partly why his paper 
has not been given the attention it deserves. The only reference we know of where 
the Wall resolution comes into play is [29]. 
Remark 2.8. While the Wall resolution is perhaps not the most economical one in 
the sense that there may be a resolution with fewer generators, e.g. a minimal one, 
its acyclicity is obtained for free. In fact, once the construction of the differential 
d on (M#(K)@M#(N))@RG having the properties (2.2.(l)) and (2.2.(2)) has 
been carried out, a standard spectral sequence comparison argument shows that 
the spectral sequence (EZ, *(M(G)), d,) coming from the Serre filtration has 
6% d,) =M(K). 
Proof of (2.2). Let u : R + M(N) be the obvious map, choose a section o : K--f G for 
7-r of the underlying sets so that o(l) = 1 and rco = IdK, write ob : RK+ RG for the 
induced morphism of R-modules, and let 
V,=(M#(K))@q@ob:M#(K)@RK-(M#(K)@M#(N))@RG. 
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This is a section of g for the underlying graded R-modules. Moreover, let s, be a 
contracting homotopy of M(N) so that 
ds,+s,,,d=~s-Id~(N), 
and define a morphism 
h: (M#(K)@M#(N))@RG-t(M#(K)@M#(N))@RG 
of graded modules of degree 1 by means of the formula 
h(bOaOw)=(-l)‘b’(bOs,(aO w(orr(w))-‘))(an(w)), 
Then 
beM#(K), aEM#(N), WEG. 
(2.9.1) d”h + hd” = V,g - Id, gh=O. 
If, in addition, s,,,r=O and s, has square zero, we also have 
(2.9.2) hV,=O, hh=O; 
since the underlying graded abelian group of M(N) is free abelian, such an sN 
exists, as is well known. We mention that the data 
(((M#(K) 0 M#(N)) 0 RG, do) +M”(K)@RK,h) 
C7 
then constitute an RG-module contraction in the sense of [19]; however, in the 
present paper we shall not use this concept. Whether or not (2.9.2) holds, we 
proceed with the proof of Theorem 2.2 as follows: For convenience, we shall write 
r:M#(K)@M#(N)+(M#(K)@M#(N))@RG 
for the obvious injection of graded modules. We use the obvious bigrading on 
M#(K)@M#(N), and as usual we refer to the component ~IT#(K)~@M#(N)~ as
having bidegree (i, j). With respect to this bigrading the operator h is vertical. 
For r= 1 and j= 0, i.e. for the baseline, we may define d’ by 
d’r = VOdMCK,gz; 
then it is clear that 
Notice, however, that we want d’ to be RG-linear, and this forces the operator d’ 
not to be a differential in general, and higher terms d’, ir2, must be introduced 
which correct the error. 
It will be convenient to define do on the baseline by 
do(a) = 
0 if Ial >0, 
E(a) if Ial =O. 
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The construction now proceeds by induction on r and subinduction on the fibre 
degree j, and for later reference it seems wise to spell out the inductive step as 
follows: 
Lemma 2.10. Let j=O and p>l, and suppose that the operators d’,...,d”-’ 
have been defined, or let j 2 1 and ,a 2 1 and suppose that the operators d ‘, . . . , dP ‘- ’ 
have been defined, and that the operator dP has been defined in bidegrees 
(*,O), . . . . (*, j- l), so that 
(2.10.0) do&+ d’& 1 + . . . +d~“d”=O 
whenever this is already defined, i.e. that (2.10.0) holds for ,u’<,LI, or that it holds 
for n’=p in bidegrees (*, <j), and so that 
if j=O and n’= 1, 
otherwise. 
Then the formula 
dP’r=h(d’d~-‘+~+d~do)l 
yields an RG-linear operator dP in bidegree (*, j) so that 
(2.10.1) d”d~‘dd’d~-‘+...+d~‘do=O, 
(2.10.2) gdP = 0. 
Furthermore, if s,n = 0 and s,,, is of square zero, then 
(2.10.3) hd5 = 0, 
and the operator dfl is uniquely determined by (2.10.1)-(2.10.3). 
Proof. The hypotheses imply that d’dP’-’ + -a. + dPdo is defined in bidegrees (*, j), 
with the understanding that dr’do=O if the fibre degree j is zero, and that 
g(d’dP-’ + ... + dDdo) = 0. 
Moreover, a routine calculation shows that 
d’(d’d@-’ + ..a + dPdo) = 0. 
In view of (2.9) we conclude 
dad% = dOh(d’dP ’ + s-e+ dPdo)’ 
= (d’h + hd’)(d ‘dr’ ’ + 1.. + dPdo)z 
=(V,g-Id)(d’d~-‘+~~~+dPdO)r 
= -(d’dfl-‘+ . . . +dfldO)t 
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and, furthermore, 
gdPl=gh(didP--++.. -td’“d$=O. 
Finally, to prove the ‘furthermore’ statement, assume that s,q = 0 and that s, is of 
square zero so that also (2.9.2) holds. Then it is manifest that 
hd% = 0. 
Moreover, let dP and C? be two RG-linear operators satisfying (2.10.1)-(2.10.3). 
Then 
Hence 
0 = dOh(dP - c?)z = (VOg - Id - hd’)(d’” - c?)z. 
(d’” - dP)z = -hdO(dP - dP)l = -h(dP - ttP)dOl, 
and by induction on degree we can assume that the latter is zero. This proves the 
lemma. 0 
The acyclicity of M(G) has already been taken care of in Remark 2.8 above, and 
the proof of Theorem 2.2 is complete. 0 
Remark 2.11. In his paper [45], Wall proved the existence of the higher terms d’, 
ir 1, but he did not exhibit them by a construction. Only in the special case of a 
split extension of a cyclic group by a cyclic group did he make the construction 
explicit. Once a section 0 and a contracting homotopy sN are given, Lemma 2.10 
above yields an explicit formula for the higher terms. It is precisely at this stage 
where our perturbation theory pays off. 
Remark 2.12. It is clear that, given an arbitrary RG-module A, the Serre filtra- 
tion of the above free resolution M(G) induces filtrations for M(G)@,,A and 
HomRG(M(G),A) which yield the homology and cohomology spectral sequences 
(E,*, *(e, A), d*) and (E$, *(e, A), d,) of the group extension e with coefficients in A. 
3. A free resolution for G and low dimensional cohomology 
As in the introduction, let 
(3.1) G=(x, y; y’= 1, x”=yf, xyx-‘=y’) 
be a metacyclic group, where 
s>l, r>l, tS= 1 mod r, tf=fmodr. 
We now employ the construction of a free resolution given in the previous section. 
For clarity, we mention that here and henceforth the parameters t and f refer to the 
above presentation rather than the group G itself. The resolution to be given below 
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requires a specific choice of these parameters, and if we change them in such a way 
that still the same group G is obtained, another resolution will result. We shall 
illustrate this in Remark 3.58 below. 
It will be convenient to consider first the group 
(3.2) G=(x,y; y’=l, xyx-‘=y’). 
It fits into a group extension 
(3.3) &:l+N-tG-tZ+l, 
and the obvious projection x : G-+ G yields a morphism 
l-N-G----+iZ~l 
(3.4) 
i 
Id ?K I I ?7 
l-N-G-Z/s -1 
of group extensions, where n denotes the obvious projection maps. 
Recall from Section 1 that the standard small free resolution for N may be written 
M(N)=(r[u,lO/l[o,~lORN,d), 
where IuYI=2, Iv,l=l, and where, for iz0, 
d(Yi+,(u,))=(Yi(U,))uy(l +Y+ .-+Ph 
d((yi(“,))u,)=(y;(u,))(y- l)* 
Further, it is well known that a small free resolution for the group Z = (x) may be 
written 
~m=(~[kYlOm~), 
where d(o,) =x- 1 E RZ. As explained in the previous section, a Wall resolution 
corresponding to the extension C looks like 
M(~‘)=(II[u,lOT[u,lO/1[v,lORe,d), 
and the differential d may be written d = do + d’, where 
d”((Yi(u~))u~)=(Y;(u~))(Y- l), i20, 
dO(Yi(u,))=((Yi-l(u,))u,)Y,, ill, 
d”(u,(y&))uY) = -UY&))(Y- l), i?O, 
dO(u,(yi(u,)))=-u,((yi~,(u,))u,)y,, ir0, 
where by convention y-i = 0. Here and henceforth we use the notation 
y,= 1 +y+ *** +y’-1, 
where I is an arbitrary number. We shall need an explicit formula for the operator 
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d’. It is obtained from the construction in (2.10) in the previous section. Rather 
than going into details we give only the result; it reads 
(3.5) 
d’(u,(yi(u,)))=(yi(u,))((v,)‘x- l), i20, 
~‘(~,(~;-l(~,))~,)=((~i-I(~,))~,)((~,)’x- l), ir 1. 
It is straightforward to check that dd=O, i.e. that M(G) is indeed a free resolution 
of R in the category of right R&-modules. 
Likewise, the differential d on the reduced object T@(G) =M(G) ORi; R looks like 
d=d’+d’. 
Explicitly, its non-zero terms are given by 
d’(o,(y;~,(u,))u,)=(t’- l)(y;-,(q))u,, i2 1, 
(3.6) 
d’(Yi(u,))=r(y;-l(u,))u,, ir 1, 
dO(U,(yi(u,)))=-r(yi-l(u,))U,u,, ir 1, 
d’(U,(yi(u,)))=(t’-l)(yi(u,)), i20. 
Now we consider the object 
- ^ 
M(G)*= Hom,o(M(G), R). 
We write wX, oY, cY for the duals in the graded sense of respectively uX, u,,, uY in the 
basis of monomials. Here we use the Eilenberg-Koszul convention so that, for 
example, 
(cV+J)(u,~,) = - 1. 
Clearly, M(G)* may additively be written 
(3.7) ST(G)*=n[w,] @P[c,] @/l[OY]. 
Moreover, the differential d on a(G)* looks like 
d=d,+d,, 
where the only possible non-zero terms of do and dl are given by the formulas 
(3.8) do(c~w,,)=rc~“, j>O, 
(3.9) d,(c;- ‘coy) = -(tj- l)o,c;- ‘q,, jr 1, 
(3.10) d,(c:‘) = -(tJ - l)qc;, j>O, 
(3.11) do(w,c$oy) = -rm,c~’ ‘, jr 0. 
At the risk of making a mountain out of a molehill we mention in passing that here 
and henceforth we systematically use the Eilenberg-Koszul convention to the effect 
that the coboundary dc of a cochain c is given by the formula 
d(c) = (- 1)“’ + ‘cd. 
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If p is a prime which divides r and t - 1, and if R = Z/p, the differential vanishes, 
and we need not distinguish between cocycles and cohomology classes; in this case 
we write wo and cg for the classes of cuY and c,,, respectively. Henceforth we 
denote by BP the Bockstein operation coming from the exact coefficient sequence 
(3.12) Q+n/p+n/p2+z/p+ 1. 
The following is an easy consequence of (3.8)-(3.11) above, and we leave the proof 
to the reader: 
Proposition 3.13. Let p be a prime which divides r and t - 1. Then, as a graded 
commutative algebra, H*(C?, Z/p) is generated by ox, q and c~. Furthermore, 
(3.14) P,(W) = 0, 
t-1 
(3.15) &(oc) = - p O,cL)~ + ; C& , 
t-1 
(3.16) &(Cd) = - p cc),C~. 
In particular, if p is odd, the algebra is free in the graded commutative sense, while 
if p=2, 
(3.17) 
2 (f-1) a-=- G 2 
CO&O&+ Lo, 
2 
(3.18) +o. 
Now we consider the group 
G=(x, y; y’= 1, x”=yf, xyx-‘=y’) 
which we are really interested in, and as before we denote the corresponding group 
extension by 
e: 1 -tN+G+K+ 1. 
At first we recall from Section 1 that the standard small free resolution for the 
quotient group K = (x; xs = 1) may be written 
M(K) = (W,l O~[txl ORK d), 
where Ju,/ =2, )u,( = 1, and where, for i20, 
d(yi+,(u,))=(y;(u,))u,(l fX+***+XSP1), 
d((Y,@,))%) = (Y;(G))@- 1). 
A Wall resolution for G corresponding to e now looks like 
M(G)=(~[~,lO/1[u,lO~[~,lO~[~,l)O~RG; 
here, with a notation introduced in the previous section, 
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d=d”+d1+d2+d3+..., 
where do is the differential on 
~[~,lO~[~,lO~[~,lO~[~ylO~G 
induced by the differential on 
so that in particular 
d’(u,)=y- 1, d’(u,r+) = -UP l), 
do&J = u,y, 3 d”OwJ = -w_,ar, 
d”(uyuJ = U,(Y - I), 
and, for iz 1, the term d’ lowers Serre filtration by i. Rather than sticking to the 
formal construction in the previous section, we shall write down explicit formulas 
for those terms d’ which we shall actually need, and we shall indicate briefly how 
they have been obtained. 
The construction of M(G) can - and indeed will - be carried out in such a way 
that the obvious morphism 
is a comparison map for the obvious surjection rc : G + G. In this vein, we do not 
distinguish in notation between the generators x and y of G and their images in G, 
and we use (3.5) as the definition of the operator d’ on the arguments occuring 
already there. We obtain 
(3.5’) d’(u,)=x- 1, d’(u,u,) = u,(ytx- l), d’(u,u,) = u,(y,x- 1). 
The other non-zero values of the d’(w) which we shall need, where w runs through 
the appropriate low-dimensional basis elements of M(G) as a right RG-module, are 
given by the formulas (3.19) below; here and henceforth we shall write, for con- 
ciseness, 
x,= 1 +X+“*+xk-l, y[= 1 +y+ ... +y”, 
etc.: 
d’@,) = 0,x,, d’(u,u,) = u,(x- l), d’(u,u,) = u,(_Y- l), 
d’(u,u,) = uXuY(l +y,x+ (y(x)* + ... + (yrx)“- ‘), 
(3.19) 
d2(u,) = - uYyf, d*@,u,) = uxuvyf, 
d3(u,u,)=-(t_llfUyX, d*(u,u,)=-t”-lu,. 
r r 
74 J. Huebschmann 
It is then straightforward to check that, for 01 is 3, the formulas (2.5) hold on the 
appropriate low dimensional generators. For example, 
(d%P+ d’d’ + &P)(U,U,) 
=v( 
Cl 
Y -~y,+(y,x-l)(1+Y,x+(Y,X)2+...+(Yfx)s-1)-Yf(Y-1) r > 
( 
tS- 1 
=U 
Y 
-~y,+(yfx)“- 1 -(yf- 1) 
r > 
f-1 
=v 
Y 
( 
--y,+(l +y+y2+ .**+yYfl-‘)XS-yf 
r > 
=,(2qyr+ (V,, I)&Yf) 
(since y’= 1, ytS-‘= 1, and xS=yf) 
= 0 (since y,yf=y,). 
Remark. We obtained the terms in (3.19) by solving the equation (2.5) by hand, 
viewing d’(w) as an unknown and the values d<‘(w) and d’(w”) for l~“l< IwI as 
coefficients; this leads much quicker to a solution than the perturbation theory in 
(2.10). We mention that the referee applied the perturbation theory in (2.10) and 
obtained terms which differ from the above ones but also yield a solution of (2.5) 
(in the appropriate range); however, this difference is of no account since all that 
is needed is a solution of (2.5). One further advantage of the terms in (3.19) is that 
they keep the amount of number theory needed later in the paper to a minimum. 
By Lemma 2.10, the construction of the perturbation can always be completed, 
and we obtain a differential d on M(G) as desired. We shall not need formulas for 
the values of the operators d’, d2, and d3 on the higher-dimensional basis elements 
of M(G), and neither shall we need formulas for the higher terms of the perturba- 
tion. 
It is clear that the differential d on the reduced object 
M(G) = M(G) C&G R 
looks like 
d=d”+d’+d2+--., 
and in low dimensions the only possibly non-zero terms are given by 
dl(ux)=svx, d2(u,) = -fu,, 
d’(u,u,)=(t- l)u,, d"(uy ) = ruy , 
(3.20) d’(U,v,) =fvxvy , d3(u,v,)= -w- uy, r 
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d’(u,o,)=(l+t+...+tS_‘)o,u,, 
tS- 1 
d*(u,u,) = - - 2.4 
r Y’ 
d’(u,uY) = -rv.pY, d’(u,u,)=(t-l)u,. 
Notice that here the numbers which come into play in our Theorems A-E show up, 
i.e. the numbers t - 1, (t”- 1)/r, f, and (t”- 1)/r which reflect the structure of G. 
Now we consider the dual object M(G)* = Horn@(G), R). We write ox, ou, c,, cY 
for the duals in the graded sense of respectively u,, uY, ux, uY in the basis of 
monomials. Then iii(G)* may additively be written 
Further, the differential d on M(G)* looks like 
d=d,+d,+d,+..., 
and in low dimensions the only possibly non-zero terms are given by 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
(3.26) 
(3.27) 
(3.28) 
(3.29) 
d,(q) = SC,, 
do(or > = rcy , 
d&o,) = -(t - l)o++, 
d,(q ) = -fcx 3
do(o,oy ) = - rw,cy, 
d,(o,wy)=(l+t+...+tS~‘)c,~~, 
d&w+) =fM, 9 
d,(c,) = -(t - lhc,, 
f- 1 
d,(c, ) = - cxe.$, 
r 
(3.30) d&,) = (t-C./O,. 
r 
It is clear that c, is a cocycle; its class in H*(G,R) has at most order s and is of 
course the image of the class in H*(K,R) denoted by the same symbol. 
Now we take a primep which divides the numbers r and s, and we take R =27/p. 
Then the element ~0~ is manifestly a cocycle, and its class o, E H’(G, Z/p) is non- 
trivial; it is of course the image of the class in H’(K,Z/p) denoted by the same 
symbol. We now spell out a number of immediate consequences of the formulas 
(3.21)-(3.30). 
Recall that, in the situation of Theorems B-E, the first differential is zero and 
E;’ *(e, Up) = H*(K, Up) @ H*(N, Up). 
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3.31. If t= 1 modp, i.e. under the circumstances of Theorems B, C, and D, the se- 
cond differential satisfies, and, in view of the multiplicative structure, is determined 
by, the rules 
dAo+) = -fcx 7 d& ) = 
tS- 1 
- cxov . 
r 
3.32. If t = 1 modp and the numbers (t”- 1)/r and f are divisible by p while the 
number (t - l)f/r is not, i.e. under the circumstances of Theorem E, the second dif- 
ferential is zero, and the third differential satisfies, and, in view of the multiplicative 
structure, is determined by, the rule 
d&J= =- c,w,. 
r 
We mention in passing that the circumstances of Theorem A are somewhat dif- 
ferent from those of the other theorems and will be dealt with in the next section 
separately. 
The other conclusions we draw refer directly to the cohomology of G. 
3.33. The class c, is non-trivial if and only if either the number f is divisible by p, 
or else f and t - 1 are both not divisible by p. 
3.34. The cochain wu yields a class in H’(G, Z/p) if and only if t - 1 and f are both 
divisible by p. 
If t - 1 and f are both divisible by p, we shall denote the class of oY by coo E 
H’(G,Z/p), and we shall say that the class coo is defined. Notice that if ao is 
defined, the class c, is non-trivial. 
3.35. If the class coo is defined, it restricts to the class wv E H’(N, Z/p). 
3.36. The cochain cu yields a class in H2(G, U/p) if and only if the numbers t - 1, 
(t”- 1)/r, and (t - l)f/r are all divisible by p. 
If the numbers t - 1, (t”- 1)/r, and (t - l)f/r are all divisible by p, we shall 
denote the class of cr by coE H2(G,Z/p), and we shall say that the class co is 
defined. 
3.31. If the class co is defined, it restricts to the class cY E H2(N, Z/p). 
3.38. If the class oo is defined, the cochain oxoY is a cocycle, and its class is the 
product 
cc),@ E H2(N, z/p). 
mod-p cohomology rings of metacyclic groups 71 
Inspection of the short exact sequence 
0 + Hom(M(G), Z/p) L Horn@%(G), Z/p2) --t Hom(M(G), Up) + 0 
of cochain complexes proves at once 3.39 and 3.41 below. 
3.39. If the class oG is defined, 
f 
-~,~G- -C, if co iS defined, 
&bG)= 
P 
f - -o,oo- -c, if co is not defined. 
P 
Notice that if cc)o is defined while co is not defined, the number r is divisible by 
p2. A special case of 3.39 which is worthwhile mentioning is the following: 
3.40. For p = 2, if the class uo is defined, 
f i cG + y w,oo + 5 c, E H2(G, Z/2) if co is defined, 
0;= 
1-t 
2 m,ao + ; c, E H’(G, 212) if cG is not defined. 
We now let p be again an arbitrary prime. 
3.41. If the class co is defined, 
t-1 f-1 
----_&+ - c 
rp x 
oG+ ct- 1)f 
-c 0 
P rp xx 
if uo iS defined, 
@CC) = 
t-1 (t- l)f 
--o,,a,o+-co 
P rp xx 
I if uo is not defined. 
Notice that if cG iS defined while wo iS not 
divisible by p2. 
defined, the number (t”- 1)/r is 
3.42. Suppose that t = 1 mod p and that f is not divisible by p, and pick a number 
f’ so that ff’ = 1 mod p; then 
is a cocycle. 
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Under the circumstances of 3.42 we shall denote the class of 
c;; E H2(G, Z/p), 
and we shall say that the class CA is defined. 
3.43. If the class c& is defined, it restricts to the class C,,E H2(N, Z/p), and, 
furthermore, 
P&A =o. 
Our next aim is to study the effect of certain (outer) automorphisms of G on the 
cohomology classes constructed above. We shall need this later to study certain 
restriction maps. We return to the situation of an arbitrary ground ring R. 
Let a be a number so that 
a(l+t+.VV+tS-l)=Omodr. 
Then the assignment x y ya is a derivation (or I-cocycle) K --+ N, and, as is well 
known, the rules 
yield an automorphism ul, of G, in fact of the extension (0.1). The proof of the 
following is an easy exercise and is left to the reader: 
Lemma 3.44. The formulas 
Y$u,) = ox+ UyYaX, Y&) = uu 
yield a comparison map !Pf : M(G), I + M(G) for Ug, in dimensions I 1. q 
To lift this comparison map to dimension 2 turns out to be rather a mess. We get 
around this obstacle as follows. For the moment we take the integers Z as ground 
ring, and we consider the submodule A4 of ZG(o,) @ZG(u,,) generated by the 
image of the boundary map, i.e. the submodule generated by 
d(q) = U,Y, 7 
d(w,) = u,(Y~x- 1) - UY - I), 
d(u,) = 0,x, - uyvf. 
This submodule is usually called the relation module for the presentation (0.2). 
Since H,(N,Z) is zero, the induced morphism 
MO,~+~K~u,~OZK<u,~ 
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is still injective, and for our purposes it suffices to know the effect of Yi on the 
generators 
e,=&,O,l)=ru,, 
@z=d(u,~,0,,I)=o,(~x- l), 
~3 = d(u,Oz,v 1) = u,xs -fu, 
of M&,,Z, and that is easy, since these generators are l-dimensional, and since 
modulo N commutators disappear: 
Corollary 3.45. The induced morphism ‘Pi : MC&, Z +MOzhrZ is given by 
q(@,)=& q(k) = e27 
yfk?3) = 
cr(l+t+~**+F’) 
e 1+ cm!?2 + e3 9 
r 
where 
o= -x-1(1 +x-l +t+X~2+fX-1+t2+~~~ 
+~-(~~~)+x~(~-~)f+ . . . +tSP2)~zK. 
Proof. It will be useful to observe that Y,b(x)=x~zK and x,x=x,~ZK. Now, 
since modulo N we have, 
!qu,) = u, + au,x, 
it is clear that 
yfk?l)=eb yf(e2)=e2* 
Moreover, 
!JqJ(es) = e3 + q&f 
Now 
crx,=a(l +x-l +x-2+ ... +x-+1)) 
=a(x-‘-t+x~2-P+ . . . +x-C-l) -tS-l)+cw(l+t+...+tS~‘) 
=aa(tx- l)+ 
a(1 + t+ .e* + P) 
r, 
r 
whence 
cx(l+t+.-+tS-‘) 
auyxs = e1+ @a?2. r 
This implies at once the assertion. 0 
The above entails at once the following: 
Proposition 3.46. On modp cohomology, in low dimensions the induced action is 
given by the following formulas: 
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and, if the class wo is defined, 
yI,*(o,,aG) = ~,~o + (Y 
s(s - 1) 
-c, (=c+mG+oc!_&. 
2 
Furthermore, if the class c, is non-zero, 
Finally, if the class co is defined, so that, in particular, t - 1 is divisible by p, 
cG if f is not divisible by p, 
S-l 
ygcc)= cG+ a(l+t+...+t )cx if f is divisible by p, 
r 
while if the class c& is defined, 
ul,*(C$)=c;;. 
Notice that the term CZ~ ~,~G is non-zero if and only if p=2, s is not 
divisible by 4, and a is odd, and that, if the class co is defined, f is divisible by p 
if and only if the class m()G is defined and the class c, is non-zero. Moreover, the 
effect of !P,* on Lc),mG follows of course at once from the multiplicative structure 
also, as indicated by the expression in parentheses. 
Now we study the effect of the obvious surjection n : G + G in cohomology, 
where G is the group (3.2). From the construction of the above classes the following 
is clear: 
Proposition 3.41. Let p be a prime which divides the numbers r and s. 
(1) If the class uG is defined, 77 *(UC) = 0~. 
(2) If the class co is defined, n *(co) = Cfi . 
(3) If the class CA is defined, 
Finally, we spell out a useful observation: By construction, the kernel of the 
projection ;n : G + G is free cyclic and central in G, and there results the central ex- 
tension 
(3.48) O-+Z-+G+G-+l. 
In the standard way it gives rise to a fibre bundle 
(3.49) K(G, l)-+K(G, l)+K(Z,2). 
mod-p cohomology rings of metacyclic groups 81 
It is clear that the following holds: 
Proposition 3.50. The filtration of 
~(G)=(~[~,lO~[~,lO~[~,lO~[~,I)O~~G 
by (T[u,])-degree yields, for any RG-module A, spectral sequences 
(3.51) (Et, &WG),A), d*) 
and 
(3.52) (Et, *(M(G),A), d,) 
with E~,&‘VI(G),A)=T[u,]@H*(e,A) and E2*‘*(M(G),A)=P[c,]@H*(~,A). 
These spectral sequences are natural in terms of the given data. Moreover, they may 
be identified with the homology and cohomology Serre spectral sequences of the 
fibre bundle (3.49). 
Proposition 3.53. Let p be a prime which divides both r and s, and suppose that 
t= 1 modp so that, in particular, the cohomology ring H*(C?,Z/p) is given by 
(3.13). Then the differential dz in the spectral sequence (Eg, *(M(G),Z/p),d*) 
satisfies and is determined by the formulas 
(3.54) d&x) = 0, 
(3.55) d,(oe) = -fc, , 
P- 1 
(3.56) d,(cc) = ~ CxW~ + 
(t- l)f 
r r xx’ 
Proof. The formulas (3.54)-(3.56) follow at once from (3.21)-(3.30). The multi- 
plicative structure of the spectral sequence implies that these formulas determine the 
differential completely. 0 
Remark 3.57. Since we have a free resolution for the group e, we can calculate any 
homology or cohomology group of it. Now the computations of the differentials of 
the spectral sequences of the group extension (0.1) lead to fewer ambiguities than 
the computations of the differentials of the spectral sequences (3.51) and (3.52), 
since the latter are non-trivial only in even filtration degrees while the former are 
non-trivial in odd filtration degrees also. On the other hand, the spectral sequences 
(3.51) and (3.52) obviously present fewer ambiguities in the extension problems 
from E” to H, or E, to H* as appropriate. Playing off the two spectral sequences 
against each other enables one to profit from the advantages of both spectral se- 
quences. 
Remark 3.58. We illustrate the above remark that the resolution is constructed from 
a presentation and not just from the group itself by means of an example: Consider 
the presentation 
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(x,y; y’= 1, xS=y, xyx-I=_$+“‘) 
of a cyclic group of order r-s. The corresponding reduced dual object looks like 
W[cxl O~b,l OPkyl Om+M)9 
and, with t = 1 +iz~, (3.21)-(3.30) entail in particular 
tS- 1 
d(c,) = -nrcc),cc)y + ~ 
r 
cxQ)Jl f nc,P, 7 
d(w,cu,)=-ro,c,+(l+t+~~~+tS~‘)c,w,+c,co,. 
Thus we see that cu - rzw,wY is a cocycle; it is not hard to see that its class is the 
generator of the integral cohomology ring of Z/KS. In particular, cY is a cocycle if 
and only if n = 0, i.e. if t = 1. This illustrates that if the parameter t is changed indeed 
a new resolution results. 
4. The proofs of Theorems A-D 
As before, let 
G=(x,y; y’=l, x”=rf, xyx-‘=y’) 
be a metacyclic group, where r> 1, s> 1, tS= 1 mod r, tf =f mod r, so that the 
numbers (t”- 1)/r and (t - l)f/r are integers, and let 
e:l+N+G+K+l 
be the corresponding group extension. Furthermore, let p be a prime which divides 
r and S. We denote the mod p cohomology spectral sequence of e with trivial coeffi- 
cients by 
(E$/ d,) = (E$j(e, Z/p), d,). 
Although we shall not strictly need this, we now spell out an illuminating number 
theory relationship between the numbers r, s, t, and f: 
Proposition 4.0. If t= 1 modp, the number f(t”- 1)/r is divisible by the p-part sP 
of s, i.e. s=s,s’, where s’ is prime to p. 
Proof. Since by hypothesis the numbers (t- l)f/r and (t”- 1)/r are integers, the 
number f(t” - 1)/r is divisible by 1 + t + ... + F’. To see that this number is divisi- 
ble by sP, we write 
tS- 1 =([~iJ- I)(1 +t++ . . . +(t”“)“‘P’) 
=(t-1) SPf ; 
( 0 
(f-l)+...+(t-I)+1 (l+tSP+...+(tSp)S’--l). 
> 
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An elementary number theory argument shows that the number 
SP + 0 ; (t-l)+...+(t-l)@ 
is divisible by sp. Since t= 1 modp and since s’ is prime to p, this implies that 
l+t+ a.. + tSp ’ is divisible by sp. 0 
Notice that this proposition implies at once that under the circumstances of 
Theorem C the number f is divisible by sp, and that under the circumstances of 
Theorem D the number (t” - 1)/r is divisible by sp. 
4.1. Proof of Theorem B. Under the circumstances of Theorem B, the numbers 
t - 1, (t” - 1)/r, f, and (t - l)f/r are all divisible by p. Since t - 1 is divisible by p, 
the spectral sequence (ESj(e, Up), d,) has E, = E,. Hence, as a H*(K, Z/p)-module, 
E2=H”(K,Z/p)@H*(N,Z/p). 
In view of 3.34 and 3.36 the classes c()~E H’(G,Z/p) and co E H2(G,Z/p) are 
defined and by 3.35 and 3.37 they restrict to e+,~ H’(N, Z/p) and cY E H2(N, Z/p) 
respectively. Moreover, by 3.34 the class C,E H2(G, Up) is non-zero. In view of the 
multiplicative structure of the spectral sequence of a group extension, this implies 
at once that the spectral sequence (Eij(e, Z/p), d,) collapses from E2. Further- 
more, it is clear that for p odd there is no multiplicative extension problem. If p = 2, 
it is well known, cf. Section 1 above, how to compute the square of o, in H*(K, N), 
and it is clear that this also yields the square of mc), in H*(G, N). Moreover, if we 
take or =cc)~, 3.40 implies at once that 
f t-1 
Wf=-C*+fc~+- 
2 2 
%WI 
as desired. 0 
4.2. Proof of Theorem C. Under the circumstances of Theorem C, the number t - 1 
is divisible by p, but (t” - 1)/r is not. Notice that this implies that in particular the 
number r is divisible by p2 and, in view of 4.0, that the number f is divisible by the 
p-part sp of s. Before we proceed further we mention that, since 
P- 1 
d(u,u,)=v,u,(1 +y,x+ **. +(v,x)“-‘)- ~ ~ uy+&(Y- l), 
the non-divisibility by p of (t” - 1)/r implies that the generator d(tl,) of the relation 
module is redundant; under the present circumstances this is the submodule of 
ZG(u,>@ZG<u,> generated by the l-boundaries in our free resolution M(G), cf. 
[14,39]. This shows that, in the present case, if the circumstances are favorable 
enough such that a minimal resolution exists, e.g. if R is a local ring etc., our resolu- 
tion cannot be minimal, and it explains why a non-trivial second differential must 
come into play. 
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As before, the spectral sequence (E$j(e,Z/p), d,) has E, =E,, and as a H*(K,H/p)- 
module, 
E2=H*(K,Z/p)@H*(N,Z/p). 
As pointed out in the introduction, since (t”- 1)/r is not divisible byp, the number 
f is divisible by p, and the number r is divisible by p*. In view of 3.34, the class 
wo E H’(G, Z/p) is defined, and by 3.35 it restricts to C+,E H’(N, Z/p). Moreover, 
by 3.33 the class C,E H2(G, Up) is non-zero. However, the class co is not defined, 
and we are about to see why not. 
Lemma 4.2.1. Under the circumstances of Theorem C, as a morphism of graded 
(H*(K, Up))-modules, the second differential in the spectral sequence (E$j(e, Z/p), 
d,) is given by the formulas 
(4.2.2) dz(c,J) = 
cc)y if j2 1 and jfOmodp, 
otherwise, 
(4.2.3) d,(c,q,) = 0. 
Proof. This follows at once from 3.3 1 and the multiplicative structure of the spectral 
sequence. For completeness, we mention that, if p=2, by 3.40 we have 
t-1 
CO;=- _ o.&wo + f c& H2(G, z/2), 
whence oy’ = 0 E EF2 in this case also. q 
We now assert that the spectral sequence collapses from E3. Before we give the 
argument, it seems wise to display the Es-term of the spectral sequence. For p odd, 
in view of Lemma 4.2.1, it looks like 
2P 
zp-1 I 
.................. 
.................. 
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where the circles indicate copies of Z/p which, in view of what was said above, are 
killed by the second differential, while the boldface dots indicate those that survive 
to E3. With the obvious modification, one obtains a similar picture for p = 2. 
To see that the spectral sequence collapses from E3, we restrict the extension e 
to the p-part KP of K, and we write 
(4.2.4) e,: 1 -+N-tG,+K,+ 1 
for the induced extension. Then GP is again a metacyclic group. Since by hypo- 
thesis the number p does not divide the number (t”- 1)/r, it does a fortiori not 
divide the order 
(t- l,r)(l +I+ . . . +tS_‘,r) 
P 
of H2(K,N), cf. (1.3) above; hence the restriction map into H’(K,,N) is zero, and 
the extension eP splits. This implies that in the spectral sequence 
(E!$(e,, Z/P), d,) 
a non-zero differential cannot hit the baseline, and any element on the baseline is 
an infinite cycle. Since the index of G,, in G is prime to p, the standard argument 
shows that the restriction map 
H*(G, Up) + H*(G,, Z/p) 
is injective. Consequently, since by naturality the restriction map induces a morphism 
(E$j(e, Up), d,) + (E!$(e,, Z/p), d,) 
of spectral sequences, any element on the baseline of the spectral sequence 
(Eij(e,Z/p), d,) is an infinite cycle, too, and a non-zero differential cannot hit 
the baseline. This implies that in bidegrees {*, 12~) the spectral sequence 
(Ef’ *(e, Up), d*) has E3 = E2P+1. Since E3 is multiplicatively generated by its 
elements in bidegrees {*, 12p}, we can conclude that the spectral sequence 
(E? *(e,Z/p),d,) collapses from E3. Hence H*(G,L/p) has the asserted additive 
structure, and we may pick ClaSSeS q, . . . , o.I~~_ 1 - notice we may take w1 =oo - 
and a class czP in H*(G,Z/p) which, up to the inherited filtration, coincide with 
respectively oY, . . . , cf+c~- ’ and c:. For 1 I isp, the choice of the element O2i_ 1 is 
manifestly unique up to an element coming from the baseline, i.e. an element of 
filtration 2i- 1, and it is clear that, for 1 ~i<p, the requirement that C,Ozi_ 1 = 0, 
i.e. that the relation (0.8) holds, determines the element cC)zi_r uniquely. It is then 
obvious that H*(G,B/p) is generated as an algebra by the classes 
whence in particular it has the asserted additive structure. 
To avoid a possible misunderstanding we mention that the class wr and the class 
mo constructed in the previous section do not necessarily coincide. In fact, since we 
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insist on the relation c,o, =O, i.e. on (part of) (0.8) or (0.10) as appropriate, we 
must have p,(c,~r) = 0. Now, if we write 
q=wG+Ao, 
for an appropriate coefficient A, in view of 3.39 we must have 
AS-f=Omoclp. 
P P 
Hence the class a, will coincide with ao unless the number f is not divisible by p', 
and in this case Proposition 4.0 above implies that s is not divisible by p2 either, 
whence a solution A then indeed exists. 
We now assume that p is odd, and we verify that the relations (0.7) hold: Let 
a,bE(l,3 )..., 2p - l), and consider a product m,ab. In view of what has already 
been proved, there are elements A, B, C, D E Z/p so that 
Ad&d&b_, +Dc:+~)‘~ if a+bs2p, 
Since p is odd, 0, and cc)b have square zero, and hence ac),ab has square zero. Since 
c, and c2p are non-nilpotent, this implies at once that B and D are zero. Moreover, 
we may assume that a + b < 4p - 2 and without loss of generality, we may assume 
a < 2p - 1. Since cXw2/,_, # 0 while c,cu, = 0, we can conclude C = 0. To rule out the 
possibility of a non-zero A, we proceed as follows: Notice that the induced presenta- 
tion for Gp looks like 
(4.2.5) Gp=(xp, y; y’= 1, x2=ys, xpyx” =y”>; 
here .sp is the p-part of s so that s = sps’ with s’ prime to p, and xp =x~‘E G, tp = tS’. 
We have already seen that the restriction map into the cohomology of Gp is 
injective and that the extension ep splits. We now write N as a direct product 
N= Np x N’, where Np denotes the p-part of N; then multiplication on Np with a 
unit U modulo rp = iNp 1 of exact order p - 1 yields an automorphism U, of N of 
order p- 1, and, since the extension ep splits, this automorphism can be extended 
to an automorphism 
O-N-G-K-l 
P P 
(4.2.6) &I u*] Id] 
O-N-G-K-l 
P P 
of ep inducing the identity map on Kp as indicated. For example, since ep splits, the 
2-cocycle f, restricted to Kp, is a coboundary. Since W2(Kp, N) may be computed 
as the homology of 
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Z/r 
l+$+...+fy tp- 1 
+ L/r -----+ Z/r, 
there is a number a so that 
f+cr(l+t,+...+t$-‘)~Omodr. 
Then the element yaxPe GP has exact order sP, and we can define U, on xP by 
U*(xP)=y(‘-U)hXP. 
Now, on H*(N,Z/p) the induced automorphism U* is given by 
U” (0+) = uo, ) u*(c,) = UC,, 
and it still has order p - 1. Consequently, on H*(G,, Z/p) we get 
u*(o,) = u@+1)%,, U” (Q/J > = UC,, , 
u*(o,) = 0x9 u*(c,)=c,, 
where we do not distinguish in notation between the elements of H*(G,Z/p) and 
their images in H*(G,,Z/p). The above implies that 
u*(w,cc)b) = u@+ W2+ ‘cf+Bb) 
U*(co,LL),+b- ,) = U(“+b)‘2coxco,+~_,) 
U*(C~),O,+~-,_~~C~~)=U(~~~)‘~~~W,+~_~_~~C~~ if a+b>2p, 
Uh(~,~~.a’b~‘2~P~2p_l)=U~,~~‘b~‘2~P~2p_I if a+b>2p. 
However, this can only happen if A and - what we have already seen - C are zero. 
Hence the relations (0.7) hold. 
To prove the remaining assertions, we now examine the effect of the morphism 
(3.4) on cohomology. 
Lemma 4.2.7. Let G = (x, y; y’= 1, xyx-’ - y ’ > be the group introduced in Section 
3, and let n : C?-+ G be the obvious surjection. 
(1) If p = 2, whatever choice for 0.1~ has been made, 
t-1 
(4.2.8) n*(Co3)=C~O~+ -c-o 
2 G x, 
and, for an appropriate choice of the class c4, 
(4.2.9) n*(c4)=c& 
The requirement hat (4.2.6) holds determines the class c4 E H4(G, Z/2) uniquely up 
to an element of filtration 4. 
(2) If p is odd, whatever choices for c+, . . . , wzp_ I have been made, for 
1 <irp- 1, we have 
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(4.2.10) 7r*(02i+,)=c&& 
and, Jar an appropnale cnoice 
(4.2.11) n”(c,,)=c& 
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of the class czP, 
The requirement hat (4.2.11) holds determines the class czP E H2p(G, Up) uniquely 
up to an element of filtration 2p. 
Notice that this lemma takes care of Addendum 1 to Theorem C. 
Proof of Lemma 4.2.7. By Proposition 3.53, under the present circumstances the 
spectral sequence (Et, *(M(G), Z/p), d,) has 
ts-1 
d@i.) = 0, d&) = r cxod. 
Before we proceed further we recall from (3.13) that, for 1 lisp- 1, the group 
H2’+‘(C?, Z/p) has dimension 2, generated by c&o, and cgcue, and that the group 
H2p(C?,Z/p) has dimension 2 as well, generated by cfi and cg-‘o,oe. 
We assume first that p is odd. Then the above implies that, for 1 lisp- 1, the 
spectral sequence has 
d2(c@,) f 0, d&(r)G) = 0, 
whence only cbwi; can be an infinite cycle. Since we already know that an element 
on the baseline cannot be killed, chc1.18 is in fact an infinite cycle and hence lies in 
the image of the inflation map. On the other hand, the projection n is a constituent 
of the morphism (3.4) of extensions, and hence the induced morphism 
is compatible with the filtrations. Now on E2, and hence on E,, the induced mor- 
phism identifies the element C$ZII~ with the element denoted by the same symbol. 
Hence the leading term of 7c*(0~~+,) necessarily coincides with chc~+, and we have 
already seen that terms of higher filtration cannot come into play. 
Likewise, in view of Proposition 3.53 and the multiplicative structure, the spectral 
sequence has 
d,(c,$ = 0, d,(cg- ‘w,o~) = 0, 
and virtually the same argument as above shows that cg and c~~‘w,o~ both lie in 
the image of the inflation map. Moreover, whatever choice of c2p has been made, 
again a filtration argument shows that the leading term of 7c*(cZp) necessarily coin- 
cides with cg, whence for some element UE Z/p, we have 
n*(c,,)=c$+ uc~-~oxo~=c~+71*(u~~02p_~). 
This implies at once that for an appropriate choice of c2p the element U will be 
zero. 
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We now assume that p=2. In view of Proposition 3.53 and the multiplicative 
structure, the spectral sequence now has 
d&c+) = c,e~,mo > d&&g) = 7 C,W,CO~. 
Hence c&wd+((t- 1)/2)cow, is a (d2)-cycle, whereas cooX is not, and the same 
argument as above shows that c;o~+ ((t - 1)/2)cgw, is in fact an infinite cycle 
and therefore lies in the image of the inflation map. The rest of the proof now fol- 
lows the same pattern as that for the case where p is odd, and we leave the details 
to the reader. 0 
We now return to the proof of Theorem C and assume that p= 2. We already 
know that H*(G, Z/2) has a class w1 which restricts to o+ EH’(N, L/2), and we 
have already seen that the requirement that the relation (0.10) holds forces 
f 
w,=wG+-w,. 
2 
We now observe that under the present circumstances the order r of N is divisible 
by 8. In fact, since the number (t”- 1)/r is odd, the 2-parts in tS- 1 and I are the 
same. If t = 1 mod 4, obviously 1 + t + ... + tSp ’ = s mod 4 whence tS= 1 mod 8 and 
r/(t - 1, r) ES mod 4, while if t = 3 mod 4, the number 1 + t + 1.. + tSp ’ is divisible by 
4 whence r/(t - 1, r) = 0 mod 4 and again tS= 1 mod 8. Notice, that in view of what 
was said above, if the number f is not divisible by 4, we must have t = 1 mod 4 and, 
moreover, s cannot then be divisible by 4. Whether or not f is divisible by 4, the 
relations (0.11) and (0.12) now follow at once from 1.2 and 3.40. We only mention 
that if f is not divisible by 4, the number s is not divisible by 4 whereas t = 1 mod 4, 
whence 
t-1 
o;=w;+o,2=- f fs 
2 
w,wo+ 2cx+ -2 ,c*=o. 
Next we recall that the element a3 E H3(G, Z/2) has filtration zero and that it 
coincides with ovcv up to the inherited filtration, whence it restricts to the element 
in H*(N,Z/2) denoted by the same symbol. Notice that the element o3 is unique 
up to an element of filtration 3, i.e. an element in the image of the inflation map. 
To see that the relation (0.9) holds, we observe that, whatever choice for ws has 
been made, (0.10) implies that 
However, since o1o3 must be of the form 
CO,W~=AW~W~+BC;, 
this can only happen if w,w3 =O. 
Likewise the element c, E H4(G, Z/2) has filtration zero and coincides with c; up 
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to the inherited filtration, whence it restricts to the element in H4(N, Z/2) denoted 
by the same symbol. To compute the square of os, we recall the Adem relation 
sq’sq2 = sqs. 
To apply it to our problem, we carry out the following computations. We mention 
that actually more precise information about Steenrod operations could be obtain- 
ed, but the requisite calculations are unpleasant and not illuminating at this stage. 
We shall come back to this in [25]. 
Lemma 4.2.12. Let p = 2, assume the hypotheses of Theorem C, and suppose that 
the class c4 has been chosen in such a way that rc*(c4) = ~6. Then the following are 
true, where in case the number s is not divisible by 4, appropriate choices of the 
classes a3 and c4 must be made. 
(4.2.13) 
(4.2.14) 
(4.2.15) 
Sq’(w3) = 0, 
Sd(c,) = c,o3 3 
t-1 
Sq2(03) = c4w + ~ o,c, + terms of filtration L 2. 2 
Proof. Since r is divisible by 4, in view of Lemma 4.2.7 and Proposition 3.13, 
n*(Sq’(o3>> = Sq’&) ( 
t-1 
CO/$ + -0, +ci;Sq’(wo)=O, 
2 > 
n*(Sq+Os)) = sq2 ce 
( ( 
t-1 
>> ( 
t-1 
wg + ~ 0 
2 x 
=c; oof-~ 
2 x > 
=x * c4 w,+-o 
(( 
t-1 
>> 2 x’ 
7r*(sql(c4)) = Sq’(n*(c4)) = Sq’(c$) = 0. 
This implies that, in view of what has already been proved, the assertions are true 
up to elements of filtration at least 2. However, we have already seen that, if we 
restrict the extension e to the 2-Sylow subgroup K2 of K, the resulting extension 
(4.2.4) splits. We may therefore choose a section for e2 and pick the elements o3 
and c4 in such a way that they restrict to zero in H*(K2,Z/2) with respect to this 
chosen section. With this choice, formula (4.2.13) will be true, and (4.2.15) is 
required to be true modulo terms of filtration 22 anyway. Since the other choices 
differ from the specific one only by elements from the baseline, on which the Bock- 
stein operation is non-trivial only if s is not divisible by 4, we see that only in this 
case specific choices must be made. Moreover, in view of the additive structure, in 
filtration 3 the group H’(G, Z/2) is generated by czoX. This implies that to verify 
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(4.2.14), we must only check that Sq’(cJ is non-trivial. To see this, we consider the 
subgroup G= ker(mt). It is generated by the elements R=x#” andp=y’, and, since 
22 = (#)” =y (l+t+...+t5~‘)f/2Xs=Y~/2 9 
it has a presentation 
(4.2.16) G= (2, jj; Y’= 1 a”=$ -@-’ =j’) , 9 
where 
f=r 
2’ 
p_;(l+i+z.+t~-l+l . 
> 
Then the number fis still divisible by 2. This is clear if f is divisible by 4. If f is 
not divisible by 4, we have t= 1 mod 4 and 
lstt . ..+F’=.smod4. 
and we have already seen that s is not then divisible by 4, whence 1 + t + ... + tS- ’ 
is not divisible by 4; hence fl is divisible by 2 in this case as well. Since the number 
(t”- 1)/F is divisible by 2, by Theorem B above, H*(C?,ZL/2) is generated in the 
graded sense by classes wX, c,, cZt, E2, subject to the relations 
s 
CO;= -C,, 
t-1 
2 
+:~2+- 
2 2 
CO./&. 
Notice for example that if r=4, the group d is abelian. 
We now assert that 
res(c,) = Pi + cXE2 + terms of filtration r 3. 
To see this, we write N=Z/F, and we observe that the obvious morphism 
iS:l -ii-G”-K- 1 
e:l-N-G-K-1 
of group extensions induces a morphism 
(E**T *(e, Z/2), d,) -+ (E,*, *@, Z/2), d,) 
of spectral sequences which on E2 sends oY to zero and cu to I?,,, whence it sends 
the infinite cycle cj to C:. Hence 
res(cJ = Pi + terms of filtration 2 2. 
However, the generator w of the quotient Z/2 acts non-trivially on c$. In fact, since 
YxY-’ =Y’P’X=$P’)/2XEG 
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and since (t”- 1)/r is odd, in view of (3.46) with cr = (1 - t)/2, the induced action 
of Z/2 on H2(6, Z/2) is given by 
t-1 
W.c.G,=o,+~cc, 
2 
X9 w.&=&+c,, 
and the generators w, and c, are fixed under the action. Hence 
w. c;=E;+c;, 
and ci cannot lie in the image of the restriction map. On the other hand, the 
element P; + c,q is fixed under the (Z/2)-action, whence 
res(cJ = Pi + cXP2 + terms of filtration 2 3. 
In view of 3.41, 
and this is non-trivial in filtration 1 or 2 according as t = 3 mod 4 or t = 1 mod 4. This 
implies that res(Sq’(c,)) is non-trivial in filtration 3 or 4 as appropriate, whence 
Sq’(cJ is non-trivial. 
Finally, we compute wf. Since wi w3 = 0, exploiting (4.2.13)-(4.2.15) we conclude 
Sq1Sq2(w3) = sq’ c4 
u 
ml+ J$ ox) +Ac,o,) 
( 
t-1 
=Sq’(c,) wr+2w, 
> 
+ c4 Sq’(w) + 
( 
t-1 
y- %‘(a +~Gd(~3) 
) 
where A is an appropriate coefficient which plays no role in the argument. This 
yields the relation (0.13). The proof of Theorem C is now complete. 
Remark 4.2.17. Suppose that s is not divisible by 4. Then the above argument 
requires specific choices of the elements w3 and c4. Now, if we take ci = c4 + w,w3 
instead of c, and rewrite w; accordingly, we obtain at once the relation (0.13’), i.e. 
here we have to keep in mind that wrw3 =O. This observation takes care of Adden- 
dum 2 to Theorem C. On the other hand, if s is divisible by 4, relation (0.13) will 
be true independently of the choices made. 
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4.3. Proof of Theorem A. Under the circumstances of Theorem A, we have tf 
1 modp, and p must be odd. Now the action of K on H*(N, Up) =A[o+] @P[c,] 
is given by 
x-co,=tw,, x* cv= tcv, 
and it is manifestly non-trivial, and so is the differential d,. To compute it, we 
spell out the following: 
Lemma 4.3.1. Let p be a prime which divides the numbers r and s. Then, for jr 0, 
the numbers 1 + tj + ... + tcS- “j are divisible by p. 
Proof. This is clear, if tj= 1 modp, since then 1 + tJ+ ... + t(SPIU=smodp, while 
if tj + 1 modp, it follows from the fact that t js- 1 is divisible by r and hence by p. 
0 
It follows that the differential dl is given by the formulas 
d,(c;c;) = (tJ - l)c~o+$ d,(c$,c;) = 0, 
d,(c;c;- ‘a+) = (tj- l)c;~~c;~ ‘wY, d,(c&$u,) = 0, 
where i 20, and jz0 or jz 1 as appropriate. Consequently, if j, is the order of 
t modulop, as an algebra 
E2(e,Z/p) =A[o.I,] @P[c,] @A[c)~‘co,,] @P[c$. 
As in the proof of Theorem C, we now restrict the extension e to the p-part KP 
of K, and we write 
for the induced extension. Since t - 1 is not divisible by p, the order 
(t-l,r)(l+t+...+P-‘,r) 
of H2(K, N) (cf. Section 1 above) is not divisible by p, since otherwise a power of 
p would have to occur in (l+t+...+t’-’ ,r) that is strictly higher than in r which 
is of course impossible. Consequently, the extension eP splits, and H*(G,,Z!/p) is 
given by Theorem B or C according as the number 
tS- 1 fp- 1 -=L.-- 
r r 
is or is not divisible by p; here sP is the p-part of s so that s =sPs’ with s’ prime to 
p, tP = P’, and 
GP=(xP, y; yr= 1, x2=yf, x,y~,‘=y’~). 
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Since the index of GP in G is prime to p, the standard argument shows that the 
restriction map 
H*(G, Z/p) + H*(G,, Z/p) 
is injective. This readily implies that the two assertions of Theorem A are true. We 
leave the details to the reader. 0 
4.4. Proof of Theorem D. Under the circumstances of Theorem D, the number t - 1 
is divisible by p, but f is not. Since t- 1 is divisible by p, the spectral sequence 
(Eij(e,Z/p),d*) has E, =E2, and, as a H*(K,Z/p)-module, 
E, = H*(K, Up) @ H*(N, Z/p). 
As pointed out in the introduction, since the number f is not divisible by p, the 
number (t”- 1)/r is divisible byp. In view of 3.33, the class C,E H2(G, Z/p) is zero, 
and in view of 3.34, the class ao E H’(G, Z/p) is not defined, and we shall presently 
see why. However, by virtue of 3.42, the class CA is defined. Further, in view of 
3.31 and the multiplicative structure of the spectral sequence, the differentials 
d .E%2j+i+E;+2,2.i, j?O, 
2. 2 
are non-trivial, and their effect is to kill off any monomial in E2 involving or or 
c,. Hence the spectral sequence has E, =/I [w,] @ P [c,] . Since c& is defined and in 
fact restricts to cr, it is clear that E3 = E,. Moreover, it is clear that there is no 
multiplicative extension problem. This proves Theorem D. 0 
5. The proof of Theorem E 
Under the circumstances of Theorem E, the numbers t - 1, (t”- 1)/r, and f are 
divisible by p, while (t - l)f/r is not. Notice this implies at once that the number r 
is divisible by p2, in fact by the p-part of the product (t - 1)f. Moreover, since t - 1 
is divisible by p, the spectral sequence (E$j(e, Z/p), d*) has E, = E2. Hence, as a 
H*(K, Z/p)-module, 
E,=H*(K,Z/p)@H*(N,Z/p). 
Further, in view of 3.34 the class COGEH~(G,Z/~) is defined, and by 3.35 it re- 
stricts to wY E H’(N, Z/p). We now organise the proof in steps. 
Lemma 5.1. Assume the hypotheses of Theorem E, and suppose that p is odd or 
that p = 2 and t = 1 mod 4. Then the number s is divisible by p2. 
Proof. Write s= sPs’, where s’ is prime to p. Then 
Pp- 1 =((t- l)+ l)Sp- 1 =(t- 1) 
( 
SP + ; (t-l)+...+(t-l)+l ) 
0 > 
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whence 
t”-l=(t”“-1)(1+t~P+...+(f~P)~‘-‘) 
=(t-1) sp+ ; ( 0 (t-l)+*..+(t-l)“_’ (l+tS~+...+(tSqS’P1). > 
Since t= 1 modp and since s’ is prime to p, we conclude that the number 
(1-l) sp+ ; 
( 0 
(t-l)+.*.+(t-l)Sp-’ 
> 
is divisible by the p-part of pr. Since there occurs in r a pth power that is higher 
than that in t - 1, the number 
SP + 0 ; (t-l)+...+(t-l)@ 
is divisible byp2. However, this can only happen if sP is divisible byp2. In fact, if 
p is odd, for 2<i<s,, the products (“/)(t - l)‘- ’ are manifestly divisible by p2, 
whence so is s,, . Likewise, if p = 2, by hypothesis the number t - 1 is divisible by 4 
by whence so is s,. 0 
To have an appropriate language available, under the circumstances of Theorem 
E we shall refer to the case where p is odd or where p = 2 and s is divisible by 4 as 
the typical case, and to the case where p= 2 and s is not divisible by 4 as the 
exceptional case; notice that in view of Lemma 5.1 the exceptional case may occur 
only if t = -1 mod 4. We have seen in the introduction that an example for the 
exceptional case is a generalised quaternion group. 
Now we exploit 3.32 to get our hands on the differentials d2 and d3 of the spec- 
tral sequence of the group extension: 
Lemma 5.2. Under the present circumstances, the modp cohomology spectral 
sequence has 
and, as a morphism of graded H*(K, Z/p)-modules, for j L 1, the differential dj is 
given by 
(5.3) 
d,(&) = -j(t' ~xcxc~-I, 
r 
(t- l)f 
d3(oYc{- ‘) = -j - 
r 
0,c,0,c~ - ’ . 
Consequently, in the typical case, E3 =A[o,] @P[c,] O_4[uY] @P[c,], and the 
differential d3 is given by the explicit formulas 
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(5.4.t) 
d,(+J) = _j”-“fwxc;+ Icy”- I, 
r 
tt- llf 
d,(c$+c;) = -j 7 C&c;+ ‘c+c:‘- l, 
d,(o&:‘) = d,(0&,c$ = 0, 
where i, j 20. Likewise, in the exceptional case, E3 = P[o,] OA[CI+,IO P[c,,l, and 
the differential d3 is given by the explicit formulas 
(5.4.e) 
d&o:c;o+) = 
0 
0, ” 
i+3cj 
if j is even, 
if j is odd, 
if j is even, 
‘OY if j is odd, 
where i, j I 0. 
Proof. Since t= 1 modp, the group K acts trivially on H*(N, Z/p). Hence the spec- 
tral sequence has 
E2 = H*(K, Z/p) @ H*(N, Z/p). 
Furthermore, since (t - l)f/r is not divisible byp while f and t - 1 are, the number 
r is divisible by p2. Hence 
H*(K Z/P) = 
A[o,] 0 P[c,] in the typical case, 
pIo 
X 
] in the exceptional case, 
H*(N,Z/p)=A[w,]@P[c,]. 
By 3.32, the second differential is trivial on wY and cy and hence, in view of the 
multiplicative structure, it is trivial everywhere so that E2 = E3; moreover, still by 
3.32, the differential d3 assumes the asserted value on the class cy, and my is 
manifestly an infinite cycle. The multiplicative structure of the spectral sequence 
implies that d3 assumes the asserted values on the classes c$J~c~, where in the 
exceptional case c, means CO,“. Next, in the typical case, the cup product of two odd 
degree classes in the cohomology of K is necessarily zero, whence d3 vanishes on 
the classes CIJ~C.$$ and, in view of the multiplicative structure, on the classes 
C.Q~C$O,C~ also. Finally, in the exceptional case, formula (5.3) and the multiplicative 
structure imply at once that the formulas (5.4.e) hold. 0 
We can now prove the additive part of Theorem E. We deal with the typical case 
first: Under these circumstances Lemma 5.2 implies that, for i, j 2 0, on Ei” ‘j and 
E2i,2ji- ’ the differential d3 is non-trivial if and only if j is not divisible by p, and 
thBt on the groups Eii+lSq the differential d3 is trivial. Hence the E3-term of the 
spectral sequence looks like 
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3 0.0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
2 0.0 0 0 0 0 0 0 0 0 cl 0 0 0 Cl 0 0 0 
1 B..0.0.0.0.0.0.0.0. 
t - = = = = = = = = = = = = = = = 0 = 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 
where the boldface dots indicate copies of Z/p which are not killed by d3, while the 
circles indicate copies of Up which are killed by d3. In particular, the above 
picture with only the boldface dots displays the &-term of the spectral sequence. 
We mention for clarity that if p= 2 the picture must slightly be modified in the 
obvious way. 
Our next aim is to show that the spectral sequence collapses from E4 as asserted. 
To this end, we assume for the moment that p is odd, and, for 1 <j<p- 1, we 
examine the differentials 
Notice that for p = 2 there are no such differentials. Since we have a spectral se- 
quence of algebras, for 1 < j<p - 2, these differentials must vanish. For if for some 
j in this range the differential d2j+ 1 were non-zero, it would kill ci+i, but it cannot 
kill ~j+~. Hence the first possible power of c, that could be killed is c,“, and the 
corretponding differential would be 
1,2p-2 
d2p-1 :E2p_, 
--f E2p>o 
2p- 1 
since only then could all the higher powers be killed by the differentials 
d .E2i+I,2p-2 2(p+i),O 2p-1. 2p-1 -,E2p-l 3 i,ll. 
However, the Kudo transgression principle [28] rules out this possibility, as the 
following argument shows: 
For ease of exposition, let us recall this principle. 
Theorem (Kudo). Let F+ E + B be a Serre fibration, and assume that, for some 
n 2 1, in its mod p cohomology spectral sequence (E,*, *, d,) an element c E Eii2J, 
transgresses to o E Eii: :7 ‘. Then, with an abuse of notation, 
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and 
d2n(p~L)+1(WcP~‘)=PpPn(W)EEZ2~~~2iPtl, 
where pp and P” denote the Bockstein and the n th Steenrod reduced power opera- 
tions respectively. 
We employ Kudo’s theorem with n = 1, c = cv, o = o,c,, and conclude that 
d2p_I(w,cxc;-1) =P,P'(~,c,)=P,(w,c~P)EE~~~P+:". 
However, by Lemma 5.1 the number s is divisible by p2, and hence /3,<~&‘) = 0. 
Consequently, the differential 
d,,_, : E;;!;2+E;;f:,o, 
is zero, and, in view of the multiplicative structure, the differential 
&p-i :E+, 
i.&’ - 2 + E;;!, 
is necessarily zero also. 
We now return to the general typical case wherep is either 2 or odd, and we assert 
that cJ must be an infinite cycle. In fact, since cu transgresses to oXcX, by the Serre 
transgression principle [40, p. 4571, P’(c,)=c,P is transgressive - with the usual 
convention that for p = 2 the symbol P’ means Sq2 - and it transgresses to 
In view of the multiplicative structure, this implies that the spectral sequence has 
Eh=Ezp+~ - -Em as asserted. Hence H*(G, Z/p) has the asserted additive structure 
in the typical case. 
In the exceptional case the Es-term of the spectral sequence looks like 
where again the boldface dots indicate copies of Z/2 which are not killed by d3 
while the circles indicate copies of Z/2 which are killed by d3. In particular, the 
above picture with only the boldface dots displays the E4-term of the spectral 
sequence, and it is clear that for degree reasons the spectral sequence collapses from 
E4. Hence H*(G,Z/2) has the asserted additive structure in the exceptional case. 
We now solve the multiplicative extension problem in the typical case. First we 
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observe that o,c,=O since this product is killed by d,; in particular, if p= 2, rela- 
tion (0.19) holds. We now take o, = wo E H’(G, Z/p). Modulo the inherited filtra- 
tion, a, coincides with the infinite cycle ov. Next, since the class cy” is an infinite 
cycle, H*(G, Z/p) contains a class c2P of filtration zero which, up to the inherited 
filtration, coincides with cy”, and czP is unique up to an element of filtration 1 
which, in turn, is unique up to an element of filtration 2p. Likewise, H*(G,Z/p) 
contains classes rzi+ 1, 1 I i<p, of filtration 1 which, up to the inherited filtration, 
coincide with respectively the infinite cycles wXcJ, and each rzI+, is unique up to 
an element of filtration 2i. Since the element o, has been fixed, for p odd the rela- 
tions (0.15) determine the elements &i+ 1, 15 i<p- 1, uniquely, i.e. there is a 
specific choice so that 
It is then clear that H*(G,Z/p) is generated as an algebra by the classes 
r,=~,,c,,o,,r3,...,52p~1,c2p. 
We now assume that p is odd, and we pick i and j so that 05 i, j<p. Our present 
aim is to verify that 
t2i+lt2j+IFo, 
i.e. that the relations (0.14) hold: In view of the additive structure of H*(G,L/p), 
there are elements A,& C,DE Z/p so that 
(5.5) 
rAc:+j+ ’ if i+j+ 1 <p, 
Ac$+j+ 1 +&+j+ l-Pm1 &_ 1 + Cc;+j+ 1 -Pczp 
if i+j+ 1 =p, 
C2i+ 142j+ 1 = Ac~+j+‘+Bc,~+j+‘-pw,~2p_,+C~~+j+1-P~2P+Dq~,~2p 
if i+j=p, 
Ac;+j+l +Bc;+j+‘-PW,,Z2p_, +Cc;+J+I-Pczp 
c if i+j>p. 
Since &;+ 1 and t2j+ I have filtration 1, their product has filtration 2, and hence 
D must be zero. Moreover, since p is odd, for i=j these products are clearly 
zero. In particular, <f,_, is zero, and we have only to consider the case where 
i + j + 1<2p - 1; without loss of generality we may assume 2i + 1<2p - 1. Since we 
already know that, for i<p - 1, cXr2i+1 = 0 while c.JzpP i #O, we can conclude that 
the numbers A, B, and C are zero. Consequently, the relations (0.14) hold. 
To prove the remaining assertions, we examine the effect of the morphism (3.4) 
on cohomology. 
Lemma5.6.Let~=(x,y;y’=l,xyx~‘= y ’ ) be the group introduced in Section 3, 
and let JZ : G 4 G be the obvious surjection. Then, whatever choice of &i+ 1 has 
been made, for 1 I isp - 1, we have 
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(5.7) ~*(r2i+r)=&, 
and, for an appropriate choice of the class czP, 
(5.8) n*(c,,)=c& 
The requirement hat (5.8) holds determines the class c2P E H2p(G, Z/p) uniquely up 
to an element of filtration 2p. 
Notice that this lemma takes care of Addendum 1 to Theorem E. 
Proof of Lemma 5.6. Since the projection II : G + G is a constituent of the mor- 
phism (3.4) of extensions, the induced morphism 
II* : H*(G, Z/p) + H*(6, Z/p) 
is compatible with the filtrations. Now the elements r2i+ 1 have filtration 1, and in 
filtration 1, the group H2’+ ’ (G, Z/p) consists of a single copy of Up, generated by 
w&h. Hence there is no extension problem for the induced morphism on E, at this 
stage, and the induced morphism is detected on Ei*2i, where it obviously identifies 
the element oXci with the element denoted by the same symbol. Likewise, whatever 
choice of c2p has been made, again a filtration argument shows that the leading 
term of 7r*(~~~) necessarily coincides with cg , whence for some element UE Up, 
we have 
Tc*(cz P )=cP+ ucp-10 G G x G o- 
=c$+7T*(u~2p_101). 
This implies at once that for an appropriate choice of c2p the element U will be 
zero. q 
We now assume that p = 2. Then formula (0.20) follows at once from 3.40, where 
we have to keep in mind that r is divisible by 4. Moreover, since we are in the typical 
case, s is divisible by 4. Hence rr = w, has square zero, and the product r, & is 
zero, for otherwise 
which is impossible since rr = o, has square zero, while c, is non-nilpotent. Finally, 
to compute c,“, we recall again the Adem relation 
sqs = sq’sq? 
To employ it, we carry out the following computations. Again much more informa- 
tion about Steenrod operations on H*(G, Z/p) could easily be obtained, but for the 
moment we spare the reader and ourselves these added troubles. We shall come back 
to this in [25]. 
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Lemma 5.9. If p=2, the following are true: 
(5.10) Sqi(&) = 0. 
(5.11) Sq’(cJ has filtration 2 3. 
(5.12) Sq’(&) = 5,~ + terms of filtration 2 2. 
Proof. In view of (3.16) and Lemma 5.6, 
t-1 
n*(sql(&)) = Sq’(Cu,co) = -2- C&c = 0. 
Hence Sq’(&) has filtration 23, and therefore can only hit c,“. However, the 
number s is divisible by 4 and hence c,” does not lie in the image of the Bockstein 
operation; consequently Sq’(cs) = 0. 
Next, in view of (5.6), 
rc*(sq’(c,)) = Sql(c$) = 0. 
Hence Sq’(c,) has filtration ~3. 
Finally, still in view of Lemma 5.6, 
?7*(sq2(&)) = C0,Sq2(co) = o,c; = n*(O,Cq). 
This completes the proof of the lemma. 0 
We now compute l,“: Since c,w, = 0 and since 
t-1 
Sd(W’) =--y- ox01 + ;c;, 
in view of (5.11) and (5.12), we get 
@&d = 0, 
f 
c,2Sq1(c.Q) = I$ c,“, 
where V is an appropriate coefficient. Hence 
Sq’Sq2(&) = cO,Sql(cq) + Uc,Sq’(&) + Vc,Sq’or = Vf c,“. 
Since c,” does not lie in the image of the Bockstein operation, the coefficient Vf/2 
‘must be zero. Hence l,” = 0 as asserted. The proofs of assertion (1) and (2) of 
Theorem E are now complete. 
In the exceptional case we take again cc), =wo~H~(G,2/2). Further, since the 
class ct is an infinite cycle, H4(G, Z/2) contains a class c4 which, up to the inherited 
filtration, coincides with cz, and under the present circumstances the class c4 is 
uniquely determined. Finally, 02 = 0 since this cycle is killed by the differential ds, 
and relation (0.22) follows at once from 3.40, where we have to keep in mind that 
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the exceptional case occurs only if t = - 1 mod 4 and that w,” stands for cX; it is 
clear that the requirement that relation (0.22) holds determines the class or unique- 
ly. The proof of Theorem E is now complete, and we have also taken care of 
Addendum 2. 0 
Acknowledgment 
I am indebted to R. Charney for discussions, to J. Stasheff and R. Beyl for a 
number of comments on an earlier version of the paper, to D. Rusin and T. 
Diethelm for some illuminating correspondence about their results [l 1,371, and to 
the referee for some valuable comments. The paper was written during a stay at the 
Institute for Advanced Study, and I am grateful to it for its hospitality. 
References 
[l] K. Alzubaidy, Metacyclic p-groups and Chern classes, Illinois J. Math. 26 (1982) 423-431. 
[2] M. Andre, Le d2 de la suite spectrale en cohomologie de groupes, C. R. Acad. Sci. Paris Ser. A,B 
260 (1965) 2669-267 1. 
[3] M. Andre, Homologie des extensions de groupes, C. R. Acad. Sci. Paris Ser. A,B 260 (1965) 
3820-3823. 
[4] S. Araki, Steenrod reduced powers in the spectral sequences associated with a fibering, Mem. Fak. 
Sci. Kyusyu Univ. 11 (1957) 15-84; II, Mem. Fak. Sci. Kyusyu Univ. 11 (1957) 81-97. 
[5] F.R. Beyl, The Schur multiplicator of metacyclic groups, Proc. Amer. Math. Sot. 40 (1973) 
413-418. 
[6] F.R. Beyl and J. Tappe, Group Extensions, Representations, and the Schur Multiplicator, Lecture 
Notes in Mathematics 958 (Springer, Berlin, 1982). 
[7] W. Browder, Cohomology and group actions, Invent. Math. 71 (1983) 599-607; Addendum and 
Erratum, 75 (1984) 585. 
[8] H. Cartan and S. Eilenberg, Homological Algebra (Princeton University Press, Princeton, NJ, 
1956). 
[9] L.S. Charlap and A.T. Vasquez, The cohomology of group extensions, Trans. Amer. Math. Sot. 
124 (1966) 24-40. 
[lo] L.S. Charlap and A.T. Vasquez, Characteristic classes for modules over groups, I., Trans. Amer. 
Math. Sot. 127 (1969) 533-549. 
[I 1) T. Diethelm, The modp cohomology rings of the nonabelian split metacyclicp-groups, Arch. Math. 
44 (1985) 29-38. 
[12] L. Evens and S. Priddy, The cohomology of the semi-dihedral group, in: R. Piccinini and D. Sjerve, 
eds., Conference on Algebraic Topology in honor of P. Hilton, Cont. Math. Amer. Math. Sot. 37 
(1985). 
[13] Z. Fiedorowicz and S. Priddy, Homology of classical groups over finite fields and their associated 
loop spaces, Lecture Notes in Mathematics 674 (Springer, Berlin, 1978). 
[14] R. Fox, Free differential calculus. 1. Derivation in the free group ring, Ann. of Math. (2) 57 (1953) 
547-560. 
[15] P.J. Hilton and U. Stammbach, On torsion in the differentials of the Lyndon-Hochschild-Serre 
spectral sequence, J. Algebra 29 (1974) 9-29. 
[16] G. Hochschild and J.P. Serre, Cohomology of group extensions, Trans. Amer. Math. Sot. 74 
(1953) 110-134. 
mod-p cohomology rings of metacyclic groups 103 
[17] J. Huebschmann, Crossed n-fold extensions of groups and cohomology, Comment. Math. Helv. 
55 (1980) 302-313. 
[18] J. Huebschmann, Automorphisms of group extensions and differentials in the Lyndon-Hochschild- 
Serre spectral sequence, J. Algebra 72 (1981) 296-334. 
[19] J. Huebschmann, Perturbation theory and free resolutions for nilpotent groups of class 2, J. 
Algebra, to appear, 1989. 
[20] J. Huebschmann, Cohomology of nilpotent groups of class 2, J. Algebra, to appear, 1989. 
[21] J. Huebschmann, Change of rings and characteristic classes. 1. Math. Proc. Camb. Phil. Sot., to 
appear, 1989. 
[22] J. Huebschmann, Cohomology of metacyclic groups, Preprint, 1989 
[23] J. Huebschmann, Change of rings and modules up to higher homotopies, Preprint, 1989. 
[24] J. Huebschmann, Cohomology of solvable groups, in preparation. 
[25] J. Huebschmann, The modp cohomology rings of metacyclic groups. II. The Steenrod algebra 
structure, in preparation. 
[26] B. Huppert, Endliche Gruppen I, Grundlehren der Mathematischen Wissenschaften 134 (Springer, 
Berlin, 1967). 
[27] A.I. Kostrikin and I.R. SafareviE, Groups of homologies of nilpotent algebras, Dokl. Akad. Nauk. 
SSSR 115 (1957) 1066-1069. (In Russian). 
[28] T. Kudo, A transgression theorem, Mem. Fat. Sci. Kyusyu Univ. Ser. A 9 (1956) 79-81. 
[29] M. Lazard, Groupes analytiques p-adiques, Publ. Math. I.H.E.S. 26 (1965) 389-603. 
[30] G. Lewis, The integral cohomology rings of groups of order p3, Trans. Amer. Math. Sot. 132 
(1968) 501-529. 
[31] S. MacLane, Homology, Grundlehren der Mathematischen Wissenschaften 114 (Springer, Berlin, 
1963). 
[32] S. MacLane, Historical note, J. Algebra 60 (1979) 319-320. 
[33] I. Madsen and J. Milgram, Classifying Spaces for Surgery and Cobordism of Manifolds, Ann. of 
Math. Studies 92 (Princeton University Press, Princeton NJ, 1979). 
[34] P.A. Minh and H. Mui, The modp cohomology algebra of the group M(p”), Acta Math. 
Vietnamica 1 (1982) 17-26. 
[35] H.J. Munkholm, Mod2 cohomology of 02” and its extensions by 2/2, Univ. of Illinois at 
Chicago circle, Conf. on Alg. Top. 1968, 234-252. 
[36] D. Quillen, The mod 2 cohomology rings of extra-special 2-groups and the spinor group, Math. 
Ann. 194 (1971) 197-223. 
[37] D. Rusin, The mod 2 cohomology of metacyclic 2-groups, J. Pure Appl. Algebra 44 (1987) 315-327. 
[38] C.H. Sah, Cohomology of split group extensions, J. Algebra 29 (1974) 255-302; II, J. Algebra 45 
(1977) 17-68. 
[39] H.G. Schumann, Uber Moduln und Gruppenbilder, Math. Ann. 114 (1935) 385-413. 
[40] J.P. Serre, Homologie singuliere des espaces fibres. Applications, Ann. of Math. (2) 54 (1951) 
425-505. 
1411 W. Singer, Steenrod squares in spectral sequences. I, Trans. Amer. Math. Sot. 175 (1973) 327-336; 
II, Trans. Amer. Math. Sot. 175 (1973) 337-353. 
[42] M. Tezuka and N. Yagita, The varieties of the modp cohomology rings of extra special p-groups 
for an odd prime p, Math. Proc. Camb. Phil. Sot. 94 (1983) 449-459. 
1431 C.B. Thomas, Chern classes and metacyclic p-groups, Mathematika 18 (1971) 196-200. 
[44] R. Vasquez Garcia, Note on Steenrod squares in the spectral sequences of a fibre space, Bol. Sot. 
Math. Mexicana (2) 2 (1957), l-8. (In Spanish). 
1451 C.T.C. Wall, Resolutions for extensions of groups, Proc. Camb. Phil. Sot. 57 (1961) 251-255. 
[46] J.W. Wamsley, The deficiency of metacyclic groups, Proc. Amer. Math. Sot. 24 (1970) 724-726. 
1471 H. Zassenhaus, Lehrbuch der Gruppentheorie (Teubner, Leipzig, 1937). English translation: 
Chelsea, New York, 1949. 
