Abstract. In this paper we address the role of multi-body interactions for the coarse-grained approximation of stochastic lattice systems. Such interaction potentials are often not included in coarse-graining schemes as they can be computationally expensive. The multi-body interactions are obtained from the error expansion of the reference measure which is, in many cases, chosen as a Gibbs measure corresponding to a local mean-field approximation. We identify the parameter that characterizes the level of approximation and its relation to the underlying interaction potential. The error analysis suggests strategies to overcome the computational costs due to evaluations of multibody interactions by additional approximation steps with controlled errors. We present numerical examples demonstrating that the inclusion of multi-body interactions shows substantial improvement in dynamical simulations, e.g., of rare events and metastability in phase transitions regimes.
Introduction. Molecular Dynamics (MD) or Monte Carlo (MC) methods
have been used to simulate microscopic systems with complex interactions in a broad spectrum of scientific disciplines. However, one of the main hurdles in the computations with such methods are the difficulties that arise in simulating such molecular systems for spatio-temporal scales of realistic size. In this paper we analyze a particular class of methods known as coarse-graining, a methodology that has been developed in statistical physics for systematic reduction of degrees of freedom.
Coarse-grained models, when compared to original microscopic systems, have fewer observables while at the same time are expected to describe accurately the unresolved degrees of freedom through a proper inclusion of stochastic fluctuations. For example, in polymer science a sophisticated array of methods has been developed grouping systematically several atoms on a macromolecule creating a new, effective chain ( [2, 4, 6, 23] ). Such coarse-graining strategies are designed to describe the complex microscopic short and long range interactions at the coarse level while making a few ad hoc assumptions. For example, in the coarse-grained united atom models [4] , the coarse interactions between two macromolecules are assumed to be independent of the rest of the molecules/atoms in the polymer chain. In essence this procedure eliminates multi-body interactions of the coarse-grained potential. One of the main focus points of this paper is to address the role of the multi-body interactions in coarsegraining. In particular, in Section 6, we discuss specifically the relation between the coarse-graining of the united atom model and the coarse-graining schemes presented here.
The approach studied in this paper is based on the coarse-graining schemes for stochastic lattice systems such as Ising-type model that were developed in [13] . This class of stochastic lattice processes is employed in the modeling of adsorption, desorp-tion, reaction and diffusion of chemical species in application areas such as catalysis, microporous materials, biological systems etc. [18, 3] .
The microscopic system consists of a lattice Λ N with N sites. At each site x ∈ Λ N we define an order parameter σ(x). For instance, when it takes values 0 and 1, it can describe vacant and occupied sites. The energy H N (σ) of the system, at the configuration σ = {σ(x) : x ∈ Λ N }, is given by the Hamiltonian, where h denotes the external field and J defines the interparticle potential. Equilibrium states at the temperature T are described by the (canonical) Gibbs measure,
where β = 1/kT (with the Boltzmann constant k), Z N is the partition function and P N (dσ) is the prior Bernoulli measure. In this setting the coarse-graining can be carried out by subdividing the lattice into coarse cells and defining coarse grained variables using a corresponding map F,
on each coarse cell C k , see Section 2.2 and Fig. 2 .1. The corresponding renormalization group map, known as the Kadanoff transform [5, 7] , is defined by the formula e −βH M (η) = e −βH N (σ) P N (dσ|η) , (1.4) whereH M (η) represents the exactly coarse-grained Hamiltonian and P N (dσ|η) is the conditional probability of having a microscopic configuration σ given a configuration η at the coarse level. However, due to the high-dimensional integration,H M (η) cannot be easily calculated explicitly and hence used in numerical simulations. The main idea in [13] is to write the exact coarse-grained HamiltonianH M (η) as a perturbation around the first approximation HamiltonianH M , suggested in [9, 10] , is defined as,
(1.5)
Alternative approximations arising in the polymer science literature are discussed in Section 6. Using the approximation (1.5) we have from (1.4) that
The error analysis was studied in [13] where the authors showed that under suitable assumptionsH M (η) can be written as a convergent series expansion aroundH M (η). SinceH M (η) scales as O(N ) the expression (1.6) cannot be expanded by using a simple Taylor expansion but instead a cluster expansion (e.g., [22] ) is necessary to obtain the following series, which converges uniformly in η. Furthermore, the correction termsH
M (η) etc. are calculated explicitly. The parameter depends on the characteristics of the coarse-graining, the potential, and the inverse temperature. We also note that since the Hamiltonian is an extensive quantity (of order N ), the error term in (1.7) is also expected to scale with N . We shall see in Section 2.4 that three-body interactions are included in theH (2) M (η) term. The next step in developing a successful approximation strategy requires understanding the error from coarse-graining. For example, (over-)coarse-graining in polymer systems may yield wrong predictions in the melt structure [1] ; similarly wrong predictions on crystallization were observed in the coarse-graining of complex fluids, [21] . The error arising in any attempt to coarse-grain microscopic systems essentially involves the comparison of the coarse-grained probability measures to the projection of the microscopic measure on the coarse variables. One way to quantify the error from coarse-graining is to estimate the relative entropy between these measures. In information theory the relative entropy R (π 1 | π 2 ) provides a measure of "information loss" in the approximation of the probability measure π 1 by π 2 , see e.g., [16, 13] . The relative entropy of π 1 with respect to π 2 , for π 1 (σ) and π 2 (σ) two probability measures defined on a common countable state space S, is defined as
In our context, we use the relative entropy in order to assess the information compression of different coarse-graining schemes, see Scheme 2.1 in Section 2.4. Furthermore, since we are dealing with extensive systems and compressing local interactions, the errors are also extensive quantities and it is thus natural to measure the error per unit volume, i.e., in terms of the relative entropy per unit volume. For example, the relative entropy of the Gibbs measureμ 
In this work we first identify the parameter corresponding to the coarse-graining, the type of the interaction potential, and to the inverse temperature, β. The particle interactions discussed are power laws, Coulomb, logarithmic and combined short and long range potentials which are of relevance in various lattice models. The estimates derived on the coarse-grained methods allow us to compare the relative size and importance of two-body coarse-grained interactions included inH
M to threebody coarse-grained interactions given byH (2) M . However, implementing a higher-order coarse-graining scheme, which includes multi-body interactions, in the case of long-range potentials can be computationally expensive. Presented error estimates for Scheme 2.1 along with the dependence on the small parameter discussed in Section 3 suggest that we can address the issue of the computational complexity of three-body coarse-grained interactions in two ways: (a) truncate and compress the three-body terms within a given tolerance (Section 3.4.1), or (b) split the interaction potential J in (1.1) into a short-range piece with possible singularities and a smooth long-range component. The analysis in Section 3 shows that if the potential is smooth, long-range and with appropriate decay then the error from the two-body coarse-graining using the HamiltonianH (0) M is small. On the other hand the three-body corrections are necessary in the case of the short-range potential with possible singularities. In such a case the 3rd-order accurate method of Scheme 2.2 is to be applied.
In an earlier paper [13] we primarily dealt with coarse-graining of stochastic lattice systems at equilibrium. A distinct focus of the numerical simulations in this paper is on the role of the multi-body coarse-grained interactions in approximating the coarse-grained dynamics. It was observed in [9] that for long-range interactions the second-order coarse-graining scheme was able to capture dynamics related behavior of coarse observables accurately at certain parameter regimes. However, when studying dynamical properties, e.g., mean times to phase transition, the error from coarsegraining increased substantially especially as the level of coarse-graining increased, [11] . The numerical experiments in Section 5 show that the inclusion of multi-body interactions is critical for accurately reproducing dynamical properties involving rare events such as switching times.
The paper is organized as follows: In Section 2 we present the microscopic model and motivate different coarse-graining schemes. In Section 3 we focus on error quantification by identifying the parameter in the coarse-grained approximation. We also discuss the relative size and importance of the multi-body interactions using derived estimates for specific potentials. In Section 4 we give a description of the kinetic Monte-Carlo dynamics and algorithms used for generating the microscopic and the coarse-grained process. In Section 5 we present simulations with different coarsegraining schemes using the Arrhenius spin-flip dynamics. Finally, in Section 6, we present a discussion on the relation of analyzed schemes to coarse-graining schemes used for macromolecular systems.
2. Equilibrium. In this section we present the coarse-graining at equilibrium for an Ising-type system. We discuss the microscopic model defined by the Hamiltonian H N (σ) (1.1) and the corresponding Gibbs measure µ N,β (1.2), followed by the coarse-graining procedure and the exact coarse-grained Hamiltonian,H M (η). Using formal calculations we motivate the derivation of the first approximationH M (η). Finally, we present the numerical schemes for coarse-graining with the corresponding error estimates.
Microscopic models.
The domain of the microscopic system Λ N includes N sites and is a subset of the rescaled square lattice (
d with lattice constant 1/n. In order to simplify our presentation we will mainly consider the example Λ N := (
, and the number of lattice sites N = n d is fixed, but arbitrary and finite. Although we consider here a periodic domain, other boundary conditions can be accommodated easily. The spin (or order parameter) σ(x) takes values in {0, 1} at each lattice site x ∈ Λ N . A spin configuration σ = {σ(x)} x∈Λ N is an element of the configuration space S N := {0, 1}
Λ N . The energy of the configuration σ is given by the Hamiltonian H N (σ), defined in (1.1).
The strength of the potential is measured by J ≡ x =0 |J(x)|, i.e., we assume that the two-body potential is summable in the thermodynamic limit N → ∞. In Section 3 we discuss several examples of potentials categorized in a way relevant for the numerical treatment of coarse-graining approximations. 
2.2.
Coarse-grained models. The coarse-graining procedure consists of three main steps: (a) Coarse graining of the configuration space. We partition the torus
We identify each cell C k with a lattice point of the coarse latticeΛ M = (
We will refer to Q as the level of coarse-graining (Q = 1 corresponds to no coarse-graining). We define a distance function between the coarse cells C k and C l ,
We assign a new spin value η(k) for the cell C k according to the rule
The spin η(k) takes values in {0, 1, 2 . . . , Q} and the configuration space for the coarsegrained system isS M ≡ {0, 1, 2 . . . , Q}Λ M . The coarse and the fine lattices are depicted in Figure 2 .1. (b) Coarse-graining of the prior distribution. The prior distribution P N on S N induces a new prior distribution onS M given byP M (η) = P N (σ : F(σ) = η) . The conditional probability P N (dσ|η), defined in (1.4) plays a crucial role in the definition of a coarse-grained Hamiltonian. Since η(k) depends only on the spins σ(x), x ∈ C k , the probability P N (dσ|η) factorizes over the coarse cells. We have the following expectations, assuming in each case that all spin sites x, y, x , y ∈ C k are different and that η(k) = η:
3)
These expectations are used in defining the coarse-graining schemes, which we present in Section 2. 
where is a parameter depending on the characteristics of the coarse-graining that will be precisely identified in Section 3. In the next subsection, we answer formally the following questions: 1. How and why do we choose the first approximationH 
or equivalently in terms of the Hamiltonian
Now if we formally expand the exponential in the second term in (2.6) we obtain,
where ∆H = H N (σ) −H
M (η). We have from (2.7) that a natural choice forH
M (η) that is expected to minimize the error, should be such that,
Hence the first approximationH
M of the coarse-grained HamiltonianH M is given by the formulaH
Thus, using (2.1) and (2.2) we have, 
Now that we have definedH
The expectation in the second term in (2.7) becomes,
Formally, the Taylor expansion of the logarithm enables us to write the right hand term of (2.6) as,
is an extensive quantity and hence it is not necessarily small, it is in fact of order N , hence all the preceding expansions should be understood as formal. A rigorous treatment relies on the method of cluster expansions that has been developed in the statistical mechanics literature [22] . Cluster expansions represent a tool which allows for expanding such quantities rigorously in convergent power series using the independence properties of product measures. The crucial fact here is that the conditional measure P N (dσ|η) factorizes over the coarse cells. In the next section we present the coarse-graining schemes derived using cluster expansions. We refer the reader for a detailed theoretical description and analysis of this procedure to [13] .
2.4. Coarse-graining schemes. Before we proceed to the statement of numerical schemes we first introduce some notation as suggested by the calculations in Section 2.3. To calculate the higher-order corrections requires the expansion of the terms in (2.12) which involve the following quantities
(2.14)
If k 1 = k 2 then we also impose that for x, y ∈ C k1 we have y = x. Note also that these quantities have various symmetries, for example, j
for some functionj 1 and similarly j 2 kl depends only on |k − l|, moreover j
As suggested by (2.6) and (2.11), we can define as a parameter that is proportional to |H N (σ) −H (0) M (η)| and also dependent on the temperature β,
Next, we present 2nd and 3rd-order schemes in terms of their respective accuracy in relative entropy. Scheme 2.1 (2nd order, two-body CG interactions). The 2nd order coarsegraining algorithm has the following characteristics 1. The Hamiltonian:
M , given by (2.9) written as
where,
2. The Gibbs measure:μ
Scheme 2.2 (3rd order, multi-body CG interactions). The 3rd order coarsegraining algorithm has the following characteristics 1. The Hamiltonian:
M with the correction terms
where
The terms E i are defined in (2.1-2.4) and the quantities j
We choose the definition of corrections in such a way thatH
M (η) consists of only two-body interactions as doesH
2 , is essentially a three-body interaction term even though it involves only two coarse cells. This follows from the graphs in the cluster expansion, see [13, Section 2] .
The multi-body interactions given byH (2) M (η) in Scheme 2.2 are also temperature dependent and hence they are expected to be more important in low temperature regime rather than in high temperature regimes. We show in the next section the precise dependence of the correction terms on temperature. Temperature dependence of the corrections has been seen in coarse-graining of polymer chains (see Sect.6), where most of the schemes do not include the multi-body interactions.
The multi-body interactions such as the three-body interactions in Scheme 2.2, can be computationally expensive, [13] . Hence it is important to understand when the multi-body interactions are needed. For example, we show in Section 3.2.1 that when coarse-graining smooth long-range potentials with decay the Scheme 2.1 is an accurate approximation and does not require including the multi-body interactions. Furthermore, strategies to decrease the computational cost of implementing the multibody interactions are discussed in Section 3.4.1 and Section 3.4.2.
Error quantification and multi-body interactions.
In this section we analyze the dependence of the coarse-graining error on the detailed characteristics of the interaction potential J. We represent the error as a sum of the error from shortrange interactions between coarse cells and the error from long-range interactions of the coarse cells. Considering the coarse-graining error in this way will allow us to control and estimate exactly the error from each piece of the potential based on its behavior.
First, we associate a cutoff distance r c with a given potential and use this quantity to classify the interactions either as short or long-range. Thus the error is broken into two pieces as given by the following simple estimate. If F(σ) = η, we have,
where e s and e l are the error bounds from coarse-graining short and long range interactions respectively:
and the total variation of the potential J is
Thus the choice of the cutoff radius r c should be such that the coarse-graining error = e s + e l is minimized.To accomplish this, as e s and e l are both controlled by D kl , k, l = 1, . . . m, we observe (with a minor abuse of notation),
Hence controlling norms of the gradient of J will determine if Scheme 2.1 is adequate, i.e. 1, or if higher-order terms are necessary: in many typical potentials, ∇ x,y J is large when |x − y| is small, while it remains bounded and decays as |x − y| grows. This observation suggests that a suitable coarse graining strategy would be to employ a higher-order scheme for the error e s , and to use the simple and inexpensive Scheme 2.1 for e l . We clarify these comments below and in Section 3.4 by presenting examples of specific potentials which are of relevance to various applied fields. We identify the error in terms of the parameter in (2.16) as suggested by (3.1). The detailed calculations are rather straightforward and are omitted.
3.1. Finite-range interactions. A spin at site x interacts with its neighbors which are at most L lattice points away from x. It will be useful to consider the range of the interaction L as a parameter of the model. Then the potential J(x − y) can be taken to have the form
where the function V :
is a normalization which ensures that the strength of the potential J is essentially independent of L and J |V (r)|dr. An example is the piecewise constant potential which is widely used as a benchmark in simulations. Note that even though we present this discussion in dimension d = 1, it can be extended to higher dimensions. Suppose that V (r) = J0 2 for |r| ≤ 1, and is equal to zero otherwise. We define J by (3.3) with the interaction radius L, i.e., J(x − y) = J0 2L when N |x − y| ≤ L, x, y ∈ Λ N . Assume that the coarse-graining level is q then it follows, by simple counting, that the error is given by
Similarly, for general potentials of the type (3.3) it is easy to show that, [13] , 3.2. Kac-type interactions. In this case we assume that a spin interacts with all spins, i.e., L = n in the above case of finite range interactions and the potential is given by
In this class of examples we are particularly interested in the role of the singularity and the decay of the potential. For this reason we consider two classes of examples:
3.2.1. Power-law type potentials. Assume that J is given by (3.6) and V ∈ C 1 (0, ∞) satisfies
Then we have
and if x ∈ C k and y ∈ C l
Note the improved decay in (3.9); this fact will be used in a crucial way in Section 3.4.1. Based on the above estimates we obtain
where e s and e l represents the error made by coarse-graining of the short-range and long-range interactions given by (3.1). The estimate suggests that if the coarse grid is such that both e l and e s are small (i.e., m is large enough), then Scheme 2.1 will perform well, see Figure 5 .1 and Figure 5 .2. Furthermore, it also suggests that using a potential-splitting method when e l 1 and e s ∼ O(1) can provide a satisfactory approximation, see Section 3.4.2 below.
Potentials with locally integrable gradient.
We assume that the potential V satisfies the condition
Such potentials include Coulomb interactions in particle simulations where the interactions are inversely proportional to the distance in R 3 , [22] . Another example is description of 2-D turbulence where the interactions are proportional to the logarithm of the distance between two vortices located at the sites x and y respectively, [24] .
Assuming that J is given by (3.3), V (r) ∈ C 1 (0, ∞) and 11) and consequently the parameter is bounded by
Hence is small provided we have corresponding conditions on the coarse-grained grid size 1 m and the radial norm of V . In this case Scheme 2.1 is expected to perform well. We can also obtain bounds similar to(3.11) in L ∞ , for k = l, similarly to (3.5).
Beyond the aforementioned examples, we will also discuss in Section 5 simulations with competing short and long range potentials. This class of interactions are common in both lattice and off-lattice models, e.g. in epitaxial growth processes and in polymers. A typical potential of this kind arising in off-lattice models is the Lennard-Jones interactions.
3.3. Applicability to other models. The error analysis in the previous examples allows us to derive suitable conditions under which the coarse-graining schemes work well, and conversely suggest when they are not expected to perform adequately. For instance, (3.4) or (3.5) imply that the schemes perform well for long range interactions (L >> 1), even when the temperature T is not necessarily high. In contrast, for short range potentials, e.g. L = 1, the coarse-graining schemes provide a good numerical approximation only at relatively high temperatures. The same issues related to the coarse-graining of short range interactions arise in (3.10). These difficulties are intuitively obvious, for instance in systems the exhibit microstructure at the smallest scales such as the nearest neighbor anti-ferromagnetic Ising model, where (1.3) is expected to be a particularly poor approximation of the microscopic model. We refer to [13] (Fig. 1 and Fig. 2 ) and [12] (Fig. 4 and Fig. 5 ) for several related simulations demonstrating these shortcomings.
Nevertheless, coarse-graining schemes can be used even in these systems by following a different, hierarchical approach. In [12] we used a posteriori error estimates (obtained through the cluster expansions), in order to adaptively construct phase diagrams of anti-ferromagnetic systems, as well as of model systems with combined short and long range interactions proposed in [8] . These two examples were selected as numerical benchmarks because their phase diagrams are known analytically, and since coarse-graining was not expected to work outright. For example, in the antiferromagnetic case the a posteriori error estimates can determine on-the-fly a region of external fields where it is possible to simulate cheaply and accurately with a progressively higher level of coarse-graining q, as we increase the external field. On the other hand, at lower external fields microstructure is typical and the coarse-graining based (1.3) yields a high a posteriori error; in this case the hierarchy of coarse-grained resolutions q adaptively adjusts to a full microscopic simulation q = 1, [12] . Overall the coarse-graining schemes permit to construct numerically the phase diagram in a computationally efficient manner, that necessitates the use of microscopic simulation in only a part of the parameter domain.
Finally, based on a closer inspection of the coarse-graining strategy outlined in Section 2.2, it is expected that lattice systems with more general order parameters, e.g. Potts and Heisenberg models, will have similar coarse-graining error estimates and cluster expansions with analogous limitations to the ones encountered in the Ising systems. On the other hand, the coarse-graining of off-lattice systems has some unique challenges and is discussed separately in Section 6.
Efficient implementation of multi-body interactions .
To address the computational complexity associated with implementing Scheme 2.2, we employ the error estimates in the previous subsections in order to show that multi-body interactions can be compressed following two different and complementary strategies. M (η) can be quite expensive depending on the number of non-zero terms in j 2 klm . In this direction, we recall that in analogy to (3.2) we have
(3.13) These bounds imply that for large r |k−l| , r |k−m| , the terms j 1 kl , j 2 kl , j 2 klm decay faster thanJ(k, l),J(k, m), see the example in Section 3.2.1, hence they can be suitably truncated within a given tolerance.
3.4.2.
Compression through potential-splitting. Another approach to further increase the computational efficiency of the schemes presented in Section 2.4 is to decompose the coarse-graining of the interaction potential based on the size of the error in (3.1). Indeed these estimates suggest a natural way to split the potential into a short-range piece with possible singularities and a locally integrable (or smooth) long-range decaying component such as the ones considered for instance in (3.10),
In this way the computational expense of Scheme 2.2 can be decreased by implementing this higher-order scheme for the short-range piece J s (x, y) alone, while using the inexpensive 2nd-order Scheme 2.1 for the long-range piece J l (x, y). The latter is sufficient provided that m is large enough, see for instance (3.10) or (3.12). This approach is also suitable in the case when the interactions are combinations of possibly competing short and long-range interactions. We refer to the example considered in Section 5.2 as well as in the simulations depicted in Figure 5 .3.
4. Coarse-grained stochastic dynamics. In this section we extend our analysis in order to construct efficient and accurate coarse-graining methods for the approximation of not only the equilibrium invariant measure µ N,β but also for the approximation of the measure on the path space. We start with a brief description of the microscopic and the coarse-grained lattice dynamics. We refer to Figure 2 .1 for a schematic description of the dynamics.
Microscopic Monte Carlo algorithms.
The sampling algorithm for the microscopic lattice system is given in terms a continuous-time jump Markov process {σ t } t≥0 . The generator of this stochastic process L N is given by,
for a bounded test function f ∈ L ∞ (S N ). Here c(x, σ) denotes the rate of the process and σ x represents the configuration after a flip at x. In general, for sampling the equilibrium Gibbs measure a wide class of Metropolistype algorithms is available. The Kinetic Monte Carlo (kMC) methods [3] represent a class of such methods that are also suitable for simulating non-equilibrium processes. An example of dynamics widely used for simulations of interacting particles on a lattice is known as Arrhenius dynamics. The rates are usually derived from the transitionstate theory or obtained from molecular dynamics simulations. The Arrhenius spin flip rate is defined as
where U (x, σ) is the potential which is given by
It can be easily verified that the Arrhenius rate defined in (4.2) satisfies the detailed balance condition
which in turn guarantees that the invariant measure of this Markov process is the Gibbs measure (1.2).
Coarse-grained Monte Carlo algorithms.
Given the Markov process ({σ t } t≥0 , L) with the generator L we obtain a coarse-grained process {F(σ t )} t≥0 . The fact that the process {F(σ t )} t≥0 , in general, is not a Markov process poses a significant difficulty mathematically and computationally in studying this process. One way to overcome this difficulty in computations is by deriving an approximating coarse-grained Markov process ({η t } t≥0 ,L c ) which can be easily implemented once its generator is given explicitly.
For the purpose of sampling the coarse-grained Gibbs measure given byμ
M,β (η) we consider a Markov birth-death process with the generator
where the ratesc b (k, η),c d (k, η) correspond to adding a particle (birth) and removing a particle (death) from the coarse cell.
In the case of non-equilibrium dynamics like the Arrhenius dynamics the strategy is to derive the ratesc b (k, η),c d (k, η) which have the same form as the microscopic rates for Arrhenius dynamics given by (4.2). Deriving the rates in this way allows us not only to approximate the measure µ N,β (σ) but also gives an approximation of the measure on the path space. The approximate rates were derived [9, 10] and are given byc
The new interaction potentialŪ (0) (η) represents an approximation of the original interaction potential U (σ) and is defined as
We note that by definitionŪ (0) (k, η) satisfies the following conditon
As shown in [9] this property is sufficient for the detailed balance condition with respect to the coarse-grained measureμ
M,β in Scheme 2.1 to hold. In other words we havec
In [11] an error estimate between the time dependent probability, µ m,q,β (t), and the exact projection on the coarse variables of the microscopic probability, µ N,β • F −1 (t) was obtained. The error is calculated on arbitrary coarse observable φ, which necessitates the use of a weak convergence framework. More specifically, in [11] the second order accuracy of of the process (4.6) in terms of the parameter in (2.16) was established:
where the constant C T is independent of the system-size N . Similar estimates were also obtained in [16] , where the time-dependent error estimate was given in terms of the relative entropy. We also refer to [15] for a coarse-grained Langevin-type approximation to KMC and related time-dependent estimates in the weak topology. The strategy that was used to derive the approximating process ({η t } t≥0 ,L c ) suggests a straightforward extension to obtain higher-order approximations of the microscopic dynamics. Such dynamics are defined in the terms of higher-order coarse ratesc
d (k, η) and they need to satisfy the detailed balance forμ (α) M,β in order to ensure a similar behavior to the dynamics (4.6). For such higher-order Arrhenius dynamics we define the new coarse-grained rates as
where α = 1, 2, . . .. The detailed balance condition is then in the form
(4.10) The new interaction potentialŪ (0) (η) + . . . + U (α) (η) represents the higher-order approximation of the original interaction U (σ). In order to satisfy the detailed balance condition (4.4) for the higher-order coarse-grained Gibbs measure we define higherorder coarse potentials bȳ
where α = 0, 1, . . . Note that just as in (4.7) calculatingŪ (α) (η) involves a local difference and does not require to calculate the complete Hamiltonian. Specifically for Scheme 2.2 the higher-order potentials are given by:
Note that these calculations can also be simplified by truncating as in Section 3.4.1 or by splitting the potential as in Section 3.4.2. Finally we remark on the time dependent error analysis for the new process defined in terms of the rates (4.9). These new rates are perturbations of (4.6) hence similar time-dependent estimates to [16, 11] hold. In fact, in analogy to these results, e.g. (4.8), we would expect that the (weak topology) estimate between the time dependent probability µ (α) m,q,β (t) and the exact projection on the coarse variables of the microscopic probability µ N,β • F −1 (t) could be of order O T ( α+1 ). However, we do not have a proof of this conjecture at the present time. Nevertheless, the comparative simulations in Figure 5 .5, 5.6, 5.7 and Table 5 .2 based on (4.9) suggest a higher-order accuracy than the dynamics based on the rates (4.6).
Computational algorithms and numerical experiments.
The 2nd-order coarse-grained algorithm as described in Scheme 2.1 has been extensively studied in previous works, e.g., [10, 9, 11] ; there it has been demonstrated, both rigorously and computationally, that it performs well in high temperature regimes or when long-range interactions are involved, in the latter case even when phase transitions are present. However, coarse-grained Monte Carlo (CGMC) simulations for lattice systems with short or intermediate range potentials using Scheme 2.1 do not capture accurately hysteresis and critical behavior, [9] . In earlier benchmark simulations using the 3rd order coarse-graining Scheme 2.2 for piecewise constant potentials (see Section 3.1), it was shown that such error was substantially reduced, [13, 12] .
In the simulations discussed here we present numerical experiments based on spin flip Arrhenius dynamics, using more realistic potentials such as the ones in Section 3.2.1 and Section 3.2.2. In particular, we emphasize simulations involving dynamics, rare events and complex critical behavior, not addressed in our earlier work. Furthermore, based on the error analysis of Section 3 we assess numerically the importance of multi-body interactions. Finally, numerical results show the effectiveness of the potential-splitting method, discussed in Section 3.4.2.
Kac potentials with singularities.
In this set of simulations we use examples of different long-range potentials as in (3.6) where the function V has an algebraic decay (see inset in Figure 5 .1);
and the constant K is such that the total mass is kept fixed:
We compute isotherms similarly to the natural parameter continuation, i.e., we trace the total coverage N −1 x∈Λ N σ(x), while changing the external field h, first upon increasing the field h from low values and then decreasing it from high values. In particular, we look at the two exponent cases, α = 0.8 and α = 1.5 for which we study their respective hysteresis behavior. In the numerical tests presented here we demonstrate that the derived corrections improve this behavior even in the case of high coarse-graining ratio q. The sampling of the equilibrium measure is done by using microscopic and coarse-grained Arrhenius dynamics discussed in Section 4.
It is observed in the numerical experiments that the multi-body terms which are given by j 2 klm are more important for higher values of α; this observation is in accordance with the estimates in (3.13) and (3.9), where higher values of α yield larger errors for the Scheme 2.1 approximation, if k, l, m are suitably close together. For example, in the case when α = 0.8, see Figure 5 .1, the 2nd-order coarse-graining Scheme 2.1 provides very good approximation even for high levels of coarse-graining (large q) whereas in the case α = 1.5, see Figure 5 .2, the 2nd-order coarse-graining Scheme 2.1 is not sufficient. For larger values of q the 3rd-order Scheme 2.2 appears to be much better approximation than the 2nd-order coarse-graining Scheme 2.1 as q increases. Notice that the results from the 3rd-order Scheme 2.2 with q = 50 are identical to the results from the 2nd-order Scheme 2.1 with q = 10. Not shown here, the results for α = 1.5 obtained by the 3rd-order Scheme 2.2 with q = 200 were much better when compared to the results from the 2nd-order Scheme 2.1 with q = 50. 
Competing short/long-range interactions and potential-splitting.
In this example we consider a combination of short-range, repulsive and long-range attractive interactions. This type of potentials arise in numerous applications modeled by lattice or off-lattice systems in fields, such as epitaxial growth or macromolecular systems. The potential used in the tests is given by
where K N is such that
N . This interaction resembles an off-lattice Lennard-Jones potential, where the parameter a regulates the length of the short range repulsive particle interactions (here it is three neighbors); however in the lattice case, we insert in the long-range piece a rescaling by K N (where K N → ∞ as N → ∞), in order to keep the total strength of the interaction J 0 fixed as the lattice size N → ∞, ensuring a non-trivial thermodynamic limit. In fact, in our microscopic simulations we have also tested for finite-size effects by simulating for various lattice sizes N . Then, the microscopic system (q = 1) exhibits, at low temperature, see Figure 5 .4, a complex hysteresis diagram with a double hysteresis separated by an anti-ferromagnetic region.
The coarse-graining Scheme 2.1 fails to capture this behavior, while Scheme 2. does a much better job resolving the anti-ferromagnetic region. Furthermore, it predicts qualitatively the double hysteresis albeit in a shifted location. In Figure 5 .4 we present the hysteresis using the potential given by (5.2) for the microscopic process, the coarse-grained process with q = 8 and the coarse-grained process with q = 8 and corrections. We remark similar results hold for q = 16 while for q = 32 the system is over coarse-grained, especially the repulsive short-range interactions. This behavior is expected according to the estimates in Section 3.2.1 and Section 3.4.2.
Implementing the 3rd-order scheme requires dense matrix-vector multiplication in the evaluations ofŪ (2) , for example j 2 klm is a matrix of size 128 × 128 in the presented example. To overcome this problem as we discussed in Section 3.4.2 we break up the potential into a short range piece and a smooth long range piece with r c = 16. This is possible since the smoothness of the long-range piece implies that the error from coarse-graining is small, see (3.2) . In Figure 5 .3 we present the hysteresis diagram using the potential splitting and applying Scheme 2.2 just for the short-range piece and Scheme 2.1 for the long-range piece. It is observed that the predictions of hysteresis using potential-splitting are essentially identical to the results from simulations when using the full potential.
This last example demonstrates that decomposing appropriately the potential can provide an efficient way of including the multi-body terms and reduce the computational complexity of the multi-body terms. A CPU-time comparison between direct numerical simulations (q = 1) and the different coarse-graining schemes and their implementations is shown in Table 5 2) of the microscopic process (MC) with the coarse-grained process q = 8, the coarse-grained process q = 8 with corrections using the full potential and the coarse-grained process q = 8 with corrections using the split potential for βJ 0 = 5.0. We note that with corrections the anti-ferromagentic behavior is predicted accurately while the double hysteresis width is not estimated properly. The inset shows the potential given by (5.2).
of the hysteresis diagram Figure 5 .3. The potential-splitting ends up reducing the computational cost of Scheme 2.2 to the level of the much less accurate Scheme 2.1. In Figure 5 .4 we depict the hysteresis results in the same setup as in Figure 5 .3 except at higher temperatures. We observe that the accuracy of the Scheme 2.1 as well as Scheme 2.2 is better at higher temperatures. This is expected because the multi-body interactions are proportional to β 2 which results in smaller, and hence unnecessary corrections at higher temperatures.
In conclusion, we observe by comparing Figure 5 .3 and Figure 5 .4 that at low temperatures, even Scheme 2.2 can be insufficient to predict quantitatively the hysteresis diagram. Another perspective, also based on the decomposition in Section 3.4.2 is presented in the forthcoming [14] , which is designed specifically for systems with combined short and long-range interactions such as (5.2). The principal idea there is to build a better initial guess than (1.5) for the cluster expansion (1.7). For this purpose we introduce a different prior P N which already includes multi-body coarse cell correlations, associated with the short range interactions.
5.3. Multi-body terms and auto-correlations. In Figure 5 .5 we show the impact of the corrections on the dynamics and the fluctuations of the coarse-grained process {η t } by comparing autocorrelations of the microscopic and coarse-grained simulations. The potential used here is piecewise constant with an interaction radius L = 100, as discussed in Section 3.1. The temperature is such that βJ 0 = 4.35. We choose this value of β as it is close to the mean field critical temperature for such long-range systems. Thus there is enough noise in the system to generate short jumps between the metastable states, see the inset of Figure 5 .5.
In the auto-correlation comparisons for the different coarse-graining schemes, we study the stationary time series of total coverage X(t) = x∈Λ N σ t (x); the autocorrelation of the time series {X t } as a function of the lag τ is defined as
where ν = E[X t ] and {X t } is assumed to be a stationary time series. Figure 5 .5 demonstrates that for systems with long-range interactions the multi-body terms in the higher-order coarse-graining schemes are important for approximating the correct dynamical behavior and the random fluctuations of the microscopic process. 
Switching times and phase transitions.
We use the coarse-graining schemes described and analyzed in the previous sections for efficient simulations in the spin systems that undergo phase transitions. Within the context of spin-flip dynamics a typical example is nucleation of spatial regions of a new phase or a transition from one phase (all spins equal to zero) to another (all spins equal to one). In such simulations the emphasis is on the pathwise properties of the coarse-grained process so that the switching mechanism is simulated efficiently while approximation errors are controlled. We compare simulations on the microscopic level with those performed on different levels of coarse-graining hierarchy parametrized by q. A quantity of interest that is calculated is the mean timeτ T = E[τ T ] which is defined as the time until the coverage reaches a predetermined threshold C + in its phase transition regime. The random exit time is defined as τ T = inf{t > 0 | c t ≥ C + }. We estimate the microscopic probability distributions ρ τ and coarse-grained ρ q τ from the simulations. We record a phase transition at the time τ T when the total coverage X t defined in the previous section exceeds the threshold value C + = 0.9. The potential used in the simulations is a piecewise potential with the interaction radius L = 100 and βJ 0 = 6.0. Note that βJ 0 = 6, which is above the critical value of β c J 0 = 4.0, corresponds to a bistable regime where two phases can coexist. Random fluctuations allow for transitions between the two equilibrium states. In Table 5 .2 we look at a relative error of the mean exit timeτ T = E[τ T ] for different levels of coarse-graining and we observe that the relative error from Scheme 2.1 increases with the size of the coarse-graining. In Table 5 .2 we also present the results from the simulations using Scheme 2.2 and observe that even at high levels of coarse-graining in the 3rd-order scheme the relative error of the mean exit times is very small. In Figure 5 .6 we plot approximations of the probability density functions (PDFs) of τ T and compare them to the microscopic PDF for different values of coarse-graining q and the respective corrections. We observe that including the multi-body interactions improves the approximation of the PDF substantially. In Table 5 .3 and Figure 5 .7 we present results from simulations that were carried out under same conditions but at a different (lower) temperature. The results for the higher-order scheme qualitatively show an improvement. However, the error increases in the case of lower temperature. This is expected because , defined in (3.4), depends on the inverse temperature β. 6. Connections to coarse-graining of polymer chains: The McCoyCurro scheme. So far we have studied coarse-graining of lattice systems with a focus on understanding the error from coarse-graining and developing a methodology that enables deriving higher-order schemes when required. Next we proceed to ex- plore the connections and implications of these methodologies to coarse-graining of macromolecular systems. Coarse-graining of macromolecular systems has attracted considerable attention in polymer science and engineering [17, 20] . Key challenges include the presence of complex short and long-range interactions similar to (3.6), as well as the off-lattice nature of the models. In this section we discuss the connection and extension of the analytical and computational strategies for coarse-graining lattice systems presented in this paper as well as in [9, 13, 12 ] to more complex off-lattice macromolecular systems, specifically coarse-graining of polymer systems.
6.1. McCoy-Curro scheme for off-lattice systems. We present a coarsegraining procedure for the united atom (UA) model which is known in the polymer science coarse-graining literature as the McCoy-Curro scheme [2, 4, 6, 23] . This scheme was first developed for the coarse-graining of small molecules in [19] and later extended to polymers in [4] . The interactions in the system consist of bonded interactions (H b ) which are short-range interactions between neighboring atoms in an individual polymer chain. They are defined by the potential U b which is a function of the bond length r, the bond angle Θ and the torsion angle Φ, i.e., H b = U b (r, Θ, Φ). Another contribution to the Hamiltonian is from non-bonded interactions (H nb ) which represent long-range interactions between atoms of different chains and are typically modeled with a Lennard-Jones two-body potential U nb . The Hamiltonian also includes total kinetic energy (H kin ) of the system, Coulomb interactions (H coul ) associated with charged macromolecules and terms which describe the interactions associated with walls (H wall ). The entire UA model consists of n macromolecules in a fixed volume at the inverse temperature β and each macromolecule consists of m atoms. Hence the system consists of N = nm microscopic particles at positions denoted by X = (x 1 , . . . , x N ), where x i ∈ R 3 is the position of the ith atom. The Hamiltonian of the system is given by,
The corresponding canonical Gibbs measure is given by,
The coarse-graining of this system is carried out by grouping l of the united atoms together by creating chains consisting of a total of M = N/l "super-atoms". The positions of the CG particles are denoted by the coarse variables Q = (q 1 , . . . , q M ), where q i ∈ R 3 is the position of the center of mass of the i th super-atom. Similarly to the lattice case the first task consists in deriving the coarse-grained Hamiltonian and the corresponding coarse-grained interaction potentials. The exactly coarse-grained HamiltonianH M (Q) is defined as in the lattice case (see (1.4) ),
where F denotes the projection of the microscopic variable to the coarse variable.
For the sake of simplicity we focus on the case where only bonded and non-bonded interactions are present in the Hamiltonian, i.e., H N (X) = H b (X) + H nb (X). From the expression (6.3) we havē
Although (6.4) is not additive, the following approximation is made:
whereH b ,H nb are the coarse-grained bonded and non-bonded Hamiltonians H b and H nb respectively, both to be calculated in the following step. Since β is proportional to the inverse temperature, the approximation for (6.4) is expected to hold only at higher temperatures. In the second step, we assumeH b = Ū b andH nb = Ū nb respectively whereŪ b andŪ nb are the corresponding coarse-grained potentials. It is assumed thatŪ b (r, Θ, Φ) can be further simplified and can be written asŪ
Similarly, it is assumed that the long-range termŪ nb depends only on binary interactions between coarse-grained particles and is given by the average of the interactions between two isolated molecules at positions q i , q j U nb (|q i − q j |) = − 1 β log {X:FX=(qi,qj )} e −βH nb dX , (6.6) where the HamiltonianH nb is the detailed description of two isolated molecules. In other words,Ū nb (|q i − q j |) is a two-body coarse-grained interaction. These simplifying assumptions allow for the break-up of the intractable computational evaluation of (6.4). For instance, (6.6) is calculated through atomistic simulations, performed on only two isolated oligomers by sampling the phase space. Thus we can obtain the probability distribution function between the coarse-grained particles at a given distance and the effective bonded coarse-grained potentialŪ nb is subsequently calculated by taking a logarithm, similarly to (6.4). All these calculations need to be repeated whenever the parameters N , V and T are changed.
On the other hand, from a numerical analysis perspective, the aforementioned assumptions are nothing but numerical approximations of (6.4) . When compared to direct numerical simulations, this coarse-graining approach yields good results in some regimes, however, deviations can also be observed both in the structure and dynamics [1, 6] . Differences could be attributed to the simplifying set of assumptions that are necessary for the derivation of coarse-grained potentials such as (6.6). For example, as discussed earlier in this section, this error is expected to be small in relatively higher temperatures, when the approximation (6.5) is justified, but this is not necessarily true at lower temperatures. A detailed understanding of the parameter regimes where the approximations are valid is still lacking for the macromolecular case. Nonetheless, our error analysis for lattice systems addresses directly this issue in terms of Scheme 2.1 and Scheme2.2. Next we discuss the connection of such schemes to the McCoy-Curro methodology.
6.2. McCoy-Curro scheme on the lattice. In order to better understand the McCoy-Curro scheme, we present it in the context of lattice systems drawing some analogies between the coarse-graining of polymer chains and coarse-graining in lattice systems. An important fact that is highlighted in Section 3 is the role of the multibody interactions when studying complex interactions which are absent in the present Comparison of the hysteresis behavior using a Lennard-Jones type potential of the microscopic process (MC), coarse-grained process using Scheme 2.2`H 0 M (η) +H 1 M (η) +H 2 M (η)´, the coarse-grained process Scheme 2.1`H 0 M (η)´, and the coarse-grained process using onlyH 0 M (η) andH 1 M (η) for βJ 0 = 5.0. We note that with corrections using onlyH 0 M (η) andH 1 M (η) the simulation fails to capture the anti-ferromagnetic behavior and double hysteresis exhibited by the microscopic process.
7. Conclusion. A main premise of this paper as well as its precursor [13] , is to view coarse-graining as a numerical approximation of coarse observables, which otherwise would have to be calculated exactly, using computationally intractable microscopic simulations. As expected, these approximations should produce numerical error that needs to be assessed and controlled. In [13] we derived such coarse-graining schemes as truncations of cluster expansions of the renormalization map around an initial coarse-graining approximation, e.g., (1.5) in the context of this paper. The higher-order terms in these expansions contain multi-body interactions, given in terms of explicit formulae, e.g. Scheme 2.2. Coarse-graining schemes in the applied sciences literature include only two-body terms between coarse variables, as multi-body terms are hard to evaluate computationally, even if an analytical formula is known as in [13] . On the other hand it is also understood that such terms can be crucial especially at lower temperatures.
Here we study these two related issues. We focus our attention on lattice systems as a paradigm for coarse-graining of an extended stochastic system, however our general approach is expected to be applicable to other examples of coarse-graining such as in macromolecular systems. First, we study the relative importance of multi-body versus two-body coarse-grained interactions, and their dependence on the details of the particle-particle interaction potential, the temperature and other parameters. Second, we derive strategies for the efficient implementation of multi-body interactions based on our error analysis, by either (a) compressing the multi-body interactions by truncating them within arbitrary tolerance, or (b) decomposing general interacting potentials into a short-range and singular part, as well as a long-range, smooth part; multi-body terms are necessary only for the former term, but they are computationally inexpensive due to the short-range interactions.
An alternative perspective based on the above decompositions is presented in the forthcoming [14] , designed specifically for systems with combined short and longrange interactions such as (5.2). As we observed in the comparison of Figure 5 .3 and Figure 5 .4, even the multibody Scheme 2.2 may be insufficient to predict quantitatively, at low temperatures, the exact hysteresis diagram. The principal idea in [14] is to build a better initial guess than (1.5) for the cluster expansion (1.7). For this purpose we introduce a different prior P N which already includes multi-body coarse cell correlations, associated with the short range interactions.
