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Stable orbit equivalence of Bernoulli actions of free
groups and isomorphism of some of their factor actions
by Niels Meesschaert, Sven Raum and Stefaan Vaes
Abstract
We give an elementary proof for Lewis Bowen’s theorem saying that two Bernoulli actions of
two free groups, each having arbitrary base probability spaces, are stably orbit equivalent. Our
methods also show that for all compact groups K and every free product Γ of infinite amenable
groups, the factor Γ y KΓ/K of the Bernoulli action Γ y KΓ by the diagonal K-action, is
isomorphic with a Bernoulli action of Γ.
Free, ergodic and probability measure preserving (p.m.p.) actions Γy (X,µ) of countable groups
give rise to II1 factors L
∞(X) ⋊ Γ through the group measure space construction of Murray and
von Neumann. It was shown in [Si55] that the isomorphism class of the II1 factor L
∞(X)⋊Γ only
depends on the orbit equivalence relation on (X,µ) given by Γ y (X,µ). This led Dye in [Dy58]
to a systematic study of group actions up to orbit equivalence, where he proved the fundamental
result that all free ergodic p.m.p. actions of Z are orbit equivalent. Note that two such actions need
not be isomorphic (using entropy, spectral measure, etc). In [OW79] Ornstein and Weiss showed
that actually all orbit equivalence relations of all free ergodic p.m.p. actions of infinite amenable
groups are isomorphic with the unique ergodic hyperfinite equivalence relation of type II1.
The nonamenable case is far more complex and many striking rigidity results have been established
over the last 20 years, leading to classes of group actions for which the orbit equivalence relation
entirely determines the group and its action. We refer to [Sh05, Fu09, Ga10] for a comprehensive
overview of measured group theory. On the other hand there have so far only been relatively few
orbit equivalence “flexibility” results for nonamenable groups. Two results of this kind have been
obtained recently by Lewis Bowen in [Bo09a, Bo09b]. In [Bo09a] Bowen proved that two Bernoulli
actions Fn y X
Fn
0 and Fn y X
Fn
1 of the same free group Fn, but with different base probability
spaces, are always orbit equivalent. Note that this is a nontrivial result because Bowen proved
earlier in [Bo08] that these Bernoulli actions can only be isomorphic if the base probability spaces
(X0, µ0) and (X1, µ1) have the same entropy.
Two free ergodic p.m.p. actions Γi y (Xi, µi) are called stably orbit equivalent if their orbit
equivalence relations can be restricted to non-negligible measurable subsets Ui ⊂ Xi such that the
resulting equivalence relations on U0 and U1 become isomorphic. The number µ1(U1)/µ0(U0) is
called the compression constant of the stable orbit equivalence. In [Bo09b] Bowen proved that the
Bernoulli actions Fn y X
Fn
0 and Fm y X
Fm
1 of two different free groups are stably orbit equivalent
with compression constant (n− 1)/(m − 1).
The first aim of this article is to give an elementary proof for the above two theorems of Bowen. The
concrete stable orbit equivalence that we obtain between Fn y X
Fn
0 and Fm y X
Fm
1 is identical to
the one discovered by Bowen. The difference between the two approaches is however the following:
rather than writing an explicit formula for the stable orbit equivalence, we construct actions of
Fn and Fm on (subsets of) the same space, having the same orbits and satisfying an abstract
characterization of the Bernoulli action.
Secondly our simpler methods also yield a new orbit equivalence flexibility (actually isomorphism)
result that we explain now. Combining the work of many hands [GP03, Io06, GL07] it was shown
in [Ep07] that every nonamenable group admits uncountably many non orbit equivalent actions
(see [Ho11] for a survey). Nevertheless it is still an open problem to give a concrete construction
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producing such an uncountable family. For a while it has been speculated that for any given
nonamenable group Γ the actions{
Γy KΓ/K
∣∣∣ K a compact second countable group acting by diagonal translation on KΓ } (1)
are non orbit equivalent for nonisomorphic K. Indeed, in [PV06, Proposition 5.6] it was shown that
this is indeed the case whenever every 1-cocycle for the Bernoulli action Γ y KΓ with values in
either a countable or a compact group G is cohomologous to a group homomorphism from Γ to G.
By Popa’s cocycle superrigidity theorems [Po05, Po06], this is the case when Γ contains an infinite
normal subgroup with the relative property (T) or when Γ can be written as the direct product
of an infinite group and a nonamenable group. Conjecturally the same is true whenever the first
ℓ2-Betti number of Γ vanishes (cf. [PS09]).
In the last section of this paper we disprove the above speculation whenever Γ = Λ1 ∗ · · · ∗ Λn is
the free product of n infinite amenable groups, in particular when Γ = Fn. We prove that for these
Γ and for every compact second countable group K the action Γ y KΓ/K is isomorphic with a
Bernoulli action of Γ. As we shall see, the special case Γ = Fn is a very easy generalization of
[OW86, Appendix C.(b)] where the same result is proven for K = Z/2Z and Γ = F2.
More generally, denote by G the class of countably infinite groups Γ for which the action Γy KΓ/K
is isomorphic with a Bernoulli action of Γ. Then by [OW86] the class G contains all infinite amenable
groups. We prove in Theorem 9 that G is stable under taking free products. By the results cited
above, G does not contain groups that admit an infinite normal subgroup with the relative property
(T) and G does not contain groups that can be written as the direct product of an infinite group
and a nonamenable group. So it is a very intriguing problem which groups belong to G.
Terminology and notations
A measure preserving action Γ y (X,µ) of a countable group Γ on a standard probability space
(X,µ) is called essentially free if a.e. x ∈ X has a trivial stabilizer and is called ergodic if the only
Γ-invariant measurable subsets of X have measure 0 or 1. Two free ergodic probability measure
preserving (p.m.p.) actions Γy (X,µ) and Λy (Y, η) are called
• conjugate, if there exists an isomorphism of groups δ : Γ→ Λ and an isomorphism of proba-
bility spaces ∆ : X → Y such that ∆(g · x) = δ(g) ·∆(x) for all g ∈ Γ and a.e. x ∈ X;
• orbit equivalent, if there exists an isomorphism of probability spaces ∆ : X → Y such that
∆(Γ · x) = Λ ·∆(x) for a.e. x ∈ X;
• stably orbit equivalent, if there exists a nonsingular isomorphism ∆ : U → V between non-
negligible measurable subsets U ⊂ X and V ⊂ Y such that ∆(Γ · x ∩ U) = Λ ·∆(x) ∩ V for
a.e. x ∈ U . Such a ∆ automatically scales the measure by the constant η(V)/µ(U), called the
compression constant of the stable orbit equivalence.
We say that two p.m.p. actions Γy (Xi, µi) of the same group are isomorphic if they are conjugate
w.r.t. the identity isomorphism id : Γ→ Γ, i.e. if there exists an isomorphism of probability spaces
∆ : X0 → X1 such that ∆(g · x) = g ·∆(x) for all g ∈ Γ and a.e. x ∈ X0.
Recall that for every countable group Γ and standard probability space (X0, µ0), the Bernoulli
action of Γ with base space (X0, µ0) is the action Γ y X
Γ
0 on the infinite product X
Γ
0 equipped
with the product probability measure, given by (g · x)h = xhg for all g, h ∈ Γ and x ∈ X
Γ
0 . If Γ is
an infinite group and (X0, µ0) is not reduced to a single atom of mass 1, then Γy X
Γ
0 is essentially
free and ergodic.
Statement of the main results
We first give an elementary proof for the following theorem of Lewis Bowen.
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Theorem A (Bowen [Bo09a, Bo09b]). For fixed n and varying base probability space (X0, µ0) the
Bernoulli actions Fn y X
Fn
0 are orbit equivalent.
If also n varies, the Bernoulli actions Fn y X
Fn
0 and Fm y Y
Fm
0 are stably orbit equivalent with
compression constant (n− 1)/(m− 1).
Next we study factors of Bernoulli actions and prove the following result.
Theorem B. If Γ = Λ1 ∗ · · · ∗ Λn is the free product of n infinite amenable groups and if K is
a nontrivial second countable compact group equipped with its normalized Haar measure, then the
factor action Γy KΓ/K of the Bernoulli action Γy KΓ by the diagonal translation action of K
is isomorphic with a Bernoulli action of Γ. In particular, keeping n fixed and varying the Λi and
K, all the actions Γy KΓ/K are orbit equivalent.
In the particular case where Γ = Fn, the action Γy K
Γ/K is isomorphic with the Bernoulli action
Γy (K × · · · ×K)Γ whose base space is an n-fold direct product of copies of K.
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1. Preliminaries
Let (X,µ) and (Y, η) be standard probability spaces. We call ∆ a probability space isomorphism
between (X,µ) and (Y, η) if ∆ is a measure preserving Borel bijection between conegligible subsets
of X and Y . We call ∆ a nonsingular isomorphism if ∆ is a null set preserving Borel bijection
between conegligible subsets of X and Y .
Given a sequence of standard probability spaces (Xn, µn), we consider the infinite product X =∏
nXn equipped with the infinite product measure µ. Then, (X,µ) is a standard probability space.
The coordinate maps πn : X → Xn are measure preserving and independent. Moreover, the Borel
σ-algebra on X is the smallest σ-algebra such that all πn are measurable.
Conversely, assume that (Y, η) is a standard probability space and that θn : Y → Xn is a sequence
of Borel maps. Then, the following two statements are equivalent.
1. There exists an isomorphism of probability spaces ∆ : Y → X such that πn(∆(y)) = θn(y)
for a.e. y ∈ Y .
2. The maps θn are measure preserving and independent, and the σ-algebra on Y generated by
the maps θn equals the entire Borel σ-algebra of Y up to null sets.
The proof of this equivalence is standard: if the θn satisfy the conditions in 2, one defines ∆(y)n :=
θn(y).
Assume that Γ y (X,µ) and Λ y (Y, η) are essentially free ergodic p.m.p. actions. Assume that
∆ : X → Y is an orbit equivalence. By essential freeness, we obtain the a.e. well defined Borel map
ω : Γ×X → Λ determined by
∆(g · x) = ω(g, x) ·∆(x) for all g ∈ Γ and a.e. x ∈ X .
Then, ω is a 1-cocycle for the action Γy (X,µ) with values in the group Λ. In general, whenever G
is a Polish group and Γy (X,µ) is a p.m.p. action, we call a Borel map ω : Γ×X → G a 1-cocycle
if ω satisfies
ω(gh, x) = ω(g, h · x)ω(h, x) for all g, h ∈ Γ and a.e. x ∈ X .
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Two 1-cocycles ω, ω′ : Γ×X → G are called cohomologous if there exists a Borel map ϕ : X → G
such that
ω′(g, x) = ϕ(g · x)ω(g, x)ϕ(x)−1 for all g ∈ Γ and a.e. x ∈ X .
Also a stable orbit equivalence gives rise to a 1-cocycle, as follows. So assume that Γ y (X,µ)
and Λ y (Y, η) are essentially free ergodic p.m.p. actions and that ∆ : U → V is a nonsingular
isomorphism between the nonnegligible subsets U ⊂ X and V ⊂ Y , such that ∆(U ∩ Γ · x) =
V ∩ Λ · ∆(x) for a.e. x ∈ U . To define the Zimmer 1-cocycle ω : Γ × X → Λ, one first uses the
ergodicity of Γ y (X,µ) to choose a Borel map p : X → U satisfying p(x) ∈ Γ · x for a.e. x ∈ X.
Then, ω : Γ×X → Λ is uniquely defined such that
∆(p(g · x)) = ω(g, x) ·∆(p(x)) for all g ∈ Γ and a.e. x ∈ X .
One checks easily that ω is a 1-cocycle and that, up to cohomology, ω does not depend on the
choice of p : X → U .
In this article, we often use 1-cocycles for p.m.p. actions Γ y (X,µ) of a free product group
Γ = Γ1 ∗ Γ2. Given 1-cocycles ωi : Γi ×X → G, one checks easily that there is a unique 1-cocycle
ω : Γ×X → G, up to equality a.e., satisfying ω(g, x) = ωi(g, x) for all g ∈ Γi and a.e. x ∈ X.
2. Orbit equivalence of co-induced actions
Let Λ y (X,µ) be a p.m.p. action. Assume that Λ < G is a subgroup. The co-induced action
of Λ y X to G is defined as follows. Choose a map r : G → Λ such that r(λg) = λr(g) for all
g ∈ G,λ ∈ Λ and such that r(e) = e. Note that the choice of such a map r is equivalent to the
choice of a section θ : Λ\Γ → Γ satisfying θ(Λe) = e. Indeed, the formula g = r(g) θ(Λg) provides
the correspondence between θ and r.
Once we have chosen r : G → Λ, we can define a 1-cocycle Ω : Λ\G ×G → Λ for the right action
of G on Λ\G, given by Ω(Λk, g) = r(k)−1r(kg) for all g, k ∈ G.
Classically, whenever ω : G × X → Λ is a 1-cocycle for an action of G on X, we can induce an
action Λy Y to an action Gy X × Y given by g · (x, y) = (g · x, ω(g, x) · y).
The co-induced action is defined by a similar formula. So assume that Λy (X,µ) is a p.m.p. action
and that Λ < G is a subgroup. Choose r : G→ Λ with the associated 1-cocycle Ω : Λ\G×G→ Λ,
as above. Then the formula
Gy XΛ\G where (g · y)Λk = Ω(Λk, g) · yΛkg
yields a well defined action of G on the product probability space XΛ\G. It is easy to check that
Gy XΛ\G is a p.m.p. action and that (λ · y)Λe = λ · yΛe for all λ ∈ Λ and y ∈ X
Λ\G. A different
choice of r : G→ Λ leads to a cohomologous 1-cocycle Ω and hence an isomorphic action.
Given a subgroup Λ < G, a subset I ⊂ G is called a right transversal of Λ < G if I ∩ Λg is a
singleton for every g ∈ G.
Up to isomorphism the co-induced action can be characterized as the unique p.m.p. action Gy Y
for which there exists a measure preserving map ρ : Y → X with the following properties.
1. ρ(λ · y) = λ · ρ(y) for all λ ∈ Λ and a.e. y ∈ Y .
2. The factor maps y 7→ ρ(g · y), g ∈ G, generate the Borel σ-algebra on Y , up to null sets.
3. If I ⊂ G is a right transversal of Λ < G, then the maps y 7→ ρ(g · y), g ∈ I, are independent.
To prove this characterization, first observe that the co-induced action satisfies properties 1, 2 and
3 in a canonical way, with ρ(y) = yΛe. Conversely assume that G y Y satisfies these properties.
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Fix a right transversal I ⊂ G for Λ < G, with e ∈ I. Combining properties 1 and 2, we see that the
factor maps y 7→ ρ(g · y), g ∈ I, generate the Borel σ-algebra on Y , up to null sets. A combination
of property 3 and the characterization of product probability spaces in Section 1 then provides the
isomorphism of probability spaces ∆ : Y → XΛ\G given by ∆(y)Λg = ρ(g · y) for all y ∈ Y , g ∈ I.
The right transversal I ⊂ G for Λ < G allows to uniquely define the map r : G → Λ such that
r(λg) = λ for all λ ∈ Λ and g ∈ I. This choice of r provides a formula for the co-induced action
Gy XΛ\G. It is easy to check that ∆(g · y) = g ·∆(y) for all g ∈ G and a.e. y ∈ Y .
Remark 1.
1. The above characterization of the co-induced action yields the following result that we use
throughout the article: the co-induction of the Bernoulli action Λy (X0, µ0)
Λ is isomorphic with
the Bernoulli action G y (X0, µ0)
G. Indeed, the Bernoulli action G y (X0, µ0)
G, together with
the canonical factor map XG0 → X
Λ
0 , satisfies the above characterization of the co-induced action.
2. In certain cases, for instance if G = Γ ∗ Λ, there exists a group homomorphism π : G → Λ
satisfying π(λ) = λ for all λ ∈ Λ. Then r : G → Λ can be taken equal to π and the co-induced
action Gy XΛ\G is of the form (g · y)Λk = π(g) · yΛkg for all g, k ∈ G and y ∈ X
Λ\G.
3. We often make use of diagonal actions: if Λ y (X,µ) and Λ y (Y, η) are p.m.p. actions, we
consider the diagonal action Λy X × Y given by λ · (x, y) = (λ · x, λ · y). We make the following
simple observation: if Λ < G and if we denote by Gy X˜, resp. Gy Y˜ , the co-induced actions of
Λy X, resp. Λy Y , to G, then the co-induced action of the diagonal action Λy X × Y to G is
precisely the diagonal action Gy X˜ × Y˜ .
4. Assume that Λ y (X,µ) is a p.m.p. action and that Λ < G is a subgroup. Denote by G y Y
the co-induced action and by ρ : Y → X the canonical Λ-equivariant factor map. Whenever
∆0 : X → X is a p.m.p. automorphism that commutes with the Λ-action, there is a unique p.m.p.
automorphism ∆ : Y → Y , up to equality a.e., that commutes with the G-action and such that
ρ(∆(y)) = ∆0(ρ(y)) for a.e. y ∈ Y . Writing Y = X
Λ\Γ, the automorphism ∆ is just the diagonal
product of copies of ∆0. Later we use this easy observation to canonically lift a p.m.p. action
K y (X,µ) of a compact group K, commuting with the Λ-action, to a p.m.p. action K y Y that
commutes with the G-action. Moreover, ρ becomes (Λ ×K)-equivariant. Writing Y = XΛ\Γ, the
action K y Y is the diagonal K-action.
We prove that orbit equivalence is preserved under co-induction to a free product. We actually
show that the preservation is “K-equivariant” in a precise way that will be needed in the proof of
Theorem B. The case where K = {e}, i.e. co-induction from Λ to Γ ∗ Λ, is due to Lewis Bowen
[Bo09a]. Recall that similarly as in the case of countable groups, a p.m.p. action G y (X,µ) of
a second countable locally compact group G is called essentially free if a.e. x ∈ X has a trivial
stabilizer (cf. Lemma 10 in the appendix).
Theorem 2. Let Λ0,Λ1 and Γ be countable groups and K a compact second countable group.
Assume that Λi×K y (Xi, µi) are essentially free p.m.p. actions. Denote Gi := Γ ∗Λi and denote
by Gi y Yi the co-induced action of Λi y Xi to Gi, together with the natural actions K y Yi that
commute with Gi y Yi (see Remark 1.4).
• If the actions Λi y Xi/K are orbit equivalent, then the actions Gi y Yi/K are orbit equiva-
lent.
• If the actions Λi y Xi/K are conjugate w.r.t. the group isomorphism δ : Λ0 → Λ1, then the
actions Gi y Yi/K are conjugate w.r.t. the group isomorphism id ∗ δ : G0 → G1.
Proof. We start by proving the first item of the theorem.
Let ∆0 : X0/K → X1/K be an orbit equivalence between the actions Λi y Xi/K. Denote by
x 7→ x the factor map from Xi to Xi/K. Since K acts essentially freely on Xi and K is compact,
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Lemma 10 in the appendix provides measurable maps θi : Xi → K satisfying θi(k · x) = kθi(x) a.e.
and such that
Θi : Xi → K ×Xi/K : x 7→ (θi(x), x)
is a measure preserving isomorphism. Defining ∆ := Θ−11 ◦ (id×∆0)◦Θ0, we have found a measure
preserving isomorphism ∆ : X0 → X1 that is K-equivariant and satisfies ∆((Λ0 × K) · x) =
(Λ1 ×K) ·∆(x) for a.e. x ∈ X1. Using this ∆ we may assume that Λ0,Λ1 and K act on the same
probability space (X,µ) such that the K-action commutes with both the Λi-actions and such that
(Λ0 × K) ∗ x = (Λ1 × K) · x for a.e. x ∈ X. Here and in what follows, we denote the action of
Λ0 ×K by ∗ and the action of Λ1 ×K by ·. We have k ∗ x = k · x for all k ∈ K and a.e. x ∈ X.
Write Y = XΛ1\Γ∗Λ1 and denote by · the co-induced action G1 y Y of Λ1 y X to G1. Also denote
by · the diagonal action K y Y , which commutes with G1 y Y . Define the (Λ1 ×K)-equivariant
factor map ρ : Y → X : ρ(y) = yΛ1e.
Define the Zimmer 1-cocycles
η : Λ0 ×X → Λ1 ×K : η(λ0, x) · x = λ0 ∗ x for a.e. x ∈ X1, λ0 ∈ Λ0 ,
η′ : Λ1 ×X → Λ0 ×K : η
′(λ1, x) ∗ x = λ1 · x for a.e. x ∈ X1, λ1 ∈ Λ1 .
Since the Λ0-action commutes with the K-action on X, we have that
η(λ0, k ∗ x) = kη(λ0, x)k
−1 for all k ∈ K,λ0 ∈ Λ0 and a.e. x ∈ X . (2)
We define a new action G0 y Y denoted by ∗ and determined by
γ ∗ y = γ · y for γ ∈ Γ, y ∈ Y and λ0 ∗ y = η(λ0, ρ(y)) · y for λ0 ∈ Λ0, y ∈ Y .
Because of (2), the action G0 y Y commutes with K y Y .
Define ω : G0 × Y → G1 ×K as the unique 1-cocycle for the action G0
∗
y Y satisfying ω(γ, y) = γ
for all γ ∈ Γ and ω(λ0, y) = η(λ0, ρ(y)) for all λ0 ∈ Λ0. Then the equality g ∗ y = ω(g, y) · y holds
when g ∈ Γ and when g ∈ Λ0. So the same equality holds for all g ∈ G0 and a.e. y ∈ Y . In
particular G0 ∗ y ⊂ G1 · y for a.e. y ∈ Y/K.
Define ω′ : G1 × Y → G0 × K as the unique 1-cocycle satisfying ω
′(γ, y) = γ for all γ ∈ Γ and
ω′(λ1, y) = η
′(λ1, ρ(y)) for all λ1 ∈ Λ1. As above, it follows that g · y = ω
′(g, y) ∗ y for all g ∈ G1
and a.e. y ∈ Y . Hence, G1 · y ⊂ G0 ∗ y for a.e. y ∈ Y/K. We already proved the converse inclusion
so that G1 · y = G0 ∗ y for a.e. y ∈ Y/K.
We prove now that the action G0
∗
y Y together with the Λ0-equivariant factor map ρ : Y → X
satisfies the abstract characterization for the co-induced action of Λ0 y X to G0. Once this is
proven, the theorem follows because ρ is moreover K-equivariant and the action G0 y Y commutes
with the K y Y (see Remark 1.4).
We first need to prove that the maps y 7→ ρ(g ∗y) are independent and identically distributed when
g runs through a right transversal of Λ0 ⊂ G0. If g ∈ Gi = Γ ∗ Λi, denote by |g| the number of
letters from Γ−{e} that appear in a reduced expression of g. By convention, put |g| = 0 if g ∈ Λi.
Define the subsets In ⊂ G0 given by I0 := {e} and
In :=
{
g ∈ G0
∣∣ |g| = n and the leftmost letter of a reduced expression of g belongs to Γ− {e} } .
Similarly define Jn ⊂ G1 and note that
⋃∞
n=0 Jn is a right transversal for Λ1 < Γ ∗ Λ1. So, in the
construction of the co-induced action, we can choose the Λ1-equivariant map r : G1 → Λ1 such
that r(g) = e for all g ∈ Jn and all n ∈ N. Hence (g · y)Λ1e = yΛ1g for all g ∈ Jn, n ∈ N and a.e.
y ∈ Y . For j ∈ Λ1\G1 we put |j| = n if j = Λ1g with g ∈ Jn.
Denote ω(g, y) = (ω1(g, y), ωK(g, y)) with ω1(g, y) ∈ G1 and ωK(g, y) ∈ K. Similarly write
η(λ, x) = (η1(λ, x), ηK(λ, x)). Note that for λ ∈ Λ0 − {e} we have η1(λ, x) 6= e for a.e. x ∈ X.
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Indeed, if η1(λ, x) = e for a fixed λ ∈ Λ0−{e}, then the element (λ, ηK(λ, x)
−1) of Λ0×K stabilizes
x and the essential freeness of Λ0 ×K y X implies that this can only happen for x belonging to a
negligible subset of X. One then proves easily by induction on n that
• for a.e. y ∈ Y and all n ∈ N, the map g 7→ ω1(g, y) is a bijection of In onto Jn,
• for all n ∈ N, g ∈ In, the map y 7→ ω(g, y) only depends on the coordinates yj, |j| ≤ n− 1.
Since for all g ∈ In we have ω1(g, y) ∈ Jn, it follows that
ρ(g ∗ y) = (g ∗ y)Λ1e = (ω(g, y) · y)Λ1e = ωK(g, y) · yΛ1ω1(g,y) (3)
for all n ∈ N, g ∈ In and a.e. y ∈ Y . We now use Lemma 4 to prove that for all n ∈ N, the set
{y 7→ ρ(g ∗y) | g ∈ In} forms a family of independent random variables that are independent of the
coordinates yj, |j| ≤ n− 1, and that only depend on the coordinates yj, |j| ≤ n. More concretely,
we write Jn = {Λ1g | |g| ≤ n} and we apply Lemma 4 to the countable set Jn − Jn−1, the direct
product
Z := XJn−1 ×XJn−Jn−1
and the family of measurable maps ωg : Z → K × (Jn − Jn−1) indexed by g ∈ In, only depending
on the coordinates yj, j ∈ Jn−1 and given by
ωg : y 7→ (ωK(g, y),Λ1ω1(g, y)) .
Since g 7→ ω1(g, y) is a bijection of In onto Jn, we have that g 7→ Λ1ω1(g, y) is a bijection of In onto
Jn−Jn−1. A combination of Lemma 4 and formula (3) then implies that {y 7→ ρ(g ∗ y) | g ∈ In} is
a family of independent random variables that are independent of the coordinates yj, j ∈ Jn−1. By
construction, these random variables only depend on the coordinates yj, |j| ≤ n. Having proven
these statements for all n ∈ N, it follows that {y 7→ ρ(g ∗ y) | g ∈
⋃
n In} is a family of independent
random variables.
Denote by B0 the smallest σ-algebra on Y such that Y → X1 : y 7→ ρ(g ∗ y) is B0-measurable for
all g ∈ G0. It remains to prove that B0 is the entire σ-algebra of Y . Note that by construction, the
map Y → Y : y 7→ g ∗ y is B0-measurable for all g ∈ G0. Since ρ is K-equivariant and the actions
K y Y and G0 y Y commute, we also get that the map y 7→ k ∗ y is B0-measurable for every
k ∈ K. We must prove that y 7→ yi is B0-measurable for every n ∈ N and i ∈ Λ1\G1 with |i| = n.
This follows by induction on n, because for all g ∈ Jn we have
yΛ1g = ρ(g · y) = ρ(ω
′(g, y) ∗ y)
and because y 7→ ω′(g, y) only depends on the coordinates yj , |j| ≤ n− 1.
To prove the second item of the theorem, it suffices to make the following observation. If the
actions Λi y Xi/K are conjugate w.r.t. the isomorphism δ : Λ0 → Λ1, then in the proof of the
first item, the Zimmer 1-cocycle η is of the form η(λ0, x) = (δ(λ0), ηK(λ0, x)). So the 1-cocycle
ω : G0×Y → G1×K is of the form ω(g, y) = ((id ∗ δ)(g), ωK (g, y)). This immediately implies that
the actions Gi y Yi/K are conjugate w.r.t. the isomorphism id ∗ δ.
Corollary 3 (Bowen [Bo09a]). For fixed n and varying base probability space (X0, µ0) the Bernoulli
actions Fn y X
Fn
0 are orbit equivalent.
Proof. By Remark 1.1, the co-induction of a Bernoulli action is again a Bernoulli action over the
same base space. Let X0 and X1 be nontrivial base probability spaces. By Dye’s theorem [Dy58],
the Bernoulli actions Z y XZ0 and Z y X
Z
1 are orbit equivalent. By Theorem 2 their co-induced
actions to Fn = Fn−1 ∗ Z are orbit equivalent. But these co-induced actions are isomorphic to the
Bernoulli actions Fn y X
Fn
i .
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We used the following easy independence lemma.
Lemma 4. Let (X,µ) and (X0, µ0) be standard probability spaces and let H y (X0, µ0) be a
measure preserving action. Let I be a countable set. Consider Z = X × XI0 with the product
probability measure. Assume that F is a family of measurable maps ω : Z → H × I. Write
ω(x, y) = (ω1(x, y), ω2(x, y)). Assume that
• for almost every z ∈ Z, the map F → I : ω 7→ ω2(z) is injective,
• for every ω ∈ F , the map z 7→ ω(z) only depends on the variable Z → X : (x, y) 7→ x.
Then, {(x, y) 7→ ω1(x, y)·yω2(x,y) | ω ∈ F} is a family of independent identically (X0, µ0)-distributed
random variables that are independent of (x, y) 7→ x.
Proof. Since the maps ω ∈ F only depend on the variable (x, y) 7→ x, we view ω ∈ F as a
map from X to H × I. We have to prove that {(x, y) 7→ ω1(x) · yω2(x) | ω ∈ F} is a family of
independent identically (X0, µ0)-distributed random variables that are independent of (x, y) 7→ x.
But conditioning on x ∈ X, we get that the variables
XI0 → X0 : y 7→ ω1(x) · yω2(x)
are independent and (X0, µ0)-distributed because the coordinates ω2(x), for ω ∈ F , are distinct
elements of I and because the action H y X0 is measure preserving. So the lemma is proven.
3. Stable orbit equivalence of Bernoulli actions
Denote by a, b the standard generators of F2. Denote by 〈a〉 and 〈b〉 the subgroups of F2 generated
by a, resp. b. Let (X0, µ0) be a standard probability space and consider the Bernoulli action
F2 y X
F2
0 given by (g · x)h = xhg.
Whenever (X0, µ0) is a probability space, the Bernoulli action Γy X
Γ
0 can be characterized up to
isomorphism as the unique p.m.p. action Γ y X for which there exists a factor map π : X → X0
such that the maps x 7→ π(g · x), g ∈ Γ, are independent and generate, up to null sets, the whole
σ-algebra of X.
We prove the stable orbit equivalence of Bernoulli actions as a combination of the following three
lemmas. Fix κ ∈ N, κ ≥ 2, and denote X0 = {0, . . . , κ− 1} equipped with the uniform probability
measure. Let (Y0, η0) be any standard probability space (that is not reduced to a single atom).
Denote by r : F2 → Z/κZ the group morphism determined by r(a) = 0 and r(b) = 1. Identify X0
with Z/κZ and denote by · the action of Z/κZ on X0 given by addition in Z/κZ.
Lemma 5. Consider the action F2 y X := X
〈b〉\F2
0 given by (g ·x)〈b〉h = r(g) ·x〈b〉hg . Let F2 y Y
F2
0
be the Bernoulli action. Then the diagonal action F2 y X × Y
F2
0 given by g · (x, y) = (g · x, g · y)
is orbit equivalent with a Bernoulli action of F2.
Lemma 6. The action F2 y X defined in Lemma 5 is stably orbit equivalent with compression
constant 1/κ with a Bernoulli action of F1+κ.
Lemma 7. Let Γ y (X,µ) be any free ergodic p.m.p. action of an infinite group Γ. Assume that
κ ∈ N and that Γ y X is stably orbit equivalent with compression constant 1/κ with a Bernoulli
action of some countable group Λ. Let (Y0, η0) be any standard probability space and Γ y Y
Γ
0
the Bernoulli action. Then also the diagonal action Γ y X × Y Γ0 is stably orbit equivalent with
compression constant 1/κ with a Bernoulli action of Λ.
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Proof of Theorem A
We already deduce Theorem A from the above three lemmas.
Proof of Theorem A. We first prove that Lemmas 5, 6, 7 yield a Bernoulli action of F2 that is
stably orbit equivalent with compression constant 1/κ with a Bernoulli action of F1+κ. Indeed,
by Lemma 5 a Bernoulli action of F2 is orbit equivalent with the diagonal action F2 y X × Y
F2
0 .
By Lemma 6, the action F2 y X is stably orbit equivalent with compression constant 1/κ with
a Bernoulli action of F1+κ. But then, Lemma 7 says that the same holds for the diagonal action
F2 y X × Y
F2
0 .
Combined with Corollary 3 it follows that all Bernoulli actions of F2 are stably orbit equivalent
with all Bernoulli actions of Fm, m ≥ 2, with compression constant 1/(m − 1). By transitivity
of stable orbit equivalence, all Bernoulli actions of Fn and Fm are stably orbit equivalent with
compression constant (n− 1)/(m − 1).
Proof of Lemma 5
Proof of Lemma 5. View Z as the subgroup of F2 generated by b. Let Z y Y
Z
0 be the Bernoulli
action. Consider the action Z y X0×Y
Z
0 given by g ·(x, y) = (r(g)·x, g ·y). Note that Z y X0×Y
Z
0
is a free ergodic p.m.p. action. Using Remark 1 (statements 1, 2 and 3), one gets that the action
F2 y X × Y
F2
0 given in the formulation of Lemma 5 is precisely the co-induction of Z y X0 × Y
Z
0
to F2. By Dye’s theorem [Dy58], the free ergodic p.m.p. action Z y X0 × Y
Z
0 is orbit equivalent
with a Bernoulli action of Z. By Remark 1.1, the co-induction of the latter is a Bernoulli action
of F2. So by Theorem 2, the action F2 y X × Y
F2
0 is orbit equivalent with a Bernoulli action of
F2.
Proof of Lemma 6
Proof of Lemma 6. We have X = X
〈b〉\F2
0 and the action F2 y X is given by (g ·x)〈b〉h = r(g)·x〈b〉hg .
Write Z = XZ0 and denote by ρ : X → Z the factor map given by ρ(x)n = x〈b〉an . Denote by · the
Bernoulli action Z y Z and note that ρ(an · x) = n · ρ(x) for all x ∈ X and n ∈ Z.
Define the subsets Vi, i = 0, . . . , κ − 1, of Z given by Vi := {z ∈ Z | z0 = i}. Similarly define
Wi ⊂ X given by Wi = ρ
−1(Vi). Note that W0 has measure 1/κ. To prove the lemma we define
a p.m.p. action of F1+κ on W0 such that F1+κ ∗ x = F2 · x ∩W0 for a.e. x ∈ W0 and such that
F1+κ yW0 is a Bernoulli action.
By Dye’s theorem [Dy58], there exists a Bernoulli action Z
∗
y V0 such that Z ∗ z = Z · z ∩ V0 for
a.e. z ∈ V0. Denote by η : Z × V0 → Z the corresponding 1-cocycle for the ∗-action determined by
n ∗ z = η(n, z) · z for n ∈ Z and a.e. z ∈ V0.
Since the Bernoulli action Z
·
y Z is ergodic and since all the subsets Vi ⊂ Z have the same measure,
we can choose measure preserving isomorphisms αi : V0 → Vi satisfying αi(z) ∈ Z · z for a.e. z ∈ Z
and take α0 to be the identity isomorphism. Let ϕ
0
i : V0 → Z and ψ
0
i : Vi → Z be the maps
determined by αi(z) = ϕ
0
i (z) · z for a.e. z ∈ V0 and α
−1
i (z) = ψ
0
i (z) · z for a.e. z ∈ Vi. Define
the corresponding measure preserving isomorphisms θi : W0 → Wi given by θi(x) = ϕi(x) · x and
θ−1i (x) = ψi(x) · x where ϕi(x) = a
ϕ0
i
(ρ(x)) and ψi(x) = a
ψ0
i
(ρ(x)).
Denote by a and bi, i = 0, . . . , κ− 1, the generators of F1+κ. Define the p.m.p. action F1+κ
∗
yW0
given by
an ∗ x = aη(n,ρ(x)) · x and bi ∗ x = θ
−1
i+1(b · θi(x)) for all x ∈W0 .
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Note that the action is well defined: if x ∈ W0, then θi(x) ∈ Wi and hence b · θi(x) ∈ Wi+1. We
use the convention that Wκ =W0 and θκ = id. Observe that ρ(a
n ∗ x) = n ∗ ρ(x) for all n ∈ Z and
a.e. x ∈W0.
It remains to prove that F1+κ ∗ x = F2 · x∩W0 for a.e. x ∈W0 and that F1+κ y W0 is a Bernoulli
action.
Denote by ω : F1+κ ×W0 → F2 the unique 1-cocycle for the ∗-action determined by
ω(an, x) = aη(n,ρ(x)) and ω(bi, x) = ψi+1(b · θi(x)) b ϕi(x) .
By construction, the formula g ∗ x = ω(g, x) · x holds for all g ∈ {a, b0, . . . , bκ−1} and a.e. x ∈ W0.
Since ω is a 1-cocycle for the action F1+κ
∗
y W0, the same formula holds for all g ∈ F1+κ and a.e.
x ∈ W0. In particular, F1+κ ∗ x ⊂ F2 · x ∩W0 for a.e. x ∈ W0. To prove the converse inclusion we
define the inverse 1-cocycle for ω.
Define q0 : Z → V0 given by q0(z) = α
−1
i (z) when z ∈ Vi. Denote by η
′ : Z× Z → Z the 1-cocycle
for the ·-action determined by q0(n · z) = η
′(n, z) ∗ q0(z). Whenever z ∈ V0, we have z = q0(z) and
hence
η′(η(n, z), z) ∗ z = η′(η(n, z), z) ∗ q0(z) = q0(η(n, z) · z) = q0(n ∗ z) = n ∗ z . (4)
Since ∗ is an essentially free action of Z, it follows that η′(η(n, z), z) = n for all n ∈ Z and a.e.
z ∈ V0.
Denote by ω′ : F2 ×X → F1+κ the unique 1-cocycle for the ·-action determined by
ω′(an, x) = aη
′(n,ρ(x)) for n ∈ Z and a.e. x ∈ X, and ω′(b, x) = bi for a.e. x ∈Wi.
Define q : X → W0 given by q(x) = θ
−1
i (x) when x ∈ Wi. Note that ρ(q(x)) = q0(ρ(x)) for a.e.
x ∈ X. We prove that q(g · x) = ω′(g, x) ∗ q(x) for all g ∈ F2 and a.e. x ∈ X. If g = a
n for some
n ∈ Z, we know that both q(g · x) and ω′(g, x) ∗ q(x) belong to 〈a〉 · x. So to prove that they are
equal, it suffices to check that they have the same image under ρ. The following computation shows
that this is indeed the case.
ρ(q(an · x)) = q0(ρ(a
n · x)) = q0(n · ρ(x)) = η
′(n, ρ(x)) ∗ q0(ρ(x)) while,
ρ(ω′(an, x) ∗ q(x)) = ρ(aη
′(n,ρ(x)) ∗ q(x)) = η′(n, ρ(x)) ∗ ρ(q(x)) = η′(n, ρ(x)) ∗ q0(ρ(x)) .
Since by definition of the action ∗ we have that bi ∗ θ
−1
i (x) = θ
−1
i+1(b · x) whenever x ∈ Wi, the
formula ω′(g, x) ∗ q(x) = q(g · x) also holds when g = b. Hence, the same formula holds for all
g ∈ F2 and a.e. x ∈ X. In particular, F2 ·x∩W0 ⊂ F1+κ ∗x for a.e. x ∈W0. The converse inclusion
was already proven above. Hence, F1+κ ∗ x = F2 · x ∩W0 for a.e. x ∈W0.
Denote by J ⊂ F1+κ the union of {e} and all the reduced words that start with one of the letters
b±1i , i = 0, . . . , κ− 1. Note that J is a right transversal for 〈a〉 < F1+κ. It remains to prove that
{W0 → V0 : x 7→ ρ(g ∗ x) | g ∈ J }
is a family of independent random variables that generate, up to null sets, the whole σ-algebra
on W0. Indeed, we already know that Z
∗
y V0 is a Bernoulli action so that it will follow that
F1+κ y W0 is the co-induction of a Bernoulli action, hence a Bernoulli action itself (see Remark
1.1).
We equip both F2 and F1+κ with a length function. For g ∈ F2 we denote by |g| the number of
letters b±1 appearing in the reduced expression of g, while for g ∈ F1+κ we denote by |g| the number
of letters b±1i , i = 0, . . . , κ−1, appearing in the reduced expression of g. By induction on the length
of g, one easily checks that |ω(g, x)| ≤ |g| for all g ∈ F1+κ and a.e. x ∈W0, and that |ω
′(g, x)| ≤ |g|
for all g ∈ F2 and a.e. x ∈ X.
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We next claim that
ω′(ω(g, x), x) = g for all g ∈ F1+κ and a.e. x ∈W0. (5)
Once this claim is proven, it follows that |ω(g, x)| = |g| for all g ∈ F1+κ and a.e. x ∈ W0 : indeed,
the strict inequality |ω(g, x)| < |g| would lead to the contradiction
|g| = |ω′(ω(g, x), g)| ≤ |ω(g, x)| < |g| .
First note that for g = an formula (5) follows immediately from (4). So it remains to prove (5)
when g = bi. First observe that ω
′(ϕi(x), x) = e for a.e. x ∈W0. Indeed,
ω′(ϕi(x), x) ∗ x = q(ϕi(x) · x) = q(θi(x)) = x
and since the ∗-action of 〈a〉 on W0 is essentially free, it follows that ω
′(ϕi(x), x) = e. Similarly,
ω′(ψi(x), x) = e for a.e. x ∈ Wi. Take x ∈ W0 and write x
′ := bϕi(x) · x. Note that x
′ = b · θi(x)
and that x′ ∈Wi+1. So,
ω′(ω(bi, x), x) = ω
′(ψi+1(x
′) b ϕi(x), x) = ω
′(ψi+1(x
′), x′)ω′(b, θi(x))ω
′(ϕi(x), x) = e bi e = bi .
So (5) holds for g = an and g = bi. Hence (5) holds for all g ∈ F1+κ. Note that (5) implies that
the action F1+κ
∗
yW0 is essentially free. Indeed, if g ∈ F1+κ, x ∈W0 and g ∗ x = x, it follows that
ω(g, x) · x = x. Since the ·-action is essentially free, we conclude that ω(g, x) = e. But then by (5)
g = ω′(ω(g, x), x) = ω′(e, x) = e .
Define the subsets C(n) ⊂ 〈b〉\F2 given by C(n) := {〈b〉g | g ∈ F2, |g| ≤ n}. Also define Jn := {g ∈
J | |g| ≤ n}. We prove by induction on n that the following two statements hold.
1n. If g ∈ F1+κ and |g| ≤ n, then x 7→ ω(g, x) only depends on the coordinates xi, i ∈ C(n).
2n. The set {W0 → V0 | x 7→ ρ(g ∗ x) | g ∈ Jn} is a family of independent random variables that
only depend on the coordinates xi, i ∈ C(n).
Since e is the only element in J of length 0, statements 10 and 20 are trivial. Assume that
statements 1n and 2n hold for a given n.
Any element in F1+κ of length n+ 1 can be written as a product gh with |g| = 1 and |h| = n. By
the cocycle equality, we have
ω(gh, x) = ω(g, h ∗ x)ω(h, x) = ω(g, ω(h, x) · x)ω(h, x) .
By statement 1n, we know that the map x 7→ ω(g, x) only depends on the coordinates xi, i ∈ C(1),
and that the map x 7→ ω(h, x) only depends on on the coordinates xi, i ∈ C(n). So, x 7→ ω(gh, x)
only depends on the coordinates xi, i ∈ C(n), and the map
x 7→ (ω(h, x) · x)〈b〉k = r(ω(h, x)) · x〈b〉kω(h,x) for |k| ≤ 1 .
Again by statement 1n these maps only depend on the coordinates xi, i ∈ C(n+1), so that statement
1n+1 is proven.
Define, for i = 0, . . . , κ− 1 and ε = ±1,
J i,εn :=
{
g ∈ F1+κ
∣∣ |g| = n and |bεi g| = n+ 1} .
It follows that
Jn+1 = Jn ∪
⋃
i∈{0,...,κ−1},ε∈{±1}
bεi J
i,ε
n .
11
Since we assumed that statement 2n holds, in order to prove statement 2n+1, it suffices to show
that
{x 7→ ρ(bεi g ∗ x) | i = 0, . . . , κ− 1, ε = ±1, g ∈ J
i,ε
n }
is a family of independent random variables that only depend on the coordinates xi, i ∈ C(n + 1),
and that are independent of the coordinates xi, i ∈ C(n).
Note that ρ(big ∗ x) = α
−1
i+1(ρ(b · θi(g ∗ x))) while ρ(b
−1
i g ∗ x) = α
−1
i (ρ(b
−1 · θi+1(g ∗ x))). The value
of ρ(b · θi(g ∗ x)) at 0 is constantly equal to i + 1, while the value of ρ(b
−1 · θi+1(g ∗ x)) at 0 is
constantly equal to i. Therefore we have to prove that
{x 7→ ρ(b · θi(g ∗ x))m | i = 0, . . . , κ− 1, g ∈ J
i,+
n ,m ∈ Z− {0}}
∪ {x 7→ ρ(b−1 · θi+1(g ∗ x))m | i = 0, . . . , κ− 1, g ∈ J
i,−
n ,m ∈ Z− {0}}
(6)
is a family of independent random variables that only depend on the coordinates xi, i ∈ C(n + 1),
and that are independent of the coordinates xi, i ∈ C(n).
Write
ωεi (g, x) :=
{
b ϕi(g ∗ x)ω(g, x) if ε = 1,
b−1 ϕi+1(g ∗ x)ω(g, x) if ε = −1.
The random variables in (6) are precisely equal to
{x 7→ r(ωεi (g, x)) · x〈b〉amωε
i
(g,x) | i = 0, . . . , κ− 1, ε = ±1, g ∈ J
i,ε
n ,m ∈ Z− {0}} . (7)
So we have to prove that (7) is a family of independent random variables that only depend on the
coordinates xi, i ∈ C(n+1), and that are independent of the coordinates xi, i ∈ C(n). By statement
1n, the maps x 7→ ω
ε
i (g, x), and in particular x 7→ r(ω
ε
i (g, x)), only depend on the coordinates xi,
i ∈ C(n). So, we have to prove that
{x 7→ x〈b〉amωε
i
(g,x) | i = 0, . . . , κ− 1, ε = ±1, g ∈ J
i,ε
n ,m ∈ Z− {0}} . (8)
is a family of independent random variables that only depend on the coordinates xi, i ∈ C(n + 1),
and that are independent of the coordinates xi, i ∈ C(n).
We apply Lemma 4 to the countable set C(n+ 1)− C(n) and the direct product
X
C(n)
0 ×X
C(n+1)−C(n)
0 .
Since the maps x 7→ ωεi (g, x) only depend on the coordinates xi, i ∈ C(n), it remains to check that
the cosets 〈b〉amωεi (g, x) belong to C(n+ 1)−C(n) and that they are distinct for fixed x ∈W0 and
varying i ∈ {0, . . . , κ− 1}, ε ∈ {±1} and g ∈ J i,εn .
Note that ω(bεi g, x) ∈ 〈a〉ω
ε
i (g, x). Hence,
|ωεi (g, x)| = |ω(b
ε
i g, x)| = |b
ε
i g| = n+ 1
because g ∈ J i,εn . Since |ω(g, x)| = n and |ωεi (g, x)| = n+1, it follows from the defining formula of
ωεi that the first letter of ω
ε
i (g, x) must be b
ε. So the first letter of amωεi (g, x), m 6= 0, is a
±1. This
implies that 〈b〉amωεi (g, x) belongs to C(n+ 1)− C(n). It also follows that if
〈b〉amωεi (g, x) = 〈b〉a
m′ωε
′
i′ (g
′, x) ,
then we must have m = m′, ε = ε′ and ωεi (g, x) = ω
ε′
i′ (g
′, x). Assume ε = ε′ = 1, the other case
being analogous. So,
ϕi(g ∗ x)ω(g, x) = ϕi′(g
′, x)ω(g′, x) .
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Applying these elements to x, it follows that θi(g ∗ x) = θi′(g
′ ∗ x). Since the ranges of θi and θi′
are disjoint for i 6= i′, it follows that i = i′. So, g ∗ x = g′ ∗ x. Since we have seen above that the
action F1+κ
∗
yW0 is essentially free, it follows that g = g
′.
We have proven that (7) is a family of independent random variables that only depend on the
coordinates xi, i ∈ C(n + 1), and that are independent of the coordinates xi, i ∈ C(n). So,
statement 2n+1 holds.
To conclude the proof of the lemma, it remains to show that the random variables x 7→ ρ(g ∗ x),
g ∈ F1+κ, generate up to null sets the whole σ-algebra of W0. Denote by B0 the σ-algebra on
W0 generated by these random variables. By construction, x 7→ g ∗ x is B0-measurable for every
g ∈ F1+κ. Since x 7→ ρ(x) is B0-measurable, the formula
q(an · x) = aη
′(n,ρ(x)) ∗ x
shows that x 7→ q(an · x) is B0-measurable for every n ∈ Z. Denote by B1 the smallest σ-algebra
on X containing B0, containing the subsets W0, . . . ,Wκ−1 ⊂ X and making q : X → W0 a B1-
measurable map. Note that the restriction of B1 to W0 equals B0 and that U ⊂ X is B1-measurable
if and only if q(U∩Wi) is B0-measurable for every i = 0, . . . , κ−1. It therefore suffices to prove that
B1 is the whole σ-algebra of X. By construction, ρ : X → Z is B1-measurable and by the above,
also x 7→ an · x is B1-measurable for every n ∈ Z. If x ∈ Wi, we have that b · x = θ
−1
i+1(bi ∗ θi(x))
and it follows that x 7→ b · x is B1-measurable. Hence, x 7→ g · x is B1-measurable for every g ∈ F2.
Since ρ is B1-measurable, it follows that x 7→ x〈b〉g is B1-measurable for every g ∈ F2. Hence B1 is
the entire product σ-algebra.
Proof of Lemma 7
Proof of Lemma 7. We denote by a dot · the action of Γ on X. Let X1 ⊂ X be a subset of measure
1/κ. We are given a p.m.p. action Λ
∗
y X1 such that Λ ∗ x = Γ · x ∩ X1 for a.e. x ∈ X1 and
such that Λy X1 is isomorphic with a Λ-Bernoulli action. This means that we have a probability
space U and a factor map π : X1 → U such that the random variables {x 7→ π(λ ∗ x) | λ ∈ Λ}
are independent, identically distributed and generating the Borel σ-algebra of X1. Denote by
ω : Λ×X1 → Γ the 1-cocycle determined by ω(λ, x) · x = λ ∗ x for all λ ∈ Λ and a.e. x ∈ X1. Put
Y = Y Γ0 and define the action Λy X1 × Y given by
λ ∗ (x, y) = ω(λ, x) · (x, y) = (λ ∗ x, ω(λ, x) · y) .
By construction, Λ ∗ (x, y) ⊂ Γ · (x, y) ∩X1 × Y . But also the converse inclusion holds. Indeed, if
we have γ ∈ Γ, x ∈ X1 and y ∈ Y such that γ · x ∈ X1, we can take λ ∈ Λ such that λ ∗ x = γ · x.
Hence ω(λ, x) = γ and also γ · (x, y) = λ ∗ (x, y).
It remains to prove that Λy X1 × Y is isomorphic with a Λ-Bernoulli action.
By ergodicity of Γy X, choose a partition (up to measure zero)X = X1⊔· · ·⊔Xκ with µ(Xi) = 1/κ
and choose measurable maps ϕi : X1 → Γ such that the formulae θi(x) = ϕi(x) · x define measure
space isomorphisms θi : X1 → Xi. Take ϕ1(x) = e for all x ∈ X1. Define the measurable map
ρ : X1 × Y → U × Y
κ
0 : ρ(x, y) = (π(x), yϕ1(x), . . . , yϕκ(x)) .
We prove that ρ is measure preserving and that the random variables {(x, y) 7→ ρ(λ∗(x, y)) | λ ∈ Λ}
are independent, identically distributed and generating the Borel σ-algebra of X1 × Y .
We first claim that for a.e. x ∈ X1
F :=
(
ϕi(λ ∗ x)ω(λ, x)
)
λ∈Λ and i=1,...,κ
(9)
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is an enumeration of Γ without repetitions. Observe that
ϕi(λ ∗ x)ω(λ, x) · x = θi(λ ∗ x) .
It follows that F ·x = Γ ·x. Since Γy X is essentially free, it follows that F enumerates the whole
of Γ. If ϕi(λ ∗ x)ω(λ, x) = ϕj(λ
′ ∗ x)ω(λ′, x), it follows that θi(λ ∗ x) = θj(λ
′ ∗ x). For i 6= j, the
sets Xi and Xj are disjoint. So, i = j and λ ∗ x = λ
′ ∗ x. Being a Bernoulli action of an infinite
group, Λ
∗
y X1 is essentially free and we conclude that λ = λ
′. This proves the claim.
Since for a.e. x ∈ X1 the elements ϕ1(x), . . . , ϕκ(x) are distinct, it follows from Lemma 4 that the
random variables (x, y) 7→ π(x) and (x, y) 7→ yϕi(x), i = 1, . . . , κ, are all independent. Since they
are all measure preserving as well, we conclude that ρ is measure preserving. Note that
ρ(λ ∗ (x, y)) =
(
π(λ ∗ x), yϕ1(λ∗x)ω(λ,x), . . . , yϕκ(λ∗x)ω(λ,x)
)
.
It therefore remains to prove that
{(x, y) 7→ π(λ ∗ x) | λ ∈ Λ} ∪ {(x, y) 7→ yϕi(λ∗x)ω(λ,x) | λ ∈ Λ, i = 1, . . . , κ}
is an independent family of random variables that generate, up to null sets, the Borel σ-algebra of
X1×Y . The factor map π was chosen in such a way that the random variables {x 7→ π(λ∗x) | λ ∈ Λ}
are independent and generate, up to null sets, the Borel σ-algebra of X1. So, we must prove that
{(x, y) 7→ yϕi(λ∗x)ω(λ,x) | λ ∈ Λ, i = 1, . . . , κ} (10)
forms a family of independent random variables that are independent of (x, y) 7→ x and that,
together with (x, y) 7→ x, generate up to null sets the Borel σ-algebra of X1×Y . We apply Lemma
4 to the countable set Γ, the direct product X1 × Y
Γ
0 and the family of maps X1 → Γ : x 7→
ϕi(λ ∗ x)ω(λ, x) indexed by λ ∈ Λ, i = 1, . . . , κ. Since for a.e. x ∈ X1, the set F in (9) is an
enumeration of Γ, it follows from Lemma 4 that (10) is indeed a family of independent random
variables that are moreover independent of (x, y) 7→ x.
Denote by B1 the smallest σ-algebra on X1 × Y such that the map (x, y) 7→ x and the random
variables in (10) are measurable. It remains to prove that, up to null sets, B1 is the Borel σ-
algebra of X1 × Y . So, it remains to prove that for all g ∈ Γ, the random variables (x, y) 7→ yg
are B1-measurable. Put J = {1, . . . , κ} × Λ and define the Borel map η : J × X1 → Γ given by
η(i, λ, x) := ϕi(λ ∗ x)ω(λ, x). Since for a.e. x ∈ X1, the family F in (9) is an enumeration of Γ, we
can take a Borel map γ : Γ×X1 → J such that η(γ(g, x), x) = g for all g ∈ Γ and a.e. x ∈ X1. By
the definition of B1 and η, we know that the map
J ×X1 × Y → Y0 : (j, x, y) 7→ yη(j,x) (11)
is B1-measurable. Fix g ∈ Γ. Since (x, y) 7→ x is B1-measurable, also (x, y) 7→ (γ(g, x), x, y) is
B1-measurable. The composition with the map in (11) yields (x, y) 7→ yg a.e. So (x, y) 7→ yg is
B1-measurable. This concludes the proof of the lemma.
4. Isomorphisms of factors of Bernoulli actions of free products
Before proving Theorem B, we need the following elementary lemma.
Lemma 8. Let Γ,Λ be countable groups and K a nontrivial second countable compact group
equipped with its normalized Haar measure. Consider the action (Γ ∗ Λ) × K y X := KΓ\Γ∗Λ
where Γ ∗ Λ shifts the indices and K acts by diagonal left translation. The resulting factor action
Γ ∗ Λy X/K is isomorphic with the co-induced action of Λy KΛ/K to Γ ∗ Λ.
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Proof. Define the factor map ρ : KΓ\Γ∗Λ → KΛ given by ρ(x)λ = xΓλ. Note that ρ is (Λ × K)-
equivariant. Denote X := KΓ\Γ∗Λ and denote by x 7→ x the factor map of X onto X/K. So we
get the Λ-equivariant factor map ρ : X/K → KΛ/K : ρ(x) = ρ(x). We prove that Γ ∗ Λ y X/K
together with ρ satisfies the abstract characterization of the co-induced action of Λ y KΛ/K to
Γ ∗ Λ.
For g ∈ Γ ∗ Λ, denote by |g| the number of letters from Γ− {e} appearing in a reduced expression
for g. Define the subsets In ⊂ Γ ∗ Λ given by I0 := {e} and
In :=
{
g ∈ Γ ∗ Λ
∣∣ |g| = n and the reduced expression of g starts with a letter from Γ− {e} } .
Note that
⋃∞
n=0 In is a right transversal for Λ < Γ ∗ Λ. So we have to prove that
{x 7→ ρ(g · x) | n ∈ N, g ∈ In} (12)
is a family of independent random variables that generate, up to null sets, the whole σ-algebra of
X/K.
For i ∈ Γ\Γ ∗ Λ, we write |i| = n if i = Γg, where |g| = n and the reduced expression for g starts
with a letter from Λ − {e}. For every λ ∈ Λ − {e}, define θλ : K
Λ/K → K : θλ(x) = x
−1
e xλ.
Observe that for all g ∈ In and λ ∈ Λ− {e}, we have
θλ(ρ(g · x)) = x
−1
Γg xΓλg . (13)
Since g ∈ In starts with a letter from Γ− {e}, we have |Γλg| = |g| = n, while |Γg| = n − 1. Write
In := {i ∈ Γ\Γ∗Λ | |i| ≤ n}. We apply Lemma 4 to the countable set In−In−1, the direct product
Z := KIn−1 ×KIn−In−1
and the family of maps ωg,λ : Z → K× (In−In−1), indexed by g ∈ In, λ ∈ Λ−{e}, only depending
on the coordinates xi, i ∈ In−1, and given by
ωg,λ : x 7→ (x
−1
Γg ,Γλg) .
Since the elements Γλg, for g ∈ In, λ ∈ Λ − {e}, enumerate In − In−1, it follows from Lemma 4
that the random variables
{X → K : x 7→ x−1Γg xΓλg | g ∈ In, λ ∈ Λ− {e} }
are independent, only depend on the coordinates xi, |i| ≤ n, and are independent of the coordinates
xi, |i| ≤ n − 1. In combination with (13), it follows that (12) is indeed a family of independent
random variables.
Denote by B0 the smallest σ-algebra on X/K for which all the functions x 7→ ρ(g · x), g ∈ Γ ∗ Λ,
are B0-measurable. Formula (13) and an induction on n show that x 7→ x
−1
Γe xi is B0-measurable
for every i ∈ Γ\Γ ∗ Λ with |i| ≤ n. Hence, B0 is the entire σ-algebra on X/K.
Theorem B will be an immediate corollary of the following general result.
Theorem 9. Let Γi, i = 0, 1, be countable groups and K a nontrivial second countable compact
group equipped with its normalized Haar measure. Assume that Γi y K
Γi/K is isomorphic with
the Bernoulli action Γi y Y
Γi
i with base space (Yi, µi). Write G := Γ0 ∗ Γ1. Then G y K
G/K is
isomorphic with the Bernoulli action Gy (Y0 × Y1)
G with base space Y0 × Y1.
Proof. Put A := KΓ0 and denote by α the action Γ0 ×K
α
y A where Γ0 shifts the indices and K
acts by diagonal left translation. Put B := Y Γ00 ×K and denote by β the action Γ0×K
β
y B where
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Γ0 only acts on the factor Y
Γ0
0 in a Bernoulli way and K only acts on the factor K by translation.
Our assumptions say that Γ0 y A/K and Γ0 y B/K are isomorphic actions. We apply Theorem
2 to these two actions of Γ0.
So denote G = Γ0 ∗ Γ1 and denote by G y A˜, resp. G y B˜, the co-induced actions of Γ0 y A,
resp. Γ0 y B, to G. Note that these actions come together with natural actions K y A˜ and
K y B˜ that commute with G-actions. By Theorem 2, the actions G y A˜/K and G y B˜/K are
isomorphic.
We now identify the actions G × K y A˜ and G × K y B˜ with the following known actions.
First, the action G × K y A˜ is canonically isomorphic with G × K y KG where G acts in a
Bernoulli way and K acts by diagonal left translation. Secondly, using Remark 1.3, the action
G × K y B˜ is isomorphic with the action G × K y Y G0 × K
Γ0\G where G acts diagonally in a
Bernoulli way and K only acts on the second factor by diagonal left translation. In combination
with the previous paragraph, it follows that the action Gy KG/K is isomorphic with the diagonal
action Gy Y G0 × (K
Γ0\G)/K.
From Lemma 8, we know that G y (KΓ0\G)/K is isomorphic with the co-induced action of
Γ1 y K
Γ1/K to G. Since we assumed that Γ1 y K
Γ1/K is isomorphic with the Bernoulli action
Γ1 y Y
Γ1
1 , it follows that G y (K
Γ0\G)/K is isomorphic with the Bernoulli action G y Y G1 .
In combination with the previous paragraph, it follows that G y KG/K is isomorphic with the
Bernoulli action Gy (Y0 × Y1)
G.
Proof of Theorem B
Proof of Theorem B. Since the action Λi y K
Λi/K arises as the factor of a Bernoulli action and
Λi is amenable, it follows from [OW86] that Λi y K
Λi/K is isomorphic with a Bernoulli action
Λi y Y
Λi
i . Repeatedly applying Theorem 9, it follows that Γ y K
Γ/K is isomorphic with the
Bernoulli action Γy (Y1 × · · · × Yn)
Γ.
The special case Γ = Fn is a very easy generalization of [OW86, Appendix C.(b)]. Denote by x 7→ x
the quotient map from KFn to KFn/K. Denote by a1, . . . , an the free generators of Fn. Define the
measurable map
θ : KFn/K → (K × · · · ×K)Fn : θ(x)g = (x
−1
g xa1g, . . . , x
−1
g xang) .
We shall prove that θ is an isomorphism between Fn y K
Fn/K and Fn y (K × · · · ×K)
Fn . First
note that θ is indeed Fn-equivariant. It remains to prove that
{x 7→ x−1g xaig | i = 1, . . . , n , g ∈ Fn} (14)
is a family of independent random variables on KFn/K that generate up to null sets the whole σ-
algebra of KFn/K. Denote by |g| the word length of an element g ∈ Fn. Define for i ∈ {1, . . . , n},
ε = ±1 and k ∈ N, the subsets Ii,εk ⊂ Fn given by
Ii,εk :=
{
g ∈ Fn
∣∣ |g| = k , |aεi g| = k + 1} .
If |g| = k and |aig| = k − 1, we compose the random variable x 7→ x
−1
g xaig by the map K → K :
y 7→ y−1 and observe that aig ∈ I
i,−1
k−1 . So we need to prove that
{x 7→ x−1g xaεi g | i = 1, . . . , n , ε = ±1 , k ∈ N , g ∈ I
i,ε
k } (15)
is a family of independent random variables that generate up to null sets the whole σ-algebra of
KFn/K.
Write Ik = {g ∈ Fn | |g| ≤ k} and fix k ∈ N. We apply Lemma 4 to the countable set Ik+1 − Ik,
the direct product
Z := KIk ×KIk+1−Ik
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and the family of maps ωi,ε,g : Z → K × (Ik+1 − Ik) indexed by the set
F := {(i, ε, g) | i = 1, . . . , n , ε = ±1 , g ∈ Ii,εk } ,
only depending on the coordinates xi, i ∈ Ik, and given by
ωi,ε,g : x 7→ (x
−1
g , a
ε
i g) .
Since the elements aεi g with (i, ε, g) ∈ F enumerate Ik+1 − Ik, it follows from Lemma 4 that
{x 7→ x−1g xaεi g | i = 1, . . . , n , ε = ±1 , g ∈ I
i,ε
k } is a family of independent random variables
that are independent of the coordinates xh, |h| ≤ k. By construction, these random variables only
depend on the coordinates xh, |h| ≤ k+1. This being proven for all k ∈ N, it follows that (15) is a
family of independent random variables. Hence the same is true for (14). These random variables
can be easily seen to generate up to null sets the whole σ-algebra of KFn/K.
Appendix: essentially free actions of locally compact groups
A p.m.p. action of a second countable locally compact group G on a standard probability space
(X,µ) is an action of the group G on the set X such that G ×X → X : (g, x) 7→ g · x is a Borel
map and such that for all g ∈ G and all Borel sets A ⊂ X, we have µ(g ·A) = µ(A).
For every x ∈ X, we define the subgroup Stabx of G given by Stabx = {g ∈ G | g · x = x}. For
the sake of completeness, we give a proof for the following folklore lemma.
Lemma 10. Let Gy (X,µ) be a p.m.p. action of a second countable locally compact group G on
a standard probability space (X,µ), as above.
1. The set X0 := {x ∈ X | Stabx = {e} } is a G-invariant Borel subset of X.
2. Assume that µ(X0) = 1 and that G is compact. Denote by m the normalized Haar measure
on G. There exists a standard probability space (Y0, η) and a bijective Borel isomorphism
θ : G × Y0 → X0 such that θ(gh, y) = g · θ(h, y) for all g, h ∈ G, y ∈ Y0, and such that
θ∗(m× η) = µ.
A p.m.p. action G y (X,µ) is called essentially free if the Borel set {x ∈ X | Stabx = {e}} has
measure 1.
Proof. By [Va62, Theorem 3.2], there exists a continuous action of G on a Polish space Y and an
injective Borel map ψ : X → Y satisfying ψ(g · x) = g · ψ(x) for all g ∈ G and x ∈ X. Since ψ
is injective, ψ(X) is a Borel subset of Y and ψ is a Borel isomorphism of X onto ψ(X) (see e.g.
[Ke95, Theorem 15.1]). So, we actually view X as a G-invariant Borel subset of Y .
To prove 1, fix a sequence of compact subsets Kn ⊂ G− {e} such that G − {e} =
⋃∞
n=1Kn. Also
fix a metric d on Y that induces the topology on Y . Define
fn : X → R : fn(x) = min
g∈Kn
d(g · x, x) .
Whenever Fn ⊂ Kn is a countable dense subset, we have fn(x) = infg∈Fn d(g · x, x), so that fn is
Borel. Since Stabx = {e} if and only if fn(x) > 0 for all n, statement 1 follows.
To prove 2, assume that µ(X0) = 1 and that G is compact. Since G acts continuously on Y and
G is compact, all orbits G · y are closed. By [Ke95, Theorem 12.16], we can choose a Borel subset
Y1 ⊂ Y such that Y1 ∩G · y is a singleton for every y ∈ Y . Define Y0 := Y1 ∩X0. By construction,
the map
θ : G× Y0 → X0 : θ(g, y) = g · y
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is Borel, bijective and satisfies θ(gh, y) = g · θ(h, y) for all g, h ∈ G and y ∈ Y0. Then also θ
−1 is
Borel (see e.g. [Ke95, Theorem 15.1]). The formula η0 := (θ
−1)∗(µ) yields a G-invariant probability
measure on G × Y0. Defining the probability measure η on Y0 as the push forward of η0 under
the quotient map (g, y) 7→ y, the G-invariance of η0 together with the Fubini theorem, imply that
η0 = m× η.
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