Recently, an analogue over Fq[T ] of Landau's Theorem on sums of two squares was considered by Bary-Soroker, Smilansky and Wolf [10] . They counted the number of monic polynomials in Fq[T ] of degree n of the form A 2 + T B 2 , which we denote by B(n, q). They studied B(n, q) in two limits: fixed n and large q, and fixed q and large n. We generalize their result to the most general limit q n → ∞. More precisely, we prove
Introduction
Let b(n) be the characteristic function of integers that are representable as a sum of two squares and let
be the number of such integers up to x. Landau's Theorem [9] gives an asymptotic formula for B(x):
where
is the Landau-Ramanujan constant.
A polynomial analogue of the function B(x), which we describe below, was studied by Bary-Soroker, Smilansky and Wolf [10] . Let q be an odd prime power, and F q denote the field of q elements. Denote by M n,q the set of monic polynomials in F q [T ] of degree n, by M q = ∪ n≥0 M n,q the set of all monic polynomials in F q [T ] and by P q the set of monic irreducible polynomials in F q [T ] .
For a polynomial f ∈ M n,q we define the characteristic function
0 otherwise (1.4) and the counting function B(n, q) = f ∈Mn,q b q (f ). (1.5) In [10, Thm. 1.2,1.3], the asymptotic behaviour of B(n, q) was studied in two limits: fixed n and large q, and fixed q and large n: B(n, q) = 2n n 4 n · q n + O n (q n−1 ), q → ∞, (1.6)
P ∈Pq:( P T )=−1
(1 − q −2 deg P )
The authors of [10] write "We do not know of an asymptotic formula for B(n, q) in any more general sub-limits of q n → ∞". We prove an asymptotic formula in the most general limit q n → ∞.
Theorem 1.1. 9) and the implied constant is absolute.
We also investigate the constant K q , which turns out to be an analytic function of q −1 .
Remark 1.2.
To see that Theorem 1.1 is consistent with (1.6) and (1.7), note that 10) and that by (1.8),
Our methods differ from those used in [10] , and are based on explicit estimates for the coefficients of a certain class of generating functions. Another advantage of our methods, is that they apply to other problems, see §2.
Prime Factors of Even Degree
Suppose we want to count "ordinary" sums of two squares in F q [T ], i.e. elements of the form A 2 + B 2 . If q ≡ 1 mod 4, then √ −1 ∈ F q , and so A 2 + B 2 = (A + √ −1B)(A − √ −1B). Given f ∈ F q [T ], we have f = (
2 ) 2 , and so every polynomial is of the form A 2 + B 2 . If q ≡ 3 mod 4, Leahey [20] has
shown that the polynomials of the form A 2 + B 2 are those whose prime factors of odd degree appear only with even multiplicity. This raises the problem of estimating the number of monic polynomials of a given degree in the following set, which makes sense for any prime power q: S 1 (q) = {f ∈ M q : P | f and 2 ∤ deg P =⇒ 2 | v P (f )}, (2.1) where v P (f ) is the multiplicity of P in f . Let B 1 (2n, q) = #{f ∈ S 1 (q) : deg f = 2n}. (2.2) Chuang, Kuan and Yu [14] considered two natural variations on S 1 (q). The first is the subset of S 1 (q) of polynomials with no odd-degree prime factors:
S 2 (q) = {f ∈ M q : P | f =⇒ 2 | deg P }, B 2 (2n, q) = #{f ∈ S 2 (q) : deg f = 2n}. (2. 3)
The second is the subset of squarefree polynomials in S 2 (q):
S 3 (q) = {f ∈ M q : P | f =⇒ 2 | deg P and P 2 ∤ f }, B 3 (2n, q) = #{f ∈ S 3 (q) : deg f = 2n}. (2.4)
The motivation for studying S 2 (q), S 3 (q) is the following. Assume that q is odd. As observed by Artin [15] in his study of quadratic extensions of F q (T ), the analogue over F q [T ] of a fundamental discriminant is a squarefree monic polynomial D. The negative Pell equation asks for the solubility of
where γ q is a generator of F × q . By considering (2.5) modulo a prime factor P of D, we find γ q P = 1, (2.6) where
• P is the Legendre symbol modulo P . By quadratic reciprocity, (2.6) implies that P has even degree. Thus, the negative Pell equation has no solution for a given fundamental discriminant D of degree 2N unless D is among those B 3 (2N, q) polynomials counted in (2.4) .
The problem of estimating, in the limit n → ∞, the proportion in B 3 (2n, q) of the discriminants D for which (2.5 The asymptotics of B 2 (2n, q), B 3 (2n, q) in the limit n → ∞ are given in [14, Thm. 1,2]:
where C q,2 and C q,3 are positive constants, given explicitly in [14, Thm. 1,2] as infinite products. We modify the main term of (2.7) to obtain an asymptotic formula in the general limit q n → ∞.
Theorem 2.1. For any positive integer n, 10) where the implied constants are absolute. Moreover,
Higher Genus
The paper [14] also considers an higher genus analogue of S 2 (q), S 3 (q). Consider a function field K with finite constant field F q , i.e. K is a finitely generated field extension of transcendence degree one over F q and F q is algebraically closed in K. For each place v of K, the residue field at v is denoted by F v which has cardinality q v . The degree deg v of v is [F v : F q ]. Let K r be the fixed constant field extension over K of degree r. Let Div(K) be the divisor group of K. We adopt the multiplicative notation so that every element m in Div(K) is written as
is the degree of m. A divisor m is said to be positive if ord v (m) ≥ 0 for every place v of K. The set of positive divisors is denoted by Div ≥0 (K). Given positive integers n ≥ 1, ℓ ≥ 1, r ≥ 2, the following sets of positive divisors were studied in [14] :
14)
The asymptotics of
in the limit n → ∞ are given in [14, Thm. 3, 4] : 18) where C r,K and C r,ℓ,K are positive constants, given explicitly in [14, Thm. 3, 4] as infinite products. We modify the main terms of (2.18) to obtain asymptotic formulas which hold in a more general range of parameters.
Theorem 2.2. Let K be a function field with constant field F q . Let g K be the genus of K, and define 20) as long as
Remark 2.3. In Theorem 2.2, the expression
. By [21, Eq. 14],
, and
From the proof of Theorem 2.2 we deduce the following corollary.
Corollary 2.4. Let {K i } i≥1 be a sequence of function fields with constant fields F qi . Let g Ki be the genus of
and lim be the number of polynomials of degree n in the semigroup G a,m . What bounds are satisfied by S(n; a, m)? Although studying S(n; a, m) is interesting for its own sake, the case a = 1 is an important ingredient in the proof of the following theorem of Thorne 
Prime Factors in an Arithmetic Progression
of degree at most D, where k satisfies
.
(2.28)
Here "consecutive" is to be understood with respect to lexicographic order. Thorne's proof uses the following asymptotic formula, Corollary of a result of Manstavičius and Skrabutėnas [6, Thm. 1]:
where C a,m = lim
As remarked after [11, Lem. 3.5] , making (2.29) effective allows one to determine the constant D ′ appearing in Theorem 2.5. We establish the following version of (2.29). we have
where the implied constant is (at most) 48.
Methods
Let q be a prime power, and let F q [T ] be the polynomial ring over the finite field F q . Denote by π q (n) the number of irreducible monic polynomials in F q [T ] of degree n.
be a multiplicative semigroup generated by (possibly infinitely many) mutually coprime monic polynomials. Let g(n) be the number of generators of degree n. The coefficients of the generating function
count how many polynomials in G are of a specified degree. Via logarithmic differentiation, we may express F G (x) as the formal power series
is the semigroup of monic polynomials, generated by monic irreducible polynomials, the corresponding function ψ Mq is the weighted prime-counting function
It turns out that for many semigroups that occur in counting problems, ψ G satisfies the following bound, where α, β, c 1 , c 2 are some real numbers satisfying α > β > 0:
The bound (3.5) insures that we can write F G as a product of two analytic functions, with radii of convergence at most α and exactly β, respectively:
In particular, the radii of convergence are distinct. The problem of estimating the coefficients of a product of two functions with different radii of convergence has been studied previously. First, we introduce a useful piece of notation. For a power series Theorem 3.1. Let a(x) = a n x n and b(x) = b n x n be two power series with radii of convergence α > β ≥ 0, respectively. Assume that bn−1 bn → β as n tends to ∞, and that a(β) = 0. Then the coefficients of the product f (x) = a(x) · b(x) satisfy the following, as n tends to ∞:
Theorem 3.1 is proved using calculus. Applying Theorem 3.1, we solve the problem of estimating [x n ]F G (x) as n tends to ∞ and q is fixed, under assumption (3.5):
Theorem 3.1 does not give information on the rate of convergence. A method, due to Darboux, gives a more informative estimate for certain b's [3, Thm. 11.10b].
be two power series with radii of convergence α > β ≥ 0, respectively. Fix an integer m ≥ 0. Then the coefficients of the product f (x) = a(x) · b(x) satisfy the following, as n tends to ∞:
Most proofs of Theorem 3.2 use contour integration, although an elementary proof was found by Knuth and Wilf [4] . Using (3.6), Theorem 3.2 gives an asymptotic expansion of [x n ]F G (x), as n tends to ∞, in all of this paper's applications.
Methods similar to Theorem 3.2 were used to study semigroup counting problems related to finite fields in the limit n → ∞ and q fixed, see the papers [5, 6] and the monographs [7, 8] .
Our objective is to establish results on the magnitude of [x n ]F G (x) in the limit q n → ∞, for which Theorem 3.2 is not suitable. To do so, we need to work out the dependency of the error term in (3.10) on the parameters a, b. This is done in the following theorem, under additional restrictions influenced by (3.5).
two power series, with radii of convergence at least α and exactly β, respectively. Assume that α > β > 0.
Further assume that there is a positive number c 2 such that
Fix an integer m ≥ 0. For an integer n > m, write the n'th coefficient
where (x) n := x(x − 1) · · · (x − (n − 1)) is the falling factorial. For m = 0, the implicit constant in (3.14) is (at most) 24.
We also establish the following effective corollary.
Corollary 3.4. Let a, b, α, β be as in Theorem 3.3, and assume that they satisfy (3.11), (3.12) . Let
For n large enough, specifically
we have
Remark 3.5. In all of our applications, the Riemann Hypothesis for Function Fields shows that β −1 is a of the form q c for some positive integer c depending on the application and α −1 is the square root of β −1 . Thus, r = β α = q −c/2 , which has two implications. First, (3.11) is satisfied. Second,
which by (3.15) shows that as q tends to ∞, the relative error term E tends to 0.
Remark 3.6. Assumption (3.12) implies that
In particular, we get the bound a(β) = exp (O(c 2 r)).
be the set of monic polynomials of the form A 2 + T B 2 . By [10, Thm. 2.5], a monic irreducible polynomial f is in G q if and only if the multiplicity of any monic irreducible polynomial P of the form P T = −1 in the factorization of f is even. In other words, G q is the semigroup generated by the following set of mutually coprime polynomials:
→ C denote the quadratic character modulo T :
For any set S ⊆ {−1, 0, 1}, let π q (n; χ 2 , S) count the monic irreducible polynomials P of degree n in F q [T ] such that χ 2 (f ) ∈ S. For s ∈ {−1, 0, 1}, we write π q (n; χ 2 , s) for π q (n; χ 2 , {s}). It follows that the generating function F Gq of B(n, q) is
If we set
As before, one sees that
In §4.1 we obtain a closed-form expression for ψ Gq (n). In particular, we find that 9) and, as we saw in (3.6), we may write F Gq as a product of two power series with distinct radii of convergence:
gives the asymptotics of B(n, q).
Proof of Theorem 1.1
First, we obtain an explicit formula for e n . We write the (formal) zeta function of F q [T ] and its Euler product:
We have π q (n) = π q (n; χ 2 , {0, 1}) + π q (n; χ 2 , −1), and so logarithmic differentiation of (4.12) gives
We consider the (formal) L-function of the quadratic character χ 2 :
On the one hand, L Fq[T ] (u, χ 2 ) is actually the constant polynomial 1, as half of the elements of F × q are squares and half are non-squares:
On the other hand, since χ 2 is completely multiplicative, L Fq[T ] (u, χ 2 ) admits the following Euler product:
πq(n;χ2,−1)
Comparing (4.15) and (4.16), we have the following identity:
We take the logarithmic derivative of (4.17) , and obtain the following by comparing coefficients:
Using (4.13), we simplify (4.18):
Let v 2 (n) be the exponent of the greatest power of 2 that divides n.
Using (4.13) and (4.20), we find
, using definition (4.4) and (4.20), (4.21):
By (4.22) , the exact value of e n , as defined in (4.8), is
In particular, e n satisfies 1 2
We establish Theorem 1.1 with K q = a(q −1 ). For n = 1, Theorem 1.1 is immediate since B(1, q) = 
and so
as needed. Now assume that n > 1. We may use Theorem 3.3 with m = 1 and the functions a, b as defined in (4.11), which satisfy a · b = F Gq as we have seen in (4.10). By (4.24), the parameters for Theorem 3.3 are
We get the following estimate on B(n, q): Remark 4.1. We show that B(n, q) is a polynomial in q of degree n, and explain how to compute its first d coefficients. From definition (4.3) and identity (4.10), we get
(4.30)
From (4.23) we see that e n is a polynomial in q of degree ≤ ⌊ n 2 ⌋. Thus, the n'th coefficient of
is also a polynomial in q of degree ≤ ⌊ n 2 ⌋. Hence, for any i ≤ n, 
The Constant K q
We study the constant appearing in the main term of Theorem 1.1, K q . In (1.8), the constant is expressed as the following Euler product:
We provide another expression, which is the polynomial analogue of the following similar expression obtained in the integer setting independently in [22, 23] :
n s and where χ is the principal character modulo 4. Although the method of derivation of (4.35) applies mutatis mutandis to the polynomial setting, we do it slightly differently. In the process we obtain a functional equation for F Gq (x). Lemma 4.2. Let A(x) = exp n≥1 anx n n be a formal power series. Let b n = a n − a n/2 2 | n a n 2 ∤ n and 
so it suffices to show
which follows from the definition of b n .
Applying Lemma 4.2 to A = F Gq , we find
Using the formula ψ Gq (n) =
(see (4.23)) we find
and
This functional equation determines F Gq (x) uniquely, assuming F Gq is a power series with F Gq (0) = 0.
Applying Lemma 4.2 to
Plugging x = q −1 in (4.45) gives the following identity:
which shows that K q is an analytic function of q −1 .
Next we discuss the the analogy between (4.47) and (4.35). Define |f | = q deg f , and put
One may rearrange the terms of the product in (4.47) in a way that gives an expression which is analogous to (4.35):
Second-Order Term for Fixed q
In the integer setting, Shanks [22] computed numerically the coefficient c appearing in the following expansion:
and found that c ≈ 0.581948659. We study a similar problem in the polynomial setting. Equation (4.28) shows that in the limit n → ∞, we may expand B(n, q) as follows:
We give a formula for the constant
using the exact formula (4.23) for e n :
In particular, (4.53) gives the following estimate for c q :
Proof of Theorem 2.1
We only prove estimate (2.8), as (2.9), (2.10) are proven mutatis mutandis. Let q be a prime power. As explained in the beginning of §2, for q ≡ 3 mod 4, the set S 1 (q) defined in (2.1) is the set of monic polynomials of the form A 2 + B 2 , although we study it for any prime power q. By definition, S 1 (q) is the multiplicative semigroup of F q [T ] generated by the following set of mutually coprime polynomials:
It follows that the generating function of B 1 (2n, q) (counting function of S 1 (q), defined in (2.2)) is
then F S1(q) assumes the form
We evaluate ψ S1(q) (n). Let v 2 (n) be the exponent of the greatest power of 2 that divides n. By (5.6) and (3.4), we have
By (3.4) and (5.7), we find
If we define
we see by (5.7) that
As we saw in (3.6), we may write F S1(q) as a product of two power series with distinct radii of convergence:
We may apply Theorem 3.3 with m = 0 and
By (5.10), the parameters for Theorem 3.3 are
By Theorem 3.3 we find
This establishes (2.8) with
By Remark 3.6,
which concludes the proof.
The Constant C q,1
We study the constant appearing in the main term of (2.8), C q,1 . First, we show how we may express it as a product over primes. By (5.11) (5.12), and (5.13),
for any |x| < q −2 . Letting x → q −2 − in (5.17) and using (5.15), we get
For 0 < x < q −2 , b has the following Euler product: 
By (5.18), (5.20) and the Euler product for F S1(q) given in (5.2), we get the following expression for C q,1 :
We provide another expression for C q,1 . Applying Lemma 4.2 to A(x) = exp n≥1 fnx n n , we find
where 
which equals
The identity (5.24) may be written differently as an expression which is analogous to (4.35):
Second-Order Term for Fixed q
Consider the functions a, b defined in (5.12). By (5.11), the product a · b is the generating function of B 1 (2n, q). Hence, if we apply Theorem 3.3 with m = 1 to the functions a, b, we find that in the limit n → ∞, we may expand B 1 (2n, q) as follows:
We give a formula for the constant c
i≥1 f i q −2i using the exact formula (5.9) for f n : 
Counting Divisors over Function Fields
Here we prove Theorem 2.2 and Corollary 2.4. First, we prove an auxiliary lemma.
Counting Primes
Lemma 6.1. Let K be a function field with finite constant field F q , i.e. K is a finitely generated field extension of transcendence degree one over F q and F q is algebraically closed in K. For any n ≥ 1, let
Given integers r ≥ 2, ℓ ≥ 1, define the following functions:
where the implied constants are (at most) 16 and 42, respectively.
Proof. The zeta function of K is
The function ζ K (u) is a rational function in u of the form
where L K is a polynomial with L K (0) = 1 and of degree twice the genus of K, 2g K . The Riemann Hypothesis for ζ K , proved by Weil, shows that the absolute value of the roots of L K is q −1/2 [1, Thm. A.7] . Hence, taking the logarithmic derivative of (6.8), (6.9) and equating coefficients, we find
with implied constant (at most) 3. We estimate ψ r,K (n) as follows, using (6.10):
(6.12) Combining (6.11), (6.12), we get (6.6) with an implied constant 3 + 13 = 16. We now prove (6.7). Note that (6.10) implies
If ℓ + 1 ∤ rn, then ψ r,ℓ,K (n) = ψ r,K (n), and (6.7) is established. Otherwise, by (6.13),
(6.14)
If ℓ = 1, then (6.14) gives
By (6.15) and (6.6), estimate (6.7) is established with the absolute constant 16+16=32. If ℓ > 1, then (6.14) gives
Note that for any positive x.
Using (6.17) with x = rn in (6.16), we get
By (6.15) and (6.6), estimate (6.7) is established with the absolute constant 16 + 8 · 6 e ln 2 ≤ 42.
Proof of Theorem 2.2
The generating function F r,K of {B 2 (rn, r, K)} n≥0 is, by definition, 19) where π K is defined in (6.1) and ψ r,K is defined in (6.2). The generating function F r,ℓ,K of {B 3 (rn, r, ℓ, K)} n≥0 is, by definition,
We may rearrange (6.20) as follows:
where f r,ℓ,K and ψ r,ℓ,K are defined in (6.3) and (6.4), respectively. The estimates (6.6), (6.7) of Lemma 6.1 show that we may write F r,K , F r,ℓ,K as
where the implied constant in (6.24) is (at most) 42. We apply Corollary 3.4 to a 1 , b and a 2 , b, with the following parameters, given by (6.23), (6.24):
We get that the estimates (2.19), (2.20) of Theorem 2.2 hold with an absolute implied constant, as long as n ≥ max{2 ·
Proof of Corollary 2.4
We continue from (6.24). We apply Theorem 3.3 with m = 0 to a 1 , b and a 2 , b. We find
(6.27)
Let K i /F qi be a sequence of function fields satisfying the conditions of Corollary 2.4. We denote the functions a 1 , a 2 corresponding to K i by a 1,Ki , a 2,Ki , in order to emphasize the dependence of a 1 , a 2 on K i . In this new notation, (6.27) gives (1 − x n ) −πq(n;a,m) . (7.1)
We estimate ψ Ga,m (n). By a result of Wan [19, Thm. 5 .1],
Hence,
(7.6) By (7.5) and (7.6),
Hence we may write
The conditions of Corollary 3.4 then hold with the following parameters: By plugging the parameters (7.10) in (7.11), and replacing ln(q) with the lower bound ln(2), the range ( (2) ln (2) with the upper bound 6 deg(m) + 30, Theorem 2.6 follows.
Asymptotics
Here we prove Theorem 3.3, a theorem in analysis on which we relied in previous sections, and whose proof implies Corollary 3.4. We break the proof into several auxiliary lemmas.
Basic Identities and Inequalities
Lemma 8.1. For any c 1 / ∈ Z and integers n ≥ i ≥ 0, the following identity holds:
Proof. Define the forward difference operator ∆(f )(
we have ∆(f )(x) = 
On the other hand, we have in general
Plugging x = −c 1 in (8.2), (8.3) and comparing the results, we get
Dividing both sides of (8.4) by (−1)
n , we get
The proof concludes by observing
The following bound holds for any m < i ≤ n and c 1 ∈ (0, 1):
Proof. Since
we can bound the LHS of (8.7) from above by
The case i < n follows by observing that each of the terms in the sum in (8.9) is ≤ 1.
For the case i = n, note that the RHS of (8.8) is equal to
The term k = n in (8.10) gives ( n k ) (
. The sum of the rest of the terms is bounded from above by
as needed.
= a n x n be a power series satisfying (3.12) for some α, c 2 > 0.
We have the following for any i ≥ 0 and any 0 ≤ x < α:
Proof. Property (3.12) allows us to bound |a (i) (x)| from above by |G (i) (x)| for 0 ≤ x < α, where
By repeated differentiation and using (−c 2 ) i = (c 2 + i − 1) i (−1) i , we find 
Thus, to prove (8.16) , it is enough to show that Note that g(t) − t is monotone increasing for t > 0, since
In particular, ∀t ≥ 0 : g(t) ≥ t (8.22) and g(t) is monotone increasing for in [0, ∞). We split the proof of (8.19) into two cases. If t ≤ 4, then by as needed.
Main Sum Inequality
Lemma 8.5. Let a(x) = exp n≥1 anx n n = a n x n be a power series satisfying (3.12) for some α, c 2 > 0.
Let β > 0 be a real number such that r = β α satisfies (3.11). Let 0 ≤ m < n and define
For m = 0, the implicit constant in (8.26 ) is (at most) 24.
Proof. We split S 1 = S ′ + S ′′ into two parts, according to i = n and i < n: 
