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Аннотация 
Предлагается непараметрический алгоритм автоматической классификации статисти-
ческих данных большого объёма. Основу алгоритма составляет процедура оптимальной 
дискретизации области значений случайной величины. Под классом понимается компакт-
ная группа наблюдений случайной величины, соответствующих одномодальному фраг-
менту плотности вероятности. Рассматриваемый алгоритм автоматической классифика-
ции основан на «сжатии» исходной информации на основе декомпозиции многомерного 
пространства признаков. В результате статистическая выборка большого объёма преобра-
зуется в массив данных, составленный из центров многомерных интервалов дискретиза-
ции и соответствующих им частот принадлежности случайных величин. Для обоснования 
процедуры оптимальной дискретизации используются результаты исследования асимпто-
тических свойств регрессионной оценки плотности вероятности ядерного типа. Из усло-
вия минимума среднеквадратического отклонения регрессионной оценки плотности веро-
ятности определяются оптимальные количества интервалов дискретизации области зна-
чений одномерной и двухмерной случайных величин. Полученные результаты обобщают-
ся на дискретизацию области значений многомерной случайной величины. Формула оп-
тимальной дискретизации содержит составляющую, которая характеризуется нелинейным 
функционалом от плотности вероятности. Устанавливается аналитическая зависимость 
обнаруженной составляющей от коэффициента контрэксцесса одномерной случайной ве-
личины. Для независимых компонент многомерной случайной величины определяется 
методика расчёта оценок оптимального количества интервалов дискретизации случайных 
величин и их длин. На этой основе разрабатывается непараметрический алгоритм автома-
тической классификации, который основан на последовательной процедуре проверки 
близости центров многомерных интервалов дискретизации и соотношений между часто-
тами принадлежности случайных величин из исходной выборки этим интервалам. Для 
дополнительного повышения вычислительной эффективности предлагаемого алгоритма 
автоматической классификации используется многопоточный метод его программной ре-
ализации. Практическая значимость разработанных алгоритмов подтверждается результа-
тами их применения при обработке данных дистанционного зондирования. 
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Введение 
Обнаружение компактных групп наблюдений в 
статистических данных является первоначальной за-
дачей исследования закономерностей, свойственных 
объектам различной природы, которая решается ал-
горитмами автоматической классификации. Система-
тизация методов автоматической классификации 
представлена в работах [1, 2]. 
Активно развивается направление синтеза алго-
ритмов автоматической классификации, направленных 
на обнаружение компактных групп наблюдений (клас-
сов), соответствующих одномодальным фрагментам 
плотности вероятности признаков исследуемых объек-
тов. Подобное определение класса было введено 
Я.З. Цыпкиным [3] и развито в работах В.И. Васильева 
с использованием непараметрической оценки плотно-
сти вероятности случайных величин [4]. 
В работах [5] обоснована возможность решения 
задачи автоматической классификации в рамках зада-
чи распознавания образов с помощью итерационной 
процедуры последовательного непараметрического 
оценивания байесовских уравнений разделяющих по-
верхностей между классами, которые соответствуют 
одномодальным симметричным фрагментам совмест-
ной плотности вероятности распределения признаков 
классифицируемых объектов. Предложенный подход 
развит при решении задачи автоматической класси-
фикации в условиях больших объёмов статистиче-
ских данных [6]. Его идея состоит в «сжатии» исходной 
информации путём декомпозиции пространства призна-
ков в массив данных, состоящий из центров многомер-
ных интервалов дискретизации и соответствующих им 
частот принадлежности случайных величин. 
Цель данной статьи состоит в развитии непара-
метрических алгоритмов автоматической классифи-
кации статистических данных большого объёма для 
обнаружения классов, соответствующих одномодаль-
ным фрагментам плотности вероятности. Их синтез 
основан на использовании новой методики декомпо-
зиции области значений многомерной случайной ве-
личины и применении технологии параллельных вы-
числений при разработке программных средств ана-
лиза данных дистанционного зондирования. 
Методика дискретизации области значений 
многомерной случайной величины 
Для анализа законов распределения многомерных 
случайных величин ( , 1, )vx x v k   в условиях ста-
тистических данных ( , 1, )iV x i n   большого объё-
ма n используется модификация непараметрической 
оценки плотности вероятности ( )p x  [7]. Синтез 
( )p x  основан на «сжатии» исходной информации V 
путём декомпозиции пространства значений 
( , 1, )vx v k  на многомерные интервалы. В результа-
те исходная выборка V преобразуется в массив дан-
ных ( , , 1, )j jV z P j N  , составленный из центров 
( , 1, )j jvz z v k   многомерных интервалов дискрети-
зации в количестве N и соответствующих им частот 
jP появления случайных величин. Полученные дан-
ные V  позволяют оценить плотность вероятности 
p (x) многомерной случайной величины 






















 . (1) 
Ядерные функции Ф(uv) в статистике (1) удовле-
творяют условиям: 
   v vu u    ,  0 vu    , 
   1v vu du


  ,  2 1v v vu u du


  , 
 mv v vu u du


   , 0 m   ,  
1,v k . 
Коэффициенты размытости cv = cv (n), 1, ,v k  
ядерных функций убывают с ростом объёма n исход-
ных статистических данных. 
Рассматриваемая непараметрическая оценка плот-
ности вероятности (1) относится к семейству норми-
рованных функций, обладает свойствами асимптоти-
ческой несмещённости и состоятельности. 
Из условия минимума асимптотического выраже-
ния среднеквадратического отклонения ( )p x  от p (x) 
по значению N получены оптимальные формулы дис-
кретизации области значений одномерной и двухмер-
ной случайных величин [8, 9]. В частности, для одно-
мерной случайной величины предлагаемая формула 
близка к формуле Гаеде и совпадает с ней при оцени-
вании плотности вероятности с равномерным зако-
ном распределения x. Разработанная методика была 
использована при определении оптимального количе-
ства *kN  интервалов дискретизации области значений 
многомерной случайной величины 
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     
 
 
    (2) 
где v – длина интервала значений xv, 1,v k . Коэф-
фициент (k) = (2k – 1) / k 2  1 и его значения умень-
шаются с ростом размерности k случайной величины. 
В работе [10] вычисляются оптимальные количе-
ства интервалов дискретизации для плотностей веро-
ятностей конкретного вида (равномерные, нормаль-
ные, экспоненциальные) и отмечается перспектив-
ность создания общей методики. 
Предположим, что случайные величины xv, 
1, ,v k  независимые. Тогда выражение (2) запишет-
ся в виде 
Непараметрический алгоритм автоматической классификации… Зеньков И.В., Лапко А.В., Лапко В.А., Им С.Т., Тубольцев В.П., Авдеенок В.Л. 










































        
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 . (3) 
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может быть оценено по значению коэффициента 
контрэксцесса v функциональными зависимостями 
  4 3 22 31,27 62,73 46,34 16,18 3,8v v v v vW           ,(4) 
либо 
  -0,3862 1,06v vW    . (5) 
В этих условиях средняя относительная ошибка 
аппроксимации для модели (4) определяется значени-
ем 0,0275, а для модели (5) – 0,037. Оценивание ко-
эффициента контрэксцесса v осуществляется по 
каждой компоненте xv, 1,v k . 
Тогда методика дискретизации области значений 
случайной величины ( , 1, )vx x v k   на многомер-
ные интервалы предполагает выполнение следующих 
действий: 
1. По исходным статистическим данным 
( , 1, )iV x i n   определить оценки v  длин ин-
тервалов изменения значений случайных величин 
как разности между минимальными и максималь-
ными значениями ivx , 1, ,i n  и оценить коэффи-
циенты контрэксцесса 








































  , 1,v k . 
2. Используя формулу (4) либо (5), вычислить 
оценку константы  2 vW  , 1,v k . 
3. По значениям v ,  2 vW  , 1,v k , n и k в соот-
ветствии с выражением (3) определить количество 
интервалов дискретизации случайных величин 
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и их длину 
 *v v N v   , 1,v k . 
Непараметрический алгоритм обнаружения 
компактных групп наблюдений 
Имеются статистические данные ( , 1, )iV x i n   
наблюдений случайных величин ( , 1, )vx x v k  , ко-
торые необходимо разделить на множества 
Vj = (x i, i  Ij), 1,j M , соответствующих одномодаль-
ным фрагментам плотности вероятности p(x). Количе-
ство M компактных групп наблюдений неизвестно. 
Пусть в результате использования предложенной 
выше методики декомпозиции исходной информации 
получены данные 1( , , , , 1, )i i ikV z z P i N  , состав-
ленные из значений центров ivz , 1,v k  интервалов 
(элементов) дискретизации S i пространства призна-
ков x анализируемых объектов и частот iP  принад-
лежности наблюдений выборки V элементам S i, 
1,i n . Тем самым для преодоления проблемы боль-
ших объёмов статистических данных плотность вероят-
ности p(x) заменяется на её оценку типа гистограммы. 
Предлагаемый алгоритм автоматической классифи-
кации основан на выполнении следующих действий [6]: 
1. Провести анализ массива данных V  и исключить 
информацию элементов S i, для которых 0iP  . По-
лученный массив преобразованных данных обозна-
чим через V , а количество их элементов – как N . 
Множество их номеров обозначим через I . 










который отнести к классу 1. 
3. Множество смежных с S q  элементов 
S (q) = (S i, i  I1 (q)) будут отнесены к первому 
классу, так как априори значения q iP P , 
1
1 1( )i I q I  . Под смежными к S q понимаются 
элементы S i, координаты которых удовлетворяют 
условиям: 
i q
v v vz z   , 1,v k , i I  , i q , 
где v – длина интервала дискретизации по при-
знаку xv, 1,v k . 
Элементы, принадлежащие множеству S(q), отно-
сятся к классу 1 и исключаются из множества S i, 
,i I   при последующей их идентификации. 
4. Каждый элемент из множества S i  S(q) являет-
ся одним из центров для идентификации к классу 
1 остальных ситуаций  1\I I q . 
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По аналогии с пунктом 3 из множества S(q) вы-
брать элемент S t и провести идентификацию к 
классу 1 смежных с ним элементов по правилу: 
элемент S i относится к классу 1, если 
i t
v v vz z   , 1,v k , а t iP P ,   11 1\i I I q I  . 
При соблюдении этих условий элемент S i отно-
сится к множеству 21S  в качестве центра для по-
следующей идентификации. 
5. Повторить этап 4 для всех элементов S i, 
  11 1\i I I q I  . В результате получим множе-
ство элементов 21S , отнесённых к первому классу 
1 на данном этапе их идентификации. Множе-
ство номеров элементов 21S  обозначим через 21I . 
6. Следуя предложенной методике, на r-м этапе об-
наружения элементов, принадлежащих первому 
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   
 (6) 
Процесс автоматической классификации в соот-
ветствии с этапом 6 продолжается до тех пор, пока 
при некотором значении r условие (6) не будет 













7. Обнаружение множества элементов дискрети-
зации, принадлежащих второму классу. Для этого 













   . 
8. Процесс автоматической классификации про-













    
на компактные группы элементов в соответствии с 
принятым определением класса. 
Рассмотрим предложенный подход к решению за-
дачи автоматической классификации для одномерно-
го случая при k = 1, результаты дискретизации для ко-
торого представлены на рис. 1. 
В результате дискретизации области значений 
случайной величины x исходная выборка 
( , 1, )iV x i n   преобразуется в массив данных 
( , , )j jV z P i I   , для которых 0jP  . В соответ-
ствии с этапом 2 непараметрического алгоритма ав-
томатической классификации к классу 1 будет отне-
сён интервал дискретизации S 9 с параметрами 
9 9( , )z P , который соответствует моде 1( )p x . Тогда 
на этапе 3 классификации к первому классу 1 одно-
значно будут отнесены интервалы дискретизации S 8 
и S 10 с параметрами 8 8( , )z P , 10 10( , )z P  соответ-
ственно. Данное утверждение основывается на спра-
ведливости неравенств 9 8P P  и 9 10P P . Эти ин-
тервалы S 8 и S 10 образуют множество S (9). Следуя 
этапу 4 алгоритма классификации, для анализа выби-
рается, например, интервал S 8S (9). В соответствии 
с решением алгоритма классификации этого этапа 
интервал S 7 будет отнесён к классу 1, так как спра-
ведливо соотношение 8 7P P . По аналогии относи-
тельно S 10  S (9) интервал S 11 будет отнесён также к 
классу 1, так как 10 11P P . Далее проводится анализ 
интервалов S (7) и S (11), которые содержат только по 
одному интервалу S 6 и S 12 соответственно. Нетрудно 
заметить, что интервал S 6 не будет отнесён к первому 
классу 1, так как выполняется неравенство 6 7P P . 
Интервал S 12 будет отнесён с первому классу, потому 
что справедливо соотношение 11 12P P . В данном 
примере к первому классу будут отнесены интервалы 
S j, 7,12j  . 
 
Рис. 1. Графическая иллюстрация результатов 
дискретизации V области значений случайной величины x 
(z j, j=1, 12 – центры интервалов дискретизации) 
Для обнаружения класса 2 необходимо из остав-
шегося массива данных V выбрать интервал S 4 с мак-
симальной частотой встречаемости 4P  случайной ве-
личины из исходной выборки, и описанный выше 
процесс классификации повторяется. В результате 
обнаруживаются интервалы дискретизации S j, 
1, 6j  , принадлежащие классу 2. 
Нетрудно заметить, что основу предлагаемой про-
цедуры классификации составляют оценка близости 
центров многомерных интервалов дискретизации и 
соотношений между их частотами. При этом осу-
ществляется выделение классов, соответствующих 
одномодальным фрагментам совместной плотности 
вероятности анализируемых случайных величин. 
Вычислительную эффективность предложенного 
алгоритма автоматической классификации в условиях 
больших объёмов статистических данных дополни-
тельно можно повысить за счёт организации много-
поточных вычислений при программной реализации 
процесса классификации. Для работы многопоточной 
обработки данных была использована встроенная в 
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язык C++ библиотека «Thread», из которой был ис-
пользован класс «Std::thread». Сравнительные тесты 
для проверки эффективности многопоточных вычисле-
ний выполнялись на компьютере с процессором Intel® 
Core™ i5-6200U CPU@2,4 GHz (2 ядра, 4 потока). 
По результатам вычислительных экспериментов 
многопоточный вариант программы автоматической 
классификации имеет двухкратное преимущество по 
времени по сравнению с однопоточным вариантом. 
Оценивание состояний темнохвойных древостоев, 
повреждённых сибирским шелкопрядом, по данным 
дистанционного зондирования 
На исследуемой территории Ирбейского района 
Красноярского края преобладают пихтовые и кедровые 
древостои на высотах 300 – 1600 метров над уровнем 
моря. В период массового размножения сибирского 
шелкопряда на этой территории в 2018 – 2019 гг. погиб-
ло более 32 тысяч гектаров древостоев [12, 13]. 
Исходная информация сформирована 9 сентября 
2019 года по данным дистанционного зондирования с 
помощью аппарата Landsat-8. Снимок получен с геопор-
тала Earth Explorer, из которого вырезан тестовый уча-
сток в 11 тысяч гектар (рис. 2а). Он определялся 123134 
пикселями. Каждый пиксель характеризовался семью 
спектральными признаками x = (x1,, x7), которым соот-
ветствуют следующие длины волн (нанометры): 433 –
 453 (x1), 450 – 515 (x2), 525 – 600 (x3), 630 – 680 (x4), 845 –
 885 (x5), 1560 – 1660 (x6), 2100 – 2300 (x7). Полученные 
данные подвергались атмосферной коррекции с помо-
щью алгоритмов Land Surface Reflectance Code. 
Для обнаружения компактных групп наблюдений 
в пространстве спектральных признаков x = (x1,, x7) 
использовался предлагаемый непараметрический ал-
горитм автоматической классификации. Его про-
граммная реализация Autoclass 2.0 позволяет загру-
жать изображения в формате GeoTIFF, производить 
классификацию с заданными параметрами и пред-
ставлять сформированное классификационное изоб-
ражение для дальнейшей геообрабоки. Рассматрива-
лись два варианта анализа исходного снимка без его 
топографической нормализации (рис. 2а) и с топо-
графической нормализацией (рис. 3а). Топографиче-
ская нормализация снимка методом C-коррекции и 
использованием цифровой модели рельефа SRTM 1 
arc с пространственным разрешением 30 метров зна-
чительно уменьшает эффект разной освещённости и 
выравнивает яркости однотипных поверхностей, что 
влияет на результаты автоматической классификации. 
Применение программы Autoclass 2.0 при топо-
графической нормализации (рис. 3б) сопровождается 
сокращением количества классов с M = 18 до 11 по 
сравнению с условиями рис. 2б. Обнаруженные клас-
сы соответствуют лесным массивам с различной степе-
нью поражения сибирским шелкопрядом, усохшим и 
лиственным древостоям, вырубкам, травяно-




Рис. 2. Сопоставление исходного снимка (а)  
без топографической нормализации и результаты 
автоматической классификации непараметрическим 
алгоритмом (б) и методом ISODATA (в) 
Результаты автоматической классификации в ука-
занных условиях методом ISODATA средствами про-
граммного пакета Erdas Imagine приведены на рис. 2в и 
рис. 3в. При этом количество классов устанавливалось 
равным количеству классов, обнаруженных непарамет-
рическим алгоритмом автоматической классификации. 
Большую часть исследуемой территории пред-
ставляют лесные массивы усохших темнохвойных 
древостоев, повреждённых сибирским шелкопрядом. 
Участки, близкие к правильной форме, соответствуют 
вырубкам. Светлыми тонами на рисунках показаны 
участки лиственных древостоев. Фоном, близким к 
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красному, определены участки темнохвойных древо-
стоев, повреждённых сибирским шелкопрядом. Экс-
пертный анализ показал, что результаты классифика-
ции указанными методами сопоставимы. Они хорошо 
выделяют зоны повреждённых древостоев на осве-
щённых склонах и менее успешно – на затемнённых 
участках, что указывает на целесообразность предва-
рительной топографической нормализации снимков до 
процедуры автоматической классификации. Оба мето-
да классификации не позволяют отделить свежие вы-
рубки от других поверхностей, таких как травянисто-
кустарниковые сообщества и заболоченности. Однако 
применение непараметрического алгоритма позволяет 
получить более чёткие контуры вырубок (рис. 3). 
a)  б)  
в)  
Рис. 3. Сопоставление исходного снимка (а) с топографической нормализацией  
и результаты автоматической классификации непараметрическим алгоритмом (б) и методом ISODATA (в) 
Заключение 
Непараметрический алгоритм автоматической 
классификации статистических данных большого 
объёма основан на их «сжатии» путём декомпозиции 
многомерного пространства признаков исследуемых 
объектов. Полученная информация позволяет осуще-
ствить синтез регрессионной оценки плотности веро-
ятности, асимптотические свойства которой опреде-
ляют количество интервалов дискретизации области 
значений случайных величин. На этой основе форми-
руется процедура автоматической классификации 
статистических данных, которая учитывает близость 
центров многомерных интервалов дискретизации и 
соотношения между частотами попадания случайных 
величин в эти интервалы. Вычислительная эффектив-
ность непараметрического алгоритма автоматической 
классификации повышается в два раза при использо-
вании многопоточной технологии обработки данных 
при его программной реализации. Результаты иссле-
дования подтверждаются применением непараметри-
ческого алгоритма автоматической классификации 
при обработке спектральных данных дистанционного 
зондирования лесных массивов, повреждённых си-
бирским шелкопрядом. Топографическая нормализа-
ция исходного снимка позволяет повысить эффектив-
ность обнаружения состояний повреждённых лесных 
древостоев. Результаты автоматической классифика-
ции непараметрическим алгоритмом и методом про-
граммного продукта Erdas Imagine сопоставимы. 
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Abstract  
A nonparametric algorithm for automatic classification of large statistical data sets is proposed. 
The algorithm is based on a procedure for optimal discretization of the range of values of a ran-
dom variable. A class is a compact group of observations of a random variable corresponding to 
a unimodal fragment of the probability density. The considered algorithm of automatic classifica-
tion is based on the «compression» of the initial information based on the decomposition of a mul-
tidimensional space of attributes. As a result, a large statistical sample is transformed into a data 
array composed of the centers of multidimensional sampling intervals and the corresponding fre-
quencies of random variables. To substantiate the optimal discretization procedure, we use the re-
sults of a study of the asymptotic properties of a kernel-type regression estimate of the probability 
density. An optimal number of sampling intervals for the range of values of one- and two-
dimensional random variables is determined from the condition of the minimum root-mean 
square deviation of the regression probability density estimate. The results obtained are general-
ized to the discretization of the range of values of a multidimensional random variable. The opti-
mal discretization formula contains a component that is characterized by a nonlinear functional 
of the probability density. An analytical dependence of the detected component on the antikurtosis 
coefficient of a one-dimensional random variable is established. For independent components of a 
multidimensional random variable, a methodology is developed for calculating estimates of the 
optimal number of sampling intervals for random variables and their lengths. On this basis, a non-
parametric algorithm for the automatic classification is developed. It is based on a sequential pro-
cedure for checking the proximity of the centers of multidimensional sampling intervals and rela-
tionships between frequencies of the membership of the random variables from the original sample 
of these intervals. To further increase the computational efficiency of the proposed automatic clas-
sification algorithm, a multithreaded method of its software implementation is used. The practical 
significance of the developed algorithms is confirmed by the results of their application in pro-
cessing remote sensing data. 
Keywords: automatic classification algorithm, multidimensional histogram, regression proba-
bility density estimate, discretization of the range of values of a random variable, large samples, 
antikurtosis coefficient, remote sensing data. 
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