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Various aspects of self-motility of chemically active colloids in Newtonian fluids can be captured
by simple models for their chemical activity plus a phoretic slip hydrodynamic boundary condition
on their surface. For particles of simple shapes (e.g., spheres) – as employed in many experimental
studies – which move at very low Reynolds numbers in an unbounded fluid, such models of chemically
active particles effectively map onto the well studied so-called hydrodynamic squirmers [S. Michelin
and E. Lauga, J. Fluid Mech. 747, 572 (2014)]. Accordingly, intuitively appealing analogies of
“pusher/puller/neutral” squirmers arise naturally. Within the framework of self-diffusiophoresis we
illustrate the above mentioned mapping and the corresponding flows in an unbounded fluid for a
number of choices of the activity function (i.e., the spatial distribution and the type of chemical
reactions across the surface of the particle). We use the central collision of two active particles as
a simple, paradigmatic case for demonstrating that in the presence of other particles or boundaries
the behavior of chemically active colloids may be qualitatively different, even in the far field, from
the one exhibited by the corresponding “effective squirmer”, obtained from the mapping in an
unbounded fluid. This emphasizes that understanding the collective behavior and the dynamics
under geometrical confinement of chemically active particles necessarily requires to explicitly account
for the dependence of the hydrodynamic interactions on the distribution of chemical species resulting
from the activity of the particles.
I. INTRODUCTION
During the last decade there has been significant inter-
est in the development of chemically active, micron-sized
particles (or drops) which are capable of moving within a
fluid environment by promoting chemical reactions which
involve the surrounding solution. Such particles exhibit
motility in the absence of external forces or torques acting
on them or on the fluid. Various types of motile, chemi-
cally active particles have been proposed and studied ex-
perimentally (see, e.g., Refs. [1–21]). The mechanisms of
motility, in particular for self-phoresis (on which we shall
focus here), have been the topic of numerous theoretical
studies (see, e.g., Refs. [22–39]). Thorough and insight-
ful reviews of the developments in the area of man-made
motile colloids, as well as in the related one of biological
microswimmers, are provided by Refs. [40–45].
Similar to the case of classic phoresis – in which gradi-
ents of thermodynamic fields (such as chemical potentials
or temperature) are imposed externally – self-phoretic
motion results from the distinct interactions between the
particle and the various molecular species, i.e., reactant
and reaction product molecules, which are inhomoge-
neously distributed in the solution due to the chemical
reactions promoted on parts of the surface of the parti-
cle [46, 47]. The same interactions (due to the action-
reaction principle) lead also to hydrodynamic flow of the
solution which consists of solvent, reactant, and reaction
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products. The spatially varying number densities of the
reactant and product molecules and the hydrodynamic
flow of the solution will be referred to as chemical and
hydrodynamic fields associated with the active particle,
respectively; as noted above, the two fields are coupled.
The typical experimental realizations of self-phoresis
involve aqueous solutions, molecular solutes, and
micrometer-sized particles moving at speeds of the or-
der of a particle diameter per second. Therefore, we fo-
cus the discussion on the case of Newtonian fluids and
to the case in which the Pe´clet number of the solutes
and the Reynolds number of the hydrodynamic flow are
very small [41, 42, 44, 45]. In this case the transport of
molecular species by diffusion dominates advection and
viscous friction dominates over inertial effects as far as
hydrodynamics is concerned. Moreover, in many cases
the spatial range of the interactions between the molecu-
lar species and the particle is much smaller than the size
of the particle. This allows one to express the aforemen-
tioned coupling in terms of a “phoretic slip” hydrody-
namic boundary condition at the surface of the colloidal
particle: there the flow velocity (relative to the particle)
is proportional to the gradients of the number densities
of the solutes along the surface of the particle [46, 47].
This phoretic-slip formulation significantly reduces the
complexity of determining the hydrodynamic field associ-
ated with the motion.1 For instance, for spherical parti-
cles with axially symmetric surface properties (on which
1 Even if analytical solutions are not available (as in general it is
the case due to, e.g., a non-spherical shape of the particle or
2we focus here) immersed in an unbounded fluid, the flow
can be inferred directly from the available solutions of
the Stokes equations [49]. In the context of motility of
microorganisms, this leads to the well known “squirmer”
model proposed by Lighthill and Blake [50, 51] (see also
the recent generalization obtained in Ref. [52]). The
squirmer model successfully captures many of the quali-
tative features exhibited by swimming microorganisms in
unbounded fluids or near surfaces [33, 53–56]). Concepts
such as “pullers” and “pushers” have emerged from this
model and have turned out to be physically insightful
concerning, e.g., the understanding of various behaviors
exhibited by swimming microrganisms near boundaries
[33, 53, 54, 56–64], the hydrodynamic interactions be-
tween microrganisms, [65–67], or the aggregation and or-
dering behavior in suspensions of squirmers [68–71]. In
the context of artificial, man-made active particles, the
effective mapping onto squirmers noted above has been
explicitly carried out for a spherical “hot” colloid [72] or
a spherical particle with spatially varying phoretic mo-
bility [73, 74] (see, c.f., Sec. II.3).
Recent studies have shown that when active parti-
cles move near walls, fluid interfaces, or in the vicin-
ity of other – active or inert – particles (i.e., situations
which typically do occur in experiments, see, e.g., Refs.
[2, 13, 16, 23, 42, 75]) they may exhibit complex behav-
iors, such as surface-bound steady states [76–79], long-
ranged effective interactions [80, 81], “guidance” by topo-
graphical or chemical features [82–86], or enhanced veloc-
ity under geometrical confinement [87, 88]. If in addition
they are exposed to external flows or force fields, a very
rich and interesting phenomenology appears, including,
e.g., rheotaxis [76, 89], cross-stream rheotaxis [90], and
gravitaxis [16, 91, 92]. On the other hand, theoretical
studies of self-phoresis of active particles in the vicinity
of confining surfaces suffer from the fact that even for
conceptually simple models of spherical active particles
[22, 23] it is difficult to analytically solve the equations
describing the motion. Therefore, either approximate
far-field analyses [74, 93] or numerical methods (or a com-
bination of the two) [77, 82–84, 89, 94]) have been em-
ployed in order to obtain the corresponding solutions. In
a few cases formal analytical solutions can be obtained in
the form of series representations [26, 78, 95, 96]. Since,
however, the corresponding coefficients must be deter-
mined numerically, an intuitive understanding of the re-
sult is impeded.
In view of the aforementioned exact mapping (in un-
bounded space) to squirmer models and in view of the
wealth of knowledge concerning the behavior of squirm-
ers in confinement, it is therefore not surprising that fur-
ther analogies with pushers or pullers have been made.
reduced symmetries of the system), the phoretic slip approxima-
tion allows one to employ efficient numerical methods, such as
the Boundary Element Method (BEM) [48], which involve only
integrals over the surface of the particle (and of the confining
boundaries, if present).
For example, such analogies have been used in order to
interpret an attractive or repulsive character of the effec-
tive interaction between an active particle and a wall [82]
or a larger inert particle [79] as potentially discriminat-
ing between distinct mechanisms of motility. However,
these analogies should be considered cautiously. In con-
trast to squirmers with a prescribed slip, which is inde-
pendent of the configuration (i.e., distance and orienta-
tion of the particle relative to the wall) [53, 59, 62, 65],
for active particles the disturbance of the distributions
of densities of chemical species (e.g., due to a confin-
ing surface or the presence of other particles) leads to
changes in the phoretic slip. Consequently, active par-
ticles exhibit complex hydrodynamic interactions which
are modulated by these disturbances of the chemical
fields [26, 32, 77, 83, 89, 93].
Here we employ a basic model of self-diffusiophoresis
of chemically active particles with several choices for ac-
tivity functions in order to illustrate the aforementioned
mapping [72–74] onto effective squirmer models and the
corresponding hydrodynamic flows in unbounded space.
By turning to the conceptually simple, but physically
insightful case of a central collision between two active
particles, we demonstrate that, even in the far field, an
active particle and its corresponding effective squirmer
model may exhibit qualitatively different effective inter-
actions.
II. MODEL OF CHEMICALLY ACTIVE
SPHERICAL COLLOIDS AND ITS MAPPING
ONTO A SQUIRMER
As the model for an active particle we use the one
introduced in Refs. [22, 23]. This model, which has been
analyzed further in, e.g., Refs. [9, 11, 23, 27, 30, 73, 97], is
conceptually simple but nonetheless captures the relevant
phenomenology observed in experimental studies [9, 11,
83]. The model is succinctly summarized below.
II.1. Model of active particles
The “activity” of a particle is represented as sources
(or sinks) of a molecular solute which diffuses in the sur-
rounding solution, taken as an incompressible Newtonian
liquid of viscosity µ (see Fig. 1).
The simplest realization of sources and sinks is the so-
called “constant-flux” boundary condition [23, 98], i.e.,
at each point rP at the surface of the particle the normal
component of the solute current takes a prescribed, time-
independent value given by K(rP ) := Qf(rP ) (with units
m−2× s−1), where Q > 0 is a prefactor which takes care
of the dimensionality so that f(rP ) is dimensionless. The
latter will be referred to as the “activity function” and
accounts for the sign of K(rP ) corresponding to “produc-
tion” (f > 0) or “annihilation” (f < 0) of solute at rP .
The more complex case of a reaction with first order ki-
3FIG. 1. Schematic illustration of a chemically active spher-
ical particle of radius R immersed in an unbounded solution
and moving with velocity U (white thick arrow). The two
parts of the surface are spherical caps (dark gray and light
gray areas, respectively) delimited by the latitudinal circle
with polar angle θ0, and have different properties in terms of
“chemical activity”. For instance, they can release or anni-
hilate a solute molecule (small white circles) which diffuses
in the surrounding solution, or they are chemically inert (i.e.,
neither releasing nor annihilating solute). Due to the distinct
“chemical activity” of the two parts, a gradient in the solute
density around the particle builds up (schematically indicated
by the non-uniform distribution of the small white circles).
The origin O of the fixed (laboratory) system of coordinates
is chosen such that it coincides with the instantaneous posi-
tion of the center of the particle, and the Oz axis is aligned
with the axis of symmetry; r, θ, and φ (not shown) denote
the spherical coordinates defined in the usual way in the Oxyz
frame of reference; rP is a point on the surface of the particle.
netics, i.e., K(rP ) being proportional to the local density
of a “fuel” species at rP , will be considered separately in,
c.f., Sec. IV.
The motion of the particle and the diffusion of the
molecular solute are assumed to be such that the Pe´clet
number of the solute and the Reynolds number of the
flow are very small, such that the number density of the
solute relaxes towards the steady state distribution c(r)
much faster than the characteristic time scale of the mo-
tion of the particle (e.g., the time needed for the par-
ticle to pass a distance equal to its radius). The in-
teraction of the solute molecules (in excess to the one
of a solvent molecule [25, 99]) with the surface of the
particle is encoded into a phoretic mobility coefficient
b(rP ) := b0g(rP ) (with the units m
5/s), such that g(rP )
is dimensionless and b0 > 0 is a characteristic value (e.g.,
b0 = (4piR
2)−1
∫
d2rP |b(rP )|). The mobility coefficient
describes the phoretic slip boundary condition [46, 47],
us(rP ) = −b0g(rP )∇||c(rP ) , (1)
for the hydrodynamic field u(r) of the surrounding so-
lution. The phoretic mobility coefficient can be either
positive or negative, depending on the attractive or re-
pulsive character of the excess interaction of the solute
with the surface. The sign of b(rP ) will be accounted for
by g(rP ). Typical experimental realizations [2, 9, 13, 21]
are such that the surface (or the whole volume) of the
particle consists of two parts composed of different ma-
terials but preserving axial symmetry. Accordingly, the
surface of the model particle is divided into two spherical
caps (the poles of which define the symmetry axis) corre-
sponding to an opening polar angle θ0 (see Fig. 1). The
activity function f as well as, in general, the phoretic
mobility g differ over the two caps.
The translational and angular velocities of the particle
follow from the requirement of zero net force and torque
on the particle, consistent with the case of overdamped
motion.
II.2. Active particle in an unbounded fluid
The dynamics of this model particle is governed by
boundary-value problems for the chemical and hydrody-
namic fields c(r) and u(r), respectively, and by the force
balance on the particle. Accordingly, in an unbounded,
quiescent fluid, one has:
• Laplace equation for c(r):
∇2c(r) = 0 , (2a)
with the boundary conditions (BCs)
−D [n · ∇c(r)]|
r=rP
= Qf(rP ) , (2b)
where D is the diffusion constant of the solute molecules,
and
c(|r| → ∞)→ c∞ . (2c)
• incompressible Stokes equations for u(r):
∇ · σˆ = 0 , ∇ · u(r) = 0 , (3a)
with the BCs
u(rP ) = U+ us(rP ) , (3b)
u(|r| → ∞) = 0 . (3c)
In these equations, us(rP ) is given by Eq. (1),
σˆ := −pIˆ+ µ
[
∇u+ (∇u)T
]
(4)
denotes the stress tensor (for a Newtonian fluid of viscos-
ity µ) with the pressure p(r). ()T indicates a transposed
quantity; we use the convention that in the absence of an
explicitly indicated operation two adjacent vectors (or
4vector operators) denote the tensor (dyadic) product.
• vanishing net force on the particle2:
Fext +
∫
|r|=R
dS σˆ · n = 0 , (5)
where Fext denotes the external force on the particle.
In the following, we set c∞ = 0 without loss of general-
ity. This amounts to introducing c(r)→ c˜(r) = c(r)−c∞
as the deviation from the “bulk” value c∞, which leaves
Eqs. (1) and (2) unchanged. The model is therefore com-
pletely specified by providing the geometrical parameter
θ0, the activity function f(θ), the phoretic mobility func-
tion g(θ), and the external forces acting on the spherical
particle.
Before proceeding with the formal solution of Eqs. (1)-
(5), dimensional analysis allows one to introduce the fol-
lowing quantities:
(i) from Eq. (2b), a characteristic number density
C0 :=
QR
D
; (6a)
(ii) from Eqs. (1) and (6a), a characteristic velocity
U0 :=
b0C0
R
=
Qb0
D
; (6b)
(iii) and, from Eqs. (4) and (5), a characteristic force
F0 := 6piµRU0 , (6c)
respectively. These provide the scales for the correspond-
ing dimensional quantities.
II.3. Squirmer representation
By expanding f(θ) in terms of Legendre polynomials,
f(θ) =
∑
n≥0
fnPn(cos θ) , (7a)
where
fn = (n+ 1/2)
pi∫
0
dθ sin θ f(θ)Pn(cos θ) , (7b)
2 For the axisymmetric systems considered in Sects. II - IV the
motion involves only translation along the axis of symmetry; thus
here only the component of the force balance equation along this
axis has to be considered.
the solution of the diffusion problem (Eqs. (2)(a)-(c))
can be expressed in terms of a multipole expansion [23]:
c(r, θ)
C0
=
∑
n≥0
fn
n+ 1
(
R
r
)n+1
Pn(cos θ) . (8)
The individual terms allow for clear physical interpreta-
tions: the first one (monopole) corresponds to a source
or sink (net release or annihilation), the second one cor-
responds to a dipole (fore-aft asymmetry in release or
annihilation), etc. Combining Eqs. (8), (1), and (A1),
and defining [50, 51]
Vn(cos θ) =
2
n(n+ 1)
P 1n(cos θ) , (9)
where P 1n(cos θ) denotes the associated Legendre function
of degree n and order 1 [100], renders the phoretic slip
[72–74]
us
U0
= −

g(θ)∑
n≥1
fn
n+ 1
P 1n(cos θ)

 eθ
:=

∑
n≥1
BnVn(cos θ)

 eθ , (10)
with
Bn = −
(
n+
1
2
)∑
k≥1
fk
k + 1
In,k , (11)
and
In,k :=
1
2
pi∫
0
dθ sin θ g(θ)P 1k (cos θ)P
1
n(cos θ) . (12)
Note that, with the exception of f0, all coefficients fk in
the expansion of the activity function contribute to each
of the coefficients Bn with weights In,k determined by
the variation of the phoretic mobility encoded in g(θ).
As discussed in Refs. [72–74] the hydrodynamic prob-
lem defined by Eq. (3), together with the expression for
the phoretic slip (Eq. (10)) and the force-free condition
(Eq. (5) with Fext = 0) is mathematically identical to a
“squirmer” model [50, 51]. For reasons given below, it is
advantageous to explicitly account for an external force
Fext = Fez, which preserves the axial symmetry of the
system.3
Following standard procedure, by using the general re-
sults derived by Brenner [49] for the flow around a sphere
3 Obviously, the solution for the squirmer exposed to an external
force Fext can be straightforwardly formulated by adding to the
flow corresponding to a force-free squirmer the known flow field
of a no-slip sphere driven by Fext [49].
5and the corresponding hydrodynamic force exerted on
the sphere, we arrive at the following expressions for the
flow field u(r, θ) = ur(r, θ)er + uθ(r, θ)eθ in the fixed
laboratory frame:
ur(r, θ)
U0
=
1
2
[
3
(
R
r
)
−
(
R
r
)3](
F
F0
)
P1(cos θ)
−
2
3
B1
(
R
r
)3
P1(cos θ) (13a)
+
∑
n≥2
[(
R
r
)n
−
(
R
r
)n+2]
BnPn(cos θ) ,
uθ(r, θ)
U0
=
1
4
[
−3
(
R
r
)
+
(
R
r
)3](
F
F0
)
V1(cos θ)
+
1
3
B1
(
R
r
)3
V1(cos θ) (13b)
−
1
2
∑
n≥2
[
(n− 2)
(
R
r
)n
− n
(
R
r
)n+2]
BnVn(cos θ) .
The velocity U := U · ez of the particle is given by
U
U0
=
F
F0
−
2
3
B1 . (14)
(If needed, the flow field uC(r, θ), in a coordinate system
aligned with Oxyz and co-moving with the particle, is
straightforwardly obtained as uC(r) = u(r) −U.)
Equation (13) identifies the contributions to the flow
due to the external force (see the first line in Eqs. (13)(a)
and (b)) and due to the phoretic slip – or self-motility
– (i.e., the remaining terms). This reflects the linearity
of the Stokes equations. Similarly, the expression for the
velocity of the particle (Eq. (14)) reflects a contribution
due to the external force (i.e., the first term on the right
hand side (RHS)) and one due to self-propulsion. It is
well established that the latter depends only on the first
“squirmer mode” B1 [50]. There are two set-ups of par-
ticular interest (see also Ref. [72]): (a) a particle moving
in the absence of external forces (F = 0, force free (f)),
with velocity U = U (f), and (b) a “stalling” (st) con-
figuration, i.e., an active particle which is immobilized
(U = 0) due to an external force F = Fst acting along
the symmetry axis. In the first case, with F = 0, Eq.
(14) renders
U (f)/U0 = −
2
3
B1 . (15)
In the second case, with U = 0, Eq. (14) renders
Fst/F0 =
2
3
B1 . (16)
By combining the two relations, one finds [37, 72]
Fst = −6piµRU
(f) , (17)
which is a deceptively simple expression, in particular in
view of its exact resemblance to the Stokes formula for a
dragged spherical particle4.
These results are relevant for experimental studies in-
volving active particles. For example, it is very difficult
to measure directly, by three-dimensional tracking a mov-
ing active particle [15, 91], the velocity U (f) of force-free
motion in an unbounded fluid. (See also the measure-
ments of the flow around a swimming micro-organism
reported in Ref. [55].) On the other hand, if it is pos-
sible to realize a stall-force experiment by trapping an
active particle far away from boundaries while minimally
interfering with the mechanism of activity, i.e., without
affecting the coefficient B1, Eq. (17) provides the value
U (f) from the measured stall force; the set-up in Ref.
[101] could provide such an example.
III. SOLUTE DISTRIBUTION AND FLOW
AROUND ACTIVE PARTICLES WITH
CONSTANT-FLUX ACTIVITY IN UNBOUNDED
SPACE
We apply the results derived in the previous section in
order to study how the choice of a constant-flux activity
function, as well as variations in the phoretic mobility
over the surface of the particle, influence the structure
of the flow around such model active particles suspended
in an unbounded fluid. Three model activities, which
lend themselves for experimental realizations of active
particles [9, 23, 45, 74], will be considered: (i) f (pi)(θ)
describing a spatially uniform production of solute over
one part of the surface, the other part being chemically
inert; (ii) f (pa)(θ) describing a uniform production of so-
lute over one part of the surface and uniform annihilation
(in general at a different rate) of the solute over the other
part, such that there is no net production of solute by the
particle; and (iii) f (vi)(θ) describing a spatially varying
production of solute over one part of the surface (pre-
sumably reflecting a certain systematic dependence of
catalytic properties on the thickness of the coating for
very thin films of catalysts [91]), the other part being
chemically inert. We shall discuss separately the case in
which the phoretic mobility is position independent, fo-
cusing on the influence of θ0 on the resulting flow, and
the case of a position dependent phoretic mobility which
takes distinct values on the two parts of the surface. In
the latter case, for which closed-form formulas cannot be
derived, we restrict the discussion to the case of Janus
4 This provides a straightforward rationale for the relation of the
force measurement with the free-particle velocity measurement
reported in Ref. [101].
6colloids, i.e., θ0 = pi/2 (which experimentally is the most
common case).
We employ the terminology of squirmers in order to
discuss the force-free far-field flow of the corresponding
model active particle. For a motile, force-free particle
(i.e., B1 6= 0), the second squirming mode B2, which is
related to the magnitude of the flow due to a stresslet
[50, 51, 59], provides that contribution to the flow with
the slowest decay ∼ r−2 (see Eq. (13)). Therefore,
the parameter S := −(B2/|B1|) (which we shall denote
as “squirmer parameter”)5 has been used in the stud-
ies of squirmers in order to distinguish between pusher
(S < 0), puller (S > 0), and neutral (B2 = 0) squirm-
ers. If B2 = 0, the slowest decaying contribution to
the flow is the one proportional to r−3, which is the
flow due to either a source-dipole or a force quadrupole
[59, 73]. The squirming modes contributing to it are B1
and B3. For the models studied here, it does not occur
that both coefficients B2 and B3 are vanishing simulta-
neously. Therefore the dependences of S := −(B2/|B1|)
and S′ = (B3/B1) on the parameters of the model suffice
to characterize the far-field hydrodynamic flow.
III.1. Position independent phoretic mobility b(rP )
We chose g(θ) = −1, which corresponds to a repul-
sive effective interaction between solute molecules and
the surface of the particle. (The case g(θ) = +1 can
be obtained from the results presented here by simply
changing the sign of the velocities for both the particle
and the flow.) In this case, the weights In,k (Eq. (12))
take the simple form (see also Eq. (A3))
In,k = −
n(n+ 1)
2n+ 1
δn,k , (18)
and each of the coefficients Bn depends solely on the
corresponding coefficient fn with the same index n:
Bn =
nfn
2
. (19)
5 The use of the absolute value |B1| and of the minus sign has to
be included in the definition of S in order to maintain consis-
tency with the usual sign convention in the squirmer literature,
in which the direction Oz is chosen to be the same as that of
the velocity U(f), i.e., U (f) > 0. Since we have fixed the direc-
tion Oz independently of the direction of motion, we have thus
allowed for both positive and negative values of U (f). Accord-
ingly, if our calculation leads to U (f) < 0, in order to facilitate
the comparison with the squirmer language one should change
the direction of the z axis: ez → e′z = −ez , i.e., θ → θ
′ = pi − θ
and eθ → eθ′ = −eθ. Since upon mapping θ → θ
′ the poly-
nomials P 1n(cos θ) acquires a factor of (−1)
n+1, one infers that
the coefficients Bn with odd indices change sign upon this trans-
formation, while the ones with even indices remain unchanged.
This explains the need for the use of the absolute value |B1| of
B1 and for a minus sign in the definition of S, while there is no
such factor needed in the definition of S′.
As discussed in Ref. [23], the straightforward implication
of Eqs. (15) and (19) is that a spherical particle with
uniform properties in terms of chemical activity – i.e.,
only the amplitude f0 is nonzero – can neither exhibit
self-motility (for which U (f) 6= 0) nor induce flow in an
unbounded fluid because in this case all coefficients Bn
vanish.
III.1.1. Particle with position-independent activity over a
spherical cap and being inert over the rest of the surface
The activity function corresponding to this case is
given by
f (pi)(θ) =
{
1, 0 ≤ θ < θ0 ,
0, θ0 < θ ≤ pi ,
(20)
with 0 < θ0 < pi. The cases of a completely inert (θ0 = 0)
or an entirely active (θ0 = pi) particle, which – owing to
the spherical symmetry – are not motile in an unbounded
fluid, are excluded from the discussion here. The corre-
sponding amplitudes fn are (see Eq. (A4))
f (pi)n (θ0) =


1
2
(1− cos θ0) > 0 , n = 0 ,
−
n+ 1/2
n(n+ 1)
sin θ0P
1
n(cos θ0) , n ≥ 1 ,
(21)
and the velocity corresponding to force-free motion is
given by
U
(f)
pi
U0
= −
sin θ20
4
< 0 , (22)
i.e., as expected [23], the motion is in the negative z
direction (away from the active cap), irrespective of the
value of θ0 (see also Fig. 2(a)). The dependence of the
velocity U
(f)
pi on θ0, shown by the solid line in Fig. 2(a),
exhibits the expected symmetry with respect to θ0 = pi/2
[23, 97].
Since B1(θ0) ≥ 0, the parameters S and S′ correspond-
ing to this model activity function are given by
Spi := −
B2
B1
= −
10
3
cos θ0 , (23a)
and
S′pi :=
B3
B1
=
7
4
(
5 cos2 θ0 − 1
)
, (23b)
and are shown in Fig. 2(b). One notices that Spi(θ0)
is negative for θ0 < pi/2 and that it changes sign at
θ0 = pi/2. (At that point, S
′
pi is non-zero and nega-
tive (see Fig. 2(b)), in agreement with the observation
that for the models we consider the two coefficients do
not vanish simultaneously.) Therefore, the far-field flows
in this model correspond to those of a pusher (θ0 < pi/2),
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FIG. 2. (a) The velocity U (f) of a force free particle as
a function of the opening angle θ0 for three model activities
(see the main text) and for a position-independent, negative
phoretic mobility. The curve for (vi) ends at θ0 = pi/2 because
that model is defined for θ0 ≤ pi/2 (see Eq. (29) in the main
text). (b), (c) The squirmer parameters S = −(B2/B1) (note
that B1 > 0, panel (a)) and S
′ = B3/B1 as functions of θ0 for
the model activities (see the main text) (pa) and (pi) (panel
(b)) and (vi) (panel (c)) for a position-independent, negative
phoretic mobility. The open interval marks in (b) and (c)
remind that S and S′ are not defined at θ0 = 0, where B1
vanishes, but their limits as θ0 → 0 exist.
neutral (θ0 = pi/2), and puller (θ0 > pi/2), respectively
(see also, c.f., Fig. 3). Thus by varying θ0 this model
can exhibit the whole spectrum (puller, pusher, neutral)
of squirmer behaviors. In view of the results reported
in Ref. [69], this could be advantageously exploited in,
e.g., studies of the collective behavior of chemically active
particles.
This model has been extensively studied (see, e.g.,
Refs. [23, 36, 45, 73, 96, 97]) and representative plots
of the solute distribution (see, e.g., Ref. [73]), the
phoretic slip distribution, and the flow field (see, e.g.,
Refs. [36, 72, 96, 102]) corresponding to this model can
be found in the literature. Furthermore, it turns out
that the phoretic slip distribution and the hydrodynamic
flow exhibit patterns similar to the ones corresponding
to model (pa) (see next subsection), and therefore they
will be discussed there.
III.1.2. Particle with position-independent production or
annihilation activity, respectively, over the two spherical caps
The activity function corresponding to this case is
given by
f (pa)(θ) =
{
1, 0 ≤ θ < θ0 ,
q, θ0 < θ ≤ pi .
(24)
By imposing that there is no net production or annihila-
tion of solute, the value of the parameter q is fixed to
q = −
1− cos θ0
1 + cos θ0
< 0 . (25)
The parameter 0 < θ0 < pi, i.e., the cases of in which the
whole surface is either producing or annihilating, respec-
tively, are excluded from the discussion here. (Moreover,
the limit θ0 → pi is unphysical because in that case there
is a point-like sink with a diverging rate of annihilation.)
The corresponding amplitudes fn are given by (see Eq.
(A4))
f (pa)n (θ0) =


0 , n = 0 ,
−
2n+ 1
n(n+ 1)
P 1n(cos θ0)
1 + cos θ0
, n ≥ 1 .
(26)
As expected, due to the requirement that there is no
net production or annihilation, the amplitude f0 of the
monopole term vanishes. For three values of θ0, the num-
ber density c˜(r) of solute in excess of the bulk density is
shown as color code in Figs. 3 (b)-(d). In all cases there
is a region of excess density (red color) around the cap
which releases solute and a depletion region (deep blue
up to violet color) around the cap which annihilates so-
lute. The size of these regions as well as the magnitude
of the excess or the depletion (see the range of the color
bars at the right of the corresponding panels) increases
upon increasing the size of the release area (i.e., upon
increasing θ0), while the dipolar structure of the solute
distribution becomes more pronounced.
The velocity corresponding to force-free motion is
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FIG. 3. (a) Phoretic slip us := us · eθ for model (pa) as a
function of the angular position θ [Eq. (10), truncated at the
first 300 terms] for opening angles θ0 = pi/3, pi/2, and 2pi/3,
respectively. (b)-(d) The force-free flow field in the laboratory
system (lines) (Eq. (13)) and the distribution of solute (color
coded) relative to the bulk density (Eq. (8)) for model (pa)
and opening angles θ0 = pi/3, pi/2, and 2pi/3, respectively.
For both the density and the flow the series are truncated at
the first 50 terms. The thick white arrows show the direction
of the motion of the particle. In (a)-(d) the phoretic mobility
is position independent and negative.
given by
U
(f)
pa
U0
= −
1
2
tan
(
θ0
2
)
< 0 , (27)
i.e., as for the model (pi), also in this case the motion is
in the direction of negative z (i.e., away from the active
cap), irrespective of the value of θ0 (see also Fig. 2(a)).
However, the dependence on θ0 is different due to the
change in the activity over the lower cap: the gradients of
the solute number density along the surface are enhanced
(see Fig. 3), and, as a consequence, in this model the
magnitude of the force-free velocity is larger than that
in the model (pi) and exhibits a monotonic increase with
θ0. As θ0 approaches pi, the absolute value of the peak in
the phoretic slip distribution increases and diverges for
θ0 → pi. As discussed above, in that limit the latter is
an unphysical feature due to the model being ill-defined
with a diverging rate of annihilation.
By comparing Eqs. (26) and (21), one concludes that
for a given θ0 the parameters Spa and S
′
pa (and, in gen-
eral, all ratios Bn/B1, n ≥ 2) take the same values as
those corresponding to the model (pi) analyzed in the
previous subsection, i.e.,
Spa = Spi , S
′
pa = S
′
pi . (28)
Therefore, as noticed above, the flow field and the
phoretic slip distribution have the same characteristics
and appearances as the ones corresponding to the case
(pi); they differ only in magnitude by a θ0-dependent ve-
locity scale factor B
(pi)
1 /B
(pa)
1 = sin θ0 cos
2(θ0/2). Ac-
cordingly, one can conclude that the two models, al-
though physically different with respect to the mecha-
nism and the character of their chemical activity, exhibit,
up to a velocity scale factor, similar hydrodynamic fields
associated with their motion in an unbounded fluid.
As shown in Fig. 3(a), the phoretic slip over the surface
of the particle is negative everywhere (i.e., it points into
the direction of −eθ, and thus towards the region with
higher density of solute) Accordingly, the particle moves
into the opposite direction (see the thick white arrows),
in line with the sign in Eq. (27). (We note that here and
below the series representation of the phoretic slip in Eq.
(10) has been truncated at the first 300 terms.) The mag-
nitude of the phoretic slip varies non-monotonically with
the angular position θ along the surface and, as discussed
in, e.g., Ref. [36], it has a sharply peaked maximum (but,
despite of the appearance, there is neither a divergence
nor a cusp) at θ0, where the discontinuity in the activity
function is located.
The flow fields in the laboratory system are shown
in Figs. 3(b)-(d) for three values of the parameter θ0
selected such that, according to the discussion above
and in the previous subsection of the squirmer param-
eter S, the far-field behavior corresponds to a pusher
(θ0 < pi/2), a neutral (θ0 = pi/2), and a puller (θ0 > pi/2)
squirmer, respectively. (Note that these values correlate
9with the phoretic slip distribution (Fig. 3(a)) being sig-
nificantly peaked at the hemisphere with the active pole,
at the equator, and at the hemisphere with the inert
pole, respectively.) The presence of a stagnation point
for θ0 < pi/2 (Fig. 3(b)) and θ0 > pi/2 (Fig. 3(d)),
respectively, and its location behind or ahead of the par-
ticle, respectively, are indeed consistent with the pusher
and puller characteristics. The clear fore-aft symmetry
of the streamlines in Fig. 3(c), for which θ0 = pi/2 and
thus S = 0, is expected for a neutral squirmer. In all
three cases there are strong deviations of the shape of the
streamlines from the expected far-field ones. In the case
of the neutral squirmer, the formation of a “saddle”- or
“butterfly”-like feature at θ ≃ pi/2 is particularly note-
worthy. This signals that for r/R ≃ 4 the squirming
modes with n ≥ 3 still make significant contributions to
the flow around the active particle.
Finally, we note that c˜(r), as shown in Figs. 3(b)-(d),
underscores that in order for the model (pa) to be well
defined, i.e., the solute number density c(r) to be non-
negative everywhere, the background number density c∞
must be sufficiently large. This is a result of the assump-
tion that the annihilation reaction has a constant rate
independent of, rather than being proportional to, the
local density of solute molecules. Although this assump-
tion reduces the significance of the results for experimen-
tal studies, it has the merit of providing the means for
straightforwardly building a conceptually clear example
that two different models of activity can lead to effective
squirmers which exhibit identical behaviors (in the sense
of identical coefficients Bn for n ≥ 2). Furthermore, the
generalization to activity functions corresponding to re-
actions with first-order kinetics will be discussed in Sec.
IV.
III.1.3. Particle with position-dependent production over a
spherical cap and being inert over the rest of the surface
The activity function corresponding to this case is cho-
sen to be of the form
f (vi)(θ) =
{
cos θ − cos θ0, 0 ≤ θ < θ0 (≤ pi/2) ,
0, θ0 ≤ θ ≤ pi .
(29)
This choice is motivated by Refs. [91, 103], in which it
is argued, based on experimental evidence, that there is
a possible dependence of the activity on the thickness of
the catalyst coating. This thickness varies on the surface
of the sphere from a maximum at the pole towards a min-
imum (i.e., no catalyst) upon approaching the equator.
For reasons of simplicity, the parameter θ0 is constrained
to the typical range 0 < θ0 ≤ pi/2 employed in exper-
imental studies. The constant term cos θ0 ensures that
the activity function is continuous at θ0.
By using Eqs. (A4) and (A5), the corresponding am-
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FIG. 4. (a) Phoretic slip for model (vi) as a function of
position θ [Eq. (10), truncated at the first 300 terms] for
opening angles θ0 = pi/3 and pi/2, respectively. (b), (c) The
force-free flow field in the laboratory system (lines, Eqs. (13)),
and the distribution of solute (color coded) relative to the bulk
density (Eq. (8)) for model (vi) and opening angles θ0 = pi/3
and pi/2, respectively. For both density and flow the series
are truncated at the first 50 terms. The thick white arrows
show the direction of the motion for the particle. In (a)-(c)
the phoretic mobility is position independent and negative.
plitudes fn (see Eq. (7)) can be expressed as
f (vi)n (ω0) =
(
n+
1
2
)(
1− ω20
)1/2
(30)
×
[
P1(ω0)P
1
n(ω0)
n(n+ 1)
−
Pn(ω0)P
1
1 (ω0)− P1(ω0)P
1
n(ω0)
2− n(n+ 1)
]
,
where ω0 := cos(θ0).
The velocity corresponding to force-free motion is
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given by
U
(f)
vi
U0
= −
1
12
[
2 + cos θ0
(
cos2 θ0 − 3
)]
. (31)
For 0 < θ0 ≤ pi/2 one has U
(f)
vi /U0 < 0 (see Fig. 2(a)).
As expected, the motion is in the negative z direction
(i.e., away from the active cap), which is consistent with
the phoretic slip pointing towards the −eθ direction (see
Fig. 4(a)). The smoothly decreasing production rate
over the surface leads to smaller gradients in the solute
number density and, accordingly, to visibly reduced ve-
locities in comparison to those in the previous two mod-
els. This also leads to the removal of the sharp peaks, as
observed in the other models, in the distribution of the
phoretic slip around the surface of the particle (see Fig.
4(a)).
From Eq. (30) one obtains the parameters S and S′ as
Svi := −
B2
|B1|
= −
5
2
sin4 θ0
2 + cos θ0 (cos2 θ0 − 3)
(32a)
and
S′vi :=
B3
B1
=
21
4
cos θ0 sin
4 θ0
2 + cos θ0 (cos2 θ0 − 3)
, (32b)
respectively. Their dependence on θ0 is shown in Fig.
2(c). As for the other models, Svi(θ0) < 0 for θ0 < pi/2;
but it remains negative also at θ0 = pi/2. Therefore,
within the whole range of θ0 the far-field flows in this
model correspond to those of a pusher. This is illustrated
in Figs. 4(b)-(c), where we show the flows for θ0 = pi/3
(b) and θ0 = pi/2 (c).
III.2. Position dependent phoretic mobility b(rP )
As noted in the beginning of Sec. III, if the phoretic
mobility varies over the surface it is not possible, in gen-
eral, to obtain simple expressions – such as, e.g., Eq. (19)
– for the coefficients Bn. Therefore we continue the dis-
cussion of the model activity functions under additional
constraints in order to reduce the number of free param-
eters. We shall focus on the case θ0 = pi/2, which is a
typical value in experimental studies, and we shall con-
sider only models with the phoretic mobility described
by a piecewise constant function:
g(θ) =
{
−1, 0 ≤ θ < θ0 = pi/2,
−γ, pi/2 = θ0 < θ ≤ pi.
(33)
This corresponds to a negative phoretic mobility−b0 over
the upper cap (see Fig. 1) and a different value, −γ b0,
over the lower cap. This choice is motivated by the typ-
ical realizations of such particles, in which the two parts
of the particle consist of two distinct materials (such as
the Au-Pt rods employed in the experiments reported in
Ref. [2]); alternatively, a part of their surface is coated
by a different material. This is, e.g., the case for the par-
ticles employed in Ref. [83] for which one part is silica
(inactive) while the other part is covered by Pt catalyst
(active). We note that γ = 1 corresponds to models with
position independent phoretic mobility, as studied in the
previous subsection.
With this choice for g(θ), the weights In,k (Eq. (12))
take the form
In,k = −
1 + (−1)n+k γ
2
1∫
0
dxP 1n(x)P
1
k (x)
=: −
1 + (−1)n+k γ
2
Jn,k , n, k ≥ 1 . (34)
Although an insightful, closed form expression for the in-
tegrals Jn,k defined above is not available, certain simpli-
fications of the calculations below are possible by noticing
that if n+ k is an even number one has
Jn,k :=
1∫
0
dxP 1n(x)P
1
k (x) =
1
2
1∫
−1
dxP 1n(x)P
1
k (x)
=
n(n+ 1)
2n+ 1
δn,k , for n, k ≥ 1 , n+ k even. (35)
Furthermore, as discussed in the previous section, in
the models (pa) (production and annihilation) and (pi)
(production and inert) the coefficients fn with n ≥ 1,
and therefore the coefficients Bn, differ only by a con-
stant factor independent of n (e.g., for θ0 = pi/2, the co-
efficients f
(pi)
n are twice as large as the coefficients f
(pa)
n ).
Consequently, the ensuing hydrodynamic flows they in-
duce have the same structure and differ solely in terms
of a velocity scale, irrespective of the specific dependence
of the phoretic mobility on the position at the surface.
Thus in the remaining part of this subsection we study
only the models (pa) and (vi).
III.2.1. Production and annihilation (pa) activity function
In this case and for θ0 = pi/2 only the coefficients f
(pa)
n
with an odd index n are nonzero (see Eq. (26)). Con-
sequently, from Eqs. (11), (34), and (35) one concludes
that for this model the coefficients Bn are given by
Bn =
[
1 + (−1)n+1γ
]
χn , n ≥ 1 , (36)
where
χn =
1
4
×


nf
(pa)
n , n odd ,
(2n+ 1)
∑
k odd
Jn,k
f
(pa)
k
k + 1
, n even .
(37)
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Therefore, by combining Eqs. (15), (26), (36), and (37)
one arrives at the following simple expression for the
force-free velocity in an unbounded fluid:
U (f)
U0
= −
1 + γ
6
f
(pa)
1 = −
1 + γ
4
. (38)
This expression shows that, as discussed in Ref. [23],
even if the phoretic mobility varies over the surface,
i.e., γ 6= 1, a spatial variation in the activity, i.e.,
f
(pa)
1 6= 0, remains a necessary condition for self-motility
(U (f) 6= 0). One also finds that for γ = −1 (i.e., if the
phoretic mobility over that hemisphere, where the so-
lute is released, is equal in magnitude but opposite in
sign to the one over the hemisphere where the solute is
annihilated) the velocity vanishes. Nevertheless, the par-
ticle still induces a hydrodynamic flow. In the language
of squirmers, this situation corresponds to a “shaker”
(S → ±∞). For γ < −1, the velocity reverses sign, and
the force-free active particle moves in the positive z direc-
tion, i.e., towards that cap where the solute is produced
(see Fig. 5(a)).
The mode B2, which enters into the definition of the
squirmer parameter S, cannot be determined analytically
in closed form; on the other hand, Eqs. (36) and (37) do
render an expression of closed form for the mode B3. By
numerically evaluating the coefficient χ2 in Eq. (37), we
obtain χ2 ≃ −0.44. For n ≤ 300, the series entering in
the definition of the coefficients Bn have been evaluated
by keeping the first k ≤ 200 terms in Eq. (37); this en-
sured convergence of the truncation in all cases. With
respect to the evaluation of the slip velocity over the sur-
face of the particle, the discontinuity of the phoretic slip
(due to the binary-valued phoretic mobility (Eq. (33)))
at θ0 = pi/2 cannot be captured accurately by a trun-
cated series representation (Eq. (10)) even if one keeps
up to n = 300 coefficients Bn. However, the result ap-
pears to be reasonably accurate, as shown in Figs. 6(a)
and (e), except near the discontinuity at θ0 = pi/2, where
the curves are still slightly noisy. A cross-check is pro-
vided by the observation that for the phoretic mobility
defined in Eq. (33), the slip distribution can be obtained
from the one at θ0 = pi/2 shown in Fig. 3(a) by leav-
ing the branch θ < pi/2 unchanged while multiplying the
branch θ > pi/2 with the factor γ. For γ = ±3, the re-
sult of this procedure is shown in Figs. 6(a) and (e) by
symbols (circles); it compares very well with the results
obtained from Eq. (10) (solid lines).
The parameters S and S′ are thus given by
Spa := −
B2
|B1|
≃ 1.16×
γ − 1
|γ + 1|
, for γ 6= −1 , (39a)
S′pa := B3/B1 = −
7
4
, for γ 6= −1 ; (39b)
they are shown in Fig. 5(b). For γ > 1 one has Spa > 0
and the far-field flow is that of a puller (Fig. 6(b), see the
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FIG. 5. (a) The velocity U (f) of a force-free spherical Janus
particle (θ0 = pi/2) as a function of the ratio γ of the phoretic
mobilities over the two hemispheres, for the model activities
(see the main text) (pa) (dashed line) and (vi) (dotted line).
(b), (c) The squirmer parameters S = −(B2/|B1|) and S
′ =
B3/B1 as functions of the ratio γ for the model activities (pa)
(panel (b)) and (vi) (panel (c)). In all three panels (a)-(c) the
phoretic mobility over the upper hemisphere (θ < pi/2, see
Fig. 1), where the solute is released into solution, is negative.
The left and right open interval signs in panel (b) indicate
that the function S′pa is not defined at γ = −1 (where B1
vanishes), but the left and right limits S′pa(γ → −1) do exist.
location of the stagnation point in front of the particle).
For γ < 1, γ 6= −1, Spa takes the opposite sign, Spa < 0,
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FIG. 6. (a), (e): Phoretic slip as a function of position θ [Eq. (10), truncated at the first 300 terms] for model (pa) with a
binary-valued phoretic mobility (Eq. (33)) and for values γ > 0 (panel (a)) and γ < 0 (panel (e)). The open circles show the
phoretic slip obtained by multiplying with a factor γ = ±3, respectively, the branch θ > pi/2 of the corresponding (pa) result at
θ0 = pi/2 from Sec. III.1. The solid curve (γ = 1) in (a) corresponds to a particle with the same phoretic mobility −b0 over the
whole surface and thus reproduces (up to numerical accuracy, see the main text) the curve θ0 = pi/2 in Fig. 3(a). For θ < pi/2,
in each panel all three curves coincide. Note that for γ 6= 1 there is a discontinuity at θ = pi/2 owing to the binary-valued
phoretic mobility (see Eq. (33) and the main text). (b)-(d) and (f)-(h): The flow field in the laboratory system (lines, Eq.
(13) and the number density of solute (color coded) relative to the bulk density (Eq. (8)) for model (pa) with a binary-valued
phoretic mobility function (Eq. (33)) and for values γ > 0 (panels (b)-(d)) and γ < 0 (panels (f)-(h)), respectively. For both
the density and the flow the series are truncated at the first 50 terms. The thick white arrows show the direction of the motion
of the particle. In all cases the phoretic mobility is negative over the hemisphere where the solute is released.
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which is reflected by a far-field flow corresponding to a
pusher (Figs. 6(d), (f), and (h)). For γ = 1, one has
Spa = 0 and the particle behaves as a neutral squirmer
(Fig. 6(c)). For γ → −1, for which the velocity vanishes,
the squirmer parameter Spa diverges (Spa → −∞) and,
as mentioned above, the particle behaves as a shaker; the
corresponding flow field is illustrated in Fig. 6(g)). The
change in sign of Spa upon decreasing γ occurs ahead
of the change in sign of the velocity. Accordingly, in the
range−1 < γ < 1 the particle maintains the motion away
from the “producing” cap but changes its hydrodynamic
signature from a puller (as it is for γ > 1) to a pusher,
which implies that the stagnation point is now located
behind the particle. Finally, we note that, as can be read
off from Eq. (39a), in the limit of a very large ratio of
mobilities, i.e., γ → ±∞, the squirmer parameter Spa
attains the limiting values Spa → ±1.
III.2.2. Variable production and inert (vi) activity function
The analysis of model (vi) proceeds along very similar
lines. For θ0 = pi/2, all coefficients f
(vi)
n of odd index
n, with the exception of f
(vi)
1 , vanish (see Eq. (26)).
Consequently, Eqs. (11)-(35) render the coefficients
Bn =
[
1 + (−1)n+1γ
]
ξn+[1 + (−1)
nγ] νn , n ≥ 1 , (40)
where
ξn =
n+ 1/2
4
f
(vi)
1 Jn,1 (41a)
and
νn =
1
4
×


nf
(vi)
n , n even ,
(2n+ 1)
∑
k>0, even
Jn,k
f
(vi)
k
k + 1
, n odd .
(41b)
Thus for this model the coefficients Bn with n odd have
to be evaluated numerically by suitably truncating – typ-
ically after 200 terms – the series entering into the defi-
nition of νn.
By combining Eqs. (15), (30), (40), and (41) one ar-
rives at the following expression for the force-free velocity
in an unbounded fluid:
U (f)
U0
≃ −
2
3
[
0.07 (1− γ) +
1
8
(1 + γ)
]
; (42)
this is shown as a dotted line in Fig. 5(a). This be-
havior is very similar to the one of model (pa) discussed
above: for γ > γc ≃ −3.4 the velocity is negative (i.e.,
the particle moves away from the active cap), while for
γ < γc the particle moves in the positive z direction, i.e.,
towards the active cap. At γ = γc the velocity vanishes
and the hydrodynamic flow field induced by the parti-
cle resembles that of a shaker – very similar to the flow
illustrated in Fig. 7(f) for γ = −3.
As with the model corresponding to Fig. 6, upon evalu-
ating the slip velocity over the surface of the particle (Eq.
(10)) the discontinuity (due to the bi-valued phoretic mo-
bility (Eq. (33))) at θ0 = pi/2 cannot be captured accu-
rately by a truncated series representation, even if keep-
ing up to n = 300 coefficients Bn. However, the result of
such a truncation turns out to be reasonably accurate, as
shown in Figs. 7(a) and (e), except near θ0 = pi/2, where
some noise in the curves remains visible. Furthermore, as
for the previously discussed model, the cross-check with
the slip distribution obtained from the one in Fig. 4(a)
at θ0 = pi/2 by multiplying the branch θ > pi/2 with the
factor γ (shown by open circles in Figs. 7(a) and (e) for
γ = ±3) is satisfactory.
The parameters S and S′ are given by
Svi := −
B2
|B1|
≃
−0.4 + 0.08 γ
|0.2 + 0.06 γ|
, for γ 6= γc ,
S′vi := B3/B1 ≃
0.07 (1− γ)
0.2 + 0.06 γ
, for γ 6= γc ; (43)
these are shown in Fig. 5(c). As a function of γ, Svi
exhibits qualitatively the same behavior as Spa (compare
with the solid curve in Fig. 5(b)), with the only differ-
ence that the zero, here at γ0 ≃ 5, is shifted to larger
positive values of γ while the position γc of the singu-
larity is shifted further to negative values γ; the limits
for γ → ±∞ are somewhat larger, Svi → ±1.33 (see
Eq. (43)), than those in model (pa). Thus, for values
−3 ≤ γ ≤ 3 – as used for the examples shown in Figs.
7(a)-(h) – the velocity of the particle is negative and the
far-field hydrodynamic flow has the characteristics of a
pusher. Finally, we note that in contrast to the case of
model (pa), the parameter S′vi varies with γ (compare
Fig. 5(b)); at the point γ0 where Svi vanishes, it has a
negative value S′vi(γ0) ≃ −0.6 (Fig. 5(c)).
IV. NUMBER DENSITIES AND FLOW
AROUND ACTIVE PARTICLES EXHIBITING
FIRST ORDER REACTION KINETICS IN
UNBOUNDED SPACE
We proceed by discussing similar mappings onto a
squirmer model for more complex chemical activities of
the particle, while keeping the spherical shape with ax-
ial symmetry unchanged, i.e., as before we consider a
spherical colloid with a spherical cap covered by a cat-
alyst. The chemical activity model investigated in this
section depends on the local density of fuel molecules A
at the surface of the particle, and it consists of a catalyst-
promoted chemical conversion:
A+ catalyst → B + catalyst . (44)
As for the cases discussed in the previous section, we
shall focus on the dynamics in steady state. We further
assume that diffusion of the molecular species A and B
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FIG. 7. (a), (e): Phoretic slip as a function of position θ [Eq. (10), truncated at the first 300 terms] for model (vi) with a
binary-valued phoretic mobility (Eq. (33)) and for values γ > 0 (panel (a)) and γ < 0 (panel (e)). The open circles show the
phoretic slip obtained by multiplying with a factor γ = ±3 the branch θ > pi/2 of the corresponding result for (vi) at θ0 = pi/2
from Sec. III.1. For θ < pi/2, in each panel all three curves coincide. Note that for γ 6= 1 there is a discontinuity at θ = pi/2
owing to the binary-valued phoretic mobility (see Eq. (33) and the main text). (b)-(d) and (f)-(h): The flow field in the
laboratory system (lines, Eqs. (13)) and the number density of solute (color coded) relative to the bulk density (Eq. (8)) for
model (vi) with a binary-valued phoretic mobility function (Eq. (33)) and for values γ > 0 (panels (b)-(d)) and γ < 0 (panels
(f)-(h)), respectively. For both the density and the flow the series are truncated at the first 50 terms. The thick white arrows
show the direction of the motion of the particle; the shorter arrow in panel (f) is a reminder that at γ = −3 the behavior is very
similar to that of a shaker (which corresponds to γ ≃ −3.4). In all cases the phoretic mobility is negative over the hemisphere
where the solute is released.
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is sufficiently fast so that advection by the flow is negli-
gible compared to the transport by diffusion. Therefore,
considering the case of a dilute solution and treating the
species A and B as forming non-interacting, ideal gases,
the diffusion boundary-value problem defined by Eq. (2)
is replaced by two problems for the number densities
cA,B(r) of the fuel (A) and the product (B) molecular
species [11, 24, 29, 73]:
∇2cA,B(r) = 0 . (45a)
They are subject to the BCs
−DA,B [n · ∇cA,B(r)]|r=rP = ∓K(rP ) , (45b)
cA,B(|r| → ∞)→ C
(∞)
A,B . (45c)
The minus sign applies for species A, and the activity
function K(rP ), with rP on the surface of the particle, is
given by
K(rP ) =
{
κ cA(rP ) , for rP ∈ catalyst ,
0 , otherwise .
(46)
Moreover, we assume that κ (with units m/s) is constant
over the catalyst covered area, i.e., κ is a constant in-
dependent of the position rP within the catalytic patch.
For a steady state with cA,B > 0 to be stable it is neces-
sary that C
(∞)
A > 0; on the other hand, Eq. (45) reveals
that C
(∞)
B will enter into the final result only as an addi-
tive constant. Thus C
(∞)
B is irrelevant for the motion of
the particle (driven by gradients of the densities) and for
the hydrodynamic flow of the solution; in the following
we set C
(∞)
B = 0.
The form (Eq. (46)) of the right hand side of Eq.
(45b) for the species A and B defines the reaction as ex-
hibiting a first order chemical kinetics: the rate of con-
sumption of A molecules (and the rate of production of
B molecules, respectively) by the catalytic chemical re-
action is proportional to the local number density cA of
the fuel molecules. As implied by Eq. (45b), at the cat-
alyst covered region of the particle the chemical reaction
acts as a sink term for the flux of A molecules, and as
a source term of the same magnitude for the flux of B
molecules. As noted in Refs. [11, 104], this implies that
the quantity
N (r) := DAcA(r) +DBcB(r) (47)
is spatially constant.6 Therefore, it is sufficient to solve
6 From Eq. (45) it follows that N obeys the Laplace equation
subject to a homogeneous Neumann BC (i.e., vanishing normal
derivative) on the sphere and subject to the BC of a constant
value (DAC
(∞)
A
) at infinity. The solution of this boundary value
problem is a constant.
one of the boundary value problems in Eq. (45), e.g.,
the one for cB(r). The other density is obtained from
N (r) = DAC
(∞)
A (recall that C
(∞)
B = 0) as
cA(r) = C
(∞)
A −
DB
DA
cB(r) . (48a)
In order to reduce the number of free parameters, we
restrict the subsequent discussion to the particular case
in which the species A and B have similar diffusion con-
stants DA ≃ DB =: D. In this case, Eq. (48a) takes the
simpler form
cA(r) = C
(∞)
A − cB(r) . (48b)
Furthermore, for the same reason of reducing the num-
ber of free parameters, we consider only the case of a
particle half-covered by catalyst, i.e., we fix θ0 = pi/2,
which experimentally is the most relevant case. Addi-
tionally, we assume that the phoretic mobility bA of the
fuel species A vanishes. This facilitates a straightforward
comparison with the cases discussed in the previous sec-
tions. Moreover, under the constraint in Eq. (48a), the
generalization to the case bA 6= 0 merely amounts to a
redefinition of the parameter bB (see, e.g., Ref. [11]). As
it will become clear in the following, a generalization of
the calculations to arbitrary values for the diffusion con-
stants and the coverage θ0 is straightforward but involves
significantly more cumbersome algebra.
The relative importance of the transport by diffusion
compared to the production (and annihilation) of molec-
ular species through the chemical reaction is character-
ized by the dimensionless Damko¨hler number7
Da =
κR
D
; (49)
in the chemical kinetics literature, the limits Da≪ 1 and
Da≫ 1 are known under the physically intuitive names
of “reaction limited” and “diffusion limited” regimes, re-
spectively. In the following we shall use
C¯0 = DaC
(∞)
A (50)
as a characteristic number density. This choice is moti-
vated by the fact that, as we shall show below, in the
“reaction limited” regime C¯0 turns into the expression
for the characteristic number density C0 defined by Eq.
(6a).
Introducing nB(r) := cB(r)/C¯0 and recalling DA =
DB, Eqs. (45), (48b), (49), and (50) render the following
boundary-value problem for nB(r):
∇2nB(r) = 0 . (51a)
7 For distinct values of the diffusion coefficients of the two species,
it is customary to define the Damko¨hler number in terms of the
reactant (i.e., fuel) species.
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The BC on the particle surface (r = R) is
−R∂rnB(R, θ) =
{
1−Da × nB(R, θ) , 0 ≤ θ ≤ pi/2 ,
0 , pi/2 < θ ≤ pi ,
(51b)
and the BC at infinity is
nB(r →∞)→ 0 . (51c)
Before we proceed, we note that in the limit Da ≪ 1
one has 1 −DanB(rP ) ≃ 1; thus Eq. (51) indeed takes
the same form as the one describing the model (pi) in
Sec. III.1.1 if one identifies Da × C
(∞)
A = C0 = const.
Furthermore, from Eq. (48b) it follows that in the
same limit Da ≪ 1 one has nA(r) ≃ 1; thus indeed
κcA(rP ) ≃ κC
(∞)
A can be consistently identified with the
production rate Q in model (pi). Similarly, in the oppo-
site limit Da ≫ 1, in order to have Da × nB < 1 (see
the first line of the BC in Eq. (51b)) nB must satisfy
nB(R, θ ≤ pi/2) ≪ 1. By combining this new BC on
the catalytic hemisphere with that of vanishing normal
derivative on the lower hemisphere and with the BC in
Eq. (51c), it follows that in this case nB(r) is vanishingly
small everywhere, i.e., nB(r) ≪ 1 [37] (which is consis-
tent with a similar conclusion obtained by considering
Eq. (48b) in the limit Da ≫ 1); this implies that the
particle remains at rest and that there is no flow of the
solution (see also Ref. [37]).
Since the limiting casesDa≫ 1 and Da≪ 1 are either
trivial (the former one) or has been already analyzed in
the previous sections (the latter one), in the following we
shall focus on the case Da ∼ O(1). As in the previous
sections, the solution can be conveniently expressed in
terms of a multipole series expansion:
nB(r, θ) =
∑
n≥0
f
(kin)
n
n+ 1
(
R
r
)n+1
Pn(cos θ) . (52)
The coefficients f
(kin)
n (the superscript referring to the
reaction exhibiting a first-order kinetics) are determined
by plugging Eq. (52) into the BC in Eq. (51b). This
renders∑
k≥0
f
(kin)
k Pk(cos θ) (53)
=


1−Da
∑
k≥0
f
(kin)
n
k + 1
Pk(cos θ) , 0 ≤ θ ≤ pi/2 ,
0 , pi/2 < θ ≤ pi .
Multiplying both sides with (sin θ)Pn(cos θ), integrating
the first and the second lines of the RHS over their cor-
responding intervals, adding the results, using the or-
thogonality of the Legendre polynomials (Eq. (A2)), and
defining (see also Appendix A)
Hn(θ0) :=
θ0∫
0
dθ sin θ Pn(cos θ) (54a)
and
Hn,m(θ0) :=
θ0∫
0
dθ sin θ Pn(cos θ)Pm(cos θ) , (54b)
one obtains the following infinite system of linear equa-
tions for the coefficients f
(kin)
n :
2
2n+ 1
f (kin)n + Da
∑
k≥0
Hn,k(pi/2)
k + 1
f
(kin)
k
= Hn(pi/2) , n = 0, 1, . . . . (55)
Such systems of equations (equivalently, Eq. (53)) are
known as dual series problems [105]. They are often en-
countered in mixed boundary value problems [106] in the
context of, e.g., electrostatics of hemispherical conduct-
ing shells [105] or the calculation of steric factors in the
chemical kinetics literature [37, 107–114]. There are cases
in which the solution of such equations can be obtained
analytically (see, e.g., Ref. [72] for an example in the
context of active colloids and Ref. [106] for a rather ex-
haustive list). However, these cases are the exception
rather than the rule. Therefore, in general only numeri-
cal or approximate solutions are possible (see, e.g., Refs.
[110, 112]). Here we follow the latter approach and nu-
merically solve the system of equations by truncating it
at a sufficiently large order N , i.e., we set f
(kin)
n>N = 0. We
have used the cutoff N = 300, for which the linear system
of equations (55) can be solved without requiring partic-
ular technical efforts, for values of Da within the broad
range 10−4 ≤ Da ≤ 103. Finally, we remark that Eq.
(55) can be straightforwardly generalized to the case of a
cap with opening angle θ0 6= pi/2 by replacing pi/2→ θ0
in the arguments of the functions Hn and Hn,k.
For a given value of Da, once the coefficients f
(kin)
n
are calculated and known, the solute number density fol-
lows from Eq. (52). Since this series expansion has ex-
actly the same form as the one in Eq. (8), the whole
machinery, developed in Sec. II.3 for establishing the
mapping onto an effective squirmer, can be employed
directly. In view of this context, we shall discuss only
a couple of aspects pertaining to such models. For a
particle with uniform phoretic mobility, we thus know
that the amplitudes of the squirming modes are given
by B
(kin)
n (Da) = nf
(kin)
n (Da)/2, where we explicitly in-
dicated the dependence on Da. The velocity of the
squirmer as a function of Da immediately follows from
f
(kin)
1 (Da) and Eqs. (15) and (19). This result is shown
in Fig. 8(a) in units of U0, the latter being defined
via Eq. (6b) with the replacement C0 → C¯0. (Ac-
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FIG. 8. (a) The velocity U (f), in units of U0 (see the main
text), of a force-free Janus particle (θ0 = pi/2) as a function
of the Damko¨hler number Da. The open symbols correspond
to the solution of Eq. (55), the filled symbols are the results
of BEM numerical solutions, the dotted line is the approxi-
mate solution −1/(4 +Da) obtained by disregarding the off-
diagonal terms in Eq. (55) (i.e., by setting Hn,k = Hn,n δn,k),
while the dashed line corresponds to the heuristic guess (fit)
−1/(4 + 3Da). (b) The squirmer parameters S = −(B2/B1)
(note that B1 > 0, since U
(f)/U0 is negative, see panel (a))
and S′ = B3/B1 as functions of Da for the model Janus par-
ticle with first-order kinetics reaction. In both (a) and (b)
the phoretic mobility is position-independent and negative
(g(θ) = −1).
cordingly, here U0 is a function of Da × C
(∞)
0 . There-
fore the limits Da ≪ 1 and Da ≫ 1 should be taken
under the constraint of a finite, non-vanishing U0, i.e.,
0 < Da × C
(∞)
0 <∞.)
Figure 8(a) shows also the results obtained by employ-
ing the Boundary Element Method (BEM) in order to
numerically solve the corresponding Laplace and Stokes
equations directly. These results render a successful
cross-check of the calculation outlined above. Addition-
ally, we show the analytical approximation −1/(4 +Da)
(dotted line), which is obtained by setting to zero the
off-diagonal terms in Eq. (55), i.e., Hn,k = Hn,nδn,k.
This amounts to a “zeroth-order” approximation sug-
gested in Ref. [111]). This approximation works well
qualitatively, although it is quantitatively inaccurate as
far as the location is concerned of the cross-over between
the two plateaux values at low and large Da, respec-
tively. Finally, the dashed line shows the heuristic “fit”
−1/(4 + 3Da); such an accurate description provided by
a simple functional form with integer coefficients strongly
hints towards the existence of an exact analytical solu-
tion of Eq. (53); however, so far our efforts to derive such
a solution have been unsuccessful.
The corresponding squirmer parameters S and S′ are
shown in Fig. 8(b). While the parameter S′(Da) <
0 does not exhibit any noticeable dependence on the
Damko¨hler number Da, this is different for S(Da), which
exhibits an interesting transition as a function of Da. As
expected, if Da ≪ 1, i.e., the limit in which – as noted
above – the system maps back onto the model (pi) ana-
lyzed in Sec. III, one has S ≃ 0 so that the half-covered
Janus particle behaves hydrodynamically like a neutral
squirmer. However, upon increasing the Damko¨hler num-
ber to Da & O(1), the parameter S increases and be-
comes significantly positive. Therefore, the far-field flow
of this model particle with Da ≥ 1 exhibits a “puller”
character. To conclude, the far-field hydrodynamics ex-
hibited by this type of model particles depends signifi-
cantly on the details of the first-order reaction via the
magnitude of the Damko¨hler number. These aspects
are illustrated in Fig. 9, where we show how around
the Janus particle both the distribution of the phoretic
slip along the surface of the particle (Fig. 9(a)) and
the hydrodynamic flow, as well as the number density
of species B change upon increasing Da from 10−1 (for
which S ≃ 0.03) to 10 (for which S ≃ 0.96).
Figure 9(a) shows that the increase in the Damko¨hler
number is correlated with an increasing asymmetry of
the distribution of the phoretic slip along the surface:
the larger the value of Da, the more sharply the phoretic
slip is concentrated on the inert part. There are also vis-
ible changes in the magnitude of the phoretic slip. How-
ever, as emphasized above, the velocity scale U0 itself de-
pends on Da. The number density of product molecules
(color coded background in Fig. 9(b)-(d)) mainly ex-
hibits an overall change in magnitude upon increasing
Da. (Note that also the density scale C¯0 itself depends
on Da.) This translates into a reduced range of varia-
tions in c, consistent with the features in Fig. 9(a). On
the other hand, the flow changes qualitatively. As ex-
pected, at Da = 10−1 the flow field is basically the one
of a neutral squirmer (see the above discussion, Fig. 8(b),
and Sec. III.1). Upon increasing the Damko¨hler number
to Da = 1 a front-back asymmetry of the flow pattern
emerges, while further increasing the Damko¨hler number
to Da = 10 produces a clear puller-type flow, with a well
defined stagnation point in front of the particle.
We conclude this section by remarking that the case
of spatially varying phoretic mobilities can be straight-
forwardly addressed along the lines used for the mod-
els discussed in Sec. III.2. All necessary relations are
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FIG. 9. (a) The phoretic slip as a function of angular po-
sition θ [Eq. (10), truncated at the first 300 terms] for an
active particle with chemical reaction of first order kinetics
and Da = 0.1, 1, and 10, respectively. (b)-(d) The force-free
flow in the laboratory system (lines, Eqs. (13)) and the distri-
bution of solute (color coded, Eq. (52)), for an active particle
as in (a). For both the density and the flow the series are trun-
cated after the first 50 terms. The thick white arrows at the
particle show its direction of motion. In (a)-(d) the phoretic
mobility is position independent and negative (g(θ) = −1).
provided in Sec. II.3. As in the other cases discussed
in Sec. II.3, upon varying the sign and the magnitude
of the mobilities on the active and inert parts, respec-
tively, far-field hydrodynamic behaviors corresponding to
a “pusher”, “puller”, “neutral”, or “shaker” particle can
be observed.
V. EFFECTIVE INTERACTIONS BETWEEN
ACTIVE PARTICLES AND BETWEEN
CORRESPONDING EFFECTIVE SQUIRMERS
The analyses in the previous sections illustrate the ex-
act mapping of the hydrodynamic flow exhibited by vari-
ous active colloids – suspended in an unbounded solution
– onto effective hydrodynamic squirmers. Inter alia, for
classical hydrodynamic squirmers an attractive or repul-
sive interaction between a squirmer and a wall can be
used to infer a pusher, puller, or neutral character of the
squirmer, respectively [58, 62]. This naturally raises the
question of whether the interaction of chemically active
particles with confining boundaries (such as solid walls,
fluid interfaces, inert particles, or other active colloids)
can be captured – at least qualitatively – from the ef-
fective interaction with the same boundary of the cor-
responding effective squirmer (i.e., the one obtained via
the mapping, as described in the previous sections, of the
active particle in unbounded fluid). Moreover, one can
further specify the above question as follows. Suppose
that, e.g., an active particle exhibits, in the far field, an
effective attractive or repulsive interaction with a wall.
Can one then robustly infer from this observation that
the effective squirmer corresponding to that particle (see
above) has a pusher, puller, or neutral character [79, 82]?
The complex behavior of the flow and of the parti-
cle motion depends sensitively on the details of both the
chemical activity and the phoretic mobility. The analyses
of this behavior in the previous sections point towards a
negative answer to the above questions. The results in
Sec. III.1 show that – up to an overall constant scale
factor – identical flow patterns may emerge from seem-
ingly different physical mechanisms of the chemical activ-
ity (e.g., the distinct models (pi) and (pa) are character-
ized by the same set of squirmer modes Bn/B1). On the
other hand, one can anticipate that the distinct mecha-
nisms of activity will introduce distinct interactions with
the boundary, obscuring the “effective squirmer” charac-
ter of the mechanism of activity. In Sec. IV we have seen
that changes in the importance of transport by diffusion
relative to that of the reaction rate, i.e., the variation of
the Damko¨hler number Da, may change the associated
hydrodynamic flow from exhibiting a neutral squirmer
character to a puller-like one. Finally, in Sec. III.2 we
have seen that for a given chemical activity the charac-
ter of the hydrodynamic flow induced by the active par-
ticle may vary across the whole spectrum of “pusher”,
“puller”, and “neutral” behaviors via varying the pat-
tern of phoretic mobility at the surface of the particle.
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FIG. 10. (a) Schematic diagram illustrating a central col-
lision between two active particles of model (pi) which are
force and torque free. (b), (c) Velocity U(H) (open sym-
bols) of the active particle 1 and U ′(H) (filled symbols) of
the effective squirmer 1 (see the main text), respectively, in
units of U0. The results correspond to a position indepen-
dent, negative phoretic mobility and to coverages (Eq. (56))
(b): χ = −0.6 (effective “pusher”) and 0 (effective “neutral”),
and (c): χ = 0.6 (effective “puller”). The dashed line in (b)
and the dotted lines in (b) and (c) indicate the value of the
corresponding velocity U (f)(χ) (Eq. (22)) of the particle in
free space.
As a simple but insightful example, in this section
we consider the set-up of the central collision between
two identical active particles (i) belonging to model (pi)
with a position-independent phoretic mobility (see Fig.
10(a)), and their corresponding effective squirmer ersatz
particles (ii). The results discussed below illustrate that
there can be significant qualitative differences between
the behaviors exhibited in the above two cases (i) and
(ii). This implies that in the presence of geometrical
confinements significant qualitative differences can exist
between the behaviors exhibited by an active particle and
by its corresponding “effective squirmer”, respectively.
Therefore, the “inverse problem”, i.e., inferring a pusher,
puller, or neutral character of the effective squirmer from
the observation of a far-field attraction or repulsion of the
active particle with a boundary, is in general ill-posed.
Turning to the example depicted schematically in Fig.
10(a), the two spherical, active particles are described by
model (pi) with a position-independent surface mobility
(see the analysis in Sec. III.1); furthermore, we focus
on the case that the particles are force and torque free.
The number density c(r) of solute molecules obeys the
Laplace equation subject to the BC of solute-production
at the catalytic caps (black areas in Fig. 10) on each
of the two particles; it vanishes far from the particles.
The hydrodynamic flow u(r) is the solution of the Stokes
equations with the phoretic slip BC (Eq. (1)) which holds
on each of the two particles and is determined by c(r).
The BC of a quiescent fluid applies far from the particles.
Both these fields depend parametrically on H = h/R,
where h ≥ 2R denotes the distance between the centers of
the two particles of radius R. Due to symmetry, the two
particles move along the z-axis, which connects their cen-
ters, with velocities U1,2 which are equal in magnitude
but opposite in sign. U1,2 depend on H ; for H →∞, the
velocities take their corresponding values U(f) for a sin-
gle particle in an unbounded fluid (see Sec. III.1). The
difference with the reference system of colliding “effective
squirmers” is that for the latter the hydrodynamic slip
at the surface is prescribed to be independent of H . It is
set to that distribution which corresponds to the active
particle as if it would be immersed in an unbounded fluid
(see Eqs. (10), (19), and (21)). In order to discriminate
between the active particles and the effective squirmer
cases, we shall denote the corresponding velocities of the
squirmers, which also depend onH , by a prime, i.e.,U′1,2.
Both boundary value problems (i.e., for the number
density of the solute and for the hydrodynamic flow) can
be solved exactly in terms of series representations in
bi-polar coordinates [26, 66]; here we simply adapt and
employ the solutions available in Refs. [81, 115].8 We
shall use the velocities of particle 1, U1(H) := U(H) > 0
8 The symmetry of the diffusion problem shows that the current of
c(r) through the midplane normal to the z-axis vanishes. Thus,
the diffusion problem is equivalent to that in the set-up of a Janus
particle facing a wall. Similarly, for the hydrodynamics the same
plane is a surface of zero normal flow and zero tangential stress
(see also Ref. [49]); therefore the Stokes flow is the same as
that for the set-up of a particle moving towards a free (liquid-
vapor) interface. Thus both situations of interest follow from the
general solutions given in Refs. [81, 115] for the problem of an
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and U ′1(H) := U
′(H), in order to characterize the effec-
tive interactions: an increase (decrease) relative to the
free-space value U (f) = U(H → ∞) ≡ U ′(H → ∞) de-
fines an effective attraction (repulsion) induced by the
presence of particle 2.
As discussed in Sec. III.1, the size of the catalytic cap
is determined by the parameter
χ = − cos θ0 , (56)
which in the followings will be referred to as the cover-
age. For model (pi) with a position independent phoretic
mobility, this parameter allows one to tune the hydrody-
namic flow of the active particle. For negative phoretic
mobility the corresponding effective squirmer shows the
far-field characteristics of a pusher for χ < 0, of a neu-
tral squirmer for χ = 0, and of a puller for χ > 0 (see
also Fig. 2(b)). We therefore choose suitable values for χ
such that the model system under consideration exhibits
each one of these desired behaviors.
The results U(H) (open symbols) and U ′(H) (filled
symbols), in units of U0 and corresponding to χ = −0.6
(“pusher”) and 0 (“neutral”) are shown in Fig. 10(b),
while those corresponding to χ = 0.6 (“puller”) are
shown in Fig. 10(c). While in the first two cases the
somewhat na¨ıve replacement of the active colloid with
an effective squirmer results in a rather accurate approx-
imation, in the last case this procedure fails. For χ = 0.6,
the behavior is not only qualitatively different – the effec-
tive squirmers exhibit an attractive interaction, while the
active colloids exhibit repulsion – but this qualitatively
different behavior persists all the way to large separa-
tions H (i.e., to the far field). However, this is not too
surprising: it has been already pointed out in the liter-
ature (see, e.g., Refs. [23, 77, 83]) that the distortions
of the chemical field and those of the hydrodynamic flow
induce, in general, changes in the velocity of the particle
of the same order of decay as a function of the distance
from the cause of distortions (boundary). As we show
below, this is the case here, too. Accounting for both
these distortions (rather than just for the hydrodynamic
one, as it is the case for the effective squirmers) fully
explains the effective repulsion exhibited in all cases by
the active particle. Before we proceed, we re-emphasize
that attributing the repulsion observed in Fig. 10(c) en-
tirely to hydrodynamics and attempting to assign to this
a type of squirmer leads to the erroneous inference of a
“pusher” character. As a consequence, a follow-up anal-
ysis would attempt to find a surface activity such that
it could be mapped onto an effective pusher, instead of
searching for the correct “puller”-like mechanism (which
is known to be the case for the active particle considered
in Fig. 10(c)).
active particle facing a liquid 1 - liquid 2 interface as limiting
cases (i.e., by taking the appropriate limits for the parameters of
liquid 2.
Focusing now solely on the results for the active parti-
cles, we look at providing a simple far-field approximation
which allows one to understand their interaction. With
this aim, we resort to a point particle approximation ac-
cording to which we simply replace the second particle
by the chemical, c(2)(r), and hydrodynamic flow field,
u
(2)(r), which it produces as if it was single, and calcu-
late the effects, in leading order, of these fields on particle
1. We start with the effects of the chemical field.
Colloid 1, located at Rp = (0, 0, z = −H/2) in the
external field c(2)(r) (see Eqs. (8) and (21) with the
origin shifted to the point (0, 0, z = +H/2)) acquires a
phoretic velocity [47]
δUc = (−b0)(∇c
(2))|r=Rp ⇒ (57)
δUc
U0
≃ −
{
f0
(
R
H
)2
− f1
(
R
H
)3
+O
[(
R
H
)4]}
ez .
For the case of interest here, the particle is a net source
of solute (f0 6= 0) and the first term provides the leading
order. However, there can be cases, such as the model
activity (pa) discussed in Sec. III, for which there is no
net production (or annihilation), i.e., f0 = 0. In such
cases, the leading order term is the second one in the
brackets. This latter term is proportional to f1, which in
turn determines the motility of the particle (see Eqs. (15)
and (19)) and is nonzero for an active particle exhibiting
motility in an unbounded solution.
We now turn to the effects of the flow u(2)(r) on the
motion of the particle 1. Faxe´n’s laws [49] imply that, in
the geometry shown in Fig. 10(a), particle 1 immersed
in the flow u(2)(r) (see Eq. (13) with F = 0 and the
origin shifted to the point (0, 0, z = +H/2)) acquires the
velocity [58, 65, 67]
δUh = u
(2)|r=Rp ⇒ (58)
δUh
U0
≃ −
[
f2
(
R
H
)2
+
(
1
3
f1 −
3
2
f3
)(
R
H
)3]
ez
+O
[(
R
H
)4]
ez . (59)
If the effective squirmer model, corresponding to the par-
ticle with uniform mobility, is either a pusher or a puller,
one has f2 6= 0 and the first term provides the leading
order behavior (note that it has opposite signs for pusher
and puller, respectively). On the other hand, if the effec-
tive squirmer mapping leads to a neutral squirmer, i.e.,
f2 = 0, the first term vanishes and the leading order
behavior is given by the second term, the amplitude of
which involves both the modes f1 and f3 of the activity
function.
Combining the two results above, and noting that
f0 > 0 for model (pi) of interest here, one arrives at the
following expression for the deviation δU, at leading or-
der, of the velocity of particle 1 from the “single-particle”
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value U (f)ez:
δU · ez
U0
≃ − (f0 + f2)
(
R
H
)2
(60)
(pi)
= −
(
1 + χ
2
−
5
4
χ
√
1− χ2
)(
R
H
)2
,
where in the last line we have specialized the more general
result to the specific choice of the coefficients fn of model
(pi) (Eq. (21)).
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FIG. 11. The deviation of the velocity of particle 1 with
radius R from the “single particle” value U (f), in a central
collision as depicted in Fig. 10(a), as function of the center-
to-center separation H/R. The data correspond to a position
independent, negative phoretic mobility and to coverages χ =
∓ 0.6 (main panel), corresponding to an effective “pusher”
or “puller”, respectively, and χ = 0 (inset), i.e., effectively
“neutral”. The symbols show exact results obtained from
series in terms of bi-polar coordinates; the data are taken
from Figs. 10(b) and (c). The dashed and dotted lines show
the corresponding predictions of the far-field approximation
(Eq. (60)).
The first term in parentheses in the second line of Eq.
(60), which accounts for the effective interaction induced
by the chemical distortions, is positive and dominates
the second one (which emerges from hydrodynamic in-
teractions and changes sign at χ = 0) for all values of
−1 < χ < 1. Thus, the leading order far-field analysis
above indeed correctly captures the main qualitative fea-
ture of the collision between these model active particles,
in that they exhibit an effective repulsion irrespective of
the coverage (see Figs. 10(b), 10(c), and 11). Further-
more, as can be seen in Fig. 11, in all three cases the
predicted deviations from the single-particle velocity (Eq.
(60)), i.e., the “effective interaction” between the two ac-
tive particles, quantitatively capture the exact results at
large values H/R, and, for χ ≥ 0, quasi-quantitatively
down to separations as small as H/R & 4 (see, also, sim-
ilar reports on the accuracy of far-field approximations
by, e.g., Ref. [62, 84, 86]).
VI. SUMMARY AND CONCLUSIONS
We have analyzed in detail the connection between
simple models of chemically active, spherical, axisymmet-
ric particles moving by self-diffusiophoresis, as defined
in Sects. II.1 and II.2, and the classic hydrodynamic
squirmer model [50, 51].
For the motion in an unbounded fluid, this connec-
tion takes the form of an exact mapping from the model
chemical activity and phoretic mobility of the particle
to a set of squirming modes Bn, as reported previously
[72–74]. For completeness, and because these results are
somewhat isolated in the literature, the steps involved in
constructing this mapping have been succinctly summa-
rized in Sect. II.3. Such mappings provide the hydrody-
namic flow around the active particle, i.e., the solution
of the Stokes problem, in explicit form. Along the con-
struction of this mapping, one finds as a by-product a
simple derivation of the relation between the external
force needed to immobilize the active particle (so-called
“stall” force) and the velocity with which the particle
would move in the absence of external forces (Eq. (17)).
In Sect. III we have illustrated such mappings for
various, commonly used models of chemical activity and
for particles with either position-independent or position-
dependent phoretic mobility. For each case considered,
the mapping was derived explicitly in terms of the func-
tions describing the chemical activity and the phoretic
mobility. The results have been illustrated as functions
of geometrical parameters (e.g., the coverage) of the sys-
tem and for various ratios of phoretic mobilities over the
two parts of the particle surface: plots of (i) the number
density of the solute, together with the associated hydro-
dynamic flow field, (ii) the distribution of the phoretic
slip around the particle, and (iii) the sign and magnitude
of the first two squirmer modes, based on which the par-
ticles can be classified as “pushers”, “pullers”, “neutral”,
and, eventually, “shakers”. Two important conclusions
have emerged from the examples discussed in Sect. III.
The first is that the models of chemical activity involv-
ing arguably very distinct physical mechanisms, may map
onto the same (up to a change of the velocity scale) effec-
tive squirmer (Sects. III.1.1. and III.1.2.). The second
is that, for a given model of chemical activity, solely by
varying the value of the ratio of phoretic mobilities over
the two parts of the particle surface one arrives at effec-
tive squirmers which can exhibit any of the “pusher”,
“puller”, or “neutral” characters (Sect. III.2). This
highlights that even if the hydrodynamic flow around a
squirmer is perfectly known, the pattern of chemical ac-
tivity cannot be reliably and robustly inferred from it
without knowing the phoretic mobility function and de-
convoluting its contributions.
In Sect. IV we have shown how the mapping procedure
can be straightforwardly extended to include the more
complex case of a chemical reaction with a first order
chemical kinetics. For the particular case of a Janus par-
ticle, this has been illustrated, in terms of number densi-
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ties of the chemical species, the hydrodynamic flow field,
and the slip distribution around the particle. By study-
ing these at various values of the Damko¨hler number Da,
which characterizes the relative importance of the trans-
port by diffusion with respect to the reaction rate, we
found changes in the resulting “effective” squirmer type
from “neutral” at Da ≪ 1 (reaction-limited kinetics) to
“puller” at Da≫ 1 (diffusion-limited kinetics).
Finally, in order to build counter-examples, in Sect. V
we have illustrated, by using the simple case of a cen-
tral collision between two identical model active parti-
cles, that in the presence of geometric confinement it is
not justified to replace the active particle by its effective
squirmer, even if the interest is solely in the far-field be-
havior. Moreover, the examples shown in Figs. 10(b) and
(c) highlight that attributing an observed effective inter-
action exhibited by the active particles entirely to hydro-
dynamics, and attempting to associate a type of squirmer
based on such a hypothesis, may easily lead to flawed
conclusions about the characteristics of a surface activity
function compatible with that type of squirmer. While
the direct use of the corresponding effective squirmer –
if the particle operates under geometrical confinements –
is thus unwise, the mapping onto an effective squirmer
remains a very useful tool. By resorting to it, we have
derived a far-field approximation (Eq. (60)) which ratio-
nalizes and captures (quasi)-quantitatively the effective
interaction between the two active particles in the par-
ticular configuration shown in Fig. 11.
To conclude, we have highlighted both the advantages
of the mapping of model chemically active colloids to
effective hydrodynamic squirmers, as well as the draw-
backs of unwarranted use of such approaches. As we have
shown in Sect. V, carrying over the descriptions in terms
of squirmers to studies of, e.g., the collective behavior
in suspensions of active particles, is not well grounded
even as an approximation of a “dilute limit” focused on
far-field interactions. However, the success of the pro-
cedure in terms of effective interactions, which leads to
Eq. (60), raises the intriguing question of whether simi-
lar results may hold in more complex, general situations.
Such results would pave the way for finding simplified,
yet robust and reliable models, to be employed, e.g., in
large scale computer simulations of suspensions of active
particles [69, 116]. We thus consider it as rewarding to
study this issue in the context of more complex geome-
tries, such as the motion of an active particle parallel or
normal to an interface, or non-central binary collisions.
For hydrodynamic squirmers in such geometries a wealth
of results is available (see, e.g., Refs. [58, 59, 62, 65, 67]),
which can facilitate a study as suggested above. Finally,
we note that squirmer models are available for other ax-
isymmetric shapes, such as prolate and oblate spheroids
(see, e.g., Ref. [117, 118]), and thus similar mappings
from chemically active particles to squirmers should also
be possible for particles with elongated shapes (e.g., rods)
as encountered in actual experimental studies.
ACKNOWLEDGMENTS
This research has benefited from the scientific interac-
tions facilitated by the COST Action MP1305 “Flowing
Matter”, supported by COST (European Cooperation in
Science and Technology). M.T. acknowledges financial
support from the Portuguese Foundation for Science and
Technology (FCT) under Contract no. IF/00322/2015.
Appendix A: Useful relations
At various steps, the following relations [100] involving
the Legendre polynomials Pn and the associated Legen-
dre functions Pmn of degree n and order m = 1 have been
used:
P 1n(cos θ) := − sin θ
dPn(cos θ)
d(cos θ)
=
dPn(cos θ)
dθ
, (A1)
pi∫
0
dθ sin θPn(cos θ)Pk(cos θ) =
2
(2n+ 1)
δn,k , (A2)
pi∫
0
dθ sin θP 1n(cos θ)P
1
k (cos θ) =
2n(n+ 1)
(2n+ 1)
δn,k , (A3)
and
Hn(ω0 := cos θ0) :=
1∫
ω0
duPn(u) (A4)
=


1− ω0 , n = 0 ,
− (1−ω
2
0
)1/2
n(n+1) P
1
n(ω0) , n ≥ 1 .
For m 6= n, one has
Hn,m(ω0 := cos θ0) :=
1∫
ω0
duPm(u)Pn(u) (A5)
= −(1− ω20)
1/2 Pn(ω0)P
1
m(ω0)− Pm(ω0)P
1
n(ω0)
m(m+ 1)− n(n+ 1)
.
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