Approximants to the inverse Langevin and Brillouin functions appear in diverse contexts such as polymer science, molecular dynamics simulations, turbulence modeling, magnetism, theory of rubber. The exact inverses have no analytic representations, and are typically not implemented in software distributions. Various approximants for the inverse Langevin function L À1 had been proposed in the literature. After proving asymptotic features of the inverse functions, that had apparently been overlooked in the past, we use these properties to revisit this field of ongoing research. It turns out that only a subset of existing approximations obeys the relationships. Here we are able to derive improved (or 'corrected') approximations analytically. We disqualify the classical Padé solution approach that is typically used to obtain coefficients for approximate forms, and recommend a simple rational function L À1 FENE ðyÞ=ð1 þ y 2 =2Þ that has a maximum relative error of 1-2 orders of magnitude smaller compared with the usually employed approximations
Introduction
Since the works of Kremer and Grest in 1990 [1] , the computational and theoretical study of polymers has developed into a new direction, known as coarse-grained modeling. For decades, generic polymers are modeled using the so-called finitely extendable nonlinear elastic (FENE) (an anharmonic spring force law proposed by Warner [2] , supplemented only by the established Lennard-Jones interaction), that is an approximation to the underlying inverse Langevin function. The approximation is convenient because it is efficiently implemented, and can be used in analytic theories. It is nowadays heavily used for the computation of the mechanical and optical properties of polymeric systems on nano-and mesoscopic scales, and a standard part of textbooks in polymer physics. Major molecular modeling softwares make use of the approximation, while the quality of the FENE approximation is known as poor. Its deficiency is becoming a problem because nonequilibrium situations and nanoscale problems under extreme conditions (strong flows, such as confinement, stretched networks) easily enter the regime, where the approximation starts to fail dramatically [3, 4] . The FENE approximant is actually asymptotically incorrect, and several recent works dealt with the problem finding both accurate and simple approximants that can be used instead. Attempts, including the one by Cohen [5] , who 'rounded' the coefficients to find better approximations for the inverse Langevin function, starting from an approximation they obtained via the classical one-point Padé solution approach, had a major flaw, and were actually never able to provide more useful candidates, for reasons discussed in the manuscript. Still, Cohen's derivation of an approximant, supplemented by a rounding scheme, is not only educationally appealing, but produced a highly useful result.
Here we show that using exact asymptotic behaviors of the inverse Langevin function (and also the inverse Brillouin functions, that contain the inverse Langevin function as a special case, and appear in the theory of magnetism), it is almost trivial to prove that we are able to calculate the best possible approximant to the inverse Langevin function for given complexity, where low complexity essentially stands for usefulness. We find that Cohen's approximant is one of the exactly two members of the class with lowest possible complexity, and that the second member of this class, that remained so far unnoticed, is the one with a relative accuracy of about 1%, compared with 50% for the FENE force law, and 4.5% for Cohen's approximant. Using the new strategy that has the potential to give rise to a modified Padé solution approach, due to its generality, we furthermore present a slightly more complex, still simple approximant with a relative error of only 0.2%. We compare the various approximants and work out implications. All proofs, a detailed assessment of the past attempts, and an application to Non-Newtonian rheology are provided in the appendices.
Brillouin and Langevin functions and their inverses
Let us shortly mention Brillouin's functions B r that arise in the mean-field theory of systems with spin r, and non-interacting paramagnetic species in an external field. The inverse B À1 r is used in the construction of an effective Hamiltonian as well as in non-iterative molecular field theory [6] . The magnetization is proportional to rB r , where B r ðxÞ ¼ ðd=dxÞ ln given by g r times rB r ðxÞ where g r is the Landé g-factor, and x ¼ g r l B rB=k B T the dimensionless Zeeman energy of the magnetic moment in the external magnetic field B; here l B denotes Bohr's magneton.
In the classical limit, the moments can be continuously aligned in the field. B r then simplifies to the even more important Langevin function LðxÞ ¼ ðd=dxÞ R r s¼Àr expðÀxs=rÞ ds that evaluates to
Both B r and L approach unity for x ! 1 and cannot be inverted analytically except for r 6 2 (Appendix D), while B
À1
r rather than original functions appear in various contexts including magnetic and polymeric systems. For this reason there exists an amount of literature that attempted to find analytic approximations for L À1 , in particular [7, 6, 5, 2, 8] as it determines the force-extension relationship
ðyÞ of a flexible polymer of extension r and contour length l, where y ¼ r=l receives the meaning of relative stretch. In the context of this problem the integral in the definition of L is a partition sum, x a Lagrange parameter proportional to force, and s=r 2 ½À1; 1 a relative orientation of a bond with respect to the direction of the external force. We are going to demonstrate that the most commonly used approximants are poor because they had been guessed or fitted numerically rather than derived taking into account constraints. Before stating the constraints we'll be using to obtain admissible and better approximations, let us summarize major past developments and attempts.
The most commonly used approximation for
FENE ðyÞ ¼ 3y=ð1 À y 2 Þ, widely used both in theory and molecular modeling software packages like LAMMPS or GROMACS [9, 10] . It is the preferred polymer model in otherwise expensive turbulence simulations [11, 12] . Because the related (Kramers) stress tensor
FENE ðyÞ is a simple function of y 2 , Peterlin's preaveraging procedure directly lead to a constitutive model for polymeric systems known as FENE-P model [13] [14] [15] [16] [17] [18] . The FENE force is an especially poor approximation to the exact L À1 for the case of strong stretching, while this part of the force law is relevant, e.g., for the calculation of stresses in chemical and (bio)physical networks subject to strong deformation [14, 19] , for peptide microgel interactions in the strong coupling regime [20] , for fibers with integrated mechano-chemical switches such as fibronectin networks [21] , single chain, DNA or actin filament dynamics [22] [23] [24] [25] , the modeling of non-Gaussian extensibility effects and craze in elongation [26] , polyelectrolyte or hydrogels [27] , polymer nanocomposites [28] , nanoscale brushes [29] , slip-link simulations of entangled polymers in extensional flows [30] , and more generally in the coarse-grained description of macromolecules and nonlinear elasticity theories [31] [32] [33] [34] .
Features of admissible approximants
There is no doubt that the inverse functions can be calculated numerically to any precision. An approximant must therefore be both simple and accurate to be useful. The inverse
r ðyÞ ¼ a y þ Oðy 3 Þ with a ¼ 3=ð1 þ 2Þ can be Taylor-expanded about y ¼ 0 up to any order (Appendices Band D), but due to its divergency at jyj ! 1, the expansion has a small convergence radius and is unsuitable for approximations, while rational functions are the proper candidates [35] . They can be used to study resummations of divergent series known as zeta regularization, or to extract critical points and exponents of functions. Yet, one of the most widely used approximants for B
À1
r is B
Arrott ðyÞ ¼ a y= ffiffiffiffiffiffiffiffiffiffiffiffiffi ffi 1 À y 2 p proposed by Arrott [7] . While it is simple and quite accurate especially for r ¼ 4, it suffers from the following short-
Arrott ðyÞ dy ¼ a and lim y!1 B
Arrott ðyÞ= lnð1 À yÞ ¼ 1. As we prove in Appendices A, B, C, D, E the exact integral and asymptotic relations are 8 rP0 is non-integrable and that L À1 ðyÞ ¼ 3y þ Oðy 3 Þ in the limit y ! 0 is a special case of Eq. (6) . An equivalent formulation of Eq. (5) will be given in Eq. (7).
In short, we suggest to use approximants for L À1 and B
r that satisfy these constraints. Inverse functions, that do not satisfy them, automatically perform poorly except maybe within a limited region of y-space. This disadvantage could only be justified by a particularly simple form of the approximant, that allows to perform calculations analytically. But if we were in the position to choose between equally simple forms that differ in their quality, the version with higher precision must be superior.
Many approximants to L
À1 are known in the literature (Fig. 1 
Ã and l P 1. Here the b's are coefficients that need to be determined. They must respect the admissibility criterion Eq. (7). This is done by calculating one of the m þ n coefficients, for example b mþn , explicitly via
This requirement contradicts the classical approach determining the coefficients of an unconstrained Padé function by comparing Taylor coefficients of exact and approximate L À1 up to 'complexity' c m 0 þ n 0 [36] . Cohen and others [8] followed this classical one-point Padé approach by matching the first c coefficients. They immediately realized that the error of the so-obtained unique approximant is large, and came up with 'rounded' coefficients that perform better. To improve the quality of approximants along these lines only marginally, researchers invented the so-called multiple-point Padé approximation. It does not help to erase by construction any disagreement with Eq. (5), but can be considered as a well-established technique [8, 37, 38] . Formally, Cohen's rounded approximant can be recovered via a two-point Padé approximation if the two points are only chosen
it is not only ruled out by its incorrect symmetry but moreover does it not significantly improve over the quality of L
À1
Cohen . The approach proposed here will be very simple. We enforce the admissibility, i.e., Eq. (7) via Eq. (9), and then obtain the remaining small set of 1 2 ðc À 3Þ À l coefficients in Eq. (8) for given l P 1 by matching the Taylor series at y ¼ 0. So far we know that the minimum possible complexity for an admissible approximant is c ¼ 5 (9) and is therefore identical with the mentioned L
Cohen ðyÞ, while we actually derived rather than guessed or numerically determined all the c ¼ 5 coefficients of an approximant of this order. To our surprise, the only remaining, second member of this class, similarly characterized by b 1 ¼ 1=2 according to Eq. (9), exhibits a much smaller maximum relative error both for L À1 and the related potential, compared with the commonly used approximants,
We performed a detailed assessment of a large number of previously suggested approximants to L À1 in comparison with our Eq.
(10) (Figs. 1 and 2a). This approximant Eq. (10) we recommend to replace the FENE force and potential. As opposed to the FENE form, it exhibits correct asymptotic behaviors, and it improves the quality of the FENE force law and potential by about two orders of magnitude at essentially no cost. To appreciate the uniqueness of the proposed Eq. (10) and to understand why it had not been invented earlier it is instructive to consider all (actually there are only two) families of parameter-free (p ¼ 0) and admissible approximants. According to Eqs. (8) and (9) one has
The members are characterized by c ¼ 3 þ 2l and m þ n ¼ 1. If we'd calculate l by matching the Taylor series L À1 ðyÞ ¼ 3y þ ð9=5Þy 3 þ Oðy 5 Þ, we would come up with non-integer l ¼ 12=5 and l ¼ 15=4, respectively. Just rounding these values to l ¼ 2 and l ¼ 4 seems appealing, but completely ignores the target: A useful approximant has both small D and small complexity c (Fig. 3 ).
Discussion
Obviously, more complex approximants exist for L À1 , while we were so far interested in those that are obtained analytically and useful for both analytic and computational purposes. Using the described approach we analyzed all higher order approximations with l ¼ 1 and m þ n > 1 to find that a significantly smaller error of D ¼ 0:2% is achieved only for m þ n þ l ¼ 7, namely for a member of the ½m 0 =n 0 L À1 ¼ ½7=8 class. If we release the requirement further and determine only m þ n À 2 coefficients using the current approach, while adjusting the remaining parameter so that D approaches its minimum, there is still just one unique best solution for each choice of m; n, and l. It is most conveniently found by plotting D versus y 0 , where y 0 determines the free parameter via
The only resulting expression that is worthwhile being mentioned, due to its simultaneous simplicity and accuracy, is a member of the c ¼ 9 class and reads
It can be derived using y 0 ¼ 0:6 and L À1 ð0:6Þ % 2:4. Because there is some history in the development of approximants that have incorrect symmetry, we furthermore inspected the extended class of rational functions ½m 0 =n 0 with correct asymptotic behaviors. The one by Puso [39] we mentioned already. Others by Darabi and Itskov [40] and Jedynak [8] were guessed starting from the Padé solution method, following Cohen's strategy. Revisiting the class of rational functions upon releasing the requirement of odd symmetry while preserving the constraint of correct asymptotic behavior, we obtain (i) ½3=1 ¼ ð51 À 49y þ 15y 2 Þy=17ð1 À yÞ (D ¼ 0:96 %) of the form proposed in 2015 by Darabi and Itskov [40] while our version exhibits a higher accuracy, and (ii)
90%) of the form proposed by Jedynak in 2014 [8] , here also with significantly improved accuracy (Fig. 1) . These examples help to support the more general result of the present study, where we propose to take into account asymptotic behaviors, rather than Taylor coefficients only, to obtain an approximant that is accurate over the whole domain.
While L À1 appears as the force strength in the force-extension relationship of flexible polymers, there are more applications. (i) For idealized regular networks with N-strands subject to uniaxial deformation with extension ratio k, the elongational stress r is expressed as [5] 
where m c is the number density of strands (Appendix B). The exten- 
In the vicinity of T C (h % 1), all these approximants suggest y / ð1 À hÞ 1=2 , while the prefactors are unity (FENE) 
Conclusion
While we ended up with an approximant for B À1 r , the main result of this contribution are the best possible, admissible approximants for the inverse Langevin function L À1 with complexity < 10, Eqs. (10) and (14), while approximants with c P 10 are not anymore simple. Eq. (10) can replace the FENE force law and potential at basically vanishing computational cost, and it has the advantage compared with Warner's FENE, Cohen's and other approximants that it is highly accurate and does not break down when external stimuli become 'strong'. Interestingly, there are several studies [12] that compare the various FENE-P-type models with the FENE model, while the FENE model itself is an approximation. Not only should comparisons of the various models be done against the unapproximated inverse Langevin function, but the improved approximant could be used to establish more accurate models of FENE-P type, eventually taking into account a closure approximation [41] [42] [43] . Without any further developments should the proposed Eq. (10) (or Eq. (14) 
we find
LðxÞ ¼ lim
This section contains proofs of Eqs. (5), (7), and (9). The asymptotic behavior of L À1 follows from the asymptotic behavior of L (Eq.
(A.4)). We can solve the asymptotic relationship
states L À1 ðyÞ ¼ ð1 À yÞ À1 in the limit y ! 1. Because for any constant l the Taylor expansion of ð1 À y l Þ=ð1 À yÞ about y ¼ 1 yields 
ðB:5Þ
that are iteratively calculated as well (Fig. B.4 ). Inserting the known coefficients A i from Eq. (A.2) one has a 0 ¼ 3; a 1 ¼ 9=5; a 2 ¼ 297=175, etc. and it is numerically cheap to calculate coefficients up to a 500 , say. But there is no reason to do so, because the convergence radius of the expansion is extremely small, R % 0:816 for an expansion with 500 terms [44] . Due to its relevance in the theory of nonlinear elastic networks [46] [47] [48] subjected to deformation tensor E let us mention the related expansion of the strain energy density function The various rational function approximants to L À1 , are defined, plotted ( Fig. F.6) , and compared to each other below. The most common quantity defining the quality of an approximation is the maximum relative error, denoted as D, while it is also instructive to watch the relative error DðyÞ j1 À L À1 approx ðyÞ=L À1 exact j as function of y (Fig. F.7 ). Other quality criteria are the accuracy of UðyÞ, the mean relative error, Both the integral and UðyÞ are readily calculated analytically for all approximants (Fig. E.5 ).
Warner [2] with correct symmetry but incorrect asymptotic behavior
ðF:1Þ
Cohen [5] with correct symmetry but incorrect asymptotic behavior
Cohen [5] with rounded coefficients and correct asymptotic behavior
ðF:3Þ
Puso [39] with incorrect symmetry but correct asymptotic behavior
ðF:4Þ
Rickaby and Scott [49] with incorrect symmetry and incorrect asymptotic behavior Modified Rickaby and Scott [49] with both correct symmetry and asymptotic behavior. For the sake of completeness of this section, let us also mention the remaining approximations derived in the course of the present work. Our proposed and preferred approximation that may be used If we were to match also the 2nd Taylor coefficient 
