Abstract-We consider a broad family of control strategies called path-dependent action optimization (PDAO), where every control decision is treated as the solution to an optimization problem with a path-dependent objective function. How well such a scheme works depends on the chosen objective function to be optimized and, in general, it might be difficult to tell, without doing extensive simulation and testing, if a given PDAO design gives good performance or not. We develop a framework to bound the performance of PDAO schemes. We first introduce a general performance bound, in terms of two curvature parameters, for the greedy scheme in the string optimization problems under the condition that the objective function is prefix monotone. Then we show that every PDAO scheme is a greedy scheme for some optimization problem, and if that optimization problem is equivalent to our problem of interest and is provably prefix monotone, then we can say that our PDAO scheme is no worse than a certain factor of optimal. We show how to apply our framework to stochastic optimal control problems to bound the performance of approximate dynamic programming (ADP) schemes. Such schemes are based on approximating the expected value-togo term in Bellman's principle by computationally tractable means. Our framework provides the first systematic approach to bounding the performance of general ADP methods in the stochastic setting.
I. INTRODUCTION

A. Background
We consider a broad family of control strategies that we call path-dependent action optimization (PDAO) . To use a PDAO scheme is to treat every control decision as the solution to an optimization problem with a path-dependent objective function. How well such a scheme works depends on the chosen objective function to be optimized. A key result in optimal control theory is that, under quite general conditions, there exists an optimal solution (policy) that is also a PDAO scheme. This result, not usually stated this way and more commonly known as Bellman's principle (see, e.g., [4] , [5] ), makes PDAO schemes of interest in a wide range of computational-intelligence applications and is the basis for self-driving vehicles and AlphaGo, the master-beating Go playing machine [22] . Bellman's principle tells us that the path-dependent objective function to be optimized at each decision epoch must capture both the immediate reward as well as the (expected) long-term net reward associated with each candidate action. This embodies a rigorous notion of delayed gratification, common to all nontrivial optimal dynamic decision-making policies.
The future-rewards part of the objective function prescribed by Bellman's principle, unfortunately, often cannot be computed exactly. Therefore, approximation methods are needed. These include a variety of approaches, ranging from reinforcement learning with deep neural networks to model-based Monte Carlo sampling (for an overview in the context of adaptive sensing, refer to [5] ). In general, it might be difficult to tell, without doing extensive simulation and testing, if a given PDAO design gives good performance or not.
B. Contributions
In this paper, we develop a framework to bound the performance of PDAO schemes. By a bound we mean a guarantee of the form that the performance of a given PDAO scheme relative to the optimal is at least some known factor (typically at least 63%, as we will see soon). The ability to obtain a bound of this kind has enormous implications for artificial-intelligence systems based on PDAO. For example, for the celebrated program AlphaGo [22] , we wish to answer questions such as, "How far from optimal is AlphaGo?", "How much better can AlphaGo get?", and "Is it worth spending much more time and effort to improve AlphaGo?". This is a highly nontrivial task. While we are not quite there yet, our paper takes a significant step toward this goal.
Our bounding method is based on the theory of string submodular optimization [29] . An objective function is string submodular if it is prefix monotone and has the diminishingreturn property. The basic result from submodular optimization is that in such problems, every greedy scheme can be bounded in the sense outlined above (namely, that it is at least a known factor relative to optimal, typically at least 63%). Here, we introduce a more general bound for the greedy strategy, without requiring the objective function to have the diminishing-return property. It turns out that every PDAO scheme is a greedy scheme for some optimization problem. If that optimization problem is equivalent to our problem of interest and is provably prefix monotone (in a certain sense to be made precise later), then we can say with certainty that our PDAO scheme is no worse than a certain known factor of optimal.
Our bounding result can be used as a way to check that a PDAO scheme is good-to wit, a PDAO scheme is good if it has the submodular property described above, and hence is guaranteed to be at least 63% of optimal. Importantly, we can do this check even before we proceed with extensive simulation or testing of the scheme.
Finally, we show how to apply our framework to stochastic optimal control problems (Markov decision processes (MDPs)). The family of PDAO schemes of interest here is often called approximate dynamic programming (ADP). Such schemes are based on approximating the second term on the right-hand side of Bellman's optimality principle (the expected value-to-go) by computationally tractable means. Although a wide range of programming ADP methods have been developed [18] , [4] , [5] , a general systematic framework to provide performance guarantees for them has remained elusive. Ours is the first systematic approach to deriving performance bounds for general ADP methods in the stochastic setting.
C. Prior Work
Submodularity theory plays an important role in discrete optimization (see, e.g., [16] , [2] , [3] , [17] , [6] , [25] , [23] , [26] , [27] , [7] , [8] , [21] , [1] , [11] , [13] ). Under submodularity, the greedy strategy for solving a combinatorial optimization problem provides at least a constant-factor approximation to the optimal strategy. For example, the celebrated result of Nemhauser et al. [17] states that for maximizing a monotone submodular function over a uniform matroid, the objective value of the greedy strategy is no less than a factor (1 − e −1 ) of that of the optimal strategy. The concept of submodularity was extended to functions defined over strings [23] , [9] , [29] , leading to similar bounds on the performance of greedy strategies relative to the optimal strategy in sequential optimization problems, where the objective function depends on the order of actions. In [9] , the notion of submodularity for solving stochastic optimization problems was introduced, where the problem is to select a set of actions to maximize an expected reward. Our model generalizes this recent development to path-dependent problems, where the objective function depends on the state trajectory and the order of actions taken.
In our previous work [31] , we had described bounding deterministic ADP schemes using a preliminary version of what is presented in this paper. The current paper goes well beyond [31] by treating the nontrivial extension to the stochastic case. This extension introduces a number of issues that have to be addressed, which we do so here. Moreover, in the current paper, we introduce a new bounding result based on two curvature parameters, which is stronger than the bound used in [31] . This new bounding result is of interest in its own right.
D. Organization
The remainder of this paper is organized as follows. In Section II, we introduce a general performance bound, in terms of two curvature parameters, for the greedy strategy in the string optimization problem under the condition that the objective function is prefix monotone. This will be used to bound the greedy policy selection schemes for the stochastic model introduced in Section III. In Section III, we formulate a general stochastic optimization problems and define optimal schemes, PDAO schemes, and greedy policy selection schemes for the stochastic model. In Section IV, we develop our framework to derive performance bounds for any greedy policy selection scheme, and prove that any PDAO scheme is also a greedy policy selection scheme; this results in performance bounds for any PDAO scheme. In Section V, we apply our framework to stochastic optimal control problems. We prove that any ADP scheme is also a PDAO scheme, so our results for bounding PDAO schemes in Section IV can be applied to bounding ADP schemes.
II. PERFORMANCE BOUND IN TERMS OF CURVATURES
In this section, we introduce a general bound in terms of curvatures for the greedy strategy in string optimization problems considered in [29] and [30] , which will be used to derive the performance bound for the greedy selection schemes in Section III. We start by reviewing our notation, the problem formulation, and some definitions.
Let A be a set of possible actions. Let A = (a 1 , a 2 , . . . , a k ) denote a string of actions taken over k consecutive stages, where a i ∈ A for i = 1, 2, . . . , k. Let A * denote the set of all possible strings of actions (of arbitrary length, including the empty string ∅) and f : A * → R be an objective function. The goal is to find a string M ∈ A * , with a length |M | not larger than K (prespecified), to maximize the objective function:
In this case, we also say that M is a prefix of N .
The function f is said to have the prefix-monotone prop-
The optimal and greedy strategies for problem (1) are defined as follows.
(1) Optimal strategy: Any solution to (1) is called an optimal strategy. If f is prefix monotone, then there exists an optimal strategy with length
Write
Recall the notion of curvature of f with respect to the greedy solution and optimal solution defined in [30] as follows:
Define the forward curvature of f with respect to the greedy solution and optimal solution by
.
Remark 2:
If f : A * → R is prefix monotone, then the forward curvature satisfies that 0 ≤ σ ≤ 1. The reason is as follows:
which implies that σ ≥ 0; Due to the prefx-monotone property of f , the fraction in the definition is nonnegative, which implies that σ ≤ 1. If f has the diminishing-return
We now introduce a general performance bound in terms of the curvatures σ and η for the greedy strategy in the following theorem.
Proof: First, we prove that
By definition of the forward curvature of f and the prefixmonotone property of f , we have that
By Remark 2, we have that σ ≥ 0, which implies that 1−σ ≤ 1. By definition of the greedy strategy, we have that
Combining (4), (5), and 1 − σ ≤ 1, we have that
which implies (2). Second, we prove that for
In the definition of the curvature σ, due to the prefixmonotone property of f , for a fixed i with
Summing (7) over
By definition of the greedy strategy, we have that
Combining (8) and (9) results in
By definition of the curvature η, we have that
Combining (10) and (11) results in (6).
By (6) and (2), we have
. . .
Remark 3: By Remark 2, if f has the diminishing-return property, then the bound becomes (1 − e −η )/η, which is the bound derived in [30] . Moreover, by Remark 1, if
Hence, Theorem 1 provides a more general bound for the greedy strategy in string optimization problem. Theorem 1 will be used to derive performance bound for the greedy policy-selection schemes introduced in the following section.
III. PRELIMINARIES
In this section, we first formulate a general class of stochastic optimization problems, then define the optimal scheme, PDAO scheme, and the greedy policy-selection scheme for the stochastic model. We also introduce some definitions that will be used in this paper.
A. Problem Formulation
Our aim is to analyze the performance of PDAO schemes as approximately optimal solutions of stochastic optimization problems. But before we formulate the stochastic model, we start with a deterministic model to help motivate our stochastic formulation.
To begin, let X denote a set of states and A a set of control actions. Given the initial state x 1 ∈ X and functions h k : X × A → X and g :
Think of k as indexing time up to a finite horizon K, a k as the control action applied at time k, and x k the state visited at time k. The real number g(x 1 , a 1 , . . . , x K , a K ) is the total rewards by applying the string of actions a k at state x k for k = 1, . . . , K. The function h k represents the state-transition law. This model covers a wide variety of optimization problems found in many areas, ranging from engineering to economics. In particular, many adaptive sensing problems have this form (see, e.g., [31] ). We now turn our attention to a stochastic version of problem (12) , building on the above deterministic case. The key difference is that the state evolves randomly over time in response to actions, whose distribution is specified by the state transition law With the specification above, the sequence of states {x k } K k=1 has a "Markovian" property in the usual sense. Note that at each time k, the distribution of x k+1 depends not only on x k but also on the control action a k . Similarly, the total reward function also depends on states and actions. We allow the action at time k to depend on the state x k . This reduces the optimization problem to one of finding, for each time k, an optimal mapping π * k : X → A, so that the optimal action is given by a k = π * k (x k ), corresponding to a state-feedback control law. This mapping is often called a policy (or, sometimes, a Markovian policy).
Define π k : X → A for k = 1, . . . , K, and then treat the string of policies π 1 , . . . , π K as the decision variable. For convenience, we will also refer to the entire string (π 1 , . . . , π K ) as simply a policy. The stochastic optimization problem can be formulated in the following form:
For simplicity, we use
argmax is the set of policies that maximize the objective function (there might be multiple possible such optimal policies, hence the notation "∈ argmax").
B. Suboptimal Schemes
Finding optimal policies for (13) is notoriously intractable. Here, we are interested in the family of PDAO schemes to approximate the optimal solution, as introduced in Section I and formally defined below. First, let X * = X ∪ X 2 ∪ · · · denote the collection of all strings of states. Similarly, define A * = A ∪ A 2 ∪ · · · . The basic idea is to introduce a functioñ g : X * × A * → R + such that at the horizon K,g is equivalent to g in the following sense: the string of policies π * k : X → A, k = 1, . . . , K, form an optimal solution to (13) if and only if it is also optimal for the objective function E[g(z K )|x 1 ]. Then, at each intermediate state x k , we simply optimize the functiong(z k−1 , x k , ·) (with respect to its last action argument). We formalize these and other related concepts precisely below.
Note that we have explicitly distinguished between the objective function in terms of g, which is a function of K states and K actions, and the functiong, which can take arguments with state and action strings that are of arbitrary length. The functiong is what we introduce as a way to (approximately) solve problem (13) (i.e., g defines the given optimization problem whileg defines our solution scheme to approximately solve (13)).
We are now ready to define PDAO schemes formally. We assume throughout that x 1 ∈ X is given.
PDAO Scheme: The policy (π
where
Next, we define another suboptimal scheme we call the greedy policy-selection scheme.
Greedy Policy-Selection Scheme (GPS): The policy
Note that a PDAO scheme chooses a string of actions based on a particular sample path. On the other hand, a GPS scheme generates the policy mapping based on the expected reward. Nonetheless, a PDAO scheme still defines a particular policy.
C. Terminology and Definitions
In this section, we introduce some terminology and corresponding definitions that will be used throughout the paper.
Whenever we are given a policy (π 1 , π 2 , π 3 , . . .) and we use the notation for states x 1 , x 2 , x 3 , . . . , we mean that these states satisfy the usual state transition law
Let Π be the set of all strings of policies (π 1 , . . . , π k ) with k = 0, 1, 2, . . . ; the case k = 0 corresponds to the empty string. Given x 1 , define the functiong avg : Π → R + byg
It is clear that
is the objective function in (13). So we have converted our original problem to one where the objective functiong avg is simply a function of policy strings. This allows us to bridge our original problem to one for which the performance bound in terms of curvatures in Section II applies.
IV. MAIN RESULTS
In this section, we first provide performance bounds for the GPS scheme in problem (13) by applying Theorem 1 in Section II. Then we prove that any PDAO scheme is also a GPS scheme, so the results for GPS schemes can be used to bound PDAO schemes.
A. Performance Bounds for GPS
The following theorem provides performance bound for the GPS scheme. This is the first step in our argument. Before we state the theorem, we review the notation from Section III-B. We use (π * 1 , . . . , π * K ) to denote an optimal policy for problem (13) , and (π g 1 , . . . , π g K ) to denote a GPS policy. The corresponding state sequences will also have the superscript * and g, respectively. Let
Recall that by virtue of the equivalence of g andg as defined earlier, (π * 1 , . . . , π * K ) is also an optimal policy forg avg . Let
Also, define σ π by
The functiong avg is said to have the prefix-monotone property if for any (π 1 , . . . , π m ) (π 1 , . . . , π n ) ∈ Π with n ≤ K,g avg ((π 1 , . . . , π n )) ≥g avg ((π 1 , . . . , π m ) ).
The functiong avg has the diminishing-return property if for any (π 1 , . . . , π m ) (π 1 , . . . , π n ) ∈ Π with n ≤ K − 1 and π ∈ Π,g avg ((π 1 , . . . , π m , π)) −g avg ((π 1 , . . . , π m )) ≥ g avg ((π 1 , . . . , π n , π)) −g avg ((π 1 , . . . , π n )).
Theorem 2: Assume thatg avg : Π → R + is prefixmonotone. Then, any GPS scheme (π
The proof of the above theorem involves the following observations. First, we use the fact that (π * 1 , . . . , π * K ) is also an optimal policy forg avg . Second, we apply Theorem 1 in view of the assumptions ong avg in the theorem.
Remark 4: According to Remark 3, ifg avg has the diminishing-return property, then the bound becomes
V. APPLICATION TO STOCHASTIC OPTIMAL CONTROL
A. Problem Statement
In this section, we consider the application of (13) to stochastic optimal control problems. In stochastic optimal control, the objective function has the following additive form:
where r k : X × A → R+ for k = 1, . . . , K is the immediate reward accrued at time k by applying π k at state x k , and
denotes the conditional expected cumulative reward over a time horizon of length K given the initial state x 1 . The stochastic optimal control problem can be written in the following form:
This problem also goes by the name Markov decision problem (MDP) (or Markov decision process), and arises in a wide variety of areas, including sensor resource management [10] , congestion control [28] , UAV guidance for multi-target tracking [15] , [19] , [20] , and the game of Go [22] .
B. Dynamic Programming
The solution to the stochastic optimal control problem above is characterized by Bellman's principle of dynamic programming. To explain, for each k = 1, . . . , K, define functions
where Π K k denotes the set of all strings (π k , . . . , π K ) for k = 1, . . . , K and
The objective function of problem (20) can be written as
As before, let (π * 1 , . . . , π * K ) be an optimal solution to problem (20) , and given x 1 , define x *
where Bellman's principle provides a method to compute an optimal solution: We use (21) to iterate backwards over the time indices k = K, K − 1, . . . , 1, keeping the states as variables, working all the way back to k = 1. This is the familiar dynamic programming algorithm. However, the procedure suffers from the curse of dimensionality [18] and is therefore impractical for many problems of interest. Therefore, designing computationally tractable approximation methods remains a topic of active research.
C. Bounding Approximate Dynamic Programming
In this section, we will discuss a class of schemes to approximate the optimal solution based on Bellman's principle and show that these are all PDAO schemes. The class of approximate dynamic programming (ADP) schemes rests on approximating the EVTG E[V k+1 (x a k+1 , π * k+1 , . . . , π * K )|x * k , a] by some other term W k+1 (x k , a). In this method, we start at time k = 1, at statex 1 = x 1 , and for each k = 1, . . . , K, we compute the subsequent control actions and states usinĝ
The EVTG approximation term W k+1 (x k , a) can be based on a number of methods, ranging from heuristics to reinforcement learning [24] to rollout [4] .
the ADP scheme is optimal. When W k+1 (x k , a) = 0, the ADP scheme is the myopic heuristic. When What is the performance of an ADP scheme above relative to the optimal solution? The answer, of course, depends on the specific EVTG approximation. If the EVTG approximation is equal to the true EVTG, then the procedure above generates an optimal solution. In general, the procedure produces something suboptimal. But how suboptimal? This question has alluded general treatment but has remained an issue of great interest to designers and users of ADP methods.
We address this issue using our framework of bounding PDAO schemes. More specifically, our idea is to formulate a stochastic optimization problem such that the ADP procedure above reduces to a PDAO scheme. Then, contingent on showing that prefix-monotoneity holds, our framework for bounding ADP schemes provides a systematic means to bound the performance of the ADP method.
To see how our approach works, define the functiong :
where k = 1, . . . , K, x k+1 = h k (x k , π k (x k ), ξ k ) as before, and W K+1 (·) ≡ 0 by convention. Using this functiong, we now have an associated PDAO scheme. It is clear that at the terminal k = K, by the definition of g avg in Section III-C, we have that
which is equal to the objective function for the given problem (20) , and is also the function to be maximized at the final stage of the GPS scheme. By Theorem 3, we have that any PDAO policy is a GPS policy, which implies that we have established the equivalence of ourg with the given problem. Next, notice that the PDAO scheme by definition has the following form, givenπ 1 (x 1 ) , . . . ,π k−1 (x k−1 ): π 1 (x 1 ) , . . . ,x k−1 ,π k−1 (x k−1 ),x k , a) = argmax
But this is simply the ADP scheme in (22) . Hence, we have the following result.
Proposition 1: The ADP scheme in (22) is a PDAO scheme for the optimization problem defined above.
Finally, we establish thatg avg is prefix monotone. For any (π 1 , . . . , π m ) (π 1 , . . . , π n ) ∈ Π with n ≤ K, we have that g avg ((π 1 , . . . , π m )) = ((π 1 , . . . , π n )) ≥g avg ((π 1 , . . . , π m )) if the reward functions r i ≥ 0 for i = 1, . . . , K. Having established prefix monotoneity and proved that the ADP scheme is a PDAO scheme, Theorem 4 can be used to bound ADP schemes and the performance bound depends on the values of the curvatures.
VI. SUMMARY AND CONCLUSION
In this paper, we developed a framework to bound the performance of path-dependent action optimization (PDAO) schemes. We showed that every PDAO scheme is a greedy scheme for some optimization problem, and if that optimization problem is equivalent to our problem of interest and is provably submodular, then we can say that our PDAO scheme is no worse than a scalar in terms of parameters of optimal. We demonstrated how our framework can be applied in stochastic optimal control problems to systematically bound the performance of general approximate dynamic programming (ADP) schemes.
