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Abstract
In this article, we consider the problem of sampling from a probability measure
pi having a density on Rd proportional to x 7→ e−U(x). The Euler discretization
of the Langevin stochastic differential equation (SDE) is known to be unstable,
when the potential U is superlinear. Based on previous works on the taming of
superlinear drift coefficients for SDEs, we introduce the Tamed Unadjusted Langevin
Algorithm (TULA) and obtain non-asymptotic bounds in V -total variation norm
and Wasserstein distance of order 2 between the iterates of TULA and pi, as well
as weak error bounds. Numerical experiments are presented which support our
findings.
1 Introduction
The Unadjusted Langevin Algorithm (ULA) first introduced in the physics literature
by [Par81] and popularized in the computational statistics community by [Gre83] and
[GM94] is a technique to sample complex and high-dimensional probability distributions.
This issue has far-reaching consequences in Bayesian statistics and machine learning
[And+03], [Cot+13], aggregation of estimators [DT12] and molecular dynamics [LS16].
More precisely, let pi be a probability distribution on Rd which has density (also denoted
by pi) with respect to the Lebesgue measure given for all x ∈ Rd by,
pi(x) = e−U(x)
/∫
Rd
e−U(y)dy , with
∫
Rd
e−U(y)dy < +∞ .
Assuming that U : Rd → R is continuously differentiable, the overdamped Langevin
stochastic differential equation (SDE) associated with pi is given by
dYt = −∇U(Yt)dt+
√
2dBt , (1)
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where (Bt)t≥0 is a d-dimensional Brownian motion. The discrete time Markov chain
associated with the ULA algorithm is obtained by the Euler-Maruyama discretization
scheme of the Langevin SDE defined for k ∈ N by,
Xk+1 = Xk − γ∇U(Xk) +
√
2γZk+1 , X0 = x0 , (2)
where x0 ∈ Rd, γ > 0 and (Zk)k∈N are i.i.d. standard d-dimensional Gaussian variables.
Under adequate assumptions on a globally Lipschitz ∇U , non-asymptotic bounds in
total variation and Wasserstein distances between the distribution of (Xk)k∈N and pi
can be found in [Dal17], [DM17], [DM16]. However, the ULA algorithm is unstable if
∇U is superlinear i.e. lim inf‖x‖→+∞ ‖∇U(x)‖ / ‖x‖ = +∞, see [RT96, Theorem 3.2],
[MSH02] and [HJK11]. This is illustrated with a particular example in [MSH02, Lemma
6.3] where, the SDE (1) is considered in one dimension with U(x) = x4/4 along with the
associated Euler discretization (2) and it is shown that for all γ > 0, if E
[
X20
] ≥ 2/γ,
one obtains limn→+∞ E
[
X2n
]
= +∞. Moreover, the sample path (Xn)n∈N diverges to
infinity with positive probability.
Until recently, either implicit numerical schemes, e.g. see [MSH02] and [HMS02], or
adaptive stepsize schemes, e.g. see [LMS07], were used to address this problem. However,
in the last few years, a new generation of explicit numerical schemes, which are com-
putationally efficient, has been introduced by “taming” appropriately the superlinearly
growing drift, see [HJK12] and [Sab13] for more details.
Nonetheless, with the exception of [MSH02], these works focus on the discretization
of SDEs with superlinear coefficients in finite time. We aim at extending these techniques
to sample from pi, the invariant measure of (1). To deal with the superlinear nature of
∇U , we introduce a family of drift functions (Gγ)γ>0 with Gγ : Rd → Rd indexed by
the step size γ which are close approximations of ∇U in a sense made precise below.
Consider then the following Markov chain (Xk)k∈N defined for all k ∈ N by
Xk+1 = Xk − γGγ(Xk) +
√
2γZk+1 , X0 = x0 . (3)
We suggest two different explicit choices for the family (Gγ)γ>0 based on previous studies
on the tamed Euler scheme [HJK12], [Sab13], [HJ15]. Define for all γ > 0, Hγ , Hγ,c :
Rd → Rd for all x ∈ Rd by
Hγ(x) =
∇U(x)
1 + γ ‖∇U(x)‖ and Hγ,c(x) =
(
∂iU(x)
1 + γ |∂iU(x)|
)
i∈{1,...,d}
, (4)
where ∂iU is the i
th-coordinate of ∇U . The Euler scheme (3) with Gγ = Hγ , respec-
tively Gγ = Hγ,c, is referred to as the Tamed Unadjusted Langevin Algorithm (TULA),
respectively the coordinate-wise Tamed Unadjusted Langevin Algorithm (TULAc).
Another line of work has focused on the Metropolis Adjusted Langevin Algorithm
(MALA) that consists in adding a Metropolis-Hastings step to the ULA algorithm.
[BH13] provides a detailed analysis of MALA in the case where the drift coefficient is
superlinear. Note also that a normalization of the gradient was suggested in [RT96,
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Section 1.4.3] calling it MALTA (Metropolis Adjusted Langevin Truncated Algorithm)
and analyzed in [Atc06] and [BV10].
The article is organized as follows. In Section 2, the Markov chain (Xk)k∈N defined
by (3) is shown to be V -geometrically ergodic w.r.t. an invariant measure piγ . Non-
asymptotic bounds between the distribution of (Xk)k∈N and pi in total variation and
Wasserstein distances are provided, as well as weak error bounds. In Section 3, the
methodology is illustrated through numerical examples. Finally, proofs of the main
results appear in Section 4.
Notations
Let B(Rd) denote the Borel σ-field of Rd. Moreover, let L1(µ) be the set of µ-integrable
functions for µ a probability measure on (Rd,B(Rd)). Further, µ(f) = ∫Rd f(x)dµ(x) for
an f ∈ L1(µ). Given a Markov kernel R on Rd, for all x ∈ Rd and f integrable under
R(x, ·), denote by Rf(x) = ∫Rd f(y)R(x, dy). Let V : Rd → [1,∞) be a measurable
function. The V -total variation distance between µ and ν is defined as ‖µ − ν‖V =
sup|f |≤V |µ(f)− ν(f)|. If V = 1, then ‖ · ‖V is the total variation denoted by ‖ · ‖TV.
Let µ and ν be two probability measures on a state space Ω with a given σ-algebra. If
µ  ν, we denote by dµ/dν the Radon-Nikodym derivative of µ w.r.t. ν. In that case,
the Kullback-Leibler divergence of µ w.r.t. to ν is defined as
KL(µ|ν) =
∫
Ω
dµ
dν
log
(
dµ
dν
)
dν .
We say that ζ is a transference plan of µ and ν if it is a probability measure on
(Rd × Rd,B(Rd × Rd)) such that for any Borel set A of Rd, ζ(A × Rd) = µ(A) and
ζ(Rd × A) = ν(A). We denote by Π(µ, ν) the set of transference plans of µ and ν.
Furthermore, we say that a couple of Rd-random variables (X,Y ) is a coupling of µ and
ν if there exists ζ ∈ Π(µ, ν) such that (X,Y ) are distributed according to ζ. For two
probability measures µ and ν, we define the Wasserstein distance of order p ≥ 1 as
Wp(µ, ν) =
(
inf
ζ∈Π(µ,ν)
∫
Rd×Rd
‖x− y‖p dζ(x, y)
)1/p
.
By [Vil09, Theorem 4.1], for all µ, ν probability measure on Rd, there exists a transfer-
ence plan ζ? ∈ Π(µ, ν) such that for any coupling (X,Y ) distributed according to ζ?,
Wp(µ, ν) = E[‖X − Y ‖p]1/p.
For u, v ∈ Rd, define the scalar product 〈u, v〉 = ∑di=1 uivi and the Euclidian norm
‖u‖ = 〈u, u〉1/2. Denote by Sd−1 = {u ∈ Rd : ‖u‖ = 1}. For k ∈ N, m,m′ ∈ N∗ and
Ω,Ω′ two open sets of Rm,Rm′ respectively, denote by Ck(Ω,Ω′), the set of k-times
continuously differentiable functions. For f ∈ C2(Rd,R), denote by ∇f the gradient of
f , ∂if the i
th-coordinate of ∇f , ∆f the Laplacian of f and ∇2f the Hessian of f . Define
then for x ∈ Rd, ∥∥∇2f(x)∥∥ = supu∈Sd−1 ∥∥∇2f(x)u∥∥. For k ∈ N and f ∈ Ck(Rd,R),
3
distance order of the upper bound assumptions∥∥δxRnγ − pi∥∥V 1/2 nγλnγV (x) +√γ A1, A2, H1 and H2
W 22 (δxR
n
γ , pi) nγλ
nγV (x) + γ A1, A2, H1, H2 and H3
W 22 (δxR
n
γ , pi) nγ
1+βλnγV (x) + γ1+β A1, A2, H2, H3 and H4
Table 1: Summary of the upper bounds on the distances between the distribution of
the nth iteration of the Markov chain defined by (3) and pi.
denote by Di f the i-th derivative of f for i ∈ {0, . . . , k}, i.e. Di f is a symmetric i-
linear map defined for all x ∈ Rd and j1, . . . , ji ∈ {1, . . . , d} by Di f(x)[ej1 , . . . , eji ] =
∂j1...jif(x) where e1, . . . , ed is the canonical basis of Rd. For x ∈ Rd and i ∈ {1, . . . , k},
define
∥∥D0 f(x)∥∥ = |f(x)|, ∥∥Di f(x)∥∥ = supu1,...,ui∈Sd−1 Di f(x)[u1, . . . , ui]. Note that∥∥D1 f(x)∥∥ = ‖∇f(x)‖ and ∥∥D2 f(x)∥∥ = ∥∥∇2f(x)∥∥. For m,m′ ∈ N∗, define
Cpoly(Rm,Rm
′
) =
{
f ∈ C(Rm,Rm′)|∃Cq, q ≥ 0, ∀x ∈ Rm,
‖f(x)‖ ≤ Cq(1 + ‖x‖q)
}
.
For all x ∈ Rd and M > 0, we denote by B(x,M) (respectively B(x,M)), the open
(respectively close) ball centered at x of radius M . In the sequel, we take the convention
that for n, p ∈ N, n < p then ∑np = 0 and ∏np = 1.
2 Ergodicity and convergence analysis
In this Section, under appropriate assumptions on∇U andGγ , we show that the diffusion
process (Yt)t≥0 defined by (1) and its discretization (Xk)k∈N defined by (3) satisfy a
Foster-Lyapunov drift condition and are V -geometrically ergodic, see Proposition 1 and
Proposition 3. Second, for all k ∈ N∗, non-asymptotic bounds in V -norm between the
distribution of Xk and pi are established. Our next results give non-asymptotic bounds
in Wasserstein distance of order 2, under the additional assumption that U is strongly
convex. A summary of our main contributions is given in Table 1, where λ ∈ [0, 1).
We conclude this part by non-asymptotic bounds on the bias and the variance of the
ergodic average n−1
∑n−1
k=0 f(Xk), n ∈ N∗, used as an estimator of pi(f), for f : Rd → R
sufficiently smooth.
Henceforth, it is assumed that U is continuously differentiable. Consider the following
assumptions on U .
H1. There exist `, L ∈ R+ such that for all x, y ∈ Rd,
‖∇U(x)−∇U(y)‖ ≤ L
{
1 + ‖x‖` + ‖y‖`
}
‖x− y‖ .
H2. i) lim inf‖x‖→+∞ ‖∇U(x)‖ = +∞.
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ii) lim inf‖x‖→+∞
〈
x
‖x‖ ,
∇U(x)
‖∇U(x)‖
〉
> 0.
Note that under H2, lim inf‖x‖→+∞ U(x) = +∞, U has a minimum x? and∇U(x?) =
0. Without loss of generality, it is assumed that x? = 0. It implies under H1 that for
all x ∈ Rd,
‖∇U(x)‖ ≤ 2L
{
1 + ‖x‖`+1
}
. (5)
Besides, under H2-ii), there exists C ∈ R such that for all x ∈ Rd, 〈−∇U(x), x〉 ≤ C. By
[MT93, Theorem 2.1], [IW89, Chapter IV, Theorems 2.3, 3.1] and [RT96, Theorem 2.1],
(1) has a unique strong solution denoted (Yt)t≥0. By [KS91, Section 5.4.C, Theorem
4.20], one constructs the associated strongly Markovian semigroup (Pt)t≥0 given for all
t ≥ 0, x ∈ Rd and A ∈ B(Rd) by Pt(x,A) = E [1A(Yt)|Y0 = x]. Consider the infinitesimal
generator A associated with (1) defined for all h ∈ C2(Rd) and x ∈ Rd by
A h(x) = −〈∇U(x),∇h(x)〉+ ∆h(x) , (6)
and for any a ∈ R∗+, define the Lyapunov function Va : Rd → [1,+∞) for all x ∈ Rd by
Va(x) = exp
(
a(1 + ‖x‖2)1/2
)
. (7)
Foster-Lyapunov conditions enable to control the moments of the diffusion process
(Yt)t≥0, see e.g. [MT93, Section 6] or [RT96, Theorem 2.2].
Proposition 1. Assume H1, H2 and let a ∈ R∗+. There exists ba ∈ R+ (given explicitly
in the proof) such that for all x ∈ Rd
A Va(x) ≤ −aVa(x) + aba (8)
and
sup
t≥0
PtVa(x) ≤ Va(x) + ba .
Moreover, there exist Ca ∈ R+ and ρa ∈ [0, 1) such that for all t ∈ R+ and probability
measures µ0, ν0 on (Rd,B(Rd)) satisfying µ0(Va) + ν0(Va) < +∞,
‖µ0Pt − ν0Pt‖Va ≤ Caρta ‖µ0 − ν0‖Va , ‖µ0Pt − pi‖Va ≤ Caρtaµ0(Va) . (9)
Proof. The proof is postponed to Section 4.1.
The Markov chain (Xk)k∈N defined in (3) is a discrete-time approximation of the dif-
fusion (Yt)t≥0. To control the total variation and Wasserstein distances of the marginal
distributions of (Xk)k∈N and (Yt)t≥0, it is necessary to assume that for γ > 0 small
enough, Gγ and ∇U are close. This is formalized by A1. Under the additional assump-
tion A2, we obtain the stability and ergodicity of (Xk)k∈N.
A1. For all γ > 0, Gγ is continuous. There exist α ≥ 0, Cα < +∞ such that for all
γ > 0 and x ∈ Rd,
‖Gγ(x)−∇U(x)‖ ≤ γCα (1 + ‖x‖α) .
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Note that under H1, A1 and by (5), we have for all x ∈ Rd
‖Gγ(x)‖ ≤ 2L
{
1 + ‖x‖`+1
}
+ γCα (1 + ‖x‖α) . (10)
A2. For all γ > 0, lim inf‖x‖→+∞
〈
x
‖x‖ , Gγ(x)
〉
− γ2‖x‖ ‖Gγ(x)‖2 > 0.
Lemma 2. Assume H1 and H2. Let γ > 0 and Gγ be equal to Hγ or Hγ,c defined in
(4). Then A1 and A2 are satisfied.
Proof. The proof is postponed to Section 4.2.
The Markov kernel Rγ associated with (3) is given for all γ > 0 , x ∈ Rd and
A ∈ B(Rd) by
Rγ(x,A) = (2pi)−d/2
∫
Rd
1A
(
x− γGγ(x) +
√
2γz
)
e−‖z‖
2/2dz . (11)
We then obtain the counterpart of Proposition 1 for the Markov chain (Xk)k∈N.
Proposition 3. Assume H1, A1, A2 and let γ ∈ R∗+. There exist M,æ, b ∈ R∗+ (given
explicitly in the proof) satisfying for all x ∈ Rd
RγVæ(x) ≤ e−æ2γVæ(x) + γb1B(0,M)(x) . (12)
In addition, Rγ has a unique invariant measure piγ, Rγ is Væ-geometrically ergodic
w.r.t. piγ.
Proof. The proof is postponed to Section 4.3.
Note that a straightforward induction of (12) gives for all n ∈ N and x ∈ Rd,
RnγVæ(x) ≤ e−næ
2γVæ(x) + {(bγ)(1− e−næ2γ)}/(1− e−æ2γ) .
Using 1− e−æ2γ = ∫ γ0 æ2e−æ2tdt ≥ γæ2e−æ2γ , we get for all n ∈ N
RnγVæ(x) ≤ e−æ
2nγVæ(x) + (b/æ
2)eæ
2γ . (13)
In the following result, we compare the discrete and continuous time processes (Xk)k∈N
and (Yt)t≥0 using Girsanov’s theorem and Pinsker’s inequality, see [Dal17] and [DM17,
Theorem 10] for similar arguments.
Theorem 4. Assume H 1, H 2, A 1 and A 2. Let γ0 > 0. There exist C > 0 and
λ ∈ (0, 1) such that for all γ ∈ (0, γ0], x ∈ Rd and n ∈ N,∥∥δxRnγ − pi∥∥V 1/2æ ≤ C (nγλnγVæ(x) +√γ) , (14)
where æ is defined in Proposition 3 and for all γ ∈ (0, γ0],
‖piγ − pi‖V 1/2æ ≤ C
√
γ . (15)
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Proof. The proof is postponed to Section 4.4.
By adding strong convexity for the potential, one obtains the corresponding bounds
for the Wasserstein distance of order 2.
H3. U is strongly convex, i.e. there exists m > 0 such that for all x, y ∈ Rd,
〈∇U(x)−∇U(y), x− y〉 ≥ m ‖x− y‖2 .
By coupling (Yt)t≥0 and the linear interpolation of (Xk)k∈N with the same Brownian
motion, the following result is obtained.
Theorem 5. Assume A1, A2, H1, H2 and H3. Let γ0 > 0. There exist C > 0 and
λ ∈ (0, 1) such that for all x ∈ Rd, γ ∈ (0, γ0] and n ∈ N,
W 22 (δxR
n
γ , pi) ≤ C (nγλnγVæ(x) + γ) , (16)
where æ is defined in Proposition 3 and for all γ ∈ (0, γ0],
W 22 (piγ , pi) ≤ Cγ . (17)
Proof. The proof is postponed to Section 4.5.
If U ∈ C2(Rd,R) and under the following assumption on ∇2U , the bound can be
improved.
H4. U is twice continuously differentiable and there exist ν, LH ∈ R+ and β ∈ [0, 1]
such that for all x, y ∈ Rd,∥∥∇2U(x)−∇2U(y)∥∥ ≤ LH {1 + ‖x‖ν + ‖y‖ν} ‖x− y‖β .
It is shown in Section 4.5 that H4 implies H1.
Theorem 6. Assume A1, A2, H2, H3 and H4. Let γ0 > 0. There exist C > 0 and
λ ∈ (0, 1) such that for all x ∈ Rd, γ ∈ (0, γ0] and n ∈ N,
W 22 (δxR
n
γ , pi) ≤ C
(
nγ1+βλnγVæ(x) + γ
1+β
)
, (18)
where æ is defined in Proposition 3 and for all γ ∈ (0, γ0],
W 22 (piγ , pi) ≤ Cγ1+β . (19)
Proof. The proof is postponed to Section 4.5.
The exponent of γ in (16) is improved from 1 to 1 + β. In particular, if ∇2U is
Lipschitz, ν = 0, β = 1, and [DM16, Theorem 8] is recovered.
Let (Xk)k∈N be the Markov chain defined in (3). To study the empirical average
(1/n)
∑n−1
k=0{f(Xk)− pi(f)} for n ∈ N∗, we follow a method introduced in [MST10] and
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based on the Poisson equation. For f a pi-integrable function, the Poisson equation
associated with the generator A defined in (6) is given for all x ∈ Rd by
A φ(x) = − (f(x)− pi(f)) , (20)
where φ, if it exists, is a solution of the Poisson equation. This equation has proved to be
a useful tool to analyze additive functionals of diffusion processes, see e.g. [CCG12] and
references therein. The existence and regularity of a solution of the Poisson equation has
been investigated in [GM96], [PV01], [Kop15], [Gor+16]. In that purpose, the following
additional assumption on U is necessary.
H5. U ∈ C4(Rd,R) and ∥∥Di U∥∥ ∈ Cpoly(Rd,R+) for i ∈ {1, . . . , 4}.
Theorem 7. Assume H2, H5, A1 and A2. Let f ∈ C3(Rd,R) be such that ∥∥Di f∥∥ ∈
Cpoly(Rd,R+) for i ∈ {0, . . . , 3}. Let γ0 > 0 and (Xk)k∈N be the Markov chain defined by
(3) and starting at X0 = 0. There exists C > 0 such that for all γ ∈ (0, γ0] and n ∈ N∗,∣∣∣∣∣E
[
1
n
n−1∑
k=0
f(Xk)− pi(f)
]∣∣∣∣∣ ≤ C
(
γ +
1
nγ
)
(21)
and
E
( 1
n
n−1∑
k=0
f(Xk)− pi(f)
)2 ≤ C (γ2 + 1
nγ
)
. (22)
Proof. The proof is postponed to Section 4.6.
Note that the standard rates of convergence are recovered, see [MST10, Theorems
5.1, 5.2].
3 Numerical examples
We illustrate our theoretical results using three numerical examples.
Multivariate Gaussian variable in high dimension We first consider a mul-
tivariate Gaussian variable in dimension d ∈ {100, 1000} of mean 0 and covariance
matrix Σ = diag(1, . . . , d). The potential U : Rd → R defined for all x ∈ Rd by
U(x) = (1/2)xTΣ−1x is d−1-strongly convex and 1-gradient Lipschitz. The assumptions
H1, H2, H3, H4 with β = 1 and H5 are thus satisfied. Note that in this case, ULA
is stable and the analysis of [Dal17], [DM17], [DM16] valid. Nevertheless, implementing
TULA and TULAc on this example is still of interest. Indeed, some Bayesian posterior
distributions have intricate expressions and identifying the superlinear part in the gradi-
ent ∇U may be a difficult task. Within this context, we check the robustness of TULA
and TULAc with respect to (globally) Lipschitz ∇U .
We also consider in Appendix F a badly conditioned multivariate Gaussian variable
in dimension d = 100 of mean 0 and covariance matrix Σ = diag(10−5, 1, . . . , 1). In
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this example, ULA requires a step size of order 10−5 to be stable which implies a large
number of iterations to obtain relevant results. On the other side, TULA and TULAc
are applicable with a step size of order 10−2 and within a relatively small number of
iterations, valid results for the axes 2 to 100 are obtained.
Double well The potential is defined for all x ∈ Rd by U(x) = (1/4) ‖x‖4−(1/2) ‖x‖2.
We have ∇U(x) = (‖x‖2−1)x and ∇2U(x) = (‖x‖2−1) Id +2xxT. We get ∥∥∇2U(x)∥∥ =
3 ‖x‖2 − 1, 〈x,∇U(x)〉 = ‖x‖ ‖∇U(x)‖ for ‖x‖ ≥ 1 and∥∥∇2U(x)−∇2U(y)∥∥ ≤ 3 (‖x‖+ ‖y‖) ‖x− y‖ ,
so that H1, H2, H4 with β = 1 and H5 are satisfied.
Ginzburg-Landau model This model of phase transitions in physics [LFR17, Section
6.2] is defined on a three-dimensional d = p3 lattice for p ∈ N∗ and the potential is given
for x = (xijk)i,j,k∈{1,...,p} ∈ Rd by
U(x) =
p∑
i,j,k=1
{
1− τ
2
x2ijk +
τα
2
∥∥∥∇˜xijk∥∥∥2 + τλ
4
x4ijk
}
,
where α, λ, τ > 0 and ∇˜xijk = (xi+jk−xijk, xij+k−xijk, xijk+−xijk) with i± = i±1 mod p
and similarly for j±, k±. In the simulations, p is equal to 10. We have
∇U(x) =
{
τα
(
6xijk − xi+jk − xij+k − xijk+ − xi−jk − xij−k − xijk−
)
+ (1− τ)xijk + τλx3ijk
}
i,j,k∈{1,...,p}
,
and
∇2U(x) = diag
((
1− τ + 6τα+ 3τλx2ijk
)
i,j,k∈{1,...,p}
)
+M ,
where M ∈ Rd×d is a constant matrix. H1, H4 with β = 1 and H5 are thus satisfied.
Using that x 7→∑pi,j,k=1 ∥∥∥∇˜xijk∥∥∥2 is convex by composition of convex functions and its
gradient evaluated in 0 is 0, we have for all x ∈ Rd,
〈x,∇U(x)〉 ≥
p∑
i,j,k=1
{(1− τ)x2ijk + τλx4ijk} .
By Cauchy-Schwarz inequality,
{∑p
i,j,k=1 x
2
ijk
}2 ≤ d∑pi,j,k=1 x4ijk, and for all x ∈ Rd,
‖x‖2 ≥ (2 |1− τ | d)/(τλ), we get 〈x,∇U(x)〉 ≥ {(τλ)/2}∑pi,j,k=1 x4ijk. Besides, we have
‖∇U(x)‖ ≤ (|1− τ |+ 12τα) ‖x‖+ τλ ∥∥(x3ijk)i,j,k∈{1,...,p}∥∥ .
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Let a, b, c ∈ {1, . . . , p} be such that |xabc| = max |xijk|. We get
‖x‖ ∥∥(x3ijk)i,j,k∈{1,...,p}∥∥ ≤ dx4abc ≤ d p∑
i,j,k=1
x4ijk .
Finally, for ‖x‖2 ≥ max{1, (2 |1− τ | d)/(τλ)}, we obtain
‖x‖ ‖∇U(x)‖ ≤
{
2d |1− τ |
τλ
+
24αd
λ
+ 2d
}
〈x,∇U(x)〉 ,
and H2 is satisfied.
We benchmark TULA and TULAc against ULA given by (2), MALA and a Random
Walk Metropolis-Hastings with a Gaussian proposal (RWM). TMALA (Tamed Metropo-
lis Adjusted Langevin Algorithm) and TMALAc (coordinate-wise Tamed Metropolis
Adjusted Langevin Algorithm), the Metropolized versions of TULA and TULAc, are
also included in the numerical tests. Their theoretical analysis is similar to the one of
MALTA [Atc06, Proposition 2.1].
Since double well and Ginzburg-Landau models are coordinate-wise exchangeable,
the results are provided only for their first coordinate. The Markov chains associated
with these models are started at X0 = 0, (10, 0
⊗(d−1)), (100, 0⊗(d−1)), (1000, 0⊗(d−1))
and for the multivariate Gaussian at a random vector of norm 0, 10, 100, 1000. For
the Gaussian and double well examples, for each initial condition, algorithm, step size
γ ∈ {10−3, 10−2, 10−1}, we run 100 independent Markov chains started at X0 of 106
samples (respectively 105) in dimension d = 100 (respectively d = 1000). For the
Ginzburg-Landau model, we run 100 independent Markov chains started at X0 of 10
5
samples. For each run, we estimate the 1st and 2nd moment for the first and last
coordinate, i.e.
∫
Rd xipi(x)dx for i ∈ {1, d}, by the empirical average and we compute
the boxplots of the errors. For ULA, if the norm of Xk for k ∈ N exceeds 105, the
chain is stopped and for this step size γ the trajectory of ULA is not taken into account.
For MALA, RWM, TMALA and TMALAc, if the acceptance ratio is below 0.05, we
similarly do not take into account the corresponding trajectories.
For the three examples and for i ∈ {1, . . . , d}, ∫Rd xipi(x)dx = 0. By symmetry, for
the double well, we have for i ∈ {1, . . . , d} and r ∈ R+,
E
[
X2i
]
= d−1
∫
R+
r2ν(r)dr
/∫
R+
ν(r)dr , ν(r) = rd−1 exp
{
(r2/2)− (r4/4)} .
A Random Walk Metropolis run of 107 samples gives
∫
Rd x
2
ipi(x)dx ≈ 0.104± 0.001 for
d = 100 and
∫
Rd x
2
ipi(x)dx ≈ 0.032± 0.001 for d = 1000.
Because of lack of space, we only display some boxplots in Figures 1 to 4. The
Python code and all the figures are available at https://github.com/nbrosse/TULA.
We remark that TULA, TULAc and to a lesser extent, TMALA and TMALAc, have
a stable behavior even with large step sizes and starting far from the origin. This is
particularly visible in Figures 2 and 4 where ULA diverges (i.e. lim infk→+∞ E [‖Xk‖] =
10
+∞) and MALA does not move even for small step sizes γ = 10−3. Note however the
existence of a bias for ULA, TULA and TULAc in Figure 3. Finally, comparison of the
results shows that TULAc is preferable to TULA.
Note that other choices are possible for Gγ , depending on the model under study.
For example, in the case of the double well, we could ”tame” only the superlinear part
of ∇U , i.e. consider for all γ > 0 and x ∈ Rd,
Gγ(x) =
‖x‖2 x
1 + γ ‖x‖2 − x . (23)
A1 is satisfied and we have〈
x
‖x‖ , Gγ(x)
〉
− γ
2 ‖x‖ ‖Gγ(x)‖
2 =
‖x‖3
1 + γ ‖x‖2
{
1 + γ − γ
2
‖x‖2
1 + γ ‖x‖2
}
− ‖x‖ {1 + (γ/2)} ,
lim inf
‖x‖→+∞
〈
x
‖x‖2 , Gγ(x)
〉
− γ
2 ‖x‖2 ‖Gγ(x)‖
2 =
γ−1 − γ
2
.
A2 is satisfied if and only if γ ∈ (0, 1). It is striking to see that this theoretical threshold
is clearly visible on the simulations. The algorithm (3) with Gγ defined by (23) obtains
similar results as TULAc for γ < 1 but for γ = 1, the algorithm diverges.
Given the results of the numerical experiments, TULAc should be chosen over ULA
to sample from general probability distributions. Indeed, TULAc has similar results as
ULA when the step size is small and is more stable when using larger step sizes.
4 Proofs
4.1 Proof of Proposition 1
We have for all x ∈ Rd,
A Va(x)
aVa(x)
= −
〈
∇U(x), x
(1 + ‖x‖2)1/2
〉
+
a ‖x‖2
1 + ‖x‖2 +
d
(1 + ‖x‖2)1/2
− ‖x‖
2
(1 + ‖x‖2)3/2 . (24)
By H2-ii) and using s 7→ s/(1+s2)1/2 is non-decreasing for s ≥ 0, there exist M1, κ ∈ R∗+
such that for all x ∈ Rd, ‖x‖ ≥M1,
〈
∇U(x), x(1 + ‖x‖2)−1/2
〉
≥ κ ‖∇U(x)‖. By H2-i),
there exists M2 ≥M1 such that for all x ∈ Rd, ‖x‖ ≥M2, ‖∇U(x)‖ ≥ κ−1{1 +a+d(1 +
M21 )
−1/2}. We then have for all x ∈ Rd, ‖x‖ ≥M2, A Va(x) ≤ −aVa(x). Define
ba = exp(a(1 +M
2
2 )
1/2){2L(1 +M `+12 ) + a+ d} .
Combining (5) and (24) gives (8). By [MT93, Theorem 1.1], we get PtVa(x) ≤ e−atVa(x)+
ba(1−e−at). The second statement is a consequence of [RT96, Theorem 2.2] and [MT93,
Theorem 6.1].
11
ULA TULA TULAc MALA RWM TMALA TMALAc
0.4
0.2
0.0
0.2
0.4
Er
ro
r 1
st
 m
om
en
t
Stepsize 0.001
ULA TULA TULAc MALA RWM TMALA TMALAc
0.15
0.10
0.05
0.00
0.05
0.10
Er
ro
r 1
st
 m
om
en
t
Stepsize 0.01
ULA TULA TULAc MALA RWM TMALA TMALAc
0.04
0.02
0.00
0.02
0.04
0.06
Er
ro
r 1
st
 m
om
en
t
Stepsize 0.1
Figure 1: Boxplots of the error on the first moment for the multivariate Gaussian (first
coordinate) in dimension 1000 starting at 0 for different step sizes.
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Figure 2: Boxplots of the error on the first moment for the double well in dimension
100 starting at (100, 0⊗99) for different step sizes.
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Figure 3: Boxplots of the error on the second moment for the double well in dimension
100 starting at 0 for different step sizes.
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Figure 4: Boxplots of the error on the first moment for the Ginzburg-Landau model in
dimension 1000 starting at (100, 0⊗999) for different step sizes.
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4.2 Proof of Lemma 2
Let γ > 0. We have for all x ∈ Rd, ‖Hγ(x)−∇U(x)‖ ≤ γ ‖∇U(x)‖2 and
‖Hγ,c(x)−∇U(x)‖ ≤ γ
{
d∑
i=1
(∂iU(x))
4
}1/2
≤ γ ‖∇U(x)‖2 .
By (5), A1 is satisfied. Define for all x ∈ Rd, x 6= 0,
Aγ(x) =
〈
x
‖x‖ , Hγ(x)
〉
− γ
2 ‖x‖ ‖Hγ(x)‖
2 .
By H2-ii), there exist M1, κ > 0 such that for all x ∈ Rd, ‖x‖ ≥ M1, 〈x,∇U(x)〉 ≥
κ ‖x‖ ‖∇U(x)‖. We get then for all x ∈ Rd, ‖x‖ ≥M1,
Aγ(x) =
1
2 ‖x‖ {1 + γ ‖∇U(x)‖}
{
2 〈x,∇U(x)〉 − ‖∇U(x)‖ γ ‖∇U(x)‖
1 + γ ‖∇U(x)‖
}
≥ ‖∇U(x)‖
1 + γ ‖∇U(x)‖
2κ ‖x‖ − 1
2 ‖x‖ .
By H2-i), there exist M2, C > 0 such that for all x ∈ Rd, ‖x‖ ≥ M2, ‖∇U(x)‖ ≥ C.
Using that s 7→ s(1 + γs)−1 is non-decreasing for s ≥ 0, we get for all x ∈ Rd, ‖x‖ ≥
max(κ−1,M1,M2), Aγ(x) ≥ (κC)/{2(1 + γC)}.
Define for all x ∈ Rd, x 6= 0,
Bγ(x) =
〈
x
‖x‖ , Hγ,c(x)
〉
− γ
2 ‖x‖ ‖Hγ,c(x)‖
2 .
We have for all x ∈ Rd, γ ‖Hγ,c(x)‖ ≤
√
d and for all x ∈ Rd, ‖x‖ ≥M1,〈
x,
(
∂iU(x)
1 + γ |∂iU(x)|
)
i∈{1,...,d}
〉
≥ κ ‖x‖ ‖∇U(x)‖
1 + γmaxi∈{1,...,d} |∂iU(x)|
and ∥∥∥∥∥
(
∂iU(x)
1 + γ |∂iU(x)|
)
i∈{1,...,d}
∥∥∥∥∥ ≤ ‖∇U(x)‖1 + γmaxi∈{1,...,d} |∂iU(x)| .
Combining these inequalities, we get for all x ∈ Rd, ‖x‖ ≥ max(κ−1√d,M1),
Bγ(x) ≥ ‖∇U(x)‖
1 + γmaxi∈{1,...,d} |∂iU(x)|
1
2 ‖x‖
{
2κ ‖x‖ −
√
d
}
≥ ‖∇U(x)‖
1 + γ ‖∇U(x)‖
κ
2
,
and for all x ∈ Rd, ‖x‖ ≥ max(κ−1√d,M1,M2), we get Bγ(x) ≥ (κC)/{2(1 + γC)}.
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4.3 Proof of Proposition 3
Let γ, a ∈ R∗+. Note that the function x 7→ (1 + ‖x‖2)1/2 is Lipschitz continuous with
Lipschitz constant equal to 1. By the log-Sobolev inequality [BGL14, Proposition 5.5.1],
and the Cauchy-Schwarz inequality, we have for all x ∈ Rd and a > 0
RγVa(x) ≤ ea2γ exp
{
a
∫
Rd
(1 + ‖y‖2)1/2Rγ(x,dy)
}
≤ ea2γ exp
{
a
(
1 + ‖x− γGγ(x)‖2 + 2γd
)1/2}
. (25)
We now bound the term inside the exponential in the right hand side. For all x ∈ Rd,
‖x− γGγ(x)‖2 = ‖x‖2 − 2γ
(
〈Gγ(x), x〉 − (γ/2) ‖Gγ(x)‖2
)
. (26)
By A 2, there exist M1, κ ∈ R∗+ such that for all x ∈ Rd, ‖x‖ ≥ M1, 〈x,Gγ(x)〉 −
(γ/2) ‖Gγ(x)‖2 ≥ κ ‖x‖. Denote by M = max(M1, 2dκ−1). For all x ∈ Rd, ‖x‖ ≥ M ,
we have
‖x− γGγ(x)‖2 + 2γd ≤ ‖x‖2 − γκ ‖x‖ .
Using for all t ∈ [0, 1], (1 − t)1/2 ≤ 1 − t/2 and s 7→ s/(1 + s2)1/2 is non-decreasing for
s ≥ 0, we have for all x ∈ Rd, ‖x‖ ≥M ,(
1 + ‖x− γGγ(x)‖2 + 2γd
)1/2 ≤ (1 + ‖x‖2)1/2(1− γκ ‖x‖
1 + ‖x‖2
)1/2
≤
(
1 + ‖x‖2
)1/2 − γκM
2(1 +M2)1/2
.
Plugging this result in (25) shows that for all x ∈ Rd, ‖x‖ ≥M ,
RγVæ(x) ≤ e−æ2γVæ(x) for æ = κM
4(1 +M2)1/2
. (27)
By (10), we have
max
‖x‖≤M
‖Gγ(x)‖ ≤ 2L
{
1 + ‖M‖`+1
}
+ γCα (1 + ‖M‖α) .
Combining it with (25), (26), s 7→ s/(1 + s2)1/2 is non-decreasing for s ≥ 0 and (1 + t1 +
t2)
1/2 ≤ (1 + t1)1/2 + t2/2 for t1 = ‖x‖2, t2 = γ2 ‖Gγ(x)‖2 + 2γ ‖x‖ ‖Gγ(x)‖ + 2γd, we
have for all x ∈ Rd, ‖x‖ ≤M ,
RγVæ(x) ≤ eγcVæ(x) , (28)
where
c = æ2 + æ
[
M
{
2L
{
1 + ‖M‖`+1
}
+ γCα (1 + ‖M‖α)
}
+
γ
2
{
2L
{
1 + ‖M‖`+1
}
+ γCα (1 + ‖M‖α)
}2
+ d
]
.
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Then, using that for all t ≥ 0, 1− e−t ≤ t, we get for all x ∈ Rd, ‖x‖ ≤M ,
RγVæ(x)− e−æ2γVæ(x) ≤ eγc(1− e−γ(æ2+c))Væ(x) ≤ γeγc(æ2 + c)Væ(x) , (29)
which combined with (27) gives (12) with b = eγc(æ2 + c)eκM/4. Finally, using Jensen’s
inequality and (s+ t)ς ≤ sς + tς for ς ∈ (0, 1), s, t ≥ 0 in (12), by [RT96, Section 3.1], for
all γ > 0, Rγ has a unique invariant probability measure piγ and Rγ is V
ς
æ-geometrically
ergodic w.r.t. piγ .
4.4 Proof of Theorem 4
The proof is adapted from [DT12, Proposition 2] and [DM17, Theorem 10]. We first
state a lemma.
Lemma 8. Assume H1, H2, A1 and A2. Let γ0 > 0, p ∈ N∗ and ν0 be a probability
measure on (Rd,B(Rd)). There exists C > 0 such that for all γ ∈ (0, γ0]
KL(ν0R
p
γ |ν0Ppγ) ≤ Cγ2
∫
Rd
p−1∑
i=0
{∫
Rd
Væ(z)R
i
γ(y,dz)
}
ν0(dy) .
Proof. Let y ∈ Rd and γ > 0. Denote by (Yt, Y t)t≥0 the unique strong solution of dYt = −∇U(Yt)dt+
√
2dBt , Y0 = y ,
dY t = −Gγ
(
Y bt/γcγ
)
dt+
√
2dBt , Y 0 = y ,
(30)
and by (Ft)t≥0 the filtration associated with (Bt)t≥0. Denote by µyp and µyp the marginal
distributions on C([0, pγ] ,Rd) of (Yt, Y t)t≥0. By (5), (10) and Propositions 1 and 3, we
have
P
(∫ pγ
0
‖∇U(Yt)‖2 +
∥∥Gγ (Ybt/γcγ)∥∥2 dt < +∞) = 1 ,
P
(∫ pγ
0
∥∥∇U(Y t)∥∥2 + ∥∥Gγ (Y bt/γcγ)∥∥2 dt < +∞) = 1 .
By [LS13, Theorem 7.19], µyp and µ
y
p are equivalent and P-almost surely,
dµyp
dµyp
((Y t)t∈[0,pγ]) = exp
(
1
2
∫ pγ
0
〈−∇U(Y s) +Gγ (Y bs/γcγ) ,dY s〉
− 1
4
∫ pγ
0
{∥∥∇U(Y s)∥∥2 − ∥∥Gγ (Y bs/γcγ)∥∥2}ds) .
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We get then
KL(µyp|µyp) = E
[
− log
{
dµyp
dµyp
((Y t)t∈[0,pγ])
}]
= (1/4)
∫ pγ
0
E
[∥∥∇U(Y s)−Gγ (Y bs/γcγ)∥∥2] ds
= (1/4)
p−1∑
i=0
∫ (i+1)γ
iγ
E
[∥∥∇U(Y s)−Gγ(Y iγ)∥∥2]ds .
For i ∈ {0, . . . , p− 1} and s ∈ [iγ, (i+ 1)γ), we have ∥∥∇U(Y s)−Gγ(Y iγ)∥∥2 ≤ 2(A1 +
A2) where
A1 =
∥∥∇U(Y s)−∇U(Y iγ)∥∥2 , A2 = ∥∥∇U(Y iγ)−Gγ(Y iγ)∥∥2 .
By A1, A2 ≤ γ2C2α
(
1 +
∥∥Y iγ∥∥α)2 and by H1,
A1 ≤ L2
(
1 +
∥∥Y s∥∥` + ∥∥Y iγ∥∥`)2 ∥∥Y s − Y iγ∥∥2 . (31)
On the other hand for s ∈ [iγ, (i+ 1)γ),∥∥Y s − Y iγ∥∥2 = (s− iγ)2 ∥∥Gγ(Y iγ)∥∥2 + 2 ‖Bs −Biγ‖2
− 23/2(s− iγ) 〈Bs −Biγ , Gγ(Y iγ)〉 , (32)∥∥Y s∥∥ ≤ ∥∥Y iγ∥∥+ γ ∥∥Gγ(Y iγ)∥∥+√2 ‖Bs −Biγ‖ . (33)
Define Pγ,1 : R+ → R+ for all t ∈ R+ by
Pγ,1(t) = (2pi)−d/2L2
∫
Rd
[
2 ‖z‖2 + γ
{
2L(1 + t`+1) + γCα(1 + t
α)
}2]
×
[
1 + t` +
{
t+ γ
(
2L(1 + t`+1) + γCα(1 + t
α)
)
+
√
2γ ‖z‖
}`]2
e−‖z‖
2/2dz . (34)
By (10), (31), (32) and (33), we have for i ∈ {0, . . . , p− 1}∫ (i+1)γ
iγ
EFiγ [A1] ds ≤ (γ2/2)Pγ,1(
∥∥Y iγ∥∥)
and we get∫ (i+1)γ
iγ
EFiγ
[∥∥∇U(Y s)−Gγ(Y iγ)∥∥2] ds ≤ γ2 {Pγ,1(∥∥Y iγ∥∥) + 2γP2(∥∥Y iγ∥∥)} ,
where P2 : R+ → R+ is defined for all t ∈ R+ by
P2(t) = C
2
α (1 + t
α)2 . (35)
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By [Kul97, Theorem 4.1, Chapter 2], we obtain
KL(δyR
p
γ |δyPpγ) ≤ KL(µyp|µyp) ≤ (γ2/4)
p−1∑
i=0
E
[
Pγ,1(
∥∥Y iγ∥∥) + 2γP2(∥∥Y iγ∥∥)] .
By (34) and (35), there exists C > 0 such that for all γ ∈ (0, γ0] and x ∈ Rd,
Pγ,1(‖x‖) + 2γP2(‖x‖) ≤ 4CVæ(x). Combining it with the chain rule for the Kullback-
Leibler divergence concludes the proof.
Proof of Theorem 4. Let γ ∈ (0, γ0]. By Proposition 1, we have for all n ∈ N and x ∈ Rd,∥∥δxRnγ − pi∥∥V 1/2æ ≤ Cæ/2ρnγæ/2V 1/2æ (x) + ∥∥δxRnγ − δxPnγ∥∥V 1/2æ .
Denote by kγ =
⌈
γ−1
⌉
and by qγ , rγ the quotient and the remainder of the Euclidian
division of n by kγ . We have ‖δxRnγ − δxPnγ‖V 1/2æ ≤ A+B where
A =
∥∥∥δxRqγkγγ Prγγ − δxRnγ∥∥∥
V
1/2
æ
B =
qγ∑
i=1
∥∥∥δxR(i−1)kγγ P(n−(i−1)kγ)γ − δxRikγγ P(n−ikγ)γ∥∥∥
V
1/2
æ
≤
qγ∑
i=1
Cæ/2ρ
(n−ikγ)γ
æ/2
∥∥∥δxR(i−1)kγγ Pkγγ − δxRikγγ ∥∥∥
V
1/2
æ
. (36)
For i ∈ {1, . . . , qγ} we have by [DM17, Lemma 24],∥∥∥δxR(i−1)kγγ Pkγγ − δxRikγγ ∥∥∥2
V
1/2
æ
≤ 2
{
δxR
(i−1)kγ
γ Pkγγ(Væ) + δxR
ikγ
γ (Væ)
}
×KL(δxRikγγ |δxR(i−1)kγγ Pkγγ) . (37)
By Proposition 3, Lemma 8 and kγ ≤ 1 + γ−1, we have for all i ∈ {1, . . . , qγ}
KL(δxR
ikγ
γ |δxR(i−1)kγγ Pkγγ) ≤ Cγ2
kγ−1∑
j=0
∫
Rd
Væ(z)δxR
(i−1)kγ+j
γ (dz)
≤ Cγ2(1 + γ−1)
{
e−æ
2γkγ(i−1)Væ(x) +
b
æ2
eæ
2γ
}
, (38)
where C is the constant defined in Lemma 8. By Proposition 1, we have for x ∈ Rd,
PkγγVæ(x) ≤ Væ(x) + bæ and by Proposition 3, we get for all i ∈ {1, . . . , qγ}
δxR
(i−1)kγ
γ Pkγγ(Væ) + δxR
ikγ
γ (Væ) ≤ 2
{
e−æ
2γkγ(i−1)Væ(x) +
b
æ2
eæ
2γ + bæ
}
. (39)
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By (36), (37), (38) and (39), we obtain
B ≤ 2Cæ/2C1/2γ(1 + γ−1)1/2
×
qγ∑
i=1
ρ
(qγ−i)γkγ
æ/2
{
e−(i−1)γkγæ
2
Væ(x) +
(
bæ +
b
æ2
eæ
2γ
)}
and we get
B
{
2Cæ/2C
1/2γ(1 + γ−1)1/2
}−1 ≤ (bæ + b
æ2
eæ
2γ
)
1
1− ρkγγæ/2
+ Væ(x)qγ max(ρæ/2, e
−æ2)(qγ−1)γkγ .
Bounding A along the same lines and using kγγ ≥ 1, we get (14). By Proposition 3 and
taking the limit n→ +∞, we obtain (15).
4.5 Proofs of Theorems 5 and 6
We first state preliminary technical lemmas on the diffusion (Yt)t≥0. The proofs are
postponed to the Appendix. Define for all p ∈ N∗ and k ∈ {0, · · · , p},
ak,p = m
k−p
p∏
i=k+1
{
i(d+ 2(i− 1))(i− k)−1} . (40)
Lemma 9. Assume H3. Let p ∈ N∗, x ∈ Rd and (Yt)t≥0 be the solution of (1) started
at x. For all t ≥ 0,
E
[
‖Yt‖2p
]
≤ a0,p
(
1− e−2pmt)+ p∑
k=1
ak,pe
−2kmt ‖x‖2k ,
where for k ∈ {0, · · · , p}, ak,p is given in (40).
Proof. The proof is postponed to Appendix A.
Lemma 10. Assume H3 and let p ∈ N∗. We have ∫Rd ‖y‖2p pi(dy) ≤ a0,p.
Proof. The proof is postponed to Appendix B.
Let γ > 0 and under H1 set
N = d(`+ 1)/2e . (41)
Consider Pγ,3 : R+ → R+ defined for all s ∈ R+ by
Pγ,3(s) = 2d+ 8L
2(1 + s`+1)
{
γ
2
(
2 +
N∑
k=1
ak,Ns
2k
)
+Nma0,N
γ2
3
}
. (42)
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Lemma 11. Assume H1 and H3. Let x ∈ Rd, γ > 0 and (Yt)t≥0 be the solution of (1)
started at x. For all t ∈ [0, γ], we have E
[
‖Yt − x‖2
]
≤ tPγ,3(‖x‖), where Pγ,3 is defined
in (42).
Proof. The proof is postponed to Appendix C.
For p ∈ N and γ > 0, define Qγ,p : R+ → R+ for all s ∈ R+ by,
Qγ,p(s) =
{
p∏
i=1
2i(d+ 3i− 2)
}[
2d
γp
(p+ 1)!
+ 8L2(1 + s`+1)
×
{
(2 +
N∑
k=1
ak,Ns
2k)
γp+1
(p+ 2)!
+ 2Nma0,N
γp+2
(p+ 3)!
}]
+ 2
p∑
k=1
{
p∏
i=k+1
2i(d+ 3i− 2)
}{
d+ 4 +
L2(1 + s`+1)2
m(k + 1)
}
×
{(
k∑
i=1
ai,ks
2i
)
γp−k
(p+ 1− k)! + 2kma0,k
γp+1−k
(p+ 2− k)!
}
(43)
where N is defined in (41).
Lemma 12. Assume H1 and H3. Let p ∈ N, γ > 0, x ∈ Rd and (Yt)t≥0 be the solution
of (1) started at x. For all t ∈ [0, γ], we have E
[
‖Yt‖2p ‖Yt − x‖2
]
≤ tQγ,p(‖x‖), where
Qγ,p is defined in (43).
Proof. The proof is postponed to Appendix D.
Lemma 13. Assume H4.
a) For all x ∈ Rd, ‖∇2U(x)‖ ≤ CH{1 + ‖x‖ν+β} where CH = max(2LH ,
∥∥∇2U(0)∥∥).
b) For all x, y ∈ Rd,∥∥∇U(x)−∇U(y)−∇2U(y)(x− y)∥∥ ≤ 2LH
1 + β
{1 + ‖x‖ν + ‖y‖ν} ‖x− y‖1+β .
Proof. a) By H4, we get for all x ∈ Rd∥∥∇2U(x)∥∥ ≤ ∥∥∇2U(x)−∇2U(0)∥∥+ ∥∥∇2U(0)∥∥
≤ LH {1 + ‖x‖ν} ‖x‖β +
∥∥∇2U(0)∥∥ .
The proof then follows from the upper bound for all x ∈ Rd, ‖x‖β ≤ 1 + ‖x‖ν+β.
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b) Let x, y ∈ Rd. By H4,∥∥∇U(x)−∇U(y)−∇2U(y)(x− y)∥∥
≤
∫ 1
0
∥∥∇2U(tx+ (1− t)y)−∇2U(y)∥∥dt ‖x− y‖
≤ LH
∫ 1
0
{1 + ‖y‖ν + ‖tx+ (1− t)y‖ν} ‖t(x− y)‖β dt ‖x− y‖ ,
and the proof follows from ‖tx+ (1− t)y‖ν ≤ ‖x‖ν + ‖y‖ν .
For all n ∈ N, we now bound the Wasserstein distance W2 between pi and the
distribution of the nth iterate of Xn defined by (3). The strategy consists given two
initial conditions (x, y), in coupling Xn and Yγn solution of (1) at time γn, using the
same Brownian motion. Similarly to (30), for γ > 0, consider the unique strong solution
(Yt, Y t)t≥0 of  dYt = −∇U(Yt)dt+
√
2dBt , Y0 = y ,
dY t = −Gγ
(
Y bt/γcγ
)
dt+
√
2dBt , Y 0 = x ,
(44)
where (Bt)t≥0 is a d-dimensional Brownian motion. Note that for n ∈ N, Y nγ = Xn and
let (Ft)t≥0 be the filtration associated with (Bt)t≥0.
Lemma 14. Assume A1, A2, H1 and H3. Let γ0 > 0. Define (Yt)t≥0, (Y t)t≥0 by
(44). Then there exists C > 0 such that for all n ∈ N and γ ∈ (0, γ0], almost surely,
EFnγ
[∥∥Y(n+1)γ − Y (n+1)γ∥∥2] ≤ e−mγ ∥∥Ynγ − Y nγ∥∥2 + Cγ2Væ(Y nγ) .
Proof. Using the Markov property, we only need to show the result for n = 0. Define
for t ∈ [0, γ), Θt = Yt − Y t. By Itoˆ’s formula, we have for all t ∈ [0, γ),
‖Θt‖2 = ‖y − x‖2 − 2
∫ t
0
〈Θs,∇U(Ys)−Gγ(x)〉 ds .
By (5) and Lemma 9, the family of random variables (〈Θs,∇U(Ys)−Gγ(x)〉)s∈[0,γ) is
uniformly integrable. Pathwise continuity implies then for s ∈ [0, γ) the continuity
of s 7→ E [〈Θs,∇U(Ys)−Gγ(x)〉]. Taking the expectation and deriving, we have for
t ∈ [0, γ),
d
dt
E
[
‖Θt‖2
]
= −2E [〈Θt,∇U(Yt)−Gγ(x)〉]
= −2E [〈Θt,∇U(Yt)−∇U(Y t)〉]− 2A1 − 2A2
≤ −2mE
[
‖Θt‖2
]
− 2A1 − 2A2 , (45)
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where
A1 = E
[〈
Θt,∇U(Y t)−∇U(x)
〉]
, A2 = E [〈Θt,∇U(x)−Gγ(x)〉] . (46)
Using that |〈a, b〉| ≤ (m/4) ‖a‖2 +m−1 ‖b‖2 for all a, b ∈ Rd,
|A1| ≤ (m/4)E
[
‖Θt‖2
]
+m−1E
[∥∥∇U(Y t)−∇U(x)∥∥2] .
Similarly to the proof of Lemma 8, we have E
[∥∥∇U(Y t)−∇U(x)∥∥2] ≤ tPγ,1(‖x‖) where
Pγ,1 is defined in (34). For A2, we have
|A2| ≤ (m/4)E
[
‖Θt‖2
]
+m−1 ‖∇U(x)−∇Gγ(x)‖2 (47)
and ‖∇U(x)−Gγ(x)‖2 ≤ γ2P2(‖x‖) where P2 is defined in (35). We get for t ∈ [0, γ),
d
dt
E
[
‖Θt‖2
]
≤ −mE
[
‖Θt‖2
]
+ 2m−1
{
tPγ,1(‖x‖) + γ2P2(‖x‖)
}
.
Using Gro¨nwall’s lemma and 1− e−s ≤ s for all s ≥ 0, we obtain
E
[∥∥Yγ − Y γ∥∥2] ≤ e−mγ ‖y − x‖2 +m−1γ2 {Pγ,1(‖x‖) + 2γP2(‖x‖)} .
Finally, by (34) and (35), there exists C > 0 such that for all x ∈ Rd, Pγ,1(‖x‖) +
2γP2(‖x‖) ≤ CmVæ(x).
Lemma 15. Assume A1, A2, H3 and H4. Let γ0 > 0. Define (Yt)t≥0, (Y t)t≥0 by
(44). Then there exists C > 0 such that for all n ∈ N and γ ∈ (0, γ0], almost surely,
EFnγ
[∥∥Y(n+1)γ − Y (n+1)γ∥∥2] ≤ e−mγ ∥∥Ynγ − Y nγ∥∥2
+ Cγ2+βVæ(Y nγ) + Cγ
3Væ(Y nγ) .
Remark 16. The calculations in the proof show that the dependence w.r.t. Y nγ and
Ynγ is in fact polynomial but their exact expressions are very involved. For the sake
of simplicity, we bound these polynomials by Væ. The same remark applies equally to
Lemma 14.
Proof. Note first that by Lemma 13-a), H4 implies H1 with L = CH and ` = ν + β.
By the Markov property, we only need to show the result for n = 0. The proof is a
refinement of Lemma 14 and we use the same notations. We have to improve the bound
on A1 defined in (46). We decompose A1 = A11 +A12 where
A11 = E
[〈
Θt,∇U(Y t)−∇U(x)−∇2U(x)(Y t − x)
〉]
,
A12 = E
[〈
Θt,∇2U(x)(Y t − x)
〉]
.
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Using |〈a, b〉| ≤ (m/6) ‖a‖2 + {3/(2m)} ‖b‖2 for all a, b ∈ Rd,
|A11| ≤ m
6
E
[
‖Θt‖2
]
+
3
2m
E
[∥∥∇U(Y t)−∇U(x)−∇2U(x)(Y t − x)∥∥2] . (48)
By Lemma 13-b),∥∥∇U(Y t)−∇U(x)−∇2U(x)(Y t − x)∥∥2
≤ 4L
2
H
(1 + β)2
(
1 + ‖x‖ν + ∥∥Y t∥∥ν)2 ∥∥Y t − x∥∥2(1+β) .
Following the proof of Lemma 8, using (32) and (33), we have
E
[∥∥∇U(Y t)−∇U(x)−∇2U(x)(Y t − x)∥∥2] ≤ t1+βPγ,4(‖x‖) . (49)
where Pγ,4 : R+ → R+ is defined for all s ∈ R+ by,
Pγ,4(s) =
4L2H
(1 + β)2
∫
Rd
[√
2 ‖z‖+√γ
{
2L(1 + s`+1) + γCα(1 + s
α)
}]2(1+β)
×
[
1 + sν +
{
s+ γ
(
2L(1 + s`+1) + γCα(1 + s
α)
)
+
√
2γ ‖z‖
}ν]2 e−‖z‖2/2
(2pi)d/2
dz . (50)
We decompose A12 in A12 = A121 +A122 where
A121 = E
[〈
Θt,−t∇2U(x)Gγ(x)
〉]
, A122 =
√
2E
[〈
Θt,∇2U(x)Bt
〉]
.
Define Pγ,5 : R+ → R+ for s ∈ R+ by,
Pγ,5(s) = C
2
H
(
1 + sν+β
)2 {
2L(1 + s`+1) + γCα(1 + s
α)
}2
. (51)
By Lemma 13-a) and (10),
|A121| ≤ (m/6)E
[
‖Θt‖2
]
+ {3/(2m)}t2Pγ,5(‖x‖) . (52)
By Cauchy-Schwarz inequality and Lemma 13-a),
|A122| =
√
2
∣∣∣∣E [〈∫ t
0
{∇U(Ys)−∇U(y)} ds,∇2U(x)Bt
〉]∣∣∣∣
≤
√
2dtCH(1 + ‖x‖ν+β)E
[∥∥∥∥∫ t
0
{∇U(Ys)−∇U(y)} ds
∥∥∥∥2
]1/2
. (53)
By H1, Cauchy-Schwarz inequality and using (1+‖y‖`+‖Ys‖`)2 ≤ 3(2+‖y‖2`+‖Ys‖2d`e)
for s ∈ [0, γ), we have
E
[∥∥∥∥∫ t
0
{∇U(Ys)−∇U(y)} ds
∥∥∥∥2
]
≤ 3tL2(2 + ‖y‖2`)
∫ t
0
E
[
‖Ys − y‖2
]
ds
+ 3tL2
∫ t
0
E
[
‖Ys‖2d`e ‖Ys − y‖2
]
ds .
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By Lemmas 11 and 12, we get
E
[∥∥∥∥∫ t
0
{∇U(Ys)−∇U(y)}ds
∥∥∥∥2
]
≤ 3t
3L2
2
{(
2 + ‖y‖2`
)
Pγ,3(‖y‖) + Qγ,d`e(‖y‖)
}
,
where Pγ,3,Qγ,d`e ∈ Cpoly(R+,R+) are defined in (42) and (43). Plugging this result in
(53), we obtain
|A122| ≤ t2
√
3dCHL
(
1 + ‖x‖ν+β
){(
2 + ‖y‖2`
)
Pγ,3(‖y‖) + Qγ,d`e(‖y‖)
}1/2
. (54)
Combining (48), (49), (52) and (54), we get
|A1| ≤ (m/3)E
[
‖Θt‖2
]
+ {3/(2m)}
{
t1+βPγ,4(‖x‖) + t2Pγ,5(‖x‖)
}
+ t2
√
3dCHL
(
1 + ‖x‖ν+β
){(
2 + ‖y‖2`
)
Pγ,3(‖y‖) + Qγ,d`e(‖y‖)
}1/2
,
and by (47), |A2| ≤ (m/6)E
[
‖Θt‖2
]
+ {3/(2m)}γ2P2(‖x‖), where P2 ∈ Cpoly(R+,R+)
is defined in (35). Combining these inequalities in (45), we get
d
dt
E
[
‖Θt‖2
]
≤ −mE
[
‖Θt‖2
]
+ 3m−1
{
γ2P2(‖x‖) + t1+βPγ,4(‖x‖) + t2Pγ,5(‖x‖)
}
+ 2t2
√
3dCHL
(
1 + ‖x‖ν+β
){(
2 + ‖y‖2`
)
Pγ,3(‖y‖) + Qγ,d`e(‖y‖)
}1/2
.
Using Gro¨nwall’s lemma and 1− e−s ≤ s for all s ≥ 0, we obtain
E
[∥∥Yγ − Y γ∥∥2] ≤ e−mγ ‖y − x‖2
+ 3m−1
{
γ3P2(‖x‖) + γ
2+β
2 + β
Pγ,4(‖x‖) + γ
3
3
Pγ,5(‖x‖)
}
+ 2γ3
√
d/3CHL
(
1 + ‖x‖ν+β
){(
2 + ‖y‖2`
)
Pγ,3(‖y‖) + Qγ,d`e(‖y‖)
}1/2
.
Finally, by (35), (42), (50), (51) and (43), there exists C > 0 such that for all x ∈ Rd
and γ ∈ (0, γ0],
3m−1
{
γ3P2(‖x‖) + γ
2+β
2 + β
Pγ,4(‖x‖) + γ
3
3
Pγ,5(‖x‖)
}
≤ Cγ2+βVæ(x) ,
2
√
d/3CHL
(
1 + ‖x‖ν+β
)
≤ C1/2Væ(x)1/2 ,(
2 + ‖x‖2`
)
Pγ,3(‖x‖) + Qγ,d`e(‖x‖) ≤ CVæ(x) .
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Proof of Theorem 5. Let γ ∈ (0, γ0]. Define (Yt)t≥0, (Y t)t≥0 by (44) and Xn = Y nγ for
n ∈ N. By Lemma 14 and Proposition 3, we have for all n ∈ N,
E
[
‖Ynγ −Xn‖2
]
≤ e−nmγ ‖y − x‖2 + Cγ2
n−1∑
k=0
e−mγ(n−1−k)E [Væ(Xk)]
≤ e−nmγ ‖y − x‖2 + Cγ
2
1− e−mγ
b
æ2
eæ
2γ + Cγ2Væ(x)
n−1∑
k=0
e−mγ(n−1−k)e−æ
2γk . (55)
Note that
n−1∑
k=0
e−mγ(n−1−k)e−æ
2γk ≤ n
1−max(e−m, e−æ2)γ
and 1 − sγ ≥ −γ log(s)eγ log(s) for s ∈ (0, 1). In eq. (55), integrating y with respect
to pi, for all n ∈ N, (Ynγ , Xn) is a coupling between pi and δxRnγ . By Lemma 10,
we get (16). By Proposition 3 and [Vil09, Corollary 6.11], we have for all x ∈ Rd,
limn→+∞W2(δxRnγ , pi) = W2(piγ , pi) and we obtain (17).
Proof of Theorem 6. Let γ ∈ (0, γ0]. Define (Yt)t≥0, (Y t)t≥0 by (44) and Xn = Y nγ for
n ∈ N. By Lemma 15, we have for all n ∈ N,
E
[
‖Ynγ −Xn‖2
]
≤ e−nmγ ‖y − x‖2 +An +Bn ,
where
An = Cγ
2+β
n−1∑
k=0
e−mγ(n−1−k)E [Væ(Xk)] ,
Bn = Cγ
3
n−1∑
k=0
e−mγ(n−1−k)E [Væ(Ykγ)] .
Analysis similar to the proof of Theorem 5 using Proposition 1 instead of Proposition 3
for Bn shows then the result.
4.6 Proof of Theorem 7
We first state a lemma on the existence and regularity of a solution of the Poisson
equation (20) which is adapted from [PV01, Theorem 1].
Lemma 17. AssumeH2 andH5. Let f ∈ C3(Rd,R) be such that ∥∥Di f∥∥ ∈ Cpoly(Rd,R+)
for i ∈ {0, . . . , 3}. Then, there exists a solution of the Poisson equation (20) φ ∈
C4(Rd,R), such that
∥∥Di φ∥∥ ∈ Cpoly(Rd,R+) for i ∈ {0, . . . , 4}.
Proof. The proof is postponed to Appendix E.
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Proof of Theorem 7. The proof is adapted from [MST10, Section 5.1] Let γ ∈ (0, γ0]. In
this Section, C is a positive constant which can change from line to line but does not
depend on γ. For k ∈ N, denote by
δk+1 = Xk+1 −Xk = −γGγ(Xk) +
√
2γZk+1 .
By H2, H5 and Lemma 17, there exists a solution to the Poisson equation (20) φ ∈
C4(Rd,R), such that for all x ∈ Rd and i ∈ {0, . . . , 4},
A φ(x) = − (f(x)− pi(f)) and ∥∥Di φ∥∥ ∈ Cpoly(Rd,R+) . (56)
By Taylor’s formula, we have for k ∈ N,
φ(Xk+1) = φ(Xk) + Dφ(Xk)[δk+1] + (1/2) D
2 φ(Xk)[δk+1, δk+1]
+ (1/6) D3 φ(Xk)[δk+1, δk+1, δk+1] + rk ,
rk = (1/6)
∫ 1
0
(1− s)3 D4 φ(Xk + sδk+1)[δk+1, δk+1, δk+1, δk+1]ds .
Using the expression of δk+1 and (6), we get
φ(Xk+1) = φ(Xk) + γA φ(Xk) +
√
2γDφ(Xk)[Zk+1]
+ γ
{
D2 φ(Xk)[Zk+1, Zk+1]−∆φ(Xk)
}
+ γDφ(Xk)[∇U(Xk)−Gγ(Xk)]
+ (γ2/2) D2 φ(Xk)[Gγ(Xk), Gγ(Xk)]−
√
2γ3/2 D2 φ(Xk)[Gγ(Xk), Zk+1]
+ (1/6) D3 φ(Xk)[δk+1, δk+1, δk+1] + rk .
Summing from k = 0 to n− 1 for n ∈ N?, dividing by nγ, we get
1
n
n−1∑
k=0
(f(Xk)− pi(f)) = φ(X0)− φ(Xn)
nγ
+
1
nγ
(
3∑
i=0
Mi,n +
3∑
i=0
Si,n
)
,
where
M0,n = ((
√
2γ3/2)/6)
n−1∑
k=0
{
2 D3 φ(Xk)[Zk+1, Zk+1, Zk+1]
+ 3γD3 φ(Xk)[Gγ(Xk), Gγ(Xk), Zk+1]
}
,
M1,n = γ
n−1∑
k=0
(D2 φ(Xk)[Zk+1, Zk+1]−∆φ(Xk)) ,
M2,n =
√
2γ
n−1∑
k=0
Dφ(Xk)[Zk+1] ,
M3,n = −
√
2γ3/2
n−1∑
k=0
D2 φ(Xk)[Gγ(Xk), Zk+1] ,
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and
S0,n = −(γ2/6)
n−1∑
k=0
{
6 D3 φ(Xk)[Gγ(Xk), Zk+1, Zk+1]
+ γD3 φ(Xk)[Gγ(Xk), Gγ(Xk), Gγ(Xk)]
}
,
S1,n = γ
n−1∑
k=0
Dφ(Xk)[∇U(Xk)−Gγ(Xk)] ,
S2,n = (γ
2/2)
n−1∑
k=0
D2 φ(Xk)[Gγ(Xk), Gγ(Xk)] ,
S3,n =
n−1∑
k=0
rk .
By A1, we calculate for n ∈ N∗, |S1,n| ≤ γ2Cα
∑n−1
k=0 ‖Dφ(Xk)‖ (1 + ‖Xk‖α). By H5,
(10) and (56), there exist p, q ≥ 1 and Cq > 0 such that the summands of (Mi,n)n∈N
and (Si,n)n∈N for i ∈ {0, . . . , 3} are dominated by Cq (1 + ‖Xk‖q) (1 + ‖Zk+1‖p) for k ∈
{0, . . . , n− 1}. Therefore, by Proposition 1, for i ∈ {0, . . . , 3}, (Mi,n)n∈N are martingales
and for n ∈ N∗, E
[
S2i,n
]
≤ Cn2γ4,
E
[
M20,n
] ≤ Cnγ3 , E [M21,n] ≤ Cnγ2 , E [M22,n] ≤ Cnγ , E [M23,n] ≤ Cnγ3 ,
which yield the result.
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A Proof of Lemma 9
By H3, (1) has a unique strong solution (Yt)t≥0 for any initial data Y0 = x ∈ Rd. Define
for p ∈ N∗, Vp : Rd → R+ by Vp(y) = ‖y‖2p for y ∈ Rd. We have using H3,
A Vp(x) = −2p ‖x‖2(p−1) 〈∇U(x), x〉+ 2p(d+ 2(p− 1)) ‖x‖2(p−1) (57)
≤ −2pm ‖x‖2p + 2p ‖x‖2(p−1) (d+ 2(p− 1)) . (58)
Applying [MT93, Theorem 1.1] with V (x, t) = Vp(x)e
2pmt, g−(t) = 0 and g+(x, t) =
2p(d+2(p−1))Vp−1(x)e2pmt for x ∈ Rd and t ≥ 0, we get denoting by vp(t, x) = PtVp(x),
vp(t, x) ≤ e−2pmtVp(x) + 2p(d+ 2(p− 1))
∫ t
0
e−2pm(t−s)vp−1(s, x)ds .
A straightforward induction concludes the proof.
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B Proof of Lemma 10
By Equation (58) and [RT96, Theorem 2.2], (Yt)t≥0 the solution of (1) is Vp-geometrically
ergodic w.r.t. pi. Taking the limit t→ +∞ in Lemma 9 concludes the proof.
C Proof of Lemma 11
Define V˜x : Rd → R+ for all y ∈ Rd by V˜x(y) = ‖y − x‖2. By Lemma 9, the process
(V˜x(Yt) − V˜x(x) −
∫ t
0 A V˜x(Ys)ds)t≥0, is a (Ft)t≥0-martingale. Denote for all t ≥ 0 and
y ∈ Rd by v˜(t, x) = PtV˜x(x). Then we get,
∂v˜(t, x)
∂t
= PtA V˜x(x) . (59)
By H3, we have for all y ∈ Rd,
A V˜x(y) = 2 (−〈∇U(y), y − x〉+ d) ≤ 2
(
−mV˜x(y) + d− 〈∇U(x), y − x〉
)
. (60)
Using (59), this inequality and that V˜x is nonnegative, we get
∂v˜(t, x)
∂t
= PtA V˜x(x) ≤ 2
(
d−
∫
Rd
〈∇U(x), y − x〉Pt(x,dy)
)
. (61)
Using (5) and (1), we have
|Ex [〈∇U(x), Yt − x〉]| ≤ ‖∇U(x)‖ ‖Ex [Yt − x]‖
≤ ‖∇U(x)‖
∥∥∥∥Ex [∫ t
0
{∇U(Ys)} ds
]∥∥∥∥
≤ 2L
{
1 + ‖x‖`+1
}∫ t
0
Ex [‖∇U(Ys)‖] ds . (62)
Using (5) again, ∫ t
0
Ex [‖∇U(Ys)‖] ds ≤ 2L
∫ t
0
E
[
1 + ‖Ys‖`+1
]
ds
≤ 2L
{
2t+
∫ t
0
E
[
‖Ys‖2N
]
ds
}
. (63)
Furthermore using that for all s ≥ 0, 1− e−s ≤ s, s+ e−s − 1 ≤ s2/2, and Lemma 9 we
get ∫ t
0
Ex
[
‖Ys‖2N
]
ds ≤ a0,N 2Ntm+ e
−2Nmt − 1
2Nm
+
N∑
k=1
ak,N ‖x‖2k 1− e
−2mkt
2km
≤ t2Nma0,N + t
N∑
k=1
ak,N ‖x‖2k .
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Plugging this inequality in (63) and (62), we get
|Ex [〈∇U(x), Yt − x〉]| ≤ 4L2(1 + ‖x‖`+1)
{
2t+Nma0,N t
2 + t
N∑
k=1
ak,N ‖x‖2k
}
. (64)
Using this bound in (61) and integrating the inequality gives
v˜(t, x) ≤ 2dt+ 8L2(1 + ‖x‖`+1)
{
t2 +Nma0,N (t
3/3) + (t2/2)
N∑
k=1
ak,N ‖x‖2k
}
. (65)
D Proof of Lemma 12
We show the result by induction on p. The case p = 0 follows from (65). Suppose p ≥ 1.
Define for y ∈ Rd, Wx,p : Rd → R+ by Wx,p(y) = ‖y‖2p ‖y − x‖2. We have
AWx,p(y) = −2 ‖y‖2p 〈∇U(y), y − x〉 − (2p) ‖y‖2(p−1) ‖y − x‖2 〈∇U(y), y〉
+ 2 ‖y‖2(p−1)
{
d ‖y‖2 + 4p 〈y, y − x〉+ p(d+ 2p− 2) ‖y − x‖2
}
.
By H3, (5) and using |〈a, b〉| ≤ η ‖a‖2 + (4η)−1 ‖b‖2 for all η > 0, we have
AWx,p(y) ≤ ‖y‖
2p ‖∇U(x)‖2
2m(p+ 1)
+ 2 ‖y‖2(p−1)
{
(d+ 4) ‖y‖2 + p(d+ 3p− 2) ‖y − x‖2
}
≤ ‖y‖2p
{
2(d+ 4) +
2L2(1 + ‖x‖`+1)2
m(p+ 1)
}
+ 2p(d+ 3p− 2) ‖y − x‖2 ‖y‖2(p−1) . (66)
By Lemma 9, the process (Wx,p(Yt)−Wx,p(x)−
∫ t
0 AWx,p(Ys)ds)t≥0 is a (Ft)t≥0-martingale.
For x ∈ Rd and t ≥ 0, denote by wx,p(x, t) = PtWx,p(x) and vp(x, t) = Ex
[
‖Yt‖2p
]
. Tak-
ing the expectation of (66) w.r.t. δxPt and integrating w.r.t. t, we get
wx,p(t, x) ≤ 2
{
d+ 4 +
L2(1 + ‖x‖`+1)2
m(p+ 1)
}∫ t
0
vp(s, x)ds
+ 2p(d+ 3p− 2)
∫ t
0
wx,p−1(s, x)ds .
By Lemma 9, vp(t, x) ≤ 2pma0,pt +
∑p
k=1 ak,p ‖x‖2k. A straightforward induction con-
cludes the proof.
E Proof of Lemma 17
The proof is adapted from [PV01, Theorem 1] and follows the same steps. Define
f¯ = f − pi(f). Note that H5 implies H1. By H2, [SV07, Corollary 11.1.5], (Pt)t≥0
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is Feller continuous, which implies that for all t > 0, if (xn)n∈N is a sequence in Rd
converging to x ∈ Rd, then δxnPt weakly converges to δxPt. Therefore, for all t > 0
and K > 0, x 7→ Pt(f ∨ (−K)∧K)(x) is continuous. By Cauchy-Schwarz and Markov’s
inequalities, for all t,K > 0 and x ∈ Rd, we have
|Pt(f ∨ (−K) ∧K)(x)− Ptf(x)| ≤ Pt(|f |1 {|f | ≥ K})(x)
≤ Ptf2(x)/K
By Proposition 1 and the polynomial growth of f , we get for all R > 0,
lim
K→+∞
sup
‖x‖≤R
|Pt(f ∨ (−K) ∧K)(x)− Pt(f)(x)| = 0
and therefore x 7→ Ptf¯(x) is continuous for all t > 0.
By (57) and [DFG09, Theorem 3.10, Section 4.1], there exist C, ς > 0 and p ∈ N
such that for all x ∈ Rd and N > 0,∫ +∞
N
∣∣Ptf¯(x)∣∣dt ≤ C (1 + ‖x‖p)N−ς .
Therefore, we may define φ(x) =
∫ +∞
0 Ptf¯(x)dt for all x ∈ Rd. Denote by φN =∫ N
0 Ptf¯(x)dt for all N > 0 and x ∈ Rd. We have limN→+∞ φN (x) = φ(x) locally
uniformly in x and by continuity of φN for all N > 0, φ ∈ Cpoly(Rd,R).
Let x ∈ Rd and consider the Dirichlet problem,
A φˆ(y) = −f¯(y) for y ∈ B(x, 1) and φˆ(y) = φ(y) for y ∈ ∂ B(x, 1) ,
where ∂ B(x, 1) = B(x, 1) \B(x, 1). By [GT15, Lemma 6.10, Theorem 6.17], there exists
a solution φˆ ∈ C4(B(x, 1),R) ∩ C(B(x, 1),R). Let x˜ ∈ B(x, 1/2). By H 2, (1) has a
unique strong solution denoted (Y x˜t )t≥0 starting at Y0 = x˜. Define the stopping time
τ = inf
{
t ≥ 0 : Y x˜t /∈ B(x, 1)
}
. By [Fri12, Volume I, Chapter 6, Theorem 5.1], we have
φˆ(x˜) = E
[
φ(Y x˜τ )
]
+ E
[∫ τ
0
f¯(Y x˜t )dt
]
.
For all N > 0, we decompose φN (x˜) = AN +BN where
AN =
∫ N
0
E
[
f¯(Y x˜t )1 {t ≤ τ}
]
dt , BN =
∫ N
0
E
[
f¯(Y x˜t )1 {t > τ}
]
dt .
Since E [τ ] < +∞ by [Fri12, Volume I, Chapter 6, equation (5.11)],
E
[∫ +∞
0
∣∣f¯(Y x˜t )∣∣1 {t ≤ τ} dt] < +∞ ,
and by Fubini’s theorem and the dominated convergence theorem, limN→+∞AN =
E
[∫ τ
0 f¯(Y
x˜
t )dt
]
. We also have
BN = E
[∫ (N−τ)+
0
f¯(Y x˜τ+t)dt
]
= E
[
φ(N−τ)+(Y
x˜
τ )
]
.
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Since E [τ ] < +∞, we have limN→+∞ φ(N−τ)+(Y x˜τ ) = φ(Y x˜τ ) almost surely. Besides,
there exist C, p > 0 such that φN˜ (Y
x˜
τ ) ≤ C(1 + ‖x‖p) almost surely and for all N˜ ≥ 0
because Y x˜τ ∈ B(x, 1) and φN˜ converges locally uniformly to φ. By the dominated
convergence theorem, we get limN→+∞BN = E
[
φ(Y x˜τ )
]
. Taking the limit N → +∞ of
φN (x˜) = AN +BN , we obtain φ(x˜) = φˆ(x˜).
Finally, by [GT15, Problem 6.1 (a)], we obtain
∥∥Di φ∥∥ ∈ Cpoly(Rd,R+) for i ∈
{0, . . . , 4} which concludes the proof.
F Badly conditioned multivariate Gaussian variable
In this example, we consider a badly conditioned multivariate Gaussian variable in di-
mension d = 100, of mean 0 and covariance matrix diag(10−5, 1 . . . , 1). We run 100
independent simulations of ULA and TULAc, starting at 0, with a step size γ ∈{
10−3, 10−2, 10−1
}
and a number of iterations equal to 106. ULA diverges for all step
sizes. We plot the boxplots of the errors for TULAc, for the first and second moment
of the first and last coordinate in Figure 5. Although the results for the first coordinate
are expectedly inaccurate, the results for the last coordinate are valid. In this context,
TULAc enables to obtain relevant results for the well-conditioned coordinates within a
relatively small number of iterations, which is not possible using ULA.
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