In this paper, we establish a strong convergence theorem for hierarchical problems, an equivalent relation between a multiple sets split feasibility problem and a fixed point problem. As applications of our results, we study the solution of mathematical programming with fixed point and multiple sets split feasibility constraints, mathematical programming with fixed point and multiple sets split equilibrium constraints, mathematical programming with fixed point and split feasibility constraints, mathematical programming with fixed point and split equilibrium constraints, minimum solution of fixed point and multiple sets split feasibility problems, minimum norm solution of fixed point and multiple sets split equilibrium problems, quadratic function programming with fixed point and multiple set split feasibility constraints, mathematical programming with fixed point and multiple set split feasibility inclusions constraints, mathematical programming with fixed point and split minimax constraints.
Introduction
The split feasibility problem (SFP) in finite dimensional Hilbert spaces was first introduced by Censor and Elfving [] for modeling inverse problems which arise from phase retrievals and in medical image reconstruction. Since then, the split feasibility problem (SFP) has received much attention due to its applications in signal processing, image reconstruction, with particular progress in intensity-modulated radiation therapy, approximation theory, (CLIP) Findx ∈ C such that Ax = b, where b ∈ H  , ©2013 Yu and Lin; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. http://www.fixedpointtheoryandapplications.com/content/2013/1/283 which has extensively been investigated by using the Landweber iterative method [] x n+ := x n + γ A T (b -Ax n ), n ∈ N.
In , Byrne [] first introduced the so-called CQ algorithm which generates a sequence {x n } by the following recursive procedure:
where the stepsize ρ n is chosen in the interval (, / A  ), and P C and P Q are the metric projections onto C ⊆ R n and Q ⊆ R m , respectively. Compared with Censor and Elfving's algorithm [] where the matrix inverse A is involved, the CQ algorithm () seems more easily executed since it only deals with metric projections with no need to compute matrix inverses.
In , Xu [] modified Byrne's CQ algorithm and proved the weak convergence theorem in infinite Hilbert spaces for their modified algorithm.
Let C be a nonempty closed convex subset of a real Hilbert space H with the inner product ·, · and the norm · . A mapping T : C → H is said to be nonexpansive if TxTy ≤ x -y for all x, y ∈ C; T is said to be a quasi-nonexpansive mapping if Fix(T) = ∅ and Tx -y ≤ x -y for all x ∈ C and y ∈ Fix(T), we denote by Fix(T) = {x ∈ C : Tx = x} the set of fixed points of T. A : C → H is called strongly positive if
Let f be a contraction on H and {α n } be a sequence in [, ] . In , Xu [] proved that under some condition on {α n }, the sequence {x n } generated by x n+ = α n fx n + ( -α n )Tx n strongly converges to x * in Fix(T), which is the unique solution of the variational inequality
for all x ∈ Fix(T). Xu [] also studied the following minimization problem over the set of fixed points of a nonexpansive operator T on a real Hilbert space H:
where a is a given point in H and B is a strongly positive bounded linear operator on H. In [], Xu proved that the sequence {x n } defined by the following iterative method They proved that the sequence generated by () converges strongly to the fixed point x * of T which solves the following:
for all x ∈ Fix(T). For some more related works, see [-] and the references therein.
In this paper, we establish a strong convergence theorem for hierarchical problems, an equivalent relation between a multiple sets split feasibility problem and a fixed point problem. As applications of our results, we study the solution of mathematical programming with fixed point and multiple sets split feasibility constraints, mathematical programming with fixed point and multiple sets split equilibrium constraints, mathematical programming with fixed point and split feasibility constraints, mathematical programming with fixed point and split equilibrium constraints, minimum solution of fixed point and multiple sets split feasibility problems, minimum norm solution of fixed point and multiple sets split equilibrium problems, quadratic function programming with fixed point and multiple set split feasibility constraints, mathematical programming with fixed point and multiple set split feasibility inclusions constraints, mathematical programming with fixed point and split minimax constraints.
Preliminaries
Throughout this paper, let N be the set of positive integers and let R be the set of real numbers, H be a (real) Hilbert space with the inner product ·, · and the norm · , respectively, and let C be a nonempty closed convex subset of H. We denote the strong convergence and the weak convergence of {x n } to x ∈ H by x n → x and x n x, respectively. For each x, y ∈ H and λ ∈ [, ], we have
Hence, we also have
If  < λ ≤ α, A : H → H is an α-inverse-strongly monotone mapping, then I -λA : H → H is nonexpansive. A mapping T : C → H is said to be a firmly nonexpansive mapping if
for every x, y ∈ C. Let T : C → H be a mapping. Then p ∈ C is called an asymptotic fixed point of T [] if there exists {x n } ⊆ C such that x n p, and lim n→∞ x n -Tx n = . We denote by F(T) the set of asymptotic fixed points of T. A mapping T : C → H is said to be demiclosed if it satisfies F(T) = F(T 
for all x, y ∈ H  .
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H. Let G :
H → H be a firmly nonexpansive mapping. Suppose that Fix(G) = ∅. Then x -Gx, Gxw ≥  for each x ∈ H and each w ∈ Fix(G).
A mapping T :
H → H is said to be averaged if T = ( -α)I + αS, where α ∈ (, ) and S : H → H is a nonexpansive mapping. In this case, we also say that T is α-averaged. A firmly nonexpansive mapping is   -averaged. 
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H, and let T : C → C be a mapping. Then the following are satisfied: (i) T is nonexpansive if and only if the complement
for all s, t >  and x ∈ H. In particular,
for all s, t >  and x ∈ H.
Lemma . [] Let C be a nonempty closed convex subset of a real Hilbert space H. Let T : C → H be a generalized hybrid mapping, then F(T) = F(T).
Remark . If T is a generalized hybrid mapping with Fix(T) = ∅. By the definition of T and Lemma ., we have that T is a quasi-nonexpansive mapping with F(T) = F(T).
Lemma . []
Let {a n } be a sequence of real numbers such that there exists a subsequence {n i } of {n} such that a n i < a n i + for all i ∈ N. numbers with ∞ n= u n < ∞, {t n } be a sequence of real numbers with lim sup t n ≤ . Suppose that a n+ ≤ ( -α n )a n + α n t n + u n for each n ∈ N. Then lim n→∞ a n = .
We know that the equilibrium problem is to find z ∈ C such that
where g : C × C → R is a bifunction. This problem includes fixed point problems, optimization problems, variational inequality problems, Nash equilibrium problems, minimax inequalities, and saddle point problems as special cases. (For examples, one can see [] and related literatures.)
The solution set of equilibrium problem (EP) is denoted by EP(g). For solving the equilibrium problem, let us assume that the bifunction g : C × C → R satisfies the following conditions: for each λ >  and r > . Let {θ n } ⊂ H be a sequence. Let V be aγ -strongly monotone and L-Lipschitzian continuous operator withγ >  and L > . Throughout this paper, we use these notations and assumptions unless specified otherwise.
The following strong convergence theorem for hierarchical problems is one of our main results of this paper.
Theorem . Let T : C → H be a quasi-nonexpansive mapping with
Take μ ∈ R as follows:
, and {r n } ⊂ (, ∞). Assume that:
(ii) lim n→∞ β n = , and
This pointx is also a unique solution of the following hierarchical variational inequality:
Since T is a quasi-nonexpansive mapping, we obtain that
Put τ =γ -
, we have that
Since  -β n τ > , we obtain that
We have from () and () that
Thus, we obtain from the definition of x n and () that
where
, n ∈ N}. By induction, we deduce
This implies that the sequence {x n } is bounded. Furthermore, {u n }, {z n }, {y n } and {s n } are bounded. By the definition of {x n }, we have that
By (), we have that
By () and (), we have that
By () and (), we have that
By (), we obtain that
By () and (), we have that
Hence, we obtain that
We will divide the proof into two cases as follows. Case : There exists a natural number N such that x n+ -x ≤ x n -x for each n ≥ N . So, lim n→∞ x n -x exists. Hence, it follows from (), (i), and (ii) that
By (), (), (i), and (ii), we have that
We also have that
By (), (iv), and (ii), we have that
By () and (), we have that
By () and (), we have that
Therefore,
Thus, by (), (), and (iii), we have that
Since T r n is firmly nonexpansive, we have from () that
By () and (), we have that
Thus, by (), (), and (), we have that
By () and (), we have that
Thus, by (), (), and (iii), we have that
Since J λ n is firmly nonexpansive, we have from () that
By () and (), we have that
Thus, by (), (), and (), we have that
This pointx  is also a unique solution of the hierarchical variational inequality
We want to show that
Without loss of generality, there exists a subsequence {z n k } of {z n } such that z n k w for some w ∈ H and
By () and (), we have that
. By () and Lemma ., we have that
Without loss of generality and  < a ≤ r n ≤ b < κ  , there exists a subsequence {r n k j } of {r n k } such that {r n k j } converges to a numberr ∈ [a, b]. By () and Lemma ., we have that 
Since Fix(T) = Fix(T), we have from Ty n j -y n j →  and y n k j w that w ∈ F(T). Hence,
So, we have from () and () that
Thus, we obtain from the definition of x n and () that
By (), (), assumptions, and Lemma ., we know that lim n→∞ x n =x  , wherē
Case : Suppose that there exists {n i } of {n} such that x n i -x ≤ x n i + -x for all i ∈ N. By Lemma ., there exists a nondecreasing sequence {m j } in N such that m j → ∞ and Hence, it follows from () and () that
for each j ∈ N. Hence, it follows from (), (i), and (ii) that
Without loss of generality, there exists a subsequence {z m j k } of {z m j } such that z m j k w for some w ∈ H and
With the similar argument as in the proof of Case , we have w ∈ Fix(T)
So, we have from () and () that
With the similar argument as in the proof of Case , we have
By (), (), and assumptions, we know that 
for each n ∈ N.
In order to study the convergence theorems for the solution set of multiple sets split feasibility problem (MSFP FF ), we must give an essential result in this paper.
Theorem . Given anyx ∈ H  . (i) Ifx is a solution of (MSFP
for each n ∈ N and the solution set of (MSFP FF ) is nonempty. Thenx is a solution of (MSFP FF ).
Proof (i) Suppose thatx ∈ H  is a solution of (MSFP FF ). Thenx
, and A x ∈ Fix(F  ) for each n ∈ N. It is easy to see that
(ii) Since the solution set of (MSFP FF ) is nonempty, there existsw ∈ H  such thatw ∈ Fix(J λ n ) ∩ Fix(T r n ), A w ∈ Fix(F  ), and A w ∈ Fix(F  ). So,
By Lemma ., we have that
() http://www.fixedpointtheoryandapplications.com/content/2013/1/283
, and Lemma .(ii), (iii), we know that
By Lemma . again, we have that
On the other hand, for each n ∈ N, since J λ n , and T r n are firmly nonexpansive mappings, it is easy to see that
Hence, by (), (), (), and Lemma .(v), we have that for each n ∈ N,
This implies that for each n ∈ N,
By Lemma ., for each n ∈ N,
That is, for each n ∈ N,
For each n ∈ N, by () and the fact that A * i is the adjoint of A i for each i = , ,
On the other hand, by Lemma . again,
() http://www.fixedpointtheoryandapplications.com/content/2013/1/283 For each n ∈ N, by () and (),
Sincew is a solution of multiple sets split feasibility problem (MSFP FF ), we know that w ∈ Fix(J λ n ) ∩ Fix(T r n ), A w ∈ Fix(F  ), and A w ∈ Fix(F  ) for each n ∈ N. So, it follows from () that A x = Fix(F  ) and A x = Fix(F  ). Furthermore,x ∈ Fix(J λ n ) andx ∈ Fix(T r n ) for each n ∈ N. Therefore,x is a solution of (MSFP FF ).
Applying Theorem . and Theorem ., we can find the solution of the following hierarchical problem. 
Theorem . Let T : C → H be a quasi-nonexpansive mapping with Fix(T) = Fix(T).

Let C and Q be two nonempty closed convex subsets of real Hilbert spaces H
Then lim n→∞ x n =x, wherex = P Fix(T)∩ (x -Vx + θ ). This pointx is also a unique solution of the following hierarchical problem: Findx ∈ Fix(T) ∩ such that
Proof Since F i is firmly nonexpansive, it follows from Lemma . that we have that Since the solution set of (MSFP FF ) is nonempty, by (), we have for each n ∈ N w ∈ Fix J λ n I -λ n A *
So,w
It follows from Theorem . that lim n→∞ x n =x, wherē
that is, for each n ∈ N,
By assumptions, (), and Theorem .(ii), we know thatx is a solution of (MSFP FF ). Furthermore,x ∈ Fix(T). Therefore,x ∈ Fix(T) ∩ . By the same argument as (), (), and (), we also have
Therefore, the proof is completed.
Remark . In Theorem ., we establish a strong convergence theorem for hierarchical problem (MSFP FF ) without calculating the inverse of the operator we consider. http://www.fixedpointtheoryandapplications.com/content/2013/1/283
Applications to mathematical programming with multiple sets split feasibility constraints
By Theorem ., we obtain mathematical programming with fixed point and multiple sets split feasibility constraints.
Theorem . Let T : C → H be a quasi-nonexpansive mapping with Fix(T) = Fix(T).
In Theorem ., let h : C → R be a convex Gâteaux differential function with Gâteaux derivative V . Let
Then lim n→∞ x n =x, wherex = P Fix(T)∩ (x-Vx). This pointx is also a unique solution of the mathematical programming with fixed point and multiple sets split feasibility constraints:
Proof Put θ =  in Theorem .. Then, by Theorem ., there existsx ∈ Fix(T) ∩ such that
Since h : C → R is a convex Gâteaux differential function with Gâteaux derivative V , we obtain that
for all y ∈ C. By () and (), it is easy to see that h(x) ≤ h(q) for all q ∈ Fix(T) ∩ .
We can apply Theorem . to study the mathematical programming of a quadratic function with fixed point and multiple sets split feasibility constraints.
Theorem . Let T : C → H be a quasi-nonexpansive mapping with Fix(T) = Fix(T). In Theorem ., let B : C → C be a strongly positive self-adjoint bounded linear operator and a ∈ H. Let
for each n ∈ N, {λ n } ⊂ (, ∞), {α n } ⊂ (, ), {β n } ⊂ (, ), and {r n } ⊂ (, ∞). Assume that: http://www.fixedpointtheoryandapplications.com/content/2013/1/283 (i)  < lim inf n→∞ α n ≤ lim sup n→∞ α n < ; (ii) lim n→∞ β n = , and
Then lim n→∞ x n =x. This pointx is also a unique solution of the mathematical programming of a quadratic function with fixed point and multiple sets split feasibility constraints:
It is easy to see that h is a convex function. Since B is a strongly positive self-adjoint operator, there exists η >  such that Bx, x ≥ η x  . This implies that
From this we can show that h is a convex function. Indeed, for any x, y ∈ C and any λ ∈ [, ]. It follows from () that
It is easy to see that V is the Gâteaux derivative of h. Indeed, for any u ∈ H, x ∈ C and any t ∈ [, ]. Since B is a self-adjoint bounded linear operator, we see that for each u ∈ H,
Therefore, V is the Gâteaux derivative of h. Since B is a strongly positive bounded linear operator in H, we have that
This implies that V is Lipschitz, and we have that
This implies that V is strongly monotone. Therefore, Theorem . follows from Theorem ..
Theorem . Let T : C → H be a quasi-nonexpansive mapping with Fix(T) = Fix(T).
In Theorem ., let h : C → R be a convex Gâteaux differential function with Gâteaux derivative V . Let i be a maximal monotone mapping on H  such that the domain of i is included in Q for each i = , , where Q is a closed convex subset of H  . Let
Then lim n→∞ x n =x. This pointx is also a unique solution of the mathematical programming with fixed point and multiple sets split feasibility problem constraints: 
Then EP(g) = A operator, and let A * i be the adjoint of A i . Suppose that is the solution set of (MSEP) and
(i)  < lim inf n→∞ α n ≤ lim sup n→∞ α n < ; (ii) lim n→∞ β n = , and 
for each n ∈ N, {λ n } ⊂ (, ∞), {α n } ⊂ (, ), {β n } ⊂ (, ), and {r n } ⊂ (, ∞). Assume that:
This pointx is also a unique solution of the mathematical programming with fixed point and split feasibility constraints: min q∈Fix(T)∩ h(q).
Proof Put g  (x, y) = , ∀x, y ∈ C and f  (x, y) = , ∀x, y ∈ Q in Theorem .. Then T g  λ n = P C , T f  r n = P Q . Therefore, algorithm (.) in Theorem . follows immediately from algorithm (.) in Theorem ..
By Theorem ., we have that
So, the solution set of (SEP) coincides with the solution set of (SFP). Therefore, by Theorem ., we get the result.
For each i = , , let X i , Y i be two Hilbert spaces, a function F : X i × Y i → R ∪ {-∞, ∞} is said to be convex-concave iff it is convex in the variable x and concave in the variable y. To such a function, Rockafellar associated the operator T F , defined by
where ∂  (resp. ∂  ) stands for the subdifferential of F with respect to the first (resp. the second) variable. T F is a maximal monotone operator if and only if F is closed and proper in the Rockafellar sense (see [] ). Moreover, it is well known that (
if and only if the following monotone variational inclusion holds true, that is, 
F(x, y).
By Theorem ., we can find the unique minimum norm common solution of fixed point and multiple sets split minimax problems (MSMMP) and the solution of mathematical programming with fixed point and multiple sets split minimax (MSMMP) constraints. 
(i)  < lim inf n→∞ α n ≤ lim sup n→∞ α n < ; (ii) lim n→∞ β n = , and
This pointx is also a unique solution of the mathematical programming with fixed point and multiple split minimax constraints:
That is, That is,
That is,
This implies that Fix(T) ∩  = ∅, where  is the solution set of (MSFP FF ).
By Theorem ., we have that lim n→∞ x n =x, wherex = P Fix(T)∩  (x -Vx). This pointx is also a unique solution of the following hierarchical variational inequality:
By (), (), (), (), and (), and Theorem ., we get the result. Now, we recall the following split minimax problem:
By Theorem ., we can find the solution of split minimax problem (SMMP) and mathematical programming with fixed point and split minimax problem (SMMP) constraints. This implies that Fix(T) ∩  = ∅, where  is the solution set of (SFP FF ). By Theorem ., we have that lim n→∞ x n =x, wherex = P Fix(T)∩ (x -Vx). This pointx is also a unique solution of the following hierarchical variational inequality:
Vx, q -x ≥ , ∀q ∈ Fix(T) ∩ . By (), (), (), (), and (), and Theorem ., we get the result. Now, we recall the following multiple split minimax-equilibrium problem: By the same argument as in Theorems . and ., we can find the solution of multiple split minimax problem (MSMMEP) and mathematical programming with fixed point and multiple split minimax problem (MSMMEP) constraints.
By the same argument as in Theorems . and ., we can find the solution of the split minimax-equilibrium problem (SMMEP) and mathematical programming with fixed point and multiple split minimax-equilibrium problem (SMMEP) constraints.
