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МНОГОМЕРНЫХ НЕЛИНЕЙНЫХ ДИНАМИЧЕСКИХ  
СИСТЕМ 
Рассмотрена задача аналитического конструирования субоптимального регулятора конту-
ра стабилизации усилия резания с учетом упругости суппорта. Спроектирован нелинейный 
субоптимальный регулятор на основе метода Беллмана—Ляпунова с использованием концеп-
ции инвариантного вложения. 
Теория аналитического конструирования (АК) регуляторов для сложных нелинейных многоме-
рных систем в настоящее время развивается как самостоятельное научное направление. Однако, 
общеизвестно, что вычислительная сложность методов АК нелинейных субоптимальных регуля-
торов резко возрастает при увеличении порядка управляемого объекта и не позволяет сделать их 
рабочим аппаратом при построении систем управления. К настоящему времени разработан широ-
кий спектр методов декомпозиции и агрегирования для решения задач оптимального управления 
сложными нелинейными динамическими системами. В данной работе представлена процедура АК 
субоптимальных регуляторов для нелинейных динамических систем без использования приемов 
декомпозиции. Решение задачи АК строится на основе метода Беллмана—Ляпунова с использова-
нием концепции «метода погружения» (инвариантного вложения). 
К настоящему времени опубликовано достаточное количество работ, в которых используется 
концепция инвариантного погружения для решения нелинейных задач оптимизации [1—5]. Основ-
ная идея такого подхода состоит во включении частной задачи оптимизации в более общую задачу 
[2]. Если можно решить общую задачу, то частная задача решается автоматически, причем удивите-
льно, но часто оказывается легче решать именно более общую задачу. Ю. Ту в работе [6] дал более 
простую формулировку идеи инвариантного погружения, определяя ее как решение семейства более 
простых задач вместо исходной сложной задачи. Авторам известна единственная работа [5], в кото-
рой техника инвариантного погружения используется для решения нелинейной задачи синтеза оп-
тимального регулятора. Однако предложенное решение не отличается вычислительной простотой. В 
представленной работе дано решение задачи синтеза нелинейного регулятора, причем достаточно 
простая идея использования метода инвариантного погружения позволяет исходную задачу погру-
зить в семейство более простых линейных задач. Представленная работа является дальнейшим раз-
витием и обобщением методики, изложенной в [7]. 
Покажем на примере прикладной задачи возможность решения задачи АК регуляторов для та-
ких систем. Рассмотрим систему стабилизации усилия резания, которая получила широкое расп-
ространение в металлообрабатывающих станках [8]. Применение таких систем позволяет повы-
сить качество обрабатываемой поверхности и увеличить производительность оборудования. От-
личительной их особенностью является сложность построения регуляторов, поскольку при испо-
льзовании стандартных корректирующих устройств при достаточно больших коэффициентах уси-
ления разомкнутой системы в контуре стабилизации усилия резания (КСУР) возникает режим 
автоколебаний, что является недопустимым для металлообрабатывающих станков. Существует 
ряд публикаций, посвященных проблеме построения регуляторов для КСУР [9, 10]. Однако в них 
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рассматривается упрощенная модель исследуемого объекта и не учитывается влияние ряда нели-
нейностей, существенно ухудшающих динамические характеристики системы. 
КСУР включает в себя электропривод подачи с синхронным двигателем, механическую пере-
дачу, процесс резания, а также упругую систему суппорта. Модель процесса резания, полученная 
в [11], включает в себя «зону нечувствительности», обусловленную наличием зазора в направля-
ющих; апериодическое звено первого порядка, учитывающее инерционность процесса резания, и 
колебательное звено, описывающее УСС. Контур регулирования составляющей тока статора по 
оси q  с релейным регулятором представлен звеном типа «насыщение» согласно [12]. Механичес-
кая передача представляет собой двухмассовую систему с сосредоточенными моментами инерции 
1J  и 2J , жесткостью 12C  и вязким трением 12β . Система регулирования скорости вращения вала 
двигателя и механическая передача входят в контур управления линейным перемещением режу-
щего инструмента с П – регулятором положения. 
Система дифференциальных уравнений, описывающая динамику КСУР, имеет вид 
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где ( )1 12 1 2 2 рз 3( )c п пM K K K t f y K− −= ω + −  — момент нагрузки на выходе механической передачи, 
определяемый составляющей усилия резания xF ; резK , прK  — коэффициенты усиления процесса 
резания по подаче и припуску, соответственно; пK  — коэффициент усиления передаточного устройс-
тва; резT  — постоянная времени процесса резания; усK  — коэффициент передачи УСС; усT  — пос-
тоянная времени УСС; ξ  — коэффициент демпфирования УСС; yF  — нормальная составляющая 
усилия резания; у — упругая деформация УСС; pзt  — заданная глубина резания; 2ϕ , 2ω  — угол 
поворота и скорость выходного вала ходового винта; 1ϕ , 1ω  — угол поворота и скорость вала 
двигателя; 1cM , 2cM  — моменты нагрузки вала двигателя и ходового винта; 1qi — составляющая 
тока статора по оси q ; рурu  — выходное напряжение регулятора усилия резания; lK , Kω  — коэ-
ффициенты обратных связей по перемещению исполнительного механизма и скорости вращения 
вала двигателя; mλ  — потокосцепление постоянных магнитов; рпK  — коэффициент усиления 
регулятора положения; pcK  — коэффициент усиления регулятора скорости; ( )1 pcf u  — нелиней-
ность типа «насыщение»; 2( )f ∆ϕ , ( )3 рзf t y−  — нелинейности типа «зона нечувствительности». 
Наличие нелинейностей в математической модели управляемого объекта делает процедуру синтеза 
нелинейного оптимального управления крайне сложной в вычислительном отношении, особенно для 
систем высокого порядка. Традиционный путь решения задачи синтеза приводит к необходимости 
нахождения решения уравнения Гамильтона—Якоби—Беллмана, которое ищется, обычно, в виде 
многомерного степенного ряда. Однако этот путь является практически тупиковым, поскольку при-
водит к необходимости решения 210 алгебраических уравнений для определения параметров четве-
ртичной формы. 
Для вышеуказанных нелинейностей осуществляется процедура «линеаризации» методом «се-
кущих» [13] в «малом» и «большом». Получим ( ) ( )1 рс1 рс1 рс1f u K u u= , ( ) ( )2f K∆ϕ = ∆ϕ ∆ϕ , 
( ) ( )3f y K y y= , где ( )рс1K u , ( )K ∆ϕ , ( )K y  — коэффициенты мгновенной линеаризации. 
Линеаризованная система дифференциальных уравнений в матричной форме запишется: 
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При этом коэффициенты матриц A  и B являются функциями параметров линеаризации, то 
есть будут изменяться для различных областей фазового пространства. 
В качестве минимизируемого функционала принимаем квадратичный критерий оптимальности, 
отвечающий требованиям динамической точности и минимума энергетических затрат на управле-
ние: 
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В соответствии с методикой, изложенной в [14], процедура синтеза с использованием метода 
«погружения» реализуется в виде следующей последовательности этапов: 
1. Осуществляется решение задачи АК «в малом» для модели (2) и функционала (3). При этом 
решается матричное уравнение Риккати вида 1 0T TA S SA SBR B S Q−+ − + =  и находится матри-
ца коэффициентов обратных связей 11
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2. Осуществляется решение задачи АК «в большом». Аналогично решается уравнение Риккати 
и находится матрица обратных связей 12
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3. Определяются новые допустимые управления и осуществляется сшивание «мгновенных зна-
чений» управляющих воздействий 1u  и 2u , справедливых для различных областей фазового про-
странства. Представим уравнение регулятора «в большом» в виде 2 1u u u= + ∆ , где 
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′∆ = − − = − ∆∑ ∑ . Поскольку коэффициенты регулятора 1 6, ...,k k  являются функ-
циями переменных состояния, то управляющими воздействиями полагаем вариации параметров 
1 6, ...,k k∆ ∆  [14]. Тогда управление «в большом» принимает вид 
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В качестве минимизируемого функционала выбираем критерий обобщенной работы 
А. А. Красовского 
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где 2maxi ic k
−= ∆  — весовые коэффициенты. 
Осуществляем замыкание исходной системы, подставляя выражение для 2u  в систему (2): 
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Для системы уравнений (6) и минимизируемого функционала (5) функциональное уравнение 
Беллмана имеет вид 
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Реализуя процедуру минимизации по ik∆ , получаем: 
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В итоге, модифицированное уравнение Гамильтона–Якоби–Беллмана принимает вид 
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Решение этого уравнения ищется в виде квадратичной формы: 
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Коэффициенты соотношения (10) определяются из системы линейных алгебраических уравне-
ний. 
 
Закон субоптимального управления в общем виде определяется следующим соотношением 
 
7 7 7 7 7
2 2
2 7
1 1 1 1 162
i i i i i i j j
i i i i ji i
b V bu k x x k x x k x
c x c= = = = =
   ∂
= − + = − +     ∂    
∑ ∑ ∑ ∑ ∑ . (11) 
С целью исследования динамики замкнутой системы было проведено цифровое моделирова-
ние. Переходные процессы нормальной составляющей усилия резания представлены на рисунке. 
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Анализ графиков показывает, что качество переходного процесса в системе с синтезированным 
нелинейным регулятором существенно выше, чем с традиционным П-регулятором. Использование 
предложенного регулятора обеспечивает отсутствие режима автоколебаний и позволяет значите-
льно сократить время переходного процесса. 
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