Component graphs Γ0(F ) are defined for arrays of sets F . The path components of Γ0(F ) are the stable components of the array F . The stable components for the system of Lesnick complexes {L s,k (X)} for a finite data set X decompose into layers, which are themselves path components of a graph. Combinatorial scoring functions are defined for layers and stable components.
Introduction
Astronomers say that a cluster is a "group of stars or galaxies forming a relatively close association".
Clusters are distinguished by relative density: they are concentrated collections of objects, surrounded by voids.
In the late 1700s, the brother and sister team William and Caroline Herschel found and classified "stellar over-densities" by counting stars in grids of regions of space. The method used today follows the same principle, although it is done with sophisticated imaging equipment coupled with computer analysis that filters out light artifacts. Relative to big picture items such as the cosmic microwave background, clusters are anomalies -they are small, dense collections of stellar objects.
The same sort of big picture/little picture dichotomy is present for other large data sets. In financial data, a dense, relatively small collection of rapid low-value transactions could point to an instance of money laundering, while large scale analysis sees sectoral or global market fluctuations.
Colloquially, clusters are collections of data points in relative close proximity, within some space that is defined by a finite list of parameters. We shall assume, more precisely, that a data set (or a data cloud) X is a finite collection of points inside real vector space R n . The motivating idea behind clustering is to find regions in the ambient space that contain dense populations of elements of the data set X. This is usually done in data analysis by applying partitioning methods to the data set X, or by studying hierarchies of such partitions.
The definitional structure and methods of this paper represent a departure from traditional clustering, although partitions and hierarchies (really, trees) of partitions are both used. The central objects of study are partition elements (or path components, or clusters) that persist through changes of distance parameters, or density parameters, or both -these objects are called stable components. The idea is to assign a more precise meaning to the colloquial version of clusters, such as clusters of stars, which are isolated groupings of objects in a data set.
To this end, we recall some basic constructions of topological data analysis in the first section of this paper. Specifically, the data set X determines an ascending sequence of simplicial complexes V s (X), the Vietoris-Rips complexes, in which the simplices consist of sets of data points having mutual distance bouned by a non-negative real number s. These complexes, in turn, are filtered by Lesnick subcomplexes L s,k (X), where the filtration is determined by a density parameter k.
Each of these complexes has a functorial set of path components π 0 V s (X), respectively π 0 L s,k (X), which partition subsets of the data set X. The resulting diagrams of partitions have associated component graphs Γ 0 (π 0 V * (X)) and Γ 0 (L * , * (X)), which essentially consist of path components that do not change through some variation in the defining parameters s and/or k. The component graphs themselves have path components, and these are the stable components for the data set X, in various incarnations.
Stable components further decompose into layers, for filtrations derived from the Lesnick filtration L s,k (X), in which the underlying sets of vertices may not be constant. The exception is the Vietoris-Rips filtration V * (X) = L * ,0 (X), in which all complexes in the filtration have the same underlying set of vertices, namely X. The layers of the filtration L * , * (X) are defined by computing path components of the layer subgraph Γ 0 (L s,k (X)) of the component graph. The edges of the layer subgraph are defined by path components in the Lesnick filtration, which have the same size (or cardinality) through changes of defining parameters.
Layers are defined and discussed in the second section of this paper. Every stable component is a disjoint union of its constituent layers, while the layers form graphs that are relatively easy to visualize geometrically as unions of squares.
Naive calculations of stable components and layers produce large collections of small objects. In particular, the individual elements of X are stable components for the Vietoris-Rips filtration. It is typical to interpret small stable components or layers as noise, and remove them from the output of a particular algorithm. This can be done with a "scoring" technique, for which noise objects can be interpreted as stable components having low scores. That said, one could be most interested in stable components having relatively low scores, such as in algorithms that detect money laundering or smaller scale star clusters.
Scoring appears as an analytic device in statistical approaches to clustering -see [4] , for example. An alternative combinatorial method of scoring is presented in the third section of this paper. Basically, the score σ(P ) of a stable component or the score σ(L) of a layer L is the sum of the cardinalities of the path components that appear in its list of vertices. This number is most effectively calculated by making yet another graph out of the vertices of the Lesnick complexes L s,k (X) and computing the cardinality of the set of vertices of a pullback of a stable component or layer within this new graph. This method of scoring is additive, so that the score of a stable component is the sum of the scores of its constituent layers. This paper was partially conceived and written during a series of visits to the Tutte Institute, and I would like to thank the Insitute for its hospitality and support. This research was also partially supported by the Natural Sciences and Engineering Research Council of Canada. Clustering is a long-standing enterprise of data analysis, which consists of many definitions and methods. Basically, the standard techniques amount to either partitioning a data set, or constructing hierarchies of partitions. For example, K-means clustering starts with a set of points in a data set. This set of points partitions the data set into regions of nearest neighbours, or Voronoi cells. The algorithm proceeds by finding centres of the cells, and then finding nearest neighbour sets for this set of centres to produce a new set of regions. The procedure stops when the set of centres stabilizes. The Voronoi cells determined by the resulting set of stable points partition the data set, and the partitions are expected to contain dense regions of data points near their centres.
Contents
Hierarchical clustering algorithms, such as single linkage clustering, require fewer assumptions. The inductive step in single linkage clustering assumes the existence of a partition
of the data set X. Find subsets P i and P j which are closest together in the ambient space R n , and then form a coarser partition by taking the union of Q = P i ∪ P j while keeping the other partition subsets fixed. There is a corresponding function which relates the first partition to the new one. The algorithm typically starts with the discrete partition X = x∈X {x}, and the last possible step in the resulting hierarchy of partitions would be the singleton partition consisting of X alone. The algorithm is typically stopped when it reaches a partition of X with sufficiently many points in some partition members, where the phrase "sufficiently many" is open to interpretation. The diagram of partitions and relations between them forms a hidendogram, which is a type of tree.
The methods of topological data analysis produce multiple variations of these general themes.
Suppose that X ⊂ R n is a finite data set, and choose a non-negative real number s.
The Vietoris-Rips complex V s (X) is a simplicial complex with simplices consisting of sets {x 0 , . . . ,
The vertices of V s (X) are the elements of X, and the set of path components π 0 V s (X) of V s (X) defines a partition of the data set X.
Explicitly, elements x, y ∈ X are in the same path component of V s (X) if there is a series of "short hops" (length ≤ s) from x to y through elements of X. We define an equivalence relation on X in this way, and the equivalence classes are the path components of V s (X). Calculation of the set of path components of V s (X) can be done with an algorithm.
If s ≤ t then there is an induced inclusion of simplicial complexes
and a corresponding function π 0 V s (X) → π 0 V t (X) that relates partitionings given by the respective sets of path components. Because X is finite, there are only finitely many numbers 0 = s 0 < s 1 < · · · < s p that can occur as distances between elements of X. In the corresponding string of inclusions
the complex V s0 (X) is the discrete set X, while V sp (X) is a big simplex, which is contractible. I say that the distances s i are phase change numbers. The contractibility of V sp (X) implies that its set of path components π 0 V sp (X) is a singleton set, and I express this by writing π 0 V sp (X) = * . Remark 1. One way to produce the complexes V si (X), altogether, is to first find all distances s i between data points, and to determine the maximum distance between elements for all subsets σ = {x 0 , x 1 , . . . , x p } of X. This maximum distance for a subset σ is one of the s i , and so σ is a simplex of V si (X). This construction is simple enough, but note the exponential complexity [6] .
The corresponding picture
of surjective functions between sets of partitions defines a tree by a method specified below (Remark 4), and as such defines a hierarchical clustering. The Vietoris-Rips complex V s (X) can be filtered by density. Suppose that k is a non-negative number. Then the complex V s (X) has a "full" subcomplex L s,k (X), which I call a Lesnick complex, whose simplices consist of vertices having at least k neighbours relative to the parameter s.
The Lesnick complexes L s,k (X), k ≥ 0 filter the Vietoris-Rips complex V s (X), and changing either the distance parameter s or the density parameter k defines an array of inclusions
of simplicial complexes.
Example 2. The partitioning algorithm DBSCAN* ("Density based spatial clustering of applicatons with noise") amounts to a calculation of π 0 L s,k (X), for fixed tunable distance parameter s and density parameter k.
Example 3. The "hierarchical" version HDBSCAN* [1] , [4] of DBSCAN* is the production (and interpretation) of a tree that is associated to the string of functions
in Remark 4. Here, L si,k (X) could be empty for small s i , and we are assuming that k is bounded above by the cardinality of X. There is only one tunable parameter in this case, namely the density k.
Starting with the data set X ⊂ R n as above, we continue to examine the string of functions (1), but with a different interpretation.
These functions together determine a graph Γ(X), whose vertices are pairs (s i
The graph Γ(X) is the hierarchy graph for π 0 V * (X). This graph is a tree, and is the tree clustering arising from the complexes V s (X), but we go further.
The vertex (s i , [x]) is a branch point if, equivalently,
i of path components is not surjective.
Remove all edges that terminate in branch points from the hierarchy graph Γ(X), to produce a subgraph Γ 0 (X), called the component graph. The path components of Γ 0 (X) the stable components of the data set X.
Remark 4. These definitions can be generalized to arbitrary strings of functions
The hierarchy graph Γ(F ) has vertices (i, x) with x ∈ F i , and has edges (i, x) → (i + 1, α(x)).
I say that the vertex (i, x) is a branch point of Γ(F ) if there are distinct elements y, z ∈ F i−1 such that α(y) = α(z) = x. Remove all edges terminating in branch points from the graph Γ(F ) to form the component graph Γ 0 (F ), and then the stable components of F are the path components of Γ 0 (F ).
At this level of generality, the hierarchy graph Γ(F ) is a disjoint union of trees, one for each element of the set F p .
Example 5. The hierarchy graph Γ(π 0 L * ,k (X)) that is associated to the string of functions (3) is the tree of the HDBSCAN* algorithm.
The stable components for the string (3), meaning the path components of the component graph Γ 0 (π 0 L * .k (X)), are said to be clusters in [4, Sec.2.3].
Applying the path component construction π 0 to the array of simplicial complexes
produces an array of functions
This array is finite, and it is a special case of a finite array of functions F having the form
where
There is again a "hierarchy" graph Γ(F ) with vertices ((m, k), x) with x ∈ F m,k , and edges Remove all edges terminating in either horizontal or vertical branch points from the graph Γ(F ) to form the component graph Γ 0 (F ). The path components π 0 Γ 0 (F ) are the stable components of the array F .
Example 6. The set of vertices for the complex L s,k (X) is empty for k ≥ m, for some m. Holding s fixed and letting k vary gives a string of functions
The corresponding graph Γ(π 0 L s, * (X)) is a disjoint union of trees, which is the analogue of the cluster tree of a density function [5] for the present context. The cluster tree is also a type of heirarchy graph. See also [2] .
Layers
Suppose again that X ⊂ R n is a finite data set, and consider the ascending sequence of Vietoris-Rips complexes
that is associated to distance parameters 0 = s 0 < s 1 < s 2 < · · · < s p . Form the associated string of functions
between path components, and write
We have seen that, for an edge (i, It follows that a stable component for the sequence F = {π 0 V sj (X)} is a string of edges
in Γ(F ) of maximal length such that all components [x] ∈ π 0 V sj (X) coincide as subsets of the data set X.
Fatten up the sequence (6) of Vietoris-Rips complexes to the array {L si,k (X)} of Lesnick complexes, write F i,k = π 0 L si,k (X), and form the graph Γ(F ) as in the last section.
Form a subgraph Γ 0 (F ) of Γ(F ) by saying that
is an edge of Γ 0 (F ) if and only if the path components
The graph Γ 0 (F ) is the layer graph for F . The edges of Γ 0 (F ) are edges of the graph Γ(F ) for which the size of path component subsets is preserved.
If either of the edges in (7) is in the layer subgraph Γ 0 (F ), then the target in each case cannot be a horizontal (respectively) vertical branch point, because of the preservation of size of path components. It follows that the layer graph Γ 0 (F ) is a subgraph of the component graph Γ 0 (F ).
Suppose that ((s, k) , [x] ) is a vertex of Γ 0 (F ), and suppose given a path
. Then x ∈ X is in all path components [y i ] ∈ π 0 L ti,ki (X) since these subsets of X are constant through the path, so that we can rewrite the path P as
In general, the path component L of a vertex ((s, k), [x]) in Γ 0 (F ) consists of vertices of the form ((t, r), [x] ).
For a vertex ((t, r), [x]) and a path P as above, if (t, r) satisfies t 0 ≤ t ≤ t n = s and k = k n ≤ r ≤ k 0 , then x ∈ L t0,k0 (X) so that x ∈ L t,r (X), and x represents a path component [x] for the three complexes
It follows that the three path components represented by x coincide, so ((t, r), [x] ) is in the path component of ((s, k), [x] ).
It follows that every path P in the layer graph Γ (F ) generates a square sq(P ) of vertices ((t, r), , and which are maximal in the sense that they cannot be extended to longer paths. Then the path component L in Γ 0 (F ) is a union of the squares associated to these maximal paths, in the sense that
We have a graph inclusion Γ 0 (F ) ⊂ Γ 0 (F ), and both graphs have the same vertices. It follows that each path component (stable component) P of the component graph Γ 0 (F ) is a disjoint union of components of the graph Γ 0 (F ), meaning that
where the subsets L j are path components of Γ 0 (F ) that are contained in P . In other words, each stable component is a disjoint union of layers. At the same time, we know from (8) that each layer L j is a union of squares. These observations, taken together, give a geometric picture of the stable components for the Lesnick filtration {L s,k (X)} of a data set X.
Example 7. The distinction between stable components and layers applied to all subdiagrams of the array {L si,k (X)} for which the complexes involved do not share a common set of vertices.
Such is the case for the diagram of complexes
which produces the HDBSCAN* algorithm of Example 3. The stable components (or clusters of [4] ) break up into disjoint unions of layers in this case, but this decomposition remains to be interpreted.
Scoring
Continue with the data set X ⊂ R n , suppose again that the distinct lengths between elements of the finite set X have the form 0 = s 0 < s 1 < · · · < s p and form the array of Lesnick complexes {L si,k (X)}. These complexes are subcomplexes of the largest Vietoris-Rips complex V sp (X), which can be identified with a large simplex ∆ N , where X has N + 1 elements. Write K si,k for the set of vertices of the complex L si,k (X). Then there is an array of inclusions of vertices {K si,k } and a collection of surjective functions
These functions p are natural in i and k, and together define a map of arrays. All sets K si,k are subsets of the data set X. The sets K si,0 coincide with X. The function p of (9) The array of sets K si,k defines a graph Γ(K * , * ) as before. Vertices are pairs ((s i , k), y) with y ∈ K si,k , and there are horizontal and vertical edges having the respective forms
The functions p of (9) define a graph homomorphism
Given x ∈ X, there is a subgraph Γ x (K) ⊂ Γ(K * , * ) which has vertices ((s j , k), x) with x ∈ K sj ,k . Each subgraph Γ x (K) is connected, and the subgraphs Γ x (K) are the connected components of Γ(K * , * ). It follows that there is a graph isomorphism
Let P be a stable component for the diagram π 0 L * , * (X), and form the pullback diagram
where i is the composite inclusion
There is a graph isomorphism
while the set of vertices (P ∩ Γ(K * , * ) 0 of the graph P ∩ Γ(K * , * ) is a disjoint union of the sets p
It is standard to write |F | for the number of elements in a finite set F . It follows that there is an identity 
The number ζ(x, P ) = |(P ∩ Γ x (K)) 0 | is the number of vertices in P which are represented by x. It is a combinatorial stability measure of x with respect to P The combinatorial persistence score σ(P ) of a stable component P is the sum of all stability measures ζ(x, P ): Note finally that since a stable component P is a disjoint union
and scoring for P and L amounts to counting fibres for the graph map p, then there is a relation
which relates the score of P to the scores of its constituent layers.
