Introduction.
In companion papers [l; 6] recently Peaceman, Rachford, and the author introduced a finite difference technique called therein the alternating direction implicit method for approximating the solution of transient and permanent heat flow problems in two space variables. The validity of the method was established only in the case of a rectangular domain. Since then the procedure has been tested successfully on several more complex examples [4] without proof. The purpose of this short note is to prove in the case of non rectangular domains that the solution of the alternating direction method for the parabolic problem converges to the solution of the differential equation as the increments of the independent variables diminish in a proper manner, that the iterative adaptation for the elliptic problem converges to the solution of the Laplace difference equation, and to give an efficient choice of the parameter sequence involved in this iteration. 
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The advantages of this system are discussed in [6] . We shall perform a stability analysis on (2.2) to enable the application of the convergence theorem of [2], For this purpose it is sufficient to allow Wi,j,m to vanish on C. Let A be a matrix corresponding to the operator A2X, B one corresponding to A2,, and wm the column vector with components Wij,m. Then, (2.2) can be written as:
As A and B commute and are symmetric, it is easy to see that
is symmetric. Under the conditions on D and u stated above, the linearly interpolated solution w(x, y, t) of (2.2) converges in the mean to u(x, y, t) in 7>x[0, T]. Moreover, the L2 norm of u(x, y, t)-w(x, y, t) is 0((Ax)2 + (At)2).
If, in addition to the above hypotheses, g(x, y, t) vanishes identically, then the argument of [3 ] can obviously be adapted to yield a convergence theorem in the L2 topology for variable time steps. In fact, it is easy to see that the error is G(Ax)2 if the time steps satisfy the relation (2.7) (A^=*+ŵ
here At" = tn+i -tn, h = 0.
3. Elliptic problem. Consider in a region D as described in §2 the first boundary value problem for the potential equation: converges to u as Ax->0. We shall not be interested here in this theoretical problem but in the practical problem of obtaining the solution of the linear equations in (3.2) for some fixed Ax. Let a/y' be an arbitrary lattice function agreeing with g,/ on C, and define wff iteratively as follows:
Now, the eigenf unctions occurring in the expansion of Wij -w2" are the same as those appearing in the treatment of the parabolic case for At = a". Thus, for any a">0 each two-step iteration reduces the magnitude of the coefficient of each eigenfunction.
While this implies the convergence of aiy° to w.-y for fixed an = a, this choice of the sequence of parameters an is not the most efficient.
It was found [6] that for a square region of side a that taking a cycle of iterations with 4a"
(1 -R\2n / irAx should be about six.
One admissible sequence an for a general region is that sequence It is undoubtedly not worth the effort in a practical problem to attempt to obtain a better sequence of iteration parameters.
