In this paper, we address the problem of determining and efficiently computing an approximation to the eigenvalues of the negative Laplacian
INTRODUCTION
The numerical computation of eigenvalues of differential operators is usually performed following two main philosophies. On the one hand, one starts out with a discretization of the differential operator by a finite dimensional matrix approximation obtained by finite differences, finite elements, or any other numerical method. The spectrum of the approximation is then taken as an approximation to the spectrum of the original differential operator. This procedure has two main disadvantages.
508

P. Guidotti and J. V. Lambers
First, it introduces a number of spurious modes that have nothing to do with the differential operator. Second, the size of the discretization matrix grows with the number of eigenvalues to be computed. For this type of approach we refer to [1, 2] for algorithms using finite elements and finite differences, respectively. One advantage of this method is of course that it can be applied to a wide class of operators, not necessarily with constant coefficients. The other, known as the method of particular solutions (MPS), uses special function series and seeks the singular values of matrices obtained by imposing boundary conditions to their discretization. It was first introduced in [3] and has recently been revived by [4] , where the authors resolve a major shortcoming of the method that had been already observed in the original [3] . In its current form as formulated by [4] , we shall refer to it as the modified MPS method.
Other more specialized methods can also be found in the literature [2] , but they are restricted to special cases where the domain has very high symmetry properties. As for the characterization of eigenvalues, the undoubtedly most used one is that by the Rayleigh quotient, which can equally be applied to continuous as well as discrete approximations.
The method presented here is similar in spirit to the original MPS and exhibits similar difficulties. They are partly overcome by a novel algorithm that is characterized by the use of a secant search, a successive increase of terms in the basis expansion, and a projection idea that significantly improves the deteriorating condition observed as more terms in the expansion are included. The final product is a method that is more accurate than MPS but not as accurate as the modified MPS (for domains with singular corners) but does not require the introduction of interior points or extensive scanning of the real line in the search for eigenvalues. It can therefore be applied in conjunction with the modified MPS by providing a good initial guess and deliver a method that is better than either used independently.
A major problem encountered in the application of MPS is the extremely bad conditioning of the matrices obtained by enforcing the boundary condition on the expansion. Eigenvalues correspond with dips in the smallest singular values of such matrices. As the number of basis functions is increased, the width of these dips narrows very rapidly ( Fig. 1) , making it very hard to locate the minimal singular values.
The methodology proposed here mitigates this phenomenon by gradually increasing the number of basis functions and by the use of a projection method that allows "preconditioning" of the matrix and effectively leads to wells that are wide enough to make a fast derivative-free minimization practical (see Fig. 9 ). We also observe that, unlike the modified MPS method, ours allows for a trivial computation of approximate eigenfunctions on the basis of Fourier-Bessel functions once a singular value is found, just as in the original MPS, whereas in the modified MPS, as mentioned in [4] , solution of an ill-conditioned system is required to obtain these coefficients.
Our method works best for smooth domains but still delivers an improvement over MPS even for "hostile" domains with singular corners. The methodology described above can, however, be applied to more appropriate expansions in terms of eigenfunctions for the Laplacian on sectors to better capture the singular behavior in the corners. In this case, it is not yet clear what the best choice of projection should be.
The proposed method remains stable across a wide range of domains and does not need domain-specific information. The latter quality, combined with its efficiency, makes the method particularly appealing for use in the resolution of inverse spectral problems. A simple experiment in this direction is presented in Subsection 4.5.
We also mention our motivation for the study of this problem. We envision the use of the computed eigenfunctions as trial functions for Galerkin methods for partial differential equations (PDEs). In particular, such trial functions are the best choices for Krylov subspace spectral methods (see [6] ) applied to time-dependent problems.
The rest of the paper is organized as follows. In the next section, the problem is formulated and the central ansatz is introduced. The algorithm is described in Section 3, and a number of numerical experiments and comparisons are performed in Section 4.
PRELIMINARIES
Consider the eigenvalue problem
The approach proposed here stems from the natural generalization of the one-dimensional ansatz for the eigenfunctions and reads in this case
where n−1 r denotes the sphere of radius r > 0 in n . For any choice of a density function (which can happen to be a generalized function), (2.2) is an eigenfunction of the negative Laplacian to the eigenvalue r 2 . An eigenvalue of (2.1) is obtained whenever
possesses a nontrivial solution f . Even though this procedure is dimension independent, we now specialize to the case n = 2 because the suitable special functions change with dimension. Expanding the density f in a Fourier series This remark is going to play a crucial role in the design of a stable, efficient algorithm for the computation of the eigenvalues and of the Fourier coefficients for the density function in the case of arbitrary domains for which a homotopy to the circle is used in the process. Other boundary conditions can also be considered. We refer the reader to Subsection 3.3. 
is the density for the first eigenfunction and that any other eigenfunction also has generalized kernel.
Finally, we consider a class of domains that we shall revisit in the numerical experiments to be presented later.
Example 2.4. Let be a star-shaped domain described by It seems natural to set up a system of equations for a truncated version of the series appearing in (2.8) and taking an inner product with finitely many basis functions like, e.g., e ik , ∈ [0, 2 ).
Notice that a translation in the domain only results in the multiplication of the density function by a nonvanishing function so we can assume without loss of generality that the domain contains the origin, or, in this case, that it can even be star-shaped with respect to the origin.
In the one-dimensional case, there is a natural ordering of the eigenvalues according to their size and, more interestingly, by the number of nodal points of the associated eigenfunction. A similarly precise characterization in higher dimension is most likely out of reach except in special cases. We refer to [7] for some results in this direction. There is, however, a way of predicting the rough frequency content of an eigenfunction corresponding with an eigenvalue of a given size. This is related to a property of Bessel functions, according to which J m (mt ) is exponentially decaying in m for 0 < t < 1 (cf. [8] ). In the case of a star-shaped domain, this means that J m becomes exponentially small for m beyond R ∞ . This property clearly points to the conditioning problems observed when the number of terms in the expansion is increased.
COMPUTATION
In this section, we assume is a star-shaped domain with boundary described by (2.7). We will describe an iterative method for computing an approximate solution of the determining equation (2.8) for the coefficients m in the Fourier expansion (2.4) of the density f ( ).
The main idea is to begin with a domain for which we know exact eigenpairs, a circle. The eigenvalues will serve as our initial guesses for the eigenvalues of − on , and the eigenfunctions serve as trivial expansions of the form (2.5), containing only one term of the form
for some integer m 0 . Then, our iteration will deform the circle into the shape defined by and add terms to the eigenfunction expansions until eigenpairs of are found.
Definitions
Let M and m 0 be nonnegative integers representing the size and center, respectively, of the Fourier-Bessel expansion of an approximate eigenfunction. We define the set of indices I (M , m 0 ) by
We denote by |I (M , m 0 )| the number of indices in this set, and we use the notation I j (M , m 0 ) to refer to the j th index in the set, when arranged in increasing order. These indices correspond with the orders of the Bessel functions that are included in an eigenfunction expansion of the form (2.5).
For convenience, we define
We then define an n-point grid on the interval [0, 2 ) with gridpoints 0
It can be seen from the definition that each column of n (r , M , m 0 ) has unit 2-norm. Finally, we let Q n ( , M , m 0 ) be the matrix obtained by orthogonalizing the columns of n ( , M , m 0 ), for a parameter < r . We define the matrix
The columns of n (r , M , m 0 ) correspond with the Fourier-Bessel functions in the series (2.5). We will seek a value of r such that a linear combination of these functions, when projected into the column space of Q n ( , M , m 0 ), nearly vanishes on . In practice, we have found that should not be larger than r , but a choice that is optimal for a variety of test cases has yet to be determined and is left to future work. Note that the matrices Q n and n are evaluated with different first arguments, so their column spaces are not the same.
In Section 4.6, we will discuss in greater detail this approach of projecting the columns of n (r , M , m 0 ). However, we note here that when the boundary ( ) is reasonably smooth, then very accurate results can be obtained by simply setting the columns of Q n (r , M , m 0 ) to be the discretizations of functions of the form e im , for m ∈ I (M , m 0 ). In fact, this choice is used to obtain the numerical results in Sections 5.1-5.3.
Algorithm Description
For each eigenvalue j , we seek an approximate eigenfunction u j ( , ) of the form
The coefficients m m∈I (M ,m 0 ) and eigenvalue j must be chosen so that u j vanishes, at least approximately, on . To compute these values, for given M and m 0 , we can solve the nested minimization problem
The vector a represents the coefficients m , for m ∈ I m (M , m 0 ), in the expansion (3.2), and r corresponds with the square root of the eigenvalue j . First, we examine the inner minimization problem for fixed values of r , M , and m 0 . We can solve this problem by computing the singular value decomposition, or SVD (see [9, Ch. 8 
where U and V are unitary and is diagonal with diagonal entries
Observe that it is not necessary to compute the entire SVD to obtain an approximation to v 1 ; one can instead apply, for example, a restarted block Lanczos bidiagonalization method such as those described in [10] , which are specifically designed to compute a small number of extremal singular values and associated left and right singular vectors. Let * (r , M , m 0 ) denote the smallest singular value of A(r , M , m 0 ), which is also the solution of the inner minimization problem. If we can solve the outer minimization problem, seeking an r that minimizes * (r , M , m 0 ), and if the solution r * is such that * (r * , M , m 0 ) is nearly zero, then the coefficients m m∈I (M ,m 0 ) obtained from the corresponding singular vector v 1 (A(r * , M , m 0 )) and the value j = (r * ) 2 , when substituted into (3.2), yield an approximate eigenfunction of − on that satisfies Dirichlet boundary conditions.
We first describe how we choose our initial iterates. We use the eigenvalues for a circle of radius 0 , where
These eigenvalues are simply the values of for which J m ( √ 0 ) = 0, for some nonnegative integer m. For m = 0, the eigenvalues are simple; otherwise they have multiplicity 2, in which case they are included twice in the set of initial iterates and perturbed slightly, so that closely clustered eigenvalues can be found independently.
For each initial iterate r , where r 2 is an eigenvalue for the circle of radius 0 , we let m 0 be the integer such that J m 0 (r 0 ) = 0, prior to any perturbation. Then, we begin an iteration to find an eigenvalue. For M = 0, 1, 2, , we minimize
using the minimizer r * of f M −1 (r ) as the initial iterate when M > 0, and the value described in the previous paragraph as the initial iterate when M = 0. When M = 0, the expansion (3.2) only includes Bessel functions of order m 0 and −m 0 . When M = 1, we add Bessel functions of order m 0 ± 1 and −m 0 ± 1; when M = 2, we add orders m 0 ± 2 and −m 0 ± 2, and so on. The set I (M , m 0 ) describes all orders that are included in the expansion for any choice of M and m 0 .
To minimize f M (r ), we exploit the fact that near the minimizer, f M (r ) is a continuous, approximately piecewise linear function of r , with the minimizer occurring at the boundary between two pieces. Therefore, we can use any derivative-free optimization method to quickly obtain an approximation to the minimizer. However, in using any such method, one should exploit this behavior of f M (r ).
To that end, we perform an inner iteration in which we compute each iterate r k by constructing a secant line using the previous iterate r k−1 and a small perturbation r k−1 + k . This perturbation is chosen by assuming that f M (r ) is exactly piecewise linear and then choosing the sign of k to ensure that r k−1 + k lies on the same piece as r k−1 . We then obtain r k by computing the r -intercept of this secant line.
If f M (r k ) is sufficiently small, then the iteration terminates successfully. Otherwise, we repeat this process with r k . If r k is an outlying value relative to the previous iterates (that is, it lies outside the smallest interval containing the iterates and the sequence of iterates is not monotone, indicating it is outside the "well" we are seeking), then it is rejected and a new iterate is chosen based on the previous iterates and their slopes, but this is not a typical occurrence in practice.
The motivation for this approach is illustrated in Figure 1 . Note that for smaller values of M , one must only have a reasonable initial guess in order to exploit the approximate piecewise linearity of f M (r ) near the minimizer. As M increases, the "well" containing the minimizer begins to "close," thus requiring a much more accurate initial guess. If this requirement is not satisfied, the fact that f m (r ) is very smooth away from the minimizer implies that this "well" would be missed entirely by a search algorithm that did not take very small steps.
The reason for the closing of the well is that as M increases, A(r , M , m 0 ) becomes more ill-conditioned, and 1 (A(r , M , m 0 )) becomes smaller regardless of the value of r . This troublesome trend is mitigated significantly by normalizing the columns of (r , M , m 0 ) and orthogonalizing the columns of ( , M , m 0 ), but for sufficiently large M it can still cause difficulties if r is not already close to an eigenvalue.
If the boundary of is not very smooth, then it is advisable to construct a homotopy from the circle of radius 0 and 0 = t 0 < t 1 < · · · < t M −1 < t n = 1. Then, when we are minimizing f M (r ) for M < M , we are using M in place of . This homotopy helps to ensure that as M increases, our initial iterate r 0 is sufficiently close to the minimizer.
Once we have found a minimizer r * of f M (r ), we can obtain the approximate solution a of the determining equation (2.8) by computing the right singular vector v 1 of the matrix A(r * , M , m 0 ). This vector v 1 represents the coefficients m , for i ∈ I m (r , M , m 0 ), in the expansion of the approximate eigenfunction. We then increase the value of M and repeat this process until our approximate eigenvalue r converges to within some tolerance. The discussion at the end of Section 2 suggests an upper limit on M .
Neumann Boundary Conditions
With minor modifications, we can find eigenfunctions that satisfy Neumann boundary conditions. For simplicity, we again consider a star-shaped domain defined by the polar equation r = ( ) for ∈ [0, 2 ). For each , we define N ( ) to be the angle that the outward unit normal vector at the boundary point ( ( ) cos , ( ) sin ) makes with the positive x-axis. Our goal is to solve an equation similar to (2.8),
where
This expression was obtained using a well-known recurrence relation for derivatives of Bessel functions, see [11] . We obtain an algorithm analogous to the Dirichlet case, in which we seek r that minimizes 
Using this matrix in place of A(r , M , m 0 ), the algorithm proceeds exactly as in the Dirichlet case, except that if a homotopy from a circle to is used, the normal vectors for each intermediate boundary must be approximated numerically.
NUMERICAL RESULTS
We now demonstrate the accuracy of our approach on a number of examples. It will be seen that for "nicer" domains, such as those without singular corners, very high accuracy (close to machine precision) can be achieved. Whereas this is not the case for more difficult domains, we will demonstrate that we can still efficiently obtain reasonably accurate estimates of eigenvalues, using smaller bases than MPS, which, if nothing else, can serve as excellent initial guesses for other methods such as the modified MPS of [4] in conjunction with a standard derivative-free optimization method, which would then require very few iterations. That is, the combination of our approach with a method such as MPS can be more effective than either method used alone.
Domains with Smooth Boundaries
First, we consider a star-shaped domain with a smooth boundary, defined by (2.7) with ( ) = 1 + 0 05 sin (2 ) . The domain is shown in Figure 2a . Table 1 lists approximations to the ten smallest eigenvalues. Note that the value of the objective function (which is zero at an eigenvalue, based on the discussion in the preceding sections) is not much larger than machine precision, and that the number of inner iterations is comparable for all eigenvalues. The implementation imposes a limit of at most three inner iterations per outer iteration; that is, we prefer to increase M rather than expend more effort to find an approximate zero of the objective function for a particular value of M .
We now examine the coefficients m of the corresponding eigenfunctions. It can be seen in Figure 3 that for fixed values of m, the coefficients ˜ m , ˆ m appear to converge rapidly as M increases.
We can also obtain roots for domains whose boundaries exhibit greater oscillation. The domain defined by (2.7) with ( ) = 1 + 0 25 sin(4 ) is shown in Figure 2b . Table 2 lists approximations to the smallest ten eigenvalues. As can be seen in the table, more iterations and more expansion terms are required than in the previous example. 
Polygons
Next, we move on to piecewise smooth domains, considering polygons. Table 3 lists approximations of the smallest ten eigenvalues on the unit square for the Dirichlet case. These eigenvalues can be computed analytically, and thus we can see that very high accuracy can be obtained in this case, just like for domains with smooth boundaries. Comparable accuracy can be obtained for the case of Neumann boundary conditions on the unit square, as shown in Table 4 .
Next, we consider a regular polygon with 128 sides. The eigenvalues for this domain are not known, but in [5] , the ten smallest simple eigenvalues were approximated using a three-term Taylor series centered at the eigenvalues of the circle,
where N is the number of sides in the polygon, and n is the nth simple eigenvalue for the circle. Obviously, this approximation is most suitable for regular polygons with many sides. The approximations listed in Table 5 were obtained by considering only the case where M = 0 and m 0 = 0. The discretization of the polygon used to construct A(r , 0, 0) consisted of 32 points per side, and experimentation with other discretizations showed quadratic convergence in the number of points. Because the boundary of the polygon is well-approximated by a circle, zeros of Bessel functions provide very to the ten smallest simple eigenvalues of − on the 128-sided regular polygon. These approximations are compared with those computed in [5] , denoted by k , k = 1, 2, , 10. accurate initial iterates, thus making iteration beyond M = 0 unnecessary. Nonsimple eigenvalues can be obtained by considering other values of m 0 , whereas the Taylor series approach is designed specifically for computing simple eigenvalues.
Detecting Multiple and Clustered Eigenvalues
Multiple eigenvalues and closely clustered eigenvalues can be detected using the smallest singular values of A(r , M , m 0 ). Specifically, if r 2 is an eigenvalue of multiplicity k, then we can expect that the k smallest singular values of A(r , M , m 0 ) should be nearly zero if M is sufficiently large. Furthermore, if the (k + 1)st singular value is small, then this suggests that another eigenvalue is nearby.
To illustrate this, we consider the case of the rectangle [0, 1] × [0, 1 + ], which, for Dirichlet boundary conditions, has eigenvalues 2 (m 2 + (n/(1 + ))
2 ) for positive integers m and n. This leads to several double eigenvalues when = 0, and clustered eigenvalues for small nonzero values of . In Table 6 , we consider these cases: (1) m = 1 and n = 2, and (2) m = 2 and n = 1. For = 0, these cases result in a double eigenvalue of 5 2 , whereas for = 10 −6 , they yield two distinct eigenvalues that differ by 5 92 × 10 −5 . Our algorithm will only find one of them, but for the computed eigenvalue r 2 1 , the second smallest singular value of A(r 1 , M , m 0 ) is quite small, indicating that there exists a linear combination of functions of the form J m (r 1 ( ))e im that, while orthogonal to the computed eigenfunction, nearly satisfies the boundary conditions. It is therefore reasonable to conclude that there is a second eigenvalue r 2 2 nearby, which can be found by scanning the graph of 1 (A(r , M , m 0 ) ) near r 1 .
We can not only use the second smallest singular value to detect the presence of another nearby eigenvalue but also determine its approximate location. In Figure 4 , we see that after finding either of the eigenvalues shown in the figure, we can approximate the other one by computing the horizontal intercept of a secant line for the graph of the second smallest singular value near the first eigenvalue. It should be noted that in [4] , similar behavior of the second smallest singular value was observed, and this behavior is also exploited in the scaling method introduced by Vergini and Saraceno in [12] and improved by Barnett in [13] .
Domains with Both Singular and Regular Corners
For more challenging test cases, we consider domains that have both regular and singular corners, where a regular corner is a corner with interior angle / for an integer and a singular corner is a corner that is not regular. First, we consider an L-shaped domain, defined by
for which eigenvalues were computed in [4] using a modification of the MPS introduced in [3] . This domain has a singular corner of angle 3 /2. For this reason, instead of using the eigenfunctions for the free space operator, we use the eigenfunctions for the operator defined on an to the three smallest eigenvalues of − on an L-shaped domain using Fourier-Bessel functions of order 2m/3 for each positive integer m, centered at the singular corner. These approximations are compared with those computed in [4] , denoted by k , k = 1, 2, 3.
unbounded wedge of interior angle 3 /2, which are the Fourier-Bessel functions
which will vanish on the sides of the boundary that define the singular corner. The algorithm proceeds as described in the previous section, except that the series (2.5) is a linear combination of these eigenfunctions, and the entries of the matrix A(r , M , m 0 ) are obtained by taking inner products with functions of the form sin(2m /3) rather than e im , in view of the discussion at the end of Section 3.1. Table 7 contains the resulting approximations k 3 k=1 of the smallest three eigenvalues, compared with the approximations k 3 k=1 reported in [4] . It should be noted that both sets of results were obtained using MATLAB implementations of the respective algorithms, run on a Toshiba Satellite A75-211 Notebook with a Pentium 4 processor. Our algorithm computed these three eigenvalues in 1.11 seconds, whereas the modified MPS algorithm (see [14] ) did so in 2.31 seconds. In both cases, 72 points were used in the discretization of the boundary, and the modified MPS algorithm also used 72 randomly chosen interior points.
Next, we use the original version of the algorithm, with free space eigenfunctions and an expansion centered at an interior point of the domain instead of at the singular corner. As shown in Table 8 , we obtain only a few correct digits for the first two eigenvalues, while still achieving high accuracy for the third, which coincides with an eigenvalue of the unit square.
Finally, we try our algorithm on one of the Gordon-Webb-Wolpert (GWW) drums described in [15] , the GWW1 drum shown in Figure 5 . We again use free space eigenfunctions centered in the interior, and a discretization of Chebyshev points on each side, so that points will be clustered near each corner. The results are shown in Table 9 . As with the L-shaped domain, we obtain at most a few digits. However, it is clear that our algorithm can at least be used to obtain an initial approximation for a method such as the MPS, and future work will focus on improving our algorithm for such domains.
An Inverse Problem
We now consider an inverse spectral problem, in which n eigenvalues 1 , , n of − are specified, and our goal is to find a domain such that − has eigenfunctions that vanish on with corresponding eigenvalues equal to the prescribed values. The solution of this problem is not unique, as discussed in [15] , but we hope to obtain a domain whose boundary is close to our initial guess. To that end, we define the matrix A( , r , M , m 0 ) in the same way as we defined A(r , M , m 0 ) in the previous section, except that in this case, the function ( ) that defines the boundary is allowed to vary. Then, we solve the problem of finding ∈ W n that minimizes k=1 to the three smallest eigenvalues of − on an L-shaped domain using free space eigenfunctions centered in the interior, with M = 40. These approximations are compared with those computed in [4] , denoted by k , k = 1, 2, 3. k=1 to the three smallest eigenvalues of − on the GWW1 drum, with M = 40. These approximations are compared with those computed in [4] , denoted by k , k = 1, 2, 3.
where W n is a subspace of C p ([0, 2 ]), and M (i) and m
0 determine the size and center of the eigenfunction expansion corresponding with i .
We illustrate the results of this approach with a simple example. We use eight prescribed eigenvalues of the domain
computed using the modified MPS, as it is ill-advised to test a method for solving an inverse problem on data obtained using the same method for the forward problem. We then define We solve the problem (4.1) using MATLAB's fminsearch function with initial guess 0 ( ) and a stopping criterion that the value of the objective function should be less than 10 −10 . The output is a function 1 ( ) that satisfies 1 
, whereas 0 − ≈ 1 2 × 10 −2 . The domains defined by , 0 and 1 are shown in Figure 6 . Figure 7 shows the value of the objective function from (4.1) after each iteration performed by fminsearch. Note that there are periods of relatively steep drops in the function value, between periods of relatively little change. This suggests that the algorithm is finding multidimensional "wells" as it searches W n , corresponding with the one-dimensional wells observed in the solution of the forward problem. Future work will involve attempting to develop an optimization method that can find these wells as quickly as possible, even if minimizing over a higher-dimensional function space.
FIGURE 6
Results of solving the inverse eigenvalue problem described in Section 4.5. The solid curve is the exact solution ( ) defined in (4.2), the dashed curve is the initial guess 0 ( ), and the open circles describe the computed solution 1 ( ).
FIGURE 7
The value of the objective function f ( ), defined in (4.1), after each iteration performed by fminsearch.
Comparison with the Method of Particular Solutions
The method of particular solutions (MPS), introduced by Fox, Henrici, and Moler in [3] and revived by Betcke and Trefethen in [4] , can be used to compute eigenvalues of the Laplacian by solving an equation such as (2.8). Our approach is similar to the MPS in that both algorithms locate an approximate eigenvalue by minimizing a function f ( ) whose value is the smallest singular value of some matrix A( ). In both algorithms, the columns of A( ) correspond with select eigenfunctions of the Laplacian on some unbounded domain, a linear combination of which is taken in (2.8). In [13] , Barnett presents another modification of the MPS, in which robustness is achieved by solving a generalized eigenvalue problem in order to minimize the ratio of a norm of an approximate eigenfunction on the boundary to its norm on the interior.
The main difference between our approach and any of these three variations of the MPS is that rather than minimizing, in some sense, a linear combination of the restriction of the free space eigenfunctions to the boundary, we minimize its projection into some subspace, such as the columns of Q ( , M , m 0 ) defined in Section 3.1. To explain the benefit of this tactic, we consider where MPS, and its variants, may be least efficient.
Let A(r ) be an m × n matrix whose columns consist of the values of free space eigenfunctions at select points on the boundary. The MPS, and its modification from [4] , locate an eigenvalue by computing the smallest singular value of such a matrix, whereas the modified MPS in [13] computes the smallest generalized eigenvalue with respect to a matrix B(r ) consisting of values of the same eigenfunctions at interior points. If the number of columns, n, is very small, then this smallest singular value or generalized singular value is not near zero for any value of r , as illustrated in Figure 8 . It follows that it is not practical to employ a secant-line approach such as that described in Section 3.2, which can also be employed by the MPS when n is sufficiently large. Instead, an alternative approach must be used such as repeatedly fitting the objective function with a quadratic polynomial and minimizing, which can lead to a much greater number of iterations than in cases for which a secant-line approach is feasible. Furthermore, note that in Figure 8 , the minimia are still not very close to the exact eigenvalues.
Our goal is to use projection to transform the previously described problem of minimizing the smallest singular value into, essentially, the problem of finding a zero of a function that is piecewise linear near its roots, for which a secant-line approach can be employed to more rapidly find a solution, even if the number of columns is small. To obtain some guidance on the question of choosing the subspace into which the columns of A(r ) should be projected, suppose that an approximate eigenfunction is chosen to be so small that the matrix A(r , M , 0), with M columns, is not nearly singular. Figure 9 displays the graph of C (r , M , 0) as a function of r . Note that this function, numerically, has zeros near the locations of the exact eigenvalues, whereas A(r , M , 0), shown in Figure 8 , does not. It follows that approximate eigenvalues can be obtained much more rapidly from C (r , M , 0), as a secant-line approach can be employed, significantly reducing the number of evaluations of the objective function. The reduction in the number of evaluations, however, is only worthwhile if C (r , M , m 0 ) can be constructed efficiently, and this requires an approximation of the orthogonal complement represented by B(r , M , m 0 ) .
If the boundary is sufficiently smooth, then a crude but useful approximation is obtained by simply performing the Fourier transform of the columns of A(r , M , m 0 ) and filtering out all but the lowest n frequencies. As the results in the previous section indicate, even for difficult domains such as the isospectral drum, accurate initial estimates of eigenvalues can be obtained by using an approximation of B(r , M , m 0 ) that is independent of r , such as Q ( , M , m 0 ) from Section 3.1.
We have seen in this section that these differences can lead to greater computational efficiency for our approach, especially for the task of obtaining accurate initial estimates of eigenvalues. For domains with both regular and singular corners, our algorithm can be used in conjunction with MPS to compute eigenvalues with high accuracy and greater efficiency than with either method used alone.
CONCLUSIONS
An iterative method for the numerical computation of eigenvalues has been proposed that relies on calculations performed on small matrices and that allows for the independent targeting of individual eigenvalues. Furthermore, the method does not require the evaluation of functions at points in the interior of the domain, and it does not require exhaustive scanning of the positive real axis. Numerical experiments and comparisons corroborate these claims. It is our hope that the approach described in this work will eventually lead to effective methods for solving a variety of PDEs on general 2-D and 3-D domains, as well as insight concerning the eigensystem of the Laplacian and related operators on such domains.
