Using an actuarial and a linear model for predicting organizational behavior, employee subgroups were identified through a hierarchical and convergent clustering of assessment variable profiles in a validation sample (N = 2,899) and cross-validated by assigning a holdout sample (N = 2,899) (Owens, 1971; Tyler, 1959 
. A similar sentiment was expressed by Tyler (1959) , who criticized the generally low ceiling on predictability achieved by the traditional model and suggested a new approach based on patterns of choice behavior. The second criticism concerns the inability of the traditional linear model to contribute very much to the understanding of human behavior (Owens, 1971; Tyler, 1959) . Since the efficacy of the linear model is empirically determined, little or no causal attribution can be made for observed relationships between variables.
The foundation for a departure from the traditional model was developed by Toops (1948, 1959) , who believed that society consisted of an array of identifiable, homogeneous subgroups of individuals and that, once identified, these subgroups could be used to predict the future behavior of subgroup members. In essence, Toops described a model for the actuarial prediction of behavior. Actuarial prediction refers to procedures that involve the derivation of probability estimates of future behavior from contingentfrequency tables (Wiggins, 1973) . The actuarial prediction problem takes the following form: Given several subgroups (G, , G2, ... , Gk) , what is the probability that an individual in a particular group will be a member of a given criterion category (C,, C2, .... , C,)? Sines (1966) (Pinder & Pinto, 1974; Pinto, 1970; Schoenfeldt, 1974; Taylor, 1968) . Additionally, the utility of using such subgroups as moderators in least squares procedures, probability weighting methods, and a Bayesian regression model has been researched (Lissitz & Schoenfeldt, 1974 (Frank, 1976; Vicino & Bass, 1978 Ward (1963) and Ward and Hook (1963 (Pinto, 1970; Taylor, 1968) , the rate of change in within-subgroup variation was plotted, and the number of subgroups retained for further analysis was established at the stage in clustering that preceded the first substantially large inflection in within-subgroup variation.
The second problem with hierarchical clustering is that once an individual is assigned to a subgroup, that person becomes locked into that subgroup; thus, the assignment of individuals to subgroups is usually less than optimal at the conclusion of the grouping (Ward, 1963) . As an adjunct to the hierarchical clustering procedure, the subgroups identified in the hierarchical analysis were subjected to a convergent means cluster analysis (Anderberg, 1973, p. 163 In some clustering research, subjects not fitting any subgroup well (in a minimum distance sense) or fitting two or more subgroups equally well were dropped from the analysis (e.g., Schoenfeldt, 1974; Taylor, 1968 (Hays, 1963) .
Lambda is a measure of the percentage reduction in the probability of error in predicting the criteria from the subgroups. Finally, based on the minimum distance qualifier (d~), the 2,899 cross-validation subjects were assigned to the subgroup they most closely resembled. Figure 1 presents (Owens, 1971 (Owens, , 1976 (Owens, 1971 (Owens, , 1976 
