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Abstract
In the case of oscillatory potentials, we give sufficient conditions for the oscillation of the forced
nonlinear second order differential equations with delayed argument in the form
x′′(t)+ q(t)∣∣x(τ(t))∣∣γ sgnx(τ(t))= f (t)
in the linear (γ = 1) and the superlinear (γ > 1) cases.
 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Consider the forced nonlinear second order differential equations with delayed argu-
ment
x ′′(t)+ q(t)∣∣x(τ (t))∣∣γ sgnx(τ (t))= f (t), (1)
where t ∈ R+ = [0,∞), q, τ, f are continuous functions, τ (t) is nondecreasing, τ (t)  t
for t ∈ R+, and limt→∞ τ (t)=∞. Our interest is to establish oscillation criteria for Eq. (1)
that do not assume that q and f be of definite sign. A solution of Eq. (1) is said to be
oscillatory if it is defined on some ray [α,∞) and has unbounded zeros. Eq. (1) is called
oscillatory if all its solutions on some ray are oscillatory.
When τ (t)= t , Eq. (1) takes the form
x ′′(t)+ q(t)∣∣x(t)∣∣γ sgnx(t)= f (t), (2)
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studied by many authors (see [6–10] and references therein). In these articles, it is always
assumed that q(t) is nonnegative. In this case, one can usually establish oscillation criteria
for a more general nonlinear equations by employing a technique introduced by Kartsatos
[1,2] where it is additionally assumed that f is the second derivative of an oscillatory
function h. This approach has been expressed in [11,12].
Recently, without such a restriction on f and in the case of oscillatory potentials q(t)
and f (t), El-Sayed [3], Nasr [4], and Wong [5] studied the oscillation of Eq. (2) with γ = 1
and Eq. (2) with γ > 1, respectively. However, it seems to us that nothing has been known
about the oscillation of Eq. (1) when the potentials q(t) and f (t) are oscillatory. In the
following section, we will establish oscillation criteria for Eq. (1) that do not assume that q
and f be of definite sign. Our results extend and improve the main results of El-Sayed [3],
Nasr [4], and Wong [5].
2. Main results
Theorem 1. Suppose that for any T  0, there exist constants a1, b1, a2, b2 such that T 
a1 < b1, T  a2 < b2, and
q(t) 0 for t ∈ [τ (a1), b1]∪ [τ (a2), b2],
f (t)
{
 0, t ∈ [τ (a1), b1],
 0, t ∈ [τ (a2), b2]. (3)
Denote D(ai, bi)= {u ∈ C1[ai, bi], u(t) ≡ 0, u(ai)= u(bi)= 0}, i = 1,2. If there exists
u ∈D(ai, bi) such that
bi∫
ai
[
u2(t)q(t)
τ (t)− τ (ai)
t − τ (ai) −
(
u′(t)
)2]
dt  0, (4)
then Eq. (1) with γ = 1 is oscillatory.
Proof. Assume, to the contrary, that x(t) is a nonoscillatory solution which is eventually
positive. Say x(τ(t)) > 0 when t  t0 for some t0 depending on the solution x(t). Denote
w(t) = −x ′(t)/x(t) for t  t0. It follows form Eq. (1) that w(t) satisfies the following
nonlinear equation:
w′(t)=w2(t)+ q(t)x(τ (t))
x(t)
− f (t)
x(t)
. (5)
By the assumption, we can choose a1, b1  t0 such that b > τ(a1), τ 2(a1)= τ (τ (a1)) t0,
q(t) 0 for t ∈ [τ (a1), b1], and f (t)  0 for t ∈ [τ (a1), b1]. From Eq. (1) we can easily
obtain that x ′′(t) 0 for t ∈ [τ (a1), b1]. Therefore, we have that for t ∈ [τ (a1), b1],
x(t)− x(τ (a1))= x ′(s)(t − τ (a1)) x ′(t)(t − τ (a1)), (6)
where s ∈ [τ (a1), b1]. Noting that x(t) > 0 for t  τ (a1), we get by (6) that
x(t) x ′(t)
(
t − τ (a1)
)
, t ∈ [τ (a1), b1],
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x ′(t)
x(t)
 1
t − τ (a1) , t ∈
[
τ (a1), b1
]
. (7)
Integrating (7) from τ (t) to t > a, we obtain
x(τ(t))
x(t)
 τ (t)− τ (a1)
t − τ (a1) , t ∈ (a1, b1]. (8)
By (5) and (8), we have that for t ∈ (a1, b1],
w′(t)w2(t)+ q(t) τ (t)− τ (a1)
t − τ (a1) . (9)
Let u(t) ∈ D(a1, b1) be given as in the hypothesis. Multiplying u2(t) through (9) and
integrating it from s1 > a1 to b1, we find
b1∫
s1
u2(t)q(t)
τ (t)− τ (a1)
t − τ (a1) dt −
b1∫
s1
2u(t)u′(t)w(t) dt −
b1∫
s1
u2(t)w2(t) dt
=
b1∫
s1
(
u′(t)
)2
dt −
b1∫
s1
[
u(t)w(t)+ u′(t)]2 dt.
Letting s1 → a1 in the above inequality, we get
b1∫
a1
u2(t)q(t)
τ (t)− τ (a1)
t − τ (a1) dt 
b1∫
a1
(
u′(t)
)2
dt −
b1∫
a1
[
u(t)w(t)+ u′(t)]2 dt. (10)
We say that
b1∫
a1
[
u(t)w(t)+ u′(t)]2 dt > 0. (11)
Otherwise, we have u(t)w(t)+ u′(t)= 0 for t ∈ [a1, b1]. From the definition of w(t), we
see that x(t) is a multiple of u(t), i.e., x(t) has zeros at the two points a1 and b1 which is
a contradiction to the fact that x(t) > 0 on [a1, b1]. Applying (11) to (10), we obtain that
bi∫
ai
[
u2(t)q(t)
τ (t)− τ (ai)
t − τ (ai) −
(
u′(t)
)2]
dt < 0,
which contradicts assumption (4).
In the case of x(t) < 0 for t  t0, we use the function y(t)=−x(t) as a positive solution
of the differential equation x ′′(t)+ q(t)x(τ (t))= −f (t) and repeat the above procedure
on the interval [a2, b2] in place of [a1, b1]. This completes the proof of Theorem 1. ✷
Remark 1. When τ (t) = t , it is easy to see that Theorem 1 reduces to Theorem 1 of
Wong [5] with p(t)≡ 1.
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a1 < b1, T  a2 < b2, and (3) holds. If there exists u ∈D(ai, bi), such that
bi∫
ai
[
θu2(t)q1/γ (t)
∣∣f (t)∣∣1−1/γ τ (t)− τ (ai)
t − τ (ai) −
(
u′(t)
)2]
dt  0, (12)
where D(ai, bi) is the same as in Theorem 1 and θ = γ (γ − 1)1/γ−1, then Eq. (1) with
γ > 1 is oscillatory.
Proof. Assume, to the contrary, that x(t) is a nonoscillatory solution which is eventually
positive. Say x(τ(t)) > 0 when t  t0 for some t0 depending on the solution x(t). We may
say
F(x)=Axγ − γ (γ − 1)1/γ−1A1/γ B1−1/γ x −B for x > 0, (13)
where A,B are nonnegative constants. In fact, if A = 0, (13) is obvious. On the other
hand, if A > 0, it is easy to see that F(x) obtains its minimum at x = ((γ − 1)1/γ−1 ×
A1/γ−1B1−1/γ )1/(γ−1) and Fmin = −B . Thus, (13) holds. By the assumption, we can
choose a1, b1  t0 such that b > τ(a1), τ 2(a1) = τ (τ (a1))  t0, q(t)  0 for t ∈
[τ (a1), b1], and f (t)  0 for t ∈ [τ (a1), b1]. If we choose A = q(t) and B = −f (t),
from (13), we have that for t ∈ [τ (a1), b1],
q(t)xγ
(
τ (t)
)− f (t) γ (γ − 1)1/γ−1q1/γ (t)∣∣f (t)∣∣1−1/γ x(τ (t)). (14)
By Eqs. (1) and (14) we obtain
x ′′(t)+ θq1/γ (t)∣∣f (t)∣∣1−1/γ x(τ (t)) 0. (15)
Define w(t) as in Theorem 1. It follows from (15) that w(t) satisfies the following inequal-
ity:
w′(t)w2(t)+ θq1/γ (t)∣∣f (t)∣∣1−1/γ x(τ (t))
x(t)
.
The following proof is similar to that of Theorem 1, and hence is omitted. This completes
the proof of Theorem 2. ✷
Remark 2. When τ (t) = t , it is easy to see that Theorem 2 improves the main result of
Nasr [4] since θ > 1.
Now, let us consider an example.
Example. Consider the following differential equation:
x ′′(t)+m sin t∣∣x(t − π/4)∣∣γ sgnx(t − π/4)= cos t, γ  1, t  0, (16)
where m  0 is a constant, q(t) = m sin t , τ (t) = t − π/4, f (t) = cos t . For any T  0,
if we choose a1 = 2nπ + 3π/4, b1 = 2nπ + π , a2 = 2nπ + π/4, b1 = 2nπ + π/2 such
that a1  T for sufficiently large integer n, then we have q(t)  0 for t ∈ [τ (a1), b1] ∪
[τ (a2), b2], f (t)  0 for t ∈ [τ (a1), b1], and f (t)  0 for t ∈ [τ (a2), b2]. Choose u(t) =
sin 2t cos 2t , then u(t) ∈D(ai, bi), i = 1,2. Noting that for i = 1,2,
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ai
(
u′(t)
)2
dt = 4
bi∫
ai
cos2 4t = π
2
.
By Theorems 1 and 2, we obtain that if
bi∫
ai
u2(t)q(t)
τ (t)− τ (ai)
t − τ (ai) =m
bi∫
ai
sin2 2t cos2 2t sin t
t − ai
t − ai + π/4 
π
2
and
mθ
bi∫
ai
u2(t)q1/γ (t)
∣∣f (t)∣∣1−1/γ τ (t)− τ (ai)
t − τ (ai)
=mθ
bi∫
ai
sin2 2t cos2 2t sin1/γ t
∣∣cos(t)∣∣1−1/γ dt  π
2
, γ > 1,
hold for sufficiently large m, where θ = γ (γ − 1)1/γ−1, then Eq. (16) is oscillatory.
Remark 3. In the case of oscillatory potentials q(t) and f (t), we will further the investi-
gation for the oscillation of Eq. (1) with 0 < γ < 1 in our next paper.
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