Abstract. In the present paper we introduce and investigate an interesting subclass K 
Introduction
Let A p denote the class of all functions of the form
a n+p z n+p (p ∈ N := {1, 2, . . .}) (1.1) which are analytic in the open unit disk U = {z : z ∈ C and |z| < 1} .
In particular, we write A 1 = A. For two functions f and Θ, analytic in U, we say that the function f is subordinate to Θ in U, and write
if there exists a Schwarz function ω, which is analytic in U with ω (0) = 0 and |ω (z)| < 1 (z ∈ U)
such that f (z) = Θ (ω (z)) (z ∈ U) .
Indeed, it is known that f (z) ≺ Θ (z) (z ∈ U) ⇒ f (0) = Θ (0) and f (U) ⊂ Θ (U) .
Furthermore, if the function Θ is univalent in U, then we have the following equivalence f (z) ≺ Θ (z) (z ∈ U) ⇔ f (0) = Θ (0) and f (U) ⊂ Θ (U) .
A function f ∈ A p is said to be p-valently starlike of order γ (0 ≤ γ < p) in U if it satisfies the inequality
or equivalently
The class of all p-valent starlike functions of order γ in U is denoted by S * p (γ) . Also, we denote that S * p (0) = S * p , S * 1 (γ) = S * (γ) and S * 1 (0) = S * .
A function f ∈ A p is said to be p-valently close-to-convex of order γ (0 ≤ γ < p) in U if g ∈ S * p (γ) and satisfies the inequality
The class of all p-valent close-to-convex functions of order γ in U is denoted by K p (γ) . Also, we denote that
We now introduce the following subclass of analytic functions: Definition 1. Let the function f be analytic in U and defined by (1.1) . We say that f ∈ K
where g k is defined by the equality
By simple calculations we see that the inequality (1.2) is equivalent to
s (γ) (0 ≤ γ < 1) recently studied by Şeker [8] .
(ii) For p = 1 and k = 2, we have the class K (2) s (γ, 1) = K s (γ) (0 ≤ γ < 1) introduced and studied by Kowalczyk and Leś-Bomba [5] .
(iii) For p = 1, k = 2 and γ = 0, we have the class K (2) s (0, 1) = K s introduced and studied by Gao and Zhou [2] .
In this work, by using the principle of subordination, we obtain inclusion theorem and distortion theorems for functions in the function class K (k) s (γ, p) . Our results unify and extend the corresponding results obtained by Şeker [8] , Kowalczyk and Leś-Bomba [5] , and Gao and Zhou [2] .
Preliminary Lemmas
We assume throughout this paper that P denote the class of functions p of the form
which are analytic in U and k ∈ N is a fixed integer. In order to prove our main results for the functions class K
s (γ, p) , we need the following lemmas.
where g k is given by (1.3).
Proof. Suppose that
Differentiating (2.4) logarithmically, we obtain
From (2.5) together with (2.3), we get
which completes the proof of our theorem.
Lemma 2. Let the function
be analytic in the unit disk U. Then, the function H satisfies the condition
for some β (0 < β ≤ 1), if and only if there exists an analytic function ϕ in the unit disk U, such that |ϕ (z)| ≤ β (z ∈ U), and
Proof. We will employ the technique similar with those of Padamanabhan [7] . Assume that the function
satisfies the condition
we see that the function h analytic in U, satisfies the inequality |h (z)| < β for z ∈ U and h(0) = 0. Now, by using the Schwarz's lemma, we get that the function h has the form h (z) = zϕ (z), where ϕ is analytic in U and satisfies |ϕ (z)| ≤ β for z ∈ U. Thus, we obtain
Conversely, if
and |ϕ (z)| ≤ β for z ∈ U, then H is analytic in the unit disk U. So we get
which completes the proof of our lemma.
Lemma 3. [4]
A function p ∈ P satisfies the following condition:
if and only if
where
Proof. Upon setting
we find that
Using Lemma 3, we have
For z = 0, the above relation holds, since
For z = 0, the relation (2.6) is equivalent to
s (γ, p) ; ζ ∈ C; |ζ| = 1 . Thus from (1.1) and (2.2) we find that
Now, dividing both sides of above relation by 2 (p − γ) z p (z = 0), we obtain
which completes the proof of Lemma 4.
Main Results
We now state and prove the main results of our present investigation.
Theorem 1. Let f be an analytic function in U given by (1.1). Then f ∈ K (k)
where g k is given by (1.3) .
Conversely, we assume that the subordination (3.1) holds. Then, there exists an analytic function w in U such that w(0) = 0, |w (z)| < 1 and
Hence, by using condition |w (z)| < 1 we get (1.4), which is equivalent to (1.2), so f ∈ K Theorem 2. We have
s (γ, p) be an arbitrary function. From Definition 1, we obtain
Note that the condition (3.2) can be written as
where G k is given by (2.2). By Lemma 1 since G k ∈ S * p , from the above inequality, we deduce that f ∈ K p . , where g k is given by (1.3). If f is an analytic function in U of the form (1.1), such that
3)
where the coefficients B n+p are given by (2.2), then f ∈ K (k)
Proof. For f given by (1.1) and g k defined by (1.3), we set
Thus, for |z| = r (0 ≤ r < 1), we get
From inequality (3.3), we obtain that Λ < 0. Thus we have
which is equivalent to (1.4). Hence f ∈ K given by (2.1) are such that the condition (1.2) holds. Then, for n ≥ 1, we have
4)
where the coefficients B n+p are given by (2.2).
Proof. Suppose that the condition (1.2) is satisfied. Then from Lemma 2, we have
where ϕ is an analytic functions in U, |ϕ (z)| ≤ 1 for z ∈ U, and G k is given by (2.2). From the above equality, we obtain that
Now, we put
Thus from (3.5) we find that
Equating the coefficient of z n+p in (3.6), we have
Note that the coefficient combination on the right side of (3.6) depends only upon the coefficients combinations:
Hence, for n ≥ 1, we can write as
Using the fact that |zϕ (z)| ≤ |z| < 1 for all z ∈ U, this reduces to the inequality
Then squaring the above inequality and integrating along |z| = r < 1, we obtain Using now the Parseval's inequality, we obtain
Letting r → 1 in this inequality, we get
Hence we deduce that
and thus we obtain the inequality (3.4), which completes the proof of Theorem 4. 
(ii) 
Let us define Ψ(z) by
Then by using a similar method [3, p. 105], we have
Thus from (3.9) and (3.10), we get the inequalities (3.7).
(ii) Let z = re iθ (0 < r < 1). If ℓ denotes the closed line-segment in the complex ζ-plane from ζ = 0 and ζ = z, i.e. ℓ = 0, re iθ , then we have
Thus, by using the upper estimate in (3.7), we have
which yields the right-hand side of the inequality in (3.8) . In order to prove the lower bound in (3.8), let z 0 ∈ U with |z 0 | = r (0 < r < 1), such that |f (z 0 )| = min {|f (z)| : |z| = r} .
It is sufficient to prove that the left-hand side inequality holds for this point z 0 . Moreover, we have This finishes the proof of the inequality (3.8). (γ 1 , p) . By Theorem 1, we have
Since 0 ≤ γ 2 ≤ γ 1 < p, we get
Thus by Lemma 5, we have
s (γ 2 , p). Hence the proof is complete.
Remark 6. Letting p = 1 in Theorem 6, we have [8, Theorem 5] .
