ABSTRACT. A special class of the quadratic assignment problem (QAP) is considered. This class of QAP describes the multiway partitioning problem which is the problem of partitioning a graph into disjoint subgraphs of prescribed sizes by removing the fewest number of edges. A genetic algorithm (GA) for solving this problem is described. A novel feature of this algorithm is the schema preprocessing phase that helps create important building blocks, which in turn improves the performance of the GA. Experimental tests on graphs with published solutions showed that the algorithm performed comparable to or better than the simulated annealing algorithm.
problem of finding the smallest set of edges in G whose removal separates G into k disjoint subgraphs Gi = (Vi, Ei), i = 1, ... , k such that (i) IViI = bi, for all i,
(ii) U~=l Vi = V, and (iii) Vj n Vi = 0 for j f. t. In other words, it is the problem of finding a partition of the vertex set V into k disjoint subsets of specified sizes and minimizing the number of edges with endpoints in different subsets of the partition. The number of edges having endpoints in different parts of the partition is called the size or cut size of the partition. The flow matrix F in the QAP is simply the adjacency matrix of the graph G and the number of edges connecting different parts of the partition, Le., the quantity to be minimized, is
n L D[i,j)F[1r(i),1r(j)], i,)=l
where 1r is a permutation of g, ...,n}. For each permutation 1r, the corresponding partition of G is (1r(I), ... , 1r(bl)), (1r(bl +1), ... , 1r(bl +b2)), . •• , (1r(bl + ... + bk-l + 1), ... , 1r(bl + ... + bk)). The multiway partition problem is sometimes specified more generally to include graphs or hypergraphs with weights on vertices and edges and to allow the subsets' size to vary over a range, Le., for each subset there is an upper and a lower bound on its size.
For simplicity, our discussion will concentrate on the case wherek = 2, bl = In/2J and b2 = rn/21, which is often called the graph bisection problem. The extension to the cases where k > 2 as well as to the case where the subsets are of unequal sizes is straight forward.
The multiway partition problem as well as the graph bisection problem arise in various areas of computer science such as sparse matrix factorization and VLSI placement problems. These problems, particularly the graph bisection problem, have been studied extensively in the past [21, 4, 3, 7) . It is known that they are NP-hard for general graphs as well as for bipartite graphs [12) . For special classes of graphs such as trees and planar graphs with O(1ogn) optimal cut size exact polynomial time algorithms exist [7) . Recent results show that even finding good approximation solutions for general graphs or arbitrary planar graphs is also NP-hard [5) . Approximation algorithms for the 2-way partition problem when bl f. b2 are available, but they are not practical [20] . Practitioners thus rely on heuristics that seem to work well but have no performance guarantee. One approach for solving the multiway partition problem is to find bisection recursively. Thus most existing heuristics are for the bisection problem. Most of the algorithms for solving the bisection problem are based on local optimization techniques. The most popular of these heuristics are perhaps the KernighanLin algorithm [17] and the simulated annealing algorithm [18] . An extensive study of the simulated annealing algorithm for the graph bisection problem has been done by Johnson et al [15] . These algorithms usually start with a random bisection and try to improve that bisection by applying a local optimization operation repeatedly until no more improvement can be made or a fixed number of steps have been performed. This process is performed for a number of random starting bisections and the best solution found is returned. Most of the times, the returned solution is just a local optimum. Given the known complexity of the problem, a local optimal solution is probably the best one could hope for.
There are heuristics that allow these algorithms to get to a good starting point and hence to a better local optimum [4, 16] . Another popular approach is to formulate the multiway partition problem as a quadratic assignment problem and then by relaxing the QAP one can obtain lower bounds as well as heuristics for the problems using algebraic methods [3, 11, 1] .
In this paper we describe genetic algorithms (GA's) for the multiway partition problem and present the results of a rather extensive experimental evaluation of the GA's using the graphs from Johnson et al [15] and some of our own. The quality of our results are comparable to or better than those reported in [15] . Several studies using genetic algorithms for the multiway partitioning problem have been done [9, 19, 23, 24] . However, very little empirical data exists to show their performance, or to compare their performance against existing popular heuristics such as the simulated annealing algorithm. A novel and distinguishing feature of our GA is the schema preprocessing phase which helps improve the quality of the solutions at very little cost in time.
The rest of this paper is organized as follows. In Section 2, we describe our genetic algorithm for the graph bisection problem as well as the extension to the multiway partition problem. In Section 3, we present a preprocessing heuristic for our genetic algorithm called Breadth First Search Reordering. In Section 4, we give our experimental results and compare our results against those of the simulated annealing method given in [15] .
A Genetic Algorithm for Graph Bisection
Before proceeding we introduce some terminologies that are used in this paper. A chromosome is a sequence of gene values. Each gene has a value of 0 or 1 in our design for the bisection problem. In general, if we have a multiway partition problem then each gene has a value between 0 and k -1, where k is the number of parts required in the partition. A schema is a similarity template describing a subset of genes with similarities at a certain gene positions [14] . In other words, a schema describes a pattern of genes.
Overview of The Algorithm.
A genetic algorithm starts with a set of initial solutions, called a population. This population then evolves into a different population for several (frequently, hundreds of) generations. At the end the algorithm returns the best member of the population as the solution to the problem. For each generation, the evolution process proceeds as follows. Two members of the population are chosen, based on some probability distribution. These two members are then combined through a crossover operator to produce an offspring. With some probability, usually less than 0.1, this offspring is then modified by a mutation operator to introduce new genes to the population, enhancing its diversity. A local optimization technique is then applied to the offspring to improve it. The offspring is tested to see if it is suitable for the population. If it is, a replacement scheme is used to select a member of the population and replace it with the new offspring. We now have a new population and the evolution process is repeated until certain condition is met, for example, after a fixed number of iterations. Our genetic algorithm generates only one offspring per iteration instead of a number of offsprings. Such genetic algorithms are called steady-state genetic algorithms. In what follows we will give more detailed descriptions of the various genetic operators for our graph bisection problem. The basic structure of a genetic algorithm is given in Figure  2 In the following we will refer to our algorithm for the graph bisection problem as the Genetic Bisection Algorithm or GBA, there is also another version of our algorithm to be discussed later called BFS-GBA. To facilitate some of the discussions to come it should be noted that for each graph that we report for the bisection problem, we run 2,000 trials, i.e., GBA as well as BFS-GBA are run 2,000 times on each graph.
Problem Encoding.
Each individual in the population is represented by a chromosome. In our problem a chromosome corresponds to a bisection of the graph. The number of genes in the chromosome equals the number of vertices in the graph. Each gene corresponds to a vertex in the graph. A gene has value 0 if the corresponding vertex is on, say the left side of the bisection, and has value 1 otherwise. Thus there should be an equal number of O's and 1's in a chromosome. Figure 2 .2 shows a chromosome with 100 vertices. For the case of more than 2 subsets in the partition, a natural extension to this scheme can be used.
Parents Selection.
We assign to each individual in the population a fitness value calculated from its chromosome's cut size, i.e., the cut size of the bisection corresponding to the chromosome. The fitness value Fi of an individual i is calculated as follows. Each individual is selected as a parent with a probability that is proportional to its fitness value. So the probability that the best individual is chosen is 4 times as high as the probability that the worst individual is chosen.
The Crossover and Mutation Operators.
Crossover operators are used to create a new offspring chromosome by combining parts of the two parent chromosomes. The simplest crossover operator works as follows. It randomly selects a cut location which is the same on both parent chromosomes. The cut point divides the chromosome into two disjoint parts, the left part and the right part. The left part of parent 1 is copied to the same locations on the offspring chromosome. Similarly, the right part of parent 2 is copied to the same locations on the offspring chromosome. Let this be offspring 1. We use one more crossover operator which is the same as the above except that it copies the complement image of the right part of parent 2 while it copies the left part of parent 1 unchanged. Let this be offspring 2. Our algorithm selects the better of the two offspringsand passes it to the local optimizer. The reason for using two crossover operators is as follows. If two chromosomes are exactly (or almost exactly) the complement of each other, they represent the same (or almost the same) bisection. Simple crossover will create a severe inconsistency in an offspring chromosome in this case, consequently that chromosome has little chance of surviving.
We can choose multiple cut points instead of one. In DeJong's study, multipoint crossovers degraded the performance of GA, and the degradation ihcreased as the number of crossover points increased [10] . Later, it has been observed that 2 crossover points can improve the performance of genetic algorithms [2] . But in our experiment, crossover with 5 cut points generated better results than any choice of 1, 2, 3 or 4 cut points. Figure 2 .3 shows our crossover operators with five cut points.
In our representation a chromosome must have the same number of l's and O's as it represents a bisection. However, after the crossover operation an offspring may not have the same number of l's and O's. GBA counts the difference between the numbers of l's and O's. It then selects a random point on the chromosome and changes the required number of l's (or O's) to O's (or l's) starting at that point on to the right. Since this adjustment already has a strong enough mutation complement image 2.5. Local Optimization. After crossover and mutation, GBA applies local optimization process on the offspring. We use a weak variation of the Kernighan-Lin algorithm [17] . The original Kernighan-Lin algorithm has several passes. Each pass determines two equal size sets of vertices, one from each side of the bisection, and swap them to get a new bisection with a smaller cut size. The algorithm stops when a pass, or two consecutive passes do not produce a better bisection. The size of the sets to be exchanged in each pass can be as large as n/2 -1, where n is the number of vertices of the graph. In our variation we allow only one pass, furthermore, the size of the sets to be swapped is restricted to be no more than MAX-EXCH-SIZE, a parameter that we have tried with different values. If MAX-EXCH-SIZE is chosen to be large, e.g., n/2 -1, then the best bisections found by GBA are comparable to those found by the simulated annealing algorithm. However, for a number of graphs the average solution sizes (over 2,000 trials) are rather high. A possible reason is that a strong local optimization technique causes GBA to converge prematurely. This phenomenon has also been observed elsewhere, e.g., see [2] . On the other hand setting MAX-EXCH-SIZEto be very small, say 2 or 6, then the resulting solutions are very poor as expected. We found that setting MAX-EXCH-SIZE equal to n/6 -1 gave the best performance for all the different graphs that we have tested. When the number of subsets, k, in the partition is greater than 2, we use a similar algorithm with MAX-EXCH-SIZEequal to n/(3k) -1.
2.6. Replacement Scheme. After having generated a new offspring and trying to locally optimize it, GBA has to decide whether to replace a member of the population with the new offspring. Invariably, we have found that the quality of the solutions depends greatly on the replacement scheme. It was observed that with a loose replacement scheme, e.g., always replace the worst member of the population with the new offspring, GBA can converge very quickly at the expense of loosing diversity* in the population. On the other hand with a strict replacement scheme, GBA can maintain a high diversity for a long time and consequently can get good solutions at the expense of time. We had to fix a replacement scheme which would generate good solutions in a reasonable amount of time.
The four replacement schemes that we tried are: (i) MINF, the most inferior member of the population is replaced by the offspring, (ii) PINF, the offspring replaces the inferior of the two parents, (iii) NEAR, the parent that is closer, in bit-wise difference, to the offspring is replaced by the offspring, (iv) COMBINE, a combination of NEAR and PINF, GBA first tries NEAR if it fails to replace (a swing) then it tries PINF. In each of the above schemes an offspring replaces a member of the population only if the offspring's fitness value is better than that of the member being replaced. Our algorithm uses the following replacement scheme. It starts with NEAR and switches to COMBINE at some point. In the followingwe describe some of our observations with the various replacement schemes.
Using MINF, GBA converged very fast but the diversity of the population decreased significantly in the early generations. The reason is that this replacement scheme disregards the possibility that good schemata in the worst individuals can later blossom. Consequently, the quality of the solutions was not very good. PINF was first tried by Cavicchio [8] with the name preselection. The replacement scheme PINF fared better than MINF as it was able to maintain a larger diversity in the population. The diversity of the population, however, may still be relatively small, particularly if the superior parent is similar to the offspring, in bit-wise difference. In that case, there could exist many copies of the same (or almost the same) individuals. Furthermore, higher selection probability is given to individuals with high fitness values (i.e., small cut sizes), this effectively overemphasizes the good individuals. Thus we believe, good schemata in the inferior individual are also lost to a certain extent with the PINF replacement scheme. The quality of the solutions improved a lot when GBA used NEAR as its replacement scheme. For all but two graphs in our test set GBA found the best known solutions or better solutions than the best known. The problem with the NEAR replacement scheme is that it is very time consuming, as with large diversity GBA takes a long time to converge. In particular, NEAR caused significant increase in the swing ratiot and consequently caused significant time delay.
The replacement scheme COMBINE produced better results than PINF in almost the same amount of time but the quality of the solutions was not as good as NEAR. The biggest problem of NEAR was its large running time resulted * The ratio of difference among individuals in population. Detailed measurement can be different from implementation to implementation t swing ratio: number of swings in 100 iterations/l00 by the high swing ratios. We observe that GBA generates extremely high swing ratio during the latter generations. Sometimes it was higher than 0.99, which means that GBA wasted at least 99 offspringsout of 100offsprings. To overcome this weakness, we used NEAR during the early generations when the swing ratio is not so high, and switched to COMBINE at some point. Remember that we say a swing occurs when an offspring cannot replace any member of the population. We denote by out an event in which SWING1 consecutive swings occur. In our experiments we set SWINGI equal to 10. GBA switches from NEAR to COMBINE after it has observed two outs, not necessarily consecutive. The reason that GBA uses two outs instead of one in determining the switching point is to avoid accidental consecutive swings.
2.7. Stopping Criterion. Many genetic algorithms still run a fixed number of generations before stopping. One of the usually better criteria for stopping is to stop when the population diversity drops below a certain threshold. The weakness of this criterion is that for our problem the best threshold is different from graph to graph, and it was not easy for GBA to find the best threshold by itself. Consequently, when we gave a threshold that is good enough for all graphs, GBA would waste a lot of time for many graphs. GBA stops after having seen the following event twice, not necessarily consecutive: no replacement for SWING2 iterations. In our experiments we chose SWING2 to be 10. The reason to wait for two such events to occur before stopping is to prevent an occasional premature termination of the algorithm similarly to Section 2.6. We chose the final parameter values by considering the time-performance tradeoff. We could obtain better results by giving SWING2 a larger value or by waiting for the above event to occur more than twice. Offline applications may use stronger criteria without worrying about running time.
Generalizing to Multiway Partition.
Except for a few bisectionspecific features, the genetic algorithm for multiway partition is basically the same as that for bisection. In our implementation, it is done'on the same program by simply changing a parameter k, the number of partitions. Sections 2.1, 2.3, 2.6, and 2.7 remain exactly the same for multiway partition. In Section 2.2, the k-ary alphabet {O, 1, ... ,k-l} is used instead of the binary alphabet. In Section 2.4, the second crossover operator in Figure 2 .3 is ,not generally used since it has no advantage when k > 2. The adjustment after crossover for size balance is essentially the same as in Section 2.4 except for the fact that there are more than two parts to be adjusted. Interestingly, sophisticated adjustments yielded worse results than the naive and random adjustments (only satisfying the size balance). The local optimization of Section 2.5 is also basically the same. Instead of the 2-way Kernighan-Lin algorithm variation, we only have to use the multiway Kernighan-Lin algorithm [17) to make our variation as described in Section 2.5. We call the generalized version the genetic multiway partition algorithm or GMPA. When schema preprocessing isused we denote thealgorithm by BFS-GMPA.
A Schema Preprocessing Heuristic
Although GBA worked reasonably well in almost all graphs, there are instances where we thought that it could do better. We believe the cause to be that a valuable schema is prone to be destroyed if the locations forming the schema are scattered on a chromosome. In this section we describe a heuristic which can preserve apparently valuable schemata. As described in Section 2.2, each gene of a chromosome represents a vertex. We can also think of a chromosome as an ordered list of vertices where each vertex has value 0 or 1. The most natural vertex order is the one given by the adjacent list or the adjacent matrix. If we reorder the vertices of a given graph by the visiting order of a Breadth First Search (BFS) then vertices in a relatively clustered subgraph are expected to locate closely on the chromosome, consequently the corresponding schema has a better chance of surviving. Since a clustered subgraph is more likely to make a higher quality schema than an arbitrary subset of vertices does, we can expect performance improvement by protecting such corresponding schemata. See [6] for a more detailed explanation.
The algorithm for our BFS Reordering heuristic is given in Figure 3 .1. Med-BFS is the same as the usual BFS except for the tie resolution. When it enqueues unvisited vertices adjacent to a vertex Vi, it enqueues them in the nondecreasing order of ISli -SIj I+ IS2i -S2j I+ IS3i -S3j I, where Vj is unvisited and adjacent to Vi. The reason that we use three BFS's to obtain our reordering is because we believe that we can reduce the length of many schemata than just using a single BFS.
. Let two vertices be connected directly or through a third vertex. In case of graph bisection problem, those vertices are more likely to belong to a same side in a good solution. Therefore those vertices have higher potential to make a high quality schema than an arbitrary pair of vertices. BFS Reordering provides a way for such vertices to stay close together on the chromosome and hence the corresponding schema has a better chance of surviving through crossover operations. In fact it has been shown that the probability that a schema S will be disrupted by a crossover operation is proportional to ls/(l -1) where ls is the distance between the outermost defining positions of Sand l is the length of the chromosome [14] . BFS Reordering tends to make ls smaller for seemingly high quality schemata. Graphs with some structures and small average degree seem to benefit most from this preprocessing technique. For example, caterpillar graphs benefit greatly from BFS Reordering. A number of different schema preprocessing heuristics are studied in [6] 
Experimental Results
In this section we describe the results of our experiments on a number of different graphs from [15] and on graphs of our own design. We first describe the classes of graphs that we used in our experiments. We then present the test results for the bisection problem. Finally we present the results for the 4-way partition problem.
4.1. The Test Graphs. We tested our algorithms GBA and GMPA on all 24 graphs given by Johnson et al [15] (16 random graphs and 8 geometric graphs), 28 graphs of our own (12 random regular graphs, 8 caterpillar graphs, and 8 grid graphs). The different classes of graphs that we tested our algorithms on are described below. The first two classes are from [15] .
• Gn.d: A random graph on n vertices, where an~dge is placed between any two vertices with probability p independent of all other edges. The probability p is chosen so that the expected vertex degree, p(n -1), is d. • U n.d: A random geometric graph on n vertices that lie in the unit square and whose coordinates are chosen uniformly from the unit interval. There is an edge between two vertices if their Euclidean distance is t or less, where d = mrt 2 is the expected vertex degree. • breg.n.b: A random regular graph on n vertices each of which has degree 3, and the optimal bisection size is b with probability 1 -0(1), see [4] for more details on how such a graph is constructed. • cat.n: A caterpillar graph on n vertices, with each vertex having 6 legs. A caterpillar graph can be constructed as follows. Start with a straight line, called the spine, i.e., a graph in which every vertex has degree 2 except the two outermost vertices. For each vertex on the spine we add 6 legs. That is, for each vertex on the spine introduce six new vertices which are then connected only to that vertex on the spine by paths of length 1. With an even number of vertices on the spine it is easily seen that the optimal bisection size is 1. We use rcat.n to indicate a caterpillar graph with each vertex on the spine having .Jii legs. All of our catepillar graphs have optimal bisection size of 1.
• grid.n.b: A grid graph on n vertices and whose optimal bisection size is known to be b. We use w-grid.n.b to denote the same grid but the boundaries are wrapped around.
Johnson et al [15] used a VAXll/750 while we used a Sun SPARC SLC.
The Dhrystone benchmark test data shows 1091 Dhrystones for the VAXll/750 on VMS, 877 Dhrystones for the VAXll/750 on Unix 4.2bsd and 1562 for the VAXll/780 on Unix5.2 [22] . We got 20,000 Dhrystones for the Sun SPARC SLC we used. It is listed that the SPARC Station 1 is 5.0 to 11.1 times faster than the VAXll/780 [13] . From these figures we conclude that the Sun SPARC 1 can be 7.5 to 22.8 times faster than the VAXll/750. We assume that the Sun SPARC SLC, a low model of the Sun SPARC 1 line, is approximately 15 times faster than the VAXll/750. With this assumption our algorithms GBA and BFS-GBA over all took less time than the simulated annealing algorithm implemented by Johnson et al [15] . For the4-way partition problem we used a Sun SPARC 1 for our tests which is faster than a SUN SPARC SLC.
4.2.
Results for the Bisection Problem. In testing GBA and BFS-GBA weperformed 2,000 runs on each ofthe test graphs. Johnson et al [15] had 1,000 runs of the simulated annealing (SA) algorithm for each of the random graphs Gn.d and the geometric graphs Un.d. For random·graphs where SA produced averageresults quite close to its best results, GBA produced average results that are closer to the best known than SA. GBA also found 7 new bests among the 16 random graphs. For geometric graphs where SA performed not so well, GBA produced quite better results than SA in average results. GBA found one new best among the 8 geometric graphs. But GBA couldn't find 2 best solutions that SA found although GBA still dominated SA in the average results. For our caterpillar graphs with about 5,000 vertices, GBA produced average results that are far from the optimal solutions. All these were dramatically improved by the schema preprocessing heuristic as to be shown next.
Even though BFS Reordering is a simple heuristic, the improvement resulted from this heuristic is dramatic. As mentioned in the last section, GBA couldn't find the best results of two geometric graphs found by SA. BFS-GBA found the best known solutions and even found new bests for both of these two graphs. For example, when SA produced an average cut size of 41.20 and a best cut size of 3 for the graph UI000.05, GBA produced an average cut siz e of 33.46 and a best cut size of 8. BFS-GBA produced an average cut size of 3.75 and a best cut size of 1. As mentioned above, results produced by GBA for our caterpillar graphs of 5000 vertices were far from optimal. However,BFS-GBA dramatically improved the average results to near optimal, and found the optimal results also. It, however, did take more time to achieve this. This behavior seems to be different than that for graphs of Johnson et al [15] ,where there is essentially no time difference between GBA and BFS-GBA. In summary, BFS-GBA worked favorably for all of the followings: random graphs, geometric graphs, regular graphs. For each test graph we also found the 4-way cut size by using GBA and BFS-GBA recursively. That is, each graph is bisected then each of the two subgraphs is bisected again to get the 4-way partition. Again, fifty such runs were done for each graph. The results are given in Tables AA and A.5 in the Appendix. We summarize the results of Tables A. 4 and A.5 here. The performance of GMPA and GBA are similar on random graphs and random geometric graphs. For the other three classes, using GBA recursively seems to give better results than GMPA, with or without the BFS preprocessing. Recursive GBA (with and without BFS preprocessing) consistently gives better average results than GMPA (with and without BFS preprocessing) on all five classes of graphs, and particularly the caterpillar graphs. If we compare GMPA and BFS-GMPA we again see that with preprocessing significant improvement is seen, e.g., up to 1,370% in the cat.5252 graph.
We presented a genetic algorithm and a preprocessing heuristic that seem to have performed well against the simulated annealing algorithm and hence also against the Kernighan-Lin algorithm as noted in [15] . It is also worth noting the significant improvement that the BFS preprocessing heuristic provides the genetic algorithms for this problem. Our BFS Reordering heuristic is very simple, it takes only linear time and we believe that it will serve successfullyas a preprocessor for any genetic algorithm for a graph problem where the following two criteria hold: (i) average vertex degree is o(n) and (ii) mutually near-indexed vertices have close locations on the chromosome. It should be pointed out that the relative performance of GMPA and GBA on the 4-way partition problem seems to be different from what is observed with other algorithms. That is, it has been observed that using a bisection algorithm to find a multiway partition may not produce as good a result as using a direct multiway partition algorithm. The phenomenon that we observed here may also be due to the classes of graphs that we used. Further study, e.g., consider the k-way partition problem when k is larger, is needed before we can make a firm conclusion.
It would be of interest to see our algorithm tested on some actual design problems, where traditionally, the simulated annealing algorithm is used. To do this we plan to extend the algorithm to deal with hypergraphs having weights on the edges and/or vertices. Another direction that we are looking at is to extend our genetic algorithms to work for more general QAP. The schema preprocessing heuristic BFS won't be useful in such a setting since we no longer have an underlying graph. However, finding a schema preprocessing heuristic that will work for the general QAP may not be an easy task since there seems to be no common underlying structure that could be exploited. It may be better in such a situation to have an adaptive schema processing heuristic, i.e., one which adjusts the schemata between generations of the GA. t The optimal bisection size of these graphs is the last number in their name. + The optimal bisection size of each caterpillar graph is 1. Results of bisections using GBA and BFS-GBA on our own graphs.
