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Signal Recovery under Mutual Incoherence Property and
Oracle Inequalities
Peng Li † and Wengu Chen ∗†‡
Abstract This paper considers signal recovery through an unconstrained minimization
in the framework of mutual incoherence property. A sufficient condition is provided to
guarantee the stable recovery in the noisy case. And we give a lower bound for the ℓ2 norm
of difference of reconstructed signals and the original signal, in the sense of expectation
and probability. Furthermore, oracle inequalities of both sparse signals and non-sparse
signals are derived under the mutual incoherence condition in the case of Gaussian noises.
Finally, we investigate the relationship between mutual incoherence property and robust
null space property and find that robust null space property can be deduced from the
mutual incoherence property.
Keywords Mutual incoherence property · Lasso · Dantzig selector · Oracle inequality
· Robust null space property
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1 Introduction
The problem of sparse signal recovery naturally arises in genetics, communications
and image processing. Prominent examples include DNA microarrays [20, 28], wireless
communications [24, 33], magnetic resonance imaging [27, 37], and more. In such contexts,
we often require to recover an unknown signal x ∈ Rn from an underdetermined system
of linear equations
b = Ax+ z, (1.1)
where b ∈ Rm are available measurements, the matrix A ∈ Rm×n (m < n) models the
linear measurement process and z ∈ Rm is a vector of measurement errors.
For the reconstruction of x, the most intuitive approach is to find the sparsest signal
in the feasible set of possible solutions, i.e.,
min
x∈Rn
‖x‖0 subject to b−Ax ∈ B,
where ‖x‖0 denotes the ℓ0 norm of x, i.e., the number of nonzero coordinates, and B is
a bounded set determined by the error structure. However, such method is NP-hard and
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thus computationally infeasible in high dimensional sets. Cande`s and Tao [8] proposed a
convex relaxation of this method-the constrained ℓ1 minimization method. It estimates
the signal x by
xˆ = arg min
x∈Rn
{‖x‖1 : b−Ax ∈ B}. (1.2)
We often consider two types of bounded noises. One is l2 bounded noises [16], i.e.,
min
x∈Rn
‖x‖1 subject to ‖b−Ax‖2 ≤ η (1.3)
for some constant η, which is called quadratically constrained basis pursuit (QCBP). And
the other is motivated by Dantzig selector procedure [10], i.e.,
min
x∈Rn
‖x‖1 subject to ‖A∗(b−Ax)‖∞ ≤ η. (1.4)
In particular, when η = 0, it is the noiseless case as follows
min
x∈Rn
‖x‖1 subject to Ax = b, (1.5)
which is called basis pursuit (BP) [11].
For the ℓ1-minimization problem (1.2), there are many works under the restricted isom-
etry property [8, 14, 9, 10, 12, 4, 5, 40] and under the null space property [15, 12, 31, 23, 21].
We shall not conduct a review here, as this paper is concerned with a different approach.
Here we consider recovering a signal under the framework of mutual incoherence prop-
erty (MIP), a regularity and widely used condition. It is introduced in [17] and defined as
follows.
Definition 1.1. Let A ∈ Rm×n be a matrix with ℓ2-normalized columns A1, . . . , An, i.e.,
‖Ai‖2 = 1 for all i = 1, . . . , n. The coherence µ = µ(A) of matrix A is defined as
µ = max
1≤i 6=j≤n
|〈Ai, Aj〉|. (1.6)
When coherence µ is small, we say that A satisfies mutual incoherence property.
It was first shown by Donoho and Huo [17], in the noiseless case for the setting where
A is a concatenation of two square orthogonal matrices, that
µ <
1
2s − 1 (1.7)
ensures the exact recovery of x when x is s-sparse. And in the noisy case, Donoho,
Elad and Temlyakov [16] showed that when B = Bℓ2 , sparse signals can be recovered
approximately with the error at worst proportional to the input noise level, under the
condition µ < 1/(4s − 1). More results under the framework of MIP, readers can refer to
[35, 2, 36].
Instead of solving (1.3) directly, many algorithms were proposed to solve the following
unconstrained problem
min
x∈Rn
λ‖x‖1 + 1
2
‖Ax− b‖22, (1.8)
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which is called Lasso and introduced in [34]. There are many works under the condition
of restricted isometry property for this Lasso model, readers can refer to [16, 19, 1, 13,
32, 26, 39, 41]. We should point out that in [30], Shen, Han and Breverman showed that
if δ2s < 1/5, then x can be stably recovered via analysis based approaches. But as far as
we know, there lacks MIP based theoretical study about Lasso. Therefore, we purse the
MIP analysis of Lasso in this paper.
The paper is organized as follows. In Section 2, we establish that if µ < 1/(4s), then
the signal x can be stably recovered through unconstrained minimization (1.8). And we
also obtain the lower bound for the ℓ2 norm of difference of reconstructed signals and the
original signal in the sense of expectation and probability in Section 2. In Section 3, we
show oracle inequalities for both sparse signals and non-sparse signals. And in Section 4,
we study the relationship between MIP and robust null space property and obtain that
ℓ2 robust null space property of order s can be deduced from MIP if µ < 1/
(√
2(2s− 1)).
Finally, we summarize our conclusions in Section 5.
Throughout the article, we use the following basic notation. For x ∈ Rn, we denote
xmax(s) as the vector x with all but the largest s entries in absolute value set to zero, and
x−max(s) = x− xmax(s). Let S denotes a index set, χS denotes the characteristic function
on S, i.e., if j ∈ S, then χS(j) = 1; otherwise χS(j) = 0. And let xS be the vector equal
to x on S and to zero on Sc.
2 Stable Recovery
Now, we consider the stable recovery of sparse and non-sparse signals x ∈ Rn through
Lasso model (1.8). It will be shown that the condition µ < 1/(4s) is sufficient for the
stably recovery in the noisy case in Subsection 2.1. And although Cai, Wang and Zhang
[3] pointed out that QCBP model (1.3) and Dantzig selector model (1.4) can also recover
x with accuracy if x has good s-term approximation under the condition µ < 1/(2s − 1),
they did not give out exact expression. In order to apply this result to oracle inequality
in general case (Subsection 3.2), we will give out the result without proof in Subsection
2.2. Finally, considering the Gaussian noise, we give out the lower bound of the ℓ2 norm
of difference of reconstructed signals and the original signal in the sense of expectation
and probability in Subsection 2.3.
2.1 Stable Recovery of Lasso
In this subsection, we consider the stable recovery of signals through Lasso model (1.8).
Theorem 2.1. Assume the measurement matrix A satisfies the MIP with
µ <
1
4s
and ‖A∗z‖∞ ≤ λ/2. Let xˆL be the solution to the Lasso (1.8), then
‖xˆL − x‖2 ≤ 15
√
s
8µ(1− 4sµ)λ+
(2(1 + 2s)µ
1− 4sµ +
1
2
)2‖x−max(s)‖1√
s
.
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Before giving out the proof, we first recall two auxiliary lemmas. The first one is
a modified cone constraint inequality (see, e.g., [6, Page 2356] for matrix case and [30,
Lemma 2] for vector with frame).
Lemma 2.2. If the noisy measurements b = Ax+z are observed with noise level ‖A∗z‖∞ ≤
λ/2, then the minimization solution xˆL of (1.8) satisfies
‖Ah‖22 + λ‖h−max(s)‖1 ≤ 3λ‖hmax(s)‖1 + 4λ‖x−max(s)‖1,
where h = xˆL − x. In particular,
‖h−max(s)‖1 ≤ 3‖hmax(s)‖1 + 4‖x−max(s)‖1
and
‖Ah‖22 ≤ 3λ‖hmax(s)‖1 + 4λ‖x−max(s)‖1.
The second one is a useful property of MIP, see [3].
Lemma 2.3. Let A ∈ Rm×n be a matrix with ℓ2-normalized columns and s ∈ {1, . . . , n}.
For all s-sparse vectors x ∈ Rn,(
1− (s− 1)µ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + (s− 1)µ)‖x‖22.
Now, we are in position of proving our result.
Proof of Theorem 2.1. Suppose that supp(xmax(s)) ⊂ S with |S| = s. Set h = xˆL − x. By
Lemma 2.2, we have cone constraint inequality
‖h−max(s)‖1 ≤ 3‖hmax(s)‖1 + 4‖x−max(s)‖1 (2.1)
and
‖Ah‖22 ≤ 3λ‖hmax(s)‖1 + 4λ‖x−max(s)‖1. (2.2)
By
‖h‖2 =
√
‖hmax(s)‖22 + ‖h−max(s)‖22,
we need to estimate ‖hmax(s)‖2 and ‖h−max(s)‖2, respectively.
To estimate ‖hmax(s)‖2, we consider the following identity∣∣〈Ah,Ahmax(s)〉∣∣ = ∣∣〈Ahmax(s), Ahmax(s)〉+ 〈Ah−max(s), Ahmax(s)〉∣∣. (2.3)
First, we give out a lower bound for (2.3). It follows from Lemma 2.3 and Definition 1.1
that ∣∣〈Ah,Ahmax(s)〉∣∣ ≥ ∣∣〈Ahmax(s), Ahmax(s)〉∣∣− ∣∣〈Ah−max(s), Ahmax(s)〉∣∣
=
∣∣〈Ahmax(s), Ahmax(s)〉∣∣−∑
i∈S
∑
j∈Sc
|〈Ai, Aj〉||h(i)h(j)|
4
≥ (1− (s− 1)µ)‖hmax(s)‖22 − µ‖hmax(s)‖1‖h−max(s)‖1. (2.4)
Then by (2.1), we can get a lower bound of
∣∣〈Ah,Ahmax(s)〉∣∣ as follows∣∣〈Ah,Ahmax(s)〉∣∣
≥ (1− (s− 1)µ)‖hmax(s)‖22 − µ‖hmax(s)‖1(3‖hmax(s)‖1 + 4‖x−max(s)‖1)
≥ (1− (s− 1)µ)‖hmax(s)‖22 − 3µ(√s‖hmax(s)‖2)2 − 4µ‖x−max(s)‖1(√s‖hmax(s)‖2)
=
(
1− (4s− 1)µ)‖hmax(s)‖22 − 2sµ2‖x−max(s)‖1√s ‖hmax(s)‖2. (2.5)
Next, we also have an upper bound for (2.3). Using (2.2) and Lemma 2.3, we obtain∣∣〈Ah,Ahmax(s)〉∣∣ ≤ ‖Ah‖2‖Ahmax(s)‖2
≤
√
3λ‖hmax(s)‖1 + 4λ‖x−max(s)‖1
√
(1 + (s− 1)µ)‖hmax(s)‖22
≤
√
1
ε
λ
√
s
(
3ε‖hmax(s)‖2 + 4ε
‖x−max(s)‖1√
s
)√
1 + (s− 1)µ‖hmax(s)‖2,
where ε > 0 is to be determined. Then the elementary inequality
√|a||b| ≤ (|a| + |b|)/2
implies that
∣∣〈Ah,Ahmax(s)〉∣∣ ≤ 3ε‖hmax(s)‖2 + 4ε
‖x−max(s)‖1√
s
+ 1ε
√
sλ
2
√
1 + (s − 1)µ‖hmax(s)‖2
=
3ε
√
1 + (s− 1)µ
2
‖hmax(s)‖22
+
(
2ε
√
1 + (s− 1)µ‖x−max(s)‖1√
s
+
√
1 + (s− 1)µ
2ε
√
sλ
)
‖hmax(s)‖2.
Taking ε = 2µ/
(
3
√
1 + (s− 1)µ), then we have
∣∣〈Ah,Ahmax(s)〉∣∣ ≤ µ‖hmax(s)‖22 +
(
2µ
3
2‖x−max(s)‖1√
s
+
3(1 + (s− 1)µ)
4µ
√
sλ
)
‖hmax(s)‖2.
(2.6)
Combining the lower bound (2.5) with the upper bound (2.6), we get
(1− 4sµ)‖hmax(s)‖22 −
((
2µ
3
+ 2sµ
)
2‖x−max(s)‖1√
s
+
3(1 + (s− 1)µ)
4µ
√
sλ
)
‖hmax(s)‖2 ≤ 0.
(2.7)
Note that µ < 1/(4s). Therefore
‖hmax(s)‖2 ≤
(
2µ
3
+ 2sµ
)
1
1− 4sµ
2‖x−max(s)‖1√
s
+
3(1 + (s− 1)µ)
4µ(1− 4sµ)
√
sλ
≤ (1 + 2s)µ
1− 4sµ
2‖x−max(s)‖1√
s
+
15
√
s
16µ(1 − 4sµ)λ. (2.8)
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Now, we estimate ‖h−max(s)‖2. Using (2.1), we have
‖h−max(s)‖2 ≤
√
‖h−max(s)‖1‖h−max(s)‖∞
≤
√(
3‖hmax(s)‖1 + 4‖x−max(s)‖1
)‖hmax(s)‖1
s
≤
√
3(
√
s‖hmax(s)‖2)2
s
+
4‖x−max(s)‖1(
√
s‖hmax(s)‖2)
s
=
√
3‖hmax(s)‖22 +
4‖x−max(s)‖1√
s
‖hmax(s)‖2. (2.9)
It follows from (2.9) that
‖h‖2 ≤
√
‖hmax(s)‖22 + 3‖hmax(s)‖22 +
4‖x−max(s)‖1√
s
‖hmax(s)‖2
≤ 2‖hmax(s)‖2 +
1
2
2‖x−max(s)‖1√
s
. (2.10)
Finally, by (2.8), we get
‖h‖2 ≤ 15
√
s
8µ(1− 4sµ)λ+
(2(1 + 2s)µ
1− 4sµ +
1
2
)2‖x−max(s)‖1√
s
,
which finishes our proof.
2.2 Stable Recovery for QCBP and Dantzig Selector
In this subsection, we give out an exact expression of the stable recovery of QCBP (1.3)
and Dantzig selector model (1.4) for non-sparse signals x.
Theorem 2.4. Assume the measurement matrix A satisfies the MIP with
µ <
1
2s− 1 .
Let xˆDS be the solution to the Dantzig selector (1.4), then
‖xˆDS − x‖2 ≤ 2
√
2
√
s
1− (2s − 1)µη +
( √2sµ
1− (2s− 1)µ +
1
2
√
2
)2‖x−max(s)‖1√
s
.
Let xˆℓ2 be the solution to the QCBP (1.3), then
‖xˆℓ2 − x‖2 ≤ 2
√
2
√
1 + (s− 1)µ
1− (2s − 1)µ η +
( √2sµ
1− (2s − 1)µ +
1
2
√
2
)2‖x−max(s)‖1√
s
.
We need the following cone constraint inequality, which comes from [7, Page 1215] for
xˆℓ2 , and [10, Page 2330] for xˆDS .
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Lemma 2.5. The minimization solution xˆDS of (1.4) and xˆℓ2 of (1.3) satisfy
‖h−max(s)‖1 ≤ ‖hmax(s)‖1 + 2‖x−max(s)‖1,
where h = xˆDS − x or h = xˆℓ2 − x.
The proof is similar to the proofs of Theorems 2.1-2.2 in [3] and we omit its details.
2.3 Lower bounds of ‖xˆ− x‖22
By Theorem 2.1 and [3, Theorem 2.2], there exist upper bounds for the error ‖xˆL−x‖22
and ‖xˆDS − x‖22 for sparse signals x. Whether there exist lower bounds for them? Cande`s
and Plan [6] gave out lower bounds of them for Gaussian noises under the restricted
isometry property, in the sense of expectation and probability. In this subsection, we give
an affirmative answer of this question in the framework of mutual incoherence property.
We consider the Gaussian noise model
b = Ax+ z, z ∼ N (0, σ2Im). (2.11)
We shall assume that the noise level σ is known.
For the Gaussian observations, we have the following probability inequality.
Lemma 2.6. [2, Lemma 5.1] The Gaussian error z ∼ N (0, σ2Im) satisfies
P
(‖A∗z‖∞ ≤ σ√2 log n) ≥ 1− 1
2
√
π log n
.
By Theorem 2.1, [3, Theorem 2.2] and Lemma 2.6, we can get upper bounds of ‖xˆL−x‖22
and ‖xˆDS − x‖22 for Gaussian noise observations as follows.
Proposition 2.7. Let z ∼ N (0, σ2Im).
(1) Assume the measurement matrix A satisfies the MIP with
µ <
1
2s − 1 ,
and x is s-sparse. Then with probability at least
1− 1
2
√
π log n
,
xˆDS satisfies
‖xˆDS − x‖22 ≤
16 log n(
1− (2s − 1)µ)2 sσ2.
(2) Assume the measurement matrix A satisfies the MIP with
µ <
1
4s
,
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and x is s-sparse. Then with probability at least
1− 1
2
√
π log n
,
xˆL satisfies
‖xˆL − x‖22 ≤
32 log n(
µ(1− 4sµ))2 sσ2.
We point out that, Proposition 2.7 is nearly optimal in the sense that no estimator can
do essentially better without further assumptions, as seen by lower-bounding the expected
minimax error.
Theorem 2.8. Suppose that the measurement matrix A is fixed and satisfies the MIP,
and that z ∼ N (0, σ2Im). Then any estimator xˆ obeys
sup
x:‖x‖0≤s
E‖xˆ− x‖22 ≥
sσ2
1 + (s− 1)µ. (2.12)
Note that this lower bound is in expectation, while the upper bound holds with high
probability. To address this, we also prove the following complementary theorem.
Theorem 2.9. Suppose that the measurement matrix A is fixed and satisfies the MIP,
and that z ∼ N (0, σ2Im). Then any estimator xˆ obeys
sup
x:‖x‖0≤s
P
(
‖xˆ− x‖22 ≥
nsσ2
2(1 + (s− 1)µ)
)
≥ 1− e−ns/16.
The proofs need the following two vital lemmas.
Lemma 2.10. [25, Page 403] Let λj(A
∗A) be the eigenvalues of the matrix A∗A, then
inf
xˆ
sup
x∈Rn
E‖xˆ− x‖22 = σ2trace((A∗A)−1) =
∑
j
σ2
λj(A∗A)
.
In particular, if one of the eigenvalues vanishes (as in the case in which m < n), then the
minimax risk is unbounded.
Lemma 2.11. [6] Consider Gaussian model (2.11), then
inf
xˆ
sup
x∈Rn
P
(
‖xˆ− x‖22 ≥
nσ2
2‖A‖22→2
)
≥ 1− e−n/16.
We are now in position to prove Theorem 2.8 and Theorem 2.9.
Proof of Theorem 2.8. By
‖xˆ− x‖22 = ‖xˆsupp(x) − xsupp(x)‖22 + ‖xˆ(supp(x))c‖22 ≥ ‖xˆsupp(x) − xsupp(x)‖22,
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we have
inf
xˆ
sup
x:‖x‖0≤s
E‖xˆ− x‖22 ≥ inf
xˆ
sup
x:‖x‖0≤s
E‖xˆsupp(x) − xsupp(x)‖22
=
∑
j
σ2
λj(A
∗
supp(x)Asupp(x))
,
where the equality follows from Lemma 2.10. We give an upper bound of λj(A
∗
supp(x)Asupp(x))
as follows:
λmax(A
∗
supp(x)Asupp(x)) = sup‖u‖2≤1
〈u,A∗supp(x)Asupp(x)u〉 = sup‖u‖2≤1
〈Asupp(x)u,Asupp(x)u〉
= sup
‖u‖2≤1
‖Asupp(x)u‖22 ≤ 1 + (s − 1)µ,
where the inequality follows from Lemma 2.3. Therefore,
inf
xˆ
sup
x:‖x‖0≤s
E‖xˆ− x‖22 ≥
∑
j
σ2
1 + (s− 1)µ =
sσ2
1 + (s− 1)µ.
Proof of Theorem 2.9. By
‖Asupp(x)‖22→2 = λmax(A∗supp(x)Asupp(x)) ≤ 1 + (s − 1)µ,
we have
inf
xˆ
sup
x:‖x‖0≤s
P
(
‖xˆ− x‖22 ≥
nsσ2
2(1 + (s− 1)µ)
)
≥ inf
xˆ
sup
x:‖x‖0≤s
P
(
‖xˆsupp(x) − xsupp(x)‖22 ≥
nsσ2
2(1 + (s− 1)µ)
)
≥ inf
xˆ
sup
x:‖x‖0≤s
P
(
‖xˆsupp(x) − xsupp(x)‖22 ≥
nsσ2
2‖Asupp(x)‖2→2
)
≥ 1− e−ns/16,
where the last inequality follows from Lemma 2.11.
3 Oracle Inequality
The oracle inequality approach was introduced by Donoho and Johnstone [18] in the
context of wavelet thresholding for signal denoising. It provides an effective tool for
studying the performance of an estimation procedure by comparing it to that of an ideal
estimator. This approach has been extended to study compressed sensing by Cande`s and
Tao’s groundbreaking work [10]. In [10], they developed an oracle inequality for Dantzig
selector xˆDS in the Gaussian noise setting in the framework of restricted isometry property.
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Later, Cande`s and Plan [6] extended it to matrix Lasso and matrix Dantzig selector under
the condition of restricted isometry property, for both low-rank matrix and not low-rank
matrix. And almost in the same time, Cai, Wang and Xu [3] extended it to Dantzig selector
xˆDS for sparse signals in the framework of mutual incoherence property. Motivated by
[6] and [3], we consider oracle inequality via Lasso for both sparse signals and non-sparse
signals under the framework of mutual incoherence property.
Before stating our main results, we first give two notations. Let
S0 = {j ∈ Rn : |x(j)| ≥ σ}
and
K(ξ, x) = σ2‖ξ‖0 + ‖x− ξ‖22. (3.1)
Note that
K(xS0 , x) = σ
2‖xS0‖0 + ‖xSc0‖22 = σ2
∑
j∈S0
χS0(j) +
∑
j∈Sc0
|x(j)|2
=
∑
j
min{σ2, |x(j)|2} = σ2
∑
j
min{1, |x(j)|
2
σ2
} =: σ2τ. (3.2)
3.1 Sparse Vector Case
The oracle inequality of Dantzig selector for sparse vector under the condition MIP,
which was obtained by Cai, Wang and Xu in [3], can be stated as follows.
Theorem 3.1. Consider the Gaussian noise model (2.11). Suppose x is s sparse and
measurement matrix A ∈ Rm×n satisfies MIP with
µ <
1
2s− 1 .
Set η∗ = σ(3/2 +
√
2 log n). Let xˆDS be the minimizer of the problem
min
y∈Rn
‖y‖1 subject to ‖A∗(b−Ay)‖∞ ≤ η∗.
Then with probability at least
1− 1
2
√
π log n
,
xˆDS satisfies
‖xˆDS − x‖22 ≤
8
(
2 +
√
2 log n
)2(
1− (2s − 1)µ)2
∑
j
min{σ2, |x(j)|2}
≤ 8
(
2 +
√
2 log n
)2(
1− (2s − 1)µ)2
(
σ2 +
∑
j
min{σ2, |x(j)|2}
)
.
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Now, we consider the oracle inequality of Lasso for sparse vector under the condition
MIP.
Theorem 3.2. Consider the Gaussian noise model (2.11). Suppose that x is s-sparse and
measurement matrix A ∈ Rm×n satisfies MIP with
µ <
1
4s
.
Set λ∗ = 2σ(54 +
√
2 log n). Let xˆL be the minimizer of
min
y∈Rn
λ∗‖y‖1 + 1
2
‖Ax− b‖22. (3.3)
Then with probability at least
1− 1
2
√
π log n
,
xˆL satisfies
‖xˆL − x‖22 ≤
16
(
2 +
√
2 log n
)2(
µ(1− 4sµ))2
∑
j
min{σ2, |x(j)|2}. (3.4)
Proof. Without loss of generality, we assume supp(x) ⊂ S with |S| = s. Set λ = σ√2 log n.
By Lemma 2.6, event E = {z ∈ Rm : ‖A∗z‖∞ ≤ λ} occurs with probability at least
1− 1
2
√
π log n
.
In the following, we shall assume that event E occurs.
By the definition of K(ξ, x), we have
K(xS0 , x) ≤ K(x, x),
which implies that ‖xS0‖0 ≤ τ ≤ ‖x‖0 ≤ s.
Write x(1) = xS0 and x
(2) = xS\S0 , then we have x = xS = x
(1) + x(2) and |x(j)| < σ
for j ∈ S\S0. Therefore
‖x(2)‖1 =
∑
j∈S\S0
|x(j)| < σ|S\S0|, (3.5)
and
‖x(2)‖2 =
√ ∑
j∈S\S0
min{σ2, |x(j)|2} ≤ σ√τ . (3.6)
Next, we verify that x(1) satisfies ‖A∗(b−Ax(1))‖∞ ≤ λ∗/2. In fact, for any 1 ≤ i ≤ n,
|〈Ai, Ax(1) − b〉| = |〈Ai, Ax− b〉 − 〈Ai, Ax(2)〉| ≤ |〈Ai, z〉|+ |〈Ai, Ax(2)〉|
≤ λ+
∑
j∈S\S0
|〈Ai, Aj〉||x(2)(j)|
11
≤
{
λ+ µ‖x(2)‖1, i ∈ S0 ∪ Sc
λ+ µ‖x(2)‖1 + (1− µ)|x(2)(i)|, i ∈ S\S0
≤
{
λ+ µσ|S\S0|, i ∈ S0 ∪ Sc
λ+ µσ|S\S0|+ (1− µ)σ, i ∈ S\S0
≤ λ+ µσ|S\S0|+ (1− µ)σ
= λ+ σ + σµ(|S| − |S0| − 1)
≤ λ+ σ + σµs,
then it follows from µ < 1/(4s) that
|〈Ai, Ax(1) − b〉| ≤ λ+ σ + σ
4
= σ
(5
4
+
√
2 log n
)
=
λ∗
2
,
then
‖A∗(b−Ax(1))‖∞ ≤ λ
∗
2
.
Therefore, from Theorem 2.1 and x(1) is |S0|-sparse, we have
‖xˆL − x(1)‖2 ≤ 15
√|S0|
8µ(1− 4|S0|µ)λ
∗ =
15σ
√|S0|
4µ(1− 4|S0|µ)
(5
4
+
√
2 log n
)
≤ 15σ
√
τ
4µ(1− 4τµ)
(5
4
+
√
2 log n
)
=
15σ
√
τ
4µ(1− 4τµ)
(
2 +
√
2 log n
)− 45
16µ(1 − 4τµ)σ
√
τ .
By
µ(1− 4τµ) = −4τ(µ− 1
8τ
)2 +
1
16τ
≤ 1
16τ
≤ 1
16
,
we have
45
16µ(1 − 4τµ)σ
√
τ ≥ 45
16
16σ
√
τ ≥ σ√τ .
Therefore
‖xˆL − x(1)‖2 ≤ 15σ
√
τ
4µ(1 − 4τµ)
(
2 +
√
2 log n
)− σ√τ . (3.7)
Combination of (3.6) and (3.7) yields
‖xˆL − x‖2 ≤ ‖xˆL − x(1)‖2 + ‖x(2)‖2
≤ 15σ
√
τ
4µ(1− 4τµ)
(
2 +
√
2 log n
)− σ√τ + σ√τ
≤ 15
4µ(1− 4τµ)
(
2 +
√
2 log n
)
σ
√
τ .
Consequently,
‖xˆL − x‖22 ≤
16
(
2 +
√
2 log n
)2(
µ(1− 4sµ))2 σ2τ =
16
(
2 +
√
2 log n
)2(
µ(1− 4sµ))2
∑
j
min{σ2, |x(j)|2},
where the equality follows by (3.2).
12
3.2 Extension to General Vector Case
In this subsection, we demonstrate the error bound when x is non-sparse.
Theorem 3.3. Consider the Gaussian noise model (2.11). Suppose that A is sampled
from the Gaussian measurement ensemble and s∗ ≤ m/log(en/m).
(1) Suppose measurement matrix A ∈ Rm×n satisfies
µ <
1
2s∗ − 1 .
Set η∗ = σ(3/2 +
√
2 log n). Let xˆDS be the minimizer of the problem
min
y∈Rn
‖y‖1 subject to ‖A∗(b−Ay)‖∞ ≤ η∗. (3.8)
Then with probability at least
1− e−m/100 − 1
2
√
π log n
,
xˆDS satisfies
‖xˆDS − x‖22 ≤ 6
((
138 − 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
)2(
2 +
√
2 log n
)2
×
( ∑
j∈supp(xmax(s∗))
min{σ2, |x(j)|2}+ ‖x−max(s∗)‖22
)
.
(2) Suppose measurement matrix A ∈ Rm×n satisfies
µ <
1
4s∗
.
Set λ∗ = 2σ(5/4 +
√
2 log n). Let xˆL be the minimizer of
min
y∈Rn
λ∗‖y‖1 + 1
2
‖Ay − b‖22. (3.9)
Then with probability at least
1− e−m/100 − 1
2
√
π log n
,
xˆL satisfies
‖xˆL − x‖22 ≤ 24
((
2 + 34µ
(
4− 3(s∗ − 1)µ))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
)2(5
4
+
√
2 log n
)2
×
( ∑
j∈supp(xmax(s∗))
min{σ2, |x(j)|2}+ ‖x−max(s∗)‖22
)
.
13
Remark 3.4. In [29], Schnass and Vandergheynst showed that the coherence of a matrix
A ∈ Rm×n with ℓ2-normalized columns satisfies
µ ≥
√
n−m
m(n− 1) .
And for large n, µ ∼ 1/√m. Therefore, 1/√m < 1/(2s∗ − 1) or 1/√m < 1/(4s∗) leads to
m ≥ (s∗)2.
Two useful results (Lemma 3.5 and Proposition 3.8) are established, in order to prove
Theorem 3.3. The first one is used in the high noise level case.
Lemma 3.5. Let x¯ = argminξ∈Rn K(ξ, x) and set s¯ = max{‖xS0‖0, ‖x¯‖0}.
(1) If µ < 1/(2s¯ − 1), then the solution xˆDS to (3.8) satisfies
‖xˆDS − x‖22 ≤
16(2 +
√
2 log n)2(
1− (2s¯ − 1)µ)2
∑
j
min{σ2, |x(j)|2}
with probability at least
1− 1
2
√
π log n
.
(2) If µ < 1/(4s¯), then the solution xˆL to (3.9) satisfies
‖xˆL − x‖22 ≤
32(2 +
√
2 log n)2(
µ(1− 4s¯µ))2
∑
j
min{σ2, |x(j)|2}
with probability at least
1− 1
2
√
π log n
.
Proof. First, we consider xˆL. We can rewrite
‖xˆL − x‖22 ≤ 2‖xˆL − x¯‖22 + 2‖x¯− x‖22.
We bound ‖xˆL − x¯‖22 using the exact same steps as in the proof of Theorem 3.2, and
obtain
‖xˆL − x¯‖22 ≤
16(2 +
√
2 log n)2(
µ(1− 4‖x¯‖0µ)
)2 (σ√‖x¯‖0)2 ≤ 16(2 +
√
2 log n)2(
µ(1− 4s¯µ))2 σ2‖x¯‖0. (3.10)
Hence
‖xˆL − x‖22 ≤
32(2 +
√
2 log n)2(
µ(1− 4s¯µ))2 σ2‖x¯‖0 + 2‖x¯− x‖22
≤ 32(2 +
√
2 log n)2(
µ(1− 4s¯µ))2 (σ2‖x¯‖0 + ‖x− x¯‖22)
=
32(2 +
√
2 log n)2(
µ(1− 4s¯µ))2 K(x¯, x).
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By the definition of x¯, we know that K(x¯, x) ≤ K(xS0 , x). Therefore
‖xˆL − x‖22 ≤
32(2 +
√
2 log n)2(
µ(1− 4s¯µ))2 K(xS0 , x) ≤
32(2 +
√
2 log n)2(
µ(1− 4s¯µ))2
∑
j
min{σ2, |x(j)|2},
where the last steps follows from (3.2).
For the solution xˆDS, we can replace (3.10) by
‖xˆDS − x¯‖22 ≤
8(2 +
√
2 log n)2(
1− (2‖x¯‖0 − 1)µ
)2 (σ√‖x¯‖0)2 ≤ 8(2 +
√
2 log n)2(
1− (2s¯ − 1)µ)2σ2‖x¯‖0, (3.11)
where the first inequality follows by Theorem 3.1. Then by similar proof above, we can
get
‖xˆDS − x‖22 ≤
16(2 +
√
2 log n)2(
1− (2s¯ − 1)µ)2
∑
j
min{σ2, |x(j)|2}.
In order to provide theoretical error bounds when the noise level is low, a useful property
of measurement matrix is needed. We call it the LQ property or quotient property, which
was introduced by Wojtaszczyk in [38]. And in [23, Chapter 11] and [21], Foucart and
Rauhut also investigated this property.
Definition 3.6. ([38, 23, 21]) Given q ≥ 1, a measurement matrix A ∈ Rm×n is said to
possess the ℓq quotient property with constant α > 0 relative to a norm ‖ · ‖2 on Rn, if for
all x ∈ Rn, there exists x˜ ∈ Rn such that
Ax = Ax˜ and ‖x˜‖q ≤ 1
α
‖Ax‖2.
If q = 1, we denote it as LQ(α).
Wojtaszczyk [38] showed that Gaussian random matrix satisfies this property with
high probability, save for the extra requirement that n ≥ cm(logm)ς for some ς > 0. And
Foucart and Rauhut [23, Chapter 11] and [21] weakened this requirement to n ≥ 2m.
Lemma 3.7. [23] For n ≥ 2m, if A is a draw of an m×n Gaussian random matrix, then
the matrix A˜ = A/
√
m possesses the LQ(α) with constant α = 1/(34
√
s∗) with probability
at least 1− e−m/100, where s∗ = m/ log(en/m).
Using the LQ property, we can now bound the error when the noise level is low.
Proposition 3.8. Suppose that A satisfies LQ(α) with constant α =
√
m/(34
√
s∗).
(1) If A also satisfies MIP with
µ <
1
4s∗
,
‖A∗z‖∞ ≤ λ∗/2, then the solution xˆL to (3.9) satisfies
‖xˆL − x‖2 ≤
(
2 + 34µ
(
4− 3(s∗ − 1)))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
(√
s∗λ∗ + ‖x−max(s∗)‖2
)
.
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(2) If A also satisfies MIP with
µ <
1
2s∗ − 1 ,
then the solution xˆDS to (3.8) satisfies
‖xˆDS − x‖2 ≤
(
138 − 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
(‖x−max(s∗)‖2 +√s∗η∗).
The following lemma, which is similar to [38, Lemma 3.2], is useful in the proof of
Proposition 3.8.
Lemma 3.9. For any θ > 0, suppose that matrix A ∈ Rm×n satisfies LQ(θ/√s) and MIP
with µ < 1/(s − 1), then for any x ∈ Rn, there exists x˜ ∈ Rn such that
‖x˜‖2 ≤
(1
θ
+
√
1 + (s− 1)µ
θ(
√
1− (s− 1)µ) +
1√
1− (s− 1)µ
)
‖Ax‖2.
Proof. By LQ property, we know that there exists x˜ ∈ Rn such that
Ax = Ax˜ and ‖x˜‖1 ≤
√
s
θ
‖Ax‖2.
We decompose x˜ as
x˜ =
∑
j≥1
x˜Sj ,
where S1 is the index set of the s largest entries of x˜, and S2 is the index set of the s
largest entries of x˜Sc1 , and so on. The last index set may contain less s elements. Clearly,
we have that for j ≥ 2
‖x˜Sj‖2 ≤
‖x˜Sj−1‖1√
s
.
Therefore
∑
j≥2
‖x˜Sj‖2 ≤
∑
j≥1
‖x˜Sj‖1√
s
=
‖x˜Sc1‖1√
s
≤ 1√
s
√
s‖Ax‖2
θ
=
‖Ax‖2
θ
. (3.12)
In order to estimate ‖x˜‖2, we rewrite it as
‖x˜‖2 ≤ ‖x˜S1‖2 + ‖x˜Sc1‖2.
First, we deal with ‖x˜Sc1‖2. From (3.12), we have
‖x˜Sc1‖2 ≤
∑
j≥2
‖x˜Sj‖2 ≤
‖Ax‖2
θ
. (3.13)
On the other hand, using the MIP condition, we get
‖x˜S1‖2 ≤
1√
1− (s− 1)µ‖Ax˜S1‖2 ≤
1√
1− (s− 1)µ(‖Ax˜‖2 + ‖Ax˜S
c
1
‖2)
16
=
1√
1− (s− 1)µ (‖Ax‖2 + ‖Ax˜S
c
1
‖2).
It follows from MIP and (3.13) that
‖Ax˜Sc1‖2 ≤
∑
j≥2
‖Ax˜Sj‖2 ≤
√
1 + (s − 1)µ
∑
j≥2
‖x˜Sj‖2
≤
√
1 + (s− 1)µ‖Ax‖2
θ
.
Therefore,
‖x˜S1‖2 ≤
1√
1− (s− 1)µ
(√1 + (s− 1)µ
θ
+ 1
)
‖Ax‖2. (3.14)
Combining (3.13) and (3.14), we have
‖x˜‖2 ≤ ‖Ax‖2
θ
+
1√
1− (s− 1)µ
(√1 + (s− 1)µ
θ
+ 1
)
‖Ax‖2
=
(1
θ
+
√
1 + (s− 1)µ
θ(
√
1− (s− 1)µ) +
1√
1− (s− 1)µ
)
‖Ax‖2.
Now we can prove Proposition 3.8.
Proof of Proposition 3.8. We split x as
x = xmax(s∗) + x−max(s∗),
then we can write ‖xˆL − x‖2 as
‖xˆL − x‖2 ≤ ‖xˆL − xmax(s∗)‖2 + ‖x−max(s∗)‖2.
The condition LQ(
√
m/(34
√
s∗) implies that there exists x˜ ∈ Rn such that
Ax−max(s∗) = Ax˜ and ‖x˜‖1 ≤
34
√
s∗√
m
‖Ax−max(s∗)‖2. (3.15)
Therefore, we can rewrite ‖xˆL − x‖2 as
‖xˆL − x‖2 ≤ ‖xˆL − (xmax(s∗) + x˜)‖2 + ‖x˜‖2 + ‖x−max(s∗)‖2.
First, we estimate ‖x˜‖2. By Lemma 3.9, we have
‖x˜‖2 ≤
( 34√
m
+
34
√
1 + (s∗ − 1)µ√
m
√
1− (s∗ − 1)µ +
1√
1− (s∗ − 1)µ
)
‖Ax−max(s∗)‖2.
We decompose x−max(s∗) as
x−max(s∗) =
∑
j≥1
xSj ,
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where S1 is the index set of s
∗ largest entries of x−max(s∗), and S2 is the index set of s∗
largest entries of x(max(s∗)∪S1)c , and so on. The last index set may contain less s
∗ elements.
Then by MIP condition, we have
‖Ax−max(s∗)‖22 =
∑
j≥1
‖AxSj‖22 ≤
(
1 + (s∗ − 1)µ)∑
j≥1
‖xSj‖22
=
(
1 + (s∗ − 1)µ)‖x−max(s∗)‖22. (3.16)
Therefore,
‖x˜‖2 ≤
( 34√
m
+
34
√
1 + (s∗ − 1)µ√
m(
√
1− (s∗ − 1)µ) +
1√
1− (s∗ − 1)µ
)√
1 + (s∗ − 1)µ‖x−max(s∗)‖2.
(3.17)
It remains to estimate the term ‖xˆL − (xmax(s∗) + x˜)‖2. By Theorem 2.1, we have that
when µ < 1/(4s∗),
‖xˆL − (xmax(s∗) + x˜)‖2 ≤
15
√
s∗
8µ(1− 4s∗µ)λ
∗ +
(
2(1 + 2s∗)µ
1− 4s∗µ +
1
2
)
2‖x˜‖1√
s∗
≤ 2
µ(1− 4s∗µ)
√
s∗λ∗ +
1 + 2µ
1− 4s∗µ
2‖x˜‖1√
s∗
.
It then follows from (3.15) that
‖xˆL − (xmax(s∗) + x˜)‖2
≤ 2
µ(1− 4s∗µ)
√
s∗λ∗ +
1 + 2µ
1− 4s∗µ
68
√
s∗‖Ax−max(s∗)‖2√
m
√
s∗
≤ 2
µ(1− 4s∗µ)
√
s∗λ∗ +
68(1 + 2µ)
√
1 + (s∗ − 1)µ
(1− 4s∗µ)√m ‖x−max(s∗)‖2, (3.18)
where the second inequality follows from (3.16).
Last, combination of (3.17) and (3.18) yields that
‖xˆL − x‖2
≤
( 2
µ(1− 4s∗µ)
√
s∗λ∗ +
68(1 + 2µ)
√
1 + (s∗ − 1)µ
(1− 4s∗µ)√m ‖x−max(s∗)‖2
)
+
( 34√
m
+
34
√
1 + (s∗ − 1)µ√
m(
√
1− (s∗ − 1)µ) +
1√
1− (s∗ − 1)µ
)√
1 + (s∗ − 1)µ‖x−max(s∗)‖2
+ ‖x−max(s∗)‖2
=
(( 34√
m
+
34
√
1 + (s∗ − 1)µ√
m(
√
1− (s∗ − 1)µ) +
1√
1− (s∗ − 1)µ +
68(1 + µ)√
m(1− 4s∗µ)
)
×
√
1 + (s∗ − 1)µ + 1
)
‖x−max(s∗)‖2 +
2
µ(1− 4s∗µ)
√
s∗λ∗
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≤
(
34√
m
(
1 +
√
1 + (s∗ − 1)µ√
1− (s∗ − 1)µ +
2(1 + 2µ)
1− 4s∗µ
)
+
2
µ(1− 4s∗µ)
)
×
√
1 + (s∗ − 1)µ(√s∗λ∗ + ‖x−max(s∗)‖2)
≤
(
34
(
1 +
1 + (s∗ − 1)µ
1− 4s∗µ +
2(1 + 2µ)
1− 4s∗µ
)
+
2
µ(1− 4s∗µ)
)
×
√
1 + (s∗ − 1)µ(√s∗λ∗ + ‖x−max(s∗)‖2)
=
(
2 + 34µ
(
4− 3(s∗ − 1)))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
(√
s∗λ∗ + ‖x−max(s∗)‖2
)
.
For the xˆDS, by Theorem 2.4, we have that when µ < 1/(2s∗ − 1),
‖xˆDS − (xmax(s∗) + x˜)‖2 ≤
2
√
2
1− (2s∗ − 1)µ
√
s∗η∗ +
( √2s∗µ
1− (2s∗ − 1)µ +
1
2
√
2
)2‖x˜‖1√
s∗
=
2
√
2
1− (2s∗ − 1)µ
√
s∗η∗ +
2
√
2− (3√2s∗ − 1)µ
2
√
2(1− (2s∗ − 1)µ)
2‖x˜‖1√
s∗
.
Then (3.15) implies that
‖xˆDS − (xmax(s∗) + x˜)‖2
≤ 2
√
2
1− (2s∗ − 1)µ
√
s∗η∗ +
2
√
2− (3√2s∗ − 1)µ
2
√
2(1− (2s∗ − 1)µ)
68
√
s∗‖Ax−max(s∗)‖2√
m
√
s∗
≤ 2
1− (2s∗ − 1)µ
√
s∗η∗ +
2
√
2− (3√2s∗ − 1)µ
2
√
2(1− (2s∗ − 1)µ)
68
√
1 + (s∗ − 1)µ‖x−max(s∗)‖2√
m
=
2
1− (2s∗ − 1)µ
√
s∗η∗ +
34
(
2
√
2− (3√2s∗ − 1)µ)√1 + (s∗ − 1)µ√
2(1− (2s∗ − 1)µ)√m ‖x−max(s∗)‖2,
(3.19)
where the second inequality follows from (3.16).
Last, combination (3.17) and (3.19) yields that
‖xˆDS − x‖2
≤
( 2
1− (2s∗ − 1)µ
√
s∗η∗ +
34
(
2
√
2− (3√2s∗ − 1)µ)√1 + (s∗ − 1)µ√
2(1− (2s∗ − 1)µ)√m ‖x−max(s∗)‖2
)
+
( 34√
m
+
34
√
1 + (s∗ − 1)µ√
m(
√
1− (s∗ − 1)µ) +
1√
1− (s∗ − 1)µ
)√
1 + (s∗ − 1)µ‖x−max(s∗)‖2
+ ‖x−max(s∗)‖2
=
(( 34√
m
+
34
√
1 + (s∗ − 1)µ√
m(
√
1− (s∗ − 1)µ) +
34
(
2
√
2− (3√2s∗ − 1)µ)√
m
√
2(1− (2s∗ − 1)µ) +
1√
1− (s∗ − 1)µ
)
×
√
1 + (s∗ − 1)µ + 1
)
‖x−max(s∗)‖2 +
2
1− (2s∗ − 1)µ
√
s∗η∗
≤
((
34√
m
(
1 +
√
1 + (s∗ − 1)µ√
1− (s∗ − 1)µ +
2
√
2− (3√2s∗ − 1)µ√
2(1− (2s∗ − 1)µ)
)
+
2
1− (2s∗ − 1)µ
)
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×
√
1 + (s∗ − 1)µ(√s∗η∗ + ‖x−max(s∗)‖2)
≤
(
34
(
1 +
1 + (s∗ − 1)µ
1− (2s∗ − 1)µ +
2− (3s∗ − 1)µ
1− (2s∗ − 1)µ
)
+
2
1− (2s∗ − 1)µ
)
×
√
1 + (s∗ − 1)µ(√s∗η∗ + ‖x−max(s∗)‖2)
=
(
138 − 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
(√
s∗η∗ + ‖x−max(s∗)‖2
)
.
Now, we have made preparations for proving Theorem 3.3.
Proof of Theorem 3.3. Without loss of generalization, we assume that supp(xmax(s∗)) ⊂ S∗
with |S∗| = s∗. Set λ = σ√2 log n. By Lemma 2.6, event E = {z ∈ Rn : ‖A∗z‖∞ ≤ λ}
occurs with probability at least
1− 1
2
√
π log n
.
In the following, we shall assume that event E occurs.
There are three cases to consider, depending on the number of of x standing above the
noise level.
Case 1: High Noise Level: Suppose K(xS0 , x) ≤ σ2‖xS∗‖0.
Then K(xS0 , x) ≤ K(x, x) and ‖xS0‖0 ≤ ‖xS∗‖0. And x¯ = argminξK(ξ, x) also implies
that ‖x¯‖0 ≤ ‖xS∗‖0. Hence, Lemma 3.5 gives that xˆL satisfies
‖xˆL − x‖22 ≤
32(2 +
√
2 log n)2(
µ(1− 4s∗µ))2
∑
j
min{σ2, |x(j)|2} (3.20)
with probability at least
1− 1
2
√
π log n
.
And for xˆDS, Lemma 3.5 also implies that
‖xˆDS − x‖22 ≤
16(2 +
√
2 log n)2(
1− (2s∗ − 1)µ)2
∑
j
min{σ2, |x(j)|2} (3.21)
with probability at least
1− 1
2
√
π log n
.
Case 2: Low Noise Level: Suppose K(xS0 , x) > σ
2‖xS∗‖0 and ‖xS0‖0 ≥ ‖xS∗‖0.
From Lemma 3.7, for the Gaussian measurement ensemble, the requirements of Propo-
sition 3.8 are met with probability at least
1− e−m/100.
Hence, xˆL satisfies
‖xˆL − x‖22 ≤ 2
((
2 + 34µ
(
4− 3(s∗ − 1)µ))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
)2(
s∗(λ∗)2 + ‖x−max(s∗)‖22
)
20
≤ 8
((
2 + 34µ
(
4− 3(s∗ − 1)µ))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
)2
×
(5
4
+
√
2 log n
)2(
s∗σ2 + ‖x−max(s∗)‖22
)
with probability at least
1− e−m/100 − 1
2
√
π log n
.
The assumption ‖xS0‖0 ≥ ‖xS∗‖0 implies S0 ⊃ S∗, otherwise S0 ⊂ S∗. Therefore∑
j∈S∗
min{σ2, |x(j)|2} = σ2‖xS0∩S∗‖0 + ‖xS∗\S0‖22
=
{
σ2s∗, ‖xS0‖0 ≥ ‖xS∗‖0
σ2‖xS0‖0 + ‖xS∗\S0‖22, ‖xS0‖0 < ‖xS∗‖0.
(3.22)
Hence, xˆL satisfies
‖xˆL − x‖22 ≤ 8
((
2 + 34µ
(
4− 3(s∗ − 1)µ))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
)2(5
4
+
√
2 log n
)2
×
( ∑
j∈S∗
min{σ2, |x(j)|2}+ ‖x−max(s∗)‖22
)
(3.23)
with probability at least
1− e−m/100 − 1
2
√
π log n
.
And it follows from Proposition 3.8 that for xˆDS,
‖xˆDS − x‖22
≤ 2
((
138 − 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
)2(
s(η∗)2 + ‖x−max(s)‖22
)
≤ 2
((
138 − 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
)2(3
2
+
√
2 log n
)2(
sσ2 + ‖x−max(s)‖22
)
= 2
((
138 − 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
)2(3
2
+
√
2 log n
)2
×
( ∑
j∈S∗
min{σ2, |x(j)|2}+ ‖x−max(s∗)‖22
)
(3.24)
with probability at least
1− e−m/100 − 1
2
√
π log n
.
Case 3: Medium Noise Level: SupposeK(xS0 , x) > σ
2‖xS∗‖0 and ‖xS0‖0 < ‖xS∗‖0.
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As in Case 2, we have
‖xˆL − x‖22 ≤ 8
((
2 + 34µ
(
4− 3(s∗ − 1)µ))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
)2
×
(5
4
+
√
2 log n
)2(
s∗σ2 + ‖x−max(s∗)‖22
)
with probability at least
1− e−m/100 − 1
2
√
π log n
.
Note that
s∗σ2 + ‖x−max(s∗)‖22 ≤ K(xS0 , x) + ‖x−max(s)‖22
≤ σ2‖xS0‖0 + 2‖xS∗\S0‖22 + 3‖x−max(s∗)‖22
≤ 2
∑
j∈S∗
min{σ2, |x(j)|2}+ 3‖x−max(s∗)‖22
≤ 3
( ∑
j∈S∗
min{σ2, |x(j)|2}+ ‖x−max(s∗)‖22
)
,
where the third inequality follows from (3.22). Hence we get that xˆL satisfies
‖xˆL − x‖22 ≤ 24
((
2 + 34µ
(
4− 3(s∗ − 1)µ))√1 + (s∗ − 1)µ
µ(1− 4s∗µ)
)2(5
4
+
√
2 log n
)2
×
( ∑
j∈S∗
min{σ2, |x(j)|2}+ ‖x−max(s∗)‖22
)
(3.25)
with probability at least
1− e−m/100 − 1
2
√
π log n
.
And for xˆDS, we have
‖xˆDS − x‖22 ≤ 2
((
138− 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
)2(3
2
+
√
2 log n
)2
× (sσ2 + ‖x−max(s)‖22)
≤ 6
((
138− 34(4s∗ − 1)µ)√1 + (s∗ − 1)µ
1− (2s∗ − 1)µ
)2(3
2
+
√
2 log n
)2
×
( ∑
j∈S∗
min{σ2, |x(j)|2}+ ‖x−max(s∗)‖22
)
(3.26)
with probability at least
1− e−m/100 − 1
2
√
π log n
.
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4 Relationship to Robust Null Space Property
Besides mutual inherence property, the signal recovery problem has also been well
studied in the framework of the (robust) null space property, see [15, 12, 31, 23, 21, 22]. In
this section, we will study the relationship between mutual incoherence property and the
robust null space property (RNSP). The robust null space property with ℓ2 bound ‖Ax‖2
was first introduced by Sun in [31], which is called sparse approximation property. But
this name was first used by Foucart and Rauhut in [23]. And they also introduced the
robust null space property with Dantzig selector bound ‖A∗Ax‖∞.
Definition 4.1. [31, 23] Give q ≥ 1. The matrix A ∈ Rm×n is said to satisfy the lq-robust
null space property of order s with ℓ2 bound with constant pair (ρ, τ) , if
‖xmax(s)‖q ≤ ρs1/q−1‖x−max(s)‖1 + τ‖Ax‖2, (4.1)
holds for all x ∈ Rn.
And an m × n matrix A is said to satisfy the lq-robust null space property of order s
with Dantzig selector bound with constant pair (ρ, τ), if
‖xmax(s)‖q ≤ ρs1/q−1‖x−max(s)‖1 + τ‖A∗Ax‖∞ (4.2)
holds for all x ∈ Rn.
Remark 4.2. When x ∈ KerA\{0} and q = 1, then (4.1) and (4.2) become
‖xmax(s)‖1 ≤ ρ‖x−max(s)‖1, (4.3)
which is the null space property introduced in [15, 12].
We now point out that the RNSP can be deduced from the MIP.
Theorem 4.3. For any ι > 1, suppose matrix A ∈ Rm×n satisfies mutual incoherence
property with
µ <
√
ι− 1√
ι(ιs− 1) ,
then
‖xmax(s)‖2 ≤
(ιs− 1)µ√
(ι− 1)
(
1− ((ιs− 1)µ)2)
‖x−max(s)‖1√
s
+
2
√
1 + (ιs− 1)µ
1− ((ιs− 1)µ)2 ‖Ax‖2
=: ρ
‖x−max(s)‖1√
s
+ τ1‖Ax‖2 (4.4)
and
‖xmax(s)‖2 ≤
(ιs − 1)µ√
(ι− 1)
(
1− ((ιs− 1)µ)2)
‖x−max(s)‖1√
s
+
2
√
ιs
1− ((ιs − 1)µ)2 ‖A∗Ax‖∞
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=: ρ
‖x−max(s)‖1√
s
+ τ2‖A∗Ax‖∞, (4.5)
i.e., A satisfies the ℓ2-robust null space property of order s with ℓ2 bound with constant
pair (ρ, τ1), and the ℓ2-robust null space property of order s with Dantzig selector bound
with constant pair (ρ, τ2).
Before proving Theorem 4.3, we first state the vital lemma-“sparse representation of a
polytope”, which comes from [5].
Lemma 4.4. For a positive number κ and a positive integer s, define the polytope T (κ, s) ⊂
R
n by
T (κ, s) = {x ∈ Rn : ‖x‖∞ ≤ κ, ‖x‖1 ≤ sκ}.
For any x ∈ Rn, define the set of sparse vectors U(κ, s, x) ⊂ Rn by
U(κ, s, x) = {y ∈ Rn : supp(y) ⊂ supp(x), ‖y‖0 ≤ s, ‖y‖1 = ‖x‖1, ‖y‖∞ ≤ κ}.
Then any x ∈ T (κ, s) if and only if x is in the convex hull of U(κ, s, x). In particular, any
x ∈ T (κ, s) can be expressed as
x =
N∑
i=1
ρiu
i, and 0 ≤ ρi ≤ 1,
N∑
i=1
ρi = 1, and u
i ∈ U(κ, s, x).
Proof of Theorem 4.3. Our proof is inspired by [22, Theorem 5]. Suppose supp(xmax(s)) ⊂
S. Let
‖x−max(s)‖1 = ‖xSc‖1 = κs.
We partition the set Sc as
Sc = S1 ∪ S2,
where
S1 :=
{
j ∈ Sc : |xj | > κ
ι− 1
}
, S2 :=
{
j ∈ Sc : |xj | ≤ κ
ι− 1
}
.
And then
x−max(s) = xS1 + xS2 .
Denote that s1 = ‖xS1‖0. We can derive that s1 < (ι− 1)s from
‖xS1‖1 > s1
‖xSc‖1
(ι− 1)s ≥ s1
‖xS1‖1
(ι− 1)s .
By
‖xS2‖∞ ≤
κ
ι− 1
and
‖xS2‖1 = ‖xSc‖1 − ‖xS1‖1 ≤ ‖xSc‖1 − s1
‖xSc‖1
(ι− 1)s =
(
(ι− 1)s− s1
) κ
ι− 1 ,
we get that xS2 ∈ T (κ, (ι−1)s−s1). By Lemma 4.4, xS2 can be represented as the convex
hull of (ι− 1)s − s1)-sparse vectors:
xS2 =
N∑
j=1
ρju
j ,
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where uj is (ι− 1)s− s1)-sparse and
N∑
j=1
ρj = 1, 0 ≤ ρj ≤ 1, j = 1, . . . , N,
supp(uj) ⊂ supp(xS2),
‖uj‖1 = ‖xS2‖1, ‖uj‖∞ ≤ κ.
Hence,
‖uj‖2 ≤ ‖uj‖∞
√
‖uj‖0 ≤ κ
ι− 1
√
(ι− 1)s − s1 ≤
√
s
ι− 1κ =
‖x−max(s)‖1√
(ι− 1)s . (4.6)
We observe that
〈A(xmax(s) + xS1), Ax〉
=
1
4δµ
N∑
j=1
ρj
(∥∥∥A((1 + δµ)(xmax(s) + xS1) + δµuj)∥∥∥2
2
−
∥∥∥A((1− δµ)(xmax(s) + xS1)− δµuj)∥∥∥2
2
)
, (4.7)
By
‖(1+δµ)(xmax(s) + xS1) + δµuj‖0
= ‖(1 − δµ)(xmax(s) + xS1)− δµuj‖0
≤ s+ s1 +
(
(ι− 1)s − s1
)
= ιs,
we take δ = (ιs− 1).
First, we give an upper bound estimate for the left-hand side of (4.7). It follows from
Lemma 2.3 that
〈A(xmax(s) + xS1), Ax〉 ≤ ‖A(xmax(s) + xS1)‖2‖Ax‖2
≤
√
1 + (s+ s1 − 1)µ‖Ax‖2‖xmax(s) + xS1‖2
≤
√
1 + (ιs− 1)µ‖Ax‖2‖xmax(s) + xS1‖2. (4.8)
And it follows from ‖v‖p ≤ (‖v‖0)1/p−1/q‖v‖q for 0 < p ≤ q ≤ ∞ that
〈A(xmax(s) + xS1), Ax〉 ≤ ‖xmax(s) + xS1‖1‖A∗Ax‖∞
≤ √s+ s1‖A∗Ax‖∞‖xmax(s) + xS1‖2
≤ √ιs‖A∗Ax‖∞‖xmax(s) + xS1‖2. (4.9)
On the other hand, by mutual incoherence property, the right-hand side of (4.7) is
bounded from below by
1
4δµ
N∑
j=1
ρj
((
1− δµ)((1 + δµ)2‖xmax(s) + xS1‖22 + ((2s − 1)µ)2‖uj‖22)
25
− (1 + δµ)
((
1− δµ)2‖xmax(s) + xS1‖22 + (δµ)2‖uj‖22)
)
=
1
4δµ
N∑
j=1
ρj
(
2δµ(1 + δµ)(1 − δµ)‖xmax(s) + xS1‖22
− 2(δµ)3‖uj‖22)
≥ 1−
(
δµ
)2
2
‖xmax(s) + xS1‖22 −
(
δµ
)2
2
(‖x−max(s)‖1√
(ι− 1)s
)2
, (4.10)
where the last inequality follows from (4.6).
Let Y = ‖xmax(s) + xS1‖2. Then the combination of the two bounds yields
1− (δµ)2
2
Y 2 −
√
1 + δµ‖Ax‖2Y −
(
δµ
)2
2
(‖x−max(s)‖1√
(ι− 1)s
)2
≤ 0
and
1− (δµ)2
2
Y 2 −√ιs‖A∗Ax‖∞Y −
(
δµ
)2
2
(‖x−max(s)‖1√
(ι− 1)s
)2
≤ 0.
So far, we have obtained two second-order inequalities for Y . Owing to (1− (δµ)2)/2 > 0,
we can solve above two inequality and get
‖xmax(s)‖2 ≤ Y ≤
2
√
1 + δµ
1− (δµ)2 ‖Ax‖2 +
δµ√
(ι− 1)(1− (δµ)2)
‖x−max(s)‖1√
s
=: τ1‖Ax‖2 + ρ
‖x−max(s)‖1√
s
and
‖xmax(s)‖2 ≤ Y ≤
2
√
ιs
1− (δµ)2 ‖A∗Ax‖∞ +
δµ√
(ι− 1)(1− (δµ)2)
‖x−max(s)‖1√
s
=: τ2‖A∗Ax‖∞ + ρ
‖x−max(s)‖1√
s
,
which are the desired inequalities with
ρ =
δµ√
(ι− 1)(1− (δµ)2) =
(ιs− 1)µ√
(ι− 1)
(
1− ((ιs− 1)µ)2) < 1
when
µ <
√
ι− 1√
ι(ιs− 1) ,
and with
τ1 =
2
√
1 + (ιs− 1)µ
1− ((ιs− 1)µ)2 , τ2 =
2
√
ιs
1− ((ιs− 1)µ)2 .
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Remark 4.5. If we take ι = 3/2, then we get that then A satisfies the ℓ2-robust null space
property of order s can be deduced from the coherence condition µ < 1/
(√
3(3s/2− 1)).
5 Conclusions and Discussion
In this paper, we first obtain an upper bound of error of the original signal x and
reconstructed signals xˆL of Lasso model under the mutual incoherence property condition
µ < 1/(4s) (Theorem 2.1). And we also obtain the lower bound estimate of ‖xˆL−x‖2 and
‖xˆDS − x‖2 for sparse signal x for Gaussian noise observations in the sense of expectation
and probability (Theorem 2.8 and Theorem 2.9). For Lasso model, we also get the oracle
inequalities for both sparse signal and non-sparse signal under the condition µ < 1/(4s)
(Theorem 3.2 and Theorem 3.3). And as a supplement of [3, Theorem 4.1], we also
give an oracle inequality of Dantzig selector for non-sparse signal under the condition
µ < 1/(2s− 1) (Theorem 3.3). In the last section, we investigate the relationship between
mutual incoherence property and robust null space property, we find that the ℓ2 robust
null space property of order s can be deduced from the condition µ <
√
ι− 1/(√ι(ιs−1))
for any fixed ι > 1 (Theorem 4.3). Therefore, these results in our paper may guide the
practitioners to study Lasso and oracle inequalities in framework of MIP.
However, Cai, Wang and Xu [3] showed that the MIP condition µ < 1/(2s− 1) is sharp
for stable recovery of s-sparse signals in the presence of noise. Therefore, our condition
µ < 1/(4s) for Lasso model (Theorem 2.1) and µ < 1/
(√
3(3s/2−1)) for robust null space
property (Theorem 4.3 and Remark 4.5) may be not sharp. Obtaining the sharp bound
of MIP is one direction of our future research.
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