There are now many books which cover roughly the same material as this one. It has two distinguishing features. First, it contains many well-chosen, sometimes long, quotations from well-known works about the foundations of mathematics; some of these provide motivation, others (about Church's thesis and about various kinds of constructive mathematics) exhibit the relevance of the formal work to foundational problems. Secondly, almost no technical knowledge is assumed: in each section the groundwork is carefully presented and explained; in particular, this is done for Turing machines, primitive and partial recursive functions, propositional logic, formal systems of arithmetic and the incompleteness theorems. There is a detailed and clear treatment of Robinson's system Q showing its power and its weakness. Verifications and further developments are often left to the reader; there is a teacher's handbook which I have not seen. There are good historical remarks and suggestions for further reading. But the prospective user should be warned that a number of expected topics are treated only by mention. These include: connections with actual computers and programming languages; problems of complexity; relative recursiveness and degrees of unsolvability; the existence of simple, creative and recursively inseparable sets. This is an interesting, readable and very well written book. It is about those objects (and sequences of objects) of classical (not constructive) analysis which can be considered as computable, and with the conditions under which the operations of analysis preserve computability; I shall write 'CP' for 'computability preserving'. The definitions of ' x is computable' have the form:
(COMP) We say that x is ' computable' if x is the limit (using some appropriate norm) of a computable sequence of finitely presented objects AND the sequence converges effectively-that is, one can compute a modulus of convergence. of polynomials with rational coefficients which converges (in uniform norm) effectively to x. This definition is shown to be equivalent to requiring not only t h a t / shall be CP for sequences, but also that it shall have an effective modulus of uniform continuity. (The definition is also equivalent to requiring t h a t / c a n be specified by a recursive functional-but the book is written for analysts rather than for recursion theorists.) The paradigm example for non-computability is x = £ * 2~o (n) , where a: N -> N is a computable function which enumerates, without repetitions, a nonrecursive set. In Part I, applications to real and complex analysis are discussed and there is an illustrative selection of results, nicely balanced between the positive and negative. Examples: (1) if/:[0,1] ->R is computable and has a second derivative/" then/' may not be computable, but it will be if/" is continuous; (2) the entire function f(
m (with a as above) is computable over any compact region of C, but not over C.
Part II is about closed operators on Banach spaces. A 'computability structure' S for a Banach space X is the set of all those sequences {x n } of points of X which are to be counted as computable. For familiar spaces S is determined by COMP, but the authors also consider ad hoc structures S which are merely required to satisfy certain natural conditions. The structure (X, S) is effectively generated by {e n } if this sequence is computable and dense in X. An operator T: (X x , SJ -> (X 2 , S 2 ) is effectively presented (my terminology, ' E P ' for short) if {Te n }eS 2 for some {eje^ which generates (X x , SJ; Tis effectively determined ('ED') if, further, {e n> Te n } is dense in the graph of T. The ' First Main Theorem' asserts that a closed EP operator T preserves computability of sequences if and only if it is bounded. This fine theorem, which is not hard to prove, has many applications, including snappy proofs for some of the results of Part I.
Part III is about the spectral theory of operators in Hilbert space. The ' Second Main Theorem' asserts that given any closed, self-adjoint, ED operator T, there is a computable sequence {XJ of reals and a recursively enumerable set A such that (1) {X n } is dense in the spectrum of T, and (2) {X n : n $ A} is the set of eigenvalues of T; conversely, given any such {X n } and A, there is such a T. The construction of {A n } and the proof that it satisfies (1) is long and complicated; for the converse, (2) is proved by 'smearing out' the eigenvalues X n (for neA) of a simpler operator 7^. By an ingenious use of ad hoc structures it is also shown that a (computable) eigenvalue may have no computable eigenvectors.
Both in this book, and in the papers which preceded it, the authors are interested in the possibility of some familiar physical system (described, say, by a linear operator) exhibiting non-computable behaviour; the ultimate goal being to show that some such system would allow one, in principle, to observe the successive values of a non-computable function from N to N. In his classic paper [2] Kreisel discussed possible sorts of non-computable behaviour; the results in this book contribute significantly to that discussion, but they fall far short of the ultimate goal. The first main theorem is used to show that from computable initial conditions, the wave equation may produce a non-computable state at a later time: but the initial conditions considered have in fact a non-computable gradient, and so are not physically obtainable; for a penetrating analysis of the situation, see [3] . Again, although the converse of the second main theorem gives an effectively determined operator whose eigenvalues belong to a non-recursive set, it is not clear that, even in principle, one could physically distinguish between a proper eigenvalue and one which was slightly smeared out. A more striking example (my own) is the following. Let {e n } be an orthonormal basis, and let Te n = X n e n , where X o = 0, A 2n+1 = 2~n, A 2n+2 _ 2-«(«) ( w ith a as before). Then Tis a compact self-adjoint and effectively determined operator, and each of its eigenvalues has multiplicity one (a singlet) or two (a doublet); however, the function /, given by f(ri) = multiplicity of X n , is not computable. But although T is ED, it is not thoroughly computable (its trace is not computable), and to construct a physical system which had T as its hamiltonian one would have, so to speak, to build something not computable into the construction of the system.
The book ends with a list of open problems, both technical and conceptual. Two of these-about the connections with constructive analysis and about applications to numerical analysis-have been discussed by Feferman in [1] .
