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Un algoritmo genético o genetic algorithm (GA) es 
una técnica de la inteligencia artificial que es utilizada 
en cualquiera de las especialidades de ingeniería. 
En el presente estudio, el GA propuesto encuentra 
valores óptimos para los parámetros Kp, Ki y Kd de un 
controlador PID, utilizado ampliamente en la industria. 
Los cromosomas, formados con los genes Kp, Ki y 
Kd, representados por números reales, evolucionan 
y son evaluados mediante el error cuadrático medio 
(ECM) de la salida deseada. En ese sentido, la solución 
es el cromosoma con menor ECM, el cual produce 
menores transitorios en la salida. Además, el GA ha sido 
codificado en lenguaje M (MATLAB) y los resultados han 
sido comparados con otros trabajos.
Palabras-claves: Algoritmos genéticos; genes de 
números reales; PID; error cuadrático medio.
INTRODUCCIÓN
Un proceso industrial puede verse como un sistema cerrado 
(retroalimentado) constituido por un controlador y una planta 
controlada. Para el diseño del controlador, una de las técnicas 
más utilizadas, por su simplicidad y robustez, es la denominada 
proporcional integral derivativo (PID); sin embargo, no es una 
tarea fácil encontrar los valores óptimos de los parámetros del 
controlador denominados Kp, Ki y Kd. Por ese motivo, para el 
cálculo de esos parámetros, se ha propuesto como solución 
utilizar algoritmos de inteligencia artificial; por ejemplo, se tie-
ne: optimización de enjambre de partículas (PSO) (Iwan et al., 
2011), optimización de colonia de hormigas (ACO) (Lahlouh et 
al., 2019), lógica difusa (Akbari-Hasanjani et al., 2015), redes 
neuronales (Hernández et al., 2016), algoritmos genéticos (GA) 
(Feng et al., 2018), entre otros. En el presente estudio se descri-
be la elaboración de un GA, codificado en lenguaje M de MAT-
LAB, que calcula los parámetros Kp, Ki y Kd del controlador, de 
tal modo que la salida del sistema (controlador más planta) se 
estabilice al valor deseado, minimizando sus valores transitorios 
de sobreimpulso, tiempo de establecimiento y tiempo de subida.
Un algoritmo genético (GA) es un algoritmo de búsqueda que 
sigue el paradigma de la evolución. A partir de una población ini-
cial, el algoritmo aplica operadores genéticos (selección, cruce 
y mutación) para producir descendientes (en la terminología de 
búsqueda local, corresponde a explorar el vecindario), que son 
claramente más aptos que sus antepasados. En cada genera-
ción (iteración), cada nuevo cromosoma corresponde a una so-
lución (Pezzella et al., 2008). Los métodos para seleccionar los 
cromosomas que van a generar descendientes dan preferencia 
a aquellos con mayores valores de aptitud; entre estos métodos 
de selección se tiene a los siguientes: selección por ruleta, se-
lección por torneo, ranking lineal, etc. Asimismo, en este estudio 
214
Sistemas e Informática
Ind. data 22(2), 2019
Controlador PId Con algorItmos genétICos de números reales
se ha utilizado la selección de ranking lineal porque 
con ella se logra asignar a los cromosomas, ran-
queados de acuerdo a su valor de aptitud, distintos 
valores de probabilidad que se diferencian en una 
proporción lineal decreciente desde el mejor hasta 
el peor ranqueado; es decir, las probabilidades que 
tienen los cromosomas de ser seleccionados no se 
diferencian en forma desproporcionada.
Los métodos para realizar el cruce de los cromo-
somas son diversos y dependen de la naturaleza 
de los genes, los cuales puede ser binarios, per-
mutados, de números reales, etc. Así, entre los 
métodos de cruce, se tiene a los siguientes: SPX 
(single point exchange), DPX (double point cross-
over), PMX (partially matched crossover), OX (or-
der crossover), CX (cycle crossover), aritmético, 
etc. (Haupt y Haupt, 2004). Este último, el aritméti-
co, ha sido utilizado en el presente trabajo, por 
ser adecuado para genes de números reales. Así, 
mientras que el cruce tiende a que la población 
genética converja, preferiblemente a valores ópti-
mos, la mutación tiene como objetivo mantener un 
cierto nivel de diversidad en la población, es decir, 
evitar que la población converja rápidamente (Sri-
nivas y Patnaik, 1994; Schaffer y Eshelman, 1991; 
Beck, 2000). La mutación utilizada con mayor fre-
cuencia es aquella en que uno de los genes (vari-
ables) del cromosoma varía aleatoriamente (Gestal 
et al., 2010). Por último, el número de mutaciones 
se calcula mediante un porcentaje con respecto al 
tamaño de la población.
De esta forma, el problema por solucionar es mul-
tiobjetivo, porque se desea minimizar más de una 
variable, las que son: el sobreimpulso, el tiempo 
de establecimiento y el tiempo de subida de la res-
puesta del sistema. No obstante, para mayor senci-
llez, el problema ha sido tratado como mono-obje-
tivo, es decir, persiguiendo un solo objetivo, que se 
correlacione con las variables de interés. En este 
sentido, se ha seleccionado como función objetivo, 
también denominado como función aptitud, función 
de ajuste, función fitness o función costo, al error 
cuadrático medio (ECM) de la salida.
Por otro lado, el código del programa se ha escri-
to en lenguaje de MATLAB. El programa ha corrido 
controlando las plantas utilizados por otros investi-
gadores, de esta forma se ha podido comparar re-
sultados y demostrar que el algoritmo propuesto ha 
tenido un buen desempeño, ya que ha encontrado 
los valores adecuados de Kp, Ki y Kd del controla-
dor PID con los cuales se han minimizado el sob-
reimpulso, el tiempo de establecimiento y el tiempo 
de subida de la respuesta del sistema.
METODOLOGÍA
La estructura del algoritmo implementado se des-
cribe en la figura 1. Después de creada una pobla-
ción genética inicial, se evalúa cada cromosoma de 
la población calculando el error cuadrático medio 
(ECM) de la salida que le corresponde. Luego, se 
ordenan a los cromosomas de menor a mayor valor 
según su ECM y, posteriormente, entre los cromo-
somas más aptos se seleccionan a los que se van 
a cruzar con el objeto de generar descendencia, se 
mutan aleatoriamente a los cromosomas para lue-
go realizar una nueva evaluación. El proceso se re-
itera tantas veces como lo permita el número de ge-
neraciones indicado por el usuario. Finalmente, se 
obtendrá la población óptima y el mejor cromosoma 
será el primero de la lista. En los párrafos siguien-
tes se dan mayores precisiones sobre cada etapa.
Figura 1. Estructura del algoritmo genético.
Fuente: elaboración propia.
Población
La población genética está constituida por un núme-
ro de cromosomas, en donde cada uno contiene un 
número de genes. Por la naturaleza del problema, 
se definió que cada cromosoma estuviera constitui-
do por tres genes o variables de números reales, lo 
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cual matemáticamente significa que un cromosoma 
es un vector de tres elementos, en donde cada ele-
mento son las variables proporcional (KP), integral 
(Ki) y derivativa (Kd). De esta manera, cada vector 
(cromosoma) es una probable solución del proble-
ma, por lo que la población genética se ha construi-
do como un arreglo de N filas por tres columnas, 
donde N es el número de cromosomas o tamaño de 
la población y cada una de las tres columnas repre-
sentan respectivamente a las variables Kp, Ki y Kd. 
La población inicial ha sido creada con números 
reales aleatorios respetando los intervalos mínimo 
y máximo (rangos) de cada variable indicadas por 
el usuario. La figura 2 muestra parte del código que 
crea a la población genética.
Selección
En el tipo de selección de ranking lineal, los cromo-
somas son clasificados de acuerdo con su valor de 
ajuste y un rango ri ∈ {1, ..., N} se asigna a cada 
uno, donde N es el tamaño de la población. El me-
jor cromosoma obtiene el rango N mientras que el 
peor obtiene el rango 1. Luego: Pi = (2ri)/N(N+1) es 
la probabilidad de elegir el i-enésimo cromosoma 
en el ranking lineal (Pezzella et al., 2008).
En este sentido, se escogen a los n primeros cro-
mosomas para cruzarse, donde n es el producto de 
la tasa de cruce por el número total de la población. 
Luego, se le otorga mayor probabilidad de cruce a 
los mejores ranqueados, formando un arreglo de-
nominado «ánfora», en donde los números que 
identifican a los cromosomas se repiten proporcio-
nalmente a su importancia (Tejada, 2017). Así, por 
ejemplo, suponiendo que se ha escogido a los cua-
tro primeros cromosomas de la población (1,2,3,4), 
con ellos se genera una «ánfora», dando mayor 
prioridad de ser elegido al primer cromosoma por-
que es el mejor ranqueado de la población; esta se 
construye de la siguiente manera:
ánfora = (4 3 3 2 2 2 1 1 1 1)
Esto indica que, al seleccionar aleatoriamente un 
cromosoma de la «ánfora», el cromosoma 1 tiene 
la mayor probabilidad de ser elegido (4/10=40%), 
seguido del cromosoma 2 (3/10=30%), luego el cro-
mosoma 3 (2/10=20%) y, finalmente, el cromosoma 
4 (1/10=10%). Después, se selecciona de la «ánfo-
ra», mediante un sorteo, los padres y madres que 
se aparearán de acuerdo con el número de cruces 
especificado por el usuario. Se forman dos vec-
tores, un vector de «padres» y un vector de «ma-
dres», así como se representan a continuación:
padres = (1 2 1 2 2 1 1 2)
madres = (2 1 2 4 1 3 3 2) 
Hasta aquí, la etapa de selección termina su tarea. 
Luego, en la etapa de cruce, se van a cruzar los 
cromosomas: (1, 2), (2, 1), …, (1, 3), (2, 2). Los mis-
mos padres pueden cruzarse varias veces y siem-
pre van a generar hijos diferentes. Además, puede 
ocurrir que, tanto el padre como la madre, sean los 
mismos cromosomas, por lo que no es necesario 
evitarlo, esto no ha afectado el desempeño del al-
goritmo. La figura 3 muestra parte del código de la 
selección.
Cruce
El operador de cruce aritmético de números reales 
puede generar hasta dos descendientes que son 
una combinación lineal de dos cromosomas X e Y 
(Yalcinoz y Altun, 2001):
                          hijo 1 = αX  + (1-α)Y
                          hijo 2 = (1-α)X + αY
Donde α se escoge aleatoriamente entre 0 y 1.
 % ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
% ¬¬¬¬¬¬ GENERACIÓN DE LA POBLACIÓN INICIAL ¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
MatrizRangos=[RangoP;RangoI;RangoD]; 
%Se generan valores de P, I y D aleatorios respetando Intervalos de usuario 
P_aleatorio = MatrizRangos(1,1)+(MatrizRangos(1,2)-MatrizRangos(1,1))*rand(TamanoPob,1); 
I_aleatorio = MatrizRangos(2,1)+(MatrizRangos(2,2)-MatrizRangos(2,1))*rand(TamanoPob,1); 
D_aleatorio = MatrizRangos(3,1)+(MatrizRangos(3,2)-MatrizRangos(3,1))*rand(TamanoPob,1); 
pob = [P_aleatorio I_aleatorio D_aleatorio]; 
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En esta investigación se ha preferido generar por 
cada cruce un solo hijo, por lo que el número de 
padres es igual al número de cruces. Esto se ha 
realizado con el objeto de dar oportunidad a que 
más padres generen descendencia obteniendo ma-
yor diversidad en la población. Si se hubiera optado 
por generar dos hijos en cada cruce, solo se hubie-
ra seleccionado para cruzarse la mitad del número 
de padres. La figura 4 muestra parte del código de 
cruce.
Mutación
Una vez seleccionado al azar un cromosoma de la 
población y la variable que será modificada (Kp, Ki 
o Kd), esta variable es remplazada por un número 
aleatorio:
pob(cromosoma, variable)  valor aleatorio
Sin embargo, como cada variable tiene un valor 
dentro de un intervalo especificado por el usuario 
(Imin, Imax); entonces, para evitar que la mutación 
destruya un valor válido de la variable, el valor alea-
torio tiene que estar dentro de ese rango especifi-
cado, por lo que el reemplazo debe ser (Seck Tuoh, 
et al., 2016):
pob(cromosoma, variable)  Imin + (Imax-Imin)* 
valor aleatorio
 % ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬ SELECCIONAR LISTA DE PADRES PARA CRUZAMIENTO ¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
Totalcupones = length(anfora);  
 
sorteo1 = ceil (totalcupones*rand(1,NumeroCruces)); %ejem:(7 4 8 6 5 7 8 4) 
sorteo2 = ceil (totalcupones*rand(1,NumeroCruces)); %ejem:(6 10 4 1 9 3 2 6) 
listapadres = anfora (sorteo1); % listapadres1=(1 2 1 2 2 1 1 2) 
listamadres = anfora (sorteo2); % listapadres2=(2 1 2 4 1 3 3 2) 
% Se van aparear (1,2), (2,1). . .(1,3), (2,2). Cada apareamiento  
%genera un nuevo hijo. Solo en (2,2) es inútil, esto en más probable  
%que aparezca en poblaciones pequeñas y no es necesario corregir. 
 




% ¬¬¬¬¬ CRUCE DE PADRES ¬¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
  
NumeroHijos = length(listapadres); 
ListaHijos = zeros(NumeroHijos,3); 
  
index = 1; 
  
for i=1:NumeroHijos 
   
  padre = listapadres(index); 
  madre = listamadres(index); 
  index = index + 1; 
   
  alpha = rand; 
  ListaHijos(i,:) = alpha*pob(padre,:) + (1-alpha)*pob(madre,:);  
end 
Figura 4. Parte del código de cruce.
Fuente: elaboración propia.
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Otro importante punto que se ha tenido en cuenta 
es que nunca se elegirá al primer cromosoma para 
ser mutado, de tal manera que se conservará sin 
cambios al mejor rankeado, que pasará a la sigui-
ente generación. La figura 5 muestra parte del códi-
go de mutación.
Evaluación
Se ha creado la función PID_ERROR_OBJETI-
VO, con la cual se evalúa a cada cromosoma de 
la población. De esta manera, con los valores Kp, 
Ki y Kd de cada cromosoma se calcula la función 
de transferencia del controlador PID. Luego, con 
la función de transferencia del controlador y con la 
función de transferencia de la planta del sistema 
se configura un sistema cerrado retroalimentado. 
Finalmente, con el sistema cerrado retroalimenta-
do se calcula su respuesta frente a la entrada de 
un escalón de amplitud uno (1). En todo este pro-
ceso, para abreviar cálculos, se han utilizado las 
funciones de MATLAB: tf (la cual crea una función 
de transferencia de tiempo continuo), series (la que 
conecta dos modelos o dos funciones de transfe-
rencias) y feedback (encuentra la función de dos 
modelos, uno de los cuales pertenece al lazo de 
realimentación), un procedimiento similar se realiza 
en el estudio de Ibrahim Mohamed (2005). 
Durante el transitorio que demora la función de sa-
lida hasta alcanzar el valor de 1, se hubiera podido 
encontrar por cada cromosoma los valores que to-
man las siguientes variables: tiempo de subida, so-
breimpulso, tiempo de establecimiento, entre otros. 
De esta manera, se hubiera tenido que clasificar a 
los cromosomas que tengan a esas variables mini-
mizadas, con lo cual el problema hubiera sido mul-
tiobjetivo. Sin embargo, todas las variables anterio-
res se pueden correlacionar con una sola variable, 
convirtiendo el problema a mono-objetivo. Es por 
eso que, en este estudio, se ha optado por calcu-
lar por cada cromosoma el error cuadrático medio 
(ECM) de la salida.
En ese sentido, el progreso del valor de la salida 
(Yi) hasta alcanzar el valor del escalón es leído du-
rante n espacios de tiempo, calculando el error cua-








 Donde:n = número de medidas totalesYi= valor de la salida del sistema en el instante i(Yi - 1)2 =error cuadrático de la salida en el instante 
i con respecto al escalón (1) de entrada.
Por cada cromosoma de la población, se tiene que 
realizar el cálculo de ECM de la manera antes des-
crita, con lo cual la función objetivo finaliza su ta-
rea. Posteriormente, el algoritmo asocia a cada cro-
mosoma un valor de ECM que lo identificará y los 
miembros de la población, de acuerdo con su ECM, 
son ordenados de menor a mayor valor, garantizan-
do indirectamente un ranking ordenado de cromo-
somas de mejores características de tiempo de su-
bida, sobreimpulso y tiempo de establecimiento. La 
figura 6 muestra la parte del código de evaluación.
El programa de software desarrollado se ha codi-
ficado en el lenguaje de MATLAB. Los resultados, 
tales como el valor de Kp, Ki, Kd y las característi-
cas de la curva de salida, obtenidas con la función 
stepinfo, han sido exportados a una hoja de Excel 
mediante la función de MATLAB xlswrite, donde 
 % ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬ MUTACION ¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
  
for i = 1: NumeroMutaciones 
ColVar = ceil(NumVariables*rand); 
IndividuoPob = ceil((TamanoPob-1)*rand+1); % No muta nunca el primer cromosoma 
pob (IndividuoPob,ColVar) = MatrizRangos(ColVar,1) + (MatrizRangos(ColVar,2) - …  
                       MatrizRangos(ColVar,1))*rand;  
end 
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también se han generado los gráficos con las cur-
vas de salida. 
Los investigadores que han diseñado sus propios al-
goritmos genéticos o algoritmos genéticos difusos, 
entre otros, han contrastado sus resultados con los 
obtenidos con el método clásico de Ziegler-Nichols, 
exhibiendo buenos resultados. Por esta razón, se 
ha creído conveniente probar el algoritmo diseñado 
con los modelos de plantas utilizados por estos in-
vestigadores.
RESULTADOS
El programa ha sido ejecutado utilizando los mo-
delos matemáticos de procesos (plantas) aplicados 
por otros estudiosos, lo cual ha permitido comparar 
resultados. Se ha seleccionado a los autores que 
han comparado sus datos con el método clásico de 
Ziegler-Nichols. 
Para todos los casos, el programa se ha ejecutado 
con las siguientes especificaciones: tamaño de la 
población = 40, número de variables = 3, porcentaje 
de cruces = 70%, porcentaje de mutación = 10%, 
número de generaciones = 20. 
Las tablas 1-4 muestran el modelo matemático de 
la planta controlada, los parámetros del controla-
dor PID (Kp, Ki y Kd), los valores transitorios de la 
salida (sobre pico máximo, tiempo de subida, tiem-
po de establecimiento) y el error cuadrático medio. 
Además, se comparan los resultados con los obte-
nidos por otros investigadores, la columna «Algorit-
mo Genético Propuesto» corresponde al presente 
trabajo. Los intervalos de búsqueda para cada va-
riable se muestran en la última fila de cada tabla.
Las figuras 7-10 muestran gráficamente los resulta-
dos de las tablas anteriores, la salida deseada del 
sistema se muestra con líneas punteadas y ha sido 
fijada para una amplitud de 1 (un escalón Step Res-
 function [ICE] = PID_ERROR_OBJETIVO (pob, planta_sistema, tm) 
% Se encuentra el número de miembros de la población 
[cantidad_cromosomas, col] = size(pob);  
for i = 1:cantidad_cromosomas 
P = pob(i,1); % El primer gen del cromosomai es la constante P 
I = pob(i,2); % El segundo gen del cromosomai es la cosntante I 
D = pob(i,3); % El tercer gen del cromosomai es la constante D 
% Se crea función de transferencia con P, I y D 
controlador_pid = tf ([D P I],[1 0]);  
% Se conecta planta y controlador  
%(Equivale a:controlador_pid*planta_sistema) 
planta_controlador = series (controlador_pid, planta_sistema);  
%Conecta el modelo "planta_controlador" con el modelo ubicado  
%en el lazo retrolimentado (en este caso es 1)  
sistema_cerrado = feedback (planta_controlador,1);  
% Para varios puntos del tiempo (muestras) se calcula la salida 
tiempo =0:0.1:ceil (tm); 
[salida,t] = step (sistema_cerrado, tiempo);  
% Se cálcula el número de puntos muestreados 
[muestras colu]=size(salida);  
%¬¬¬ Se calcula el Error Cuadrático Medio(ICE)¬¬¬¬ 
for j = 1:muestras 
% error^2= (salida deseada-salida obtenida)^2 
error_cuadrado(j) = (1-salida(j))^2;  
end 




 Figura 6. Código de evaluación.
Fuente: elaboración propia.
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Tabla 1. Comparaciones con resultados para Planta 1.
Planta 1
5𝑆𝑆 + 2
𝑠𝑠3 + 5𝑠𝑠2 + 8𝑠𝑠 + 4
 
Algoritmo Genético Pareto







Sobre pico máximo (%) 0,9995 1,2674
Tiempo de subida (s) No indica 0,0545
Tiempo de establecimiento (s) 1,14 0,0847
Error cuadrático medio ----------------- 0,0100
Búsqueda: 0≤kp≥50; 0≤ki≥20; 0≤kd≥20
Fuente: elaboración propia.
Tabla 2. Comparaciones con resultados para Planta 2.
Planta 2
10
𝑠𝑠2 + 2𝑠𝑠 + 10
 
Algoritmo Genético Pareto 







Sobre pico máximo (%) 1,0137 1,1786
Tiempo de subida (s) No indica 0,0180
Tiempo de establecimiento (s) 1,9484 0,0291
Error cuadrático medio ------------- 0,0099
Búsqueda: 0≤kp≥50; 0≤ki≥20; 0≤kd≥20
Fuente: elaboración propia.
Tabla 3. Comparaciones con resultados para Planta 3.
Planta 3. Control de nivel de tres tanques
1
64𝑠𝑠3 + 9,6𝑠𝑠2 + 0,48𝑠𝑠 + 0,008
 
Algoritmo Genético 






Sobre pico máximo (%) 18 12,3728
Tiempo de subida (seg.) 10 16,3166
Tiempo de establecimiento (seg.) 90 86,0968
Tiempo de pico 45 33,5201
Error cuadrático medio ---------- 0,03280
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Tabla 4. Comparaciones con resultados para Planta 4.
Planta 4. Control de nivel de tanque
5(𝑠𝑠 + 1)
𝑠𝑠(𝑠𝑠 + 1)(𝑠𝑠 + 6)
=
5𝑠𝑠 + 5
𝑠𝑠3 + 7𝑠𝑠2 + 6𝑠𝑠
 







Sobre pico máximo (%) 0,72 0
Tiempo de subida (seg.) No indica 0,06548
Tiempo de establecimiento (seg.) 23 0,12271
Error cuadrático medio 0,01236
Búsqueda: 0≤kp≥40; 0≤ki≥30; 0≤kd≥20
Fuente: elaboración propia.
Figura 7. Respuesta controlada de la Planta 1 (tabla 1).
Fuente: elaboración propia.
ponse). Además, la línea azul es la salida del sis-
tema que alcanza finalmente a la salida deseada.
DISCUSIÓN
Como se puede observar de los resultados de las 
tablas 1-4, en todos los casos los sobre picos máxi-
mos han sido similares, los tiempos de estableci-
mientos han sido superiores en todos los casos y 
solo en la tabla 3 el tiempo de subida no ha sido 
el mejor. Estos resultados demuestran que el algo-
ritmo propuesto ha tenido un buen desempeño en 
encontrar los valores adecuados de Kp, Ki y Kd del 
controlador PID. Además, para todos los casos se 
ha utilizado las mismas especificaciones de tama-
ño de población, porcentaje de cruce, porcentaje 
de mutación y número de generaciones lo cual de-
muestra que el algoritmo es bastante robusto.
CONCLUSIONES
Mediante algoritmos genéticos, se ha solucionado 
el problema de sintonizar los parámetros propor-
cional, derivativo e integral de un controlador PID, 
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Figura 8. Respuesta controlada de la Planta 2 (tabla 2).
Fuente: elaboración propia.
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minimizando el tiempo de establecimiento y el so-
breimpulso de la respuesta en plantas no lineales. 
Asimismo, se ha probado que los resultados obte-
nidos han sido óptimos al compararlos con resul-
tados de otras investigaciones, mostrados en las 
tablas 1-4.
Además, se ha probado que el algoritmo diseñado 
como mono-objetivo ha sido eficiente al minimizar, 
indirectamente, diversas variables (sobreimpulso, 
tiempo de establecimiento, tiempo de subida) me-
diante la minimización de una sola variable: el error 
cuadrático medio, en contraposición con un algo-
ritmo genético multiobjetivo basado en el enfoque 
de Pareto, como el presentado por Acevedo et al. 
(2014).
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A genetic algorithm (GA) is an artificial intelligence 
technique that can be applied to any engineering 
specialty. In this study, the proposed GA finds optimal 
values for PID controller parameters Kp, Ki and Kd, 
which are widely used in the industry. Chromosomes, 
composed of Kp, Ki and Kd genes, represented by real 
numbers, evolve and are evaluated by the mean square 
error (MSE) of the desired output. In that sense, the 
solution is the chromosome with the lowest MSE, which 
produces less transient output. In addition, the GA has 
been encoded in MATLAB language and results have 
been compared with other works.
Keywords: Genetic algorithms; real number genes; 
PID; mean square error.
INTRODUCTION
An industrial process can be considered a closed-loop (feed-
back) system consisting of a controller and a controlled plant. 
For controller design, one of the most used techniques, due to 
its simplicity and robustness, is the so-called proportional inte-
gral derivative (PID); however, it is not an easy task to find the 
optimal values of controller parameters Kp, Ki and Kd. For this 
reason, artificial intelligence algorithms have been proposed as 
a solution for the calculation of these parameters, for example: 
particle swarm optimization (PSO) (Iwan et al., 2011), ant colony 
optimization (ACO) (Lahlouh et al., 2019), fuzzy logic (Akbari-Ha-
sanjani et al., 2015), neural networks (Hernández et al., 2016) 
and genetic algorithms (GA) (Feng et al., 2018) among others. 
This study describes the development of a GA, encoded in MAT-
LAB’s M-language, that calculates the controller’s Kp, Ki and 
Kd parameters, so that the output of the system (controller plus 
plant) reaches the desired value, minimizing transient overshoot 
values, settling time and rise time.
A genetic algorithm (GA) is a search algorithm that follows the 
evolutionary paradigm. From an initial population, the algorithm 
applies genetic operators (selection, crossover and mutation) 
to produce offspring (in local search terminology, neighborhood 
search method), who are clearly fitter than their parents. In each 
generation (iteration), each new chromosome corresponds to a 
solution (Pezzella et al., 2008). The methods for selecting the 
chromosomes that will generate descendants prioritize those 
with higher fitness values; among these selection methods are 
the following: roulette wheel selection, tournament selection, li-
near ranking, etc. In this study, linear ranking selection was used 
because it makes it possible to assign the chromosomes, ranked 
according to their fitness value, probability values that differentia-
ted in a decreasing linear proportion the best to the worst ranked; 
that is to say, the probabilities the chromosomes have of being 
selected are not differentiated disproportionately.
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The methods for crossing chromosomes are diverse 
and depend on the nature of the genes, which can 
be binary, permutation, real-number, etc. Among 
crossing methods are the following: single point 
exchange (SPX), double point crossover (DPX), 
partially matched crossover (PMX), order crossover 
(OX), cycle crossover (CX), arithmetic crossover, 
etc. (Haupt & Haupt, 2004). This last one, the arith-
metic crossover, has been used in this study, becau-
se it is suitable for real-number genes. Thus, while 
crossing tends to converge the genetic population, 
preferably at optimal values, mutation aims to main-
tain a certain level of diversity within the population, 
that is, to prevent the population from converging 
rapidly (Srinivas & Patnaik, 1994; Schaffer & Eshel-
man, 1991; Beck, 2000). The most frequently used 
mutation is one in which one of the chromosome 
genes (variables) randomly varies (Gestal et al., 
2010). Lastly, the number of mutations is calculated 
as a percentage of population size.
Therefore, the problem to be solved is multi-objecti-
ve, because the idea is to minimize more than one 
variable, which are: overshoot, settling time and 
rise time of the system response. However, for sim-
plicity’s sake, the problem has been treated as a 
mono-objective, that is, pursuing a single objective, 
which is correlated with the variables of interest. 
In this sense, the mean square error (MSE) of the 
output has been selected as the objective function, 
also called the fitness function, evaluation function 
or cost function.
On the other hand, the program code was written 
in MATLAB language. The program was run moni-
toring the plants used by other researchers. In this 
way it was possible to compare results and demons-
trate that the proposed algorithm performed well, 
since it found the appropriate PID controller Kp, Ki 
and Kd values, which have minimized overshoot, 
settling time and rise time of the system response.
METHODOLOGY
The structure of the implemented algorithm is des-
cribed in Figure 1. After creating an initial genetic 
population, each chromosome in the population 
is evaluated by calculating the mean square error 
(MSE) of the corresponding output. Next, the chro-
mosomes are ordered from the lowest to the highest 
value according to their MSE and, subsequently, 
the most suitable chromosomes are selected to be 
crossed in order to generate offspring, randomly 
mutating the chromosomes for further evaluation. 
The process is repeated as many times as the num-
ber of generations indicated by the user permits. 
Finally, the optimal population will be obtained and 
the best chromosome will be at the top of the list. 



















Figure 1. Genetic algorithm structure.
Source: Prepared by the author.
Population
The genetic population consists of a number of 
chromosomes, each containing a number of genes. 
Due to the nature of the problem, each chromoso-
me was made up of three real-number genes or 
variables, which mathematically means that a chro-
mosome is a vector of three elements, which are 
Kp (proportional), Ki (integral) and Kd (derivative) 
variables. Consequently, each vector (chromoso-
me) is a likely solution to the problem, therefore the 
genetic population was built as an arrangement of 
N rows with three columns, where N is the number 
of chromosomes or population size and each of the 
three columns represent the variables Kp, Ki and 
Kd, respectively. The initial population was created 
with random real numbers respecting the minimum 
and maximum intervals (ranges) of each variable in-
dicated by the user. Figure 2 shows a portion of the 
code that creates the genetic population.
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 % ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
% ¬¬¬¬¬¬ GENERACIÓN DE LA POBLACIÓN INICIAL ¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
MatrizRangos=[RangoP;RangoI;RangoD]; 
%Se generan valores de P, I y D aleatorios respetando Intervalos de usuario 
P_aleatorio = MatrizRangos(1,1)+(MatrizRangos(1,2)-MatrizRangos(1,1))*rand(TamanoPob,1); 
I_aleatorio = MatrizRangos(2,1)+(MatrizRangos(2,2)-MatrizRangos(2,1))*rand(TamanoPob,1); 
D_aleatorio = MatrizRangos(3,1)+(MatrizRangos(3,2)-MatrizRangos(3,1))*rand(TamanoPob,1); 
pob = [P_aleatorio I_aleatorio D_aleatorio]; 
Figure 2. Portion of the code that generates the genetic population.
Source: Prepared by the author.
Selection
In linear ranking selection, chromosomes are clas-
sified according to their fitness value and a range 
ri ∈ {1, ..., N} is assigned to each of them, where N 
is the size of the population. The best chromosome 
obtains range N while the worst gets range 1. Then: 
Pi = (2ri)/N(N+1) is the probability of choosing the 
i-nth chromosome in the linear ranking (Pezzella et 
al., 2008).
In this sense, the first n chromosomes are selec-
ted for crossover, where n is the product of the rate 
of crossing by the total population number. Then, 
greater probability of crossing is given to the best 
ranked, forming an arrangement referred to as 
“strand”, where the numbers that identify the chro-
mosomes are repeated proportionally to their impor-
tance (Tejada, 2017). For example, assuming that 
the first four chromosomes in the population have 
been chosen (1,2,3,4), they generate a “strand”, gi-
ving the first chromosome higher priority because it 
is the best ranked within the population. It is cons-
tructed as follows:
strand = (4 3 3 2 2 2 1 1 1 1)
This indicates that, by randomly selecting a chromo-
some from the “strand”, chromosome 1 is most likely 
to be chosen (4/10=40%), followed by chromosome 
2 (3/10=30%), then chromosome 3 (2/10=20%) and 
finally chromosome 4 (1/10 = 10%). Next, from the 
“strand”, the parents who will be mated according 
to the number of crossovers specified by the user, 
are randomly selected. Two vectors are formed, a 
“father” vector and a “mother” vector, as follows:
fathers = (1 2 1 2 2 1 1 2)
mothers = (2 1 2 4 1 3 3 2) 
At this point, selection ends. Next, crossover begins, 
and the chromosomes to be crossed are: (1, 2), (2, 
1), …, (1, 3), (2, 2). The same parents can crosso-
ver several times and will always generate different 
offspring (children). In addition, it may happen that 
both the father and the mother are the same chro-
mosomes; it is not necessary to avoid this, as it has 
not affected the performance of the algorithm. Figu-
re 3 shows a portion of the selection code.
Crossover
An arithmetic crossover operator of real numbers 
may produce up to two offspring, which are a linear 
combination of two chromosomes X and Y (Yalcinoz 
& Altun, 2001): 
                          child 1 =  αX  + (1-α)Y
                          child 2 = (1-α)X + αY
where α is a random number between 0 and 1.
In this study the preference was to generate one 
child per crossover, so the number of parents is 
equal to the number of crossovers. This has been 
done in order to give more parents the opportunity 
to generate offspring, obtaining greater diversity in 
the population. If it had been decided to produce 
two children at each crossover, only half of the num-
ber of parents would have been selected for crosso-
ver. Figure 4 shows a portion of the crossover code.
Mutation
Once a chromosome and variable to be modified 
(Kp, Ki or Kd) have been randomly selected from 
the population, as well as the variable to be mo-
dified (Kp, Ki or Kd), the variable is replaced by a 
random number:
pop(chromosome, variable) random value
However, since each variable has a value within a 
user-specified range (minI, maxI), the random value 
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 % ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬ SELECCIONAR LISTA DE PADRES PARA CRUZAMIENTO ¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
Totalcupones = length(anfora);  
 
sorteo1 = ceil (totalcupones*rand(1,NumeroCruces)); %ejem:(7 4 8 6 5 7 8 4) 
sorteo2 = ceil (totalcupones*rand(1,NumeroCruces)); %ejem:(6 10 4 1 9 3 2 6) 
listapadres = anfora (sorteo1); % listapadres1=(1 2 1 2 2 1 1 2) 
listamadres = anfora (sorteo2); % listapadres2=(2 1 2 4 1 3 3 2) 
% Se van aparear (1,2), (2,1). . .(1,3), (2,2). Cada apareamiento  
%genera un nuevo hijo. Solo en (2,2) es inútil, esto en más probable  
%que aparezca en poblaciones pequeñas y no es necesario corregir. 
 
Figure 3. Portion of the selection code.
Source: Prepared by the author.
 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
% ¬¬¬¬¬ CRUCE DE PADRES ¬¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
  
NumeroHijos = length(listapadres); 
ListaHijos = zeros(NumeroHijos,3); 
  
index = 1; 
  
for i=1:NumeroHijos 
   
  padre = listapadres(index); 
  madre = listamadres(index); 
  index = index + 1; 
   
  alpha = rand; 
  ListaHijos(i,:) = alpha*pob(padre,:) + (1-alpha)*pob(madre,:);  
end 
Figure 4. Portion of the crossover code.
Source: Prepared by the author.
has to be within that specified range in order to pre-
vent mutation from destroying a valid value of the 
variable, thus the replacement must be (Seck Tuoh, 
et al., 2016):
pop(chromosome, variable)  minI + (maxI-mi-
nI)*random value
Another important point that has been taken into ac-
count is that the first chromosome will never muta-
ted so that the highest ranked chromosome, which 
will pass to the next generation, will remain unchan-
ged. Figure 5 shows a portion of the mutation code.
Evaluation
Function PID_ERROR_OBJETIVO has been crea-
ted, with which each chromosome in the population 
is evaluated. Thus, the transfer function of the PID 
controller is calculated using the Kp, Ki and Kd va-
lues of each chromosome. Subsequently, with the 
controller transfer function and the system plant 
transfer function, a close-loop feedback system is 
configured. Finally, response to the input of a step of 
amplitude one (1) is calculated using the closed-loop 
system. The following MATLAB functions have 
been used to abbreviate calculations throughout the 
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 % ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬ MUTACION ¬¬¬¬¬¬ 
% ¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬¬ 
  
for i = 1: NumeroMutaciones 
ColVar = ceil(NumVariables*rand); 
IndividuoPob = ceil((TamanoPob-1)*rand+1); % No muta nunca el primer cromosoma 
pob (IndividuoPob,ColVar) = MatrizRangos(ColVar,1) + (MatrizRangos(ColVar,2) - …  
                       MatrizRangos(ColVar,1))*rand;  
end 
 
Figure 5. Portion of the mutation code.
Source: Prepared by the author.
entire process: tf (which creates a continuous-time 
transfer function), series (which connects two mo-
dels or two transfer functions) and feedback (finds 
the function of two models, one of which belongs 
to the feedback loop). A similar procedure is perfor-
med in the study by Ibrahim Mohamed (2005).
During the transient response time it takes the ou-
tput function to reach a value of 1, it would have 
been possible to find the values taken by the fo-
llowing variables, per chromosome, could have 
been found: rise time, overshoot, settling time, 
among others. Accordingly, chromosomes with mi-
nimized variables would have had to be classified, 
and as a result, the problem would have been mul-
ti-objective. However, all the above variables can be 
correlated with a single variable, producing a sin-
gle-objective problem. For that reason, in this study, 
it was decided to calculate the mean square error 
(MSE) of the output per chromosome.
In this sense, the progress of the output value (Yi) 
until reaching the step value is read over n intervals 











n = total number of intervals Yi= system output value at moment i(Yi - 1)2= mean square error of the output at mo-
ment i regarding input step (1)
For each chromosome in the population, the MSE 
calculation has to be performed as described above, 
and thus the objective function completes its task. 
Subsequently, the algorithm associates a MSE va-
lue to each chromosome, which will identify it; the 
members of the population are ordered from lowest 
to highest value according to their MSE, indirectly 
guaranteeing an orderly ranking of chromosomes 
with better characteristics of rise time, overshoot and 
settling time. Figure 6 shows a portion of the evalua-
tion code.
The software developed has been encoded in MAT-
LAB language. The results, such as Kp, Ki, Kd va-
lues and the output curve’s characteristics obtained 
by means of stepinfo function, have been exported 
to an Excel sheet using the MATLAB xlswrite func-
tion, where output curves plots have also been ge-
nerated.
Researchers who have designed their own gene-
tic algorithms or fuzzy genetic algorithms, among 
others, have contrasted their results with those ob-
tained with the classic Ziegler-Nichols method, ob-
taining good results. For this reason, it was conside-
red appropriate to test the algorithm designed with 
the plant models used by these researchers.  
RESULTS
The program has been executed using the mathe-
matical models of processes (plants) applied by 
other scholars, which allowed us to compare results. 
Authors who have compared their data against the 
classic Ziegler-Nichols method have been selected.
For all cases, the program has been executed con-
sidering the following specifications: population size 
= 40, number of variables = 3, percentage of cros-
sover = 70%, percentage of mutation = 10%, num-
ber of generations = 20.
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 function [ICE] = PID_ERROR_OBJETIVO (pob, planta_sistema, tm) 
% Se encuentra el número de miembros de la población 
[cantidad_cromosomas, col] = size(pob);  
for i = 1:cantidad_cromosomas 
P = pob(i,1); % El primer gen del cromosomai es la constante P 
I = pob(i,2); % El segundo gen del cromosomai es la cosntante I 
D = pob(i,3); % El tercer gen del cromosomai es la constante D 
% Se crea función de transferencia con P, I y D 
controlador_pid = tf ([D P I],[1 0]);  
% Se conecta planta y controlador  
%(Equivale a:controlador_pid*planta_sistema) 
planta_controlador = series (controlador_pid, planta_sistema);  
%Conecta el modelo "planta_controlador" con el modelo ubicado  
%en el lazo retrolimentado (en este caso es 1)  
sistema_cerrado = feedback (planta_controlador,1);  
% Para varios puntos del tiempo (muestras) se calcula la salida 
tiempo =0:0.1:ceil (tm); 
[salida,t] = step (sistema_cerrado, tiempo);  
% Se cálcula el número de puntos muestreados 
[muestras colu]=size(salida);  
%¬¬¬ Se calcula el Error Cuadrático Medio(ICE)¬¬¬¬ 
for j = 1:muestras 
% error^2= (salida deseada-salida obtenida)^2 
error_cuadrado(j) = (1-salida(j))^2;  
end 




 Figure 6. Evaluation code.
Source: Prepared by the author.
Tables 1-4 show the mathematical model of the con-
trolled plant, the PID controller’s parameters (Kp, 
Ki and Kd), the output transient values (maximum 
overshoot, rise time, settling time) and the mean 
square error. In addition, the results are compared 
with those obtained by other researchers, and the 
column “Proposed genetic algorithm” corresponds 
to this study. The search intervals for each variable 
are displayed in the last row of each table.
Figures 7-10 graphically show the results of the 
above tables. The desired output of the system is 
shown with dotted lines and has been set to an am-
plitude of 1 (one step response). In addition, the 
blue line is the system output that finally reaches 
the desired output.
DISCUSSION
As can be seen from the results in Tables 1-4, in 
all cases maximum overshoot values were similar. 
Settling times were superior in all cases and rise 
time was best in all but Table 3. These results show 
that the proposed algorithm performed well in fin-
ding the appropriate Kp, Ki and Kd values for the 
PID controller. In addition, the same specifications 
of population size, crossover percentage, mutation 
percentage and number of generations were used 
for all cases, demonstrating that the algorithm is 
quite robust.
CONCLUSIONS
Using genetic algorithms, the problem of tuning the 
proportional, derivative and integral parameters of a 
PID controller was solved, minimizing settling time 
and overshoot of the response in non-linear plants. 
It was also demonstrated that the results obtained 
were optimal when compared with the results of 
other investigations, shown in Tables 1-4.
In addition, it was demonstrated that the algorithm 
designed as a single-objective is efficient by indi-
rectly minimizing various variables (overshoot, sett-
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Table 1. Comparison against results for Plant 1.
Plant 1
5𝑆𝑆 + 2
𝑠𝑠3 + 5𝑠𝑠2 + 8𝑠𝑠 + 4
 
Pareto multi-objective genetic 





Maximum overshoot (%) 0.9995 1.2674
Rise time (s) Not indicated 0.0545
Settling time (s) 1.14 0.0847
Mean square error ----------------- 0.0100
Search: 0≤kp≥50; 0≤ki≥20; 0≤kd≥20
Source: Prepared by the author.
Table 2. Comparison against results for Plant 2.
Plant 2
10
𝑠𝑠2 + 2𝑠𝑠 + 10
 
Pareto multi-objective genetic 





Maximum overshoot (%) 1.0137 1.1786
Rise time (s) Not indicated 0.0180
Settling time (s) 1.9484 0.0291
Mean square error ------------- 0.0099
Search: 0≤kp≥50; 0≤ki≥20; 0≤kd≥20
Source: Prepared by the author.
Table 3. Comparison against results for Plant 3.
Plant 3. Control of three tanks’ level
1
64𝑠𝑠3 + 9,6𝑠𝑠2 + 0,48𝑠𝑠 + 0,008
 
Genetic algorithm 




Maximum overshoot (%) 18 12.3728
Rise time (sec.) 10 16.3166
Settling time (sec.) 90 86.0968
Peak time 45 33.5201
Mean square error ---------- 0.03280
Search: 0≤kp≥0.5; 0≤ki≥0.01; 0≤kd≥0.7
Source: Prepared by the author.
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Table 4. Comparison against results for Plant 4.
Plant 4. Control of tank level
5(𝑠𝑠 + 1)
𝑠𝑠(𝑠𝑠 + 1)(𝑠𝑠 + 6)
=
5𝑠𝑠 + 5
𝑠𝑠3 + 7𝑠𝑠2 + 6𝑠𝑠
 
Fuzzy PD+PID Controller (Souran et 




Maximum overshoot (%) 0.72 0
Rise time (sec.) Not indicated 0.06548
Settling time (sec.) 23 0.12271
Mean square error 0.01236
Search: 0≤kp≥40; 0≤ki≥30; 0≤kd≥20
Source: Prepared by the author.
Figure 7. Controlled response from Plant 1 (Table 1).
Source: Prepared by the author.
ling time, rise time) by minimizing a single variable: 
mean square error, as opposed to a multi-objective 
genetic algorithm based on the Pareto approach, as 
presented by Acevedo et al. (2014).
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