Differential evolution (DE) is an effective and powerful approach and it has been widely used in different environments. However, the performance of DE is sensitive to the choice of control parameters. Thus, to obtain optimal performance, time-consuming parameter tuning is necessary. Backtracking Search Optimization Algorithm (BSA) is a new evolutionary algorithm (EA) for solving real-valued numerical optimization problems. An ensemble algorithm called E-BSADE is proposed which incorporates concepts from DE and BSA. The performance of E-BSADE is evaluated on several benchmark functions and is compared with basic DE, BSA and conventional DE mutation strategy. Also the performance results are compared with state of the art PSO variant.
Introduction
In finding the solution of non-linear problem, the optimization algorithm is most vital and durable. Since some of the problem has discontinuous, gradient based algorithms do not seem to be used for that sort of problems, moreover, gradient search in issues with greater than one local optimum is tough and unstable. Optimization Technique is an effective and powerful technique for that issues. A vast amount of research has been developed on this topic some of them are Particle Swarm Optimization (Kennedy & Eberhart, 1995) , Differential Evolution (Storn & Price, 1995) , Harmony Search Algorithm (Lee & Geem, 2005) , Tabu Search (Glover & Laguna, 1997) , Ant Colony Optimization (Blum, 2005) , Teaching Learning Based Optimization (Rao et al., 2011; Rao & Patel, 2012 , 2013 , Water Cycle Algorithm (Eskandar et al., 2012) , Mine Blast Algorithm (Sadollaha et al., 2013) , Backtracking Search Optimization (Civicioglu, 2013) . In recent years, it has become evident that the concentration on a sole meta-heuristic is rather restrictive. A skilled combination of meta-heuristic with other optimization techniques, so called hybrid meta-heuristic, can provide a more efficient behavior and a higher flexibility when dealing with real-world and large scale problems. For the above reasons, the growing interest in this field of hybrid metaheuristics and some of its latest applications to a wide range of problems can be summarized in references (Zolfaghari et al., 2005; Zhang et al., 2007; Fan & Zahara, 2007; Nourelfath et al., 2007; Kao & Zahara, 2008; Sengupta & Upadhyay, 2009; Behnamian et al., 2009; Gong et al., 2010.; Liu et al., 2010; Lin, 2010; Rao & Savsani 2012; Shojaeefard et al., 2013; Das, 2014; Guo et al., 2014; Nama et al., 2015; Parouha & Das, 2015) for the last decade.
Backtracking search optimization algorithm (BSA) is a new evolutionary algorithm (EA) which was proposed by Pinar Civicioglu (2013) . BSA uses random mutation strategy with one direction individual for each target individual and a non-uniform crossover strategy which is different and more complex than the crossover strategies used in many genetic algorithms. The DE is also a population-based heuristic algorithm, and it has two control parameters; one is weighting coefficient and the other is crossover probability; parameter weighting coefficient (F) is used to generate new trial solutions; the crossover probability (CR) is used to determine how much of a trial solution should be adopted into the current solution, as well as the DE scheme which is the crucial idea behind DE for generating trial vectors. Recently Suganthana (Mallipeddia et al., 2011) proposed an ensemble of mutation strategies and parameter values for DE (EPSDE) in which a pool of mutation strategies, along with a pool of values corresponding to each associated parameter competes. In this paper, we propose an ensemble of DE and BSA (called E-DEBSA) which provides the more effectiveness from the other algorithms. The remainder of this paper is organized as follows: a brief overview of DE and BSA is presented in Section 2; Section 3 describes the proposed algorithm. The experimental result using different test functions is described in Section 4. Finally, Section 5 gives a brief conclusion about this study.
Overview of DE and BSA
In this section about the basic concept of DE and BSA are discussed.
Basics of DE
Differential evolution, a stochastic search evolutionary algorithm which is based on the Darwin theory of evaluation. The advantage of this algorithm is that it not only uses a few control variables, but also performs well in convergence. DE is introduced to solve the global optimization by Storn and Price (1995) . At generation zero the initial population should better cover the entire search space as much as possible by uniformly randomizing individuals within the search space. A candidate replaces the individual only if it is better than its individual. Thereafter, DE guides the population towards the vicinity of the global optimum through repeated cycles of mutation, crossover and selection. The main procedure of DE is explained in detail as follows.
Mutation
After initialization, DE employs the mutation operation to produce a mutant vector , with respect to each individual , so-called target vector, in the current population. For each target vector , at the generation j, its associated mutant vector , can be generated via certain mutation strategy. The following are different mutation strategies frequently used in the literature:
"DE/rand/1":
"DE/current-to-rand/1":
"DE/best/2": , * * (3) "DE/rand-to-best/1" or "DE/target-to-best/1":
The indices r1, r2, r3, r4, r5 are mutually exclusive integers randomly chosen from the range [1, NP] . These indices are randomly generated once for each mutant vector. The weighting coefficient F is a positive control parameter for scaling the difference vector.
is the best fitness individual vector in the population. K is randomly chosen within the range [0, 1] . In this paper F is chosen as 0.5.
Crossover operation
After the mutation phase, DE binomial crossover operation is applied to (target vector) 
where 1,2,3, … … … . . , ; 1,2,3, … … . . , , lli represents the lower limit and uli represents the upper limit in the search space of the ith population. The selection operator is performed to select the better one from the target vector and the trial vector , to enter the next generation by Eq. (7).
The Algorithm step of basic DE is as follows,
Step 1. Generalized initial population, algorithm parameter;
Step 2. Evaluate the fitness of each individual in the population;
Step 3. Generate the mutant vector for each target vector mutation strategy;
Step 4. By crossover operator generate trial vector for each target vector which are given in Eq.(5);
Step 5. Evaluate fitness vector of each target vector;
Step 6. Select individual between the target (parent) and trial vector using Eq. (7);
Step 7. If the stopping criterion is not satisfied go to Step 3, else return the individual with the best fitness as the solution.
Basics of BSA
BSA, a population-based iterative EA, not only possess the advantage of using few control variables but also performs well in convergence. BSA is introduced to solve the global optimization by Pinar Civicioglu. At the initial stage the initial population uniformly and randomly generated within the search space. BSA determines the historical population oldP for calculating the search direction. The initial historical population is determined within the search boundary. BSA has the option of redefining oldP at the beginning of each iteration through the Eq. (1):
if a b then, OldP P, where a, b ∈ rand 0, 1 (8) Eq. (8) ensures that BSA designates a population belonging to a randomly selected previous generation as the historical population and remembers this historical population until it is changed. Thus, BSA has a memory. After oldP is determined, Eq. (9) is used to randomly change the order of the individuals in oldP:
Mutation
During each generation, BSA's mutation process generates the initial form of the trial population Mutant using Eq. (10) as follows,
Here F controls the amplitude of the search-direction matrix (oldP -P). As the historical population is employed within the calculation of the search-direction matrix, BSA generates a trial population, taking partial advantage of its experiences from previous generations. The control parameter is F=3×rndn, where rndn ϵ N (0, 1).
Crossover
After the new mutant operation is finished, the crossover process generates the final form of the trial population T. The initial value of the trial population is Mutant, which has been set in the mutation process. Individuals with better fitness values for the optimization problem are used to evolve the target population. The first step of the crossover process calculates a binary integer-valued matrix (H) of size N×D that indicates the individuals of T to be manipulated using the relevant individuals of P. Then, the trial population T is updated as given in Algorithm 1. In Algorithm 1 two predefined strategies are randomly used in defining the integer-valued matrix, which is more complex than the processes used in DE. The first strategy uses mix rate M, and the other allows only one randomly chosen individual to mutate in each trial. The Algorithm step of basic BSA is as follows,
Step.2 Evaluate the fitness of each individual in the population;
Step 3. Generate mutant population by Eq. (10) Step 4. By using Crossover Strategy given in Algorithm 1, generates the trial population.
Step 5. Evaluate fitness vector of the trial population (offspring)
Step 6. Select individual between target population and trial population (offspring)
Step 7. Update individual
Step 8. If the stopping criterion is not satisfied go to Step 3, else return the individual with the best fitness as the solution.
Proposed method
The combination of meta-heuristic with other optimization techniques is called hybrid meta-heuristic which can provide a more efficient behavior and a higher flexibility when dealing with real-world and large scale problems. Recently, many researchers developed the hybrid meta-heuristic optimization technique and used for optimization. Recently Mallipeddia et al. (2011) proposed an ensemble of mutation strategies and parameter values for DE called (EPSDE) in which a pool of mutation strategies, along with a pool of values corresponding to each associated parameter competes. In this paper, we proposed an ensemble of DE and BSA (E-DEBSA) which is more effectiveness compared with the others algorithm. In the proposed approach, the algorithm initialized with a population of opposition based (Tizhoosh, 2005; Rahnamayan et al., 2008 ) random solutions and searches near the optima by traveling into the search space. During this travel an evolution of this solution is performed by ensemble DE and BSA. The detail described of the proposed method is as follows.
Crossover rate (CR)
The crossover rate that is used to determine how much of a trial solution should be adopted into the current solution, as well as the DE scheme which is the crucial idea behind DE for generating trial vectors (Zaharie, 2009 ). The crossover rate CR is a probability (0≤CR≤1) of mixing between trial and target vectors. A large CR speeds up convergence (Storn, 1996; Gämperle et al., 2002) . According to Storn and Price (1997) , CR = 0.1 is a good initial choice while CR = 0.9 or 1.0 can be tried to increase the convergence speed. According to Gämperle et al. (2002) , a good choice for CR is said to be between 0.3 and 0.9. When CR = 1.0 is chosen, the number of trial solutions will be reduced dramatically which may lead to stagnation (Lampinen & Zelinka, 2000; Rönkkönen et al., 2005) . Therefore, CR = 0.9 or 0.99 can be used instead. Varying the values of CR during the course of a run can improve its performance (Smuc, 2002) . The modified Crossover rate (CR) is defined as min 0 max 0
where CRmax = 0.9 and CRmin = 0.3; 
Scaling factor/ weighting coefficient (F)
Scaling factor, F that is used to generate new trial solutions and is usually chosen between 0.5 and 1 (Storn 1996) . Storn and Price (1997) found that values of Scaling factor (F) smaller than 0.4 and greater than 1.0 are occasionally effective. Gämperle et al. (2002) and Rönkkönen et al. (2005) also justified that a large value of F increases the probability of escaping from a local optimum. When F is greater than one, the number of function evaluations to find the optimum grows very quickly and convergence speed decreases making it difficult to converge as the perturbation is larger than the distance between two members. F≤1 is usually both faster and reliable. Storn and Price (1997) and Gämperle et al. (2002) said that F = 0.6 or 0.5 would be a good initial choice while Rönkkönen et al. (2005) 
BSA Control parameter
Another modification is related to the BSA Control parameter (F) of the basic BSA algorithm. BSA control parameter (F) controls the amplitude of the search-direction matrix (oldP -P). In the basic BSA, the control parameter (F) was chosen as 3×rndn, where rndn ~ N(0, 1) (N is the standard normal distribution). Thus during the course of optimization the objective function updates only with the better choice of the control parameter. Considering this fact, BSA Control parameter (F) is modified in the present work. This modification increases the exploration and exploitation capacity of the proposed algorithm. In the optimization algorithm, the lower value of BSA control parameter (F) allows the fine search in small steps but causes low convergence. A larger value of BSA Control parameter (F) speeds up the search but it reduces the exploration capability. The modified BSA control parameter (F) is defined as are the maximum and minimum function value at iteration i, respectively. Thus in the proposed hybrid algorithm the control parameter (F) varies automatically during the search. Control parameter improves the performance of the hybrid algorithm. Implementation steps of the proposed hybrid algorithm is summarized below
Step 1. Initialization: Initialize a population randomly and oppositional based population (OP) on ndimensions in the problem space. Evaluate the fitness value. Select NP number of fittest vectors from {P, OP} as initial population set, Step 2. DE Mutation: Calculate the population, according to Eq. (1),
Step 3. DE Crossover: Crossover is an operator to generate new strings (i.e., offspring) from parent strings, Step 4. Updating the population and fitness vector:
Step 5. BSA Mutation: Calculate the population, according to Eq. (10),
Step 6. BSA Crossover: Crossover is an operator to generate new strings (i.e., offspring) from parent strings, Step 7. Updating the population and fitness vector:
Step 8. Based on a jumping rate Jr (i.e. Jumping probability), OP is generated and fitness value of the OP is calculated, Step 9: Select require number of fittest individuals from {P, OP} as current Organisms,
Step 10: If the stopping criterion is not satisfied go to Step 2, else return the individual with the best fitness as the solution.
Experimental study and Discussion
21 different benchmark functions are taken for verification of the proposed algorithm which is given in Appendix 1. In our experimental studies, the performance of the algorithms, the average and standard deviation of the error function value (f (x) − f (x * )) were recorded (Suganthan et al., 2005) for measuring the performance of each algorithm, here x is the best solution found by the algorithm in a run and x * is the global optimum of the test function. The Number of successful runs (SR) and successful performance (SP) are recorded before reaching the VTR. The average time is also recorded. In this experiment VTR is chosen as 1e-8. Moreover, in the present work, the effect of the common controlling parameters of the algorithm i.e. population size and number of generations on the performance of the algorithm are also investigated by considering different population sizes and number of generations (function evaluation). and F13 strategies produced the same results and hence no effect of population size on these functions to achieve their respective global optimum values with same number of function evaluations. For function F12, strategy with population size 50, 70 and 100 produced the identical results. Similarly, it is observed from Table 2 that for functions F4 and F7 strategy with population size 20 produced best results than the other strategies. For functions F1, F2, F3, and F10, strategy with population size 50 produced best results than the other strategies. For functions F5, F8, and F9, strategy with population size 100 produced best results than the other strategies. For functions F6, strategies produced the same results and hence no effect of population size on these functions to achieve their respective global optimum values with same number of function evaluations. For function F11, F12, and F13 strategy with population size 50, 70 and 100 produced the identical results. The comparative results of each benchmark function given in Appendix 1 are presented in Tables 4-7 Table 4 shows the comparison result of the proposed algorithm with the basic DE and BSA; boldface represents the best solution found after reaching the maximum number of function evaluations. From this table it is seen that the proposed algorithm found better performance in most of the cases from the other two algorithms. Also it is observed that that the proposed algorithm found better performance except for function no F8, F14, F20 and F21. The successful runs (SR), successful performance (SP) and average time are recorded which are given in Table 5 , compared to basic DE, BSA. Table 6 shows the comparison of the statistical result of the proposed algorithm with other DE mutation strategies; boldface represents the best solution found after reaching the maximum number of function evaluations. From this table it is seen that the proposed algorithm found better performance except for function no F5, F8, F14, F20, and F21. The successful runs (SR), successful performance (SP) and average time are recorded which are given in Table 7 compared others DE mutation strategies. Table 5 elicits that the proposed E-DEBSA has more superior perform than basic DE and BSA, as the SR values produced are generally higher than its peers in twelve different functions. Also in such case, the SP value as infinity, namely "Inf". In Table 7 the proposed algorithm E-DEBSA also performs higher than others DE mutation strategies. Mean(Std.) 7.36e-006(0.00e+000) 7.51e-006(4.76e-007) 7.36e-006(0.00e+000) 7.36e-006(0.00e+000) F18 Mean(Std.) 0.00e+000(0.00e+000) 0.00e+000(0.00e+000) 0.00e+000(0.00e+000) 0.00e+000(0.00e+000) F19 Mean(Std.) 2.70e+000(3.68e+000) 2.08e-004(6.75e-004) 3.43e+000(2.98e+000) 3.21e-007(3.51e-010) F20 Mean(Std.) 2.01e+000(3.32e+000) 1.10e-008(9.04e-009) 5.16e-001(1.82e+000) 2.69e-001(1.34e+000) F21 Mean(Std.) 8.99e-001(2.49e+000) 2.79e-006(1.40e-005) 2.19e+000(3.34e+000) 2.14e-001(1.07e+000) The performance of E-DEBSA is also compared with the different PSO variants like FDR-PSO (Peram et al., 2003) , CPSO-H (Van den Bergh & Engelbrecht, 2004) , UPSO (Parsopoulos & Vrahatis, 2004) , and CLPSO (Liang et al., 2006) for the same number of function evaluations. The comparative results of each 13 benchmark function (F1 to F13) are presented in Tables 8 in the Table 8 it is observed that the proposed method perform best solution except for function F5, F8 and F9. Also for F6 and F11, E-DEBSA reaches the global optimum solution. Fig. 1 (a)-(l) shows the convergence graph of E-DEBSA.
To be specific, we observe that the convergence curve of E-DEBSA in functions F1-F4 ( Fig. 1(a) - (d) 
Conclusions
Since the combination of two algorithms can provide a higher efficiency and flexibility when dealing with real-world and large scale problems, this paper proposed an ensemble algorithm of DE and BSA called E-DEBSA. For the validity of the proposed method, 21 different benchmark functions have been considered and the result has been compared to basic DE, BSA and different DE mutation strategies. Also the result are compared with different PSO variants. Moreover, the effect of common controlling parameters (i.e. population size, and number of generations) on the performance of E-DEBSA algorithm has also been investigated by considering different combinations of common controlling parameters. Also, in general, the strategy with higher population size has produced better results than that with smaller population size for same number of function evaluations for lower dimension and strategy with lower population size has produced better results than that with higher population size for same number of function evaluations for higher dimension. From the above experimental results and discussion it can be suggeste that its overall performance was better than the other competitors. 
