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ABSTRACT. – The problem of existence of (generalized) backward shifts on Banach
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1. Introduction
A linear transformation T from an infinite-dimensional separable
Hilbert space H into H is called a left (backward) shift, if there is a
complete orthonormal set {ϕn}n>1 in H such that T (ϕ1) = 0, T (ϕn) =
ϕn−1 if n> 2 and it is a right shift or simply a shift if T (ϕn)= ϕn+1 for
n > 1. These one sided shifts are wellknown and have been studied in
various contexts in Functional Analysis. Holub [5] introduced backward
shifts on arbitrary Banach spaces generalizing the concept of backward
* The author expresses his gratitude to Cleveland State University for granting
professional leave to continue his scholarly work.
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shifts on Hilbert spaces, and raised the fundamental problem of their
existence on various function spaces. In particular he proved in [5] that
if X is a compact Hausdorff space with an infinite connected component,
then the Banach space C(X) of real valued continuous functions does
not admit a backward shift, leaving open when X is an arbitrary
compact Hausdorff space. Subsequently it is proved in Rajagopalan
and Sundaresan [6,7] that if X is an infinite compact Hausdorff space
C(X) does not admit a backward shift. Here we discuss the problem of
existence of backward shifts on Banach spaces C(X,E), when E is an
arbitrary Banach space, and E∗, the dual of E, is strictly convex.
We are concerned in this paper with generalized backward shifts.
We refer the interested reader for the results on generalized forward
shifts, usually referred to shifts in the literature to the following papers:
Crownover [1], Gutek et al. [3], Haydon [4], and Holub [5].
For properties of Banach spaces used in this paper we refer to the book
on Normed Linear Spaces by M.M. Day [2].
In the rest of the paper X is a compact Hausdorff space, and E is a
Banach space. The space C(X,E) is the Banach space of continuous
E-valued functions on X, with the usual supremum norm. All linear
transformations here from one Banach space into another are continuous.
If T :E → F is a linear transformation on E into another Banach
space F , the conjugate of T , on F ∗ into E∗, is noted as T ∗, as usual.
If M is a subspace of E, the subspace of E∗ annihilating M is noted
as M⊥. The set of extreme points of the unit ball of a Banach space E
is simply noted as ExtE. If f is a E-valued function, the support of f ,
noted as S(f ), is the set {x|f (x) 6= 0}.
As usual we identify the dual of the Banach space C(X,E), with
M(X,E∗) of E∗-valued regular Borel measures on X with the variation
norm, via the map σ , given by,
L(f )=
∫
X
f dσ (L),
for all L in (C(X,E)∗, and for all f in C(X,E), Singer [8]. We also note
the result in [8], asserting that Ext(C(X,E))∗ = {e`t | t ∈X,` ∈ ExtE∗},
where the linear function e`t on C(X,E) is given by
e`t (f )= l
(
f (t)
)
, for all f in C(X,E).
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DEFINITION 1.1. – If E is a Banach space, a linear transformation
T :E→ E is called a generalized backward shift or simply a backward
shift in the rest of the paper, if
(i) Dim KerT = 1,
(ii) the transformation Tˆ : EKerT → E, induced by T canonically on
the quotient space EKerT is an isometry,(iii) ⋃n>1 KerT n is a dense subspace of E.
We note that the conditions (i) and (iii) together imply that if E
admits a backward shift, then E must be separable. The transformation
T defined on the Banach space `p of sequences, 16 p <∞, by setting
T (x)= y, where if x = (xn)n>1, y = (yn)n>1, then yn = xn+1 for n> 1, is
a backward shift. The sequence space `∞ does not admit a backward shift
since it is not separable. It is also known, Rajagopalan and Sundaresan [6,
7], that if X is infinite then the Banach space C(X) of real or complex
valued continuous functions does not admit a backward shift. We also
recall the Proposition 1.2 in [3], asserting that if E is infinite-dimensional
and admits a backward shift T , then T is surjective.
2. Backward shifts on C(X,E)
We start proving that the Banach space C(X,E) does not admit a
backward shift if X is an infinite compact space, and the Banach space
E∗ is strictly convex.
We start defining a class of E∗-valued measures on X.
DEFINITION 1.2. – If f ∈ C(X,E), then for each ordered pair (t1, t2),
t1, t2 in the support of S(f ), t1 6= t2, we define the discrete measure f(t1,t2)
by setting
f(t1,t2){t1} =
−e`1t1 ‖f (t2)‖
‖f (t1)‖ + ‖f (t2)‖
and
f(t1,t2){t2} =
e
`2
t2 ‖f (t1)‖
‖f (t1)‖ + ‖f (t2)‖ ,
where the linear functionals `i, i = 1,2, are chosen from E∗ such that
‖`i‖ = 1, and `i(f (ti)) = ‖f (ti)‖. The functionals `i are uniquely
688 M. RAJAGOPALAN ET AL. / Bull. Sci. math. 124 (2000) 685–693
determined because E is smooth, since E∗ is assumed to be strictly
convex.
LEMMA 1.3. – The measure f (t1, t2) is an extreme point of the
supspace [f ]⊥ of (C(X,E))∗, the dual of C(X,E).
Proof. – Let us denote the measure f(t1,t2) by µ. Since −e`iti (f (ti)) =
‖f (ti)‖, it is verified that ∫X f dµ =∑2i=1µ{ti}(f (ti)) = 0. Hence µ ∈[f ]⊥. It is also verified that ‖µ‖ = ‖µ{t1}‖ + ‖µ{t2}‖ = 1. Now if µ is
not an extreme point of [f ]⊥, then there is a E∗-valued Borel measure m
on X, m ∈ [f ]⊥, such that ‖µ±m‖ = 1. Since the norm of M(X,E∗),
is the variation norm, it follows that
1= ‖µ‖=
2∑
i=1
∥∥µ{ti}∥∥
6 1
2
2∑
i=1
[∥∥(µ+m){ti}∥∥+ ∥∥(µ−m){ti}∥∥]
6 1
2
{‖µ+m‖ + ‖µ−m‖}.
It follows from the above inequalities, that∥∥(µ+m){t1}∥∥+ ∥∥(µ+m){t2}∥∥= ∥∥(µ+m)∥∥= 1,(1) ∥∥(µ+m){t1}∥∥+ ∥∥(µ−m){t1}∥∥= 2∥∥µ{t1}∥∥,(2)
and Eq. (2′) obtained by replacing t1 by t2 in (2).
We proceed to verify that m = 0, thus proving that µ is an extreme
point of [f ]⊥. From Eq. (1) it follows that the support of m is a subset
of {t1, t2}. First we verify that if m{t1} = 0 (m{t2} = 0), then m{t2} = 0
(m{t1} = 0). To be specific let m{t1} = 0. Since E∗ is strictly convex, it
follows from (2′) that for some λ > 0,
m{t2} =
(
λ− 1
λ+ 1
)
µ{t2}.(∗)
If m{t1} = 0, since m ∈ [f ]⊥,m{t2}(f (t2))= 0. Consequently (λ−1λ+1)= 0
and λ= 1. Hence from (∗) it follows that m{t2} = 0. If m 6= 0, it follows
from Eqs. (2) and (2′), that there are positive constants λ1, λ2 such that
m{ti} =
(
λi − 1
λi + 1
)
µ{ti}, i = 1,2.
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Now expressing the condition that m ∈ [f ]⊥, we have
λ1 − 1
λ1 + 1 =
λ2 − 1
λ2 + 1 ,
which implies that λ1 = λ2. Let λ1 = λ2 = λ. If follows from Eq. (1) that
2λ
1+ λ
(∥∥µ{t1}∥∥+ ∥∥µ{t2}∥∥)= 1.
Since ‖µ‖ = 1, 2λ1+λ = 1. Hence λ= 1, which implies m{t1} =m{t2} = 0.
This completes the proof of the lemma. 2
We now proceed to the main result that C(X,E) does not admit a
backward shift if X is infinite. We establish first a useful theorem which
is interesting by itself. The subspace spanned by f is noted as [f ].
THEOREM 1.4. – Let E be a Banach space such that E∗ is strictly
convex. If X is a compact Hausdorff space and f ∈C(X,E) is such that
cardinality of S(f ) > 3, then the quotient space C(X,E)[f ] is not isometric
with C(X,E).
Before proceeding to the proof we note that the distance between any
two extreme points x, y of (C(X,E))∗, x = e`1t1 , y = e`2t2 , is given by‖x − y‖ = 2 if t1 6= t2, and ‖x − y‖ = ‖`1 − `2‖, if t1 = t2.
Proof of Theorem 1.4. – In order to prove the assertion in the theorem,
it is enough to verify that the subspace [f ]⊥ is not linearly isometric
with (C(X,E))∗. If possible, let T be a linear isometry between these
two spaces. Let ti, i = 1,2,3, be three distinct points in S(f ). From the
above lemma it follows that f(t1,t2), and f(t2,t3) are extreme points of [f ]⊥.
Thus T (f(t1,t2)) and T (f(t2,t3)) are extreme points of (C(X,E))∗. Hence
there are points t, t ′ in X and `, `′ in E∗, ‖`‖ = ‖`′‖ = 1, such that
T (f(t1,t2))= e`t and T (f(t2,t3))= e`
′
t ′ .
Since f(t3,t2) =−f(t2,t3), and −e`′t ′ = e−`
′
t ′ , it follows that T (f(t3,t2))= e−`
′
t ′ .
It is verified noting that the supports of f(t1,t2) and f(t2,t3) are respectively{t1, t2} and {t2, t3} and using the definitions of these measures,
‖f(t1,t2) − f(t2,t3)‖=
∥∥f(t1,t2){t1}∥∥(∗)
+ ∥∥f(t1,t2){t2} − f(t2,t3){t2}∥∥+ ∥∥f(t2,t3){t3}∥∥= 2.
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A similar computation yields
‖f(t1,t2) − f(t3,t2)‖< 2.(∗∗)
Since T is a linear isometry, from our choice of e`t , e`
′
t ′ it follows from (∗),
and (∗∗) that
(1)
∥∥e`t − e`′t ′ ∥∥= 2
and
(2)
∥∥e`t − e−`′t ′ ∥∥< 2.
From the formula for the distance between extreme points of (C(X,E)∗,
it follows from (2) that t = t ′. Hence from (1) we have∥∥e`t − e`′t ∥∥= 2.
Hence again from the distance formula,
2= ∥∥e`t − e`′t ∥∥= ∥∥`− `′∥∥.(3)
Since E∗ is assumed to be strictly convex, and ‖`‖ = ‖`′‖ = 1, Eq. (3)
implies that `′ = −`. Since t = t ′,
T (f(t2,t3))= e`
′
t ′ = e`
′
t = e−`t .
Thus T (f(t2,t3))=−T (f(t1,t2)). Since T is a linear isometry,
f(t2,t3) =−f(t1,t2) = f(t2,t1).(4)
Eq. (4) is a contradiction since the support of f(t2,t1) and f(t2,t3) are distinct
as seen from our choice of ti , i = 1,2,3. Hence [f ]⊥ is not linearly
isometric with (C(X,E))∗, completing the proof of the theorem. 2
As a corollary we deduce the following result on backward shifts.
COROLLARY 1.4. – If T is a linear transformation on C(X,E)→
C(X,E), with its Kernel the supspace spanned by f , and if the
cardinality S(f )> 3, then T is not a backward shift.
We now proceed to the case when KerT = [f ],0 < cardS(f ) 6 2.
We start with a useful lemma.
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LEMMA 1.6. – Let T be a linear isometry on (C(X,E))∗ into
(C(X,E))∗. Let T (e`t )= ems , and T (e`′t )= em′s ′ where `, `′,m,m′ are lin-
ear functionals in E∗, (of unit norm) and t, s, s′ are in X. Then s = s′.
Proof. – If ` = `′, or ` = −`′, then since T is a linear isometry, it is
verified that em′s ′ = ems or em′s ′ = e−ms . Hence s = s′. If neither ` = `′ nor
`=−`′ and if s 6= s′, from the formula for the distance between extreme
points of (C(X,E))∗, if follows that
‖`− `′‖ = ∥∥e`t − e`′t ∥∥= ∥∥ems − em′s ′ ∥∥= 2.
Since E∗ is strictly convex, `=−`′, a contradiction.
We recall that if T :F → F is a linear transformation, then the linear
transformation Tˆ : FKerT → F is defined by Tˆ (xˆ) = T (x), if xˆ is the
equivalence class of x, mod KerT . 2
LEMMA 1.7. – Let T :C(X,E)→ C(X,E) be a linear transforma-
tion with KerT = [f ], where 0 < card s(f ) 6 2. Let Tˆ be the transfor-
mation on C(X,E)/[f ] canonically induced by T . If Tˆ is a surjective
linear isometry, then
⋃
n>1 T
−n[f ] is not dense in C(X,E).
Proof. – The proof is accomplished by showing that if θ∈C(X,E)S(θ)
containing an accumulation point of X, then inf ‖θ − g‖> 0, where the
infinimum is taken over g in
⋃
n>1 T
−n[f ].
It is verified that if T (g) = f , then S(g) is finite, if f is as in the
lemma, as follows. Let P = {s | Tˆ ∗(e`t )= ems , for ` ∈E∗,‖`‖ = 1, for t ∈
S(f ), for somem,‖m‖ = 1 depending on `}. It follows from Lemma 1.6,
that P is a finite subset X, since S(f ) is finite. If ξ /∈ S(f ), ξ ∈ X, then
emξ is an extreme point of [f ]⊥, for every m ∈ E∗,‖m‖ = 1. Since Tˆ ∗ is
a linear isometry on (C(X,E))∗ onto its subspace [f ]⊥, it follows from
Lemma 1.6, that there a t0 ∈ X, uniquely determined by ξ , such that for
m ∈ E∗,‖m‖ = 1, there is an `, depending on m, verifying the equation
Tˆ ∗(e`t0) = emξ . If further ξ /∈ P ∪ S(f ), then t0 /∈ S(f ), as seen from the
definition of P . Thus for m ∈ E∗,‖m‖ = 1,
m
(
g(ξ)
)= emξ (g)= Tˆ ∗(e`t0)(g)
= e`t0
(
Tˆ (gˆ)
)= e`t0(T (g))= e`t0(f )
= `(f (t0))= 0,
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since t0 /∈ S(f ). Thus m(g(ξ))= 0 for all m ∈E∗, which implies g(ξ)=
0. Hence ξ /∈ S(g), and S(g) ⊂ S(f ), completing the proof that S(g) is
finite.
Repeating this argument it follows by induction that if T n(g)= f , for
some n > 1, then S(g) is finite. If t0 is an accumulation point of X, and
g is as in the preceeding sentence, it follows that g(t0)= 0, since S(g) is
a finite open subset of X.
Let θ be a function in C(X,E), with the accumulation point t0 ∈
S(θ). Since g(t0) = 0, for g ∈ ⋃n>1 T −n[f ], ‖θ − g‖ > ‖θ(t0)‖ > 0,
completing the proof of the lemma. 2
As a consequence of Corollary 1.5, and Lemma 1.7, the following
theorem follows.
THEOREM 1.8. – IfX is an infinite compact Hausdorff space, andE is
a Banach space with E∗ strictly convex, then the Banach space C(X,E)
does not admit a backward shift.
It is conjectured that the above result is true when E is an arbitrary
Banach space without any assumption on its dual E∗.
We conclude the paper discussing the existence of backward shifts
on C(X,E), when X is finite and E an arbitrary Banach space with a
backward shift.
THEOREM 1.9. – If E is a Banach space with a backward shift, and X
is finite, then the Banach space C(X,E) admits a backward shift.
Proof. – Let X = {1,2,3, . . . ,N} be the set of positive integers 6 N .
Let T :E → E be a backward shift. We identify C(X,E) with the
Cartesian product of N copies of E,
∏N
1 E, equipped with the supremum
norm. Consider the transformation T1 :
∏N
1 E→
∏N
1 E defined by
T1(x1, x2, . . . , xn)= (x2, x3, . . . , xN, T x1).
Noting that
T KN1 (x1, x2, . . . , xN)=
(
T Kx1, T
Kx2, T
Kx3, . . . , T
KxN
)
for every integer K > 1, it follows that KerT KN1 is the vector subspace
of
∏N
1 E consisting of vectors (ξ1, ξ2, . . . , ξN) such that ξi ∈ KerT K,
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16 i 6N . Since T is a backward shift,⋃K>1 KerT K is a dense subspace
of E. From this it follows that
⋃
m>1 KerT m1 is dense in C(X,E). 2
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