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The present paper proposes a new hybrid multi-population genetic algorithm (HMPGA) as an approach
to solve the multi-level capacitated lot sizing problem with backlogging. This method combines a
multi-population based metaheuristic using ﬁx-and-optimize heuristic and mathematical program-
ming techniques. A total of four test sets from the MULTILSB (Multi-Item Lot-Sizing with Backlogging)
library are solved and the results are compared with those reached by two other methods recently
published. The results have shown that HMPGA had a better performance for most of the test sets
solved, specially when longer computing time is given.
& 2012 Elsevier Ltd. All rights reserved.1. Introduction and literature review
Multi-Level Lot Sizing Problem deals with the production of items
when an interdependence among them at different production levels
is imposed by the product structure. The interdependence is usually
represented by a complex multi-level structure that deﬁnes pre-
cedence constraints. There are also several problem constraints that
must be considered such as demand satisfaction, limited capacity of
resources and product setup times.
Multi-Level and other lot sizing and scheduling problems are
reviewed in [1], where several mathematical programming models
are presented. In [2] mathematical models and algorithms for the
single-level uncapacitated and capacitated lot sizing problem are
evaluated. The algorithms described include exact methods, specia-
lized heuristics and mathematical programming-based heuristics.
Models and algorithms dealing with coordinated deterministic
dynamic demand lot sizing problems are also evaluated in [3].
The Multi-level Capacitated Lot Sizing Problem (MLCLSP) is
presented in [4] as an extension of the big-bucket single-level
capacitated lot sizing problem. Many items are produced at the
same period in big-bucket problems without considerations about
sequencing. A review on MLCLSP formulations as well as solution
approaches are presented by [5].
As pointed out by Kimms [6], in many industrial settings the
demand due date is not really enforced in practice and backlogging
can happen to avoid overtime. However, there is the risk thatll rights reserved.
edo),backlogging leads to stock out and to lose customer’s good will.
Moreover, high penalty costs can be related with backlogging.
There are many studies reported in the literature for capacitated lot
sizing and scheduling problems with backlogging. Florian and Klein [7]
developed a dynamic programming shortest route algorithm, based on
the structure of optimal plans introduced for the constant capacity lot
sizing problem with and without backlogging. The mathematical model
described in [7], taking into account the backlogging case, is improved
by [8] where two linear-programming models are introduced. These
models are evaluated using set of instances and solved by the
commercial package Xpress-MP.
In [9] a tabu search heuristic is applied to the single-level
capacitated lot sizing problemwith setup carry-over and backlogging.
First a heuristic method constructs and improves an initial feasible
solution. Aminimum-cost network ﬂow problem is solved to improve
this initial solution and to evaluate moves during tabu search
execution. A set of 24 benchmark instances from the literature are
solved with satisfactory results reported.
An optimization branch-and-cut system is introduced by [10]
for lot sizing problems. The system called bc-prod is able to deal
with several models including single and multi-level problems
with backlogging. According to [11] it is the ﬁrst production plan
tool using a relax-and-ﬁx (RF) heuristic as solution approach. The
RF is a construction heuristic that determines solutions from
scratch solving several mixed-integer programming (MIP) relaxed
problems. The method deﬁnes a time window such that variables
in it are binary, whereas other integer variables out of this window
are relaxed. The values found for binary variables set are ﬁxed and
the time window moves forward to cover next periods.
A time-oriented decomposition heuristic based on RF is
applied to the MLCLSP by Stadtler in [12]. The problem has single
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allows overlapping periods and a relaxed period inside the time
window. However, only the binary variables out of the overlapped
periods are ﬁxed. Akartunali et al. [11] present a heuristic frame-
work integrating the use of (l,s) inequalities (see [13,14]) with
echelon stocks, linear programming (LP)-and-ﬁx and RF heuristics
applied to the MLCLSP with overtime and backlogging. Their
method outperforms Stadtler’s heuristic [12] and improves
Xpress package results for several test sets.
The MLCLSP with backlogging and family of products is solved
in [15] applying several RF strategies. If the binary variable values
remain the same after six different RF strategies have been
applied, they are ﬁxed according to a previously deﬁned standard.
This approach outperforms the results found in [11] for a set of
benchmark instances. Wu et al. [16] apply a similar method to
solve the MLCLSP with setup time and overtime, and competitive
results are also found when compared with those reported in
[11]. The MLCLSP with backlogging and setup carryover is solved
by Wu et al. in [17], where a mixed-integer programming (MIP)
formulation is proposed as well as a time-oriented decomposition
heuristic framework. This framework integrates construction
with improvement heuristics to solve sets of hard test instances
from the literature and large test instances randomly generated.
The proposed method reaches high quality solutions compared
with other approaches from the literature.
Wu et al. [18] introduce two reformulations for the MLCLSP
with backlogging based on facility location and shortest path
formulations. The authors proposed a method called Lower and
upper bound guided Nested Partitions (LugNP) to solve several sets
of benchmark instances. This method concentrates the search in
promising areas of the solution space applying partitioning and
sampling strategies. A linear programming relaxation technique
ﬁnds lower bounds, whereas a RF heuristic is responsible for
determining upper bounds. However, LugNP is ﬂexible enough to
allow using other techniques for lower and upper bound solutions.
The results outperformed those found by Akartunali et al. [11].
The use of metaheuristic combined with mathematical program-
ming was applied by [19] to the MLCLSP with overtime. The author
associates an ant colony algorithm with mathematical programming,
where the metaheuristic ﬁxes values for binary variables and the
continuous variables are found by a MIP software. The ant colony
method performs better for small and medium-sized instances, and
returns competitive results for large instances.
The present paper proposes a hybrid method to solve the
MLCLSP with backlogging, where setup of product families is
considered. The novelty of the method is a hybridization mechan-
ism which combines a multi-population hierarchically structured
genetic algorithm and a ﬁx-and-optimize heuristic. The genetic
algorithm (GA) deals with the determination of binary variable
values while a linear programming model of the MLCLSP is solved
to determine continuous variables. In the ﬁx-and-optimize (FO)
heuristic, a set of MIP subproblems of MLCLSP is solved to
improve the better solutions found by GA. The effectiveness of
the proposed method will be evaluated through comparisons
with the heuristics proposed by Akartunali et al. [11] and Wu
et al. [18].
Preliminary results were reported in [20] using the proposed
hybrid multi-population genetic algorithm. The method was
evaluated solving two small-sized instances subsets of the
MLCLSP with overtime and without backlogging and product
families’ considerations. The preliminary results had already
demonstrated the potentiality of the method.
A formulation for multi-level production problem with several
similar items joined in product families is presented by [21],
where family oriented ﬁxed costs are considered. This mathema-
tical model is modiﬁed in [22] to include family setup time andbacklogging costs instead of family setup costs. The authors also
generated sets of benchmark instances for the modiﬁed model. In
the present paper, the LP model proposed is derived from the
MLCLSP backlogging model described in [22] as well as the set of
benchmark instances solved.
On the metaheuristic’s side of this proposal, the multi-
population genetic algorithm considered has clusters of indivi-
duals hierarchically structured. Franc-a et al. [23] ﬁrst introduced a
population approach for a memetic algorithm (MA) [24], where
clustered individuals are hierarchically structured in ternary
trees. The method was applied to instances of the total tardiness
single machine scheduling problem. Computational simulations
showed that structured MA outperformed a pure genetic algo-
rithm. The same ﬁnding is reported in [25] where a manufactur-
ing cell problem with sequence dependent family setups was
solved by a structured MA.
The ﬁx-and-optimize (FO) is an improvement heuristic that
searches for better results solving MIP subproblems from an
initial solution. A ﬁx-and-optimize heuristic is proposed by [4]
to solve the MLCLSP with minimum lead time, multi-period setup
carry-over, overtime costs and general structure for several end
products. A total of 1920 test problems from the literature are
solved and the results found are compared with lower and upper
bounds yielded by the commercial package CPLEX. The MLCLSP
with lead times and overtime costs is solved in [26] also using a
ﬁx-and-optimize heuristic. Test sets from the literature are solved
and the method outperforms the results found by Tempelmeier
[27] and Stadtler [12] heuristics.
The present paper is organized as follows: the mathematical
model for MLCLSP with backlogging is described in the next
section, as well as alternative formulations. The hybrid method is
detailed in Section 3. Computational results are reported in
Section 4 and the conclusions follow in Section 5.2. MLCLSP with backlogging
This section presents a mathematical model for the multi-level
capacitated lot sizing problem (MLCLSP) with backlogging. The
MLCLSP with backlogging seeks to minimize inventory and back-
logging costs satisfying several constraints such as machine
capacity, product inventory and setup time. The MLCLSP studied
in this paper considers multiple items, through the multiple
production stages, which are grouped by their similarities into
product families. The mathematical model described next is the
same reported in [22].
Parameters
J total number of products
T total number of periods
M total number of machines/resources
F total number of families
amj capacity cost to produce one unit of product j in
machine m
Bjt upper bound for lot size of product j in period t
bcj backlogging cost of product j
Cmt total capacity of machine m in period t
Djt primary demand (external) of product j in period t
hj holding cost per unit of product j in one period
pjf 1 if product j belongs to family f
rjk quantity of product j necessary to produce one unit of
product k
stmf setup time of family f in machine m
dðjÞ set of the immediate successors of product j
D set of the end products
Fig. 1. Pseudocode of HMPGA.
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xjt lot size of product j in period t
yjt setup variable of product j in period t
wft setup variable of family f in period t
ijt stock holding quantity of product j in period t
bjt backlogging quantity of product j in period t
Min
XJ
j ¼ 1
XT
t ¼ 1
ðbcj  bjtþhj  ijtÞ ð1Þ
Subject to:
ijt1þbjtþxjt ¼ ijtþbjt1þDjt 8j,t9jAD ð2Þ
ijt1þxjt ¼ ijtþ
X
kAdðjÞ
rjk  xkt 8j,t9j=2D ð3Þ
xjtryjt  Bjt 8j,t ð4Þ
yjtrwft 8j,f ,t9pjf ¼ 1 ð5Þ
XJ
j ¼ 1
amj  xjtþ
XF
f ¼ 1
stmf wftrCmt 8m,t ð6Þ
xjt ,ijt ,bjtZ0, yjt ,wftAf0,1g ð7Þ
The objective function (1) minimizes only inventory and
backlogging costs. The inventory constraints (2) and (3) stand
for those products that need to satisfy external and internal
demands, respectively. Constraints (4) deﬁne that the product is
produced, xjt40, only if product setup happens, yjt ¼ 1. The upper
bound for the lot size of product j in period t is represented by
parameter Bjt. This parameter is deﬁned by Eqs. (8) and (9)
following the similar expression proposed in [11]:
Bjt ¼min djðt: :TÞ,
Cmtstmf
amj
 
ð8Þ
djðt: :TÞ ¼
XT
u ¼ t
ðPjuÞþ
X
kAdðjÞ
ðrjk  dkðt: :TÞÞ ð9Þ
Constraints (5) ensure that the setup for a product happens
only if there is setup for its family at the same period. The
occupation of machine capacity in each period is described by
constraints (6), where setup time is related to a family setup
instead of product setup. The variable domains are deﬁned by
constraints (7).
The setup variables yjt show up only in constraints (4) and (5).
It is supposed that each product belongs to only one family and
there are no setup time or setup costs related with yjt. In
constraints (5), yjt ¼ 1 if and only if wft ¼ 1 for the respective
family f in t. If wft ¼ 1 for a family f, the setup variables yjt for all
products that belong to this family can happen. Thus, it is possible
to remove yjt since constraints (4) and (5) are replaced by
constraints (10) and (11):
xjtrwft  Bjt 8j,f ,t9pjf ¼ 1 ð10Þ
xjtrBjt 8j,f ,t9pjfa1 ð11Þ
A product can be produced when its family setup wft occurs in
constraints (10) in the same way as described by constraints
(4) and (5). Thus, the rewritten mathematical model for the
MLCLSP with backlogging and product families, MLCLSPrew, is
deﬁned by objective function (1), constraints (2), (3), (10), (11),
(6), and variable domains xjt ,ijt ,bjtZ0, wftAf0,1g.The genetic algorithm (GA) in the next section will deﬁne the
binary variables of MLCLSPrew. Therefore, it is possible to deduce a
linear model from MLCLSPrew. Constraints (10) can be removed
once the upper bounds of constraints (11) are directly obtained
from binary values found by GA. The setup times spent within
each period of a machine are also given by the GA solution, which
can provide the data to update available capacity doing
Cmt ¼ Cmt
PF
f ¼ 1 stmf wft . Thus, constraints (6) are replaced by
constraints (12):
XJ
j ¼ 1
amj  xjtrCmt 8m,t ð12Þ
The obtained linear programming model, MLCLSPLP, consists of
the objective function (1), constraints (2), (3), (11), (12) and
variable domains xjt ,ijt ,bjtZ0.3. Hybrid multi-population genetic algorithm—HMPGA
Fig. 1 has the pseudocode for the proposed Hybrid Multi-
Population Genetic Algorithm (HMPGA). First, all populations are
initialized and their individuals are hierarchically arranged in trees
(lines 2 and 3). The population convergence is evaluated in line 6,
where a population has converged if new individuals are not inserted
after its evolve loop (lines 7–13). The evolve loop generates a ﬁxed
number of new individuals given by expression (13):
nCrossovers¼ populationSize  crossoverRate ð13Þ
Each population is constituted by individuals hierarchically
structured in trees (clusters), in such way that the best individual
of every tree is always positioned in the upper level of the tree.
Fig. 2 illustrates a tree with several clusters, where individuals are
represented by nodes which exhibit ﬁtness values for a mini-
mization problem. The cluster is compounded by a leader and its
supporters. The leader is the ﬁttest individual (node) of the
cluster. Thus, a root node of the tree stands as the best individual
in the whole population.
The structured population in Fig. 2 is a ternary tree constituted
by 13 individuals altogether (nodes) disposed in a hierarchical
tree with four clusters, each one of them made up of four
individuals. In the ﬁrst level, there is a cluster constituted by just
Fig. 2. Population hierarchically structured.
Fig. 3. Example of individual.
Fig. 4. Procedure to initialize an individual.
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next level of the tree there exist three clusters. Observe that each
one of the supporters in the ﬁrst level has changed into the new
cluster’s leader.
Two individuals are selected by procedure ChooseParents(). The
ﬁrst individual is a leader from a cluster randomly selected. The
second individual is one of the leader’s supporters that is
randomly chosen. Next, CrossoverAndMutate() generates a new
individual, childIndividual. The new individual replaces the worst
parent if it is ﬁtter.
After new individual insertions, the population needs to be re-
organized (line 13) to keep the hierarchical structure among
individuals. If no new individual is inserted, convergence of the
population is assumed. The best individual is then updated in line
16 and a migration operator is executed in line 17. This operator
sends the best individual of one population to the next. The best
individual can be improved in line 18 by a ﬁx-and-optimize
routine (FixAndOptimize()). If the best individual is improved, it
is copied and inserted into the other populations (line 19).
Otherwise, the rolling horizon windows of the ﬁx-and-optimize
method have their size increased by one unit (line 20). These
steps are repeated until execution time is reached.
3.1. Individual, ﬁtness and initialization
Each individual is represented as a matrix F T, where F is the
number of families and T is the number of periods. The entry (f,t)
has a value 1, if a setup of family f in period t happens. Moreover,
entries (f,t) represent values for binary variables wft of the
MLCLSPNew model. Fig. 3 illustrates a possible individual repre-
sentation for a problem instance with F¼5 families and T¼4
periods.
Only products of family F5 in Fig. 3 can be set to be produced at
period T4. On the other hand, any product can be set to be
produced in period T3. The ﬁtness of an individual is calculated as
described next:1. Calculate total setup times spent in each period for each
family.2. Update model parameter Cmt, removing setup times.
3. Update upper and lower bounds of variables xjt.
4. Execute solver and take the ﬁnal value of the objective
function (1).
Values of setup times are obtained from matrix entries of the
individual, which allow updating the machine capacity within
each period (Cmt). The upper and lower bounds of variables xjt can
also be set from the matrix entries. These bounds are adjusted
based on the families of products that are set to be produced in
F T (see constraints (10)). From the values previouslydetermined, the MLCLSPLP model deﬁned in Section 2 is solved.
The ﬁnal solution will return inventory and backlogging costs.
The initialization of individuals is based on a similar one
proposed by Helber and Sahling [26], where a setup occurs for
all products in all periods. The authors argue that bad setup
decisions can be quickly avoided from this starting point. Fig. 4
has the pseudocode for individual initialization.
Each entry (f,t) is set to 1 and the ﬁtness value is determined.
The solution found returns lot size values for variables xjt. If
xjt ¼ 0, the entries wf ,t in matrix F T are updated as wf ,t ¼ 0.
Initially populations will have identical individuals or very similar
ones with the same ﬁtness value. However, this changes when
genetic operators are applied as will be explained next.3.2. Crossover and mutation operators
A total of four crossover operators are applied to two indivi-
duals, always selected as parents, which will generate only one
child. The ﬁrst operator is the uniform crossover that assigns a
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individual (Fig. 5).
In Fig. 5, the shaded entries are those inherited by the new
individual. The second crossover randomly chooses a line (pro-
duct family) and column (period) deﬁning four sections in each
parent. The new individual inherits a section randomly selected
from one of its parents. Fig. 6 shows an example of this operator
with the selected sections shaded.
The third is the one point crossover (Fig. 7) that randomly
selects a cut point period t (matrix column). The new individual
inherits the entries before t from one parent and entries from tþ1
to T of the other parent. The fourth operator (Fig. 8) is also oneFig. 5. Example of uniform crossover.
Fig. 6. Example of sector’s crossover.
Fig. 7. Example of one point period crossover.
Fig. 8. Example of one point product family crossover.point crossover where the cut point is a randomly selected family
product (matrix line) instead of period.
A total of four mutation operators are applied. In the ﬁrst
mutation, an entry is randomly taken and its value is changed
(Fig. 9). The second and third mutation operators are very similar.
Two entries randomly selected in the same period (also randomly
chosen) are changed by the second mutation (Fig. 10) and two
entries for the same product family are changed by the third
mutation (Fig. 11). The fourth operator only applies the ﬁrst
mutation twice. One of the four crossovers and one of the four
mutations previously deﬁned are randomly selected to be
executed.3.3. Fix-and-optimize heuristic
The ﬁx-and-optimize heuristic is an improvement routine
applied to the best individual found so far by the genetic
algorithm. This method ﬁxes a large number of binary variables
solving several MIP subproblems. These subproblems derivated
from the MLCLSPrew model. A window size is determined where
the ﬁx-and-optimize heuristic ﬁxes the value for all binary
variables out of this window. A subproblem with binary variablesFig. 9. Example of ﬁrst mutation.
Fig. 10. Example of second mutation.
Fig. 11. Example of third mutation.
Fig. 12. Fix-and-optimize example with period window.
Fig. 13. Pseudocode of ﬁx-and-optimize.
Table 1
Number of better solutions and deviation values.
Set LugNP vs. HMPGA AMH vs. HMPGA CV (%)
#LugNP #HMPGA Dev (%) #AMH #HMPGA Dev (%)
SET01 14 16 0.08 17 13 0.04 0.14
SET02 25 5 0.66 23 7 0.61 0.78
SET03 5 25 3.51 1 29 6.70 1.92
SET04 5 25 1.81 4 26 2.27 0.37
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act as ﬁxed parameters.
The ﬁx-and-optimize proposed works with two windows:
period windows and family windows. First, the method optimizes
binary variables within a window that includes a certain number
of periods. Next, the method also optimizes binary variables
within a window deﬁned to include family of products. Fig. 12
has an example with a period window.
There is a window size that includes two periods, T2 and T3, in
Fig. 12. The entries for all families of products out of the window
are ﬁxed and a MIP submodel is solved for periods T2 and T3.
Fig. 13 shows a pseudocode for the ﬁx-and-optimize heuristic.
The MIP submodels are solved by a solver, where some binary
variables must be determined (WZ
þ
) and others are already ﬁxed
(WFIX). The method ﬁxes and optimizes variables sequentially
using the two rolling horizon windows: periodWindowSize and
familyWindowSize. A rolling horizon window for periods starts
from the ﬁrst period to the last one. Also the rolling horizon
window for families starts from the ﬁrst family to the last one. An
overlap of a period or family happens when the window rolls. The
overlap size covers periodWindowSize1 periods and
familyWindowSize1 families. The parameters periodWindowSize
and familyWindowSize are provided and updated by the genetic
algorithm as early described in Fig. 1.4. Computational results
The performance of HMPGA for MLCLSP with backlogging is
evaluated over four test sets (SET01, SET02, SET03 and SET04)
generated by [11]. These sets are proposed by [21] for the
mathematical model therein deﬁned with the modiﬁcations
reported in [22]. Each test set has 30 instances, all of them with
six machines and 78 products. The products have assembly
structure which means that an item can be component for only
one item in the bill of materials. A total of six products are end-
items (external demand) and they are arranged in 11 families.
A time horizon with 16 periods is deﬁned, except for SET02 that
has 24 periods. The resource utilization factor is 1.05 for SET01
and SET02, 2.0 for SET03 and 1.25 for SET04. The backlogging
costs are set to twice the inventory holding cost for SET01 and
SET02, and 10 times the inventory holding costs for SET03
and SET04.
The HMPGA parameters are set as follows: three populations
of 13 individuals, where individuals are structured as ternary tree,i.e. each cluster has one leader and three supporters (see Fig. 2).
The crossover and mutation rate are 1.0 and 0.95, respectively.
Therefore, 13 new individuals are generated with a high chance to
be modiﬁed by mutation at each evolve step. The crossover and
mutation operations executed are randomly selected from a set of
four available crossover operators and four different mutation
operators. The period window and family window are initialized
as 2 for the ﬁx-and-optimize heuristic. All the values for these
parameters were chosen based on empirical tests. The program-
ming models are coded and executed using CPLEX 12.2 Callable
Library.
Computational results are compared with those found by
Akartunali and Miller’s Heuristic (AMH) [11] and Lower and
upper bound guided Nested Partitions (LugNP) heuristic [18].
The heuristics are coded in GAMS and executed also using CPLEX
12.2. To each instance of SET01 a 100 s CPU time was given while
150 s for SET02 and 300 s is given to SET03 and SET04, respec-
tively, following the same execution times reported in [18]. The
HMPGA is executed 10 times for each instance and the average
value is compared with AMH and LugNP results. All tests run on
an Intel core 2 duo processor with 2.66 GHz and 2 GB of RAM.
Table 1 summarizes the results showing the number of better
solutions found by each method, the average deviation of HMPGA
solutions from the other heuristics and the coefﬁcient of variation
(CV) for HMPGA solutions. The deviation is calculated following
Eq. (14), where SolHeu stands for AMH or LugNP solution:
Devð%Þ ¼ Sol
HMPGASolHEU
SolHEU
 100
 !
ð14Þ
Considering average deviations the proposed method slightly
outperforms AMH and LugNP values over SET01. The HMPGA
superiority is best observed in SET03 and SET04, taking into
account both criteria. The largest average deviations are found
in SET03 with improvement values of 3.51% and 6.70% from
LugNP and AMH results, respectively. However, HMPGA faced
problems to improve results for SET02 instances. The method was
not able to outperform the amount of better ﬁnal solutions
returned by LugNP and AMH. Positive deviations of 0.66% were
obtained from LugNP results and 0.61% from AMH. The coefﬁcient
of variation (CV) is less than 1% in three out of four sets, where
SET03 is the one with more dispersed values.
Table 2 shows the results for each instance of SET01. The
values for HMPGA are the same or outperforms ﬁnal results of
LugNp and AMH in 25 out of 30 and 23 out of 30 instances,
respectively. For instances where HMPGA shows a performance
worse than LugNP and AHM, the positive deviations reach values
less than 0.5%. The proposed method returned the same result in
all 10 executions over several instances. This is indicated by the
zero values found for CV.
The results for SET02 instances are depicted in Table 3. Here
LugNP and AMH outperform HMPGA. However, the majority of
these positive deviations are still smaller than 1%. There are ﬁve
instances where HMPGA has a deviation larger than 1% from
Table 2
Comparison for SET01 instances executed for 100 s.
SET01 Solution values Deviation (%) CV (%)
LugNP AMH HMPGA LugNP AMH HMPGA
1 22,460.73 22,382.45 22,454.87 0.03 0.32 0.38
2 27,584.79 27,584.79 27,584.79 0.00 0.00 0.00
3 25,187.25 25,187.25 25,239.43 0.21 0.21 0.58
4 26,334.72 26,334.72 26,436.92 0.39 0.39 0.51
5 25,145.49 25,145.49 25,254.62 0.43 0.43 0.70
6 26,770.84 26,667.42 26,667.42 0.39 0.00 0.00
7 24,123.78 24,123.78 24,218.39 0.39 0.39 0.83
8 29,640.42 29,640.42 29,645.94 0.02 0.02 0.01
9 21,362.68 20,971.19 21,043.46 1.49 0.34 0.72
10 22,647.53 22,645.77 22,580.00 0.30 0.29 0.16
11 12,955.57 12,955.57 12,955.58 0.00 0.00 0.00
12 26,831.25 26,831.25 26,831.26 0.00 0.00 0.00
13 23,127.84 23,127.84 23,127.84 0.00 0.00 0.00
14 25,035.84 25,035.84 25,035.84 0.00 0.00 0.00
15 14,118.11 14,118.11 14,118.11 0.00 0.00 0.00
16 17,400.12 17,540.20 17,400.12 0.00 0.80 0.00
17 23,007.51 23,007.51 22,996.13 0.05 0.05 0.00
18 12,973.77 12,973.77 12,973.77 0.00 0.00 0.00
19 16,502.94 16,502.94 16,349.58 0.93 0.93 0.00
20 17,158.59 17,158.59 17,158.59 0.00 0.00 0.00
21 12,421.19 12,421.19 12,421.19 0.00 0.00 0.00
22 40,188.74 40,158.34 40,158.35 0.08 0.00 0.00
23 30,605.70 30,605.70 30,605.70 0.00 0.00 0.00
24 32,145.47 32,190.36 32,035.02 0.34 0.48 0.18
25 52,959.94 52,989.21 52,959.94 0.00 0.06 0.00
26 41,221.51 41,221.51 41,221.51 0.00 0.00 0.00
27 43,319.73 43,319.73 43,289.36 0.07 0.07 0.00
28 41,019.84 40,993.46 40,993.46 0.06 0.00 0.00
29 25,322.35 25,492.58 25,322.35 0.00 0.67 0.00
30 70,863.66 70,863.66 70,863.66 0.00 0.00 0.00
Table 3
Comparison for SET02 instances executed for 150 s.
SET02 Solution values Deviation (%) CV (%)
LugNP AMH HMPGA LugNP AMH HMPGA
1 52,050.71 52,059.67 52,506.33 0.88 0.86 0.48
2 53,713.36 53,863.39 54,065.51 0.66 0.38 0.52
3 47,053.23 47,325.86 47,261.93 0.44 0.14 0.45
4 42,977.07 43,009.78 43,425.01 1.04 0.97 0.66
5 51,757.60 51,906.93 52,147.83 0.75 0.46 0.58
6 51,858.12 51,858.12 52,397.84 1.04 1.04 0.42
7 58,153.82 58,339.53 58,323.23 0.29 0.03 0.46
8 54,449.62 54,654.96 54,568.71 0.22 0.16 0.68
9 43,737.82 43,737.82 44,049.20 0.71 0.71 0.47
10 45,278.76 45,278.76 45,557.10 0.61 0.61 0.49
11 68,646.44 68,488.82 68,795.24 0.22 0.45 0.58
12 66,474.49 66,601.69 66,652.98 0.27 0.08 0.31
13 39,082.70 39,188.51 39,259.70 0.45 0.18 0.74
14 66,383.24 66,383.24 66,619.65 0.36 0.36 0.44
15 61,574.10 61,574.10 61,574.10 0.00 0.00 0.00
16 79,385.00 79,364.83 79,479.41 0.12 0.14 0.28
17 41,282.35 41,298.63 41,444.19 0.39 0.35 0.98
18 81,562.89 81,561.77 81,796.19 0.29 0.29 0.44
19 58,426.13 58,426.13 58,592.94 0.29 0.29 0.54
20 122,827.58 122,827.58 123,232.76 0.33 0.33 0.42
21 24,014.16 24,013.16 24,013.17 0.00 0.00 0.00
22 52,887.07 52,887.07 54,885.56 3.78 3.78 6.93
23 32,708.83 32,618.23 33,748.52 3.18 3.47 0.18
24 68,575.10 68,640.62 68,575.10 0.00 0.10 0.00
25 78,088.22 78,064.34 78,066.38 0.03 0.00 0.01
26 63,565.60 63,275.20 63,272.95 0.46 0.00 0.00
27 54,794.10 54,794.10 56,831.10 3.72 3.72 6.07
28 46,607.87 46,607.87 46,607.87 0.00 0.00 0.00
29 96,157.40 96,281.24 96,204.34 0.05 0.08 0.07
30 71,407.96 71,407.96 71,561.94 0.22 0.22 0.35
Table 4
Comparison for SET03 instances executed for 300 s.
SET03 Solution values Deviation (%) CV (%)
LugNP AMH HMPGA LugNP AMH HMPGA
1 195,149.43 188,293.96 186,680.49 4.34 0.86 2.24
2 216,946.51 236,041.47 212,852.65 1.89 9.82 1.91
3 214,887.64 235,541.55 199,569.69 7.13 15.27 1.41
4 210,002.80 225,455.50 205,775.33 2.01 8.73 1.17
5 210,868.53 215,570.37 205,079.78 2.75 4.87 1.69
6 215,936.28 221,315.06 205,737.56 4.72 7.04 0.89
7 197,828.99 205,742.46 196,613.20 0.61 4.44 1.47
8 230,380.27 246,816.32 221,449.75 3.88 10.28 1.39
9 188,130.54 189,237.06 182,662.20 2.91 3.47 2.62
10 206,095.40 199,931.23 188,378.86 8.60 5.78 1.29
11 134,348.81 135,132.01 128,756.14 4.16 4.72 2.28
12 217,015.46 213,445.48 200,361.47 7.67 6.13 1.36
13 197,661.06 217,793.79 199,232.43 0.79 8.52 2.87
14 205,046.37 206,490.19 198,324.37 3.28 3.95 1.20
15 140,242.77 150,579.48 128,153.34 8.62 14.89 2.26
16 142,885.00 146,981.65 140,947.21 1.36 4.11 4.64
17 192,579.34 208,868.28 186,345.86 3.24 10.78 3.14
18 99,600.43 114,150.49 98,976.15 0.63 13.29 2.22
19 152,955.59 161,507.94 143,961.87 5.88 10.86 2.03
20 164,004.04 162,960.82 164,285.30 0.17 0.81 1.78
21 139,913.68 154,392.30 121,932.44 12.85 21.02 3.45
22 244,366.01 274,202.11 244,450.57 0.03 10.85 0.85
23 215,893.60 229,468.79 211,899.91 1.85 7.66 3.24
24 245,491.89 253,504.00 249,788.58 1.75 1.47 2.75
25 331,890.64 330,743.49 326,629.29 1.59 1.24 0.81
26 290,192.54 286,072.23 278,748.97 3.94 2.56 1.42
27 306,675.79 300,598.72 291,300.89 5.01 3.09 1.46
28 224,659.18 225,729.92 225,508.65 0.38 0.10 0.62
29 197,801.38 190,221.02 188,074.48 4.92 1.13 2.27
30 413,169.55 415,301.14 394,691.55 4.47 4.96 0.99
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highest deviation in all these instances is smaller than 4%. The CV
is less than 1% with several values below 0.5%, except by instances
22 and 27 where CV is 6.93% and 6.07%, respectively.
Considering SET03, HMPGA attains better averages as shown
in Table 4. The proposed method improves the LugNP and AMH
results in more than 5% for seven instances and 15 instances,
respectively. Indeed HMPGA reaches more than 10% of improve-
ment for seven instances from AMH results. A higher average CV
value for this set is observed, with some instances reaching
almost 5%. Table 5 shows that HMPGA is even better than LugNP
and AMH in SET04. The method improved several results in more
than 5% and presents a steady performance as indicated by the CV
values, which are less than 0.5% for the majority of instances.
A possible explanation for the HMPGA behavior in solving
SET02 instances could be the longer time horizon set to those
instances (24 periods instead of 12 for SET01, SET03 and SET04)
which inﬂuences the representation of individuals in the GA and
also the period window in the ﬁx-and-optimize heuristic. Indivi-
duals need more binary variables to be coded and more MIP
subproblems in the ﬁx-and-optimize heuristic have to be solved.
Summarizing, the simulations carried out until now have
indicated that HMPGA is slightly better on the average than the
other two methods over SET01, while it is better in SET03 and
SET04. These two sets are known to be the ones with high
resource utilization indexes, i.e. the hardest to be solved. This
fact gives HMPGA a noteworthy feature when compared to the
other studied methods in the sense that the harder the instance,
the better it performs.
The next computational experiment focuses on the behavior of
the three methods under comparison when one gives them an
extended computing time. All methods were executed with a
time limit 10 times the previous ones. Thus, the running times
C.F.M. Toledo et al. / Computers & Operations Research 40 (2013) 910–919 917were set as 1000 s for SET01 (Fig. 14), 1500 s for SET02 (Fig. 15)
and 3000 s for SET03 and SET04 (Figs. 16 and 17). The solutions
are plotted taking into account the average value of the best
solutions found.
In AMH execution, the ﬁrst solution values for SET02 and
SET04 as well as the two ﬁrst values for SET01 and SET03 are not
displayed because they show high values which would jeopardize
visualization. HMPGA showed a superior performance in terms of
solution quality for all instances sets, except for SET02 where the
method started with the worst average result and proceeded
without outperforming LugNP. However, HMPGA became closer
to LugNP after 300 s and practically all the methods reached a
similar performance after 1200 s, with AMH slightly better. For
the other sets, HMPGA keeps improving solution values during allTable 5
Comparison for SET04 instances executed for 300 s.
SET04 Solution values Deviation (%) CV (%)
LugNP AMH HMPGA LugNP AMH HMPGA
1 53,168.41 58,890.14 53,599.17 0.81 8.98 1.42
2 79,474.16 80,772.81 74,683.21 6.03 7.54 1.37
3 67,097.72 68,176.93 66,296.86 1.19 2.76 0.62
4 68,995.06 74,748.96 69,155.71 0.23 7.48 0.30
5 66,993.67 67,329.07 66,742.39 0.38 0.87 0.43
6 74,601.82 75,042.38 71,290.05 4.44 5.00 1.39
7 64,132.52 62,993.34 63,313.42 1.28 0.51 0.97
8 85,245.96 81,200.63 81,434.71 4.47 0.29 0.93
9 52,040.99 55,901.53 51,225.65 1.57 8.36 0.39
10 57,297.28 55,602.16 55,409.79 3.29 0.35 0.50
11 29,577.89 28,415.71 28,211.16 4.62 0.72 0.03
12 72,084.75 73,653.35 72,677.76 0.82 1.32 0.77
13 55,251.90 52,524.95 52,518.05 4.95 0.01 0.00
14 80,501.73 79,086.37 78,904.34 1.98 0.23 0.00
15 25,286.28 26,670.94 24,597.82 2.72 7.77 0.39
16 35,138.71 35,048.54 34,535.66 1.72 1.46 0.16
17 51,671.92 51,396.17 51,267.71 0.78 0.25 0.00
18 26,282.34 26,101.49 26,051.10 0.88 0.19 0.05
19 33,477.42 31,585.83 31,224.68 6.73 1.14 0.36
20 38,781.43 38,866.39 37,179.76 4.13 4.34 0.00
21 25,880.44 25,894.76 25,712.42 0.65 0.70 0.00
22 119,760.91 120,392.97 118,340.33 1.19 1.70 0.18
23 73,298.72 74,180.41 73,297.38 0.00 1.19 0.00
24 82,260.17 82,349.43 80,732.41 1.86 1.96 0.00
25 196,089.85 196,626.74 196,025.12 0.03 0.31 0.00
26 134,855.99 137,224.59 135,402.06 0.40 1.33 0.52
27 132,463.26 135,936.55 132,680.12 0.16 2.40 0.36
28 126,157.14 126,553.72 125,871.47 0.23 0.54 0.00
29 66,983.98 66,131.09 66,131.09 1.27 0.00 0.00
30 263,042.05 262,380.73 262,380.73 0.25 0.00 0.00
Fig. 14. Method performance for SET0execution time, whereas other methods seem to converge after
some time.
Table 6 summarizes the results for the extended execution
time simulations. When compared to the ﬁgures in Table 1,
HMPGA was able to enhance the number of better solutions1 within a larger execution time.
Fig. 15. Method performance for SET02 within a larger execution time.
Fig. 16. Method performance for SET03 within a larger execution time.
Fig. 17. Method performance for SET04 within a larger execution time.
Table 6
Number of better solutions and deviation values after a longer execution time.
Set LugNP vs. HMPGA AMH vs. HMPGA CV (%)
LugNP HMPGA Dev (%) AMH HMPGA Dev (%)
SET01 12 18 0.15 15 15 0.10 0.00
SET02 12 18 0.06 15 15 0.09 0.03
SET03 0 30 4.47 1 29 4.71 0.95
SET04 3 27 1.64 2 28 1.93 0.06
C.F.M. Toledo et al. / Computers & Operations Research 40 (2013) 910–919918found for all sets. In SET02, the method improved its effectiveness
in a broad sense, returning a higher number of better solutions
than LugNP and ﬁnding the same number than AMH. The positive
average deviation is reduced to less than 1% from AMH and LugNP
in SET02, whereas the average solution values showed improve-
ments for all other sets when compared to the ones depicted in
Table 1. The proposed method is also stable with CV less than 1%.5. Conclusion
A new hybrid method combining a multi-population genetic
algorithm with a ﬁx-and-optimize heuristic and mathematical
programming technique is proposed in this paper. The so-called
hybrid multi-population genetic algorithm (HMPGA) is applied to
solve the Multi-Level Capacitated Lot Sizing Problem (MLCLSP)
with backlogging and setup times for product families. This
approach evolves three populations with individuals hierarchi-
cally structured in a tree. The ﬁx-and-optimize (FO) heuristic
works on the improvement of the current ﬁttest individual, acting
as the memetic component of the hybrid method. FO uses two
rolling horizon windows where binary variables indexed by
periods and families of products are ﬁxed and optimized.
A total of four sets of benchmark instances was solved and the
results found were compared against the Akartunali and Miller
heuristic (AMH) described in [11] and the LugNP heuristic pre-
sented in [18]. HMPGA outperformed AMH in 75 out of 120
instances and LugNP in 71 out of 120 instances. Its better
performance occurs in the most complex sets, SET03 and SET04,
which have the higher resource utilization factor. The weakness
of the method arises when solving instances of the SET02, where a
larger time horizon must be considered.
The computational results reported indicate that combining a
metaheuristic in a memetic fashion, i.e. a multi-population and
hierarchically structured GA with an improvement heuristic like
FO, is an effective contribution to solve such harder problem. The
hybrid approach takes advantage of the binary matrix F T, the
way that representation of individuals was chosen. This repre-
sentation allows genetic operators (mutation and crossover)
exploring the solution space of the binary variable in the MIP
problem, whereas FO approach seeks to intensify its exploration
in the neighborhood of the better individuals solving MIP sub-
problems. To the best of our knowledge, there are few works in
the literature applying a hybridization combining metaheuristics
and FO.
Having in mind that MLCLSP is a complex problem usually
solved in a tactical level in a Material Requirements Planning
context, computational time is not a crucial factor. Longer CPU
times may be affordable if improvement results. In an additional
computational experiment it was given the methods under study
a CPU time 10 times longer. It was veriﬁed that HMPGA attained
better outcomes than the other two methods as demonstrated by
Figs. 14–17 and Table 6. Thus the proposed method has potential
to be applied in real-world situations providing solutions with a
satisfactory quality in an affordable execution time.As future works, there are several benchmark instances of the
MLCLSP without backlogging where the proposed method can be
applied. An evaluation regarding the use of different population
structures as well as different population schemes to be evolved
can also be conducted. Other ways to combine the FO heuristic
with the genetic algorithm is to be tried, for example, initializing
populations or improving not only the best individual using FO.
Finally, another heuristic approach such as relax-and-ﬁx could be
associated with the genetic algorithm.Acknowledgments
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