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ABSTRACT
The recently proposed Sampling Kaczmarz Motzkin (SKM) algorithm performs well in comparison
with the state-of-the-art methods in solving large-scale Linear Feasibility (LF) problems. To explore
the concept of momentum in the context of solving LF problems, in this work, we propose a
momentum induced algorithm called Momentum Sampling Kaczmarz Motzkin (MSKM). The MSKM
algorithm is developed by integrating the heavy ball momentum to the SKM algorithm. We provide a
rigorous convergence analysis of the proposed MSKM algorithm from which we obtain convergence
results of several Kaczmarz type methods for solving LF problems. Moreover, under somewhat
weaker conditions, we establish a sub-linear convergence rate for the so-called Cesaro average of the
sequence generated by the MSKM algorithm. We then back up the theoretical results via thorough
numerical experiments on artificial and real datasets. For a fair comparison, we test our proposed
method in comparison with the SKM method on a wide variety of test instances: 1) randomly
generated instances, 2) Netlib LPs and 3) linear classification test instances. We also compare the
proposed method with the traditional Interior Point Method (IPM) and Active Set Method (ASM) on
Netlib LPs. The proposed momentum induced algorithm significantly outperforms the basic SKM
method (with no momentum) on all of the considered test instances. Furthermore, the proposed
algorithm also performs well in comparison with IPM and ASM algorithms. Finally, we propose
a stochastic version of the MSKM algorithm called Stochastic-Momentum Sampling Kaczmarz
Motzkin (SSKM) to better handle large-scale real-world data. We conclude our work with a rigorous
theoretical convergence analysis of the proposed SSKM algorithm.
Keywords Kaczmarz Method ·Motzkin Method · Projection Methods · Randomized Algorithms · Linear Feasibility ·
Sampling Kaczmarz Motzkin; Heavy Ball Momentum · Stochastic Momentum.
1 Introduction
We consider the following problem for solving large-scale systems of linear inequalities:
Ax ≤ b, b ∈ Rm, A ∈ Rm×n. (1)
As projection-based iterative methods have better performance in the case m  n (i.e., the coefficient matrix A is
thin/tall), we confine the scope of this work in that regime 1. Recent advances in the area of iterative algorithms
suggest that randomization can produce theoretically rigorous and computationally efficient projection algorithms for
solving many computational problems such as linear feasibility, linear systems and convex optimization problems,
etc. [58, 26, 37, 11, 61, 25, 32, 17, 51, 38, 10, 54, 34]. In the following, we discuss some of the classical and modern
algorithmic developments over the years for solving large-scale linear feasibility problems.
1However, from our numerical experiments we find that the proposed methods fair well for the case of n m.
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Kaczmarz method [22] is one of the oldest and most popular projection-type methods for solving a consistent linear
system of equations. It gained traction in the research community when Gordon et. al rediscovered the Kaczmarz method
in the area of image reconstruction [15]. In recent time, it has been applied in several areas such as computer tomography
[7, 20], digital signal processing [31], distributed computing [12, 48] and many other engineering and physics problems.
Given a random iterate xk, the Kaczmarz method generates a new point with the formula: xk+1 = PHi(xk) 2. Although
the basic Kaczmarz method follows a cyclic projection rule, recently Strohmer et. al [58] showed that random projection
can improve the theoretical and practical efficiency significantly. Another classical way of selecting the projection
hyper-plane is the “most violated constraint" [6, 47, 49]. This method is the so-called Motzkin Relaxation (MR) method
3 for solving linear feasibility problems [1, 36]. Another important breakthrough in this area came in 2010 when
Chubanov [8, 9] showed that a modified relaxation type methods can be designed to solve binary linear feasibility
problems that run in a strongly polynomial time 4.
The work of Strohmer et. al [58] inspired numerous researchers to develop numerous extensions and generalizations
of the Randomized Kaczmarz (RK) method (see [26, 37, 61, 25, 32, 17, 28]). For example, in [61, 40], the RK
method has been extended for the case of solving the least square problem. A generalized framework namely the
Gower-Richtarik (GR) sketch has been proposed recently by Gower et. al [17]. This is the first work that combines
several well-known algorithms such as Randomized Newton, Randomized Kaczmarz, and Randomized Coordinate
Descent, Random Gaussian Pursuit and Randomized Block Kaczmarz into one umbrella of the GR sketching method.
Subsequently, after that, Gower et. al extended the GR sketching method to combine several Quasi-Newton methods
into one framework [18]. They proved that most Quasi-Newton type methods such as Powell-Symmetric-Broyden, Bad
Broyden, Davidon–Fletcher–Powell and Broyden–Fletcher–Goldfarb–Shanno methods can be recovered from the GR
sketch by choosing different sampling distribution and positive definite matrix. Various algorithmic improvements
based on the GR sketching method have been explored over the years[56, 30, 16]. Recently, several block variants of
RK methods have been developed and analyzed by Needell et. al [39, 5, 55]. Another important contribution came in
2017 when De Loera et. al [10] developed the Sampling Kaczmarz Motzkin (SKM) method for solving linear feasibility
problems by combining the RK and MR method. Some recent works explored several variants of RK and SKM
algorithms that have been designed to handle linear systems, linear feasibility problems [13, 2, 38, 4, 3, 33, 19, 34] by
exploring important sampling distributions and algorithmic accelerations.
In the last decade, a large number of optimization and machine learning works have been devoted to improving
computational efficiency and the theoretical convergence rate of iterative algorithms. Almost all of the accelerated
algorithmic developments can be traced back to the idea of momentum in the Gradient Descent method for solving
the unconstrained minimization problem. The momentum method, discovered by Polyak in the 1960s is commonly
known as Heavy Ball Momentum resembling the rolling of a heavy ball down the hill. Another important method
namely Nesterov’s Accelerated Gradient (NAG), introduced by Nesterov in his seminal work [41] exhibits the worst-
case convergence rate of O( 1k2 ) for minimizing smooth convex functions. The work of Nesterov spurred numerous
algorithmic development of the first order accelerated methods (see [42, 44, 45, 43]). In recent time, Nesterov’s
acceleration and Polyak momentum have been explored in great detail from the perspective of projection methods such
as Coordinate Descent [43], Randomized Kaczmarz [28], Affine Scaling [35], GR Momentum [30], Randomized Gossip
[29], Sampling Kaczmarz Motzkin [33] and Probably Accelerated Sampling Kaczmarz Motzkin [34].
We have seen from the literature that the momentum scheme is very powerful in achieving efficient methods for solving
convex optimization problems. However, to the best of our knowledge, the potential opportunity of momentum method
has not been yet explored to Kaczmarz type methods for solving a system of linear inequalities. Motivating by the power
of heavy ball momentum and to fill the research gap, as a first attempt, in this work we develop momentum induced
Kaczmarz type methods for solving linear feasibility problems. Our work integrates the idea of heavy ball momentum
in the broader framework of projection methods to handle systems of linear inequalities. The proposed algorithms
outperform state-of-the-art methods for solving a wide variety of linear feasibility problems in terms of CPU time
and solution quality. Our proposed momentum algorithms will show avenues to design momentum induced efficient
algorithms for solving optimization problems in areas like artificial intelligence, machine learning, management science
and engineering. It can be noted that, although the proposed momentum methods are designed to tackle linear system
of inequalities with some modification in the update formula (7), one can develop momentum variants for solving linear
feasibility problems with both equality and inequality equations.
Outline The paper is organized as follows. In section 2, we provide a brief background of Kaczmarz type methods
for solving LF problems. We also provide a summary of the contributions of this work at the end of section 2. In section
2PHi(xk) denotes the orthogonal projection of xk onto the hyper-plane Hi.
3The perceptron algorithm in machine learning [57, 53, 52] can be seen as a variant of the Motzkin type method.
4Chubanov coined a new term called induced hyper-plane, instead of projecting on the original hyper-plane, one projects the new
point to an induced hyper-plane.
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3, we discuss some preliminary results and technical tools regarding the convergence analysis of the proposed methods.
The main algorithm and the respective convergence results are discussed in section 4. To measure the efficiency of the
proposed momentum algorithms, in section 5 we perform extensive numerical experiments on a wide range of linear
feasibility instances. The paper is concluded in section 6 with remarks and future research directions. The Appendix
section contains the proofs of the proposed technical results. Furthermore, in Appendix 3, we propose the SSKM
algorithm along with the convergence results.
Notation For any matrix A ∈ Rm×n, for i = 1, 2, ..,m the notation aTi denotes the rows of matrix A. The feasible
region of the LF problem 1 is defined by, P = {x ∈ Rn| Ax ≤ b}. The notation P(x) denotes the projection of
x ∈ Rn onto the feasible region P . The notation d(x, P ) denotes the distance between x ∈ Rn and the feasible region
P , i.e., d(x, P ) = infz∈P ‖x− z‖. For any matrix A, the notation ‖A‖ and ‖A‖F denotes the spectral and Frobenius
norm respectively. ∇f represents the gradient of function f . Moreover, 〈x, y〉 = xT y denotes the inner product and
‖x‖ = √〈x, x〉 represents the euclidean (L2) norm. The positive part of any real number x will be denoted by x+ (ie.,
x+ = max{x, 0}).
2 Kaczmarz-Motzkin type Methods & Our Contributions
In this section, we first provide a review of existing Kaczmarz type methods for solving LF problems. Then we discuss
the heavy ball momentum method briefly. Finally, we provide a summary of the contributions we made in the theory of
linear feasibility problems.
Randomized Kaczmarz (RK) & Motzkin Relaxation (MR) Starting with an initial point xk, the Kaczmarz method
updates xk+1 using the following formula 5:
xk+1 = xk − δ
(
aTi∗xk − bi∗
)+
‖ai∗‖22
ai∗ . (2)
The original Kaczmarz method uses orthogonal projection 6 (i.e., δ = 1 in (2)) and cyclic projection (i.e., choose i∗ as
i∗ ≡ k mod m. However, in 2008 Strohmer et. al [58] proposed to use randomized projection (i.e., choose i uniformly
at random from the rows of A with probability proportional to ‖ai‖22). Instead of projecting the current point onto new
hyper-plane randomly or cyclically, the MR method projects the current point into the most violated hyper-plane (i.e.,
select i∗ = arg maxi∈{1,2,...,m}{aTi xk − bi}).
Sampling Kaczmarz-Motzkin (SKM) The RK method has a cheaper per iteration cost but it is too slow in practice
(takes too many iterations). Similarly, the MR algorithm has a higher per iteration cost but takes fewer iterations. In
their work, De Loera et. al [10], combined the RK & MR method into the Sampling Kaczmarz-Motzkin (SKM) method
which fairs well in comparison with state-of-the-art techniques for solving LF problems. Recently, an improved version
of the SKM method for solving linear system has been proposed [19]. The computational performance of SKM can
be attributed to its innovative way of projection hyper-plane selection. Given a random iterate xk, SKM updates the
next point xk+1 using (2), where the hyper-plane i∗ is selected as follows: algorithm selects a collection of β rows τk,
uniformly at random out of m rows of A, then out of these β rows the row with maximum positive residual is selected
(i.e., i∗ = arg maxi∈τk{aTi xk − bi, 0}).
Heavy Ball Momentum A significant amount of machine learning tasks aims to solve the unconstrained minimization
problem: x∗ = arg minx∈Rn Φ(x). Gradient Descent (GD) is one of the most used methods for solving the problem.
GD starts with an arbitrary point xk and uses the update formula, xk+1 = xk − αk∇Φ(xk), where αk is the step-size.
to improve the theoretical convergence rate of the GD method, Polyak proposed a modified version of the GD method
with the introduction of the momentum term, γ(xk − xk−1) in the gradient update formula. Polyak’s momentum
method, also popularly known as the “heavy ball method” inspired by physics interpretations. The GD method with the
heavy ball momentum is given by: xk+1 = xk − αk∇Φ(xk) + γ(xk − xk−1). Polyak [50] showed that if Φ is twice
continuously differentiable, µ−strongly convex with L−Lipschitz gradient then with appropriate choice of the step-size
parameters αk and momentum parameter γ, accelerated convergence rate can be achieved. In the context of Kaczmarz
type methods, recently Loizou et. al [30] analyzed the so-called momentum induced GR sketching method [17] for
5The difference between the Kaczmarz method for linear system and linear feasibility is that for the case of linear systems we use
aTi∗xk − bi∗ instead of
(
aTi∗xk − bi∗
)+
.
6 Recent works show that instead of orthogonal projection one can choose the projection parameter δ between 0 and 2 [10, 34]
(i.e., given xk, set xk+1 = (1− δ)xk + δ PHi(xk)).
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solving linear systems. Building on their work, in this work we introduce the momentum induced projection methods
for solving linear feasibility problems.
2.1 Summary of Our Contributions
Momentum & stochastic momentum induced SKM method: In this work, we proposed the Momentum Sampling
Kaczmarz Motzkin (MSKM) method by incorporating the heavy ball momentum in the SKM method. From our
framework, one can recover the convergence analysis of several momentum algorithmic variants such as RK and
MM for solving LF problems. We also proposed a stochastic algorithm namely the Stochastic-Momentum Sampling
Kaczmarz Motzkin (SSKM) method to handle real-world linear feasibility problems.
Global linear rate: We study several variants of Kaczmarz methods with momentum for solving the linear feasibility
problem. We prove global linear convergence results for the MSKM and SSKM methods. We establish a linear rate
for the convergence of the terms E[d(xk, P )2] and E[f(xk)] for a range of projection parameters 0 < δ < 2 and
momentum parameter γ ≥ 0. In doing so, we obtained several well-known convergence results for Kaczmarz type
methods as special cases. In Table 1, we list some known algorithms and their respective convergence results recovered
from the MSKM algorithm with different choices of momentum parameter 7.
Certificate of feasibility To detect the feasibility of the rational system Ax ≤ b, one needs to find a point xk such
that θ(xk) < 21−σ (see Lemma 6.9 and 6.12). Such a point if exists will be called a certificate of feasibility. When the
system is feasible, one expects to find a certificate of feasibility after finitely many iterations, and that if one fails to find
a certificate after finitely many iterations, one can obtain a lower bound on the probability that the system is infeasible.
We obtained an upper bound on the probability of finding a certificate of feasibility for the MSKM algorithm whenever
the system is feasible (see Theorem 4.7). The certificate of feasibility Theorem for the SKM method proven in [10] can
be easily obtained as a special case from our result.
Table 1: Algorithms and their respective convergence rates for linear feasibility
Parameters β, δ, γ, t Row selection Rule (i∗) Convergence Rate Algorithm
β = 1, δ = 1, γ = 0 P(i∗) = ‖ai‖
2
‖A‖2F
E
[
r2k
] ≤ (1− 1mL2 )k r20 Theorem 4.6 (RK [26])
β = m, δ = 1, γ = 0 i∗ = arg maxj ej(xk−1) r2k ≤
(
1− λminm
)k
r20 Theorem 4.6 (MM [36])
0 < δ < 2, γ = 0 τk ∼ Sk, i∗ = arg maxj∈τk ej(xk−1) E
[
r2k
] ≤ (1− ηmL2 )k r20 Corollary 4.6.3 (SKM [10])
(δ, γ) ∈ Q1 τk ∼ Sk, i∗ = arg maxj∈τk ej(xk−1) E [rk] ≤ ρk2r0 MSKM (Theorem 4.3)
(δ, γ, t) ∈ R1 ∩ S1 τk ∼ Sk, i∗ = arg maxj∈τk ej(xk−1) E
[
r2k
] ≤ (1 + α)ρkr20 MSKM (Theorem 4.6)
(δ, γ) ∈ Qn τk ∼ Sk, jk ∈ [n], i∗ = arg maxi∈τk ei(xk−1) E [rk] ≤ ρk2r0 SSKM (Theorem 6.15)
(δ, γ, t) ∈ Rn ∩ Sn τk ∼ Sk, jk ∈ [n], i∗ = arg maxi∈τk ei(xk−1) E
[
r2k
] ≤ (1 + α)ρkr20 SSKM (Theorem 6.17)
Sub-linear rate for Cesaro averages: We proved that the Cesaro averages x˜k = 1k
k∑
j=0
xj generated by the MSKM
and SSKM algorithms enjoys a sub-linear rate O( 1k ) (see Theorem 4.9 and 6.18). The results hold under weaker
conditions compared to the conditions that lead to the linear rate.
3 Technical Tools
In this section, we discuss some technical tools that we will use frequently in Section 4 and Appendix 3 for proving the
convergence results of both MSKM and SSKM algorithm.
Expectation Here, we discuss the sampling distribution used in the SKM, MSKM, SSKM methods and the corre-
sponding expectation calculation. Most of these discussions can be found in the literature (interested readers can look
into the works [10, 33, 34] for a detailed discussion). Throughout the paper, we will use the following expectation
calculation in our convergence analysis of the proposed momentum methods. First, let us sort the positive residual error
vector (Axk − b)+ from smallest to largest for the kth iterate xk. Denote, (Axk − b)+ij as the (β + j)th entry on the
sorted list, i.e.,
(Axk − b)+i0︸ ︷︷ ︸
βth
≤ ... ≤ (Axk − b)+ij︸ ︷︷ ︸
(β+j)th
≤ ... ≤ (Axk − b)+im−β︸ ︷︷ ︸
mth
. (3)
7 In table 1, we use the following notations: rk = d(xk, P ), η = 2δ − δ2, λmin = λ+min(ATA), ej(x) = aTj x− bj .
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Now, from the entries of the residual vector (Axk − b)+ if we randomly select any entry of the residual vector at any
given iteration k the probability that any sample is selected is 1
(mβ )
. Also, each sample has an equal probability of
selection. We will denote this specific choice of sampling distribution as Sk for the kth iterate xk ∈ Rn 8. Let’s also
denote τk ∼ Sk as the set of sampled β constraints, Aτk as the collection of rows of A restricted to the index set τk,
(Aτkxk − bτk)i as the ith entry of Aτkxk − bτk , and i∗ as
i∗ = arg max
i∈τ∼Sk
{aTi xk − bi, 0} = arg max
i∈τk∼Sk
(Aτkxk − bτk)+i . (4)
Using the above discussion with the list provided in equation (3), we have the following:
ES
[∣∣(aTi∗x− bi∗)+∣∣2] = 1(m
β
) m−β∑
j=0
(
β − 1 + j
β − 1
)∣∣(Ax− b)+ij ∣∣2, (5)
with ES denotes the required expectation corresponding to the sampling distribution S. The above expectation
expression was first used by De Loera et.al in their work [10] to analyze the SKM method. To simplify the above
expectation expression, let us define the function f : Rn → R and the gradient of f as follows:
f(x) =
1
2
ES
[|(aTi∗x− bi∗)+|2] , ∇f(x) = ES [(aTi∗x− bi∗)+ai∗] . (6)
Function f plays an important rule in our convergence analysis of the proposed momentum algorithms. It was first
introduced by Morshed et. al in their work [34] to analyze SKM type methods. In Appendix 1, we discuss some
important properties of function f which we borrow from [34]. We use these results a significant number of times in
our convergence analysis of the proposed MSKM and SSKM methods.
Assumptions Throughout the paper, we will assume that the following assumptions hold: (1) the system Ax ≤ b is
consistent, (2) matrix A has no zero rows and (3) the rows of constraint matrix A are normalized (i.e., ‖ai‖2 = 1 for all
i). It is worth noting that the normalization assumption is not required for computational efficiency, but it simplifies the
convergence analysis considerably. Indeed, it can be noted that the proposed algorithms generate the same sequence of
iterates xk irrespective of normalization.
4 Momentum Sampling Kaczmarz Motzkin (MSKM) Method
In this section, we provide the momentum induced SKM method or the MSKM algorithm for solving linear feasibility
problems. We will first discuss the MSKM algorithm, then we will provide a geometric interpretation of the MSKM
algorithm in comparison with the SKM method with no momentum. Finally, we will provide convergence results for
the proposed MSKM method. Applied to the SKM method, the heavy ball momentum of Polyak takes the following
update:
xk+1 = xk − δ
(
aTi∗xk − bi∗
)+
‖ai∗‖2 ai
∗ + γ(xk − xk−1), (7)
where δ > 0 is the projection parameter and γ ≥ 0 is the momentum parameter.
4.1 Geometric Interpretation
The goal of this subsection is to provide a geometric interpretation of the proposed MSKM method. We provide a
pictorial explanation of how the proposed MSKM algorithm and the SKM algorithm work in practice and the difference
between SKM and MSKM method. In Figure 1, to illustrate the difference between SKM and MSKM method, we
draw several updates of both methods in a R2 plane starting with the same initial point x0. For illustration purposes,
we select two hyper-planes H1 and H2 and the projection onto the hyper-planes is done in an alternative fashion.
We also choose δ = 1 for simplified explanation and throughout the figure consistent scaling was used. Starting
with x0 = x1, the projection step is done by projecting the current point x0 onto hyper-plane H1. Or in other words
x2 = x0 − (a
T
1 x0−b1)+
‖a1‖2 a1 is calculated where the notation PH1(x) denotes the orthogonal projection of point x onto
the hyper-plane H1. Then for finding the next point x3, we calculate x3 using the momentum update formula.
8For ease of notation, throughout the paper, we will use S to denote the sampling distribution corresponding to any random iterate
x ∈ Rn . Similarly, we will use τ ∼ S to denote the sampled set and i∗ = argmaxi∈τ∼S{aTi x− bi, 0} = argmaxi∈τ∼S(Aτx−
bτ )
+
i corresponding to any random iterate x ∈ Rn.
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Algorithm 1 MSKM Algorithm: xk+1 = MSKM(A, b, x0,K, γ, δ, t)
Initialize x1 = x0, k = 1; Choose (δ, γ) ∈ Q1 or (δ, γ, t) ∈ R1 ∩ S1
while k ≤ K do
Choose a sample of β constraints, τk, uniformly at random from the rows of matrix A, from these β constraints,
choose i∗ = arg maxi∈τk{aTi xk − bi, 0} then update
xk+1 = xk − δ
(
aTi∗xk − bi∗
)+
‖ai∗‖2 ai
∗ + γ(xk − xk−1);
k ← k + 1;
end while
return x
(a) MSKM: δ = 1, γ = 0 (SKM, [10], [34]) (b) MSKM: δ = 1, γ = 0.5
Figure 1: Graphical interpretation of the SKM method and the MSKM method with only two hyper-planes Hj = {x|aTj x ≤ bj}.
Shaded region P is the feasible region.
From Figure 1, it can be noted that at iteration k, the momentum term γ(xk − xk−1) forces the next update xk+1
to be closer to the feasible region P than the SKM update PHj (xk) (later in the numerical experiment section this
comparison will become much more apparent for a wide variety of large test instances). Another interesting fact that
can be seen from Figure 1 is that no matter how the hyper-plane Hi is selected the vector xk+1 − PHi(xk) is always
parallel to xk − xk−1 at iteration k ≥ 1. Moreover, the momentum parameter seems to become much more active after
some initial updates.
4.2 Convergence Results for MSKM Algorithm
In this subsection, we study convergence properties of the proposed MSKM method, i.e., we study the convergence
behavior of the quantities of E[‖xk − P(xk)‖] and E[f(xk)]. For any n ∈ N, let us define the sets Qn, Rn, Sn as 9
Qn =
(δ, γ) | 0 < δ < 2, 0 ≤ γ <
√
n
(
1−√h(δ))
1−√h(δ) + δ√µ2
 ,
Rn =
{
(δ, γ, t) | 0 < δ < 2, t ≥ 0, 0 ≤ γ < −1 +
√
4nt+ 4nt2 + 1
2(1 + t)
}
, (8)
Sn =
{
(δ, γ, t) | γµ2
µ1
<
2n
1 + t
− nδ + γ ≤ n+ γ
δµ1(1 + t)
}
.
9These sets will also
6
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We proved that whenever (δ, γ) ∈ Q1 or (δ, γ, t) ∈ R1 ∩ S1, the proposed MSKM method enjoys a global linear rate.
We also provided convergence analysis of the function values (i.e., f(xk)) for the Cesaro average. Before we delved into
the convergence Theorems regarding MSKM method, first we will provide the following result for the SKM algorithm.
Theorem 4.1. Let, xk be the random iterate generated by the SKM method with 0 < δ < 2.
1. Take, η = 2δ − δ2 and h(δ) = 1− ηµ1 < 1. Then, the following results hold:
E[d(xk+1, P )2] ≤ [h(δ)]k+1d(x0, P )2 and E[f(xk+1)] ≤ µ2
2
[h(δ)]k+1d(x0, P )
2.
2. Also the average iterate x˜k =
∑k−1
l=0 xl for all k ≥ 1 satisfies the following
E[d(x˜k, P )2] ≤ d(x0, P )
2
2δk(2− δ)µ1 and E[f(x˜k)] ≤
d(x0, P )
2
2δk(2− δ) .
Proof. Proof See Appendix 2.
Remark 4.2. First part of Theorem 4.1 has been obtained in [10]. The bound related to the decay of E[f(xk)] and the
results proved in part 2 for the average iterate x˜k are new. Later in Corollary 4.10.1, we will prove similar kind of
results for the SKM algorithm.
Theorem 4.3. Let {xk} be the sequence of random iterates generated by algorithm 1 and let 0 ≤ γ < 1 such that
(δ, γ) ∈ Q1. Let’s define Π1 =
√
h(δ), Π2 = Π4 = γ, Π3 = δ
√
µ2 and Γ1,Γ2,Γ3, ρ1, ρ2 as in (15). Then the
sequence of iterates {xk} converges and the following result holds :
E
[
d(xk+1, P )
‖xk+1 − xk‖
]
≤
[−Γ2Γ3 ρk1 + Γ1Γ3 ρk2
−Γ3 ρk1 + Γ3 ρk2
]
d(x0, P ) ≤
[
1
2Γ3
]
ρk2 d(x0, P ),
where Γ3 ≥ 0 and 0 ≤ |ρ1| ≤ ρ2 < 1.
Proof. Proof See Appendix 2.
Remark 4.4. From Theorem 4.3, we have that, MSKM algorithm converges whenever (δ, γ) ∈ Q1. Now, from the
definition of Q1, we can deduce that if we choose γ as
0 ≤ γ < 1−
√
h(δ)
1−√h(δ) + δ√µ2 ,
for any 0 < δ < 2, MSKM algorithm converges. now we will derive working bounds from which we can choose γ given
any δ. First, we note that, whenever δ = 2, the only allowable γ is zero. Secondly, for δ = 0, we have
0 ≤ γ < lim
δ→0
1−√h(δ)
1−√h(δ) + δ√µ2 = µ1µ1 +√µ2 ≤ 0.5. (9)
Define, µ˜1 = µ1µ1+√µ2 and µ˜2 =
1−√1−µ1
1−√1−µ1+√µ2 . then the allowable range for γ can be piece-wise approximated by the
following:
0 < δ < 1 :→ γ < µ˜1 − (µ˜1 − µ˜2)δ, 1 < δ < 2 :→ γ < 2µ˜2 − µ˜2δ. (10)
Moreover, any (γ, δ) pair that resides inside the region {0 < δ < 2, 0 < γ < 0.5, γ ≤ 0.5µ˜1(2− δ)} also resides
inside Q1.
Corollary 4.4.1. Let {xk} be the sequence of random iterates generated by algorithm 1 (SKM method) starting with
x0 ∈ Rn. With 0 < δ < 2, the sequence of iterates {xk} converges and the following result holds:
E [d(xk+1, P )] ≤
[√
h(δ)
]k
d(x0, P ).
Proof. Proof Take γ = 0 in Theorem 4.3, then we have Π1 =
√
h(δ), Π2 = 0, Π3 = δ
√
µ2, Π4 = 0. And
the condition, Π1 + Π4 − Π1Π4 + Π2Π3 =
√
h(δ) < 1 holds trivially. Moreover, using these values we have,
ρ2 =
1
2 [
√
h(δ) +
√
h(δ)] =
√
h(δ). Finally, using the above parameter values in Theorem 4.3, we get the result of
Corollary 4.4.1.
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Remark 4.5. Note that as
∣∣E[d(xk, P )]∣∣2 ≤ E [d(xk, P )2], it can be noted that the convergence of Theorem 4.3 is
weaker compared to the usual L2 convergence (the decay of the term E
[
d(xk, P )
2
]
). In the next Theorem, we will
provide the convergence of the sequence xk by providing necessary decay bounds of the term E
[
d(xk, P )
2
]
.
Theorem 4.6. Let {xk} be the sequence of random iterates generated by algorithm 1. Let 0 ≤ γ < 1 and t1 ≥ 0 such
that (δ, γ, t1) ∈ R1 ∩ S1. Then the sequence of iterates {xk} converges and the following result holds.
1. The sequence xk generated by the MSKM algorithm satisfies the following:
E[d(xk+1, P )2] ≤ ρk(1 + α)d(x0, P )2 and E[f(xk+1)] ≤ µ2(1 + α)
2
ρk d(x0, P )
2.
2. Also the average iterate x˜k =
∑k
l=1 xl for all k ≥ 0 satisfies the following:
E[d(x˜k, P )2] ≤ (1 + α) d(x0, P )
2
k(1− ρ) and E[f(x˜k)] ≤
µ2(1 + α)
2k(1− ρ) d(x0, P )
2
where, α ≥ 0, 0 < ρ < 1.
Proof. Proof See Appendix 2.
In the following, we discuss some special results that can be derived from Theorem 4.6.
Momentum induced Randomized Kaczmarz. Take, β = 1. Then the proposed MSKM method becomes the RK
method with momentum, i.e., choose i randomly with probability ‖ai‖
2
‖A‖2F
,
xk+1 = xk − δ
(
aTi xk − bi
)+
‖ai‖2 ai + γ(xk − xk−1). (11)
Corollary 4.6.1. Let, xk be the random iterate generated by the Randomized Kaczmarz method with 0 < δ < 2. Let,
ξ ≥ 0 and 0 ≤ γ < ξ1+ξ such that (δ, γ, ξ) ∈ S1. Denote, µ1 = 1L2‖A‖2F , µ2 =
λmax(A)
‖A‖2F
, then {xk} converges and the
following result holds:
E[d(xk+1, P )2] ≤ ρk(1 + α) d(x0, P )2.
Proof. Proof Take, β = 1 in Theorem 4.6. Then using the special probability, we can calculate µ1 = 1L2‖A‖2F
,
µ2 =
λmax(A)
‖A‖2F
, where L is the Hoffman constant (see Lemma 6.1 and 6.6). Finally, using Theorem 4.6, we get the result
of Corollary 4.6.1.
Momentum induced Motzkin Method. Take, β = m. Then the proposed MSKM method becomes the MR method
with momentum, i.e., choose i∗ = maxi(aTi xk − bi)+,
xk+1 = xk − δ
(
aTi∗xk − bi∗
)+
‖ai∗‖2 ai
∗ + γ(xk − xk−1). (12)
Corollary 4.6.2. Let, xk be the random iterate generated by the Motzkin Relaxation method with 0 < δ < 2. Let,
ξ ≥ 0 and 0 ≤ γ < ξ1+ξ such that (δ, γ, ξ) ∈ S1. Denote, µ1 = 1mL2 , µ2 = maxi ‖ai‖2, then {xk} converges and the
following result holds:
E[d(xk+1, P )2] ≤ ρk(1 + α) d(x0, P )2.
Proof. Proof Take, β = m in Theorem 4.6. Then using the definition, i∗ = maxi(aTi xk − bi)+ we can calculate
µ1 =
1
mL2 , µ2 = maxi ‖ai‖2, where L is the Hoffman constant (see Lemma 6.1 and 6.6). Finally, using Theorem 4.6,
we get the result of Corollary 4.6.2.
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Corollary 4.6.3. (Theorem 1 in [10]) Let {xk} be the sequence of random iterates generated by algorithm 1 with γ = 0
(SKM method) starting with x0 ∈ Rn. With 0 < δ < 2, the sequence of iterates {xk} converges and the following result
holds:
E
[
d(xk+1, P )
2
] ≤ [h(δ)]k d(x0, P )2.
Proof. Proof Take γ = 0 and t1 = 0 in Theorem 4.6, then we can check that the conditions of the Theorem hold
trivially. Moreover, we can find ρ = h(δ). Finally, using Theorem 4.6, we get the result of Corollary 4.6.3.
The next Theorem deals with providing a feasibility certification after finitely many iterations when running the MSKM
algorithm. it can be sought as an extension of the results obtained in [10], [34] and to a certain extent, it can be taken as
an extension of Telgen’s result [59].
Theorem 4.7. Suppose A, b are rational matrices with binary encoding length, σ. Starting with x0 = 0, suppose we
ran the MSKM algorithm on the system Ax ≤ b (‖ai‖ = 1, i = 1, 2, ...,m) with parameters 0 < δ < 2 and γ, t ≥ 0
such that (δ, γ, t) ∈ Q1 ∪ (R1 ∩ S1). Suppose, the number of iterations k satisfies the following lower bound:
4σ − 4− log n+ log(1 + α)
log
(
1
ρ¯
) < k.
If the system Ax ≤ b is feasible, then,
p ≤ H(σ, α, k, ρ¯) =
√
1 + α
n
22σ−2 ρ¯
k
2 ,
where p is the probability that the current iterate is not a certificate of feasibility. And ρ¯ = max{ρ22, ρ} < 1, where
ρ2 and ρ are defined in Theorem 4.3 and Theorem 4.6 for the choice (δ, γ) ∈ Q1 and (δ, γ, t) ∈ R1 ∩ S1 respectively.
Also note that, with respect to k, function H(σ, α, k, ρ¯) is a decreasing function.
Proof. Proof See Appendix 2.
Remark 4.8. Note that instead of a normalized system if we consider a non-normalized system Ax ≤ b, ‖ai‖ 6= 1 for
some i, then suppose the number of iterations k satisfies the following lower bound:
4σ − 4− log n+ log(1 + α) + 2 logψ
log
(
1
ρ¯
) < k,
where σ is the binary encoding length for A, b. Define, ψ = maxj ‖aj‖. If the system Ax ≤ b is feasible and we ran
MSKM algorithm with the parameter choice of Theorem 4.7, then
p ≤
√
1 + α
n
22σ−2 ψ ρ¯
k
2 ,
where p = probability that the current update xk is not a certificate of feasibility.
Corollary 4.8.1. (Theorem 1.5 in [10]) Suppose A, b are rational matrices with binary encoding length, σ, and that
we run the MSKM method (0 < δ < 2, γ = 0) on the system Ax ≤ b (‖ai‖ 6= 1 for some i) and x0 = 0. Define,
ψ = maxj ‖aj‖. Suppose the number of iterations k satisfies the following lower bound:
4σ − 4− log n+ 2 logψ
log
(
1
h(δ)
) < k,
where σ is the binary encoding length for A, b. If the system Ax ≤ b is feasible, then,
p ≤
√
1
n
22σ−2 ψ [h(δ)]
k
2 ,
where p =the probability that the current update xk is not a certificate of feasibility.
Proof. Proof For, γ = 0, considering Theorem 4.3, we have ρ22 = h(δ). Similarly, if we take γ = 0, in Theorem
4.6, we can deduce α = 0 and ρ = mint≥0{1 + δµ1(δ(1 + t) − 2)} = 1 + δµ1(δ − 2) = h(δ). Therefore,
ρ¯ = max{ρ, ρ22} = h(δ). Now, considering Theorem 4.7 with the above parameter choice, we can get the required
bound of Corollary 4.8.1.
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Cesaro Average In the next Theorem, we present the convergence analysis of the function f(x) with respect to the
Cesaro average, one in which we do not bound the decrease in terms of f(x0) (initial function value). Instead, we
bound in terms of a larger quantity which allows us to obtain a better convergence rate. Indeed, we will derive O( 1k )
convergence for the MSKM algorithm with respect to the Cesaro average from which an useful corollary for the SKM
method will follow. Also, note that this result holds under a much weaker condition than the previous Theorems.
Theorem 4.9. Let {xk} be the random sequence generated by Algorithm 1. Take, 0 ≤ γ < 1 and 0 < δ < 2(1− γ).
Define x˜k = 1k
k∑
l=1
xl and f(x) as in (6), then
E [f(x¯k)] ≤ (1− γ)
2 d(x0, P )
2 + 2δγf(x0)
2δk (2− 2γ − δ) .
Proof. Proof See Appendix 2.
Remark 4.10. The convergence rate obtained in Theorem 4.9 is substantially better than Theorem 4.6. As the condition
is weaker it applies to a wider range of projection and momentum parameter pairs (i.e., (δ, γ)). It is also possible to
obtain other convergence results using Theorem 4.9. For instance, the following result can be obtained for the SKM
method.
Corollary 4.10.1. Let {xk} be the random sequence generated by SKM method. Define x˜k = 1k
k∑
l=1
xl and f(x) as in
(6), then for any 0 < δ < 2 the following result holds:
E [f(x¯k)] ≤ d(x0, P )
2
2δk (2− δ) .
Proof. Proof Take γ = 0 in Theorem 4.9, then the result follows as SKM algorithm is just the MSKM algorithm with
no momentum.
5 Numerical Experiments
In this section, we carried out thorough numerical experiments to show the computational performance of the proposed
momentum method. We mostly focus on the over-determined systems regime (i.e., m n) where iterative methods are
generally competitive. However, the proposed momentum variant enjoys a similar performance for the under-determined
systems as well.
5.1 Experiment Specifications
We implemented the proposed MSKM and SSKM algorithms in MATLAB R2020a and performed the experiments in
a workstation with 64GB RAM, Intel(R) Xeon(R) CPU E5-2670, two processors running at 2.30 GHz. To analyze
the computational performance fairly, we carried out the numerical experiments for the following test instances: 1)
random instances: Highly correlated & Gaussian systems, 2) real-life instances: Classification data sets & Netlib LP
test instances. To better understand the algorithmic behavior of the momentum variant, we compare SKM with four
versions of the proposed MSKM algorithm. We varied the momentum parameter γ from 0 to 0.5 (from our convergence
analysis we find that for 0 < δ < 1, γ should be chosen less than or equal to 0.5, see (9)). The allowable γ can be
calculated by using the values µ2 = 1 and µ1 = λ+min(A
TA)/m. We also carried out the experiment for different
projection parameters δ = 0.2, 0.5, 0.8, 1.2. For a consistent experiment setup, throughout the section, we consider the
following (δ, γ) pairs: 1) for 0 < δ ≤ 1, we choose, γ = 0.1, 0.3, 0.4, 0.5 and γ = 0 (SKM method), 2)for 1 < δ < 2,
we choose, γ = 0.05, 0.1, 0.15, 0.2 and γ = 0 (SKM method). This specific combination is chosen by analyzing the
theoretical convergence. The initial point x0 is fixed as 1000 ∗ [1, 1, ..., 1]T which is very far away from the feasible
region of the considered test instances. Positive residual error tolerance is set as 10−05 (i.e., ‖ (Ax− b)+ ‖2 ≤ 10−05)
for all of the test instances. Finally, for a fair understanding of the momentum performance, we compare the proposed
MSKM method with state-of-the-art commercial methods such as Interior point methods (IPMs) and Active set methods
(ASMs) for several Netlib LP instances 10.
10Throughout the experiments, we ran the algorithms 10 times and report the averaged performance. CPU consumption time is
reported in seconds (s), Furthermore, initial point x0 is selected as par away as possible from the feasible region.
10
ACCELERATED SKM - SEPTEMBER 18, 2020
5.2 Experiments on Randomly Generated Instances
In this subsection, we implemented the proposed MSKM variants in comparison with the base SKM method (no
momentum, γ = 0) on randomly generated test instances. Two types of random test instances are considered: highly
correlated, and Gaussian. The feasibility problem Ax ≤ b is considered where the entries of matrices A ∈ Rm×n
and b ∈ Rm are chosen randomly from a certain distribution. First, we choose the data matrix A and two points
x1, x2 from the respective distribution. Then, to generate a feasibility problem with multiple feasible solutions we
take b ∈ Rm as the convex combination of vectors Ax1 and Ax2 (i.e., b = σAx1 + (1− σ)Ax2 for some 0 ≤ σ ≤ 1).
For the highly correlated systems, data matrices A and x1, x2 are chosen uniformly at random between [0.9, 1.0] (i.e.,
aij , (x1)j , (x2)j ∈ [0.9, 1.0], i = 1, 2, ...,m, j = 1, 2, ..., n). For the Gaussian system, data matrices A and x1, x2 are
chosen uniformly at random from standard normal distribution (i.e., aij , (x1)j , (x2)j ∈ N (0, 1), i = 1, 2, ...,m, j =
1, 2, ..., n). Then the right-hand side vector b ∈ Rm is generated by following the above-mentioned procedure.
CPU time VS Sample size β for correlated system We first compared the total CPU time consumption of the
proposed MSKM methods with the choices (δ, γ) ∈ {(0.2, 0.5, 0.8) × (0.1, 0.3, 0.4, 0.5)} and (δ, γ) ∈ {(1.2) ×
(0.05, 0.1, 0.15, 0.2)}. The comparison is carried out with respect to sample size β which ranges from 1 to the total
number of rows m. We ran the above algorithms on two randomly generated highly correlated linear feasibility systems
of size 20000× 1000 and 50000× 4000 and the comparison graph is provided in Figure 2. From Figure 2, we see that
the proposed MSKM variants heavily outperform the SKM algorithm with no momentum in terms of average CPU time
for δ = 0.2, 0.5, 0.8. For the choice of δ = 1.2, the MSKM variants outperform SKM marginally. Another interesting
fact that can be noted from the comparison graph is that the performance of MSKM variants becomes similar when δ
increases.
Figure 2: Sample size β VS average CPU time comparison among SKM and MSKM variants for δ = 0.2, 0.5, 0.8, 1.2 on correlated
systems. Problem size: 20000× 1000 (Top panel), 50000× 4000 (Bottom panel).
CPU time VS Sample size β for Gaussian system We then compared the total CPU time consumption of the
proposed MSKM method with the SKM algorithm considering four versions of the MSKM method. By varying the
momentum parameter γ from 0 to 0.5, the comparison is carried out for different sample size β ∈ [1, 2, ...,m].
For the comparison graphs, we considered δ = 0.2, 0.4, 0.6, 0.8, 0.9, 1, 1.2, 1.3. For 0 < δ ≤ 1, we considered
γ = 0.1, 0.2, 0.3, 0.4, 0.5 and for the choice of δ = 1.2, 1.3, we choose γ = 0.1, 0.15, 0.2, 0.25. In Figure
3, we compared the above-mentioned algorithms for a randomly generated Gaussian linear feasibility problem of
size 2000 × 500. In Figure 4, we carried out the same experiment for a 5000 × 1000 Gaussian linear feasibility
problem. From Figure 3 and 4, we see that the proposed MSKM algorithms heavily outperform the SKM algorithm
(no momentum, γ = 0) in terms of average CPU time when 0 < δ ≤ 1. For 1 < δ < 2, the MSKM variants also
outperform the SKM algorithm for both problems. However, the performance gap of MSKM and SKM is less than
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Figure 3: Sample size β VS average CPU time comparison among SKM and MSKM variants for 0 < δ < 2 on a 2000 × 500
Gaussian system.
Figure 4: Sample size β VS average CPU time comparison among SKM and MSKM variants for 0 < δ < 2 on a 5000× 1000
Gaussian system.
the gap achieved before for 0 < δ ≤ 1. In a nutshell, we conclude that for the choice of 0 < δ ≤ 1, the proposed
MSKM algorithms are highly favorable compared to the SKM method. For the choice of 1 < δ < 2, MSKM variants
also outperform SKM but the improvement is marginal. However, for the case of 1 < δ < 2, one needs to find the
momentum parameter carefully considering the convergence criteria. Furthermore, it can be noted that the best sample
size choice for the considered methods occurs at 1 < β≪ m. This signifies the importance of sampling for choosing
the best sample size. Next, we discuss the impact of momentum on the projection parameter δ.
12
ACCELERATED SKM - SEPTEMBER 18, 2020
Impact of momentum parameter γ on the projection parameter δ From Figures 2, 3 and 4, we note that the
optimal sample size occurs at 1 < β≪ m. Now, we will discuss the impact of momentum parameter on the projection
parameter δ. To that end, we first fix some small sample sizes, i.e., 1 ≤ β ≤ 100 and then run the momentum
Figure 5: Projection parameter δ VS average CPU time comparison among SKM and MSKM variants for 1 ≤ β ≤ 20 on a
5000× 1000 Gaussian system.
Figure 6: Projection parameter δ VS average CPU time comparison among SKM and MSKM variants for 30 ≤ β ≤ 100 on a
5000× 1000 Gaussian system.
variants with respect to varying projection parameter δ. For 0 < δ < 1, we choose γ = 0.1, 0.2, 0.3, 0.4, 0.5 and
for 1 ≤ δ ≤ 1.5, we choose γ = 0.05, 0.1, 0.15, 0.2, 0.25. From Figures 5 and 6 it is evident that, for 1.3 < δ < 2
momentum algorithms perform worse compared to the SKM method. However, for the case of 0 < δ ≤ 1.3 momentum
variants accelerate the the SKM algorithm significantly. It can be noted that as most Kaczmarz type methods performs
better whenever orthogonal projection is used (i.e., δ = 1). For instance, in [10], authors concluded that SKM performs
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better when the value of δ is chosen around 1. Now, we will perform experiments on a 5000× 1000 Gaussian system to
generate convergence decay graphs with respect to time and number of iterations.
Positive residual error ‖ (Ax− b)+ ‖2 VS Time and No. of iterations Here, we compare the respective residual
decay (i.e., ‖(Axk − b)+‖2) for the considered algorithms with respect to the number of iterations and CPU time. First,
we fixed five sample sizes, β = 1, 100, 1000,m = 5000 and (δ, γ) remains the same as before for δ < 1. For the case
of δ = 1.2, we choose γ = 0.05, 0.1, 0.15, 0.2.
Figure 7: Positive residual error ‖ (Ax− b)+ ‖2 VS No. of iteration comparison among SKM and MSKM variants for δ =
0.2, 0.5, 0.8, 1.2 and β = 1, 50, 100, 1000, 5000 on a 5000× 1000 Gaussian system.
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Figure 8: Positive residual error ‖ (Ax− b)+ ‖2 VS CPU time consumption comparison among SKM and MSKM variants for
δ = 0.2, 0.5, 0.8, 1.2 and β = 1, 50, 100, 1000, 5000 on a 5000× 1000 Gaussian system.
Then, we select the residual error data for a fixed number of iterations (i.e., 100000 iterations) as the residual error
goes to zero for almost all of the algorithms apart from SKM before 100000 iterations. In Figures 7 and 8, we plot
the residual decays with respect to CPU time for different sample sizes β and different projection parameters δ. From
Figures 7 and 8 , it is evident that irrespective of sample size selection, the positive residual error ‖(Axk − b)+‖2
converges to zero much faster for the momentum variants than the SKM method with no momentum. As discussed
earlier, the choice β = 1 produces the slowest rate and the choice β = 100 produces the best decay rate. Furthermore,
for the choice of 0 < δ ≤ 1, the positive residual errors for the proposed MSKM algorithms go to zero much faster than
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the SKM method. For the choice δ = 1.2, the decay rate of MSKM variants perform marginally better compared to the
SKM method. Now, we will perform experiments on a 5000× 1000 Gaussian system to analyze the qualities of the
feasible solutions generated by the MSKM variants and the SKM method. To investigate the generated solution quality
of the above-mentioned algorithms, we measure the number of satisfied constraints at each iteration. To quantify the
solution quality, first let us define, Fraction of Satisfied Constraints (FSC) = Number of satisfied constraintsTotal number of constraints (m)
11.
Figure 9: No. of iteration VS fraction of satisfied constraints (FSC) comparison among SKM and MSKM variants for δ =
0.2, 0.5, 0.8, 1.2 and β = 1, 50, 100, 1000, 5000 on a 5000× 1000 Gaussian system.
11 Parameter pair (β, δ) stays same as before. Note that, 0 ≤ FSC ≤ 1 holds for each k.
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Figure 10: CPU time consumption VS fraction of satisfied constraints (FSC) comparison among SKM and MSKM variants for
δ = 0.2, 0.5, 0.8, 1.2 and β = 1, 50, 100, 1000, 5000 on a 5000× 1000 Gaussian system.
Fraction of satisfied constraints (FSC) VS Time and No. of iterations In Figures 9 and 10, we plot the values
of FSC with respect to No. of iterations and CPU time consumption for the MSKM variants and the SKM method.
The graph behavior stays more or less the same as before. From Figures 9 and 10, it is evident that the sample size
choice β = 1 generates the worst performance for the algorithms compared to other choices of β. Indeed, for choice
β = 1, almost all of the considered algorithms fail to generate a feasible solution before the given time. And for
choice β = 100, we get the best solution quality for each of the considered algorithms. The performance of β = 1000
falls in between β = 1 and β = 100. Furthermore, the proposed momentum variants (MSKM algorithms) produce
feasible solutions much faster than the original SKM algorithm. Moreover, for 0 < δ < 1, the momentum parameter
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γ = 0.5 generates the best performance compared to other momentum variants. Finally, for the choice δ = 1.2, MSKM
variants perform marginally better than the SKM algorithm. However, as the CPU time consumption by the considered
algorithms is much less for the case δ = 1.2, the marginal performance of MSKM variants is significantly important.
5.3 Experiments on Real-life Test Instances
In this subsection, we broaden the scope of our numerical experiments to real-life non-random test instances. To obtain
an unbiased performance analysis, we consider two types of real-life data-sets: standard Support Vector Machine (SVM)
classifier data-sets [60, 27, 10, 34], and linear feasibility problems obtained from benchmark Netlib LP test instances
[46].
SVM Classifier Test Instances We first select two linear feasibility problems obtained from the SVM classification
method. Note that, the problem of finding a linear classifier by the SVM method for certain data-sets can be converted
into an equivalent homogeneous linear system of inequalities, (i.e., Ax ≤ 0). In our experiment, we consider the SVM
classifier problem of the following two data-sets: 1) Wisconsin (diagnostic) breast cancer data set and 2) Credit card
default data set.
The Wisconsin breast cancer data set is a well-known standard data-sets representing the characteristics of the nuclei
present in a digitized breast mass image. The data-set consists of two types of data points: 1) malignant and 2) benign
cancer cells. The transformed homogeneous system of inequalities, Ax ≤ 0 represents the separating hyper-plane
between malignant and benign data points, (i.e., the solution of Ax ≤ 0 is the required separating hyper-plane). The
resulting data matrix A has 569 rows (data points) and 30 columns (features). However, the original data-set is not
separable. To remedy this situation, we allow a positive residual tolerance for our setup, (i.e., we ran the considered
algorithms until the condition ‖(Ax)+‖ ≤ 10−3 is satisfied). Similarly, we consider the credit card default data set
described in [60, 10, 34]. The data set consists of features that describe the payment profile of a certain credit card
user and binary variables that represent the payment condition of that user in a certain billing cycle, (i.e., 0 means
late payment and 1 represents payment on time). The resulting homogeneous system of inequalities (Ax ≤ 0) would
represent the solution of the SVM classifier problem. The solution x∗ of the system of inequalities, Ax ≤ 0 would
define a hyper-plane that separates on-time payment and late payments. The resulting data matrix A has 30000 rows
(30000 user profiles) and 23 columns (22 profile features). Same as the breast cancer data-set the credit card data-set is
not separable. To overcome this problem, we will allow a positive residual error tolerance as we did before. In this case,
we ran the considered algorithms until the condition: ‖(Axk)+‖ ≤ 10−3 ∗ ‖(Ax0)+‖ is satisfied.
CPU time VS sample size β for SVM classifier problems In Figure 11, we plot the CPU time consumption for
the above mentioned SVM problems with respect to sample size β. For a fair and consistent analysis, we choose
δ = 0.2, 0.5, 0.8, 1.2 and momentum parameter γ = 0.1, 0.3, 0.4, 0.5.
Figure 11: Average CPU time VS Sample size β comparison among SKM and MSKM variants for δ = 0.2, 0.5, 0.8, 1.2 on Support
Vector Machine problems; Top panel: Wisconsin Breast Cancer data set (BC), Bottom panel: Credit Card data set (CC).
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From Figure 11, we find that the momentum variants significantly outperform the SKM method for both test instances
with the choice of δ = 0.2, 0.5, 0.8. However, for δ = 1.2, the performance gap between SKM and momentum
variants marginal. Also, it can be noted that the sample size choice β = 1 takes a significant amount of time for all
of the algorithms compared to other choices of β. For the choice β = [50, 100], we get the most economic CPU
time consumption graph for each of the considered algorithms. We plot the credit card data set up to β = 6000 as
the best performance occurs when β≪ m. Another interesting point can be observed from Figure 11 related to the
smoothness of the graph. The comparison graphs for the credit card data set are not as smooth as the breast cancer data
set comparison graphs, which can be ascribed to the presence of irregularity in the data matrix A.
Netlib LP instances In this subsection, we compare the performance of the proposed momentum induced SKM
methods with the original SKM method on real-life data sets. For our experiment, we consider some LP [46] test
instances obtained from Netlib LP benchmark libraries [46]. The original problems are formulated as standard linear
programming problem ( min cTx subject to Ax = b, l ≤ x ≤ u).
To conduct the experiments on these data-sets, we first transform each of these problems into an equivalent linear
feasibility problem. We consider a total of ten Netlib LP test instances for our experiment. However, for the CPU time
VS sample size β graphs we only consider five test instances (the considered test instances are the largest of the lot). In
Figure 12, we plot comparison graphs for the following Netlib LP test instances: lp_recipe, lp_brandy, lp_bandm,
lp_scorpion and lp_BNL2. Throughout this experiment, we consider 10−05 as the residual error tolerance for these
problems. Later we will compare the proposed momentum algorithms on these problems with different error tolerances
(see Table 2 for details).
From Figure 12, we see that the proposed momentum variants heavily outperform the SKM algorithm for δ =
0.2, 0.5, 0.8. In the case of δ = 1.2, the performance of MSKM variants is great for the lp_scorpion and lp_BNL2.
The performance of the momentum variants is marginal for other test instances with the choice δ = 1.2. From Figure
12, it is evident that the sample size choice β = m generates the worst performance for all of the algorithms compared
to other choices of β. Indeed, for the choice of 1 < β < 50, almost all of the considered algorithms have the best
performance. Another interesting fact can be noted that for β > 50, the CPU consumption increases gradually for all of
the algorithms with respect to β.
5.4 Comparison with IPM and ASM for Netlib LP Test Instances
In this subsection, we compare the performance of momentum variants with SKM and benchmark commercial solvers
for solving linear feasibility problems derived from several Netlib LP test instances. We follow the standard framework
designed by De Loera et. al [10] and Morshed et. al [33, 34] in their work for testing linear feasibility problems.
Transformation First, we transform each of the Netlib lp test instances into an equivalent linear feasibility formulation
(i.e., min cTx subject to Ax = b, l ≤ x ≤ u with optimum value p∗ is transformed into Ax ≤ b, where A =
[AT − AT I − I c]T and b = [bT − bT uT − lT p∗]T ). For all of the experiments we compared the proposed
algorithms for δ = 1.2, since, from our experiments in subsection 5.2 and 5.3, this is the domain where the proposed
MSKM variants outperform the SKM method marginally. We performed similar experiments for choice 0 < δ < 1
and got significant improvement results (we do not report these results as from our experiments it is evident that the
proposed momentum variants perform significantly better than the original SKM for 0 < δ < 1).
In Table 2, we list the total CPU time consumption in seconds for SKM, momentum induced SKM. We also provide
CPU time for the Interior point method (IPM) and Active set method (ASM) for the same test instances. For fairness of
comparison, we implemented the proposed momentum algorithms along with the SKM algorithm in MATLAB, and the
IPM and ASM algorithms are implemented from the MATLAB Optimization Toolbox function fmincon. First, we
solve the corresponding linear feasibility problem (Ax ≤ b) with SKM and momentum variant algorithms then record
the total CPU time consumption in Table 2. However, we can’t directly use fmincon’s IPM and ASM algorithms for
solving the feasibility problems as they are designed for solving linear programming problems. If we run both IPM and
ASM on the linear feasibility problem (min 0, s.tAx ≤ b) they usually fail as the Karush Kuhn Tucker (KKT) system
for the IPM at each iteration becomes singular and ASM stops during the first step of finding a feasible solution.
We perform the feasibility test as follows: for the SKM method and the proposed momentum variants, we solve the
feasibility problem (Ax ≤ b) for the following sample sizes: β = 10, 50, 100, 150 (β  m) and δ = 1.2 12 and report
12This specific choice is obtained by considering Figure 12. From Figure 12, it is evident that 0 < δ < 1, the proposed MSKM
algorithms significantly outperform the SKM method. Since for the case of δ = 1.2, the considered algorithms have the best CPU
consumption, we choose δ = 1.2. Furthermore, by analyzing the graph trend of Figure 12 we note that for the choice of β ∈ [10, 150]
the considered algorithms have the best CPU consumption. Therefore, in our comparison experiment (Table 2), we choose β =
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Figure 12: Average CPU time VS Sample size β comparison among SKM and MSKM variants for δ = 0.2, 0.5, 0.8, 1.2 on Netlib
LP test instances.
the CPU time for SKM and the best performing momentum variant in Table 2. However, for the fmincon methods,
we use the original LPs (min cTx s.t Ax ≤ b, l ≤ x ≤ u) and report the CPU time consumption in Table 2 13. The
stopping criterion for the SKM method and momentum induced SKM methods is set as max(Axk−b)max(Ax0−b) ≤ . The stopping
10, 50, 100, 150. Finally, we tested several variants of the MSKM algorithm (i.e., γ = 0.05, 0.1, 0.15, 0.2, 0.25, 0.25, 0.3, 0.35, 0.4)
are report the best CPU time as the MSKM method.
13Note that, this is not an ideal or obvious comparison as SKM and MSKM algorithms are specifically designed for solving
feasibility problems, and ideally the halting criterion should force SKM and MSKM to stop near a feasible point, which not
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Table 2: CPU time comparisons among the state-of-the-art methods (using MATLAB’s fmincon function for solving LP), SKM and
MSKM for solving LF. ∗ implies that the solver was unable to solve the problem with the given accuracy within 100,000 function
evaluations; C∗ implies that the solver ran for 24 hours but it couldn’t either reach 100,000 function evaluations or solve the problem
with the desired accuracy. CPU time of the best performing algorithm for each problem is represented in bold letters (  = 10−3).
Instance Dimensions
SKM (β)
×10−02
MSKM (β)
×10−02 InteriorPoint
Active
Set10 50 100 150 10 50 100 150
lp_brandy 1047× 303 11.35 11.86 11.08 11.67 9.80 9.17 9.56 8.71 222.92 881.33
lp_BNL2 2324× 4486 158.87 156.43 159.13 160.16 151.08 150.07 151.39 153.95 2276.7∗ C∗
lp_agg 2207× 615 23.48 24.29 25.85 27.44 18.41 22.02 24.11 25.46 344.8∗ 3450.8∗
lp_adlittle 389× 138 1.83 2.12 2.33 2.43 1.01 1.27 1.02 1.64 3.99 44.39
lp_bandm 1555× 472 17.52 17.24 17.59 18.39 15.90 14.75 14.92 15.56 231.05 10755∗
lp_degen2 2403× 757 30.04 33.91 33.19 33.08 28.71 31.25 30.24 29.35 257.39 90238
lp_finnis 3123× 1064 58.02 59.01 58.39 59.02 51.84 53.2 54.62 55.21 535.72∗ C∗
lp_recipe 591× 204 2.72 3.42 2.94 3.38 2.04 2.51 2.66 2.65 44.82 72.1
lp_scorpion 1709× 466 16.56 16.38 17.49 18.84 14.53 13.80 14.11 13.51 434.65 257.38
lp_stocfor1 565× 165 2.28 3.06 3.11 3.66 1.79 2.10 2.17 2.73 16.98 66.17
criterion for the fmincon’s algorithms (IPM, ASM) is set as max(Axk−b,l−xk,xk−u)max(Ax0−b,l−x0,x0−u) ≤  and c
T xk
cT x0
≤ , where  is the
allowable tolerance error (see Table 2). For an unbiased conclusion, for each problem, we set the same starting point x0
which is chosen as far as possible from the feasible region.
From table 2, we can see that the proposed momentum algorithms perform significantly in comparison with IPM and
ASM. Furthermore, they also outperform the SKM method for all of these test instances. One can develop a more
aggressive version of the MSKM algorithm considering each problem individually. For this one needs to select the
momentum parameter γ considering Theorem 4.6. Moreover, for the sparse data-sets, one can obtain much faster
momentum methods by combining multiple momentum steps simultaneously considering the sparsity of the test
instances. For instance, after iteration k instead of moving forward with the momentum term γ(xk − xk−1), one can
skip p iterations (p≫ 1) and update xk+p using the recurrence relation that will improve the computational efficiency
of the proposed momentum methods immensely.
6 Conclusion
In this work, we propose a momentum induced algorithmic framework (MSKM) for solving linear feasibility problems.
We synthesize convergence analysis of several well-known Kaczmarz type methods for solving linear system of
inequalities. Our proposed MSKM algorithm provides a connection between the heavy ball momentum of learning
theory to Kaczmarz type projection algorithms. We designed comprehensive numerical experiments for evaluating
the practical importance and effectiveness of the proposed momentum algorithms in comparison with the basic SKM
method. To draw unbiased conclusions about the algorithmic performance, we test the proposed methods on several
types of random and non-random benchmark data-sets. Moreover, we also compare our developed methods with
state-of-the-art commercially available algorithms such as IPM and ASM. The proposed algorithms significantly
outperformed the SKM method for 0 < δ < 1. For the case of δ > 1, the proposed momentum variants perform
well in comparison with the SKM method but the improvement is marginal. However, this improvement is substantial
compared to the existing work [34]. In our previous work [34], we showed that it is very hard to find an accelerated
SKM method for the case of 1 < δ < 2. In addition to that, we also provide a stochastic variant of the proposed
momentum method in Appendix 3. We conclude the paper with some noteworthy future research directions:
Optimal Parameter Tuning In our future work, we intend to design a test instance dependent scheme for identifying
optimal parameters (i.e., β, δ, γ, t) for the MSKM algorithm. Another area of future research can be adaptive momentum
parameter selection (i.e., γk) at each iteration instead of a fixed momentum γ.
Greedy Sampling An interesting future approach would be to use adaptive sampling distribution which may prove to
be useful in developing efficient algorithms. Finally, a greedy Kaczmarz [3] type method can be explored in the MSKM
scheme to design theoretically well understood and computationally more superior momentum algorithms.
Sparse Variants We plan to extend our work to design efficient sparse variations of the proposed methods that can
handle large-scale real-world problems with greater sparsity on the data matrix A. For instance, one can design a
necessarily be close to an optimum. However, both IPM and ASM algorithms decrease the objective function value simultaneously
and solve the feasibility problem. Here, we follow the same framework used in [10, 33, 34]
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stochastic version of the MSKM method. In Appendix 3, we propose one such stochastic momentum algorithm namely
Stochastic-Momentum Sampling Kaczmarz Motzkin (SSKM) algorithm.
Appendix 1
In this section, we will discuss several technical results without proof that have been used in the literature for analyzing
SKM type methods.
Lemma 6.1. (Hoffman [21], Theorem 4.4 in [26]) Let x ∈ Rn and P be the feasible region, then there exists a constant
L > 0 such that the following identity holds:
d(x, P )2 ≤ L2 ‖(Ax− b)+‖2,
where L is the so-called Hoffman constant. When the system is consistent (i.e., there exists a unique x∗ such that
Ax = b), L can be calculated as follows:
L2 =
1
‖A−1‖2 =
1
λ+min(A
TA)
.
Lemma 6.2. (Lemma 2.1 in [10]) Let {xk}, {yk} be real non-negative sequences such that xk+1 > xk > 0 and
yk+1 ≥ yk ≥ 0, then
n∑
k=1
xkyk ≥
n∑
k=1
xyk, where x =
1
n
n∑
k=1
xk.
Lemma 6.3. (Lemma 3 in [34]) For any x ∈ Rn and x¯ ∈ P , the following identity holds,
d(x, P )2 = ‖x− P(x)‖2 ≤ ‖x− x¯‖2.
Lemma 6.4. (Lemma 4 in [34]) Let λj be the jth eigenvalue of the matrix W = ES
[
ai∗a
T
i∗
]
, then for all j, the bound
0 ≤ λj ≤ 1 holds.
Lemma 6.5. (Lemma 5 in [34]) For any 1 ≤ β ≤ m, we have the following:
ES
[
ai∗a
T
i∗
]  β
m
ATA.
Lemma 6.6. (Lemma 6 in [34]) For any x ∈ Rn with λmax = λmax(ATA), we have the following:
µ1
2
d(x, P )2 ≤ f(x) ≤ µ2
2
d(x, P )2,
with 0 < µ1 = 1mL2 ≤ µ2 = min
{
1, βmλmax
}
≤ 1.
Lemma 6.6 was partially proved in [10] and a comprehensive discussion was provided in [34]. Lemma 6.6 implies
that when restricted along the segment [x,P(x)] the function f defined in the earlier section is strongly convex with
constant µ1 and has Lipschitz continuous gradient with constant µ2. In other words, if we define f∗ = minx f(x), we
have f∗ = 0 and the following results hold:
µ1
2
‖x− P(x)‖2 + 〈∇f(P(x)), x− P(x)〉 ≤ f(x)− f∗,
f(x)− f∗ ≤ 〈∇f(P(x)), x− P(x)〉+ µ2
2
‖x− P(x)‖2.
Here, we used the fact∇f(P(x)) = 0. These are the Lipschitz continuity condition and the strong convexity condition
respectively along the line segment [x,P(x)]. The result of Lemma 6.6 was extended in the following two Lemmas
along any arbitrary segment [x, y].
Lemma 6.7. (Lemma 7 in [34]) For any x, y ∈ Rn, we have the following:
〈x− y,ES
[
(aTi∗y − bi∗)+ai∗
]〉 = 〈x− y,∇f(y)〉 ≤ f(x)− f(y) ≤ µ2
2
d(x, P )2 − µ1
2
d(y, P )2.
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Lemma 6.7 is weaker than the strong convexity as well as the essentially strong convexity condition defined in [23].
Furthermore, it can be noted that one can check that the function f satisfies the following restricted secant inequality
condition:
〈∇f(x), x− P(x)〉 ≥ ‖x− P(x)‖2, (13)
which was defined in [23]. Specifically, with the choice x = P(y) in Lemma 6.7, we have
〈∇f(y), y − P(y)〉 ≥ µ2
2
‖y − P(y)‖2,
which is the restricted secant inequality condition of (13) with constant  = µ12 .
Lemma 6.8. (Lemma 8 in [34]) For any y ∈ Rn and y¯ such that Ay¯ ≤ b, we have the following:
〈y¯ − y,ES
[
ai∗(a
T
i∗y − bi∗)+
]〉 = 〈y¯ − y,∇f(y)〉 ≤ −2f(y) ≤ −µ1d(y, P )2.
A similar type of results can be found in the literature. for instance, with the choice y¯ = P(y), in Lemma 6.8 one can
obtain the result proved in [54] for the expectation with respect to the uniform sampling (which is used to analyze
randomized Kaczmarz type methods).
The following results are well-known in the literature for developing a certificate of feasibility bounds for the SKM
method. The same type of results holds for the MSKM algorithm too. We refer interested readers to the work of
De-Loira et. al [10] for a detailed discussion of these Lemmas.
Lemma 6.9. (Lemma 1 in [10], Lemma 10 in [34]) Define, θ(x) =
[
maxi{aTi x− bi}
]+
as the maximum violation of
point x ∈ Rn and the length of the binary encoding of a linear feasibility problem with rational data-points as
σ =
∑
i
∑
j
ln (|aij |+ 1) +
∑
i
ln (|bi|+ 1) + ln (mn) + 2.
Then if the rational system Ax ≤ b is infeasible, for any x ∈ Rn, the maximum violation θ(x) satisfies the following
lower bound:
θ(x) ≥ 2
2σ
.
Lemma 6.10. (Lemma 3 in [10]) The sequence {xk} generated by the MSKM algorithm are point-wise closer to the
feasible region P , i.e., for all x ∈ P and k ≥ 1, we have
‖xk − x‖ ≤ ‖xk−1 − x‖.
Proof. Proof The proof follows the same argument as Lemma 3 in [10].
Lemma 6.11. (Lemma 4 in [10], Lemma 11 in [34]) If P is n-dimensional (full-dimensional) then the sequence of
iterates {xk} generated by the MSKM method converges to a point x ∈ P .
Proof. Proof Since, by assumption, P is full dimensional, then the rest of the proof follows the same argument as
Lemma 4 in [10].
Lemma 6.12. ([24]) If the rational system Ax ≤ b is feasible, then there is a feasible solution x∗ whose coordinates
satisfy |x∗j | ≤ 2
σ
2n for j = 1, ..., n.
The following two Theorems deal with the convergence of certain non-negative sequences that satisfies homogeneous
recurrence inequality.
Theorem 6.13. (Theorem 2 in [34]) Let the real sequences Hk ≥ 0 and Fk ≥ 0 satisfy the following recurrence
relation: [
Hk+1
Fk+1
]
≤
[
Π1 Π2
Π3 Π4
] [
Hk
Fk
]
, (14)
where, Π1,Π2,Π3,Π4 ≥ 0 such that the following relation
Π1 + Π4 < 1 + min{1,Π1Π4 −Π2Π3}, (15)
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holds. Then the sequence {Hk} and {Fk} converges and the following result holds:[
Hk+1
Fk+1
]
≤
[
Π1 Π2
Π3 Π4
]k [
H1
F1
]
=
[
Γ2Γ3(Γ1 − 1) ρk1 + Γ1Γ3(Γ2 + 1) ρk2
Γ3(Γ1 − 1) ρk1 + Γ3(Γ2 + 1) ρk2
] [
H1
F1
]
,
where,
Γ1 =
Π1 −Π4 +
√
(Π1 −Π4)2 + 4Π2Π3
2Π3
,Γ2 =
Π1 −Π4 −
√
(Π1 −Π4)2 + 4Π2Π3
2Π3
, Γ3 =
Π3√
(Π1 −Π4)2 + 4Π2Π3
,
ρ1 =
1
2
[
Π1 + Π4 −
√
(Π1 −Π4)2 + 4Π2Π3
]
, ρ2 =
1
2
[
Π1 + Π4 +
√
(Π1 −Π4)2 + 4Π2Π3
]
, (16)
and Γ1,Γ3 ≥ 0 and 0 ≤ |ρ1| ≤ ρ2 < 1.
Theorem 6.14. (Lemma 1 in [14]) Let {Hk}k≥0, {Fk}k≥0 and {Gk}k≥0 be non-negative sequences of real numbers
satisfying
Hk+1 + α1Fk+1 ≤ β1Hk + β2Hk−1 + β3Fk, (17)
with constants β1, β2, α1 ≥ 0 and β3 ∈ R. Moreover, assume that
H1 = H0, β1 + β2 < 1, β3 < α1,
holds. Then the sequence {Hk}k≥0 generated by (17) satisfies
Hk+1 + αHk + α1Fk+1 ≤ ρk [(1 + α)H1 + α1F1] , (18)
where α ≥ 0 and ρ ∈ [0, 1) are given by
α = max
{
0,
β3
α1
− β1, −β1 +
√
β21 + 4β2
2
}
, ρ = β1 + α.
Appendix 2
Proof of Theorem 4.1 Take, γ = 0 then the update formula of the MSKM method resolves into
xk+1 = xk − δ
(
aTi∗x− bi∗
)+
ai∗ . (19)
It can be noted that, with a random starting point x0 ∈ Rn, the update (19) represents the SKM method proposed in
[10]. Since P(xk) ∈ P , from (19) we have the following
E[d(xk+1, P )2] = E[‖xk+1 − P(xk+1)‖2]
Lemma 6.3≤ E[‖xk+1 − P(xk)‖2]
= E[‖xk − P(xk)− δ
(
aTi∗x− bi∗
)+
ai∗‖2]
(6)
= ‖xk − P(xk)‖2 + 2δ2f(xk) + 2δ
〈P(xk)− xk,∇f(xk)〉
Lemma 6.6≤ ‖xk − P(xk)‖2 − 2(2δ − δ2)f(xk) (20)
≤ ‖xk − P(xk)‖2 − (2δ − δ2) µ1‖xk − P(xk)‖2 = h(δ) d(xk, P )2. (21)
Now, taking expectation again and using the tower property along with induction we get the first part of Theorem 4.1.
Similarly, considering (21) along with the bound of Lemma 6.6 we get the following:
E[f(xk+1)] ≤ µ2
2
E[d(xk+1, P )2] ≤ µ2
2
[h(δ)]k+1d(x0, P )
2.
This proves the first part of Theorem 4.1. Moreover, it can be checked that 1k
k−1∑
l=0
P(xl) ∈ P . Then using Lemma 6.3
we have
E[d(x˜k, P )2] = E[‖x˜k − P(x˜k)‖2]
Lemma 6.3≤ E
[∥∥∥1
k
k−1∑
l=0
(xl − P(xl))
∥∥∥2]
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≤ E
[
1
k
k−1∑
l=0
∥∥xl − P(xl)∥∥2] = 1
k
k−1∑
l=0
E[d(xl, P )2] ≤ d(x0, P )
2
k
k−1∑
l=0
[h(δ)]
l ≤ d(x0, P )
2
2δk(2− δ)µ1 . (22)
Furthermore, denote rk+1 = E[d(xk+1, P )2]. Now, using (20) we have the following
2(2δ − δ2)
k−1∑
l=0
E[f(xl)] ≤
k−1∑
l=0
(rl − rl+1) = r0 − rk ≤ r0 = d(x0, P )2. (23)
Then, we get
E[f(x˜k)] ≤ E
[
1
k
k−1∑
l=0
f(xl)
]
=
1
k
k−1∑
l=0
E[f(xl)] ≤ d(x0, P )
2
2δk(2− δ) . (24)
This proves the second part of Theorem 4.1.
Proof of Theorem 4.3 From the update formula of the MSKM algorithm, we get,
ESk [‖xk+1 − P(xk+1)‖]
Lemma 6.3≤ ESk [‖xk+1 − P(xk)‖]
= ESk [‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗ − γ(xk − xk−1)‖]
≤ ESk [‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖] + γ ESk [‖xk − xk−1‖]
≤
{
ESk [‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2]
} 1
2
+ γ‖xk − xk−1‖
Theorem 4.1≤
√
h(δ) ‖xk − P(xk)‖+ γ‖xk − xk−1‖. (25)
Now, taking expectation again in (25) and using the tower property, we have,
E[‖xk+1 − P(xk+1)‖] ≤
√
h(δ) E[‖xk − P(xk)‖] + γ E[‖xk − xk−1‖]. (26)
Similarly, using the update formula for xk+1, we have
ESk [‖xk+1 − xk‖] = ESk [‖γ(xk − xk−1)−δ
(
aTi∗xk − bi∗
)+
ai∗‖] ≤ γ ESk [‖xk − xk−1‖] + δ ESk [|(aTi∗xk − bi∗)+|]
≤ γ ‖xk − xk−1‖+ δ
{
ESk [|(aTi∗xk − bi∗)+|2]
} 1
2
Lemma 6.6≤ γ ‖xk − xk−1‖+ δ√µ2 ‖xk − P(xk)‖. (27)
Taking expectation in (27) and using the tower property, we have,
E[‖xk+1 − xk‖] ≤ γ E[‖xk − xk−1‖] + δ√µ2 E[‖xk − P(xk)‖]. (28)
Combining both (26) and (28), we can deduce the following matrix inequality:
E
[‖xk+1 − P(xk+1)‖
‖xk+1 − xk‖
]
≤
[√
h(δ) γ
δ
√
µ2 γ
] [
E[‖xk − P(xk)‖]
E[‖xk − xk−1‖]
]
. (29)
Since, (δ, γ) ∈ Q1 = {(δ, γ) | 0 < δ < 2, 0 ≤ γ < 1−
√
h(δ)
1−
√
h(δ)+δ
√
µ2
}, we have
Π1 + Π4 −Π1Π4+Π2Π3 = γ +
√
h(δ) + γδ
√
µ2 − γ
√
h(δ) < 1. (30)
Also, from the definition, it can be easily checked that Π1,Π2,Π3,Π4 ≥ 0. Considering (30), we can check that
Π1 +Π4 < 1+γ
√
h(δ)−γδ√µ2 = 1+min{1, γ
√
h(δ)−γδ√µ2}. Let’s define the sequences Fk = E[‖xk−xk−1‖]
and Hk = E[‖xk − P(xk)‖]. Now, using Theorem 6.13, we have[
Hk+1
Fk+1
]
≤
[
Γ2Γ3(Γ1 − 1) ρk1 + Γ1Γ3(Γ2 + 1) ρk2
Γ3(Γ1 − 1) ρk1 + Γ3(Γ2 + 1) ρk2
] [
H1
F1
]
, (31)
where, Γ1,Γ2,Γ3, ρ1, ρ2 can be derived from (16) using the parameter choice of Theorem 4.3. Note that, from
the MSKM algorithm we have, x1 = x0. Therefore we can easily check that, F1 = E[‖x1 − x0‖] = 0 and
H1 = E[‖x1 − P(x1)‖] = E[‖x0 − P(x0)‖] = ‖x0 − P(x0)‖ = H0. Now, substituting the values of H1 and F1 in
(31), we have[
Hk+1
Fk+1
]
= E
[
d(xk+1, P )
‖xk+1 − xk‖
]
≤
[−Γ2Γ3 ρk1 + Γ1Γ3 ρk2
−Γ3 ρk1 + Γ3 ρk2
]
d(x0, P ) ≤
[
ρk2
2Γ3 ρ
k
2
]
d(x0, P ). (32)
Also from Theorem 6.13 we have, Γ1,Γ3 ≥ 0 and 0 ≤ |ρ1| ≤ ρ2 < 1. Which proves the Theorem.
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Proof of Theorem 4.6 From the update formula of the MSKM algorithm, we get,
‖xk+1 − P(xk+1)‖2
Lemma 6.3≤ ‖xk+1 − P(xk)‖2 = ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗ + γ(xk − xk−1)‖2
= ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2 + γ2‖xk − xk−1‖2
+ 2γδ〈xk−1 − xk,
(
aTi∗xk − bi∗
)+
ai∗〉 − 2γ〈xk−1 − xk, xk − P(xk)〉
= ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2 + 2γδ〈xk−1 − xk,
(
aTi∗xk − bi∗
)+
ai∗〉
+ (γ2 + γ)‖xk − xk−1‖2 + γ‖xk − P(xk)‖2 − γ‖xk−1 − P(xk)‖2. (33)
Here, we used the identity 2〈xk−1−xk, xk−P(xk)〉 = −‖xk−1−P(xk)‖2 +‖xk−xk−1‖2 +‖xk−P(xk)‖2. Let’s
define the sequences Fk = E[‖xk − xk−1‖2] and Hk = E[‖xk − P(xk)‖2]. Note that, from the MSKM algorithm
we have, x1 = x0. Therefore we can easily check that, F1 = E[‖x1 − x0‖2] = 0 and H1 = E[‖x1 − P(x1)‖2] =
E[‖x0 − P(x0)‖2] = ‖x0 − P(x0)‖2 = H0. Now, taking expectation in (33) and using Lemma 6.7 along with the
identity ‖xk−1 − P(xk−1)‖2 ≤ ‖xk−1 − P(xk)‖2 we have,
Hk+1 ≤ E[‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2] + 2γδ〈xk−1 − xk,∇f(xk)〉+ (γ2 + γ)Fk + γHk − γHk−1
≤ (1 + γ)Hk − γHk−1 + (γ2 + γ)Fk − 2(2δ − δ2)f(xk) + 2γδ[f(xk−1)− f(xk)]
= (1 + γ)Hk − γHk−1 + (γ2 + γ)Fk + 2γδf(xk−1)− 2δ(γ + 2− δ)f(xk). (34)
Similarly, using the update formula for xk+1, we have
‖xk+1 − xk‖2 = ‖γ(xk − xk−1)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2
= γ2‖xk − xk−1‖2 + δ2|(aTi∗xk − bi∗)+|2 + 2γδ〈xk−1 − xk,
(
aTi∗xk − bi∗
)+
ai∗〉. (35)
Now, taking expectation in (35) and using Lemma 6.7 we have,
Fk+1 = γ
2Fk + 2δ
2f(xk) + 2γδ〈xk−1 − xk,∇f(xk)〉
Lemma 6.7≤ γ2Fk + 2γδf(xk−1) + 2δ(δ − γ)f(xk). (36)
From the given condition (i.e., (δ, γ, t1) ∈ R1 ∩ S1), we have the following
(1 + t1)(δ − γ) ≤ 2 and 1 + γ + δµ1[(1 + t1)(δ − γ)− 2] ≥ 0
0 ≤ γ < t1
1 + t1
and γ(1 + t1)(µ2 − µ1) + δµ1(1 + t1) < 2µ1. (37)
Then, we have
Hk+1 + t1Fk+1 ≤ (1 + γ)Hk − γHk−1 + (t1γ2 + γ2 + γ)Fk + 2γδ(1 + t1)f(xk−1) + 2δ [(1 + t1)(δ − γ)− 2] f(xk)
≤ {1 + γ + δµ1[(1 + t1)(δ − γ)− 2]}Hk + γ [δ(1 + t1)µ2 − 1]Hk−1 + (t1γ2 + γ2 + γ)Fk.
(38)
Now since, µ2(1 + t1) > 0 one can divide the interval (0, 2] into two intervals as (0, 2) = (0, 1µ2(1+t1) ]∪ ( 1µ2(1+t1) , 2).
We will analyze the recurrence relation (38) based on these two intervals.
Case 1: Assume, 0 < δ ≤ 1µ2(1+t1) , then from (38) we have,
Hk+1 + t1Fk+1 ≤ {1 + γ + δµ1[(1 + t1)(δ − γ)− 2]}Hk + γ [δ(1 + t1)µ2 − 1]Hk−1 + (t1γ2 + γ2 + γ)Fk
≤ {1 + γδµ2(1 + t1) + δµ1[(1 + t1)(δ − γ)− 2]}Hk + (t1γ2 + γ2 + γ)Fk. (39)
here we used the identity Hk ≤ Hk−1 (Lemma 6.10). Following Theorem 6.14 let’s take α1 = t1, β2 =
γ [δ(1 + t1)µ2 − 1] , β3 = t1γ2 + γ2 + γ and
β1 = 1 + γ + δµ1[(1 + t1)(δ − γ)− 2] ≥ 0. (40)
Note that, for any 0 ≤ γ < t11+t1 we have
β3 − α1 < (1 + t1) t
2
1
(1 + t1)
+
t1
1 + t1
− t1 = t
2
1 + t1 − t1 − t21
1 + t1
= 0,
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which implies β3 < α1. Furthermore, from (37), we have
0 ≤ β1 + β2 = 1 + γδµ2(1 + t1) + δµ1[(1 + t1)(δ − γ)− 2] < 1.
which are precisely the conditions of Theorem 6.14. From, (39) we have Hk+1 + t1Fk+1 ≤ (β1 + β2)Hk + β3Fk.
Now, using Theorem 6.14 we have
Hk+1 + αHk + t1Fk+1 ≤ ρk [(1 + α)H1 + α1F1] = ρk(1 + α)H0, (41)
where, α ≥ 0 and ρ ∈ [0, 1) are given by
α = max
{
0,
t1γ
2 + γ2 + γ
t1
− β1 − β2
}
, ρ = α+ β1 + β2 = max
{
β1 + β2,
t1γ
2 + γ2 + γ
t1
}
. (42)
Therefore, if (δ, γ, t1) ∈ R1 ∩ S1 and 0 < δ ≤ 1µ2(1+t1) , then the sequence xk generated by the MSKM algorithm
converges and (41) holds.
Case 2: Assume, 1µ2(1+t1) < δ < 2, then from (38) we have,
Hk+1 + t1Fk+1 ≤ {1 + γ + δµ1[(1 + t1)(δ − γ)− 2]}︸ ︷︷ ︸
≥0
Hk + γ [δ(1 + t1)µ2 − 1]︸ ︷︷ ︸
≥0
Hk−1 + (t1γ2 + γ2 + γ)Fk.
(43)
Following Theorem 6.14 let’s take α1 = t1, β2 = γ [δ(1 + t1)µ2 − 1] ≥ 0, β3 = t1γ2 + γ2 + γ and
β1 = 1 + γ + δµ1[(1 + t1)(δ − γ)− 2] ≥ 0. (44)
Now, using the same argument of Case 1, one can check that β3 < α1 holds. Furthermore, using (37) we have
0 ≤ β1 + β2 = 1 + γδµ2(1 + t1) + δµ1[(1 + t1)(δ − γ)− 2] < 1,
which are precisely the conditions of Theorem 6.14. Using Theorem 6.14 we have
Hk+1 + αHk + t1Fk+1 ≤ ρk [(1 + α)H1 + α1F1] = ρk(1 + α)H0. (45)
where, α ≥ 0 and ρ ∈ [0, 1) are given by
α = max
{
0,
t1γ
2 + γ2 + γ
t1
− β1, −β1 +
√
β21 + 4β2
2
}
, ρ = max
{
t1γ
2 + γ2 + γ
t1
,
β1 +
√
β21 + 4β2
2
}
. (46)
Therefore, if (δ, γ, t1) ∈ R1 ∩ S1 and 1µ2(1+t1) < δ < 2, then the sequence xk generated by the MSKM algorithm
converges and (45) holds. Note, that as β1 + β2 < 1, we have
β1+
√
β21+4β2
2 > β1 + β2. That implies we can combine
the two Cases. Combining Case 1 & 2, we can deduce that for any 0 < δ < 2, if the parameters γ and t1 satisfies
(δ, γ, t1) ∈ R1 ∩ S1, then the sequence xk generated by the MSKM algorithm converges and the following relation
holds.
E[d(xk+1, P )2] ≤ E[d(xk+1, P )2] + αE[d(xk, P )2] + t1 E[‖xk+1 − xk‖2] ≤ ρk(1 + α)d(x0, P )2, (47)
where, α ≥ 0 and ρ are as in (46). Furthermore, using (47) along with Lemma 6.6 we get the following:
E[f(xk+1)] ≤ µ2
2
E[d(xk+1, P )2] ≤ µ2(1 + α)
2
ρkd(x0, P )
2.
This proves the first part results of Theorem 4.6. Note that 1k
k∑
l=1
P(xl) ∈ P . Now, using Lemma 6.3 we have
E[d(x˜k, P )2] = E[‖x˜k − P(x˜k)‖2]
Lemma 6.3≤ E
[∥∥∥1
k
k∑
l=1
(xl − P(xl))
∥∥∥2] ≤ E[1
k
k∑
l=1
∥∥xl − P(xl)∥∥2]
=
1
k
k∑
l=1
E[d(xl, P )2] ≤ d(x0, P )
2
k
k∑
l=1
(1 + α)ρl−1 ≤ (1 + α) d(x0, P )
2
k(1− ρ) . (48)
Furthermore, using (48) along with Lemma 6.3, we get the following
E[f(x˜k)] ≤ µ2
2
E[d(x˜k, P )2] ≤ µ2(1 + α)
2k(1− ρ) d(x0, P )
2. (49)
This proves the second part of Theorem 4.6.
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Proof of Theorem 4.7 From our assumption, we know that the system Ax ≤ b is feasible. Therefore, using Lemma
6.12, we can argue that there exists a feasible solution x∗ such that |x∗j | ≤ 2
σ
2n for all j = 1, ..., n. Thus, we have,
d(x0, P ) = ‖x0 − P(x0)‖ ≤ ‖x∗‖ ≤ 2
σ−1
√
n
, (50)
as x0 = 0. Therefore, if the inequality system Ax ≤ b is infeasible considering Lemma 6.9, we have θ(x) ≥ 21−σ.
This means that whenever MSKM algorithm runs on the system Ax ≤ b, the system is feasible if θ(x) < 21−σ holds.
Moreover, since all of the points of the feasible region P is inside the half-space defined by H˜i = {x | aTi x ≤ bi} for
all i = 1, 2, ...,m, the following relation holds:
θ(x) =
[
max
i
{aTi x− bi}
]+
≤ ‖aTi (x− P(x))‖ ≤ d(x, P ). (51)
Then if we choose (δ, γ) ∈ Q1, we can deduce the following bound
E [θ(xk)]
(51)
≤ E [d(xk+1, P )]
Theorem 4.3≤ ρk2 d(x0, P ) ≤
√
1 + αρk2 d(x0, P ), (52)
whenever the system Ax ≤ b is feasible. Similarly, with the choice (δ, γ, t) ∈ R1 ∩ S1 for some t ≥ 0 the following
holds
E [θ(xk)]
(51)
≤ E [d(xk+1, P )] ≤
√
E [d(xk+1, P )2]
Theorem 4.6≤ √1 + α ρ k2 d(x0, P ), (53)
whenever the system Ax ≤ b is feasible. Now, choose ρ¯ = max{ρ22, ρ} 14. In (52) and (53), we used Theorems 4.3 &
4.6 respectively. Now combining (52) and (53), we can say that for the choice (δ, γ, t) ∈ Q1 ∪ (R1 ∩ S1), whenever
the system Ax ≤ b is feasible, we have,
E [θ(xk)]
(52) & (53)
≤ √1 + α ρ¯ k2 d(x0, P )
(50)
≤ √1 + α ρ¯ k2 2
σ−1
√
n
. (54)
Therefore, for detecting system feasibility, we need to have E[θ(xk)] < 21−σ . Considering identity (54), we have
√
1 + α ρ¯
k
2
2σ−1√
n
< 21−σ.
Simplifying the above relation further, we can calculate the following lower bound for the number of iterations k:
k >
4σ − 4− log n+ log(1 + α)
log
(
1
ρ¯
) .
Furthermore, if the system Ax ≤ b is feasible, then the probability of not having a certificate of feasibility is bounded as
p = P
(
θ(xk) ≥ 21−σ
) ≤ E [θ(xk)]
21−σ
<
√
1 + α
n
22σ−2 ρ¯
k
2 ,
as we have the relation P(x ≥ t) ≤ E[x]t (Markov’s inequality). This proves the Theorem.
Proof of Theorem 4.9 For any natural number l ≥ 1 define, ϑl = γ1−γ [xl − xl−1], ∆l = xl + ϑl and χl =
‖xl + ϑl − P(∆l)‖2, then using the update formula, we have
xl+1 + ϑl+1
(7)
= xl + ϑl − δ
1− γ
(
aTi∗xl − bi∗
)+
ai∗ ,
here, the index i∗ is defined based on (4) for the sequence xl. Using the above relation, we can write
χl+1 = ‖xl+1 + ϑl+1 − P(∆l+1)‖2
Lemma 6.3≤ ‖xl+1 + ϑl+1 − P(∆l)‖2 =
∥∥xl + ϑl − δ
1− γ
(
aTi∗xl − bi∗
)+
ai∗ − P(∆l)
∥∥2
= ‖xl + ϑl − P(∆l)‖2︸ ︷︷ ︸
=χl
+
δ2
(1− γ)2 ‖(a
T
i∗xl − bi∗)+ai∗‖2︸ ︷︷ ︸
J1
− 2δ
1− γ
〈
xl + ϑl − P(∆l) , ai∗(aTi∗xl − bi∗)+
〉︸ ︷︷ ︸
J2
14Note that, since α ≥ 0, from Theorem 4.3 we have E[d(xk+1, P )] ≤
√
(1 + α ρk2 d(x0, P ).
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= χl +
δ2
(1− γ)2 J1 −
2δ
1− γ J2. (55)
Taking expectation with respect to Sl we have,
δ2
(1− γ)2 ESl [J1]
(6)
=
2δ2
(1− γ)2 f(xl). (56)
Similarly, we can simplify the third term of (55) as
− 2δ
1− γ ESl [J2]
(6)
= − 2δ
1− γ
〈
xl − P(∆l),∇f(xl)
〉
+
2δγ
(1− γ)2
〈
xl−1 − xl,∇f(xl)
〉
Lemma 6.7 & 6.8≤ − 4δ
1− γ f(xl) +
2δγ
(1− γ)2 [f(xl−1)− f(xl)] . (57)
Using the expressions of equation (56) and (57) in (55) and simplifying further, we have
E[χl+1] +
2δγ(1 + δ)
(1− γ)2 f(xl) +$f(xl) ≤ E[χl] +
2δγ(1 + δ)
(1− γ)2 f(xl−1), (58)
here,
$ =
4δ
1− γ −
2δ2
(1− γ)2 =
2δ(2− 2γ − δ)
(1− γ)2 > 0. (59)
Now, taking expectation again in (58) and using the tower property, we get,
ql+1 +$E[f(xl)] ≤ ql, l = 1, 2, 3..., (60)
where, ql = E[χl] + 2δγ(1+δ)(1−γ)2 E[f(xl−1)]. Summing up (60) for l = 1, 2, ..., k we get
k∑
l=1
E[f(xl)] ≤ q1 − qk+1
$
≤ q1
$
. (61)
Now, using Jensen’s inequality, we have
E [f(x¯k)] = E
[
f
(
k∑
l=1
xl
k
)]
≤ E
[
1
k
k∑
l=1
f(xl)
]
=
1
k
k∑
l=1
E[f(xl)]
(61)
≤ q1
$k
.
Since, x0 = x1, we have ϑ1 = γ1−γ [x1 − x0] = 0. Furthermore,
E[χ1] = E
[‖x1 + ϑ1 − P(∆1)‖2] Lemma 6.3≤ E [‖x1 + ϑ1 − P(x0)‖2] = E [‖x0 − P(x0)‖2] = d(x0, P )2. (62)
Now, from our construction we get
q1 = E[χ1] +
2δγ
(1− γ)2 E[f(x0)] ≤ d(x0, P )
2 +
2δγ
(1− γ)2 f(x0).
Substituting the values of $ and q1 in the expression of E [f(x¯k)], we have the following
E [f(x¯k)] ≤ (1− γ)
2 d(x0, P )
2 + 2γδf(x0)
2δk (2− 2γ − δ) .
which proves the Theorem.
Appendix 3
Stochastic-Momentum Sampling Kaczmarz Motzkin algorithm When the data matrixA is sparse, the momentum
term γ(xk − xk−1) will dominate the cost of the iteration. Indeed, one can check that the MSKM algorithm employs
O(‖ai∗‖0 + n) per iteration cost 15. This implies when A is sparse, we have ‖ai∗‖0 ≪ n. To handle this specific
problem, we propose to use a cheap approximation of the momentum term instead of using γ(xk − xk−1) in the update
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Algorithm 2 SSKM Algorithm: xk+1 = SSKM(A, b, x0,K, γ, δ, t)
Initialize x1 = x0, k = 1; Choose (δ, γ) ∈ Qn or (δ, γ, t) ∈ Rn ∩ Sn
while k ≤ K do
Choose a sample of β constraints, τk, uniformly at random from the rows of matrix A. From these β constraints, choose
i∗ = argmaxi∈τk{aTi xk − bi, 0} and pick jk ∈ [n] uniformly at random then update xk+1 as follows:
xk+1 = xk − δ
(
aTi∗xk − bi∗
)+
‖ai∗‖2 ai
∗ + γ(xk − xk−1)jkejk ;
k ← k + 1;
end while
return x
formula. Let, at iteration k, the index jk is chosen from [n] uniformly at random and update the next iterate xk+1 as
follows:
xk+1 = xk − δ
(
aTi∗xk − bi∗
)+
‖ai∗‖2 ai
∗ + γ(xk − xk−1)jkejk , (63)
where δ > 0 is the projection parameter and ejk ∈ Rn denotes the jthk unit vector. Then we get the following algorithm:
In the following, we study convergence properties of the proposed SSKM method, i.e., we study the convergence
behavior of the quantities of E[‖xk − P(xk)‖] and E[f(xk)]. We proved that whenever (δ, γ) ∈ Qn or (δ, γ, t) ∈
Rn ∩ Sn, the proposed SSKM method enjoys a global linear rate 16. Moreover, we provided convergence analysis of
the function values (i.e., f(xk)) generate by the SSKM method with respect to the Cesaro average.
Theorem 6.15. Let {xk} be the sequence of random iterates generated by algorithm 2 and let 0 < δ < 2 and γ ≥ 0 such
that the condition γδ
√
µ2 < (
√
n− γ)(1−√h(δ)) holds. Let’s define Π1 = √h(δ), Π2 = Π4 = γ√n , Π3 = δ√µ2
and Γ1,Γ2,Γ3, ρ1, ρ2 as in (15). Then the sequence of iterates {xk} converges and the following result holds:
E
[
d(xk+1, P )
‖xk+1 − xk‖
]
≤
[−Γ2Γ3 ρk1 + Γ1Γ3 ρk2
−Γ3 ρk1 + Γ3 ρk2
]
d(x0, P ) ≤
[
1
2Γ3
]
ρk2 d(x0, P ),
where Γ3 ≥ 0 and 0 ≤ |ρ1| ≤ ρ2 < 1.
Proof. Proof See at the end of this Appendix.
Remark 6.16. From Theorem 6.15, we have that, SSKM algorithm converges whenever (δ, γ) ∈ Qn. Now, from the
definition of Qn, we can deduce that if we choose γ as
0 ≤ γ <
√
n
(
1−√h(δ))
1−√h(δ) + δ√µ2 ,
for any 0 < δ < 2, MSKM algorithm converges. Now we will derive working bounds from which we can choose γ given
any δ. For δ = 0, we have
0 ≤ γ < lim
δ→0
√
n
(
1−√h(δ))
1−√h(δ) + δ√µ2 =
√
nµ1
µ1 +
√
µ2
≤ 0.5√n. (64)
Using the definition of µ˜1 and µ˜2, we can approximate γ as follows:
0 < δ < 1 :→ γ√
n
< µ˜1 − (µ˜1 − µ˜2)δ, 1 < δ < 2 :→ γ√
n
< 2µ˜2 − µ˜2δ. (65)
Moreover, any (γ, δ) pair that resides inside the region {0 < δ < 2, 0 < γ < 0.5√n, γ ≤ 0.5√nµ˜1(2− δ)} also
resides inside Qn.
15The notation ‖x‖0 denotes the zero norm of a vector, i.e, number of nonzero entries of x
16The sets Qn, Rn, Sn are defined in (8).
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Theorem 6.17. Let {xk} be the sequence of random iterates generated by algorithm 2. Let 0 ≤ γ and t2 ≥ 0 such that
(δ, γ, t2) ∈ Rn ∩ Sn. Then the sequence of iterates {xk} converges and the following results hold.
E[d(xk+1, P )2] ≤ ρk(1 + α)d(x0, P )2 and E[f(xk+1)] ≤ µ2(1 + α)
2
ρk d(x0, P )
2,
where, α ≥ 0, 0 < ρ < 1.
Proof. Proof See at the end of this Appendix.
Cesaro Average In the next Theorem, we present a convergence result regarding the function f(x) values generated
by the SSKM method with respect to the Cesaro average. To the best of our knowledge, this is the first result that
shows O( 1k ) convergence of the stochastic momentum variants for any Kaczmarz type methods for solving feasibility
problems. The convergence rate obtained in the following Theorem is substantially better than the one obtained in
Theorem 6.17, also the convergence condition is weaker.
Theorem 6.18. Let {xk} be the random sequence generated by Algorithm 2. Take, 0 ≤ γ <
√
n and ζ ≥ 0 such that
γ2(n−1)
(n−γ)2 +
ζγ2
n ≤ ζ holds. Define x˜k = 1k
k∑
l=1
xl and f(x) as in (6), then
E [f(x¯k)] ≤ n(n− γ)
2 d(x0, P )
2 + 2γδ[n2 + ζ(n− γ)2]f(x0)
2δkn [2n(n− γ)− ζδ(n− γ)2 − δn2] ,
for any 0 < δ < min
{
2, 2n(n−γ)n2+ζ(n−γ)2
}
.
Proof. Proof See at the end of this Appendix.
Remark 6.19. Note that, Theorem 6.18 holds under weaker assumptions and holds for a wide range of projection and
momentum parameter pairs (i.e., (δ, γ)). The following interesting result hold for the SKM method as a special case of
Theorem 6.17.
Now, we will provide the proofs of the convergence Theorems for the SSKM algorithm. The proof of the SSKM
algorithm follows the same pattern as the MSKM algorithm. However, the stochastic momentum term γ(xk−xk−1)jkejk
introduces an additional level of complexity to the proof. to handle this rigorously, we will use a more complicated
version of the tower property of expectation. We will use the following tower property throughout the proof:
E [E [E [X | xk, Sk] | xk]] = E[X]. (66)
where X is some random variable. We will perform the three expectations in order, from the innermost to the outermost.
For ease of analysis, let’s define dkj := e
T
jk
(xk − xk−1)ejk for any index jk. Then, for any v ∈ Rn, we can easily
calculate the following expectations:
E[‖dkj ‖2 | xk, Sk] = Ej [‖dkj ‖2] =
1
n
n∑
j=1
(xk − xk−1)2j =
1
n
‖xk − xk−1‖2, (67)
E[〈dkj , v〉 | xk, Sk]] = Ej [〈dkj , v〉] =
1
n
n∑
j=1
〈(xk − xk−1)j , v〉 = 1
n
〈xk − xk−1, v〉. (68)
Proof of Theorem 6.15 From the update formula of the SSKM algorithm, we get,
E[‖xk+1−P(xk+1)‖ | xk, Sk]
Lemma 6.3≤ E[‖xk+1 − P(xk)‖ | xk, Sk]
= E[‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗ − γ dkj ‖ | xk, Sk]
≤ ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖+ γ E[‖dkj ‖ | xk, Sk]]
= ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖+ γ√
n
‖xk − xk−1‖. (69)
Now, applying the middle expectation in (69) with respect to Sk, we get,
E[E[‖xk+1 − P(xk+1)‖ | xk, Sk] | xk] ≤ ESk [‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖] + γ√
n
‖xk − xk−1‖
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≤
{
ESk [‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2]
} 1
2
+
γ√
n
‖xk − xk−1‖
Theorem 4.1≤
√
h(δ) ‖xk − P(xk)‖+ γ√
n
‖xk − xk−1‖. (70)
Let’s define the sequences Fk = E[‖xk − xk−1‖] and Hk = E[‖xk − P(xk)‖]. Now, taking expectation in (70) and
applying the tower property (95) we have,
Hk+1 ≤
√
h(δ) Hk +
γ√
n
Fk. (71)
Similarly, using the update formula for xk+1, we have
E[‖xk+1 − xk‖ | xk, Sk] = E[‖γdkj − δ
(
aTi∗xk − bi∗
)+
ai∗‖ | xk, Sk]
≤ γ E[‖dkj ‖ | xk, Sk]] + δ‖(aTi∗xk − bi∗)+ai∗‖ =
γ√
n
‖xk − xk−1‖+ δ|(aTi∗xk − bi∗)+|. (72)
Applying the middle expectation in (72) with respect to Sk, we get,
E[E[‖xk+1 − xk‖ | xk, Sk] | xk] ≤ γ√
n
‖xk − xk−1‖+ δ ESk [|(aTi∗xk − bi∗)+|]
≤ γ√
n
‖xk − xk−1‖+ δ
{
ESk [|(aTi∗xk − bi∗)+|2]
} 1
2
Lemma 6.6≤ γ√
n
‖xk − xk−1‖+ δ√µ2 ‖xk − P(xk)‖. (73)
Now, taking expectation in (73) and using the definition along with the tower property (95), we have,
Fk+1 ≤ γ√
n
Fk + δ
√
µ2 Hk. (74)
Combining both (71) and (73), we get the following matrix inequality:[
Hk+1
Fk+1
]
≤
[√
h(δ) γ√
n
δ
√
µ2
γ√
n
] [
Hk
Fk
]
. (75)
Since, (δ, γ) ∈ Qn = {(δ, γ) | 0 < δ < 2, 0 ≤ γ <
√
n(1−
√
h(δ))
1−
√
h(δ)+δ
√
µ2
}, we have
Π1 + Π4 −Π1Π4+Π2Π3 = γ√
n
+
√
h(δ) +
γδ√
n
√
µ2 − γ√
n
√
h(δ) < 1. (76)
Also, from the definition it can be easily checked that Π1,Π2,Π3,Π4 ≥ 0. Considering (76), we can check that
Π1 + Π4 < 1 +
γ√
n
√
h(δ)− γδ√
n
√
µ2 = 1 + min{1, γ√n
√
h(δ)− γδ√
n
√
µ2} = 1 + min{1,Π1Π4 −Π2Π3}, which is
precisely the condition provided in (15). Now, using Theorem 6.13, we have
[
Hk+1
Fk+1
]
≤
[
Γ2Γ3(Γ1 − 1) ρk1 + Γ1Γ3(Γ2 + 1) ρk2
Γ3(Γ1 − 1) ρk1 + Γ3(Γ2 + 1) ρk2
] [
H1
F1
]
, (77)
where, Γ1,Γ2,Γ3, ρ1, ρ2 can be derived from (16) using the parameter choice of Theorem 6.15. Furthermore,
from the SSKM algorithm we have, x1 = x0.Therefore, we can easily check that, F1 = E[‖x1 − x0‖] = 0 and
H1 = E[‖x1 − P(x1)‖] = E[‖x0 − P(x0)‖] = ‖x0 − P(x0)‖ = H0. Now, substituting the values of H1 and F1 in
(77), we have[
Hk+1
Fk+1
]
= E
[
d(xk+1, P )
‖xk+1 − xk‖
]
≤
[−Γ2Γ3 ρk1 + Γ1Γ3 ρk2
−Γ3 ρk1 + Γ3 ρk2
]
d(x0, P ) ≤
[
ρk2
2Γ3 ρ
k
2
]
d(x0, P ). (78)
Here, 0 ≤ |ρ1| ≤ ρ2 < 1. Which proves the Theorem.
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Proof of Theorem 6.17 From the update formula of the SSKM algorithm, we get,
E[‖xk+1 − P(xk+1)‖2 | xk, Sk]
Lemma 6.3≤ E[‖xk+1 − P(xk)‖2 | xk, Sk]
= E[‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗ + γd
k
j ‖2 | xk, Sk]
= ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2 + γ2 E[‖dkj ‖2 | xk, Sk]
− 2γδ〈E[dkj | xk, Sk],
(
aTi∗xk − bi∗
)+
ai∗〉+ 2γ〈E[dkj | xk, Sk], xk − P(xk)〉
= ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2 + γ
2
n
‖xk − xk−1‖2
+
2γδ
n
〈xk−1 − xk,
(
aTi∗xk − bi∗
)+
ai∗〉 − 2γ
n
〈xk−1 − xk, xk − P(xk)〉
= ‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2 + 2γδ
n
〈xk−1 − xk,
(
aTi∗xk − bi∗
)+
ai∗〉
+
(
γ2
n
+
γ
n
)
‖xk − xk−1‖2 + γ
n
‖xk − P(xk)‖2 − γ
n
‖xk−1 − P(xk)‖2. (79)
Here, we used the identity 2〈xk−1 − xk, xk − P(xk)〉 = −‖xk−1 − P(xk)‖2 + ‖xk − xk−1‖2 + ‖xk − P(xk)‖2.
Then, applying the middle expectation in the inequality (79) and using Lemmas 6.7 and 6.8 we have,
E[E[‖xk+1 − P(xk+1)‖2 | xk, Sk] | xk] ≤
(
γ2
n
+
γ
n
)
‖xk − xk−1‖2 + γ
n
‖xk − P(xk)‖2 − γ
n
‖xk−1 − P(xk)‖2
+ E[‖xk − P(xk)− δ
(
aTi∗xk − bi∗
)+
ai∗‖2 | xk, Sk] + 2γδ
n
〈xk−1 − xk,E[
(
aTi∗xk − bi∗
)+
ai∗ | xk, Sk]〉
Lemma 6.7 & 6.8≤
(
γ2
n
+
γ
n
)
‖xk − xk−1‖2 + (1 + γ
n
)‖xk − P(xk)‖2
− γ
n
‖xk−1 − P(xk)‖2 − 2(2δ − δ2)f(xk) + 2γδ
n
[f(xk−1)− f(xk)]. (80)
Let’s define the sequences Fk = E[‖xk−xk−1‖2] and Hk = E[‖xk−P(xk)‖2]. Note that, from the MSKM algorithm
we have, x1 = x0. Therefore we can easily check that, F1 = E[‖x1 − x0‖2] = 0 and H1 = E[‖x1 − P(x1)‖2] =
E[‖x0 − P(x0)‖2] = ‖x0 − P(x0)‖2 = H0. Now, taking expectation in (80) and using the tower property (66) along
with the identity ‖xk−1 − P(xk−1)‖2 ≤ ‖xk−1 − P(xk)‖2 we have,
Hk+1 ≤ (1 + γ
n
)Hk − γ
n
Hk−1 +
(
γ2
n
+
γ
n
)
Fk − 2(2δ − δ2)f(xk) + 2γδ
n
[f(xk−1)− f(xk)]. (81)
Similarly, using the update formula for xk+1, we have
E[‖xk+1 − xk‖2 | xk, Sk] = E[‖γdkj − δ
(
aTi∗xk − bi∗
)+
ai∗‖2 | xk, Sk]
= γ2 E[‖dkj ‖2 | xk, Sk] + δ2‖(aTi∗xk − bi∗)+ai∗‖2 − 2γδ〈E[dkj | xk, Sk],
(
aTi∗xk − bi∗
)+
ai∗〉
=
γ2
n
‖xk − xk−1‖2 + δ2|(aTi∗xk − bi∗)+|2 +
2γδ
n
〈xk−1 − xk,
(
aTi∗xk − bi∗
)+
ai∗〉. (82)
Now, applying the middle expectation in the inequality (82) and using Lemmas 6.7 and 6.8 we have,
E[E[‖xk+1−xk‖2 | xk, Sk] | xk] = γ
2
n
‖xk − xk−1‖2 + δ2 ESk [|(aTi∗xk − bi∗)+|2]
+
2γδ
n
〈xk−1 − xk,ESk [
(
aTi∗xk − bi∗
)+
ai∗ ]〉
≤ γ
2
n
‖xk − xk−1‖2 + 2δ2f(xk) + 2γδ
n
〈xk−1 − xk,∇f(xk)〉
≤ γ
2
n
‖xk − xk−1‖2 + 2δ2f(xk) + 2γδ
n
[f(xk−1)− f(xk)]. (83)
Now, taking expectation again in (83) and using the tower property, we have,
Fk+1 =
γ2
n
Fk + 2δ
2f(xk) +
2γδ
n
[f(xk−1)− f(xk)]. (84)
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From the given condition (i.e., (δ, γ, t2) ∈ Rn ∩ Sn), we have the following
(1 + t2)(δ − γ
n
) ≤ 2 and 1 + γ
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2] ≥ 0, (85)
0 ≤ γ < −1 +
√
4nt2 + 4nt22 + 1
2(1 + t2)
and
γ
n
(1 + t2)(µ2 − µ1) + δµ1(1 + t2) < 2µ1.
Then, we have
Hk+1 + t2Fk+1 ≤ (1 + γ
n
)Hk − γ
n
Hk−1 + (
t2γ
2
n
+
γ2
n
+
γ
n
)Fk +
2γδ
n
(1 + t2)f(xk−1) + 2δ
[
(1 + t2)(δ − γ
n
)− 2
]
f(xk)
≤
{
1 +
γ
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2]
}
Hk
+
γ
n
[δ(1 + t2)µ2 − 1]Hk−1 + ( t2γ
2
n
+
γ2
n
+
γ
n
)Fk. (86)
Since, µ2(1 + t2) > 0 one can divide the interval (0, 2] into two intervals as (0, 2) = (0, 1µ2(1+t2) ] ∪ ( 1µ2(1+t2) , 2). We
will analyze the recurrence relation (86) based on these two intervals.
Case 1: Assume, 0 < δ ≤ 1µ2(1+t2) , then from (86) we have,
Hk+1 + tFk+1 ≤
{
1 +
γ
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2]
}
Hk +
γ
n
[δ(1 + t2)µ2 − 1]Hk−1 + ( t2γ
2
n
+
γ2
n
+
γ
n
)Fk
≤ {1 + γδµ2(1 + t2)
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2]}Hk + ( t2γ
2
n
+
γ2
n
+
γ
n
)Fk. (87)
Here we used the identity Hk ≤ Hk−1 (Lemma 6.10). Following Theorem 6.14 let’s take α1 = t2, β2 =
γ
n [δ(1 + t2)µ2 − 1] , β3 = t2γ
2
n +
γ2
n +
γ
n and
β1 = 1 +
γ
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2] ≥ 0. (88)
Note that, for any 0 ≤ γ < −1+
√
4nt2+4nt22+1
2(1+t2)
, we have the following
β3 − α1 = t2γ
2
n
+
γ2
n
+
γ
n
− t2 < 0,
which implies β3 < α1. furthermore using (85), we have
0 ≤ β1 + β2 = 1 + γδµ2(1 + t2)
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2] < 1,
which are precisely the conditions of Theorem 6.14. From, (87) we have Hk+1 + t2Fk+1 ≤ (β1 + β2)Hk + β3Fk.
Now, using Theorem 6.14 we have
Hk+1 + αHk + t2Fk+1 ≤ ρk [(1 + α)H1 + α1F1] = ρk(1 + α)H0, (89)
where, α ≥ 0 and ρ ∈ [0, 1) are given by
α = max
{
0,
t2γ
2 + γ2 + γ
nt2
− β1 − β2
}
, ρ = α+ β1 + β2 = max
{
β1 + β2,
t2γ
2 + γ2 + γ
nt2
}
. (90)
Therefore, for any 0 < δ ≤ 1µ2(1+t2) if (δ, γ, t2) ∈ Rn ∩ Sn, then the sequence xk generated by the SSKM algorithm
converges and (89) holds.
Case 2: Assume, 1µ2(1+t2) < δ < 2, then from (86) we have,
Hk+1 + t2Fk+1 ≤
{
1 +
γ
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2]
}
︸ ︷︷ ︸
≥0
Hk +
γ
n
[δ(1 + t2)µ2 − 1]︸ ︷︷ ︸
≥0
Hk−1 + (
t2γ
2
n
+
γ2
n
+
γ
n
)Fk.
(91)
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Following Theorem 6.14 let’s take α1 = t, β2 = γn [δ(1 + t2)µ2 − 1] ≥ 0, β3 = t2γ
2
n +
γ2
n +
γ
n and
β1 = 1 +
γ
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2] ≥ 0. (92)
Following the same idea as provided in Case 1, we immediately have β3 < α1. Furthermore considering (85), we have
0 ≤ β1 + β2 = 1 + γδµ2(1 + t2)
n
+ δµ1[(1 + t2)(δ − γ
n
)− 2] < 1,
which are precisely the conditions of Theorem 6.14. Using Theorem 6.14 we have
Hk+1 + αHk + t2Fk+1 ≤ ρk [(1 + α)H1 + α1F1] = ρk(1 + α)H0, (93)
where, α ≥ 0 and ρ ∈ [0, 1) are given by
α = max
{
0,
t2γ
2 + γ2 + γ
nt2
− β1, −β1 +
√
β21 + 4β2
2
}
, ρ = α+ β1 = max
{
t2γ
2 + γ2 + γ
nt2
,
β1 +
√
β21 + 4β2
2
}
.
(94)
Therefore, for any 1µ2(1+t2) < δ < 2 if (δ, γ, t2) ∈ Rn ∩ Sn, then the sequence xk generated by the SSKM algorithm
converges and (93) holds. Note, that as β1 + β2 < 1, we have
β1+
√
β21+4β2
2 > β1 + β2. That implies we can combine
the two Cases. Combining Case 1 & 2, we can deduce that for any 0 < δ < 2, if the parameters γ and t satisfies
(δ, γ, t) ∈ R1 ∩ S1, then the sequence xk generated by the SSKM algorithm converges and the following relation holds.
E[d(xk+1, P )2] ≤ E[d(xk+1, P )2] + αE[d(xk, P )2] + t2 E[‖xk+1 − xk‖2] ≤ ρk(1 + α)d(x0, P )2,
where, α ≥ 0 and ρ are as in (94).
Proof of Theorem 6.18 In our proof, we will use the following tower property:
E [E [E [X | xk, Sk] | X]] = E[X], (95)
where X is some random variable. We will perform the three expectations in order, from the innermost to the outermost.
For any natural number l ≥ 1 define, ϑ¯l = γn−γ [xl − xl−1], ∆¯l = xl + ϑ¯l and χ¯l = ‖xl + ϑ¯l − P(∆¯l)‖2. For the
sequence xl, define the index i∗ based on (4). Using the above construction, we have,
E[χ¯l+1 | xl, Sl] = E[‖xl+1 + ϑ¯l+1 − P(∆¯l+1)‖2 | xl, Sl]
Lemma 6.3≤ E[‖xl+1 + ϑ¯l+1 − P(∆¯l)‖2 | xl, Sl]
= E[
∥∥ n
n− γ xl+1 −
γ
n− γ xl − P(∆¯l)
∥∥2 | xl, Sl]
= E[
∥∥xl + γn
n− γ d
l
j −
δn
n− γ
(
aTi∗xl − bi∗
)+
ai∗ − P(∆¯l)
∥∥2 | xl, Sl]
= E[
∥∥xl + ϑ¯l − γ
n− γ (xl − xl−1) +
γn
n− γ d
l
j −
δn
n− γ
(
aTi∗xl − bi∗
)+
ai∗ − P(∆¯l)
∥∥2 | xl, Sl]
= ‖xl + ϑ¯l − P(∆¯l)‖2︸ ︷︷ ︸
=χ¯l
+
γ2n2
(n− γ)2 E[‖d
l
j‖2 | xl, Sl]︸ ︷︷ ︸
J1
+
γ2
(n− γ)2 ‖xl − xl−1‖
2︸ ︷︷ ︸
J2
+
δ2n2
(n− γ)2 ‖(a
T
i∗xl − bi∗)+ai∗‖2︸ ︷︷ ︸
J3
+
2γn
n− γ
〈
xl + ϑ¯l − P(∆¯l) , E[dlj | xl, Sl]
〉︸ ︷︷ ︸
J4
− 2γ
n− γ
〈
xl + ϑ¯l − P(∆¯l) , xl − xl−1
〉︸ ︷︷ ︸
J5
− 2δn
n− γ
〈
xl + ϑ¯l − P(∆¯l) , ai∗(aTi∗xl − bi∗)+
〉︸ ︷︷ ︸
J6
− 2γ
2n
(n− γ)2
〈
xl − xl−1, E[dlj | xl, Sl]
〉︸ ︷︷ ︸
J7
− 2δγn
2
(n− γ)2
〈
ai∗(a
T
i∗xl − bi∗)+, E[dlj | xl, Sl]
〉︸ ︷︷ ︸
J8
+
2γδn
(n− γ)2
〈
xl − xl−1 , ai∗(aTi∗xl − bi∗)+
〉︸ ︷︷ ︸
J9
. (96)
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Now, using the expectation calculation of (68), we have
2γn
n− γ J4 −
2γ
n− γ J5 =
2γ
n− γ J5 −
2γ
n− γ J5 = 0. (97)
Similarly, using the expectation calculation of (68), we have
− 2δn
n− γ J6 =
2δn
n− γ
〈P(∆¯l)− xl, ai∗(aTi∗xl − bi∗)+〉+ 2δγn(n− γ)2 〈xl−1 − xl, ai∗(aTi∗xl − bi∗)+〉. (98)
Also,
− 2δγn
2
(n− γ)2 J8 =
2δγn
(n− γ)2
〈
xl−1 − xl, ai∗(aTi∗xl − bi∗)+
〉
. (99)
Now, considering (98) and (99) we have,
− 2δn
n− γ J6 −
2δγn2
(n− γ)2 J8 +
2γδn
(n− γ)2 J9 =
2δn
n− γ
〈P(∆¯l)− xl, ai∗(aTi∗xl − bi∗)+〉
+
2δγn
(n− γ)2
〈
xl−1 − xl, ai∗(aTi∗xl − bi∗)+
〉
. (100)
Furthermore, using expectation expression of (67) and (68), we have
γ2n2
(n− γ)2 J1 +
γ2
(n− γ)2 J2 −
2γ2n
(n− γ)2 J7 =
γ2n
(n− γ)2 ‖xl − xl−1‖
2 +
γ2
(n− γ)2 ‖xl − xl−1‖
2 − 2γ
2
(n− γ)2 ‖xl − xl−1‖
2
=
γ2(n− 1)
(n− γ)2 ‖xl − xl−1‖
2. (101)
And
δ2n2
(n− γ)2 J3 =
δ2n2
(n− γ)2 |(a
T
i∗xl − bi∗)+|2. (102)
Using the simplified expressions of (97), (100), (101) and (102) in (96) and simplifying further we have,
E[χ¯l+1 | xl, Sl] ≤ χ¯l + γ
2(n− 1)
(n− γ)2 ‖xl − xl−1‖
2 +
δ2n2
(n− γ)2 |(a
T
i∗xl − bi∗)+|2
+
2δn
n− γ
〈P(∆¯l)− xl, ai∗(aTi∗xl − bi∗)+〉+ 2δγn(n− γ)2 〈xl−1 − xl, ai∗(aTi∗xl − bi∗)+〉. (103)
To offset the term containing ‖xl − xl−1‖2 in (103), we will bound the term ‖xl+1 − xl‖2 with respect to the same
expectation. Using the update formula of SSKM algorithm we have,
E[‖xl+1 − xl‖2 | xl, Sl] = E[‖γdlj − δ(aTi∗xl − bi∗)+ai∗‖2 | xl, Sl]
= γ2 E[‖dlj‖2 | xl, Sl] + δ2‖(aTi∗xl − bi∗)+ai∗‖2 − 2γδ
〈
ai∗(a
T
i∗xl − bi∗)+, E[dlj | xl, Sl]
〉
=
γ2
n
‖xl − xl−1‖2 + δ2|(aTi∗xl − bi∗)+|2 +
2δγ
n
〈
xl−1 − xl, ai∗(aTi∗xl − bi∗)+
〉
. (104)
Multiplying (104) by ζ and adding (103), we have
E[χ¯l+1 | xl, Sl] + ζ E[‖xl+1 − xl‖2 | xl, Sl] = E[χ¯l+1 + ζ‖xl+1 − xl‖2 | xl, Sl]
≤ χ¯l +
[
γ2(n− 1)
(n− γ)2 +
ζγ2
n
]
‖xl − xl−1‖2 +
[
ζδ2 +
δ2n2
(n− γ)2
]
|(aTi∗xl − bi∗)+|2
+
[
2δγζ
n
+
2δγn
(n− γ)2
] 〈
xl−1 − xl, ai∗(aTi∗xl − bi∗)+
〉
+
2δn
n− γ
〈P(∆¯l)− xl, ai∗(aTi∗xl − bi∗)+〉
≤ χ¯l + ζ‖xl − xl−1‖2 + +
[
2δγζ
n
+
2δγn
(n− γ)2
] 〈
xl−1 − xl, ai∗(aTi∗xl − bi∗)+
〉
+
[
ζδ2 +
δ2n2
(n− γ)2
]
|(aTi∗xl − bi∗)+|2 +
2δn
n− γ
〈P(∆¯l)− xl, ai∗(aTi∗xl − bi∗)+〉. (105)
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Here, we used the given condition γ
2(n−1)
(n−γ)2 +
ζγ2
n ≤ ζ. Now, let’s denote Yl = χ¯l + ζ‖xl − xl−1‖2. Then, applying
the middle expectation in the inequality (105) and using Lemmas 6.7 and 6.8 we have,
E[E[Yl+1 | xl, Sl] | xl] = E[E[χ¯l+1 + ζ‖xl+1 − xl‖2 | xl, Sl] | xl]
= E[E[χ¯l+1 | xl, Sl] | xl] + ζ E[E[‖xl+1 − xl‖2 | xl, Sl] | xl]
≤ Yl +
[
2δγζ
n
+
2δγn
(n− γ)2
] 〈
xl−1 − xl, ∇f(xl)
〉
+
[
2ζδ2 +
2δ2n2
(n− γ)2
]
f(xl) +
2δn
n− γ
〈P(∆¯l)− xl, ∇f(xl)〉
≤ Yl +
(
2δγζ
n
+
2δγn
(n− γ)2
)
[f(xl−1)− f(xl)] +
[
2ζδ2 +
2δ2n2
(n− γ)2
]
f(xl)− 4δn
n− γ f(xl). (106)
Simplifying inequality (106) further, we have
E[E[Yl+1 | xl, Sl] | xl] + ω1f(xl) + ω2f(xl) ≤ Yl + ω1f(xl−1). (107)
Here, ω1 =
(
2δγζ
n +
2δγn
(n−γ)2
)
≥ 0 and
ω2 =
4δn
n− γ − 2ζδ
2 − 2δ
2n2
(n− γ)2 =
2δ[2n(n− γ)− ζδ(n− γ)2 − δn2]
(n− γ)2 > 0. (108)
Now, taking expectation again in (107) and using the tower property provided in (95), we get,
q¯l+1 + ω2 E[f(xl)] ≤ q¯l, l = 1, 2, 3..., (109)
where, q¯l = E[Yl] + ω1 E[f(xl−1)]. Summing up (109) for l = 1, 2, ..., k we get
k∑
l=1
E[f(xl)] ≤ q¯1 − q¯k+1
ω2
≤ q¯1
ω2
. (110)
Now, using Jensen’s inequality, we have
E [f(x¯k)] = E
[
f
(
k∑
l=1
xl
k
)]
≤ E
[
1
k
k∑
l=1
f(xl)
]
=
1
k
k∑
l=1
E[f(xl)]
(61)
≤ q¯1
ω2k
.
Since, x0 = x1, we have ϑ¯1 = γn−γ [x1 − x0] = 0. Furthermore,
E[Y1] = E
[‖x1 + ϑ¯1 − P(∆¯1)‖2]+ ζ‖x1 − x0‖2 Lemma 6.3≤ E [‖x1 + ϑ¯1 − P(x0)‖2] = E [‖x0 − P(x0)‖2] = d(x0, P )2.
(111)
Now, from our construction we get
q¯1 = E[Y1] + ω1 E[f(x0)] ≤ d(x0, P )2 +
(
2δγζ
n
+
2δγn
(n− γ)2
)
f(x0).
Substituting the values of ω2 and q1 in the expression of E [f(x¯k)], we have the following
E [f(x¯k)] ≤ n(n− γ)
2 d(x0, P )
2 + 2γδ[n2 + ζ(n− γ)2]f(x0)
2δkn [2n(n− γ)− ζδ(n− γ)2 − δn2] .
which proves the Theorem.
Corollary 6.19.1. Let {xk} be the random sequence generated by SKM method. Define x˜k = 1k
k∑
l=1
xl and f(x) as in
(6), then
E [f(x¯k)] ≤ d(x0, P )
2
2δk (2− δ) .
holds for any 0 < δ < 2.
Proof. Proof Take γ = 0 and ζ = 0 in Theorem 4.9, then the result follows.
37
ACCELERATED SKM - SEPTEMBER 18, 2020
References
[1] Shmuel Agamon. The relaxation method for linear inequalities. Canadian J. Math, pages 382–392, 1954.
[2] A. Agaskar, C. Wang, and Y. M. Lu. Randomized kaczmarz algorithms: Exact mse analysis and optimal sampling
probabilities. In 2014 IEEE Global Conference on Signal and Information Processing (GlobalSIP), pages 389–393,
Dec 2014.
[3] Zhong-Zhi. Bai and Wen-Ting. Wu. On greedy randomized kaczmarz method for solving large sparse linear
systems. SIAM Journal on Scientific Computing, 40(1):A592–A606, 2018.
[4] Zhong-Zhi Bai and Wen-Ting Wu. On relaxed greedy randomized kaczmarz methods for solving large sparse
linear systems. Applied Mathematics Letters, 83:21 – 26, 2018.
[5] Jonathan Briskman and Deanna Needell. Block kaczmarz method with inequalities. J. Math. Imaging Vis.,
52(3):385–396, July 2015.
[6] Yair Censor. Row-action methods for huge and sparse systems and their applications. SIAM Review, 23(4):444–466,
1981.
[7] Yair Censor. Parallel application of block-iterative methods in medical imaging and radiation therapy. Mathemati-
cal Programming, 42(1):307–325, Apr 1988.
[8] Sergei Chubanov. A strongly polynomial algorithm for linear systems having a binary solution. Mathematical
Programming, 134(2):533–570, Sep 2012.
[9] Sergei Chubanov. A polynomial projection algorithm for linear feasibility problems. Mathematical Programming,
153(2):687–713, Nov 2015.
[10] Jesús De Loera, Jamie Haddock, and Deanna Needell. A sampling kaczmarz–motzkin algorithm for linear
feasibility. SIAM Journal on Scientific Computing, 39(5):S66–S87, 2017.
[11] Petros Drineas, Michael W. Mahoney, Shan Muthukrishnan, and Tamás Sarlós. Faster least squares approximation.
Numerische Mathematik, 117(2):219–249, Feb 2011.
[12] Joseph M. Elble, Nikolaos V. Sahinidis, and Panagiotis Vouzis. Gpu computing with kaczmarz’s and other iterative
algorithms for linear systems. Parallel Computing, 36(5):215 – 231, 2010. Parallel Matrix Algorithms and
Applications.
[13] Yonina C. Eldar and Deanna Needell. Acceleration of randomized kaczmarz method via the johnson–lindenstrauss
lemma. Numerical Algorithms, 58(2):163–177, Oct 2011.
[14] E. Ghadimi, H. R. Feyzmahdavian, and M. Johansson. Global convergence of the heavy-ball method for convex
optimization. In 2015 European Control Conference (ECC), pages 310–315, 2015.
[15] Richard Gordon, Robert Bender, and Gabor T. Herman. Algebraic reconstruction techniques (art) for three-
dimensional electron microscopy and x-ray photography. Journal of Theoretical Biology, 29(3):471 – 481,
1970.
[16] Robert Gower, Filip Hanzely, Peter Richtarik, and Sebastian U Stich. Accelerated stochastic matrix inversion:
General theory and speeding up bfgs rules for faster second-order optimization. In S. Bengio, H. Wallach,
H. Larochelle, K. Grauman, N. Cesa-Bianchi, and R. Garnett, editors, Advances in Neural Information Processing
Systems 31, pages 1619–1629. Curran Associates, Inc., 2018.
[17] Robert M. Gower and Peter Richtárik. Randomized iterative methods for linear systems. SIAM Journal on Matrix
Analysis and Applications, 36(4):1660–1690, 2015.
[18] Robert M. Gower and Peter Richtárik. Linearly convergent randomized iterative methods for computing the
pseudoinverse, 2016.
[19] Jamie Haddock and Anna Ma. Greed works: An improved analysis of sampling kaczmarz-motzkin, 2019.
[20] Gabor T. Herman. Fundamentals of Computerized Tomography: Image Reconstruction from Projections. Springer
Publishing Company, Incorporated, 2nd edition, 2009.
38
ACCELERATED SKM - SEPTEMBER 18, 2020
[21] Alan J Hoffman. On approximate solutions of systems of linear inequalities. In Selected Papers Of Alan J
Hoffman: With Commentary, pages 174–176. World Scientific, 2003.
[22] Stefan Kaczmarz. Angenaherte auflsung von systemen linearer gleichungen. Bulletin International de l’Acadmie
Polonaise des Sciences et des Letters, 35:355–357, 1937.
[23] Hamed Karimi, Julie Nutini, and Mark Schmidt. Linear convergence of gradient and proximal-gradient methods
under the polyak-łojasiewicz condition. In Paolo Frasconi, Niels Landwehr, Giuseppe Manco, and Jilles Vreeken,
editors, Machine Learning and Knowledge Discovery in Databases, pages 795–811, Cham, 2016. Springer
International Publishing.
[24] L.G. Khachiyan. Polynomial algorithms in linear programming. USSR Computational Mathematics and Mathe-
matical Physics, 20(1):53 – 72, 1980.
[25] Yin Tat Lee and Aaron Sidford. Efficient accelerated coordinate descent methods and faster algorithms for solving
linear systems. In Proceedings of the 2013 IEEE 54th Annual Symposium on Foundations of Computer Science,
FOCS ’13, pages 147–156, Washington, DC, USA, 2013. IEEE Computer Society.
[26] Dennis Leventhal and Adrian S. Lewis. Randomized methods for linear constraints: Convergence rates and
conditioning. Mathematics of Operations Research, 35(3):641–654, 2010.
[27] Moshe Lichman. UCI machine learning repository, 2013.
[28] Ji Liu and Stephen J. Wright. An accelerated randomized kaczmarz algorithm. Math. Comput., 85(297):153–178,
2016.
[29] N. Loizou, M. Rabbat, and P. Richtárik. Provably accelerated randomized gossip algorithms. In ICASSP 2019 -
2019 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP), pages 7505–7509,
2019.
[30] Nicolas Loizou and Peter Richtárik. Momentum and stochastic momentum for stochastic gradient, newton,
proximal point and subspace descent methods, 2017.
[31] D. A. Lorenz, S. Wenger, F. Schöpfer, and M. Magnor. A sparse kaczmarz solver and a linearized bregman
method for online compressed sensing. In 2014 IEEE International Conference on Image Processing (ICIP),
pages 1347–1351, Oct 2014.
[32] Anna Ma, Deanna Needell, and Aaditya Ramdas. Convergence properties of the randomized extended gauss
seidel and kaczmarz methods. SIAM Journal on Matrix Analysis and Applications, 36(4):1590–1604, Jan 2015.
[33] Md Sarowar Morshed, Md Saiful Islam, and Md. Noor-E-Alam. Accelerated sampling kaczmarz motzkin
algorithm for the linear feasibility problem. Journal of Global Optimization, Oct 2019.
[34] Md Sarowar Morshed, Md Saiful Islam, and Md. Noor-E-Alam. Sampling kaczmarz motzkin method for linear
feasibility problems: Generalization & acceleration. Mathematical Programming (under revision), available
online: arXiv:2002.07321, 2020.
[35] Md Sarowar Morshed and Md. Noor-E-Alam. Generalized affine scaling algorithms for linear programming
problems. Computers & Operations Research, 114:104807, 2020.
[36] Theodore S. Motzkin and Issac J. Schoenberg. The relaxation method for linear inequalities. Canadian J. Math,
pages 393–404, 1954.
[37] Deanna Needell. Randomized kaczmarz solver for noisy linear systems. BIT Numerical Mathematics, 50(2):395–
403, Jun 2010.
[38] Deanna Needell, Nathan Srebro, and Rachel Ward. Stochastic gradient descent, weighted sampling, and the
randomized kaczmarz algorithm. Mathematical Programming, 155(1):549–573, Jan 2016.
[39] Deanna Needell and Joel A. Tropp. Paved with good intentions: Analysis of a randomized block kaczmarz method.
Linear Algebra and its Applications, 441:199 – 221, 2014. Special Issue on Sparse Approximate Solution of
Linear Systems.
[40] Deanna Needell, Ran Zhao, and Anastasios Zouzias. Randomized block kaczmarz method with projection for
solving least squares. Linear Algebra and its Applications, 484:322 – 343, 2015.
39
ACCELERATED SKM - SEPTEMBER 18, 2020
[41] Yuri Nesterov. A method for solving the convex programming problem with convergence rate o(1/k2). Soviet
Mathematics Doklady, Vol. 27:p(372–376), 1983.
[42] Yuri Nesterov. Smooth minimization of non-smooth functions. Mathematical Programming, 103(1):127–152,
May 2005.
[43] Yuri Nesterov. Efficiency of coordinate descent methods on huge-scale optimization problems. SIAM Journal on
Optimization, 22(2):341–362, 2012.
[44] Yuri Nesterov. Gradient methods for minimizing composite functions. Mathematical Programming, 140(1):125–
161, Aug 2013.
[45] Yuri Nesterov. Introductory Lectures on Convex Optimization: A Basic Course. Springer Publishing Company,
Incorporated, 1 edition, 2014.
[46] Netlib. The netlib linear programming library.
[47] Julie Nutini, Behrooz Sepehry, Issam Laradji, Mark Schmidt, Hoyt Koepke, and Alim Virani. Convergence
rates for greedy kaczmarz algorithms, and faster randomized kaczmarz rules using the orthogonality graph. In
Proceedings of the Thirty-Second Conference on Uncertainty in Artificial Intelligence, UAI’16, pages 547–556,
Arlington, Virginia, United States, 2016. AUAI Press.
[48] Fabio Pasqualetti, Ruggero Carli, and Francesco Bullo. Distributed estimation via iterative projections with
application to power network monitoring. Automatica, 48(5):747 – 758, 2012.
[49] Stefania Petra and Constantin Popa. Single projection kaczmarz extended algorithms. Numerical Algorithms,
73(3):791–806, Nov 2016.
[50] Boris T Polyak. Some methods of speeding up the convergence of iteration methods. USSR Computational
Mathematics and Mathematical Physics, 4(5):1–17, 1964.
[51] Zheng Qu, Peter Richtarik, Martin Takac, and Olivier Fercoq. SDNA: Stochastic Dual Newton Ascent for
Empirical Risk Minimization. In Proceedings of The 33rd International Conference on Machine Learning,
volume 48, pages 1823–1832, New York, USA, 20–22 Jun 2016. PMLR.
[52] Aaditya Ramdas and Javier Peña. Towards a deeper geometric, analytic and algorithmic understanding of margins.
Optimization Methods and Software, 31(2):377–391, 2016.
[53] Aaditya Ramdas and Javier Peña. Margins, kernels and non-linear smoothed perceptrons. In Proceedings of the
31st International Conference on Machine Learning, volume 32, pages 244–252, Bejing, China, 22–24 Jun 2014.
PMLR.
[54] Meisam Razaviyayn, Mingyi Hong, Navid Reyhanian, and Zhi-Quan Luo. A linearly convergent doubly stochastic
gauss–seidel algorithm for solving linear equations and a certain class of over-parameterized optimization problems.
Mathematical Programming, 176(1):465–496, Jul 2019.
[55] Elizaveta Rebrova and Deanna Needell. On block gaussian sketching for the kaczmarz method. Numerical
Algorithms, Mar 2020.
[56] Peter Richtárik and Martin Takácˇ. Stochastic reformulations of linear systems: Algorithms and convergence
theory. SIAM Journal on Matrix Analysis and Applications, 41(2):487–524, 2020.
[57] Frank Rosenblatt. The perceptron: A probabilistic model for information storage and organization in the brain.
Psychological Review, pages 65–386, 1958.
[58] Thomas Strohmer and Roman Vershynin. A randomized kaczmarz algorithm with exponential convergence.
Journal of Fourier Analysis and Applications, 15(2):262, Apr 2008.
[59] Jan Telgen. On relaxation methods for systems of linear inequalities. European Journal of Operational Research,
9(2):184 – 189, 1982.
[60] I-Cheng Yeh and Che-hui Lien. The comparisons of data mining techniques for the predictive accuracy of
probability of default of credit card clients. Expert Syst. Appl., 36(2):2473–2480, Mar 2009.
[61] Anastasios Zouzias and Nikolaos M. Freris. Randomized extended kaczmarz for solving least squares. SIAM
Journal on Matrix Analysis and Applications, 34(2):773–793, 2013.
40
