We prove a conjecture stating that the branchwidth of a graph and the branchwidth of the graph's cycle matroid are equal if the graph has a cycle of length at least 2.
Introduction
Historically, graph theory and matroid theory have had a symbiotic relationship, assisting each other for the advancement of both fields. In this vein, we present a proof to a conjecture, first posed by Robertson and Seymour [1] , which states that the branchwidth of a graph and the branchwidth of the graph's cycle matroid are equal if the graph has a cycle of length at least 2.
Sections 2 and 3 discuss the preliminaries about the branchwidth of graphs and matroids respectively. Section 4 offers a proof of the conjecture and Section 5 is reserved for conclusions.
Note, this paper refers to results from Robertson and Seymour [1] and Dharmatilake [2] .
Branchwidth of Graphs
Let G be a graph (or hypergraph) with node set V (G) and edge set E(G). Let T be a tree having |E(G)| leaves in which every non-leaf node has degree 3. Let ν be a bijection from the edges of G to the leaves of T . The pair (T , ν) is called a branch decomposition of G. Deleting an edge, say e, of T partitions the leaves of T and the edges of G into two subsets A e and B e . The middle set of e and of (A e , B e ), denoted by mid(A e , B e ), is the set
where G[A e ] is the subgraph of G induced by A e and similarly for G[B e ]. The width of a branch decomposition (T , ν) is the maximum order of the middle sets over all edges in T . The branchwidth of G, denoted by β(G), is the minimum width over all branch decompositions of G. A branch decomposition of G is optimal if its width is equal to the branchwidth of G.
Let G be a graph (or hypergraph) and let k ≥ 1 be an integer. A separation of a graph G is a pair (G 1 , G 2 ) of subgraphs of G with G 1 ∪ G 2 = (V (G 1 ) ∪ V (G 2 ), E(G 1 ) ∪ E(G 2 )) = G, E(G 1 ) ∩ E(G 2 ) = ∅ and the order of this separation is defined as |V (G 1 ) ∩ V (G 2 )| where
is called the middle set of the separation and denoted by mid(G 1 , G 2 ). Also, denote γ(G) as the largest cardinality of a set of nodes incident to an edge of G. A tangle in G of order k is a set T corresponding to separations of G, each of order < k, and satisfies the following axioms:
The tangle number of G, denoted by θ(G), is the maximum order of any tangle of G. A min-max relationship between tangles and branch decompositions is the following:
Branchwidth of Matroids
Let M be a matroid with finite ground set S(M) and rank function ρ. The cycle matroid of graph G, denoted M(G), has E(G) as its ground set and the cycles of G as the cycles of
M(G).
A separation (A, B) of a matroid M is a pair of complementary subsets of S(M) and the order of the separation, denoted σ(M, A, B), is defined to be following:
A branch decomposition of a matroid M is a pair (T, µ) where T is a tree having |S(M)| leaves in which every non-leaf node has degree 3 and µ is a bijection from the ground set of M to the leaves of T . Deleting an edge, say e, of T partitions the leaves of T and the ground set of M into two subsets A e and B e . The order of e and of (A e , B e ), denoted order(e) or order(A e , B e ), is equal to σ(M, A e , B e ). The width of a branch decomposition (T , µ) is the maximum order of all edges in T . The branchwidth of M, denoted by β(M), is the minimum width over all branch decompositions of M. A branch decomposition of M is optimal if its width is equal to the branchwidth of M.
In addition, there is also the concept of matroid tangles, first offered by Dharmatilake [2] but we will use a slightly different version derived by Geelen et al. [3] . Let k be a positive integer and let M be a matroid. A tangle of order k in M is a set T corresponding to < k separations of M and satisfies the following axioms: 
denote the number of components of D that share at least one node with H.
First, we will prove some helpful results in order to prove an even more helpful theorem that is the basis of the proof for the conjecture. Proof: The lemma will be proved by induction on κ(A). In the initial case where κ(A) = 1, the result is true. So, assume the claim is true for κ(A) = t where t ≥ 1. Let (A, B) be a separation of M(G) of order < k such that κ(A) = t + 1 and let D be some component of
the result is attained. 2
Given a connected graph G with a separation (A,
we can deduce a helpful corollary from Lemma 1 since
Corollary 1 Let G be a connected graph with cycle matroid M(G). Also, let (A, B) be a separation of M(G) of order < k, some integer. Then, for every component
Theorem 3 Let G be a connected graph with β(G) ≥ 3, M(G) denote the cycle matroid of G, and T G be a tangle for G of order k ≥ 3. Let T M (G) denote the set of separations of M(G) We must show that T M (G) satisfies the other matroid tangle axioms.
MT4: Let A 1 , A 2 , and A 3 be members of T M (G) such that A 1 , A 2 and A 3 are all edge disjoint. We will show that
For the initial case Σ will show that one achieves a contradiction by finding three members of
and C 3 such that
Now we have some cases to consider: (Case 1) there exists a component
and (Case 2) ∀i ∈ {1, 2, 3} and
. By Lemma 1 and
by induction, a contradiction.
by Lemma 1 and MT2. Assume
and by induction we achieve a contradiction. This inequality is true if one of the following is true:
Hence, for the remainder of this case, we may assume the following properties: 
In this case, we have the following:
, and
. By Lemma 1, Corollary 1, the definition of
, and (2.9) of Robertson and Seymour [1] ,
Let Q be the subgraph of G such that Q ∈ T G and H 2 ⊆ E(Q). If H is a subgraph of Q then 
Thus by induction, 
• κ((A 2 ∪ A 1 ) \ E(H 2 )) = 1, and
. By induction and the fact that
is a member of T M (G) by Lemma 1 and MT2,
Thus by induction and the fact that E(H 2 ) is a member of T M (G) by Lemma 1 and MT2,
Case 2: Now, we are ready to consider Case 2. This portion of the proof involves showing that A 1 , A 2 , and A 3 must satisfy increasingly demanding properties until infeasibility is achieved.
First, we can assume the following:
Case 2.1: Suppose there exists l ∈ {1, 2, 3} such that κ(E(G) \ A l ) > 1. Let i = j ∈ {1, 2, 3} \ l and let C and D denote subgraphs composed from a partition of the components
σ(E(C)) < k and σ(E(D)) < k.
Hence, either E(C) or E(G) \ E(C) is a member of T M (G) . By Lemma 1 and MT2, E(C) ∩
q=1 κ(A q ) and by induction,
contradiction. Thus, E(C) is a member of T M (G)
. A similar argument can be used to
Case 2.2: Now, we may assume P2.1 and (P2.2) ∀ i ∈ {1, 2, 3}, κ(E(G) \ A i ) = 1.
Suppose there exists l ∈ {1, 2, 3} such that κ(A l ) > 1. Also, assume that H is a graph composed of components of G[A l ] such that E(H) ⊂ A l , and ∃ j ∈ {1, 2, 3} \ l (let i ∈ {1, 2, 3} \ {j, l}) such that the following is true:
By MT1, we know that
By induction and the fact that E(H) is a member of T M (G) by Lemma 1 and MT2,
. By induction and the fact that A l \ E(H) is a member of T M (G) by Lemma 1 and MT2,
Case 2.3: Now, we may assume the following properties:
Notice that these properties allow us to assume without loss of generality that there exist i, j ∈ {1, 2, 3} such that κ(A i ) > 1 and κ(A j ) > 1.
Suppose there exist H i and H j , subgraphs composed of a collection of components from G[
) − 1 where we have the following notation:
One is referred to Figure 1 for an illustration. In this particular case, we have that σ(( Now, either (
By induction and the fact that A i \ E(H i ) and E(H j ) are members of T M (G) by Lemma 1 and MT2,
. A similar argument can be given to show that (A j ∪ E(H i )) \ E(H j ) is a member of
Case 2.4: Now, we can assume the following properties: 
Without loss of generality, we can assume that κ(A 1 ) > 1 and
let C and D be a partition of the components of
and 
Consider H 1 and H 2 , components (one each) of A 1 , and A 2 respectively. For brevity, we will use the following notation:
)|, and
We will also denote G[ Figure 2 for a helpful illustration.
Thus, we have the following conditions:
• for swapping H 1 with K 2 , we have a + e + g < b + κ(
• for swapping K 2 with K 1 , we
• for swapping K 1 with H 2 , we have c Case 2.4.1: For this case, we will assume that a + e + g < b + κ(
Figure 3 offers a system of valid inequalities for case 2.4.1. Constraints c5 and c7 describe the equivalence for swapping H 1 with K 2 or swapping H 2 with K 1 . Constraints c6 and c8 describe the equivalence for swapping H 1 with H 2 or swapping K 1 with K 2 . Constraints c9 to c16, c37 to c40, and c45 to c46 convey that for all i, j ∈ {1, 2, 3} such that i = j, every
Constraints c33 to c36, c41 to c44, and c55 to c56 are based on our assumptions. All other constraints are logical conclusions of the other constraints.
However, this system of valid inequalities is infeasible due to Farkas' lemma [4] . Using an H and an optimal branch decomposition of its cycle matroid M(H) can both be derived from optimal branch decompositions of the connected components of H and their cycle matroids.
For β(G) ≥ β(M(G)), let (T, ν) be a branch decomposition of G. (T, ν) is also a branch decomposition of M(G) where the width of (T, ν) for G will be at least the width of (T, ν) for a separation (A, B) Given Theorem 4 and the result of Seymour and Thomas [5] which states that given an input graph G and integer k it is NP-complete to test whether β(G) ≤ k, we have the following corollary, a new result for finite fields.
Corollary 2 Given a nonnegative integer k and a matrix A over field Q such that M(A), the matroid represented by A, has a cycle of length at least 2, it is NP-complete to test whether β(M(A)) ≤ k. 2
Conclusions
In conclusion, we proved a conjecture relating the branchwidth of a graph and the branchwidth of the cycle matroid of the graph. In conjunction with a result on the branchwidth of matroids and their duals [2] , the theorem also offers as a corollary another proof for showing that the branchwidth of a planar graph is equal to branchwidth of its planar dual when 18 the graph has a cycle of at least two [6, 7] . Subsequent to our work, a second proof of this conjecture was found by Mazoit and Thomassé [8] which uses a different technique based upon branch decomposition as opposed to tangles.
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