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Motivated by studying the spectra of truncated polyhedra, we consider the clique-inserted-
graphs. For a regular graph G of degree r > 0, the graph obtained by replacing every vertex
of G with a complete graph of order r is called the clique-inserted-graph of G , denoted
as C(G). We obtain a formula for the characteristic polynomial of C(G) in terms of the
characteristic polynomial of G . Furthermore, we analyze the spectral dynamics of iterations
of clique-inserting on a regular graph G . For any r-regular graph G with r > 2, let S(G)
denote the union of the eigenvalue sets of all iterated clique-inserted-graphs of G . We
discover that the set of limit points of S(G) is a fractal with the maximum r and the
minimum −2, and that the fractal is independent of the structure of the concerned regular
graph G as long as the degree r of G is ﬁxed. It follows that for any integer r > 2 there exist
inﬁnitely many connected r-regular graphs (or, non-regular graphs with r as the maximum
degree) with arbitrarily many distinct eigenvalues in an arbitrarily small interval around
any given point in the fractal. We also present a formula on the number of spanning trees
of any kth iterated clique-inserted-graph and other related results.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider ﬁnite undirected graphs that may have multiple edges but no loops. The spectrum of a
graph G means the eigenvalues of the characteristic polynomial (of the adjacency matrix) of G with their multiplicities.
The spectra of graphs are extensively studied and have been attracting the attention of many mathematicians as well as
researchers in various branches of science including theoretical chemistry and statistical physics (refer to [8–11,18,29,30] and
the cited references there). In 1972 Hoffman [19] initiated the study on limit points of eigenvalues of undirected graphs.
Many interesting results have been obtained on this topic since then (see, for example, [14,20,31]). Hoffman [19] studied
limit points of the largest eigenvalues of graphs. He determined all limit points less than l =
√
2+ √5 and showed that
these limit points constitute an increasing sequence starting from 2 and approaching l. He also suggested that there may
exist a real number λ such that every number not less than λ is a limit point of the largest eigenvalues of graphs. This
was later proved to be true with λ = l in [31] by Shearer. Thus, the set of limit points of the largest eigenvalues of graphs
has been completely determined. For k  2, however, the set Lk of limit points of the kth largest eigenvalues of graphs
have not been determined. Cao and Hong [4,5] showed that there is a gap in the set Lk and that Lk ⊆ Lk+1 for all k. They
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Fig. 2. The r-clique insertion at a vertex.
conjectured that limk→∞ Lk = R , the set of real numbers. Recently it was proved in [34] that every real number is a limit
point of eigenvalues of graphs, and every complex number is a limit point of eigenvalues of digraphs.
In this paper we will further study the limit points of eigenvalues of an inﬁnite family of graphs obtained from a regular
graph by iteration of clique-inserting (which will be illustrated a little later in this section).
Our interest on these graphs was ﬁrst motivated by the study on the truncated polyhedra. For a 3-dimensional poly-
hedron P , its vertices and edges form in an obvious way a graph G(P ), called the skeleton of G . Given a polyhedron P ,
the polyhedron obtained by cutting off all corners of P such that one third of each edge is cut off at each of both ends
is called a truncated polyhedron from P , denoted as T (P ) (see Fig. 1 for an example). By a cubic polyhedron we mean a
polyhedron P whose skeleton G(P ) is a cubic graph, i.e., a regular graph of degree 3. Clearly, the skeleton G(T (P )) is a
cubic graph for any polyhedron P . It should be pointed out that in chemistry, G(T (P )) can be employed to represent some
important molecules. For example, as P is the icosahedron, G(T (P )) represents the buckminster fullerene C60 made of 60
carbon atoms (see [13, p. 25]). Given any cubic polyhedron P , we may iterate the truncation to obtain a sequence of cubic
polyhedra: T 0(P ) = P , T 1(P ) = T (P ), T 2(P ) = T (T 1(P )), . . . , T k(P ) = T (T k−1(P )), . . . .
It is natural to ask the following spectral problem: Given the spectrum of the graph G(P ) for a cubic polyhedron P , what
can we say about the spectra of the corresponding iterated truncated polyhedron graphs G(T k(P ))?
This question motivated us to study a more general class of graphs called clique-inserted-graphs. Recall that the r-clique
insertion is a graph operation which has played an important role in the study of vertex-transitive graphs (see [24,25]).
Let v be a vertex of degree r > 0 in a graph G . If G ′ is the graph obtained from G by replacing the vertex v with a complete
graph of order r (as illustrated in Fig. 2), then G ′ is said to be obtained by an r-clique insertion at v .
Let G be a regular graph of degree r  1. We will call the graph operation of doing an r-clique insertion at every vertex
of G the clique inserting on G . The graph obtained from G by the clique inserting will be called the clique-inserted-graph
of G , denoted as C(G) (see Fig. 1 for an example where C(G(P )) = G(T (P ))). Obviously, C(G) is also a regular graph of
degree r. So, by iterating the clique inserting, we may obtain from G a sequence of regular graphs of degree r: C0(G) = G ,
C1(G) = C(G), C2(G) = C(C1(G)), . . . , Ck(G) = C(Ck−1(G)), . . . . It is obvious that the iterated truncated cubic polyhedron
graphs G(T k(P )) are the clique-inserted-graphs Ck(G), where G = G(P ) is regular of degree r = 3.
The rest of the paper is organized as follows. In Section 2 we ﬁrst give the characteristic polynomial χ(C(G), x) and the
spectrum of C(G) in terms of the corresponding information of G. Then, we obtain a formula revealing the relationship
between the numbers of spanning trees in G and C(G). We show that for a regular graph G of degree r > 2, the number
of distinct eigenvalues of C(G) is at least twice the number of distinct eigenvalues of G, and that as the degree r of G gets
bigger C(G) will have relatively fewer positive eigenvalues. In Section 3, we study the iterated clique-inserted-graphs and
the spectral dynamics of clique inserting. For any r-regular graph G with r > 2, let S(G) denote the union of the eigenvalue
sets of all iterated clique-inserted-graphs of G . We show that the set of limit points of S(G) is a fractal with the maximum
r and the minimum −2, and that the fractal is independent of the structure of the concerned regular graph G as long
as the degree r of G is ﬁxed. It follows that for any integer r > 2 there exist inﬁnitely many connected r-regular graphs
(or, non-regular graphs with r as the maximum degree) with arbitrarily many distinct eigenvalues in an arbitrarily small
interval around any given point in the fractal. Moreover, we also present a formula on the number of spanning trees of any
kth iterated clique-inserted-graph and other related results.
We note that in the past decade there have been studies on the limit properties of zeros of other polynomials for
graphs and combinatorial objects. For example, asymptotic limits and zeros of chromatic polynomials of some graphs are
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studied in [32]; the limits of zeros of chromatic polynomials are described in [2] for some families of graphs resulting from
subdividing some (or all) of the edges of a graph; the limit points of zeros of the Jones polynomials for some families of
links are studied in [6,21,22,33] and the references cited therein. It should be pointed out that no fractal arised from the
limit sets of zeros of these chromatic polynomials or Jones polynomials.
We follow standard notation and terminology. The reader may refer to [1,10] for graph theory, and [12,28] for dynamical
systems.
2. Clique-inserted-graphs
Theorem 2.1. Let G be a regular graph of degree r > 0 with n vertices. Then
(i) χ(C(G), x) = (x+ 2)m−nxm−nχ(G, x2 − (r − 2)x− r) where m = |E(G)| = nr/2.
(ii) If r > 1 and the eigenvalues of G are μi, i = 1,2, . . . ,n, then the eigenvalues of C(G) are λi = r−2±
√
r2+4(μi+1)
2 , i = 1,2, . . . ,n,
besides −2 and 0 (each repeated m − n times).
Proof. (i) Observe that C(G) is the line graph of the subdivision S(G) of G , where S(G) is obtained from G by inserting
one new vertex onto each edge of G (see Fig. 3). That is, C(G) = L(S(G)). Since G is regular of degree r, by Theorem 2.17
of [10], we have
χ
(
S(G), x
)= xm−nχ(G, x2 − r). (1)
Recall that a bipartite graph is called semiregular of degrees r1 and r2 if its vertex set has a bipartition (V1, V2) such
that each vertex x ∈ Vi has degree ri , i = 1,2. Clearly, S(G) is a bipartite graph with bipartition (V1, V2) where V1 is the
set of all inserted new vertices and V2 is the set of vertices corresponding to original vertices of G . Since each u ∈ V1 has
degree 2 and each v ∈ V2 has degree r, so S(G) is semiregular of degrees 2 and r with |V1| = m and |V2| = n. Note that
C(G) = L(S(G)) and that a formula relating the characteristic polynomials of a semiregular graph and its line graph is well
known (see, for example, Theorem 2.16 of [10], or Theorem 1.3.18 of [11]). Thus, we may apply this formula to obtain
χ
(
C(G), x
)= (x+ 2)β√(−α1/α2)m−nχ(S(G),√α1α2 )χ(S(G),−√α1α2 ),
where α1 = x− 2+ 2= x, α2 = x− r + 2, and β =m · 2−m − n =m − n. Then we have
χ
(
C(G), x
)= (x+ 2)m−n
√( −x
x− r + 2
)m−n
χ
(
S(G),
√
x(x− r + 2) )χ(S(G),−√x(x− r + 2) ).
By (1), we have
χ
(
S(G),
√
x(x− r + 2) )= [√x(x− r + 2) ]m−nχ(G, x(x− r + 2) − r),
and
χ
(
S(G),−√x(x− r + 2) )= [−√x(x− r + 2) ]m−nχ(G, x(x− r + 2) − r).
Therefore
χ
(
C(G), x
)= (x+ 2)m−n√x2(m−n)[χ(G, x(x− r + 2) − r)]2
= (x+ 2)m−nxm−nχ(G, x2 − (r − 2)x− r).
(ii) If r > 2 then m > n. So it is immediately seen, from (i), that 0 and −2 are eigenvalues of C(G), each repeated m − n
times. If r = 2 then m = n so that the factors (x + 2)m−nxm−n equal to 1 in (i). So we still can say that 0 and −2 each
repeated m − n(= 0) times. By solving the quadratic equations
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we immediately get the remaining eigenvalues:
λi = r − 2±
√
r2 + 4(μi + 1)
2
, i = 1,2, . . . ,n. 
Note that this theorem has answered the question on truncated cubic polyhedra in Section 1 that motivated this paper,
since a truncated cubic polyhedra graph corresponds to the clique-inserted-graphs C(G) for a regular graph G of degree 3.
Corollary 2.2. Let G be a regular graph of degree r > 0 with n vertices. Let κ(G) denote the number of spanning trees of G. Then
κ
(
C(G)
)= rm−n−1(r + 2)m−n+1κ(G),
where m = |E(G)| = nr/2.
Proof. It is well known (see, for example, Proposition 1.4 in [10]) that
κ(G) = n−1χ ′(G, r)
where χ ′(G, r) denotes the value of the derivative ddx (χ(G, x)) at x = r. Since C(G) is also regular of degree r and it has nr
vertices, we have
κ
(
C(G)
)= (nr)−1χ ′(C(G), r).
By Theorem 2.1(i),
χ ′
(
C(G), x
)= d
dx
[(
x2 + 2x)m−nχ(G, x(x− r + 2) − r)]
= (m − n)(x2 + 2x)m−n−1(2x+ 2)χ(G, x(x− r + 2) − r)
+ (x2 + 2x)m−n(2x− r + 2)χ ′(G, x(x− r + 2) − r).
Since G is regular of degree r, r is an eigenvalue of G . Then, when x = r,χ(G, x(x− r + 2) − r) = χ(G, r) = 0. So,
χ ′
(
C(G), r
)= (r2 + 2r)m−n(r + 2)χ ′(G, r) = rm−n(r + 2)m−n+1χ ′(G, r).
It follows that
κ
(
C(G)
)= rm−n−1(r + 2)m−n+1κ(G). 
It is interesting to compare the formula given in Corollary 2.2 with the known formula for the number of spanning trees
in the line graph L(G) (see, for example, [1, p. 36]):
κ
(
L(G)
)= rm−n−12m−n+1κ(G).
Note that the only difference in the above two formulas is the bases r + 2 and 2. So we have
Corollary 2.3. Let G be a regular graph of degree r > 0 with n vertices. Then
κ
(
C(G)
)= ((r + 2)/2)m−n+1κ(L(G)),
where m = |E(G)| = nr/2.
Corollary 2.4. Let G be a regular graph of degree r > 2. If G has t distinct eigenvalues, then C(G) has at least 2t distinct eigenvalues.
Proof. Let
φ(x) = r − 2+
√
r2 + 4(x+ 1)
2
and
ψ(x) = r − 2−
√
r2 + 4(x+ 1)
2
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Graph χ(G, x) χ(C(G), x)
Tetrahedron (x− 3)(x+ 1)3 (x− 3)(x− 2)3x2(x+ 1)3(x+ 2)3
Hypercube Ir
∏r
k=0(x− r + 2k)(
r
k) (x+ 2)2r−1(r−2)x2r−1(r−2)∏rk=0(x(x− r + 2) − 2r + 2k)(rk)
Complete graph (x− n + 1)(x+ 1)n−1 (x+ 2)(n−1)(n−2)/2xn(n−3)/2(x− n+ 1)(x− n + 2)n−1(x+ 1)n−1
Regular complete multipartite xn−k(x+ n/k − n)(x+ n/k)k−1 (x+ 2)n2(1−1/k)/2−n+1xn(n(1−1/k)/2−1(x− n + n/k)
graph Kn1,...,nk × (x2 − (n − n/k − 2)x− n + n/k)n−k(x2 − (n − n/k − 2)x− n + 2n/k)k−1
Trigonal prism x2(x− 3)(x− 1)(x+ 2)2 (x+ 2)4x3(x2 − x− 3)2(x− 3)(x2 − x− 4)(x2 − x− 1)2
Pentagonal prism (x− 3)(x2 − x− 1)2(x− 1)(x2 + 3x+ 1)2 (x+ 2)5x5(x− 3)(x2 − x− 4)(x+ 2)((x2 − x− 3)2 − x2 + x+ 2)2
× ((x2 − x− 3)2 + 3x2 − 3x− 8)2
Hexagonal prism (x− 3)(x− 2)2(x− 1)x4(x+ 1)(x+ 2)2(x+ 3) (x+ 2)7x7(x− 3)(x− 2)(x+ 1)(x− 1)(x2 − x− 5)2(x2 − x− 4)
× (x2 − x− 3)4(x2 − x− 1)2
Dodecahedron (x− 3)(x2 − 5)3x4(x− 1)5(x+ 2)4 (x+ 2)10x10(x− 3)(x+ 2)((x2 − x− 3)2 − 5)3(x2 − x− 4)5
× (x2 − x− 3)4(x2 − x− 1)4
Petersen graph (x− 3)(x− 1)5(x+ 2)4 (x+ 2)5x5(x− 3)(x+ 2)(x2 − x− 4)5(x2 − x− 1)4
for −r  x  r. Since the derivatives φ′(x) = 1√
r2+4(x+1) > 0, and ψ
′(x) = − 1√
r2+4(x+1) < 0, we see that φ(x) is a strictly
increasing function and ψ(x) is a strictly decreasing function of the variable x. Note that φ(−r) = r−2, φ(r) = r, ψ(−r) = 0,
and ψ(r) = −2. Then we see that −2ψ(x) 0 and 0 < r − 2 φ(x) r. So we have ψ(x) < φ(x) for all x ∈ [−r, r]. Thus,
for −r  λ1 < λ2  r, we must have ψ(λ2) < ψ(λ1) < φ(λ1) < φ(λ2). Then, the conclusion of Corollary 2.4 immediately
follows from Theorem 2.1. 
Note that the functions φ and ψ and their properties revealed in the proof of Corollary 2.4 will play an important role
in Section 3.
For positive eigenvalues we have the following
Corollary 2.5. If G is a regular graph of degree r > 2, then C(G) has exactly N/r positive eigenvalues, where N is the vertex number
of C(G).
Proof. Assume that G has n vertices. Let φ(x) and ψ(x) be deﬁned as in the proof of Corollary 2.4. It is proven that
−2 ψ(x) 0 and 0 < r − 2 φ(x) r. So, from Theorem 2.1(ii), C(G) has exactly n positive eigenvalues. Since C(G) has
N = rn vertices, the corollary immediately follows. 
Note. From Corollary 2.5, we see that when the degree r of G gets larger, C(G) will have relatively fewer positive eigenval-
ues.
For regular graphs of degree r, they are simply the lines and cycles when r = 1,2. The case r = 3 is much more in-
teresting, which includes many important graphs such as prisms, tetrahedron, dodecahedron, the Petersen graph, and the
truncated polyhedron graphs, etc. Note that for a regular graph G of degree r = 3 with n vertices, the formula in Theo-
rem 2.1(i) is reduced to:
χ
(
C(G), x
)= (x+ 2)n/2xn/2χ(G, x(x− 1) − 3).
Here we list some examples of χ(C(G), x) in Table 1, where each χ(G, x) is obtained from the spectrum of G given
in [10].
3. Iterated clique-inserted-graphs and spectral dynamics
For any regular graph G of degree r, the clique-inserted-graph C(G) is also a regular graph G of degree r. So we
may deﬁne the kth iterated clique-inserted-graph Ck(G) as follows. Let C0(G) = G , C1(G) = C(G), and deﬁne Ck(G) =
C(Ck−1(G)) for k > 1. Thus, for any regular graph G of degree r, we may get an inﬁnite sequence {Ck(G)}, k = 0,1,2, . . . . By
Theorem 2.1, we can get the characteristic polynomial and spectrum of every iterated clique-inserted-graph in the sequence
when the characteristic polynomial or spectrum of G is known. It is known [3] (also see [17, p. 260]) that there are pairs
of cospectral connected cubic graphs on 14 vertices. Then, by considering iterated clique-inserted-graphs, we immediately
have the following
Corollary 3.1. There are inﬁnitely many pairs of cospectral connected cubic graphs.
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polytopes) if one such pair exists.
In the next corollary we present a formula for κ(Ck(G)), the number of spanning trees of Ck(G), in terms of κ(G).
Corollary 3.2. Let G be a regular graph of degree r > 0 with n vertices. Then κ(Ck(G)) = rns−k(r + 2)ns+kκ(G), where
s = (r/2− 1)(rk − 1)/(r − 1).
Proof. By the mathematical induction on k with Corollary 2.2. 
Note that a regular graph of degree 1 and its iterated clique-inserted-graphs are the same graph consisting of K2, and
that a regular graph of degree 2 and its iterated clique-inserted-graphs all consist of cycles. Since the spectra of K2 and
any cycle are well known, from now on we always assume that G is a regular graph of degree r > 2. Let S(G) denote
the union of the eigenvalue sets of all iterated clique-inserted-graphs of G , that is, S(G) =⋃∞k=0 Sk(G), where Sk(G) is the
set of eigenvalues of Ck(G). To investigate the limit points of the set S(G), we need consider the backwards and forwards
iterations of the quadratic map g of the real line deﬁned by
g : x 	→ x2 − (r − 2)x− r.
From Theorem 2.1, λk is an eigenvalue of Ck(G) if and only if λk ∈ g−k(λ0) or λk ∈ {−2,0}, where λ0 is an eigenvalue
of G , g−k(x) = g−1(g−k+1(x)), and g−1(x) = {ψ(x),φ(x)} represents the pre-image of x under g , i.e., g(g−1(x)) = x. Obvi-
ously, r and −1 are the only ﬁxed points of g . For the sake of convenience to our analysis, we make the following aﬃne
transformation h:
x 	→ h(x) = −x+ r
2+ r := z
and consider the iterations of the well-studied logistic map
z 	→ f (z) = bz(1− z) (2)
with parameter b > 4. Obviously, h is a homeomorphism. It is also easy to check the fact that
h ◦ g(x) = f ◦ h(x)
with
b = 2+ r (r > 2).
This fact indicates that g and f are topologically conjugate to each other via the homeomorphism h. Hence, the dynamics
of g is known whenever that of f is known, and vice versa.
Denote the pre-image of z under the map f by f −1(z), then f −1(z) consists of exactly two points 1/2 −√1/4− z/b
and 1/2+√1/4− z/b when z = b/4, and f −1(z) = 1/2 when z = b/4. Let Σ := {a= {a0,a1,a2, . . .} | ai = 0 or 1 ∀i  0} be
the set consisting of sequences of 0’s and 1’s. The following theorem includes results on dynamical systems (see [12,26,28])
which will be needed in our analysis on graph spectral dynamics of clique-inserting.
Theorem 3.3. Assume b > 4.
(i) The set Λ :=⋂k0 f −k([0,1]) is a Cantor set, with infΛ = 0 and supΛ = 1.
(ii) Λ =⋃k0 f −k(z) if z ∈ Λ, and Λ =⋂N0⋃kN f −k(z) if z ∈ [0,1].
(iii) f (Λ) = Λ, and limk→∞ f k(z) = −∞ if z /∈ Λ.
(iv) Λ is bijective to Σ .
Note that all eigenvalues of G are between −r and r, and that we can see from the proof of Corollary 2.4 that
g−1
([−r, r])= [−2,0] ∪ [r − 2, r]
⊂ [−2, r]
= [h−1(1),h−1(0)].
Then we have
Corollary 3.4. Assume r > 2.
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⋂
k0 g
−k([−r, r]) is a Cantor set, whose inﬁmum is −2 and supremum is r.
(ii)
⋂
k0 g
−k([−r, r]) =⋂k0 g−k([−2, r]) =⋂N0⋃kN g−k(x) = h−1(Λ) for any x ∈ [−r, r].
(iii) h−1(Λ) =⋃k0 g−k(x) if x ∈ h−1(Λ).
(iv) h−1(Λ) is bijective to Σ .
Some geometric insights about Corollary 3.4 are as follows. We have seen that g−1([−r, r]) ⊂ [−2, r]. It is not diﬃcult to
see that
g−1
([−2, r])= [−2, r − 2−
√
r2 − 1
2
]
∪
[
r − 2+ √r2 − 1
2
, r
]
= [−2,ψ(−2)]∪ [φ(−2), r]. (3)
Further, note that in the proof of Corollary 2.4 we have shown the fact that ψ(λ2) < ψ(λ1) < φ(λ1) < φ(λ2) provided
−r  λ1 < λ2  r. Then it is easy to verify the following results:
g−2
([−2, r])= [−2,ψ(φ(−2))]∪ [ψ(ψ(−2)),ψ(−2)]∪ [φ(−2),φ(ψ(−2))]∪ [φ(φ(−2)), r],
and
g−3
([−2, r])= [−2,ψ ◦ φ ◦ φ(−2)]∪ [ψ ◦ φ ◦ ψ(−2),ψ ◦ φ(−2)]
∪ [ψ ◦ ψ(−2),ψ ◦ ψ ◦ ψ(−2)]∪ [ψ ◦ ψ ◦ φ(−2),ψ(−2)]
∪ [φ(−2),φ ◦ ψ ◦ φ(−2)]∪ [φ ◦ ψ ◦ ψ(−2),φ ◦ ψ(−2)]
∪ [φ ◦ φ(−2),φ ◦ φ ◦ ψ(−2)]∪ [φ ◦ φ ◦ φ(−2), r].
Inductively, one can show that g−N([−2, r]) consists of 2N disjoint closed intervals for every integer N  0 and that
[−2, r] ⊃ g−1([−r, r])⊃ g−1([−2, r])⊃ g−2([−2, r])⊃ g−3([−2, r])⊃ · · · . (4)
Therefore, the boundary of the set
⋂N
k=0 g−k([−2, r]) coincides with {−2} ∪ {r} ∪ (
⋃N
k=1 g−k(−2)), which is equal to⋃N+1
k=0 g−k(r). Passing to the inﬁnity, we see that
⋃
k0 g
−k(r) ⊂⋂k0 g−k([−r, r]). In particular,
{−2} ∪ {r} ⊂
⋂
k0
g−k
([−r, r])= h−1(Λ). (5)
Recall that −1 is a ﬁxed point of g . Then −1 ∈ h−1(Λ) because −1 = ψ(−1). In fact, ⋃k0 g−k(−1) ⊂ h−1(Λ) by virtue of
Corollary 3.4.
By Corollary 3.4(iv), h−1(Λ) is bijective to Σ . In fact, a bijection can be deﬁned as the mapping I : h−1(Λ) → Σ by
x 	→ a= (a0,a1,a2, . . .), where
ak =
{
1 if gk(x) ∈ [−2,ψ(−2)],
0 if gk(x) ∈ [φ(−2), r].
This bijective mapping allows us to determine the usual order in h−1(Λ) via the following order ≺ in Σ . Suppose a =
(a0,a1,a2, . . .) and a¯ = (a¯0, a¯1, a¯2, . . .) both belong to Σ , and let N be the smallest nonnegative integer such that aN = a¯N .
Then we say a≺ a¯ if either
• aN < a¯N and the number of 1’s before aN in (a0,a1,a2, . . .) is odd,
or
• aN > a¯N and the number of 1’s before aN in (a0,a1,a2, . . .) is even.
One can check that
a0 =
{
1 iff x ∈ ψ([−2, r]),
0 iff x ∈ φ([−2, r]), (6)
a1 =
{
1 iff x ∈ ψ ◦ ψ([−2, r]) ∪ φ ◦ ψ([−2, r]),
0 iff x ∈ ψ ◦ φ([−2, r]) ∪ φ ◦ φ([−2, r]), (7)
a2 =
{
1 iff x ∈ ψ ◦ φ ◦ ψ([−2, r]) ∪ ψ ◦ ψ ◦ ψ([−2, r]) ∪ φ ◦ ψ ◦ ψ([−2, r]) ∪ φ ◦ φ ◦ ψ([−2, r]),
0 iff x ∈ ψ ◦ φ ◦ φ([−2, r]) ∪ ψ ◦ ψ ◦ φ([−2, r]) ∪ φ ◦ ψ ◦ φ([−2, r]) ∪ φ ◦ φ ◦ φ([−2, r]). (8)
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Proof. Let I(x) = (a0,a1,a2, . . .), I(x¯) = (a¯0, a¯1, a¯2, . . .), and let N be the smallest nonnegative integer such that aN = a¯N .
We prove the result by induction on N . If N = 0, the result is clear by Eq. (6). Assuming the result holds for N = m − 1,
we prove it for N =m. Suppose ak = a¯k for 0 k <m but am = a¯m . Firstly, we show that I(x) ≺ I(x¯) implies x < x¯. Consider
I(g(x)) = (a1,a2,a3, . . .) and I(g(x¯)) = (a¯1, a¯2, a¯3, . . .). There are two cases: a0 = a¯0 = 0 or 1. If a0 = a¯0 = 0, then I(g(x)) ≺
I(g(x¯)) since the number of 1’s among a1, . . . ,am−1 does not change. By the induction hypothesis, we have g(x) < g(x¯).
Since g is increasing on φ([−2, r]), it follows that x < x¯. If a0 = a¯0 = 1, then I(g(x))  I(g(x¯)) since the number of 1’s
among a1, . . . ,am−1 is one less. Hence, g(x) > g(x¯) by the induction hypothesis. But then x < x¯ since g is decreasing on
ψ([−2, r]). Secondly, suppose it were the case that x < x¯ implies I(x)  I(x¯). Then by the result proved above, we would get
x > x¯ which yields a contradiction. Hence x < x¯ implies I(x) ≺ I(x¯). 
We remark that in literature on Dynamical Systems the sequence I(x) is called the itinerary sequence of x, and that the
proof of the above theorem is adapted from [12].
Going further from the results in (6)–(8), one can verify that with speciﬁed a0, . . . ,aN−1 and arbitrary aN , aN+1, . . . ,
I(x) = (a0,a1, . . . ,aN−1, . . .) iff x ∈ θ0 ◦ θ1 ◦ · · · ◦ θN−1
([−2, r])
with
θk =
{
ψ if ak = 1,
φ if ak = 0, for 0 k N − 1.
Therefore, we obtain the following consequence of Theorem 3.5.
Corollary 3.6. Let x, x¯ ∈ h−1(Λ). Then x < x¯ if and only if there is N  0 such that
x ∈ θ0 ◦ θ1 ◦ · · · ◦ θN−1 ◦ φ
([−2, r]) and x¯ ∈ θ0 ◦ θ1 ◦ · · · ◦ θN−1 ◦ ψ([−2, r])
with θk = ψ or φ for 0 k N − 1 and the number of ψ ’s among θ0, . . . , θN−1 is odd, or such that
x ∈ θ0 ◦ θ1 ◦ · · · ◦ θN−1 ◦ ψ
([−2, r]) and x¯ ∈ θ0 ◦ θ1 ◦ · · · ◦ θN−1 ◦ φ([−2, r])
with the number of ψ ’s among θ0, . . . , θN−1 is even.
Theorem 3.7. Let G be a regular graph with degree r > 2, and let S(G) denote the union of the eigenvalue sets of all iterated clique-
inserted-graphs of G. The set of the limit points of S(G) is h−1(Λ), which is a fractal independent of the structure of G as long as
the degree of G is ﬁxed. Moreover, the minimum of the limit points of S(G) is −2, which is independent of the degree of G, while the
maximum of the limit points of S(G) is r.
Proof. From Theorem 2.1, we know that the limit points of S(G) are contained in the set
⋂
N0
⋃
kN Sk(G). This set
is equal to
⋂
N0
⋃
kN g−k(S0(G)) ∪ {−2} ∪ {0} because of our construction of g . In Corollary 3.4, we have seen that⋂
N0
⋃
kN g−k(S0(G)) = h−1(Λ); also in (5), we have known that {−2} is contained in h−1(Λ). The inequality r − 2 −√
r2 − 1 < 0 < r − 2 + √r2 − 1 and the nested inclusions (4) together with the fact (3) imply that the point {0} does not
belong to h−1(Λ) and is an isolated point. Thus {0} is not a limit point. On the other hand, every point of h−1(Λ) is a limit
point of S(G) also by Corollary 3.4. Hence we conclude that the set of the limit points of S(G) is identical to h−1(Λ). Then
the theorem follows from Corollary 3.4. 
Concerning the fractal dimensions of the Cantor set h−1(Λ), when b > 2+ √5, it has been known [15] that
ln2
lnb
 dimH Λ dimBΛ dimBΛ
ln 2
ln
√
b2 − 4b ,
where dimH Λ, dimBΛ and dimBΛ are the Hausdorff, lower and upper box-counting dimensions of Λ, respectively. In fact,
one has [27]
dimH Λ = dimBΛ = dimBΛ.
Notice that the dimension of Λ is close to ln2/ lnb when b is large.
Corollary 3.8. For any integer r > 2, we have the following estimates
ln 2
ln(r + 2)  dimH h
−1(Λ) = dimBh−1(Λ) = dimBh−1(Λ)
ln 2
ln
√
r2 − 4 .
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Corollary 3.9. Let r > 2 be an integer, and x ∈ h−1(Λ). For every  > 0 and every positive integer N, there exist inﬁnitely many
connected r-regular graphs such that each of them has at least N distinct eigenvalues in the interval (x− , x+ ) ∩ [−2, r].
Proof. Let  > 0 and integer N > 0 be arbitrarily given. Let H = Ir , the r-dimensional hypercube. It is well known (see,
for example, [23]) that H has r + 1 distinct eigenvalues r − 2i, i = 0,1, . . . , r. By Corollary 2.4 and Theorem 3.7, it is easily
seen that Ck(H) has at least (r + 1)2k distinct eigenvalues including g−k(r). Clearly, Ck(H) is a connected regular graph of
degree r. By Theorems 3.3 and 3.7, it is not diﬃcult to see that g−k(r) will have at least N points located in the interval
(x− , x+ ) ∩ [−2, r] for all k large enough. 
Corollary 3.10. Let r > 2 be an integer, and x ∈ h−1(Λ). For every  > 0 and every positive integer N, there exist inﬁnitely
many connected non-regular graphs each of which has maximum degree r and has at least N distinct eigenvalues in the interval
(x− , x+ ) ∩ [−2, r].
Proof. From the above corollary, we can get inﬁnitely many connected r-regular graphs each of which has at least N + 1
distinct eigenvalues in the interval (r − , r). Then, by deleting a vertex for each of these graphs, we get inﬁnitely many
connected non-regular graphs, which has the desired property because of the well-known theorem of interlacing eigenvalues
(see, for example, [16, Theorem 5.3, p. 29]). 
For any given b > 4, the location of the Cantor set Λ on the interval [0,1] has been obtained in [7]. It satisﬁes the
following differential-difference equation
d
db
zk(b) = −
∑
N0
b2−N
(
N∏
j=0
(
1− 2zk+ j(b)
)−1)
zk+1+N (b), (9)
for any zk ∈ Λ with zk = f (zk−1) and k  0. It has also been shown in [7] that Λ uniformly converges to {0} ∪ {1} as the
parameter b approaches inﬁnity. Hence, after setting b = 1/ρ , we can in principle locate the positions of all points of Λ by
considering the following initial value problem for the equation
d
dρ
zk
(
b(ρ)
)= ∑
N0
ρN
(
N∏
j=0
(
1− 2zk+ j
(
b(ρ)
))−1)
zk+1+N
(
b(ρ)
)
, (10)
with initial conditions zk(b(0)) = 0 or 1 for all k 0. Once a point z in Λ is located, the position of the corresponding limit
point of S(G) can also be located simply by calculating h−1(z). Figs. 4 and 5 show a fairly good approximation of the set
h−1(Λ) of limit points of S(G) and are plotted by the 128 points of the set
⋃7
k=0 g−k(r) with r ranging from 3 to 50 and
from 51 to 250, respectively. Figs. 6 to 12 depict ﬁner structures of Figs. 4 and 5.
It is apparent from the ﬁgures that h−1(Λ) is close to {−2} ∪ {−1} ∪ {r − 1} ∪ {r} when r is large. Indeed, we have
Theorem 3.11. The Hausdorff distance between the set h−1(Λ) and the set S = {−2} ∪ {−1} ∪ {r − 1} ∪ {r} converges to zero as r
approaches inﬁnity.
Proof. We know that
h−1(Λ) ⊂ g−2([−2, r])= [−2,ψ(φ(−2))]∪ [ψ(ψ(−2)),ψ(−2)]∪ [φ(−2),φ(ψ(−2))]∪ [φ(φ(−2)), r].
It is easy to see the following limits as r → ∞:
ψ(−2) = r − 2−
√
r2 − 1
2
→ −1, φ(−2) − (r − 1) = −r +
√
r2 − 1
2
→ 0;
ψ
(
φ(−2))= r − 2−
√
r2 + 2r + 2√r2 − 1
2
→ −2, ψ(ψ(−2))= r − 2−
√
r2 + 2r − 2√r2 − 1
2
→ −1;
φ
(
ψ(−2))− (r − 1) = −r +
√
r2 + 2r − 2√r2 − 1
2
→ 0, φ(φ(−2))− r = −r − 2+
√
r2 + 2r + 2√r2 − 1
2
→ 0.
Therefore, the Hausdorff distance between the two sets g−2([−2, r]) and S tends to zero as r approaches inﬁnity, and the
theorem follows. 
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