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Abstract 35 
The brain’s ability to integrate information from the different senses is essential for 36 
decreasing sensory uncertainty and ultimately limiting errors. Temporal 37 
correspondence is one of the key processes that determines whether information from 38 
different senses will be integrated and is influenced by both experience- and task-39 
dependent mechanisms in adults. Here we investigated the development of both task- 40 
and experience-dependent temporal mechanisms by testing 7-8-year-old children, 10-41 
11-year-old children and adults in two tasks (simultaneity judgment, temporal order 42 
judgment) using audiovisual stimuli with differing degrees of association based on 43 
prior experience (low for beep-flash vs. high for face-voice). By fitting an 44 
independent channels model to the data, we found that whilst the experience-45 
dependent mechanism of audiovisual simultaneity perception is already adult-like in 46 
10-11-year-old children, the task-dependent mechanism is still not. These results 47 
indicate that differing maturation rates of experience-dependent and task-dependent 48 
mechanisms underlie the development of multisensory integration. Understanding this 49 
development has important implications for clinical and educational interventions. 50 
 51 
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Public Significance Statements 56 
Combining our different senses to perceive the world underpins our abilities to learn, 57 
reason, and act. This study strongly suggests that adult-like abilities to combine 58 
different senses are achieved through a lifelong process of learning and development, 59 
in which the underlying processes develop at different rates. A better understanding of 60 
this development has clinical and educational implications for future approaches to 61 
targeting improvements in multisensory perception in children of different ages. 62 
 63 
 64 
 65 
 66 
 67 
 68 
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Introduction 69 
 70 
The ability of the brain to integrate information from the various senses is essential 71 
for decreasing sensory uncertainty and noise (Ernst & Banks, 2002) and ultimately 72 
limiting errors in everyday tasks (e.g. understanding someone, grabbing a cup of 73 
coffee, crossing a busy road).  74 
 75 
Temporal correspondence is one of the key factors that determines whether 76 
information from different senses will be perceived as belonging to the same event 77 
thus leading to multisensory integration (Spence & Squire, 2003; Stein, Meredith, & 78 
Wallace, 1993; Parise and Ernst, 2016). The extent to which we can tolerate a 79 
temporal misalignment between the cues and still bind them gives an estimate of how 80 
likely they are to belong together.  81 
 82 
In adults, the ability to detect deviations in temporal correspondence or synchrony 83 
between auditory and visual information has been shown to vary greatly depending on 84 
task, stimulus type and level of prior experience (Lee & Noppeney, 2011; Love, 85 
Petrini, Cheng, & Pollick, 2013; Petrini, Holt, & Pollick, 2010; Petrini et al., 2011; 86 
Petrini, Russell, & Pollick, 2009; van Eijk, Kohlrausch, Juola, & van de Par, 2008; 87 
Vatakis, Ghazanfar, & Spence, 2008; Vatakis & Spence, 2007, 2008; Vroomen & 88 
Keetels, 2010). For example, Love et al. (2013) showed that the point of subjective 89 
simultaneity (PSS; representing the level of sensory onset asynchrony that participants 90 
perceived as most synchronous) obtained through either a synchrony judgments task  91 
or a temporal order judgements task differed and that the measures returned by the 92 
two tasks did not correlate with each other. This suggests that synchrony judgment (in 93 
which participants decide if two sensory information are in synch or not) and 94 
temporal order judgment (in which participants decide which sensory information 95 
came first or second) are supported by different mechanisms in adult participants. 96 
Neuroimaging studies have supported this suggestion by showing that synchrony 97 
judgment and temporal order judgment tasks are indeed underpinned by divergent 98 
brain mechanisms (Binder, 2015; Miyazaki et al., 2016; Love et al., 2018). 99 
 100 
Additionally the measure of audiovisual synchrony window (ASW; representing the 101 
range of sensory onset asynchronies within which participants cannot reliably 102 
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perceive asynchrony or sensory order), obtained under different levels of prior 103 
experience has been found to vary greatly in adults. Humans form assumptions 104 
through experience on whether two cues should go together (e.g. cat meowing) or not 105 
(e.g. dog meowing), a process called the ‘Unity Assumption’ or coupling prior 106 
according to Bayesian models (Chen, Shore, Lewis, & Maurer, 2016; Ernst, 2007; 107 
Petrini, Dahl, et al., 2009; Sato, Toyoizumi, & Aihara, 2007; Shams & Beierholm, 108 
2010; van Wassenhove, Grant, & Poeppel, 2007; Vatakis & Spence, 2007, 2008). For 109 
example, Vatakis and Spence (2007) showed that participants found it more difficult 110 
to keep the auditory and visual information separate (were less sensitive to 111 
audiovisual asynchrony) when face and voice gender matched (strong unity 112 
assumption, e.g., female face with a female voice) than when they did not (weak unity 113 
assumption, e.g., female face with a male voice). In other words, the ASW in adults is 114 
usually larger for stimuli that have higher unity assumption because they are strongly 115 
coupled. This assumption of unity between auditory and visual signals can emerge 116 
very rapidly in adult participants as shown by a recent study (Habets, Bruns and 117 
Roder, 2017). Habets and colleagues (2017) found participants gave more synchrony 118 
responses (i.e. were less sensitive and had larger ASW) for rapidly learned 119 
audiovisual combinations than new combinations of the same auditory and visual 120 
stimuli. Hence, in adults, the judgement of temporal correspondence between sound 121 
and vision is a complex process affected by a number of stimuli-, task- and 122 
experience-dependent mechanisms. 123 
 124 
We know from many studies focusing on a single multisensory mechanism that young 125 
children do not have adult-like multisensory abilities: for example, they do not 126 
combine senses optimally to reduce uncertainty as adults do (e.g., Adams, 2016; Gori, 127 
Del Viva, Sandini, & Burr, 2008; Gori, Sandini, & Burr, 2012; Nardini, Begus, & 128 
Mareschal, 2012; Nardini, Jones, Bedford, & Braddick, 2008; Petrini, Remark, Smith, 129 
& Nardini, 2014). Young children are also less sensitive to spatial and temporal 130 
correspondences between different senses (Chen et al., 2016; Hillock-Dunn & 131 
Wallace, 2012; Hillock, Powers, & Wallace, 2011; Roder, Pagel, & Heed, 2013; 132 
Stanley et al., 2019), and are less affected by prior experience or use different priors 133 
compared to adults (Chambers, Sokhey, Gaebler-Spira, & Kording, 2017; Thomas, 134 
Nardini, & Mareschal, 2010). For example, although the ability to detect lack of 135 
simultaneity between sight and sound is present in infants as young as 4 months 136 
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(Lewkowicz, 2010), children and adolescents are less sensitive to sensory asynchrony 137 
than adults (Hillock et al., 2011; Hillock-Dunn & Wallace, 2012). In fact the 138 
development of audiovisual simultaneity judgment and rapid audiovisual recalibration 139 
for simple (flash-beep) and more complex (face-voice) stimuli does not reach 140 
maturity until adolescence (Noel et al., 2016), and some multisensory processes 141 
continue to develop throughout adolescence (Brandwein et al., 2011; Downing, 142 
Barutchu, Crewther, 2014). Furthermore, evidence from different labs (using different 143 
stimuli and tasks) suggests that the age at which children show adult-like multisensory 144 
abilities is task- and sense-dependent (e.g. Gori et al., 2008; Gori et al., 2012; Petrini 145 
et al., 2014). Hence, the age for development of adult-like task- and experience-146 
dependent audiovisual temporal mechanisms may vary (e.g. Barutchu, Crewther, & 147 
Crewther, 2009; Barutchu et al., 2010; Gori et al., 2008; Gori et al., 2012; Petrini et 148 
al., 2014), and reach their adult-like state either at similar or different ages. Knowing 149 
whether and when different audiovisual temporal mechanisms develop adult-like 150 
abilities is essential in order to provide support to the perceptual narrowing theory of 151 
multisensory development (Lewkowicz and Ghazanfar, 2009). The developmental 152 
perceptual narrowing theory of multisensory perception (Lewkowicz and Ghazanfar, 153 
2009) states that younger infants have a broader ability to respond to different 154 
multisensory events (e.g. have the same sensitivity to asynchrony for faces and voices 155 
from native and non-native languages) while older infants can respond in the same 156 
manner to only familiar or native events (e.g. can only detect asynchrony for faces 157 
and voices from their native language). If this process of perceptual narrowing 158 
continues in childhood (and perhaps even adulthood) we would expect younger 159 
children to have less differentiated mechanisms of audiovisual simultaneity 160 
perception (e.g. their ability to detect asynchrony between auditory and visual cues 161 
should not change significantly for different stimuli or tasks). On the other hand, older 162 
children and adults should have more differentiated mechanisms and thus greater 163 
sensitivity in detecting audiovisual simultaneity depending on the task and stimulus. 164 
Furthermore, a better understanding of when different audiovisual temporal 165 
mechanisms reach near adult-like maturity is important for developing the most 166 
targeted and effective clinical and educational interventions aimed at children with 167 
deficits in these abilities (e.g. autistic and dyslexic children and children with 168 
languages impairments; Francisco, Jesse, Groen, & McQueen, 2017; Kaganovich, 169 
2017; Stevenson et al., 2016; Stevenson, Siemann, Schneider, et al., 2014; Stevenson, 170 
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Siemann, Woynaroski, et al., 2014; Wallace & Stevenson, 2014; Ye, Russeler, Gerth, 171 
& Munte, 2017). 172 
 173 
Within a single experiment, and for the first time, we examined whether and how 174 
different mechanisms of audiovisual temporal perception develop through childhood. 175 
We also compare for the first time in children audiovisual simultaneity judgements 176 
obtained from different tasks (i.e. using both simultaneity and temporal order 177 
judgement). Differences in PSS for temporal order judgment and synchrony judgment 178 
tasks and changes in ASW for face-voice (high prior experience) and flash-beep (low 179 
prior experience) displays were examined in three different participant age groups (a 180 
group of 7-8 year-old children, a group of 10-11 year-old children and a group of 181 
adults). Importantly we applied an independent channels model (Alcala-Quintana & 182 
Garcia-Perez, 2013; Garcia-Perez & Alcala-Quintana, 2012) to the data to uncover the 183 
underlying causes of these developmental changes. In fact, measures of PSS and 184 
ASW are composite estimates of sensory, decisional and bias processes and cannot 185 
discriminate between them, thus a model-based analysis was used to obtain model 186 
parameters corresponding to sensory (e.g. rate of processing of the visual and auditory 187 
cues) and decisional processes (e.g. criterion or internal decision boundary). We 188 
examined PSS and ASW estimates in addition to model parameters (rather than 189 
focusing solely on the model parameters) as this would allow us to compare our 190 
findings with those of the few previous studies examining the development of 191 
audiovisual simultaneity perception (Hillock et al., 2011; Hillock-Dunn & Wallace, 192 
2012; Chen et al., 2016), and showing late development of adult-like performance. 193 
The ICM has been used previously in a developmental study (Chen et al., 2016) to 194 
examine the development of audiovisual simultaneity perception using only the 195 
synchrony judgement task. Based on these few studies we predicted that both task- 196 
and experience-dependent audiovisual temporal mechanisms would mature late in 197 
childhood. Also based on evidence coming from different studies focusing on a single 198 
mechanism of audiovisual simultaneity (e.g. Stanley et al., 2019) we predicted that 199 
these two mechanisms would reach adult-like states at different ages during 200 
development. 201 
 202 
 203 
Materials and Methods 204 
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Participants 205 
Fifteen 7-8-year-old children, thirteen 10-11-year-old children, and fourteen adults 206 
took part in the present study. The data for one 7-8-year-old child and three 10-11-207 
year-old children had to be excluded because either their PSS fell outside the range of 208 
asynchrony or their ASW was larger than the range of asynchrony used, indicating 209 
they could not perform the task. The data of an additional 7-8-year-old child had to be 210 
excluded because he/she did not complete the experiment. Hence we analysed the 211 
data for thirteen 7-8-year-old children (Mean = 7.85, SD = .38, 8 female), ten 10-11-212 
year-old children (Mean = 10.27, SD = .47, 6 female), and fourteen adults (Mean = 213 
24.07, SD = 3.12, 7 female). The children were all recruited from the same school in 214 
London. The goodness of fit of the model to the data was quantified through chi-215 
square tests implemented in the model (Alcala-Quintana and Garcia-Perez, 2013) 216 
which returned p>0.01 (indicating good fit to data) for all the participants’ data 217 
included in the analysis (see supplemental material for chi-square results). All 218 
participants were native English speakers, had normal or corrected to normal vision 219 
and reported no hearing difficulties. The University College London ethics committee 220 
approved the experiment and it was conducted in accordance with the ethical 221 
standards laid down in the 2013 Declaration of Helsinki.  222 
 223 
Stimuli 224 
Two stimulus types were used (Love et al., 2013): 1) flash-beep (low unity 225 
assumption), and 2) face-voice (high unity assumption). In flash-beep stimuli the beep 226 
was a pure tone at 2000 Hz, while the flash was a white dot (luminance: 85 cd/m²) 227 
presented on a black background (luminance: 12 cd/m²). The area of the white dot 228 
approximated the area subtended by the speaker’s mouth region in the face-voice 229 
displays. To produce the audiovisual movies (60 Hz), the pure tone and white dot 230 
were imported in Adobe Premiere 1.5 and their duration was resized to 33 ms to 231 
create the synchronous (0 ms SOA level) condition. We used 7 SOA levels: 3 audio-232 
leading (-333, -200, -67 ms), 3 video-leading (+333, +200, +67 ms) and 1 233 
synchronous. The duration of asynchronous conditions increased with the increase in 234 
asynchrony level, i.e. 366, 233, 100 ms respectively for the ±333, ±200, ±67 ms. A 235 
black screen with no sound was used to fill the lag between the beep and flash in the 236 
six asynchronous SOA conditions.  237 
 238 
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Face-voice stimuli were dynamic audiovisual movies (25 Hz) of a native English 239 
speaker saying “tomorrow”. The visual speech cue contained the full face. To produce 240 
asynchronous versions the audio and visual streams were shifted along the movie 241 
timeline relative to each other using a method similar to previous research (see Love 242 
et al., 2013). This shifting produced gaps at the beginning and end of the movie 243 
timeline, which were appropriately filled with the first and last frame of either the 244 
auditory or visual stream to produce a non-speaking still face image. For speech 245 
stimuli, 7 SOA levels were used with the audio stream shifted either to begin before 246 
the video stream (-400, -240, -80 ms) or after (+400, +240, +80 ms) and 1 247 
synchronous (duration = 1.6 s; Love et al., 2013). For face-voice stimuli, previous 248 
work (e.g., Conrey and Pisoni, 2006; Van Wassenhove, Grant, Poeppel, 2007; 249 
Stevenson et al., 2010) used a wider range of asynchrony levels than that flash-beep, 250 
which is why we used a wider range for our face-voice stimuli. Similar to flash-beep 251 
stimuli, stimulus duration can be calculated by adding the asynchrony level to the 252 
duration of the synchronous condition (1.6 s); hence, duration ranged between 1.6 253 
seconds for the 0 asynchrony and 2 seconds for the ±400 ms asynchrony. 254 
 255 
Apparatus and Procedure 256 
Stimuli were presented via a MacBook Pro laptop computer running OS X 10.7.5. 257 
The visual cues were displayed on the 15-inch monitor of the laptop running at 258 
1024x768 screen resolution and 60Hz refresh rate. Auditory cues were presented 259 
through high quality isolation headphones and the sound intensity was kept at 60 dB. 260 
Presentation was achieved using MATLAB 2010a (MATHWORKS Inc., Natick, 261 
MA) and the Psychophysics Toolbox (PTB3) extensions (Brainard, 1997; Pelli, 262 
1997). 263 
 264 
The experiment was split into 2 sub-experiments, one for each stimulus type. The 265 
order of these was counterbalanced across participants, with an attempt to have a 266 
similar number starting on each stimulus type. The 2 experiments were split across 2 267 
sessions, each approximately 20 minutes, which were completed on the same day. 268 
Each experiment presented only one stimulus type and consisted of 20 blocks: half of 269 
the blocks were synchrony judgment blocks and the other half were temporal order 270 
judgment, presented in a randomised order. At the start of each experiment, 271 
participants completed 6 practice trials (3 synchrony judgment and 3 temporal order 272 
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judgment) and asked any questions of clarification if needed. Participants then pressed 273 
any key to begin the experiment and the instructions as to whether the first block was 274 
an synchrony judgment or a temporal order judgment block appeared on screen for 4 275 
seconds. The relevant task instructions were presented for 4 seconds at the start of 276 
every block. Within a block there were 7 trials: one presentation of each SOA level of 277 
the current stimulus type in a randomised order. After each trial the current task 278 
question and possible answers were displayed on screen until the participant 279 
responded, which triggered the start of the next trial. During synchrony judgment 280 
blocks participants were instructed to press ‘1’ or ‘3’ on the number pad dependent on 281 
whether they thought the audio and visual cues were synchronous or asynchronous, 282 
respectively. During temporal order judgment blocks they pressed ‘1’ if they thought 283 
the video came first and ‘3’ if they perceived the audio to come first. No feedback 284 
was given. In total participants underwent 280 trials (7 (SOA levels) x 2 (Task: 285 
synchrony judgment, temporal order judgment) x 2 (Stimuli: flash-beep, face-voice) x 286 
10 (repetitions)). 287 
 288 
Analysis 289 
We used an independent channels model (ICM) to fit the temporal order judgment and 290 
synchrony judgment data jointly (with common sensory parameters for the two tasks) 291 
for each participant’s data and obtain measures of model parameters. Additionally 292 
estimates of the audiovisual synchrony window (ASW) width and point of subjective 293 
simultaneity (PSS) were obtained. The ICM model used here has been previously 294 
described and validated by Garcia-Perez and Alcala-Quintana (2012) and Alcala-295 
Quintana and Garcia-Perez (2013) for use with synchrony judgment and temporal 296 
order judgment data. The model assumes that the arrival latencies 𝑇𝑉 and 𝑇𝐴 for the 297 
reference (visual cue here) and test stimulus (auditory cue here) respectively are 298 
random variables with shifted exponential distributions (Fig. 1). The model also 299 
assumes that on each trial the participant collects sensory information to judge 300 
whether the visual cue or the auditory cue arrived first, or the two cues were 301 
simultaneous (when the order of cue arrival cannot be identified).  302 
 303 
 304 
 305 
 306 
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 307 
 308 
 309 
 310 
 311 
  312 
Fig. 1. (a) Example of exponential distributions for the arrival latency of a visual 313 
stimulus (red curve) presented at time 0 and an auditory stimulus (blue curve) 314 
presented at time Δt 0 = 50 ms, i.e., lagging the visual stimulus of 50ms. (b) Bilateral 315 
exponential distribution of arrival-time difference and cutpoints on the decision space 316 
(vertical lines, at D = ±δ with δ = 60), determining the probability of each judgment 317 
(taken from Garcia-Perez & Alcala-Quintana, 2012). Adapted by permission from 318 
Springer Nature: [Springer Nature] [Psychonomic Bulletin & Review] [García-Pérez, 319 
M.A., & Alcalá-Quintana, R. (2012). On the discrepant results in synchrony judgment 320 
and temporal-order judgment tasks: A quantitative model. Psychonomic Bulletin & 321 
Review, 19(5): 820e846], [Copyright © 2012, Psychonomic Society, Inc.] (2012). 322 
 323 
Exponential distributions are commonly used to describe arrival latencies or 324 
peripheral processing times (see Alcala-Quintana and Garcia-Perez, 2013) because 325 
they do not allow the time at which the sensory signals reach a central mechanism to 326 
be before the onset of the stimulus triggering the signals. This model has been tested 327 
and validated on different sets of published data from audiovisual simultaneity 328 
perception studies (Garcia-Perez and Alcala-Quintana, 2012; Alcala-Quintana and 329 
Garcia-Perez, 2013) similar to this study, and has been used recently to test children 330 
simultaneity perception when using synchrony judgment task (Chen et al., 2016). 331 
 332 
In contrast to psychometric functions commonly used to fit this type of data (e.g. 333 
Gaussian and Logistic) this model is generative in that it models the underlying 334 
sensory and decisional processes that lead to the pattern of responses consistently 335 
across tasks. The model includes a central mechanism that determines the judgment of 336 
temporal order or synchrony by a ternary decision rule (Fig. 1b) applied to the arrival-337 
time difference between the two signals. This model also allows for asymmetric 338 
 11 
distribution of data which are common in these tasks (e.g. participants usually are less 339 
able to detect asynchrony when vision leads audition), and takes into consideration 340 
response errors (i.e. pressing the wrong key and participants’ lapses) and response 341 
bias (see below). From the fit of this generative model it is also possible to obtain 342 
estimates of properties commonly reported in studies of multisensory processing such 343 
as the width of the ASW and the PSS for both temporal order and simultaneity 344 
judgment tasks. The notion underlying the ICM is that the generating process holds 345 
across synchrony and temporal order judgment tasks and, then, the derived 346 
psychometric functions are consistent with one another. 347 
 348 
The model has parameters that correspond distinctly to sensory and decisional 349 
processes. The sensory parameters include those that describe the rate of processing 350 
and processing variability of the visual and auditory cues (𝜆𝑎 and 𝜆𝑣) and the latency 351 
difference or processing time difference at which the two stimuli arrive at the central 352 
mechanism (𝜏). These sensory parameters were common for the two tasks. The 353 
decisional parameters include the finest temporal resolution that can be used to detect 354 
a latency difference (δ), and the internal decision boundary or criterion for asynchrony 355 
judgments. That is, δ is a model parameter meant to capture realistic aspects of the 356 
decision process and consequently is influenced by both the resolution limit for a 357 
particular individual but also by the individual’s decision to loosen up or try to narrow 358 
(through training and dedication) the decision boundary or criterion. A second 359 
decision parameter refers to the response bias parameter that is unique to Temporal 360 
Order Judgments (ξ). The smaller δ the more the participant is able and/or willing to 361 
resolve small differences in arrival latency between the cues, and thus this parameter 362 
usually correlates positively with the ASW width (larger δ = larger ASW). The ξ 363 
gives a measure of bias towards guessing auditory first (ξ < .5) or visual first (ξ > .5) 364 
when no order of arrival is perceived (i.e. the cues are perceived as simultaneous). 365 
Hence, participant responses are considered biased toward saying vision first when 366 
unsure if ξ > .5, while biased towards saying audio first when unsure if ξ < .5. The 367 
joint model fitted to the individual data had 11 parameters (𝜆𝑎, 𝜆𝑣, 𝜏, δSJ, δTOJ, εSJ2-368 
TF, εSJ2-S, εSJ2-RF, εTOJ-TF and εTOJ-RF, ξ), where TF stands for test-first (in our 369 
case auditory-first), RF for reference-first (in our case vision-first), S for synchrony, 370 
SJ and TOJ for synchrony judgment and temporal order judgement tasks, and ε for 371 
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error (all the other symbol and parameters have been explained above). Three of the 372 
parameters, as mentioned, were common to both tasks (𝜆𝑎, 𝜆𝑣, 𝜏,), while the others 373 
were not. The synchrony judgement task had three error parameters (εSJ2-TF, εSJ2-S, 374 
and εSJ2-RF), while the temporal order judgment had two (εTOJ-TF and εTOJ-RF). 375 
In addition, the temporal order judgement task had, as discussed, an additional bias 376 
parameter (ξ). Please see supplemental material for the starting values used to fit the 377 
data. 378 
 379 
For the synchrony judgment task, the proportion of synchronous and asynchronous 380 
responses at each SOA level were fit by the ICM described above, while for the 381 
temporal order judgment task the proportion of video and audio first responses were 382 
fit with the same model. The model fitting procedure was conducted separately for 383 
each participant and stimulus combination (to see examples of the fitting procedure to 384 
individual data see Fig. 2 and Fig. 1S in the supplemental material). The PSS 385 
represents the level of SOA that participants perceive as most synchronous, and was 386 
derived from the peak (i.e., the SOA at which "simultaneous" responses are most 387 
prevalent) and middle point (the center of range of SOAs over which "simultaneous" 388 
responses prevail) for synchrony judgment and from the 50% point of ICM fit for 389 
temporal order judgment. The ASW represents the range of SOA within which 390 
participants cannot reliably perceive asynchrony or cue order. PSS and ASW were 391 
calculated from the ICM fitted parameters (see supplemental material for further 392 
details). 393 
 394 
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 395 
 396 
Fig. 2. The individual ICM (independent channels model) fitting results for a 7-year-397 
old child (top panels), a 10-year-old child (middle panels) and an adult (bottom 398 
panels) in the face-voice condition. The left panels describe the results for the 399 
synchrony judgment task (red and dashed line), while the right panels for temporal 400 
order judgment (TOJ) task (cyan and solid line). Range for synchrony judgment (SJ) 401 
and width for temporal order judgment (TOJ) = audiovisual synchrony window 402 
(ASW). Midpoint and peak for synchrony judgment (SJ) and RF50 for temporal order 403 
judgment (TOJ) = point of subjective simultaneity (PSS). TFsb = Auditory-first 404 
simultaneity boundary (the 50% point on the left side of the psychometric function for 405 
simultaneity judgments); RFsb = Vision-first simultaneity boundary (the 50% point 406 
on the right side of the psychometric function for simultaneity judgments).; RF25 = 407 
The 25% point on the psychometric function for visual-first responses; RF75 = The 408 
75% point on the psychometric function for visual-first responses; JND = The size of 409 
the just noticeable difference (JND; the distance between the 50% and the 75% 410 
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points). The y axis presented the proportion of synchrony (for synchrony judgment) or 411 
visual first (for temporal order judgment) responses. Please see Fig. 4S in the 412 
supplemental material for the same examples fitted by normal and cumulative 413 
Gaussian functions. Also see Fig. 3S for a representation of synchrony judgment and 414 
temporal order judgment average responses as a function of stimulus onset 415 
asynchronies (SOAs) for the three age-groups, tasks (synchrony judgment and 416 
temporal order judgment) and stimuli (flash-beep and face-voice). 417 
 418 
 419 
Results 420 
PSS and ASW 421 
We first examined the effect of age, task and stimulus on the PSS individual estimates 422 
as assessed by the ICM model and as exemplified for three participants in Fig. 2. We 423 
carried out a mixed factorial ANOVA with age (7-8 years, 10-11 years, and adults) as 424 
between-subjects factor, and task (synchrony judgment and temporal order judgment) 425 
and stimuli (flash-beep and face-voice) as within-subjects factors. This analysis 426 
revealed a significant main effect of stimulus (F(1, 34) = 5.244, p = .028, 𝜂2= .134), 427 
with the PSS for face-voice stimuli (Mean = -1.50, SD = 117.82) being closer to the 428 
point of physical synchrony than that for flash-beep (Mean = 57, SD = 101.08). 𝜂2 = 429 
partial eta squared. We also found a significant interaction between age and task (F(2, 430 
34) = 3.658, p = .036, 𝜂2= .177). 431 
 432 
No other main factor or interaction reached significance (F ≤ 1.323, p ≥ .280). Fig. 3a 433 
and b show the average PSSs for the interaction between age and task, and shows that 434 
while both child groups had similar PSSs for the synchrony judgment and temporal 435 
order judgment tasks, adults, as expected, had different estimates of PSS for the 436 
temporal order judgment than synchrony judgment (Fujisaki and Nishida, 2009; Love 437 
et al., 2013; Maier et al., 2011; Petrini et al., 2010; Van Eijk et al., 2008; Vatakis et 438 
al., 2008; Vroomen and Stekelenburg, 2011). Paired-samples t-tests, Bonferroni 439 
corrected, supported these observations in that 7-8 year-old children (t(12)= -.296, p = 440 
.772, 95% CI [-96.97, 73.79]), and 10-11 year-old children (t(9)= -1.024, p = .333, 441 
95% CI [-93.35, 35.17]) had similar PSSs for the two tasks, while adults t(13)= 2.906, 442 
p = .036, 95% CI [22.91, 155.67], Cohen’s d =0.78) did not. Independent-samples t-443 
 15 
tests, Bonferroni corrected, showed that there were no significant differences in PSS 444 
for either temporal order judgment or synchrony judgment among age groups (t ≤ -445 
2.231, p ≥ .108). The PSS results for the middle point rather than peak returned very 446 
similar results (see supplemental material). We also carried out a correlation, separate 447 
for children (given that children do not differ in PSS) and adults, to assess whether the 448 
PSS estimates of the two tasks were positively correlated or not. Whereas we found 449 
no correlation for the adult group between the PSS estimates (𝑟𝑠 = .261, 𝑝 = .180) we 450 
did find a significant correlation for the children (𝑟𝑠 = .433, 𝑝 = .003). 451 
 452 
We next examined the effect of age, task and stimulus on the ASW individual 453 
estimates as assessed by the ICM model and as exemplified for three participants in 454 
Fig. 2. We carried out a mixed factorial ANOVA with age (7-8 years, 10-11 years, 455 
and adults) as between-subjects factor, and task (synchrony judgment and temporal 456 
order judgment) and stimuli (flash-beep and face-voice) as within-subjects factors. 457 
This analysis revealed a significant main effect of stimulus (F(1, 34) = 8.664, p = 458 
.006, 𝜂2= .203), with the ASW for face-voice (Mean = 356.58, SD = 117.10) being 459 
larger than that of flash-beep (Mean = 297.32, SD = 96.79) stimuli, of task (F(1, 34) = 460 
12.596, p = .001, 𝜂2= .270), with synchrony judgment (Mean = 364.70, SD = 98.04) 461 
having a larger ASW than temporal order judgment (Mean = 289.20, SD = 110.01), 462 
and of age X stimulus (F(2, 34) = 3.931, p = .029, 𝜂2= .188). No other main factor or 463 
interaction reached significance (F ≤ 1.437, p ≥ .252). 464 
Fig. 3c and d display the ASWs for age x stimulus and shows that while the younger 465 
children had a similar ASW width for flash-beep (low level of experience) and face-466 
voice (high level of experience), the older children and adults showed an enlargement 467 
of the ASW for face-voice as expected by the ‘Unity Assumption’ and shown several 468 
times for adult participants (see Chen and Spence, 2017 for a review). Paired-samples 469 
t-tests, Bonferroni corrected, support these observations in that 7-8 year-old children 470 
had similar ASWs for the two stimuli (t(12)= .519, p = .613, 95% CI [-64.22, 471 
104.43]), while 10-11 year-old children (t(9)= -3.053, p = .042, 95% CI [-203.69, -472 
30.29], Cohe’s d = 0.97) and adults (t(13)= -2.793, p = .045, 95% CI [-162.64, -473 
20.78], Cohe’s d = 0.75) had not. Fig. 3c and d also show that for flash-beep stimuli 474 
adults had a smaller ASW than either older or younger children in line with previous 475 
findings (Hillock et al., 2011), however, independent-samples t-tests showed that 476 
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these differences did not reach significance (7-8-year-old vs adults: t(25)= 1.912, p = 477 
.067, 95% CI [-5.59, 150.62]; 10-11-year-old vs adults: t(22)= 1.292, p = .210, 95% 478 
CI [-26.43, 113.79]). Also no significant difference was found for the face-voice 479 
stimulus (7-8-year-old vs adults: t(25)= -.870, p = .393, 95% CI [-132.38, 53.76]; 10-480 
11-year-old vs adults: t(22)= 1.634, p = .116, 95% CI [-18.54, 156.47]). 481 
 482 
 483 
Fig. 3. Effect of age on the estimates returned by the ICM (independent channels 484 
model). (a) and (b) Interaction between age and task for the synchrony judgment (SJ) 485 
and temporal order judgment (TOJ) PSS estimates (from peak) for flash-beep stimuli 486 
on the left panel and for face-voice stimuli on the right panel. (c) and (d) Interaction 487 
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between age and stimuli for the flash-beep and face-voice ASW (audiovisual 488 
synchrony window) for synchrony judgment task on the left panel and temporal order 489 
judgment task on the right panel. The bars represent the group mean while the error 490 
bars the standard error of the mean. The circles represent the individual data. Please 491 
see Fig. 5S in the supplemental material for the same figure but with added 492 
connecting lines for the individual data, and Fig. 6S for a representation of PSS 493 
separate for tasks and of ASW separate for stimuli. 494 
 495 
ICM Parameters 496 
Since measures of PSS and ASW are composite estimates of sensory and decisional 497 
processes and discrimination between these processes is not possible, we also used the 498 
ICM to obtain model parameters corresponding to sensory (e.g. rate of processing of 499 
the visual and auditory cues) and decisional processes (e.g. criterion or internal 500 
decision boundary). Distinguishing between decisional and sensory processes can 501 
further explain why the experience-dependent multisensory mechanism achieves an 502 
adult-like state earlier than the task-dependent mechanism.  503 
 504 
Fig. 4a and b display the δ for age x stimulus and shows that while the younger 505 
children had a similar δ for flash-beep (weak unity assumption) and face-voice (strong 506 
unity assumption), the older children and adults showed a greater δ for face-voice, 507 
supporting the findings for the ASW width. To test the effect of age, task and stimulus 508 
on the decision parameter (δ) of the ICM we carried out a mixed factorial ANOVA 509 
with age (7-8 years, 10-11 years, and adults) as between-subjects factor, and task 510 
(synchrony judgment and temporal order judgment) and stimuli (flash-beep and face-511 
voice) as within-subjects factors. The smaller δ is the more the participant is able 512 
and/or willing to resolve small differences in arrival latency between the cues. This 513 
analysis revealed a significant main effect of stimulus (F(1, 34) = 14.139, p = .001, 514 
𝜂2= .294), with the δ for face-voice (Mean = 189.91, SD = 51.95) being greater than 515 
that of flash-beep (Mean = 156.98, SD = 46.27) stimuli, of task (F(1, 34) = 4.795, p = 516 
.035, 𝜂2= .124), with synchrony judgment (Mean = 183.36, SD = 48.20) having a 517 
greater δ than temporal order judgment (Mean = 163.53, SD = 48.87), and an 518 
interaction between age and stimulus (F(2, 34) = 5.267, p = .010, 𝜂2= .237). No other 519 
main factor or interaction reached significance (F ≤ 1.097, p ≥ .345). 520 
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 521 
Paired-samples t-tests, Bonferroni corrected, support these observations in that 7-8 522 
year-old children had similar δ for the two stimuli (t(12)= .406, p = .692, 95% CI [-523 
29.77, 43.42]), while 10-11 year-old children (t(9)= -3.402, p = .024, 95% CI [-96.24, 524 
-19.36], Cohen’s d = 1.08) and adults (t(13)= -3.876, p = .006, 95% CI [-81.12, -525 
23.05], Cohen’s d = 1.04) had not. Fig. 4a and b also shows that for flash-beep adults 526 
had a smaller δ than either older or younger children. Independent-samples t-tests, 527 
Bonferroni corrected, showed that there were no significant differences in δ for either 528 
flash-beep or face-voice among age groups (t ≤ 2.338, p ≥ .084).  529 
 530 
We next examined the effect of age and stimuli on the sensory parameters that were 531 
common to both tasks (𝜆𝑎, 𝜆𝑣 and 𝜏). These sensory parameters include those that 532 
describe the rate of processing or processing variability of the visual and auditory 533 
cues (𝜆𝑎 and 𝜆𝑣) and the latency difference or processing time difference at which the 534 
two stimuli arrive at the central mechanism (𝜏). We carried out a mixed factorial 535 
ANOVA for the three parameters with age (7-8 years, 10-11 years, and adults) as 536 
between-subjects factor and stimuli (flash-beep and face-voice) as within-subjects 537 
factors. This analysis did reveal a significant main effect of stimuli for 𝜆𝑎 (F(1, 34) = 538 
4.419, p = .043, 𝜂2= .115) and 𝜏 (F(1, 34) = 28.244, p < .001, 𝜂2= .454), with these 539 
sensory parameters differing for face-voice (𝜆𝑎: Mean = .19, SD = .12; 𝜏: Mean = 540 
21.92, SD = 76.04) and flash-beep (𝜆𝑎:Mean = .14, SD = .12; 𝜏: Mean = -49.58, SD = 541 
49.83) stimuli. No other main factor or interaction was significant (F ≤ 2.921, p ≥ 542 
.068). 543 
 544 
Finally, we tested the effect of age and stimuli on the bias parameter ξ for the 545 
temporal order judgment task as a change in bias could explain the found age-related 546 
changes in PSS under the temporal order judgment task. We found a significant effect 547 
of age (F(2, 34) = 4.725, p = .015, 𝜂2= .217), with ξ changing with age (Fig. 4c and d) 548 
and resulting in a significant difference in bias between the 7-8 year-old children and 549 
the adults group (Bonferroni post hoc tests, P=.021). While the younger children 550 
group was slightly biased toward saying vision first when unsure (ξ > .5), the adult 551 
group was biased towards saying audio first when unsure (ξ < .5). No other main 552 
factor or interaction reached significance (F ≤ 2.332, p ≥ .136). For the analysis of the 553 
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response errors please see the supplemental material. Finally, we examined whether 554 
there was a different relation between PSS for the temporal order judgment task and 555 
the measure of bias for the children and adult groups. Correlation analyses returned 556 
the same significant negative correlation between bias and PSS for the temporal order 557 
judgement task for all age groups (𝑟𝑠  − .664, 𝑝 < .001). 558 
 559 
 560 
 561 
 562 
 563 
 564 
 565 
 566 
 567 
 568 
 569 
 570 
 571 
 572 
 573 
 574 
 575 
 576 
 577 
 578 
 579 
 580 
 581 
 582 
Fig. 4. Effect of age on the parameters returned by the ICM (independent channels 583 
model). (a) and (b) Interaction between age and task for flash-beep and face-voice δ 584 
(decisional parameter, i.e. the finest temporal resolution that can be used to detect a 585 
latency difference) for synchrony judgment (SJ) task on the left panel and temporal 586 
order judgment (TOJ) task on the right panel. (c) and (d) Effect of age on temporal 587 
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order judgment (TOJ) bias parameter for flash-beep stimulus on the left panel and 588 
face-voice stimulus on the right panel. Participant responses are considered biased 589 
toward saying vision first when unsure if ξ (the TOJ bias parameter) > .5, while 590 
biased towards saying audio first when unsure if ξ < .5. The bars represent the group 591 
mean while the error bars the standard error of the mean. The circles represent the 592 
individual data. 593 
 594 
 595 
Discussion 596 
In the present study, within a single experiment, we investigated the development of 597 
both task- and experience-dependent audiovisual temporal mechanisms, both of which 598 
have a strong influence on adults’ synchrony perception (e.g., Love et al., 2013; Love 599 
et al., 2018). 600 
 601 
Our findings show, as predicted, that both mechanisms develop late in childhood, in 602 
that 7-8-year-old children did not show adult-like characteristics in either experience- 603 
or task-dependent audiovisual mechanisms. The PSS estimates for the children did not 604 
differ for synchrony judgment and temporal order judgment tasks, while as expected 605 
they did differ for the adult group (e.g., Love et al., 2013; Love et al., 2018). In 606 
addition the ASW estimates of the 7-8-year-old children did not differ for the two 607 
stimuli (flash-beep and face-voice) while as expected they did differ in adults (Vatakis 608 
& Spence, 2007, 2008). In contrast, the ASW estimates of the 10-11-years-old 609 
children were wider for face-voice stimuli compared to flash-beep stimuli indicating 610 
that like adults they are affected by the “Unity assumption”. This key marker of the 611 
experience-dependent mechanism therefore shows a sign of maturity at this age. 612 
Taken together, these points highlight that the two audiovisual temporal mechanisms 613 
investigated mature at different rates or ages. The experience-dependent mechanism 614 
shows markers of adult-like maturity at 10-11-years-old, in contrast with the task-615 
dependent mechanism which is still immature at this age.  616 
 617 
Analyses of the ICM parameters show that the maturity of the experience-dependent 618 
mechanism, indexed by the widening of the face-voice ASW in the older group of 619 
children, results from changes in decisional processes and not sensory ones. The 620 
results for all the sensory parameters did not show any age-related difference driven 621 
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by stimuli, suggesting that the sensory mechanisms underpinning experience-622 
dependent audiovisual temporal mechanisms are already mature in early childhood.  623 
 624 
Finally, our results show that the development of task-dependence – i.e., the 625 
segregation of temporal order judgment and synchrony judgment processes - requires 626 
longer to fully achieve an adult-like state. That is, both groups of children, in contrast 627 
to the adult group, showed a lack of difference between PSS estimates for synchrony 628 
judgment and temporal order judgment tasks. In fact, only children’s PSSs for the two 629 
tasks correlated significantly indicating a level of similarity between the two tasks, 630 
while adults’ PSSs for the two tasks did not (in line with previous findings, e.g. van 631 
Eijk et al., 2008; Love et al., 2013). This delivers evidence of differentiated task-632 
dependent mechanisms in adults for audiovisual simultaneity perception. Whereas the 633 
bias for the temporal order judgment responses does show a shift with age from 634 
reporting visual first to reporting auditory first when uncertain about the cues order, 635 
this change in bias cannot fully explain the age-related PSS results for the temporal 636 
order judgment task. That is, while 10-11-year-old children did not differ significantly 637 
in bias from the adult group they did differ significantly from the adult group in the 638 
PSS for the temporal order judgment task. In support of this argument both children 639 
and adults showed a negative relation between PSS and bias estimates for the 640 
temporal order judgment task, indicating that the bias affected the PSS estimates from 641 
this task similarly for children and adults. Hence, while changes in PSS could be the 642 
result of a change in bias when uncertain, this might not be the whole explanation for 643 
the age-related differences we found here. For the same reason, the results for the 644 
response errors (see supplemental material) made by participants cannot fully account 645 
for the age-related differences in PSS.  646 
 647 
Previous studies (Jaskowski, 1991) suggested that the temporal order judgment task 648 
requires more cognitive resources than synchrony judgment, since temporal order 649 
judgment not only includes the perceptual processes required for synchrony judgment 650 
(detecting successive/simultaneity) but also additional perceptual processes 651 
(determination of the temporal order) and this has also been supported by 652 
neuroimaging evidence (Binder, 2015; Love et al., 2018; Miyazaki et al., 2016). Our 653 
results suggest that these task-dependent perceptual processes might remain 654 
undifferentiated and may be carried out by a general multisensory temporal 655 
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mechanism in children up to at least 10-11 years of age. The pattern of cognitive and 656 
neural specialization observed in adults may therefore develop markedly late in 657 
childhood, after 10-11 years. Alternatively, it may be plausible that children deal 658 
differently with the additional demand of temporal order judgement task (i.e., 659 
guessing an order when uncertain), and consequently generate PSS estimates in the 660 
temporal order judgment task that better match those in the synchrony judgment task. 661 
To identify when adult-like behaviour for the two tasks arises, future behavioural and 662 
neuroimaging / neurophysiological studies could include older children and 663 
adolescent groups. 664 
Only a small number of previous studies have investigated the development of 665 
audiovisual simultaneity perception using a synchrony judgment task and flash and 666 
beep stimuli, and one with flash and beep as well as face and voice (Noel et al., 2016); 667 
none to our knowledge have used the temporal order judgment task. Two studies 668 
examined the development of the ASW for audiovisual simultaneity perception 669 
(Hillock et al., 2011; Hillock-Dunn and Wallace, 2012) using a synchrony judgment 670 
task and simple ring flash and tone pip stimuli. These studies showed that children as 671 
well as adolescents were less sensitive to timing discrepancy than adults (i.e. had 672 
wider ASW than adults). A third study also applied the ICM model, similarly to the 673 
present study, to test the development of audiovisual simultaneity using a synchrony 674 
judgment task and flash and beep type of stimulus (Chen et al., 2016) and showed that 675 
children performed similarly to adults (had a similar measure of δ) at 9-11 years of 676 
age, but that children and adults did not differ in PSS. Our synchrony judgment 677 
findings with the flash and beep stimuli are in line with these previous studies. That 678 
is, our results show that adult-like performance (as measured by ASW or δ) is 679 
achieved late in childhood (Hillock et al., 2011; Hillock-Dunn and Wallace, 2012; 680 
Chen et al., 2016) and that adult-like performance for δ is reached at 10-11 years of 681 
age (Chen et al., 2016). Additionally, we show that the PSS for synchrony judgment 682 
and flash-beep stimuli did not differ across ages (Chen et al., 2016). Finally, our 683 
findings for the ASW and δ do overall show that although this mechanism of 684 
audiovisual simultaneity perception is near-adult-like in 10-11-year-old children, 685 
ASW and δ for 10-11 year-olds are not as narrow as in adults (Hillock-Dunn and 686 
Wallace, 2012). Finally, in line with our findings, in the study by Noel et al. (2016) 687 
showing a late maturation of both audiovisual simultaneity judgement and rapid 688 
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recalibration, the ASW for flash-beep and face-voice stimuli start differentiating (with 689 
the ASW for face-voice stimuli being larger than that for flash-beep) in late 690 
childhood/adolescence.   691 
Our findings additionally show that for the natural and more commonly-experienced 692 
stimuli of face and voice, the development of audiovisual simultaneity perception 693 
follows a very different trend. Whereas for flash and beep stimuli we show a 694 
narrowing of the ASW or δ as in previous studies (Hillock et al., 2011; Hillock-Dunn 695 
and Wallace, 2012; Chen et al., 2016) for face-voice stimuli we show an enlargement 696 
of these measures. Furthermore, while we show no difference between children and 697 
adults in PSS for synchrony judgment task in line with a previous study (Chen et al., 698 
2016), we do show a difference in PSS as measured by a temporal order judgment 699 
task. Our study thus demonstrates that the developmental trend of audiovisual 700 
simultaneity perception is task- and experience-dependent. 701 
Limitations 702 
It should be noted that the two stimuli used in the present experiment did not only 703 
differ in level of experience but also in complexity. The face-voice stimulus is clearly 704 
more complex than the flash-beep, in addition to having a higher level of unity 705 
assumption/experience. Therefore, the differences we found between children and 706 
adults could potentially be due to the complexity of the stimuli and/or differences in 707 
experience. Our decision to use these stimuli was driven by the need to maximise the 708 
difference in experience between the stimuli and use a set of standardised stimuli for 709 
which synchrony judgment and temporal order judgment tasks have been previously 710 
judged as similarly difficult by adults (i.e. temporal order judgment was rated as more 711 
difficult than synchrony judgment similarly for the two stimuli used here; Love et al., 712 
2013). Furthermore, we wanted to make sure that participants would be able to 713 
perform the temporal order judgment task for both stimuli. This was because it has 714 
previously been shown that modifying the flash-beep clips to match the dynamic 715 
profile of a more natural and complex stimulus greatly impaired participants ability to 716 
perform the temporal order judgment task (Love et al., 2013). Thus we used two 717 
stimuli naturally differing in experience (as it is uncommon to experience a face and 718 
voice for few milliseconds or a flash and beep for more than few milliseconds) as well 719 
as complexity. Our model-based approach helped distinguish between the influence of 720 
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these factors. If stimulus complexity was influencing participants’ synchrony 721 
judgements, an age-related differences in sensory processes for the two stimulus types 722 
would have been found. That is, if levels of complexity rather than experience-723 
dependent mechanisms were driving the age-related effect we found here for the two 724 
stimuli, then we would expect to find a difference between children and adults in 725 
sensory processes for the two types of stimuli chosen, but we do not. Furthermore it 726 
would be difficult to explain why no difference in ASW and decision parameter (δ) 727 
measures between flash-beep and face-voice stimuli were found in the younger 728 
children if the complexity was driving the differences. Indeed, we should have found 729 
this effect of complexity either across all age-groups (with ASW and δ being larger 730 
for face-voice than flash-beep for children and adults) or possibly decreasing with age 731 
(with adults showing a smaller difference in ASW and δ for the two stimuli compared 732 
to young children). However, we found the opposite result. Finally, a recent study by 733 
Barutchu et al. (2019) also shows near adult-like audiovisual processes with familiar 734 
verbal stimuli with no semantics (e.g. “jat” and “chel”) even when the 735 
complexity of the auditory signal was controlled for. Hence, this brings further 736 
evidence that stimulus complexity is unlikely to account for our findings. For all these 737 
reasons, we conclude that the age-related changes we found are driven largely by 738 
maturation of experience-dependent mechanisms rather than differences in 739 
complexity between the stimuli used. Nevertheless, future studies could avoid 740 
differences in stimulus complexity or other characteristics besides the one of interest 741 
by having children and adults learn an association between arbitrary 742 
pairs of audiovisual features (e.g. sound frequency/color) to manipulate the level of 743 
experience with a given stimulus before testing them with different tasks. 744 
Another point to discuss refers to the different range of audiovisual asynchrony for 745 
the two stimuli used in the present study. As mentioned in the methods section we 746 
chose the range for these two stimuli based on previous studies (i.e., Love et al., 747 
2013). However, that means that for face-voice stimuli we had larger range of 748 
audiovisual asynchrony than for flash-beep stimuli. Although this difference in range 749 
is important to consider, it cannot fully explain the larger ASW we found for face-750 
voice than flash-beep stimuli in older children and adults. That is, as this difference 751 
was the same across age groups it is unclear why young children did not have larger 752 
ASW for face-voice than flash-beep as we would have expected the younger children 753 
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to be influenced by different ranges of asynchrony equally if not more than the older 754 
groups. Furthermore, having a larger range of asynchrony should have helped older 755 
children and especially adults to achieve higher precision (as the more the stimuli are 756 
desynchronised the more should be easy to detect asynchrony) and thus have smaller 757 
rather than larger ASW as we found in the present study. 758 
Another limitation of this study, which is common to the field, is the small sample 759 
size of participants. Conducting experiments with hundreds of trials and repetitive 760 
psychophysics methods with children is difficult, especially in terms of maintaining 761 
children’s level of attention, avoiding drop outs and obtaining meaningful data. Here 762 
we provide the results of a power analysis to help the reader understand the potential 763 
lack of power in our study design. A priori type of power analysis for an ANOVA 764 
repeated measures within-between interaction was run using G*Power 3.1 (Faul, 765 
Erdfelder, Lang, & Buchner, 2007) to estimate the required sample size. For the 766 
estimation we used a Cohen’s F of 0.25 (for a medium effect size), a level of power of 767 
0.80, 3 groups, 4 measurements, an alpha level of 0.05, and the adjustment to "Effect 768 
size specification as in SPSS". The sample size returned was 78 with at least 26 769 
participants per group (but also see MorePower 6.0; Campbell & Thompson, 2012). 770 
Nevertheless, we replicate results from previous developmental studies as well as 771 
studies assessing only adults’ performance (Hillock et al., 2011; Hillock-Dunn and 772 
Wallace, 2012; Chen et al., 2016; Love et al., 2013); and this despite using a model 773 
based analysis rather than psychometric fitting routines. Furthermore, the results for 774 
the 10-11-year-old children match closely the results of the 7-8-year-old children for 775 
the task-dependent factor, while they match closely the data for adults for the 776 
experience-dependent factor indicating that there is a good level of internal validity 777 
despite the different samples of participants. Linked to this limitation is also our use 778 
of a high number of model parameters due to our decision to include all possible error 779 
parameters to the ICM. Clearly, this can lead to an over-parameterised model given 780 
for example the low number of SOAs or trials per SOA level. Again, to minimise the 781 
testing time for children given the inclusion of two stimuli and two tasks within one 782 
study, we had to reduce the number of SOAs and repetition per SOA. However, 783 
effects of errors and biases have too often been unaccounted for in developmental 784 
research and thus we opted to include all the error parameters (similarly to a previous 785 
developmental study using simultaneity judgement task and ICM: Chen et al., 2016). 786 
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This was to better understand their link and impact on our age-related findings. We 787 
believe that showing that measures of bias and error cannot fully account for the 788 
developmental trends found in our study is an important contribution, despite the 789 
potential over-parameterisation of the model. In addition, our study has a high number 790 
of dependent variables as we wanted to report both commonly used estimates as well 791 
as model parameters (including error measures) similarly to previous developmental 792 
studies using ICM (Chen et al., 2016). However our comparisons were planned and 793 
we minimised the effect of multiple comparisons by using a Bonferroni correction and 794 
by reporting the Cohen’s d showing that the effect sizes for the significant differences 795 
were large. 796 
Conclusion 797 
Overall our results support the theoretical viewpoint that multisensory development 798 
undergoes perceptual narrowing even during childhood (Lewkowicz and Ghazanfar, 799 
2009). In fact, while children show similar sensitivity to asynchrony irrespective of 800 
stimulus and task, older children show a differentiation in their level of sensitivity to 801 
asynchrony for different stimuli (varying in strength of association via experience). 802 
However, older children show a broad and non-differentiated sensitivity to 803 
asynchrony, similarly to young children, for different tasks. Only adults showed a 804 
differentiation due to task. Hence, multisensory perceptual narrowing and tuning 805 
seems to be a process extending late into childhood and perhaps adulthood. Knowing 806 
when different multisensory temporal mechanisms develop and specialize is essential 807 
in order to provide the most targeted and effective clinical and educational 808 
interventions aimed at children with deficits in these abilities (e.g. autistic and 809 
dyslexic children and those with language impairments; Francisco et al., 2017; 810 
Kaganovich, 2017; Stevenson et al., 2016; Stevenson, Siemann, Schneider, et al., 811 
2014; Stevenson, Siemann, Woynaroski, et al., 2014; Wallace & Stevenson, 2014; Ye 812 
et al., 2017). For example, understanding how younger and older children’s 813 
multisensory processing is impacted by the level of experience with different stimuli 814 
could inform clinical and educational interventions on what stimuli would be most 815 
effective for children of different ages. Having baseline measurements of key 816 
components in the multisensory integration process via the ICM model also provides 817 
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a basis for determining more precisely in which ways atypical populations differ, and 818 
so inform the development of new interventions.  819 
 820 
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