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Abstract 
A traditional assumption regarding the rates of the returns of stock market specifies that 
the expected rates of returns are identical for all days of the week. In this article, that 
presumption is questioned and predictability of daily returns from the previous 
weekday’s returns is tested with the Periodic Autoregressive (PAR) model. The data 
used consist of daily indices from nine international stock markets from period 1990 to 
2003. Empirical evidence implies that distribution of daily rates of return is non-normal. 
To ensure reliability of the empirical results of hypothesis tests, coefficient confidence 
intervals are bootstrapped. Results illustrate that at least some weekday returns are 
periodically predicted. 
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I.  Introduction  
Numerous studies have documented different kind of unexplained time dependent and 
seasonal behavior in the stock prices over past decades. From the view of financial 
theory seasonals denote that stock markets are inefficient. On the other hand, 
regularities in stock prices imply profit opportunity from investors view. According 
efficient market hypothesis, stock prices fully reflect all available information and 
follows the martingale behavior, which infer that stock prices are not predictable. After 
several anomalies were revealed in stock markets, Fama (1970) allocated efficiency in 
stock markets in tree subsets: weak−form (can past returns predict future returns), 
semi−form (how quickly do stock prices reflect to new information) and strong−form 
(are investors private information fully reflected in to stock prices). 
 
Well−known examples from seasonal anomalies are Day of the Week and January 
effects. Researchers1 have detected in many studies that daily returns are not equal, and 
in January returns are larger than in other months. The literature before 1970’s exhibited 
suggestive evidence that daily, weekly and monthly returns are predictable from past 
returns. For example, Fama (1965) finds positive first-order autocorrelation of daily 
returns for 23 of the 30 stocks in Dow Jones. Fisher (1966) found in his research that 
autocorrelation of monthly returns on portfolios are positive and larger than those for 
individual stocks. From the view of today’s statistical knowledge the evidence for 
predictability in the early research often lacks of statistical power. Lo & MacKinlay 
(1988) and LeBaron (1992) among others continued to examine stock index 
autocorrelations. They found positive autocorrelated at high frequencies.  
 
Several reasons are proposed for anomaly concurrency. Typically, in anomaly studies 
transaction costs are assumed to be zero. Grossman and Stiglitz (1980) supposed that a 
precondition for the efficient market hypothesis is that information and trading cost in 
stock market both are always zero. However, transaction costs are and will be a part of 
stock markets in real life. Jensen (1978) proposed economically more sensible version 
of the efficient market hypothesis saying that prices reflect information to the point 
where the marginal benefits of acting on information do not exceed the marginal cost. 
                                                 
1 See M. Gibbons and P. Hess (1981), A. Agrawal and K. Tandon (1994), R.Bhardwaj and L.D. Brooks 
(1992), for Day of the week and January anomaly. 
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Nevertheless, the stock markets do not automatically come efficient. Investors have to 
detect the inefficiency on the stock market and trade off it away.    
 
This paper models weekday anomaly with three different ways. The first model, simple 
PAR(1) model, tests if previous week daily returns have prediction  power over this 
weekday daily returns at the same weekdays. The second model is VAR(1) model 
where all weekday rates of returns are explained by all weekday returns from the 
previous week. Third model includes in PAR(1) model AR(2) parameters. 
 
The paper is organised as follows: Section 2 describes the models used, Section 3 
presents algorithm of bootstrap estimation, and how confidence intervals for coefficient 
estimates are defined with bootstrap method, Section 4 presents the empirical results 
and Section 5 concludes.           
 
II. Models  
Usually in weekday anomaly studies2 daily rates of return are estimated from the 
equation where only the dummy variables are predicators for returns. Such model is 
useful when we want to test if the rates of return for every weekday are equal. The 
model produces merely average rates of returns for weekdays, but not much prediction 
information. Stock return autocorrelations give prediction information. A periodic 
autoregression3, PAR−model, provides estimates that can be used to predicate 
weekday’s next return from the weekday’s previous observation.  
 
The PAR family of models was originally introduced by Thomas and Fiering (1962) for 
monthly river flow modelling and simulation. In economics time series PAR models are 
used by among others Franses (1996) and Osborn and Smith (1989) in modelling 
macroeconomic data. While PAR-models have some advantages against nonperiodic 
models they are not wide used. Osborn (1991) derived the theoretical results on the 
effects of misspecification of periodicity and showed that orders of the time-invariant 
models can be higher than that of the PAR-model. Also the neglecting periodicity could 
lead to overact of lags in a nonperiodic model and misspecification may result in biased 
                                                 
2 A.Agrawall & K.Tandon (1996), R.Gibbons & P.Hess (1981) and A.Kamara (1997) among others. 
3 Early references to PAR model are Gladyshev (1961), Cleveland and Tiao (1979). 
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forecasts. The ignoring of periodic structure may cause that estimated error process is 
periodical heteroskedastic.  
 
PAR−model extends a nonperiodic AR−model by allowing the autoregressive 
parameters to vary with the season. In other words, PAR−model assumes that the 
observations in each of the season can be described using a different model. Such 
property is useful in this case, because Linden and Louhelainen (2004) showed that 
international stock rates of returns vary in different weekdays. Consider a univariate rate 
of return xt, which is observed daily i.e. 1,2, , .t n= …  A periodic autoregressive model of 
order 1 PAR(1) for five weekday can be written as 
 
 

1.t 1 1 1.t-1 1.t
2.t 2 2 2.t-1 2.t
3.t 3 3 3.t-1 3.t
4.t 4 4 4.t-1 4.t
5.t 5 5 5.t-1 5.t
x =α +β x +ε
x =α +β x +ε
x =α +β x +ε
x =α +β x +ε
x =α +β x +ε
 (1) 
 
where sα  is a weekday varying intercept term, and where sβ ´s  are autoregressive 
parameters up to order 1 which may vary with the weekday 1 2 3 4 5s, s , , , , .=  The s ,tε  are 
the errors for each five model and they are assumed to be NID i.e. ( )20  for t N , sε σ ∀∼  
and 1 2t , , ,n= … . However, in periodic autoregressive models, errors may have seasonal 
variances 2sσ  and errors in different models may correlate with each other.   
 
Using more than one lag in PAR model changes the model into multivariate form. At 
the same time, numbers of parameters increase s times, but number of equations is 
equal. Multivariate PAR(2) presentation for 2 lags and for five weekdays can be written 
as follows, 
 
 
1 1 1 1 1 2 1 2 1
2 2 1 2 1 2 2 2 2
3 3 1 3 1 2 3 2 3
4 4 1 4 1 2 4 2 4
5 5 1 5 1 2 5 2 5
.t . t . t .t
.t . t . t .t
.t . t . t .t
.t . t . t .t
.t . t . t .t
x x x
x x x
x x x
x x x
x x x
α β β ε
α β β ε
α β β ε
α β β ε
α β β ε
− −
− −
− −
− −
− −
= + + + = + + + = + + + = + + + = + + +
 (2) 
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Nevertheless, the periodic time series models (1) and (2) are not stationary models since 
the variance and autocovariances can take different values in different season. To 
investigate stationary properties of tx  it is more convenient to rewrite equation (1) with 
lag operator L defined by k t t kL x x −=  for 1 2k , ,..., p= . Let tX  be the ( )5 1×  vector 
process ( )1 2 3 4 5t .t .t .t .t .tX ' x ,x ,x ,x ,x=   1 2t , , ,n= … , where s .tx is the observation in weekday 
s in week t, 1 2 3 4 5s , , , ,= . The residuals ( )1 2 3 4 5t .t .t .t .t .t' , , , ,ε ε ε ε ε ε=  are assumed NID 
i.e. ( )20s ,t sN ,ε σ∼  and ( )1 2 3 4 5' , , , ,α α α α α α=  are ( )5 1×  vector of constant terms. 
 
 ( ) t tL X α εΦ = +  (3) 
where 
 ( )
1 1
1 2
0 1 1 3
1 4
1 5
0 0 0 01 0 0 0 0
0 0 0 00 1 0 0 0
0 0 0 00 0 1 0 0
0 0 0 00 0 0 1 0
0 0 0 00 0 0 0 1
.
.
.
.
.
L
L
L L L
L
L
β
β
β
β
β
            Φ = Φ −Φ = −             
 (4) 
 
 
Same way the PAR(2) process in equation (2) can be rewritten with lag operator i.e.  
 
   ( ) t tL X α εΦ = +  (5) 
where  
 
( ) 20 1 2
1 1
1 2
1 3
1 4
1 5
2
2 1
2
2 2
2
2 3
2
2 4
2
2 5
0 0 0 01 0 0 0 0
0 0 0 00 1 0 0 0
0 0 0 00 0 1 0 0
0 0 0 00 0 0 1 0
0 0 0 00 0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
.
.
.
.
.
.
.
.
.
.
L L L
L
L
L
L
L
L
L
L
L
L
β
β
β
β
β
β
β
β
β
β
Φ = Φ −Φ −Φ
            = −            
       −       
 (6) 
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There are few approaches to investigating the stationary properties of a PAR process’ 
parameterisation, i.e. investigating whether it contains unit roots. For a PAR (p) process, 
presence of unit roots in tx  amounts to investigating the solutions to characteristic 
equation of (4)  
 0 1 0
k
kL LΦ −Φ − −Φ =…  (7) 
 
The PAR(p) process is stationary if stability condition (7) doesn’t hold. In the other 
words, 0 1
k
kL LΦ −Φ − −Φ…  has no roots in and on the complex unit circle. 
 
Characteristic equation for PAR(1) model (3) is  
  
 ( ) ( )51 1
1
1 0.s
s
L L .β
=
Φ = − =∏  (8) 
 
Hence if the parameters of PAR(1) model equals to unity, the PAR(1) model contains a 
single unit root. Respectively for PAR(2) characteristic equation is 
 
 
( ) ( )5 22 1 2
1
1 0.s .s
s
L L Lβ β
=
Φ = − − =∏
 (9)
 
PAR(2) model contains a single unit root (i.e. L=1), when the parameter restrictions 
  
 { }1. 2. 1  for all 1, 2, ,5s s sβ β+ = = …  (10) 
are valid. 
 
There are at least two approaches to test periodic properties of time series. The first is to 
investigate periodic properties of residuals from non-periodic models. The other 
approach is simply to estimate a PAR(p) model, where p is selected using conventional 
model selection criteria, and to test whether there is periodic variation in the 
autoregressive parameters.    
 
The residual periodicity can be investigate by graphical and test methods. A graphical 
approach is proposed in Hurd and Gerr (1991) and Vecchia and Ballerini (1991). While 
some plots show periodic behaviour, it might be difficult to determine the nature of the 
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seasonality from the graphs. Instead, one can use some modified version of the Box-
Pierce Q-test, which is proposed by Lobato et al. (2001). Another conceivable test is 
LM test suggested by Franses (1993). Residuals tεˆ  from a nonperiodic AR(k) model to 
tx  are modelled as 
 ( )5 1 1 1
1 1
k
t i t i t s s t s t
i s
ˆ ˆ ˆx D ... Dε η ψ ε ψ ε µ− − −
= =
= + + + +∑ ∑  (11) 
 
where iη  and iψ  are parameters and s .tD is dummy variable for every five weekdays that 
examine presence of periodicity. The F-test procedure can be formalized as 
1 0 0.s m.s,...,ψ ψ= =  and null hypothesis is that no periodic autocorrelation of order m. 
Under 0H , F-statistic follows a standard F(5m,n-k-5m)-distribution.  
   
The residuals, which nonperiodic AR(k) model yields can also be used to check for 
seasonal heteroskedasticity. The auxiliary regression gets following form 
 
 2 0 1 1 2 2 3 3 4 4t .t .t .t .t tˆ D D D Dε ω ω ω ω ω ε= + + + + +  (12) 
 
for five weekdays. The F-test for 1 40 0,...,ω ω= = can be used to test the null hypothesis 
of no seasonal heteroskedasticity. Now under that hypothesis, F-statistic follows a 
standard F- distribution with (4,n-k) degree of freedom. 
 
While the periodicity is revealed from the time series the simple PAR(p) model is not 
necessarily the best model. An alternative model is one where weekdays’ previous 
week’s returns have periodicity power on this week’s weekday returns. Now the model 
gets a following form 
 
 
1 1 1 1 1 1 1 2 2 1 1 3 3 1 1 4 4 1 1 5 5 1 1
2 2 2 1 1 1 2 2 2 1 2 3 3 1 2 4 4 1 2 5 5 1 2
3 3 3 1 1 1 3 2 2 1 3 3 3 1 3 4 4 1 3 5 5 1 3
4 4
. .t . .t . .t . .t . .t .t
. .t . .t . .t . .t . .t .t
. .t . .t . .t . .t . .t .t
x x x x x x
x x x x x x
x x x x x x
x
α β β β β β ε
α β β β β β ε
α β β β β β ε
α
− − − − −
− − − − −
− − − − −
= + + + + + +
= + + + + + +
= + + + + + +
= 4 1 1 1 4 2 2 1 4 3 3 1 4 4 4 1 4 5 5 1 4
5 5 5 1 1 1 5 2 2 1 5 3 3 1 5 4 4 1 5 5 5 1 5
. .t . .t . .t . .t . .t .t
. .t . .t . .t . .t . .t .t
x x x x x
x x x x x x
β β β β β ε
α β β β β β ε
− − − − −
− − − − −
 + + + + + + = + + + + + +
 (13) 
 
 or in matrix notation model is     
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1 11 1 1 2 1 3 1 4 1 51 1
2 12 1 2 2 2 3 2 4 2 52 2
3 3 3 1 3 2 3 3 3 4 3 5 3 1
4 4 4 1 4 2 4 3 4 4 4 5 4 1
5 5 5 1 5 2 5 3 5 4 5 5 5 1
β β β β βα
β β β β βα
α β β β β β
α β β β β β
α β β β β β
−
−
−
−
−
                   = +                    
,t. . . . .
,t. . . . .
. . . . . ,t
. . . . . ,t
. . . . . ,t
xx
xx
x x
x x
x x
1
2
3
4
5
ε
ε
ε
ε
ε
            +            
,t
,t
,t
,t
,t
 (14) 
 
Model is more general than simple PAR(1) model and its looks like VAR(1) model, 
while every equation in model contains PAR component. The null hypothesis has a 
form 0 1 5β β= … =.s .sH : , , . Under null hypothesis 2χ -statistic follows a standard 2χ -
distribution with 4 degree of freedom.   
 
However the generalized PAR(1) model above does not include nonperiodic AR 
components. Therefore a PAR(1) model with AR(2) components is suggested also: 
     
                                    
1 1 1 1 1 1 1 2 5 1 1 3 4 1 1
2 2 2 1 2 1 2 2 1 1 2 3 5 1 2
3 3 3 1 3 1 3 2 2 3 3 1 3
4 4 4 1 4 1 4 2 3 4 3 2 4
5 5 5 1 5 1 5 2 4
.t . .t . .t . .t .t
.t . .t . .t . .t .t
.t . .t . .t . .t .t
.t . .t . .t . .t .t
.t . .t . .t
x x x x
x x x x
x x x x
x x x x
x x x
α β β β ε
α β β β ε
α β β β ε
α β β β ε
α β β
− − −
− − −
−
−
−
= + + + +
= + + + +
= + + + +
= + + + +
= + + + 5 3 3 5. .t .txβ ε
 +
                           (15) 
 
In this model, weekday returns are predicted by previous two weekdays’ returns and 
weekdays’ own previous returns.  
 
III.  Bootstrapping the coefficients confidence intervals  
To find confidence that coefficient is significant it has to be tested. Usually hypothesis 
such as 0 1 0β =H :  and 1 1 2β β=H :  are tested with t- or F−tests. The distribution of 
the F statistic relies on the assumption of the normally distributed regression errors. 
Without this assumption, the exact distribution of this statistic depends on the data and 
estimated parameters. If the residuals are not normally distributed the correct rejection 
size of 0 1 0β =H :  and 1 1 2β β=H :  tests are not warranted. 
 
With bootstrap method it is possible accurate confidence intervals without making 
normality assumptions. Consider the AR (1) model 
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 1t t tx xα β ε−= + +  (16) 
 
Fitting the data to the model (18) yields estimators αˆ  and βˆ  for α  and β . The error 
terms tεˆ  in model are assumed to be IID from an unknown distribution.  
  
The bootstrap algorithm is following. At first a random sample error terms *tεˆ  with 
replacement is drawn so that each tεˆ  belongs to random sample with probability 1 t . At 
second, the new dataset *tx  is get by fitting the random error terms 
*
tεˆ  into the model 
 
 1
* *
t t t
ˆ ˆˆx xα β ε−= + +  (17) 
 
where the values of regression coefficients βˆ  and αˆ  and variable 1tx −  is set to be fixed.   
Fitting the new dataset *tx  in to the model  
 
 1
* *
t t tx xα β ε−= + +  (18) 
 
yields new regression coefficients *βˆ  and *αˆ . Replication of this algorithm B times 
enables to get distribution of bootstrapped estimates. As B increases, also the accuracy 
of distribution of estimators increases.   
 
There are few methods4 such as bootstrap-t, percentile, and ABC, which try improving 
the accuracy of bootstrap coefficients confidence intervals. Efron & Tibshirani (1993) 
showed that BCa method is more accurate than percentile method. The BCa method 
corrects the percentile interval for median bias and skewness. This method requires an 
estimate of the acceleration a , which is related to the skewness of the sampling 
distribution and bias-correction parameter 0z . The interval of intended coverage 1 2µ−  
for estimator βˆ , is given by 
                                                 
4 The methods for confidence intervals are introduced in books: B. Efron & R. Tibshirani, An 
Introduction to the Bootstrap, Chapman and Hall, New York (1993) and A.C.Davison & D.V.Hinkley 
Bootstrap Methods and their Applications, Cambridge University Press, (1997) 
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 1 2( ) ( )low upˆ ˆ ˆ ˆ( , ) ( , ),
µ µβ β β β∗ ∗=  (19) 
where 
                                            
( )
0
1 0 ( )
0
z zz
1 a(z z )
µ
µµ ψ
 += + − + 
                            (20) 
and 
 
(1 )
0
2 0 (1 )
0
z zz
1 a(z z )
µ
µµ ψ
−
−
 += + − + 
   . (21) 
 
In these formulas, ( )z µ  is the th100µ percentile point of a standard normal distribution 
and ψ is cumulative normal distribution function, e.g. ψ (1.645) = 0.95 and 0.95z =1.645 . 
The confidence interval is given by taking the appropriate percentile of the bootstrap 
distribution *βˆ , e.g. if values for 1µ  and 2µ  are 0.05 and 0.95 respectively, then the 
confidence points when using 999 bootstrap replications will be the 50th and 950th 
ordered values of βˆ∗ . The acceleration and bias correction are approximation by,  
 
 
( )1 1
0 1
B
*
bb
ˆ#
z
B
β β− =
 ≤ = Φ  +  
  (22) 
 
where [ ]1−Φ i  is the standard normal quantile function, and ( ) ( )1*bˆ# / Bβ β≤ +  is the 
proportion of bootstrap replicates at or below the original sample estimate β  and # 
denotes the number of times the event occurs. The skewness correction, in other words 
the acceleration can be written as   
 
 
( )
( )
n 3
i
i 1
3 2n 2
i
i 1
ˆ
a
ˆ6
β β
β β
=
=
−
=
 −  
∑
∑
  (23) 
 
More generally a  is one-sixth the standardized skewness of the distribution of βˆ . At 
same way confidence intervals can be calculated to other estimators. 
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IV. Empirical results  
The data used throughout this paper consist of daily indices from nine5 stock markets. 
The time periods are from beginning of 1990 to end of February 2003 containing over 
3000 observations per stock market. Daily rates of return are calculated as  
 
 1t t tln x ln x ln x −∆ = −  (24) 
 
Multivariate OLS and Seemingly Unrelated Regression (SUR) are the alternative 
methods for estimation of PAR model. As SUR method allows for contemporaneous 
cross–equation correlation and equation specific error variances, SUR is preferred to 
multivariate OLS.     
 
Table 1. Testing periodic patterns in the estimated residuals 
from nonperiodic AR(1) models 
Stock market Diagnostic test statistic 
     2PHχ          21χ   
 
Canada 2.08 12.21* 
Finland 8.25 4.71 
Holland 7.60 11.38* 
Italy 7.94 13.74* 
Japan 11.21* 16.80* 
Singapore 7.13 19.13* 
Dow Jones 3.40 8.92 
NASDAQ 0.90  10.71 
SP&500 2.89 10.91 
The diagnostic test statistic concerns residual autocorrelation of order 1 in 
model 1 1t t tx xα ε−= + +  and ( 2PHχ ) is periodic heteroskedasticity, ( 21χ ) 
periodic residual autocorrelation of order 1.  
*) Significant at the 5 % level (based on bootstrapped test distribution).  
   
 
The empirical results of the two test methods, (11) and (12), for periodic properties of 
series are presented in Table 1. The results show that periodic heteroskedasticity can be 
found only in Japan. Residuals are periodically autocorrelated in most of stock markets. 
Only in SP&500 the both 2χ -test values are not rejected. Still under test results in Table 
1 is clear that stock market data have periodic properties.   
                                                 
5 Canada (TSE), Finland (HEX), Italy, (MIBTel), Japan (Nikkei), Holland (AEX), Singapore (STI), 
United States (Dow Jones, NASDAQ and S&P 500) 
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SUR disturbances (Figures 1-9 in Appendix II) do not follow normal distribution except 
for Wednesday in Italy. The conclusion is found also with the kurtosis values, which are 
between 3.50 and 22.57, and with skewness values, which are between –1.45 and 1.01 
(Table 2 in Appendix I). For the normal distribution, skewness value is zero and 
kurtosis value equals to 3. The results of Bera-Jarque tests also confidence SUR 
disturbances are not normally distributed. Therefore, bootstrap method is validated to 
ensure right decisions of hypothesis tests. All regressions used 2000 bootstrap 
replications.  
 
Table 3 (Appendix I) presents SUR estimation results to equation (1) for all nine stock 
market and for all weekdays. Rejection of β0 sH : = 0  bases on bootstrapped 
confidence intervals of coefficients sβ  at level 95 %. Bootstrapped results are also used 
to test β β1 1 5H : =,...,= . At least some weekdays returns can be predict from same 
weekdays returns from previous week. In Italy, those days are Tuesday and Thursday. 
Previous Tuesday’s coefficient has a predictability power on Tuesday’s returns in 
Holland and in NASDAQ. The other significant coefficients are Thursday in Japan, 
Monday in S&P 500 and Friday in Dow Jones. Hypothesis 1 is also rejected in all those 
stock markets. However in Finland and Singapore there is no sign of predictability. 
  
It is hard to find similarities in results between different stock markets. However, there 
are in three stock markets with significant coefficients for Tuesday. They all are 
negative. This implies negative returns for next week’s Tuesday if this week’s returns 
were positive and vice versa. There are also two stock markets with significant 
coefficients for Thursday. They are positive. It means that negative returns on Thursday 
are also negative in next Thursday and vice versa, respectively. Hypothesis test for 
coefficients equality is accepted only in Finland. Elsewhere it is rejected. 
 
Idea that is more general is to examine if the other previous weeks returns give 
significant predicts for this weeks weekdays returns, i.e. model (14). SUR estimation 
results are presented in Table 4 (Appendix I). It is a notable that usually Monday and 
Tuesday returns can be predicted from previous weeks rates of returns in every stock 
markets. Other weekdays have only a few significant coefficients. In most of cases 
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previous week Friday predicts positively Monday returns. Thus this is a sign of 
autocorrelation in returns. 
  
The results in Table 3 and Table 4 are very similar in those parts where weekday’s 
previous returns predict same weekday’s returns on this week. Only difference in Table 
4 is that Italy’s previous week Monday is significant predictor for this week’s Monday. 
For Tuesday, significant coefficients are previous Thursday in Japan, previous Monday 
in Singapore and previous Wednesday in Dow Jones. There are some results for other 
weekdays but these are irregular.  
 
Survey of the results in Table 4 reveals that most of predicative rates of returns are 
found in Italy and in NASDAQ. Correspondingly, least predicative rates of returns are 
in Finland and Holland. According to Table 4, returns of Wednesday and Friday are 
unpredictable except for some occasional cases.  
 
Table 5 (in Appendix I) reports the results of regression model where to PAR(1) model 
is added AR(2) components, i.e. model 15. For Singapore it is found significant AR(1) 
parameters for four weekdays and in Canada for tree weekdays. In other stock markets 
there are only one or two significant AR(1) parameters. A significant AR(2) parameter 
can be found only in Wednesday for Italy.  
 
Weekends seem to have some influence to stock returns. In five stock markets, Friday 
rates of returns have predicative power on Monday returns. In addition, Friday returns 
can be explained by Thursday returns also in five stock markets. In the middle of the 
week significant AR parameters are found for Canada, Singapore and Japan. SP&500 is 
the only stock market with no significant AR parameters. Thus in general the simple 
PAR(1) model is adequate for most stock markets. In modified PAR(1) models (14) and 
(15) coefficient of determination is greater than in simple PAR(1) model.  
 
Italy seems to have most significant PAR and AR parameters. Instead, for Finland it is 
found only one significant parameter. There Monday rates of returns can be explained 
by rates of returns of previous Friday. For Singapore we found merely significant AR 
parameters but for SP&500 there were not a single. 
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Without bootstrapping confidence intervals the number of significant coefficients would 
be much more larger. The 95% critical level for coefficient would be around  +/- 0.08 
instead of +/- 0.11. Thus by using the normal error assumption for example in Table 3 
previous week’s Tuesday, Wednesday and Thursday would be significant in Canada. In 
the same way in Table 4 Holland would have ten significant coefficients instead of one.      
 
V. Conclusions  
 
It is well-known that daily stock market returns in several stock markets are 
autocorrelated and daily returns are not equal. This paper tested the predictability of the 
daily stock returns over the previous week’s daily returns. At the same time weak form 
of the efficient market hypothesis is questioned.  
 
All stock markets except SP&500 had weekday periodic properties. This was revealed 
by tests for nonperiodic AR(1) residuals. The paper contained three test models: a 
simple PAR(1) where weekday rate of returns were modeled with same weekday’s 
previous week’s returns, a VAR(1) model that included PAR(1) components with all 
weekday returns, and a PAR(1) model that has added with nonperiodic AR(2) 
components. However, the disturbances of the models were not normally distributed. 
Therefore the bootstrap method was used to ensure the reliable conclusions of 
hypothesis testing.  
  
The best estimate for tomorrow’s stock market return is not today’s return as the 
random walk theory often assumes. Coefficients of some weekday’s previous week’s 
observations are significant in most analyzed stock markets. Rates of return are 
predictable over the week at least for one weekday in seven of nine stock markets.  
 
The results of VAR(1) model revealed that the simple PAR(1) model was not adequate. 
From the previous week significant effects were found on several weekdays. Also the 
third model alternative fitted better than simple PAR(1) model. Usually Monday’s and 
Friday’s returns have significant one day AR component. In the middle of week 
significant AR parameters can be found only in some stock markets.  
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The weak form of the efficient market hypothesis can be rejected in all analyzed nine 
stock markets. Previous day’s returns have predicative power on current returns. 
However the return predictability is not only limited to first two AR components. It can 
be also found periodically, i.e. over one week.     
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APPENDIX I 
 
 
Table 2. The results of Bera-Jarque test, skewness, and kurtosis values 
for residuals of PAR(1) model in 9 stock markets. 
Stock market Bera-Jarque Skewness Kurtosis 
Canada Mon 1653* -1.45 10.70 
 Tue 275* -0.15 6.34 
 Wed 3636* -1.05 15.04 
 Thu 1112* -0.74 9.59 
 Fri 2117* -0.93 12.13 
Finland Mon 251* -0.13 6.30 
 Tue 3181* -1.36 14.43 
 Wed 93* -0.19 4.98 
 Thu 2184* -0.36 12.71 
 Fri 132* -0.25 5.35 
Holland Mon 433* -0.59 7.51 
 Tue 297* 0.13 6.86 
 Wed 102* -0.36 5.14 
 Thu 257* -0.11 6.59 
 Fri 125* -0.19 6.59 
Italy Mon 1254* 0.03 5.48 
 Tue 26* -0.09 4.14 
 Wed                4.6 0.03 3.50 
 Thu 57* -0.52 4.43 
 Fri 21* -0.22 3.99 
Japan Mon 107* 0.13 5.18 
 Tue 2470* 1.01 13.27 
 Wed 59* 0.12 4.60 
 Thu 67* 0.03 4.72 
 Fri 168* 0.40 5.61 
Singapore Mon 8903* -0.66 22.57 
 Tue 478* 0.36 7.48 
 Wed 473* 0.39 7.45 
 Thu 549* 0.26 7.84 
 Fri 1417* 0.25 10.81 
Dow Jones Mon 188* -0.65 5.99 
 Tue 101* 0.13 5.38 
 Wed 275* 0.43 6.85 
 Thu 160* 0.42 5.88 
 Fri 1745* -1.66 12.39 
NASDAQ Mon 629* -1.14 7.58 
 Tue 465* 0.41 7.33 
 Wed 498* -0.25 7.53 
 Thu  206* 0.37 5.84 
 Fri 971* -0.30 9.34 
SP&500 Mon 1271* -1.16 9.92 
 Tue 215* 0.35 5.91 
 Wed 237* 0.36 6.07 
 Thu 135* 0.33 5.28 
 Fri 172* -0.51 5.47 
            *)Null hypothesis is rejected at 95% confidence level 
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*) Coefficient differs from zero at 95% confidence level. The results based on bootstrapped confidence intervals.  
 
 
 
 
 
 
 
 
 
 
 
Table 3.      Predictability of weekday returns on weekday’s previous returns in nine stock market 
 Canada Finland Holland Italy Japan Singapore NASDAQ S&P 500 Dow Jones 
   Monday Mon-1 -0.1182* -0.0367 -0.0907 -0.1230 -0.0805 -0.0032 -0.0723       -0.1680*  0.0230 
 Const  0.0003 -0.0004  0.0013 -0.0008 -0.0027 -0.0015 -0.0008  0.0006 -0.0006 
   Tuesday Tue-1 -0.0831 -0.0144 -0.1432* -0.1124* -0.0115 -0.0222 -0.1404* -0.0551  0.0486 
 Const -0.0003 -0.0011  0.0003  0.0006  0.0004 -0.0004  0.0000  0.0004  0.0000 
   Wednesday Wed-1  0.0956  0.0911 -0.0773 -0.0401 -0.0024 -0.0727  0.0393  0.0927  0.0811 
 Const  0.0001 -0.0019 -0.0009 -0.0007 -0.0002 0.0003  0.0010  0.0004 -0.0002 
   Thursday Thu-1  0.0815  0.0795  0.1104   0.1476* 0.1128* -0.0452  0.0588  0.0837 -0.0650 
 Const -0.0000  0.0007 -0.0001 0.0000 -0.0001  0.0005  0.0006  0.0000  0.0005 
   Friday Fri-1  0.0222  0.0497  0.0386 -0.0896 -0.0406 -0.0344 -0.0171 -0.0277 -0.1406* 
 Const  0.0004  0.0016  0.0004  0.0008 -0.0003  0.0007  0.0000 -0.0001  0.0006 
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Table 4.     Predictability of daily returns on previous week’s all daily returns in nine stock market 
Variable Canada Finland Holland Italy Japan Singapore Dow Jones NASDAQ S&P500 
Monday Mon-1 -0.114* -0.033 -0.105 -0.146* -0.075 -0.037 0.040 -0.066 -0.170* 
 Tue-1 -0.047 0.004 0.002 0.088 0.044 -0.006 -0.015 0.057 -0.064 
 Wed-1 0.079 0.027 -0.086 0.072 0.047 0.123 0.028 0.140* 0.005 
 Thu-1 0.138 0.022 0.020 0.014 0.116 -0.032 0.055 0.038 0.049 
 Fri-1 0.135* 0.163* 0.110 0.140* 0.118 0.372* -0.007 0.176* 0.105* 
 Const 0.000 -0.001 0.001 -0.001 -0.003 -0.002 -0.001 -0.001 0.001 
                    χ2-testa 23.01* 10.20 5.73 12.09* 11.05 21.00* 1.25 19.42* 13.24* 
Tuesday Mon-1 -0.006 0.108 0.078 0.060 -0.016 0.089* 0.079 0.028 0.000 
 Tue-1 -0.077 -0.018 -0.139 -0.117* -0.027 -0.009 0.046 -0.137* -0.050 
 Wed-1 -0.024 0.068 0.066 0.084 -0.047 -0.061 -0.204* -0.084 -0.040 
 Thu-1 -0.087 0.060 -0.050 -0.094 -0.087* -0.013 0.004 -0.040 -0.044 
 Fri-1 -0.048 -0.049 -0.122 -0.117 -0.066 -0.021 0.072 -0.114 -0.080 
 Const 0.000 -0.001 0.000 0.001 0.000 0.000 0.000 0.000 0.000 
                      χ2-test 5.99 7.24 11.54* 16.56* 7.33 7.08 15.76* 10.45 3.42 
Wednesday Mon-1 -0.071 0.049 -0.068 -0.054 -0.002 0.036 0.012 0.035 -0.073 
 Tue-1 0.007 0.043 -0.069 -0.044 -0.068 0.006 -0.006 0.026 -0.028 
 Wed-1 0.056 0.090 -0.071 -0.044 -0.002 -0.098 0.076 0.020 0.081 
 Thu-1 -0.058 0.006 -0.025 -0.043 0.050 -0.050 0.021 0.025 0.005 
 Fri-1 -0.070 0.061 0.081 0.104* 0.061 -0.014 -0.010 -0.052 -0.028 
 Const 0.000 -0.002 -0.001 -0.001 0.000 0.000 0.000 0.001 0.000 
                      χ2-test 3.65 4.60 5.03 6.78 4.33 4.15 1.80 1.39 5.28 
Thursday Mon-1 -0.007 -0.129 0.085 0.018 -0.026 -0.039 -0.087 0.052 0.009 
 Tue-1 0.030 0.112 0.081 -0.009 -0.005 -0.060 -0.007 -0.026 -0.049 
 Wed-1 -0.147* -0.127 -0.028 0.045 0.003 -0.120 -0.036 -0.171* -0.113 
 Thu-1 0.108 0.072 0.092 0.151* 0.112* -0.016 -0.085 0.060 0.079 
 Fri-1 0.007 -0.042 0.096 0.056 0.036 0.028 -0.029 0.045 0.043 
 Const 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.001 0.000 
                                 χ2F-test  11.39* 8.60 5.02 6.33 5.54 5.99 4.09 9.29 6.14 
Friday Mon-1 0.017 -0.008 0.096 -0.011 0.018 -0.029 0.076 0.042 0.016 
 Tue-1 0.036 0.043 0.073 0.099 0.054 0.048 0.062 -0.035 0.034 
 Wed-1 0.026 0.012 0.030 -0.035 0.044 -0.028 0.028 0.072 0.002 
 Thu-1 -0.011 -0.039 -0.076 0.073 0.007 0.068 0.048 -0.130* -0.082 
 Fri-1 0.019 0.054 0.064 -0.069 -0.031 -0.012 -0.132* -0.005 -0.013 
 Const 0.000 0.002 0.000 0.001 0.000 0.001 0.001 0.000 0.000 
                      χ2-test  0.73 1.97 10.27 8.00 1.98 3.13 7.95 6.85 3.83 
*) Coefficient differs from zero at 95% confidence level. The results base on bootstrapped confidence intervals. a) Chi-squared -test is for H0:βMon-1=,…,= βFri-1. 
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Table 5. Results of PAR(1) and AR(2) combined model1 in nine stock market  
Canada Finland Holland Italy Japan Singapore Dow Jones NASDAQ SP&500 
Monday Mon-1 -0.123* -0.039 -0.095 -0.143 -0.086 -0.040 0.035 -0.076 -0.162* 
 Fri-1 0.133* 0.161* 0.144 0.146* 0.115 0.367* -0.009 0.184* 0.110 
 Thu-1 0.151 0.023 0.021 0.008 0.114 -0.024 0.052 0.047 0.056 
 Const 0.000 -0.001 0.001 -0.001 -0.003 -0.002 -0.001 -0.001 0.001 
 χ2-test 22.89* 9.02* 5.29 9.95* 9.98* 17.55* 0.99 9.01* 12.95* 
Tuesday Tue-1 -0.082 -0.019 -0.146* -0.120 -0.010 -0.028 0.051 -0.137 -0.051 
 Mon -0.022 0.034 -0.057 -0.023 -0.134* -0.027 0.114 -0.089 -0.111 
 Fri-1 -0.058 -0.050 -0.137 -0.116 -0.051 0.000 0.085 -0.104 -0.072 
 Const 0.000 -0.001 0.001 0.001 0.000 0.000 0.000 0.000 0.001 
 χ2-test 0.26 1.62 12.87* 2.09 6.69 3.70 3.34 5.01 0.76 
Wednesday Wed-1 0.082 0.088 -0.081 -0.038 -0.005 -0.086 0.084 0.031 0.085 
 Tue 0.248* -0.025 0.015 -0.080 -0.049 0.225* 0.044 0.061 -0.059 
 Mon -0.097 -0.038 0.065 0.044 -0.106 -0.055 0.011 -0.036 -0.042 
 Const 0.000 -0.002 -0.001 -0.001 -0.001 0.000 0.000 0.001 0.000 
 χ2-test 17.25* 2.91 2.59 3.39 1.82 8.55* 2.44 4.69 3.70 
Thursday Thu-1 0.093 0.074 0.083 0.163 0.114* -0.024 -0.072 0.047 0.072 
 Wed 0.102 0.022 -0.031 0.084 -0.040 0.141* -0.103 0.067 0.068 
 Tue -0.039 -0.036 -0.070 -0.028 -0.011 0.074 -0.033 -0.059 -0.032 
 Const 0.000 0.001 0.000 0.000 0.000 0.001 0.000 0.001 0.000 
 χ2-test 4.93 1.69 1.98 8.06 2.26 5.04 3.53 5.08 3.29 
Friday Fri-1 0.016 0.054 0.037 -0.081 -0.035 -0.006 -0.143* -0.014 -0.022 
 Thu 0.183* 0.038 0.151* 0.177* 0.051 0.224* -0.164* 0.070 0.068 
 Wed 0.016 -0.039 -0.148 0.046 -0.075 -0.044 -0.085 0.039 0.006 
 Const 0.000 0.002 0.000 0.001 0.000 0.001 0.001 0.000 0.000 
 χ2-test 11.73* 1.95 15.06* 12.07* 1.41 10.44* 9.46* 3.52 1.57 
1 The combined model is represented at (15).The results base on bootstrapped confidence intervals 
*) Coefficient differs from zero at 95% confidence level and null hypothesis for 2χ -test that coefficient estimates for each weekday are equal.  
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Table 6. The coefficient of determination and Durbin –Watson statistic for three models 
 Models 
 PAR(1) VAR(1) PAR(1)- AR(2) 
DW R2 DW R2 DW R2 
Canada Monday 2.00 0.012 2.01 0.059 2.02 0.053 
 Tuesday 1.99 0.007 1.97 0.019 1.99 0.011 
 Wednesday 1.99 0.002 1.97 0.017 2.02 0.063 
 Thursday 2.01 0.008 2.02 0.034 1.98 0.024 
 Friday 1.99 0.000 2.00 0.003 1.99 0.029 
Finland Monday 1.99 0.001 1.98 0.031 1.98 0.030 
 Tuesday 1.99 0.000 1.99 0.019 1.99 0.003 
 Wednesday 2.00 0.007 2.02 0.016 2.00 0.010 
 Thursday 1.99 0.005 1.96 0.034 1.99 0.007 
 Friday 1.99 0.003 1.99 0.007 1.99 0.007 
Holland Monday 1.98 0.012 1.91 0.030 1.94 0.024 
 Tuesday 1.99 0.021 2.02 0.055 2.00 0.042 
 Wednesday 2.00 0.007 1.97 0.023 1.99 0.011 
 Thursday 2.03 0.007 2.00 0.028 1.99 0.010 
 Friday 2.00 0.002 1.97 0.031 1.93 0.056 
Italy Monday 1.99 0.017 1.98 0.037 1.98 0.029 
 Tuesday 2.00 0.014 2.00 0.046 1.99 0.027 
 Wednesday 1.99 0.002 1.99 0.017 2.01 0.010 
 Thursday 1.99 0.026 2.04 0.032 2.04 0.035 
 Friday 2.00 0.003 2.01 0.022 2.01 0.039 
Japan Monday 2.00 0.006 2.04 0.028 2.03 0.025 
 Tuesday 1.99 0.000 1.99 0.016 2.01 0.031 
 Wednesday 1.99 0.000 2.00 0.011 2.00 0.018 
 Thursday 1.99 0.013 2.01 0.015 2.00 0.014 
 Friday 1.99 0.001 2.00 0.059 2.00 0.010 
Singapore Monday 2.00 0.000 2.00 0.076 2.00 0.068 
 Tuesday 1.99 0.001 2.01 0.026 1.99 0.002 
 Wednesday 1.97 0.011 1.97 0.017 1.98 0.057 
 Thursday 1.99 0.001 1.97 0.022 1.96 0.025 
 Friday 2.00 0.001 2.02 0.008 2.03 0.055 
Dow Jones Monday 1.99 0.001 2.00 0.005 2.00 0.004 
 Tuesday 1.99 0.002 2.01 0.054 2.01 0.024 
 Wednesday 2.00 0.006 2.01 0.006 2.00 0.008 
 Thursday 1.98 0.005 1.99 0.017 1.99 0.016 
 Friday 1.99 0.019 2.00 0.029 1.99 0.042 
NASDAQ Monday 1.99 0.006 1.98 0.061 1.96 0.039 
 Tuesday 1.99 0.020 1.96 0.043 1.97 0.040 
 Wednesday 2.00 0.000 2.02 0.005 2.00 0.006 
 Thursday 1.99 0.000 2.00 0.037 1.98 0.011 
 Friday 1.99 0.000 1.94 0.025 1.98 0.008 
SP&500 Monday 1.98 0.027 1.99 0.044 1.99 0.041 
 Tuesday 1.99 0.002 1.99 0.013 1.99 0.023 
 Wednesday 2.01 0.074 1.99 0.016 2.01 0.014 
 Thursday 1.99 0.006 2.01 0.021 2.00 0.012 
 Friday 2.00 0.000 1.98 0.009 1.99 0.006 
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APPENDIX II 
 
Figure 1. Regression residuals density and normal (thin) in PAR(1) model for Canada data 
 
 
 
 
 
 
 
          
Figure 2. Regression residuals density and normal (thin) in PAR(1) model for Finland data 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Regression residuals density and normal (thin) in PAR(1) model for Holland data 
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Figure 4. Regression residuals density and normal (thin) in PAR(1) model for Italy data 
 
 
 
 
 
 
 
 
 
 
Figure 5. Regression residuals density and normal (thin) in PAR(1) model for Japan data 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Regression residuals density and normal (thin) in PAR(1) model for Singapore data 
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Figure 7. Regression residuals density and normal (thin) in PAR(1) model for Dow Jones data 
 
 
 
     
 
 
 
 
 
Figure 8. Regression residuals density and normal (thin) in PAR(1) model for NASDAQ data 
 
 
 
 
 
 
 
 
Figure 9. Regression residuals density and normal (thin) in PAR(1) model for SP&500 data 
 
 
 
 
 
 
 
 
