Linear prediction for two-dimensional (2-D) multichannel signals is discussed. Such data occurs in remote sensing applications, in the analysis of color images, and in other areas. This paper deals with representation of this data, the general form of the Normal equations, issues of separability, and some results that relate multichannel linear prediction problems to multidimensional linear prediction problems.
INTRODUCTION
This paper deals with linear prediction for two-dimensional (2-D) multichannel or vector-valued signal data. Such data can occur in remote sensing applications, in the analysis of color images, and in array processing. The signals are represented by a vector valued random field F ( n , m ) sampled on a rectangular lattice. Conceptually one can think of this data as a set of stacked planes of 2-D signal data as shown in Fig. 1 .
In the case of images each plane may represent some image component, such as a color component, and the components are assumed t,o be in pixel registration. The equations of linear prediction can be written as a filtering operation where is the predicted value at coordinates n and m, the Ai, are a set of matrix filter coefficients, and the sum is taken over some 2-D region of support. Correlations exist both within channels and between channels and the equations of linear prediction reflect all of these correlations. This paper deals with the general form of the Normal equations, some results that relate multichannel linear prediction problems to multidimensional linear prediction problems, and issues of separability. 
DATA REPRESENTATION AND NORMAL EQUATIONS
The data to be analyzed is assumed to be stationary and is represenbed as vectors for purposes of computing statistics and writing equations of linear prediction. The data a t each coordinate location (n,m) is treated as a vector quantity with dimension P equal to the number of channels. These by columns into a larger vector which i? then the lexicographic vector represen tat ion of the data.
Normal equations corresponding to (1) can be written as R A = S (2) where R is the covariance matrix for the data, A is an appropriately ordered matrix of the filter coefficients, and S contains a single non-zero block K w which is the prediction error covariance. The matrix R has three levels of partitioning and for any (causal, semicausal, or noncausal) rectangular region of support is block Toeplitz with block Toeplitz blocks. 
Kur= E / ( F -P ) ( F -P ) T ] (7)
The covariance matrix in (3) has the doubly block Toeplitz structure described above. The innermost blocks are not Toeplitz however and the the matrix is not block symmetric at any level. Solution of (3) is the prediction error variance. The covariance matrix appearing on the left side of (9) is defined in (3)-(5) where in this case the vectors F are
With these definitions (8a) and (8b) are equivalent to
Equation (118) compute a P-dimensional prediction error vector (see Fig. 2) .
where E(') is the prediction error covariance and where the covariance matrix appearing
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on the left side of (15) is the same as that in (3). Since this is a 1-D problem the multichannel Levinson recursion can be used to ' find the a ( n ) and E('). A comparison of (3) and ( 
SEPARABLE 2-D MULTICHANNEL PROBLEMS
When the covariance matrix for the 2-D vector random fields is separable, various simplifications result. In all cases (2) reduces to a simpler set of Normal equations. The results are summarized here. When the correlation within channels is separable from the correlation between channels the covariance matrix R in (2) can be represented as the direct product of a between-channel covariance matrix RP and a within-channel covariance matrix R R C . In this case we can post,ulat,e a separable form for the matrices A and S and show that they provide a solution to the original Normal equations. In particular, using > t o represent the direct product. we can write is a n NM-dimensional vector whose first component is 1, and LNM is the NMdimensional vector (1,0,0. . . . , o ) T . Then (17) irnplies the two relations Since the solution of (2) is unique, this shows that it can be found from (18). The form of (17) for a 1-D multichannel problem which we where If is the P X P identity matrix, ~R C solve for the prediction matrices A C i and the prediction error covariarice E N . Equation (20b) represents Normal equations for a 1-D single channel problem that we solve for the filter parameters ax and the prediction error variance 4 ; . The solution of these two sets of Normal equations then allows us t o compute the filter coefficients as ACP x aR and the error covariance as
In the case where the covariance matrix in (2) is completely separable, along rows and columns and between channels, we have R = Rc x RR x RP. Then we are led to the two 1-D single channel subproblems and the 2-D multichannel parameters are computed from
Observe that for the separable cases discussed in this section, all of the subproblems defined in the previous section involve Toeplitz covariance matrices when the data is stationary. These separable cases may be the only cases in which ( l l a ) and (16a) involve Toeplitz matrices. Various types of separability were explored for the 2-D multichannel problem. \Yhen t h e correlation is separable to wit hin-channel and between-channel components the within-channel parameters are identical for each channel and the multichannel prediction error covariance is proportional to the between-channel covariance matrix. When the problem is Beparable along rows and columns a 1-D multichannel and a 1-D single channel problem result.
CONCLUSIONS
The filter parameters are found by forming a direct product of the parameters for these two subproblems and the prediction error covariance is the product of those for the subproblems.
When the correlation is separable along rows, columns, and between planes, two 1-D single channel problems result. Filter coefficients are identical within each channel and are equal t o the product of the filter coefficients for the row and column subproblems. The prediction error covariance is a scaled version of the given between-plane covariance matrix.
