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Abstract
Splicing cascades that alter gene products post-transcriptionally also affect expression dynamics.
We study a class of processes and associated distributions which emerge from a bursty promoter
coupled to a path graph of downstream mRNA splicing, and more generally the behavior of finite-
activity jump distributions coupled to rooted directed acyclic graphs of splicing. These solutions
provide full time-dependent joint distributions for an arbitrary number of species, offering qualita-
tive and quantitative insights about how splicing can regulate expression dynamics.
1 Background
Recent advances in the analysis of single-cell RNA sequencing [1] and fluorescence microscopy
[2] enable the quantification of pre-mRNA molecules alongside mature mRNA. These techniques
provide an opportunity to infer the topologies and biophysical parameters governing the processes
of mRNA transcription, splicing, export, and degradation in living cells. In particular, they provide
a novel approach to inferring and studying the dynamics of splicing cascades [3].
However, drawing mechanistic conclusions from transcriptomics requires overcoming numerous sta-
tistical and computational challenges. Living cells contain mRNA in low copy numbers, and tran-
sient nascent species are even less abundant, leading to potential pitfalls if the discrete nature of
the data is not appropriately modeled [4]. One approach to modeling dynamics from count data
is to utilize detailed Markov models based on the chemical master equation (CME) [5–7]. Such
modeling can, in principle, yield analytical solutions for the dynamics of genes affected by arbitrary
splicing networks, thus circumventing tractability problems arising with matrix- and simulation-
based methods that can be impractical for large numbers of species [8]. Several classes of analytical
solutions to the CME are available [9], but their derivation tends to be ad hoc, with limited gener-
alization to more complex systems.
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Starting with the approach of Singh and Bokes to the problem of bursty transcription coupled to
nuclear export and degradation of mRNA [10], we develop a class of solutions for gene dynamics
affected by arbitrary splicing networks under the physiologically relevant assumption of bursty
production of mRNA [11]. Fundamentally, the generating function of a Markov chain describing the
evolution of molecules in a splicing cascade can be automatically computed, numerically integrated
in time, and then inverted by Fourier transformation at an overall computational complexity of
O(N logN ) in state space size. We begin with the example of splicing described by a path graph,
where the order of intron removal is deterministic, demonstrate the existence of the solutions and
their isomorphism to a class of moving average processes, and subsequently extend the procedure
to a much broader class of splicing graphs and driving burst processes.
2 Path graph splicing
Figure 1: Graph representation of the generic path graph model. The source transcript T1 is syn-
thesized at the gene locus in random geometrically distributed bursts (according to a distribution
B with burst frequency k). Each molecule proceeds to isomerize in a chain of splicing reactions gov-
erned by successive rates β1, β2, . . . , βn−1, until reaching the form Tn, which is ultimately degraded
at rate γ.
Consider the system consisting of a bursting gene coupled to a n-step birth-death process, character-
ized by the path graph in Figure 1, where B ∼ Geom(b), and all reactions occur after exponentially-
distributed waiting times. The bursts occur with rate k, the conversion of adjacent transcripts Ti
to Ti+1 occurs with rate βi, and the degradation of Tn occurs with rate γ := βn. We assume the
rates of conversion and degradation are all distinct. The amount of species Ti can be described by
the non-negative discrete random variable mi.
2.1 Discrete formulation and algorithm
We would like to compute the probability mass function (PMF) of the count distribution, denoted by
P (m1, ...,mn, t); this corresponds to the probability of observing m1 molecules of T1, m2 molecules
of T2, etc., at time t. Following a previous derivation [10], this problem can be reframed in terms of






n P (m1, ...,mn, t)
∂G
∂t










where F is the PGF of the burst distribution. Applying the transformations ui := xi − 1 and
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φ := lnG yields the equation:
∂φ
∂t










where M(u) := F (1 + u). This equation can be solved using the method of characteristics, with
formal solution φ =
∫ t
0 [M(U1(s))− 1]ds. The characteristics Ui, i < n satisfy
dUi
ds = βi(Ui+1 − Ui),
with Un(u1, ..., un; s) := Un(s) = une
−γs.




the explicit analytical solution is provided in Section 8. The weights Ai can be computed through a
simple iterative procedure, which proceeds from the terminal species and successively incorporates
dependence on upstream rates:
Ai ← 0 ∀ i < n
An ← un
i← n− 1
while i > 0 do
for j > i do
Aj ← Aj × βiβi−βj
end for










The stationary PGF is eφ evaluated at t =∞; this quantity can be converted to a probability mass
function via Fourier inversion. This is an entirely general procedure that can be used for any path
graph of downstream processing, although regions of stiffness are to be expected, particularly near
the degenerate cases of matching rates. In the most general case, any βi may, in principle, be
equal to any other, leading to a combinatorial explosion of auxiliary degenerate solutions. As the
overarching motivation is the statistical inference of biophysical parameters, and the degenerate
regions are all of measure zero, there appears to be little physical justification for considering them
in further detail. However, we remark that these solution classes are likewise analytically tractable,
with mixed polynomial-exponential functional forms entirely analogous to previous work [10].
3 Directed acyclic graph splicing
The simplicity of the ODEs governing the evolution of the CME lends itself to extensions to the
broadest class of graphs representing the stochastic and incremental removal of discrete introns,
the directed acyclic graphs.
3.1 Example: tree graphs
Suppose the downstream dynamics are given by a directed rooted tree. The solution procedure is
entirely analogous to that of a path graph. First, starting at the leaves, the path subgraph solutions
are produced by the procedure above, yielding a sum of exponentials. Then, at a node of degree
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Figure 2: Graph representations of simple directed acyclic graph models. (a) Tree splicing graph
with two terminal isoforms. (b) Convergent splicing graph with a single terminal isoform and two
intermediate transcripts.
> 2 (i.e., molecular species with several potential products), the associated ODE has a functional
form identical to that of a path graph. Therefore, the solutions are analogous.
As an illustration, consider the simplest tree graph, shown in Figure 2a, where the splicing reactions
occur at rates α1 and α2 and degradation reactions occur at rates β1 and β2. Physically, this graph
can be interpreted as a single source mRNA being directly and stochastically converted to one of
two terminal isoforms by removal of intron 1 or intron 2. Clearly, Ui = uie
−βis for i ∈ {1, 2}.
The ODE governing the source species is dU0ds = α1(U1 − U0) + α2(U2 − U0) = α1U1 + α2U2 −




−β2s + Ke−(β1+β2)s, with K =
u0− α1α1+α2−β1u1−
α2
α1+α2−β2 . Finally, the expression for U0 can be directly plugged into the desired
burst distribution generating function.
The distributional properties are equivalent to those derived for the path graph solutions. This
generalization follows immediately from considering a gene locus with constitutive dynamics coupled
to a directed rooted tree.
3.2 Example: two-intron mRNA
Consider the same tree graph as in the example above, and suppose T1 and T2 are converted
to product T12 at rates β1 and β2, as shown in Figure 2b. Afterward, T12 is degraded at rate
γ. Physically, this graph can be interpreted as a single source mRNA being converted to one of
two intermediate isoforms by the removal of one of two introns, then to a single terminal isoform
by the removal of the other intron. Clearly, U12 = u12e
−γs. Further, setting fi :=
βi
βi−γ , Ui =




= α1(u1 − f1u12)e−β1s + α2(u2 − f2u12)e−β2s + (α1f1 + α2f2)u12e−γs − (α1 + α2)U0












where c := α1 + α2, C1 := α1(u1 − f1u12), C2 := α2(u2 − f2u12), and C3 := α1f1 + α2f2. From the




c−γ . The details of the ODE
solution are described in Section 8 and the computation procedure is demonstrated in Figure 3.
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Figure 3: Illustration of the solution algorithm. The differential equation structure requires the
backward propagation of downstream species’ solutions, weighted by ratios of rates.
3.3 Algorithm
This procedure is facile to extend to an arbitrary directed acyclic graph with a unique root. The
reaction system is fully characterized by two arrays, the stoichiometric matrix matrix S and the
rate vector r used in the stochastic simulation algorithm [13]. Thus, for example, the path graph
can be represented by the full rate vector [k, β1, ..., βn−1, γ] and the following stoichiometric matrix:
B 0 0 ... 0 0
−1 1 0 ... 0 0
0 −1 1 ... 0 0
... ... ... ... ... ...
0 0 0 ... −1 1
0 0 0 ... 0 −1

A well-defined system has n species and q + 1 reactions. We assume unbounded accumulation
does not occur and the graph is connected, so each species has influx and efflux reaction pathways,
implying q ≥ n. Further, we suppose that each species is associated with at most one degradation
reaction; if several channels are available, they can be added by the superposition property of
a Poisson process. Finally, we assume that all isomerization and degradation rates are distinct.
Since the underlying graph is acyclic, there exists at least one terminal species with a single efflux
reaction. Thus, consider a single production reaction with rate k coupled to a set of isomerization
reactions with rates cji and degradation reactions with rates cj0.
The downstream dynamics are determined by U1, an exponential sum with n terms. In this generic
case, lumped rate exponents ri must be computed as the net efflux rate from each molecule. A
simple implementation of the routine is outlined below:
ri ←
∑
j cij ∀ i . Compute all exponents
Aij ← 0 ∀ i, j ∈ [1, n] . Initialize coefficient array
RD ← {k |
∑
i Ski = −1} . Identify reaction channels that correspond to degradation
5
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D ← {i | Ski = −1 for k ∈ RD} . Identify degraded species
T ← {j ∈ D | @ (Skj = −1 ∩ Ski = 1)} . Identify terminal species
RT ← {k | Ski = −1 for i ∈ T} . Identify terminal reactions
Aii ← ui ∀ i ∈ T . Assign terminal degradation coefficients
C ← {∅} . Initialize set of computed species
while |C| < n do
for j /∈ C do . Iterate over all species that have not yet been computed
RI = {k | (Skj = −1 ∩ Ski = 1)} . Identify isomerization reactions originating at j
P = {i | (Ski = 1 for k ∈ RI)} . Identify corresponding isomerization products
if P ⊂ C then . If all products have been computed
for i ∈ P do . For each isomerization product
Ajk ← Ajk +Aik ×
cji
rj−ri . Propagate results from downstream solutions
end for
Ajj ← uj −
∑
k Ajk . Apply initial condition, compute coefficient for e
−rjs




The terminal exponential sum is given by U1 =
∑n
i=1A1ie
−ris. As before, the full time-dependent
solution for any burst distribution with a well-defined moment-generating function is computable by







We have defined a series of discrete joint distributions induced by a graph governing splicing and
degradation. However, we can equivalently recast the problem in terms of the stochastic differential
equations governing the distributions’ Poisson intensities Λi. Specifically, the following identity can
be used to relate a set of stochastic processes Λ1, ...,Λn with joint distribution FΛ1,...,Λn to the
solution of the CME [9,14–16]:






As an illustration, we can consider the intensity of an n-step isomerization process driven by a
finite-activity compound Poisson Lévy subordinator Lt:
dΛ1 = −β1Λ1dt+ dLt
dΛ2 = −β2Λ2dt+ β1Λ1dt
...
dΛn = −γΛndt+ βn−1Λndt,
This formulation has an intimate connection with the theory of moving average processes, which
can be immediately seen by applying variation of parameters to the Poisson representation:
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By convention, βn := γ and Λ0ds := dLs, the underlying driving subordinator.
Thus, each Λi is the exponentially-weighted moving average of Λi−1; Λ1 is the moving average of the
Poisson shot noise introduced by the compound Poisson subordinator. Although ample literature
exists on the topic of moving average processes [17], it generally considers the problem of inference
and prediction from discrete-time observations. Furthermore, discussions in the context of the
chemical systems only tend to consider the first-order moving average of shot noise [9].
This formulation implies that any n-step isomerization process is identical to an (n − i)-step iso-
merization process driven by an order i iterated moving average process. This identity affords
a route for the analytical computation of hybrid continuous-discrete system solutions merely by
marginalizing the first i species.
The Poisson representation enables the simultaneous discussion of the properties of Fm1,...,mn ,
the stationary distribution of the continuous-time Markov chain, and FΛ1,...,Λn , the stationary
distribution of the underlying series of stochastic differential equations. In fact, from standard
properties of Poisson mixtures [18], the PGF G(x1, ..., xn) of the former evaluated at ui = xi − 1,
precisely yields the moment-generating function (MGF) of the latter.
This connection also allows the evaluation of the solution for a broad class of compound Poisson
driving processes. Specifically, M(u) = 11−bu is the MGF associated with exponentially distributed
jumps. In the discrete domain, this translates to the geometric burst distribution. However, the
downstream dynamics, represented by U1(s), are independent of the burst distribution. Therefore,
the procedure affords computable solutions for any finite-activity pure-jump Lévy driving process.
Extensions to generic directed acyclic graphs are entirely analogous. These solutions, identical
to the CME case, can be used to exactly solve arbitrary DAGs representing continuous-valued
molecular concentrations. This representation is conventional for high-abundance species [19].
5 Distribution properties
Using the algorithms above, we can compute the generating functions corresponding to the stochas-
tic processes of interest. However, it is not yet clear that these generating functions are every-
where well-defined. For example, certain physiologically plausible noise models do not have all
moments [20]; their generating functions fail to converge in certain regimes. By analyzing the
functional form of the downstream process and assuming geometric-distributed bursts, we demon-
strate that this class of processes is guaranteed to yield convergent generating functions and finite
moments.
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5.1 Positivity of the exponential sum
First, we demonstrate that the downstream processes yield a strictly positive functional form of time
dependence, or ψi(s) > 0 for all s > 0. Consider F (x) = x, corresponding to constitutive production
of the source species (i.e. a Poisson birth process), with no molecules present at t = 0. Focusing
on the marginal of species i, this assumption yields φ(ui; t) = k
∫ t
0 U1(ui; s)ds = k
∫ t
0 unψn(s)ds.
Evaluating eφ at xi = 0, i.e. ui = −1, marginalizes over all j 6= i and yields the probability of
observing zero counts of species i: G(1− δij ; t) = P (mi = 0, t) = P0(t) = exp(−k
∫ t
0 ψi(s)ds). The
corresponding time derivative is dP0dt = −kψn(t) exp(−k
∫ t
0 ψi(s)ds). Simultaneously, we know that
P0(t) = e




dt . The reaction rate
dλi(t)
dt > 0 at t = 0 under the given initial conditions.
Furthermore, dλi(t)dt is strictly positive. This follows from the reaction rate equations. By the
continuous formulation, λi is a weighted moving average of some set of processes {λk}. λ1 is a
strictly increasing function governed by kr1 (1− e
−r1s). The property of being strictly increasing is
retained under moving average and rescaling. Therefore, each successive moving average must be
strictly increasing.
Finally, P0 ∈ (0, 1) > 0, because the solution for mi is given by a Poisson distribution, which has
support on N. Therefore, dP0dt is strictly negative. As the exponential term and k are positive, this
implies ψi(s) is strictly positive for all s > 0.
5.2 Existence of generating functions and moments
Next, we show that G(1 − δij ; t), the generating function of the ith marginal, is finite for the
geometric burst system. This follows from the construction of the original PGF: the marginal PGF
is guaranteed to be finite if 1− buiψi is never zero. But for the relevant domain <(un) ≤ 0, on the
shifted complex unit circle, <(1−buiψi) ≥ 1, except at the degenerate initial case. The existence of
the marginal moments of mi is implied by the existence of the generating function. The existence
of all cross moments follows from the Cauchy-Schwartz inequality. Per standard properties, this
existence property holds for both mi and Λi.
The tails of the stationary discrete marginals decay no slower than the geometric distribution. This
follows immediately from the lower bound on <(1− buiψi), which in turn gives an upper bound on
xi [10]. Equivalently, this follows from the existence of all moments [20]. An analytical radius of
convergence has been given previously for n = 2 [10], but numerical optimization is necessary to
establish rates of tail decay for n > 2.
5.3 Statistical properties
All marginals are infinitely divisible. This follows from the functional form of the PGF: the random
variable corresponding to any marginal distribution can be written as as a sum of q random variables
with burst frequency k/q.
Only the first marginal is self-decomposable. This follows from the condition that a random variable




with Lévy Xt [21]. However, only Λ0 is Lévy. All downstream intensity processes have nontrivial,
almost-everywhere C∞ trajectories, which implies they cannot be represented by a Lévy triplet:
the only permitted continuous Lévy processes are linear combinations of the (non-differentiable)
Brownian motion Wt and the trivial process t. Therefore, Λi is sd for i = 1 and non-sd for all i > 1.
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All marginals are unimodal. Multimodality in the distribution of the moving average over time
is contingent on time-inhomogeneity in the trajectory process. However, the underlying driving
process is defined to be time-homogeneous, with uniformly distributed jump times; therefore, each
downstream process has a unimodal distribution over time. By ergodicity, this distribution is equiv-
alent to the ensemble distribution. Therefore, all marginals of downstream species are unimodal.
5.4 Moments
The moments of the marginals can be computed directly from the derivatives of the marginal MGF






























For the path graph system, the CME immediately yields µi =
kb
ri
. Considering the previously dis-
cussed constitutive solution φ0(ui) = kui
∫∞








which is equal to 1ri for the path graph system. Per the standard properties of mixed Poisson
distributions [22], the value of µi is identical for the underlying continuous process and the derived
discrete process.














































which is straightforward to compute, but does not appear to have an easily amenable analytical
form beyond the first few cases. Naturally, the standard properties of Poisson mixtures [22] allow
conversion to the discrete domain, with V[mi] = V[Λi] + µi.
The covariances can be computed directly from the derivatives of the MGF eφ(ul,ui), i.e., the





1−bU1(ui,ul;s) . By construction, U1(ul, ui; s) = ulψl(s)+uiψi(s), where each ψ is the exponential
sum corresponding to the marginal of the species in question. This yields:
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where aj are the weights associated with ψl and ck are the weights associated with ψi. This form
of the summation is very general; for example, in case of the path graph system with l > i, it







. From standard identities, the covariance
of a mixed bivariate Poisson distribution with no intrinsic covariance forcing is identical to the
covariance of the mixing distribution [22]. Therefore, this result holds for both the CME and the
underlying SDE.














Since mixing decreases variance but not covariance, the correlation coefficient of the discrete system
will always be lower than that of its continuous or hybrid analog.
6 Validation
We generated a random directed acyclic graph, shown in Figure 4. The numbers of species (7) and
isomerization reactions (11) were chosen arbitrarily. We enforced the existence of a single unique
source node (a) and the weakly connected property to ensure only a single source mRNA would be
10
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present and all isoforms would be reachable from it, but did not impose any other conditions. The
number of degraded species (3) was chosen arbitrarily; we assigned degradation reactions to the
two sink species (c, e) and randomly chose a degraded intermediate (b) from a uniform distribution
over the molecular species.
All reaction rates were drawn from a log-uniform distribution on [10−0.5, 100.5]; we chose to sample
them from a single order of magnitude to avoid the trivial degenerate cases that occur in cases
of very slow or very fast export [10]. This process produced the parameter values k = 0.44,
β = [0.48, 2.12, 1.31, 2.21, 1.16, 2.41, 0.4, 1.19, 0.37, 1.19, 0.53], and γ = [0.94, 2.38, 0.72], with the
indices corresponding to those in Figure 4. Finally, we chose the geometric burst model with
b = 10.
Figure 4: Graph representation of the randomly generated transcription, splicing, and degradation
model. A single source isoform Ta is converted to a variety of downstream isoforms Tb, ..., Tg, which
isomerize according to a directed acyclic graph.
We applied the algorithm to compute the exponents and coefficients, and computed the stationary
distributions of all species. The simulated distributions match the quantitative results for the
marginals, as shown in Figure 5. Furthermore, the 49 entries of the covariance matrix are likewise
effectively predicted by the procedure for moment calculation.
7 Discussion
We have described a broad extension of previous work concerning the solutions of monomolecular
reaction networks coupled to a gene locus. In particular, by exploiting the standard properties of
reaction rate equations, we have demonstrated that all moments and cross-moments exist for each
species in a generic directed acyclic graph. Further, we have derived the analytical expressions for
the generating functions and demonstrated their existence.
Although we primarily focus on distributions, with an eye to inference from atemporal data, the
11
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Figure 5: Validation of the randomly generated graph model. Histograms: empirical results (10,000
simulations). Black dots: theoretical and empirical covariance. Red lines: theory.
solution is robust in several complementary dimensions. Firstly, the upper limit of the integral
k
∫ t
0 [M(U1(s)) − 1]ds is arbitrary, and can be evaluated up to a finite time horizon to yield a
transient distribution. Secondly, the formulation of the problem presupposes mi(t = 0) = 0 for all
i. However, if nonzero molecule counts are present at t = 0, it is straightforward to compute the
resulting log-PGF via φ = φh +
∑n
i=1mi(t = 0) ln(1 +Ui), where φ
h is the result for mi(t = 0) = 0.
This relation produces arbitrary conditional distributions, as derived elsewhere [23]. Therefore, the
current approach can be used to compute the likelihoods of entire trajectories of observations, and
thus perform parameter estimation on live-cell data.
The computational complexity of this procedure is O(N logN ) in state space size. However, this
complexity ostensibly arises from the n-dimensional inverse Fourier transform. We expect the time
complexity to be O(N ) in the practical regime, and irrelevant outside due to the space complexity
of holding an array of size N in memory for the inverse Fourier transform.
Considering the hypothetical case of fitting multidimensional data associated with a single gene
across thousands of cells – e.g., several terminal isoforms and tens of intermediate species –
these memory constraints may motivate the application of generating function metrics instead
of likelihood-based inference. Given a relatively sparse n-dimensional histogram, it is straightfor-
ward to compute the associated dense Fourier transform incrementally, storing directly to disk.
Afterward, it is possible to parallelize over small regions of the Fourier space, compute a distance
between a proposal and the empirical generating function, and optimize to estimate parameters.
Curiously, this class of analytical solutions to reaction networks can be adapted to a subset of
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diffusion problems. General diffusion on a multidimensional lattice is not directly solvable, because
it violates the assumption of acyclic graph structure. However, percolation through a directed
acyclic graph coupled to a source and a set of sinks can be described using the same mathematical
formalism. Further, such a percolation can represent the incremental movement of RNA polymerase
along a DNA strand, integrating discrete copy number statistics with submolecular details in a single
analytical framework [24,25].
Finally, we do not treat the aforementioned auxiliary degenerate solutions that arise when βi = βj
for some i, j. However, Section 5 guarantees the existence of these solutions and all moments: the
procedure does not rely on a particular functional form of ψi, only its existence, which is implied
by the test subordinator F (x) = x matching the constitutive case [14].
8 Appendix: ODE solution
The solution to the generic ODE dydx =
∑
i aie





−bix + Ke−rx. Using the




r−biai. Consider an efflux rate r =
∑
j βj + γ, i.e.,
a set of isomerization pathways and a single degradation pathways from the species in question.
Care must be taken when the downstream paths converge (as in the case of the two-intron system):
duplicate terms in product characteristics Uj need to be aggregated, with
∑
j βjUj rewritten as∑
i aie
−bix. This is computationally straightforward to do by choosing appropriate data structures,
as with the matrix A in the implementation of the DAG algorithm.
9 Code availability
Python code that can be used to reproduce Figure 5, including the graph generation, simulation,
and plotting routines, is available at https://github.com/pachterlab/GP_2021_2.
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