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posed  in such studies  is  finding genes with significant changes between sample groups.  In 18 
this  respect  expression  variability  is  regarded  as  a  nuisance  factor  that  is  primarily  of 19 












provide  a  re‐analysis  of  recently  published  data  to  highlight  the  value  of  the  analysis 32 
method.	  33 
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Main text 34 
Affordable  sequencing  has  greatly  advanced  our  understanding  of  changes  in 35 
transcription  programs  and  their  relation  to  diseases. One of the sequencing-enabled 36 
technologies, transcriptome profiling by RNA‐sequencing (RNA‐seq) is becoming increasingly 37 
popular  to  study  molecular  phenotypes.  The  main  advantages  of  this  method,  when 38 
compared  to  hybridization  microarray‐based  approaches,  include  an  increased  sensitivity 39 
and  larger  dynamic  range,  its  ability  to  detect  unannotated  transcripts  and  transcript 40 
isoforms and, importantly, it enables digital quantification (counting) of RNA molecules. As a 41 
result,  RNA‐seq  has  the  potential  to  quantify  lowly  expressed  genes,  to  reveal  subtle 42 
changes  in  gene  expression  (115),  to  discover  new  genes,  transcript  isoforms  and  allelic 43 







out/‐in of genes of  interest,  and  so on. Unfortunately,  in  such analysis,  variability  in gene 51 
expression  is  often  ignored  as  it  is  treated  as  a  nuisance  that  only  diminishes  statistical 52 
power.  At  the  same  time,  gene  expression  is  naturally  a  stochastic  process  and  in  some 53 
cases  its  fluctuation,  rather  than  the  mean  RNA  copy  number,  could  be  significantly 54 
influenced by an experimental factor or a physiological state. Thus, while variations caused 55 
by  technical  factors  can  be  considered  as  the  true  nuisance  factor  (80),  differential 56 
variability  in  gene  expression  caused  by  biological  factors  might  represent  a  layer  of 57 
information on gene regulation just as important as changes in the mean expression levels 58 
(104). In this review we discuss recent studies exploring gene expression fluctuations, their 59 
approach  to  quantification  of  expression  variability,  contribution  to  understanding  of  the 60 
principles  underlying  physiological  homeostasis  and  potential  to  uncover  additional 61 
molecular phenotypes associated with disease. 62 
Sources  of  variability  in  gene  expression:  Poisson  ‐  “intrinsic”  vs  non‐Poisson  ‐ 63 
“extrinsic” gene noise. 64 
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The  inter‐sample  differences  among  transcriptome  profiles  originate  from  biological 65 
events as well as from experimental procedures. The latter represents a source of technical 66 
noise due to the collection and storage of samples,  the  isolation of RNA, selection of RNA 67 
molecules and  the preparation of  library  (92).  Library amplification and  sequencing might 68 
also introduce differences depending on instruments, read length and mode of sequencing. 69 
All  these  factors have potential  to  complicate  the  analysis  of  biological  variability  in  gene 70 
expression, especially for large (inter‐) national and prospective projects where data is being 71 
produced  using  different  versions  of  instruments  and/or  kits  (58).  Thus,  when studying 72 
variation in gene expression, it is important to estimate technical variability through 73 
comparison of technical replicates prepared from the same starting material (111) and 74 
compare it to the degree of variability seen among biologically different samples (58).  75 
Putting  technical variability aside, gene noise originates  from the stochastic nature of 76 
chemical  reactions  driving  RNA  synthesis  (birth)  and  degradation  (death).  In  a  stationary 77 
state  and  in  the  absence  of  upstream  cellular  drives,  a  process  of  RNA  “birth‐death”  is 78 
expected to be a stochastic Poisson process (21, 96). This process  is described by  just two 79 
kinetic  parameters,  namely  the  synthesis  ()  and  degradation  ()  rates.  The  expectation 80 
(mean)  and  variance  of  RNA  copy  number  are  given  by  the  Poisson  rate  (𝐸 RNA81 
𝑉𝑎𝑟 𝑅𝑁𝐴 𝜇)  represented  by  a  constant  ratio  of  synthesis  to  degradation  rates: 82 
𝜇 𝜆. Gene expression noise, expressed through a squared coefficient of variation  in 83 
RNA copy number, is reciprocal to the mean of RNA copy number: 𝑐𝑣 RNA84 
𝜇   (96).  Here,  we will  refer  to  this  as  Poisson  noise  following  (21,  66,  96).  However,  in 85 
reality gene synthesis is more complex as it is regulated by so‐called upstream cellular drives 86 
(21).  Because  upstream  cellular  drives  are  stochastic  themselves,  the  RNA  “birth‐death” 87 
becomes a doubly stochastic (mixed) Poisson process. Consequently, this increases the gene 88 
expression noise  to  the  amount  that  is  contributed by  all  upstream drives, which we will 89 
refer to as non‐Poisson noise following (21, 66, 96). 90 
For example, promoter switching between active (ON) and inactive (OFF) states acts as 91 
such  a  drive  (Fig.  1).  The  probability  of  the  promoter  to  be  in  ON  state  (p )  is  a  Beta‐92 
distributed random variable, which depends on RNA degradation rate normalized k  93 
and k  rates of promoter switching: p ~𝐵𝑒𝑡𝑎 k , k . This,  in turn, defines the 94 
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distribution  of  otherwise  constant  Poisson  rate  (𝜇 𝜆p )  as  Beta‐Poisson  (21, 72).  A 95 
convenient  property  of mixed  Poisson distributed  random  variables  is  that  they  allow  for 96 
simple derivation of  their moments  (expectation  and  variance)  just  from  the moments of 97 
the  mixing  distribution  (44).  That  is  𝐸 RNA 𝜆𝐸 p 〈𝜇〉  and  𝑉𝑎𝑟 RNA 〈𝜇〉98 
𝑉𝑎𝑟 𝜇 〈𝜇〉 〈𝜇〉 𝑉𝑎𝑟 p ,  from  where  𝑐𝑣 RNA 〈𝜇〉 𝑐𝑣 𝜇 〈𝜇〉99 
𝑐𝑣 p   (Fig.  1).  Thus,  the  total  gene  noise  sums  from  Poisson  noise  (〈𝜇〉 )  and  non‐100 
Poisson  noise  caused  by  upstream  cellular  drive,  namely  promoter  switching  (𝑐𝑣 𝜇101 
𝑐𝑣 p ). 102 
Under limiting conditions of 𝑘 ≫ 𝑘  and  𝑘 ≫ 1, i.e. when a gene is transcribed in 103 
short  bursts,  the p   distribution  converges  to Gamma  (p ~𝐺𝑎𝑚𝑚𝑎 k , k )  and  the 104 
resulting  distribution  of  RNA  copy  number  is  Gamma‐Poisson  (also  known  as  Negative‐105 
Binomial)(72). The Gamma‐Poisson representation helps understanding of how Poisson and 106 
non‐Poisson noise are  related  to often measured  in single cell experiments parameters of 107 
transcription,  namely  the  burst  size  (a  number  of  molecules  synthesized  in  a  burst)  and 108 
burst  frequency  (93).  That  is  because  Poisson  noise  equals  to  〈𝜇〉 𝑏𝑓   and  non‐109 
Poisson noise is 𝑐𝑣 𝜇 𝑐𝑣 p 𝑓 , where 𝑏 𝜆𝑘  is a burst size and 𝑓 𝑘  is a 110 
burst  frequency  (21,  72).  Thus,  non‐Poisson  noise  is  inversely  related  to  burst  frequency, 111 
which  implies  that  changes  in  burst  frequency  are  indicative  of  changes  in  non‐Poisson 112 
noise.  For  the  detailed  derivations  of  various  stochastic  gene  expression models  under  a 113 
mixed Poisson framework and further theoretical insights we refer to a compelling work by 114 
Dattani and Barahona (21). 115 
In  essence,  the  partitioning  of  the  total  gene  noise  into  Poisson  and  non‐Poisson, 116 
immediately  corresponds  to  a  concept  of  “intrinsic”  and  “extrinsic”  gene  noise  (26,  94). 117 
Two‐colour reporter gene assays allow for the separation of within cell variations from cell‐118 





the  within  cell  gene  expression  fluctuations  have  been  coined  as  “intrinsic”  gene  noise, 124 
while  cell‐to‐cell  variations were  referred  to  as  “extrinsic”  gene  noise.  A  total  gene  noise 125 
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Indeed,  “intrinsic” gene noise, or Poisson noise  for  that matter,  is  reciprocal  to  the mean 131 
gene  expression.  For  the  two‐state  promoter  model,  i.e.  in  the  presence  of  upstream 132 
cellular  drive  caused by  promoter  fluctuation,  the mean gene  expression depends on  the 133 
probability of the promoter to be in the ON state. Thus, “intrinsic” gene noise is coupled to 134 
upstream  cellular  drives.  Likewise,  “extrinsic”  gene  noise  depends  on  the  RNA  lifetime 135 
normalized rates of promoter switching between the ON and OFF states. Thus, “extrinsic” 136 
gene noise is conditioned on the characteristic gene state variables (21, 72). 137 
Having  this  in  mind  and  considering  that  RNA  “birth‐death”  is  a  doubly  stochastic 138 
Poisson process, it makes more sense to stay with Poisson and non‐Poisson partitioning of 139 
gene  expression  noise  (21).  Accordingly,  parameters  affecting  the  gene  expression 140 
variability and thus the gene expression noise, could be classified into gene state variables 141 
(kinetic  parameters  of  RNA  synthesis/degradation),  regulatory  variables  (concentration  of 142 
transcription  factors,  chromatin  accessibility,  epigenetic  state,  etc.)  and  system  state 143 
variables (aging, metabolism or other environmental factors acting on cells) (Fig. 1). 144 
Gene state determinants of expression variability. 145 
If  the  right  conditions  are met,  RNA polymerase  Pol  II  (RNAP  II)  binds  to  a  promoter 146 
region and initiates transcription of the gene (81). The transcription happens in short bursts 147 
followed  by  a  refractory  period  in  which  no  transcription  takes  place  (116).  A  simplified 148 
derivation  of  the  two‐state  promoter  model  shows  that  non‐Poisson  noise  depends 149 
inversely on the burst frequency, while Poisson noise is reciprocal of a product of burst size 150 
and  burst  frequency  (21,  72).  Each  gene  has  its  own  bursting  dynamics  which,  in  turn, 151 
determines  its  noise  (93).  Different  factors  can  either  influence  the  burst  frequency,  a 152 
frequency  of  promoter  activation within  the mean  lifetime  of  RNA,  or  the  burst  size,  the 153 
amount of RNA produced per unit of  time within a burst (82). Thus, any factor  interfering 154 
Downloaded from www.physiology.org/journal/physiolgenomics at Biblio der Rijksuniversiteit (129.125.166.130) on April 8, 2019.
with promoter  fluctuation, RNA synthesis or degradation kinetics  is expected to modulate 155 
the within‐cell and cell‐to‐cell variability in RNA copy number and thus gene noise. 156 
In  eukaryotes,  the  RNA  “birth‐death”  rates  are  orchestrated  by  a  complex  regulatory 157 
system. With respect to the regulation of the synthesis rate, it is worth mentioning the RNA 158 
splicing  process.  The different proteins  involved  in  splicing  and  accessibility  of  alternative 159 
donor/acceptor  sites  can modulate  RNAP  II  elongation  rate  and,  thus,  the  RNA  synthesis 160 
rate.  For  instance,  RNAP  II  elongation  rates  tend  to  increase  throughout  introns  as 161 
compared to exons (42, 46). However, splice sites themselves, in mammals, but not in yeast, 162 
act  as  RNAP  II  pausing  sites  (19,  41).  Such  pausing  can  be  bypassed  by  the  inhibition  of 163 








of  the  3’‐poly(A)‐tail  which  is  removed  through  deadenylation  prior  to  degradation  (67, 172 
109). As a direct consequence of the two‐state promoter model, the total gene expression 173 
noise  (Poisson and non‐Poisson)  is directly proportional  to the RNA degradation rate. This 174 
implies an increased noise level for RNA species with shorter half‐life and a decreased noise 175 
for the stable RNA molecules. For example, the presence of certain microRNAs have been 176 
shown to  increase the rate of RNA deadenylation (107) and one can predict that such a 177 






Downloaded from www.physiology.org/journal/physiolgenomics at Biblio der Rijksuniversiteit (129.125.166.130) on April 8, 2019.






Consequently,  this  promotes  fluctuations  in  promoter  activity,  i.e.  increases  cell‐to‐cell  or 190 
temporal  deviations  in  the  probability  of  the  promoter  to  be  in  ON  state.  This,  in  turn, 191 
increases  the  gene  expression  noise,  as  non‐Poisson  noise  is  directly  related  to  the 192 
fluctuations in these upstream cellular drives (21). Likewise, the complexity of the promoter 193 
can  further  increase  the  competition  between  distinct  transcription  factors  and  the 194 
expression noise. A simple promoter architecture, in which the promoter region is free from 195 
secondary regulation tends to generate  little noise  (36, 87). DNA variants  in  the promoter 196 
region  can  modulate  the  binding  affinity  of  transcription  factors,  consequently  changing 197 
both  the  average  gene  expression  and  expression  noise  (36).  Besides  competition  for 198 
transcription  factor  binding  within  a  promoter,  competition  between  distinct  promoters 199 
might also increase the gene noise by lowering the promoter burst frequencies (77). Next to 200 
that,  the presence of a so called ‘speed bumps’ downstream of the transcription start site 201 
can  cause  RNAP  II  stalling  (1),  which might  be  detrimental  for  determination  of  bursting 202 
kinetics and noise. Although, further mechanistic insights into impact of gene state variables 203 




In  eukaryotes,  promoter  accessibility  and  RNA  synthesis  are  modulated  by  the 208 
epigenetic  state  of  a  gene,  which  sums  from  the  DNA  methylation  status,  nucleosome 209 
assembly  and  post‐translational  histone  modifications.  The  epigenetic  landscape  is  not 210 
static, as environmental cues such as diet, smoking, physical exercises and ageing can alter 211 
the epigenetic composition of the chromatin throughout organism’s lifetime (8, 29, 34, 95, 212 
102). Methylation patterns were  shown  to vary with  circadian  rhythm  (5). Methylation of 213 




with  increased  nucleosome  occupancy  (20)  and,  as  result,  it  is  expected  to  elevate  gene 217 
noise because of the lower promoter accessibility for transcription factor binding. However, 218 
occurrence of CpG islands in promoters of robustly expressed genes, i.e. in genes with low 219 
transcriptional  noise,  does not  imply  an  increased methylation  of  their promoters. At  the 220 
same  time,  a  long‐standing  hypothesis  suggests  that  DNA  methylation  might  suppress 221 
cryptic  transcription  initiation  from  within  the  body  of  a  gene,  thereby  reducing 222 
transcriptional  noise  (9,  39).  Thus,  it will  be  important  to  address  these  factors  in  future 223 
research  on  how DNA methylation  partitions  between  promoter  and  gene  body  in  genes 224 
with robust and noisy expression. 225 
Assembly of eukaryotic DNA into nucleosomes adds yet another layer of complexity to 226 
gene  regulation  and  is  likely  to  modulate  gene  expression  noise  (17).  Indeed,  TATA‐227 
containing  promoters  favouring  nucleosome  assembly  tend  to  further  increase  the  noise 228 
due  to  a  competition  between  TBP  and  nucleosomes  (18,  83).  Further,  histones  that 229 
constitute nucleosomes are  subjected  to a wide  range of post‐translational modifications, 230 
collectively  known  as  a  histone  code  (4).  Transcription  co‐activator  or  co‐repressor 231 
complexes  recognize  particular  combinations  of  histone  modifications  tuning  both  gene 232 
expression level and expression variability (27, 108, 112). Thus, it may not be surprising that 233 
the  presence  of  conflicting  histone  marks,  i.e.  co‐occurrence  of  histone  modifications 234 
associated with gene activation and repression, leads to an increased expression variability 235 
(27). First, bivalent histone modifications are expected to create a competitive state at the 236 
promoter  and  as  a  result,  increase  noise  in  the  promoter  activation.  Second,  bivalent 237 
histone marks might interfere with transcription initiation and elongation causing RNAP II to 238 
pause  (51).  In general,  increased acetylation of histones and an overall  “loose” chromatin 239 
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System state determinants of expression variability. 245 
In  general,  the  biological  processes  are  affected  by  two  time‐dependent  factors:  the 246 
circadian  clock  and  aging.  Interestingly,  gene  expression  variability  is  also  linked  to  these 247 
factors. For example,  recently  it has been shown that  the circadian clock modulates burst 248 
frequency rather than burst size. Consequently, gene expression noise oscillates daily along 249 
with  the  average gene expression  (63). Aging deteriorates many physiological  parameters 250 
and  their  variability  increases  with  time  (reviewed  in  15)  and  a  clear  epigenetic  drift 251 
between  monozygotic  twins  arises  during  aging  (29).  Thus,  aging  is  expected  to  have  a 252 
profound effect on gene expression variability (55). In accordance with this, the expression 253 
of housekeeping genes was shown to be more robust in cardiomyocytes from young mice as 254 
compared to old mice  (6). To  that,  recent studies  in mouse models provide evidence  that 255 
inter‐individual variability in gene expression tends to increase with age and can be reduced 256 
upon  interventions  aimed  to  slow  ageing  (61,  105).  Further,  a  lower  variation  in  gene 257 
expression was observed to correlate with the presence of H3K36me3 (27), a histone mark 258 
that  was  previously  associated  with  increased  longevity  (86),  although  it  is  not  known 259 
whether this epigenetic modification is a cause or consequence of the increased variation in 260 
gene expression. A  recent study of gene expression  in human skin,  fat and blood samples 261 






in  response  to  environmental  fluctuations  as  a  consequence  of  fluctuation‐response 268 
relationship  (49,  84).  Plasticity  of  expression  can  serve  a  cell  to  adapts  to  a  new 269 
environment (106). At the population level, a more varied expression of certain genes can 270 
produce individuals that are better prepared for changing conditions at the cost of reduced 271 
metabolic efficiency  (12). This was shown on a microscopic scale  in yeast,  in which a high 272 
variability  in  expression  of  yeast  plasma‐membrane  transporters  enhanced  their  adaptive 273 
capabilities to a changing environment (114). Selection for the yeast TDH3 enzyme involved 274 
in the glucose metabolism was shown to have a greater impact on expression noise rather 275 
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than  on  the  average  level  of  expression,  showing  an  example  of  selection  for  higher 276 
variability  as  an  adaptation  mechanism  (59).  Overall,  genes  involved  in  environmental 277 
responses show more variation in expression, which can be beneficial for non‐housekeeping 278 
functions such as coping with stress or reacting to environmental queues (11, 69). Genome 279 
wide analysis of  transcriptional and epigenetic variability across human  immune cell  types 280 
showed that neutrophils, one of the  first‐responder cells upon an  infection, contained the 281 
largest variation  in both methylation and expression and alluding  that variability might be 282 
an  important  factor  in  immune  response  (24). Also  inter‐population  variability  has  shown 283 
that  genes  can  have  similar  levels  of  expression  variability  across  individuals  and 284 
populations, with  the  largest  differences  observed  among  genes  associated with  immune 285 
response and disease susceptibility such as chemokine receptor CRCX4 that is important for 286 
HIV‐1  infection,  where  variation  in  expression  may  underlie  difference  in  disease 287 
susceptibility  (50).  In contrast, genes  involved  in growth and development  (85), as well as 288 
genes which provide a universal function, such as protein synthesis or degradation generally 289 
(e.g. translation initiation and ribosomal proteins) show a relatively robust expression (62). 290 
Similarly,  genes  central  in  gene  networks,  like  key  pluripotency  regulator  Pou5f1  (56)  or 291 
encoding products  that  are  critical  to  the  survival  of  cells  (also  known as essential  genes, 292 
since  their  deletion  is  lethal)  and  genes  which  code  for  multi‐protein  complexes  have 293 
evolved  to minimize  their expression noise  (30, 48,  54).  Finally,  a  recent  study  in humans 294 
showed  that  long  non‐coding  RNAs,  such  as  anti‐sense  transcripts  from  the  genomic  loci 295 
corresponding  to known protein‐coding genes, display a higher  inter‐individual expression 296 
variability as compared to protein‐coding genes (45) substantiating their role in adaptation. 297 
Another  biological  phenomenon  where  the  expression  variability  might  play  an 298 
important role is  incomplete penetrance (71, 73). The latter study shows that  in C.elegans 299 
mutants  with  more  stochastic  expression  of  end‐1  gene,  a  threshold  for  activating 300 
expression  of  elt‐2,  the master  regulator  of  intestinal  differentiation may  or  may  not  be 301 
reached, and hence only some of mutant embryos will develop intestine.  Different levels of 302 
expression in individuals with a similar or even isogenic genetic background can explain why 303 
some  individuals  develop  severe  disease  while  others  have  a  mild  or  even  wild‐type 304 
phenotype. Even individuals which are genetically identical can show phenotypic differences 305 
and even personality traits, as recently reviewed in (25). Studying transcriptomes from the 306 




Despite  the high promises of differential  variability analysis,  several  important  factors 310 
should be taken into consideration when planning and performing this type of analysis. 311 
Sufficient  number  of  samples.  While  some  of  the  studies  investigating  expression 312 
variability used as few as 3 samples per group (105), technical biases in library preparation 313 
and  sequencing  can  have  profound  effects  on  the  differential  variability  estimates.  For  a 314 
reproducible analysis of differential variability, a larger sample size is required in contrast to 315 
studies  where  a  differential  mean  expression  is  tested  (110).  This  is  further  exemplified 316 
below  by  means  of  power  analysis  in  the  section  showcasing  the  differential  variability 317 
analysis for mice. 318 
Avoiding  batch  effects.  Since  technical  variation  can  mask  the  effects  coming  from 319 
biological differences, it is important to perform all technical procedures in a single batch or, 320 








methods  for  differential  variability  analysis,  therefore,  should  consider  not  only 329 
quantitative, but also structural variability of gene products. 330 




as  variance  (𝜎 ),  the  (squared)  coefficient  of  variation  (𝑐𝑣,  also  known  as  signal  to  noise 335 
ratio),  Fano  factor  (also  known  as  noise  strength),  and  their  robust  counterparts median 336 
absolute  deviation  from  the  median  (MAD),  (quartile)  coefficient  of  dispersion  (COD  or 337 
QCOD), etc. (74, 83, 99) (Table 1). 338 




million  or  FPKM  –  fragments  per  kilobase  of  transcript  per  million)  transform mean  and 342 
variance as 𝐸 𝑓 𝑋 𝑓 𝜇  and 𝑉𝑎𝑟 𝑓 𝑋 𝑓′ 𝜇 𝜎  respectively, following the 1st‐343 
order  Taylor  expansion,  where  𝜇   and  𝜎   are  original  mean  and  variance  respectively. 344 
Among  commonly  used  VSTs  are  the  logarithm  (𝑙𝑜𝑔 𝑋 )  and  generalized  logarithm 345 
(𝑔𝑙𝑜𝑔 𝑋 𝑙𝑜𝑔 𝑋 √𝑋 1 )  functions  (38). This  implies  that  the variance of  𝑙𝑜𝑔  or 346 
𝑔𝑙𝑜𝑔   transformed  variables  corresponds  to  the  squared  coefficient  of  variation  of  the 347 
original  variable  (𝑐𝑣 )  as  𝑉𝑎𝑟 𝑙𝑜𝑔 𝑋 log 2 log 2 𝑐𝑣   and 348 
𝑉𝑎𝑟 𝑔𝑙𝑜𝑔 𝑋 log 2 log 2 𝑐𝑣   (for 𝜇 ≫ 1).  Thus,  it makes  no  sense  to 349 
estimate  neither  𝑐𝑣  nor  Fano  factor  for  VST  transformed  variables  as  their  variance  is 350 
already  proportional  to  𝑐𝑣 .  Similar  logic  applies  to  robust  measures  of  variability  as 351 
𝑀𝐴𝐷 𝑙𝑜𝑔 𝑋 𝑚𝑒𝑑𝑖𝑎𝑛 𝑙𝑜𝑔 𝑋 /𝑋   and 𝑀𝐴𝐷 𝑔𝑙𝑜𝑔 𝑋 𝑚𝑒𝑑𝑖𝑎𝑛 𝑙𝑜𝑔 𝑋 /𝑋   352 




due to the presence of the mean‐variance relationships. 𝑉𝑎𝑟 𝑋 𝜎 𝜇  for Poisson and 357 
𝑉𝑎𝑟 𝑋 𝜎  𝜇 𝛼 𝜇  for mixed‐Poisson distributed RNA counts, where 𝛼 0 is the 358 
overdispersion  parameter  (44).  Then,  Fano  factor  turns  to  be  handy  for  estimation  of 359 
deviation  from  Poisson  process,  as  𝐹 𝜎 /𝜇 1  indicates  overdispersion,  while 360 
𝑐𝑣 𝜇 𝛼  partitions noise  into two asymptotically orthogonal parameters of mixed‐361 
Poisson distributions, which we  refer  to  as  Poisson  and non‐Poisson noise.  In  the  section 362 
showcasing the differential variability analysis for mice we demonstrate statistical inference 363 
of both 𝜇  and 𝛼  parameters for genes’ RNA counts. 364 
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category) are more variable expressed and ranks variability of individual genes within each 369 
set  (32).  The  tool  is  also  available  as  standalone  program  and  can,  in  principle,  be  easily 370 
integrated  into  RNA‐Seq  analysis  pipelines.  PathVar  enables  case‐control  pathway‐based 371 
interpretation of gene expression variability, but can also compare a single group of samples 372 
against a background distribution (99). This tool is available from Bioconductor collection of 373 
packages,  provides  a  broad  choice  of  variability  measures  and  can  also  become  part  of 374 
routine transcriptome analysis. 375 
Another tool, MDseq employs a generalized linear model (GLM) to estimate statistically 376 
significant  changes  in  both  expression  mean  and  variability  in  response  to  experimental 377 
factors (74). Although MDseq considerably expands the standard GLM approach employed 378 
in many tools for differential gene expression analysis, its current implementation seems to 379 
be  limited  to  a  fixed  effect  negative  binomial  (NB)  model  (74).  To  that,  MDseq 380 
parametrization  of  the  NB  implies  a  linear  mean‐variance  relationship  for  RNA  counts: 381 
𝑉𝑎𝑟 𝑋 𝜇𝜑, while many RNA‐seq studies suggest a quadratic relationship (58). In fact, a 382 
quadratic  mean‐variance  relationship  originates  from  the  mixed‐Poisson  nature  of  a 383 
stochastic process driving the RNA synthesis and degradation (21, 40, 66, 72). 384 
In brief, for a mixed‐Poisson processes, the Poisson rate (𝜇), represented by a ratio of 385 
RNA synthesis  to degradation  rates,  is assumed  to be a  random variable with expectation 386 
𝐸 𝜇  𝜇 and the variance defined by an underlying mixing distribution 𝑔 𝜇 . The mixed 387 




,  where  mixing  distribution  𝑔 𝜇   can  take  on  any  parametric  form 389 








(1st  summand)  and  non‐Poisson  (2nd  summand)  parts  as:  𝑉𝑎𝑟 𝑋  𝜇 𝛼𝜇 ,  𝑐𝑣 𝑋398 
𝜇 𝛼  respectively  (44, 79). Non-Poisson variation – 𝛼  is  often  referred  to  as  the 399 
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overdispersion  parameter  or  the  biological  coefficient  of  variation  (𝛼 𝑏𝑐𝑣 )  (58).  The 400 
Poisson  and  non‐Poisson  variation  are  also  assigned  as  “intrinsic”  and  “extrinsic” 401 
respectively  (68). Thus,  the goal of differential gene expression analysis  is  to estimate  the 402 
average RNA copy number ‐ 𝜇, while  that of differential gene noise analysis  is  to estimate 403 
overdispersion ‐ 𝛼 from a distribution of RNA counts. 404 
A showcase for differential gene expression variability analysis using GAMLSS 405 
Here  we  propose  to  utilize  GAMLSS  to  assess  the  effects  of  biological  factors  on  a 406 
gene’s Poisson (𝜇 ) and non‐Poisson (𝛼) variation. GAMLSS stands for generalized additive 407 









To  demonstrate  GAMLSS  at  work,  we  provide  a  brief  re‐analysis  of  age‐dependent 417 
changes  in the overdispersion (non‐Poisson variation)  for genes expressed  in  liver samples 418 
taken  from  young  and  old  C57BL/6J  mice  (61).  All  computer  programs  used  here  and 419 
description  of  the  analysis  are  available  as  GitHub  repository 420 
(https://github.com/Vityay/ExpVarQuant). 421 
We  modeled  genes’  RNA  counts  using  the  𝑁𝐵 𝜇, 𝛼   distribution  parametrized  with 422 
respect  to  the mean  (𝜇)  and  non‐Poisson  variation  (𝛼)  in  such  a  way  that  the  quadratic 423 
mean‐variance  relationship  holds.  The  probability  mass  function  for  independent  and 424 
identically distributed RNA counts (𝑋) for a given gene: 𝑋 ~ 𝑁𝐵 𝜇, 𝛼  is defined as: 425 
  𝑃 𝑋 𝑥 , 426 
with  expectation  (mean)  and  variance  of  RNA  counts: 𝐸 𝑋 𝜇, 𝑉𝑎𝑟 𝑋 𝜇 𝛼𝜇 , 427 
and 𝑐𝑣 𝑋 𝜇 𝛼. 428 
Then, we specified a GAMLSS model to account for the age (young – 5 months and old – 429 
20 months old mice) effect on both the mean RNA counts and the overdispersion: 430 
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log 𝑋 ~𝑎𝑔𝑒 𝛽 𝑙𝑜𝑔 𝑁 , 431 
log 𝛼 ~𝑎𝑔𝑒 𝛽 , 432 
where  𝑖 1, … , 𝑛  is  𝑖   observation  of  gene’s mRNA  counts  (𝑋 );  𝑗 1, … , 𝑝  is  𝑗   factor 433 
level (young – 5 weeks, old – 20 weeks); and 𝑙𝑜𝑔 𝑁  is offset vector represented by library 434 
sizes.  The  first  equation of GAMLSS  specifies  a model  of  a  factor effect,  namely 𝑎𝑔𝑒 ,  on 435 
library size (𝑁 ) normalized mean mRNA counts (𝜇 𝑒 , 𝑐𝑝𝑚 10 𝜇 ). Essentially, this 436 
part  of  the  model  corresponds  to  a  GLM  model  of  differential  gene  expression  (58), 437 
however, GAMLSS  allows  for more  flexibility  as  random effects  and  smoothing  terms  can 438 
also  be  included  (91).  The  second  equation  of  GAMLSS  models  a  factor  effect  on  non‐439 
Poisson  noise  (𝛼),  where  𝛽   is  a  maximum‐likelihood  estimation  of  overdispersion 440 
parameter (𝛼 𝑒 ). 441 
Significance  values  of  age‐mediated  changes  in 𝜇  and 𝛼  parameters  of  the 𝑁𝐵 𝜇, 𝛼  442 
were  assessed  for  each  gene  with  likelihood  ratio  tests  (LR).  For  a  given  gene,  LR  test 443 
statistic  for  changes  in mean RNA  counts  between old  and  young mice was  calculated  as 444 
following: 445 
𝐷 2𝑙𝑜𝑔    
   
2𝑙𝑜𝑔
ℒ ,   
ℒ ,   
, 446 
Where  the  reduced model  omits  factor  effect  (age)  from  the model  of 𝜇:  log 𝑋 ~𝛽447 
𝑙𝑜𝑔 𝑁 , while the age effect on non‐Poisson noise was still accounted for. It can be readily 448 
noted  that  the estimation of differential gene expression by GAMLSS differs  from  that by 449 
classical GLM as the latter estimates only the shared overdispersion (58). In brief, the GLM 450 
model is specified as: 451 
log 𝑋 ~𝑎𝑔𝑒 𝛽 𝑙𝑜𝑔 𝑁 , 452 
log 𝛼 ~𝛽   453 
in GAMLSS notation and the LR test statistic is calculated as: 454 
𝐷 2𝑙𝑜𝑔
   
   
2𝑙𝑜𝑔
ℒ ,  | 





𝐷 2𝑙𝑜𝑔    
   
2𝑙𝑜𝑔
ℒ ,   
ℒ ,   
. 459 
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𝐷 , 𝐷  and 𝐷  are asymptotically 𝜒 ‐distributed with degrees of freedom equal to a 460 
difference between the number of compared models’ parameters. Thus, from this example 461 
it is clear that GAMLSS is an extension of a GLM model allowing for the estimation of factor 462 
effects  on  both  parameters  of  the  distribution  of  RNA  counts,  namely  mean  and 463 
overdispersion (non‐Poisson noise). 464 
We  excluded  genes with  zero  counts  in  any  of  the  samples  from  the  analysis  as  this 465 
might bias  the estimation of non‐Poisson variation.  In  fact,  an excess of  zeros  in RNA‐seq 466 
data  imposes a certain problem for statistical  inference of  the distribution parameters  for 467 
RNA counts. Indeed, in many cases it is impossible to discriminate whether observing a zero 468 
is  the  result  of  a  gene  being  silenced  or  whether  it  is  observed  due  to  an  insufficient 469 




Having estimated  the parameters 𝜇  and 𝛼  for  liver genes expressed  in young and old 474 
mice, we noted that their absolute values were practically uncorrelated (𝜌 𝜇, 𝛼 → 0). This 475 
could be attributed directly to the given parametrization of the 𝑁𝐵 𝜇, 𝛼 , which implies an 476 
asymptotic  independence  of  the  estimated  parameters.  It  follows  from  the  Fisher 477 
information matrix  as  its  element  𝐼 𝐸 log 𝑃 𝑋| 𝜇, 𝛼 0.  To  that,  changes  in 478 
the  mean  gene  expression  and  the  non‐Poisson  variation  occurring  with  age  were  also 479 
almost uncorrelated  (𝜌 ∆𝜇, ∆𝛼 → 0).  Testing under  the assumption  that  the cellular RNA 480 
concentration (total number of RNA molecules per cell)  is the same for the samples taken 481 
from young and old mice, we scored about a comparable number of genes  for which  the 482 
mean  RNA  counts  either  increased  or  decreased  significantly  with  age  (Fig.  2A,  3A). 483 
Estimation  of  the  mean  also  yielded  the  estimation  of  the  Poisson  variation  as  they  are 484 
reciprocal to each other (Poisson variation = 𝜇 ). In contrast to the Poisson variation, non‐485 
Poisson  variation  increased  with  age  (Fig.  2B).  Importantly,  applying  the  GAMLSS  model 486 
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of  likelihood ratio test for factor effects on non‐Poisson variation. This  is evident from the 491 
power analysis of LR tests for fold changes in mean and overdispersion (Fig. 2C, D). Although 492 




the  NB  parameters  for  test  samples.  Then,  LR  tests  were  applied  comparing  simulated 497 
reference samples 𝑁𝐵 𝜇 , 𝛼  with test samples 𝑁𝐵 𝛿𝜇 , 𝛼  and 𝑁𝐵 𝜇 , 𝛿𝛼 . The power 498 
of LR tests for 𝜇 𝛿𝜇  (Fig. 2C) and 𝛼 𝛿𝛼  (Fig. 2D) was then estimated as proportion 499 
of true positives at significance level of < 0.05. Obviously for all tested configurations of NB 500 
(𝜇 :  10, 100,1000   and  𝛼 :  0.1, 0.25,0.5 )  the  power  of  LR  tests  for  mean  and 501 
overdispersion increased with an increasing sample size. To that, the power of LR tests for 502 
fold  changes  in mean  counts  (Fig.  2C)  is  higher  than  that  of  non‐Poisson  noise  (Fig.  2D). 503 
Unexpectedly  though,  the  power  of  LR  tests  tends  to  increase,  especially  for  the  tests 504 





To  identify  biological  pathways  associated  with  the  age‐mediated  increase  in  non‐510 
Poisson  variation,  we  fitted  a  ridge  regression  model  to  the  log2  fold  change  in 511 
overdispersion using KEGG annotations of genes as a model matrix (Fig. 4A) (35, 43). Such 512 
an approach circumvents  the problem of pathways overrepresentation analysis associated 513 
with the necessity  to select a  threshold  for statistical significance.  It  is also well suited  for 514 
the  analysis  of  non‐Poisson  variation  when  a  common  trend  for  genes  is  to  increase  in 515 
variability with age. As a result, the KEGG‐pathway ridge regression model revealed several 516 
pathways,  such  as  the  complement  and  coagulation  cascades,  amino  acid  (Val,  Leu,  Ile) 517 
degradation,  chemokine signaling and others  for which non‐Poisson variation  increased  in 518 
aged mice (Fig. 3B, 4B). 519 
Fluctuation‐response relationship for RNA counts 520 
Gene  expression  noise  is  thought  to  drive  gene  expression  plasticity  due  to  a 521 
fluctuation‐response  relationship  (49,  84).  This  implies  that  an  absolute  change  in  the 522 
Downloaded from www.physiology.org/journal/physiolgenomics at Biblio der Rijksuniversiteit (129.125.166.130) on April 8, 2019.
expectation (µ) of some measurable quantity (X) in response to an influence is proportional 523 
to  its  initial  variance: |𝜇 𝜇 |~𝑉𝑎𝑟 𝑋 .  However,  this  relationship  holds  only  true  for 524 
Gaussian‐like  distributed  quantities  under  the  assumption  of  a  fixed  variance: 525 
𝑉𝑎𝑟 𝑋 ~𝑉𝑎𝑟 𝑋 .  Nonetheless,  if  log  transformed RNA  counts  approximate  a Gaussian‐526 
like  distribution,  then  the  fluctuation‐response  relationship  takes  on  the  following  form: 527 
|log 𝜇 /𝜇 |~𝛼 𝑏𝑐𝑣 ,  as  a  result  of  the  Taylor  expansions  for  the moments  for  genes 528 
expressed  at  large  copy  number  (𝜇 ≫ 1).  We  noted  a  modest,  but  significant,  positive 529 
correlation  between  absolute  log2  fold  changes  in  the mean  gene  expression  for  old  and 530 
young  mice  with  non‐Poisson  variation  for  young  mice  (Fig.  5A).  A  lack  of  a  stronger 531 
correlation could be due to the violation of the fluctuation‐response assumption of a fixed 532 
variance or overdispersion for  log‐transformed variables.  In general,  this substantiates the 533 
fluctuation‐response relationship for the RNA copy number.  534 
 535 
Estimates  of  gene  variation  from  tissues  retain  information  on  gene  state 536 
determinants of non‐Poisson noise. 537 
Finally,  we  wondered  if  the  estimate  of  non‐Poisson  variation  from  RNA‐sequencing 538 
data of  cell  populations  contain  information on  gene  state determinants.  To  this  end, we 539 
compared  the  genes’  non‐Poisson  variation  estimates with  their  promoter DNA‐sequence 540 
composition. First, we noted that on average, that the non‐Poisson variation was higher for 541 
genes  that were regulated by TATA‐containing promoters  (Fig. 5B). Second,  in accordance 542 
with  the  fluctuation‐response  relationship  (Fig.  5A),  aging  induced  more  pronounced 543 








A  connection  between  the  gene  expression  variability  measured  on  different  levels: 552 
cell‐to‐cell, inter‐individual and inter‐population has been suggested previously (23, 25). The 553 
rapid development of accessible and cost‐efficient methods for single‐cell RNA‐seq (scRNA‐554 
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seq)  will  provide  us  with  improved  estimates  of  cell‐to‐cell  variability  in  gene  expression 555 
(70).  Flow  cytometry  techniques  can  help  in  the  further  separation  into  (so  called  /  the 556 
suggested) macro‐heterogeneity, which is the variability that encompasses both the on‐ and 557 
off‐  state of genes, as well as  the micro‐heterogeneity, which  represents  the variability  in 558 
gene expression of genes in different (37). Further, recently generated large transcriptome 559 
datasets  for  hundreds  of  individuals  (2,  47)  should  increase  our  understanding  of 560 
transcriptome variability at population level. 561 
Apart  from  transcriptomics data,  large  sets of epigenetics data will be of great value. 562 
For example, the changing landscape of histone modifications with age has been established 563 
(89), as has  the property of histone modifications  to be associated with  the average gene 564 
expression  and  variation  in  gene  expression  (108).  Similarly,  the  beneficial  effects  of 565 







to  be  a  discrepancy  between  the  amount  of  RNA  transcribed  and  the  amount  of  the 573 
matching protein being produced within  samples  (64).  Yet, many principles of  gene noise 574 
have been derived by quantifying reporter genes expression on protein level, such as two‐575 
color  reporter  assay  (26,  94).  To  that,  derivations  of  protein  fluctuations  from  theoretical 576 
models  of  stochastic  gene  expression  highlight  the  contribution  of  RNA‐level  noise  to 577 
protein‐level  noise  (68).  Thus,  it  makes  it  reasonable  to  propose  that  gene  expression 578 
variability might propagate from RNA to protein, from protein to cell, from cell to tissue and 579 
from tissue to organism. 580 
To  conclude,  the  analysis  of  differential  transcriptome  variability  complements  the 581 
standard  analysis  of  differential  gene  expression  and  reveals  another  dimension  of 582 
expression analysis. With the further development of tools and with a wider acceptance of 583 
these  methods,  we  will  advance  our  understanding  of  the  mechanisms  underlying  the 584 
regulation of transcription, common physiological traits and disease predispositions. 585 
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Table 1. Commonly used measures of variability 586 
Coefficient of variation (signal to noise ratio)  𝑐𝑣 𝜎/𝜇 
Fano factor (noise strength)  𝐹 𝜎 /𝜇 
Median Absolute Deviation from the Median 𝑀𝐴𝐷 𝑚𝑒𝑑𝑖𝑎𝑛 𝑋 𝑋  
Coefficient of Dispersion  𝐶𝑂𝐷 𝑀𝐴𝐷/𝑋 
Quartile Coefficient of Dispersion  𝑄𝐶𝑂𝐷 𝑄 𝑄 / 𝑄 𝑄  
𝑋 ‐ median; 𝑄  and 𝑄  are the 1st and 3rd quartiles respectively. 587 
 588 
Figure legends 589 
Figure  1.  A model  depicting  factors  influencing  the  gene  expression  variability/noise.  Key 590 
equations depicting  the partitioning of  variance  and  squared  coefficient of  variations  into 591 
Poisson  (blue,  Pois.)  and  non‐Poisson  (red,  non‐Pois.)  variability/noise  are  shown.  Such 592 
partitioning  holds  true  for  any mixed‐Poisson  distribution,  where  the  Poisson  rate 𝜇  is  a 593 
random  variable  distributed with  expectation  〈𝜇〉  and  variance 𝑉𝑎𝑟 𝜇 .  Key  equations  for 594 















B)  GAMLSS  estimation  of  non‐Poisson  variability  in  mRNAs  copy  numbers  (left  panel).  A 610 
scatter  plot  of  genes’  estimates  of  non‐Poisson  variability  in  young  and  old mice  (middle 611 
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panel) and a boxplot of  log2  fold changes  in non‐Poisson variability with age  (right panel). 612 
Genes  for which  the  non‐Poisson  noise  increased  or  decreased  significantly with  age  are 613 
marked in red or blue respectively. 614 
C) Heatmap depicting a power analysis of the likelihood ratio (LR) test for fold changes (𝛿) in 615 
𝜇   (mean  counts).  For  each  power  analysis  (1000)  pairs  of  samples  from  reference 616 
𝑁𝐵 𝜇 , 𝛼   and  test 𝑁𝐵 𝛿𝜇 , 𝛼   distributions were  simulated with 𝜇 ∈ 10,100,1000 , 617 
𝛼 ∈ 0.1,0.25,0.5   and  𝛿 ∈ , , … ,3,4 .  Sample  sizes  were  5,10, … ,100,1000 .  Null 618 







numbers  (expressed  as  log2(cpm))  for  young  (green,  n  =  6)  and old  (red,  n  =  6)  C57BL/6J 626 
mice.  Whiskers  extend  to  minimum  and  maximum  values.  Middle  panel,  boxplots  of 627 
log2(cpm)  residual  values  corrected  for  genes’  grand mean  expression  for  young  and  old 628 
mice (~ gene). Lower panel, boxplots of log2(cpm) residuals corrected for genes’ group‐wise 629 
mean expression  in young and old mice  (~gene:age). The middle panel serves to  illustrate 630 
differential  gene  expression,  while  the  lower  panel  shows  whether  the  gene  expression 631 
variability  is  affected  by  age.  Genes  were  selected  based  on  significance  of  the  age‐632 
mediated  changes  in  mean  mRNA  counts  (A,  FDRcpm  ≤  0.05)  or  changes  in  non‐Poisson 633 
variability (B, FDRnon‐Pois. variability ≤ 0.05). For (B), note an increase in log2(cpm) variability for 634 
selected  genes  in  population  of  20  weeks  old  mice  due  to  an  increase  in  non‐Poisson 635 
variability with age as compared to 5 weeks mice. Left panel in (B) shows genes associated 636 
with complement and coagulation cascades according to KEGG annotation, the right panel 637 











age‐mediated  responses  in  the  mean  mRNAs  counts.  Gene  expression  responses  are 648 






old mice  (young,  upper panel)  and absolute  changes  in  the mean  gene expression  (lower 655 




levels  between  old  and  young  mice.  Genes  containing  a  TATA‐box  in  any  of  these 660 
combinations in their promoters tend to have a higher non‐Poisson variability and respond 661 
stronger  to  age  with  respect  to  the  changes  in  mean  expression  levels.  The  Pearson 662 
correlation coefficient and significance are indicated.   663 
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● promoter fluctuation: kon / koff
Downstream / Poisson:
● RNA synthesis rate: λ






● Expectation: E�RNA� = 〈µ〉
● Variance: Var�RNA� =  〈µ〉    +   Var�µ�














System state variables: Regulatory variables: Gene state variables: Gene expression parameters:
Two-state promoter model:
● burst size & freq.: b = λ / koff ;  fb = kon / γ
● cv²�RNA� = 〈µ〉-1 + cv²(µ) = 〈µ〉-1 +  fb-1
● E�RNA� = 〈µ〉 = bfb 
● Var�RNA� =  〈µ〉  + Var�µ� = 〈µ〉 + 〈µ〉² fb-1 
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power of the LR-test for counts:
NB(μ0, α0) vs. NB(δμ0, α0)
H₀: μ0=δμ0, H₁: μ0�δμ0
power = P(reject H₀ | true H₁)
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power of the LR-test for non−Poisson noise:
 NB(μ0, α0) vs. NB(μ0, δα0)
 H₀: α0=δα0, H₁: α0�δα0
 power = P(reject H₀ | true H₁)
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Metabolism by cytochrome P450





Drug.metabolism by other enzymes
Peroxisome




Adrenergic signaling in cardiomyocytes
Chemokine signaling pathway
Val, Leu, Ile degradation
Complement and coagulation cascades
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