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Recent  research  in  mobile  ad  hoc  networks  (MANETs)  has  been  studying  the 
feasibility of provisioning the Quality-of-Service in such a network. One major factor 
that makes this a difficult task is the node mobility, which induces a dynamic network 
topology and makes a multi-hop path susceptible to abrupt breakage when any of its 
constituent links breaks. It is therefore desirable to acquire predictive knowledge of 
the  path  lifetime,  which  reflects  its  reliability  and  is  closely  associated  with  the 
lifetime of each constituent link. 
We first study how node mobility impacts the lifetime of a path in the MANET, 
and propose three algorithms that employ link age as the decision parameter to select 
the  best  path  from  all  available  paths  between  the  sender  (source)  and  recipient 
(destination) of data for transmissions. Performance evaluation results show that these 
path-selection algorithms achieve a robust performance in choosing a path that meets a 
specified path-lifetime requirement. 
We next propose the Mobile-projected Trajectory (MPT) algorithm that employs 
four  periodically  measured  distances  between  two  nodes of  a  link  to  compute the 
relative movement trajectory and the remaining lifetime of a link. This algorithm is 
based on linear curve fitting, and does not require any knowledge of node position, 
speed,  and  direction.  To  account  for  the  frequent  occurrences  of  velocity  change 
during the link lifetime, we propose a simple velocity-change detection test that is 
augmented  to  the  MPT.  The  new  algorithm,  Mobile-Projected  Trajectory  with  
Velocity  Change  Detection,  improves  the  performance  of  the  algorithm  by  re-
computing  the  remaining  link  lifetime  more  accurately  after  a  velocity  change  is 
detected.    
We also propose a novel link lifetime prediction algorithm based on the Unscented 
Kalman Filter, which casts the link lifetime as a non-linear dynamic system model, 
and  recursively  estimates  its  states  to  compute  the  remaining  link  lifetime. 
Performance evaluation of the proposed algorithm demonstrates robust performance to 
estimate  the  link  lifetime  while  nodes  move  along  various  trajectories  induced  by 
velocity changes. 
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Chapter 1  Introduction 
 
 
1.1  Overview of Existing Wireless 
Network Paradigms 
 
 
Over the last three decades, the field of wireless communications has enjoyed an 
explosive  growth  in  both  technological  research  and  commercial  deployment. 
Advances made in this field have profoundly changed people’s daily lives around the 
globe. Along with breakthroughs in microelectronics and the proliferation of personal 
mobile computing devices, a variety of wireless networks have evolved from fixed 
landline  networks  to  provide  a  diverse  array  of  communications  services 
encompassing textual, audio, and video transmissions.  
Most of today’s commercially deployed wireless networks can be categorized into 
three popular paradigms, Wireless Cellular Networks (WCNs), Wireless Local Area 
Networks (WLANs), and Wireless Sensor Networks (WSNs). The WCN, as illustrated 
in Figure 1-1, is the most widely deployed wireless network today. In this network, 
communications  between two mobile  nodes are  established  by  an  infrastructure of 
base stations that are equipped with sophisticated hardware and software to process 
tasks  such  as  channel  assignment,  data  packet  coding/decoding,  and 
routing/forwarding operations. Communications in the WCN can be characterized as 
single-hop, since a mobile node needs only to be connected a base station for the 
communication with a remote node to be established.   
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When the first-generation WCN, known as the Advanced Mobile Phone System 
(AMPS), was deployed in 1983, it was based on Frequency-Division Multiple Access 
(FDMA)  and  exclusively  supported  voice  traffic  as  an  alternative  means  of 
communications  to  the  fixed-line  telephone  networks.  In  the  ensuing  years,  more 
sophisticated cellular networks based on technologies such as Time-Division Multiple 
Access (TDMA) and Code-Division Multiple-Access (CDMA) have been developed 
that  are  increasingly  capable  of  supporting  multimedia-intensive  and  data-centric 
services.  Examples  of  wireless  cellular  networks  in  use  today  include  Personal 
Communications Services (PCS) and Universal Mobile Telephone Services (UMTS) 
[67]. These networks provide long-range communications between users on a global 
scale.   
      
 
Figure 1-1: A wireless cellular network. 
 
WLANs, on the other hand, represent a network paradigm that is similar to the  
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cellular technology, but support communications services in a much more localized 
area,  e.g.,  an  office  building.  As  shown  in  Figure  1-2,  the  WLAN  infrastructure 
consists of wireless Access Points (APs) that are positioned strategically across a local 
area to maintain network connectivity. One or several APs also serve as the gateways 
to the Internet. Like the WCN, the WLAN can also be characterized as a single-hop 
communications network. A mobile node establishes connection with one of the APs 
when it moves within the AP’s coverage, and the data packets are transmitted via the 
intermediate APs to reach the gateway AP, connecting the user with the Internet. The 
growth  of  WLAN  has  spurred  the  development  and  commercialization  of  various 
mobile devices—cellular phones, laptops, personal digital assistants (PDAs), etc.—
that  support  myriad  communications  services  since  the  late  1990s.  Because  of  its 
localized nature, the WLAN is capable of providing multimedia-intensive, real-time 
services to its users in the service area [67].  
The WSN has been developed as a data-gathering network paradigm to be widely 
deployed in applications such as battlefield surveillance, environment monitoring, and 
traffic control. As illustrated in Figure 1-3, the sensors are scattered in a geographical 
area and must cooperate with each other to establish overall connectivity, forming a 
random network topology. The objective of the sensor network is to collect relevant 
information in the covered area (e.g., the degree of vibration in a bridge, the ground 
temperature on a prairie, etc.) and transmit this information to a data-collecting station, 
known as the sink, which is located either inside or outside of the sensor network area. 
Data transmissions in a WSN can be characterized as multi-hop transmissions, because 
the collected data are usually routed through several sensors before reaching the sink.  
Although the sensors remain stationary, the network connectivity can be dynamic over 
time as  it  is constantly  influenced  by  factors such as  battery power depletion and 
weather conditions. Consequently, the WSN induces a dynamic network topology in  
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which  connections  between  neighboring  sensors  are  established  and  torn  down 
frequently, impacting the flow of data from the sensors to the sink. 
 
 
Figure 1-2: A wireless local area Network. 
 
These  three  network  paradigms  each  have  their  unique  characteristics.  In  the 
WCN, although mobile nodes often move at high mobility, there exists a permanent, 
fixed backbone of powerful base stations to provide a stable network topology. As a 
result, an established traffic session between two mobile nodes has a low probability 
of experiencing disruptions. However, mobile nodes that are not in the coverage area 
of any base station are isolated and cannot establish connections with any node. In a 
WLAN,  the  infrastructure  as  formed  by  the  APs  also  maintains  a  stable  network 
topology in an environment where user mobility is expected to be low. In a WSN, all 
the sensors are stationary and clustered together in a geographical area. Data in the 
network are routed in a peer-to-peer fashion and are congregated towards the sink, and  
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each sensor can be either a source of the data or a relay to forward data for other 
sensors. 
 
 
 
Figure 1-3: A wireless sensor network. 
 
 
1.2  Introduction to Mobile Ad Hoc 
Networks 
  
 
In real life, we often encounter situations where a mobile node attempts to reach 
another remote mobile node, only to find that there does not exist a communications 
infrastructure that would allow the connection to be established. For example, suppose 
a group of All-Terrain Vehicle (ATV) enthusiasts is organizing an ATV tournament in 
sink  
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the middle of the dessert. Because of the remoteness and isolation of the location, it 
does  not  bode  well  economically  for  wireless  service  providers  to  establish  a 
permanent network infrastructure there. The organizers, contestants, and spectators of 
the tournament who seek connectivity will find themselves unable to communicate 
with each other in such an environment. In this scenario, we must find another way to 
establish and maintain connectivity among all mobile nodes in the area. The answer to 
this challenge is the mobile ad hoc network (MANET).    
A MANET consists entirely of mobile, autonomous nodes that do not constitute a 
permanent, fixed infrastructure to support communications services. As illustrated in 
Figure 1-4, since any of the nodes can be either a source, a destination, or a relay of 
data, all the nodes in the network must self-organize and cooperate with each other in 
order to establish connection for a traffic session between two remote nodes. Since all 
the nodes can freely move about in the network area, the network topology is dynamic 
over time. Furthermore, the network has to contend with the scarcity of resources such 
as  bandwidth  and  battery  power  in  the  nodes,  thus  limiting  the  node  lifetime  and 
functionality. A MANET is most suitable for applications that require ad hoc, rapid 
deployment  of  a  communications  network  in  an  environment  lacking  permanent 
infrastructure. Some of its applications include battlefield operations, disaster relief, 
vehicular communications, trade shows, and sporting tournaments. 
In order to carry out the task of data routing between the data sender and recipient, 
the MANET is faced with unique challenges that are not encountered in the other 
wireless networks. Data routed from the source to the destination typically traverse 
through a communications path that consists of multiple intermediate relay nodes to 
the source and the destination. This path is termed a multi-hop path. Since the network 
topology  is  inherently dynamic, the path  is prone to frequent and abrupt breakage 
while data are being routed. Any of a number of factors, such as mobility, physical  
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obstruction, thermal noise, multi-path fading, signal interference, weather conditions, 
etc.,  could  lead  to  the  path  breakage,  resulting  in  the  disruption  of  data  flow. 
Therefore, guarding data transmissions against path breakage is an important research 
topic in the field of MANET routing. 
 
 
Figure 1-4: A mobile ad hoc network. 
 
From a data-centric point of view, routing in a mobile ad hoc network can be 
generally categorized into two classes, best-effort and Quality-of-Service (QoS). In a 
best effort-based routing protocol, the source and the intermediate nodes along the 
path do their best to deliver the data to the intended destination, without making any 
guarantee of the quality of delivery. Consequently, data could arrive at the destination 
with missing packets and/or with a much longer latency than an acceptable delivery 
time  frame.  Applications  for  which  a  best-effort  scheme  is  suitable  may  include 
simple, textual data such as e-mail and Short Message Service (SMS). A QoS routing 
src 
dest  
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scheme, on the other hand, must first guarantee that it can meet an explicit set of 
requirements demanded by the application before data transmissions can commence. 
A  few  well-established  QoS  requirements  include  the  end-to-end  delivery  latency 
bound,  data  loss,  degree  of  fault  tolerance,  and  available  bandwidth  along  every 
constituent link of the path. Obviously, QoS routing places a higher premium on the 
resources  involved  in  data  transmission  and  the  knowledge  on  path  quality. 
Applications  that  benefit  from  QoS  routing  include  those  that  deliver  real-time, 
multimedia-intensive data such as video and audio traffic sessions. 
Both  best-effort  and  QoS  routing  classes  have  been  extensively  studied, 
developed, and implemented in WCNs and WLANs. What makes them, and especially 
QoS routing, a daunting task in the MANET is that it must confront a number of 
challenging  issues,  including  the  lack  of  fixed  infrastructure  with  stationary  and 
powerful  base  stations,  node  mobility,  limited  resources,  and  the  multi-hop 
characteristics of a path. Within such a topologically dynamic network, the task of 
robust data routing makes it imperative to find a reliable, long-living path along which 
transmitted packets are least disrupted. 
 
 
1.3  Node Mobility and Path Lifetime in 
MANET 
 
 
Node mobility is the dominating factor that impacts the reliability of a multi-hop 
communications path in the MANET. In our study, we consider the lifetime of a path 
to be directly related to path reliability, which in turn is associated with the lifetime of  
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each constituent link along the path. The establishment and breakage of a link between 
two mobile nodes is said to be mobility-induced. That is, a link is alive, or up, when 
the  Euclidean  distance  between  two  mobile  nodes  is  less  than  or  equal  to  the 
transmission range of each other
1. Similarly, when the distance between the nodes is 
greater than the transmission range, the link is said to have broken. Subsequently, we 
define the full link lifetime (FLL) as the continuous duration from the first moment the 
link is up to the instant it breaks. We also define the residual link lifetime (RLL) at 
time t (0≤t≤FLL), denoted as RLL(t), as the duration from time t until the time that the 
link  breaks,  i.e.,  RLL(t)+t=FLL.  These  terminologies  shall  be  used  recurrently 
throughout this dissertation. 
To ensure that data packets can be routed along a reliable path, it is desirable to 
gain  some  predictive  knowledge  of  the  path  lifetime  before  data  transmissions 
commence. The establishment and breakage of a multi-hop path can be defined based 
on lifetimes of its constituent links. A path is up when there exists a chain of links 
between the source and the destination that enable the connection between the two 
nodes. The residual path lifetime (RPL), denoted as RPL(t), is defined as the duration 
measured from time t while the path has been up to the time when the first constituent 
link on the path breaks. Thus, the RPL of a path is the minimum of the RLLs of its 
constituent links. It stands to reason that in order to predict when a path breaks, we 
need learn of when any constituent link breaks first. 
The residual path lifetime is defined in the context of a multi-hop path after its 
discovery in the MANET. A path may have been in existence since some time t0, long 
before it is discovered by some route-searching protocol, and it becomes useful only 
when it is needed by a node that either uses it immediately to send data packets, or 
                                                 
 
1  In  this  dissertation,  we  assume  that  nodes  in  a  MANET  all  have  the  same 
transmission range.  
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caches it as a back-up path to the current path. Therefore, the adjective “residual” 
refers to the remaining path duration from some time t≥t0 to the time it breaks. In this 
dissertation, we shall use the two terms “residual path lifetime” and “path lifetime” 
interchangeably, when the context is clear. 
We  also  study  the  problem  of  the  prediction  of  residual  link  lifetime  in  the 
MANET. To address this problem, we assume that there is relatively little information 
available to the RLL-prediction algorithm with which to compute the residual link 
lifetime. This is because we cannot expect each node in a large-scale network to be 
equipped with sophisticated hardware and software, which would incur a substantial 
cost of deployment. Rather, the functionality of the nodes can be rudimentary in order 
to achieve the economy of scale for mass-manufacturing. Possessing the predictive 
knowledge of residual link lifetime can greatly aid the mobile nodes in searching for a 
long-living  path  along  which  to  transmit  the  data.  In  turn,  having  the  predictive 
knowledge of when the path will break would allow the sender of the data to take 
appropriate actions to protect the data in transit before it breaks.  
The remainder of this dissertation is organized as follows. Chapter 2 aims to gain 
an  understanding  of  the  behavior  of  mean  residual  path  lifetime  under  several 
popularly used  mobility  models. The reason the  mean RPL  is chosen  for study  is 
because in the literature, some works have proposed using it as a parameter to gain the 
predictive knowledge of a current path lifetime. We study how parameters in these 
mobility models impact the mean lifetime of a path and verify the validity of choosing 
mean RPL as a prediction parameter.  
In Chapter 3, we utilize the knowledge of link age-based link lifetime prediction 
and study its application of the best-path selection in the MANET. Link age is defined 
as the duration from the moment the link first comes into being up to the current time 
instant,  while  it  is  still  up.  Because  of  richness  in  connectivity  in  the  MANET,  
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multiple paths could exist between a source and a destination. Since data transmissions 
require uninterrupted connectivity from the source to the destination, the ability to 
select  the  longest-living  path  from  all  the  available  ones  is  very  desirable.  We 
incorporate the link-age-based RLL-prediction algorithm as a subroutine in several 
path-selection algorithms and evaluate their performance in the network based on two 
selection criteria.  
In Chapter 4, we take a different approach of RLL prediction based on distance 
measurements  between  two  mobile  nodes.  We  prove  a  theorem  that  states  the 
necessity of measuring at least four distances to compute a unique RLL solution when 
the knowledge of node velocity and position is not available. Furthermore, we study 
the effects of systematic and random measurement errors on RLL prediction. These 
serve  as  the  basis  for  the  proposed  Mobile-Projected  Trajectory  (MPT)  RLL-
prediction algorithm, which  employs  four periodically  measured distances  between 
two nodes of the link to estimate the relative trajectory, from which the RLL can be 
computed. We then derive the theoretical upper bound of the prediction inaccuracy 
achievable by any distance measurement-based RLL prediction algorithm when the 
measurement  error  has  an  unknown  but  bounded  distribution.  To  account  for  the 
occurrences of velocity change during a link lifetime, we propose a simple velocity-
change detection (VCD) test and augment it to the basic MPT to improve the accuracy 
of RLL prediction.  
In Chapter 5, we propose an alternative distance  measurement-based algorithm 
that utilizes the Unscented Kalman Filter (UKF). We formulate the link lifetime as a 
non-linear  dynamic  system  model,  and  apply  the  UKF  to  recursively  estimate  its 
states,  from  which  predicted  RLL  can  be  computed.  UKF-based  RLL  prediction 
algorithm  does  not  waste  any  distance  measurement  in  estimating  the  states. 
Performance evaluation is also provided to demonstrate its effectiveness in various  
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velocity-change scenarios. 
Chapter 6 summarizes the work from the preceding chapters, and discusses open 
problems and future research topics.  
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Chapter 2  Mobility and Path 
Lifetime in MANET 
 
 
2.1  Introduction to Mobility and Path 
Lifetime in MANET 
 
 
Node mobility is a major contributor to the dynamics of network topology in a 
mobile  ad  hoc  network,  where  communications  links  between  mobile  nodes  are 
established  and  broken  frequently.  Under  certain  circumstances,  it  can  play  a 
constructive role in improving the performance of the network. Several works have 
explored the benefits of taking advantage of mobility to improve network performance 
[25][34][9]. However, in order to harvest these benefits, it requires a deterministic 
mobility pattern and some coordination among the nodes to move closer to each other. 
When routing data in the MANET, nodes often move independently. Transmissions of 
data packets along a multi-hop path can be easily disrupted if any two nodes of a 
constituent link move away from each other beyond the transmission range. To protect 
the  traffic  session  when  this  happens,  the  intermediate  nodes  have  to  buffer  the 
undelivered packets, while control overhead packets such as Route Error (RERR) are 
generated  to  notify  the  source  of  the  breakage  so that  it  can  launch  a  new  Route 
Request (RREQ) to find an alternative path. Failure to find a new path in a timely 
manner would result in the permanent loss of these queued packets and premature 
termination of the traffic session. If re-transmissions of old data are required at a later  
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time, this could result in a waste of bandwidth and directly affecting the goodput of 
the network (i.e., the ratio of the number of data packets correctly received by the 
intended recipient to the number of transmitted packets). 
Analytically  modeling  the  residual  lifetime  of  a  multi-hop  path  due  to  node 
mobility is a difficult task. Let YL(t) be the random process that denotes the RPL at 
time t of an L-hop path, and Xi(t) be the random process that denotes the RLL of the i-
th constituent link at time t, where  1, , i L = ⋯ . The relationship between the RPL and 
the constituent RLLs can be described by the following equation: 
 
( ) ( ) { } min : 1, , L i Y t X t i L = " = ⋯                      (2-1) 
 
This simple equation belies the complexity of analytically modeling the RPL. Each 
( ) i X t  is not an independent random process. Rather, it is correlated with the links 
both before and after it. This can be visualized in Figure 2-1, where the arrow above 
each node of the four-hop path indicates the direction of node movement. When Node 
C moves towards the right, it both lessens  ( ) 2 X t  and prolongs  ( ) 2 X t  at the same 
time.  The  challenge  therefore  is  to  quantify  the  correlation  between  each  pair  of 
successive link lifetimes along each path. This is difficult, since we assume that each 
node  independently  and  randomly  chooses  its  own  velocity
2.  Because  of  this 
difficulty,  researchers  have  chosen  either  to  make  the  simplifying  assumption  of 
treating  each  ( ) i X t   as  an  independent  random  process  in  order  to  make  the 
mathematics of modeling the RPL more tractable, or to conduct extensive simulations 
to obtain numerical results.  
 
                                                 
 
2 As in physics, we use the word “velocity” to refer to both speed and direction.  
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Figure 2-1: Movements of constituent nodes along a four-hop path in MANET. 
 
A  number  of  papers  published  in  the  literature  have  explored  the  statistical 
distribution  and  the  expectation  of  residual  path  lifetime  in  the  MANET.  Bai, 
Sadagopan, Krishnamachari, and Helmy [3] studied the path duration in simulation 
under  four  mobility  models,  Random  Waypoint,  Freeway  Mobility,  Manhattan 
Mobility, and Reference Point Group Mobility (RPGM), and related the expected path 
duration  to  the  performance  of  reactive  routing  protocols.  They  showed  that  the 
distribution of the RPL could be modeled as exponential, provided that the path was at 
least two hops in length, and that the average relative speed of all nodes in the network 
was  medium  to  high.  Han,  La,  and  Makowski  [32]  treated  the  constituent  link 
lifetimes as independent random processes, and analytically derived the distribution of 
a  multi-hop  path  lifetime.  A  similar  analytical  model  for  computing  the  path 
availability was also proposed by Yu, Li, and Gruber [90]. Turgut, Das, and Chatterjee 
[83] studied the expected path lifetime to investigate the predictability of path lifetime 
under  four  mobility  models  in  simulation,  deterministic,  partially  deterministic, 
Brownian  motion,  and  Brownian  motion  with  drift.  They  concluded  that  the  path 
lifetime could be exactly determined if the mobility pattern of the mobility model was 
absolutely  deterministic,  and  a  more  chaotic  mobility  pattern  would  bring  more 
uncertainty to predicting the path lifetime. The authors also envisioned the use of the 
predictive path lifetime knowledge in a route-discovery protocol.  
In this chapter, we study the characteristics of the mean residual path lifetime. 
A  B  C  D  E 
X1(t)  X2(t)  X3(t)  X4(t)  
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Some published works (e.g., [3][83]) have attempted to use this quantity as a means of 
predicting the residual lifetime of a current path. We conduct extensive simulations to 
examine whether such an approach can be validated, i.e., the mean RPL as a reliable 
prediction parameter for the path lifetime in various mobility scenarios. 
 
 
2.2  Mean Residual Path Lifetime under 
Different Mobility Models 
 
 
Much of the study on the path lifetime in MANET employs extensive simulations 
to empirically investigate its characteristics, where node movements are governed by 
mobility  models.  A  mobility  model  is  a  synthetic  model  defined  by  a  number  of 
mobility attributes, including, but not limited to, distribution of speed, distribution of 
direction, distribution of acceleration, distribution of pause time, correlation between 
consecutive  velocities,  dependency  among  different  nodes  (individual  vs.  group 
movements), etc. Depending on the mobility scenarios, these attributes are selectively 
applied to create as realistic an environment as possible. 
In this section, we study the residual path lifetime of a multi-hop path under three 
popular  mobility  models:  the  Random  Waypoint  Model  (RWP),  Random  Mobility 
Model  (RM),  and  Gauss-Markov  Mobility  Model  (G-M)}.  We  present  a  brief 
introduction  to these  mobility  models,  and  discuss  the  details  that  are  specifically 
adapted in their implementations in setting up our simulations. 
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2.2.1  Overview of the Mobility Models 
 
 
The Random Waypoint mobility model was first proposed by Johnson and Maltz 
[41] and was adopted in simulation for the performance evaluation of Dynamic Source 
Routing (DSR). The network has a closed network area, where each node bounces 
back with a reflected angle once it reaches the network boundary. From its current 
position  in  the  network  area,  each  node  independently  chooses  a  speed  that  is 
uniformly distributed between Vmin and Vmax, where Vmin=0 and Vmax are the minimal 
and  maximal  node  speeds,  respectively.  It  also  independently  selects  a  uniformly 
distributed  destination  in  the  network  area.  The  node  then  moves  towards  the 
destination  with  the  chosen  speed.  Upon  reaching  the  destination,  it  pauses  for  a 
constant  period  before  independently  selecting  a  new  speed  and  destination  again, 
repeating the above procedure.  
Yoon, Liu, and Noble [89] reported that with the original RWP model, the nodes 
would gradually slow down as the simulation time progresses, leading to a declining 
average  node  speed.  Eventually,  the  average  speed  approaches  zero,  with  all  the 
mobile  nodes  clustered  at  the  center  of  the  network  area.  This  is  known  as  the 
clustering effect of the RWP. To mitigate this shortcoming, the authors proposed a 
solution  by  employing  a  non-zero  Vmin.  We  also  adopt  this  solution  in  our 
implementation of the RWP. Furthermore, we allow the nodes to move in a torus. A 
torus can be visualized as having a donut-like shape; it is an open network area in 
which a node that reaches the boundary of a rectangular network area passes through it 
and re-appears  from the opposite boundary,  maintaining  its current velocity. Since 
there can be more than one direction for a node to reach the next destination in a torus, 
the  node  always  chooses  the  one  that  yields  the  shortest  trajectory  to  reach  the  
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destination. This implies that the node could pass through one of its boundaries. The 
use of the torus therefore eliminates the notion of the center of the network area, and 
consequently mitigates the clustering effect. 
The  Random  Mobility  model,  also  known  as  the  Brownian  Motion  mobility 
model, is based on the 2-D Random Walk process. In the literature, researchers have 
adopted several variants, depending on the specific applications (see, e.g., [70][81]). In 
this  model,  each  node  randomly  and  independently  chooses  a  speed  uniformly 
distributed between 0 and Vmax, and a direction uniformly distributed between 0 and 
2π. It then moves at the chosen velocity for a certain epoch. At the end of this epoch, 
the  node  randomly  and  independently  chooses  a  new  speed  and  direction  and 
continues moving again without any pause. Boleng and Davies [7] have shown that 
because the current speed and direction of the mobile node are independent of its past 
speed and direction, the mobility model can result in movements with sudden stops 
and sharp directional changes. Our implementation of RM adopts this original model. 
The Gauss-Markov (G-M) model [50] is a mobility model initially proposed for 
simulating  node  movements  in  a  PCS  network.  It  introduces  correlation  between 
successive velocity changes to allow more smooth and less drastic transition from one 
velocity  to  the  next,  thus  eliminating  abrupt  changes  in  speed  and  direction,  and 
mimicking more realistic movements. In its original form, a node updates its velocity 
from the previous one by breaking it down to its x and y components in a Cartesian 
system  (for  a  2-D  velocity),  where  each  component  is  Gaussian-distributed  and 
independent of the other. The update is described by the following equations: 
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( ) ( )
( ) ( )
2
1
2
1
1 1
1 1
x x x
n x n x x x n
y y y y
n n y n y y y n
v v v w
v v v v w
a a a
a a a
-
-
= + - + -
= = + - + -
                 (2-2) 
 
In the above equations, 
x
n v  and 
y
n v  respectively denote the x and y components of the 
node velocity at time step n;  x v  and  y v  denote their respective average speeds as n 
approaches infinity; 
x
n w  and 
y
n w  are uncorrelated Gaussian processes with zero mean 
and unit variance, and are independent of 
x
n v  and 
y
n v ; αx and αy denote the correlation 
factors such that  [ ] , 0,1 x y a a Î . The authors of [50] further assumed isotropic velocity 
updates in both x and y components, i.e., αx=αy=α. The node moves at the current 
velocity for a constant epoch, at the end of which a new velocity is updated from the 
current one, and the node continues moving at the new velocity without pause. The 
correlation factor determines the degree of randomness in the mobility model. When 
α=0,  the  current  speed  and  direction  are  independent  of  the  previous  speed  and 
direction, and the mobility model behaves like a RM model. When α=1, the speed and 
direction remain constant throughout the simulation, and the mobility model behaves 
like a constant-velocity fluid mobility model [88]. 
Our implementation of the G-M model follows that provided by Camp, Boleng 
and Davies [7] and adopted for the MANET.  It defines the speed and direction in a 
polar-coordinate system as follows: 
 
( )
( )
1
1
2
1
2
1
1 1
1 1
n
n
n n x
n n x
s s s s
d d d d
a a a
a a a
-
-
-
-
= + - + -
= + - + -
,                   (2-3) 
where sn and dn denote the node speed and direction at time step n, s  and d  represent 
the  mean  values  of  speed  and  direction  as  n ®¥,  and 
1 n x s
-   and 
1 n x d
- denote  the  
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random variables from a Gaussian distribution.  
We  choose  these  mobility  models  because  they  represent  various  degrees  of 
randomness  in  their  respective  node  movements.  The  RM  model  has  the  highest 
degree of randomness, followed by RWP and G-M, which can be tuned to demonstrate 
a more deterministic mobility pattern. Comparisons among these mobility models thus 
allow us to observe the effects of randomness in mobility models that affect the path 
lifetime. 
 
 
2.2.2  Analysis of Mean Residual Path Lifetime 
 
 
We simulate a network of mobile nodes, in which node movements are governed 
by the three mobility models introduced in Section 2.2.1. A list of key simulation 
parameters are presented in TABLE 2-1. These parameters define an ad hoc network 
with a very dynamic topology. The network has a squared area, in which all the nodes 
move under the same mobility model. When node movements are governed by the 
RWP model, the network area is a torus; for RM and G-M models, the network area is 
open that nodes reaching the  boundary will  bounce  back. The simulator randomly 
chooses  a  node  as  either  the  source  or  the  destination.  Once  the  source  and  the 
destination are chosen, we employ the Dijkstra shortest-path algorithm [4] to discover 
a path between them. 800,000 RPL statistics are collected for each of the one-, two-, 
three-, and four-hop paths under each mobility model. 
Guided by an intuitive conjecture that an older link is more likely to break than a 
younger one, we first investigate the effects of the oldest link age of each path on the 
mean RPL. Figure 2-2, Figure 2-3, and Figure 2-4 plot the statistical mean RPL with  
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respect to the oldest link age for the three mobility models. These figures demonstrate 
that, contrary to the intuitive conjecture, the mean RPL in fact remains nearly constant 
with an increasing oldest link age for multi-hop paths under all three mobility models.  
 
TABLE 2-1: SIMULATION PARAMETERS. 
Parameters  Values 
Network Size [m
2]  700´700 
Num. of Nodes  40 
TX Range [m]   150 
Min. Speed [m/s]   5 (RM and RWP) 
Max. Speed [m/s]   20 (RM and RWP) 
Average Speed [m/s]   12.5 (G-M) 
Std. Dev. of Speed [m/s]   3 (G-M) 
Std. Dev. of Direction [degrees]   30 (G-M) 
Pause Time [sec]  5 (RWP) 
Node Velocity Update Interval [sec]   10 (RM and G-M) 
 
This phenomenon can be explained as follows. The intuitive conjecture holds if all 
the constituent nodes along a path continuously move away from each other until one 
of the constituent link breaks. This can be seen in Figure 2-5(a), where the arrow on 
each node of the path  indicates the direction of node movement. However, this  is 
generally not the case when each node's velocity is chosen independent of the others, 
as demonstrated in Figure 2-5(b). When Nodes A and B move towards each other at  
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their independently chosen velocities, the distance between them decreases, leading to 
a longer residual link lifetime for the link l(A,B). This, however, comes at the expense of 
a shortened residual lifetime of the link between B and C, as they move further apart. 
We call these two links, l(A,B) and l(B,C), the adjacent links of a path, and define this 
effect  of  one  link  with  a  longer  RLL  and  the  other  with  a  shorter  RLL  it  as  the 
adjacent link correlation (ALC).  
As illustrated in Figure 2-2 through Figure 2-4, when the oldest link age on a path 
is still very young (e.g., less than 10[sec] in the simulations), the mobile nodes behave 
more like those illustrated in Figure 2-5(a), and the link with the oldest age tends to be 
the first to break on the path. This is confirmed by the rapid decline in mean RPL in 
the figures when the oldest link age is less than 10[sec]. As this link grows older, the 
nodes on the path have entered into a more stable phase, and all the constituent links 
of the path become equally likely to break first, diminishing the effects of the oldest 
link age on the overall path lifetime. The mean RLL therefore becomes uncorrelated 
with respect to the oldest link age on the path. 
In fact, this behavior of non-correlation between the mean RPL and the oldest link 
age can be observed also with respect to any other constituent link of a multi-hop path. 
Furthermore, as the path  length  increases, the  mean RPL decreases at a gradually 
reduced rate. Using Figure 2-2 as an example, it can be seen that for single-hop paths, 
the mean RPL achieves a range from 12[sec] to 15[sec]. With two-hop paths, the 
achieved  mean  RPL  is  substantially  reduced,  ranging  from  5[sec]  to  8[sec].  With 
three-hop paths, it further flattens and decreases to about 3[sec]. With four-hop paths, 
the mean RPL has only slightly decreased to about 2.5[sec]. It can be deduced that this 
decreasing trend shall continue for longer paths. The relative decrease in mean RPL 
will be smaller and smaller with respect to increasing path length, until it eventually 
approaches 0[sec] when the path length approaches infinity.  
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Figure 2-2: Mean RPL vs. oldest link age for various path lengths (RM). 
 
 
Figure 2-3: Mean RPL vs. oldest link age for various path lengths (RWP). 
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Figure 2-4: Mean RPL vs. oldest link age for various path lengths (G-M). 
 
 
 
Figure 2-5: Node movements on a multi-hop path in MANET. 
 
A  B  C  D  E 
A  B  C  D  E 
(a) 
(b)  
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2.3  Effects of Network Parameters on 
the RPL 
 
 
We  now  examine  the  effects  of  network  parameters  on  the  mean  RPL  in  the 
mobile ad hoc network, with the same simulation parameters as given in TABLE 2-1. 
Specifically,  we  study  the  effects  of  the  following  parameters:  node  density,  node 
velocity  update  interval  (NVUI),  and  pause  time.  Node  density  is  defined  as  the 
average number of nodes in a node’s neighborhood
3, and its value is related to three 
other  network  parameters:  the  number  of  nodes  in  the  network  area,  the  size  of 
network area, and transmission range. Therefore, studying node density on the mean 
RPL is equivalent to studying the effects of these three parameters for their respective 
effects. The NVUI parameter defines the time duration  in which a  node  moves at 
constant velocity between two consecutive velocity changes. It is closely related to the 
movement predictability in both Random Mobility and Gauss-Markov models. Note 
that NVUI does not apply to the RWP mobility model. The pause time defines the 
time duration in which a node remains stationary before moving again. It plays an 
important role in affecting the degree of dynamics in the network topology: the longer 
the pause time, the less dynamic the network topology. In this study, it is only defined 
in the RWP model. 
With respect to node density, our investigations have shown that it generates an 
insignificant effect on the mean RPL for a path with a length greater than two hops 
under all three mobility models. Using the RM model as an example, it can be seen 
                                                 
 
3 A node neighborhood is defined as a circular region with the transmission range 
being its radius.  
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that  for  two-hop  paths  in  a  900´900[m
2]  network,  i.e.,  a  node  density  of 
3.49[nbrs/node],  we  have  observed  only  a  very  small  decrease  in  mean  RPL 
(approximately  0.5[sec])  from  a  700´700[m
2]  network  (i.e.,  a  node  density  of 
5.77[nbrs/node]). With longer paths, the difference between the two different node 
densities becomes indistinguishable. This can be explained by the fact that each path is 
discovered using the Dijkstra shortest-path algorithm, which connects the source and 
the destination through intermediate nodes that are as far apart as possible. Having 
more intermediate nodes in between does not affect the search for the shortest path, 
and therefore exerts no influence over the resultant mean residual path lifetime. 
To observe the effects of NVUI on the mean RPL, we select two NVUI values, 
10[sec] and 40[sec], in RM and G-M mobility models. Simulation results show that 
for both mobility models, discernable changes in mean RPL are observed only in one-
hop paths (i.e., the links), whereas the effects become negligible in paths of two hops 
and longer. Figure 2-6 presents the case of links at the two NVUI values. In each 
mobility model, increasing the NVUI slightly increases the mean lifetime of the link 
when the link age is older than 20[sec]. Otherwise, the two curves for each mobility 
model overlap closely. This demonstrates that a link that has already persisted for a 
long time is more likely to have a longer residual lifetime, which contributes to a 
slightly longer mean residual link lifetime.  
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Figure 2-6: Effects of NVUI on the mean RPL in one-hop paths. 
 
The effects of the pause time on the mean RPL in the RWP model are illustrated in 
Figure 2-7, which plots the mean RPL with respect to the oldest link age for a pause 
time of 50[sec]
4. Comparing this figure with Figure 2-3, which has a pause time of 
5[sec], it can be seen that for shorter paths (i.e., one- and two-hop paths), the pause 
time indeed leads to a substantial impact on the behavior of the mean RPL. When the 
pause time is 5[sec], each node does not remain stationary for long, and the network 
topology is very dynamic. The effects of the short pause time on each constituent link 
lifetime of the shorter paths are thus masked by the dynamic mobility of other nodes 
moving  around  the  stationary  node,  and  the  mean  RPL  appears  nearly  constant 
regardless  of  the  link  age.  On  the  other  hand,  when  the  pause  time  is  50[sec], 
                                                 
 
4 Since we have established in Section 2.2.2 that the mean RPL is uncorrelated with 
the age of any constituent link on a multi-hop path, the results presented for the link 
with the oldest link age equally apply to those other links.  
 
- 28 - 
 
neighboring nodes are more likely to remain longer in each other’s transmission range, 
making the overall network less dynamic, leading to a longer mean RPL. Furthermore, 
a longer pause time makes it more likely to find a path along which all the constituent 
nodes are stationary, resulting in a longer RPL. In other words, it is more probable 
with a longer pause time to create alternating moments of dynamic and stable network 
topologies, making the mean RPL more fluctuating at different times. Finally, as can 
be observed in both figures, regardless the length of pause time, an increasing path 
length  would  still  have  a  dominating  impact  in  shortening  the  mean  RPL,  thus 
mitigating the effects of a longer pause time.  
Therefore, we conclude from the results that the mean RPL is a quantity that is not 
significantly  impacted  by  the  key  network  and  mobility  parameters  that  we  have 
chosen to study. Consequently, it will not be able to serve as a reliable parameter for 
predicting the current residual path lifetime. 
 
 
Figure 2-7: Effects of pause time on the mean RPL (RWP). 
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2.4  Summary 
 
 
In this chapter, we investigated the effects of mobility on the residual lifetime of a 
multi-hop  path  in  the  MANET  via  simulations.  We  chose  the  mean  residual  path 
lifetime as the object of our study, since it has been proposed in the literature as a 
parameter  of  path  lifetime  prediction.  Insight  gained  in  this  chapter  may  help  us 
develop a path-selection algorithm for mobile ad hoc networks. 
Three mobility models, Random Mobility, Random Waypoint, and Gauss-Markov, 
were  implemented  to  govern  node  movements  because  they  represented  various 
degrees  of  mobility  randomness  that  would  impact  the  path  lifetime.  Through 
extensive simulations, we have observed that under all the mobility models studied, 
the mean RPL of a multi-hop path is uncorrelated with any constituent link age. In 
addition,  we  examined  the  effects  of  three  network  parameters,  namely  the  node 
density,  node  velocity  update  interval,  and  pause  time.  We  have  found  that  these 
parameters do not contribute to substantial  impact on the  mean RPL of  multi-hop 
paths, neither. We thus conclude from these results that the mean RPL in the MANET 
would not serve as a reliable prediction parameter for path lifetime prediction. 
Since a MANET is usually characterized as a network with a high node density, 
there often exist multiple paths that connect the sender and receiver of the data. It is 
unlikely that these paths would all break simultaneously due to the dynamic network 
topology. Therefore, some paths will have longer lifetimes than the others. It would be 
desirable to be choose a path from all the available ones that is the most suitable to 
route data packets to the destination. In Chapter 3, we take advantage of this richness 
in connectivity and propose three link age-based path-selection algorithms. 
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Chapter 3  Link Age-based Path-
Selection Algorithms  
 
 
3.1  Introduction 
 
 
Recent  research  has  generated  a  growing  interest  in  real-time,  multimedia-
intensive  applications  in  the  MANET.  Supporting  such  applications  demands  that 
certain  Quality-of-Service  requirements  be  met  before  commencing  data 
transmissions. Provisioning of the QoS has been extensively studied and implemented 
in the wired networks such as the Internet, and researchers have defined a number of 
QoS metrics such as data-loss rate, packet-delivery latency, delay jitter, etc. for that 
need to be satisfied in routing data in the networks.  
The  provisioning  of  QoS  in  the  MANET  presents  both  challenges  and 
opportunities. On one hand, the network’s inherent nature of dynamic topology causes 
frequent link breakage that can disrupt the flow of data packets along a multi-hop path. 
When this happens, the routing protocol needs to execute relevant path-management 
operations such as failure notifications and path rediscovery. Failure to discover an 
alternative path for the ongoing traffic session in a timely manner would result in 
permanent data loss, waste of network bandwidth, and premature termination of the 
traffic session. On the other hand, the typically high node density induces a rich and 
redundant connectivity in the MANET, which motivates the development of a routing 
protocol to seek out the simultaneous existence of multiple paths between the source 
and the destination.   
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Generally, multiple paths that exist between the source and the destination have 
different residual path lifetimes. Therefore, in the interest of the successful completion 
of data delivery, it is always desirable for the source node to intelligently select a path 
that is most reliable among all available ones to route data packets. In our study, we 
associate  the  reliability  of  a  path  with  its  lifetime  induced  by  the  node  mobility. 
Possessing some predictive knowledge of when the path might break would allow the 
routing  protocol  to  select  the  most  reliable  path.  This  in  turn  would  reduce  the 
overhead  as  a  result  of  fewer  path  failure  notifications  and  path  re-discoveries. 
Consequently, this would lead to meeting QoS requirements such as lower data loss 
rate,  less  control  overhead,  and  reduced  packet  delivery  latency.  A  path-selection 
algorithm (PSA) is thus charged with making an intelligent decision of choosing the 
best path for data transmissions.  
The  first  step  towards  developing  the  PSA  is  to  gain  some  insight  of  the 
characteristics  of  the  path  lifetime.  However,  as  we  have  shown  in  Chapter  2, 
accurately modeling the lifetime of a multi-hop path to extract its characteristics is a 
difficult task. In light of this difficulty, we take the approach of first identifying the 
reliability of residual lifetime for each of the path’s constituent links, then extending 
the  results  to  the  overall  path  lifetime  [3][32].  One  popular  parameter  used  in 
assessing the reliability of a link is the link age. 
In  this  chapter,  we  propose  three  path-selection  algorithms,  whose  decision 
making is based on simple reliability parameters computed from link age that can be 
readily sampled from the network. They are proposed with the following three design 
guidelines  in  mind.  Firstly,  each  path-selection  algorithm  is  transparent  to  the 
underlying routing protocol. This means that the routing protocol will be responsible 
for discovering a set of available paths between the source and the destination, and the 
PSA will only utilize this discovered path set for its computations without knowing  
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how it was discovered. This transparency allows the PSA to be implemented more 
flexibly across a wide array of multi-path routing protocols.  
Secondly,  the  decision-making  computations  of  a  PSA  are  independent of  any 
underlying node mobility attributes such as the distribution of speed, the distribution 
of direction, and the distribution of node pause time. A PSA that is conditioned on a 
particular attribute is limited in its scope of applications. For example, assume that 
nodes move according to some mobility model that incorporates the pause time, which 
has a significant impact on the dynamics of the network topology. Since in practice, a 
mobile node is usually unable to learn of the pause time, a path-selection algorithm 
cannot rely on the knowledge of this parameter to make selection decisions. Similarly, 
“hardwiring” a mobility attribute value into the PSA would cause the algorithm to 
perform  unsatisfactorily  once  the  mobile  environment  changes.  Therefore, 
independence from mobility attributes makes a path-selection algorithm more adaptive 
in a wide variety of mobility scenarios.  
Thirdly, a mobile node is not equipped with sophisticated hardware and software. 
For  example,  if  a  node  is  supported  by  the  GPS,  it  could  provide  the  node  with 
accurate velocity and  location  information that may  make the computations of the 
residual link lifetime much easier in many scenarios. However, too much sophisticated 
HW/SW equipment built into each mobile node would make it harder to achieve an 
economy of scale. Therefore, a challenge is how to design a path-selection algorithm 
that makes intelligent decisions based on very limited information that can be readily 
sampled from the network. 
A number of routing protocols have been proposed in literature with the objective 
of discovering multiple paths between a source-destination pair. For example, the Split 
Multi-path Routing (SMR) protocol [48] discovers two paths and chooses the shorter 
one to transmit data packets, where the length of the path is determined by the time  
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when the source received a RREP packet from the destination. Nasipuri and Das [57] 
proposed a multi-path extension to the DSR protocol by allowing the RREQ packets 
to  always  reach  the  destination  before  a  path  is  declared  discovered.  Each  RREP 
packet contains the discovered path as it traverses back to the source. After receiving 
all the RREP packets, the source only chooses those that are mutually node-disjoint, 
i.e., no intermediate node shared by more than one path, and stores them in a cache. 
When the primary path breaks, the shortest secondary path takes over the task of data 
routing. Das et al. [16] proposed searching for multiple paths in both temporal and 
spatial  domains.  A  path’s  reliability  is  determined  by  the  minimum  of  the  signal 
strengths of its constituent links, and the signal strength is assumed to be inversely 
proportional to the distance between the two nodes. Before the predicted path lifetime 
expires, path re-discovery operations are preemptively executed to search for a new 
path to prevent disruption in the current data routing.  
This  chapter  is  organized  as  follows.  Section  3.2  provides  the  model  and 
assumptions for the proposed path-selection algorithms. Section 3.3 proposes three 
path-selection  algorithms  based  on  link  age.  We  then  develop  two  performance 
metrics  in  Section  3.4  and  employ  them  for  the  performance  evaluation  of  the 
proposed PSAs. Section 3.5 concludes the chapter. 
 
 
3.2  Model and Assumptions  
 
 
We propose three path-selection algorithms, which aim to select the best path from 
all available paths between the source and the destination. To define what it means to  
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be the best path, we propose the following two objectives that the algorithms strive to 
achieve while making path-selection decisions:  
 
1) the selected path  is  most  likely to meet a specified target RPL requirement 
among all available paths set by the application, and  
2) the selected path has the longest RPL among all available paths.  
 
 
3.2.1  A Node Model with a Statistical FLL-
Collecting Mechanism 
 
 
We now present the assumptions on the node model and the underlying routing 
protocol on which the path-selection  algorithms are developed.  We  first employ  a 
simple statistic-collecting mechanism in each node that will be used in two of the three 
proposed algorithms. This mechanism collects full link lifetime statistics empirically 
sampled  from  the  network,  for  all  the  nodes  in  its  neighborhood
5,  and  works  as 
follows. Each node is equipped with a beacon, which periodically broadcasts its ID 
signal to announce its presence to all other nodes in its neighborhood. When Node B 
enters Node A’s neighborhood, Node A receives Node B’s ID signal for the first time 
and assumes there now exists a link from B to A. Node A then initiates a timer that 
keeps track of B’s presence by listening to its ID signal as long as it moves in A’s 
neighborhood, until a time when it no longer hears the signal. This entire duration—
from the first time A hears of B’s ID signal to the first time it stops hearing it—is 
                                                 
 
5 A similar scheme was also used by Gerharz, de Waal, Martini and James in their 
work [22].  
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recorded as the full link lifetime between the two nodes and is stored in Node A’s 
memory cache. Likewise, Node B that has been keeping track of Node A’s ID signal 
will have also generated and stored the FLL statistic. Each node continuously collects 
FLL statistics in this manner with nodes entering and exiting its neighborhood, until a 
sufficient number of statistics has been collected that allows the node to generate a 
stable  histogram  of  FLL.  In  the  subsequent  sections,  we  assume  that  links  in  the 
network are symmetric. That is, if a link exists from Node A to Node B, another link 
exists from B to A. 
 
 
3.2.2  Underlying Route-Searching Protocol 
 
 
For our path-selection algorithms, we assume the availability of a generic route-
searching protocol has already discovered multiple paths that connect the source and 
the destination, and it is transparent to the path-selection algorithm. This allows great 
flexibility for the proposed algorithms to be implemented on top of a number of route-
searching protocols proposed in the literature.  
The  generic  route-searching  algorithm  is  modeled  after  the  Dynamic  Source 
Routing protocol and works as follows. When a source node has data packets to send 
to  a  destination,  it  initiates  the  route-searching  operations  by  sending  out  RREQ 
packets to all its neighbors. As each RREQ packet is forwarded from one node to the 
next  in  the  network,  it  records  these  nodes  so  that  by  the  time  it  reaches  the 
destination, it will have learned the entire path from the source to the destination. 
After discovering a set of multiple paths, the destination copies the path information 
collected in the RREQ to a RREP packet, and sends it in reverse direction of each  
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discovered path towards the source. Each node that receives the RREP invokes the 
proposed PSA to compute the reliability information for each link between itself and 
the downstream node
6, and appends this information in the RREP before forwarding it 
to  its  upstream  node.  Upon  receiving  all  the  RREP  packets, the  source  will  have 
obtained the knowledge of each path to reach the destination, as well as the reliability 
of  each  path.  The  source  will  then  be  able  to  make  an  intelligent  path-selection 
decision based on the information it has gathered to choose the best path for data 
transmissions to commence. 
 
 
3.3  Path Selection Algorithms Based on 
Link Age 
 
 
3.3.1  Path-Selection Algorithm 1 (PSA1) 
 
 
The first path-selection algorithm, PSA1, works as follows. When a mobile node is 
first deployed in the network, it continuously collects FLL statistics to construct the 
empirical  FLL  histogram.  The  network  is  ready  to  execute  the  path-selection 
algorithm once a stable FLL histogram has emerged for every node in the network.  
After a set ψ of paths has been reported to the destination by the underlying route-
                                                 
 
6 If a link is a constituent link along a multi-hop path, its upstream node is the one that 
forwards the data packets from the source to the other node of the link, known as the 
downstream node. The words “upstream” and “downstream” thus indicate a direction 
of data flow from the source to the destination.  
 
- 37 - 
 
searching protocol,  it returns a RREP packet  for each discovered path i of  length 
i L [hops], where  { } 1, , iÎ Y ⋯ , along its reverse direction towards the source. Upon 
receiving the RREP packet, each upstream node j on Path i, where   { } 1, , i j L Î ⋯
7, 
computes the probability that the link between Node j and its downstream neighbor 
Node k, denoted as  ( ) ,
i
j k l , has a RLL of at least τ[sec] given its current age 
i
jk a [sec]. τ 
is a system parameter whose value is specified by the upper-layer application.  
To compute this probability, Node j first computes 
i
jk a  by counting the number of 
times  it has continuously received Node k’s ID signal. Denote 
i
jk T ɶ  as the residual 
lifetime of the constituent link  ( ) ,
i
j k l , and 
i
jk T  as the corresponding FLL of the link, 
i.e., 
i i i
jk jk jk T T a = + ɶ . The desired probability can thus be computed as follows: 
 
( ) { } { } | |
i i i i i i
jk jk jk jk jk jk p P T a P T a a t t t = ³ = ³ + ɶ ɶ  
           { }
{ }
i i
jk jk
i i
jk jk
P T a
P T a
t ³ +
=
³
                           (3-1) 
 
Note that the numerator and the denominator in the second equality of Equation (3-1) 
can  be  numerically computed  from  Node j's  FLL  histogram. Node j then appends 
( )
i
jk p t  to the RREP packet and forwards it to its upstream neighbor on the path. Upon 
receiving the RREP, the source computes the probability that Path i's residual lifetime 
is at least t [sec], denoted as  ( ) i p t , as follows: 
 
                                                 
 
7 The nodes on Path i are numbered 1 through Li+1, where Li is the path length in 
hops.  
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  ( ) ( )
1
i L
i
i jk
j
p p t t
=
=Õ ,  { } 1, , i " Î Y ⋯ .                     (3-2) 
 
Note that  we  assume  that the  residual  link  lifetimes  along  the  path  are  treated  as 
independent  random  variables,  an  assumption  commonly  adopted  by  a  number  of 
works in the literature (e.g., [16]). 
The decision of selecting the path with the highest probability of meeting the target 
RPL of t [sec] is given by: 
 
( ) { }
* argmax : 1, , i i
i p i t = = Y ⋯ .                             (3-3) 
 
If more than one path in  Y  has the same maximal  ( ) i p t , the shortest path (in hops) 
with  ( ) i p t  is chosen as 
* i . 
 
 
3.3.2  Path-Selection Algorithm 2 (PSA2) 
 
 
The  second  path-selection  algorithm,  PSA2,  is  proposed  as  follows.  When  the 
destination has received the RREQ packets and learned of a set Y  of paths discovered 
by the route-searching protocol, it sends back a RREP packet to the source in reverse 
direction of each discovered path i. Each intermediate node j on Path i that receives 
the RREP computes the current age 
i
jk a  of the link between itself and its downstream 
neighbor k, and appends it to the RREP before continuing to forward it to its upstream 
neighbor. After the source has received the RREP packet from each path, it will have  
 
- 39 - 
 
learned all the paths' constituent link ages. We define the path age of a Path  i to be 
the age of the youngest link of the path: 
 
{ } min : 1, , 1; 1
i
i jk i a a j L k j = = - = + ⋯ .                   (3-4) 
 
The decision made by the path-selection algorithm is to choose the path 
* i  that has the 
minimum path age: 
 
{ }
* argmin : 1, , i i i a i = = Y ⋯ .                       (3-5) 
 
If more than one path in Y  has the same path age, the shortest one in chosen as 
* i .  
 
 
 
3.3.3  Path-Selection Algorithm 3 (PSA3) 
 
 
The  operations  of  the  third  path-selection  algorithm,  PSA3,  are  based  on  the 
assertion that a reliable multi-hop path should be composed of links that are neither 
too old nor too young. Given the current age 
i
jk a  for each link  ( ) ,
i
j k l  on Path i, each 
node j computes the expected full lifetime of Link  ( ) ,
i
j k l  as follows: 
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( )
( )
i
jk
i
jk
T a i
jk
T a
tf t dt
t
f t dt
¥
¥ = ∫
∫
,                        (3-6) 
   
where  ( ) T f t  is the probability density function (PDF) of the FLL as observed  by 
Node  j , which can be easily obtained from j’s statistical FLL histogram.  
With 
i
jk t , node j assigns to each link  ( ) ,
i
j k l  a link grade 
i
jk G . The link grades are 
assigned  with  respect  to  each  FLL  interval  that 
i
jk t   falls  into,  and  are  defined  as 
follows: 
 
1)  If  ( ) 0, /2
i i i
jk jk jk t m s Î - ɶ ɶ , 
i
jk G SOSO = ; 
2)  If  ( ) /2, /4
i i i i i
jk jk jk jk jk t m s m s Î - + ɶ ɶ ɶ ɶ , 
i
jk G EXCELLENT = ; 
3)  If  ( ) /4,
i i i i i
jk jk jk jk jk t m s m s Î + + ɶ ɶ ɶ ɶ , 
i
jk G GOOD = ; 
4)  If 
i i i
jk jk jk t m s ³ + ɶ ɶ , 
i
jk G POOR = . 
 
In the link grades, 
i
jk m ɶ  and 
i
jk s ɶ  denote the sample mean and standard deviation of FLL 
on  ( ) ,
i
j k l , respectively, which are computed from Node j’s statistical FLL histogram. 
The ranking of these link grades in descending order is EXCELLENT > GOOD > 
SOSO > POOR. The values that define the boundaries of the FLL intervals are chosen 
by observing the distribution of the FLL in simulation scenarios. 
After receiving the RREQ packets and  learning of a  set  Y  of paths  from the 
source to the destination, the destination disseminates the RREP packets in reverse 
directions of the discovered paths. Upon receiving the RREP, each intermediate node j 
on Path i computes 
i
jk t  for the link with its downstream neighbor k, and assigns a link 
grade 
i
jk G . Node j then appends the link grade to the RREP packet before forwarding 
it to its upstream neighbor on the path.   
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When  the  source  receives  the  RREP  and  performs  its  own  link-grade 
computations, it assigns a path grade  i G  to Path i. The assignment of  i G  can be a 
choice  of  the  path-selection  algorithm.  We  propose  the  following  two  path-grade 
assignments. In the first, conservative assignment, the worst of the link grades on the 
path is selected as the path grade. In the second, aggressive assignment, the best of the 
link grades is selected as the path grade. Once every path has been assigned a path 
grade, the source chooses the best path i
* that has the highest path grade. If more than 
one path in  Y  has the same best path grade, the one with the fewest hops is selected 
as 
* i . 
 
 
3.4  Performance Evaluation 
 
 
We evaluate the performance of the three proposed path-selection algorithms in 
simulation. TABLE 3-1 tabulates the relevant network and mobility parameters used 
to construct simulation scenarios. Initially, the mobile nodes are uniformly distributed 
in the squared network area. We have chosen values for network dimensions, number 
of nodes, and transmission range to ensure that the node density is sufficiently high 
such that multiple paths can be discovered between the source and the destination. The 
simulator  randomly  chooses  a  source  and  a  destination  among  the  nodes.  The 
underlying  mobility  model  that  governs  node  movements  is  the  Random  Mobility 
model, as explained in Section 2.2.1. The simulator discovers a set Y of paths that are 
node-disjoint, i.e., no two paths in Y share the same intermediate node. Such paths  
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have the property that the breakage of one path  is  independent of all others
8, and 
permit us to better evaluate the performance of the proposed path-selection algorithms 
by treating each path lifetime independent of the others. In practice, this restriction can 
be easily lifted to accommodate paths that share common intermediate nodes.  
The simulator simulates the discovery of the path set Y by employing the multi-
path  Dijkstra's  algorithm,  an  extension  to  the  traditional  Dijkstra’s  shortest-path 
algorithm [4]. The initial network is modeled as a graph G0, in which each node is a 
vertex and  each  link an undirected edge. In G0, the Dijkstra’s algorithm  finds the 
shortest path that exists between the source and destination, denoted as P1. It then 
removes all of P1’s intermediate nodes and all the edges incident to them to produce 
the residual graph G1. The Dijkstra’s algorithm is again applied to G1 in which to 
search for the shortest path P2, and removes all of its intermediate nodes and incidental 
edges to generate G2. With each such iteration, a new path is discovered in the new 
residual graph, until a specified number of paths have been discovered, at which time 
the Dijkstra’s algorithm stops and returns the discovered set of node-disjoint paths to 
the path-selection algorithm. 
Furthermore,  shorter  paths  tend  to  have  a  longer  residual  path  lifetime  than  a 
longer path. In a discovered path set, the shortest path often (but not always) is the 
best one. However, choosing the shortest path fails to handle situations in which some 
of the discovered paths are of equal path length. Therefore, to objectively evaluate 
their performance, we allow the proposed path-selection algorithms to choose the best 
path from a set of paths with equal path length. 
 
 
                                                 
 
8 Of course, the source and destination nodes are the same for all the paths in Y.  
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TABLE 3-1: SIMULATION PARAMETERS FOR PATH-SELECTION 
ALGORITHMS. 
Parameters  Values 
Network Size 
2 m      800 800 ´  
Num. of Nodes  100 
TX Range [ ] m   150 
Min. Speed [ ] / m s   42.5 (5) 
Max. Speed [ ] / m s   57.5 (20) 
Path-set Size [paths]  2,3,4,5 
Node Velocity Update Interval [sec]   10 
Target Residual Lifetime [sec]  1.25 (5) 
   
 
In the simulation, we assume a network environment, where all node movements 
are  governed  by  the  same  mobility  model  with  the  same  set  of  mobility  attribute 
values. Thus, each node will have recorded FLL statistics of identical distribution. 
This  allows  us  to  pool  the  FLL  statistics  from  all  the  nodes  to  generate the  FLL 
histogram, avoiding the need to wait for a longer simulation time before a stable FLL 
histogram is reached.   
 
 
 
  
 
- 44 - 
 
3.4.1  Performance Metrics 
 
 
We develop two performance metrics to evaluate the effectiveness of the proposed 
path-selection algorithms in achieving the two objectives stated in Section 3.2 that 
define the best path. Each performance metric is defined by comparing the proposed 
path-selection algorithm with a baseline random-selection algorithm to evaluate the 
ability of the algorithm to select a path that is most likely to meet the target RPL 
requirement t
9. The baseline algorithm does not possess any information regarding the 
reliability of a path; rather, it arbitrarily selects a path from Y. 
The first performance metric, PM1, is based on two reward schemes, one for the 
proposed algorithm, and the other for the baseline algorithm. Denote the path selected 
by  the  proposed  algorithm  as  i
*.  For  the  k -th  path-selection  decision  made  in 
simulation, the proposed algorithm receives a decision reward Dk as follows: 
 
* 1,
0, . .
i
k
T
D
o w
t ³ 
= 

,                                 (3-7) 
 
where  * i T  denotes the actual residual lifetime of Path i
*. The baseline algorithm makes 
its selection decision and receives a decision reward Ek as follows: 
                                                 
 
9 t is a system parameter value set by the application that must be met in order for the 
data transmissions to commence.  
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* 0, ,
1
, . .
i
k
T i
E
o w
t
y
 < " ÎY 
 = 

 
,                     (3-8) 
 
where  |Y|  denotes  the  cardinality  of  the  path  set.  Equation  (3-8)  states  that  the 
baseline algorithm receives a non-zero reward as long as there exists at least one path 
in Y that meets the target RPL requirement, regardless of whether its selected path 
meets that requirement.  
Denote  NY as the total number of path-selection decisions made in simulation for 
a path set of size |Y|. PM1, denoted as  1 g , is therefore defined as follows: 
 
1
1
1
N
k
k
N
k
k
D
E
g
Y
Y
=
=
=
∑
∑
.                             (3-9) 
 
Note that the denominator of Equation (3-9) is equivalent to the average number of 
path-selection  decisions  in  which  the  baseline  algorithm  finds  a  path  meeting  the 
target  RPL  requirement  in  the  long  run.  By  this  definition,  ( ) 1 100 1 % g -   can  be 
viewed  as  the  performance  gain  of  the  proposed  algorithm  over  the  baseline 
algorithm. The range of  1 g  is  1 0 g £ £ Y . The greater the value of  1 g , the better the 
performance of the proposed algorithm, and the greater its performance gain over the 
baseline algorithm.  
Note that evaluating the ability of a PSA to select a path that meets the target RPL 
requirement is not as straightforward as it appears. If t is set too large, none of the  
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paths would likely meet this requirement, resulting in Ek=0 all the time. Similarly, if it 
is set too small, all the paths would likely meet this requirement, resulting in Ek=1/|ψ| 
all  the  time.  Therefore,  some  adaptive  normalization  must  be  built  into  the 
performance metrics in order to compensate for the arbitrary choice of the target RPL 
requirement and make the evaluation meaningful.  
The second performance metric, PM2, evaluates the ability of each proposed path-
selection algorithm to choose the path with the longest residual lifetime from Y. As in 
PM1, each proposed algorithm  is compared with the  baseline algorithm, and their 
performance is measured as follows. When a path set Y is discovered, the proposed 
and baseline algorithms each select a path that they believe to have the longest RPL, 
while the simulator continues tracking the lifetimes of all paths in Y until the last one 
breaks. For either the proposed or baseline algorithm, if its chosen path is the last to 
break, the decision is called a success. After conducting path-selection decisions a 
number  NY of times for a given path-set size |Y|, we denote  ,s NY  as the number of 
successes for the proposed algorithm. Therefore, the rate of success by the proposed 
algorithm is ,s N N Y Y . For the baseline algorithm, its rate of success is equivalent to 
the probability of randomly selecting a longest-living path from Y, and is given by 
1 Y . Thus, PM2, denoted as  2 g , is defined as follows: 
 
,
,
2 1
s
s
N
N N
N
g
Y
Y Y
Y
Y
= =
Y
.                       (3-10) 
 
The performance gain of the proposed algorithm over the baseline algorithm is given 
by  ( ) 2 100 1 % g - . The range of values for  2 g  is  2 0 g £ £ Y , where a larger value  
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indicates a greater performance gain of the proposed over the baseline algorithm.  
 
 
3.4.2  Simulation Results 
 
 
We generate a number of simulation scenarios and apply the two performance 
metrics to each of the three proposed path-selection algorithms. For each scenario, 
10,000 selection decision statistics are collected to compute the performance metrics. 
In  evaluating  the  performance  of  PSA3,  the  conservative  grade  assignment—
explained in Section 3.3.3—is adopted to assign path grades. 
Figure 3-1, Figure 3-2, and Figure 3-3 plot the PM1 values of PSA1, PSA2, and 
PSA3, respectively, as a function of the path-set size  Y , for path lengths of 2, 3, and 
4[hops]. The node speed is uniformly distributed between 42.5[m/s] and 57.5[m/s] 
(i.e., a high-mobility environment)
10, and a target RPL requirement of 1.25[sec]. It can 
be seen that with a fixed path length, each proposed PSA is able to achieve a more 
substantial  performance  gain  over  the  baseline  algorithm  when  Y   increases.  For 
example, with a path length of three hops, PSA1 obtains a  1 g  value of approximately 
1.4 when  2 Y =  (i.e., a 40% performance gain over the baseline algorithm). As  Y  
increases to five,  1 g  reaches a value of 2.3 (i.e., a 130% performance gain). This is 
because as  Y  increases, it makes both the proposed and baseline algorithms more 
difficult to select a path that most likely meets the target RPL requirement. However, 
the rate of performance degradation by the baseline algorithm is much greater than 
                                                 
 
10  Although  large  for  a  practical  scenario,  these  values  are  chosen  in  order  to 
demonstrate  the  comparison  in  path-selection  performance  between  high  and  low 
mobility, as will be explained later.  
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that of the proposed PSAs. These  figures also demonstrate that as the path  length 
increases,  the  performance  of  each  proposed  PSA  approaches  that  of  the  baseline 
algorithm. This illustrates the fact that in a dynamic network topology, the length of a 
multi-hop path is a significant factor in determining its lifetime path. Furthermore, the 
figures  demonstrate  that  of  the  three  PSAs,  PSA1  outperforms  the  other  two  in 
meeting the target RPL requirement as  Y   increases, and PSA2  slightly performs 
better than PSA3 for paths of three hops and longer. 
Figure 3-4, Figure 3-5, and Figure 3-6 demonstrate the behavior of PM2 in the 
three  PSAs  with  an  increasing  path-set  size.  For  PSA1  and  PSA2,  there  exists  a 
discernable  trend  that  the  performance  of  both  path-selection  algorithms  increases 
while  Y  increases, regardless of the path length. This trend can again be attributed to 
the fact that as the path-set size increases, the rate of degradation for the baseline 
algorithm  is  much  greater  than  that  for  the  proposed  PSAs.  Furthermore,  PSA1 
outperforms  PSA2  and  PSA3  in  achieving  the  greatest  gain  over  the  baseline 
algorithm. For example, with  5 Y =  and a path length of three hops, PSA1 achieves a 
2 g   value  of  approximately  1.55,  i.e.,  a  55%  performance  gain  over  the  baseline 
algorithm,  whereas  PSA2  achieves  a  2 g   value  of  approximately  1.38  (i.e.,  a  38% 
performance gain), and the  2 g  value  for PSA3  is  approximately 1.12 (i.e., a 12% 
performance gain).  
Comparing the performance results for PM1 and PM2, it is clear that generally, all 
three path-selection algorithms achieve higher  1 g  than  2 g  in absolute values, which 
represent a greater performance gain over the baseline algorithm in  1 g  than in  2 g . This 
observation leads us to conclude that in selecting the best path, it is usually simpler to 
identify a path that satisfies a path lifetime requirement specified by the application, 
rather than to find one with the absolute longest path lifetime.   
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Figure 3-1: PM1 for Path-Selection Algorithm 1. 
 
 
Figure 3-2: PM1 for Path Selection Algorithm 2. 
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Figure 3-3: PM1 for Path Selection Algorithm 3. 
 
 
Figure 3-4: PM2 for Path Selection Algorithm 1. 
  
 
- 51 - 
 
 
Figure 3-5: PM2 for Path Selection Algorithm 2. 
 
 
 
Figure 3-6: PM2 for Path Selection Algorithm 3. 
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Figure  3-7  illustrates  the  difference  in  PM1  when  PSA1  is  employed  in  two 
different mobility scenarios where nodes move according to the RM model. In the 
high-mobility environment, the average node speed  is 50[m/s] (illustrated by solid 
lines  in  the  figure)  and  target  RPL  requirement  1.25[sec].  In  the  low-mobility 
environment, the average node speed is 12.5[m/s]
11 (illustrated by dash lines), and the 
target  RPL  requirement  5[sec].  Note  the  four-fold  increase  in  the  target  RPL 
requirement,  because  we  must  compensate  for  the  75%  decrease  in  average  node 
speed  accordingly  so  as  to  make  path-selection  performances  in  the  two  mobility 
environments  comparable.  The  figure  shows  that  the  algorithm's  performance  is 
consistently better in the high-mobility environment compared with the results in the 
low-mobility  environment.  This  is  because  with  a  higher  average  node  speed,  the 
average  link  lifetime  becomes  shorter.  The  FLL  histogram  that  PSA1  employs  is 
therefore composed of FLL statistics with a smaller range between the shortest and the 
longest FLL. This improves the accuracy of the probabilistic computations for PSA1, 
resulting in a better path-selection performance.   
An  interesting observation  is that PSA2, despite  its simplicity,  has comparable 
performance  to PSA3  in  both  the  path-selection  criteria.  Unlike  PSA1  and  PSA3, 
PSA2 does not rely on the FLL histogram for its computations. This implies that it 
does not have to go through a initialization period during which it must collect FLL 
statistics to obtain a stable FLL histogram. Therefore, PSA2 can be invoked as soon as 
the network is deployed, without undergoing the initial FLL-collecting phase. 
 
                                                 
 
11  The  relevant  simulation  parameters  for  the  average  speed  in  the  low-mobility 
environment are parenthesized in TABLE 3-1.  
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Figure 3-7: Difference in PM1 using PSA1 with different average node speeds. 
 
 
3.5  Summary 
 
 
In this chapter, we proposed three link age-based path-selection algorithms that 
make intelligent path-selection decisions to choose the best path from all available 
paths  between  the  source  and  the  destination.  The  quality  of  the  path-selection 
decision is measured by two objectives: 1) the ability of the path-selection algorithm 
to choose a path that is most likely to meet a target RPL requirement specified by the 
upper-layer application, and 2) the ability of the algorithm to choose the path with the 
longest residual path lifetime among all paths. 
The  performance  of  the  path-selection  algorithms  was  evaluated  via  extensive  
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simulations. We defined two performance metrics to measure the algorithms’ path-
selection objectives. They allow the proposed algorithms to be compared with each 
other as well as with a baseline random-selection algorithm that arbitrarily choose a 
path  from  all  available  paths  with  no  regard  to  path  reliability.  The  simulations 
demonstrated  that  the  performance  of  all  three  PSAs  over  the  baseline  algorithm 
improved  as  the  size  of  the  path  set  increases.  Furthermore,  these  algorithms 
performed  better  in  a  high-mobility  environment than  in  a  low-mobility  one.  Our 
simulations showed that while PSA2 and PSA3 had comparable performance among 
themselves,  while  PSA1  achieved  the  best  overall  performance  among  the  three 
algorithms. 
An immediate application of the best-path selection is the development of multi-
path routing schemes. Multi-path routing is being increasingly viewed as a candidate 
approach to realize QoS in MANET (see, for example, [16], [48], [57], [58], [85], and 
[86]). Each path in an available path set can be associated with a parameter to indicate 
the path lifetime, i.e., its reliability. We can exploit this information that would allow 
us  to  select  multiple  paths  to  maximize  the  performance  of  one  or  more  routing 
metrics. The paths can be ranked in order of their reliability, prompting the multi-path 
routing algorithm to assign more data packets to the more reliable paths, and fewer 
data packets to the less reliable ones for transmissions. This would allow the sender of 
data to spread all its packets across multiple paths, and the potential benefits include a 
more  expedient  data  delivery  time,  reduced  data  loss,  and  more  robust  network 
balancing. 
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Chapter 4  Mobile-Projected 
Trajectory RLL Prediction 
 
 
4.1  Introduction 
 
 
The PSAs proposed in Chapter 3 employed the link age as the decision metric in 
selecting the best path from a path set in the MANET. Similar schemes using link age 
have been proposed in literature (e.g., [19][36][45]). However, link age is not a very 
reliable metric in choosing the best path. As we have found in Chapter 2, the path 
lifetime is often uncorrelated with link age, when the nodes in the network move under 
several popular mobility models such as Random Mobility, Random Waypoint, and 
Gauss-Markov.  Consequently,  using  link  age  as  a  prediction  parameter  poses  a 
limitation on the performance of the path-selection algorithms. 
As will be explained in this chapter, this performance limitation is in fact related to 
the  probability  density  function  of  the  FLL  induced  by  these  mobility  models. 
Namely, the distribution of the FLL exhibits a behavior that can be modeled by the 
general exponential distribution. Since an exponential distribution has the memoryless 
property,  this  implies  that  the  knowledge  of  link  age  does  not  give  us  any  new 
information  about  how  much  longer  the  link  will  persist  before  its  breakage. 
Consequently, this property invalidates link age as a reliable measure to accurately 
predict the residual link lifetime.   
In this chapter, we focus on studying the problem of link lifetime prediction in 
MANET. Link lifetime is a quantity impacted by a number of factors such as node  
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mobility,  physical  obstruction,  noise,  and  weather  conditions.  Therefore  it  is  very 
difficult to mathematically  model the  link  lifetime that takes  into account all such 
factors.  Of  these  factors,  node  mobility  is  a  major  contributor to the  dynamics  of 
network topology and wields considerable influence over the behavior of link lifetime. 
Since  we  are  interested  in  the  effects  of  mobility,  we  shall  therefore  model  link 
lifetime induced only by node mobility. That is, a communications link is up when the 
Euclidean distance between two mobile nodes is less than or equal to the transmission 
range. Similarly, when the Euclidean distance between the two nodes is greater than 
the transmission range, the link breaks.   
Two approaches of studying link lifetime prediction are adopted by the research 
community:  analytical  modeling  and  simulations.  As  an  example  of  analytical 
modeling,  McDonald  and  Znati  [53]  proposed  an  Ad  Hoc  Mobility  Model  that 
assumes an exponentially-distributed epoch, during which a node moves at constant 
velocity. The authors then analytically derived the conditional probability that a link 
would be up at a time t0+t given that it is up at time t0. Jiang, He, and Rao [40] 
furthered this work by proposing a link-availability prediction algorithm to compute 
the conditional probability that a link remains up until t0+t given it is up at t0. They 
also developed a routing metric for a multi-hop path where the path availability is 
determined by constituent link availability derived from precise range measurements 
provided by the GPS. Tseng, Li, and Chang [84] proposed an analytical model for 
computing the multi-hop path lifetime based on a discrete-time, random walk mobility 
model. The path lifetime is determined from each constituent link lifetime, which is 
modeled as a state and transitions to a different state at every discrete time instant with 
some probability.  
Among the published works that employ simulations, Korsnes et al. [45] modeled 
the link lifetime as a heavy-tailed distribution from the observation that some link  
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lifetimes can be extremely long. They also proposed a prediction criterion whereby a 
link with an older link age is shown to have a longer expected remaining lifetime than 
a younger age. Gerharz, de Waal, Frank, and Martini [21] employed a histogram of 
FLL simulation statistics to probabilistically predict link lifetime. Subsequently they 
proposed  several  methods  of  finding  stable  paths  based  on  some  link-age-based 
criteria [22].  Toh [82] proposed the Associativity-Based Routing (ABR) protocol that 
considers a link stable if it has been up longer than a threshold period in a network 
where  node  movements  are  governed  by  an  in-door  mobility  model.  Dube,  Rais, 
Wang, and Tripathi [18] proposed a routing protocol  in which the  link stability  is 
classified as strongly-connected if the received signal strength is strong and persists 
for  a  threshold  time  period,  and  as  weakly-connected  otherwise.  Bai,  Sadagopan, 
Krishanmachari,  and  Helmy  [3]  collected  link-  and  path-lifetime  statistics  via 
extensive simulations to derive their respective statistical PDFs under four mobility 
models, and concluded that for a path length of two hops or more and with medium to 
high node speeds, the path lifetime can be modeled as an exponential distribution.  
In this chapter, we propose a novel, distance measurement-based algorithm, called 
Mobile-Projected  Trajectory  (MPT),  which  computes  the  residual  link  lifetime  by 
periodically  measuring  distances  between  the  nodes  to  estimate  the  movement 
trajectory. MPT  is  based on  linear curve  fitting that aims to mitigate the negative 
effects of measurement errors. Furthermore, the algorithm does not require nodes to 
possess knowledge of node velocity and location before performing its computations. 
This is particularly attractive to mobile nodes that are not equipped with sophisticated 
hardware  and  software  mechanisms.  To  account  for  the  frequent  occurrences  of 
velocity change during the link lifetime, we augment the MPT with a velocity-change 
detection test to improve the accuracy of link lifetime prediction. 
A number of proposals employing distance measurements for various objectives  
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have  been  published  in  the  literature.  Su,  Lee,  and  Gerla  [79]  computed  the  link 
expiration time between two neighboring nodes, with distance measurement computed 
from GPS-provided velocity and location information. Savvides, Han, and Strivastava 
[74] employed distance measurements to address the problem of sensor localization in 
a  stationary  WSN  in  which  a  few  beacon  nodes,  which  possess  precise  position 
information provided by either pre-deployment manual configuration or GPS. 
Two  major  differences  distinguish  our  work  from  the  others.  Firstly,  many 
proposals that employ distance measurements assume a network with a very stable 
topology (e.g., [64][74]). Our proposed MPT algorithm, on the other hand, addresses 
the  problem  of  predicting  the  RLL  in  a  network  with  a  very  dynamic  topology. 
Secondly, many proposals assume that some or all of the nodes in the network possess 
precise location and/or velocity information (e.g., [64][73]) via external infrastructure 
such as the  GPS. Such  information  in practice  may  be expensive to acquire  since 
nodes need be equipped sophisticated hardware and software. Our algorithm can be 
implemented without any external support to any node in the network, and therefore 
does not rely on such expensive information. For example, a mobile node might not 
possess the knowledge of its current speed and direction. Likewise, it may be aware of 
the presence of another node in its neighborhood, but does not know the neighbor’s 
orientation (i.e., relative position) with respect to itself. The challenge of our problem 
is thus to achieve a robust RLL prediction performance with only limited available 
information. 
The  remainder  of  the  chapter  is  organized  as  follows.  Section  4.2  performs  a 
statistical  test  to  verify  the  modeling  of  the  full  link  lifetime  as  an  exponential 
distribution under the mobility models studied in Chapter 3. Section 4.3 proves the 
necessary  condition  to  yield  a  unique  RLL  solution  with  periodical  distance 
measurements, and discusses the effects of measurement errors on the accuracy of  
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predicted  link  lifetime.  Section  4.4  presents  the  Mobile-Projected  Trajectory 
algorithm.  Section  4.5  takes  into  consideration  the  occurrences  of  velocity  change 
during  the  link  lifetime,  and  augment  the  MPT  with  a  simple  velocity-change 
detection  test  to  propose  an  enhanced  algorithm  called  MPT-VCD.  Section  4.6 
evaluates  the  performance  of  MPT  and  MPT-VCD  through  extensive  simulations. 
Section 4.7 concludes the chapter. 
 
 
4.2  Exponential Behavior of Link 
Lifetime 
 
 
We first explain the performance limitation of the link-age-based algorithms by 
examining the PDFs of full link lifetime in the three mobility models from Chapter 2. 
For each mobility model, the statistical PDF of the FLL in each mobility model takes 
the shape as shown in Figure 4-1, which for the purpose of illustration is generated 
under the RWP model. In the figure, the probability density initially rises to a peak 
before decreasing as FLL further increases. We define the range of FLLs from zero to 
the mode, where the peak is located, as the under-mode range, and the range of FLLs 
greater than the mode as the over-mode range. The objective is to demonstrate that the 
FLL in the over-mode range can be modeled as a general exponentially-distributed 
random variable, whose memoryless property implies that reliable RLL predictions are 
not possible even given the knowledge of a link age that falls into this range. 
The  PDF  and  the  cumulative  distribution  function  (CDF)  of  the  general 
exponential distribution are given as follows:  
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where  m  and  l  denote the location and scale parameters, respectively. To verify the 
validity  of  modeling  the  FLL  in  the  over-mode  range  as  a  generic  exponential 
distribution, we collect FLL statistics from a Monte Carlo simulation, curve-fit the 
empirical distribution of the FLL in the over-mode range to the analytical distribution, 
and evaluate the goodness of the fit by the Kolmogorov-Smirnov (K-S) test [17].  
In the simulation, movements of the nodes are governed by the RWP model in a 
torus. The transmission range R for each node is 150[m], and the node speed V~U(5, 
20)[m/s].  We  collect  60,000  FLL  statistics  from  a  single  node  to  generate  the 
statistical PDF and CDF, as shown in Figure 4-2 and Figure 4-3, where the mode is 
located  at  approximately  13[sec].  The  two  parameters  of  the  general  exponential 
distribution are found to be λ=11.63[sec] and  =7.66[sec], with which the analytical 
PDF and CDF are also plotted in the figures. By applying the K-S test, we find the D-
statistic  to  be  0.03387,  confirming  a  very  good  fit  between  the  analytical  and 
simulated results for the over-mode range. Further simulations with the RM and G-M 
mobility models have also demonstrated a good fit of the FLL in the over-mode range 
as a generic exponential distribution.  
Figure 4-3 shows the CDF value at the mode is 0.26. This means that, given the 
transmission range and speed distribution, 74% of all link-age-based RLL predictions 
could not be made reliably. In fact, the mode is approximately equal to the ratio of the 
transmission range to the average node speed. As the transmission range increases 
and/or node speed decreases, the mode will shift towards the right, decreasing the 
over-mode range, and the prediction performance would improve.  
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Figure 4-1: Statistical PDF of FLL under the RWP, RM, and G-M models. 
   
 
Figure 4-2: Analytical and statistical PDFs of FLL under the RWP. 
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Figure 4-3: Analytical and statistical CDF of FLL under the RWP. 
 
We have thus confirmed the validity of modeling the FLL in the over-mode range 
as exponentially-distributed to explain the limited effectiveness of the link-age-based 
RLL prediction algorithm. We now take an alternative approach of predicting the RLL 
based on  measured distances. To begin with, we present the premises  for such an 
approach. 
 
 
4.3  Premises of Distance Measurement-
Based RLL Prediction 
 
 
In this section, we first develop a two-node link model upon which the proposed 
algorithm will be presented. We then present a theorem that states that, without any  
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knowledge  of  node  velocity  and  position,  it  is  necessary  to  measure  at  least  four 
distances to obtain a unique RLL solution. Furthermore, we investigate the effects of 
measurement errors on RLL prediction. These serve as the basis of the MPT algorithm 
that will be proposed in Section 4.4. 
 
 
4.3.1  Two-Node Link Model 
 
 
We define a link model between two nodes, Node 1 and Node 2, as follows. Each 
node neighborhood is circular with the radius equal to the transmission range R. A link 
comes into being when the distance between the two nodes is less than or equal to R. 
This  protocol  model  makes  relevant  mathematics  more  tractable,  and  has  been 
employed in a number of works in the literature [29]. Without loss of generality, let 
Node 1 be the node to measure distances between itself and Node 2 as Node 2 moves 
in  Node  1’s  neighborhood.  Furthermore,  neither  node  possesses  the  knowledge  of 
node velocity, location, and its orientation (i.e., relative position) with respect to each 
other. 
Each node is equipped with the following three mechanisms, two of which have 
already  been  employed  by  the  link  age-based  prediction  algorithms  in  Chapter  3. 
Firstly, a node is equipped with a beaconing mechanism that periodically emits an ID 
signal and broadcasts it to the other node in its neighborhood. Node 1 can thus hear 
this signal emitted by Node 2 if and only if the distance between the two nodes is less 
than or equal to R, and assumes there exists a link from Node 2 to Node 1. We assume 
a link is symmetric. Secondly, each node is equipped with a timer that keeps track of 
the lifetime of the link by listening to the periodic ID signal emitted from the other  
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node.  The  timer  gives  the  node  the  current  knowledge  of  link  age  and  full  link 
lifetime.  Thirdly,  each  node  is  equipped  with  a  ranging  mechanism  to  compute 
distance measurements between the two nodes. A few well-known ranging techniques 
include  Time-of-Arrival  (ToA)  [13],  Angle-of-Arrival  (AoA)  [60],  and  Time-
Difference-of-Arrival (TDoA) [74].  
One  type  of  technology  suitable  for  ranging  purposes  is  the  ultra-wideband 
(UWB) communications, the feasibility of which has been extensively explored in the 
literature (e.g., [12][13][19]). The extremely short temporal UWB pulse allows it to 
mitigate  the  negative  effects  of  multi-path  fading  in  the  wireless  medium. 
Furthermore, UWB-based ranging can also be made very cost-effective [19]. In the 
link model, we employ the same UWB pulses for both ID signaling and ranging in 
each  node.  This  combination  imposes  no  additional  communications  overhead  on 
ranging. However, the distance measurements contain measurement errors that must 
be taken into consideration. We shall investigate their effects on the prediction of RLL 
in Section 4.3.3. 
 
 
4.3.2  Minimal Number of Distance 
Measurements 
 
 
Consider our link model between Node 1 and Node 2, in which both nodes move 
at constant velocity during the entire link lifetime. For purposes of illustration, we 
tentatively assume the distance measurements are error-free. Node 1 measures the first 
distance, denoted as d0, at time t0 when Node 2 enters the transmission range of Node 
1. Subsequently at times t0+ t, t0+2 t, and t0+3 t, where  t denotes the sampling  
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period, three more distance measurements, d1, d2, and d3, are measured, as illustrated 
in Figure 4-4.  
Let dmin denote the minimal distance between the nodes given the relative direction 
of Node 2 with respect to Node 1. It can be seen that there exist exactly three possible 
scenarios for having four periodical distance measurements during the link lifetime: 
 
S1: d0 and d1 measured before dmin; d2 and d3 after dmin; 
S2: d0, d1, and d2 measured before dmin;  d3 after dmin; and 
S3: d0, d1, d2, and d3 all measured before dmin. 
 
No other scenarios with four periodical distance measurements are possible. If only d0 
were measured before dmin, this would result in at most three distances (i.e., d0, d1, and 
d2) measured before the link breaks. Similarly, it is not possible to measure all four 
distances after dmin is reached.  
Define the state in which the two nodes are moving towards each other at the time 
d2 is measured as the approaching state (Figure 4-4, as described by S2 and S3), and 
the state in which they are moving away from each other when d2 is measured as the 
receding state (Figure 4-5, as described by S1). We present the following theorem for 
computing  the  RLL  based  on  distance  measurements  (details  of  the  proof  are 
presented in Appendix A): 
 
Theorem. With our two-node link model, it is necessary to employ four periodically 
measured distances to uniquely compute a solution for the residual link lifetime. 
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Figure 4-4: Approaching state at d2. 
 
 
Figure 4-5: Receding state at d2. 
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Figure 4-6: S1 and the range of values each di can take. 
 
 
Figure 4-7: S2 and the range of values each di can take. 
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Figure 4-8: S3 and the range of values each di can take. 
 
 
4.3.3  Effects of Measurement Errors 
 
 
We  investigate  how  distance  measurement  errors  affect  the  accuracy  of  RLL 
prediction. We begin by deriving the formulas to compute the RLL with the four error-
free di’s, which will then be replaced with the distance measurements that contain 
measurement errors.   
To  compute  the  RLL  when  two  nodes  are  in  approaching  state  at  d2,  let 
b=AB=BC=CD, and a=CE in Figure 4-4, since both the node velocity and  t are 
constant. A system of equations can be established as follows: 
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where a and b are computed as follows: 
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The residual link lifetime that is computed τ[sec] after d3 is measured (i.e., at time 
0 3 t t t + D + ) is: 
 
( ) ( ) 0 3 2 RLL t t t t a b t t + D + = D + D - .                   (4-4) 
Note that only d0, d1, and d2 are involved in the actual computation of the RLL as 
shown in Equations (4-2) and (4-3). 
Likewise, to compute the RLL when the nodes are in receding state at d2, a system 
of equations similar to Equation (4-2) is established from Figure 4-5 as follows: 
 
( )
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2 2 2
min 0
2 2 2
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2 2 2
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2b a d d
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where:  
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The residual link lifetime that is computed τ[sec] after d3 is measured is: 
 
( ) ( ) 0 3 2 / RLL t t t t a b t t + D + = D - D - .                 (4-7) 
We now replace di by distance measurements with measurement errors, denoted as 
ˆ
i d ,  in  the  above  equations,  and  observe  how  they  affect  the  RLL  prediction 
inaccuracy, defined as follows:  
 
( )
ˆ ( ) ( )
100%
( )
RLL t RLL t
t
RLL t
h
-
= × ,                     (4-8) 
where ( ) RLL t  and  ( ) ˆ RLL t  denote the true and predicted RLL at time t, respectively.  
There are two types of measurement errors: systematic and random. A systematic 
error  results  from  hardware  mis-calibration  of  the  ranging  equipment,  e.g.,  the 
imperfect synchronization between the transmitter and the receiver [13]. We model it 
as a constant offset Z, i.e.,  ˆ
i i d d Z = + ,  0, ,3 i " = ⋯ . The effects of systematic errors 
on η(t) are demonstrated by simulation shown in Figure 4-9, which plots the average 
prediction  inaccuracy  h  with respect to Z. Key simulation parameters  include the 
transmission range R=50[m],  t=0.5[sec], and Z={-5, -4,…, 4, 5}[m]. The node speed 
is  V~U(5,  20)[m/s],  and  node  direction  θ~U(0,2π).  For  each  value  of  Z,  50,000 
η(t0+3 t) statistics are collected to compute h .   
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It can be seen in Figure 4-9 that as the magnitude of Z increases,  h  increases. 
However,  the  rate  of  increase  for  h   is  smaller  than  that  for  Z.  For  example,  at 
|Z|=5[m], i.e., a 10%R error that is well below the precision achievable in today’s 
ranging equipment, h  is only about 6% to 7%. With a more realistic, smaller choice 
of Z, the prediction inaccuracy is even smaller. The results in Figure 4-9 therefore 
demonstrate that the effects of systematic errors on the RLL prediction inaccuracy are 
insignificant. 
Random errors arise from unpredictable phenomena such as channel fading and 
thermal noise. The effects of random measurement errors on prediction inaccuracy are 
demonstrated  with  the  following  computations  that  represent  the  extreme-case 
scenarios of random errors. With the given speed and direction distributions in the link 
model, we periodically measure four distances  ˆ
i i d d z = ± ,  0, ,3 i " = ⋯ .  ˆ
i d ’s replace 
di’s  in  Equation  (4-2)  through  Equation  (4-6)  to  compute  the  RLL  as  if  the 
measurements are error-free, and η(t0+3 t) is computed with Equation (4-8). 
Since  only  the  first  three  distance  measurements  are  involved  in  the  actual 
computations of the predicted RLL, there are eight possible solutions for η(t0+3 t). 
TABLE 4-1 lists these solutions for a relative speed v=3[m/s] and relative direction
12 
0 f =
￿. Let z=0.3%R. The notations in the “Measurement Errors” column of the table 
denote  the  signed  triples  of  z  in  ˆ
i d ,  0,1,2 i " = .  For  instance,  “+ -+”  denotes 
0 0 ˆ d d z = + ,  1 1 ˆ d d z = - , and  2 2 ˆ d d z = + . As can be seen from the table, six out of the 
eight  triples  of  random  measurement  errors  result  in  large  prediction  inaccuracy 
ranging from 46.05% to 282.56%, dominating the impact on the prediction accuracy 
of RLL. 
                                                 
 
12 Note that this direction is chosen because our study has shown that a smaller relative 
direction produces lower prediction inaccuracy. In other words,  0 f =
￿ computes a 
more favorable η.  
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Figure 4-9: Average RLL prediction inaccuracy vs. systematic error. 
 
TABLE 4-1: MEASUREMENT ERRORS AND PREDICTION INACCURACY 
Measurement Errors  Prediction Inaccuracy [%] 
+++  0.34 
++-  282.86 
+-+  64.07 
+--  46.54 
-++  63.78 
-+-  283.56 
--+  46.05 
---  0.34 
 
The preceding  measurement error analysis shows that the effects of systematic 
errors on RLL prediction  inaccuracy are negligible, whereas random errors have a  
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more  significant  impact,  and  must  be  taken  into  consideration  when  developing  a 
distance  measurement-based  RLL  prediction  algorithm.  With  this  reasoning,  in 
presenting the proposed algorithm in the next section, we consider only random errors. 
 
 
4.4  Mobile-Projected Trajectory 
Algorithm 
 
 
4.4.1  Operations of MPT 
 
 
The operations of MPT can best be illustrated in Figure 4-10 with the error-free 
di’s. As Node 2 enters Node 1’s transmission range at time t0=0, Node 1 measures d0, 
and establishes a Cartesian coordinate system, with Node 2 at its origin and Node 1 at 
the position (d0, 0). The coordinates of d0 are defined as (x0, y0)=(0,0). Subsequently, 
at times  t, 2 t, and 3 t, Node 1 measures d1, d2, and d3 respectively. We define the 
entire duration, at the beginning and end of which the first and the last distances are 
measured to perform RLL computations by the MPT, as the acquisition time.  
We now show that with four periodical distance measurements, MPT is able to 
compute the (xi, yi) coordinates of di, "i=1, 2, 3, and the estimated relative trajectory 
between the two nodes, denoted as y=ax. The (xi, yi) coordinates are equally spaced 
on the x- and y-axis due to node velocity and  t being constant, i.e.: 
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( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
0 0 1 1 1 1
2 2 1 1 3 3 1 1
, 0,0 , ,
, 2 ,2 , 3 ,3
x y x y x x
x y x x x y x x
a
a a
= =  
 = =  
.                   (4-9) 
               
Since  ( )
2 2 2
0 i i i d x y d - + = , "i=1, 2, 3, with proper substitutions from Equation (4-9), 
we can establish the following system of three equations and two unknowns: 
 
( )
( )
( )
2 2 2 2
1 0 1 1
2 2 2 2
1 0 1 2
2 2 2 2
1 0 1 3
2 4
3 9
x d x d
x d x d
x d x d
a
a
a
 - + =
  - + = 

- + =  
,                     (4-10) 
Where x1 can be found as follows: 
 
( ) ( )
2 2 2 2 2 2
1 0 1 2 0 0 1 3 0 3 4 4 8 9 12 x d d d d d d d d = - + = - + .             (4-11) 
 
After re-arranging Equation (4-11), it can be seen that in order for the coordinates of 
the four distance measurements to be equally spaced, they must satisfy the following 
equality: 
 
2 2 2 2
0 1 2 3 3 3 0 d d d d - + - = .                       (4-12) 
Although Equation (4-12) is always satisfied with the error-free di’s, it is not so 
with  ˆ
i d ’s, denoted as  ˆ
i d =di+εi, where εi denotes the i-th distance measurement error. 
A challenge for MPT is therefore to find the estimated distance values, denoted as  i d ɶ ,  
such  that  i d ɶ ’s  will  satisfy  Equation  (4-12).  Let  ˆ
i i i d d e = + ɶ ,  0, ,3 i " = ⋯ ,  where  ei 
denotes  the  i-th  estimated  measurement  error.  ei  can  be  solved  by  formulating  a 
minimization problem as follows: 
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Figure 4-10: The MPT Cartesian coordinate system. 
 
Minimize: 
3
2
0
i
i
e
= ∑   
Subject to: 
2 2 2 2
0 1 2 3 3 3 0 d d d d - + - = ɶ ɶ ɶ ɶ ,                 (4-13) 
where the constraint function follows from Equation (4-12) with di replaced by  i d ɶ . It 
is solved by using the Lagrange multiplier l as follows: 
 
( ) ( ) ( ) ( ) ( )
3 2 2 2 2
2
0 0 1 1 2 2 3 3
0
ˆ ˆ ˆ ˆ , 3 3 i
i
f e e d e d e d e d e l l
=
  = + + - + + + - +     ∑ ,           (4-14) 
     
where  i d ɶ  is replaced with  ˆ
i i d e + . Setting the gradient of  ( ) , f e l ,  f Ñ , to zero allows 
us to compute ei: 
 
Node 1 
d0 
d1 
d2  d3 
x1  x2  x3 
y1 
y2 
y3 
Node 2  
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( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( ) ( ) ( )
0 0 0 0 0
0
1 1 1 1 1
1
2 2 2 2 2
2
3 3 3 3 3
3
2 2 2
0 0 1 1 2 2 3
ˆ ˆ , 2 2 0
1
3 ˆ ˆ , 2 6 0
1 3
3 ˆ ˆ , 2 6 0
1 3
ˆ ˆ , 2 2 0
1
ˆ ˆ ˆ ˆ , 3 3
f e e d e e d
e
f e e d e e d
e
f f e e d e e d
e
f e e d e e d
e
f e d e d e d e d
l
l l
l
l
l l
l
l
l l
l
l
l l
l
l
l
¶   = + + = ⇒ = -   ¶ +
¶   = + - + = ⇒ =   ¶ -
¶   Ñ = = + + = ⇒ = -   ¶ +
¶   = + - + = ⇒ =   ¶ -
¶
= + - + + + -
¶ ( )
2
3 0 e













 + =

. 
Next, we substitute ei  into  ( ) , f e l l ¶ ¶ , leading to the  following sixth-degree 
polynomial equation: 
 
6 5 4 3 2
6 5 5 3 2 1 0 0 T T T T T T T l l l l l l + + + + + + = ,               (4-15) 
 
where the coefficients are given by the following expressions:  
 
( )
2 2 2 2
0 0 1 2 3
2 2 2 2
1 0 1 2 3
2 2 2 2
2 0 1 2 3
2 2 2 2
3 0 1 2 3
2 2 2 2
4 0 1 2 3
2 2 2 2
5 0 1 2 3
2 2 2
6 0 1 2 3
ˆ ˆ ˆ ˆ 3 3
ˆ ˆ ˆ ˆ 2 18 18 2
ˆ ˆ ˆ ˆ 17 21 21 17
ˆ ˆ ˆ ˆ 36
ˆ ˆ ˆ ˆ 63 51 51 63
ˆ ˆ ˆ ˆ 162 18 18 162
ˆ ˆ ˆ ˆ 81 27 27 81
T d d d d
T d d d d
T d d d d
T d d d d
T d d d d
T d d d d
T d d d d
= - + -
= - - - -
= - - + +
= + + +
= + - -
= - - - -
= - + -
2
 
Of the six roots of l, four are complex-valued. The feasible solution thus must be one 
of  the  two  remaining  real-valued  roots.  Since  distance  measurement  errors  are 
assumed to be small compared with the transmission range, the smaller of the two real 
roots is the desired solution. By substituting l into  f Ñ , we solve for the  ei’s to yield  
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the  i d ɶ ’s and  1 x ɶ  from Equation (4-11). We then compute the MPT-estimated trajectory 
slope a ɶ  by employing the first equation in Equation (4-10):  
 
( )
2 2
1 1 0
2
1
d x d
x
a
- -
=
ɶ ɶ ɶ
ɶ
ɶ
.                       (4-16)
                 
With  1 x ɶ  and a ɶ  now known, all the ( ) , i i x y ɶ ɶ  coordinates of  i d ɶ  can be easily derived via 
Equation (4-9). We have therefore obtained the MPT-estimated trajectory  y x a = ɶ ɶ ɶ .  
The MPT-estimated trajectory  y x a = ɶ ɶ ɶ  is optimal in the sense that it minimizes the 
sum of the estimated measurement errors squared. On the other hand, there could exist 
other trajectories whose slopes are even closer to the true trajectory slope than a ɶ . In 
Section 4.4.3, we shall derive the theoretical upper bound (i.e., the worst case) of the 
RLL prediction inaccuracy attainable by the best distance measurement-based RLL-
prediction algorithm. 
Following the above derivations, we can compute the RLL that  is  computed τ 
seconds after  3 ˆ d  is measured:  
 
( )
2
0
0 2 2 2
1 1
2 1 ˆ 3 3
1
d t
RLL t t t
x y
a
t t
a
D +
+ D + = - D -
+ +
ɶ ɶ
ɶ ɶ ɶ
.               (4-17) 
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4.4.2  MPT with More Distance Measurements 
 
 
By formulating the problem as a minimization function shown in Equation (4-13), 
the MPT computes the relative trajectory by linear curve-fitting with four distance 
measurements. Therefore, if more distance measurements are available, the algorithm 
is able to estimate a relative trajectory whose slope is closer to the true trajectory 
slope.  To  verify  this  assertion,  we  have  formulated  several  variants  of  MPT  that 
employ N distance measurements, denoted as MPT-N, where N=5, 6, 7, and 8. The 
formulation  of  the  minimization  problem  for  each  of  them  and  its  solutions  are 
presented in Appendix B. As we shall see in the performance evaluation in Section 
4.6, more distance measurements lead to an improving performance of the algorithm. 
We  will  also  discuss  the  trade-off  between  the  performance  level  and  the  longer 
acquisition time it takes to measure more distances. 
 
 
4.4.3  Theoretical Upper Bound on RLL 
Prediction Inaccuracy 
 
 
While deriving the operations of the MPT, we did not impose any constraints on 
the  distribution  of  the  distance  measurement  error  εi.  We  now  assume  that  the 
distribution of εi is unknown but bounded by some finite εd,. This allows us to derive a 
theoretical  upper  bound  on  RLL  prediction  inaccuracy,  denoted  as  ηu,  with  four 
periodical  distance  measurements.  This  assumption  on  measurement  errors  is 
reasonable,  since  in  many  real-life  scenarios,  the  ranging  equipment  can  compute  
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range measurements that deviate within a small neighborhood of the true distance
13. 
The derivations of ηu are as follows. Each  ˆ
i d  must be in the interval of [di-εd, 
di+εd]. Conversely, each  i d  must be in the interval of  ˆ ˆ , i d i d d d e e   - +  . Because a  ˆ
i d  can 
take either of the two extreme values,  ˆ
i i d d d e = ∓ , this interval can be re-written as [di-
2εd,  di+2εd].  Since 
i d ɶ   is  computed  with  linear  curve  fitting,  this  implies  that  this 
estimate of di will not depart from it by more than 2εd, i.e., 
i d ɶ  too must be bounded by 
[di-2εd, di+2εd].  
There  exist  two  possible  candidate  trajectories  that  would  deviate  the  farthest 
from the true trajectory: 1) y’=a’x’, where a’<a, and 2) y”=a”x”, where a”>a. 
These are depicted in Figure 4-11 along with the true trajectory y=ax. In the figure, 
three  Cartesian  systems,  (x,  y),  (x’,  y’),  and  (x”,  y”),  are  superimposed  with  the 
overlapping x, x’, and x” axes. Node 1 is located at Point A, and Node 2 at Point O. 
Four di’s,  0, ,3 i " = ⋯ , are measured along y=ax, with intersection points O, D, C, 
and B. Let 
'
i d ’s and 
"
i d ’s denote the two sets of rang measurements that are used to 
compute  the  two  trajectories.  Each  semicircular  area  between  two  concentric 
semicircles with the radii di-2εd and di+2εd (centered at A) thus defines the region Wi 
of possible values that 
'
i d  and 
"
i d can take. 
We need to derive the RLL prediction inaccuracy induced by both a’ and a” to 
obtain the theoretical upper bound. First, consider the slope a’. Let 
'
i d , "i=0,…,3, be 
the  four  periodical  distance  measurements  on  y’=a’x’.  y’=a’x’  must  satisfy  the 
following two conditions: 
                                                 
 
13 One example of such a distribution used in the literature is the uniform distribution 
[65], i.e., εi~U(-εd, εd), where 0<εd<∞.  
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Figure 4-11: Deriving the upper bound of RLL prediction inaccuracy. 
 
·  the ( )
' ' , i i x y  coordinates for the successive 
'
i d ’s must be equidistant from each 
other, and  
· 
'
0 d , 
'
2 d  and 
'
3 d  must all be on either boundary of W1, W2, and W3, respectively. 
 
There exist six possible ( )
' ' '
0 2 3 , , d d d  triples, as listed in TABLE 4-2, which satisfy the 
above two conditions. For each triple, we write the following system of equations: 
 
( ) ( ) ( )
( ) ( ) ( )
2 2 2 ' ' ' '
3 0 3 3
2 2 2 ' ' ' '
2 0 2 2
' '
3 2
' '
3
2
' , 2,3 i i
x d y d
x d y d
x x
y x i a
 - + =


- + = 

 =

 = " = 
,                    (4-18) 
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in which 
'
3 x  and a’ are computed as follows: 
 
( ) ( ) ( )
( ) ( ) ( )
2 2 2 ' ' '
0 2 3 '
3 '
0
2 2 2 ' ' ' ' '
2 0 3 0 3
'
3
15 27 12
12
4 4
3
3 9 '
2
d d d
x
d
d d x d x
x
a
 - +
 =



 - + -
 =
 
.                 (4-19) 
 
The predicted RLL computed at 
'
3 d , denoted as RLL’, is computed as: 
 
( ) ( ) ( ) ( ) ( )
( ) ( )
2 2 2 ' ' ' 2
0 0 0 0
2 '
3
1 '
' 3 1
1 '
d d d d
RLL t
x
a
a
 
+ - + -  
= D -  
  +  
 
.             (4-20) 
 
For notational convenience, we denote the RLL’ computed by each  ( )
' ' '
0 2 3 , , d d d  triple 
as 
'
k RLL , "k=1,…,6. Each respective prediction inaccuracy is computed as: 
 
'
' 100%, 1, ,6
k
k
RLL RLL
k
RLL
h
-
= × " = ⋯ ,                 (4-21) 
 
where RLL is the true residual link lifetime. The maximum of 
'
k h ’s corresponds to the 
minimal trajectory slope that deviates the most from the true slope.  
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TABLE 4-2: 
'
0 d , 
'
2 d , AND 
'
3 d  FOR MINIMAL-SLOPE TRAJECTORY. 
  '
0 d  
'
2 d  
'
3 d  
1  d0+2εd  d2+2 εd  d3 +2 εd 
2  d0 -2 εd  d2+ 2εd  d3 + 2εd 
3  d0 + 2εd  D2 -2εd  d3 – 2εd 
4  d0 – 2εd  d2 - 2εd  d3 - 2εd 
5  d0 + 2εd  d2+ 2εd  d3 – 2εd 
6  d0 - 2εd  d2+ 2εd  d3 - 2εd 
 
For the slope a”, there are two ( )
" " "
0 2 3 , , d d d  triples that satisfy the two conditions as 
those for the ( )
' ' '
0 2 3 , , d d d  triples, and they are listed in TABLE 4-3. Applying the same 
derivations as in the case of a’, the RLL computed at 
"
3 d  is given as: 
 
( ) ( ) ( ) ( ) ( )
( ) ( )
2 2 2 " " " 2
0 0 0 0
2 "
3
1 "
" 3 1
1 "
d d d d
RLL t
x
a
a
 
+ - + -  
= D -  
  +  
 
.             (4-22) 
Denote the RLL computed by each of the ( )
" " "
0 2 3 , , d d d  triples as 
"
j RLL ,  1,2 j " = . Their 
respective prediction inaccuracies are given as follows: 
 
"
" 100%, 1,2
j
j
RLL RLL
j
RLL
h
-
= × " = .                   (4-23) 
 
The greater of the two 
"
j h ’s corresponds to the slope that deviates the farthest from the 
true slope.  
 
- 83 - 
 
 
TABLE 4-3: 
'
0 d , 
'
2 d , AND 
'
3 d  FOR MAXIMAL-SLOPE TRAJECTORY. 
  "
0 d  
"
2 d  
"
3 d  
1  d0 + 2εd  d2 - 2εd  d3 + 2εd 
2  d0 -2 εd  d2 - 2εd  d3 + 2εd 
 
Combining the formulas derived in Equations (4-21) and (4-23), ηu is defined as 
follows: 
 
{ } { } { }
' " max : 1, ,6 , : 1,2 u k j k j h h h = = = ⋯ .                 (4-24) 
 
Let amin be the trajectory slope that induces the maximal 
'
k h ,  1, ,6 k " = ⋯ , and amax 
the trajectory slope that induces the maximum of 
"
j h ,  1,2 j " = . The upper bound on 
RLL prediction inaccuracy represents the maximal prediction inaccuracy possible by 
the best distance measurement-based prediction algorithm. 
 
 
4.5  MPT with Velocity-Change 
Detection 
 
 
While presenting the operations of the MPT in Section 4.4, we allowed the nodes 
to move at constant velocity, thereby inducing a linear relative trajectory throughout 
the  link  lifetime.  In  reality,  velocity  change  is  a  frequent  occurrence  that  poses  a  
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challenge to the algorithm achieving a robust RLL prediction accuracy. Furthermore, 
the performance of MPT depends on the sampling period  t with which distances are 
measured.  As  will  be  shown  in  the  performance  evaluation,  with  a  larger   t,  the 
distances are measured further apart, reducing the negative effects of measurement 
errors on the operations of curve fitting, and improving the prediction accuracy. Yet, it 
may be difficult to choose an appropriate value for  t a priori that achieves the robust 
prediction performance.  
To address these two issues, we propose an enhanced MPT that is augmented with 
a  simple  velocity-change  detection  (VCD)  test.  Instead  of  measuring  only  four 
distances, this enhanced algorithm, called MPT-VCD, periodically measures distances 
between the two nodes throughout the link lifetime. Concurrently, the VCD test is 
performed  periodically  to  detect  velocity-change  occurrences,  and  allows  the 
algorithm to re-compute the RLL when a velocity change is detected. Furthermore, the 
acquisition  time  increases  with  the  periodic  distance  measuring  and  algorithmic 
invocation. We shall show how this eliminates the need to judiciously choose a  t and 
still achieves a robust prediction performance.   
To simulate velocity changes in the link model, we allow Node 2’s movements to 
induce a piecewise-linear trajectory. That is, Node 2 moves at constant velocity for 
some  time  duration  before  randomly  selecting  a  new  velocity.  Node  1  maintains 
constant velocity and periodically measures distances between itself and Node 2 at 
each time tk, for k=0, 1, 2... 
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4.5.1  Velocity-Change Detection (VCD) Test 
 
 
When Node 2 enters Node 1’s transmission range at time t0, Node 1 periodically 
measures  distances  between  the  two  nodes  at  each  time  step  throughout  the  link 
lifetime. Each distance measurement is stored in a memory cache. Without loss of 
generality, let t0=0. Every 3 t[sec] (or equivalently, whenever k is a multiple of 3), 
denote Tacq(k)=tk-t0=tk as the current acquisition time at tk. Node 1 then invokes the 
MPT  by  drawing  four  measurements,  measured  at  t0,  Tacq(k)/3,  2Tacq(k)/3,  and  tk, 
denoted as  0 ˆ d ,  /3 ˆ
k d ,  2 /3 ˆ
k d , and  ˆ
k d , respectively. It then computes  ( )
2 2
k k k d R x y = - + ɶ ɶ ɶ . 
The VCD test then compares  ˆ
k d  and  k d ɶ  as follows: 
 
  if  ˆ
k k th d d d - £ ɶ  
        no velocity change at tk 
  else 
       velocity change at tk, 
 
where δth denotes the detection threshold that is set by the test.  
We define the following terms to analyze the performance of the VCD test. Denote 
tvc as the velocity change time, and tvcd as the velocity-change detection time. A miss 
(M) occurs when the test did not detect any velocity change during the link lifetime, 
even though it did occur. A false alarm (FA) occurs when velocity change is detected 
without it actually occurring, i.e., t0<tvcd<tvc. A detection (D) occurs when velocity 
change is detected after it occurred, i.e., tvcd>tvc.  
Assume an unknown but finitely bounded measurement error distribution, as we  
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did in the derivations for ηu in Section 4.4.3. As explained in that section, at each time 
step  tk,  ˆ
k d   is  bounded  by  [dk-εd,  dk+εd],  and  k d ɶ   is  bounded  by  [dk-2εd,  dk+2εd]. 
Consequently, the maximal possible difference between  k d ɶ  and  ˆ
k d  is 3εd if there is no 
velocity change. This implies that when we set δth =3εd, the probability that the VCD 
test raises a false alarm is zero. In fact, this is the minimal δth that achieves the zero 
probability of false alarms.  
Furthermore, we define two VCD metrics related to misses and detections, ZM and 
ZD, respectively: 
 
,
vc vcd vc
M D
vc
FLL t t t
Z Z
FLL FLL t
- -
= =
-
.                   (4-25) 
ZM is computed with instances in which a miss occurs, and captures the relationship 
between a miss and how close tvc is to the end of the link lifetime. ZD is computed with 
instances in which a detection occurs, and reflects how much time has elapsed after a 
velocity change before it is detected, providing a measure of responsiveness by the 
VCD test to a velocity-change occurrence. Both metrics take values between 0 and 1. 
They are used to evaluate the effectiveness of the VCD test in Section 4.6.3. 
 
 
4.5.2  MPT-VCD Algorithm 
 
 
Once Node 2 enters  its transmission range, Node 1  invokes the MPT-VCD to 
periodically measure distances (with periodicity  t) and computes  k d ɶ  and the residual 
link lifetime ˆ
k RLL  (with periodicity 3 t). If a velocity change is detected at time tvcd  
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(which is initialized to t0), the MPT-VCD will employ the distance measurements that 
are measured after tvcd to compute the RLL. When Node 1 receives a RLL-prediction 
request at a time treq, the algorithm draws four periodical distance measurements from 
tvcd to treq to compute the RLL and reports it to Node 1.  
In practice, such a request could arrive at a random time either before or after the 
velocity-change  detection.  Reporting  the  currently  predicted  RLL  before  velocity 
change  occurs  would  likely  result  in  erroneous RLL  prediction.  We  first  define  a 
separation time threshold  treq, a minimal time duration between tvc and tvcd. When 
responding to a prediction request, the MPT-VCD needs to consider the following 
three  cases  with  respect  to  the  velocity  change  detection  time  versus  the  time  of 
prediction request arrival:  
 
1)  If the prediction request arrives at Node 1 after a velocity change was detected 
at  tvcd,  and  the  difference  between  treq  and  tvcd  is  at  least   treq  (i.e.,  treq-
tvcd³ treq>0 and tvcd>t0), the algorithm computes the RLL at treq and reports it 
to Node 1.  
2)  If the request arrives after a velocity change was detected at tvcd, and the time 
difference  between  treq  and  tvcd  is  less  than   treq  (i.e.,  0<treq-tvcd< treq  and 
tvcd>t0), the algorithm updates treq=tvcd+ treq, and continues  measuring  new 
distances until the new treq, at which time it computes the RLL and reports it to 
Node 1. 
3)  If the request arrives before a velocity change is detected (i.e., 0<treq<tvcd), the 
algorithm  computes  the  RLL  at  treq  and  reports  it  to  Node  1.  It  continues 
measuring new distances until it detects velocity-change at time tvcd, at which it 
updates  treq=tvcd+ treq,  resumes  measuring  distances  until  the  new  treq  is 
reached, at which time it computes and reports the RLL to Node 1.  
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4.6  Performance Evaluation 
 
 
In this section, we provide performance evaluation of the MPT and MPT-VCD in 
simulation,  which  also  examines  some  of  the  theoretical  results  obtained  in  the 
previous sections. 
 
 
4.6.1  MPT with Additional Distance 
Measurements 
 
 
We  first  demonstrate  how  employing  more  distances  at  the  input  of  the  MPT 
improves the algorithm’s RLL-prediction performance. Distance measurements can be 
measured in two approaches. In the first approach, N distances are measured with a 
constant  period   t,  and  the  acquisition  time  is  computed  by  Tacq=(N-1)/ t.  In  the 
second approach, N distances are measured over a constant acquisition time Tacq, and 
 t=Tacq/N.  However,  the  second  approach  yields  practically  no  improvement  in 
performance. This is because of all the distance measurements used by MPT, the two 
having a dominating impact on estimating the relative trajectory are  0 ˆ d  and  1 ˆ
N d - , 
measured at time t0 and tN-1, respectively. As long as the acquisition time (i.e., the 
duration between t0 and tN-1) remains constant and fixed at these two ends, how the 
other  intermediate  distances  are  measured  does  not  have  a  significant  impact  on 
reducing the negative effects of the measurement errors, since it is  0 ˆ d  and  1 ˆ
N d -  that 
determine  the  amount  of  freedom  with  which  the  trajectory  could  tilt.  In  the  first 
measuring approach, as N increases, MPT is invoked at a time ever closer to the end of  
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the link lifetime. This is equivalent to increasing the acquisition time between t0 and 
tN-1, and results in a more accurate estimated trajectory. Therefore, in the performance 
evaluation below, we will only present results from the first approach. 
We perform simulations in the two-node link model and plot the statistical CDFs 
of h  by MPT-N, where N=4, 5, 6, 7, 8. Nodes 1 and 2 are initially placed at R=50[m] 
apart.  The  node  speed  is  V~U(1,  10)[m/s],  the  node  direction  θ~U(0,  2π),  and 
 t=1[sec].  The  i.i.d.  measurement  errors  εi~U(-εd,  εd),  where  εd=0.3%R.  For 
comparison consistency, all RLL predictions are computed at η(t0+7 t). 
Figure 4-12 plots the statistical CDF curves of these MPT variants. As a reference, 
we also plot the CDF for ηu as derived in Equation (4-24). As expected, measuring 
more distances with a constant sampling period greatly lowers the achievable RLL 
prediction inaccuracy. The CDF for ηu depicts the worst possible inaccuracies these 
predictions  with  the  measured  distances  can  achieve,  and  serves  as  the  inviolable 
bound  for  MPT-4.  Since  MPT-5  through  MPT-8  all  achieve  better  prediction 
performance than MPT-4, the ηu upper-bounds their worst-case performance as well, 
as is clearly shown in the figure. 
However, the improved prediction performance with more distance measurements 
comes at the expense of a longer acquisition time, as it denies a greater number of 
links the opportunity of RLL-prediction computations. A prediction miss is defined as 
an event in which the RLL prediction is not possible because the link breaks before all 
the distance measurements needed for RLL computations are measured. The amount 
of prediction misses incurred by each MPT variant is illustrated in Figure 4-13, which 
plots the number of prediction misses as a percentage of the sum of the numbers of 
predictions and prediction misses by each MPT variant.   
It can be seen that in Figure 4-12, for η≤10%, 40% of all predictions by MPT-4 
achieve this prediction inaccuracy, whereas 80% of all predictions by MPT-8 (i.e., a  
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little  more  than  twice  as  much  as  MPT-4)  do  so.  For  η≤20%,  63%  of  MPT-4’s 
predictions  result  in  η≤20%,  whereas  91%  of  all  predictions  by  MPT-8  (i.e., 
approximately 50% better than MPT-4) do so. On the other hand, as shown in Figure 
4-13, MPT-4 leads to an 18% of prediction misses, compared with 41% of prediction 
misses  by  MPT-8.  The  two  figures  therefore  demonstrate  a  trade-off  between 
prediction inaccuracy and prediction misses. In implementing the algorithm, we are 
more  concerned  with  allowing  more  links  in  the  network  to  perform  prediction 
computations rather than striving for higher accuracy for a smaller number of links. 
Therefore,  in  the  subsequent  performance  evaluation,  all  RLL  computations  are 
performed with four distance measurements. 
 
 
Figure 4-12: CDF of η for various numbers of distance measurements. 
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Figure 4-13: Ratio of prediction misses to RLL predictions by MPT variants. 
 
 
4.6.2  Acquisition Time-to-FLL Ratio 
 
 
We now evaluate the performance of MPT with respect to the acquisition time Tacq 
as a fraction of the FLL. The simulation scenario is set up in the two-node link model 
as follows. Before each RLL prediction, we compute the FLL given the relative speed 
and direction, and set the Tacq/FLL ratio, denoted as ρacq, at 5%, 10%, 15%, 20%, 25%, 
and 30%. The sampling period is thus equal to  t=Tacq/3 for each ρacq value. The same 
parametric values and distributions for parameters R, εi, εd, node speed and direction as 
those in Section 4.6.1 are used in the simulation. Furthermore, both Node 1 and Node 
2 maintain constant velocity throughout the link lifetime.  
Figure 4-14 plots the statistical CDFs of RLL prediction inaccuracy with respect to  
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the Tacq/FLL ratio. As this ratio increases, the performance of MPT improves. This 
improvement is brought out because a larger ratio means that MPT is invoked at a 
time closer to the end of the link lifetime, and the first and last distance measurements 
are measured further apart. This reduces the effects of the measurement errors when 
the algorithm performs linear curve fitting to compute the estimated relative trajectory. 
Therefore, the length of the acquisition time casts a significant impact directly related 
to the prediction accuracy of the RLL. Conversely, it can also be seen that a larger  t 
usually  leads  to  a  higher  prediction  performance,  for  the  reasons  given  above.  In 
Section 4.6.4, we see how this idea is naturally incorporated into the operations of the 
MPT-VCD. 
 
 
Figure 4-14: RLL prediction inaccuracy w.r.t. Tacq/FLL ratio under Fluid model. 
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4.6.3  Performance of the VCD Test 
 
 
To evaluate the effectiveness of the VCD test, we let Node 2’s movements induce 
a piecewise-linear trajectory. In this scenario, we allow the velocity change in Node 2 
to  occur  only  once  at  a  random  time  tvc  during  the  link  lifetime,  while  Node  1 
maintains constant velocity. The  velocity  change time tvc~U(0, FLL1), where FLL1 
denotes the FLL had Node 2 not changed its velocity. At tvc, Node 2 chooses a new 
velocity and moves until the link breaks. Key simulation parameters remain the same 
as those in Section 4.6.1. Performance evaluation involving multiple velocity changes 
is presented in Section 4.6.4.  
For  each  link  lifetime,  we  collect  30,000  triples  of  the  following  statistics  to 
generate  the  relevant  performance  metrics:  tvc,  tvcd,  and  FLL.  We  tabulate  the 
probabilities  of  misses  (M[%]),  false  alarms  (FA[%]),  and  detections  (D[%])  in 
TABLE 4-4 with two values of δth, 3εd and 0.5εd, and four values of εd, 0.1%R, 0.3%R, 
0.5%R, and 0.7%R.  
The results show that when δth=3εd, the probability of false alarm is indeed zero 
regardless of the values of εd, confirming our assertion in Section 4.5.1. However, at 
this detection threshold, a larger εd results in the probabilities of miss and detection 
becoming more equally probable. On the other hand, as δth is smaller, the probability 
of false alarm becomes non-zero, the probability of miss decreases, and the probability 
of detection increases. This is because a smaller δth makes the VCD test more sensitive 
to velocity changes, reducing the number of potential misses and allowing for more 
detections,  while  becoming  more  prone  to  false  alarms.  The  data  in  the  table 
demonstrate that at a smaller δth, the proposed VCD test is able to achieve a higher 
detection probability with relatively low miss and false-alarm probabilities. Therefore,  
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to achieve a better performance in velocity change detections, we tolerate some false 
alarms by setting δth at a smaller value in the following evaluations. 
 
TABLE 4-4: PERFORMANCE OF THE VCD TEST. 
εd   δth   M [%]  FA [%]  D [%] 
0.1%R  0.5εd  5.38  3.72  90.90 
0.3%R  0.5εd  9.13  4.35  86.52 
0.5%R  0.5εd  11.87  4.49  83.64 
0.7%R  0.5εd  14.37  4.86  80.77 
0.1%R  3εd  23.77  0  76.23 
0.3%R  3εd  41.59  0  58.41 
0.5%R  3εd  52.16  0  47.84 
0.7%R  3εd  60.09  0  39.91 
 
Figure 4-15 and Figure 4-16 plot the statistical CDFs of ZM and ZD respectively, 
for δth=3εd, 1.5εd, and 0.5εd, with εd=0.3%R. It can be seen that at a smaller δth, a miss 
occurs less likely. That it does implies that tvc is likely very close to the end of the FLL 
(i.e., corresponding to a small ZM), leaving little time for the VCD test to detect the 
change  before  the  link  breaks.  Indeed,  Figure  4-15  shows  that  at  δth=3εd, 
approximately 33% of all misses occur when the velocity change occurs at a time 
when 90% of the FLL has gone by, i.e., ZM £ 0.1, whereas at δth=0.5εd, nearly 75% of 
all  misses occur  for ZM £ 0.1. A smaller δth also allows the VCD test to detect a 
velocity change more quickly after its occurrence, as shown in Figure 4-16. Note that 
a smaller ZD reflects a shorter time lapse between tvc and tvcd. Thus, the figure shows 
that at δth=3εd, only 16% of all detections are made for ZD=0.1, whereas at δth=0.5εd, 
63% of all detections are made for ZD=0.1. This rapid response time, of course, comes 
at the expense of an increasing number of false alarms. 
We  also  examine  the  effects  of  measurement  errors  on  the  VCD  test  with 
εd=0.1%R, 0.3%R, 0.5%R, and 0.7%R. The data in TABLE 4-4 also show that with an 
increasing  εd,  the  probability  of  miss  increases,  while  the  probability  of  detection  
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decreases. This is expected since a larger εd makes it easier for  ˆ
k k d d - ɶ  to be bounded 
by  δth,  making  a  miss  more  likely  to  occur  while  reducing  the  responsiveness  to 
velocity change. Furthermore, the data in the table show that the probability of false 
alarm increases only slightly despite the increasing εd compared with the probability of 
miss. This is because δth is always scaled by εd, and the ratio of the interval of values 
for  ˆ
k k d d - ɶ   in  which  false  alarms  do  not occur to  3εd (i.e., the  maximal  difference 
between  ˆ
k d  and  k d ɶ  without velocity change) remains unchanged. Consequently, the 
probability of false alarm does not register a significant increase. 
These results allow us to make an appropriate choice of δth that trades off between 
misses  and  false alarms. The RLL can  be either shorter or longer after a  velocity 
change than if there were no velocity change. With a larger δth, a miss would occur if 
the RLL after tvc is too short for the VCD test to react. Such a link may not be suitable 
for the purpose of RLL predictions, and the predicted RLL due to a miss could result 
in a larger prediction inaccuracy. On the other hand, a smaller δth leads to more false 
alarms and detections. Detections allow the MPT-VCD to perform RLL computations 
with distance measurements after the velocity change, leading to a lower prediction 
inaccuracy. It stands to reason that the cost of a miss is greater than the cost of a false 
alarm, and this justifies the choice of a smaller δth that tolerates more false alarms. In 
the subsequent evaluations, we set δth to be 0.5εd. 
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Figure 4-15: Statistical CDFs of ZM (εd=0.3%R). 
 
 
Figure 4-16: Statistical CDFs of ZD (εd=0.3%R).  
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4.6.4  Performance of MPT-VCD 
 
 
We begin the performance evaluation of MPT-VCD with the following scenario. 
During each link lifetime, Node 2 undergoes exactly one velocity change at a random 
time  while  Node  1  maintains  constant  velocity.  The  separation  time  threshold 
 treq=1.5[sec] and the detection threshold δth=0.5εd. Figure 4-17 plots the statistical 
CDFs of η by the MPT-VCD generated with this scenario at different values of εd. As 
expected, the performance of MPT-VCD decreases as εd increases. 
The  performance  of  MPT-VCD  depends  on  the  choice  of   treq,  as  defined  in 
Section 4.5.2.  The algorithm inserts additional time  treq between treq and tvcd so that 
the  first  and  the  last  distance  measurements  used  by  the  subsequent  MPT-VCD 
invocations are sufficiently apart. Therefore, we expect a larger value of  treq would 
result in a better performance of the algorithm, as demonstrated in Figure 4-18 that 
plots  the  CDFs  of  prediction  inaccuracy  for   treq=0.5,  1.0,  1.5,  and  2.0[sec]. 
However, if  treq is too large, the link could break before RLL is computed at treq, 
resulting in a prediction misses. We have also calculated the percentage of prediction 
misses  out  of  the  sum  of  the  numbers  of  predictions  and  prediction  misses.  For 
 treq=0.5,  1.0,  1.5,  and  2.0[sec],  the  percentages  of  prediction  misses  are  7.78%, 
13.49%, 19.88%, and 25.46%, respectively. These results therefore show a trade-off 
between improved prediction performance and prediction misses.  
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Figure 4-17: CDFs of RLL prediction inaccuracy (δth=0.5εd). 
 
We next consider the effects of multiple velocity changes during the link lifetime 
on the performance of MPT-VCD. Let m be a simulation parameter that specifies the 
number of velocity changes Node 2 undergoes during a link lifetime. Denote RLLvc,i  
as  the true RLL at the i-th velocity change at time tvc,i. The next velocity-change time 
is computed as tvc,i+1~U(tvc,i, tvc,i+RLLvc,i). This allows Node 2’s movements to induce 
a piecewise-linear trajectory with multiple velocity changes. At each tvc,i, with 50% 
probability, the simulator sets treq at the i-th segment of the trajectory until it is set for 
the first time, and treq~U(tvc,i, tvc,i+RLLvc,i). The three cases for the relationship between 
treq and tvcd in Section 4.5.2 still apply. Note that if a new velocity change is detected at 
time  tvcd,i+1  after  the  MPT-VCD  reported  the  predicted  RLL  to  Node  1,  a  new 
prediction request needs to be issued at a time treq= tvcd,i+1+ treq.  
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Figure 4-18: CDFs of RLL prediction inaccuracy w.r.t.  τreq. 
 
Figure 4-19 and Figure 4-20 plot the CDFs of the RLL prediction inaccuracy for 
multiple velocity changes during the link lifetime, with  treq=1.0[sec] and 2.0[sec], 
respectively. The four CDF curves in each figure correspond to m=1, 2, 3, 4. Apart 
from showing that a larger  treq leads to a better prediction performance as expected, 
the figures also demonstrate that more velocity changes lead to a slight degradation in 
the algorithm’s prediction performance. This degradation comes  from the  fact that 
more velocity changes during the link lifetime increase the possibility of the algorithm 
making  erroneous  RLL  predictions,  especially  when  the  node  velocity  changes 
abruptly and randomly. On the other hand, more velocity changes also imply that the 
last RLL computation likely occurs in the last segment of the trajectory because of the 
propagation  of  treq,  where  the  link  is  near  the  end  of  its  lifetime.  The  RLL 
computations made at such a late stage of the link lifetime do not differ significantly 
regardless of the number of velocity changes during the link lifetime.   
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Figure 4-19: Performance of MPT-VCD with multiple velocity changes 
( treq=1.0[sec]). 
 
 
Figure 4-20: Performance of MPT-VCD with multiple velocity changes 
( treq=2.0[sec]). 
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We  also  examine  the  occurrences  of  prediction  misses  due  to  the  increasing 
number  of  velocity  changes  (VCs)  and  a  larger   treq.  TABLE  4-5  tabulates  the 
percentage of prediction misses as a percentage of the total number of predictions and 
prediction  misses  for   τreq=1.0  and  2.0[sec].  It  shows  that  as  m  increases,  more 
prediction misses occur. This is because with more velocity changes, the last velocity-
change detection time (tvcd,m) is likely very close to the end of the link lifetime. When 
this happens, the link could break before the last updated treq (equal to tvcd,m+ treq), 
resulting in a prediction miss.   
 
TABLE 4-5: PERCENTAGE OF PREDICTION MISSES IN MPT-VCD 
 t t t treq  1 VC  2 VCs  3 VCs  4 VCs 
1.0 [sec]  13.49%  15.98%  18.18%  20.06% 
2.0 [sec]  25.46%  28.59%  32.09%  35.62% 
 
The preceding performance evaluation demonstrates that, from the perspective of 
RLL prediction accuracy, multiple velocity changes in a piecewise-linear trajectory do 
not significantly impact MPT-VCD’s performance. However, they could also lead to 
an increase in prediction misses. 
 
 
4.7  Summary 
 
 
In order to find a reliable path in the topologically dynamic MANET along which 
to transmit data packets, it is beneficial to gain predictive knowledge about the path 
lifetime  so  that  appropriate  measures  can  be  taken  in  advance  to  safeguard  data 
transmissions.  In  this  chapter,  we  studied  the  problem  of  link  lifetime  prediction,  
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which can be expanded to predicting the lifetime of the entire path. Although works 
have been proposed to employ link age as a prediction parameter of the residual link 
lifetime, we demonstrated that in several popular MANET mobility models, the full 
link  lifetime  beyond  a  certain  threshold  can  be  modeled  as  a  general  exponential 
distribution. This observation invalidates link age as a reliable prediction parameter of 
the residual link lifetime.  
We  thus  considered  an  alternative  approach  for  predicting  the  residual  link 
lifetime, one based on distance measurements. We first proved that, with our two-node 
link model, it is necessary to measure at least four distances to compute a unique RLL 
solution. Furthermore, we showed that random measurement errors have a much more 
significant impact on inducing the inaccuracy of the RLL prediction than systematic 
errors.  
We then proposed the Mobile-Projected Trajectory algorithm using four periodical 
distance measurements to estimate the relative trajectory and compute the residual link 
lifetime.  The  operations  of  the  algorithm  do  not  require  the  node  to  possess  any 
knowledge  of  velocity  and  position.  Since  the  algorithm  is  based  on  linear  curve 
fitting, if more than four distance measurements are available, the prediction accuracy 
can  be  further  improved.  By  assuming  an  unknown,  but  finitely-bounded  distance 
measurement  error  distribution,  we  were  able  to  derive  an  upper  bound  on  RLL 
prediction  inaccuracy.  This  is  the  best  bound  achievable  by  any  distance 
measurement-based RLL prediction algorithm.  
To account for the occurrences of velocity changes during the link lifetime, we 
augmented  the  MPT  with  a  simple  velocity-change  detection  test.  With  the  same 
assumption about the distance measurement error, we were able to derive the minimal 
detection threshold that allowed the proposed VCD test to achieve a zero probability 
of false alarm.   
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In the performance evaluation, we have confirmed that employing more distance 
measurements indeed improves the prediction performance of MPT, but it is at the 
expense  of  more  prediction  misses.  By  analyzing  the  performance  of  MPT  with 
respect to the acquisition time-to-FLL ratio, we showed that the more apart the first 
and last distance measurements are measured, the better prediction accuracy MPT is 
achieved. This idea was indeed incorporated into the MPT-VCD with its periodical 
distance  measuring  and  algorithm  invocations.  We  have  demonstrated  the 
effectiveness of the proposed VCD test that can achieve a very powerful detection 
probability if we tolerate some false alarms. Performance evaluation of the MPT-VCD 
showed  a  robust  performance  when  the  node  movements  induce  a  piece-linear 
trajectory.  Under  such  a  trajectory,  we  have  shown  that  increasing  the  number  of 
velocity changes does not significantly impact the algorithm’s performance, although 
it leads to an increase in prediction misses. 
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Chapter 5  Kalman Filter-Based 
RLL Prediction 
 
 
5.1  Introduction 
 
 
Multi-hop paths  in  a MANET undergo frequent breakages due to the dynamic 
network topology, resulting in undesired outcomes such as excessive data delivery 
latency and data loss. It is in the interest of the data sender to find a path along which 
data can be routed reliably to reach the intended recipient.  
In this chapter, we continue to study the problem of link lifetime prediction in the 
MANET. A number of published works have addressed this problem by employing 
link  age  as  the  prediction  parameter  [7][45][82].  In  Chapter  4,  we  proposed  the 
Mobile-Projected Trajectory algorithm that computes the predicted RLL by employing 
four periodical distance  measurements. To account  for the occurrences of  velocity 
change  during  link  lifetime,  we  augmented  the  MPT  with  a  Velocity-Change 
Detection test.  
Although the MPT-VCD continuously measures distances between two nodes of a 
link and is invoked periodically throughout its lifetime, at every invocation it utilizes 
only four distance measurements that are equally measured in time to compute the 
relative trajectory and RLL. This results in discarding a lot of distance measurements 
that  would  have  been  helpful  in  providing  a  more  accurate  RLL  computation. 
Furthermore, the first time the MPT-VCD is invoked is 3 t[sec] after the link came 
into  being;  subsequently,  it  is  invoked  every  3 t[sec]  in  order  to  maintain  the  
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periodicity of distance measurements utilized in RLL computations. Therefore, when a 
RLL-prediction  request  arrives  at  the  node,  the  algorithm  may  not  be  able  to 
immediately provide a predicted RLL to the prediction request. 
We now propose a new algorithm that employs a Kalman Filter in computing the 
residual link lifetime. The original discrete-time linear Kalman filter was proposed by 
Rudolf  Kalman  in  1960  to  recursively  estimate  the  state  of  a  linear  system  by 
sampling  a  measurement  at  each  time  step  [76].  With  certain  assumptions,  it  can 
achieve the optimal solution by minimizing the mean square error of the estimated 
state. However, no practical  systems can  be  modeled as entirely  linear. Therefore, 
several Kalman filter variants, such as Extended Kalman Filter (EKF) and Unscented 
Kalman Filter (UKF), have been developed to account for system nonlinearity and 
approximate sub-optimal state estimations. Since its invention, Kalman filters have 
been implemented in a wide variety of applications, from aviation to the stock market. 
The RLL-prediction algorithm proposed in this chapter is based on the Unscented 
Kalman Filter. While the EKF is more popular in many practical applications than the 
UKF due to its earlier introduction to the public, we adopt the UKF in our algorithm 
because of its ability of reaching approximations that are third-order to the optimal 
solution, whereas an EKF can only reach first-order approximations to the optimal 
solution [76]. Furthermore, it is much easier to initialize the UKF than the EKF. That 
is, the initial parameter values of an UKF can be chosen in a coarsely defined region 
without  significantly  impacting  the  performance  of  the  filter,  whereas  a  coarse 
initialization of an EKF could easily lead to the divergence in state estimations. Thus, 
it is much more likely for the state estimations made by the UKF to converge to the 
true states. 
The development of UKF is based on the following two premises at each time step 
[42]. Firstly, it is easy to perform a nonlinear transformation on a single state point.  
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Secondly, it is not too difficult to find a set of individual state points in the state space 
whose sample PDF approximates the true PDF of the state. We will present how, in 
the context of our problem, the proposed RLL-prediction algorithm models the link 
lifetime as a non-linear dynamic system, in which the filter recursively updates the 
state estimations, and computes the RLL from the estimated states. As in the case of 
MPT and MPT-VCD, the proposed algorithm  in this chapter does not require any 
knowledge of nodes’ velocities and actual positions. 
The remainder of the chapter is organized as follows. Section 5.2 introduces the 
operations  of  the  UKF-based  algorithm  and  discusses  the  initialization  of  the 
Unscented  Kalman  Filter.  Section  5.3  evaluates  the  performance  of  the  proposed 
algorithm  through  extensive  simulations.  Section  5.4  concludes  the  chapter  with  a 
summary. 
 
 
5.2  Unscented Kalman Filter-based RLL 
Prediction 
 
 
5.2.1  Formulation of Unscented Kalman Filter 
 
 
We assume the same two-node link model developed for MPT and MPT-VCD in 
Chapter  4,  in  which  Node  1  measures  distances  between  itself  and  Node  2  with 
sampling period  t. As illustrated in Figure 5-1, when two nodes enter each other’s 
neighborhood at time t0 (without loss of generality, let t0=0), Node 1 measures the first  
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distance  0 ˆ d  and establishes a Cartesian system by placing Node 2 at its origin, and 
itself on the positive end of the x-axis at ( 0 ˆ d , 0). At each subsequent time step tk 
(tk= t+tk-1), k=1, 2, …, Node 1 computes a new distance measurement  ˆ
k d  and invokes 
the  UKF  to  compute  the  RLL.  When  an  RLL-prediction  request  arrives  at  some 
random time treq, the most recently predicted RLL is reported to Node 1.  
The link lifetime is modeled as a non-linear dynamic system for the UKF, and it 
consists of two state variables to be estimated at each tk:  
 
1) the slope of the relative movement trajectory, denoted as ak, and  
2) the x-coordinate of the currently measured distance, denoted as xk.  
 
Along with  ˆ
k d , the dynamic system model can be formulated as follows: 
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= = - + +     
    
               (5-1) 
where εk denotes the distance measurement error with a distribution that has zero mean 
and variance Rε,k. Note that since the states of the system are accurately described by 
f(*), no state noise exists. 
At each time step, the UKF recursively performs two updates: time update and 
measurement update. The time update is first performed as follows. At the current 
time step tk, UKF computes the state sigma points for tk-1, denoted as 
( ) ( )
1 1 ˆ ˆ
T i i
k k x a - -  
  , as 
follows: 
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Figure 5-1: Illustration for the UKF-based RLL-prediction algorithm. 
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In Equation (5-2),  1 ˆk a -  and  1 ˆk x -  denote the a posteriori state estimates at time tk-1. 
They represent the states estimated with distance measurements up to and including 
1 ˆ
k d - . The two corrective terms  ( ) i a ɶ  and  ( ) i x ɶ  are computed as follows: 
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where Pk-1 denotes the a posteriori state covariance matrix for the two states at tk-1, 
and  1 2 k P -  is an upper-triangular matrix that can be computed by the Cholesky matrix 
Node 2  Node 1 
treq 
Velocity 
change  
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square root algorithm [76]. Note that  ( ) 1 2
T
k
i
P -  is the transpose of the i-th row in 
1 2 k P - . The state sigma points are then promoted from time tk-1 to tk, and are denoted 
as 
( ) ( ) ˆ ˆ
T i i
k k x a  
  : 
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,  1, ,4 i " = ⋯ ,               (5-4) 
 
We next employ these state sigma points from Equation (5-4) to compute the a 
priori state estimates and a priori state covariance matrix at time step tk, denoted as 
ˆ ˆ
T
k k x a
- -      and  k P
-, respectively, which do not have the knowledge of  ˆ
k d  at time step 
tk. They are computed as follows: 
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This concludes the time update. 
The  measurement  update  follows  the  time  update,  and  it  updates  the  results 
obtained from the time update by incorporating the currently measured distance  ˆ
k d  in 
its state estimations. It begins by first refining the state sigma points with the newly 
acquired  ˆ ˆ
T
k k x a
- -      and  k P
- from Equation (5-5): 
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where:  
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With  the  refined  state  sigma  points  from  Equation  (5-6),  we  can  compute  the 
measurement sigma points 
( ) i
k d
⌢
 as follows: 
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, "i=1,…,4,               (5-7) 
 
The  measurement  sigma  points  can  be  seen  as  the  four  best  estimated  distance 
measurements around the true distance. The predicted measurement, denoted as  k d
⌢
, is 
computed by taking the average of the four 
( ) i
k d
⌢
 values: 
 
( )
4
1
1
4
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d d
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= ∑
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.                         (5-8) 
The variance of  k d
⌢
, denoted as 
d P , is computed as follows: 
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The cross-covariance matrix of   ˆ ˆ
T
k k x a
- -      and  k d
⌢
, denoted as  , y d P , is computed  
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using the results from Equations (5-5) through (5-8) as follows: 
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Finally, we compute the Kalman gain, a posteriori state estimates, and a posteriori 
state covariance matrix, denoted as  k K , [ ] ˆ ˆ
T
k k x a , and Pk, respectively: 
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,                    (5-11) 
 
The results in Equation (5-11) will then be applied to the time update at the next time 
step  tk+1  when  UKF  is  invoked  again,  commencing  a  new  iteration  of  time  and 
measurement updates. 
 
 
5.2.2  Initialization and RLL Computation of the 
UKF 
 
 
We now discuss the initialization of the following UKF parameters at t1, namely, 
a1, x1, Rε,1, and P1. Although no specific guidelines exist for initializing filter, and the 
choices of these initial parametric values are often coarse, UKF achieves very robust  
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performance with them, demonstrating its considerable leeway in parametric tuning 
when relatively little information is available to initialize the filter. 
Although we assume a node has no knowledge of its actual speed and direction, in 
practice,  it  is reasonable to assume that the distribution of the  node speed  from  a 
minimal to maximal value is known. Therefore, the average speed Vavg of the minimal 
and maximal speeds is known. Since Node 2 can approach Node 1 with any relative 
angle between 0 and p/2, it is reasonable to initialize the relative angle to be p/4; 
therefore, a1=tan(p/4)=1. x1 is thus initialized to be x1=Vavg  tcos(π/4). As to P1, if we 
were absolutely certain of our initial state estimates, P1 would be a two-by-two null 
matrix 0. However, since it is impossible to guarantee error-free initial state estimates, 
P1 cannot be a null matrix. As it turns out, when initializing the UKF, any particular 
choice of P1 is not critical [76], and any P1¹0 would allow the filter to eventually 
converge. Furthermore, it is acceptable to assume zero correlation between the states’ 
initial values. In our performance evaluation, we choose the following P1: 
 
1
0.05 0
0 0.05
P
 
=  
 
.                       (5-12) 
 
Rε,1 is the variance of the random measurement error that depends on the distance-
measurement technology and equipment used and can be obtained by gathering the 
long-term statistics of the measurement error or through other means. Furthermore, we 
can  reasonably  assume  that  the  measurement  errors  εk  are  i.i.d.,  and  that they  are 
independent of the true distances. Therefore, Rε,k= Rε, for k=0, 1, 2,… 
Without loss of generality,  let t0=0. At each tk, the predicted RLL, denoted as 
, ˆ
ukf k RLL , is computed as follows: 
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Figure 5-2 demonstrates the effectiveness of the above initialization by tracking 
the state variables and the RLL in the case of constant velocity. We randomly choose a 
link lifetime in the simulation and apply the UKF-based RLL prediction algorithm to 
compute its predicted RLL at every time step. For the key simulation parameters, the 
transmission range is R=50[m], the relative speed between the nodes is 6.45[m/s], the 
relative angle is 24.58º, and the sampling period is  t=0.1[sec]. As expected, after an 
initial period of fluctuation, the estimated states eventually converge to the true states, 
as does the estimated RLL to the true RLL. Repeated experiments with other values 
for the node speed, direction, and  t have yielded the similar results as depicted in the 
figure. 
 
 
Figure 5-2: Time diagram of tracking the state variables and RLL. 
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5.3  Performance Evaluation 
 
 
5.3.1  Performance of the Algorithm without 
Velocity Change 
 
 
We first evaluate the performance of the UKF-based RLL-prediction algorithm 
when  no  velocity  change  takes  place  during  the  link  lifetime.  Each  distance 
measurement contains a measurement error εk~U(-εd, εd). Both Node 1 and Node 2 
have a speed distribution V~U(1, 10)[m/s], and a direction distribution θ~U(0, 2π). 
The transmission range R=50[m]. A predicted-RLL statistic is recorded when a RLL-
prediction request arrives at Node 1 at a random time treq and is compared with the 
actual RLL. In determining the distribution of treq, note that regardless of how finely 
initialized the filter is, there is always an initial duration of divergence of the estimated 
states from the true states of the system. It will not be possible to obtain an accurate 
RLL  prediction  within  this  time  duration.  Therefore,  a  prediction  request  can  be 
properly responded to only if it arrives after this initial fluctuating period. In this and 
subsequent simulation scenarios, the request arrival time treq is uniformly distributed 
between  2[sec]  and  the  full  link  lifetime,  where  the  initial  duration  of  2[sec]  is 
approximately equal to 10% of the time it takes Node 2 to traverse along the diameter 
of Node 1’s circular neighborhood at the average node speed.  
Figure 5-3 plots the statistical CDFs of RLL prediction inaccuracy of the above 
simulation scenario with εd =0.3%R, for two different values of  t: 0.01[sec] and 
0.1[sec], respectively. 30,000 statistics are generated to plot each curve in the figure.  
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For both values of  t, it can be seen in the figure that between 80% and 86% of all 
RLL predictions made by UKF achieve an inaccuracy of 20% or less (correspondingly 
a prediction accuracy of 80% or more). This robust prediction performance is due to 
the fact that our UKF works well in estimating the states of the link lifetime at each 
time  step.  Of  course,  the  algorithm  performs  better  with  a  smaller   t  (i.e.,  more 
frequent invocations of the UKF). This can be explained by the fact that a smaller  t 
leads  to  measuring  more  distances  during  the  link  lifetime.  Given  that  the  UKF 
recursively produces the estimated states with all the distance measurements it has 
accumulated  up  to  the  current  time,  it  stands  to  reason  that  more  distance 
measurements would naturally lead to a better estimate of the state of the link lifetime.  
 
 
Figure 5-3: Statistical CDFs of η (constant velocity). 
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5.3.2  Performance of the Algorithm with 
Velocity Change 
 
 
We next evaluate the performance of the UKF-based algorithm under two different 
mobility models with velocity change. The first type of trajectory is induced by the G-
M mobility model, as introduced in Section 2.2.1. In the current simulation scenario, it 
is defined as follows:  
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1 1
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a a a
-
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,        (5-14) 
 
where Vn and Фn denote the node speed and direction at the n-th epoch, respectively; α 
is the correlation factor between 0 and 1; Vavg and Фavg denote the average node speed 
and  direction,  respectively; 
1 n x V
-   and 
1 n x - F denote  the  Gaussian-distributed  random 
variables  defined  below.  As  for  the  values  of  these  parameters,  Vavg=  5.5[m/s], 
Фavg~U(0,  2π),  α=0.9,  ( )
1
2 ~ 0,
n x V V N s
- ,  and  ( )
1
2 ~ 0,
n x N s
- F F ,  where  σV=Vavg/3,  and 
σФ=π/6.  
Figure  5-4  plots  the  CDF  of  the  RLL  prediction  inaccuracy,  where  Node  1 
maintains constant velocity throughout the link lifetime, and Node 2’s movements are 
governed  by  the  G-M  mobility  model  with  different  values  of  the  Node-Velocity 
Update  Interval,  at  NVUI=5,  10,  15,  20[sec].  As  expected,  with  a  longer  epoch, 
velocity  change  occurs  less  frequently  during  the  link  lifetime.  This  enables  the 
algorithm  to  measure  more  distances  within  a  period  of  constant  velocity,  thus 
allowing  the  UKF  to  better  estimate  the  state of  the  system,  resulting  in  a  better  
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prediction performance. 
In the second, Gradual-Turn (G-T) mobility model, Node 2 initially moves with 
constant speed and direction for some duration after entering Node 1’s transmission 
range. At some random time tvc, Node 2 begins to incrementally change its direction 
over a time duration Tvc, at the end of which (i.e., tvc+Tvc) it resumes constant velocity 
until  the  link  breaks.  This  mobility  model  induces  a  smooth,  gradually-turning 
trajectory that is more realistic than other mobility models that induce instantaneous or 
piecewise-linear trajectory changes.  
We investigate how the time duration Tvc affects the algorithm’s performance with 
velocity change. Figure 5-5 plots the CDF of the RLL prediction inaccuracy with the 
following parameters. Let treq be uniformly distributed between 2.0[sec] and t0+FLL, 
and tvc be uniformly distributed between t0+ t and t0+FLL. The overall change in 
direction during Tvc is distributed as U(- Φvc,  Φvc), where  Φvc=30º and 45º, and 
Tvc=1 and 3[sec].  t=0.1[sec]. The figure demonstrates that a more gradual velocity 
change (i.e., a larger Tvc) leads to a better algorithm performance. This is because a 
more gradual change in velocity implies a smaller variance in the estimated state at 
each time  step, and  allows the UKF to better propagate its  state estimate and the 
computed RLL as the link lifetime progresses. Of course, a large change in direction 
(i.e.,  a  larger   Φvc)  requires  longer  time  for  UKF  to  converge,  resulting  in 
performance degradation. It is worth noticing that for all the four curves, more than 
70% of all RLL predictions achieve a η of 20% or less, demonstrating the robustness 
of the algorithm performance. 
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Figure 5-4: CDF of η under the G-M mobility model. 
 
 
Figure 5-5: CDF of η under the G-T mobility model. 
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5.4  Summary 
 
 
In Chapter 4, we proposed the MPT and MPT-VCD algorithms to compute the 
estimated RLL. However, when invoked, both algorithms employ only four periodical 
distance measurements to compute the residual link lifetime, while discarding a large 
quantity of distance measurements. Furthermore, the first time MPT or MPT-VCD is 
invoked is 3 t[sec] after the link comes into being, and subsequently, it can only be 
invoked  every  3 t[sec]  in  order  to  maintain  the  periodicity  of  the  distance 
measurements that it employs in RLL computations.   
In this chapter, we proposed the UKF-based RLL-prediction algorithm that models 
the link lifetime as a non-linear dynamic system. The algorithm periodically measures 
distances  between  two  nodes  and  recursively  updates  the  state  estimates  of  link 
lifetime  at  each  time  step.  The  first  time  the  proposed  algorithm  is  invoked  is  at 
 t[sec] after a link came into being, and is thereafter invoked every  t[sec] with the 
measuring of a new distance. All the distance measurements up to the current time 
step are utilized to update and refine the estimated system states. The algorithm also 
requires  only  very  coarse  initialization  of  the  Unscented  Kalman  Filter  for  its 
estimated states to eventually converge to the true states.  
Without velocity change, the proposed UKF-based algorithm has demonstrated a 
robust ability of bringing the estimated states into convergence with the true states of 
the link lifetime. Furthermore, a smaller sampling period measures more distances and 
leads to more frequent invocations of the UKF, since it gives the filter more distance 
measurement information to better estimate the states of the link lifetime. Performance 
evaluation was conducted in simulation under two types of trajectories with velocity 
changes. In the G-M mobility model, we have observed that the performance of the  
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algorithm improves when there are fewer velocity changes during the link lifetime. In 
the G-T mobility model, a more gradual change in velocity allows the UKF to better 
estimate the state. For both mobility models, the same accuracy can be achieved by 
75% (with NVUI=20[sec]) and 70% of the RLL predictions, respectively. 
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Chapter 6  Conclusions and 
Discussions 
 
 
6.1  What Is Done 
 
 
There is a growing interest in the wireless research community to understand the 
characteristics of multi-hop path lifetime that may be exploited for QoS provisioning 
in the MANET. Some works proposed the use of the mean residual path lifetime as a 
parameter  to  measure  path  reliability.  In  Chapter  2,  we  examined  the  relationship 
between the mean RPL and each constituent link lifetime, and investigated the effects 
of mobility under three mobility models: Random Mobility, Random Waypoint, and 
Gauss-Markov. Through extensive simulations, we concluded that the mean RPL in 
these mobility models is an invariant quantity and unreliable parameter for predicting 
path lifetimes.  
In  Chapter  3,  we  studied  the  problem  of  intelligent  best-path  selection  in  the 
MANET.  By  associating  the  reliability  of  a  multi-hop  path  with  its  lifetime,  we 
proposed  three  path-selection  algorithms  based  on  link  age  that  were  aimed  at 
choosing the best path from a set of available paths between a source-destination pair. 
We defined the “best path” as either a path among all available paths that would most 
likely meet a specified requirement for a desired minimal path lifetime, or one that 
would  be  the  longest-living  path  among  all  available  paths.  Furthermore,  we 
developed  two  corresponding  performance  metrics  to  evaluate  these  path-selection 
algorithms. The  metrics also allow the algorithms to be compared with  a  baseline  
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random-selection  algorithm,  which  arbitrarily  chooses  a  path  regardless  of  path 
reliability.  Simulation  results  demonstrated  that  the  performance  of  all  three 
algorithms improved over the baseline algorithm as the size of the path set increased. 
Furthermore, these algorithms performed better in a high-mobility environment than in 
a low-mobility environment. 
In Chapter 4, we first demonstrated that, under several popular mobility models 
such as RM, RWP, and G-M, the full link lifetime beyond a certain threshold can be 
modeled as a general exponential distribution. Given the memoryless property of the 
exponential distribution, we determined that link age would not be able to serve as a 
reliable link lifetime prediction parameter. We therefore took an alternative approach 
to  address  the  problem  of  RLL  prediction,  one  based  on  distance  measurements 
between two mobile nodes of a link. We developed a two-node link model, in which 
nodes do not possess any knowledge of node velocity and position, and proposed the 
Mobile-Projected  Trajectory  algorithm  to  compute  RLL  by  periodically  measuring 
four distances to estimate the relative trajectory between two nodes. Furthermore, we 
derived a upper bound on the RLL prediction inaccuracy achievable by any distance 
measurement-based RLL prediction algorithm. 
To  account  for  the  frequent  occurrences  of  velocity  change  during  the  link 
lifetime, we devised a simple velocity-change detection test that was augmented to the 
MPT.  We  also  derived  the  minimal  detection  threshold  in  the  VCD  test  that 
guaranteed a zero probability of false alarm. This MPT-VCD algorithm eliminates the 
need  for  the  algorithm  to  judiciously  choose  a  sampling  period.  The  performance 
evaluation of MPT-VCD demonstrated the improved effectiveness of the algorithm’s 
prediction of RLL while encountering velocity changes during the link lifetime. 
In  Chapter  5,  we  proposed  an  Unscented  Kalman  Filter-based  RLL  prediction 
algorithm that cast the link lifetime as a non-linear dynamic system model. The UKF  
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can  be  initialized  at  the  time  when  the  second  distance  is  measured.  It  then 
periodically measures distances and recursively estimates the states of the system at 
each time step by employing all distance measurements up to the current time. This is 
different from MPT-VCD, where only four distance measurements are involved in the 
RLL computations when  it  is  invoked with a periodicity of 3 t. The performance 
evaluation of the UKF-based RLL prediction algorithm demonstrated a good ability of 
the UKF to produce the estimated states that converged to the true states of the system 
as time progresses. We also evaluated its performance under two types of trajectories 
induced by node movements, which also yielded robust results.  
 
 
6.2  Some Thoughts and Future Work 
 
   
The path-selection algorithms proposed in Chapter 3 all select a single best path 
from all available paths between a source-destination pair and discard all others. While 
those other paths may not be as good as the selected one, some, if not all, could still 
satisfy a specified path lifetime requirement and be useful in routing the data packets 
for the source. Therefore, a natural step forward from these path-selection algorithms 
is to develop a multi-path routing protocol that allows simultaneous data transmissions 
along multiple paths. 
Multi-path routing has been actively explored as a candidate solution to realize 
QoS provisioning in the MANET. A routing protocol first discovers a multitude of 
paths between the source and the destination. The source then assigns the data packets 
evenly to all the paths for transmission. This approach, however, does not take into  
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account the reliability of each path. As a result, data packets that are assigned to a less 
reliable path may more likely be lost due to abrupt path breakage.  
We envision a more intelligent multi-path routing protocol that takes into account 
the  path  reliability.  Prior  to  assigning  data  packets  to  different  paths,  the  routing 
protocol has obtained some predictive knowledge on the reliability of each path. With 
this knowledge, it computes the appropriate number of data packets to be assigned to 
each path for transmission. A more reliable path will be assigned more packets, and a 
less  reliable  path  will  be  assigned  fewer  packets.  Since  the  reliability  information 
gives some predictive knowledge of the path lifetime, the routing protocol will be able 
to take proper measures to protect the data still in transmit along the path before it 
actually  breaks  (e.g.,  instructing  the  intermediate  nodes  to  queue the  packets,  and 
initiating a search for a new path). This would have the benefits of minimizing data 
loss, reducing packet delivery delay, and achieving load balancing across the network.   
Developing such a multi-path routing protocol requires a good parameter that can 
accurately indicate the reliability of each path. In this dissertation, we have associated 
path reliability exclusively with the residual path lifetime, which is mobility-induced. 
In  practice,  mobility  alone  is  not  sufficient  for  determining  path  reliability.  For 
example, one path may persist for a very long time, but most of the time the received 
signal strength  at one  node  from another  is  barely  above the ambient noise  level, 
whereas another path that has a shorter lifetime reports consistently strong received 
signal strength on its constituent links. Determining which of the two is better suited 
to carry more data packets may not be a straightforward decision. Therefore, a path-
reliability parameter solely based on mobility is simplistic, and does not bode well in 
real-world implementations.  
This  calls  into  question  the  pursuit  of  developing  a  robust  path-reliability 
parameter that withstands the more rigorous test of a realistic wireless environment.  
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This  is still an open problem, and at the present, we can only offer some general 
observations as to how this problem may be addressed.  
Firstly, the mobile node should strive to gain some knowledge about the particular 
mobile  environment  in  which  the  network  is  deployed.  Knowledge  of  the  local 
environment could give the node some idea about the pattern of mobility. Suppose a 
node has counted an unusually high number of neighboring nodes in its neighborhood, 
this may be an indication that it is in a congested area. Commonsense dictates that 
each node is likely to move at a slower speed. As a result, the node may reasonably 
assume that the link lifetime between any pair of nodes is likely to remain long
14. This 
knowledge  would  lead  to  some  confidence  regarding  the  survivability  of  the  link. 
There are some works in the literature that have proposed routing protocols based on a 
particular  mobile  environment.  For  example,  the  ABR  routing  protocol  targets  a 
specific  in-door  mobile  environment,  where  nodes  are  known  to  linger  at  some 
location  for  a  long  duration  before  moving  again  [82].  Another  example  is  the 
Manhattan  mobility  model,  which  has  often  been  employed  to  simulate  an  urban 
environment in which a MANET is deployed, where the nodes are expected to move 
in a more predictable pattern.  
Secondly, the distance measurement-based RLL-prediction algorithms proposed in 
Chapter  4  and  Chapter  5  make  RLL  predictions  of  the  current  link  without  any 
knowledge from past predictions. This may have discarded valuable information that 
could be beneficial to the current prediction. Recent history could offer the node some 
pattern  about  the  likely  robustness  of  the  current  prediction.  Each  node  would 
therefore be able to accumulate and learn from the previous experience in order to 
                                                 
 
14 Of course, whether or not slower mobility translates to a suitable link remains to be 
seen, as a higher node density may generate a larger amount of MAC-layer traffic 
which could make the wireless channel busy much of the time.  
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improve its accuracy of the current prediction.  
Once  we  have  developed  such  a  path-reliability  parameter,  the  next  task  is  to 
utilize this information and make the proper assignment of data packets to each path. 
In the literature, a work by Tsirigos and Haas proposed the Diversity Coding-based 
Multipath Routing protocol [85][86], which dynamically allocates different numbers 
of  data  packets  to  different  paths  based  on  individual  path  reliability,  which  the 
authors assumed to have been known a priori. Thus, a well-defined path-reliability 
parameter can be utilized at the input of the Diversity Coding-based routing protocol, 
allowing it to intelligently assign different numbers of data packets to different paths. 
Some  of  the  future  directions  of  the  research  that  immediately  follow  what  is 
presented in this dissertation may include the following: 
 
·  A better defined prediction parameter that takes into consideration of other 
factors besides the link lifetime; 
·  Performance evaluation of the proposed RLL-prediction algorithms under 
more realistic mobility conditions; 
·  Improve  the  convergence  time  for  the  UKF-based  RLL  prediction 
algorithm. 
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Appendix A                               
Proof of Theorem on Minimal 
Number of Distance 
Measurements 
           
We prove the theorem in Section 4.3.2. Denote the trajectory that Node 2 traverses 
in Node 1’s transmission range, i.e., AF in Figure 4-4, as Dt, and b=AB=BC=CD. We 
first  recognize  that  there  exist  exactly  three  possible  scenarios  for  having  four 
periodical distance measurements during the link lifetime: 
 
S1: d0 and d1 measured before dmin; d2 and d3 after dmin, 
S2: d0, d1, and d2 measured before dmin; d3 after dmin, and 
S3: d0, d1, d2, and d3 all measured before dmin. 
 
In S1, the nodes are in the receding state at d2. Figure 4-6 depicts the ranges of 
values the four di’s can take in this state. Along the trajectory (from 0 to Dt), d0 can 
only be the transmission range R, d1 can span the interval [Dt/4, Dt/3], d2 can span the 
interval [Dt/2, 2Dt/3], and d3 can span the interval [3Dt/4, Dt]. Each such interval is 
called the feasible range regions for di, denoted as Li. S1 is therefore satisfied if and 
only if Dt/4<b<Dt/3. This is possible if d3>d1. 
In  S2,  the  nodes  are  in  the  approaching  state  at  d2.  Figure  4-7  illustrates  the 
respective Li’s for the di’s: L0={R}, L1={Dt/6, Dt/4}, L2={Dt/3, Dt/2}, and L3={Dt/2, 
3Dt/4}. S2 is satisfied if 2b<Dt/2 and Dt/2<3b<Dt, or Dt/6<b<Dt/4. This corresponds 
to d0>d1>d2 and d1>d3. 
In S3, the two nodes are also in the approaching state at d2. The respective Li’s for  
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the di’s, illustrated in Figure 4-8, are as follows: L0={R}, L1={0, Dt/6}, L2={0, Dt/3}, 
and L3={0, Dt/2}. S3 is thus satisfied if and only if 0<b<Dt/6, and this corresponds to 
d0>d1>d2>d3. 
By comparing the four di’s, it is clear that S1 occurs only when d1<d3, and S2 and 
S3 both occur when d1>d3. In other words, to distinguish between the two states with 
four distance measurements, we only need to verify whether d1>d3 holds: if it does, the 
two nodes are in approaching state at d2; otherwise, they are in receding state at d2. d3 
is therefore responsible for determining which of the two states the nodes are in at d2, 
whereas  only  the  first  three  measurements  (d0  through  d2)  are  needed  to  actually 
compute the RLL. Therefore, using four distance measurements completely eliminates 
the state ambiguity and always yields a unique solution for RLL, and the proof is 
completed.                    □ 
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Appendix B                                  
Derivations of MPT with N 
Distance Measurements 
 
We  now  derive  the  results  for  MPT-N,  where  N=5,  6,  7,  8.,  as  introduced  in 
Section 4.4.2. We begin with MPT-5. First, assume all distance  measurements are 
error-free. Since  it periodically  makes  five distance  measurements, their  x- and  y-
coordinates, denoted as ( ) , i i x y ,  0, ,4 i " = ⋯ , can be written as follows:  
 
( ) ( )
( ) ( )
( )
0 0 1 1 1 1
2 2 1 1 3 3 1 1
4 4 1 1
, (0,0) , ( , )
, (2 ,2 ) , (3 ,3 )
, (4 ,4 )
x y x y x x
x y x x x y x x
x y x x
a
a a
a
 = =
 = = 
 = 
                (B-1) 
 
The relationships between  i d ’s ( 1, ,4 i " = ⋯ ) and their coordinates are described by 
the following system of equations: 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
2 2 2
1 0 1 1
2 2 2
1 0 1 2
2 2 2
1 0 1 3
2 2 2
1 0 1 4
2 2
3 3
4 4
x d x d
x d x d
x d x d
x d x d
a
a
a
a
 - + =

 - + = 

- + = 

- + =  
                      (B-2) 
 
By pairing the first equation in the above system with the second, third and fourth 
equation  respectively,  and  multiplying  the  appropriate  coefficient to  factor out the 
term that contains a , we obtain the following three:  
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( )
( )
2 2 2 2
1 0 1 1
2 2 2 2
1 0 1 2
4 4 4
2 4
x d x d
x d x d
a
a
 - + = 

- + =  
 
( )
( )
2 2 2 2
1 0 1 1
2 2 2 2
1 0 1 3
9 9 9
3 9
x d x d
x d x d
a
a
 - + = 

- + =  
 
( )
( )
2 2 2 2
1 0 1 1
2 2 2 2
1 0 1 4
16 16 16
4 16
x d x d
x d x d
a
a
 - + = 

- + =  
 
 
We can solve for  1 x  as follows: 
 
2 2 2 2 2 2 2 2 2
0 1 2 0 1 3 0 1 4
1
0 0 0
3 4 8 9 15 16
4 12 24
d d d d d d d d d
x
d d d
- + - + - +
= = =             (B-3) 
 
The  three  equalities  in  the  above  equation  can  be  manipulated  into  the  following 
equation: 
 
 
2 2 2 2 2 2 2 2 2
0 1 2 0 1 3 0 1 4 18 24 6 16 218 2 15 16 d d d d d d d d d - + = - + = - +  
        
2 2 2 2 2 2 2 2
0 1 2 3 0 1 3 4
2 2 2 2 2
0 1 2 3 4
2 6 6 2 2 2 0
4 6 4 0
d d d d d d d d
d d d d d
⇒ - + - = - + - =
⇒ - + - + =
                (B-4) 
 
That is, in order for the five periodical distance measurements to be perfectly aligned 
along the linear trajectory, they must satisfy the last equation above. 
With  MPT-5,  we  wish  to  compute  the  estimated  distance  measurements  i d ɶ , 
0, ,4 i " = ⋯ ,  such  that  the  i d ɶ ’s  satisfy  the  above  equation.  Let  ˆ
i i i d d e = + ɶ .  We 
formulate the minimization problem for MPT-5 as follows: 
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  Minimize: 
4
2
0
i
i
e
= ∑  
  S. t: ( ) ( ) ( )
( ) ( )
2 2 2
0 0 1 1 2 2
2 2
3 3 4 4
ˆ ˆ ˆ 4 6
ˆ ˆ 4 0
d e d e d e
d e d e
+ - + + + -
+ + + =
                  (B-5) 
 
The minimization is solved by applying the Lagrangian multiplier in the Lagrangian 
function  ( ) , f e l  below: 
 
( ) ( ) ( )
( ) ( ) ( )
2 2
4 0 0 1 1
2
2 2 2
0
2 2 3 3 4 4
ˆ ˆ 4
,
ˆ ˆ ˆ 6 4
i
i
d e d e
f e e
d e d e d e
l l
=
  + - + +   = +  
+ - + + +    
∑               (B-6) 
 
The gradient of  ( ) , f e l  is given by: 
 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( ) ( )
0 0 0 0 0
0
1 1 1 1 1
1
2 2 2 2 2
2
3 3 3 3 3
3
4 4 4 4 4
4
2
0 0
ˆ ˆ , 2 2 0
1
4 ˆ ˆ , 2 8 0
1 4
6 ˆ ˆ , 2 12 0
1 6
4 ˆ ˆ , 2 8 0
1 4
ˆ ˆ , 2 2 0
1
ˆ , 4
f e e d e e d
e
f e e d e e d
e
f e e d e e d
e
f
f e e d e e d
e
f e e d e e d
e
f e d e
l
l l
l
l
l l
l
l
l l
l
l
l l
l
l
l l
l
l
l
¶ -
= + + = ⇒ =
¶ +
¶
= - + = ⇒ =
¶ -
¶ -
= + + = ⇒ =
¶ +
Ñ =
¶
= - + = ⇒ =
¶ -
¶ -
= + + = ⇒ =
¶ +
¶
= + -
¶ ( ) ( ) ( ) ( )
2 2 2 2
1 1 2 2 3 3 4 4 ˆ ˆ ˆ ˆ 6 4 0 d e d e d e d e







 







 + + + - + + + =  
 
Substituting the expressions for  i e  into the last equation in the gradient, we obtain:  
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( )
( ) ( ) ( ) ( ) ( )
2 2 2 2 2
0 3 1 2 4
2 2 2 2 2
ˆ ˆ ˆ ˆ ˆ 4 4 6
, 0
1 1 4 1 6 1 4 1
d d d d d
f e l
l l l l l l
¶
= - + - + =
¶ + - + - +
 
                 ⇒
( )
( )
2 2 4 3 2
0 4
2 2 4 3 2
1 3
2 4 3 2
2
ˆ ˆ 576 96 44 4 1
ˆ ˆ 144 336 244 56 4
ˆ 96 144 6 364 6 0
d d
d d
d
l l l l
l l l l
l l l l
  + - - + + +  
  + - - - - - +  
  + + - + =  
             (B-7) 
 
Re-arranging the above equation, we reach the following equation to solve for l : 
 
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( )
4 2 2 2 2 2 3 2 2 2 2 2
0 4 1 3 2 0 4 1 3 2
2 2 2 2 2 2 2 2 2 2 2
0 4 1 3 2 0 4 1 3 2
2 2 2 2 2
0 4 1 3 2
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ 576 144 96 96 336 144
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ 44 244 6 4 56 36
ˆ ˆ ˆ ˆ ˆ 4 6 0
d d d d d d d d d d
d d d d d d d d d d
d d d d d
l l
l l
    + - + + + - + - + + +
   
    - + - + + + + - + - +    
  + - + + =
 
                                        (B-8) 
Note that of the four solutions for l , two are complex-valued, and can be immediately 
eliminated. Of the remaining two real solutions, we note that one of them is always 
much  closer  to  0  than  the  other.  Since  we  assume  that  the  measurement  error 
contained in each  ˆ
i d  is very small compared with the true distance, thel  that is closer 
to 0 is the desired solution for the above equation. 
Oncel  is computed, we substitute it into  f Ñ  to solve for the  i e ’s, which would 
yield the  i d ɶ ’s  1 x ɶ . Subsequently, we can compute the estimated trajectory slope a ɶ  by 
the expression: 
 
( )
2 2
1 1 0
2
1
d x d
x
a
- -
=
ɶ ɶ ɶ
ɶ
ɶ
,  1 1 y x a = ɶ ɶ ɶ                     (B-9) 
The derivations for MPT-6 through MPT-8 are similar to those for MPT-5. For  
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MPT-6, the minimization is formulated as follows: 
 
Minimize: 
5
2
0
i
i
e
= ∑  
S. t.: ( ) ( ) ( ) ( )
( ) ( )
2 2 2 2
0 0 1 1 2 2 3 3
2 2
4 4 5 5
ˆ ˆ ˆ ˆ 5 10 10
ˆ ˆ 5 0
d e d e d e d e
d e d e
+ - + + + - + +
+ - + =
            (B-10) 
The ei’s are solved with Lagrangian λ as follows: 
 
0 0 1 1 2 2
4 4 5 5
5 10 ˆ ˆ ˆ
1 1 5 1 10
5 ˆ ˆ
1 5 1
e d e d e d
e d e d
l l l
l l l
l l
l l
- -
= = =
+ - +
-
= =
+ -
              (B-11) 
 
l  is found by solving the following ten-degree polynomial expression: 
 
10 9 8 7 6 5 4
10 9 8 7 6 5 4
3 2
3 2 1 0 0
T T T T T T T
T T T T
l l l l l l l
l l l
+ + + + + + +
+ + + =
,              (B-12) 
where: 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( )
2 2 2 2 2 2
10 0 5 1 4 2 3
2 2 2 2 2 2
9 0 5 1 4 2 3
2 2 2 2 2 2
8 0 5 1 4 2 3
2 2 2 2
7 0 5 1 4
ˆ ˆ ˆ ˆ ˆ ˆ 6250000 1250000 625000
ˆ ˆ ˆ ˆ ˆ ˆ 12500000 500000 125000
ˆ ˆ ˆ ˆ ˆ ˆ 5625000 2475000 1293750
ˆ ˆ ˆ ˆ 1250000 1010000 2600
T d d d d d d
T d d d d d d
T d d d d d d
T d d d d
= - - - + -
= - + - + - +
= - + - - -
= + - + + ( )
( ) ( ) ( )
2 2
2 3
2 2 2 2 2 2
6 0 5 1 4 2 3
ˆ ˆ 00
ˆ ˆ ˆ ˆ ˆ ˆ 604375 1199125 713000
d d
T d d d d d d
+
= - - - - + -
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( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )
2 2 2 2 2 2
5 0 5 1 4 2 3
2 2 2 2 2 2
4 0 5 1 4 2 3
2 2 2 2 2 2
3 0 5 1 4 2 3
2 2 2 2 2 2
2 0 5 1 4 2 3
2 2
1 0 5
ˆ ˆ ˆ ˆ ˆ ˆ 41250 520050 145000
ˆ ˆ ˆ ˆ ˆ ˆ 20375 26755 44740
ˆ ˆ ˆ ˆ ˆ ˆ 500 10100 10400
ˆ ˆ ˆ ˆ ˆ ˆ 249 885 480
ˆ ˆ 2 5
T d d d d d d
T d d d d d d
T d d d d d d
T d d d d d d
T d d
= - + - + - +
= - - - - -
= + + + + +
= - - + - + -
= - + - ( ) ( )
( ) ( ) ( )
2 2 2 2
1 4 2 3
2 2 2 2 2 2
0 0 5 1 4 2 3
ˆ ˆ ˆ ˆ 0 200
ˆ ˆ ˆ ˆ ˆ ˆ 5 10
d d d d
T d d d d d d
+ - +
= - - - + -
 
Of  the  ten  solutions  for  l ,  eight  are  complex-valued,  and  can  be  immediately 
eliminated. Of the remaining two real solutions, the l  that is closer to 0 is the desired 
solution for the above equation. Subsequently, we can compute  i e ’s,  i d ɶ ’s  1 x ɶ , and a ɶ , 
and  1 y ɶ .  
For MPT-7, the minimization is formulated as follows: 
 
Minimize: 
6
2
0
i
i
e
= ∑  
S. t.: ( ) ( ) ( ) ( )
( ) ( ) ( )
2 2 2 2
0 0 1 1 2 2 3 3
2 2 2
4 4 5 5 6 6
ˆ ˆ ˆ ˆ 6 15 20
ˆ ˆ ˆ 15 6 0
d e d e d e d e
d e d e d e
+ - + + + - + +
+ - + + + =
            (B-13) 
The ei’s are solved with Lagrangian λ as follows: 
 
0 0 1 1 2 2 3 3
4 4 5 5 6 5
6 15 20 ˆ ˆ ˆ ˆ
1 1 6 1 15 1 20
15 6 ˆ ˆ ˆ
1 15 1 6 1
e d e d e d e d
e d e d e d
l l l l
l l l l
l l l
l l l
- -
= = = =
+ - + -
- -
= = =
+ - +
          (B-14) 
l  is found by solving the following six-degree polynomial expression: 
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6 5 4 3 2
6 5 4 3 2 1 0 0 T T T T T T T l l l l l l + + + + + + = ,            (B-15) 
where: 
 
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( )
2 2 2 2 2 2 2
6 0 6 1 5 2 4 3
2 2 2 2 2 2 2
5 0 6 1 5 2 4 3
2 2 2 2 2 2 2
4 0 6 1 5 2 4 3
2 2
3 0 6
ˆ ˆ ˆ ˆ ˆ ˆ ˆ 3240000 540000 216000 162000
ˆ ˆ ˆ ˆ ˆ ˆ ˆ 972000 1098000 338400 291600
ˆ ˆ ˆ ˆ ˆ ˆ ˆ 33300 572550 42540 95220
ˆ ˆ 9540
T d d d d d d d
T d d d d d d d
T d d d d d d d
T d d
= + - + + + -
= - + - + + + -
= + - + + + -
= + - ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
( ) ( ) ( )
2 2 2 2 2
1 5 2 4 3
2 2 2 2 2 2 2
2 0 6 1 5 2 4 3
2 2 2 2 2 2 2
1 0 6 1 5 2 4 3
2 2 2 2 2 2 2
0 0 6 1 5 2 4 3
ˆ ˆ ˆ ˆ ˆ 11040 66900 36000
ˆ ˆ ˆ ˆ ˆ ˆ ˆ 419 3564 12195 1240
ˆ ˆ ˆ ˆ ˆ ˆ ˆ 22 48 750 400
ˆ ˆ ˆ ˆ ˆ ˆ ˆ 6 15 20
d d d d d
T d d d d d d d
T d d d d d d d
T d d d d d d d
+ - + +
= - + + + + + +
= - + + + - + -
= + - + + + -
 
Of  the  six  solutions  for  λ,  four  are  complex-valued,  and  can  be  immediately 
eliminated. Of the remaining two real solutions, the λ that is closer to 0 is the desired 
solution for the above equation. Subsequently, we can compute  i e ’s,  i d ɶ ’s  1 x ɶ , and a ɶ , 
and  1 y ɶ .  
For MPT-8, the minimization is formulated as follows: 
 
Minimize: 
7
2
0
i
i
e
= ∑  
Such that: ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2 2
0 0 1 1 2 2 3 3
2 2 2 2
4 4 5 5 6 6 7 7
ˆ ˆ ˆ ˆ 7 21 35
ˆ ˆ ˆ ˆ 35 21 7 0
d e d e d e d e
d e d e d e d e
+ - + + + - + +
+ - + + + - + =
         (B-16) 
The ei’s are solved with Lagrangian λ as follows: 
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0 0 1 1 2 2 3 3
4 4 5 5 6 5 7 7
7 21 35 ˆ ˆ ˆ ˆ
1 1 7 1 21 1 35
35 21 7 ˆ ˆ ˆ ˆ
1 35 1 21 1 7 1
e d e d e d e d
e d e d e d e d
l l l l
l l l l
l l l l
l l l l
- -
= = = =
+ - + -
- -
= = = =
+ - + -
         (B-17) 
 
l  is found by solving the following fourteen-degree polynomial expression: 
 
14 13 12 11 10 9 8 7
14 13 12 11 10 9 8 7
6 5 4 3 2
6 5 4 3 2 1 0 0
T T T T T T T T
T T T T T T T
l l l l l l l l
l l l l l l
+ + + + + + + +
+ + + + + + =
, 
where: 
 
( ) ( ) ( )
( )
( ) ( ) ( )
( )
2 2 2 2 2 2
14 0 7 1 6 2 5
2 2
3 4
2 2 2 2 2 2
13 0 7 1 6 2 5
2 2
3 4
ˆ ˆ ˆ ˆ ˆ ˆ 70071564550625 100102166364375 33367388788125
ˆ ˆ 20020433272875
ˆ ˆ ˆ ˆ ˆ ˆ 1401430329101250 28600618961250 3177846551250
ˆ ˆ 1144024758450
T d d d d d d
d d
T d d d d d d
d d
= - - - + - -
-
= - + - + - + -
+
( ) ( ) ( )
( )
( ) ( ) ( )
( )
2 2 2 2 2 2
12 0 7 1 6 2 5
2 2
3 4
2 2 2 2 2 2
11 0 7 1 6 2 5
2 2
3 4
1
ˆ ˆ ˆ ˆ ˆ ˆ 667792674279675 198778841561475 68075526168825
ˆ ˆ 40932479492415
ˆ ˆ ˆ ˆ ˆ ˆ 65844980541900 57377640833100 6490589445900
ˆ ˆ 2339932725900
T d d d d d d
d d
T d d d d d d
d d
T
= - + - - - +
-
= + + + + + +
+
( ) ( ) ( )
( )
( ) ( ) ( )
( )
2 2 2 2 2 2
0 0 7 1 6 2 5
2 2
3 4
2 2 2 2 2 2
9 0 7 1 6 2 5
2 2
3 4
8
ˆ ˆ ˆ ˆ ˆ ˆ 32444986039319 97239906431983 36061817245461
ˆ ˆ 21815065236755
ˆ ˆ ˆ ˆ ˆ ˆ 955008463262 28953802671038 3449176675182
ˆ ˆ 1248485305550
4753
d d d d d d
d d
T d d d d d d
d d
T
= - - - - + - -
-
= - + - + - + -
+
= ( ) ( ) ( )
( )
2 2 2 2 2 2
0 7 1 6 2 5
2 2
3 4
ˆ ˆ ˆ ˆ ˆ ˆ 18313211 1448072212125 1366598128329
ˆ ˆ 914457189135
d d d d d d
d d
- - - - - +
-
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( ) ( ) ( )
( )
( ) ( ) ( )
( )
( )
2 2 2 2 2 2
7 0 7 1 6 2 5
2 2
3 4
2 2 2 2 2 2
6 0 7 1 6 2 5
2 2
3 4
2 2
5 0 7
ˆ ˆ ˆ ˆ ˆ ˆ 4371836840 177159014312 137973465000
ˆ ˆ 53273868200
ˆ ˆ ˆ ˆ ˆ ˆ 2181733477 11329319155 12905210703
ˆ ˆ 11470281865
ˆ ˆ 8369886 378541
T d d d d d d
d d
T d d d d d d
d d
T d d
= + + + + + +
+
= - - + - + - -
-
= - + - ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2 2 2 2
1 6 2 5 3 4
2 2 2 2 2 2 2 2
4 0 7 1 6 2 5 3 4
2 2 2 2 2 2 2 2
3 0 7 1 6 2 5 3 4
2
ˆ ˆ ˆ ˆ ˆ ˆ 758 1541932686 698933550
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ 4181513 25895135 13097133 32118485
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ 6860 326732 2249100 2405900
ˆ 3429
d d d d d d
T d d d d d d d d
T d d d d d d d d
T d
+ - + - +
= - - - + - + -
= + + + + + + +
= - ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
2 2 2 2 2 2 2 2
0 7 1 6 2 5 3 4
2 2 2 2 2 2 2 2
1 0 7 1 6 2 5 3 4
2 2 2 2 2 2 2 2
0 0 7 1 6 2 5 3 4
ˆ ˆ ˆ ˆ ˆ ˆ ˆ 22995 44289 8505
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ 2 98 882 2450
ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ 7 21 35
d d d d d d d
T d d d d d d d d
T d d d d d d d d
- + - - - - -
= - + - + - + - +
= - - - + - - -
 
Of the 14 solutions for λ, 12 are complex-valued, and can be immediately eliminated. 
Of the remaining two real solutions, the λ that is closer to 0 is the desired solution for 
the above equation. Subsequently, we can compute  i e ’s,  i d ɶ ’s  1 x ɶ , and a ɶ , and  1 y ɶ .  
Finally,  for  each  N,  the  predicted  RLL  t   seconds  after  1 ˆ
N d -   is  measured  is 
therefore given by the formula: 
 
( ) ( ) ( )
2
0
0 2 2 2
1 1
2 1 ˆ 1 1
1
d t
RLL t N t N t
x y
a
t t
a
D +
+ - D + = - - D -
+ +
ɶ ɶ
ɶ ɶ ɶ
,          (B-18) 
 
where  0 d ɶ ,  1 x ɶ ,  1 y ɶ , and a ɶ  are computed from the respective formulations. 
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