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Abstract
Supermassive black holes are found in nearly all major galaxies and most are in a slowly
accreting or quiescent state. The physical characteristics of these low-luminosity active
galactic nuclei (LLAGN) allow a unique opportunity to build and test nearly ab initio models
of black hole accretion. To that end, I describe numerical techniques we have developed to
build self-consistent dynamical and radiative models of LLAGN and their application to
modeling the galactic center source Sgr A*.
Sgr A* is an extremely low luminosity LLAGN and is a particularly attractive target for
modeling black hole accretion ows for a variety of reasons. First, its proximity has enabled
excellent measurements of its mass and distance through long term monitoring of stellar or-
bits. Next, Sgr A* has been the target of extensive multiwavelength observing campaigns for
decades, providing a wealth of information on its mean and uctuating broadband spectrum.
In the last few years, millimeter wavelength very long baseline interferometry has begun to
resolve structure on the scale of the event horizon, providing constraints on the structure
of the inner accretion ow. From a theoretical perspective, Sgr A* is an attractive target
because its low luminosity implies that the dynamical and radiative problems are decoupled,
greatly simplifying the construction of self-consistent models.
I rst describe grmonty, a fully relativistic Monte Carlo code for radiation transport that
treats angle-dependent thermal synchrotron emission and absorption and Compton scatter-
ing essentially without approximation. One limitation of grmonty is that it assumes the
background emitting plasma (which is provided by, e.g., a simulation) is time-independent
which we refer to as the \fast-light" approximation. I then describe the generalization of
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grmonty to include light travel time eects in arbitrary time-dependent background ows
and introduce a new technique for producing images based on time-dependent ray tracing.
Our aim was to model the time-dependent broadband spectrum of Sgr A* based on
general relativistic magnetohydrodynamic (GRMHD) simulations. Before proceeding, we
noted, as others have before us, that global disk simulations model transient accretion ows
in the sense that the numerical values for, e.g., the density decay with time as the initial
disk drains into the hole or exits the outer boundary. If left unaddressed, these transient
models result in light curves that decay in time, in sharp contrast to the quasi-steady state
that seems to pertain to systems like Sgr A*. To mitigate this problem, we derive and
numerically solve the equations of one dimensional relativistic viscous disk evolution and
use these results to motivate a smoothly varying time-dependent scaling between simulation
and physical units. We show that this time-dependent scaling procedure eectively maps
the transient GRMHD simulation data onto a quasi-steady solution that can then be used
in radiative transfer calculations.
We then went on to modeling the time-dependent broadband spectrum of Sgr A* using
GRMHD simulations, the time-dependent scaling described above, and the time-dependent
extension of grmonty. We found that our light curves are qualitatively similar to those
observed. At near-infrared (NIR) and X-ray wavelengths, GRMHD models can produce
modest aring events broadly similar to ares observed from Sgr A*, though with some
possible discrepancies. In particular, we nd, in agreement with observations, 1) the NIR
and X-ray ares are simultaneous, 2) they are  1 hour in duration, and 3) the NIR are
shows rich substructure while the X-ray are is comparatively smooth.
Next, I describe our discovery of quasi-periodic structure in our simulated NIR and X-ray
light curves of Sgr A*. We identify two peaks in the power spectral densities (PSDs) near the
orbital frequency at the radius of the innermost stable circular orbit (ISCO). We attribute
this quasi-periodicity to bright magnetic laments dominated by m = 1 azimuthal structure.
The peak at higher frequency than the ISCO frequency is found to result from sub-ISCO
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emission. We argue that longer simulations would likely result in a single broad bump near
the ISCO frequency rather than distinct peaks in the PSDs, but that excess power near the
ISCO frequency is likely a robust result pertaining to hot, geometrically thick, optically thin
disks.
Finally, I describe an ongoing eort to produce self-consistent models of LLAGN other
than Sgr A*. Whereas in Sgr A* the dynamical and radiative problems are decoupled, other
observable LLAGN have sucient luminosity to make nonradiative GRMHD simulations in-
appropriate. Therefore I introduce bhlight, a new numerical scheme for general relativistic
radiation magnetohydrodynamics (GR-RMHD) based on the GRMHD code HARM and the
relativistic Monte Carlo transport code grmonty. bhlight is fully conservative and formally
applicable in all regimes of relativistic (and non-relativistic) radiation magnetohydrodynam-
ics. In practice, shot noise from the Monte Carlo transport will likely limit its applicability
to ows with low to moderate optical depths and our explicit integration scheme will only
be ecient for relativistic ows. Fortunately, bhlight should be well suited to studying the
weakly radiative LLAGN. Though we plan to test bhlight more extensively in the future,
I present two test problems that demonstrate its functionality in limited regimes.
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Chapter 1
Introduction
Black holes are perhaps the most exotic prediction of Einstein's General Theory of Relativity
and have captured the fascination of scientists and non-scientists alike for decades. Once
thought only a theoretical curiosity, black holes are now understood to play central roles in a
wide range of topics in astrophysics from stellar evolution to galaxy formation and evolution.
Though there remains no unequivocal proof of their existence, the evidence supporting their
presence is now so strong that little or no debate remains. For example, stellar orbits in the
galactic center demand the existence of  4  106M within a volume  40AU in radius
(Ghez et al., 2008; Gillessen et al., 2009b,a), all but requiring the existence of a few million
solar mass black hole.
There are at least two distinct classes of black holes that are astrophysically relevant:
stellar mass black holes with masses  10M formed from the collapse of massive stars
and supermassive black holes (SMBHs) with masses  106{109M found at the centers of
galactic nuclei. There is also mounting evidence for the existence of intermediate mass black
holes associated with ultraluminous X-ray sources with masses  102{105M including the
strong candidate HLX-1 (e.g. Davis et al., 2011). Black hole candidates in these classes
are typically identied by the radiative output of their accretion and outows. Taken to-
gether, these sources display a dizzying array of properties including brief ares, complex
nonthermal spectral energy distributions, changes in spectral states, emission and absorp-
tion lines, and quasi-periodic variations in brightness. Much of the theoretical work in black
hole astrophysics currently being undertaken is aimed at describing, with varying degrees of
complexity and success, this menagerie of phenomenology.
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The goals of black hole astrophysics are many-faceted but can be encapsulated succinctly
in a few fundamental questions. Does general relativity correctly describe the strong gravi-
tational elds associated with black holes? How do astrophysical black holes form and evolve
and what inuence do they have on their surroundings? Finally, what relativistic dynamical
processes are involved in producing the myriad of observational signatures detected from gas
around black holes? The main focus of this thesis is on addressing this latter question.
1.1 Black Holes
Though the theory of black holes is substantially deeper, here the focus is on the basic
properties of astrophysical black holes including the geometry of the spacetimes and inter-
esting aspects of dynamics near the holes. The most general exact solution to Einstein's eld
equations that describe an astrophysically relevant black hole was given originally by Kerr
(1963). This solution describes the stationary gravitational eld of a spinning black hole in
a vacuum and is specied in standard Boyer-Lindquist coordinates (t,r,,) with units such
that GM = c = 1 by the line element
ds2 =  

1  2r


dt2 +


dr2 + d2 +
A sin2 

d2   4ar sin
2 

ddt (1.1)
where  = r2+ a2 cos2 ,  = r2  2r+ a2, and A = (r2+ a2)2  a2sin2 . Here, 0  a  1
is the dimensionless spin of the black hole that, together with the black hole mass M ,
completely species the geometry and scale of the spacetime. The black holes we are most
concerned with are interacting with their environment which of course means they are not
in vacuum. In principle this leads to some modication of the spacetime geometry, but in
practice gas in the vicinity of the hole has a mass  M and so this deviation is negligible
and can be safely ignored1. As can be seen in Eq. 1.1, Kerr black holes are stationary and
1This is clearly not true when a black hole is undergoing a merger with a massive companion|such
scenarios involve dynamical spacetimes and are not considered in this work.
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axisymmetric.
The Kerr spacetime has several unique properties that distinguish it from a Newtonian
description of the gravitational eld of a spinning mass. First, there is an event horizon
located at
rh = 1 +
p
1  a2: (1.2)
Second, static observers | observers with xed position relative to the asymptotic rest frame
| cannot exist at all radii since their 4-velocity is constrained to lie within their future light
cone. Observers within the static limit at
r0 = 1 +
p
1  a2 cos2  (1.3)
must move in the direction of the black hole spin, a property referred to as frame drag-
ging. Finally, stable circular orbits do not exist at all radii. Freely falling observers on the
equatorial plane within the innermost stable circular orbit (ISCO)
rISCO = 3 + z2 
p
(3  z1)(3 + z1 + 2z2) (1.4)
z1  1 + (1  a2)1=3[(1 + a)1=3 + (1  a)1=3] (1.5)
z2 
q
3a2 + z21 (1.6)
must spiral into the black hole (Bardeen et al., 1972)2.
Like the Newtonian case, particles (or photons) in orbit around the hole have conserved
quantities related to symmetries of the spacetime. For a particle with 4-momentum p , these
conserved quantities are pt (energy at innity, associated with time translation invariance)
and p (z-component of angular momentum, associated with axisymmetry). Together with
the conserved quantities  = pp and Carter's fourth constant Q = p2+cos2 [a2(2 p2t )+
sin 2 p2] (Carter, 1968), the particle orbits are completely specied. Interestingly, generic
2The  designates prograde (-) and retrograde (+) orbits.
3
photon orbits can be expressed analytically (e.g. Rauch & Blandford, 1994; Dexter & Agol,
2009), though they are cumbersome to work with and expensive to evaluate (expressed in
terms of integrals). Geodesics of the Kerr spacetime are markedly dierent from Newtonian
orbits at r . 10GM=c2. Here, eects like time dilation, frame dragging, and gravitational
lensing all signicantly aect the motion of particles as seen by distant observers.
1.2 Black Hole Accretion Disks: Theory
Accretion disks are the natural outcome of gravitational infall of material with nite angular
momentum and are therefore ubiquitous in the Universe. At the most basic level, accretion
disks are made up of diuse matter in orbit in some gravitational potential (either from an
external source, e.g., a star, or from self-gravity) where rotation provides the principle means
of radial support from collapse. Accretion disk theory is center stage in understanding, for
example, star and planet formation, interactions of close binaries, and active galactic nuclei.
Here our focus is on studying accretion disks around black holes. Black hole accretion disks
are interesting for many reasons. First, their radiative output is the only currently available
means of studying the spacetime around black holes. Using accretion disks as probes of
strong gravity requires accurate modeling of the complex nonlinear dynamical ows. Black
hole accretion disks can also strongly inuence their environments on large scales. For
example, radiation from bright active nuclei may quench star formation in galactic bulges
(e.g. Di Matteo et al., 2005). Black hole accretion disks may also be responsible for launching
relativistic jets which interact with material on galactic and cluster scales. Finally, black
hole accretion disks are laboratories for studying the dynamics of relativistic plasmas in
environments inaccessible to terrestrial experiment.
The theory of black hole accretion disks has developed signicantly since the pioneering
work of the 1970's (e.g. Shakura & Sunyaev, 1973; Novikov & Thorne, 1973; Lynden-Bell
& Pringle, 1974; Page & Thorne, 1974; Shapiro et al., 1976). There have been a large
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number of disk models proposed in the literature; here some of the most inuential are
briey described. One powerful discriminator among these models is the mass accretion
rate. By equating gravitational and radiation forces, it is easy to show that in spherical
symmetry the luminosity associated with accretion onto a compact object of massM cannot
exceed the so-called Eddington luminosity
LE =
4GMmpc
T
(1.7)
where mp is the proton mass and T is the Thomson cross section. As matter falls inward
at a rate _M , some fraction of the gravitational binding energy will be radiated away and we
can write
Ldisk =  _Mc
2 (1.8)
where  is the radiative eciency and is the fraction of the accreted rest mass energy radiated
away from the disk. Combining these expressions, we dene the Eddington accretion rate
_ME =
4GMmp
T c
: (1.9)
It turns out that the geometric and thermal structure of black hole accretion disks, and there-
fore their observational appearance, depend primarily on the ratio _M= _ME which essentially
parametrizes the importance of radiation.
1.2.1 Radiatively Ecient Flows
As matter spirals inward through a disk, energy at large scales is dissipated as heat (through,
e.g., viscosity, turbulent cascades, or shocks). If the uid is able to shed this energy through
radiation, the ow remains relatively cool and settles into a geometrically thin, optically thick
disk (H=r < 0:1; H disk scale height). This occurs for accretion rates 10 3 . _M= _ME . 1 3
3The limits in _M= _ME for the existence of a thin disk are not well determined and are model dependent.
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(Narayan & Yi, 1995). Novikov & Thorne (1973) developed the rst fully relativistic model
(NT model) of thin black hole accretion disks (see also Page & Thorne, 1974) which is very
similar to well known nonrelativistic thin disk models (e.g. Shakura & Sunyaev, 1973) and it
remains in widespread use today. Their model is stationary and axisymmetric and employs
a zero torque inner boundary condition at the ISCO radius. While the zero torque boundary
condition is well motivated for a hydrodynamic disk, magnetic elds could potentially give
rise to signicant stresses at the ISCO radius and modify the structure of the inner ow. This
possibility was noticed early on and subsequently treated semi-analytically (e.g. Gammie,
1999) and with numerical simulations (Shafee et al., 2008; Noble et al., 2010; Penna et al.,
2010). Simulations suggest that the deviation from the NT model is small, . 10%.
The radial structure of thin disks derives in part from considering conservation laws
for rest mass, angular momentum, and energy. This part of the construction is, therefore,
on rm ground but unfortunately does not enable the explicit calculation of many of the
quantities of interest (e.g. density and temperature). To calculate these quantities one has to
adopt a much more uncertain model for the vertical structure of the disk. To do so reliably
requires the use of numerical simulations that give the vertical structure self-consistently in
the presence of, for example, turbulence.
1.2.2 Radiatively Inecient Flows
Radiatively inecient accretion ows (RIAFs) occur when most of the disk thermal energy
cannot be radiated away. This occurs either when there is relatively little emission from the
disk gas such that the cooling time is longer than the accretion time or when the disk has
sucient optical depth such that the radiative diusion time is longer than the accretion
time. The latter case occurs when _M & _ME (possible in part because disks are not spherically
symmetric) and are referred to as slim disks because radiation pressure increases the thickness
of the disk compared to a standard thin disk (Abramowicz et al., 1988). Though interesting,
these ows are dicult to treat dynamically because of the overwhelming importance of
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radiation and will not be considered further. The former case | long cooling times due to
relatively little emission | is the primary focus of this work and occurs in systems with low
accretion rates, . 10 3ME. I will use the term RIAF to refer exclusively to these low _M
systems, though that term is technically applicable to the high _M systems just discussed.
RIAFs are hot, geometrically thick, and optically thin. It is simple to estimate the
importance of various radiative processes in cooling disks by comparing cooling timescales
and the accretion timescale. The accretion timescale is  (r)2= where  is the kinematic
viscosity. If we adopt the -model (Shakura & Sunyaev, 1973),  = csH, I nd
tacc =
r
(H=r)c(eme=mp)1=2
(1.10)
where e  kTe=mec2 is the dimensionless electron temperature,  is the ratio of specic
heats, and in what follows I assume that H=r is constant. The temperature prole in RIAFs
is nearly virial so e / r 1 and ne / r 3=2. The dominant radiative cooling processes are
bremsstrahlung emission, synchrotron emission, and Compton scattering. Cooling timescales
can be computed by considering the ratio of thermal energy density to volume emissiv-
ity. For thermal (e -p) bremsstrahlung, tbremcool / 1=2e =ne so tbremcool =tacc / e=(rne) / r 1=2.
Bremsstrahlung cannot eciently cool hot, low density ows except possibly at large radii
where the ow may form a thinner disk. The synchrotron cooling time (for constant
  Pgas=PB which is supported by simulations, e.g. Dolence et al., 2011a; Shiokawa et al.,
2011) is tsynccool / 1=(ne2e) so tsynccool =tacc / 1=(rne3=2e ) / r2. For suciently high _M (but still
small compared with _ME), synchrotron cooling can become important at small radii where
the density and temperature are highest. The Compton cooling time is tCompcool / r2=( _Me)
so tCompcool =tacc / r=( _M1=2e ) / r3=2. Like synchrotron cooling, Compton cooling can be
important at small radii when _M (and ) are suciently large. Fig. 1.1 qualitatively illus-
trates the importance of these cooling processes in the r-( _M= _ME) plane. The lines show the
critical radii at which the cooling and accretion timescales are equal while regions to their
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right identify parts of parameter space where cooling is likely important. To derive these
curves, I have adopted the -model, assumed the temperature prole is some fraction f of
the virial temperature, and assumed the disk is steady ( _M independent of r); the parameters
are  = 0:1,  = 10,  = 0:05,  = 13=9, H=r = 1, and f = 0:1. The electrons become
nonrelativistic (i.e. e < 1) at r > 30GM=c
2. Since the treatments of synchrotron and
Compton cooling explicitly assume the electrons are relativistic, their curves are suspect
beyond 30GM=c2 and are likely signicantly atter. Similarly, bremsstrahlung is treated
nonrelativistically so its curve should be modied within 30GM=c2 and is likely steeper as
relativistic eects become important and e -e  bremsstrahlung begins to contribute signif-
icantly. For _M . 10 6 _ME, Fig. 1.1 shows that RIAFs are well described as nonradiative
ows.
Shapiro et al. (1976) developed the rst hot, thick disk model in an eort to model the
spectrum of the black hole candidate Cyg X-1, though it turns out to be thermally unstable
(e.g. Piran, 1978). Rees et al. (1982) described a model | the \ion torus" | in which a low
accretion rate leads to a disk incapable of radiating away viscously dissipated energy yielding
a hot, thick ow similar to Shapiro et al. (1976). Narayan & Yi (1994) and Narayan & Yi
(1995) presented self-similar solutions, and later Narayan et al. (1997) discussed numerical
solutions, that describe advection dominated accretion ows (ADAFs) | so called because
most of the dissipated energy in the ow is advected into the hole rather than radiated away
| that are closely related to the Rees et al. (1982) ion torus model. A generic feature of
all these thick disk models is weak thermal coupling between ions and electrons resulting in
a two temperature plasma with (sometimes signicantly) hotter ions than electrons. These
thick disk models are nonrelativistic, but were later generalized to include relativistic eects
(Lasota, 1994; Abramowicz et al., 1996; Peitz & Appl, 1997; Gammie & Popham, 1998).
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1.2.3 Numerical Models
The disk models described above are all stationary, but disks in nature are known to be
highly time dependent dynamical systems. The modern study of dynamical accretion ows
began in earnest with the rediscovery of the magneto-rotational instability (MRI) (Balbus
& Hawley, 1991). Balbus & Hawley (1991) showed that weakly magnetized dierentially
rotating ows are dynamically unstable to the MRI and Hawley & Balbus (1991) showed
that the nonlinear outcome of this instability is magnetohydrodynamic (MHD) turbulence
that transports angular momentum outward. Gammie (2004) later showed that the MRI
still operates and is qualitatively unchanged in a Kerr spacetime. The MRI and subsequent
turbulent ow went on to be conrmed and analyzed in great detail, particularly in the
context of local shearing box simulations (e.g. Brandenburg et al., 1995; Hawley et al., 1995;
Stone et al., 1996; Miller & Stone, 2000; Hirose et al., 2006; Blaes et al., 2007; Davis et
al., 2010; Guan & Gammie, 2011). These shearing box simulations | models of a patch of
the disk using a local expansion of the equations | are well suited to studying the detailed
structure of the turbulence because they enable high resolution studies (i.e. large numbers
of zones per scale height) but recent global simulations have pointed out that large scale
features exist that are not captured by local models (Beckwith et al., 2011; Sorathia et
al., 2011). On the other hand, global simulations may fail to adequately resolve the MHD
turbulence which may leave some of their quantitative predictions suspect (Hawley et al.,
2011; Shiokawa et al., 2011).
The dynamical study of relativistic disks has only recently become possible with the
advent of techniques to stably evolve the equations of general relativistic MHD (GRMHD)
(Gammie et al., 2003; De Villiers & Hawley, 2003; Anninos et al., 2005; Duez et al., 2005;
Shibata & Sekiguchi, 2005; Anderson et al., 2006; Anton et al., 2006; Mizuno et al., 2006;
Del Zanna et al., 2007; Giacomazzo & Rezzolla, 2007; Cerda-Duran et al., 2008; Noble et
al., 2009; Etienne et al., 2010). Since then there have been many simulations of black hole
accretion disks performed geared toward addressing various aspects of the problem. The
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rst systematic use of GRMHD simulations to model black hole accretion ows looked at
the global structure of the ow, the structure of the magnetic eld, outows, and dynamics
in the inner ow as a function of black hole spin (De Villiers et al., 2003; Hirose et al.,
2004; De Villiers et al., 2005; Krolik et al., 2005). McKinney & Gammie (2004) studied
the electromagnetic extraction of energy from Kerr black holes and found good agreement
with Blandford & Znajek (1977). McKinney (2006) and McKinney & Narayan (2007) stud-
ied the formation and propagation of relativistic jets and their coupling with the accretion
ow. Fragile et al. (2007) modeled disks with misaligned orbital and black hole spin an-
gular momenta and noted interesting dierences in the structure of the ow at small radii
compared to the aligned case. Beckwith et al. (2009) analyzed the radial transport of large
scale vertical magnetic ux and found that ux can be transported rapidly through recon-
nection of large scale eld lines. Henisey et al. (2009) looked for trapped waves in aligned
and misaligned disks and found some evidence for these in the misaligned case. Fragile &
Meier (2009) computed the rst disk models with a physically motivated cooling function
and found signicant structural dierences compared to models without cooling. The simu-
lations discussed above all involved moderately thick disks (H=r > 0:1) since these are the
most accessible numerically (thin disks require more resolution and very small time steps).
Recently several simulations of thin disks have been performed and shown to be very similar
to the predictions of the NT model (Shafee et al., 2008; Noble et al., 2010; Penna et al.,
2010). Finally, Shiokawa et al. (2011) studied the convergence of global GRMHD thick disk
models and found signs of convergence in several physically important variables.
1.3 Black Hole Accretion Disks: Observations
There is a vast literature associated with observations of accreting black holes and any review
is therefore necessarily incomplete. Here, I describe some of the observationally determined
classes for black hole accretion ows and discuss phenomenologically their interesting char-
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acteristics. At the coarsest level, I distinguish between stellar mass black holes|associated
with galactic X-ray binaries|and supermassive black holes at the centers of galaxies.
1.3.1 Stellar Mass Black Holes
Stellar mass black holes represent the end products of stellar evolution for the most massive
stars. The rst source widely believed to harbor a black hole was the galactic X-ray source
Cyg X-1 (e.g. Paczynski, 1974). To date, 23 stellar mass black holes have been conrmed, all
identied through their interaction with a binary companion (Ozel et al., 2010). Estimates
suggest there may be  108{109 stellar mass black holes in the Galaxy (e.g. Brown & Bethe,
1994; Timmes et al., 1996), each with a typical mass  10M. Galactic black hole binaries
(BHBs) have a rich phenomenology including several distinct spectral states, brief ares,
and transient quasi-periodic signals (see Remillard & McClintock, 2006, for a review).
Observations indicate that BHBs have three distinct spectral states and can transition
from one state to another. Perhaps the best understood, the thermal or high/soft state
can be well t by a multitemperature blackbody based on the NT model of a steady thin
disk plus a weak power law component at high energies (see, e.g., Davis et al., 2005, for
a more detailed treatment). Sources in this state are believed to have geometrically thin,
optically thick, radiatively ecient ows and show relatively little variability. The hard or
low/hard state of BHBs is characterized by a much weaker thermal component and a strong
power law component with    1:7 (N(E) / E ) that contributes most of the hard X-
ray ux. Sources in this state show relatively more variability than sources in the thermal
state and characteristically lower luminosities. The underlying ow structure is uncertain
but these sources may contain some form of RIAF such as the ADAF model of Narayan
& Yi (1994). Occasionally, sources in the hard state show quasi-periodic modulations in
X-ray ux. Sources in the third state, referred to as the steep power law (SPL) state, have
strong power law components with    2:5 as well as bright thermal components. Their
total luminosities are very near the Eddington limited value and therefore these sources may
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harbor radiation dominated thin or slim disks. Perhaps the most interesting feature of the
SPL state is the relatively common appearance of low and high frequency quasi-periodic
oscillations (QPOs) in X-ray ux. The high frequency QPOs are particularly interesting
as they appear at frequencies comparable to the orbital frequency at the ISCO and may
therefore provide a means of measuring black hole spins.
1.3.2 Supermassive Black Holes
Supermassive black holes (SMBHs) are now believed to reside in the centers of nearly all
major galaxies. With the realization that SMBH masses and properties of host galaxies
are intimately related (e.g. Magorrian et al., 1998; Ferrarese & Merritt, 2000; Gebhardt et
al., 2000), SMBHs have taken center stage in our understanding of galaxy formation and
evolution. Active galactic nuclei (AGN) | associated with accretion onto SMBHs | are
among the most luminous objects in the Universe and have been detected out to redshift
z  7 (Mortlock et al., 2011), making them useful probes of cosmology. However, this
activity has a short duty cycle indicating that the vast majority of SMBHs are in a quiescent
or low-luminosity state, particularly at low redshifts (Shankar et al., 2009). Bright AGN
are interesting, among other reasons, as probes of luminous black hole accretion ows, as
cosmological probes, and in their role in regulating the growth of galaxies. On the other
hand low-luminosity AGN (LLAGN) provide a more representative sample of SMBHs in the
Universe and, because of their ubiquity, there are nearby sources that can be studied with
relatively high spatial resolutions (e.g. Sgr A*, M87).
AGN are classied observationally by a variety of diagnostics including features in their
spectral energy distributions (SEDs), morphological appearance, and variability. There ex-
ists a large number of classications and it is beyond the present scope to give a detailed
description of each (but see Tadhunter, 2008, for a review). The mapping between observa-
tional classication and physical characteristics is likely not one-to-one; for example, some
classes may describe essentially the same systems but viewed at a dierent orientations (e.g.
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Barthel, 1989). Nonetheless, it remains clear that bright AGN (like quasars and Seyfert I
galaxies) and LLAGN are qualitatively dierent sources | the former accretes at a substan-
tial fraction of the Eddington rate while the latter does not.
In some ways AGN are similar to their lower mass BHB counterparts. Perhaps the largest
distinguishing characteristics are the length and time scales involved,  106{109 times larger
in AGN than in BHBs. One important consequence of this is that AGN evolve on longer
time scales; unlike in BHBs, we do not see AGN undergo state transitions though surely they
must on suciently long time scales. AGN do, however, show brief aring events and at
least one source shows quasi-periodic structure in X-ray light curves (Gierlinski et al., 2008).
Similarly, power spectra of variability, accounting for the vastly dierent intrinsic time scales
of the systems, are similar in AGN and BHBs (e.g. McHardy, 2010). This suggests (as does
the conspicuous absence of the black hole mass in the theoretical discussion above) that
AGN and BHBs reect much the same physics albeit at dierent scales and in dierent
environments.
1.4 Sagittarius A*
In this work, the primary focus is on the galactic center source Sgr A* which is an extremely
low luminosity member of the LLAGN class. In what follows, I give a thorough description of
the observations of Sgr A* including discussions of its mean and uctuating broadband SED,
ares, and results from high resolution VLBI observations. This is followed by a discussion
of theoretical models and open questions.
1.4.1 Observations
Sgr A* was rst identied as a strong, compact radio source in the direction of the galactic
center (Balick & Brown, 1974). Since then, countless observations across the electromagnetic
spectrum have been performed and, in spite of the large column density along our line of
13
sight through the plane of the Galaxy, much is known about the radiative properties of this
source. Long term monitoring of stellar orbits have provided excellent mass and distance
estimates, the most recent suggesting M  4:3 106M and d  8:3 kpc (Ghez et al., 2008;
Gillessen et al., 2009b,a). Perhaps the most striking feature of Sgr A* is its incredibly low
bolometric luminosity L  10 9LE.
Figure 1.2 shows the mean broadband spectrum of Sgr A* from radio to X-rays. The radio
(purple) data are consistent with a broken power law, L / 1:17 for  between 1:36GHz
and 8:5GHz and L / 1:3 for  between 15GHz and 43GHz (Melia & Falcke, 2001). The
spectrum begins to turn over in the millimeter to submillimeter range and Marrone (2006)
reports a peak near 350GHz, suggesting the source transitions from optically thick to thin
around this frequency. Only upper limits exist for the far- and mid-infrared emission due
largely to bright diuse emission from dust. Near-infrared (NIR) emission, on the other
hand, is routinely detected and the spectrum at NIR frequencies has been found to be blue
with L / 0:5 (Hornstein et al., 2007; Trap et al., 2011). Sgr A* has not been detected
at optical or ultraviolet wavelengths due to the Av  30 magnitudes of extinction along
the line of sight. Sgr A* is detected in X-rays though the diuse emission in the region
makes it dicult to determine the exact ux from Sgr A* when the X-ray luminosity is at
its characteristically low value. Finally, there have been reports of -ray detections toward
the galactic center but the poor angular resolutions of current -ray instruments prevents a
denitive association with Sgr A* (e.g. Acero et al., 2010).
Sgr A* is variable at all observed wavelengths and particularly so in the NIR and X-ray
bands where bright, brief ares are frequently reported (see Dodds-Eden et al. 2009, Dolence
et al. 2011c, and references therein for a more detailed discussion of NIR and X-ray ares).
NIR ares on average appear  4 times per day while X-ray ares are observed once per
day. X-ray ares always have simultaneous NIR are counterparts, but not vice versa. Flares
typically last  1 hour and range in amplitude up to  30 times the quiescent NIR ux (e.g.
Dodds-Eden et al., 2011) and up to  160 times the quiescent X-ray ux (Porquet et al.,
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2003), though most are much smaller (e.g. Yusef-Zadeh et al., 2009). Power spectra of NIR
light curves show red noise with P / f 2 (e.g. Meyer et al., 2008; Do et al., 2009) and a break
at low frequencies (Meyer et al., 2009). There have also been many reports of quasi-periodic
modulations in NIR and X-ray light curves on timescales  20 minutes (Genzel et al., 2003;
Aschenbach et al., 2004; Belanger et al., 2006; Eckart et al., 2006b; Meyer et al., 2006a,b;
Trippe et al., 2007). It was later shown that these claims likely lack signicance when proper
account is taken of the underlying red noise power spectrum (Do et al., 2009; Meyer et al.,
2008); the existence of QPOs in Sgr A* remains unclear.
Polarization information has also been acquired at various wavelengths and provides ad-
ditional useful constraints on the system. Marrone et al. (2007) report the rst measurement
of Faraday rotation based on millimeter/submillimeter observations that suggest (a model
dependent) _M  10 8{10 9M yr 1. Observations of linearly polarized NIR emission (e.g.
Zamaninasab et al., 2010) suggest there may be swings in polarization angle associated with
NIR ares, but the interpretation of this signal is still uncertain.
Finally, one of the most interesting developments in the past few years has been the
advent of techniques for millimeter very long baseline interferometry (mm-VLBI). Doeleman
et al. (2008) and Fish et al. (2011) report mm-VLBI observations of Sgr A* that have
sucient resolution to probe structure on scales approaching the size of the event horizon.
These observations have already yielded interesting constraints on the size of the emission
region and promise to inform us about the time-dependent structure of the inner relativistic
accretion ow.
1.4.2 Theoretical Models
Sgr A* is a prime target for building and testing theoretical models of accretion in LLAGN.
The wealth of observations provide constraints on the spectral, timing, and even spatial
structure of the source. At the same time, the properties of Sgr A* allow for a nearly ab
initio treatment of both the accretion ow and radiative properties. In particular, with a
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luminosity  10 9LE, Sgr A* sits far to the left on Fig. 1.1 indicating that radiative processes
are negligible in determining the structure and dynamics of the ow.
Of course, building theoretical models of Sgr A* still has signicant technical challenges.
Perhaps the most signicant and least well understood concerns the very low density and
high temperature of the accreting plasma. Simple estimates show that the mean free path to
large angle Coulomb scatterings is orders of magnitude larger than GM=c2, suggesting that
the plasma dynamics is nearly collisionless. Naively, this implies that reasonable models
of the accretion ow require a fully kinetic, relativistic treatment of the plasma which is
beyond current practical limitations. However, for length scales much larger than the proton
Larmor radius and frequencies much less than the proton cyclotron frequency (i.e. the scales
of interest in the global dynamics of accretion ows), the Vlasov-Maxwell equations reduce to
the so-called kinetic MHD (KMHD) equations (see, e.g. Sharma et al., 2006, and references
therein). These equations dier from the standard MHD equations in that they include a
(possibly anisotropic) pressure tensor and heat conduction along magnetic eld lines. Sharma
et al. (2006) evolved a disk model in a local shearing box using the KMHD equations with
a local closure model for the heat uxes and a physically motivated subgrid model (based
on plasma instabilities that lead to pitch angle scatterings that break adiabatic invariance)
that limits the pressure anisotropy. They nd that 1) the MRI still generates turbulent
ows with saturated eld strengths comparable to those found in MHD, 2) the anisotropic
pressure acts like a large scale viscosity, moderately enhancing angular momentum transport
relative to MHD disks, and 3) pitch angle scatterings due to kinetic instabilities provide an
eective collisionality that leads to MHD-like dynamics. Another issue relates to the fact that
low collisionality implies that electrons and protons are weakly coupled thermally, resulting
in a two temperature plasma. Sharma et al. (2007), using simulations similar to those in
Sharma et al. (2006), showed that both electrons and ions absorb a signicant fraction of the
dissipated energy and found that the ion to electron temperature ratio in Sgr A* is  10.
In the end, the best available models of collisionless disks suggest that MHD does indeed
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provide a reasonable description of the dynamics and that electron temperatures (crucial
to estimating the radiative properties of disks) are comparable but somewhat less than ion
temperatures.
The mean broadband spectrum of Sgr A* can be t with models based on semi-analytic
RIAFs (e.g. Narayan et al., 1998; Yuan et al., 2003), RIAF+jets (e.g. Yuan et al., 2002),
numerical MHD (e.g. Goldston et al., 2005; Ohsuga et al., 2005; Moscibrodzka et al., 2007),
and numerical GRMHD (Moscibrodzka et al., 2009; Leung, 2010). The best models support
the conclusion that the submillimeter bump is produced by synchrotron emission from elec-
trons in the thermal core of the distribution function, the NIR ux results from synchrotron
emission of nonthermal electrons with energy  1% of the total (e.g. Leung, 2010), and
X-ray photons arise from inverse Compton scattering of lower energy photons. In addition
there have been numerous models focusing on millimeter images in the context of mm-VLBI
observations including toy models of orbiting \hot spots" (Broderick & Loeb, 2005, 2006),
models based on semi-analytic RIAFs (Huang et al., 2007; Broderick et al., 2009; Yuan et
al., 2009) and models based on relativistic simulations and radiative transfer (Noble et al.,
2007; Moscibrodzka et al., 2009; Dexter et al., 2009, 2010). There have also been several
eorts to study the variability of dynamical models for Sgr A* based on MHD (Goldston et
al., 2005; Chan et al., 2009) and GRMHD simulations (Dexter et al., 2009, 2010; Dolence
et al., 2011b,c). Finally, one zone models of particle acceleration have had some success in
modeling ares (e.g. Dodds-Eden et al., 2010), though its not clear how this ts into a global
relativistic description of the accretion ow.
The current state-of-the-art combines dynamical modeling of the accretion ow with
radiative transfer calculations to generate testable predictions. The tools of choice for these
calculations are GRMHD and relativistic radiative transfer and I describe them briey below.
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1.5 General Relativistic Magnetohydrodynamics
GRMHD simulations are currently the best tool to study the global dynamical behavior
of black hole accretion disks, including Sgr A*. Here I summarize the basic equations of
GRMHD and techniques used for their numerical solution. The work in this thesis is based
on the HARM code of Gammie et al. (2003) (see also Noble et al., 2009) so I follow their
discussion of the equations and their numerical solution.
The equations of GRMHD are a nonlinear system of hyperbolic conservation laws. The
rst describes the conservation of particle number
(nu); =
1p g (
p gu); = 0 (1.11)
where the rst equality holds in a coordinate basis, g is the metric determinant,  = mn
is the rest mass density, and u is the 4-velocity. Next we have the conservation of energy-
momentum
T ; =
1p g (
p gT );    T  = 0 (1.12)
where again the rst equality holds in a coordinate basis, T  is the stress-energy tensor, and
  is the connection. The remaining equations that describe the evolution of the magnetic
eld in the ideal MHD limit can be written, dening the magnetic eld 4-vector
b =
1
2
uF (1.13)
( is the completely antisymmetric tensor and F is the Faraday tensor) and the mag-
netic eld 3-vector Bi = F it (* indicates the dual), as
(
p gBi);t =  [
p g(bjui   biuj)];j (1.14)
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and
1p g (
p gBi);i = 0: (1.15)
This last equation is the relativistic version of the familiar r  ~B = 0 constraint. Finally, we
can write the MHD stress-energy tensor as
T  = (+ u+ p+ b2)uu + (p+
1
2
b2)g   bb (1.16)
where u is the internal energy density and p is the pressure. To close the system, our
simulations typically employ a simple -law equation of state p = (   1)u with  = 13=9,
appropriate for a system with relativistic electrons and nonrelativistic ions.
With the equations written in conservative form, HARM and its three dimensional exten-
sion harm3d use standard techniques to solve the system. The approach taken employs a
conservative, nite volume, high-resolution shock capturing MUSCL-type scheme. Fluxes
are computed using the so-called local Lax-Friedrichs method. The no-monopoles constraint
is enforced by use of a ux-interpolated constrained transport scheme (Toth, 2000), which
preserves a particular corner-centered representation of Eq. 1.15. HARM and harm3d have
been demonstrated to show second order convergence in space and time for smooth ows.
1.6 Relativistic Radiative Transfer
One of the principle diculties in testing theoretical models for black hole accretion ows
is in producing observables. Probably the most direct means of doing this is through the
construction of self-consistent models of the radiation seen by distant observers. This is the
realm of relativistic radiative transfer and it has become an increasingly important tool in
studying black hole accretion phenomena. In this work, I focus exclusively on incoherent,
unpolarized radiation.
Before writing down the transfer equation, it is useful to highlight some of the important
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aspects of the relativistic treatment. First, Liouville's theorem tells us that, along the world
line of a bundle of noninteracting photons, the phase space density N , absent interactions
with matter, is conserved. Furthermore, N is Lorentz invariant. This immediately tells us
that the quantity I=
3 / N (I specic intensity at frequency ) is Lorentz invariant and
changes only through interactions with matter. These interactions are emission, absorption,
and scattering. It is easy to show that the quantities j=
2 (j is the emissivity) and  (
is the absorptivity) are also Lorentz invariant by considering that all observers, regardless
of Lorentz frame, must agree on how many photons were emitted and absorbed by a given
uid element in a specied time interval. Finally, the world lines of photons are not \straight
lines" as in at space but geodesics of the spacetime given by
d2x
d2
=   kk (1.17)
where  is the ane parameter and k is the photon wave vector.
Then, the equation of transfer along a geodesic can be written
d
d

I
3

=

j
2

  ()

I
3

+ scattering into the beam
  scattering out of the beam
(1.18)
where each quantity in parentheses is Lorentz invariant (e.g. Mihalas & Mihalas, 1984). In
general, this is an integrodierential equation and can be quite dicult to solve. Under
certain conditions, the scattering terms on the right hand side may be dropped in which
case Eq. 1.18 admits the formal solution
I() = I0e ( 0) +
Z 
0
S( 0)e (
0 0)d 0 (1.19)
where I  I=3, S  j=(3) is the invariant source function,  is the optical depth,
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and subscripts 0 refer to some reference value4. Designing and implementing numerical
techniques to solve Eq. 1.18 and applying them to models of Sgr A* is the main focus of this
thesis.
1.7 Summary of Thesis
This thesis is organized as follows. In Chapter 2 (previously published as Dolence et al.
2009), we introduce the general relativistic Monte Carlo radiative transfer code grmonty.
grmonty computes broadband orientation dependent spectra of arbitrary relativistic uid
models. Since our focus is on modeling Sgr A*, the code has been set up to include angle-
dependent synchrotron emission and absorption and Compton scattering. The solution is
exact to all orders in v=c, but the version described here assumes the background ow is
time-independent. grmonty has been used to model the time-averaged broadband spectrum
of GRMHDmodels of Sgr A* (Moscibrodzka et al., 2009) and to compute - pair production
rates in GRMHD models of Sgr A* and M87 (Moscibrodzka et al., 2011).
In Chapter 3, we discuss improvements to grmonty including a full account of the time-
dependent background ow. We also describe a novel and ecient technique for computing
time-dependent ray-traced images optimized for moderate to low optical depth ows.
In general, GRMHD models of accretion ows are transient. As simulated disks evolve,
mass is lost due to accretion and outows and this leads to decreases in, for example, the
numerical accretion rate. In sources like Sgr A*, the accretion rate, aside from chaotic
uctuations due to the turbulent nature of the inow, is nearly constant on the time scales
we simulate. In Chapter 4, we describe a technique to model the radiation from quasi-steady
accretion ows based on transient GRMHD models.
With these tools in hand, Chapters 5 and 6 (submitted to ApJL) describe time dependent
models of the radiation at various observationally important frequencies based on a three
4The formal solution is also applicable when scattering is included in the emissivity and absorptivity, but
the source function then depends on the intensity and we are really no closer to a solution.
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dimensional GRMHD simulation. Chapter 5 is devoted to studying predictions of GRMHD
models for ares in Sgr A*. Chapter 6 describes quasi-periodic oscillations seen in simulated
near-infrared and X-ray light curves and discusses implications.
In Chapter 7 we discuss the current status of an ongoing project to couple GRMHD
simulations with radiation transfer. The resulting general relativistic radiation magnetohy-
drodynamic simulations will be the rst of their kind and are a crucial next step in studying
LLAGN with higher accretion rates and luminosities than Sgr A* such as M87.
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Figure 1.1: Qualitative picture of the importance of cooling by various radiative mecha-
nisms. Lines indicate the critical radius as a function of accretion rate at which the cooling
and accretion time scales are equal. Regions where cooling by each process is likely to be
important are to the right of each curve. A description of the validity of these curves and
the parameters that determine their location is found in the text.
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Figure 1.2: Broadband spectrum of Sgr A*. Purple (radio) and black data represent the
mean or typical luminosities at each frequency. Example aring data (green) is shown in the
NIR and X-ray. Radio data is from An et al. (2005) and Falcke et al. (1998); millimeter/sub-
millimeter data is from Marrone (2006); infrared upper limits are from Melia & Falcke
(2001),Schoedel et al. (2011), and Dodds-Eden et al. (2009); NIR quiescent data is from
Schoedel et al. (2011) and aring data from Genzel et al. (2003) and Dodds-Eden et al. (2009);
and X-ray quiescent data is from Bagano et al. (2003) and aring data from Bagano et
al. (2001).
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Chapter 2
grmonty: a Monte Carlo Code for
Relativistic Radiative Transport
2.1 Introduction
There is wide interest in calculating the emergent radiation from relativistic astrophysical
sources, including accreting black holes, accreting neutron stars, and relativistic blast waves.
A variety of methods for solving the radiative transfer problem in these sources have been
developed over the last few decades (e.g. Pozdynakov et al., 1983; Gorecki & Wilczewski,
1984; Hauschildt & Wehrse, 1991; Carrigan & Katz, 1992; Coppi et al., 1993; Stern et al.,
1995; Poutanen & Svensson, 1996; Zane et al., 1996; Dove et al., 1997; Bottcher & Liang,
2001; Schnittman et al., 2006; Noble et al., 2007; Wu et al., 2008), some based on Monte
Carlo schemes. Few of these schemes take full account of relativistic eects in the source,
however, and this is crucial in estimating the spectra of hot plasma deep in a gravitational
potential well, or highly relativistic blast waves. Monte Carlo transport of radiation in
accretion ows around compact objects has been considered by Schnittman & Krolik (e.g.
2009); Schnittman (e.g. 2006); Yao et al. (e.g. 2005); Bottcher et al. (e.g. 2003); Bottcher &
Liang (e.g. 2001); Laurent & Titarchuk (e.g. 1999); Agol & Blaes (e.g. 1996); Stern et al.
(e.g. 1995). Among others, Cullen (2001); Molnar & Birkinshaw (1999); Hua (1997); Gorecki
& Wilczewski (1984); Pozdynakov et al. (1983) give more general discussions of Monte Carlo
radiative transfer techniques.
We were motivated by eorts to model the radio source and black hole candidate Sgr A*.
Our interest in this source drove us to develop a numerical scheme that could accurately cal-
This chapter has been previously published in Dolence et al. (2009). Reproduced by permission of the
AAS.
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culate spectra of a relativistic source in which the plasma properties (velocity, density, mag-
netic eld strength, and temperature) were specied by a separate model|that is, sources
in which radiation plays a negligible role in the dynamics and energetics. The result, a
Monte Carlo scheme called grmonty, is described in this paper. The spirit of our calculation
is to obtain an accurate spectrum with as few approximations as possible. To this end we
treat Compton scattering with no expansions in v=c, and allow for general angle-dependent
emission and absorption (we specialize to thermal synchrotron in this work).
In designing grmonty our philosophy has been to maximize the physical transparency and
minimize the length of the code, occasionally at the cost of reduced performance. Sometimes
simplicity and eciency are in harmony. We chose to directly integrate the geodesic equation
rather than using a scheme that relies on integrability of geodesics in the Kerr metric. We
will show that for radiative transfer problems where many points are required along each
geodesic, direct integration is not only simpler and easier to modify, but also faster.
Our paper is organized as follows. In x2.2 we describe how we sample emission, and in
x2.3 we describe how we track photons along geodesics. Evolution of superphoton weights
under absorption is described in x2.4, and sampling of scattered photons is discussed in x2.5.
Photons at large distance from the source must be sampled and assembled into spectra; this
is described in x2.6. The code has been extensively veried; we describe tests in x2.7. x2.8
describes a sample calculation, and x2.9 summarizes our results.
Throughout this paper we assume that there is an underlying model that can be queried
to supply the rest-mass density 0, the internal energy u, the four-velocity u
, and magnetic
eld four-vector b for the radiating plasma. Usually we expect the model to be supplied by
a numerical simulation in a coordinate basis x.
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2.2 Manufacturing Superphotons
Emission in grmonty is treated by sampling the emitted photon eld. The samples, here
called \superphotons" (also \photon packets"), have weight w, coordinates x, and wave
vector k. The weight w  1 is a pure number that represents the ratio of photons to
superphotons: dN = wdNs (Ns  number of superphotons, N  number of photons). In
our models the weight is a function of the emitting plasma frame frequency  and nothing
else. The coordinates are typically in model units (e.g. for a black hole accretion ow
calculation, length unit L = GM=c2), and the components of k are given in units of mec
2.
How should superphotons be distributed over x and k? The initial superphoton mo-
mentum can be described in an orthonormal tetrad basis e(a) that is attached to the plasma,
so that e(t) = u
 ( is the coordinate index, and (a) is the index associated with the tetrad
basis, raised and lowered using the Minkowski metric). In the tetrad basis k(a) is specied
by frequency  and spatial direction unit vector n^ that is contained within the solid angle
d
. The probability distribution for superphotons is then
1p g
dNs
d3xdt dd

=
1
w
p g
dN
d3xdt dd

=
1
w
j
h
(2.1)
where j is the emissivity (always dened in the plasma frame), since
p g d3xdt is invariant
(meaning coordinate invariant). In a time interval t we expect to create
Ns;tot = t
Z p g d3x d d
 1
w
j
h
(2.2)
superphotons over the entire model volume. The total computational eort is proportional
to Ns;tot, so we control the computational eort by scaling the weights.
How should we distribute superphotons over the volume? grmonty subdivides the model
volume into volume elements (\zones") of size 3x (e.g. in Boyer-Lindquist t; r; ;  coordi-
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nates for the Kerr metric, r). For zone i we expect
Ns;i = t
3x
p g
Z
d d

1
w
j
h
(2.3)
to be created in time t. We create Ns;i superphotons at the center of zone i. Fractional
Ns;i are dealt with by rejection sampling.
The momentum-space (wave vector) piece of the probability distribution (2.1) can be
sampled by techniques outlined below to give  and n^. With x,  and n^ in hand, we can
construct k(a) and, nally, transform to the coordinate basis e(a)k
(a) = k.
The remaining ingredients in the sampling procedure are the emissivity, the orthonormal
tetrads, and the sampling procedures for  and n^.
2.2.1 Emissivity
grmonty depends on the emissivity only through functions that specify j and
R
dd
j=,
so it is straightforward to include any emission/absorption process.
In our target problem the only source of superphotons is thermal synchrotron emission
at dimensionless temperature e  kTe=(mec2). Leung (2010) show that, for e & 0:5,
j(; ) '
p
2e2nes
3cK2( 1e )
 
X1=2 + 211=12X1=6
2
exp
  X1=3 (2.4a)
X  
s
(2.4b)
s  2
9

eB
2mec

2e sin  (2.4c)
where K2 is the modied Bessel function of the second kind, ne is the number density of
electrons, B is the magnetic eld strength, and  is the angle between the wave vector and
magnetic eld. For large e, K2(
 1
e ) ' 22e, but for e . 1 better agreement with the
emissivities of Leung (2010) is obtained if K2 is evaluated directly. Since the emissivity must
be evaluated many times, it is most ecient to precompute K2(
 1
e ) at the beginning of the
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calculation and store the results in a table.
2.2.2 Orthonormal tetrads
The wave vector sampling is done in an orthonormal tetrad attached to the uid. We con-
struct the orthonormal tetrad e(a) using numerical Gram-Schmidt orthogonalization. Here 
is the coordinate index, and (a) is the index associated with the tetrad basis, which is raised
and lowered using the Minkowski metric.
We set e(0) = u
 (u  plasma four-velocity), and then use b, the magnetic eld four-
vector, as the rst trial vector (this is numerically convenient since we will want to orient
wave vectors with respect to the magnetic eld; if b = 0 then we use a default, radius-
aligned, trial vector). Thus e(1) = NORM

b   e(0)(e(0)b)

(NORM: normalize). The
process is repeated with additional trial vectors to create a full tetrad basis.
The tetrad-to-coordinate basis transformation is
k = e(a)k
(a) (2.5)
and the coordinate to tetrad transformation is
k(a) = e(a) k
: (2.6)
With these transformations in hand, we can construct the superphoton wave vector in the
orthonormal frame and then transform it to the coordinate basis.
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2.2.3 Wave vector sampling procedure
Photon energy
Within zone i superphotons are distributed over frequency according to the distribution
dNs;i
d ln 
= t3x
p g 1
hw
Z
d
 j : (2.7)
We sample the distribution only between a minimum and maximum frequency min and max.
These must be chosen so that no signicant emission is omitted from the nal spectrum.
We distribute superphotons over frequency by rejection sampling. For simplicity, we use
a constant envelope function equal to the maximum of Equation (2.7) (for zone i). Thus we
draw tentative values uniformly in ln  from min to max. The eciency of the sampling
procedure is the ratio of the areas under the distribution and envelope, so if the distribution
given in Equation (2.7) is sharply peaked this technique can be inecient.
In practice, we choose a tentative frequency 0 = exp(r1 ln max=min+ ln min), where r1
is drawn from a uniform distribution on [0,1) (we use the Mersenne twister random number
generator from the GNU Scientic Library, hereafter GSL). A second number r2 is drawn
from [0,1) and the process is repeated until
r2 <
dNs;i
d ln 

0
,
MAX

dNs;i
d ln 

: (2.8)
The eciency of this process is  15%, but the cost is small compared to the total cost of
grmonty.
Photon direction
The superphoton direction n^ is described by polar coordinates  and  in the tetrad frame,
where  is the angle between the spatial part of the wave vector and the magnetic eld. The
colatitude  is obtained by rejection sampling: a tentative value for  is obtained by drawing
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 = cos  from a uniform distribution on [-1,1), a second number r is drawn from a uniform
distribution on [0,1), and  is accepted if
r <
j()
j(=2)
(2.9)
(this procedure is specic to the synchrotron emissivity). The eciency of this scheme is
problem dependent; for our target application the eciency is  65%. Finally,  is drawn
from a uniform distribution on [0,2).
Transformation to coordinate frame
Once , , and  = h=mec
2 are selected, the wave vector is completely specied in the
orthonormal tetrad frame:
k(0) =  (2.10a)
k(1) =  cos  (2.10b)
k(2) =  sin  cos (2.10c)
k(3) =  sin  sin; (2.10d)
and the wave vector in the coordinate frame is k = e(a)k
(a).
2.3 Geodesic Integration
General relativistic radiative transfer diers from radiative transfer in Minkowski space in
that photon trajectories are no longer trivial; photons move along geodesics. Tracking
geodesics is a signicant computational expense in grmonty.
The governing equations for a photon trajectory are
dx
d
= k (2.11)
31
which denes , the ane parameter, the geodesic equation
dk
d
=   kk (2.12)
and the denition of the connection coecients
  =
1
2
g (g; + g;   g;) (2.13)
in a coordinate basis.
We assume nothing about the metric, so it is easy to change coordinate systems and
even to extend the code to dynamical spacetimes. Nevertheless, our main application|to
black hole accretion ows|is in the Kerr metric, where geodesics are integrable. The four
constants of the motion are the energy-at-innity E (in Boyer-Lindquist coordinates t; r; ; ,
E =  kt), the angular momentum l = k, Carter's constant Q = k2 + k2 cot2    a2k2t cos2 
(see Carter, 1968), and the condition that k be null: kk = 0, equivalent to the dispersion
relation for photons in vacuo: !2 = c2k2. These four constants of the motion can be used to
quasi-analytically obtain x and k in terms of an initial (or nal) position and wave vector
(see, e.g., Rauch & Blandford, 1994; Beckwith & Done, 2005; Dexter & Agol, 2009).
The integrability of geodesics in the Kerr metric would appear to provide an opportunity
for signicant computational economies. We show below, however, that direct integration
of equations (2.11) and (2.12) is not only simpler and more exible but also faster than at
least one implementation of an integral-based technique.
Which ODE integration algorithm is best for the geodesic equation? If only a few coor-
dinate evaluations are required over the entire geodesic then a high order scheme is optimal.
For example, we have found that the embedded Runge-Kutta Prince-Dorman method avail-
able in GSL is fast and accurate; it can easily be made to conserve the integrals of motion to
machine precision. Many coordinate evaluations are required, however, when integrating the
equation of radiative transfer, as grmonty does, along superphoton trajectories. A second
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order scheme can then provide the required accuracy at minimal cost.
Evaluating the connection coecients is expensive, so we want to choose a scheme that
minimizes the number of evaluations. The velocity Verlet algorithm, which for the geodesic
equation is
xn+1 = x

n + k

n+
1
2

dk
d

n
()2 (2.14a)
kn+1;p = k

n +

dk
d

n
 (2.14b)
dk
d

n+1
=   (xn+1)kn+1;pkn+1;p (2.14c)
kn+1 = k

n +
1
2

dk
d

n
+

dk
d

n+1

(); (2.14d)
requires only one evaluation of the connection coecients per step. Accuracy can be im-
proved by using the result of equation (2.14d) to recompute the derivative equation (2.14c)
with kn+1;p = k

n+1 and then reevaluating equation (2.14d). This process is repeated until
the change in the wave vector between estimates is below some tolerance. In grmonty we
continue this iteration until the fractional change is less than 10 3 (typically only once or
twice). This does not require any additional evaluations of   . Very rarely we nd that
this iteration fails to converge, and then grmonty defaults to taking the step with a classical
4th-order Runge-Kutta technique.
How fast and accurate is our geodesic integration scheme? We propose the following
benchmark. Consider a point on a direct, circular, marginally stable orbit in the equatorial
plane of a black hole with spin a=M = 1 2 4 = 0:9375 that emits radiation isotropically in its
rest frame. Sample the emitted photons (in a Monte Carlo sense; the analytic circular orbit
orthonormal tetrads available in Bardeen et al. (1972) are useful for constructing the initial
wave vectors) and track them until they cross the horizon or reach rc2=(GM) = 100 (r is the
Boyer-Lindquist or Kerr-Schild radial coordinate). Figure 2.1 shows as dots a representative
sample of photon geodesics from grmonty in the coordinate frame, illustrating the eects of
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relativistic beaming, lensing, and frame dragging.
Second order convergence of the velocity Verlet integration scheme is demonstrated in
Figure 2.2, which plots the average fractional error in E, l, and Q as a function of a step-size
parameter ". We typically set " = 0:04 as a compromise between performance and accuracy;
the average fractional errors at the end of the integrations are  2 10 3,  4 10 2, and
 8  10 2 for E, l, and Q, respectively. We have veried that this choice makes geodesic
tracking errors subdominant in the error budget for the overall spectrum.
With " = 0:04, grmonty integrates  16; 700 geodesics sec 1 on a single core of an Intel
Xeon model E5430. If we use 4th-order Runge-Kutta exclusively so that the error in E, l,
and Q is 1000 times smaller, then the speed is  6; 200 geodesics sec 1. If we use the
Runge-Kutta Prince-Dorman method in GSL with " = 0:04 the fraction error is  10 10
and the speed is  1; 700 geodesics sec 1. These results can be compared to the publicly
available integral-based geokerr code of Dexter & Agol (2009), whose geodesics are shown
as the (more accurate) solid lines in Figure 2.1. If we use geokerr to sample each geodesic
the same number of times as grmonty ( 180), then on the same machine geokerr runs at
 1; 000 geodesics sec 1. It is possible that other implementations of an integral-of-motion
based geodesic tracker could be faster.
If only the initial and nal states of the photon are required, we nd that geokerr
computes  77; 000 geodesics sec 1. The adaptive Runge-Kutta Cash-Karp integrator in
GSL computes  34; 500 geodesics sec 1 with fractional error  10 3.
2.4 Absorption
grmonty treats absorption deterministically. We begin with the radiative transfer equation
written in the covariant form
1
C
d
d

I
3

=

j
2

  (;a)

I
3

: (2.15)
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(see Mihalas & Mihalas, 1984). Here I is specic intensity and ;a is the absorption
coecient (which is always evaluated in the uid frame). The absorption coecient must be
computed by a separate subroutine; for thermal synchrotron emission we set ;a = j=B .
C is a constant that depends on the units of k (in grmonty, electron rest mass),  (Hertz),
and the length unit L for the simulation in cgs units. For grmonty
C = Lh
mec2
: (2.16)
Each quantity in parentheses in equation (2.15) is invariant; I=
3, for example, is propor-
tional to the photon phase space density.
Since I=
3 is proportional to the number of photons moving along each ray, I=
3 / w,
and equation (2.15) implies (ignoring emission)
dw
da
=  w (2.17)
where
da = (;a) Cd (2.18)
is the dierential optical depth to absorption and the quantity in parentheses is the \invariant
opacity." This equation we integrate with second order accuracy
a =
1
2
((;a)n + (;a)n+1) C; (2.19)
and then set
wn+1 = wne
 a : (2.20)
Since the components of k are expressed in units of the electron rest-mass energy,  =
 kumec2=h. Storing the invariant opacity at the end of each step saves computations
since it can be reused as the beginning of the following step.
35
2.5 Scattering
Our treatment of scattering consists of two parts: the rst determines where a superphoton
should scatter and the second determines the energy and direction of the scattered super-
photon.
2.5.1 Selection of scattering optical depth
When a superphoton is created or scattered grmonty selects the scattering optical depth s at
which the next scattering event will take place. Scattering follows the cumulative probability
distribution
p = 1  e s = s +O( 2s ); (2.21)
so superphotons will experience on average s scattering events when s . 1. In optically
thin sources this would result in poor signal to noise in portions of the spectrum dominated
by scattered light. To overcome this, we use the biased probability distribution
p = 1  e bs (2.22)
where b is a bias parameter. This technique was originally proposed by Kahn (1950) in the
context of deep penetration of neutrons in radiation shielding and has since been extensively
explored in the nuclear engineering literature (often referred to as exponential biasing or
exponential transform). Whereas in deep penetration problems b  1 in order to allow for
sampling of radiation at high optical depths, here we set b  1 in order to better sample
scattered photons at low optical depths. Superphotons now experience on average bs scat-
tering events. Two superphotons emerge from a scattering event: the incident superphoton
of weight w and a new scattered superphoton. For conservative scattering the incident su-
perphoton has its weight reset to w(1   1=b) and the new superphoton has weight w=b, so
that weight (photon number) is conserved.
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What should we choose for the bias parameter b? The goal is to set b such that scattering
is more likely to occur in regions which contribute most to the spectrum. This is an example
of the more general technique of importance sampling. Typically we set the bias parameter
b = MAX(1; 2e=s;max) ( is a scaling factor we set to 1=hei2 where hei is the volume
averaged dimensionless temperature and s;max is an estimated maximum scattering optical
depth) to improve sampling on the high energy side of each scattering order, which is pop-
ulated by photons scattered from high temperature plasma. If the bias factor is too large a
\chain reaction" results in an exponentially growing number of superphotons; 1=s;max is an
estimate of the critical bias factor in a e = 1 plasma.
We evaluate the scattering optical depth along geodesics in a manner analogous to the
absorption optical depth;
s =
1
2
((;s)n + (;s)n+1) C; (2.23)
is the scattering depth along a step.
Covariant evaluation of extinction coecient
In our applications electron scattering dominates. The general, invariant expression for the
rate of binary interactions dNab between a population of particles dNa and dNb is
1p g
dNab
d3xdt
=
1
1 + ab
Z
d3pap g pta
d3pbp g ptb
dNa
d3x d3pa
dNb
d3x d3pb
( papb ) vab (2.24)
where ab prevents double-counting if a = b, d
3p = dp1dp2dp3,  is the invariant cross
section, and vab = c(1+m
2
am
2
b=( papb )2)1=2. This is the manifestly covariant generalization
of equation (12.7) of Landau & Lifshitz (1975).
We want to use this expression to nd the cross section for a photon with wave vector k0
interacting with a population of particles of mass m > 0. We therefore set dN=d
3xd3p =
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(k   k0 ) and, dropping the subscripts on k and p, the integral reduces to
1p g
dNm
d3xdt
=
Z
d3pp g pt
dnm
d3p
( kp)
kt
c (2.25)
where dnm = dNm=d
3x. In Minkowski coordinates (
p g = 1), dene m  the particle
speed in the plasma frame and m  the cosine of the angle between the particle momentum
and photon momentum in the plasma frame. Then
dnm
dt
=
Z
d3p
dnm
d3p
(1  mm) c: (2.26)
It is convenient to rewrite this rate in terms of a \hot cross section"
h  1
nm
Z
d3p
dnm
d3p
(1  mm)  (2.27)
so that the interaction rate for a single photon is nmhc and the extinction coecient is
 = nmh: (2.28)
So far we have assumed nothing about the interaction process.
Electron scattering
For electron scattering the cross section is the Klein-Nishina total cross section expressed in
terms of the photon energy in the electron rest frame  e = e(1 ee), (e  (1 2e ) 1=2
and we have substituted the subscript e for m):
KN = T
3
42e

2 +
2e(1 + e)
(1 + 2e)2
+
2e   2e   2
2e
log(1 + 2e)

: (2.29)
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Here T is the Thomson cross section. For  1,
KN = T (1  2+O(2)) (2.30)
which is numerically stable for small , unlike equation (2.29).
Typically we assume a thermal electron distribution,
dne
de
=
ne
e
2ee
K2( 1e )
exp

  
e

; (2.31)
and evaluate (2.27) by direct integration to obtain h(e; ). It is ecient to store the
resulting cross sections in a two-dimensional lookup table at the beginning of the calculation.
Our h agrees with Wienke (1985).
2.5.2 Scattering kernel
Once it is determined that a superphoton should be scattered at an event xs , the superphoton
is passed to a scattering kernel which processes the scattering event according to the following
procedure. Only unpolarized light is considered.
First, a plasma frame orthonormal tetrad is constructed by the same Gram-Schmidt
orthogonalization procedure described in x2.2, and the old superphoton wave vector is trans-
formed from the coordinate frame to the tetrad frame.
Second, a scattering electron is selected. We use the procedure described by Caneld et
al. (1987), which selects the four-momentum pe of the scattering electron with an eciency
of 72% at e = 1 and nearly 100% for e  1 or e  1 (Caneld et al., 1987).
Third, we boost from the plasma frame tetrad to an electron frame tetrad q(a) and
construct the scattered photon wave vector in this frame. The dierential scattering cross
section is sampled for the scattered photon energy 0e and the scattering angle . For low
energy photons (e < l; in grmonty l = 10
 4) the scattering is approximately elastic, so
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we set 0e = e and sample the Thomson dierential cross section
2
T
dT
d cos 
=
3
8
(1 + cos2 ) (2.32)
for the scattering angle  using a rejection scheme. For e > l we sample the Klein-Nishina
dierential cross section
2
T
dKN
d0e
=
1
2e
(
e
0e
+
0e
e
  1 + cos2 ); (2.33)
for 0e using a rejection scheme. Here cos  = 1 + 1=e   1=0e. This procedure is inecient
for e  1, but in our target application such large photon energies are rare. Drawing a
nal angle  from a uniform distribution on [0; 2) completes the specication of the photon
wave vector
k(0) = 0e (2.34a)
k(1) = 0e cos  (2.34b)
k(2) = 0e sin  cos (2.34c)
k(3) = 0e sin  sin (2.34d)
in the electron-frame tetrad basis q(a); q(1) is aligned parallel to the spatial part of the
incoming photon wave vector.
Finally, we boost back from the electron-frame tetrad to the plasma frame tetrad (some
of these steps are combined in our code for computational eciency), and use the plasma
frame basis vectors to obtain the coordinate frame scattered photon wave vector k0.
40
2.6 Spectra
Spectra can be measured using a \detector" with area A at distance R, frequency channels
of logarithmic width  ln , and integration times T . The ux density in frequency bin i
is then just
F;i =
1
i ln  T A
X
j
wj(h)j (2.35)
where the sum is taken over all superphotons j that land in the channel during the inte-
gration. In principle a software detector can behave just like a physical detector, producing
time-dependent spectra from time-dependent ow models. In practice time-dependent mod-
els are not (yet) treated self-consistently.
To see why, consider a time-dependent model based on a general relativistic magneto-
hydrodynamics (GRMHD) model of a black hole accretion ow. Self-consistent treatment
of the radiation eld would require generating and tracking superphotons through the sim-
ulation data as it evolves, i.e. coupling the grmonty to the GRMHD code (the simulation
data could be stored and post-processed, but this would require storing almost every time
step and would be impractical and inecient). The mean number of superphotons tracked
simultaneously would depend on the desired signal-to-noise in the nal spectrum, as well as
the time and energy resolution. Our experience suggests that for nominal energy resolution,
signal-to-noise, and time resolution of order the horizon light crossing time,  108 superpho-
tons would need to be maintained within the simulation for the duration of the evolution.
The total number required is then Ntot  108 and is currently inaccessible without signicant
computational resources. We plan to attempt this calculation later.
For now we construct spectra of time-dependent data using a stationary-data (or \fast-
light") approximation: each time-slice of data is treated as if it were stationary (time-
independent). The slice emits superphotons for a time t. The photons then propagate
through the slice data (as t varies along a geodesic the uid variables are held xed) and are
detected at large distance. The time-steady ux is obtained by substituting t for T in
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equation (2.35).
2.6.1 Measuring L
In practice we measured L;i rather than F;i. Since L = 4R
2F , and A=R
2 is the
solid angle 
 occupied by the detector,
L;i =
4

t
1
 ln 
X
j
wjhj: (2.36)
Typically our \detectors" capture all the superphotons in a large angular bin 
 around
the source. For example, in studies of axisymmetric black hole accretion ows the angular
bins capture all photons with Boyer-Lindquist r > 100GM=c2, n <  < n+1, independent
of , where n are the bin boundaries.
We can also estimate average values for any quantity Q associated with emission from a
source (e.g. the absorption optical depth). We dene the weight-averaged value of Q via
hQi 
P
QwP
w
; (2.37)
where the sum is taken within an energy and angular bin.
2.6.2 Optimal weights
The fractional variance in the Monte Carlo estimate for L is proportional to w2=(Nsw
2),
where overline means expectation value and Ns is the number of superphotons in the bin.
Evidently the optimal weighting of superphotons is achieved when (1) the weights of super-
photons are the same within bins, and (2) the superphotons are evenly distributed across
frequency bins.
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If, as we created new superphotons, we knew L , then we could set
w =
1
Nsh
L ln  (2.38)
and set Ns = Ns;tot=Nb, where Nb is the number of frequency bins.
Of course we do not know L , but for the special case of an optically thin emitting plasma
we can estimate it:
L 
Z
d3x
p g
Z
d
 j (2.39)
This estimate assumes that all photons escape to innity, and it ignores Doppler shift,
gravitational redshift, scattering, and angular structure in L . Nevertheless it is useful
because (1) it can be calculated before the Monte Carlo calculation begins; (2) it is far
better to use the information contained in this rough estimate of the spectrum than to
proceed using, e.g., uniform weights.
2.7 Tests
We verify the accuracy of grmonty by comparing spectra produced on idealized problems
against a reference spectrum (L)ref computed analytically (when possible) or computed
by an independent code. For all tests we use the following error norm, which eectively
measures the maximum of the fractional error, compared to the reference solution, over
frequency:
hi = 1
 ln 
Z max
min
j(L)grmonty   (L)ref j
(L)ref
d ln  (2.40)
where  ln  = ln(max=min) is the range of integration. The range of integration is the
same as plotted in the spectra for each test.
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2.7.1 Optically thin synchrotron sphere
First we consider emission from a homogeneous, optically thin spherical cloud of unit volume
threaded by a vertical magnetic eld in at space. The cloud parameters are e = 100,
B = 1 G, and ne = 10
15 cm 3, which gives an optical depth at  = 109 Hz of  10 2
perpendicular to the magnetic eld. The emissivity and absorptivity are constant along any
line of sight, so
I =
j

(1  e L)  jL+O( 2a ) (2.41)
where L is the path length through the sphere. We numerically integrate this expression
over detector solid angle to compute the spectral energy distribution, and compare with
the spectrum grmonty produces in Figure 2.3. Evidently the result is unbiased. Figure 2.4
demonstrates that grmonty converges on the correct solution as / N 1=2.
2.7.2 Optically thick synchrotron sphere
The second test is identical except that the electron number density and therefore the optical
depth are increased by a factor of 105. The intensity along any line of sight is again
I =
j

(1  e L) (2.42)
The emitting region becomes optically thick when (j=B)L & 1. For the thermal syn-
chrotron emissivity we use, this occurs below a critical frequency.
The spectrum is shown in Figure 2.5 and the convergence is shown in Figure 2.6. The
gures make two key points: convergence is slow for small numbers of superphotons; and the
overall magnitude of the error is larger than in the optically thin case shown in Figure 2.4.
The slow initial convergence is due to the large optical depth at some frequencies. When
the optical depth is large no superphotons of appreciable weight are recorded until some
superphotons have been created in the fraction  1= of the volume that lies within the
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photosphere. Our problem has   105 at   108 Hz. Since hi eectively measures
the maximum of the error over frequency, it is not surprising that grmonty requires  106
superphotons before it begins to converge as N 1=2.
2.7.3 Comptonization of soft photons in a spherical cloud of
plasma
This test is based on a problem posed in x6 of Pozdynakov et al. (1983): the spectrum of a
spherical, homogeneous, unmagnetized cloud of radius R that contains thermal electrons at
density ne and temperature Te that scatter light from a central, thermal source of temperature
Ts. Absorption and emission in the cloud are neglected. The dimensionless parameters of
the problem are e = kTe=(mec
2),  = RTne, and s = kTs=(mec
2).
For this test our reference spectrum is computed with an implementation of Pozdnyakov
et al.'s Monte Carlo scheme kindly provided by S. Davis. This code, sphere, has been modi-
ed in two ways: we have replaced the approximate hot cross sections dened in Pozdynakov
et al. (1983) with our more exact, numerically integrated values, and we use the exact Klein-
Nishina cross section equation (2.29) when choosing the electron with which a photon should
scatter. Without these changes to sphere dierences between the spectra are . 1%, con-
sistent with the error Pozdynakov et al. (1983) quote for their approximations. These small
dierences are enough, however, to prevent grmonty from converging as expected for large
numbers of superphotons.
Figures 2.7, 2.8 and 2.9 show the radiation spectra (upper panels) produced by both
codes and a fractional dierence (bottom panels) between them for e = 4, s = 10
 8 and
for various values of the optical depth  = 10 4, 0.1, and 3. Figure 2.10 demonstrates that
grmonty converges to the reference solution as / N 1=2 for each optical depth.
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2.7.4 Synchrotron self-absorbed spectra in black hole spacetimes
We consider two idealized problems: (1) spherically symmetric infall onto a Schwarzschild
black hole; (2) a snapshot of a turbulent accretion ow around a Kerr black hole with
a=M = 0:9375 produced by general relativistic MHD simulation with the HARM code (Gam-
mie et al., 2003). In this test, our reference solution is computed by the ray tracing code
ibothros (Noble et al., 2007). ibothros solves the invariant form of the radiative transfer
equation along geodesics that terminate in a ctitious camera at large distance. Spectra
are constructed by imaging the source at successive frequencies and performing an angular
integral over the images to estimate L . In these tests scattering is turned o in grmonty.
There are algorithmic dierences between grmonty and ibothros that lead to dierences
in their spectra.
First, grmonty measures the ux in energy and angular bins, whereas ibothros measures
the ux at a particular inclination and energy. This is not an important eect unless there
is sharp angular or energy structure in the spectrum.
The next dierence is more subtle and is related to the treatment of gridded model data
used to construct these tests. In grmonty quantities such as the density, temperature, etc.,
are viewed as the average of these variables over a grid zone. In ibothros the grid variables
are viewed as zone-centered samples and a continuous distribution is created by multi-linear
interpolation between zone centers. The dierence is illustrated in one dimension in Fig-
ure 2.11. ibothros and grmonty therefore dier in zone-averaged emissivity by O(x=L)2,
where x is the zone size and L is the characteristic scale of the emitting structure.
Dierences in the grmonty and ibothros spectra of structures with x L are therefore
small. High frequency synchrotron emission, however, is exponentially dominated by emis-
sion from a few zones with highest s (see equation (2.4b); these are the zones with highest
temperature or strongest magnetic eld). Then x=L  1 for high frequency emission, and
the grmonty and ibothros spectra dier by of order unity. A similar eect occurs for low
frequency synchrotron emission where the optical depth is large. The spectrum is sensitive
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to the run of physical variables through the photosphere, which has size comparable to or
smaller than a grid zone. The subsequent test results will omit these parts of the spectra.
These inconsistencies between grmonty and ibothros could be eliminated by using identical,
continuous models for subgrid reconstruction. But this would require signicant investment
in recoding that, in our view, is not worthwhile: to the extent that the spectrum depends
on the ow structure at and below the grid scale, it is not reliable!
In spite of these dierences, and other dierences between the codes related to diering
accuracy parameters, grmonty should converge on the ibothros result until the eects of
data interpolation become the dominant sources of error.
Figures 2.12 and 2.13 show the spectrum and convergence relative to ibothros, respec-
tively, for the spherical accretion problem. This problem is an attractive test for at least
two reasons. First, the emission is isotropic so the eects of angular binning in grmonty are
eliminated. Second, the ow is smooth, so the dierences due to data interpolation will be
small. Evidently the spherical accretion model converges at the expected, N 1=2, rate.
Figures 2.14 and 2.15 show the spectrum and convergence relative to ibothros, respec-
tively, for the turbulent accretion problem. This comparison is more challenging because the
high energy emission originates in compact \hot spots." Evidently the two models agree at
the 10% level everywhere, with the largest dierences at high and low frequency, where the
subgrid reconstruction comes into play. Excluding these high and low frequency regions, the
agreement between the codes is at the few percent level.
2.8 Sample Calculation & Full Code Tests
We now apply grmonty to the same HARM simulation data used in the grmonty-ibothros
comparison above, this time with scattering enabled. Figure 2.16 shows the resulting spec-
trum with the ibothros result shown for comparison. Evidently, scattering has little eect
on the sub-mm spectrum since the scattering optical depth is small ( 10 4) but the model
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now predicts a signicant X-ray ux. A more detailed analysis of Comptonized spectra from
GRMHD simulations in the context of Sgr A* will be given in a separate paper (Moscibrodzka
et al., 2009).
Figure 2.17 shows the results of self-convergence tests for the full code. Convergence is
initially slow but quickly approaches a rate proportional to N 1=2 as spectral bins become
suciently sampled. The spectra shown in Figure 2.16, which were taken from a single run
with 109 superphotons, were used for references.
2.9 Summary
We have described and tested a code that solves the radiative transfer problem for optically
thin ionized plasmas in general spacetimes. The code treats the full angular dependence
of emission and absorption, treats single Compton scattering exactly (double Compton and
induced Compton scattering are neglected), and can be easily adapted to simulate emission
from both analytic and numerical models. While we have specialized to synchrotron emission
in this work, grmonty is constructed so that it is straightforward to include other relevant
emission mechanisms such as bremsstrahlung with only minimal modication.
As a demonstration of a practical use for grmonty, we have computed the rst spectra,
including synchrotron emission and Compton scattering, from GRMHD models of a turbu-
lent accretion disk. Other potential applications of our code are to neutron star accretion,
emission from relativistic blast waves, and any problem where relativistic bulk motion makes
radiation transfer treatments that expand the ow in orders of v=c problematic.
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Figure 2.1: Photon geodesics for isotropic emission from the rest frame of a uid element
in a marginally stable circular orbit around a Kerr black hole with a=M = 0:9375. Results
shown from grmonty (points) and geokerr (lines). The point size varies linearly with the
z-coordinate.
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Figure 2.2: Average fractional error in the conserved quantities kt and k as a function
of step size parameter ". The solid line is "2, showing that grmonty's geodesic integrator
converges at second order.
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Figure 2.3: In the top panel, the spectrum of a synchrotron emitting sphere with low optical
depth above  108 Hz viewed nearly perpendicular to the magnetic eld from grmonty
(crosses) and from a semi-analytic procedure (solid line). The bottom panel shows the
fractional dierence between the two results.
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Figure 2.4: Integrated fractional error in the grmonty spectrum for a synchrotron emitting
sphere with low optical depth viewed nearly perpendicular to the magnetic eld as a function
of the number of superphotons produced. The results are similar for other magnetic eld
orientations. The dashed line is proportional to N 1=2.
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Figure 2.5: In the top panel, the spectrum of a synchrotron emitting sphere of high optical
depth below  1011 Hz viewed nearly perpendicular to the magnetic eld from grmonty
(crosses) and for a semi-analytic procedure (solid line). The bottom panel shows the frac-
tional dierence between the two results.
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Figure 2.6: Integrated fractional error in the grmonty spectrum of a synchrotron emitting
sphere with high optical depth as a function of the number of superphotons produced. The
dashed line is proportional to N 1=2.
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Figure 2.7: Spectra (upper panel) from grmonty (points) and sphere (solid line) produced
by Comptonization of soft photons in a homogeneous, spherical cloud of hot plasma. Com-
putations are done for: plasma optical thickness  = 10 4, plasma temperature e=4 and
the central source radiative temperature kTr=mec = 10
 8. Lower panel shows the fractional
dierence between the two spectra.
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Figure 2.8: Same as in Figure 2.7, but for =0.1.
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Figure 2.9: Same as in Figure 2.7, but for =3.0.
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Figure 2.10: Integrated fractional dierence between grmonty and sphere for the spherical
scattering test for optical depths of 10 4 (solid), 0:1 (short dash), and 3 (long dash). The
dotted line shows the self-convergence results for the sphere code for an optical depth
 = 10 4. The dot-dash line is proportional to N 1=2.
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Figure 2.11: Illustration of how interpolation can lead to a discrepancy between grmonty
and ibothros when the spectrum is sensitive to grid-scale structure. Shown are the grid
specied values for some uid property (solid line), the interpolated values (dash line), and
the average zone values based on interpolation (dotted line).
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Figure 2.12: The top panel shows the spectrum of a radially infalling spherically symmetric
source threaded with a radial magnetic eld around a Schwarzschild black hole as computed
by ibothros (solid line) and grmonty (crosses). The bottom panel shows the fractional
dierence between the two.
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Figure 2.13: Integrated fractional error in the grmonty spectrum for the spherically sym-
metric Schwarzschild problem as a function of the number of superphotons produced. The
dashed line is proportional to N 1=2.
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Figure 2.14: The top panel shows the spectrum of a snapshot from a HARM simulation of a
turbulent accretion ow onto a Kerr black hole as computed by ibothros (solid line) and
grmonty (crosses). The bottom panel shows the fractional dierence between the two.
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Figure 2.15: Integrated fractional error in the grmonty spectrum for the turbulent accre-
tion problem as a function of the number of superphotons produced. The dashed line is
proportional to N 1=2.
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Figure 2.16: Same as Figure 2.14 except Compton scattering is included. The histograms
show the grmonty result for nearly edge-on and face-on inclinations and the solid line is the
ibothros spectrum for a nearly edge-on inclination.
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Figure 2.17: Self-convergence test results for the spectra shown in Figure 2.16. Conver-
gence for the edge-on (solid) and face-on (dot-dash) spectra are shown. The dashed line is
proportional to N 1=2.
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Chapter 3
Time-Dependent Relativistic
Radiative Transport
Black hole accretion ows are highly dynamic systems and some of the most interesting
radiative signatures observed involve variability on timescales of order the light crossing
time. For example, quasi-periodic signals observed from accreting stellar and supermassive
black holes may be related to motion near the innermost stable circular orbit. Since the
gas in the inner accretion ow is moving relativistically, there is the potential for signicant
variations in the ow while photons are in ight. To account for this and to faithfully
represent the high frequency radiative uctuations, the radiation eld must be evolved in
the time-dependent background ow.
In this chapter, techniques are described to solve the time-dependent relativistic radiative
transfer equation in an arbitrary time-dependent background ow. The rst technique is a
straightforward extension of the Monte Carlo scheme described in Dolence et al. (2009).
This scheme has the advantages of a simple physical interpretation and the inclusion of
Compton scattering. The second technique is a ray-tracing scheme for producing images
that is particularly suited to ows with moderate to low optical depth and low Thomson
depths. This approach does not include scattering but lacks the noise inherent in Monte
Carlo schemes. Where appropriate, tests are presented that demonstrate the delity of the
numerical solutions.
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3.1 Time-dependent Monte Carlo
Our time-dependent Monte Carlo scheme is based largely on Dolence et al. (2009) (see
Chap. 2). In that work, the ow was taken to be time-independent (i.e. the so-called \fast-
light" approximation). Here we describe the steps required to include the time-dependence
of the ow and useful strategies we have developed in the course of this work.
3.1.1 The Algorithm
In Dolence et al. (2009), the basic strategy was to read in a simulation snapshot and follow
one superphoton (photon packet) at a time from creation to destruction (i.e. lost to the
hole, absorbed, or recorded). For time-dependent transport, we are forced to abandon this
simple approach and evolve the entire radiation eld simultaneously.
The process begins by reading in the rst data slice (i.e. the data at time t0) and
generating a large number of superphotons throughout the simulation volume. The technique
we use to generate superphotons is exactly the same as that given by Dolence et al. (2009)
except that there the number of photons generated was appropriate for one second of emission
while here the emission lasts t, the time between data slices. Once the superphotons are
generated, they are all stepped forward to time t0 +t. Along the step, superphotons can
undergo absorption and/or scattering and these are treated identically to Dolence et al.
(2009) except that the uid quantities are interpolated in time as well as in space as needed.
Superphotons can be destroyed and removed from the list if they are absorbed, lost to the
hole, or leave the simulation volume and are carried out to a camera. New superphotons
can be created through scattering interactions as in Dolence et al. (2009). To accommodate
this highly dynamic population of superphotons, we organize them into a linked list. Once
all superphotons have been updated to t0 +t, more superphotons are generated based on
the data at time t0+t and these are added to the list from the previous step and together
stepped forward to time t0 + 2t. This continues until we reach the end of the simulation
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(i.e. there are no more data slices). Since our techniques for generating superphotons and
treating absorption and scattering are identical to Dolence et al. (2009), the convergence
results shown there are immediately applicable here.
3.1.2 Recording Superphotons
The simplest approach to recording superphotons is to segment the celestial sphere into bins
and record all packets that cross through each segment over some interval of time tint, the
camera's integration time. This is the strategy employed in Dolence et al. (2009), except
there the time-dependence is dropped. Baes (2008) proposed a technique for reducing the
noise in Monte Carlo estimated images based on the use of higher order smoothing kernels
in analogy to techniques for smoothed particle hydrodynamics (SPH). Here we generalize
this technique for use in our application.
Following Dolence et al. (2009), we measure the quantity L;ij where i identies a
particular camera and j identies a particular time interval tint. For the simple binning
approach, this can be written
L;ij =
4

tint
1
 ln 
X
k
wkhk (3.1)
where the sum is over all superphotons that fall into camera i in time interval j. Based on
Baes (2008), we can rewrite this as a kernel weighted sum
L;ij =
4
tint
1
 ln 
X
k
wkhkWk (3.2)
where the kernel W = C inside the detector and W = 0 outside the detector and the
normalization C = 1=
. Furthermore, we need not adopt this particular choice of kernel;
in fact, the kernel can be any centrally peaked function provided it is properly normalized
Z
Wd
 = 1 (3.3)
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where the integration is over the the full 4 steradians. Based on the analogy with SPH,
Baes (2008) explored the use of several popular choices for W and found that kernels based
on the M3 and M4 splines which have compact support (i.e. they are zero beyond 2h of
their central peaks) reduced the noise by  10% relative to simple binning. Since the Monte
Carlo noise is / N 1=2, this corresponds to computational savings  20%. In the end, our
estimate for the luminosity is given by
L;ij =
4
tint
1
 ln 
X
k
wkhkWi('ik=h) (3.4)
where the sum is over all superphotons that fall within 2h of the center of camera i, 'ik is
the angular separation between the center of camera i (located at i and i) and the point of
impact for superphoton k (at k and k), h is the smoothing length which sets the resolution
of the detectors, and
W (q  'ik=h) = C 
8>>>>>><>>>>>>:
1  3
2
q2 + 3
4
q3 q < 1;
1
4
(2  q)3 1  q < 2;
0 q  2
(3.5)
with the normalization
C = h
3
2(3h+ h3   6 sinh+ 3 cosh sinh) : (3.6)
We note that C reduces to the standard Cartesian result 10=(7h2) for h 1.
3.1.3 Practical Strategies
There are several aspects of a working code that do not directly aect the converged nu-
merical results but are nonetheless important for practical purposes. The rst concerns
reading the simulation data into memory. The algorithm described above requires two slices
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in memory at any given time so that time interpolation can be performed. Reading data
into memory is expensive since each slice is large ( 300MB for a typical simulation) and it
requires hard disk access; waiting until the data is needed to read it in can incur signicant
performance penalties. Therefore, we allocate storage for three slices. The rst two active
slices are used to update the superphotons while the last slice is simultaneously read in by
an independent thread. When the next slice is needed, we simply swap the pointers to the
allocated space and continue the calculation; threads updating the radiation eld typically
never sit idle waiting for the next slice of data.
The next point concerns controlling how many superphotons are within the simulation
domain (and therefore included in the list to be updated) at any given time. Superphotons
are created through emission and scattering and destroyed through absorption or upon exit
from the simulation domain. Since we would like to have approximately constant signal to
noise across the broadband spectrum, we need to ensure that roughly half the superphotons
arise from emission and the other half through scattering. Furthermore, the total number
of superphotons in the volume at any given time is constrained by computer resources,
particularly memory. If Ntarget is the number of superphotons we would like to maintain
in the simulation volume, we dene re = rs = Ntarget=(2Rout) as the target rates at which
superphotons should be created through emission (re) and scattering (rs), where Rout is the
radius of the outer boundary of the simulation. The creation rate from emission is controlled
by the weighting function w() (see Dolence et al. 2009 or Chap. 2), so this function is
recomputed as needed to maintain a rate near re. The creation rate from scattering can
be controlled by the normalization of the scattering bias (again see Dolence et al. 2009 or
Chap. 2), so this normalization is updated as the radiative simulation progresses to maintain
a rate near rs. We have found this simple approach to yield acceptable results, though the
number of superphotons in the volume is typically  30% less than Ntarget since we have
ignored losses due to absorption and to the hole in dening the target rates.
Finally, the last point of interest is in specifying the distribution of cameras on the
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celestial sphere. Here, there are many possibilities. We have adopted the algorithm described
by Freeden et al. (1998). The distribution of cameras is set by a single number Ni. Then
MIN[4i; 4(Ni   i)] cameras are distributed uniformly in longitude at colatitudes i=Ni for
1  i < Ni. A camera is also placed on each pole. This gives
Nc = 2 + 4bNi + 1
2
cbNi
2
c (3.7)
cameras in total. We commonly use Ni = 6 which gives a camera on each pole, 4 cameras
at 30 (and 150), 8 cameras at 60 (and 120), and 12 cameras at 90.
3.2 Time-dependent Ray Traced Imaging
Computing ray-traced images of simulated black hole accretion ows has become increasingly
important with the recent advent of mm-VLBI techniques capable of resolving structure on
event horizon scales (Doeleman et al., 2008; Fish et al., 2011). Several groups have developed
techniques for time-dependent imaging of black hole accretion simulations (e.g. Dexter et
al., 2009; Noble & Krolik, 2009). Here we describe a new fast and ecient technique for
computing images of ows like Sgr A*.
To compute images, we adopt (as is standard practice) a numerical representation of the
classical pinhole camera. Properly normalized wave vectors are constructed with compo-
nents corresponding to a specied observed frequency in the observer's orthonormal tetrad
basis and ll a specied solid angle antipodal to the hole with regular angular spacing. Each
wave vector represents a single pixel of the camera. With this construction, the standard
approach is a two stage process: rst, the wave vectors are integrated (numerically or semi-
analytically) backward in time according to the geodesic equation until they either cross the
horizon or exit the simulation domain. Next, the radiative transfer equation is integrated
numerically forward in time along each geodesic with uid quantities evaluated at the ap-
propriate retarded time, yielding an intensity in each pixel. We now show that this can be
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performed in a single stage with signicant practical savings of computer resources.
3.2.1 The Algorithm
The basis of the technique is the formal solution of the transfer equation
I() = I0e ( 0) +
Z 
0
S( 0)e (
0 0)d 0 (3.8)
where the  subscripts have been dropped for clarity, I  I=3 is the invariant intensity,
S  j=(3) is the invariant source function, and  is the optical depth. The solution is
analytic for any general nth-order polynomial S() = An+Bn 1+Cn 2+   + constant
and can always be expressed as
I() = I0e ( 0) + f + ge ( 0) (3.9)
where f and g depend on the n+1 coecients of the polynomial. In numerical applications,
S() is sampled atN discrete points along each geodesic and, in principle, one could construct
a N   1 order polynomial and directly evaluate Eq. 3.9. Of course, high order polynomials
can oscillate wildly and in practice a direct evaluation of Eq. 3.9 would likely give spurious
results. Instead, Eq. 3.9 can be evaluated along each step with a lower order polynomial
approximation yielding the recursive denition of the intensity at the camera
IN = IN 1eN 1 + fN 1 + gN 1e N 1 : (3.10)
where IN 1 is similarly dened in terms of the previous step and so on until we reach I0 = 0
at the far end of the geodesic. We note that Eq. 3.10 is exact provided that the source
function can be described by some polynomial with known coecients for each step.
Thus far, our algorithm only diers from the standard approach in that we make use of
the formal solution instead of numerically integrating the transfer equation along each step.
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In particular, Eq. 3.10 seems to require that the transfer be performed forward in time since
each step uses information from all previous steps. It turns out that this is not true. Fig. 3.1
schematically illustrates our construction of the solution. Intensities are dened at a discrete
set of points along a geodesic with IN the intensity at the camera and I0 = 0 the initial
intensity at the far end of the ray. The intensity Ii+1 depends on Ii and the intervening
optical depth i and source function characterized by the quantities fi and gi. Now dene
the auxiliary quantity Q by
Qi = Qi+1e
i + fie
i + gi (3.11)
which depends only on quantities in the current and one later step. It is easy to show that
the intensity at the camera is then given by IN = Q0e T where T is the total optical depth
along the ray.
To sum up, our algorithm is a simple one stage process. Wave vectors are integrated
backward in time from the camera through the source. At each step,  is added to T and
Q is computed, both based on uid quantities at the appropriate retarded time. When the
ray crosses the horizon or exits the simulation domain, the intensity at the camera is given
by Q0e
 T .
Constant S() Solutions
We have yet to dene the quantities fi and gi that enter into the solutions above. In general,
these depend on the order of the polynomial approximation to the source function and can
be found analytically by computing the second term on the right hand side of Eq. 3.8. If
S() = S0 is constant, this term is simply
Z 0+
0
S0e
 ( 0)d = S0(1  e  ) (3.12)
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from which we see immediately that f = S0 and g =  S0. In practice, the accuracy of the
solution is improved if we take S0 = (Si + Si+1)=2 along each step.
Higher Order Solutions
Constant S() solutions are already adequate for many practical problems, but the use of
higher order approximations to S() can improve accuracy at little to no additional cost.
The rst higher order extension is based on the linear model
S() =
Si   Si+1

(   i+1) + Si+1: (3.13)
Evaluating the integral as above, we nd
fi = (1  1=i)Si+1 + Si=i
gi = Si+1=i   Si(1 + 1=i):
(3.14)
When Si = Si+1, these reduce to the constant S() solutions. An important advantage of the
linear model is that it requires no additional information relative to the constant model while
yielding, in general, much better accuracy. Higher than linear order models are easy to derive
but are no longer unique (e.g. a quadratic model can be found based on any three values, two
values plus a derivative, etc.) and we do not show explicit expressions for f and g here. In
general, they require larger stencils than the constant and linear models and therefore incur
modest book keeping and memory penalties. For our problems, we have found the linear
model to be simple, fast, and accurate and recommend its use in similar applications. We
also note that, in applications based on numerical simulations, no information is available on
scales smaller than the grid scale so higher than linear order schemes are dicult to justify
when step sizes are set by the resolution of the underlying simulation (as they must be to
adequately sample the simulation).
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3.2.2 Accuracy and Stability
Analytically, it is easy to show that our algorithm is exactly equivalent to computing the
intensity based on a series of formal solutions evaluated forward in time. In practical com-
puting, however, they may give very dierent results. The reason is that computers work
in nite precision and this turns out to be important both for   1 and   1. First,
Q grows exponentially with optical depth. The largest oating point number representable
in (8-byte) double precision is  10300  e700, suggesting   700 as a rm upper limit to
the optical depth. However, long before   700, the solution will suer a catastrophic loss
of precision in the evaluation of Q. The practical limits on  are problem dependent but
our experiments indicate that care must be taken when  & 10{20. Though not required in
our work, we note that it is possible to circumvent this limitation by breaking each ray into
segments (with possibly many steps each) with moderate optical depth, computing Q0 and
T for each segment, and merging the results at the end. This retains many of the advantages
of our scheme while avoiding the upper limit on  with only modest cost in terms of code
complexity and memory usage (unless  is very large). On the other hand, emission from
regions with   1 typically does not contribute signicantly to the intensity at the camera
anyway, so we can safely halt the calculation and evaluate the intensity before encountering
this issue.
The problem that arises for   1 is more subtle and is particularly pronounced for
higher order methods. For the linear model given above, it is easy to see that when   1
(so that e  1) several terms in Q very nearly cancel; we will often subtract nearly equal
numbers and lose precision, sometimes catastrophically, in the process. Fortunately, the
problem can be nearly eliminated by using a Taylor expansion of Q about  = 0 when
  1. For the linear model this gives
Qi  Qi+1 + 1
2
(2Qi+1 + Si+1 + Si) +
1
6
(3Qi+1 + 2Si+1 + Si)
2 +O( 3): (3.15)
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How accurate are the solutions? We focus on the convergence of the linear model. When
S() is linear (or constant), the solution is exact (error at the level of machine precision). For
higher order polynomials or non-polynomial functions there will be error akin to truncation
error in numerical integration techniques. Figures 3.2{3.4 show how the error scales with
an increasing number of steps for various analytic forms of S() and several total optical
depths 0. Perhaps not surprisingly, the solution based on the linear model shows second
order convergence in all cases.
3.2.3 Generating Movies
The typical usage of time-dependent ray tracing schemes is to compute a long sequence
of images at one or more frequencies from a simulation, and it is in this application that
our scheme excels. A typical image has Npix  105 pixels and each pixel typically requires
Nsteps  103 steps to adequately resolve structure down to the grid scale of the simulation.
If we compute Nt images at Nf frequencies then we will have Nsamp  1011{1012 sampling
points in typical usage. There are many variants to the standard two stage solution, but
one possibility used in practice is to record the emissivity and absorptivity at each sample
point as the geodesics are integrated backward in time followed by a forward integration
of the transfer equation using the previously stored values. This requires storing 2Nsamp
values which gives a memory requirement  1{10 TB, far beyond what is currently available
without massive parallelism. Of course, not all that memory need be accessible at once, but
the memory requirements are still severe and limiting. The solution is to compute just a few
images at a time, but this requires reading large simulation data sets into memory multiple
times at signicant cost. Our one stage scheme reduces the memory requirement by a factor
of Nsteps  103, a truly enabling savings. In practice, we have found that our scheme can
produce arbitrarily long, high time resolution sequences of images at multiple frequencies
with one pass through the simulation data. To further mitigate the cost of reading in the
massive amount of simulation data, we spawn an independent thread that reads data in
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while other threads concurrently handle the computational work. An example image from a
GRMHD model for Sgr A* is shown in Fig. 3.5.
3.3 Concluding Remarks
The principle benets of time-dependent transport as compared with time-independent
transport are 1) a proper account of variations in ows on time scales of order the light
crossing time and 2) the ability to study radiative variability with a proper treatment of light
travel delays. There are many possible applications of time-dependent transport schemes.
In Chapters 5 and 6, we describe our eorts to model the radiative variability of GRMHD
models for Sgr A* using the Monte Carlo scheme described above. We are also currently
working on a project to make simulated mm-VLBI observations of Sgr A* with the imaging
scheme described above. These results, when compared with real mm-VLBI observations,
have the potential to constrain structural variability of the accretion ow on event horizon
scales and may lead to independent (e.g., from broadband spectral modeling) estimates of
the spin of the galactic center black hole.
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Figure 3.1: Schematic illustration of quantities used in computing ray-traced images.
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Figure 3.2: Fractional error in the numerical solution (IN) for various analytic solutions (IA)
as a function of the number of sampling points (one more than the number of steps). The
key indicates the underlying functional form for S() for each point type. The total optical
depth is 0 = 10.
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Figure 3.3: Same as Fig. 3.2 except 0 = 1.
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0 = 10
 4.
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Figure 3.5: Example image of a GRMHD model for Sgr A* at 230 GHz computed with the
techniques described above. The physical scale is  32GM=c2 on each side.
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Chapter 4
Modeling Quasi-Steady Black Hole
Accretion with GRMHD Simulations
4.1 Introduction
The advent of modern techniques for general relativistic magnetohydrodynamics (GRMHD)
has led to signicant progress in the theoretical study of black hole accretion ows. At the
same time, observations have painted an increasingly detailed picture of the time-dependent
multiwavelength radiative properties of these ows. A particularly interesting example is the
galactic center source Sgr A* where the mean and uctuating broadband spectrum has been
well characterized from radio to X-rays (e.g Yusef-Zadeh et al., 2009; Eckart et al., 2006a)
and millimeter VLBI experiments have resolved structure on the scale of the event horizon
(Doeleman et al., 2008).
Recently, techniques have been developed for relativistic radiative transport (Dolence et
al., 2009; Dexter & Agol, 2009; Noble et al., 2007) that enable the construction of radiative
models for Sgr A* and other sources based on GRMHD simulations (Dolence et al., 2011c,b;
Dexter et al., 2010, 2009; Moscibrodzka et al., 2009). A key element of these models is
how dimensional quantities like the rest mass density are recovered from the dimensionless
GRMHD simulation data. All work to date species the black hole mass which xes the
length and time scales to be GM=c2 and GM=c3, respectively, and one other constant number
M0 which sets the mass scale of material in the disk.
1 All work to date also begins with
some nite mass that, as material accretes onto the black hole or exits the outer boundary,
can be reduced appreciably over the course of a simulation.
1For the near-horizon accretion ow the ratio M0=M . GMmpm2e=e4 in a sub-Eddington system, which
isn 1 for all astronomically plausible black hole masses M
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With a xed mass unit M0, GRMHD simulations represent transient accretion ows, not
the quasi-steady ows that seem relevant to sources like Sgr A*. This has two eects on
radiative models: (1) the luminosity decays on a viscous time scale and (2) photospheres move
inward as time goes on. The latter eect could confuse eorts to relate radiative variability to
properties of the ow or spacetime. It also implies that the source size, measured at optically
thick frequencies, decreases with time. This is particularly relevant for models attempting to
account for the mm VLBI observations of Sgr A* and was neglected in Dexter et al. (2010).
There are, at least, three possible solutions to this problem. First, we could drive the
simulations toward a quasi-steady state by feeding in material at the outer boundary. This
introduces an ill understood boundary condition, particularly on the magnetic eld. It also
fails to capture variability due to uctuations at radii outside the outer boundary of the
simulation. Second, we could model a large torus with viscous timescale long compared to
any timescale of interest. This is the best possible solution because it captures variability
due to uctuations at a large dynamic range in radii, but very expensive ( 103:5 more
expensive than current global models). Third, we could abandon the constant mass unit M0
in favor of a time variable mass unit Mu(t). This rescaling approach does not capture all
long-timescale variability, but it is computationally ecient and does not invoke dangerous
boundary conditions. This is the approach we explore in this paper.
The goal of this work is to determine the functionMu(t) that maps the decaying GRMHD
simulation data onto a quasi-steady solution. It is possible to use the GRMHD data directly
by scaling the mass unit with _M 1 ( _M is the accretion rate). This removes the secular trend
in the dimensional quantities but also suppresses short timescale variability. To preserve
information about short-timescale variations we instead appeal to phenomenological models
of disk evolution to motivate a functional form for Mu(t). We then calibrate Mu(t) using
GRMHD data. Finally, we give a simple analytic prescription that enables the construction
of quasi-steady radiative models based on GRMHD simulations.
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4.2 Relativistic 1-D Viscous Disks
In this section we derive equations governing the evolution of relativistic viscous disks. We
will reduce the problem to one spatial dimension by assuming axial symmetry and working
with vertically integrated quantities. In the end, we will arrive at an evolution equation
for the surface density under the action of a viscous shear stress. We adopt GM = c = 1
throughout and the units of length and time are GM=c2 and GM=c3, respectively.
Steady one dimensional relativistic disks in the Kerr metric were rst considered by
Novikov & Thorne (1973) (see also Page & Thorne, 1974). Our approach is similar, so we
only give a brief outline here. The disk is assumed to be thin: the ratio of scale height
H to local radius r satises H=r  1. The uid orbits are then approximately circular,
equatorial geodesics. The corrections are O(H=r)2; for our nonradiative GRMHD models
H=r  0:3 so the corrections are of order 10%. We also use the same cylindrical Boyer-
Lindquist coordinates (t; r; z; ) as Novikov & Thorne (1973).
The circular, equatorial geodesics have
ut    = BC 1=2 (4.1)
u  L = r
1=2
C1=2 (1  2a?r
 3=2 + a?2r 2) (4.2)
where L is the angular momentum per unit mass, and it is convenient to dene the customary
correction factors
B = 1 + a?r 3=2 (4.3)
C = 1  3r 1 + 2a?r 3=2 (4.4)
D = 1  2
r
+
a?
2
r2
: (4.5)
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The stress-energy tensor of the uid is
T  = Pg + 0u
u + t : (4.6)
Here   (P + u+ 0)=0 is the relativistic enthalpy, which is  1, consistent with the thin
disk approximation. The tensor t encapsulates the eects of magnetic elds, turbulence,
and radiation.
The equations for time-dependent one dimensional relativistic disks were rst given by
Eardley & Lightman (1975). The evolution of the disk is governed by conservation of rest
mass
(0u
); = 0 (4.7)
and energy-momentum
T  ; = 0 : (4.8)
For thin disk evolution we need only consider rest mass and angular momentum conservation.
4.2.1 Rest Mass Conservation
To reduce the rest-mass conservation relation (4.7) to one dimensional form, expand it using
f; = (1=
p g)[p gf]; where g  Det(g)  r to nd
(0u
t);t =  1
r
(r0u
r);r   (0uz);z   (0u); : (4.9)
Now integrate in  and z

 
Z 2
0
Z mH
 mH
r0dzd

;t
=  
Z 2
0
Z mH
 mH
r0u
rdzd

;r
(4.10)
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where m  1 is large enough that the vertical integration captures almost all the material
in the disk. Then using
  1
2
Z 2
0
Z mH
 mH
r0 dzd (4.11)
and
_M 
Z 2
0
Z mH
 mH
r0u
r dzd (4.12)
nd
 ;t =
1
2r
_M;r ; (4.13)
in agreement with Eardley & Lightman (1975).
4.2.2 Angular Momentum Conservation
In the Kerr metric the existence of the azimuthal Killing vector  = (0; 0; 0; 1) implies the
existence of a conserved angular momentum current via
0 = (T  

); (4.14)
= (T ); : (4.15)
Expanding,
T t;t =  
1
r
(rT r);r   T z;z   T ; : (4.16)
Now use the denition of T  together with   1 to nd
 L0;t + t
t
;t =  
1
r
(r0u
rL);r   1
r
(rtr);r   T z;z : (4.17)
Combine with Eq. 4.9
0u
rL;r   L(0uz);z + tt;t =  
1
r
(rtr);r   T z;z (4.18)
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then integrate assuming reection symmetry about the midplane
L;r
Z 2
0
Z H
 H
r0u
rdzd+ r
Z 2
0
Z mH
 mH
ttdzd

;t
=  
Z 2
0
Z mH
m H
rtrdzd

;r
(4.19)
to arrive at
_ML;r   2rW t;t = 2(rW r);r (4.20)
where
W  
Z mH
 mH
tdz : (4.21)
The components W  are specied in the coordinate frame. To express Eq. 4.20 in terms
of a locally measured stress in the orbiting frame, we can use the transformations given
explicitly in Gammie & Popham (1998). Following Gammie & Popham (1998), we use the
minimal modication of the inviscid equations that allows angular momentum transport;
all components of t()() = 0 except t(r)() = t()(r) where the parentheses indicate tetrad
components. We nd
W r =  DrW(r)() (4.22)
W t =  DrrW(r)() (4.23)
where r is the radial velocity, in agreement with Novikov & Thorne (1973) and Gammie &
Popham (1998). Since r  1 for nearly circular geodesic orbits, we take W t = 0. Plugging
these results in, we arrive at our nal expression of angular momentum conservation
_ML;r = 2(r
2 DW(r)());r : (4.24)
This equation diers from Eardley & Lightman (1975) in that   has been moved within the
radial derivative.
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4.2.3 Surface Density Evolution
Combining Eqs. 4.13 and 4.24, we nd
;t =
1
 r

1
L;r
(r2 DW );r

;r
(4.25)
where we have dropped the subscripts onW(r)() for clarity. This is the evolution equation for
the surface density which, together with initial and boundary conditions and a prescription
for W (r; t), completely determines (r; t). The circular orbit approximation breaks down
at the innermost stable circular orbit (ISCO)2, therefore the boundary conditions must be
specied at r = risco and r =1. A natural condition for the outer boundary is (1; t) = 0.
Since L;r(risco) = 0, Eq. 4.24 demands that (r
2 DW );rjisco = 0. Inside the ISCO, uid
elements follow plunging orbits which evacuate the region faster than matter is viscously
transported inward to replenish it. Therefore, as is standard practice, we take (risco; t) = 0.
As shown below, we write the vertically integrated shear stress W (r; t) = f(r; t)(r; t) with
f(r; t) some as yet specied function. Then, since (risco) = 0, consistency demands that
;r(risco; t) = 0.
To proceed further we must now adopt an explicit form forW (r; t), i.e. an explicit angular
momentum transport model. The natural rst step is an -model, but this is complicated
by the fact that we know too much. There is now a signicant body of literature on how the
shear stress in a magneto-turbulent disk depends on the shear rate (e.g. Liljestrom et al.,
2009, and references therein). Numerical data suggest that  is a nearly linear function of
q=(2  q), where q is the dimensionless shear rate (ratio of tidal to Coriolis force in the uid
frame) for 1:5  q  1:8 (Liljestrom et al., 2009) after which it saturates. This behavior is
consistent with the closure model of Ogilvie (2003). One can show that
q =
3
2
D
C (4.26)
2Indeed, L;r = 0 at the ISCO so Eq. 4.25 is singular.
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(e.g. Gammie, 2004) which varies from 2 at the innermost stable circular orbit (ISCO) to
3=2 at large radius. A crude t to the numerical data suggests
 = 1
2
3
qp
(q   2)2 + 2 (4.27)
where  ' 4=9 and 1 is the value at large radius. The factor-of-three increase in the shear
stress near q = 2 may explain some or most of the increase in magnetic stress near the ISCO
seen in GRMHD models.
Because it is not essential to our main purpose we will ignore the nonlinear dependence of
the shear stress on the shear rate. Then set t(r)() = 0 where  = c
2
s=
 = (H=r)
2r2

is the kinematic viscosity and
 =
3
4
1
r3=2
D
C (4.28)
is the locally measured shear rate (e.g. Novikov & Thorne, 1973). For constant  and H=r,
 = 0r
1=2 so we arrive at our prescription for the vertically integrated shear stress
W(r)() = 0
3
4
D
C
1
r
(4.29)
where 0 is the single free parameter in the model (aside from the initial conditions).
With Eqs. 4.24 and 4.29 in hand, it is trivial to solve for the steady state surface density
prole. In a steady state, _M is constant and independent of radius. Integrating Eq. 4.24,
we nd
W (r) =
_M
2
1
r2 (r)D(r) [L(r)  L(risco)] (4.30)
which gives
steady(r) =
2 _M
30
C(r)
r (r)D(r)2 [L(r)  L(risco)] : (4.31)
The steady state solution for a? = 1  2 4  0:94 and with _M = 0 = 1 is shown in Fig. 4.1.
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4.2.4 Numerical Solution
Unlike in the nonrelativistic case, Eq. 4.25 does not admit a closed form analytic solution.
Therefore, the equation must be solved numerically. We use an unconditionally stable im-
plicit Crank-Nicholson type nite-dierence representation that yields the tridiagonal system
  (i   i)i 1n+1i 1 + (1 + 2ii)n+1i   (i + i)i+1n+1i+1 =
(i   i)i 1ni 1 + (1  2ii)ni + (i + i)i+1ni+1 (4.32)
which we solve with standard techniques. Here, n is the index of the time step, i indexes
the spatial grid, and
 = r2 Df(r) (4.33)
 =
1
 r
1
L;r

@x
@r
2
t
2(x)2
(4.34)
 =
1
 r

1
L;r
@2x
@r2
  @x
@r
@2rL
(L;r)2

t
4x
(4.35)
depend only on r and constant numerical parameters (coordinate x is discussed below). The
equation for the rst zone (i = 0) is modied to satisfy the boundary conditions (risco; t) = 0
and ;r(risco; t) = 0. We nd
(1 + 400)
n+1
0   (
3
2
0 + 0)1
n+1
1 = (1  400)n0 + (
3
2
0 + 0)1
n
1 : (4.36)
The initial conditions are somewhat arbitrary but must satisfy two constraints. First,
consistency demands that the initial conditions satisfy the boundary conditions. Second, the
initial conditions must be continuous. The latter constraint stems from our choice of numer-
ical scheme; Crank-Nicholson is known to produce articial oscillations near discontinuities
that damp only slowly in time when t=x2  1. In practice, this can result in undesirable
consequences such as negative densities. The initial condition we choose satises both of
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these constraints and is given by
(r; t = 0) = C0(r   risco)2 exp

 (r   r0)
2
22r

(4.37)
where C0 is a constant normalization, r0 is a parameter approximately equal (for r0  risco)
to the radius of peak surface density, and r controls the width of the peak.
The equations above are correct for any uniform discretization in coordinate x = x(r).
We choose x = r 1=2 since it allows us to specify the boundary conditions at r = risco and
r = 1, concentrates resolution at small radii where we are particularly interested in the
solution, and places the outermost zone at very large r. To test our numerical scheme we
compute the L1 error norm
L1() =
Z rmax
risco
j(r; t0)  ref(r; t0)jdr (4.38)
where ref(r; t0) is a high resolution reference solution at time t0 = 1:2 104. We adopt the
following parameters for these tests: a? = 1   2 4  0:94, 0 = 10 2, C0 = 1, r0 = 12, and
r = 3. To check convergence with increasing spatial resolution, we x rmax to be the radius
of the outermost grid zone in our lowest resolution (N = 128) simulation,  3:4 104. For
increasing time resolution, we integrate over the entire solution within the outermost zone
of a N = 1024 simulation. Fig. 4.2 demonstrates the expected second order convergence in
space and time. Since the solution is  1 within r  100, Fig. 4.2 also demonstrates that
our solutions are highly accurate with even modest spatial resolution and time steps that are
orders of magnitude larger than the Courant-Friedrichs-Lewy limited time step of an explicit
solution. Evidently, our scheme produces robust and accurate solutions.
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4.3 Results
4.3.1 Fiducial 1-D Disk
We rst construct a ducial model with the same parameters used in the test above: a? =
1 2 4  0:94, 0 = 10 2, C0 = 1, r0 = 12, and r = 3. The grid resolution is N = 4096 and
t = 10. The solution is evolved from t = 0 to t = 109 so that the asymptotic behavior can be
delineated and useful comparisons can be made with the steady state solution. Fig. 4.3 shows
the evolution of the surface density at several representative radii. At late times, (r; t) =
0(r)t
 4=3 3. That the scaling in time follows this power law should not be surprising. The
analytic theory of nonrelativistic disks (e.g. Lynden-Bell & Pringle, 1974; Tanaka, 2010)
tells us that the Green's function solution for a zero torque condition at r = 0 with  / r1=2
follows
 / 1
t
exp ( p(r)=t) I1=3 (q(r)=t) (4.39)
where p(r) 109 and q(r) 109 for our adopted model at the radii of interest. Expanding
this solution at late times gives  / t 4=3.
How do the numerical and steady state solutions compare at late times? Fig. 4.4 shows
the numerical solution at t = 109 and the steady state solution within r = 100, both scaled
to give maximum surface densities  1. Evidently at late times (r; t) = steady(r)t 4=3 to
high accuracy.
For our purposes, the interesting part of the evolution is not the asymptotic behavior,
which GRMHD simulations cannot hope to reach for many years, but the earlier approach to
this solution. Our goal is to write down an approximate expression (r; t)  steady(r)s(t)
which allows one to recover the steady solution as (r; t)=s(t). At late times, we have
already shown that s(t) = t 4=3. One might hope that we could use the nonrelativistic
solution Eq. 4.39 to understand the earlier phases of relativistic disk evolution. The next
3A least squares t over the last decade in time gives a power law index of  4=3 with uncertainty in the
5th decimal place.
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leading order of the asymptotic expansion of Eq. 4.39 is O(t 7=3). Unfortunately, this is not
correct. Fig. 4.5 shows the fractional dierence between the numerical solution scaled by t4=3
and the steady state solution as a function of time at several representative radii. Beyond
the peak in each curve, the dierence approaches zero as t 1=3, suggesting that the next
leading order term is O(t 5=3). Interestingly, the semi-analytic solutions of Tanaka (2010)
with a zero torque boundary condition at nite radius show the same behavior, suggesting
that the O(t 5=3) term arises because of a nonzero inner boundary radius rather than from
relativistic eects; in any case, the Tanaka (2010) solutions support our conclusions that the
next to leading order term in the asymptotic expansion is O(t 5=3).
At still earlier times, the solution turns over and a simple power law description is inade-
quate. Inspired by the nonrelativistic and preceding results, we try an approximate solution
of the form
(r; t)  steady(r)s(t) = steady(r)(t 4=3 + t1=3tr t 5=3) exp ( tto=t) (4.40)
where ttr is the transition time from t
 5=3 to t 4=3 scaling and tto is a turn over time, both
taken as free parameters. This expression obviously reduces to the right form as t ! 1.
In Fig. 4.6 we take s(t) from Eq. 4.40 and compare the scaled solution (r; t)=s(t) with
steady(r), xing the free parameters ttr and tto by a least squares t. If we dene a viscous
time scale tv  r20=(r0) = r3=20 =0, the scaled solution within r . 10 is in good agreement
with the steady solution for t & tv. We are now in a position to compare our 1-D viscous
disk models with 3-D GRMHD simulations.
4.3.2 GRMHD Simulation
We use the conservative GRMHD code HARM3D (Noble et al., 2009, 2006; Gammie et al., 2003)
to evolve an accretion disk around a black hole with dimensionless spin a? = 1  2 4  0:94.
The initial conditions consist of a quasi-equilibrium torus seeded with a weak purely poloidal
93
magnetic eld following isodensity contours and random perturbations to the internal energy
(Gammie et al., 2003; Eckart et al., 2006a; Moscibrodzka et al., 2009). The torus has a peak
density at r = 12 and inner edge at r = 6. The solution is evolved until t  1:2 104 from
just inside the horizon to r = 40, [0:01; 0:99] in colatitude, and [0; 2) in longitude, with,
respectively, 192 192 128 grid zones in modied Kerr-Schild coordinates (Gammie et al.,
2003; Moscibrodzka et al., 2009). The initially weak magnetic eld is quickly amplied by
the magneto-rotational instability until   Pgas=PB reaches a saturation value  10 in the
bulk of the ow.
Fig. 4.7 shows the evolution of the surface density, dened in this context as the mass
contained in shell S divided by the surface area of the intersection between this shell and
the equatorial plane or simply
GRMHD(r) 
x1
R
S
p gdx2dx30
2x1
p gmid (4.41)
where gmid is the metric determinant evaluated in the equatorial plane. The transient nature
of the accretion ow is clearly evident and the surface density evolution qualitatively resem-
bles the 1-D viscous disk results shown in Fig. 4.3. Rather than search for parameters that
produce a 1-D model in best agreement with the GRMHD results, we adopt the approximate
solution Eq. 4.40 and t for the free parameters. There is some ambiguity in selecting which
radius to employ in the t. To avoid this, we t Ns(t) (N is just a normalization constant)
to the accretion rate measured at the event horizon. Fig. 4.8 shows the accretion rate (> 0
for inow) from the GRMHD simulation and the accretion rate with the t divided out.
Evidently, Eq. 4.40 captures the decay of _M . The dominant contribution comes from the
term / t 5=3, consistent with the early evolution of the 1-D model. Not surprisingly, the
GRMHD simulation has not reached the asymptotic t 4=3 scaling.
Fig. 4.9 shows the same data presented in Fig. 4.7 scaled in time according to (Ns(t)) 1.
At small radii for t & 2000, the scaled surface density is roughly constant in time plus
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chaotic uctuations induced by turbulence. At larger radii, the solution is expected to take
longer to approach a quasi-steady solution as shown in Fig. 4.6 and this is reected by a
clear trend in the scaled surface density. Nonetheless, the scaling has mapped the surface
densities shown in Fig. 4.7 that vary by an order of magnitude into surface densities that
vary by . 2. We take this as evidence that (r; t)=s(t) is a reasonable approximation to the
quasi-steady surface density prole.
4.4 Discussion
We have shown that Eq. 4.40, which approximately describes the surface density evolution
of 1-D relativistic viscous disks beyond t  tv, can be used to recover quasi-steady surface
density proles from transient GRMHD simulations. Our motivation for this work is in
modeling the radiation from GRMHD simulations and for this we must also consider other
dimensional quantities, namely the internal energy density u and magnetic energy density /
B2. Can the same scaling be used for these quantities? To the extent that the dimensionless
quantities   kT=mpc2 / u=0 and   Pgas=PB / u=B2 reach a quasi-steady state, this
must be so. Dene the density weighted shell average of quantity q as
hqi 
R p gdx2dx30qR p gdx2dx30 : (4.42)
Fig. 4.10 shows the evolution of hi and   hPgasi=hPBi at several radii. By t  2000, all
of these curves have reached a quasi-steady state except hi at large radius. Therefore, the
scaling derived for the density is also applicable to u and B2.
We turn now to producing radiative models based on the GRMHD simulation described
above. The black hole mass is taken to be 4:5106M, appropriate for Sgr A* (Ghez et al.,
2008; Gillessen et al., 2009b,a). Dimensional quantities are recovered by using the time
dependent mass unit M0=s(t) where M0 is a constant xed by requiring that our models
agree with the observed 230 GHz ux from Sgr A* and s(t) is taken from the t shown in
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Fig. 4.8. We compute the light curve for an observer inclined by 90 relative to the black
hole spin axis (i.e. the disk is edge-on) and adopt an ion to electron temperature ratio of
three (see Moscibrodzka et al., 2009). Fig. 4.11 shows the resulting 230 GHz light curve,
computed using a fully time dependent relativistic ray-tracing scheme. Also shown is a
light curve computed using a constant mass unit M0. It is clear that adopting a constant
mass unit results in a decaying light curve and that applying the proposed scaling in time
to the dimensional quantities removes this secular trend. It can also be seen that simply
removing the trend from the unscaled light curve does not yield the same result as employing
a time dependent mass unit. This is strong evidence for the idea that the photosphere moves
inward for a xed mass unit. More detailed analyses of the multiwavelength light curves are
presented elsewhere (Dolence et al., 2011c,b).
To what extent do 1-D viscous disk models represent multidimensional magnetized tur-
bulent accretion ows? This question is dicult to answer. In our model, the eects of
MHD turbulence are parametrized in terms of an eective viscosity. One assumption we
have relied on is that the accretion ow can be described by an -model with  independent
of radius. This assumption breaks down when, for example, there are large scale magnetic
elds linking radially distant regions of the ow. Local shearing box simulations of magneto-
rotationally driven turbulence suggest that MHD turbulence in accretion disks is localized
and that   (2) 1 (Guan et al., 2009). The GRMHD simulation discussed above has 
nearly independent of radius except in the innermost few GM=c2. Taken together, these
results suggest that our prescription for the viscosity is at least qualitatively correct. The
other key assumption that went into the construction of our 1-D model is that H=r  1; the
disk is assumed to be thin. This let us use Eq. 4.1 for ut and Eq. 4.2 for u which describe
circular geodesic orbits. It also allowed us to set the relativistic enthalpy  = 1. As disk
thickness increases, uid velocities become subgeodesic due to radial support from pressure
gradients and  > 1. Our GRMHD model has H=r  0:3, suggesting that these may be
important eects. Fig. 4.12 shows the fractional dierences between Eqs. 4.1 and 4.2 and
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huti and hui, respectively, and    1 = (hP i+ hui+ h0i)=h0i   1, all time averaged from
t = 104 to the end of the run. Evidently, ut is well described by Eq. 4.1, dierences between
u and Eq. 4.2 are . 25%, and  is very nearly one diering most at the ISCO by 50%.
Since these dierences are all small, we argue that the thin disk approximation, while not
formally valid, still gives a reasonable description of ows at least as thick as H=r  0:3.
4.5 Conclusions
We have presented a prescription for obtaining quasi-steady data based on transient GRMHD
simulations of black hole accretion ows. The procedure involves tting the black hole
accretion rate with Eq. 4.40 and setting the mass unit, which converts between numerical
and physical units, equal toM0=s(t). Our work strongly suggests that the transient nature of
the ow cannot be ignored when producing radiative models based on GRMHD simulations.
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Figure 4.1: Steady state solution for (r) with a?  0:94 and _M = 0 = 1.
Figure 4.2: The left panel shows the L1 error norm for xed time step t = 10 as a function
of the number of zones N . The solid line is / N 2. The right panel shows the L1 error norm
for xed N = 1024 as a function of time step t. The solid line is / t2.
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Figure 4.3: Evolution of surface density for selected radii. Model parameters are given in
the text. The dashed line is / t 4=3.
Figure 4.4: The numerical solution for the ducial model at t = 109 (points) plotted over
the steady state solution (solid line). Both solutions are scaled to give peak surface densities
 1. For clarity, only every 32nd grid point of the numerical solution is shown.
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Figure 4.5: Fractional dierence between the numerical solution scaled by t4=3 and the steady
state solution. The dashed line is / t 1=3.
Figure 4.6: Fractional dierence between the numerical solution scaled according to Eq. 4.40
and the steady state solution. The dotted line indicates the viscous time tv dened in the
text.
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Figure 4.7: Evolution of surface density from a 3-D GRMHD simulation at selected radii.
Figure 4.8: The top panel shows the accretion rate (in code units) measured at the event
horizon. The blue line is a least squares t based on Eq. 4.40 and the red and green lines
show the contributions from the t 5=3 and t 4=3 terms, respectively. The bottom panel shows
the accretion rate with the t divided out.
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Figure 4.9: Surface density evolution from a 3-D GRMHD simulation with the t shown in
Fig. 4.8 divided out.
Figure 4.10: Evolution of the dimensionless quantities hi (bottom curves) and  (top
curves).
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Figure 4.11: 230 GHz light curves for model parameters appropriate for Sgr A* at an incli-
nation i = 90. The top curve (scaled) shows the results of using the time dependent mass
unit discussed in the text. The bottom curve (unscaled) shows the same model but using a
xed mass unit. The two mass units are equal at t = 5000GM=c3 in the simulation, a few
hours before t = 0 in the light curves.
Figure 4.12: Fractional dierence between Eq. 4.1 and huti (solid line), fractional dierence
between Eq. 4.2 and hui (dashed line), and    1 (dotted line), all time averaged from
t = 104 to the end of the run for our GRMHD simulation.
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Chapter 5
Multiwavelength Flares in
Simulations of Sgr A*
5.1 Introduction
The galactic center source Sgr A* has been studied extensively for decades. Long-term
studies of stellar orbits now indicate a mass for the putative supermassive black hole  4:5
106M and a distance  8:4 kpc (Ghez et al., 2008; Gillessen et al., 2009b,a). Observations
have characterized its mean and uctuating broadband spectral energy distribution and
mm-VLBI experiments have begun to resolve structure at the scale of the event horizon
(Doeleman et al., 2008).
The mean broadband spectrum of Sgr A* can be t with a range of models from relatively
simple semi-analytic, stationary, radiatively inecient accretion ow (RIAF) models (e.g.
Narayan et al., 1998) to dynamical models of turbulent accretion from general relativistic
magnetohydrodynamic (GRMHD) simulations (Moscibrodzka et al., 2009). Recently, Dexter
et al. (2009, 2010) have computed light curves and VLBI visibilities at millimeter wavelengths
using time-dependent radiative transfer and GRMHD simulation data.
Sgr A* is variable at all wavelengths but there is particular interest in near-infrared
(NIR) and X-ray ares as these may probe regions with relativistically strong gravitational
elds close to the black hole event horizon. Multiwavelength observing campaigns have
uncovered some generic properties of variability of Sgr A*. NIR and X-ray ares appear to
be simultaneous when both are observed (Dodds-Eden et al., 2009; Yusef-Zadeh et al., 2009;
Marrone et al., 2008; Eckart et al., 2006a, 2004), have durations  1 hour, and are nearly
symmetric around the peak. NIR light curves show rich substructure but X-ray light curves
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have a comparatively smooth rise and fall (e.g. Yusef-Zadeh et al., 2009). During bright
ares L  0:4 in the NIR (Yusef-Zadeh et al., 2009; Gillessen et al., 2006; Hornstein et
al., 2007). Finally, quasi-simultaneous multiwavelength observations have shown that NIR
and X-ray ares do not coincide with peaks in the millimeter ux (Yusef-Zadeh et al., 2009;
Marrone et al., 2008; Eckart et al., 2006a).
In this work, we evolve a three-dimensional GRMHD simulation of the accretion ow
and use these data to compute light curves from millimeter to X-ray wavelengths. These
light curves are based on time-dependent general relativistic radiative transport including
synchrotron emission and absorption and, for the rst time, Compton scattering. We nd
a weak simultaneous are in the NIR and X-ray light curves and discuss below how these
ares compare with those observed.
5.2 The Model
Our model for Sgr A* is a hot, optically thin, geometrically thick accretion ow around a
rotating black hole with the disk orbital and black hole spin angular momenta aligned. Based
on axisymmetric models of the quiescent emission (Moscibrodzka et al., 2009), we focus on
the case where the black hole has a dimensionless spin a = 1  2 4 ' 0:94.
The uid model is evolved using a three-dimensional, conservative, GRMHD code(Noble
et al., 2009; Gammie et al., 2003). The computational domain extends from inside the event
horizon to 40GM=c2 in radius, [0:02; 0:98] in colatitude, and [0; 2) in longitude with,
respectively, 192192128 zones in modied Kerr-Schild coordinates (Moscibrodzka et al.,
2009; Gammie et al., 2003). We start with a perturbed, weakly magnetized, orbiting torus
of plasma (Moscibrodzka et al., 2009) and evolve it for approximately 11:5  104GM=c3 
70 hours. After an initial transient phase lasting  2000GM=c3, the dimensionless quantities
e = kT=mec
2 and  = Pgas=PB settle into a quasi-steady state (Dolence et al., 2011a).
After 5000GM=c3 we begin dumping data every 0:5GM=c3 for use during radiative transfer
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calculations. A poloidal slice of the density at t = 8250GM=c3, near the peak in the NIR
and X-ray light curves, is shown in Fig. 5.1.
The radiative transport is treated as a post-processing step. This is well-justied for Sgr
A* since radiative forces are negligible and the synchrotron and Compton cooling times are
long compared with the inow time. The radiative transport is computed with a Monte Carlo
approach using the fully relativistic grmonty code (Dolence et al., 2009). grmonty treats
angle-dependent synchrotron emission and absorption (emissivity based on Leung, 2010)
and Compton scattering. For this work, we have modied the code to properly account for
light travel delays in time-dependent simulation data. The electron distribution is assumed
thermal, with temperature 1=3 that of the ions (Moscibrodzka et al., 2009). The black hole
mass is taken to be 4:5  106M (Gillessen et al., 2009b,a; Ghez et al., 2008) which sets
the length (GM=c2) and time (GM=c3) scales of the scale-free GRMHD simulation. The
density scale, s, is set by requiring that our model reproduce the observed ux at 230GHz.
If s is xed, we nd that the light curves show a declining trend that reects the fact that
material is being drained from the disk on a viscous time scale. Following Dolence et al.
(2011a), we use a time-dependent scaling that maps the decaying disk onto a quasi-steady
solution. Finally, we begin modeling the radiation at t = 5000GM=c3.
5.3 Results
Light curves at 230GHz, 690GHz, 3:8m, 1:7m, and 2-8 keV are shown in Fig. 5.2. Fluxes
are computed assuming a distance to Sgr A* of 8:4 kpc (Gillessen et al., 2009b,a; Ghez et al.,
2008). From the light curves we see the following features are consistent with observations:
1. GRMHD models can produce large aring events, contrary to earlier work (Chan et
al., 2009)
2. the peak NIR and X-ray uxes are  10 times the quiescent uxes
3. the NIR and X-ray ares are simultaneous
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4. the duration of the NIR and X-ray ares are comparable and  1 hour
5. the NIR are shows rich substructure, but the X-ray are does not
There are also inconsistencies with observations. First, the peak millimeter emission
precedes the NIR and X-ray peaks by  30minutes, contrary to observations suggesting that
peak millimeter emission lags behind NIR/X-ray ares (Yusef-Zadeh et al., 2009; Marrone
et al., 2008; Meyer et al., 2008; Yusef-Zadeh et al., 2008). The statistical signicance of
this claimed lag is dicult to evaluate, however, because of the necessarily limited sampling
windows. Second, our NIR and X-ray uxes are only fractions of the observed uxes and in
the NIR L falls rather than rises.
It is interesting to note the origins of photons of dierent energies as this can help tie ob-
servations to dynamics in particular parts of the accretion ow. The 230GHz emission arises
predominantly from r  5:32:3GM=c2 (the variation indicates one standard deviation) and
within 0.25 radians of the equatorial plane. Here, the electron number density, temperature,
and magnetic eld strength vary little and have characteristic values of ne 3{4106 cm3,
kT=mec
2  14, and B  24G. The 690GHz emission originates at somewhat smaller radii
r  3:5  1:6GM=c2 where the density is comparable and the temperature and magnetic
eld strength are somewhat larger with values kT=mec
2  20, and B 30{40G. The prop-
erties of the emission region for the NIR vary more substantially depending on whether the
disk is in a quiescent or aring state. During quiescence, the 3:8m and particularly the
1:7m uxes have contributions from Compton scattering over a relatively broad range of
radii 3{5GM=c2 in the inner ow. During the aring state, the NIR photons are produced
near and inside the innermost stable circular orbit (ISCO) at r  2GM=c2 in regions where
ne  6  106 cm3, kT=mec2 40{50, and B  80G. Both the density and magnetic eld
strength peak during the are while the temperature does not vary appreciably, indicating
that the former quantities are those that give rise to the enhanced emission. The X-ray
photons arise from Compton scattering of lower energy synchrotron photons. The 2{8 keV
emission is dominated by scattering events near the ISCO but from regions where the mag-
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netic eld strength is signicantly smaller than given above for the origin of NIR photons
with values B  35G during ares and B  25G during quiescence.
5.4 Discussion
What powers the ares? Several models have been suggested to explain the properties of NIR
and X-ray ares from Sgr A*. For example, Dodds-Eden et al. (2010) suggest that ares are
caused by transient acceleration of electrons due to magnetic reconnection near the ISCO.
Our model does not include nonthermal electrons and we nd no evidence suggesting that
magnetic reconnection plays an important role in driving our ares. Instead, our ares are
powered by a transient enhancement of the accretion rate by  50%. The NIR photons arise
from the high energy tail of the thermal synchrotron emissivity where j / ne exp (Be) 1=3.
In our models, as the accretion rate increases, ne and B increase and drive the exponential
tail to higher frequencies yielding comparatively large changes in ux. At the same time,
the X-ray luminosity rises due to the increased Thomson depth of the inner ow and the
larger population of seed photons. Broadband spectra during quiescent and aring periods
are shown in Fig. 5.3.
One of the most interesting results of our modeling lies in the relatively large short time
scale variability in the NIR light curve compared to the X-ray light curve. Though both NIR
and X-ray are photons originate near the ISCO, they clearly trace emission from dierent
regions at this radius since the magnetic eld strength in the emitting gas is dierent by
a factor  3. This suggests a novel explanation for why the NIR are light curves, both
modeled here and observed from Sgr A*, show rich substructure while the X-ray curves
are comparatively smooth. At moderate to high inclinations, the ux is always dominated
by photons from a relatively small azimuthal extent where the emission is relativistically
beamed toward the observer as illustrated in Fig. 5.4. Fig. 5.5 shows the 3:8m emissivity
j , ne, e, and B on the equatorial plane. The NIR emission tends to be dominated by
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compact regions of high magnetic eld strength. As these regions swing into and out of
view, large uctuations are superimposed on the otherwise smooth are component that
arises from a more global increase in the magnetic eld strength near the ISCO. The X-ray
photons, on the other hand, are synchrotron photons that travel some distance away from
their origin before scattering to high energies. This has the eect of giving a comparatively
smooth distribution of X-rays around the ISCO and a correspondingly smooth X-ray light
curve.
As noted above, our NIR and X-ray are uxes are only fractions of those observed and
the spectral slope in the NIR is incorrect. In our model the NIR ux is produced by electrons
in the tail of the thermal distribution function. In Sgr A*, however, there are mechanisms
(e.g. magnetic reconnection) to accelerate electrons out of the thermal distribution and
there is likely a persistent nonthermal component. These nonthermal electrons are the
dominant source of NIR photons and so the NIR ux is sensitive to the number of nonthermal
electrons. If p   d lnN=d ln  is the slope of the distribution function then the spectral
slope d ln(L)=d ln  = (3  p)=2, indicating that the NIR spectral slope is sensitive to the
slope of the tail of the distribution function. The X-ray luminosity also depends on the IR
emitting electrons since these provide the seed photons which are inverse Compton scattered
to high energy. Therefore, we suspect that even a small nonthermal component would be
sucient to correct some of the shortcomings of our simulated NIR and X-ray ares (see
Leung, 2010). We leave a more detailed treatment of this for future work.
In addition to our neglect of nonthermal electrons, we have made several other as-
sumptions in producing our model. A detailed discussion of these assumptions is given
in Moscibrodzka et al. (2009). Here we have rectied two of the major shortcomings dis-
cussed in that work|we have used a three dimensional GRMHD simulation instead of a
two dimensional axisymmetric model and we have performed fully time dependent radiative
transfer.
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5.5 Summary
We have produced the rst time dependent broadband radiative models of Sgr A* based on a
three dimensional GRMHD simulation of an accreting black hole. The simulations produce
variability at all wavelengths that is strongly correlated with the mass accretion rate. We
have found that small changes in the accretion rate can produce large eects on the NIR and
X-ray uxes and attribute this sensitivity to the scaling of the emissivity at IR wavelengths.
The substructure in NIR light curves of ares from Sgr A* is naturally reproduced by our
modeling and explained as an eect of orbiting compact knots of high magnetic eld strength
near the ISCO. The simultaneous X-ray are has a comparatively smooth rise and fall in
agreement with observations and is attributed to a more nearly axisymmetric origin of the
X-rays due to the very low Thomson depth of the ow.
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Figure 5.1: Poloidal slice of the density at t = 8250GM=c3.
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Chapter 6
Ring of Fire: Near-Infrared and X-ray
Quasi-Periodic Oscillations in
Numerical Models of Sgr A*
6.1 Introduction
High frequency quasi-periodic oscillations (QPOs) in the light curves of accreting black
holes (e.g. Morgan et al. (1997); Strohmayer (2001); Gierlinski et al. (2008); see Remillard
& McClintock (2006) for a review) have attracted attention because they are a potential
probe of strong gravitational elds. For example, QPO frequencies may be related to fo,
the orbital frequency at the innermost stable circular orbit (ISCO)|a feature unique to the
strong gravitational elds around black holes and possibly neutron stars. Since in general
relativity fo depends only on black hole mass M and spin a, the QPO frequency, together
with a mass estimate, could be used to infer a. But this cannot be done with condence
absent a convincing QPO model.
It is dicult to discriminate between the many phenomenological and physical models
of QPOs (e.g. Remillard & McClintock, 2006) using the observations alone. Numerical
experiments oer a potential route to testing QPO models (e.g. Kato, 2004; Schnittman
et al., 2006; Chan et al., 2009; Henisey et al., 2009), but no numerical models have to
date produced robust high frequency QPOs detectable over long intervals in a light curve.
Reynolds & Miller (2009), for example, nd no QPOs at all, while in other cases QPOs
observed in dynamical variables (Henisey et al., 2009) are not observed in the emergent
radiation calculated from the same simulation (Dexter & Fragile, 2011), and in still other
cases QPOs are observed only at certain times and viewing angles (Schnittman et al., 2006).
Still, accretion disks are complicated radiative and dynamical systems, and faithfully
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modeling all the physics relevant to QPOs is a formidable challenge. In low luminosity
systems such as Sgr A*, however, the radiative and dynamical problems are decoupled and
one might hope to build more nearly ab initio models (e.g. Moscibrodzka et al., 2009; Dexter
et al., 2009, 2010; Moscibrodzka et al., 2011; Dolence et al., 2011c). Searches for QPOs
in the near-infrared (NIR) and X-ray light curves of Sgr A* itself have resulted in a slew
of reported detections (Genzel et al., 2003; Aschenbach et al., 2004; Belanger et al., 2006;
Eckart et al., 2006b; Meyer et al., 2006a,b; Trippe et al., 2007), but these detections may
not be statistically signicant (Do et al., 2009; Meyer et al., 2008). The observational status
of QPOs in Sgr A* is therefore unclear.
In this paper we present radiative models of Sgr A* based on three dimensional GRMHD
simulations. We nd clear evidence for QPOs in NIR and X-ray light curves and power
spectral densities (PSDs) on minute timescales. We tie the QPOs to m = 1 structure
excited by MHD turbulence in the inner accretion ow. We discuss the QPOs' detectability
and argue that their amplitudes are likely to be reduced in Sgr A* relative to our simulations
owing to the likely nonthermal origin of the NIR emission. We argue that the QPOs are
transient and appear over a range of frequencies near fo and therefore likely result in a
broad bump in PSDs averaged over suciently long intervals. Nonetheless, these results are
the rst to demonstrate the existence of robust radiative QPOs in self-consistent dynamical
models of black hole accretion.
6.2 Model
Wemodel Sgr A* as a hot, optically thin, geometrically thick accretion ow around a spinning
black hole. The disk orbital and black hole spin angular momenta are assumed to be aligned.
We set the dimensionless spin a = 1   2 4 ' 0:94 based on axisymmetric models of the
quiescent spectrum (Moscibrodzka et al., 2009). Modeling proceeds in two stages: rst we
evolve the disk using a GRMHD simulation, then we make simulated observations through
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relativistic radiative transfer calculations.
The uid is evolved with the conservative three dimensional GRMHD code harm3d (No-
ble et al., 2009; Gammie et al., 2003). The computational volume extends from within
the horizon to 40GM=c2 in radius r, [0:02,0:98] in colatitude , and [0,2) in longitude
 with, respectively, 192  192  128 zones. The zones are regularly spaced in modied
Kerr-Schild coordinates which are logarithmic in radius and compressed near the equator to
enhance resolution at small radii and within the main body of the disk. The initial condi-
tions consist of a quasi-equilibrium Fishbone-Moncrief torus with pressure maximum near
12GM=c2 and inner edge at 6GM=c2, small perturbations to the internal energy, and a
weak purely poloidal magnetic eld following isodensity contours. The disk is evolved for
 11; 500GM=c3. After an initial transient phase, at t > 5000GM=c3, the simulation data
is recorded every 0:5GM=c3 for use in radiative transfer calculations.
The radiation eld is evolved with the relativistic Monte Carlo code grmonty (Dolence et
al., 2009). grmonty treats synchrotron emission and absorption and Compton scattering. It
includes all relativistic eects including nite light travel times through the time dependent
GRMHD simulation data. Dimensional quantities are computed from the scale free GRMHD
simulation by specifying two numbers: M = 4:5 106M (Ghez et al., 2008; Gillessen et al.,
2009b,a), and a disk mass unitM that eectively sets the accretion rate. Following Dolence
et al. (2011a), we use a smoothly varying time dependentM to remove long term trends in
the simulation data caused by draining of the initial disk onto the hole.
The radiation is recorded far from the hole and binned by photon frequency  in 38
\cameras" distributed quasi-uniformly over the celestial sphere (see Chap. 3 for a detailed
discussion of how photons are recorded). The nal data set includes broadband spectra
from radio to -rays in each camera with an integration time of  = 0:5GM=c3  11 s
spanning  5100GM=c3  31:4 hours (see Dolence et al., 2011c, for further discussion). The
time-averaged spectra are in general agreement with constraints from sub-mm VLBI, the
sub-mm spectral slope, and limits on the quiescent X-ray ux (Moscibrodzka et al., 2009)
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but underproduce NIR ux by a factor of  10  30 (see x 6.4)1.
6.3 Power Spectra
The numerical data consists of light curves L(t; ; ). QPOs are strongest in the plane of
the disk and absent when the disk is face-on2. For simplicity, then, we consider only light
curves at  = =2;  = k(2=Nc), 0  k < Nc, recorded by the Nc = 12 equidistant cameras
in the equatorial plane. QPOs are detectable at all wavelengths . 100m, but we restrict
attention to the NIR (3:8m and 1:7m) and X-ray (integrated from 2  8keV) light curves
since these are of greatest interest for Sgr A*.
We compute power spectral densities (PSDs) in both azimuthal wavenumber m and in
temporal frequency fn = n=Nt. Before Fourier transforming, the data is mean subtracted
and Hamming windowed in time. The discrete Fourier transform is
~Lmn =
Nc 1X
k=0
Nt 1X
l=0
wl(L

kl   hLi)e 2i(mk=Nc nl=Nt)
8><>:
 Nc=2  m  Nc=2
 Nt=2  n  Nt=2
(6.1)
and the normalized PSD is
P (;m;n) =
1
WsshL2i
~Lmn ~L

mn (6.2)
where Wss = Nt
PNt 1
i=0 w
2
i is the window function squared and summed as in Press et al.
(1992) and < L2 > is the mean squared signal. Since L

kl is real we need only consider the
one-sided PSD dened at fn  0. With this choice m > 0 (m < 0) components circulate in
the + ( ) direction.
Following Press et al. (1992), the light curves are divided into 18 overlapping segments
and their individual PSD estimates averaged, yielding PSD estimates for each m in the
1See Shiokawa et al. (2011) for a discussion of convergence of our GRMHD and radiative simulations.
2The QPOs are detectable simultaneously at all viewing orientations except face-on.
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Nyquist interval 0  f  2:7min 1. Summing over m is equivalent to summing the PSDs
from each camera, which is justied because there is no preferred longitude. Averaging the
PSD estimates over segments and cameras dramatically improves the signal-to-noise ratio.
The normalized power spectra are shown in Fig. 6.1. The total power is shown as a heavy
solid line in the 3:8m, 1:7m, and 2  8keV bands, and the contributions from each m are
shown as lighter colored lines. The ISCO orbital frequency fo is shown as a vertical dotted
line. The main result of this work is the existence of several peaks superposed on a broad
bump in the power spectrum near fo in all three bands. We identify these peaks as QPOs.
The PSDs show a power law dependence P  f 2 at low frequency, consistent with
observations (e.g. Meyer et al., 2008; Do et al., 2009)3. This low frequency component is
dominated by uctuations in the m = 0 (axisymmetric) component of the ow. Near the
ISCO frequency the m = 1 component dominates the uctuations and produces a broad,
Q  1 (Q  =FWHM), bump in the PSDs. Superposed on this broad feature are two
peaks with centroids f1 = 0:106min
 1 and f2 = 0:141min 1 4, which may be compared to
fo = 0:112min
 1. The peaks have Q in the range of 4{8. At higher frequency the spectrum
declines as  f 3 and eachm > 1 contributes a broad peak near f = mfo. At high frequency
the PSDs are at (f 0, or white noise) due to shot noise in our Monte Carlo estimated light
curves. The power in m < 0 components is negligible.
6.4 Discussion
Where do the QPOs come from? The NIR and X-ray ux is dominated by emission from
1:5 . rc2=GM . 2:5 within a fraction of a radian of the equatorial plane. The QPO is
therefore generated very close to the ISCO, at rISCO  2:044GM=c2, and not far from the
event horizon at rhor  1:348GM=c2. It clearly probes the strong gravitational eld regime.
The NIR ux is|in our model|thermal synchrotron emission from electrons in the high
3Our power spectrum does not sample frequencies low enough to see the PSD break reported by Meyer
et al. (2009).
4There is a third peak with centroid f3 at 0:166min
 1 ' (3=2)f1, but its signicance is unclear.
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energy tail of the distribution function. The NIR emissivity is sensitive to magnetic eld
strength and temperature, which drop sharply with increasing radius. The mean NIR emis-
sion is therefore conned to a \ring of re" bounded at large radius by declining emissivity
and at small radius by gravitational redshift and photon capture by the black hole 5.
The mean X-ray ux is dominated by synchrotron photons from the high energy side
of the synchrotron peak that are Compton upscattered once in almost the same ring that
generated the NIR emission. This ring is bounded at large radius by a decreasing probability
of a large energy amplication scattering due to decreasing temperature (e  kTe=(mec2) 
r 3=2) and declining optical depth, and like the NIR emission is bounded at small radius by
gravitational redshift and black hole photon capture. The Compton scattering occurs over a
nite range in radii, however, and one would expect that nite light travel time eects would
tend to average away uctuations on timescales less than the light-crossing time. This is
consistent with Fig. 6.1, where the power at f > fo drops o more sharply in the X-ray band
than in the NIR: Compton scattering low-pass lters the NIR signal.
The uctuating component of the NIR and X-ray ux need not arise in the same place
as the mean signal. We investigated the origin of the variable component by masking out
emission from r < rISCO and recomputing segments of the light curve with a strong QPO
signal. In these segments the QPO disappeared. This conrms the importance of sub-ISCO
emission in generating the QPO.
6.4.1 Camera footprint
Because NIR and X-ray photons are generated so close to the event horizon, gravitational
lensing, Doppler beaming, and time delays play an important part in generating the observed
signal. To investigate the geometry of the emission region we have focused on a small segment
of the light curve where a QPO is particularly strong. Part of this curve is shown in Fig. 6.2.
Within the segment we generated a vertically integrated map of the radius and azimuth
5Optically thick disks, by contrast, generate emission in a broad ring that peaks at  2rISCO; perhaps
this explains the lack of high frequency QPOs in the high, soft state in black hole binaries.
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(relative to the observing camera) of the origin of photons that are detected in the NIR. The
resulting map of dN=dxdy is shown in Fig. 6.3. The disk orbits counterclockwise around
the hole and the camera is at the far right. Evidently each camera detects emission from a
region that forms a slender, leading spiral around the hole. The spiral footprint extends for
almost 3 radians.
The camera footprint is radially narrow but azimuthally extended. Since the observation
process eectively convolves disk structure with the camera footprint, the footprint lters
out uctuations from azimuthally narrow structures (evident in Fig. 6.4; indeed most studies
show at spatial power spectra for disk turbulence from m = 1 up to m  R=H a few).
The decline in power above  2fo (and thus, according to Fig. 6.1, with increasing m) is
partially due to this smoothing eect of the camera footprint. The radial narrowness of
the footprint also implies high sensitivity to radially narrow structures. Radial infall of an
axisymmetric emitting region through a camera's slender footprint on the disk would yield
variability. No nonaxisymmetric structure is required. Nevertheless, our analysis shows that
the QPOs stem from m = 1 structure in the emitting plasma.
6.4.2 Underlying ow structure
What is the m = 1 structure that generates the QPOs? We investigated this by removing
nonaxisymmetric structure in each uid variable in turn and recalculating a segment of the
light curve with a strong QPO signal. This procedure reveals that the QPOs are mainly
generated by variations in the magnetic eld strength;6 Fluctuations in the temperature
contribute, but at a lower level. Light curves in which nonaxisymmetric structure in the
magnetic eld and temperature are removed show little variability.
If we ignore the dip in the power spectrum between the peaks at f1 and f2, the QPO is
a broad feature in the power spectrum with Q  1. The individual peaks at f1 and f2 have
Q  5. On average they are, therefore, not very long-lived or coherent structures, as one
6Replacing our angle-dependent emissivity with an angle-averaged emissivity barely alters the QPO am-
plitude, so variations in magnetic eld direction are negligible.
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might expect if they are due to turbulence in the disk. They are not orbiting blobs, and we
see no evidence for coherent, orbiting \hot spots" in the disk.
Figure 6.4 shows a single snapshot of b2 in the midplane close to the black hole, which
provides evidence that there is large-scale structure in the magnetic eld that might give
rise to a QPO. Visual inspection of animations of similar images shows that the trailing
spiral magnetic laments propagate inward and move approximately with the uid velocity.
That the QPO-generating features track the uid velocity strongly suggests that the QPO
frequency should scale with the orbital frequency at the ISCO, and therefore vary with a,
but we have not yet analyzed models with dierent spin.
6.4.3 Signicance of individual peaks
Why do the peaks appear at f1 and f2 since these frequencies have no special signicance
aside from their being near fo. The NIR and X-ray light curves show weak ares (less than
factor of 10 increases) that last  1 hour as discussed in Dolence et al. (2011c). These
segments are the largest contributors to the PSDs. The PSDs of other segments show excess
power near fo, often including one or more strong peaks. The individual peaks seen in our
PSDs may therefore reect the dominant quasi-periodic structure during bright segments of
the light curves, but if the PSDs were averaged over suciently long times or over multiple
simulations the individual peaks might vanish, leaving a broad Q  1 feature near fo. This
suggests that PSDs computed from very long time series would have broad Q  1 bumps
near fo, but nite length realizations of the light curves are likely to show narrower QPO
signals at one or more frequencies that may reect real quasi-periodic behavior. Our model
shows transient QPOs with Q  5 that appear stochastically at frequencies near fo.
6.4.4 Detectability
Are the QPOs detectable? Recall that our model does not reproduce the observed NIR ux
of Sgr A*; it falls short by a factor of 10{30. Also, the observed F / 0:5 (Hornstein
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et al., 2007; Trap et al., 2011), whereas our model predicts a red spectral slope. This can
be understood if the electron distribution function is not precisely thermal, as we assumed,
but instead has a quasi-thermal core and a nonthermal, high-energy tail. For a power-
law distribution of electrons with number density ne, dne=d   p, the emissivity is /
 (p 1)=2, so the observed NIR slope implies p ' 2, similar to the slope inferred in many other
synchrotron-emitting sources. The change in NIR emissivity may aect the detectability of
the QPO.
We have not yet incorporated a nonthermal tail of electrons into our time-dependent
model (see Leung, 2010, where time-averaged models with a nonthermal tail can produce
Sgr A*'s NIR ux). Naively, one would expect a nonthermal model to be less sensitive to
B than a thermal model: a nonthermal component with xed ne has j / B(p+1)=2, i.e.
d ln j=d lnB ' 1:5, whereas in the NIR our thermal model has j / exp( (=s)1=3), where
s(e; B) is a characteristic frequency for synchrotron emission. For parameters appropriate
to the NIR in Sgr A*, d ln j=d lnB ' 3, suggesting a reduced amplitude for a nonthermally
generated QPO. On the other hand, the density of nonthermal electrons may be sensitive to
B and e. That some nonlinear sensitivity of the emissivity to B, e, or ne is required is
consistent with the absence of a QPO near the sub-mm peak, which is generated by plasma
with emissivity that is only weakly sensitive to all three. An accurate assessment of the
QPO strength for any particular nonthermal component will require a full, time-dependent
model.
Nonetheless, a prominent feature in the power spectrum close to fo at high frequencies
in geometrically thick, optically thin accretion ows seems robust. Hot ows concentrate
their emission in a narrow ring of re near the ISCO whereas optically thick disks do not.
The emission is (strongly or weakly) variable due to the inevitable presence of turbulence
in the accretion ow, and variation at frequencies f  fo due to small scale structure will
inevitably be averaged away by the observing process.
124
6.5 Summary
We have performed GRMHD and radiative simulations of the accretion ow in Sgr A*
and found prominent features near the ISCO orbital frequency in both NIR and X-ray
light curves. These features are not present for face-on observers or in the millimeter or
submillimeter. We have shown that: (1) the features have anm = 1 structure on the celestial
sphere as seen from the source, and are therefore due to m = 1 structure in the source;
therefore (2) full 2 azimuthal domain models are required to accurately model the light
curves of similar sources; (3) the variable emission arises near and inside the innermost stable
circular orbit and therefore probes a strongly relativistic regime close to the event horizon;
(4) observations in the NIR and X-ray bands are sensitive to a narrow spiral footprint on the
disk midplane; (5) the variability, for our emission model, is dominated by variations in the
magnetic eld strength, with a lesser contribution from variations in the disk temperature; (6)
the varying features move approximately with the uid velocity, therefore (7) the centroid
frequencies should scale with the orbital frequency of the innermost stable circular orbit.
Discovery of similar features in the variability spectrum of Sgr A* would be an exciting
opportunity to probe the spin of the galaxy's central black hole.
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Figure 6.1: Power spectra of light curves at 3:8m (top), 1:7m (middle), and integrated
from 2{8 keV (bottom). QPOs are clearly seen at f1 = 0:106min
 1 and f2 = 0:141min 1
in all three power spectra, where the power is dominated by m = 1 structure. The dotted
vertical line shows the ISCO frequency.
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Figure 6.2: NIR and X-ray light curves over a selected interval showing clear quasi-periodic
structure. Times shown correspond to the times of detection,  100GM=c3 after emission.
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Figure 6.3: Time-averaged distribution function dN=dxdy for the origin of NIR photons
detected by an observer far away along the +x-axis. The black hole spin and disk orbital
motion are counterclockwise.
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Figure 6.4: A snapshot at t = 8120GM=c3 showing B2 in the equatorial plane clearly
indicating the presence of m = 1 structure.
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Chapter 7
bhlight: a Numerical Scheme for
General Relativistic Radiation
Magnetohydrodynamics
7.1 Introduction
Many astrophysical phenomena involve the interaction of relativistic plasmas with radiation,
some in strong gravitational elds. For example, black hole accretion ows, -ray bursts,
and core-collapse supernovae all include hot plasmas moving relativistically through strong
gravitational and radiation elds. The complexity of these problems demands a numerical
treatment, but even here progress has been dicult because of a lack of numerical algorithms
that include all the relevant physics and because the algorithms we do have, even in the
absence of important physics, lead to enormously expensive simulations.
An important rst step was the development of numerical techniques for general relativis-
tic magnetohydrodynamics (GRMHD) (Gammie et al., 2003; De Villiers & Hawley, 2003;
Anninos et al., 2005; Duez et al., 2005; Shibata & Sekiguchi, 2005; Anderson et al., 2006;
Anton et al., 2006; Mizuno et al., 2006; Del Zanna et al., 2007; Giacomazzo & Rezzolla, 2007;
Cerda-Duran et al., 2008; Noble et al., 2009; Etienne et al., 2010). The equations of GRMHD
accurately describe the macroscopic behavior of perfectly conducting, collisional, relativistic
plasmas in strong gravitational elds (e.g. near a black hole) on length and time scales long
compared with typical collision and cyclotron scales. Ideal GRMHD, among many other
things, does not include the eects of radiation which can be important and even dominant
in the systems listed above. Multidimensional general relativistic radiation magnetohydro-
dynamics (GR-RMHD) simulations have only recently become possible. Farris et al. (2008)
describe a technique for GR-RMHD, but they work with frequency integrated quantities
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and specialize to optically thick ows in the diusion approximation. Muller et al. (2010)
describe a technique based on radiation moments with a variable Eddington factor closure,
but their radiation transport is not truly multidimensional (only radial ux).
Our interest in modeling slowly accreting black holes has motivated us to develop a new
scheme for GR-RMHD which we dub bhlight. The technique is based on the GRMHD code
HARM (Gammie et al., 2003; Noble et al., 2006) and the relativistic Monte Carlo transport
code grmonty (Dolence et al., 2009). bhlight is explicitly conservative and computes the
multidimensional, multi-frequency radiation transport and coupling to matter essentially
without approximation, though it does lack processes that could be important in certain
systems (e.g. - pair production). In addition to modeling the GR-RMHD ow, bhlight
produces time-dependent broadband spectral energy distributions that can be directly com-
pared with observations. While formally applicable to ows of any optical depth, our scheme
will likely prove impractical for multidimensional optically thick ows (where the diusion
approximation is accurate and much faster), but should perform well for ows of moderate
to low optical depth. bhlight is still in a testing phase, but below we describe the scheme
and present two test problems that demonstrate its functionality in particular regimes.
7.2 Equations of GR-RMHD
Here we briey review the equations of GR-RMHD following the notation and formalism
of Gammie et al. (2003). Note that we adopt c = 1. The rst equation describes the
conservation of rest mass which in a coordinate frame takes the form
1p g (
p gu); = 0 (7.1)
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where g = Det(g),  is the rest mass density, and u
 are the components of the 4-velocity.
The next four equations describe the conservation of energy-momentum
(T  +R

); = 0 (7.2)
where T  is the MHD stress-energy tensor and R

 is the radiation stress-energy tensor. In
a coordinate frame, we can rewrite this as
(
p gT t); =  (
p gT i);i +
p g T  +
p gG (7.3)
where we have dened the radiation 4-force density G =  R; (e.g. Mihalas & Mihalas,
1984). The radiation four-force density G encapsulates the eects on the uid from emis-
sion, absorption, and scattering and its calculation is the principle new ingredient in this
work. The radiation eld itself evolves according to the photon Boltzmann equation which
is equivalent to the time-dependent relativistic transfer equation. The remaining equations
are the relativistic ideal MHD induction equation
(
p gBi);t =  [
p g(bjui   biuj)];j (7.4)
and the no-monopoles constraint
1p g (
p gBi);i = 0 (7.5)
where b and B are dened in Gammie et al. (2003) and in Chap. 1. For completeness, we
dene the MHD stress-energy tensor
T  = (+ u+ p+ b2)uu + (p+
1
2
b2)g   bb (7.6)
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with u the internal energy density and p the pressure and, though we will not have need of
its explicit calculation, the radiation stress-energy tensor
R =
Z 1
0
d
I
d
I(n; )nn (7.7)
where I(n; ) is the specic intensity in direction n at frequency . Finally, to close the
system we typically employ a simple -law equation of state p = (   1)u.
7.3 Numerical Scheme
Many techniques have been developed for the numerical treatment of radiating uids. The
simplest and computationally least expensive is based on the radiative diusion approxi-
mation (see Farris et al., 2008, for a relativistic treatment based on radiative diusion).
Unfortunately, the diusion approximation is not appropriate for the moderate to low opti-
cal depth ows of interest here. Another popular approach is based on short-characteristics,
the so-called SN methods. SN methods have a long history in astrophysics (e.g. Stone et al.,
1992) and there has been signicant eort devoted to developing these techniques. In simple
terms, the methods evolve the radiation eld in some number Nz of discrete zones where
transport is done along some number Nd discrete directions in each zone and at some num-
ber Nf frequencies. Unfortunately, SN methods are also not appropriate for the problems
of interest here. There are multiple reasons for this. First, our target application of black
hole accretion is performed in the Kerr metric which signicantly complicates the technique.
Next, the number of directions required to adequately resolve small scale features (shown
to be important in Dolence et al., 2011b,c) and the highly anisotropic intensity due to, for
example, relativistic beaming, is likely to be very large. Finally, in addition to the structure
of the radiating ow, we are interested in the broadband radiative output which requires
Nf  100. In the best case, the technique scales as NzNdNf which for the Nz, Nd, and Nf
we require is prohibitively expensive in two and especially three dimensions.
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Here we describe a fully conservative scheme based on the GRMHD code HARM (Gammie
et al., 2003; Noble et al., 2006) and the relativistic Monte Carlo radiative transport code
grmonty (Dolence et al., 2009). We couple the MHD to the radiation by an operator split
update with G . Aside from this operator split update, the HARM algorithm is unmodied
so we only briey outline it below. We then describe how to compute G based on the Monte
Carlo sampled radiation eld and nish with an outline of the full algorithm.
7.3.1 HARM
HARM solves the equations of GRMHD using a conservative, MUSCL-type scheme. As is
common practice, HARM evolves a vector of conserved variables
U =
p g(ut; T tt; T ti; Bi) (7.8)
based on ux estimates computed at each cell face in the grid. Flux estimates are computed
based on reconstructions of a vector of primitive variables
P = (; u; vi; Bi): (7.9)
HARM can use linear or parabolic reconstruction of the primitive variables to compute the
states on each cell face and limits the slopes of the reconstructions to ensure that the scheme
is total variation diminishing. This procedure produces two reconstructed states on each
face which dene a Riemann problem to which the solution is given by a Riemann solver.
HARM uses an approximate solution to the Riemann problem which gives the upwind biased
local Lax-Friedrichs ux. Following Toth (2000), the uxes that update the magnetic eld
are then modied according to the ux interpolated constrained transport scheme, which
guarantees that Eq. 7.5 is satised for all time (within machine precision) as long as it was
initially satised. Finally, to make the scheme second order accurate in time, the solution
is evolved by rst taking a half step then using the uxes at the half step to evolve the ow
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over the full step.
7.3.2 Computing G
There are several possibilities in evaluating G based on a Monte Carlo sampled radiation
eld. One possibility is to explicitly compute the radiation stress-energy tensor and perform
the covariant dierentiation numerically. In our opinion, this approach is awkward and may
be dicult to formulate conservatively. On the other hand, we could evaluate G directly
based on the Monte Carlo sampled interactions (i.e. emission, absorption, and scattering).
This approach has the advantages of conservation, simplicity, and is very clearly physically
motivated and is the approach we adopt here.
The basic premise of the technique is that each Monte Carlo photon packet (\super-
photon") has a 4-momentum / wk where w is the superphoton weight (i.e. the number
of photons in the packet) and k is the wave vector. When a superphoton is emitted or
interacts with matter, the change in 4-momentum of the radiation eld is associated with a
4-force density G that acts on the uid, changing the conserved quantities
p gT t .
Emission
Here we focus on the case of synchrotron emission since that is the most relevant for the
systems we plan to model. Synchrotron emission is anisotropic, but in the rest frame of
the emitting plasma there is symmetry about the direction of the local magnetic eld. This
implies that in the plasma rest frame, the spatial components of the 4-force must vanish. Our
scheme for generating superphoton wave vectors is identical to Dolence et al. (2009) except
that here we always generate two superphotons with opposite orientation in the plasma
tetrad frame, each with half the weight that the single superphoton would have had. This
ensures that the spatial components of the 4-force vanish in the plasma rest frame, though
they will generally be nonzero in the coordinate frame. The total change in the radiation
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4-momentum pr due to the emission of a pair of superphotons (1 and 2) is just
pr = Cw(k1 + k2 ) (7.10)
where w = w1 = w2 and C is a constant that depends on the units of the wave vector1.
Superphotons are generated at grid zone centers based on uid data at the half-step.
As superphotons are generated, we maintain running sums of pr in each simulation zone.
Once all superphotons have been generated, we can compute the 4-force density in a cell due
to emission as
p gGemission =  
1
4x
p gg
X
pr (7.11)
where 4x = tx1x2x3 is the 4-volume of the cell.
Absorption
In Dolence et al. (2009), absorption is treated deterministically by evolving the superphoton
weights according to w0 = we  , where  is the optical depth along the step. We could
follow this approach but it signicantly complicates computations of the 4-force since k
changes along the step. Instead, we opt to use Monte Carlo sampling of discrete absorption
events. A straightforward application of this is to select an absorption optical depth as
a =   ln r where r is a uniformly distributed random number in the range [0,1). If along
the step  > a then the superphoton is absorbed, otherwise a new absorption optical
depth is selected for the next step. In the optically thin problems we are interested in
solving, this can lead to very poor sampling of absorption events and therefore a very noisy
estimate of the 4-force due to absorption. We can improve the solution by introducing an
absorption bias, ba  1, and selecting the absorption optical depth as a =  (ln r)=ba. When
a superphoton reaches an absorption event, its weight is reduced to w0 = w(1 1=ba). When
ba = 1 we revert to the unbiased case of complete absorption and as ba ! 1 we approach
1In our code, k is in units of mec
2 so C = me=Mu where Mu is a parameter that scales the numerical
unit of mass into physical units.
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the continuum limit used in Dolence et al. (2009). Since the superphoton wave vector does
not change during absorption, the change in 4-momentum is just
pr =  C
w
ba
k: (7.12)
Then conservation demands that the volume averaged 4-force density due to absorption is
p gGabs =  
1
4x
Xp ggpr (7.13)
where on the left hand side g is evaluated at the grid zone center and on the right hand side
g and g are evaluated at the location of the absorption events.
Scattering
Our treatment of Compton scattering is identical to that in Dolence et al. (2009). As in
absorption, a scattering optical depth is selected as s =  (ln r)=bs where bs  1 is the
scattering bias. If along the step the scattering depth is larger than s the superphoton
scatters at  = s, otherwise a new value for s is selected for the next step. Scattering
events yield two superphotons, one with the incident wave vector k and weight w(1  1=bs)
and another with a new wave vector k 0 selected according to the scheme described in Dolence
et al. (2009) and with a weight w=bs. The change in 4-momentum due to the scattering event
is
pr =
w
bs
(k 0   k) (7.14)
and as above the 4-force density is
p gGscatt =  
1
4x
Xp ggpr : (7.15)
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7.3.3 Full Update Step
bhlight calculations are expensive and we have written the code in parallel from the start.
We discuss the parallelization in more detail below; here it suces to say that the uid and
radiation are updated concurrently. A single step in bhlightfrom time t0 to t0+t proceeds
as follows. First, the uid is updated to the half step t0 + t=2 without including the G
term. At the same time, all the superphotons are pushed to the end of the step t0 + t,
storing the position xhalf and wave vector k

half at t0+t=2, but no interactions are processed
and no new superphotons are emitted. Next, the uid is evolved to t0 + t based on the
half-step uxes, again without including the G term. Meanwhile all the matter-radiation
interactions (emission, absorption, and scattering) are processed based on the half-step data.
For example, the optical depth to absorption is  / inv;a(xhalf ; khalf) where  is the
change in ane parameter across the full step and inv;a(x

half ; k

half) is the invariant absorption
coecient. If   a (a is again the randomly selected depth for an absorption event),
then the superphoton is pushed to the location where  = a and the absorption event is
processed. While interactions are processed, we maintain running sums of G in each zone.
Finally, when all interactions have been processed (and therefore G is known) the uid is
updated according to
(
p gT t)i+1 = (
p gT t)i+1 0 +t
p gG (7.16)
where i + 1 references the fully updated quantities and i + 1 0 indicates the intermediate
quantities after the uid update but before the radiation force is applied.
The scheme just described is only rst order accurate in time. The CFL-limited global
time step in typical HARM (and by extension bhlight) simulations of black hole accretion
is almost always set by the physically smallest zones found at high latitude and at small
radius. Most of the volume could be integrated stably with a much longer time step. While
HARM is generally second order accurate in time, our experiments indicate that there is
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almost no dierence when the algorithm is reduced to rst order accuracy. Therefore, we
do not expect our time stepping scheme to dominate the overall error. On the other hand,
it is certainly possible to construct schemes that should converge at second order based on
Strang splitting. We have chosen not to do so at this stage because we believe the scheme
above will be computationally ecient while maintaining a tolerable level of error.
7.3.4 Parallelization
At the coarsest level, bhlight divides the problem into two high level tasks, updating the
uid and updating the radiation. Here, we restrict ourselves to one and two dimensional
simulations in which the uid can be evolved on a single (possibly multi-core) node. The
only parallelism in the uid update is ne grained and accomplished with OpenMP prag-
mas for expensive loops. The radiation update, on the other hand, can (and often must
be) performed on a large number of distributed nodes. We use a hybrid MPI/OpenMP
approach to maximize the resources available on each node and minimize communication
costs. Fortunately, our Monte Carlo treatment of the radiation lends itself extremely well to
massively parallel computations. The key point is that the superphotons are all completely
independent. These considerations led us to the following steps executed by all the radiation
nodes where all steps except communication are performed by all available OpenMP threads
1. If this is the rst step, post a non-blocking receive for the rst half-step uid data on
the master (rank 0) radiation node
2. Push the superphotons to t+t
3. Wait for the uid data on the master radiation node than broadcast it to all the
radiation nodes
4. Generate new superphotons through emission and push them to t0 +t
5. Process absorption and scattering events
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6. Post nonblocking receive for the next half-step uid data on the master radiation node
7. Do a global reduction of G
8. Master radiation node checks for messages from uid node (e.g. kill, dump data, etc.)
and sends G to uid node
9. Broadcast messages from uid node to all radiation nodes
10. Process messages then return to step 2 unless message was kill
We do not yet have data on the eciency of the above parallelization, but we expect it will
perform quite well given the large ratio of work to communication and an almost complete
lack of redundancy (i.e. small serial fraction). To some extent, the problems we are able
to address will depend on the scalability of the algorithm since the number of superphotons
required (and therefore number of nodes required) may be very large in certain regimes.
7.4 Tests
We plan to extensively test bhlight in the nonrelativistic and relativistic regimes of radiation
hydrodynamics and radiation magnetohydrodynamics. At this point we have been able to
perform two tests that have proven useful in debugging and verify the code in certain regimes.
7.4.1 Optically Thin Cooling
In the rst test, we model the optically thin cooling of a homogeneous gas at rest. We
assume the gas is fully ionized with constant number density n0 = ne = np and obeys a
-law equation of state so that the internal energy is given by u = 2n0kT=(   1). The
temperature evolution is then governed by the simple ODE
dT
dt
=     1
2n0k
J (7.17)
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where J is the frequency and angle integrated emissivity. For simplicity, we adopt an emis-
sivity appropriate for nonrelativistic thermal p-e  bremsstrahlung,
j = Nn
2T 1=2 exp ( h=kT ) erg cm 3 s 1Hz 1 (7.18)
with N = 5:4  10 39. With this emissivity, the temperature evolves from the initial tem-
perature T0 according to
T (t) =

T
1=2
0  
(   1)N
h
n0t
2
0  t  tcool (7.19)
where
tcool =
hT
1=2
0
(   1)Nn (7.20)
is the time at which the gas has cooled to zero temperature. For this test, we choose
T0 = 10
6K and set n  5:861014 cm 3 to give tcool = 1 s. Since the model is assumed to be
optically thin (i.e. no absorption or scattering), we evolve the solution in a single zone and
compute the 4-force due exclusively to emission. Fig. 7.1 shows the numerical and analytic
results and we see that they are in excellent agreement. We demonstrate the convergence
of the scheme by looking at the fractional error in the temperature at t = 0:8 s at which
point the analytic temperature is 4104K. Fig. 7.2 shows that the error decreases as N 1=2step
where Nstep is the average number of superphotons generated per step with a xed time step
t = 6:125  10 4 s, as expected. Fig. 7.3 shows that the error decreases linearly with the
time step at xed Nstep, as expected. We have also veried that the total energy-momentum
of the uid-radiation system is conserved and that the uid velocities remain zero thanks to
our symmetric emission scheme.
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7.4.2 Thermal Equilibration
Like the previous test, this test is also performed in one zone and involves a homogeneous gas
at rest. In this case however, we use periodic boundary conditions to model an innite gas and
include absorption and scattering. The absorption coecient is computed based on matter
in thermodynamic equilibrium,  = j=B (B  Planck function), and the scattering cross
section is the so-called hot cross section (see Dolence et al. 2009 and Chap. 2) which includes
Klein-Nishina and nite temperature eects. The problem begins with gas at temperature
T0 = 10
6K and density n0  5:86  1015 cm 3 (10 times the density in the previous test).
Initially there is no radiation. We evolve the system for trun  20 s. As the system evolves,
the gas and radiation approach thermal equilibrium at which point Tgas = Trad
2 and the
photon distribution function is Planckian. This is a stringent test of a full transport code and
demands an accurate treatment of emission, absorption, and scattering and their couplings
to the uid. Fig. 7.4 shows the evolution of the gas and radiation temperatures out to
t = 0:5 s. We nd that the gas and radiation approach thermal equilibrium on a time scale
 tcool but that the radiation temperature slightly overshoots the gas temperature by  4%
and then they slowly converge on a much longer time scale. By t  20 s, Tgas = Trad to within
the shot noise due to Monte Carlo sampling. Fig. 7.5 shows the fractional dierence in the
radiation and gas temperatures out to t  20 s in which the slow approach to equilibrium
can be clearly seen.
Are the photons thermally distributed? The time scale for thermalization of the radiation
eld is  (nc) 1 = (c) 1, which for our adopted model is
tthermal 
2hT 1=23
Nc3n20(1  e h=kT )
: (7.21)
For h . kT , tthermal  1 so we expect these photons to be rapidly thermalized at the gas
temperature. For h & kT , the thermalization time scale is longer so we expect there to be
2We use the radiation energy density urad to compute Trad according to Trad = (urad=a)
1=4 where a is the
radiation constant, appropriate for thermally distributed photons.
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a nonnegligible time over which the radiation adjusts to changes in the gas temperature. For
the present problem, tthermal & trun for  & 2  1016Hz. At these frequencies, the photons
should be distributed according to the emissivity, dN=d ln  / exp( h=kT 0), where T 0 is
the gas temperature at some characteristic time of emission. Fig. 7.6 shows the photon
distribution function at t  20 s. We also plot the equilibrium (Planck) distribution function
dN
d3xd ln 
=
83
c3
1
eh=kTrad   1 (7.22)
and a function / exp( h=kT 0) where T 0  3:3  105K (T 0 is based on a nonlinear least
squares t). Evidently, for  . 2  1016Hz the photons occupy a Planck distribution
with Trad = Tgas and for  & 2 1016Hz they are distributed according to exp( h=kT 0), as
expected. We note that the slow convergence of the gas and radiation temperatures described
above is a direct result of the long thermalization timescale at high frequencies.
7.5 Summary
We have described bhlight, a scheme for general relativistic radiation magnetohydrody-
namics based on the conservative GRMHD code HARM and the relativistic Monte Carlo
transport code grmonty. bhlight is constructed to retain exact conservation and is formally
correct in the relativistic and nonrelativistic regimes, for optically thin and thick ows, and
for nonradiative to radiation dominated ows. In practice, the explicit Monte Carlo nature
of the radiative transport will likely limit the applicability of the scheme to relativistic ows
with low to moderate optical depths and where radiation pressure plays a modest role in
governing the dynamics. In addition to modeling the GR-RMHD evolution, bhlight also
produces time-dependent broadband spectra that are directly comparable with observations.
A key application of this scheme will be in modeling low luminosity active galactic nuclei like
M87, but we also plan to explore other interesting problems like radiation mediated shocks
in the context of -ray bursts. We presented two tests that demonstrate the functionality of
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bhlight for particular problems, but plan to test the code more fully in the future.
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Figure 7.1: Temperature evolution for the one zone optically thin cooling problem. The
circles show the values computed by bhlight while the solid line is the analytic solution.
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Figure 7.2: Convergence test of bhlight for the one zone optically thin cooling problem.
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Figure 7.3: Convergence test of bhlight for the one zone optically thin cooling problem.
The solid line is / t. Here T0 = T (0:8 s) = 4 104K.
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Figure 7.4: Gas (blue solid) and radiation (red dashed) temperature evolution for the thermal
equilibration problem.
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