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A new procedure is developed to estimate innovation possibility frontiers and test for biases in 
technological change.  Using data on four inputs (land, machinery, chemicals and labour) from 
central Canada (Ontario and Quebec) over the period 1926-1985, we find that the innovations 
possibilities frontier shifts neutrally over time.  This is consistent with Ahmad=s model of induced 
innovations, but is not consistent with de Janvry=s application of Ahmad=s model to the historical 
development of Argentine agriculture.  Agricultural research in Canada has been conducted 
with  the objective of developing cost minimizing technologies.  Empirical support was found for 
this notion in the development of the innovation possibilities frontier. 
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Fundamental and Induced Biases in Technological Change in Central Canadian Agriculture 
 
1.0 Introduction. 
The spectacular growth of Canadian agricultural industry during the last century has been 
concomitant with that of the economy in general.  There is little doubt that this growth has been 
driven in a large measure by the application of modern scientific methods to the agricultural 
industry in the development of new technologies and has been abetted by the development of a set 
of institutions that fosters this technological innovation.    
One of the more interesting findings of the empirical literature on the growth of the 
agricultural industry is the impact of this growth on relative shares of factors of production.  
Several studies have shown that technological change in agriculture has been factor biased (for 
example Karagiannis and Furtan (1990) and Binswanger (1974) reported biased technological 
change in Canada and other countries).  These biases have strongly labour and, to a lesser extent, 
land saving and capital using.  However, some studies do not find biased technological change (e.g. 
Clark and Youngblood (1992)). 
An appealing explanation of factor biases is the induced innovation hypothesis, originally 
developed by Ahmad (1966).  According to this theory, a set of possible technologies is developed 
by research activities undertaken by the agricultural research community.  The envelop of these 
technologies at a given level of output (normalized to be one unit) is called the innovation 
possibilities frontier (IPF).  After the IPF has been developed, an observed technology is chosen by 
producers so as to minimize costs based on prevailing relative prices.  This is the unit isoquant.   
An assumption made by Ahmad (but not by de Janvry, (1977), who applies Ahmad=s  
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theories to agricultural development in Argentina) is that the IPF shifts inward over time in a 
neutral way.
1  If this is true, then all observed factor biases would be caused by induced 
technological change. If not, then at least some of the observed biases will result from fundamental 
biases in the manner in which the IPF shifts inwardly over time. 
We develop a new method to estimate the IPF curve.  In this way, one can test the 
hypothesis that this curve shifts neutrally and show how much of the observed bias in technological 
change is induced, and how much is due to a fundamental change in the IPF.  We argue that the 
research community develops the IPF to minimize costs based on expected relative prices.   We 
apply our methods to Central Canadian (Ontario and Quebec) agriculture for the years 1926-1985.   
2.0 A Model of Induced Innovation. 
                                                 
1Neutrality is taken to mean that, if expected relative prices remain constant before and 
after the IPF shifts inward, factor intensities with remain constant.  
Historically, the IIPF has developed in response to research activities undertaken by private 
and public institutions.  In Canada, for example, research activities in agriculture have been mostly 
undertaken by universities, private firms and research stations funded by the federal government.  
One hypothesis is that research activities undertaken by research institutions is driven by a desire to 
minimize the expected costs of producers.  In order to do this, the IPF should develop according to 
cost minimizing principles based on expected  relative prices.  Expected relative prices are the 
relevant prices because of the lag between when research is undertaken and when it becomes 
available to the agricultural community in terms of influencing the technology that the industry 
develops (which is based on cost minimizing principles using actual relative prices).   For example,  
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if the lag between when research is undertaken and when it affects agriculture is five years, then 
the relevant set of expected prices that generate the IPF are expected relative prices today based on 
information available five years ago. 
These ideas can be formalized using the duality theory of cost minimization.  There is a two 
stage minimization problem associated with theory of induced innovation outlined in this study.  In 
the first stage, the IPF function is developed based on cost minimizing principles using expected 
relative prices.  In the second stage, a point on the cost function is selected based on cot 
minimizing principles using actual relative prices.   
Fuss (1977) develops a model that can deliver empirical estimates of both the IPF function 
and the cost function that is consistent with the two stage processes described above.  In the second 
stage, it is assumed that the cost function with the usual properties is given by the generalized 
Leontief cost function, that is 
where yt is output, Pt is a vector of m input prices, Ct(.) is cost, and α and b
v
ij , i=1,...,m, j=1,...m are 
parameters.  Using Shephard=s lemma, the conditional factor demand functions from (1) are given 
by 
where Xit is the ith factor.  Dividing both sides of equation (2) by output yields 
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If we assume that relationships (1) through (3) represent the long-run and that this is a constant cost 
industry, then constant returns to scale will characterize the industry.
2  In that case, α=1 and 
equation (3) becomes 
 
Equation (4) is particularly attractive from an estimation standpoint because it is linear in 
parameters.   
The cost function given by equation (1) represents the technology that is developed from 
the IPF curve whereby individual producers minimize cost along an isoquant.  This is a 
representation of the second stage optimization problem. 
In the first stage optimization problem, the technology is developed based on expected 
relative prices.  In the Fuss model, the first stage optimization problem takes the b
v
ij=s, which are 
fixed in the long run, as choice variables  based on expected relative prices. That is 
                                                 
2 The fact that equation (3) represents a long-run relationship seems to be a reasonable 
interpretation due to its contemporaneous nature and lack of dynamics, see Clark and 
Youngblood (1994).  
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where aij.kl , i=1,...m, j=1,...m, k=1,...m l=1,...m are parameters and  p
E
gt, g=i,j,k,l is the expected  
price of factor g.
3   Fuss shows that, if the b
v
ijt=s  are chosen according to equation (5) and the IPF 
technology satisfies symmetry and concavity, then costs are minimized over the IPF curve. Since 
the parameters of the cost function change over time due to research activities, then the relationship 
is called the very long run in the literature. 
The discussion until now has taken place without consideration of technological change.  
To  
account for fundamental technological change bias, consider the following equation 
where t is time, and ci0 and ci  are parameters.   If technological change is fundamentally biased 
then ci in equation (6) is non-zero, with it being factor i saving (using) if ci < 0 (> 0) (Chambers 
and Vasavada, (1983)).  Of course, technological change is fundamentally factor neutral if ci=0 in 
equation (6).  If ci=0 for all factors, then all technological change is induced and there are no 
fundamental factor biases. This provides the empirical basis for testing if factor biases are 
                                                 
3Equation (4) is a specialized version of the derivation of the b
v
ij=s given in Fuss to 
account for our assumptions regarding how research is undertaken to develop technologies.  That 
is, we assume that research is undertaken with a specific year lag (ten years, see below) that 
impacts of the technology only in that time period. These assumptions imply that the discount 
factor and expected output in the derivation given in Fuss cancel in the derivation given here.  
(5)    
) p p (
) p p













∑ ∑  
(6)     1,...m = i   t, c + c = a i i0 ii.iit   
  -6- 
fundamental or induced using parametric restrictions.  
What remains is to develop a model of neutral technological change in terms of the theory 
presented in this section.  If technological change is neutral, then all technological change is 
induced and none is fundamental.  Chambers (1988) shows that, if technological change is (Hicks) 
neutral, then a cost function can be written 
 
where λ(t) is a decreasing function of time.  In this research, we set λ(t) = (1/γ)t  where γ  > 0 is a 
parameter.   
3.0 Empirical Considerations: 
The data we use to estimate the model incorporating induced technological change are 
taken from Karagiannis and Furtan (1990) and run from 1926-1985 for four inputs: land, 
machinery, fertilizer (including chemicals) and labour for the Central Canadian region of Canada 
(Ontario and Quebec).
4   Given a four input model with the minimum number of symmetry 
restrictions imposed to generate a full column rank design matrix leaves 166 parameters to be 
estimated.  Obviously, this precludes the estimation of the cost function as a separate equation in 
the system due to the fact that the row rank (number of observations) of the design matrix must be 
greater than the column rank. 
                                                 
4The data cannot be updated past 1985 because the output series ceased to be collected 
after that date. 
This leaves us with the estimation of the four conditional factor demand functions.  The 
(7)     ) P , y (t)C( = t) , P , y C( t t t t λ   
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number of free parameters that can be estimated in each separate equation is forty two per equation 
if the parameter of returns to scale (α) is allowed to be free across equations.  The parameter of 
neutrality (γ) is not identified from the conditional factor demand functions but the lack of an 
independent estimate of this parameter will not affect any of the results given below as long as γ > 
0, as required by theory.  Therefore, to achieve full parameter identification, we set γ=1. 
An issue that must be dealt with concerns the selection of the lag between when research is 
undertaken and when it affects the b
v
ij parameters.  Several studies taken from the returns to 
research literature (e.g. Klein et al  (1994)) assume a ten year lag.  While a careful reading of this 
literature reveals that the choice of the ten year lag is somewhat arbitrary, the choice of any other 
seems even more arbitrary.  Therefore, we choose a ten year lag as the time horizon between when 
research is undertaken and when it affects cost function parameters. 
Given the ten year lag, the next consideration is what type of expectations generator to use 
for expected prices.  We assume that economic agents have static expectations, that is 
where Et is the expectations operator.  Alternatively, if all prices follow a random walk, then the 
rational expectation of price is the same as the static expectation of price and equation (8) and the 
expectations operator can be interpreted as conditional on information available at time t. 
A final consideration involves the selection of an appropriate estimation technique.  
Phillips-Perron Zτ tests were undertaken on all of the variables included in the model.  The results 
of these tests are not shown but are available from the authors upon request.  The results of the 
Phillips-Perron test indicated that unit root non-stationarity could not be rejected for 150 of the 160 
(8)     m 1,..., = i   . P = P E it n + it t   
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variables using a significance level of 10%. Given the large number of regressors in the model and 
the large percentage of these where unit root non-stationarity could not be rejected, it seems 
reasonable to proceed assuming all of the data are characterized by unit root non-stationarity. 
Since the data indicate that unit root non-stationarity is a reasonable approximation of the 
data, cointegration techniques need to be applied to the estimation.  One advantage of such an 
approach is that the cointegrating relationship estimates the long run relationship that exists among 
variables (e.g. Engle and Granger (1987)).  This interpretation is consistent with the theory 
described in the previous section. 
Since four input demand functions must be estimated, a system of equations estimation 
technique such as Park and Ogaki=s (1990) seemingly unrelated canonical cointegrating regression 
technique would be the most general approach to estimate the model.  However, due to the large 
number of regressors included in the model, the relevant matrices that need to be inverted are not 
of full rank.  Therefore, in this study, we estimate each separate equation using Park=s single 
equation canonical cointegrating regression (CCR) technique. The CCR equations are stacked in 
the usual seemingly unrelated regression way using a diagonal covariance matrix, with the diagonal 
elements being the estimated long run variance for each equation.  The estimated covariance matrix 
is used to estimate the parameters using GLS applied to the transformed data from the CCR 
estimates. If we assume that cross equation correlation among variables is zero and that each factor 
demand equation represents a separate cointegrating relationship, then the CCR methodology will 
deliver consistent and asymptotically normally distributed parameter estimates.  This implies that 
parameters can be estimated and statistical inference applied using the CCR methodology.   
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4.0 Results. 
Recall the assumption of long run constant returns to scale.  This implies that α=1 in 
equation (1) and the conditional factor demands are linear in parameters.  Otherwise, the model is 
nonlinear.  It would be desirable to conduct some type of statistical test for this hypothesis, 
however, the statistical theory of nonlinear models under the assumption of cointegration has, to 
our knowledge, not been developed.  Furthermore, the large number of regressors included in the 
model requires that estimation methods conserve degrees of freedom. 
Notice that, once a value of  α has been selected, the model is linear.  Therefore, a grid 
search method is used to search for the value of  α that minimizes the residual sums of squares 
derived from the OLS estimates of each conditional factor demand.  This minimizing value is 
compared to the residual sums of squares derived from the model imposing the restriction that α=1. 
 These two residuals sums of squares are then used to construct a standard f-value in order to test 
the hypothesis that α=1.  For the linear case, if it is assumed that all of the regessors are random 
walks and the error term for each equation is white noise and uncorrelated with any of the 
regressors, then regular f-statistics can be used to test hypotheses concerning the cointegrating 
vector (Hamilton, 1994).  Violation of any of these assumptions will cause the estimated variance 
of the parameters to be too small and cause over-rejection of hypotheses using regular f- statistics 
(Phillips and Durlauf, 1988).        
The results of testing for constant returns to scale using the methods described above are 
presented in Table 1.  Long run constant returns are not rejected for land and labour using a 5% 
level of significance and not rejected for any of the conditional factor demand functions using a 1% 
level of significance.  Since there is a likelihood of over rejection of hypotheses with the methods  
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used to derive the tests, a 1% level of significance is probably reasonable.  Therefore, we conclude 
that long-run constant returns is not rejected for these data.  Results presented hereafter are with the 
restriction α=1 imposed. 
Tests for cointegration among the variables for the conditional factor demands are 
presented in Table 2.  Park=s (1992) superfluous variable addition test is used to test for 
cointegration using polynomial trends as superfluous regressors. The null hypothesis of 
cointegration is not rejected for any of the equations using a significance level of 5%.  Therefore, 
we conclude that for all four factors demands, the CCR estimator is identifying cointegrating long 
run relationships among the variables. 
Table 3 presents some tests of hypotheses and performance indicators associated with the 
estimated relationship.  Foremost among the tests is that neutral technological change of the IPC 
function is not rejected by these data. In contrast, the model was estimated in standard generalized 
Leontief form (not shown, but available upon request) without including expected relative prices to 
identify the IPF curve.  Using this system, neutral technological change was strongly rejected, 
indicating labour saving and machinery using technological change, although cointergation among 
the reduced system variables was rejected for all four factor demands.  These results indicate that 
expected relative prices are important in explaining the long-run movements of factor demands and 
that the long run trends in these factor demands cannot be explained by trends in actual relative 
prices but are explained by expected relative prices.  In other words, while there is evidence that 
there is strong biases in technological change, all of these biases are induced. 
The other performance indicators presented above caution us to temper the conclusions of 
this study.  For example, symmetry is strongly rejected by the data, indicating that the theory  
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presented concerning the generation of the IPF as an optimization problem is called into question.  
The results of other performance measures of the estimated relationship are somewhat mixed.  
Although the estimated relationship performs fairly well in terms of monotonicity, it is marginal in 
terms of negativity and concavity. 
Table 4 presents the estimated Morishima elasticities of substitution evaluated at the mean 
of the data where negativity holds.  Examination of the eigenvalues of the matrix of second order 
partial derivatives indicated that the function is concave at this point.  In general, all inputs are 
substitutes, and fairly high in absolute value when compared to other studies.  Given that the 
cointegrating relationship estimates the long-run relationship among variables, high elasticities of 
substitution are consistent with l=Hopital=s principle. 
5.0 Conclusions. 
In this study, a model is developed to directly estimate the parameters of the innovation 
possibilities frontier.  A test of fundamental versus induced biased technological change is obtained 
and applied to Central Canadian agriculture.  We find that all technological change is induced, or 
that the innovations possibilities frontier shifts neutrally over time.  This is consistent with 
Ahmad=s model of induced innovations, but is not consistent with de Janvry=s application of 
Ahmad=s model to the historical development of Argentine agriculture.   
There is also evidence to suggest that the manner in which research is undertaken in Canada 
is consistent with expected cost minimizing behaviour on the part of researchers, or at least a 
research allocation policy on the part of funding agencies that encourages research designed to 
minimize expected costs. Empirical support was found for this notion in the development of the 
innovation possibilities frontier.  
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Nonetheless, our results need to be refined in several ways.  The empirical model performed 
well in terms of monotonicity but only marginally well in terms of negativity and concavity.  
Symmetry  was rejected.   This could perhaps be due to the assumption of a ten year lag in the 
undertaking of research before it affects the prevailing technology, or the assumption of static price 
expectations.  Certainly, more work needs to be undertaken on this topic before more definitive 
statements can be made concerning the historical development of modern agriculture in Canada.     
           
References 
 
Ahmad, S. (1966), AOn the theory of induced innovation@, Economic Journal, Vol. 76, 344-57. 
 
Binswanger, H. P. (1974), AMeasuring the impact of technical change bias with many factors of 
production@, American Economic Review, Vol. 64, 964-76. 
 
Chambers, R.G. and U. Vasavada, (1983), ATesting asset fixity for U.S. agriculture@, American 
Journal of Agricultural Economics, Vol. 65, 761-69. 
 
Chambers, R.G., (1988), Applied Production Analysis, Cambridge University Press, New York.. 
 
Clark, J.S., and C.E. Youngblood, (1992), AEstimating Duality Models with Biased Technical 
Change: A Time Series Approach.@ American Journal of Agricultural Economics, Vol. 74 , 353-60.  
 
de Janvry, A., (1977), AA socio-economic model of induced innovation for Argentine agricultural 
development@, Quarterly Journal of Economics, Vol. 87, 410-25.  
 
Fuss, M. A., (1977), AThe structure of technology over time: A model for testing the putty-clay 
hypothesis@, Econometrica, Vol. 45, 1797-1821. 
 
Hamiton, J.D., (1994), Time Series Analysis, Princeton University Press. 
 
Karagiannis, G., and W. H. Furtan (1990), "Induced innovation in Canadian agriculture: 1926-87", 
Canadian Journal of Agricultural Economics, Vol. 38,  1-22. 
 
Klein, K.K., B. Freeze, J.S. Clark and G. Fox (1994), "Returns to beef  research in Canada: A 
comparison of time series and mathematical programming approaches",Agricultural Systems 
Journal., Vol. 46, 443-459. 
  
  -13- 
Engle R.F. and C.W.J. Granger, (1987)  ACo-integration and error correction: Representation, 
estimation and testing.@ Econometrica Vol. 55,  251-76. 
 
Park, J.Y. (1990), "Testing for cointegration through variable addition", in Studies in Econometric 
Theory (Fromby and Rhodes eds.), JAI Press, New York. 
 
Park, J.Y., (1992), ACanonical cointegrating regressions.@ Econometrica Vol. 60 , 119-43. 
Park, J.Y. and M. Ogaki, (1991) Seemingly Unrelated Canonical Cointegrating Regressions, 
Working paper, Rochester Center for Economic Research. 
 
 
Phillips, P.C.B., and S.N. Durlauf, (1986), AMultiple time series with integrated processes.@ Review 
of  Economic Studies,  Vol. 53, 473-96. 
 
Phillips, P.C.B. and P. Perron, (1988). "Testing for unit roots in time series regression". 
Boimetrica, Vol. 75, 335-46. 
 
       
 
 





































  -14- 
 
 
Table 2: Park superfluous variable addition test statistics for Central Canadian conditional factor 
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Table 4: Long-run Morishima elasticities of substitution evaluated at the mean of data where 
negativity holds  
 
 
 
Factor 
 
Price 
 
Land 
 
Machinery 
 
Fertilizer 
 
Labour 
 
Land 
 
0 
 
6.85 
 
5.92 
 
5.55 
 
Machinery 
 
2.88 
 
0 
 
0.99 
 
3.44 
 
Fertilizer 
 
0.49 
 
0.03 
 
0 
 
1.01 
 
Labour 
 
7.09 
 
9.46 
 
8.20 
 
0 
 