In this letter, an acoustic environment classification algorithm based on the 3GPP2 selectable mode vocoder (SMV) is proposed for context-aware mobile phones. Classification of the acoustic environment is performed based on a Gaussian mixture model (GMM) using coding parameters of the SMV extracted directly from the encoding process of the acoustic input data in the mobile phone. Experimental results show that the proposed environment classification algorithm provides superior performance over a conventional method in various acoustic environments. key words: acoustic environment classification, Gaussian mixture model, selectable mode vocoder
Introduction
Recently, mobile communications have become an indispensable part of our daily lives, providing a variety of services in many contexts. Diversified mobile applications are now available due to the recent progress in speech processing technologies such as speech recognition and synthesis. These technologies have enabled mobile users to access a variety of information sources, including two-way communication. In addition, more diversified types of media such as acoustic data can be conveyed, managed, and stored through the mobile phone's microphone. Therefore, current mobile phones impose an additional cognitive load on their users by requiring them to be conscious of the state of their phone. In this regard, a context-aware mobile phone that has some awareness of the context is an important concept in the field of cognitive science.
Recent studies regarding context-aware phones have combined sensory data, user information, and history information to create a context-aware mobile phone with smart features that improve the overall usability of the mobile phone. More recently, research has been widely conducted to transfer inner data from a mobile phone into contextaware data without requiring additional attached sensors, as mobile phones already have a variety of sensors such as a microphone or camera, which collectively can provide a relatively high level of context-awareness. In particular, speech and audio data are important resources that are directly related to the microphone of the mobile phone. Numerous studies have been conducted regarding the classification of acoustic environments, a crucial aspect of context-aware applications [1] - [4] . In this letter, an acoustic environment classification technique using speech coding parameters for context-aware mobile phones is presented. For given acoustic environments such as bus, hospital, library, meeting, office, downtown, street, subway, and theater, classification is performed based on a Gaussian mixture model (GMM) using significant feature vectors of the 3GPP2 selectable mode vocoder (SMV), which are automatically extracted from an encoding operation without additional post-processing of the input data from the mobile phone. Based on a detailed investigation of the SMV codec parameters, an outstanding feature set including the linear prediction coding (LPC), the frame energy, the partial residual energy, the running mean of the energy, and the running mean of the partial residual energy is chosen.
The principal contribution of the letter is that we propose an efficient way to incorporate the GMM within the framework of the SMV. This scheme clearly gives us the advantage of not needing an additional computation procedure for feature extraction. Since our objective is to implement the acoustic environment classification on the mobilephone, this scheme is inherently different from that of previous works requiring an additional feature (mel-frequency cepstral coefficient (MFCC) [1] , [2] , power spectrum [3] and relative spectra (RASTA) [4] ) extraction step. Experimental results show that the proposed acoustic environment classification algorithm based on the SMV coding parameters provides good performance in a wide range of acoustic environments.
3GPP2 Selectable Mode Vocoder
SMV is a standardized speech codec of the 3GPP2 vocoder for use in the CDMA2000 network. It provides efficient communication between a base station and a mobile phone based on a trade-off between speech quality and channel capacity [5] .
The SMV provides four data rates based on four mode types -mode 0 (Premium Mode), mode 1 (Standard Mode), mode 2 (Economy Mode), and mode 3 (Capacity-Saving Mode) -considering the trade-off between the data rate and the sound quality, depending on the communication network conditions [6] , [7] . The rate is selected by the ratedetermination algorithm (RDA), which is determined by both the characteristic of each frame and the SMV mode. Initially, the SMV encoding process begins with preprocessing using, for example, silence enhancement, high-pass filCopyright c 2009 The Institute of Electronics, Information and Communication Engineers tering, noise suppression, and adaptive tilt filtering of the input signal. After preprocessing, the signal flows into the encoding process for the VAD, frame classification, type selection, and rate determination. Specifically, frame classification consists of six classes: silence, noise-like unvoiced, unvoiced, onset, non-stationary voiced, and stationary voiced. In addition, the frame type is divided into type 0 and type 1: type 1 is selected when the frame class is stationary voiced and type 0 is chosen for other frame classes.
Proposed Algorithm for Acoustic Environment Classification
Thus far, studies concerning acoustic environment classification have employed effective feature vectors based on various feature extraction processes [8] , [9] . However, in this work, we propose an efficient acoustic environment classification technique that uses internal coding parameters of the SMV that are automatically extracted from the encoding process of the acoustic input data in the mobile phone. The basic structure of the corresponding overall system is depicted in Fig. 1 . Initially, we construct feature vectors employing encoding parameters of the SMV that are extracted directly through the encoding process, such as a LPC analysis, VAD, and music detection. The environmental class based on the trained GMM is then selected to determine the environment flag with a maximum likelihood. The feature vectors in the aforementioned three processes and the GMM algorithm are described in detail, in the following.
Selected Features
For a successful classification, a feature vector that effectively accounts for the discrimination among the various environments must be chosen. According to an extensive analysis such as a scatter plot, the outstanding features are selected, including the 10 LPC coefficients, the energy, the partial residual energy, the running mean of the energy, and the running mean of the partial residual energy, due to superior classification performance of the proposed method, as depicted in Fig. 2 . From the figure, we see that the selected features have distinct variance in their distribution according to the given environments. In the following, we briefly describe the selected feature vectors: 1) LPC coefficients: The LPC is a widely adopted method for transparent speech quality at a low-bit rate. In the SMV codec, the LPC coefficients are given by the LevinsonDurbin algorithm using the autocorrelation function and reflection coefficients.
2) Frame energy: The frame energy is given by E = max 10, 10 log
where R 1 (0) is the signal power and L LPC (= 240) is the length of the LPC window.
3) Partial residual energy: The partial residual energy is the error due to the LPC analysis.
where k 1 (i) is the ith reflection coefficients calculated in the LPC part. 4) Running mean of energy: The running mean of energy is given by
5) Running mean of partial residual energy: The running mean of partial residual energy is obtained by
Gaussian Mixture Model
As shown in Fig. 2 , it is discovered that the selected features have multi-modal characteristics, which could be successfully represented by a linear combination of Gaussian basis functions. For this reason, we select the GMM, which is a weighted sum of M component densities, for the acoustic environment classification. The GMM is implicitly based on the expectation maximization (EM) algorithm for modeling a complicated distribution [10] , [11] . With the proposed technique, the N dimensional feature vector is established from the SMV coding parameters without an additional arithmetic step. As noted in the previous section, a 14-dimensional feature vector is adopted (10 LPC coefficient, 1 frame energy, 1 partial residual energy, 1 running mean of energy, 1 running mean of partial residual energy). If X denotes the feature vector X = {x 1 , x 2 , · · · , x D }, the likelihood for the GMM of M mixture components is then given by
where the model parameter λ consists of the mixture weight p i , the mean vector μ i , and the covariance matrix i , as given below:
Here, an optimal model λ is reestimated using the EM algorithm, which iteratively refines an initial model λ to increase the likelihood of the estimated model λ monotonically such that p(x|λ ) ≥ p(x|λ) [12] , [13] . The objective is to simply determine the environment model with the maximum a posteriori probability for the specified acoustic data in a mobile phone, which is done as follows:
k = number of environments.
Experiments and Results
Acoustic data was collected from various acoustic environments for the classification technique using the SMV codec parameters. It was determined that during the data collection procedure, the collected data should reflect real-world sounds and should be sufficiently homogenous regarding extra factors such as the sound volume, location, and direction. In addition, a condenser microphone connected to PC was used to obtain sound from various directions. The recorded data, gathered in and around the city of Incheon and Seoul in Korea during several months, represents a range of everyday environments. The aforementioned 10 different acoustic environments of a bus, car, hospital, library, meeting, office, downtown, street, subway, and theater were chosen. Each data recording was sampled at 8 kHz using 16 bit quantization with a 20 min. duration segmented to 3 secs isolated The different acoustic data was employed for training and test in order to obtain a robust performance comparison. To evaluate the performance of the proposed method, the detection probabilities (P d ) were initially measured for each environment. As the reference, we employed the MFCCbased technique since the MFCC as a predominant feature in the area of the environment classification has a superior performance than other features [1] , [2] . For given test segmented files, the performance of the proposed method is shown in Table 1 , where it is seen that the average accuracy is higher than 95.2%, a level that could be considered quite acceptable. This indicates that the proposed SMV coding parameter-based technique is suitable for environment classification, given that the performance of the MFCC-based method was 93.8% of P d on average, as shown in Table 2 .
Even though the superiority of the proposed technique in terms of the recognition accuracy is clear, their computational complexity should be compared for fair comparison. For this, we investigated the computational cost based on the cost of the operations such that Add = 1, Multiplication = 1, Division = 5 and Exponent = 10. Then, the computational costs of the conventional MFCC-based method and the proposed algorithm are shown in Table 3 . As shown in Table 3 , the proposed algorithm need much less computations then the MFCC-based method, which confirms the efficiency of the proposed method. 
Conclusion
An acoustic environment classification algorithm is proposed for context-aware mobile phones based on 3GPP2 SMV. An acoustic environment classification method based on the GMM was established using significant feature vectors of the SMV. These vectors were automatically derived through the encoding process for acoustic input data in a mobile phone. Experimental results indicate that the proposed environment classification algorithm based on coding parameters offers superior performance over the MFCCbased method in a wide range of acoustic environments. For this reason, the proposed method can be effectively exploited with context-aware mobile phones for the classification of acoustic environments.
