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QUIVERS I:
GENERATORS, RELATIONS AND SPATIAL STRUCTURE
SHAWN J. McCANN
Abstract. Topological quivers generalize the notion of directed graphs in which
the sets of vertices and edges are locally compact (second countable) Hausdorff
spaces. Associated to a topological quiver Q is a C∗-correspondence, and in turn,
a Cuntz-Pimsner algebra C∗(Q). Given Γ a locally compact group and α and β
endomorphisms on Γ, one may construct a topological quiver Qα,β(Γ) with ver-
tex set Γ, and edge set Ωα,β(Γ) = {(x, y) ∈ Γ × Γ
∣∣α(y) = β(x)}. In this paper,
the author examines the Cuntz-Pimsner algebra Oα,β(Γ) := C∗(Qα,β(Γ)). The
investigative topics include a notion for topological quiver isomorphisms, gener-
ators (and their relations) of the C∗-algebras Oα,β(Γ), and its spatial structure
(i.e., colimits, tensor products and crossed products) and a few properties of its
C∗-subalgebras.
1. Introduction and Notation
1.1. Background. The study of directed graphs have played a pivotal role in the
construction and analysis of C∗-algebras ultimately describing certain C∗-algebras
in terms of easily manageable and computatable relations. That is, given a directed
graph G = (V,E, r, s) with vertex set V , edge set E, range map r and source map
s, one may produce a (universal) C∗-algebra generated by projections {pv}v∈V and
partial isometries {se}e∈E satisfying the relations
(1) s∗ese = pr(e) for all e ∈ E
(2) px =
∑
s(e)=x ses
∗
e for all x ∈ X with 0 < |s−1(x)| <∞
(3) ses
∗
e ≤ ps(e) for all e ∈ E.
Many C∗-algebras, such as Cuntz-algebras [14], Cuntz-Krieger algebras [15], the
Toeplitz algebra and the n by n matrices, are able to be defined by generators and
relations which correspond directly to such a graph. Other C∗-algebras, including
some that arise in representation theory (see [49, 50, 58]) and the theory of quantum
spaces (see [29, 30, 31]), are of considerable importance and interest in determining
how they may be represented by a graph.
Schweizer ([61]) introduced continuous (directed) graphs and so began the analysis
of spaces of vertices and edges that are topological spaces. Perhaps, the first to
analyze prototypes of this structure was Deaconu (see [17, 18, 19, 20]) who was
interested in groupoid representations of Cuntz-like C∗-algebras associated to (non-
invertible) maps of topological spaces, i.e. to endomorphisms of C0(X). This led
Deaconu and Muhly [21] to extend the notion to branched coverings. In order to
study these C∗-algebras, and in particular to compute its K-theory, it was beneficial
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to use machinery pioneered by Pimsner in his seminal paper [60] and realize the
C∗-algebra as what is now called a Cuntz-Pimsner algebra. Pimsner’s work was
profoundly influenced by the theory of certain graph C∗-algebras (in particular,
Cuntz-Krieger algebras) and crossed products by Z independent of the study of
“continuous graph C∗-algebras.”
The notion of topological quivers generalizes that of directed graphs. This is a
quintuple Q = (X,E, r, s, λ), where X and E are locally compact (second countable)
Hausdorff spaces, r and s are continuous maps from X to E with r open, and
λ = {λx}x∈E is a system of Radon measures. With topological quiver, one can
associate a Cuntz-Pimsner C∗-algebra C∗(Q) that also generalizes the notion of
graph C∗-algebra. In a purely set-theoretic perspective, Q is a directed graph and
the system of measures is to enable one to replace sums (that arise in the graph
theoretic setting) with integrals. The term “topological quiver” was adopted from
the ring-theoretic use of the term quiver which was introduced by Gabriel in [28] to
describe the graph associated to a so-called basic algebra.
Two particularly important works were the first to investigate general structures
of this nature. The first is that of Katsura [38, 39, 40, 41, 42] where the term topo-
logical graph is used to denote a structure similar to a topological quiver (X,E, r, s)
with the addition restriction that r is a local homeomorphism. If λ is taken to be
counting measures on the fibers of r then it has been shown that the C∗-algebra in
Katsura’s work is isomorphic to the C∗-algebra produced by considering the topo-
logical quiver Q = (X,E, r, s, λ). The second paper is [7] where Brenken studies
topological relations (X,E, r, s, λ) where E is a closed subset of X×X. The maps r
and s are the projections of this set into X. Such topological relations can be viewed
as multiplicity one topological quivers. The topological quivers considered in this
paper are examples of topological relations.
In [24], Exel, an Huef and Raeburn define C∗-algebras associated with a system
(B,α, L) where α is an endomorphism of a unital C∗-algebra B and L is a positive
linear map L : B → B such that L(α(a)b) = aL(b) for all a, b ∈ B called a transfer
operator. In fact, the C∗-algebra they generate is a Cuntz-Pimsner algebra and under
certain restrictions, a C∗-algebra associated with a topological quiver; in particular,
when B = C(Td) the continuous function on the d-torus, F ∈ Md(Z) and α is the
endomorphism
α(f)(e2piit) = f(e2piiF t)
for f ∈ C(Td) and t ∈ Rd. Furthermore, Yamashita [68] considers topological re-
lations of the form Qn,m(T) = (T,Ωn,m(T), r, s, λ) where n,m ∈ Z, gcd(n,m) = 1
and
Ωn,m(T) = {(x, y) ∈ T× T
∣∣ yn = xm}.
He then presents the C∗-algebra associated with Qn,m(T) as a universal C∗-algebra
with certain generators and relation; that is, the unversal C∗-algebra generated by
a unitary U and isometries S1, ..., Sn such that
USi = Si+1 (1 ≤ i ≤ n− 1), USn = S1Um,
n∑
i=1
SiS
∗
i = 1.
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We generalize the notions considered in [24] and [68] and provide an extensive survey.
In Section 2, the necessary background material is provided in order to define
topological quivers and the C∗-algebra associated with a topological quiver. We
then develop a method for determining a presentation of the universal C∗-algebra
and define a notion for a topological quiver isomorphism and prove this morphism
gives an isomorphism between the associated C∗-algebras. Section 3 then contains
the definition of a particular topological quiver, called a topological group relation,
defined using a locally compact group Γ and endomorphisms α and β; that is,
Qα,β(Γ) = (Γ,Ωα,β(Γ), r, s, λ)
where
Ωα,β(Td) = {(x, y) ∈ Γ× Γ
∣∣α(y) = β(x)}.
For instance, if F,G ∈Md(Z) where detF, detG 6= 0, then
QF,G(T)d = (Td,ΩF,G(Td), r, s, λ)
where
ΩF,G(Td) = {(x, y) ∈ Td × Td
∣∣σF (y) = σG(x)}
and σF (e
2piit) = e2piiF t for t ∈ Rd. These topological group relations are a general-
ization of the topological quivers studied in [24] and [68] and they also share many
similar properties with the Cuntz algebra. We also consider many other examples of
topological group relations and also presents the C∗-algebras, OF,G(Td) associated
with QF,G(Td) as a universal C∗-algebra generated by commuting unitaries {Uj}dj=1
and an isometry S satisfying certain relations:
(1) S∗UνS = δν
′
ν ,
(2) U
aj
j S = SU
Gj , for all j = 1, ..., d and
(3) 1 =
∑
ν∈I(F ) U
νSS∗U−ν
where Uν denotes
∏d
j=1 U
νj
j and I(F ) = {ν = (νj) ∈ Z
∣∣ 0 ≤ νj ≤ aj− 1}. In Section
4, we investigate a few properties of C∗-subalgebras of OF,G(Td) while in Section 5,
we examine the spatial structure of OF,G(Td) and present OF,G(Td) as the crossed
product by an endomorphism of a colimit. In [62], Stacey defines the crossed product
by an endomorphism, ρ, as the universal C∗-algebra B oρ N generated by (a copy
of) B and an isometry s such that ρ(b) = sbs∗ for all b ∈ B. Ultimately, it is shown
that
OF,G(Td) = (colimkMNk(C(Td)))oρ N
where the isometry s is, none other than, S.
1.2. Notation. The sets of natural numbers, integers, rationals numbers, real num-
bers and complex numbers will be denoted by N, Z, Q, R, and C, respectively.
Convention: N does not contain zero. Finally, Zp denotes the abelian group Z/pZ =
{0, 1, ..., p− 1 mod p} and T denotes the torus {z ∈ C ∣∣ |z| = 1}. Whenever conve-
nient, view Zp ⊂ T by Zp ∼= {z ∈ T
∣∣ zp = 1}.
For a topological space Y , the closure of Y is denoted Y . Given a locally compact
Hausdorff space X, let C(X) be the continuous complex functions on X, C0(X)
be the continuous complex functions on X vanishing at infinity, and Cc(X) be the
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continuous complex functions on X with compact support. The supremum norm,
denoted || · ||∞, is defined by
||f ||∞ = sup
x∈X
{|f(x)|}
for each continuous map f : X → C. For a continuous function f ∈ Cc(X), denote
the open support of f by osupp f = {x ∈ X ∣∣ f(x) 6= 0} and the support of f by
supp f = osuppf.
For C∗-algebras A and B, A is isomorphic to B will be written A ∼= B; for
example, we use C(Td)⊗MN(C) ∼= MN(C(Td)). Moreover, A⊕n denotes the n-fold
direct sum A⊕· · ·⊕A. Given a group Γ and a ring R, a normal subgroup, N , of Γ is
denoted N Γ and an ideal, I, of R is denoted IR. Note if R is a C∗-algebra then
the term ideal denotes a closed two-sided ideal. Furthermore, End(Γ) (End(R)) and
Aut(Γ) (Aut(R)) denotes the set of endomorphisms of Γ (R) and automorphisms of
Γ (R), respectively. For a map γ : Γ → Aut(A), the fixed point set is denoted Aγ
and defined by
Aγ = {a ∈ A ∣∣ γ(g)(a) = a for each g ∈ Γ}.
Let α ∈ C(X) then α# ∈ End(C(X)) denotes the endomorphism of C(X) defined
by
α#(f) = f ◦ α for each f ∈ C(X).
Let S be a set and define the Kronecker delta function δ : S × S → {0, 1} by
δrs := δ(s, r) =
{
0 if s 6= r
1 if s = r
.
2. Preliminairies
2.1. Hilbert C∗-modules.
Definition 2.1. [48] If A is a C∗-algebra, then a (right) Hilbert A-module is a
Banach space EA together with a right action of A on EA and an A-valued inner
product 〈·, ·〉A satisfying
(1) 〈ξ, ηa〉A = 〈ξ, η〉Aa
(2) 〈ξ, η〉A = 〈η, ξ〉∗A
(3) 〈ξ, ξ〉 ≥ 0 and ||ξ|| = ||〈ξ, ξ〉1/2A ||A
for all ξ, η ∈ EA and a ∈ A (if the context is clear, we denote EA simply by E).
For Hilbert A-modules E and F , call a function T : E → F adjointable if there is a
function T ∗ : F → E such that 〈T (ξ), η〉A = 〈ξ, T ∗(η)〉A for all ξ ∈ E and η ∈ F . Let
L(E ,F) denote the set of adjointable (A-linear) operators from E to F . If E = F ,
then L(E) := L(E , E) is a C∗-algebra. Let K(E ,F) denote the closed two-sided ideal
of compact operators given by
K(E ,F) := span{θE,Fξ,η
∣∣ ξ ∈ E , η ∈ F}
where
θE,Fξ,η (ζ) = ξ〈η, ζ〉A for each ζ ∈ E .
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Similarly, K(E) := K(E , E) and θEξ,η (or θξ,η if understood) denotes θE,Eξ,η . For Hilbert
A-module E , the linear span of {〈ξ, η〉 ∣∣ ξ, η ∈ E}, denoted 〈E , E〉, once closed is a
two-sided ideal of A. Note that E〈E , E〉 is dense in E . The Hilbert module E is called
full if 〈E , E〉 is dense in A. The Hilbert module AA refers to the Hilbert module A
over itself, where 〈a, b〉 = a∗b for all a, b ∈ A.
An algebraic generating set for E is a subset {ui}i∈I ⊂ E for some indexing set I
such that E equals the linear span of {ui · a
∣∣ i ∈ I, a ∈ A}.
Definition 2.2. [37] A subset {ui}i∈I ⊂ E is called a basis provided the following
reconstruction formula holds for all ξ ∈ E :
ξ =
∑
i∈I
ui · 〈ui, ξ〉 (in E , || · ||.)
If 〈ui, uj〉 = δji as well, call {ui}i∈I an orthonormal basis of E .
Remark 2.3. The preceding definition is in accordance with the finite version in
[37], but many other versions exist such as in [24] where {ui}ni=1 is called a finite
Parseval frame, or in [68] where this is taken as the definition for finitely generated.
There has been substantial work done on similar frames (see [32]).
Definition 2.4. [10, 11] IfA andB are C∗-algebras, then anA−B C∗-correspondence
E is a right Hilbert B-module EB together with a left action of A on E given by a
∗-homomorphism φA : A → L(E), a · ξ = φA(a)ξ for a ∈ A and ξ ∈ E . We may
occasionally write, AEB to denote an A − B C∗-correspondence and φ instead of
φA. Furthermore, if A1EB1 and A2FB2 are C∗-correspondences, then a morphism
(pi1, T, pi2) : E → F consists of ∗-homomorphisms pii : Ai → Bi and a linear map
T : E → F satisfying
(i) pi2(〈ξ, η〉A2) = 〈T (ξ), T (η)〉B2
(ii) T (φA1(a1)ξ) = φB1(pi1(a1))T (ξ)
(iii) T (ξ)pi2(a2) = T (ξa2)
for all ξ, η ∈ E and ai ∈ Ai.
Notation 2.5. When A = B, we refer to AEA as a C∗-correspondence over A. For
E a C∗-correspondence over A and F a C∗-correspondence over B, a morphism
(pi, T, pi) : E → F will be denoted by (T, pi).
Definition 2.6. [56] If F is the Hilbert module CCC where C is a C∗-algebra with
the inner product 〈x, y〉B = x∗y then call a morphism (T, pi) : AEB → C of Hilbert
modules a representation of AEB into C.
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Remark 2.7. Note that a representation of AEB need only satisfying (i) and (ii) of
definition 2.4 as it was unnecessary to require (iii) since
||T (ξ)pi(a)− T (ξa)||2 = ||(T (ξ)pi(a)− T (ξa))∗(T (ξ)pi(a)− T (ξa))||
= ||pi(a)∗T (ξ)∗T (ξ)pi(a)− T (ξa)∗T (ξ)pi(a)
− pi(a)∗T (ξ)∗T (ξa) + T (ξa)∗T (ξa)||
= ||pi(a∗〈ξ, ξ〉a− 〈ξa, ξ〉a− a∗〈ξ, ξa〉+ 〈ξa, ξa〉)||
= ||pi(a∗〈ξ, ξ〉a− a∗〈ξ, ξ〉a− a∗〈ξ, ξ〉a+ a∗〈ξ, ξ〉a)|| = 0
by condition (i).
A morphism of Hilbert modules (T, pi) : E → F yields a ∗-homomorphism ΨT :
K(E)→ K(F) by
ΨT (θ
E
ξ,η) = θ
F
T (ξ),T (η)
for ξ, η ∈ E and if (S, σ) : D → E , and (T, pi) : E → F are morphisms of Hilbert
modules then ΨT ◦ ΨS = ΨT◦S. In the case where F = B a C∗-algebra, we may
first identify K(B) as B, and a representation (T, pi) of E in a C∗-algebra B yields
a ∗-homomorphism ΨT : K(E)→ B given by
ΨT (θξ,η) = T (ξ)T (η)
∗.
Definition 2.8. [56] For a C∗-correspondence E over A, denote the ideal φ−1(K(E))
of A by J(E), and let JE = J(E)∩ (kerφ)⊥ where (kerφ)⊥ is the ideal {a ∈ A
∣∣ ab =
0 for all b ∈ kerφ} . If AEA and BFB are C∗-correspondences over A and B re-
spectively and K  J(E), a morphism (T, pi) : E → F is called coisometric on K
if
ΨT (φA(a)) = φB(pi(a))
for all a ∈ K, or just coisometric, if K = J(E).
Notation 2.9. We denote C∗(T, pi) to be the C∗-algebra generated by T (E) and
pi(A) where (T, pi) : E → B is a representation of AEA in a C∗-algebra B. Further-
more, if ρ : B → C is a ∗-homomorphism of C∗-algebras, then ρ ◦ (T, pi) denotes the
representation (ρ ◦ T, ρ ◦ pi) of E .
Definition 2.10. [56] A morphism (TE , piE) coisometric on an ideal K is said to be
universal if whenever (T, pi) : E → B is a representation coisometric on K, there
exists a ∗-homomorphism ρ : C∗(TE , piE) → B with (T, pi) = ρ ◦ (TE , piE). The
universal C∗-algebra C∗(TE , piE) is called the relative Cuntz-Pimsner algebra of E
determined by the ideal K and denoted by O(K, E). If K = 0, then O(K, E) is
denoted by T (E) and called the universal Toeplitz C∗-algebra for E . We denote
O(JE , E) by OE .
In [38], Katsura provides a sufficient condition to guarantee the nuclearity of the
Cuntz-Pimsner algebra OE :
Proposition 2.11. [38, Corollary 7.4] Let E be a C∗-correspondence over C∗-algebra
A. If A is nuclear, then OE is nuclear.
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2.2. Topological Quivers. Many C∗-algebras are achieved as graph C∗-algebras
[43, 51] such as 0, Cd (d ∈ N), Mn(C) (n ∈ N), K (the compact operators on a
separable Hilbert space), the Cuntz algebras On (n ∈ N) and the Toeplitz Algebra
T . It was proven in [25] for sinkless graph G and generalized in [8] that C∗(G) is a
(relative) Cuntz-Pimsner algebra.
A certain notion of “continuous graph C∗-algebra” exists when X and E are
infinite (perhaps nondiscrete) sets, yet a few extra manageable properties for X,
and E are needed. This notion is what is called a topological quiver which may be
found in [9, 10, 11, 56].
Definition 2.12. [56] A topological quiver (or topological directed graph) Q =
(X,E, Y, r, s, λ) is a diagram
EX Y..........................................
s
.........................................
.r
where X,E, and Y are second countable locally compact Hausdorff spaces, r and
s are continuous maps with r open, along with a family λ = {λy|y ∈ Y } of Radon
measures on E satisfying
(1) supp λy = r
−1(y) for all y ∈ Y , and
(2) y 7→ λy(f) =
∫
E
f(α)dλy(α) ∈ Cc(Y ) for f ∈ Cc(E).
If X = Y then write Q = (X,E, r, s, λ) in lieu of (X,E,X, r, s, λ).
Remark 2.13. It is important to remark that in the literature pertaining to graph
C∗-algebras and their generalizations, various authors interchange the roles of the
maps r and s in their definitions. Definition 2.12 agrees with that used in most
papers on graph C∗-algebras (cf. [2, 3, 7, 9, 10, 46, 47, 56]). However, Definition 2.12
differs from that used in the higher rank graph algebras of Kumjian and Pask [44, 45]
and from that used in the topological graph algebras of Katsura [39, 40, 41, 42] where
Katsura uses the term topological graph to denote a more restrictive concept.
Given a topological quiver Q = (X,E, Y, r, s, λ), one may associate a correspon-
dence EQ of the C∗-algebra C0(X) to the C∗-algebra C0(Y ). Define left and right
actions
(a · ξ · b)(e) = a(s(e))ξ(e)b(r(e))
by C0(X) and C0(Y ) respectively on Cc(E). Furthermore, define the Cc(Y )-valued
inner product
〈ξ, η〉(y) =
∫
r−1(y)
ξ(α)η(α)dλy(α)
for ξ, η ∈ Cc(E), y ∈ Y, and let EQ be the completion of Cc(E) with respect to the
norm
||ξ|| = ||〈ξ, ξ〉1/2||∞ = ||λy(|ξ|2)||1/2∞ .
Definition 2.14. Given topological quiver Q over a space X, define the C∗-algebra,
C∗(Q) associated with Q to be the Cuntz-Pimnser C∗-algebra OEQ of the correspon-
dence EQ over A = C0(X).
Proposition 2.15. [53, Proposition 2.21] If the left action, φ, is injective, then the
universal map iA : A→ OEQ is injective.
8 SHAWN J. McCANN
Proposition 2.16. C∗(Q) is nuclear for any topological quiver Q.
Proof. Since abelian C∗-algebras are nuclear, so is A = C0(X) and hence by Propo-
sition 2.11, C∗(Q) is nuclear.

Example 2.17.
(1) Let G = (X,E, r, s) be a directed graph and let λy be counting measure on
r−1(y). Then G along with this family of Radon measures λ on E becomes
a topological quiver Q = (X,E, r, s, λ). As we have already mentioned,
C∗(G) ∼= C∗(Q).
(2) In [39], Katsura uses topological graph G = (X,E, r, d) to be the more
restrictive situation using two continuous maps r, d : E → X with d a local
homeomorphism. We may set λx to be counting measure on d
−1(x) since
d−1(x) must be a discrete space. Then Q = (X,E, d, r, λ) is a topological
quiver. Furthermore, Katsura defines an associated C∗-algebra C∗(G) which
is isomorphic to C∗(Q) [39, Definition 2.9 and Definition 2.10].
(3) In [7], Brenken defines a C∗-algebra associated to a closed relation, α ⊂ X×
X, on a topological space X with pii the usual projection map onto the i-th
coordinate. There is a Radon measure µx such that supp µx = pi
−1
2 (x) for all
x ∈ X. The Cuntz-Pimsner algebra of the associated correspondence, C∗(α)
is isomorphic to C∗(Q) where Q is the topological quiver (X,α, pi2, pi1, µ).
Such topological quivers are referred to as topological relations.
Theorem 2.18. Let Q = (X,E, r, s, λ) be a topological quiver with X compact. If
EQ has a finite orthonormal basis {ui}ni=1 ⊂ Cc(E) and φ is injective then C∗(Q) is
the universal C∗-algebra generated by C(X) and elements {Sξ}ξ∈I, where I is the
module generated by {ui}ni=1, satisfying the relations:
(1) Sαξ+βη = αSξ + βSη,
(2) a · Sξ · b = Sa·ξ·b,
(3) S∗uiSuj = δ
j
i 1 ∈ C(X), and
(4)
∑n
i=1 SuiS
∗
ui
= 1
for all α, β ∈ C, a, b ∈ C(X) and ξ, η ∈ I. Moreover, the Toeplitz-Pimsner algebra
T (Q) := T (EQ) is the universal C∗-algebra satisfying (1)-(3).
Proof. Let A be the universal C∗-algebra generated by C(X) and {Sξ
∣∣ ξ ∈ I}
satisfying the relations:
(1) Sαξ+βη = αSξ + βSη,
(2) a · Sξ · b = Sa·ξ·b,
(3) S∗uiSuj = δ
j
i 1, and
(4)
∑n
i=1 SuiS
∗
ui
= 1
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for all α, β ∈ C, a, b ∈ C(X) and ξ, η ∈ I. To show the existence of A, calculate
||Sξ|| = ||S∑ni=1 ui〈ui,ξ〉||
= ||
n∑
i=1
Sui〈ui, ξ〉||
≤
n∑
i=1
||Sui ||||〈ui, ξ〉||∞
for each ξ ∈ I and furthermore, ||Sui ||2 = ||S∗uiSui || = 1. Since ||〈ui, ξ〉||∞ is bounded
in C(X), A exists as a universal C∗-algebra.
Now if a ∈ C(X) then
n∑
i=1
θa·ui,ui(ξ)(e) =
n∑
i=1
(a · ui)〈ui, ξ〉(e) = a(s(e))ξ(e) = (φ(a)ξ)(e);
that is, J(EQ) = C(X). Then let (Tu, piu) be the universal representation of EQ in
C∗(Q) coisometric on JEQ = J(EQ) (since φ is injective.) Setting Sξ = Tu(ξ), we
have Sαξ+βη = αSξ + βSη, a · Sξ · b = Sa·ξ·b, and S∗uiSuj = 〈ui, uj〉 = δji 1 for all
α, β ∈ C, a, b ∈ C(X) and ξ, η ∈ I. Finally, the reconstruction formula can easily
be rewritten as
n∑
i=1
θui,ui = 1 ∈ C(X) = JEQ ;
hence, (4) is evident. Thus, there exists a homomorphism ρ : A → C∗(Q) such that
Sξ 7→ Tu(ξ)
and
a 7→ piu(a)
for each ξ ∈ I and a ∈ C(X).
Conversely, given {Sξ}ξ∈I satisfying (1)-(4), we construct a coisometric represen-
tation (T, pi) of EQ into A; that is, let T (ξ) = Sξ for each ξ ∈ EQ(= I, since {ui}ni=1
is a basis) and let pi be the inclusion of C(X) into the universal C∗-algebra stated
above. With this in mind, (1) and (2) imply that T is a linear map that satisfies
T (a · ξ · b) = a · T (ξ) · b.
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Furthermore, if ξ, η ∈ EQ then
T (ξ)∗T (η) = T (
n∑
i=1
ui〈ui, ξ〉)∗T (
n∑
j=1
uj〈uj, η〉)
= [
n∑
i=1
〈ξ, ui〉S∗ui ][
n∑
j=1
Suj〈uj, η〉]
=
n∑
i=1
〈ξ, ui〉〈ui, η〉 =
n∑
i=1
〈ui〈ui, ξ〉, η〉
= 〈
n∑
i=1
ui〈ui, ξ〉, η〉 = 〈ξ, η〉.
Finally, if a ∈ C(X) then
ΨT (φ(a)) = ΨT (
n∑
i=1
θa·ui,ui) =
n∑
i=1
Sa·uiS
∗
ui
= a
n∑
i=1
SiS
∗
i = a.
Thus, ΨT (φ(a)) = a and hence, (T, pi) is coisometric. Thus, there exist a homomor-
phism τ : C∗(Q)→ A such that τ ◦ (Tu, piu)→ (T, pi) where (Tu, piu) is the universal
coisometric representation of EQ in C∗(Q). Thus,
τ ◦ ρ(Sξ) = τ(Tu(ξ)) = T (ξ) = Sξ
and
τ ◦ ρ(a) = τ(piu(a)) = pi(a) = a
for each ξ ∈ EQ and a ∈ A; that is, ρ and τ are isomorphisms.

Remark 2.19. The existence of a basis {ui}ni=1 forces
∑n
i=1 θui,ui = 1 and hence, X
must be compact and φ must be injective.
2.3. Topological Quiver Isomorphisms. A notion for a topological quiver iso-
morphism based on the definition of a directed graph isomorphism is introduced.
Definition 2.20. Let Q = (X,E, Y, r, s, λ) and Q′ = (X ′, E ′, Y ′, r′, s′, λ′) be topo-
logical quivers. If there exist homeomorphisms ϕ1 : X → X ′, ϕ2 : Y → Y ′,
and ψ : E → E ′ where ψ is measurable and there exists a family of constants
{hy > 0
∣∣ y ∈ Y } such that
(1) ϕ1(s(e)) = s
′(ψ(e))
(2) ϕ2(r(e)) = r
′(ψ(e))
(3) λ′ϕ(y)(B) =
∫
B
hy d(λy ◦ ψ−1)
for each e ∈ E, measurable B ⊆ E and y ∈ Y, then say Q and Q′ are isomorphic
and write Q ∼= Q′.
Remark 2.21. Recall that a measurable map ψ : E → E ′ is one that satisfies
ψ−1(B′) is measurable in E for each measurable subset B′ ⊆ E ′ (see [67].) For any
homeomorphism ψ : E → E ′ and compact K ⊂ E ′, assume ψ−1(K) is covered by
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the open collection {Ui}i∈I . Then ψ−1(K) ⊂ ∪i∈IUi implies K ⊂ ∪i∈Iψ(Ui). Hence,
K is covered by the open sets ψ(Ui) and so, K ⊂ ∪nj=1ψ(Uij) for some open subcover
{ψ(Uij)}nj=1. Finally, ψ−1(K) ⊂ ∪nj=1Uij ; that is, ψ−1(K) is compact and thus, ψ is
a proper map. Note assuming ψ is open, injective and continuous is enough to show
that ψ is a proper map.
Theorem 2.22. Let Q = (X,E, r, s, λ) and Q′ = (X ′, E ′, r′, s′, λ′) be topological
quivers. If Q ∼= Q′ by (ϕ, ψ, h), then O(K, EQ) ∼= O(K ′, EQ′) for any closed ideal
K ′ of J(EQ) where K = ϕ#(K ′); that is, given a homeomorphism ϕ : X → X ′, a
measurable homeomorphism ψ : E → E ′ and a family of constants {hy > 0
∣∣ y ∈ X}
satisfying
(1) ϕ1(s(e)) = s
′(ψ(e))
(2) ϕ2(r(e)) = r
′(ψ(e))
(3) λ′ϕ(y)(B) =
∫
B
hy d(λy ◦ ψ−1)
for each e ∈ E, measurable B ⊆ E and y ∈ Y , then O(K, EQ) ∼= O(K ′, EQ′).
Proof. Define T0 : Cc(E
′)→ Cc(E) and pi : C0(X ′)→ C0(X) by
T0(ξ
′)(e) = h1/2r(e)ξ
′(ψ(e)) and pi(a′) = a′ ◦ ϕ
for all ξ′ ∈ Cc(E ′) and a′ ∈ C0(X ′). Since ψ is proper, T0(ξ′) ∈ Cc(E) for each
ξ′ ∈ Cc(E ′). For ξ′, η′ ∈ Cc(E ′), α, β ∈ C and e ∈ E,
T0(αξ
′ + βη′)(e) = h1/2r(e)(αξ
′ + βη′)(ψ(e))
= h
1/2
r(e)(αξ
′(ψ(e)) + βη′(ψ(e)))
= αh
1/2
r(e)ξ
′(ψ(e)) + βh1/2r(e)η
′(ψ(e))
= (αT0(ξ
′) + βT0(η′))(e);
that is, T0 is a linear map, and hence there exists a lift to a linear map T : EQ′ → EQ
such that T
∣∣
Cc(E′) = T0. We now claim that (T, pi) is a coisometric morphism of
correspondence EQ′ to correspondence EQ.
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To see this claim, let y ∈ X, e ∈ E, ξ′, η′ ∈ Cc(E ′) and a′ ∈ C0(X ′):
(1) pi(〈ξ′, η′〉)(y) = 〈ξ′, η′〉(ϕ(y)) =
∫
ξ′(e′)η′(e′) dλ′ϕ(y)(e
′)
=
∫
(ξ′ ◦ ψ)(ψ−1(e′))(η′ ◦ ψ)(ψ−1(e′))hr(e) d(λy ◦ ψ−1)(e′)
=
∫
h
1/2
r(e)(ξ
′ ◦ ψ)(e0)h1/2r(e)(η′ ◦ ψ)(e0) dλy(e0)
= 〈T (ξ′), T (η′)〉(y)
(2) T (ξ′ · a′)(e) = h1/2r(e)(ξ′ · a′)(ψ(e))
= h
1/2
r(e)(ξ
′ ◦ ψ)(e)(a′(r′(ψ(e))))
= T (ξ′)(e)(a′ ◦ ϕ)(r(e))
= T (ξ′)pi(a′)(e)
and similarly,
(3) T (φ(a′)ξ′)(e) = pi(a′)T (ξ′)(e).
Finally, (4) Suppose a′ ∈ J(EQ′) = (φ′)−1(K(EQ′)). Then for every  > 0, there exist
θ of the form
θ =
n∑
k=1
θξ′k,η′k ∈ K(EQ′)
where ξ′k, η
′
k ∈ Cc(E ′) such that ||θ−φ′(a′)|| < . To show that (T, pi) is coisometric,
it is enough to show that ΨT (φ
′(a′)) = φ(pi(a′)) for all a′ = θξ′,η′ where ξ′, η′ ∈ Cc(E ′).
To this end, let ζ ∈ Cc(E) and e ∈ E. Then
φ(pi(θξ′,η′))ζ(e) = (θξ′,η′ ◦ ϕ)(s(e))ζ(e) = θξ′,η′(s(ψ(e)))ζ(e)
= (θξ′,η′ · (ζ ◦ ψ−1))(ψ(e)) = ξ′〈η′, ζ ◦ ψ−1〉(ψ(e))
= ξ′(ψ(e))
∫
η′(e′)(ζ ◦ ψ−1)(e′) dλ′r′(ψ(e))(e′)
= ξ′(ψ(e))
∫
(η′ ◦ ψ)(ψ−1(e′))(ζ ◦ ψ−1)(e′) dλ′ϕ(r(e))(e′)
= ξ′(ψ(e))
∫
(η′ ◦ ψ)(ψ−1(e′))(ζ ◦ ψ−1)(e′) dλr(e)(ψ−1(e′))
= ξ′(ψ(e))
∫
(η′ ◦ ψ)(e0)ζ(e0)hr(e) dλr(e)(e0))
= h
1/2
r(e)(ξ
′ ◦ ψ)(e)〈h1/2r(e)(η′ ◦ ψ), ζ〉(r(e))
= T (ξ′) · 〈T (η′), ζ〉(e)
= φ′(θT (ξ′),T (η′))ζ(e)
= ΨT (φ
′(θξ′,η′))ζ(e).
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Hence, (T, pi) is coisometric.
Now take the universal representations (TK , piK) and (TK′ , piK′) that are coisomet-
ric on K = ϕ#(K ′) = pi(K ′) and K ′, respectively. First, we need to show that K
is a closed ideal of J(EQ). Note it is easy to see that pi(a) ∈ φ−1(K(EQ)) for each
a ∈ J(EQ′) from the long calculation above and so, pi(J(EQ′)) ⊆ J(EQ). Furthermore,
since Cc(E) is in the image of T , we must have J(EQ) = pi(J(EQ′)). If a ∈ J(EQ) and
b ∈ K, then there exist a′ ∈ J(EQ′) and b′ ∈ K ′ such that a = pi(a′) and b = pi(b′).
So
ab = pi(a′b′) ∈ pi(K ′) = K.
Likewise for ba ∈ K and closure follows from the fact that ϕ is a homeomorphism.
We now claim that (TK , piK)◦(T, pi) is a morphism that is coisometric onK ′. To see
this, let φK be the left action homomorphism and a
′ ∈ K ′, then pi(a′) = ϕ#(a′) ∈ K
and
ΨTK◦T (φ
′(a′)) = ΨTK (φ(pi(a
′))) = φK(piK ◦ pi(a′)).
Now by the universal property of (TK′ , piK′), there exists a ∗-homomorphism ρ :
O(K ′, EQ′)→ O(K, EQ) satisfying
(TK , piK) ◦ (T, pi) = ρ ◦ (TK′ , piK′).
We may do precisely the same with (T−1, pi−1) : EQ → EQ′ defined by T−10 (ξ)(e′) =
h
−1/2
r′(e′)(ξ ◦ ψ−1)(e′) for each e′ ∈ E ′ and ξ ∈ Cc(E) with the lift T−1 : EQ → EQ′ sat-
isfying T−1
∣∣
Cc(E) = T
−1
0 . Also, pi
−1(a) = a ◦ ϕ−1 for each a ∈ C0(X). Furthermore,
note K ′ = (ϕ−1)#(K). Thus, by the universal property of (TK , piK), there exists a
∗-homomorphism τ : O(K, EQ)→ O(K ′, EQ′) satisfying
(TK′ , piK′) ◦ (T−1, pi−1) = τ ◦ (TK , piK)
and we note ρ◦ τ = idO(K,EQ) and τ ◦ρ = idO(K′,EQ′ ). Hence, O(K, EQ) ∼= O(K ′, EQ′).

Corollary 2.23. With the notation of Theorem 2.22, if Q ∼= Q′ then T (Q) ∼= T (Q′)
and C∗(Q) ∼= C∗(Q′).
Proof. We need only show pi(JEQ′ ) = JEQ . So given any b ∈ kerφ, ξ′ ∈ EQ′ and
e′ ∈ E ′,
φ′(b ◦ ϕ−1)ξ′(e′) = b(ϕ−1(s′(e′)))ξ′(e′)
= b(s(ψ−1(e′)))(ξ′ ◦ ψ)(ψ−1(e′))
= b · (ξ ◦ ψ)(ψ−1(e′)) = 0
since φ(b) = 0, and so b ◦ ϕ−1 ∈ kerφ′. Furthermore, for each a′ ∈ JEQ′ ,
φ(pi(a′))b = (a′ ◦ ϕ)b = (a(b ◦ ϕ−1)) ◦ ϕ = 0.
Hence, pi(a) ∈ (kerφ′)⊥ and recall from the proof of the previous theorem that
pi(J(EQ′)) = J(EQ), so pi(JEQ′ ) ⊆ JEQ . Conversely, let a ∈ JEQ . Then there exists
a′ ∈ J(EQ′) such that pi(a′) = a, and given any b′ ∈ kerφ′,
pi(a′b′) = api(b′) = 0
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since pi(b′) ∈ kerφ. To see this, let ξ ∈ EQ and e ∈ E. Then
φ(pi(b′))ξ(e) = b′(ϕ(s(e)))ξ(e)
= b′(s′(ψ(e)))(ξ ◦ ψ−1)(ψ(e))
= φ′(b′)(ξ ◦ ψ−1)(ψ(e)) = 0 (since b′ ∈ kerφ′.)
Hence, a′b′ = 0 and thus, a′ ∈ (kerφ′)⊥, as desired.

3. Topological Group Quivers
3.1. Definitions. We now investigate a particular class of topological quivers re-
lated to a locally compact group and then form and study its associated C∗-algebra.
This construction leads us to many interesting results including a presentation of
the C∗-algebra, and the spatial structure of the C∗-algebra.
Definition 3.1. Let Γ be a (second countable) locally compact group and let α, β ∈
End(Γ) be continuous. Define the closed subgroup, Ωα,β(Γ), of Γ× Γ,
Ωα,β(Γ) = {(x, y) ∈ Γ× Γ
∣∣α(y) = β(x)}
and let Qα,β(Γ) = (Γ,Ωα,β(Γ), r, s, λ) where r and s are the group homomorphisms
defined by
r(x, y) = x and s(x, y) = y
for each (x, y) ∈ Ωα,β(Γ) and λx for x ∈ Γ is the measure on
r−1(x) = {x} × α−1(β(x))
defined by
λx(B) = µ(y
−1s(B ∩ r−1(x)) ∩ kerα) (for any y ∈ α−1(β(x)))
for each measurable B ⊆ Ωα,β(Γ) where µ is a left Haar measure (normalized if
possible) on r−1(1Γ) = {1}×kerα (a closed normal subgroup of Γ×Γ; hence, a locally
compact group). Note if r−1(x) = ∅ then α−1(β(x)) = ∅ and so λx = 0. This measure
is well-defined. If y1, y2 ∈ α−1(β(x)) then y−12 y1 ∈ kerα and y−12 y1 kerα = kerα.
Hence,
µ(y−11 s(B ∩ r−1(x)) ∩ kerα) = µ(y−12 y1[y−11 s(B ∩ r−1(x)) ∩ kerα])
= µ([y−12 y1y
−1
1 s(B ∩ r−1(x))] ∩ [y−12 y1 kerα])
= µ(y−12 s(B ∩ r−1(x)) ∩ kerα)
for each measurable B ⊆ Ωα,β(Γ).
Furthermore, let x ∈ Γ. If y ∈ α−1(β(x)) 6= ∅ then for any y0 ∈ α−1(β(x)),
α(y−1y0) = α(y)−1α(y0) = β(x)−1β(x) = 1Γ;
hence, y−1y0 ∈ kerα and y0 = yy−1y0 ∈ y kerα. So α−1(β(x)) ⊆ y kerα and if
y0 = yz for some z ∈ kerα, then α(y0) = α(yz) = α(y) = β(x). Thus, α−1(β(x)) =
y kerα. So if r−1(x) = ∅ then supp λx = ∅ = r−1(x) and if (x, y) ∈ r−1(x) then
supp λx = {x} × y kerα = {x} × α−1(β(x)) = r−1(x).
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Moreover, the map
x 7→
∫
r−1(x)
f(e) dλx(e) =
∫
kerα
f(x, yz) dµ(z)
has (closed) support contained in r(supp f) (which is compact for each f ∈ Cc(Ωα,β(Γ)).)
Finally, the combined facts that α and β are continuous endomorphisms (hence, open
maps) and f has compact support guarantees that this map is continuous.
CallQα,β(Γ) a topological group relation. Define Eα,β(Γ) to be the C0(Γ)-correspondence
EQα,β(Γ) and form the Cuntz-Pimsner algebra
Oα,β(Γ) := C∗(Qα,β(Γ)) = O(JEα,β(Γ), Eα,β(Γ))
and the Toeplitz-Pimsner algebra
Tα,β(Γ) := T (Qα,β(Γ)).
Remark 3.2. It will be implicitly assumed that Γ is second countable. Furthermore,
since Γ is locally compact Hausdorff, r−1(x) is closed and locally compact. Moreover,
whenever r is a local homeomorphism, r−1(x) is discrete and hence, λx is counting
measure (normalized when | kerα| <∞.)
Further note the nomenclature “topological group relation” is chosen because the
topological quiver Qα,β(Γ) is a topological relation as introduced in [7].
Remark 3.3. By Theorem 2.22, we see that the resulting C∗-algebra is independent
of the left Haar measure chosen, since any two such left Haar measures will satisfy
µ = cµ′ for some c > 0. Thus we may solely regard the normalized left Haar measure
when available.
Lemma 3.4. If Γ is a compact group and α is a continuous endomorphism on Γ,
then kerα is either finite or an uncountable perfect compact set.
Proof. Assume kerα = {zi}i∈I is not finite. Then since Γ is compact and kerα is
the preimage of a closed set, kerα is compact. Furthermore, let lim zn = z ∈ kerα
where {zn 6= z}n∈N is a convergent subsequence. Then, for any y ∈ kerα,
y = lim
n
yz−1zn
but y 6= yz−1zn for all n, so kerα is a perfect set. The Baire Category Theorem
implies any perfect compact space must be uncountable.

We will be mainly concerned with examples where kerα is finite, but we shall give
a non-trivial example when | kerα| = ∞ in a later subsection. If | kerα| < ∞ and
y ∈ α−1(β(x)) then
|r−1(x)| = |{x} × α−1(β(x))| = |α−1(β(x))| = {y kerα} = | kerα| <∞.
Hence, the inner product on Eα,β(Γ) becomes
〈ξ, η〉(x) = 1| kerα|
∑
α(y)=β(x)
ξ(x, y)η(x, y).
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Moreover, one may inquire,“When is Qα,β(Γ) sourceless/sinkless?” This is, in fact,
quite easy to see. We note r(Ωα,β(Γ)) = α
−1(β(Γ)) and s(Ωα,β(Γ)) = β−1(α(Γ)).
Hence, Qα,β(Γ) is sourceless (or sinkless) if and only if α
−1(β(Γ)) = Γ (or β−1(α(Γ)) =
Γ.) In particular, Qα,β(Γ) is sinkless and sourceless if α and β are surjective.
Given a continuous function ω : Γ → (0,∞), define a family of Radon measures
{λωx
∣∣x ∈ Γ} by
λωx(B) =
∫
B
ω(s(e)) dλx(e)
for each measurable B ⊂ Ωα,β(Γ) and let
||ξ||2ω := ||λωx(ξ)||∞ = sup
x∈Γ
{
∫
ω(s(e))|ξ|2(e) dλx(e)}
for each ξ ∈ Eα,β(Γ).
Lemma 3.5. Let Γ be a compact group. Then || · ||ω is an equivalent norm of || · ||.
Proof. First, || · ||ω is a seminorm and there exist m,M > 0 such that 0 < m ≤
ω(x) ≤M for each x ∈ Γ. Thus,
||ξ||2ω = sup
x∈Γ
{
∫
ω(s(e))|ξ|2(e) dλx(e)} ≤M sup
x∈Γ
{
∫
|ξ|2(e) dλx(e)} = M ||ξ||2
for each ξ ∈ Eα,β(Γ).
On the other hand, given ξ ∈ Eα,β(Γ) there exists x0 ∈ Γ such that ||ξ||2 =
〈ξ, ξ〉(x0). So
||ξ||2ω ≥ λωx0(ξ) =
∫
ω(s(e))|ξ|2(e) dλx0(e)
≥ m
∫
|ξ|2(e) dλx0(e)
= m〈ξ, ξ〉(x0)
= m||ξ||2.
Thus, m||ξ||2 ≤ ||ξ||2ω ≤M ||ξ||2 for each ξ ∈ Eα,β(Γ).
If ||ξ||ω = 0 then m||ξ||2 ≤ 0 ≤M ||ξ||2. So ||ξ|| = 0 and thus, ξ = 0. Hence, || · ||ω
is a norm.

Lemma 3.6. Suppose Γ is a compact group and α, β ∈ End(Γ) are continuous
such that α has finite kernel. Then the norm given by the inner product, || · ||,
is equivalent to the sup-norm and C(Ωα,β(Γ)) is complete with respect to || · ||.
Moreover, Eα,β(Γ) = C(Ωα,β(Γ)) is a full correspondence .
Proof. Note first that Ωα,β(Γ) is a closed subset of the compact set Γ × Γ, hence
Ωα,β(Γ) is compact. Note
|r−1(x)| =
{
| kerα| if r−1(x) 6= ∅
0 if r−1(x) = ∅ <∞
C∗-ALGEBRAS ASSOCIATED WITH TOPOLOGICAL GROUP QUIVERS I 17
for each x ∈ Γ and so for Γ0 = {x ∈ Γ
∣∣ r−1(x) 6= ∅},
||ξ||2 = ||〈ξ, ξ〉||∞
= max
x∈Γ
{
∫
r−1(x)
|ξ|(e) dλx(e)}
= max
Γ0
{ 1| kerα|
∑
α(y)=β(x)
|ξ|2(x, y)}
=
1
| kerα|
∑
z∈kerα
max
x∈Γ0
{|ξ|2(x, yxz)} for any yx ∈ α−1(β(x)) (per x ∈ Γ0)
≤ 1| kerα|
∑
z∈kerα
max
e∈Ωα,β(Γ)
{|ξ|2(e)}
= ||ξ||2∞.
Next, 1| kerα|
∑
z∈kerα |ξ|2(x, yz) ≤ ||ξ||2 for each x ∈ Γ and y ∈ α−1(β(x)). Thus,
|ξ|2(x, y) ≤ | kerα|||ξ||2 for each (x, y) ∈ Ωα,β(Γ) and so,
1
| kerα| ||ξ||
2
∞ ≤ ||ξ||2 ≤ ||ξ||2∞.
Since C(Ωα,β(Γ)) is complete with respect to the sup-norm, we have that C(Ωα,β(Γ))
is complete with respect to the norm given by the inner product.
Finally, note that Eα,β(Γ) is full since given any a ∈ C(Γ), it is possible to define
ξ, η ∈ C(Ωα,β(Γ)) by ξ(x, y) = 1 and η(x, y) = a(x) for (x, y) ∈ Ωα,β(Γ) and note
〈ξ, η〉(x) =
∫
ξ(e)η(e) dλx(e) = a(x).

Remark 3.7. The assertion in the previous lemma concerning the full Hilbert mod-
ule Eα,β(Γ) remains true for infinite kernel. The proof is identical.
In many cases one can simplify α and β and yet preserve the structure of the
topological quiver and hence, the resulting C∗-algebra.
Proposition 3.8. Let σ ∈ Aut(Γ) be continuous. Then
Qα,β(Γ) ∼= Qσ◦α,σ◦β(Γ) and Qα,β(Γ) ∼= Qα◦σ,β◦σ(Γ).
Thus,
Oα,β(Γ) ∼= Oσ◦α,σ◦β(Γ), Oα,β(Γ) ∼= Oα◦σ,β◦σ(Γ),
Tα,β(Γ) ∼= Tσ◦α,σ◦β(Γ) and Tα,β(Γ) ∼= Tα◦σ,β◦σ(Γ).
Proof. This is, in fact, a corollary of Theorem 2.22. For the first isomorphism, use
ϕ = idΓ and ψ = idΩα,β(Γ) while noting
(x, y) ∈ Ωα,β(Γ) if and only if (x, y) ∈ Ωσ◦α,σ◦β(Γ).
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Then ϕ(s(e)) = s(ψ(e)), ϕ(r(e)) = r(ψ(e)) for all e ∈ Ωα,β(Γ) and λx = λσx where
λσ is the family of Radon measures for Qσ◦α,σ◦β(Γ).
For the second isomorphism, use ϕ = σ−1 and ψ(x, y) = (σ−1(x), σ−1(y)). Then
(x, y) ∈ r−1(x) if and only if α(y) = β(x). Let x0 = σ−1(x) and y0 = σ−1(y),
then (x0, y0) ∈ r−1σ (ϕ(x)) if and only if (x, y) ∈ r−1(x) where rσ is the range map
of Qα◦σ,β◦σ(Γ). Furthermore, if (x, y) 6= (x, y′) in Ωα,β(Γ), then y0 = σ−1(y) 6=
σ−1(y′) = y′0 and so, (x0, y0) 6= (x0, y′0) in Ωα◦σ,β◦σ(Γ). Thus, we have shown
λσϕ(x) ◦ ψ = cλx for some c > 0
where λσ is the family of Radon measure for Qα◦σ,β◦σ(Γ) since both are left Haar
measures on the same set.
Also, for e = (x, y) ∈ Ωα,β(Γ)
ϕ(s(e)) = σ−1(y) = sσ(ψ(e)) and ϕ(r(e)) = σ−1(x) = rσ(ψ(e)).

Example 3.9. [24] Let α be an endomorphism of a unital C∗-algebra B. A transfer
operator L for (B,α) is a positive linear map L : B → B such that L(α(a)b) = aL(b)
for all a, b ∈ B. [24] calls the triple (B,α, L) an Exel system and create the Cuntz-
Pimsner algebra out of the right Hilbert module ML, the completion of B with
respect to the left and right actions
a · ξ · b = aξα(b)
and inner product
〈ξ, η〉 = L(ξ∗η).
When B = C(Γ) for compact group Γ and α = β# where β ∈ End(Γ), we get
L(ξ)(x) = λx(ξ)
defines a transfer operator for (C(Γ), α) where λ is the family of Radon measures
for Qβ,1(Γ). First note that Ωβ,1(Γ) = {(x, y)
∣∣x = β(y)} and so C(Ωβ,1(Γ)) ∼= C(Γ)
where the left and right actions become
a · ξ · b = aξβ#(b)
and inner product
〈ξ, η〉(x) =
∫
s(r−1(x))
ξ(y)η(y) dλx(x, y) = L(ξ
∗η)(x)
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for a, b ∈ C(Γ), ξ, η ∈ ML = Eβ,1(Γ) and x ∈ Γ. Now for x ∈ Γ, a ∈ C(Γ) and
ξ ∈ML,
L(α(a)ξ)(x) = λx(α(a)ξ)
=
∫
a(β(y))ξ(y) dλx(x, y)
=
∫
a(x)ξ(y) dλx(x, y)
= a(x)λx(ξ)
= [aL(ξ)](x).
This shows the C∗-algebras Oβ,1(Γ) were also studied in [24]. Moreover, for the
C∗-algebras Oα,β(Γ), notice
λx(α
#(a) · ξ) =
∫
a(α(s(e)))ξ(e) dλx(e)
=
∫
a(β(r(e)))ξ(e) dλx(e)
=
∫
a(β(x))ξ(e) dλx(e)
= β#(a)(x)λx(ξ)
and hence, these topological group relations extend the context in [24]
However, there are topological group relations that are not of this form; for in-
stance, O1,0(Z3) 6∼= On,1(Z3) for any n = 0, 1, 2 (see Example 3.12.)
Example 3.10. Let α ∈ End (Γ) be surjective for some compact group Γ. Then
Ω1,α(Γ) = {(x, α(x))
∣∣x ∈ Γ} ∼= Γ.
Hence, the left and right actions become
(a · ξ · b)(x, α(x)) = a(α(x))ξ(x, α(x))b(x)
and the inner product becomes
〈ξ, η〉(x) = ξ(x, α(x))η(x, α(x))
for ξ, η ∈ C(Ω1,α(Γ)), a, b ∈ C(Γ) and x ∈ Γ. We quickly note that, for φ the left
action of C(Γ), kerφ = {0} since α is surjective and so JE1,α(Γ) = J(E1,α(Γ)) =
φ−1(K(C(Ω1,α(Γ)))). We also note, for any a ∈ C(Γ), ξ(x, y) = a(y) defines ξ ∈
C(Ω1,α(Γ)) and so
θξ,1(η)(x, α(x)) = ξ(x, α(x))〈1, η〉(x) = a(α(x))η(x, α(x)) = a · η(x, α(x))
for all (x, α(x)) ∈ Ω1,α(Γ) and η ∈ C(Ω1,α(Γ)); that is,
JE1,α(Γ) = C(Γ).
Now we let u ∈ C(Γ) be defined by u(x, α(x)) = 1 for all (x, α(x)) ∈ Ω1,α(Γ).
Then note
[a · u](x, α(x)) = a(α(x)) = [u · α#(a)](x, α(x)),
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〈u, u〉 = 1 and u〈u, ξ〉 = ξ
where α#(a)(x) = a(α(x)). Hence, by Theorem 2.18 with S = Su,
O1,α(Γ) ∼= C∗(C(Γ), S
∣∣S∗S = SS∗ = 1 and α#(a) = S∗aS for all a ∈ C(Γ)).
That is, if α# is an automorphism, then
O1,α(Γ) ∼= C(Γ)oα# Z
as (indirectly) noted by Pimsner [60] and in particular, if α ∈ Aut(Γ) then
O1,α(Γ) ∼= C(Γ)oα# Z and Oα,1(Γ) ∼= O1,α−1(Γ) ∼= C(Γ)o(α−1)# Z.
3.2. Topological Zp−Quivers.
Example 3.11. Let Γ be the compact abelian group Zp = Z/pZ. ThenOα,β(Γ) is, in
general, a graph C∗-algebra, but this does not yield all such since (1Γ, 1Γ) ∈ Ωα,β(Γ)
for all α and β. Recall End(Zp) ∼= Zp.
Figure 1. The Z2-quivers: From left to right: Q0,0(Z2), Q0,1(Z2),
Q1,0(Z2), Q1,1(Z2)
Figure 2. The Z3-quivers: From left to right and top to bot-
tom: Q0,0(Z3), Q0,1(Z3) ∼= Q0,2(Z3), Q1,0(Z3) ∼= Q2,0(Z3), Q1,1(Z3) ∼=
Q2,2(Z3), Q1,2(Z3) ∼= Q2,1(Z3)
Example 3.12. It can be shown that the graph C∗-algebra of a graph with a
single loop on one vertex is O1 ∼= C(T). Hence, O1,1(Z2) ∼= C(T) ⊕ C(T), and
O1,1(Z3)) ∼= C(T)⊕3. Furthermore, it is shown in [29] that O0,1(Z3) ∼= C(S2q,1) for
any q ∈ R\[0, 1] (see [29] for further details). Finally, the author showsO1,0(Z2) ∼= T
and O1,2(Z3) = C(T)⊕M2(C(T)) in [51].
Just a few interesting facts concerning these types of topological group quivers
follow:
Proposition 3.13. Let n ∈ Zp be non-zero. Then
Qn,n(Zp) ∼= unionsqp/ gcd(n,p)j=1 Q0,0(Zgcd(n,p)).
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Moreover,
On,n(Zp) ∼= ⊕p/ gcd(n,p)j=1 O0,0(Zgcd(n,p)).
Proof. Let z = e2pii/p and let n0 = gcd(n, p). Denote Zk = {e2(k+mp/n0)pii/p
∣∣m =
0, ..., n0 − 1} for k = 0, ..., p/n0 − 1. Then note for any x, y ∈ Zk where x =
e2(k+m1p/n0)pii/p and y = e2(k+m2p/n0)pii/p,
(xy−1)n0 = e2(m1−m2)pii = 1;
that is, xn0 = yn0 . Furthermore, if x = e2(k1+m1p/n0)pii/p ∈ Zk1 and y = e2(k2+m2p/n0)pii/p ∈
Zk2 for k1 6= k2 then
(xy−1)n0 = e2(k1−k2)n0pii/p+2(m1−m2)pii = e2(k1−k2)n0pii/p
but |k1 − k2| < p/n0 ensuring that (xy−1)n0 6= 1 (or better written, xn0 6= yn0 .) The
rest is now a trivial application of Theorem 2.22.

It can be shown (see [43], [23], [1]) that the graph with m-points connected in a
single length m loop admits the universal C∗-algebra Mm(C(T)). Let Z∗p denote the
multiplicative group {n ∈ Zp
∣∣ gcd(n, p) = 1}.
Proposition 3.14. Let n, p ∈ N such that gcd(n, p) = 1. Then:
(1) Qn,1(Zp) consists of disjoint loops of various lengths less than or equal to
op(n) (the order of n in Z∗p).
(2) Q1,n(Zp) ∼= Qn,1(Zp).
(3) The number of base points of loops of length k ≤ op(n) in Qn,1(Zp) is
gcd(nk − 1, p).
Proof. (1) Given z ∈ Zp, there exists a unique edge with range z, likewise source z,
since gcd(n, p) = gcd(1, p) = 1. Furthermore, there exists a number k ≤ op(n) such
that zn
k
= z.
(2) It is clear from (1) that reversing the arrows will not change the graph
(Q1,n(Zp) is Qn,1(Zp) with reversed arrows).
(3) We need only find all solutions, y, to nky = y mod p. This equation has
gcd(nk − 1, p) distinct solutions.

Example 3.15. With this proposition, it is easy to determine the C∗-algebra
On,1(Zp) where gcd(n, p) = 1.
(1) O5,1(Z72) : Note o72(5) = 6 and
gcd(5− 1, 72) = gcd(4, 72) = 4
gcd(52 − 1, 72) = gcd(24, 72) = 24
gcd(53 − 1, 72) = gcd(124, 72) = 4
gcd(54 − 1, 72) = gcd(624, 72) = 24
gcd(55 − 1, 72) = gcd(3124, 72) = 4
gcd(56 − 1, 72) = gcd(15624, 72) = 72.
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Hence, there are 4 base points of 1-loops and 24 base points of 2-loops. Note:
each 1-loop counts here, and so there are 20 base points of 2-loops that aren’t
base points of 1-loops; that is, 10 loops of length 2. Furthermore, the 4 base
points of 3-loops are already counted by the 1-loops, and so on... Finally,
there are 72 base points of 6-loops. Subtracting all possible base points of
2-loops, we obtain 48 base points of 6-loops and hence, 8 6-loops. Therefore,
O5,1(Z72) = C(T)⊕4 ⊕M2(C(T))⊕10 ⊕M6(C(T))⊕8.
Remark: 4 + 2(10) + 6(8) = 72.
(2) O6,1(Z77) : Note o77(6) = 10 and
gcd(6− 1, 77) = 1 gcd(62 − 1, 77) = 7 gcd(610 − 1, 77) = 77.
That is, there is one copy of C(T), 7−1
2
= 3 copies of M2(C(T)), and 77−710 = 7
copies of M10(C(T)); i.e.,
O6,1(Z77) = C(T)⊕M2(C(T))⊕3 ⊕M10(C(T))⊕7.
Remark: 1 + 2(3) + 10(7) = 77.
Proposition 3.16. Let p be prime and let ϕ(p− 1) denote the number of divisors
of p − 1. Then the number of distinct (non-isomorphic) topological Zp-quivers is
ϕ(p− 1) + 3.
Proof. Begin by noting that Aut(Zp) = Z∗p = {1, ..., p− 1}, the numbers coprime to
the prime number p. Hence, by Proposition 3.8,
Qn,m(Zp) ∼= Qkn,km(Zp)
for each k = 1, ..., p− 1. This gives us only the following quivers to check
Q0,0(Zp), Q0,1(Zp), Q1,0(Zp) [the 3 in ϕ(p− 1) + 3], and Q1,n(Zp)
where n = 1, ..., p − 1. We see immediately that Q0,0(Zp), Q0,1(Zp) and Q1,0(Zp)
are all distinct since Ω0,0(Zp) = Zp × Zp, Ω0,1(Zp) = {1} × Zp (i.e., all arrows
have range equal 1) and Ω1,0(Zp) = Zp × {1} (i.e., all arrows have source equal
1.) Furthermore, Q1,n(Zp) has one and only one arrow with range k (likewise, with
source k) so Q1,n(Zp) is not isomorphic to any of Q0,0(Zp), Q0,1(Zp), or Q1,0(Zp). In
fact, Q1,n(Zp) is solely defined based on the length of its loops; that is, the order of n
in Z∗p as the previous proposition proves. Since all orders divide p− 1 and all orders
are achieved, the resulting count of distinct topological Zp-quivers is ϕ(p− 1) + 3.

3.3. Topological Td-Quivers.
Example 3.17. For the compact abelian group Td, note End(Td) ∼= Md(Z) ([67]);
that is, an element σ ∈ End(Td) is of the form σF for some F ∈Md(Z) where
σF (e
2piit) = e2piiF t
for each t ∈ Zd. To simplify notation, use F and G in place of σF and σG whenever
convenient. For instance,
QF,G(Td) := QσF ,σG(T
d)
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and the C∗-correspondence
EF,G(Td) := EσF ,σG(Td)
where F,G ∈ Md(Z). We will consider the cases when these maps are surjective;
that is, detF and detG are non-zero.
Let F,G ∈ Md(Z) where detF, detG 6= 0. Then | kerσF | = | detF | and so, the
C(Td)-valued inner product becomes
〈ξ, η〉(x) = 1| detF |
∑
σF (y)=σG(x)
ξ(x, y)η(x, y)
for ξ, η ∈ EF,G(Td) = C(ΩF,G(Td)) [by Lemma 3.6] and x ∈ Td. This is a finite sum
since the number of solutions, y, to σF (y) = σG(x) given any x ∈ Td is | detF | <∞.
Remark 3.18. The left action, φ, is defined by
φ(a)ξ(x, y) = a(y)ξ(x, y)
for a ∈ C(Td), ξ ∈ C(ΩF,G(Td)) and (x, y) ∈ ΩF,G(Td). Note: φ is injective. To see
this claim, let a ∈ C(Td) and assume φ(a)ξ = 0 for each ξ ∈ C(ΩF,G(Td)). Then
a(y)ξ(x, y) = 0 for each (x, y) ∈ ΩF,G(Td) and ξ ∈ C(ΩF,G(Td)). Since s(ΩF,G(Td)) =
{y ∈ Td ∣∣ (x, y) ∈ ΩF,G(Td)} = Td by the surjectivity of σF , a = 0.
Examples of the form G = 1d are studied in [24] and examples when d = 1 can be
found in [68] where gcd(n,m) = 1. Brenken [7] examines cases when F = a1d and
G is arbitary, and examines the associated C∗-algebra when d = 1, F = a ∈ N and
G = 1.
In fact, a basis for EF,G(Td) can be provided using the following lemma and corol-
laries to Proposition 3.8.
Proposition 3.19. If U, F,G ∈ Md(Z) such that detU = 1 and detF, detG 6= 0,
then OF,G(Td) ∼= OUF,UG(Td) ∼= OFU,GU(Td).
Proof. This is evident from Proposition 3.8. 
Corollary 3.20. Given F,G ∈ Md(Z) such that detF, detG 6= 0, there exist
F ′, G′ ∈Md(Z) with F ′ a positive diagonal matrix and
OF,G(Td) ∼= OF ′,G′(Td).
Proof. Using the Smith normal form (see [22]), there exist unimodular matrices
U, V ∈Md(Z) and a positive diagonal matrix D ∈Md(Z) such that
F = UDV.
Hence U−1, V −1 ∈Md(Z) are unimodular matrices and, by the previous proposition,
OF,G(Td) ∼= OD,U−1GV −1(Td).

The following lemma is well known:
Lemma 3.21. Given Γ0 a finite subgroup of Td,
∑
z∈Γ0 z = 0 (in C
d.)
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Let F = Diag(a1, ..., ad) ∈ Md(Z), G = (bjk)dj,k=1 ∈ Md(Z) where aj > 0 for each
j = 1, ..., d, detG 6= 0 and let Gj denote the j-th row of G, (bjk)dk=1. Further, let
N = detF =
∏d
j=1 aj > 0 and let
I(F ) = {ν = (νj)dj=1 ∈ Zd
∣∣ 0 ≤ νj ≤ aj − 1}.
The C(Td)-valued inner product becomes
〈ξ, η〉(x) = 1
N
∑
σF (y)=σG(x)
ξ(x, y)η(x, y)
for all ξ, η ∈ C(ΩF,G(Td)) and x ∈ Td.
Given ν ∈ I(F ), define uν ∈ C(ΩF,G(Td)) by
uν(x, y) = y
ν =
d∏
j=1
yνj
for (x, y) ∈ ΩF,G(Td). So u(0,0,...,0) = 1 ∈ C(ΩF,G(Td)). Then
〈uν , uν′〉(x) = 1
N
∑
σF (y)=σG(x)
yνyν
′
=
1
N
∑
z∈kerσF
zν−ν
′
0 z
ν−ν′ for any z0 ∈ σ−1F (σG(x))
=
{
0 if ν 6= ν ′
1 if ν = ν ′
= δν
′
ν .
Furthermore, since
uν〈uν , ξ〉(x, y) = uν(x, y)〈uν , ξ〉(x) = yν〈uν , ξ〉(x),
we have
[
∑
ν∈I(F )
uν〈uν , ξ〉](x, y) = 1
N
∑
ν∈I(F )
∑
σF (w)=σG(x)
yνwνξ(x,w)
=
1
N
∑
ν
∑
σF (w)=σG(x)
[
d∏
j=1
y
νj
j w
νj
j ]ξ(x,w).
Note: if x = e2piit and σF (w) = σG(x), then w
aj
j = e
2pii(Gt)j where (Gt)j denotes the
j-th coordinate of the vector Gt. Now note
aj−1∑
k=0
ykjw
k
j =
{
(yjwj)
aj−1
yjwj−1 if yj 6= wj
aj if yj = wj
=
{
0 if xj 6= wj
aj if xj = wj
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since y
aj
j w
aj
j = e
2pii(Gt)je−2pii(Gt)j = 1 where x = e2piit (t ∈ Zd). Hence,
[
∑
ν∈I(F )
uν〈uν , ξ〉](x, y) = 1
N
∑
ν
∑
σF (w)=σG(x)
[
d∏
j=1
y
νj
j w
νj
j ]ξ(x,w)
=
1
N
[
d∏
j=1
aj]ξ(x, y) = ξ(x, y).
Thus, {uν}ν∈I(F ) is a basis for EF,G(Td).
For ν ∈ I(F ) and j ∈ {1, ..., d}, using notation from Theorem 2.18, set Sν = Suν ,
S = S(0,0,...,0) and let {Uj}dj=1 be the full spectrum unitaries in C(Td) defined by
Uj(y) = yj for y ∈ Td. Then, using the notation
Uν = Uν11 U
ν2
2 · · · Uνdd ,
we have
UνS = SUν ·u0 = Sν
since [Uν · u0](x, y) = yν = uν(x, y), and
U
aj
j S = SUajj ·u0
= S
d∏
k=1
U
bjk
k = SU
Gj
since [U
aj
j · u0](x, y) = yajj = u0 · Uj ◦ σG(x) = u0 ·
∏d
k=1 U
bjk
k (x, y) = u0 · UGj(x, y).
Remark 3.22. [53, Proposition 2.21] states that if the left action φ is injective then
the natural inclusion C(Td) ↪→ OF,G(Td) is injective. Hence, the image of Uj in
OF,G(Td) (still denoted Uj) is a full spectrum unitary since Uj is a full spectrum
unitary in C(Td).
Thus, by Theorem 2.18:
Theorem 3.23. Let F = Diag(a1, ..., ad), G ∈ Md(Z) where detF, detG 6= 0 and
let Gj be the j-th row vector of G. Further, let I(F ) denote the set {ν = (νj)dj=1 ∈
Zd
∣∣ 0 ≤ νj ≤ aj − 1}. Then OF,G(Td) is the universal C∗-algebra generated by
isometries {Sν}ν∈I(F ) and (full spectrum) commuting unitaries {Uj}dj=1 that satisfy
the relations
(1) S∗νSν′ = 〈uν , uν′〉 = δν′ν ,
(2) UνS = Sν for all ν ∈ I(F ),
(3) U
aj
j S = SU
Gj , for all j = 1, ..., d and
(4) 1 =
∑
ν∈I(F ) SνS
∗
ν =
∑
ν∈I(F ) U
νSS∗U−ν
where Uν denotes
∏d
j=1 U
νj
j .
Corollary 3.24. Let n ∈ N and G ∈ Md(Z) where detG 6= 0, then On,G(Td) :=
On1d,G(Td) is the universal C∗-algebra
C∗({Uj}dj=1, S
∣∣U∗j Uj = UjU∗j = ∑
ν∈nd
UνSS∗U−ν = 1, S∗UµS = δµ0 (µ ∈ nd), Unj S = SUGj)
where nd = {0, ..., n− 1}d.
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Corollary 3.25. Let n ∈ N and m ∈ Z \ {0}, then On,m(T) is the universal C∗-
algebra
C∗(U, S
∣∣U∗U = UU∗ = n−1∑
k=0
UkSS∗U−k = 1, S∗UkS = δk0 (0 ≤ k ≤ n−1), UnS = SUm).
3.4. A Topological Tω-Quiver and Some Generalizations. We describe an
example with a perfect compact kerα which is T. Let Γ = Tω :=
∏
n∈N T be the
compact abelian topological group with the product topology. Tychonoff’s Theorem
guarantees that Γ is a compact group. Let σ ∈ End(Tω) be the (surjective) group
endomorphism
σ(t1, t2, t3, ...) = (t2, t3, ...)
for each (t1, t2, t3, ...) ∈ Tω. Then
Ωσ,1(Tω) = {(x, y) ∈ Tω × Tω
∣∣σ(y) = x},
r−1(x) = {x} × {(z, x) ∣∣ z ∈ T},
where (z, x) = (z, x1, x2, ...) ∈ Tω, and finally, λx is the Haar measure on T. The
C(Tω)-valued inner product becomes
〈ξ, η〉(x) =
∫
T
ξ(x, (z, x))η(x, (z, x)) dz
for each x ∈ Tω.
Also note, given a ∈ C(Tω) and ξ ∈ C(Ωσ,1(Tω)),
σ#(a) · ξ(x, y) = a(σ(y))ξ(x, y) = a(x)ξ(x, y) = (ξ · a)(x, y)
for each (x, y) ∈ Ωσ,1(Tω). Hence,
σ#(a)Sξ = Sσ#(a)·ξ = Sξ·a = Sξa
for each a ∈ C(Tω) and ξ ∈ C(Ωσ,1(Tω)) where Sξ is the image of ξ into the universal
C∗-algebra Oσ,1(Tω).
This result is, in fact, a special case of the following:
Proposition 3.26. Let Γ be a locally compact group and α, β ∈ End(Γ). For any
ξ ∈ C(Ωα,β(Γ)) and a ∈ C0(Γ), we get
pi(α#(a))T (ξ) = T (ξ)pi(β#(a))
where (T, pi) is the universal representation coisometric on JEQα,β(Γ) onto Oα,β(Γ).
Proof. Let a ∈ C0(Γ) and ξ ∈ C(Ωα,β(Γ)) then
(α#(a) · ξ)(x, y) = α#(a)(y)ξ(x, y)
= a(α(y))ξ(x, y)
= ξ(x, y)a(β(x))
= (ξ · β#(a))(x, y)
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for each (x, y) ∈ Ωα,β(Γ) and hence,
pi(α#(a))T (ξ) = T (α#(a) · ξ) = T (ξ · β#(a)) = T (ξ)pi(β#(b)).

Theorem 3.27. Suppose Γ is a compact group with α, β ∈ End(Γ) and the left
action φ is injective (i.e., Qα,β(Γ) is sinkless). If there exists an orthonormal ba-
sis {ui}ni=1 then Oα,β(Γ) is the universal C∗-algebra generated by A = C(Γ) and
isometries {Si}ni=1 subject to
(1) α#(a)Si = Siβ
#(a) for each i = 1, ..., n and a ∈ C(Γ)
(2) S∗i Sj = δ
j
i
(3)
∑n
i=1 SiS
∗
i = 1.
If, in addition, there exist {ai}ni=1 ⊆ C(Γ) and u ∈ {ui}ni=1 such that ai · u = ui for
each i = 1, ..., n then Oα,β(Γ) is the universal C∗-algebra generated by A = C(Γ)
and an isometry S subject to
(1) α#(a)S = Sβ#(a) for each i = 1, .., n and a ∈ C(Γ)
(2) S∗aiS = δi0
(3)
∑n
i=1 aiSS
∗a∗i = 1.
Proof. This is none other than a special case of Theorem 2.18.

Corollary 3.28. Let Γ be a compact group with α, β ∈ End(Γ) and φ injective. If
there exists u ∈ Eα,β(Γ) where u〈u, ξ〉 = ξ for each ξ ∈ Eα,β(Γ) (i.e., θu,u = 1) then
Oα,β(Γ) is the universal C∗-algebra generated by A = C(Γ) and unitary S such that
α#(a)S = Sβ#(a)
for all a ∈ C(Γ).
Remark 3.29. This corollary suggests a similarity to crossed products by Z. In
some sense, what we have here is a “crossed product” by two endomorphisms. In
fact, none of these last results are exclusive to topological group relations. Given
a second countable locally compact Hausdorff space X, define a topological quiver
Q = (X,Ωα,β(X), r, s, λ) with
Ωα,β(X) = {(x, y)
∣∣α(y) = β(x)}
for continuous maps α, β on X and appropriate measures λ. Then similar conclusions
remain true.
4. Some C∗-subalgebras of OF,G(Td)
By Proposition 3.8, we may assume (for the remainder of this paper) that F =
Diag(a1, ..., ad) with aj > 0. Let G ∈Md(Z) with j-th row denoted Gj and detG 6= 0,
then recall the definitions of {Uj}dj=1 and S from Section 3.3. Uj ∈ C(Td) is the
unitary defined by Uj(x) = xj for each x = (xk)
d
k=1 ∈ Td, j ∈ {1, ..., d} and S
is the isometry defined as the image of u0 = 1 ∈ C(ΩF,G(Td)) into OF,G(Td). By
Theorem 3.23, the C∗-algebra OF,G(Td) is the universal C∗-algebra generated by the
commuting unitaries {Uj}dj=1 and isometry S satisfying:
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(1) S∗UνS = δν0 , for all ν ∈ I(F ),
(2) U
aj
j S = SU
Gj , for all j = 1, ..., d and
(3)
∑
ν∈I(F ) U
νSS∗U−ν = 1
where I(F ) = {ν = (νj)dj=1 ∈ Zd
∣∣ 0 ≤ νj ≤ aj − 1}.
Lemma 4.1. Given k ∈ N and | detG| = 1, the C∗-algebra C∗({Uj}dj=1, Sk) viewed
as a C∗-subalgebra of OF,G(Td) is a quotient of OFk,Gk(Td).
Proof. Let S˜ν = U
νSk for ν ∈ I(F k) = {(νj}dj=1
∣∣ 0 ≤ νj ≤ akj − 1} (S˜ = Sk) and so
(1) S˜∗Uν
′
S˜ = (Sk)∗Uν
′
Sk = δν
′
0 , for each ν
′ ∈ I(F k).
Also, by (3) of Theorem 3.23,
UajGjS = [
d∏
m=1
Uajbjmm ]S = S
d∏
m,l=1
U
bjmbml
l = SU
(G2)j .
Thus,
2. U
akj
j S˜ = SU
ak−1j GjSk−1 = ... = SkU (G
k)j = S˜U (G
k)j
For k = 2, we may write ν = ν0 + µ · ν1 [point-wise product and sum] where
µ = (a1, ..., ad), νi ∈ I(F ). Next, note for any ω ∈ I(F ), there exist unique ν1 ∈ I(F )
and unique kν1 ∈ Zd such that (ν1 + kν1 · µ)G = ω (matrix multiplication on the
right) by the bijectivity of G. Hence,∑
ν1∈I(F )
Uν1GSS∗U−ν1G =
∑
ν1
U (ν1+kν1 ·µ)GU (kν1 ·µ)GSS∗U−(kν1 ·µ)GU−(ν1+kν1 ·µ)G
=
∑
ν1
U (ν1+kν1 ·µ)GSUkν1G
2
U−kν1G
2
S∗U−(ν1+kν1 ·µ)G
=
∑
ν1
U (ν1+kν1 ·µ)GSS∗U−(ν1+kν1 ·µ)G
=
∑
ν′1∈I(F )
Uν
′
1GSS∗U−ν
′
1G = 1.
This gives us∑
ν∈I(Fk)
UνS˜S˜∗U−ν =
∑
ν0,ν1∈I(F )
Uν0Uµν1S2(S2)∗U−µν1U−ν0
=
∑
ν0,ν1
Uν0S[U
∑d
j=1(ν1)jGjSS∗U−
∑d
j=1(ν1)jGj ]S∗U−ν0
=
∑
ν0
Uν0SS∗U−ν0 = 1.
A similar argument can be used to show
∑
ν∈I(Fk) S˜νS˜
∗
ν = 1 where k ∈ N. Hence,
by Theorem 3.23, universality implies that there exists a surjective homomorphism
of OFk,Gk(Td) onto C∗({Uj}dj=1, Sk).

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Lemma 4.2. If kj|aj for each j = 1, ..., d and gcd(detF, detG) = 1 then
C∗({Ukjj }dj=1, S) = OF,G(Td).
Next assume kj|aj for all j = 1, ..., d. Then there are pj ∈ N such that aj = kjpj,
hence
U
aj
j = (U
kj
j )
pj ∈ C∗({Ukjj }dj=1, S)
for all j = 1, ..., d. Further note UGj = S∗Uajj S ∈ C∗({Ukjj }dj=1, S).
Let Q = (qij)ij = [Q1...Qd]
T = adj G ∈ Md(Z), the adjugate of G and G =
[G′1...G
′
d] so that QG = GQ = (detG)1d and hence, QjG
′
m = (detG)δ
m
j . Then given
t ∈ Td and j ∈ {1, ..., d}, we have
d∑
l=1
qjlGlt =
d∑
m=1
d∑
l=1
(qjlblm)tm =
∑
m
QjG
′
mtm = (detG)tj
showing that
UdetGj =
∏
l
(UGl)qjl ∈ C∗({Ukjj }dj=1, S).
Finally, since gcd(detF, detG) = 1, we have gcd(aj, detG) = 1 for each j. Hence,
there exists p, q ∈ Z such that 1 = paj + q detG and
Uj = U
paj+q detG
j = (U
aj
j )
p(UdetGj )
q ∈ C∗({Ukjj }dj=1, S)
for each j = 1, ..., d. We have now shown that the generators {Uj}dj=1 and S are in
C∗({Ukjj }dj=1, S). Therefore,
OF,G(Td) ⊆ C∗({Ukjj }dj=1, S) ⊆ OF,G(Td)
and hence, we have equality.

Proposition 4.3. Let {kj}dj=1 ⊂ N and gcd(detF, detG) = 1. Then, as a C∗-
subalgebra of OF,G(Td), C∗({Ukjj }dj=1, S) is a quotient of OF,G(Td).
Proof. If gcd(kj, aj) ≥ 2 then represent kj = pαjpj and aj = pβjqj where p is prime
and pj, qj have no factors of p. Suppose αj > βj then kjqj = p
αj−βjpjaj and
Up
αj−βj pjGj = S∗SUp
αj−βj pjGj = S∗Ukjqjj S ∈ C∗({Ukjj }j, S).
As in Lemma 4.2, we obtain
U
pαj−βj pj detG
j ∈ C∗({Ukjj }j, S)
and using gcd(detF, detG) = 1,
U
pαj−βj pj
j ∈ C∗({Ukjj }j, S).
Suppose αj ≤ βj then kjpβj−αjqj = pjaj, so similarily
U
pj
j ∈ C∗({Ukjj }j, S).
These cases show us that we may assume gcd(kj, aj) = 1 for all j = 1, ..., d.
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Suppose gcd(kj, aj) = 1 for all j = 1, ..., d, then
{(λ1k1 mod a1, ..., λdkd mod ad)
∣∣λj ∈ {0, ..., aj − 1}} = ⊕dj=1Zaj .
Hence, given λ ∈ I(F ), there exists lλ ∈ I(F ) and pλ ∈ Zd such that
λk = lλ + µpλ (that is, λjkj = lj + ajpj)
where µ = (a1, ..., ad). Set
S˜λ = U
λkS ∈ C∗({Ukjj }j, S).
Then ∑
λ
S˜λS˜
∗
λ =
∑
λ
(UλkS)(UλkS)∗
=
∑
λ
U lλSS∗U−lλ
=
∑
lλ∈I(F )
SlλS
∗
lλ
= 1
Furthermore, by setting Wj to be the full spectrum unitary U
kj
j , we obtain
(1) S˜ν = W
νS˜,
(2) S˜∗ν S˜ν′ = δ
ν′
ν ,
(3) W
aj
j S˜ = S˜W
Gj , and
(4)
∑
νW
νS˜S˜∗W−ν = 1.
That is, noting S = S˜(0,...,0), C
∗({Ukjj }dj=1, S) is the universal C∗-algebra generated
by commuting full spectrum unitaries Wj and isometries {S˜ν}ν∈I(F ) such that
(1) S˜ν = W
νS˜,
(2) S˜∗ν S˜ν′ = δ
ν′
ν ,
(3) W
aj
j S˜ = S˜W
Gj , and
(4)
∑
νW
νS˜S˜∗W−ν = 1.
By Theorem 3.23, the universality of OF,G(Td) implies that there exists a surjective
homomorphism of OF,G(Td) onto C∗({Ukjj }dj=1, S).

5. Spatial Structure of OF,G(Td)
We now turn our attention to a colimit structure of OF,G(Td).
Lemma 5.1. Let O = span{SαUνS∗β
∣∣α = (αj)k1j=1, β = (βj)k2j=1, k1, k2 ∈ N, αj, βj ∈
I(F ), ν ∈ Zd} where Sα = Sα1 · · · Sαk1 . Then
O = OF,G(Td)
Proof. Begin by noting Sαi = U
αiS. With the notation αi = (αij)
d
j=1 ∈ I(F )
UjSαi = U
αi+ejS =
{
Sαi+ej if αij < aj − 1
Sαi−(aj−1)ejU
Gj if αij = aj − 1
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where ej is the vector with 1 in the j-th coordinate and 0 elsewhere. Also,
(1) 1 =
∑
ν SνS
∗
ν ∈ O,
(2) Uj =
∑
ν Sν+ejS
∗
ν ∈ O,
(3) S =
∑
ν SSνS
∗
ν ∈ O, and
(4) S∗ =
∑
ν SνS
∗
νS
∗ ∈ O.
Finally,
U∗j S = U
aj−1
j SU
−Gj = S(aj−1)ejU
−Gj ;
hence, any word in {Uj, U∗j }j, S and S∗ may be expressed as the sum of elements in
O.

Given α = (αj)
k
j=1 where αj ∈ I(F ) and k, the “length of α,” is denoted by |α|.
Let γ : T→ Aut(OF,G(Td)) be the gauge action (see [56]) defined by t 7→ γt where
γt(S) = tS γt(Uj) = Uj for each j = 1, ..., d.
If SαU
νS∗β ∈ OF,G(Td)γ (the fixed point algebra) then
SαU
νS∗β = γt(SαU
νS∗β) = t
|α|−|β|SαUνS∗β
implies |α| = |β| (since SαUνS∗β 6= 0.) Thus,
OF,G(Td)γ ⊇ span{SαUνS∗β
∣∣ |α| = |β|, ν ∈ Zd}.
Furthermore, since T is compact, averaging over γ with respect to normalized Haar
measure produces an expectation of OF,G(Td) onto OF,G(Td)γ. Let E : OF,G(Td)→
OF,G(Td)γ be the expectation onto the fixed point algebra OF,G(Td)γ defined by
E(x) =
∫
T
γt(x) dt
for each x ∈ OF,G(Td) (see [56, Section 4.1]). Then for SαUνS∗β ∈ OF,G(Td) where
α ∈ I(F )k1 , β ∈ I(F )k2 and ν ∈ Zd as in Lemma 5.1, note
E(SαU
νS∗β) =
∫
T
t|α|−|β|SαUνSβ dt
=
SαU
νS∗β
2pi
∫ 2pi
0
e2pii[|α|−|β|]zdz
=
{
SαUνS∗β
2pi
[ e
2pii(|α|−|β|)z
2pii(|α|−|β|) ]
2pi
0 if |α| 6= |β|
SαUνS∗β
2pi
[z]2pi0 if |α| = |β|
= δ
|β|
|α|SαU
νS∗β
and by Lemma 5.1,
OF,G(Td)γ = E(OF,G(Td)) = span{SαUνS∗β
∣∣ |α| = |β|, ν ∈ Zd}.
Proposition 5.2. Let Ak = span{SαUνS∗β
∣∣ |α| = |β| = k, ν ∈ Zd} for k ∈ N ∪ {0}.
Then Ak is a unital ∗-subalgebra of OF,G(Td)γ with Ak ⊂ Ak+1. Moreover,
OF,G(Td)γ = ∪kAk.
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Proof. Note S∗αSβ = δ
β
α, thus Ak is closed under multiplication. Furthermore,
SαU
νS∗β = Sα
∑
µ
SµS
∗
µU
νS∗β
=
∑
µ
S(α,µ)U
νµS∗(β,$µ) ∈ Ak+1
where (α, µ) = (α1, ..., αk, µ) and $µ and νµ are the appropriate vectors with
S∗µU
ν = S∗Uν−µ = UνµS∗U−$µ = UνµS∗$µ .
Finally, 1 =
∑
ν SνS
∗
ν ∈ A1 ⊂ Ak.

Remark 5.3. This result comes as little surprise by Proposition 5.7 of [38] which
states that, in general, the fixed point algebra coincides with an inductive limit.
This aside, our result leads us to something more interesting.
Lemma 5.4. Let Eαβ = SαS
∗
β where α, β ∈ I(F )k. Then {Eαβ}α,β is a system of
matrix units for MNk(C) in Ak.
Proof. We need only check the properties of matrix units:
(1)EαβEα′β′ = SαS
∗
βSα′S
∗
β′ = δ
α′
β SαS
∗
β′ = δ
α′
β Eαβ′ ,
(2)
∑
α
Eαα =
∑
α
SαS
∗
α
=
∑
α1,...,αk
Sα1 · · · Sαk−1SαkS∗αkS∗αk−1 · · · S∗α1
=
∑
α1,...,αk−1
Sα1 · · · Sαk−1
[∑
αk
SαkS
∗
αk
]
S∗αk−1 · · · S∗α1
=
∑
α1,...,αk−1
Sα1 · · · Sαk−1 [1]S∗αk−1 · · · S∗α1
= ...
=
∑
α1
Sα1S
∗
α1
= 1.

Lemma 5.5. [36, Lemma 11.4.8] If M is a type I factor and B is a C∗-subalgebra
of M′, the commutant of M, and A is the C∗-algebra generated by M∪ B, then
there is an isomorphism ϕ :M⊗ B → A such that ϕ(m ⊗ b) = mb for elementary
tensors m⊗ b ∈M⊗B.
Note Mk := span{SαS∗β
∣∣α, β ∈ I(F )k} ∼= MNk(C) (by Lemma 5.4) is a type I
factor. Let Bk = C
∗({Ua
k
j
j }dj=1) ∼= C(Td) (since U
akj
j is a full spectrum unitary (see
Remark 3.22)), then Ak is the C∗-algebra generated by Mk and Bk. Indeed, note
U
akj
j SαS
∗
β = SαU
(Gk)jS∗β
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for each α, β ∈ I(F )k and j = 1, ..., d. Note, in the proof of Lemma 4.1, there exists
{qjl}dj,l=1 ⊂ Z such that
d∑
l=1
qjl(G
k)lt = (detG
k)tj
for each j = 1, ..., d. Hence, UdetG
k
j ∈ C∗({U (Gk)j}dj=1). Further note {UdetGkj }dj=1
generates the faithful image of C(Td) in OF,G(Td) (since detGk = (detG)k 6= 0 and
the left action is injective.) Thus, Ak is the C∗-algebra generated by Mk and Bk.
Furthermore,
U
akj
j SαS
∗
β = SαU
(Gk)jS∗β = Sα(SβU
−(Gk)j)∗ = Sα(U
−akj
j Sβ)
∗ = SαS∗βU
akj
j
for each j = 1, ..., d and α, β ∈ I(F )k; hence, the generators of B commute with the
generators ofM. Thus, B may be viewed as a C∗-subalgebra ofM′. Hence, we use
the previous lemma.
Theorem 5.6.
Ak ∼= C(Td)⊗MNk(C)
Proof. By Lemma 5.5, we obtain an isomorphism ψk : Bk ⊗Mk → Ak. Let ψBk :
Bk → C(Td) and ψMk :Mk →MNk(C) be isomorphisms, then
(ψBk ⊗ ψMk) ◦ (ψk)−1 : Ak → C(Td)⊗MNk(C)
is an isomorphism.

Hence, for the maps ϕk : C(Td) ⊗MNk(C) ∼= Ak ↪→ Ak+1 ∼= C(Td) ⊗MNk+1(C),
we have
OF,G(Td)γ = colim(MNk(C(Td)), ϕk).
We use the identification C(Td)⊗MNk(C) ∼= MNk(C(Td)).
We now define the notion of a crossed product by an endomorphism as discussed
in [62].
Definition 5.7. [62] A crossed product (of multiplicity 1) for an endomorphism ρ
of a unital C∗-algebra A with
A∞ = colimk∈N(A, ρ) 6= 0
is the (unique) unital C∗-algebra A oρ N together with a homomorphism ι : A →
Aoρ N with ι(1A) = 1AoρN, and an isometry s ∈ Aoρ N such that
(1) ι(ρ(a)) = sι(a)s∗ for all a ∈ A
(2) for every representation pi of A and isometry t satisfying pi(ρ(a)) = tpi(a)t∗
for all a ∈ A, there exists a non-degenerate representation pi × T of Aoρ N
with
(pi × T ) ◦ ι = pi and (pi × T )(s) = t.
(3) Aoρ N is generated by ι(A) and s.
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Let ρk : C(Td) ⊗MNk(C) → C(Td) ⊗MNk+1(C) be defined on basic tensors of
C(Td)⊗MNk(C) by
f ⊗ Eαβ 7→ f ⊗ E(0,α)(0,β)
where α, β ∈ I(F )k and f ∈ C(Td). Note that since {Eαβ}α,β∈I(F )k is linearly inde-
pendent, the definition of ρk extends, by linearity, to all of C(Td)⊗MNk(C).
Lemma 5.8. Let ρk : C(Td)⊗MNk(C)→ C(Td)⊗MNk+1(C) be defined by
f ⊗ Eαβ 7→ f ⊗ E(0,α)(0,β)
on the basic tensors, f⊗Eαβ, of C(Td)⊗MNk(C) where α, β ∈ I(F )k and f ∈ C(Td).
Then ρk is a (continuous) ∗-homomorphism for each k ∈ N and the following diagram
commutes
· · · C(Td)⊗MNk(C) C(Td)⊗MNk+1(C) · · ·
· · · C(Td)⊗MNk(C) C(Td)⊗MNk+1(C) · · ·
.....................................................................................
.
ϕk−1
...................................
.
ϕk
...............................................................................
.
ϕk+1
.....................................................................................
.
ϕk−1
...................................
.
ϕk
...............................................................................
.
ϕk+1..................
.........
.........
.........
.........
.........
.........
.........
............
..
ρk−1
.........
.........
.........
.........
...........
..ρk
.........
.........
.........
.........
.........
.........
.........
.........
.........
.....
..
ρk+1
Proof. Note for any
∑
α,β∈I(F )k fα,β ⊗ Eαβ and
∑
α′,β′∈I(F )k fα′,β′ ⊗ Eα′β′
ρk((
∑
α,β∈I(F )k
fα,β ⊗ Eαβ)(
∑
α′,β′∈I(F )k
fα′,β′ ⊗ Eα′β′))
= ρk(
∑
α,β,α′,β′∈I(F )k
fα,βfα′,β′ ⊗ EαβEα′β′)
= ρk(
∑
α,β′∈I(F )k
fα,βfβ,β′ ⊗ Eαβ′)
=
∑
α,β′∈I(F )k
fα,βfβ,β′ ⊗ E(0,α)(0,β′))
= (
∑
α,β∈I(F )k
fα,β ⊗ E(0,α)(0,β))(
∑
α′,β′∈I(F )k
fα′,β′ ⊗ E(0,α′)(0,β′))
= ρk(
∑
α,β∈I(F )k
fα,β ⊗ Eαβ)ρk(
∑
α′,β′∈I(F )k
fα′,β′ ⊗ Eα′β′)
Recall that Ak ⊂ Ak+1. Let ik denote the inclusion and recall, for any SαUνS∗β ∈
Ak
ik(SαU
νS∗β) = Sα(
∑
µ∈I(F )
SµS
∗
µ)U
νS∗β =
∑
µ∈I(F )
S(α,µ)U
νµS∗(β,$µ)
for appropriate νµ ∈ Zd and $µ ∈ I(F ) as in Proposition 5.2. Thus for ϕk defined
in the paragraph proceeding Theorem 5.6,
ϕk(U
ν ⊗ Eαβ) =
∑
µ∈I(F )
Uνµ ⊗ E(α,µ)(β,$µ)
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for the appropriate νµ ∈ Zd and $µ ∈ I(F ). Furthermore, since
ik+1(S(0,α)U
νS∗(0,β)) = SSα(
∑
µ∈I(F )
SµS
∗
µ)U
νS∗βS
∗
= S(
∑
µ∈I(F )
S(α,µ)U
νµS∗(β,$µ))S
∗
=
∑
µ∈I(F )
S(0,α,µ)U
νµS∗(0,β,$µ)
we obtain
ϕk+1(U
ν ⊗ E(0,α)(0,β)) =
∑
µ∈I(F )
Uνµ ⊗ E(0,α,µ)(0,β,$µ).
Hence,
(ρk+1 ◦ ϕk)(Uν ⊗ Eαβ) = ρk+1(
∑
µ∈I(F )
Uνµ ⊗ E(α,µ)(β,$µ))
=
∑
µ∈I(F )
U νµ ⊗ E(0,α,µ)(0,β,$µ)
and
(ϕk+1 ◦ ρk)(Uν ⊗ Eαβ) = ϕk+1(Uν ⊗ E(0,α)(0,β))
=
∑
µ∈I(F )
Uνµ ⊗ E(0,α,µ)(0,β,$µ)
= (ρk+1 ◦ ϕk)(Uν ⊗ Eαβ)
for all Uν ⊗ Eαβ ∈ C(Td)⊗MNk(C). The result now follows from the linearity and
continuity of ρk and ϕk.

Let jk : Ak ↪→ OF,G(Td)γ be the natural inclusion ∗-homomorphism for each
k ∈ N and let ρ˜k : Ak → OF,G(Td)γ be the composition jk+1 ◦ Ψ−1k+1 ◦ ρk ◦ Ψk for
k ∈ N where Ψk is the isomorphism in Theorem 5.6. Then the solid diagram
OF,G(Td)γ
· · · Ak−1 Ak Ak+1 · · · OF,G(Td)γ
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.........
ρ˜k−1
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
....
.....
ρ˜k
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
...
.........
ρ˜k+1
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
.......
....... ......
ρ
...............................................
.
ik−2
...............................................
.
ik−1
...............................................
.
ik
...............................................
.
ik+1
..............................
.
commutes and hence, there exists a (unique) ∗-endomorphism ρ on OF,G(Td)γ mak-
ing the entire diagram commute. A diagram chase ensures that
ρ(SαfS
∗
β) = S(0,α)fS
∗
(0,β)
for SαfS
∗
β ∈ OF,G(Td)γ.
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Theorem 5.9.
OF,G(Td) ∼= OF,G(Td)γ oρ N
where ρ ∈ End(OF,G(Td)γ) is defined above.
Proof. Let (ι, s) : OF,G(Td)γ → OF,G(Td)γ oρ N be the universal representation as
described in Definition 5.7. Then let ι0 : OF,G(Td)γ → OF,G(Td) be the natural
inclusion and let S ∈ OF,G(Td) denote the isometryS(0,0,...,0) defined in Theorem
3.23. Note
ι0(ρ(SαU
νS∗β)) = S(0,α)U
νS∗(0,β) = SSαU
νS∗βS
∗ = Sι0(SαUνS∗β)S
∗
for all generators SαU
νS∗β ∈ OF,G(Td)γ. Hence,
ι0(ρ(x)) = Sι0(x)S
∗
for each x ∈ OF,G(Td)γ. Furthermore, note C∗(OF,G(Td)γ, S) = OF,G(Td). Therefore,
there exists a homomorphism
τ : OF,G(Td)γ oρ N→ OF,G(Td)
such that
τ ◦ ι = ι0 and τ(s) = S.
Recall by Lemma 5.1, there exists x ∈ OF,G(Td)γ such that ρ(xν) = Uν for each
ν ∈ I(F ). Then
(1) Given j ∈ {1, ..., d},
ι(Uj)
ajs = ι(ρ(x))ajs = sι(x)ajs∗s = sι(xaj)
and
xaj = S∗SxajS∗S = S∗ρ(x)ajS = S∗UajS = UGj .
Hence,
ι(Uj)
ajs = sι(U)Gj
for each j.
(2) Given ν ∈ I(F ),
s∗ι(U)νs = s∗ι(ρ(x))νs = s∗sι(x)νs∗s = ι(x)ν
and
xν = S∗SxνS∗S = S∗ρ(x)νS = S∗UνS = δν0 .
Hence,
s∗ι(U)νs = δν0
for each ν ∈ I(F ).
(3) Finally,∑
ν
ι(U)νss∗ι(U)−ν =
∑
ν
ι(U)νι(ρ(1))ι(U)−ν =
∑
ν
ι(UνSS∗U−ν) = ι(1) = 1.
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Therefore, by Theorem 3.23, there exists a homomorphism
σ : OF,G(Td)→ OF,G(Td)γ oρ N
such that
Uj 7→ ι(Uj) for each j = 1, ..., d and S 7→ s.
Then
(τ ◦ σ)(Uj) = (τ ◦ ι)(Uj) = ι0(Uj) = Uj
for each j = 1, ..., d and
(τ ◦ σ)(S) = τ(s) = S.
Hence, τ ◦ σ = idOF,G(Td). Furthermore, for each SαUνS∗β ∈ OF,G(Td)γ,
(σ ◦ τ)(ι(SαUνS∗β)) = σ(SαUνS∗β)
= σ(Uα1SUα2S · · ·UαkSU νS∗U−βkS∗U−βk−1 · · ·S∗U−β1
= ι(Uα1)sι(Uα2)s · · · ι(Uαk)sι(Uν)s∗ι(U−βk)s∗ι(U−βk−1) · · · s∗ι(U−β1)
= ι(Uα1)sι(Uα2)s · · · ι(Uαk−1)S∗ι(UαkSU νS∗U−βk))s∗ι(U−βk−1) · · · s∗ι(U−β1)
= · · · = ι(SαUνS∗β)
and
(σ ◦ τ)(s) = σ(S) = s.
Thus, by Lemma 5.1, σ ◦ τ = idOF,G(Td)γoρN and so,
OF,G(Td) ∼= OF,G(Td)γ oρ N ∼= (colimk(MNk(C(Td)))oρ N

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