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The total entropy production quantifies the extent of irreversibility in thermodynamic systems,
which is non-negative for any feasible dynamics. When additional information such as initial and
final states or moments of an observable is available, it is known that tighter lower bounds on the
entropy production exist according to the classical speed limit and the thermodynamic uncertainty
relation. Here, we obtain a universal lower bound on the total entropy production in terms of
probability distributions of an observable in the time forward and backward processes. For a par-
ticular case, we show that our universal relation reduces to a classical speed limit, which imposes
a constraint on the speed of the system evolution in terms of the Hatano–Sasa entropy production.
Notably, the newly obtained classical speed limit is tighter than the previously reported bound by a
constant factor. Moreover, we demonstrate that a generalized thermodynamic uncertainty relation
can be derived from another particular case of the universal relation. Our new uncertainty relation
holds for systems with time-reversal symmetry breaking, and recovers several existing bounds. Our
approach provides a unified perspective on two closely related classes of inequality: the classical
speed limits and the thermodynamic uncertainty relations.
Introduction.—Irreversibility is one of the cornerstones
for understanding the physical mechanisms of nonequilib-
rium systems and closely connected to the energy dissipa-
tion. The degree of irreversibility is typically quantified
by the relative entropy between the probability distribu-
tions of system trajectories in the forward and the time-
reversed process [1]. If the dynamics obey the detailed
balance condition, this relative entropy is equivalent to
the total entropy production. The irreversibility is char-
acterized by the second law of thermodynamics, which
states that the total entropy production is expected to
be non-negative. Although this zero lower bound is uni-
versally valid, it is irrelevant to how far from equilibrium
a process is.
Recently, one of the most sought-after challenges is
tightening the constraints on the total entropy produc-
tion. Inspired by researches in the quantum regime, clas-
sical speed limits (CSLs) have been derived for Markov
jump processes [2], Fokker–Planck dynamics [3–6], and
Liouville systems [7, 8]. For Markov jump processes, the
CSL implies that given a distance between initial and
final distribution, the faster the speed of evolution, the
more entropy production required. The CSL can be inter-
preted as a lower bound of the total entropy production
in terms of the state transformation speed. Another class
of constraints, known as thermodynamic uncertainty re-
lations (TURs), has been discovered in both classical and
quantum regimes [9–18] (see [19] for review). For time-
reversal symmetric systems, TURs impose a bound on
the average entropy production in terms of current preci-
sion. TURs have a wide range of practical applications,
particularly for the inference of dissipation without re-
quiring the detailed knowledge of the underlying dynam-
ics of systems [20–23]. In light of these results, the ques-
tion arises whether there exists a universal relation that
reveals the origin of the trade-offs among irreversibility,
precision, and speed of system evolution.
In this letter, we answer this question by deriving a uni-
versal relation between the irreversibility of the system
and physical observables. Specifically, we prove that the
degree of irreversibility of the system is lower bounded
by a quantity involving the probability distributions of
the observable in the forward and backward processes.
Recognizing the similarity between CSL and TUR in the
sense of constraints on the irreversibility, we show that
these trade-offs can be derived from this relation. First,
quantifying the irreversibility by the Hatano–Sasa en-
tropy production, we obtain a CSL for continuous-time
Markov jump processes. The operational time is bounded
from below by a combination of the Hatano–Sasa entropy
production, the dynamical activity, and the distance be-
tween the initial and final states. Notably, the obtained
bound is a constant times tighter than that reported in
Ref. [2]. Second, as another corollary of the derived rela-
tion, we demonstrate that a generalized TUR for systems,
where the time-reversal symmetry is broken, can be ob-
tained. The degree of irreversibility is constrained from
below by the mean and variance of observables in both
forward and backward processes, reflecting the presence
of the time-reversal symmetry breaking. Our TUR can
be considered as a generalization of TURs, since it recov-
ers several TURs for time-reversal symmetric systems in
Refs. [15, 24]. From the unified perspective on CSL and
TURs, we hope to provide a promising avenue for deriv-
ing more types of trade-offs.
Lower bound on the irreversibility.—We start by con-
sidering a stochastic system evolving in the phase space
during a time interval of [0, τ]. Let ω be a trajectory
and PF(ω) be the probability of observing ω in the time-
forward process. The conjugate of this forward process
2is a backward process with the time-reversed trajectory
ω†. The superscript † denotes the time-reversal operator,
which reverses the order of the states in time and changes
their sign according to their parities (such as velocities or
magnetic fields). Let PB(ω†) denote the probability that
the system could take the time-reversed trajectory ω† in
the backward process. Hereafter, we use the subscript
F and B to refer to the forward and backward process,
respectively.
We define a trajectory-dependent quantity σ, which
encodes the irreversibility of the trajectory ω,
σ(ω) = kB ln PF(ω)
PB(ω†) . (1)
Here, kB is the Boltzmann constant, which we set to
unity. Depending on the setup of the backward process,
we have different physical interpretations of σ [1]. If the
backward process is the time reversal of the forward pro-
cess and the dynamics obey local detailed balance condi-
tion, σ is equivalent to the total entropy production [25].
When the dynamics in the backward process are the dual
ones [26], σ corresponds to the non-adiabatic contribu-
tion of the total entropy production. In the presence of
measurement and feedback, σ includes the total entropy
production and an information term [27, 28].
The quantity of interest is the average of σ over the
ensemble of trajectories, which can be expressed as
⟨σ⟩F =∑
ω
PF(ω) ln PF(ω)
PB(ω†) ≡D[PF(ω)∣∣PB(ω†)], (2)
where D denotes the relative entropy, and ⟨⋅⟩ denotes
the ensemble average. In general, it is infeasible to fully
determine the probability of the trajectories, due to the
presence of hidden degrees of freedom and the existence
of exponentially rare events. Moreover, it is impractical
to directly calculate the relative entropy due to heavy
computational costs of processing high-dimensional data.
In what follows, we derive an accessible lower bound on
the ensemble average of σ.
We consider an observable φ(ω), which is a trajectory-
dependent quantity. The observable has the probability
distribution P (φ) = ∑ω P (ω)δ(φ,φ(ω)), where δ(x, y) is
the Kronecker delta (δ(x, y) = 1 for x = y and 0 otherwise)
We assume that the observable in the backward process is
the same as the forward one, i.e., φ†(ω†) = φ(ω†), and φ†
is uniquely determined if φ is given. Following the chain
rule for the divergence of joint probability distributions
[29], we obtain
D[PF(ω)∣∣PB(ω†)] +D[PF(φ∣ω)∣∣PB(φ†∣ω†)]
=D[PF(φ)∣∣PB(φ†)] +D[PF(ω∣φ)∣∣PB(ω†∣φ†)] (3)
where D[P (y∣x)∣∣Q(y∣x)] ≡ ∑x P (x)∑y P (y∣x) ln P (y∣x)Q(y∣x)
is the conditional divergence between the joint probabil-
ity distributions P (x, y) and Q(x, y). Due to the non-
negativity of the conditional divergences and PF(φ∣ω) =
PB(φ†∣ω†) = δ(φ,φ(ω)), Eq. (3) yields the following
information-processing inequality [29]:
D[PF(ω)∣∣PB(ω†)] ≥D[PF(φ)∣∣PB(φ†))]. (4)
Hence, the most information about the irreversibility
that one can extract from the observable is the rela-
tive entropy D[PF(φ))∣∣PB(φ†)]. When φ(ω) is a re-
duced trajectory, D[PF(φ))∣∣PB(φ†)] is equivalent to
coarse-grained relative entropy [30–32]. By noting that
p ln p
q
− p + q = ∫ 10 θ(p−q)2(1−θ)p+θqdθ, we find
D[PF(φ))∣∣PB(φ†)] = ∫ 1
0
∑
φ
θ(PF(φ) − PB(φ†))2
Pθ(φ) dθ,
where Pθ(φ) = (1 − θ)PF(φ) + θPB(φ†). We apply the
Cauchy-Schwarz inequality to arrive at
⟨σ⟩F ≥ ∫ 1
0
θ (∑φ ∣fθ(φ)(PF(φ) −PB(φ†))∣)2
∑φ fθ(φ)2Pθ(φ) dθ, (5)
where fθ(φ) is any function of φ and θ that satisfies
∑φ fθ(φ)2Pθ(φ) ≠ 0. This relation connects the degree
of reversibility and statistical values of the observable.
It illustrates the fact that details of the process are in-
completely represented by the observable. This result
holds not only for classical stochastic dynamics but also
for deterministic systems, non-Markovian processes, and
quantum trajectories. Since the term in the right-hand
side of Eq. (5) is non-negative, this relation tells us more
about the degree of irreversibility than the second law
does. We will show that by choosing appropriate func-
tion fθ(φ), one can obtain a tighter bound for the CSL
and a generalized TUR.
Classical speed limit.—We consider a continuous-time
Markov process with discrete states {1, . . . ,N}. The time
evolution of the probability pn(t) to find the system in
the state n at the time t is described by the following
master equation:
p˙n(t) =∑
m
Rnm(t)pm(t), (6)
where the transition from the state m to the state n oc-
curs with a rate Rnm(t). The transition rates satisfy the
normalization condition ∑nRnm = 0 to ensure the con-
servation of the total probability. We assume that the
transition rate from the state n to state m ≠ n is non-
negative and Rnm > 0 whenever Rmn > 0. The total
entropy production rate is given by [1]
Σ˙(t) ≡ ∑
n,m
Rmn(t)pn(t) ln Rmn(t)pn(t)
Rnm(t)pm(t) . (7)
We assume that there exists a unique instanta-
neous stationary distribution pssm(t) which satisfies
3∑mRnmpssm = 0. The total entropy production rate can
be decomposed as [26, 33]
Σ˙(t) = Σ˙A(t) + Σ˙HS(t), (8)
where Σ˙A(t) denotes the adiabatic entropy production
rate, given by
Σ˙A(t) ≡ ∑
n,m
Rmn(t)pn(t) ln Rmn(t)pssn (t)
Rnm(t)pssm(t) (9)
and Σ˙HS(t) is the non-adiabatic contribution, which is
known as the Hatano–Sasa entropy production rate,
Σ˙HS(t) ≡ ∑
n,m
Rmn(t)pn(t) ln pssm(t)pn(t)
pssn (t)pm(t) . (10)
The Hatano–Sasa entropy production rate is less than or
equal to the total entropy production rate, due to the
non-negativity of the adiabatic contribution. The equal-
ity is attained if the transition rates satisfy the detailed
balance condition.
We consider a backward process with the dual dynam-
ics [1], whose transition rates are defined as
R˜nm ≡
Rmnp
ss
n
pssm
. (11)
Obviously, the escape rates of the original and dual dy-
namics are equal, R˜nn = Rnn. Since the transition rates
of the dual dynamics also satisfy the normalization con-
dition ∑m R˜mn = 0, we obtain
∑
m(≠n)
R˜mn = −R˜nn = −Rnn = ∑
m(≠n)
Rmn. (12)
Let A(t) ≡ ∑n≠mRmn(t)pn(t) denotes the dynamical ac-
tivity, which describes the frequency of jumps [34, 35].
The dynamical activities in the dual dynamics and the
original ones are equal,
A˜ ≡ ∑
n≠m
R˜mnpn = ∑
n≠m
Rmnpn = A. (13)
The dual dynamics provide another way to express
Hatano–Sasa entropy production rate:
Σ˙HS = ∑
n≠m
Rmnpn ln
Rmnpn
R˜nmpm
. (14)
To be consistent with the previous notation, we de-
note by ωnm the forward transition from the state n to
state m (n ≠ m), and introduce a probability distribu-
tion PF(ωnm) ≡ A−1Rmnpn. The probability distribu-
tion of the backward transition ω†nm is then defined as
PB(ω†nm) ≡ A−1R˜nmpm. We can rewrite the Hatano–
Sasa entropy production rate as
Σ˙HS = AD[PF(ωmn)∣∣PB(ω†mn)]. (15)
We set the function fθ(φ) = 1 in Eq. (5) to find that
D[PF(ωmn)∣∣PB(ω†mn)] is lower bounded by
≥ ∫
1
0
θ (∑φ ∣PF(φ) − PB(φ†)∣)2
∑φ Pθ(φ) dθ (16)
Providing that ∑φ Pθ(φ) = ∑φ(1 − θ)PF(φ) + θPB(φ†) =
1, we obtain a lower bound of the Hatano–Sasa entropy
production rate in terms of the dynamical activity and
the total variation distance between the distributions of
observable,
Σ˙HS ≥
A
2
⎛⎝∑φ ∣PF(φ) −PB(φ†)∣⎞⎠
2
. (17)
We choose the observable φ(ωmn) to be the trajectory it-
self, i.e., φ(ωmn) = ωmn. In that case, the total variation
distance becomes
∑
φ
∣PF(φ) −PB(φ†)∣ = 1A ∑n≠m ∣Rmnpn − R˜nmpm∣ (18)
Applying the triangle inequality, we get√
2AΣ˙HS ≥ ∑
n≠m
∣Rmnpn − R˜nmpm∣
≥∑
n
RRRRRRRRRRRR
∑
m(≠n)
Rnmpm − R˜mnpn
RRRRRRRRRRRR
=∑
n
∣p˙n∣ (19)
Integrating over the time from t = 0 to t = τ , we find
∑
n
∣pn(0) − pn(τ)∣ ≤∑
n
∫
τ
0
∣p˙n(t)∣dt
≤ ∫
τ
0
√
2A(t)Σ˙HS(t)dt ≤√2ΣHSτ⟨A⟩τ (20)
where ΣHS ≡ ∫ τ0 Σ˙(t)dt is the Hatano–Sasa entropy pro-
duction, and ⟨A⟩τ ≡ τ−1 ∫ τ0 dtA(t) is the time average of
the dynamical activity. We rewrite Eq. (20) to obtain
the minimal time required for the system to evolve from
the initial to the final configuration:
τˆ ≡
L(p(0),p(τ))2
2ΣHS⟨A⟩τ ≤ τ, (21)
where L(p,q) ∶= ∑n ∣pn − qn∣ is the total variation dis-
tance between distributions p and q. In Eq. (21), the
dynamical activity contributes as a time scale of state
transformation, and it is similar to role of the Planck
constant in quantum speed limit [2]. The bound (21)
does indeed constrain Hatano–Sasa entropy production
by the speed of evolution, even when the detailed bal-
ance condition is not fulfilled. We stress that this speed
limit is tighter than the relation found in Ref. [2], where
the transformation time is bounded by c∗τˆ (c∗ ≈ 0.896).
The stronger inequality gives us the edge over many ap-
plications, such as entropy production estimation, model
validation, and design criteria for mesoscopic devices.
4Thermodynamic uncertainty relation.—Inspired by
Ref. [36], we derive a new TUR for systems with time
symmetry breaking. We consider an observable φ(ω) sat-
isfying φ = ǫφ†, where the parity operator is ǫ = 1 (−1)
for the even (odd) observable under time-reversal. We
note that the observable does not have to be a current.
We choose fθ(φ) = φ−ψθ with ψθ ≡ (1− θ)⟨φ⟩F + θǫ⟨φ⟩B,
and substitute into Eq. (5) to find
⟨σ⟩F ≥ ∫ 1
0
θ (∑φ ∣(φ −ψθ)(PF(φ) − PB(φ†))∣)2
∑φ(φ −ψθ)2Pθ(φ) dθ. (22)
By recognizing that
∑
φ
∣(φ −ψθ)(PF(φ) −PB(φ†))∣ ≥ ∣⟨φ⟩F − ǫ⟨φ⟩B∣ , (23)
we obtain a thermodynamic uncertainty relation:
⟨σ⟩F ≥ ∫ 1
0
θ(⟨φ⟩F − ǫ⟨φ⟩B)2⟨⟨φ⟩⟩θ dθ, (24)
with ⟨⟨φ⟩⟩θ = (1 − θ)⟨⟨φ⟩⟩F + θ⟨⟨φ⟩⟩B + θ(1 − θ)(⟨φ⟩F −
ǫ⟨φ⟩B)2, where ⟨⟨φ⟩⟩ denotes the variance of the observ-
able. We note that the right-hand side of Eq. (24) con-
tains only the average and variance of the observable.
The explicit form of the lower bound is 1
2
a−2⟨⟨φ⟩⟩F
b
ln a+b
a−b
+
1
2
ln ⟨⟨φ⟩⟩F
⟨⟨φ⟩⟩B
with a ≡ (⟨φ⟩F − ǫ⟨φ⟩B)2 + ⟨⟨φ⟩⟩F + ⟨⟨φ⟩⟩B and
b ≡
√
a2 − 4⟨⟨φ⟩⟩F⟨⟨φ⟩⟩B, which is a particular case of the
lower bound on the relative entropy derived in Ref. [36].
We remark that our result is valid for a wide vari-
ety of systems with broken time-reversal symmetry, in-
cluding magnetic fields, time-antisymmetric external pro-
tocols, feedback, and underdamped Langevin dynamics.
It could be extended to other phenomena of symmetry
breaking, such as the breaking of space inversion by ex-
ternal in equilibrium states [37]. In the general setting,
we find that unlike conventional TURs, the observable
in the backward process is indispensable. This perspec-
tive is consistent with what was reported in Refs. [38–40].
However, the previous TURs involve the sum of the en-
tropy production of the forward and backward processes⟨σ⟩F +⟨σ⟩B , making it infeasible to infer the entropy pro-
duction ⟨σ⟩F alone. We note that from our result, one
can obtain a tighter bound for the sum of entropy pro-
ductions than those in Refs. [38–40]. It is also worth
emphasizing that observables could be symmetric under
time reversal, which cannot be handled by the previous
approaches. There is another attempt to modify TUR
for systems with time-dependent driving by taking into
account the response of the observable for a small change
of speed and time scale in [41]. Nonetheless, this method
is restricted to overdamped Langevin dynamics and re-
quires a precise control of the system as well as measure-
ments.
We now show that some conventional TURs can be
recovered by the derived TUR. We consider the spe-
cial case where the control protocol is time-symmetric,
PF(ω) = PB(ω), and the observable φ is odd under time-
reversal, i.e., φ(ω) = −φ(ω†). In this case, we have⟨φ⟩F = ⟨φ⟩B and ⟨⟨φ⟩⟩F = ⟨⟨φ⟩⟩B. Then, our TUR re-
duces to ⟨σ⟩F ≥ 1g(φ) ln g(φ)+1g(φ)−1 , where g(φ) =√1 + ⟨⟨φ⟩⟩F⟨φ⟩2
F
.
This can be rewritten as
⟨⟨φ⟩⟩F⟨φ⟩2
F
≥ csch2 [h(⟨σ⟩F
2
)] ≥ 2
e⟨σ⟩F − 1 , (25)
where csch(x) is the hyperbolic cosecant, and h(x) is
the inverse of the function x tanh(x). Equation (25) is
exactly the tightest lower bound introduced in Refs. [15,
24].
Let us examine the conditions for equality in our TUR.
From Eq. (5) and (23), the equality will only be at-
tained if the following two conditions are met. The
first condition is PF(ω∣φ) = PB(ω†∣φ†) for all ω and φ.
The second one is the existence of a function k(θ) such
that k(θ) = PF(φ)−PB(φ†)
(φ−ψθ)Pθ(φ)
for all φ and θ ∈ [0,1]. Both
the equality conditions are satisfied by the generalized
Szilard engine with measurement errors [27], in which
we choose the work as the observable and set the post-
measurement expansion volume to a constant value. We
remark that the above equality constraints may be sat-
isfied regardless of the magnitude of ⟨σ⟩F, which offers a
significant advantage in the entropy production estima-
tion.
Conclusion and discussion.—In this letter, we identi-
fied the physical essence of the relation between the irre-
versibility and a physical observable. From the universal
relation (5), we obtained two new bounds on the degree
of irreversibility in the forms of the classical speed limit
and the thermodynamic uncertainty relation. They il-
lustrate the nature that large dissipation is required to
achieve high speed and exquisite precision. It is interest-
ing to apply these relations to derive the physical limits
of the heat engine performance [42] and irreversible com-
putation [43, 44].
We anticipate this work will shed light on the way for
deriving rigorous relations among many physical quanti-
ties. Since our approach deploys the monotonicity of the
relative entropy under information processing, its appli-
cation is not restricted to systems with a notion of time
evolution. This perspective suggests that our method
can be used to derive relations between relevant charac-
teristics of the broken symmetry in the configuration of
classical or quantum systems, such as magnetic systems
and nematic liquid crystals [37, 45]. Such relations are
important not only in physics but also in the machine
learning field, in which the evaluation of relative entropy
between the probability distributions of data and model
is a major problem [46–48].
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