The present work focuses on the study of the renowned Collatz conjecture, also known as the 3x + 1 problem. The distinguished analysis approach lies on the dynamics of an iterative map in binary form. A new estimation of the enlargement of iterated numbers is given. Within the associated iterative map, characteristic periods for periodic orbits are identified.
Introduction
The Collatz conjecture is a long standing open conjecture in number theory. Among many other names it is often known as the conjecture for the 3x + 1 problem, which concerns to an arithmetic procedure over integers. This conjecture is based on the Collatz function given by
Notice that the Collatz problem concerns to the dynamical behavior of the above map for any positive integer x.
Conjecture 1 (Collatz conjecture). Starting from any positive integer x, iterations of the function C(x) will eventually reach the number 1. Thus, iterations enter in a cycle, taking successive values {1, 4, 2}.
The problem has been addressed from several viewpoints along nearly a Century (see e.g. [9] for an overview), which come from approaches of number theory, dynamical systems, ergodic theory, mathematical logic, and theory of computation as well as stochastic strategies. This paper consists of a numerical and dynamical hybrid analysis. The 3x + 1 problem have been considered as a discrete map C : Z → Z. The map here proposed maps an interval in the real numbers into itself, yet the given map is discontinuous almost everywhere.
In Sec. 2 we introduce a new binary function capturing the dynamics given by (1) , yet for numbers in an interval in R. In Sec. 3 this function rises up to an iterative map which allows to draw conclusions towards Collatz conjecture. Finally, a brief discussion of results can be found in Sec. 4.
Some useful notation and results
The Collatz function can be simplified into more tractable functions, a well-known case is the Everett function which considers a map for odd integers (3x + 1)/2. This function was also analyzed by Terras, cf. [6, 11] . The iteration is optimized with the reduce Collatz function R(x) = (3x + 1)/2 m (where 2 m is the larger power dividing 3x + 1), cf. [3] . Even though, this reduced map aims to simplify the Collatz procedure, it is yet not straight forward.
Let be x an odd number, its binary expression is (a m a m−1 · · · a 0 ) 2 where a k ∈ {0, 1} for k = 1, 2, . . . , m − 1, and a 0 = 1 and a m = 1. Notice that the reduced function satisfies that R(x) = R(2 n x) for any n ∈ N. However, for an even value of R(x), the next iteration is divided by a power of two, which power is unknown a priori. In order to remove this computation, let us take into account the binary expression of y = 2 −(m+1) x, i.e. y = (0.a m a m−1 · · · a 0 ) 2 . Note that the 1 to 1 map from odd x and y is therefore given. Let us define the map as
with m the smallest N such that x < 2 m holds, hence M (x) = y holds, and M (2 n x) = M (x) is satisfied for all x, n ∈ N. Notice that x = 1 is related to y = 2 −1 = (0.1) 2 by means of M (x), odd integers x are uniquely represented in the real interval I = [1/2, 1). Now, we need to calculate 3y + 2 −(m+1) for y = (0.1a m−1 a m−2 · · · a 1 1) 2 , which turns the problem out to calculate the total length of the a k binary digits length. On the other hand, the benefit by iterating over I, is that 3y + 2 −(m+1) lies on the interval (3/2, 4]. Thus, in order to get a value in I, an iteration must be divided by 2, 4 or 8. For instance, y = (0.1) 2 uses m = 0 and 3y + 1/2 = (1.1) 2 + (0.1) 2 = (10) 2 = 4. Upon dividing by 8 we get that 4/8 = (0.1) 2 , i.e., the fixed point 1. As a further matter, y = (0.10101 . . . 01) 2 yields to the same relation as 3y + 2 −(m+1) = (1.1 . . . 11) 2 + (0.0 . . . 01) 2 = 4, where m + 1 is the binary digits length of y. For a practical use of additions in vertical form, see the sketch in Fig. 2.1 ; other uses of binary coding in number theory can be seen in [2] , for instance. (1) 2 + (1) 2 = (10) 2 ; thus on vertical additions every 1 added to 1 places 0 and carry 1. On the right-handed panel the same numbers added on the left in both binary and decimal notations. Definition 2.1. For a given n ∈ N, define y n = (0.1{01} n ) 2 , where {01} n stands for n repetitions of 01. Let be N the set of all y n numbers as the set of predecesor numbers or simply predecessors.
Remark 1.
Notice that x defined as 2 2n+1 y n = (1{01} n ) 2 = 2 2n + 2 2(n−1) + · · · + 2 0 which satisfies that 3x + 1 = 2 2n+1 + 2 2n + · · · + 2 0 + 1 = 2 2(n+1) . (Notice that y n → 2/3 as n → ∞.) Hence the Collatz function C 2n+3 (x) = 1 and the reduced form R(x) = 1 hold.
In consequence, let us define the binary function by
, for all y ∈ I, where = m + 1 is the total length, i.e., the "digits" number of y in binary notation.
Remark 2.
A y ∈ [1/2, 1) without preimage x ∈ N by M (x) ( e.g. y = 4/5) will follow the map (4) ahead, since in such a case m goes to ∞. Proof. The proof consists of three rigorous arguments based on binary adding (see Fig. 2 
.1):
(1) By definition and Remark 1, the result holds for y ∈ N .
(2) For y ∈ [1/2, 2/3] \ N , notice that y = (0.1{01} k 00a m−2k−3 · · · a 0 ) 2 for k ∈ N, yet m ≥ 2k + 3 holds since y / ∈ N . Thus,
where * represents an unknown binary digit and both binary numbers at right have length m + 1. Because of the 00 in the original y, we notice that the binary structure should satisfy b 2 b 1 = 11, thus by adding 2 −(m+1) expression (3) cannot be greater than 2, yet is larger than 1. Therefore, (3y + 2 −(m+1) )/2 ∈ I holds.
(3) For y ∈ (2/3, 1), its binary representation is y = (0.1{01} k 1a n · · · a 0 ) 2 , for k ∈ N. Thus, 3y + 2 −(m+1) = (10.{00} k * · · · * 1) 2 + (0.0 · · · 01) 2 , for * any binary digit, which gives place to 3y
The equivalence between B(y) and the reduced function R(x) is given multiplying by 2 ± , where = m + 1 is the length of both x and M (x) in binary form. Therefore, Remark 1 and Lemma 2.2, yields to the following result. Conjecture 2 (Binary Collatz conjecture). For any x ∈ N, y = M (x) belongs to I. Then, the iterative map B k (y) → 1 as k → ∞. In other words, the binary function (2) has 1/2 as a global atractor for the domain I = [1/2, 1) in binary notation.
For a given y 0 ∈ [1/2, 1), we first notice that the behavior of the length of y k = B k (y 0 ) was successfully analyzed in [1] for Baker's map. This approach for the Collatz function remains nonetheless unclear. The numbers in Table 2 .1 are the size of the initial length in binary form against the maximal length found in several of runs considering 500 random numbers of each particular length. The 200 of these runs condensed in Table 2 .1 give the computed maximum length and maximum iterations in order to achieved the ground state 1/2. In Table 2 .1, we notice that these numerical simulations suggest that in the binary form, the result may provide an useful guide to its proof. Table 2 .1 the column for numbers with 50, 000 binary digits was obtained with ten runs of the routine iterating 500 random numbers of this length. Nine out of ten runs returned the recorder numbers for Maximum length and Maximum stop time, 50, 012 and 124, 514 respectively. In one case only, the result gives a maximum length of +9 binary digits and 118, 914 as maximum number of iterations before achieving 1/2.
Notice that the stopping time for the reduced function R(x) and for the binary function B(M (x)) are equal. Nevertheless, Table 2 .1 and simulations suggest that the binary form has a regular behaviour for the length in their binary expansion: a binary length increasing of 14 digits represents approximately 1.6×10 4 in decimal notation, thus a number in the first column of Table 2 .1 may change from 2 50 ≈ 10 15 to 2 64 ≈ 2 × 10 20 . The hailstone numbers introduced in [7] represent iterations where there is an abrupt increase of magnitude from, say x n to C(x n ). In Fig. 2 .2, we may compare the smoothing from decimal expressions against their binary representations. n 0 := 100 π · 10 35 (right-hand panels). On top panels the iterated x n ∈ N; on the bottom panels, the respective y n = M (x n ) in binary: blank spaces for zeros and dots for ones binary bits, top lines stand for binary point. Notice that n 0 has 38 decimal digits, 119 binary digits, and 255 steps instead of 529 steps with the original Collatz function, [9, 10] . It has a hailstone number x 13 with 35 decimal digits and 116 binary digits. Notice that N has 8 decimal digits, 26 binary digits; its hailstone number x 33 = 322, 205, 345, 153 has 12 decimal digits and 39 binary digits.
The growing thin of the string length is determinant in satisfying Collatz conjecture. 
To do so, we count the "head" and "tail" behaviour: we define a head with the n first binary digits, and a tail with the n last binary digits. For example, (0.1001) 2 is mapped to (1.1100) 2 by 3y + 2 −(m+1) , now we count the length grow with the binary point as reference. We say that it increases by one at the beginning with a 1 at the left of the binary point and decreases by two at the very end, because of the two last zeros and since y 0 originally has four binary digits at the right of the binary point. In so doing, we notice the head adds one to the total length and the tail subtracts two. In this case, the combination of head and tail behaviour is such that as a result of the iteration y 1 = B(y 0 ), the total length is decreased by one. Let us focus on n = 3 binary digits and notice that there are four possible configurations both for 3-digit heads and 3-digit tails. Theorem 2.3 (Heads and tails). The head with three binary digits h 1 = (0.100) 2 adds one to the total length, the heads h 2 = (0.101) 2 , h 3 = (0.110) 2 , h 4 = (0.111) 2 add two to the total length by means of (2). (A h 2 head may add only one digit.) The tail with three binary digits t 1 = (· · · 001) 2 subtracts two to the total length, the tails t 2 = (· · · 011) 2 , t 4 = (· · · 111) 2 subtract one to the total length and the tail t 3 = (· · · 101) 2 subtracts at least three to the total length.
Proof. There are eight cases to consider. As above, * stands for any unknown binary digit, notice we are using vertical adding as in Fig. 2.1 . Notice that adding 2 −(m+1) remains implicit for the heads within the * , as can be seen by the binary notation. Notice that 3 = (11) 2 = (10) 2 + (1) 2 , so we get that h 1 : 0.100 * · · · + 1.00 * * · · · 1.1 * * * · · · , h 2 :
0.101a * · · · + 1.01ab * · · · 10. * * * * * · · · , h 3 :
0.110 * · · · + 1.10 * * · · · 10. * * * * · · · , h 4 :
0.111 * · · · + 1.11 * * · · · 10.1 * * * · · · .
Thus, h 1 adds one to the total length, and the others heads add less than three to the total length. If for h 2 , a and b are zero, then the sum is (1.111 * ) 2 and this head adds only one to the total length. Similarly, for the tails we add x in the first row and (10) 2 x + 2 −(m+1) on the second row., We obtain t 1 :
· · · * 001 + · · · 0011 · · · * 100 , t 2 :
· · · * 011 + · · · 0111 · · · * 010 , t 3 :
· · · * 101 + · · · 1011 · · · * 000 , t 4 :
· · · * 111 + · · · 1111 · · · * 110
.
By noticing that the binary point is fixed m + 1 positions at the left of this adding, notice that t 2 , t 4 subtract one to total length, t 1 subtracts two and t 3 substracts at least three to the total length. Remark 4. From Theorem 2.3, the contribution of all three digit head/tail possibilities to total length is depicted in the following table. Notice, that by adding all cells the total sum is less or equal than zero.
Heads \ Tails
As can be seen in Remarks 3 and 4 not only Collatz conjecture might be true, but they also point out to a novel way of analyzing a binary structure by each step iteration. In the following section, by taking into account a circle map of the binary function (2) a visualization of the iterates of B(y) is improved.
Associated binary map and orbits in the iterative map
We now analyze the binary function (2) as an iterative map over the interval I = [1/2, 1) into itself. The one-dimensional dynamics is well understood when the map is a diffeomorphism or a homeomorphism (see e.g. [4, 5] ). Nevertheless, notice that the binary map y n+1 = B(y n ) is highly discontinuous. For example, let be y = (0.1011) 2 and a number z = (0.101011 · · · 1) 2 which is closed. Upon applying the binary function, we have B(y) = (0.10001) 2 and B(z) = (0.10000011 · · · 1) 2 . Thus, the distance |y − z| = 2 − depends on the length of z, and can be bounded by any δ > 0, however |B(y) − B(z)| > 2 −6 uniformly.
3.1.
A reduced circle map. By inspection, this discontinuous behaviour of (2) arises from both elements in N and subtracting terms 2 −(m+1) . Hence, we consider B(y) as the perturbation of map
which defines a circle homeomorphism on I, see [4] . 
, where µ(k) := k ln 3 ln 2 .
Thus, its critical point c k is 2 µ(k) /3 k , and we notice that there are no fixed points of H k with k ∈ N. As consequence there are no periodic points. In addition, it is topologically transitive as the orbit of any open interval will cover eventually the whole interval I when k → ∞. Now we define the inverse map H −1 : I → I such that y ∈ H −1 (H(y)) and H −1 (J) is the set given for all values z ∈ I such that H(z) ∈ J. Therefore, H(y) is a well defined circle map without chaotic behaviour. This clearly is in contradistinction to B(y) as map. Nonetheless, we get information from H(y) in order to investigate the veracity of Collatz conjecture.
3.2.
The binary map as a perturbation. As an illustration of H(y) dynamics, let us choose as a motivation the set T 5 given by all numbers that can be expressed with binary length = 5. This set is written with the first element τ 1 = 1/2 and recursively with τ i+1 = τ i + 2 −5 . Thus, we have the representation T 5 = {τ 1 = (0.10000) 2 , τ 2 = (0.10001) 2 , . . . , τ 16 = (0.11111) 2 }, related with a disordered list of the odd numbers from where the orbit of τ 16 has 39 iterations before τ 1 . In three occasions, the iteration H k (τ 16 ) has 12 digits length.
To compute H(y) instead of B(y), an error can be estimated for y ∈ J := I \ (T 5 ∪ N ), as we know that H k (y) → 1/2 for y ∈ T 5 ∪ N . Notice that the calculated length for any y ∈ J is ≥ 6, thus
As B(y) is larger than H(y), the absolute value is not included. We define an error bound ε k := B k (y) − H k (y) for k ∈ N and y ∈ I on computing of H(y). The orbit is well understood for y ∈ I such that B(y) ∈ T 5 ∪ N , so in each iteration we remove these relevant data from I. An inspection of plots for B and H, see 1. The alternation of multiplying by 3/2 or 3/4 is the same in H and B, once we remove conflicted data given by the numbers γ k ahead. In so doing, we notice that H(y) ∈ L when y ∈ [2/3, 8/9), however for 2/3 y < 8/9, B(y) may belong to R. As 8/9 = (0.{111000} ∞ ) 2 for an infinite repetition of the curly bracket, and y = (0.{111000} k 0 * · · · * 1) 2 < 8/9 implies B(y) ∈ L, we concern with three types of smaller numbers near to 8/9 in binary form:
where k is the number of repetitions of the digits in curly brackets. From calculations:
Then α k , β k belong to the preimage of N under B, see Remark 1. As a γ k satisfies B(γ k ) > 2/3 without a clear convergence to N , we denote by C to the set of all γ k .
Let T to be a tested set with length : all natural numbers x ≤ 2 give y = M (x) with length , the set is tested if the orbit of y ∈ T contains τ 1 . Then, recursively define J 1 := I \ (T ∪ N ∪ B −1 (N ) ∪ C) and J n := J n−1 \ B −1 (J n−1 ).
Conjecture 3.
For any y ∈ C, with preimage x in N, there exists k ∈ N such that B k (y) = 1/2. Therefore, C satisfies the Collatz conjecture.
Remark 5. As for a number z = n/3 k > 1/2 with n ∈ N we have that H k (z) has also a preimage M (x) for some x ∈ N, then Conjecture 3 should hold for z.
Theorem 3.1. The error bound ε n := B n (y) − H n (y) for any given y in the subset J n ⊂ I defined above is
for − 1 the smallest length of the elements of the tested set T .
Proof. In order to show this result, we highlight two facts. Firstly, notice that the difference between B(y) and H(y) for y ∈ J 1 is 2 −(m+1) /2 i where m + 1 ≥ and i is equal to 1 or 2, as J 2 neglects the elements that will be mapped into J 1 , the length of any y ∈ J 2 satisfies that the length of B(y) plus one is also larger than . Secondly, B n (y) and H n (y) have the same power i in the same step; both B n−1 (y) and H n−1 (y) are in the same subinterval L or R as we neglected the elements in C and the preimages of N . Therefore, in the expansion of the difference between B n (y) and H n (y), we can rule out the y's, e.g.,
where a is either 0 or 1, see Eq. (5), however i 1 + i 2 + i 3 = µ(3) + a holds. Now, notice that 2 −(m+1) ≤ 2 − in each iteration. Recall that the powers i 1 , i 2 , · · · alternate from 2 to 1 or 2 and from 1 to 2, thus the bound is enlarger when i n = 1, i n−1 = 2, i n−2 = 1, · · · . These errors are bounded by setting all lengths m + 1 as and the power laws alternating as 1, 2, · · · , 1, 2, 1 where the last one must be 1. In other words, we split in even an odd iterations as follows
which prove the proposition. Upon following these results, we notice that the binary map B(y) do not have periodic points for n → ∞. However, as c k can be close to 1/2 as is shown in Fig. 3.1(b,c) , the binary map may have periodic points of period k if 1/2 + ε k > c k holds. In consequence we have the following result. Lemma 3.2. Upon assuming a tested set T consisting of all the binary expressions with length − 1, and considering that the orbit of every y ∈ T contains τ 1 = 1/2, then there are no periodic orbits of B of period k < k , where k is the first number satisfying 1/2+ε k > c k . Remark 6. The estimation in Lemma 3.2 shows that there are no periodic points in C. Notice that as the convergence test has been double checked for all x ≤ 2 60 (cf. [10] ), thus we compute k with these data showing that there are no periodic orbits of period k < 600. In this case, = 60, and we have c 600 = 0.507858 · · · and ε 600 = 0.013460 · · · satisfying c 600 < 0.5 + ε 600 for the first k.
Conclusions
This problem and its conjecture began as a curiosity of an arithmetical game, but it is in connection with various other areas of mathematics that have made it a respectable topic for mathematical research. Here we have presented a novel link with an one-dimensional dynamics which in turn has restricted the problem in showing that C satisfies Collatz conjecture. This approach seems promising as we have proposed a strategy to remove an overseen difficulty which appears to reside in an inability to analyze the pseudorandom nature of successive iterates of C(x). Here, its randomness can be controlled by the error bounds ε k .
We have highlighted a path concerning the length in binary expressions which it seem to overpass the hailstone numbers given in [7] as well as a novel procedure that for a given set of tested numbers satisfying the conjecture, eliminates several periods for orbits. Hence, a proof for Conjecture 3 is needed to rigorously make this statement.
During the revision time of this manuscript, Hew's article [8] was published. It shows that the binary map B(y) in (2) is actually a fractal under the metric of the dyadic rational numbers in [1/2, 1), i.e., the odd natural numbers via the M (x) map. The incomplete analysis for string length of y ∈ [1/2, 1) under B(y) is natural through Theorem 2.3: Hew removes the ending repetition of 01, therefore, instead of y = (0.1 * · · · * 11{01} k ) 2 , takê y = (0.1 * · · · * 11) 2 ; only the tail t 3 is prohibited. Then, for the L-domain, the h 1 and h 2 heads are possible, so by adding the allowed tails, the string length can grow or shrink. For the R-domain, the h 2 , h 3 , h 4 heads are allowed and the string length grow or keep the same length.
