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ABSTRACT
Although the regularisation increased the popularity of
inverse analysis due to its capability of deriving a stable
solution, the significant problem is that the solution depends
upon the regularisation parameters chosen.  This paper presents
a technique for deriving solutions without the use of the
parameters, and further an optimisation method, which can
work efficiently for problems of concern.  Numerical examples
show that the technique can efficiently search for appropriate
solutions.
INTRODUCTION
It often becomes difficult to solve inverse problems if
measurement data are not sufficiently available and/or if
measurement data and/or the direct model contains large errors
[1].  One of the approaches to overcome this problem is to
introduce a regularisation term to a functional to be minimised
[2,3], which normally consists of a function multiplied with
weighting factors.  The term makes the functional smooth, and
a conventional calculus-based optimisation can thus obtain an
appropriate parameter set without divergence or vibration.  The
problem of the regularisation is however the selection of its
weighting factors as the solution obtained depends upon the
selection.  Most of the research work therefore shows results
with a couple of selections and leaves the selection for further
studies.
Finding the best value of the weighting factors has not yet
been studied, and only Kubo, et al. [4] proposed a technique for
finding the best value of a regularisation parameter to the best
of our knowledge.  In his technique, additional parameters are
however introduced to find it, and the solution is again
dependent on these parameters.  On the other hand, multi-
objective optimisation methods, which optimise a vector
functional thereby giving a set of admissible solutions rather
than a single solution, have been proposed, mostly by the
evolutionary computation community, and have received
remarkable attention [5-7].
In this paper, a technique for solving a regularised inverse
problem without weighting factors is first proposed.  In this
technique, regularisation terms are each formulated as another
objective function, and the multi-objective optimisation
problem is solved by an multi-objective optimisation method.
Then, a multi-objective optimisation method termed Multi-
objective Continuous Evolutionary Algorithm (MCEA)
specifically for problems with continuous search space, typical
for this class of inverse problems, is further proposed.  The next
section deals with the overview of the inverse analysis, and the
proposed weightless regularised identification technique and
the multi-objective optimisation method are presented in the
third section.  Numerical results showing its effectiveness and
superiority to a conventional technique are dealt with in the
fourth section, and the final section summarises conclusions.2 Copyright © #### by ASME
INVERSE ANALYSIS
Problem formulation
Inverse analysis is defined to identify the set of parameters,
mostly the continuous vector in engineering problems, 
n R Î x ,
given a set of experimental data.  In order to solve it, an inverse
problem is often converted to the minimisation of a functional:
x
x min ) ( ® f , (1)
where  R R f
n ® :  represents a functional to be minimised.
For instance, in the so-called method of least squares, the
objective function is represented as:
2
*) ) *, ( ˆ ( ) ( v x u v K x - = f , (2)
where K  and  *] *, [ i i v u  are the weighting matrix and the set of
measured data respectively, and  v ˆ  is the computational model.
As other examples, inverse problems are often converted
approximately to a set of linear equations, and this can also be
solved by minimising a functional such as
b x Ax x x
T T f - =
2
1
) ( .
(3)
The parameter set minimising such an objective function is
to be found within a search space:
max min x x x £ £ , (4)
where 
n R Í ] , [ max min x x .
Regularisation
Even the small change of the parameters may lead to a
significant change to the functional to be minimised, and
stabilisation techniques are often termed as the regularisation.
In the Tikhonov regularisation [8], which is the most popular
regularisation technique, the objective function is transformed
into
x
x x x min ) ( ) ( ) ( ® L + = P a f , (5)
where a  controls the total weighting factor [9].  Assume that
the solution is known to be adjacent to  * x , the regularisation
term may be given by
2
*) ( ) ( x x K x - = L , (6)
where  K  is a weighting matrix, which is normally set to the
unity matrix without information.  It is clear that the solution
relies on the selection of a  and K .
WEIGHTLESS REGULARISATION BY MCEA
Problem formulation
The only way for finding solutions which do not depend
upon the weighting factors is to remove them from the
formulation, and we hereby propose a multi-objective
formulation.  If weighting matrix K  is the unity matrix,
Tikhonov regularisation parameter a  is the only weighting
factor and the objective of the problem is thus expressed as
[ ]
2
* ), ( ) ( x x x x f - = f
T , (7)
where 
2 : ) ( R R
n ® x f .  Otherwise,
[ ]
2 2
1 1 * ,..., * ), ( ) ( n n x x x x f - - = x x f , (8)
where 
n n R R
+ ®
1 : ) (x f .  This formulation gives rise to the
necessity for defining multi-objective optimisation problems
and developing a method for solving such problems.
Multi-objective optimisation
While the single-objective optimisation tries to look for a
single solution, multi-objective optimisation derives a set
solutions, and this introduces the concept of Pareto-optimality.
Consider a problem where we have m  objective functions,
R R f
n
k ® : ,  m k ,..., 1 = :
[]
x x x x f min ) ( ),..., ( ) ( 1 ® = m
T f f . (9)
A decision vector 
n
u R Î x  is said to be Pareto-optimal if and
only if there is no vector 
n
v R Î x  for which
() n v v v ,..., ) ( 1 = = x f v  dominates  () n u u u ,..., ) ( 1 = = x f u , i.e.,
there is no vector  v x  such that
} ,..., 1 { , } ,..., 1 { , n i u v n i u v i i i i Î $ < Ù Î " £ . (10)
Figure 1 illustrates an example where  8 x  and  12 x  satisfy
Eq. (10).  The set of all Pareto-optimal decision vectors is
called the Pareto-optimal, efficient, or admissible set of the
problem.  The corresponding set of objective vectors is called
the non-dominated set.  The Pareto-optimal can thus become
the set of solutions for a multi-objective optimisation problem.
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Fig. 1  Parato-optimal set
Multi-objective evolutionary algorithm for continuous
problems
Capabilities of methods necessary for the multi-objective
optimisation are the multi-point search method, as the multiple
points can end up at a different set of solutions, and the equal
evaluation to Pareto-optimal set.  The characteristics of multi-
point direct search thus renders evolutionary algorithms3 Copyright © #### by ASME
appropriate for multi-objective optimisation, provided that they
can evaluate Pareto-optimal set equally.
Figure 2 shows the fundamental structure of MCEA
proposed by the authors, which is efficient for problems with
continuous search space.  First, a population of individuals,
each represented by a continuous vector, is initially (generation
t  = 0) generated at random, i.e.,
l
l ) ( } ,..., { 1
n t t t R P Î = x x , (11)
where  l  represent the population size of parental individuals
[10].  Each vector thus represent a search point, which
corresponds to the phenomenological representation of
individual, unlike Genetic Algorithms (GAs) [11].
t = 0;
Initialise P(t);
do{
Recombinate P(t);
Mutate P(t);
Evaluate P(t);
Select P(t);
t++;
}while(condition);
Fig. 2  Fundamental continuous evolutionary algorithms
The definition of the recombination and mutation becomes
the probabilistic distribution of the phenomenological measures
accordingly.  In the recombination, parental individuals breed
offspring individuals by combining part of the information from
the parental individuals, thereby creating new points inheriting
some information from the old points.  The recombination
operation is then defined as
î
í
ì
- + =
+ - =
b a b
b a a
m m
m m
x x x
x x x
) 1 ( ’
) 1 ( ’
,
(12)
where parameter  m  may be defined by the normal distribution
with mean 0 and standard deviation s :
) , 0 (
2 s m N = (13)
or simply a uniform distribution:
) , ( rand max min m m m = . (14)
The mutation can also be achieved simply by
) , ( rand " max min x x x = . (15)
Note that the mutation is not necessary for parameter  m  with
normal distribution since it can allow individuals to alter
largely with small possibility, when the coefficient  m  is large.
The grouping process of the individuals is illustrated in
Fig. 3.  First, all the points are concerned and the points
satisfying Eq. (8) are grouped No. 1.  The points in group No. 1
is then eliminated, and the points in No. 2 and later are grouped
in the same fashion [5].
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Fig. 3  Grouping of individuals.  Shadowed areas represent
search areas of the points in group No. 3.
With the understanding of the grouping, let the set of
points in group No. k  be  ) (k G  for further convenience:
{} } ,..., 1 { , ) group( | ) ( n i k k G i i Î " = = x x . (16)
Figure 5 illustrates the evaluation of the fitness of each
individual.  The evaluation can be conducted with a linear
scaling:
) ( ) ( best worst
t
i
t
i f f x x - = F , (17)
where  worst f   is given by
å
=
=
m
j
j f f
1
worst worst ,
(18)
{ } } ,..., 1 { | ) ( max worst n i f f i j j Î " = x , (19)
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Fig. 4  Evaluation of individuals.  Shadowed areas each
represent search areas of the points in group No. 3.
The selection operator favourably selects individuals of
higher fitness to produce more often than those of lower fitness.
As  0 ) ( ³ F
t
i x  is satisfied by this equation, the proportional
selection, which is the most popular selection operation, can
also be directly used in the proposed algorithm [5].  In this
selection, the reproduction probabilities of individuals are given
by their relative fitness:4 Copyright © #### by ASME
å = F
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(21)
These reproductive operations form one generation of the
evolutionary process, which corresponds to one iteration in the
algorithm, and the iteration is repeated until a given terminal
criterion is satisfied.
System configuration
Figure 5 depicts the multi-objective optimisation system,
named MCEA, developed based on the algorithms in the last
subsection.  The system requires three input files, optimisation
file, search space file, and objective function file, and returns
one output file.
Optimisation
file
Objective
function file
MCEA
Search space
file
Output file
Input files
Fig. 5  Overview of MCEA
Figures 6-8 shows examples for the input files whilst a
typical output file is shown in Fig. 9.  The function file has to
be written with small knowledge of C language, but other input
files require one to input the values mostly explained in the last
subsection.  The user can get therefore accustomed to them
very easily.
#include "../genetic/lib/genetic.h"
size_t geneSize = 5;
size_t perfSize = 2;
static double z[5] = {0.3, 0.4, 0.5, 0.6, 0.7};
status Target(size_t geneSize, size_t perfSize, Point *value)
{
size_t i;
value->performance[0] = 0.0;
for(i = 0; i < geneSize; i++)
value->performance[0] += value->gene[i] * value->gene[i];
value->performance[0] /= 3.0;  
value->performance[1] = 0.0;
for(i = 0; i < geneSize; i++)
value->performance[1] += (value->gene[i] - z[i]) * (value->gene[i] - z[i]);
value->performance[1] /= 3.0;
return Ok;
}
Fig. 6  Function file
Parameters = 5
Parameter No.1
min = -5
max = 5
Parameter No.2
min = -5
max = 5
Parameter No.3
Fig. 7  Search space file
PointNum = 10
MaxHold = 500
Iteration = 500
ErrorRate = 0.02
Resolution = 0.000001
PerfResolution = 0.000001
IsFIFO = 1
RankingBestRecord = 1
Selection = p
Display = 1
DisplayFreq = 100
MaxWrite = 100
RandomSeed = 1
RankingBestRecord = 1
Fig. 8 Optimisation file
generation =    501, best =     32 Points, left      0 Points
no :gen   :p0      :p1      :g0      :g1      :g2      :g3      :g4      
  1:    30 .0652983 .1931086 .2157929 .2242274 .1609630 .1933748 .1890704
  2:    36 .2946676 .0212004 .2635250 .2777716 .4413204 .5422208 .4986311
  3:    51 .2427219 .0389936 .2084918 .2173197 .3464188 .5333132 .4827422
  4:   112 .2389087 .0542598 .2557671 .0892617 .3438656 .4920212 .5319898
  5:   117 .0183875 .3581638 .1487457 .0354164 .1759166 .0288603 .0018152
  6:   131 .0823333 .1629282 .2125954 .0762178 .2170681 .2940332 .2498396
  7:   153 .1156854 .1165515 .1043289 .2320878 .1825620 .2905003 .4056940
  8:   163 .0423480 .2201241 .1324430 .1152072 .1816674 .1569267 .1964716
  9:   183 .4133606 .0085215 .2012527 .4421051 .4078310 .6498023 .6446339
 10:   184 .1613585 .1021483 .1572745 .2203591 .1816764 .5269296 .3164190
 11:   207 .1353759 .1030663 .0620690 .2769783 .2929000 .2675489 .4101042
 12:   207 .1674647 .0905132 .1718693 .0516031 .3130642 .3723889 .4832281
 13:   216 .0224450 .3097339 .0627433 .0394841 .0720200 .0117155 .2377295
 14:   223 .1146839 .1348560 .1519710 .1051681 .1993916 .2051946 .4775293
 15:   225 .1132103 .1356456 .2919416 .0831675 .2283314 .3120867 .3129711
 16:   273 .4569960 .0038522 .2782521 .4552044 .4181989 .6084703 .7356808
 17:   299 .2540850 .0308023 .1997346 .2719294 .3362756 .4384943 .5857105
18 328 0550589 2120752 1667881 0172031 1703529 1618929 2860650
Fig. 9  Ouput file
NUMERICAL EXAMPLE
Optimisation with quadrilateral functions
First, the capability of MCEA was investigated with a
simple multi-objective problem with quadrilateral objective
functions
2
1 ) ( x x = f , (22)
where 
5 R Î x  is subject to inequality constraint (4) with
] 5 , 5 , 5 , 5 , 5 [ min - - - - - =
T x  and  ] 5 , 5 , 5 , 5 , 5 [ max =
T x , and we assume
that some information in known on its solution, and add a
Tikhonov regularisation term as another objective function:5 Copyright © #### by ASME
2
2 ) ( z x x - = f (23)
where 
5 ] 7 . 0 , 6 . 0 , 5 . 0 , 4 . 0 , 3 . 0 [ R
T Î = z .  The problem therefore
becomes to minimise functions (22) and (23).  The efficient set
in this problem can be determined analytically and it is given
by
{} ] 1 , 0 [ , | Î = = r r X z x x (24)
and we can thus investigate the performance of  the proposed
technique with the exact set of solutions.  Values of major
parameters for MCEA are listed in Table 1.
Table 1  Parameters for MCEA
Parameter Value
No. of generations 2500
Population 10
Mutation rate 0.02
Figures 10-12 show the Pareto-optimal set in  4 2 x x -  space
at 5, 500 and 2500 generations respectively.  In accordance with
Eq. (24), the exact Pareto-optimal solutions are known to be on
the lines shown in the figures.  It is easily seen that the
computed solutions at larger generations are closer to the exact
solutions, and this indicates that the proposed method is
appropriately finding the exact solutions.  In addition, the
number of computed solutions increases with respect to the
number of generations as shown in Fig. 13, and this helps one
to imagine the shape of the solution space.
Fig. 10  Pareto-optimal set at 50
th generation
Fig. 11  Pareto-optimal set at 500
th generations
Fig. 12  Pareto-optimal set at 2500
th generations6 Copyright © #### by ASME
Fig. 13  No. of solutions with respect to no. of generations
Figure 14 shows the resultant Pareto-optimal solutions in
function space.  One can easily see that the solution space is
settling down to a smooth curve with the increase of the
number of generations.  The final solution can be chosen
subjectively from the Pareto-solutions, by considering how
much the regularisation term should be taken into account.
Fig. 14  Pareto-optimal set in function space
In order to investigate its efficiency of the proposed multi-
objective formulation with MCEA compared to others, only
objective function (22) was minimised with a single-objective
optimisation method.  MCEA can be used as a single-objective
optimiser simply by implementing only one function in the
function file, so that MCEA was used for this optimisation.  All
the algorithms at the programming level are therefore the same,
and the direct comparison is hence possible.  Note that the use
of MCEA for single-objective optimisation results in
Continuous Evolutionary Algorithm (CEA) proposed by
Furukawa and Dissanayake [12], which was reported to be ten
times faster than conventional genetic algorithms (GAs) in
convergence [13].
Figure 15 shows the minimal value of objective function
(22) of both the multi- and single-objective optimisation.  The
figure clearly indicates that there is only small difference
between both the optimisations.  This may be caused by the fact
that the individuals having the same best fitness often occupies
in single-objective optimisation while multi-objective
optimisation keeps variety over generations.  In addition to
finding the best value of objective function (22) comparable to
single-objective optimisation, multi-objective optimisation
searches other Pareto-optimal solutions with various states of
Tikhonov regularisation, and we may conclude that the multi-
objective optimisation is superior to single-objective
optimisation.
Fig. 15  Multi- and single-optimisation
Optimisation with complex function
With the understanding of the appropriate performance of the
proposed technique for identification with a simple objective,
the identification with a complext function, which is more
realistic to engineering problems, has been investigated.  The
set of objective functions has an additional term to Eq. (22) and
is given by
å
=
- + =
5
1
2
1 ) cos( 10 50 ) (
i
i x f w x x
(25)
Again, Eq. (23) was used as the Tikhonov regularisation term,
and Table 1 as MCEA parameters.
Figure 16-18 show the resultant Pareto-optimal solutions in
4 2 x x -  space at 50, 500 and 2500 generations respectively.
Three groups of solution are seen at 50
th generations where one7 Copyright © #### by ASME
group consists of only one solution, and then converge to two
of them.  The solution space is getting clear with the increase of
the number of Pareto-optimal solutions over generations.
Fig. 16  Parato-optimal set at 50
th generations
Fig. 17  Pareto-optimal set at 500
th generations
Fig. 18  Pareto-optimal set at 2500
th generations
The resultant Pareto-optimal set each at 50
th, 500
th and
2500
th generations are shown in Fig. 19.  It is again seen that
the function is becoming smoother as the number of
generations increases.
Fig. 19  Objective function values
Finally, the searching capability of MCEA was compared
to that of CEA for single optimisation in the same manner, and
the result of the comparison is shown in Fig. 20.  There is also
little difference between both the optimisations.8 Copyright © #### by ASME
Fig. 20  Multi- and single-optimisation
CONCLUSIONS
A weightless regularised identification technique and
further a multi-objective optimisation method of MCEA, which
can search solutions efficiently for this class of problems have
been proposed.  The proposed technique was applied to two
regularised identification problems as numerical examples, and
the technique could find appropriate solutions in both the
examples.  Moreover, the searching capability of the technique
was compared to the result of identification without
regularisation solved by a single-objective optimisation
method, and the comparison showed that a solution comparable
to the solution by the single-objective optimisation was
included in the set of solutions by the proposed technique.
Conclusively, the effectiveness of the proposed technique has
been confirmed.
Further studies include the application of the technique to
actual engineering problems.  The author is currently
implementing the technique to the parameter identification of
inelastic constitutive models [14].  The models contain 5-30
parameters, and its determination is above the human ability.
The result of the identification will be reported in further
papers.
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