ABSTRACT This paper presents an overview of the cloud radio access network (C-RAN), which is a key enabler for future mobile networks in order to meet the explosive capacity demand of mobile traffic, and reduce the capital and operating expenditure burden faced by operators. We start by reviewing the requirements of future mobile networks, called 5G, followed by a discussion on emerging network concepts for 5G network architecture. Then, an overview of C-RAN and related works are presented. As a significant scenario of a 5G system, the ultra dense network deployment based on C-RAN is discussed with focuses on flexible backhauling, automated network organization, and advanced mobility management. Another import feature of a 5G system is the long-term coexistence of multiple radio access technologies (multi-RATs). Therefore, we present some directions and preliminary thoughts for future C-RAN-supporting Multi-RATs, including joint resource allocation, mobility management, as well as traffic steering and service mapping.
I. INTRODUCTION A. THE EMERGENCE OF 5G MOBILE NETWORKS
In recent years, the number of smart terminals (smart phones and tablet PCs) has proliferated and mobile Internet applications are used widely, that followed by an explosion of mobile traffic. It is predicted that mobile data traffic will grow more than 1000 times compared with the end of 2010 beyond 2020, and billions of devices will be connected with mobile broadband connections by then [1] . With the popularity of the Internet of Things, the machine type communications over mobile Internet raise more demands to network performance, such as low-delay and high-automation. These requirements will go beyond the natural evolution of IMT-Advanced technologies, which shows the need for a new mobile generation, e.g. 5G technologies.
In February 2013, ITU-R Working Party 5D (WP 5D) started two study items: (1) Study on IMT Vision for 2020 and beyond, which defined the framework and overall objectives of the future development of IMT for 2020 and beyond; (2) Study on future technology trends for terrestrial IMT systems [2] , aiming at having a better understanding of future technical aspects of mobile communications towards the definition of the next generation mobile. In the meantime, many countries and multiple organizations start their activities towards the definition of 5G. METIS (Mobile and wireless communications Enablers for the Twenty-twenty Information Society) is an integrated research project partly funded by the European Commission under the FP7 research framework [3] . METIS aims at laying foundation for the beyond 2020 wireless communication systems by providing the technical enablers needed to address the very challenging requirements foreseen for this time frame [4] . Accordingly, China has set up IMT-2020 (5G) Promotion Group, and strives to lead the trend of the technical development in 5G era. Next, we will present the requirements of novel 5G wireless technologies and the evolution direction of 5G network architecture, e.g. C-RAN.
B. MOTIVATIONS AND REQUIREMENTS OF 5G MOBILE NETWORKS
There are two main motivations for 5G mobile networks. Firstly, as mentioned above, the future mobile network will deal with new services e.g., massive sensor communication and vehicular to anything communication [5] , requiring shorter setup time and delay, as well as reduced signaling overhead and energy consumption [6] . In addition, it will have many more use cases, including managing multi-cell and multi-user together, network deployments with Multi-RAT coexisting or multi-layer networks, also called Heterogeneous Networks(HetNets). Various services and complicated deployment scenarios require the future 5G systems to have the abilities i) to support 10-100 times transition rate than today; ii) to ensure a low delay (millisecond level); iii) to support 10-100 times more devices than today; iv) to provide 1000 times traffic density; v) to support up to 500km/h fast mobility of User Equipment(UE) [7] . At the same, it is desirable to have 99.999% coverage, while energy consumption and cost for the infrastructure should not increase. Secondly, operators expect to reduce networks operational costs and improve spectral efficiency within an area, to maintain optimal performance in future cellular systems by more flexible resource usage and more advanced self-organization functions.
C. NEW ENABLING CONCEPTS AND TECHNOLOGIES FOR 5G NETWORK ARCHITECTURE
In this subsection we introduce the most promising enabling technologies that are expected to be adopted in 5G network architecture, namely C-RAN, Network Functions Virtualization (NFV) and Software-Defined Networking (SDN), to cater the requirements identified above, especially to reduce the operation cost from the perspective of operators. Beyond that, the relations among C-RAN, NFV and SDN are summarized, leading directly how C-RAN integrates the other two technologies to realize multiple levels centralized management in BBU pool.
C-RAN , i.e. Cloud-RAN, also referred as Centralized-RAN, was first introduced by China Mobile Research Institute in April 2010 [8] . Simply speaking, C-RAN is a centralized, cloud computing based new cellular network architecture that has the ability to support current and future wireless communication standards. By separating the Baseband Units (BBUs) from the radio access units, and migrating BBUs to the cloud forming a BBU pool for centralized processing, C-RAN provides several advantages compared to the conventional RANs, such as scalability and flexibility of further deployment of plenty of remote radio heads (RRHs). NFV refers to the implementation of network functions in software running on general purpose computing/storage platforms [9] . This approach allows the deployment of network functions in data centers to leverage the traffic load through virtualization techniques. Compared to the conventional network which implements network functions on dedicated and application specific hardware, the main motivation for NFV is to reduce life and innovation cycles within telecommunication networks through software update rather than hardware update, thereby leveraging from the economy of high volume hardware platforms. NFV has recently attracted significant interests from the industry, which has led to the creation of a dedicate industry study group at ETSI [10] . SDN is an emerging architecture that decouples the network control and forwarding functions, enables the network control to become directly programmable and the underlying infrastructure to be abstracted to adjust applications and network services dynamically [11] . Based on SDN architecture, the network intelligence is (logically) centralized in software-based SDN controller that maintains a global view of the network, which appears to applications and policy engines as a single and logical switch, and enables network managers to configure, manage, secure, and optimize network resources very quickly via dynamic, automated SDN programs, by which they can rewrite themselves due to the independence of the programs on the proprietary software. SDN simplifies network design and operations because instructions are provided by SDN controllers instead of multiple, vendor-specific devices and protocols. These three concepts relate to each other, but contribute for different domain. SDN is focused on the separation of the network control layer from its forwarding layer, while NFV is focused on implementing network functions in software on standard IT platforms in order to enable the migration from proprietary appliance based embodiments to a standard hardware and cloud based infrastructure. In mobile networks, SDN and NFV are currently discussed in the context of vitalizing the core network and rarely involved in RAN [12] . First trials are performed demonstrating that critical mobile network functions such as MME, HGW/PGW, or HSS can be implemented on standard IT platforms based on SDN and NFV technologies [13] . In case of RANs, when NFV is used for logically centralizing the base band processing within the RAN, C-RAN becomes an application of NFV. Three forms of virtualization in a C-RAN solution can be potentially co-existed on a cloud BBU pool, based on General Processing Processor (GPP) platform: hardware virtualization, network virtualization and application virtualization [14] .
-In hardware virtualization, a portion of the RAN hardware is virtualized, i.e., a hypervisor is used to create and manage a virtual RAN layer. The hypervisor may run on/or on the top of the Real Time Operating Systems (RTOSs). The layer that is virtualized maybe a portion of the physical (PHY) layer or a protocoloriented layer such as the MAC layer and above. -In network virtualization, network elements such as switches, routers, edge caching storage elements and transport resources are abstracted and combined into a pool that is managed by a network operating system. These virtual network components can then be assigned and managed by a unified network control policy. -Application virtualization is also within the RAN, where the network management application entities are replaced by a virtualization layer which allows existing applications to run in the C-RAN without the need to rewrite the software. Following the discussions above, on one hand, C-RAN can be seen as an application of NFV and SDN, on the other hand, C-RAN enables both full centralization and distribution of RAN functions, this needs not to be the case with a general NFV implementation where only a subset of all modules may be implemented centrally or the radio access points implement all functions based on general purpose hardware [15] . Therefore, the C-RAN architecture integrated both SDN and NFV technologies has the scalability and flexibility to adjust the development of future mobile networks, and its costeffective solutions to face the challenging scenarios of 5G need further research.
D. STRUCTURE OF THIS PAPER
In this paper, we present our perspective on 5G mobile network based on C-RAN architecture and focus especially on the new technologies to meet the arising challenges in two typical scenarios, e.g. UDN and Multi-RAT coexistence. The remainder of this paper is organized as follows. In section II we describe the overview of C-RAN, including the related work and deployment models. In section III, we present the evolution of C-RAN under UDN scenarios with a focus on flexible backhauling, automated network organization as well as advanced mobility management. Then some new directions for future C-RAN supporting Multi-RATs are put forward to attract further discussion. In the end, we conclude with some final remarks in Section IV.
II. C-RAN OVERVIEW
This section describes deployment architectures and potential solutions of the C-RAN systems.
A. C-RAN ARCHITECTURE
The general architecture of C-RAN is illustrated in Fig. 1 , which consists of three main components, namely (i) BBU pool with centralized processors, (ii) RRHs with antennas located at the remote sites, (iii) fronthaul network which connects the RRHs to the BBU pool and requires high bandwidth and low-latency.
The RRHs transmit the RF signals to UEs in the downlink or forward the baseband signals from UEs to the BBU pool for further processing in the uplink. In general, the RRHs include RF amplification, up/down conversion, filtering, A/D and D/A conversion and interface adaptation. By conducting most of signal processing functions in the BBU pool, RRHs can be relatively simple, which can be distributed in the large network in a cost-efficient manner.
The BBU pool is composed of BBUs which operate as virtual base stations to process baseband signals and optimize the network resource allocation. Considering different demands on network performance and system implement complexity, the BBU assignment for each RRH could be implemented in a centralized or distributed manner depending on different resource management in BBU pool. In a distributed manner, one RRH directly connects to its exclusive BBU. This manner is simple and easy to be realized. But it is not beneficial to exploit the advantages of joint signal processing and central controlling in C-RAN. In the centralized manner, all RRHs may connect to a switcher/central device, which can flexibly schedule processing resource in BBU pool for one RRH or a set of RRHs. This manner features many advantages in term of flexibly resource sharing and efficient energy efficiency by joint scheduling. Beside, centralized processing permits the implementation of efficient interference avoidance and cancelation algorithms across multiple cells. It provides the means to selectively turn RRHs on/off in line with the traffic fluctuations in different scenarios.
The fronthaul links can be realized by different technologies, like fiber or wireless way, and falls into two categories: ideal without bandwidth constrain and non-ideal. An overview of possible wired and wireless backhaul technologies for the C-RAN architecture is given in [16] and [17] . Optical fiber is always seen as a way of ideal fronthaul for C-RAN, because it can provide large bandwidth and high data rate. For instance, the NG-PON2 has the following performance specifications: bandwidth of 40 GHz and 10 Gbps for the downstream and upstream respectively, and range up to 40 km. VDSL2 utilizes up to 30 MHz of bandwidth to provide speeds of 100 Mbps both downstream and upstream within 300-400m. Wireless backhauls are faster and cheaper to deploy than fiber. Traditional wireless backhaul generally operates on the licensed band by reuse techniques such as relay. Wireless backhaul can also employ the microwave technology with carrier frequencies between 5 and 40GHz. However, due to the limited available bandwidth at these frequencies, they can provide data rates of only a few hundred Mbps.
Allocation RRH-BBU Functions. Because the ideal fronthaul link is not available everywhere, some function split options between RRH and BBU are presented, which will have a big impact on the details of C-RAN architectures [14] . Although there are various possibilities, three cases are listed as shown in Fig. 2 Option 1: the L1 (Layer 1, PHY), L2 (Layer 2, MAC) and L3 (Layer 3, network) functions all implemented in BBU. This option is the premier C-RAN configuration, which is clear and simple. The disadvantage is high burden on fronthaul, due to a large amount of data from RRH. Option 2 is moving the L1 function to RRH, which greatly reduce the RRH-BBU data load since L1 takes major computation parts of RAN. However, some advanced features such as Coordinated Multiple Point Transmission and Reception (CoMP), joint processing Distribute Antenna System (DAS), cannot be efficiently supported. The interaction between MAC and PHY could also be complex. And it increases the difficulty of interconnection between L1 and L2. Option 3 is stripping partial L1 function (like user specific or cell specific) from each BBU, and assembling them into one processing unit, which may be a part of the BBU pool. The benefit of option 3 is its flexibility to support resource sharing and the potential to reduce energy consumption in BBU. There exist other alternatives to allocate RRH-BBU functions considering the tradeoff between the burden on fronthaul and the flexibility of resource schedule [18] , [19] .
B. RELATED WORK 1) DEVELOPED MODES
Some operators in China already start the C-RAN network deployment. And several service providers and equipment manufacturers also have developed the prototype system, e.g., Light Radio from Alcatel Lucent [20] , Antenna-integrated Radio (AIR) from Ericsson [21] , FluidNet from NEC [22] and CloudIQ Framework proposed by several corporations [23] . The former two architectures place emphasis on designing scalable and power-efficient RRH to support multiple access technologies and multiple bands. FluidNet focuses on design a flexible framework by combining one-to-one and one-to-many mapping between BBUs and RRU to cater to heterogeneous users and traffic profiles. CloudIQ works on virtualization of the base station and scheduling of computing resources in the BBU pool in order to satisfy their real-time constraints.
2) FRONTHAUL ISSUES
As one of the promising evolution path for future cellular network architecture, C-RAN has attracted many academic research interests. Through the ability of centralized processing/controlling/decision in C-RAN, the joint processing becomes relatively easy, including CoMP defined in 3GPP Release 10, joint scheduling, joint interference alignment/cancellation and other more advanced future technologies, such as multi-RAT support, common Operation and Maintenance, reliability and network sharing, which are difficult to be implemented in current cellular networks [24] , [25] .
However, some joint processing techniques envisioned for such cloud-based networks require RRH to deliver received signals to BBU pool, usually in the form of in-phase and quadrature-phase components (I/Q-stream), which demand a drastically higher data rate on the fronthaul link than decoded user data [26] . Until recently, the required data rate could only be provided by fiber and not by wireless links, which could be reached more easily and at lower cost in C-RAN architecture [27] . There are two kinds of efforts having been done to solve the problem: one is to reducing the throughput requirement on transportation links by means of joint coding under a data rate constraint [28] , or resampling, rescaling and removing some unnecessary parts of the signal [29] , [30] the other is developing enhanced fronthaul technology that supports wideband and high data rate, such as millimeter radio links [17] .
Millimeter-Wave (mmWave) technology has recently been addressed again due to the advances in circuit technologies, with which wide bandwidth (up to several GHz) can be provided, enabling multi-Gbps data rate [31] . Particular mmWave bands of interests are 20-90 GHz and more specifically 28 and 38 GHz bands (where there is 3-4 GHz available) and 70 and 80 GHz E-band (where there is an incredible 10 GHz available). Moreover, the E-band is already lightly licensed and provisioned to allow up to 5 GHz of contiguous bandwidth. However, the pathloss at theses frequencies is very high (30 dB more at 60 GHz than at 2 GHz) and the signals are attenuated even further by atmospheric absorption, rain and foliage. To compensate for the path loss, beamforming and spatial multiplexing from multielement antenna arrays are proposed to be used for mmWave radio communication. The measurements in New York City at 28 and 73 GHz demonstrate that, even in an urban canyon environment, significant non-line-of-sight (NLOS) outdoor, street-level coverage is possible up to approximately 200m from a potential low-power microcell or picocell base station with electrically steerable antennas, closing the gap between wireless and fiber backhaul [32] - [34] . This makes mmWave links a viable option for fronthaul links on the ''last mile'' from RRHs to the BBU pool. They can also be used to cross obstacles like rivers or large roads, where fiber cannot be deployed because of safety or economic reasons.
III. C-RAN IMPLEMENTATION IN 5G MOBILE NETWORKS
UDN and coexistence of Multi-RATs are significant scenarios of 5G mobile networks. In this section we will discuss the challenges and potentials for C-RAN implementation in aforesaid scenarios.
A. CHALLENGES OF C-RAN UNDER UDN DEPLOYMENT
Small cell deployment is one of the most promising technological trends to cope with the rising need for very high data rates foreseen in future mobile networks which involve various types of small cells such as picocell, relay, Machineto-Machine, and also Device-to-Device [35] . According to the research of IMT-2020, Table I lists some typical UDN scenarios and key performance indicators required by 5G system, which show not only high data rate but also great users' experience and strict end-to-end delay expected by UDN [36] , [37] . As Fig. 3 illustrating, because of the densification of small cells, the distance between UE and access point is greatly reduced, i.e. tens of meters, therefore one UE will fall into several small cell coverages, and all of those small cell BSs can receive the UL signal from the UE or serve the UE in downlink. Based on this property of UDN, some joint/collaboration mechanisms can provide better experience of users. In traditional cellular networks, the cooperation among cells needs a large amount of signaling exchange, and always do not perform as well as expected under practical constraints due to backhaul delay, backhaul capacity and user mobility. By the aid of C-RAN, the information exchange and central decision are able to be performed in BBU pool, which brings performance gain from cooperative processing. Besides, the non-ideal characteristics of fronthaul link require a joint design with BBU processing. Previous work in [19] considers using adaptable techniques including multipoint Turbo detection, coordinated beamforming and joint network-channel coding in PHY layer. In MAC layer, considering real-time schedule and fronthaul constrains of delay and throughput, smaller time-scales algorithms are proposed. Based on these approaches, a joint design of BBU processing and fronthaul network can be effectively carried out, in order to enable the deployment of small-cells and heterogeneous fronthaul [38] .
Frequent handover will occur under UDN, which will bring high burden to the signaling overhead and harm user experience. Besides, handover failure and ping-pong issues may also appear by reduced small cell size and larger intercell interference. With BBU centralization in C-RAN, handover can be realized in a simplified procedure and improved performance can be achieved. In [39] the handover performance of C-RAN is analyzed over a baseline decentralized RAN for Global System for Mobile Communications (GSM), Universal Mobile Telecommunication System (UMTS) and Long Term Evolution (LTE) systems. The results indicate that, lower total average handover interrupt time can be achieved in GSM thanks to the synchronous nature of handovers in C-RAN. For UMTS, inter-NodeB soft handover would become intra-pool softer handover in C-RAN. This brings some gains in terms of reduced signaling, less Iub transport bearer setup and reduced transport bandwidth requirement. For LTE X2-based inter-eNB handover, C-RAN could reduce the handover delay and to a large extent eliminate the risk of UE losing its connection with the serving cell while still waiting for the handover command, which in turn decreases the handover failure rate.
Under UDN deployment, there is a discernible phenomenon that traffic load varies from time to time such as the typical night-day behavior of users and their daily swarming to offices and back to residential areas. While traffic varies, the power consumption of the radio access network does not effectively scale with it, so small cells switch on/off schemes are proposed to dynamically accommodate the traffic which causes changes in the network topology in an energy efficient manner. In C-RAN architecture, the BBU pool can evaluate the current situation of whole network in terms of traffic demand, system performance level, target system performance level, criticality of user, energy status at the time of day and many other similar factors to decide whether the activation of the respective small cell RRH is needed or not. For example, if a certain part of the macro cell contains a large number of UEs and the rest of the cell area has a low number of users with low traffic demand requests, the BBU pool can offload the users in the congested area by activating the respective RRHs and handle the rest of the users by macro RRH. This will incur less handovers and thus consume less energy compared to the case that the total area is always covered by small cells. On the other side, it will bring higher capacity compared to the case that the total area is covered only by macro cells. This dynamic approach enables the network topology to change based on current demand levels and performance expectations.
B. INTEGRATED MULTI-RAT OPERATION IN C-RAN
As mentioned above, UDN is a step further towards low cost, self-configuring and self-optimizing networks [40] . In addition, 5G system will need to deal with many more base stations, deployed dynamically in a heterogeneous manner and consisted of multi-RATs, like GSM, UMTS, LTE, Wireless Fidelity (Wi-Fi), etc., which need to be flexibly integrated. Current wireless communications systems are deployed using multiple RATs both in licensed and unlicensed bands, and the operations of different RATs are independently defined by their specific standards. However, independent RAT operation leads to suboptimal usage of the wireless resources. Multi-RAT joint radio operation is therefore necessary to improve the system resource usage. For example, as GSM usage is declining, a joint radio operation would allow the GSM spectrum to be reused by LTE in high-capacitydemanding deployments with minimum impact on the GSM system. WLAN/LTE joint operation could also effectively offload traffic to unlicensed bands and reduce the traffic served by LTE. In previous work [41] , WLAN/LTE interworking is taken as an example to estimate the gains by multi-RAT joint operation. We can expect higher gains by joint operation of multiple RATs in 5G system based on C-RAN architecture.
A massive deployment of multi-RAT access nodes induces several challenges such as adverse interference, additional backhaul and mobility management, which 5G systems need to address. As discussed in section I, NFV and SDN attract the attention of industry over recent years since they make it possible that different radio standards can flexibly run on the same BBU pool hardware platform. Programmable BBU pool could process any protocol. To be specific, fronthaul network can transmit Multi-RAT raw data using the same frame format. RRHs of different radio standard and different band can be cascaded to support multiplexing mode in order to optimize fronthual resource.
Moreover, with the evolution of future mobile networks, decoupling of control plane and data plane is with long-term trends. Therefore, some user-related functions on traditional core network should be transferred to RAN. On one hand, these changes of network structure demand C-RAN to make a corresponding adjustment. On the other hand, by integrating user plane functions, C-RAN can gather more information to perform better customization, traffic steering and mobility management. Fig. 4 presents such a concept, where collaborative functions are used for supporting Multi-RATs, such as joint resource allocation, mobility management, traffic steering and service mapping. In this section, we take the next step and focus on describing some open-ended problems and basic ideas of solutions to implement C-RAN in Multi-RAT coexistence networks, based on assumptions that there is a uniform interface for different RATs in C-RAN.
1) JOINT RESOURCE ALLOCATION
As aforementioned, multi-RATs, operating with different system configurations and resources, have evolved and will coexist for a long time to meet the heterogeneous demands for the network and mobile UEs with different capabilities. Consequently, background noise across the network upgrades, with Quality of Service (QoS) not to be guaranteed. Also, service continuance will be damaged because there is not enough collaboration among multiple RATs. Enhanced mechanisms for interference avoiding and multi-RAT coordination are expected to benefit whole system performance. Several possible ways of collaboration are given below.
The fixed spectrum allocation in current wireless network has seriously restricted the spectrum efficiency, and affected the development of wireless networks because of the spectrum sparse and imbalanced load distribution among different RATs. For example, refarming GSM spectrum to LTE considered in [42] suggests that dynamic spectrum sharing between GSM and LTE can improve the spectral efficiency while maintaining legacy device connectivity of GSM.
RRH on/off flexible configuration is easy to implement across multiple RATs in the whole network. This configuration does not only base on traffic profile varying over time and space, but also the interference to other cells in order to optimize overall system performance. From a hardware usage standpoint, scheduling baseband computing resources on demand to complete communication process for multiple RATs via NFV technique can improve operational efficiency and reduce energy consumption.
Several spatial multiplexing technologies, such as CoMP, dual-connection, virtual MIMO, joint beamforming, are effective approaches to improve network capacity specified by 3GPP. To support these joint processing technologies, network should configure UEs to measure channel statues and exchange the measurements among the set of collaborative nodes, which brings a lot of signaling overhead. Now, via the logic interface between two RATs, the signaling exchange will be more convenient and real-time, moreover, the node selection for collaborative set diversifies over multiple RAT RRHs and facilities higher collaboration efficiency.
It discussed RRH association strategies in C-RAN and the corresponding impact on the ergodic capacity of C-RAN is analyzed [43] .
On the other hand, the limitations on fronthaul link of C-RAN architecture require extra attentions. Since the characteristics of network scenarios in the future are ultra dense and Multi-RATs coexistence, various fronthaul links of C-RAN may be deployed because geography reasons or economic reasons. The heterogeneity of fronthaul network, which features as diverse link capacity and latency, should be self-configurable, adaptive in network topology and network load. Not only that, in order to support multi-RATs, pushing all data plane processing to a central entity imposed huge demands on the bandwidth and latency of the fronthaul links. Therefore, joint optimization of RRH association and reconfigurable fronthaul link should be taken into consideration for further study. 
2) MOBILITY MANAGEMENT
Currently, LTE is designed to support inter-RAT handover for GSM, UMTS, and now specified to support interworking with WLAN. As shown in Figure 5 a) , the architecture for interworking between LTE and different RATs requires the connection of their core networks. This Multi-RAT architecture might be workable but the latency of an inter-RAT handover may be high. In order to improve the user experience, we present a simplified network structure for lower latency using C-RAN architecture.
Through sinking data forwarding, user plane to BBU pool and integrating approximation function modules of 2G, 3G and LTE network, the inter-RAT handover process is simplified and the distance between traffic anchor and interface is shortened, which reduce the handover time, as depicted in Fig. 5 b) . In order to support inter-RAT handover, each base station in conventional manners will built and maintain a list of neighbor interference relationship by configuring UE with periodic inter-frequency measurement procedure, which needs a lot of overheads especially in UDN with multiple frequency bands. Now, in the proposed C-RAN system, multiple cells' information is converging in BBU pool, by which the system can get a whole interference picture without UEs' measurements. The inter-RAT handover differs from horizontal handover, which is a procedure to select a cell of strongest received signal. The object of inter-RAT handover is to select a suitable cell, considering user needs (especially mobility prediction), traffic type, and network property and state, by switching logic interface between different RATs, which is easy to implement in C-RAN network.
3) TRAFFIC STEERING AND SERVICE MAPPING
Additionally, the notion of intelligence is being exploited so as to guarantee the ubiquitous and reliable user experience and improve performance of Multi-RAT integrated deployments by taking advantage of global information about users, services and network status.. The inputs to this intelligence process comprise information on the traffic, mobility levels, and interference levels (which corresponds to the complex context of operation), regarding transceivers and physical elements on the cloud. Intelligence shall then lead to decisions related to: 1) the cell configuration and resource allocation, and the traffic distribution to the cells; 2) the assignment of functional components to the computing resources; and 3) the best connections between RRH and BBU pool and the best interconnections between the multi-RAT operations.
Various users have diverse mobility and service properties, realized by different process inside the wireless system, such as Intelligent Copying System without mobility and realtime traffic demand, whose traffic can be assigned in night when wireless traffic load is low. Besides, no mobility related policies are expected to be launched for this class user. While for smart terminal user, prompt service access and QoS guarantee are both needed. Therefore, the traffic steering policies considering users and service properties are the first step of intelligence on traffic steering and service mapping function.
Through classifying terminals with different ability of supporting multiple RATs simultaneously, the system can configure multiple connectivities on according RATs for capable UE to meet the greatest satisfaction of service. For instance, if a service will be pushed to a UE with high capability, the system can select all covering RATs as a candidate tunnel and initiates the connection. The benefits are high data rate for user when the system load is light, smooth traffic steering among RATs when the system load is heavy, and no traffic disruption when vertical handover occurs.
After determination on the candidate RAT set, the service chain can be preprocessed in BBU pool, which may include similar content merging for control message or data part of the service. Then based on different RAT status (such as ability of fronthaul link, access channel quality, etc.), each RAT RRH is configured to carry part of service for cooperative transmission to UE. To realize the restructuring and recombination of services in BBU pool needs reasonable resource allocation and schedule for Multi-RATs. Therefore, the Intelligence on traffic steering and service mapping can avoid over-provisioning of resources and maximize the user experience by using decisions related to the combination/allocation of traffic to various RATs. As depicted in Fig. 6 , the decision-making entity will be located centrally in BBU pool of C-RAN, where all the information of the air interface as well as the fronthaul and computing resources are available and intelligent algorithms can be implemented. This central entity shall then make the complexity of the RAN architecture and technology transparent to the user and the core network.
IV. CONCLUSIONS
In this paper, we present an overview of C-RAN architecture and several hot issues especially in UDN and Multi-RAT coordination. With the introduction of NFV and SDN, C-RAN can define a unified interface for various RATs, and integrate their processing resources (even spectrum resource) into the whole BBU pool. Moreover, placing data plane in RAN facilitates C-RAN to perform advanced traffic steering and mobility management based on user perception and mobility prediction in Multi-RAT coexisted networks. Although the benefits of C-RAN are clear and reasonable, the implement in practical networks still need indepth research, considering practical constrains of the heterogeneous fronthaul links. 
