Abstract. This paper discusses the potential of brain-computer interfaces (BCI) in the interaction between users and objects in points of interest in a city. We present an initial design of the user experience with BCI, aimed to include users with disabilities but also to enhance the experience of the general public. This design includes a physical space to be conditioned specifically for BCI so users can interact with certain objects in a museum, as well as enhancements throughout the museum based on BCI. We report results of a formative evaluation of the main design concepts.
Introduction
Many museums have been incorporating innovative technologies, such as multimedia kiosks, audio tours and interactive displays [1] [2] [3] . Unfortunately, people with some disability cannot always enjoy these enhancements. For example, in Mexico only two museums have programs for blind people. For people with hearing or speech disabilities, only guided visits are offered using sign language [4] .
In this context, brain-computer interfaces (BCI), which make it possible for users to interact with computer systems through sensors of brain activity, offer great opportunities for addressing the needs of disabled users as well as for enhancing functionality available to the general public. This paper explores the use of BCI for interacting with objects of interest (OIs) in a museum, in the context of the REAUMOBILE project, discussed below.
The remainder of the paper is organized as follows: In Section 2, related work with BCIs is presented; Section 3 further explores the needs of users with disabilities in the context of POIs. Section 4 discusses an initial user experience design involving BCI, whereas Section 5 presents results of a formative evaluation of the proposed design, which relied on feedback provided by two focus groups and three individual interviews. Finally, Section 6 discusses ongoing work and the conclusions we have drawn thus far.
Related Work
A brain-computer interface (BCI) is a communication system that allows the user to send messages to a computer with only brain activity [5] . In general, a BCI works as follows: Neurons are connected to one another by dendrites and axons. When they start to work, small electric signals are generated by ions on the membrane of each neuron. Although paths followed by signals are insulated, some can be detected by mechanisms such as electroencephalograms (EEG) or magnetic resonances. Signals can be interpreted by a computer program and associated to activities as required by the user [6] .
BCI applications are often related to the goal of supporting users with disabilities. Some examples include research to help patients control their prostheses and improve signal reception. Nevertheless, BCIs can be used in other areas [7] [8] [9] [10] . For the purposes of this paper, device control, gaming and entertainment are areas of particular importance and thus are discussed in further detail below. We also summarize salient work and issues on usability and user experience involving BCI.
Device control. Various techniques have been developed in order to improve control by the user in a BCI system. One example is the technique allows the user to rely on only three commands: left, right and foot Motor Imagery (MI: brain signs are generated when users imagine the movement of their own limbs). In addition, there are two types of navigation: free (the user can select POIs) and assisted (the user can rotate the camera in order to find a specific POI) [11] . Another example is Command Selection Training (CST), which determines the subject's initial response to an oscillating visual stimulus. The brain produces a corresponding response and this response can then be used to create a BCI command [12] .
Gaming and entertainment. Control in games that rely on BCIs can be based on the user's affective state or on the user's brain activity [13] . In the first case, the system can detect the experience of the users in certain tasks by sensing their cognitive activity. In the second case, researchers are using mostly MI, Event-Related Potential (evoked by external stimuli to which the brain responds automatically), evoked by artificial stimuli and oscillatory rhythms of the brain activity [14] . Games such as World of Warcraft, Second Life and Son of Nor can be used now with BCIs [15] , [16] .
Usability and User Experience with BCI. Research on usability with BCIs might be just as important for their acceptance and widespread usage as their technological aspects. Usability components in this context present some specific traits [14] : Learnability and memorability: Sometimes performing a mental task to communicate with the computer is new for most of the people. It has to be made clear to the users what is expected from them if they want to use a BCI. Efficiency: Some BCI applications can adapt the way they present information or react to user input depending on the user's psychological state. Errors: Error Related Negativity (ERN) can be used in order to detect when users are aware of their errors and undo previous movements. Satisfaction: This is mostly related with the ease with which the user could learn and memorize the control of the BCI and with which accuracy they could control the system.
Although there has been progress in BCI applications, they still exhibit common problems that can affect the user experience (UX). For example, users get exhausted from the intense concentration they have to undergo in order to use a BCI system; some distractions, like noise, can detonate unwanted commands; the environment can produce internal effects such as changes in the user's state; users cannot use headsets for more than one hour; the sensor connection can take some time; there are chemical processes which the EEG cannot sense; the signal may be weak and prone to interference [6] , [14] , [17] .
Use Scenario for BCI
REAUMOBILE is a project aimed to disseminate the cultural heritage and to improve the experience of visitors and residents of a smart city. The project is exploring the use of augmented reality, social networks and the interaction with existing sources of media content of points of interest (POIs) such as museums, archeological sites and religious buildings [18] . REAUMOBILE provides a platform that can be used in mobile devices for visitors to have access to various information layers and interactive features associated with objects of interest in POIs. Normally, anyone with a smartphone is able to use REAUMOBILE functionalities, but in order to be more inclusive, there are issues this project needs to consider: What happens with a person who cannot hold a smartphone or a tablet due to physical disabilities? What happens if a user cannot see or has visual limitations? How can someone on a wheelchair enjoy the experience offered by REAUMOBILE? What about users with hearing and speech disabilities?
UX Design for a BCI Scenario
Taking into account the challenges posed by users with disabilities, we have produced an enhanced scenario for a museum in which BCIs are introduced. Fig. 1 illustrates our scenario by means of a storyboard (Fig. 1) .
As noted in the figure, a family that includes a disabled person decides to visit a museum. A special area in the museum has been adapted to allow users to experience various aspects of their objects of interest via BCI. This space can be considered an interactive area for anyone interested, regardless of whether or not users have some disability. In the BCI area, users can interact with specific OIs to find additional information, to situate OIs in the context of the collection, and to manipulate 3D models of the objects. This area should have the following characteristics (also illustrated in the storyboard):
•Total silence, so users do not get distracted with noise of other museum visitors or events.
•Engaging BCI applications, which may include videogames and collaborative learning functionality. These should offer multiple skill levels so users can practice, train the BCI and eventually become experts. Naturally, these applications will be related to the OIs available in the area.
•Access to in-depth information about OIs as well as translation mechanisms for OIs that are described in a language different from the user's.
•3D models for some OIs so users can rotate them, play animations, scale them up or down, and view their relationships with other OIs.
•Access to consulting museum services, such as location of wheelchair ramps, elevators and other services required by visitors. The specific case of a game that can be operated via BCI is illustrated with more detail in Fig. 2 , relying also on a storyboard (Fig. 2) . With simple facial expressions such as winking, users can select whether they want to perform a task or play a game. Confirming the action can be accomplished by another pre-defined facial expression. For users with visual disability, the system may produce voice expressions indicating which button is being selected. The storyboard illustrates the case for a user who selects a game ("Arrange"), and then is presented with options to complete level 0. This level has two main objectives: the player gets used to the headset and to perform all the tasks only by focusing his mind on the expect result, and the system is trained in order to identify the player's brain patterns and activities. In our example, the user must visualize the desired movement with a cube, such as "up", "down", "left", "right", etc. After level 0 is completed, the selected game can be played more smoothly. 
Formative Evaluation
In order to gather more information and different points of view regarding our proposed scenario, we interviewed 11 users (6 male, 5 female) with the following characteristics: Five with visual disability, two with motor disability, three without a disability and one with hearing and speech disability. Two focus groups (the people with visual disability and the group without a disability) and three individual interviews were conducted in different days for two reasons: the difficulty of transferring people with visual and motor disability to the same place and the availability of the 11 users.
Fig. 2. Storyboard of the pattern game.
All subjects answered the same questionnaire, which included questions about the following: frequency of visiting social places (parks, downtown and more), difficulties they have when they go to those places, and if they have used a technology adapted to their needs (question only for the people with a disability). After applying the questionnaire, technical concepts were briefly explained, such as BCI and AR. Then, the proposed scenario endowed with BCI was presented. Finally, questions about which kind of activities and games users would like to add to the system, about the display of the museum's services and about how to encourage people to go to the museum ( Table 1) .
The main ideas were explained in a different way for each type of user: For users with visual disability we described verbally every detail, like what kind of objects the area will have, the incorporation of large screens next to OIs, the expected interaction sequences, and so on. We also followed this approach for one of our subjects with motor disability due to her limited availability, as she was interviewed over the phone. For people without a disability, another person with motor disability, and a subject with hearing and speech disabilities, we used the storyboard presented in the Figure 1 . The following results were obtained:
•People with a disability reported the following difficulties: They depend on family support to transport them or guide them, they find few services that consider their disability (ramps, parking, etc.) and they generally have to make a great effort to communicate with other people. The main difficulties found by people without a disability are related to the distance to POIs and public transportation.
•Some features they would add to our design include: Audio-based, more detailed and portable information (some would like to take it to their homes); exchanging comments upon tour completion (whether they liked the area, what was their favorite object and why, etc.); and cooperative interaction.
•Games suggested by users include linguistic games such as riddles or word play, memory, cooperative games, treasure hunting and virtual routes of the museum. •All of the users liked the idea that of being able to generate a route with the map and see what services the museum has.
•Ten of the eleven participants would use the BCI system; only one user explained that he had not visited a museum before, so he could not answer this question.
• Some of the users with a disability insisted that the museum should provide a web site adapted to their needs. One suggested that on certain days, the government or the museum's administration could rent some buses in order to take disabled users to these historical places. Table 1 . Main information of the focus groups and personal interviews.
Conclusions and Future Work
This paper has discussed initial work in designing the user experience for interactive systems that involve brain-computer interfaces. Rather than focusing on the functionality offered by existing BCI technologies, we have started by working with potential users and learning about their needs, capabilities and limitations. Although they were enthusiastic about the proposed idea, people with disabilities expressed their concern about the infrastructure of the museums that is not appropriate for them. This is one of the reasons they do not go to these places and they also explained that they do not want to be all the time in their houses or in their rehabilitation centers. They want to coexist with other people without being excluded. At the same time, they want to learn more about history, science and technology without their disability limiting them in this regard.
As for future work, we plan to integrate the observations of our users. Low and high fidelity prototypes will be created and usability and user experience tests in the museum will be made. For an actual implementation, we currently are considering the use of the Emotiv EPOC neuroheadset, as its Software Development Kit (SDK) provides three detection libraries that will be useful [19] : Expressiv Suite (interprets facial expressions in real time and uses an avatar that imitates them), Affectiv Suite (shows real time changes in the subjective emotions experienced by the user) and Cognitiv Suite (evaluates a user's real-time brainwave activity to discern the user's conscious intent to perform distinct physical actions on real or virtual objects).
Finally, museums should publicize their BCI facilities among schools and rehab centers for a better interaction with their objects and insist that anyone can use it, regardless of whether or not they have a disability.
