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1. Introduction
In this paper, we are concerned with the following viscoelastic wave equation⎧⎪⎪⎨
⎪⎪⎩
utt − u +
t∫
0
g(t − s)u(s)ds + b(t, x)ut + |u|p−1u = 0, t > 0, x ∈RN ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈RN
(1.1)
and we will discuss the global existence and the asymptotic behavior of the solutions. Here b(t, x) = b0(1+|x|2)− α2 (1+ t)−β
with b0 > 0, α  0, β  0, and α + β ∈ [0,1).
Before going on, let us ﬁrst recall some results related to the problem we address. In the absence of the viscoelastic
term, that is if g vanishes identically, problem (1.1) reduced to the following form{
utt − u + b(t, x)ut + |u|p−1u = 0, t > 0, x ∈RN ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈RN .
(1.2)
Very recently, Lin, Nishihara and Zhai [15] studied problem (1.2) and showed that for (u0,u1) ∈ H1(RN ) × L2(RN ) then, the
L2-norm of the solution of (1.2) decays as
∥∥u(t, .)∥∥2 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ t)−( 1p−1− α2(2−α) )(1+β), if α p+1p−1 > N,
C(1+ t)−( 1p−1− α2(2−α) )(1+β) log(t + 2), if α p+1p−1 = N,
C(1+ t)− 22−α ( 1p−1− N4 )(1+β), if α p+1p−1 < N.
(1.3)
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The linear version of (1.2) has been investigated recently in [14] in the framework of “compactly supported” initial data
and some decay results of the solutions have been derived. More precisely, the authors looked into the following problem{
utt − u + b(t, x)ut = 0, t > 0, x ∈RN ,
u(0, x) = u0(x), ut(0, x) = u1(x), x ∈RN ,
where b(t, x) = a(x)η(t) > 0 and satisfying{
a0
(
1+ |x|)−α  a(x) a1(1+ |x|)−α,
η1(1+ t)−β  η(t) η1(1+ t)−β
with a0,a1, η0, η1 > 0 and α ∈ [0,1), β ∈ (−1,1) such that 0 < α + β < 1. To obtain their result the authors used a gener-
alization of the multiplier method of Todorova and Yordanov [27].
When b(t, x) is a positive constant, that is for α = β = 0, problem (1.2) has been extensively studied and several results
concerning existence and asymptotic behavior have been established. See [3–5,8,13,19,22] and the references therein. By
using the energy method combined with Lp − Lq estimates, Kawashima et al. [13] showed that if
1+ 4
N
< p <
N + 2
N + 3 for N = 3 or 1+
4
N
< p < ∞ for N = 1,2 (1.4)
then the solution u(t, x) of (1.2) decays as
‖u‖2  C(1+ t)− N2 ( 1r − 12 ), ‖ut‖22 + ‖∇u‖22  C(1+ t)−1−N(
1
r − 12 ) (1.5)
provided that the initial data
(u0,u1) ∈
(
H1
(
R
N)∩ Lr(RN))× (L2(RN)∩ Lr(RN))
for 1  r  2. When |u|p−1u is replaced by −|u|p−1u Nakao and Ono [18] have considered problem (1.2) with b(t, x) = 1
and under the restriction (1.4), they derived the global existence of small weak solutions and the decay estimates:
‖u‖2  C, ‖ut‖22 + ‖∇u‖22  C(1+ t)−1. (1.6)
Their argument is essentially based on the so-called (modiﬁed) potential well method combined with the energy method.
On the other hand, Ikehata, Miyaoka and Nakatake [7] considered the same problem as in [18] and relaxed the condition
(1.4) to be
2< p <
N
N − 2 for N = 3 or 1+
2
N
< p < ∞ for N = 1,2.
Moreover, they obtained optimal decay estimates like (1.5) for small global solutions without compactness of the support of
the initial data.
Based on the result of [13], Karch [12] showed that the solution of (1.2) behaves as that of the corresponding diffusive
equation
ut − u + |u|p−1u = 0. (1.7)
More precisely, he proved that∥∥u(t) − θ0G(t, .)∥∥2 = O (t− N4 )
where
θ0 =
∫
RN
(u0 + u1)(x)dx−
∞∫
0
∫
RN
|u|p−1u(t, x)dxdt
and
G(t, x) = (4πt)−N/2e −|x|
2
4t .
Recently, Nishihara and Zhao [22] have investigated problem (1.2) with α = β = 0 and showed that for 1 < p < 1+ 2N , the
solution of (1.2) decays as(∥∥u(t)∥∥ ,∥∥∇u(t)∥∥ )= O (t− 1ρ−1+ N2ρ , t− 1ρ−1+ N4 − 12 ), 1 p  ρ + 1. (1.8)p 2
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apply the weighted L2-energy method, the initial data in [22] are assumed to satisfy eρ1|x|2 (u0,∇u0,u1) ∈ L2(RN ) for some
ρ1 > 0. We recall that the asymptotic behavior given in (1.8) coincides with the decay results of Escobedo and Kavian [1]
for the corresponding norms of the semi-linear heat equation.
When the absorbing term |u|p−1u in (1.2) is replaced by a forcing term of the form −|u|p the situation is more delicate.
Todorova and Yordanov [25] considered the Cauchy problem
utt − u + ut = |u|p (1.9)
and under stronger assumptions on the initial data such as compactness of the support, they showed that p0 = 1+ 2/N is
the critical exponent of (1.9). In other words, for p > p0, they proved that any solution of (1.9) with suﬃciently small initial
data exists globally in time and decays as∥∥(ut,∇u)∥∥2 = O (t− N4 − 12 ).
On the other hand if 1 < p < p0, then every solution of (1.9) with initial data having positive average value blows up in
ﬁnite time. This exponent p0 is closely related with the Fujita critical exponent in the semilinear heat equation (cf. [2]).
In fact it is natural to expect that the critical exponent of (1.9) to be the same of as the one of the semilinear heat
equation, since the two problems have the same asymptotic behavior as t tends to inﬁnity. See [31]. For another type of
critical exponent, see also [9].
When α = 0, i.e. b(t, x) is just depends on t , there are several works where the decay problem of the solution of (1.2)
has been treated. For instance, in the absence of the absorbing term, problem (1.2) takes the form
utt − u + b(t)ut = 0, (1.10)
and has been studied in [23,28–30]. By using the Fourier analysis, several types of decay estimates have been shown
including
‖u‖2  Ct−(1−β) N4 ,
‖ut‖22 + ‖∇u‖22  Ct−(1−β)(
N
2 +1).
Recently, Nishihara and Zhai [21] have treated problem (1.2) (with α = 0) and by using the weighted energy method with
convenient weights similar to those in [25], they showed that
‖u‖2  Ct−(
1
p−1− N4 )(1+β),
‖u‖1  Ct−(
1
p−1− N2 )(1+β). (1.11)
The problem is quite delicate when the potential is a function of x, since the Fourier analysis arguments, quite successful
in time dependent potential, are no longer applicable. This situation has been studied by many authors, see for instance
[6,11,16,20,26,27].
Todorova and Yordanov [26] treated problem (1.2) with b(t, x) = b(x) is C1-function of x satisfying
b0
(
1+ |x|)−α  b(x) b1(1+ |x|)−α, α ∈ [0,1)
for constants b0,b1 > 0. Assuming the compactness of the support of the initial data, they found several types of decay
rates of solutions depending on α and the exponent of the absorption term. More precisely, they showed the following
decay rates:
(‖u‖p+1,‖∇u‖2 + ‖ut‖2)= O (t− 1p−1+δ, t− p+12(p−1) +δ), (1.12)
if 1< p < 1+ 2αN−α , and
(‖u‖p+1,‖∇u‖2 + ‖ut‖2)= O (t−(1+ α2 ) 1p−1+ N2(p+1) +δ, t−(1+ α2 ) p+12(p−1) + N4 +δ), (1.13)
if 1 + 2αN−α < p < 1 + 2(4−α
2)
(N−α)(4−α) , where δ is an arbitrary small number and t > 1. Problem (1.2) with b(t, x) = b(x) is
C1-function of x satisfying
b0
(
1+ |x|2)− α2  b(x) b1(1+ |x|2)− α2 , α ∈ [0,1)
has been also considered recently by Nishihara [20], in which the author has removed, in the subcritical exponent, the
arbitrarily small number δ given in [26, Corollary 1.9]. In other words he obtained the following decay rates:
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⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
C(1+ t)− N−2α2(2−α) +δ, if 1+ 2N−α  p < N+2N−2 ,
C(1+ t)− 22−α ( 1p−1− N4 ), if 1+ 2αN−α < p  1+ 2N−α ,
C(1+ t)− 22−α ( 1p−1− N4 )(log(t + 2))1/2, if p = 1+ 2αN−α ,
C(1+ t)− 1p−1+ α2(2−α) , if 1< p < 1+ 2αN−α .
The condition α ∈ [0,1) used in [20,26] seems restrictive since for α > 0 there is no decay of the energy of the linear part
of Eq. (1.2) with b(t, x) = b(x). Mochizuki [17] showed that if b(x) = O (|x|−1−δ) with δ > 0, then the energy of the linear
part of (1.2) approaches a non-zero constant as t → ∞. The case α = 1 is very delicate. Recently Ikehata and Inoue [6] have
shown that for b(t, x) = b(x) = b0(1 + |x|)−1, the energy decay of the linear part of Eq. (1.2) depends in a very interesting
way on the coeﬃcient b0. More precisely, the authors of paper [6] gave the following decay rates:
‖u‖p+1p+1 = O
(
t−1+μ
)
, ‖ut‖22 + ‖∇u‖22 = O
(
t−1+μ
)
where{
1− b0 < μ < 1, if 0< b0  1,
0μ < 1, if b0  1.
On the other hand, in [11] the authors dealt with problem (1.2) with b(t, x) = b(x) = b0(1+ |x|)−α and |u|p−1u replaced by
−|u|p , and obtained the critical exponent
pc(N,α) = 1+ 2
N − α , α ∈ [0,1).
In other words, they proved that if p > pc(N,α), the solutions of (1.2) are global in time and decays as:⎧⎪⎪⎨
⎪⎪⎩
‖u‖22  Ct−(
N−α
2−α − α2−α −2δ),
‖ut‖22 + ‖∇u‖22  Ct−(
N−α
2−α +1−2δ),
‖u‖p+1p+1  Ct−(
p(N−α)
2−α − α2−α −(p+1)δ),
for t > 1 and δ > 0 arbitrary small. On the other hand if 1 < p  pc(N,α), then they proved a blow-up result for all
solutions satisfying
∫
RN
(u1(x) + b(x)u0(x))dx > 0.
The main goal of this paper is to extend the decay results in [15] for the wave equation to those for the viscoelastic wave
equation. Namely, we consider problem (1.1) with g decaying as an exponential function and show that the solution decays
with the same rates as in (1.3). To accomplish this, we adapt the weighted energy method used in [15] with some devices
to deal with the convolution term. This result is, to the best of our knowledge, new in the literature in the viscoelastic wave
equation with space–time dependent damping.
This paper is organized as follows: In the next section, we ﬁx notations and introduce a useful lemma. In Section 3, we
state and prove our main result.
2. Preliminaries
In this section, we present some material that shall be used in order to prove our main result.
Throughout this paper, Lq(RN ) and Hm(RN ) are respectively, the Lebesgue and Sobolev space, as usual ‖.‖q stands for
the usual Lq(RN )-norm. The constant C used throughout this paper is a positive generic constant, which may be different
in various occurrences.
Let us introduce the following notations:
(φ ∗ ψ)(t) :=
t∫
0
φ(t − τ )ψ(τ )dτ ,
(φ 	 ψ)(t) :=
t∫
0
φ(t − τ )∣∣ψ(t) − ψ(τ )∣∣2 dτ ,
(φ ◦ ψ)(t) :=
t∫
0
φ(t − τ )
∫
RN
∣∣ψ(t) − ψ(τ )∣∣2 dxdτ .
The following lemma was introduced in [24] and we will use it later in this paper.
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(φ ∗ ψ)(t)ψt(t) = −1
2
φ(t)
∣∣ψ(t)∣∣2 + 1
2
(
φ′ 	 ψ)(t) − 1
2
d
dt
{
(φ 	 ψ)(t) −
( t∫
0
φ(τ )dτ
)∣∣ψ(t)∣∣2
}
.
Concerning the function g we assume the following:
(G1) g :R+ →R+ is a C1-function satisfying
g(0) > 0, 1−
∞∫
0
g(s)ds = l > 0.
(G2) There exists k > 0 such that
g′(t)−kg(t), ∀t  0. (2.1)
3. Main results
In this section, we study the long time behavior of solutions of the viscoelastic wave equation (1.1) with variable damping
b(t, x)ut where b(t) = b0(1 + |x|2)− α2 (1 + t)−β with b0 > 0, α  0, β  0, and α + β ∈ [0,1). We use the weighted energy
method introduced in [15], to obtain the L2 decay rates of the solution.
Assume that
I20 :=
∫
RN
eδ|x|2
(|u1|2 + |∇u0|2 + |u0|2 + |u0|p)dx < +∞ (3.1)
for some δ > 0.
Our main result reads as follows.
Theorem 3.1. Assume that (G1) and (G2) hold. Let 1 < p ∞ for N = 1,2 and 1 < p < NN−2 for N  3. Let (u0,u1) ∈ H1(RN ) ∩
L2(RN ) such that (3.1) holds. Then there exists a unique solution u ∈ L∞([0,∞); H1(RN )) with ut ∈ L∞([0,∞); L2(RN )) to the
Cauchy problem (1.1) which satisﬁes for all t  t∗0 > 0
∥∥u(t, .)∥∥2 
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ t)−( 1p−1− α2(2−α) )(1+β), if α p+1p−1 > N,
C(1+ t)−( 1p−1− α2(2−α) )(1+β) log(t + 2), if α p+1p−1 = N,
C(1+ t)− 22−α ( 1p−1− N4 )(1+β), if α p+1p−1 < N,
(3.2)
where C is a positive constant.
Remark 3.2. Under the conditions (G1) and (G2), the local existence result of problem (1.1) can be proved by the same
method as in [15]. Therefore, the global existence result can be seen as consequence of the local existence result and the
a priori estimate in Theorem 3.1.
Remark 3.3. Obviously, for g = 0, our decay result (3.2) coincides with the one given in [15] and with the result in [21] for
α = g = 0.
Proof of Theorem 3.1. To prove Theorem 3.1, we use the method of [15] combined with some new estimates to deal with
the diﬃculty arises from the convolution term. Inspired by the idea in [15], we introduce the following partition of RN :
Ω(t, K , t0) =
{
x ∈RN : (t + t0)2  K + |x|2
}
and Ωc(t, K , t0) =RN\Ω(t, K , t0).
Following the above partition of RN , we split the proof into two parts: x ∈ Ω(t, K , t0) and x ∈ Ωc(t, K , t0).
• For x ∈ Ω(t, K , t0).
We deﬁned a weight function φ as follows:
φ(t, x) = a (K + |x|
2)
2−α
2
(t + t)1+β ,0
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⎪⎪⎪⎪⎪⎪⎪⎪⎩
φt(t, x) = −a(1+ β)(K + |x|
2)
2−α
2
(t0 + t)2+β ,
∇φ(t, x) = a (2− α)(K + |x|
2)
−α
2 x
(t0 + t)1+β ,∣∣∇φ(t, x)∣∣2 = a2(2− α)2 (K + |x|2)−α |x|2
(t0 + t)2+2β
and
|∇φ|2
−φt 
(2− α)2a
1+ β
1
(K + |x|2) α2 (t0 + t)β
 (2− α)
2a
(1+ β)b0 b(t, x). (3.3)
This weight function with a = 1 has its origin in Ref. [25]. See also some applications of this idea in [10,22].
Now, let us deﬁne
E (t) = e2φ
{
1
2
(
|ut |2 +
(
1−
t∫
0
g(s)ds
)
|∇u|2 + (g 	 ∇u)(t)
)
+ 1
p + 1 |u|
p+1
}
. (3.4)
We have the following result.
Lemma 3.4. Let u be the solution of (1.1), then we have for any μ1 > 0
d
dt
E (t) 2 φt
p + 1e
2φ |u|p+1 + div
(
e2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
))
+ e
2φ
lφt
(lφt∇u − ut∇φ)2 − e
2φ
2
g(t)|∇u|2
− e2φ
{
b(t, x) + |∇φ|
2
φt
− (2− α)
2a
(1+ β)b0 b(t, x)
(
1− l
l
+ 1
2μ1
)
− φt
}
|ut |2
−
(
k + 1
2
(1− l)
l
μ1φt
)
e2φ(g 	 ∇u)(t) + φte2φ(g 	 ∇u)(t) − μ1φt
2
e2φ(1− l)|∇u|2. (3.5)
Proof. Multiplying Eq. (1.1) by e2φut , and by using the fact that
e2φut .b(t, x)ut = e2φb(t, x)|ut |2,
we obtain
0= d
dt
(
e2φ
2
(
u2t + |∇u|2
)+ e2φ
p + 1 |u|
p+1
)
− div(e2φut∇u)+ e2φ
(
b(t, x) + |∇φ|
2
φt
− φt
)
|ut |2
− e
2φ
φt
(φt∇u − ut∇φ)2 − 2 φt
p + 1e
2φ |u|p+1
+ e2φut
t∫
0
g(t − s)u(s)ds. (3.6)
The critical point here is the analyze of the last term in (3.6). This additional term causes some technical diﬃculties. To
tackle this term, we use some new devices. Indeed, Lemma 2.1 implies
e2φut
t∫
g(t − s)u(s)ds = e
2φ
2
g(t)|∇u|2 − e
2φ
2
(
g′ 	 ∇u)(t) + div
(
e2φut
t∫
g(t − s)∇u(s)ds
)
0 0
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dt
{
e2φ
2
(
(g 	 ∇u)(t) −
( t∫
0
g(s)ds
)∣∣∇u(t)∣∣2
)}
− φte2φ
{
(g 	 ∇u)(t) −
( t∫
0
g(s)ds
)∣∣∇u(t)∣∣2
}
− 2∇φe2φ
(
ut
t∫
0
g(t − s)∇u(s)ds
)
. (3.7)
Then, from (3.6) and (3.7), we obtain
2
φt
p + 1e
2φ |u|p+1 = d
dt
E (t) − div
(
e2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
))
− e
2φ
φt
(φt∇u − ut∇φ)2 + e2φ
(
b(t, x) + |∇φ|
2
φt
− φt
)
u2t
+ e
2φ
2
g(t)|∇u|2 − e
2φ
2
(
g′ 	 ∇u)(t)
− φte2φ
[
(g 	 ∇u)(t) −
( t∫
0
g(s)ds
)∣∣∇u(t)∣∣2
]
− 2∇φe2φ
[
ut
t∫
0
g(t − s)∇u(s)ds
]
. (3.8)
Now, the last term in (3.8) can be estimated as follows: ∀μ1 > 0,
∣∣∣∣∣−2∇φe2φ
(
ut
t∫
0
g(t − s)∇u(s)ds
)∣∣∣∣∣=
∣∣∣∣∣−2∇φ
√−φt . 1√−φt e2φ
(
ut
t∫
0
g(t − s)∇u(s)ds
)∣∣∣∣∣
− 1
2φtμ1
e2φ |∇φ|2|ut |2 − μ1φt
2
e2φ
( t∫
0
g(t − s)∇u(s)ds
)2
. (3.9)
Since
( t∫
0
g(t − s)∇u(s)ds
)2

( t∫
0
g(t − s)∣∣∇u(s) − ∇u(t)∣∣+ ∣∣∇u(t)∣∣ds
)2
,
then, we use Young’s inequality and the fact that
∫ t
0 g(s)ds
∫∞
0 g(s)ds = 1− l, to get for any η > 0,
( t∫
0
g(t − s)∣∣∇u(s) − ∇u(t)∣∣+ ∣∣∇u(t)∣∣ds
)2
 (1+ η)
( t∫
0
g(t − s)∣∣∇u(t)∣∣ds
)2
+
(
1+ 1
η
)( t∫
0
g(t − s)∣∣∇u(s) − ∇u(t)∣∣ds
)2

(
1+ 1
η
)
(1− l)(g 	 ∇u)(t) + (1+ η)(1− l)2|∇u|2. (3.10)
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∣∣∣∣∣−2∇φe2φ
(
ut
t∫
0
g(t − s)∇u(s)ds
)∣∣∣∣∣− 12φtμ1 e2φ |∇φ|2|ut |2 −
μ1φt
2
e2φ
(
1+ 1
η
)
(1− l)(g 	 ∇u)(t)
− μ1φt
2
e2φ(1+ η)(1− l)2|∇u|2. (3.11)
Since our kernel g satisfying (G2), then by using (3.3), we ﬁnd from (3.8) and (3.11)
d
dt
E (t) 2 φt
p + 1e
2φ |u|p+1 + div
(
e2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
))
− e2φ
(
b(t, x) + |∇φ|
2
φt
− (2− α)
2a
2μ1(1+ β)b0 b(t, x) − φt
)
|ut |2
−
(
k + 1
2
(
1+ 1
η
)
(1− l)μ1φt
)
e2φ(g 	 ∇u)(t)
+ φte2φ
[
(g 	 ∇u)(t) − (1− l)|∇u|2]− e2φ
2
g(t)|∇u|2
− μ1φt
2
e2φ(1+ η)(1− l)2|∇u|2 + e
2φ
φt
(φt∇u − ut∇φ)2, (3.12)
where we have used also the inequality
−φt
( t∫
0
g(s)ds
)
−φt
( ∞∫
0
g(s)ds
)
= −φt(1− l), ∀t  0. (3.13)
The last term in (3.12), can be rewritten as
e2φ
φt
(φt∇u − ut∇φ)2 − φte2φ(1− l)|∇u|2 = e
2φ
lφt
(lφt∇u − ut∇φ)2 −
(
1− l
l
)
e2φ
|ut |2|∇φ|2
φt
 e
2φ
lφt
(lφt∇u − ut∇φ)2 + (2− α)
2a
(1+ β)b0 b(t, x)
(
1− l
l
)
e2φ |ut |2 (3.14)
since we have (3.3). Choosing η = l/(1− l), then (3.5) holds. This completes the proof of Lemma 3.4. 
Next, let us deﬁne
H (t) = e2φ
(
utu + b(t, x)
2
u2
)
. (3.15)
Then we have the following estimate.
Lemma 3.5. Let u be the solution of (1.1), then we have, for any δ1, δ2,μ2 > 0,
d
dt
H (t) e2φ
(
1+ 2a
b0δ1
(1+ β)
)
|ut |2 + e2φ
(
(1− l)
2l
(1+ μ2)(g 	 ∇u)(t)
)
+ e2φ
{
−δ1
2
φt − 1
2μ2
(2− α)2a
(1+ β)b0 φt −
1
2δ2
(2− α)2a
(1+ β)b0 φt + φt −
β
2(t + 1)
}
b(t, x)u2
+ e2φ
(
2δ2 − l
2
+ μ2
2
(1− l)
)
|∇u|2 − e2φ |u|p+1
− div
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
. (3.16)
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e2φub(t, x)ut = d
dt
(
1
2
e2φb(t, x)u2
)
− e2φφtb(t, x)u2 + βb0
2
(
1+ |x|2)− α2 (1+ t)−β−1e2φu2
= d
dt
(
1
2
e2φb(t, x)u2
)
+
(
−φt + β
2
1
t + 1
)
e2φb(t, x)u2,
we obtain
0= d
dt
H (t) − div(∇u.u) − e2φ{2φtutu − 2∇φu.∇u}
+ e2φ
{
|∇u|2 +
(
−φt + β
2(t + 1)
)
e2φb(t, x)u2 + |u|p+1
}
− e2φ |ut |2 + e2φu
t∫
0
g(t − s)u(s, x)dx. (3.17)
Now, the last term in the right-hand side of (3.17) can be written as
e2φu
t∫
0
g(t − s)u(s, x)dx = div
(
e2φu
t∫
0
g(t − s)∇u(s, x)ds
)
− 2∇φe2φu
t∫
0
g(t − s)∇u(s, x)ds
− e2φ∇u
t∫
0
g(t − s)∇u(s, x)ds. (3.18)
Consequently, plugging (3.18) into the identity (3.17), we obtain
d
dt
H (t) + e2φ
{
|∇u|2 − |ut |2 +
(
−φt + β
2(t + 1)
)
b(t, x)u2 + |u|p+1
}
 e2φ
∣∣2φtutu − 2∇φu.∇u∣∣+ e2φ
∣∣∣∣∣∇u(t)
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣+ e2φ
(
2|∇φ|
∣∣∣∣∣u(t)
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣
)
− div
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
. (3.19)
Now, we have by using Young’s inequality and (3.10)
∣∣∣∣∣∇u(t)
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣ 12
(
1+ (1+ η)(1− l)2)|∇u|2 + 1
2
(
1+ 1
η
)
(1− l)(g 	 ∇u)(t). (3.20)
Similarly, for μ2 > 0, we have
2|∇φ|
∣∣∣∣∣u(t)
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣ 12μ2 |∇φ|2u2 +
μ2
2
(
1+ 1
η
)
(1− l)(g 	 ∇u)(t)
+ μ2
2
(1+ η)(1− l)2∣∣∇u(t)∣∣2. (3.21)
By choosing η = l/(1− l) in (3.20) and (3.21), we arrive at
∣∣∣∣∣∇u(t)
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣
(
1− l
2
)
|∇u|2 + 1
2
(1− l)
l
(g 	 ∇u)(t). (3.22)
Similarly, by exploiting (3.3), we get
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2|∇φ|
∣∣∣∣∣u(t)
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣
)
 1
2μ2
|∇φ|2u2 + μ2
2
(1− l)
l
(g 	 ∇u)(t) + μ2
2
(1− l)|∇u|2
− 1
2μ2
(2− α)2a
(1+ β)b0 b(t, x)φtu
2 + μ2
2
(1− l)
l
(g 	 ∇u)(t) + μ2
2
(1− l)|∇u|2. (3.23)
Using Young’s inequality, then for any δ1 > 0, the ﬁrst term in the right-hand side of (3.19) can be estimated as follows:
|2φtutu| =
∣∣∣∣2
( −φt
b0(t0 + t)−(α+β)
)1/2
ut .
(−φtb0(t0 + t)−(α+β))1/2u
∣∣∣∣
− 2
δ1
φt
b0(t0 + t)−(α+β) |ut |
2 − δ1
2
φtb0(t0 + t)−(α+β)u2.
Since x ∈ Ω(t, K , t0), we get from the above estimate
|2φtutu| 2
δ1
a
b0
(1+ β)|ut |2 − δ1
2
φtb(t, x)u
2. (3.24)
Similarly, by using (3.3), we have, for any δ2 > 0
|−2∇φu.∇u| 2δ2|∇u|2 + 1
2δ2
|∇φ|2u2  2δ2|∇u|2 − 1
2δ2
(2− α)2a
(1+ β)b0 φtb(t, x)u
2. (3.25)
Inserting the above estimates (3.22), (3.23), (3.24) and (3.25) into (3.19), we obtain (3.16). This completes the proof of
Lemma 3.5. 
Observe that the coeﬃcient of |ut |2 in (3.16) is strictly positive. To cover this term we deﬁne
E¯ (t) = e2φ(t0 + t)α+β
{
1
2
(
|ut |2 +
(
1−
t∫
0
g(s)ds
)
|∇u|2 + (g 	 ∇u)(t)
)
+ 1
p + 1 |u|
p+1
}
= (t0 + t)α+βE (t). (3.26)
Multiply (3.5) by (t0 + t)α+β , using (G1), we get for x ∈ Ω(t, K , t0)
d
dt
E¯ (t)
{
2(t0 + t)α+βφt + (α + β)
(t0 + t)1−α−β
}
e2φ
p + 1 |u|
p+1 + (α + β)e
2φ
2(t0 + t)1−α−β |ut |
2
+ e
2φ
lφt
(t0 + t)α+β(lφt∇u − ut∇φ)2
− (t0 + t)α+β
{
b(t, x) + |∇φ|
2
φt
− (2− α)
2a
(1+ β)b0 b(t, x)
(
1− l
l
+ 1
2μ1
)
− φt
}
e2φ |ut |2
−
[
(t0 + t)α+β
{(
k + 1
2
(1− l)
l
μ1φt
)
− φt
}
− (α + β)
2(t0 + t)1−α−β
]
e2φ(g 	 ∇u)(t)
−
{
μ1φt
2
(t0 + t)α+β(1− l) − (α + β)
2(t0 + t)1−α−β
(
1−
t∫
0
g(s)ds
)}
e2φ |∇u|2
+ div
{
(t0 + t)α+βe2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)}
. (3.27)
Let us now analyze the coeﬃcient of u2t in (3.27). Inequality (3.3) gives
|∇φ|2
−φt +
(2− α)2a
(1+ β)b0 b(t, x)
(
1− l
l
+ 1
2μ1
)
 (2− α)
2a
(1+ β)b0 b(t, x)
(
1
l
+ 1
2μ1
)
. (3.28)
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L (t) := E¯ + εH (t), (3.29)
where ε > 0 is small enough to be ﬁxed later.
Since g is positive, continuous and g(0) > 0, then for any t∗0 > 0, we have
t∫
0
g(s)ds
t∗0∫
0
g(s)ds := g∗0 > 0, ∀t  t∗0.
Consequently, using (3.16), (3.27), (3.28) and the inequality
1
lφt
(lφt∇u − ut∇φ)2  lφt |∇u|
2
2
− |∇φ|
2
lφt
|ut |2, (3.30)
we get for all t  t∗0
d
dt
L (t) e2φ
{−λ1|ut |2 + ελ2b(t, x)u2 − λ3|∇u|2 − λ4(g 	 ∇u)(t) − λ5|u|p+1}
+ div
{
(t0 + t)α+βe2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)}
− ε div
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
(3.31)
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
λ1 = (t0 + t)α+β
{
b(t, x) − (2− α)
2a
(1+ β)b0 b(t, x)
(
1
l
+ 1
2μ1
)
− φt + |∇φ|
2
lφt
}
− (α + β)
2(t0 + t)1−α−β
− ε
(
1+ 2a
b0δ1
(1+ β)
)
,
λ2 = −δ1
2
φt − 1
2μ2
(2− α)2a
(1+ β)b0 φt −
1
2δ2
(2− α)2a
(1+ β)b0 φt + φt −
β
2(t + 1) ,
λ3 = −(t0 + t)α+βφt
(
l
2
+ μ1
2
(1− l)
)
− ε
(
2δ2 − l
2
+ μ2
2
(1− l)
)
− (α + β)
2(t0 + t)1−α−β
(
1− g∗0
)
,
λ4 = (t0 + t)α+β
(
k +
(
1
2
(1− l)
l
μ1 − 1
)
φt
)
− ε (1− l)
2l
(1+ μ2) − (α + β)
2(t0 + t)1−α−β ,
λ5 = ε − (α + β)
(t0 + t)1−α−β
1
p + 1 − 2
(t0 + t)α+βφt
p + 1 .
Let us now choose our constants in λ1, . . . , λ5 as follows:
First, we choose δ1, δ2, μ1 and μ2 small enough so that
δ1 
1
8
, μ1 
l
2(1− l) , 2δ2 +
μ2
2
(1− l) l
4
.
After that, we use (3.3) to get
b(t, x) − (2− α)
2a
(1+ β)b0 b(t, x)
(
1
l
+ 1
2μ1
)
+ |∇φ|
2
lφt
 b(t, x)
{
1− (2− α)
2a
(1+ β)b0
(
2
l
+ 1
2μ1
)}
and pick a small enough such that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1− (2− α)
2a
(1+ β)b0
(
2
l
+ 1
2μ1
)
 1
2
,
1
2μ
(2− α)2a
(1+ β)b +
1
2δ
(2− α)2a
(1+ β)b 
1
4
,
(3.32)2 0 2 0
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b(t, x)(t0 + t)α+β = b0
(
1+ |x|2)− α2 (1+ t)−β(t0 + t)α+β  b0.
Consequently,
b(t, x)(t0 + t)α+β
{
1− (2− α)
2a
(1+ β)b0
(
2
l
+ 1
2μ1
)}
 b0
{
1− (2− α)
2a
(1+ β)b0
(
2
l
+ 1
2μ1
)}
 b0
2
.
Now, let us ﬁx ε small enough such that
−b0
4
+ ε
(
1+ 2a
b0δ1
(1+ β)
)
 0.
Next, by using the fact that −k(t + t0)α+β −ktα+β0 , then we can take t0 large enough such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−k(t0)α+β + ε (1− l)
2l
(1+ μ2) + (α + β)
2t1−α−β0
< 0,
−b0
4
+ (α + β)
2t1−α−β0
< 0,
−ε l
4
+ (α + β)
2t1−α−β0
(1− g∗0) < 0,
−ε + (α + β)
t1−α−β0
1
p + 1 < 0.
(3.33)
Thus, there exists λ0 > 0 such that for all t  t∗0, inequality (3.31) takes the form
d
dt
L (t) + λ0K (t) div
{
(t0 + t)α+βe2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)}
− ε div
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
(3.34)
where
K (t) = (1− φt(t0 + t)α+β)e2φ{|ut |2 + |∇u|2 + (g 	 ∇u)(t) + |u|p+1}
+ e2φ
(
−φt + 1
t + 1
)
b(t, x)u2 + e2φ |u|p+1. (3.35)
Integrating (3.34) over Ω(t, K , t0), using the Leibniz integral rule and the divergence theorem, we get
d
dt
L˜ (t) + λ0 ˜K (t) −N1(t) −M1(t) 0, ∀t  t∗0 (3.36)
where
L˜ (t) =
∫
Ω(t,K ,t0)
L (t)dx, ˜K (t)dx =
∫
Ω(t,K ,t0)
K (t)dx,
N1(t) =
2π∫
0
L (t)
∣∣
|x|=
√
(t0+t)2−K
[
(t0 + t)2 − K
] N−1
2 dθ.
d
dt
√
(t0 + t)2 − K
and
M1(t) =
∫
∂Ω(t,K ,t0)
(t0 + t)α+βe2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)
.ndS
− ε
∫
∂Ω(t,K ,t0)
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
.ndS
where n is the unite outer normal vector of ∂Ω(t, K , t0).
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E˜ (t) =
∫
Ω(t,K ,t0)
e2φ
{
(t + t0)β
(|ut |2 + |∇u|2 + (g 	 ∇u)(t) + |u|p+1)+ b(t, x)u2}dx. (3.37)
Then there exist two positive constants β1 and β2 depending on ε such that
β1E˜ (t) L˜ (t) β2E˜ (t), ∀t  0. (3.38)
As in [21], for κ > 0, we multiply (3.36) by (t0 + t)κ to obtain for all t  t∗0
d
dt
(t0 + t)κL˜ (t) − (t0 + t)κ
(
N1(t) +M1(t)
)+ (t0 + t)κ
(
λ0 ˜K (t) − κ
t0 + t L˜ (t)
)
 0. (3.39)
Now, we proceed as in [15]. For convenience of the reader, however, we sketch the proof brieﬂy. Indeed, exploiting (3.38),
we get(
λ0 ˜K (t) − κ
t0 + t L˜ (t)
)

(
λ0 ˜K (t) − κβ2
t0 + t E˜ (t)
)

∫
Ω(t,K ,t0)
e2φ
{
λ0
(
1− φt(t0 + t)α+β
)− κβ2(t0 + t)α+β
t0 + t
}
× (|ut |2 + |∇u|2 + (g 	 ∇u)(t) + |u|p+1)dx
+
∫
Ω(t,K ,t0)
e2φ
{
λ0
(−φtb(t, x)u2 + |u|p+1)− κβ2
t0 + t b(t, x)u
2
}
dx
= I1 + I2. (3.40)
It is clear that we can always choose t0 large enough such that (3.33) holds and
λ0
2 >
κβ2
t1−α−β0
. Consequently, we get
I1 
λ0
2
∫
Ω(t,K ,t0)
e2φ
{(
1− φt(t0 + t)α+β
)}(
u2t + |∇u|2 + (g 	 ∇u)(t) + |u|p+1
)
dx 0. (3.41)
Next, following the same steps as in [15], we get
I2 
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−C(1+ t)−(1+β) p+1p−1 , if α p+1p−1 > N,
−C(1+ t)−(1+β) p+1p−1 log(t + 2), if α p+1p−1 = N,
−C(1+ t)−(1+β) p+1p−1+ 1+β2−α (N−α p+1p−1 ), if α p+1p−1 < N.
(3.42)
It follows from (3.40), (3.41) and (3.42) that
(t0 + t)κ
(
λ0 ˜K (t) − κ
t0 + t L˜ (t)
)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
−C(1+ t)κ−(1+β) p+1p−1 , if α p+1p−1 > N,
−C(1+ t)κ−(1+β) p+1p−1 log(t + 2), if α p+1p−1 = N,
−C(1+ t)κ−(1+β) p+1p−1+ 1+β2−α (N−α p+1p−1 ), if α p+1p−1 < N.
(3.43)
Consequently, combining (3.36) and (3.43), we obtain for all t  t∗0
d
dt
(t0 + t)κL˜ (t) − (t0 + t)κ
(
N1(t) +M1(t)
)

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
C(1+ t)κ−(1+β) p+1p−1 , if α p+1p−1 > N,
C(1+ t)κ−(1+β) p+1p−1 log(t + 2), if α p+1p−1 = N,
C(1+ t)κ−(1+β) p+1p−1+ 1+β2−α (N−α p+1p−1 ), if α p+1p−1 < N.
(3.44)
• For x ∈ Ωc(t, K , t0).
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φ(t, x) = aˆ (K + |x|
2)
2−α
2
(t0 + t)1+β
with aˆ to be ﬁxed later. Multiplying (3.5) by (K + |x|2) α+β2 , using (G1) and (3.30), we get
d
dt
{(
K + |x|2) α+β2 E (t)} 2(K + |x|2) α+β2 φt
p + 1e
2φ |u|p+1 + (K + |x|2) α+β2 ( lφt
2
− μ1φt(1− l)
2
)
e2φ |∇u|2
+ div
{
e2φ
(
K + |x|2) α+β2 ut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)}
− e2φ(K + |x|2) α+β2 {b(t, x) + 2|∇φ|2
φt
− (2− α)
2aˆ
(1+ β)b0 b(t, x)
(
1− l
l
+ 1
2μ1
)
− φt
}
|ut |2
− (K + |x|2) α+β2 (k + 1
2
(1− l)
l
μ1φt
)
e2φ(g 	 ∇u)(t)
+ (K + |x|2) α+β2 φte2φ(g 	 ∇u)(t)
− e2φ(α + β)(K + |x|2) α+β2 −1x.ut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)
. (3.45)
The last term in the right-hand side of (3.45) can be written as∣∣∣∣∣(α + β)(K + |x|2)
α+β
2 −1x.ut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)∣∣∣∣∣

∣∣(α + β)(K + |x|2) α+β2 −1x.ut∇u∣∣+
∣∣∣∣∣(α + β)(K + |x|2)
α+β
2 −1x.ut
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣
= A1 + A2.
Using Young’s inequality, we obtain for all γ1 > 0,
A1  (α + β)
(
K + |x|2) α+β−12 |ut ||∇u|
 γ1
4
|∇u|2 + (α + β)
2
γ1(K + |x|2)1−α−β |ut |
2
 γ1
4
|∇u|2 + (α + β)
2
γ1K 1−α−β
|ut |2. (3.46)
Concerning A2, we have as above, for all γ2 > 0,
A2  (α + β)
(
K + |x|2) α+β−12 |ut |
∣∣∣∣∣
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣
 γ2
4
∣∣∣∣∣
t∫
0
g(t − s)∇u(s)ds
∣∣∣∣∣
2
+ (α + β)
2
γ2K 1−α−β
|ut |2.
Using (3.10), we obtain for η = l/(1− l),
A2 
(α + β)2
γ2K 1−α−β
|ut |2 + γ2
4
{
(1− l)
l
(g 	 ∇u)(t) + (1− l)|∇u|2
}
. (3.47)
Let us deﬁne now the functional F as follows
F (t) = (K + |x|2) α+β2 E (t) + H (t), (3.48)
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all γ3 > 0,
|2φtutu| 2
γ3
(−φt)b(t, x)u2 + γ3
2b(t, x)
(−φt)|ut |2
 2
γ3
(−φt)b(t, x)u2 + γ3
2b0
(−φt)(1+ t)β
(
K + |x|2) α2 |ut |2
 2
γ3
(−φt)b(t, x)u2 + γ3
2b0
(−φt)
(
K + |x|2) α+β2 |ut |2. (3.49)
Consequently, instead of inequality (3.16), we have
d
dt
H (t) e2φ
(
1+ γ3
2b0
(−φt)
(
K + |x|2) α+β2 )|ut |2 − e2φ |u|p+1
+ e2φ
{
− 2
γ3
φt − 1
2μ2
(2− α)2aˆ
(1+ β)b0 φt −
1
2δ2
(2− α)2aˆ
(1+ β)b0 φt + φt −
β
2(t + 1)
}
b(t, x)u2
+ e2φ
(
2δ2 − l
2
+ μ2
2
(1− l)
)
|∇u|2 + e2φ
(
(1− l)
2l
(1+ μ2)(g 	 ∇u)(t)
)
− div
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
. (3.50)
Differentiating (3.48) with respect to t , using (3.45), (3.46), (3.47) and (3.45), we ﬁnd
d
dt
F (t) c1e2φ |u|p+1 + c2e2φ |∇u|2 + c3e2φ |ut |2 + c4e2φb(t, x)u2 + c5e2φ(g 	 ∇u)(t)
+ div
{
e2φ
(
K + |x|2) α+β2 ut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)}
−  div
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
, (3.51)
where⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
c1 = 2
(
K + |x|2) α+β2 φt
p + 1 − ,
c2 =
(
K + |x|2) α+β2 (−φt)
(
μ1(1− l)
2
− l
2
)
+ γ1
4
+ γ2
4
(1− l) + 
(
2δ2 − l
2
+ μ2
2
(1− l)
)
,
c3 = −
(
K + |x|2) α+β2 {b(t, x) + 2|∇φ|2
φt
− (2− α)
2aˆ
(1+ β)b0 b(t, x)
(
1− l
l
+ 1
2μ1
)
+
(
γ3
2b0
− 1
)
φt
}
+ (α + β)
2
γ1K 1−α−β
+ ,
c4 = (−φt)
(
2
γ3
+ 1
2μ2
(2− α)2aˆ
(1+ β)b0 +
1
2δ2
(2− α)2aˆ
(1+ β)b0 − 1
)
− β
2(t + 1) ,
c5 = −
(
K + |x|2) α+β2 (k +(1
2
(1− l)
l
μ1 − 1
)
φt
)
+ γ2
4
(1− l)
l
+  (1− l)
2l
(1+ μ2).
Our objective now is to choose the constants in c1, . . . , c4 very carefully. First, it is clear that by using (3.3), we obtain
c3 −
(
K + |x|2) α+β2 {b(t, x) − (2− α)2aˆ
(1+ β)b0 b(t, x)
(
1
l
+ 1+ 1
2μ1
)
+
(
γ3
2b0
− 1
)
φt
}
+ (α + β)
2
γ1K 1−α−β
+ . (3.52)
Let us take μ1 small enough so that
μ1 
l
2(1− l) .
After that choosing δ2 and μ2 small enough such that
2δ2 + μ2 (1− l) l .
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⎪⎪⎪⎩
1− (2− α)
2aˆ
(1+ β)b0
(
1
l
+ 1+ 1
2μ1
)
 1
2
,
1
2μ2
(2− α)2aˆ
(1+ β)b0 +
1
2δ2
(2− α)2aˆ
(1+ β)b0 
1
4
.
(3.53)
Since x ∈ Ωc(t, K , t0), we get
(
K + |x|2) α+β2 b(t, x) = b0(1+ |x|2)− α2 (1+ t)−β(K + |x|2) α+β2  b0.
Consequently, (3.52) takes the form
c3 −b0
2
+ (α + β)
2
γ1K 1−α−β
+  − (K + |x|2) α+β2 (2
b0
− 1
)
φt .
Here we can ﬁx  small enough such that   b0/8. Once  is ﬁxed, we take γ1 and γ2 small enough such that
γ1
4
+ γ2
4
(1− l)  l
8
.
Also, since −(K + |x|2) α+β2 k−K α+β2 k, then we can choose K large enough such that⎧⎪⎪⎨
⎪⎪⎩
(α + β)2
γ1K 1−α−β
 b0
8
,
−K α+β2 k + γ2
4
(1− l)
l
+  (1− l)
2l
(1+ μ2)−1.
Therefore,
c3 −b0
4
− 1
2
(
K + |x|2) α+β2 (−φt),
and for all t  t∗0, (3.51) takes the form
d
dt
F (t) + c0Y (t) div
{
e2φ
(
K + |x|2) α+β2 ut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)}
−  div
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
(3.54)
for some c0 > 0 and
Y (t) = (1− φt(K + |x|2) α+β2 )e2φ{|ut |2 + |∇u|2 + (g 	 ∇u)(t) + |u|p+1}+ e2φ(−φt)b(t, x)u2 + e2φ |u|p+1. (3.55)
Thus, integrating (3.54) over Ωc(t, K , t0) we get
d
dt
F˜ (t) + c0Y˜ (t) +N2(t) +M2(t) 0, ∀t  t∗0, (3.56)
where
F˜ (t) =
∫
Ωc(t,K ,t0)
F (t)dx, Y˜ (t) =
∫
Ωc(t,K ,t0)
Y dx,
N2(t) =
2π∫
0
F (t)
∣∣
|x|=
√
(t0+t)2−K
[
(t0 + t)2 − K
] N−1
2 dθ.
d
dt
√
(t0 + t)2 − K
and
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∫
∂Ω(t,K ,t0)
(
K + |x|2) α+β2 e2φut
(
∇u −
t∫
0
g(t − s)∇u(s)ds
)
.ndS
− 
∫
∂Ω(t,K ,t0)
[
e2φ
(
u(t)
t∫
0
g(t − s)∇u(s)ds
)
+ ∇u.u
]
.ndS
and n is the same as in M1.
Let
Eˆ (t) =
∫
Ωc(t,K ,t0)
e2φ
{(
K + |x|2) α+β2 (|ut |2 + |∇u|2 + (g 	 ∇u)(t) + |u|p+1)+ b(t, x)u2}dx.
As in (3.38), there exist two positive constants βˆ1 and βˆ2 depending on  such that
βˆ1Eˆ (t) F˜ (t) βˆ2Eˆ (t), ∀t  0. (3.57)
Following the same steps as before, and multiplying (3.56) by (t0 + t)κ we get for all t  t∗0
d
dt
(t0 + t)κF˜ (t) + (t0 + t)κ
(
N2(t) +M2(t)
)+ (t0 + t)κ
(
c0Y˜ (t) − κ
t0 + t F˜ (t)
)
 0. (3.58)
By the same method as in [15], one obtains
c0Y˜ (t) − κ
t0 + t F˜ (t) 0, ∀t > 0.
Consequently, (3.58) takes the form, for all t  t∗0,
d
dt
(t0 + t)κF˜ (t) + (t0 + t)κ
(
N2(t) +M2(t)
)
 0. (3.59)
To complete the proof of Theorem 3.1, and since M1(t) =M2(t) and N1(t) =N2(t), we have from (3.44), (3.59) and for
ε =  and a = aˆ satisfying (3.32) and (3.53)
d
dt
(t0 + t)κ
{
L˜ (t) + F˜ (t)}
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
C(1+ t)κ−(1+β) p+1p−1 , if α p+1p−1 > N,
C(1+ t)κ−(1+β) p+1p−1 log(t + 2), if α p+1p−1 = N,
C(1+ t)κ−(1+β) p+1p−1+ 1+β2−α (N−α p+1p−1 ), if α p+1p−1 < N.
(3.60)
Now for 0< ν < 1, we choose
κ =
{
(1+ β) p+1p−1 − 1+ ν, if α p+1p−1  N,
(1+ β) p+1p−1 − 1+β2−α (N − α p+1p−1 ) − 1+ ν, if α p+1p−1 < N.
The remaining part of the proof can be ﬁnished, following the same steps as in [15], we omit the details. 
Remark 3.6. In our Theorem 3.1, we assume that the function g decays exponentially. It is still open to prove a similar
result for g decays polynomially.
Acknowledgments
A part of this work has been done in the Department of Mathematics and Statistics, University of Konstanz, Germany. The author thanks Prof. Reinhard
Racke of the Department of Mathematics and Statistics, University of Konstanz, for many stimulating conversations and helpful comments.
References
[1] M. Escobedo, O. Kavian, Asymptotic behaviour of positive solutions of a nonlinear heat equation, Houston J. Math. 14 (1) (1988) 39–50.
[2] H. Fujita, On the blowing up of solutions to the Cauchy problem for ut = u + uα+1+, J. Fac. Sci. Univ. Tokyo Sect. A Math. 16 (1966) 105–113.
[3] A. Haraux, F.B. Weissler, Nonuniqueness for a semilinear initial value problem, Indiana Univ. Math. J. 31 (1982) 167–189.
[4] N. Hayashi, E.I. Kaikina, P.I. Naumkin, Damped wave equation in the subcritical case, J. Differential Equations 207 (2004) 161–194.
[5] N. Hayashi, E.I. Kaikina, P.I. Naumkin, Damped wave equation with supercritical nonlinearities, Differential Integral Equations 17 (2004) 637–652.
[6] R. Ikehata, Y. Inoue, Total energy decay for semilinear wave equations with a critical potential type of damping, Nonlinear Anal. 69 (2008) 1396–1401.
B. Said-Houari / J. Math. Anal. Appl. 387 (2012) 1088–1105 1105[7] R. Ikehata, Y. Miyaoka, T. Nakatake, Decay estimates of solutions for dissipative wave equations in RN with lower power nonlinearities, J. Math. Soc.
Japan 56 (2) (2004) 365–373.
[8] R. Ikehata, K. Nishihara, H. Zhao, Global asymptotics of solutions to the Cauchy problem for the damped wave equation with absorption, J. Differential
Equations 226 (1) (2006) 1–29.
[9] R. Ikehata, M. Ohta, Critical exponents for semilinear dissipative wave equations in RN , J. Math. Anal. Appl. 269 (2002) 87–97.
[10] R. Ikehata, K. Tanizawa, Global existence of solutions for semilinear damped wave equations in RN with noncompactly supported initial data, Nonlinear
Anal. 61 (2005) 1189–1208.
[11] R. Ikehata, G. Todorova, B. Yordanov, Critical exponent for semilinear wave equations with space-dependent potential, Funkcial. Ekvac. 52 (2009) 411–
435.
[12] G. Karch, Selfsimilar proﬁles in large time asymptotics of solutions to damped wave equations, Studia Math. 143 (2) (2000) 175–197.
[13] S. Kawashima, M. Nakao, K. Ono, On the decay property of solutions to the Cauchy problem of the semilinear wave equation with a dissipative term,
J. Math. Soc. Japan 47 (4) (1995) 617–653.
[14] J.S. Kenigson, J.J. Kenigson, Energy decay estimates for the dissipative wave equation with space–time dependent potential, Math. Methods Appl.
Sci. 34 (1) (2011) 48–62.
[15] J. Lin, K. Nishihara, J. Zhai, L2-estimates of solutions for damped wave equations with space–time dependent damping term, J. Differential Equa-
tions 248 (2010) 403–422.
[16] A. Matsumura, Energy decay of solutions of dissipative wave equations, Proc. Japan Acad. 53 (1977) 232–236.
[17] K. Mochizuki, Scattering theory for wave equations with dissipative terms, Publ. Res. Inst. Math. Sci. 12 (1976) 383–390.
[18] M. Nakao, K. Ono, Global existence to the Cauchy problem for the semilinear dissipative wave equations, Math. Z. 214 (1993) 325–342.
[19] T. Narazaki, K. Nishihara, Asymptotic behavior of solutions for the damped wave equation with slowly decaying data, J. Math. Anal. Appl. 338 (2)
(2008) 803–819.
[20] K. Nishihara, Decay properties for the damped wave equation with space dependent potential and absorbed semilinear term, Comm. Partial Differential
Equations 35 (2010) 1402–1418.
[21] K. Nishihara, J. Zhai, Asymptotic behaviors of solutions for time dependent damped wave equations, J. Math. Anal. Appl. 360 (2) (2009) 412–421.
[22] K. Nishihara, H. Zhao, Decay properties of solutions to the Cauchy problem for the damped wave equation with absorption, J. Math. Anal. Appl. 313 (2)
(2006) 598–610.
[23] M. Reissig, Lp − Lq decay estimates for wave equations with time-dependent coeﬃcients, J. Nonlinear Math. Phys. 11 (4) (2004) 534–548.
[24] J.E. Munoz Rivera, M. Naso, E. Vuk, Asymptotic behavior of the energy for electromagnetic system with memory, Math. Methods Appl. Sci. 25 (7)
(2004) 819–841.
[25] G. Todorova, B. Yordanov, Critical exponent for a nonlinear wave equation with damping, J. Differential Equations 174 (2001) 464–489.
[26] G. Todorova, B. Yordanov, Nonlinear dissipative wave equations with potential, in: Control Methods in PDE-Dynamical Systems, in: Contemp. Math.,
vol. 426, Amer. Math. Soc., Providence, RI, 2007, pp. 317–337.
[27] G. Todorova, B. Yordanov, Weighted L2-estimates for dissipative wave equations with variable coeﬃcients, J. Differential Equations 246 (2009) 4497–
4518.
[28] J. Wirth, Solution representations for a wave equation with weak dissipation, Math. Methods Appl. Sci. 27 (1) (2004) 101–124.
[29] J. Wirth, Wave equations with time-dependent dissipation. I. Non-effective dissipation, J. Differential Equations 222 (2006) 487–514.
[30] J. Wirth, Wave equations with time-dependent dissipation. II. Effective dissipation, J. Differential Equations 232 (2007) 74–103.
[31] H. Yang, A. Milani, On the diffusion phenomenon of quasilinear hyperbolic waves, Bull. Sci. Math. 124 (5) (2000) 415–433.
