ABSTRACT Video object extraction (VOE) refers to the challenging task of separating foreground objects automatically from a background. Aiming to resolve the problems of incomplete extraction of foreground objects and the background interference of irrelevant small moving objects, this paper proposes a new method of VOE based on spatiotemporal consistency saliency detection. The main innovation in this proposed method is composed of three parts: first, the spatiotemporal gradient field (SGF) is constructed by mutual consistency between the static gradient feature of intra-frame and the dynamic gradient feature inter-frame, and a coarse motion saliency map is obtained by minimizing relative gradients on the SGF; second, temporal consistency is proposed based on the adjacent frame similarity to fuse the adjacent dynamic saliency maps and get the fine motion saliency map; third, based on spatiotemporal consistency, salient objects are extracted by the fusion of the static saliency map and the motion saliency map adaptively. Experiments on the ViSal and SegtrackV2 public video saliency data sets show that, compared with the state-of-the-art image saliency methods and video sequence saliency object detection methods, the proposed algorithm can extract the salient object in the video sequence quickly, clearly, and accurately. It can be seen that the average F-score is close to 0.8, and the average mean absolute error (MAE) is about 0.06 on the ViSal data set, and on SegtrackV2, the average F-score is close to 0.7, and the MAE value is below 0.05, which indicates that the result of this algorithm is closer to the ground truth.
I. INTRODUCTION
Humans can easily determine an object of interest in a video, especially a moving object, even in a complex dynamic scene. Computer vision technology tries to model human vision in order to separate an object and a background in a video sequence. However, there is still a significant gap between human and computer visual capacity. With the development of video saliency detection, video object extraction (VOE) has been improved and widely used in many fields, such as image segmentation [1] , target tracking [2] , behavior detection [3] , and video compression [4] , and so on.
VOE aims to extract the most significant object [5] from the video sequence. Video saliency detection plays an important role in bringing up the salient objects from the background. Generally, the image saliency models are applied to single frames in a video sequence independently and saliency maps in individual frames are fused to form video saliency maps. In this way, VOE is obtained. Whereas this kind of saliency detection performance is usually lower than the spatiotemporal saliency model [6] , because the latter utilizes time information among video frames. Motion information is the most important clue in the detection of video saliency, although a stationary object may have a high contrast in an image, a moving object attracts more attention than a stationary one, which makes video saliency detection significantly more accurate.
Research on VOE based on salient object detection started with the static image. In 1998, Itti et al. [7] firstly proposed the Itti model based on biological characteristics, and in 2001, after analyzing five kinds of computational models, such as environmental context information and an inhibition of return mechanism, the Itti model was used to extract the salient objects [8] . However, the Itti model only detected image saliency from local features and did not consider the global features, resulting in high salient value only near the contour, and thus not uniformly highlighting the whole object, making for inaccurate extraction. Most of the saliency detection methods based on pure computing use contrast to calculate saliency. Cheng et al. [9] proposed the HC method (Histogram Based Contrast) and introduced a global contrast analysis method that is RC (Region Based Contrast) algorithm. The saliency maps of the HC algorithm have fine details, and the RC algorithm generates high quality saliency maps with space enhancement. However, these two algorithms have relatively low computational efficiency and are not suitable for the detection of significant moving objects. Hou and Zhang [10] dealt with input images with twodimensional discrete Fourier transform according to the spectral residual theory, thus transforming the images from the space domain to the frequency domain; then the log spectrum was obtained by taking the logarithm of the amplitude of the image. Achanta et al. [11] introduced a frequency tuned method to estimate the center-surround contrast. The outline can be clearly reflected, whereas the salient map has serious noise when the background is complex. In recent years, some saliency models exploited the background prior [12] - [15] , which generally assumes that the image boundaries are background regions. These algorithms make use of the background prior principle to compute saliency maps, which can highlight saliency objects accurately and get clear saliency maps. Their disadvantage is in not having sensitivity to the position of a salient object, which is located at the image boundary. In addition, Co-saliency detection [16] - [18] , as a novel branch of visual saliency, is a rapidly growing research area in the computer vision community. Co-saliency detection refers to the discovery of common and salient foregrounds from two or more relevant images. Fu et al. reviewed and summarized the fundamentals, challenges, and applications of co-saliency detection, proposed bagging-based clustering to get RGBD co-saliency. Co-saliency may be more accurate than image saliency detection, but due to the use of multiple related images, it costs longer run-time.
Video is different because of the motion information. Some VOE methods based on video saliency detection simply incorporate motion into image saliency detection model as a feature, or calculate the static saliency map and the motion saliency map respectively and then linearly fuse them to get the refined saliency map [19] , [20] . In these cases, the algorithms often ignore the fact that video saliency should be spatiotemporal coherent, that is to say, the salient values of foreground/background regions along the time axis should not be changed abruptly, except for scene changes [19] . Based on the Spectral Residual Approach (SR) algorithm [10] , Guo et al. [21] discarded the amplitude spectrum of the image, and only used the phase spectrum and motion features to expand the image into quaternion, and then the saliency map is obtained by quaternary Fourier transform and its inverse transform. However, the spatiotemporal consistency of salient regions is not considered in this method, so the salient values in the same region may change dramatically in consecutive frames. In order to enhance the spatiotemporal consistency, Kim and Kim [22] measured spatial and temporal saliency maps by calculating texture contrast in a multi-scale framework, and obtained saliency object by a weighted fusion of spatial and temporal saliency maps. Bao et al. [23] considered the video as three-dimensional data and proposed a video saliency detection method based on three-dimensional shear-wave transformation. The video is decomposed and then reconstructed by to obtain multiscale feature blocks; for each feature block, the successive feature maps of the video are taken as a whole, and the global contrast is calculated to obtain the saliency maps. Finally, by linear fusion of all the saliency maps at different levels, a saliency map is generated for each video frame. Li et al. [24] extracted color, texture and motion features to form a feature vector, then used GPU-based fast mean-shift algorithm to segment regions, and corrected the segmentation result by region matching. The fine saliency maps are obtained by the visual comparisons of colors, textures, and motions in the spatiotemporal domain. Zhou et al. [25] proposed an algorithm to obtain low-frame-rate video from high-framerate video by using multi-scale spatiotemporal saliency. The general idea is to apply streaming media segmentation at each scale and to perform area-based contrast analysis using a series of low-level features, such as color, foreground, light flow, etc., assisting with local priorities of center position and velocity. The refined saliency map is obtained by fusing the contrast and the local priority.
In order to enhance the temporal consistency in VOE, Wang et al. [26] proposed a method based on the local gradient flow optimization and the global refinement to detect video saliency. The global refinement improved the temporal and spatial coherence of saliency map by introducing local and global salient cues. However, problems still exist, such as non-uniform saliency objects, holes and background noise, and so on. To solve the uneven background motion and the motion estimation errors, Wang et al. [27] - [29] proposed the video saliency object segmentation using geodetic distance. In his paper, the gradient feature was used to determine the foreground object position. The coarse saliency map was obtained by the geodetic distance, and the fine saliency map was calculated by combining the dynamic location model with the global appearance model. Due to the application of the boundary information as a priori background, it may be invalid when the object is located at the image boundary. Liu et al. [30] proposed superpixel-based video saliency detection by segmenting the video frames into superpixels and then calculating the temporal saliency and spatial saliency in the superpixel-level. Finally the pixel-level spatiotemporal saliency maps are obtained by pixel-wise saliency derivation and the adaptive fusion method. In 2016, Liu et al. [31] proposed the graph-based video saliency detection, which extracted superpixel-level and frame-level color motion histograms as salient features and added the superpixel-level graph of virtual background points which represent global motion. Through the efficient use of inter-frame and intra-frame similarity matrices, this model enables iterative motion saliency measurement based on the superpixel-level graph, the bidirectional (both forward and backward) temporal propagation of saliency, and global (both global and local) spatial propagation of saliency. Then Wang et al. [32] proposed a bagging-based saliency prediction model as an ensembling regressor, and the bidirectional temporal propagation is deployed to generate the temporal saliency map, and the spatial propagation is conducted on the graphs constructed by using appearance and motion features in a parallel way, to generate the final spatiotemporal saliency map. Compared to image co-saliency, video co-saliency [33] , [34] is more reliable due to the utilization of temporal information of video sequence, and video co-saliency also has the problem of high time complexity.
Recent advances in saliency detection have utilized deep learning [32] , [35] , [36] to obtain high level features to detect salient regions in a scene. Wang et al. [36] applied the deep learning model to detect the significant region of the video, in view of the lack of sufficient data in training, a new data adding technology was proposed, which enabled the network to learn different significant stimuli to prevent the limited video data from causing the overfitting. Wang et al. [32] applied the deep-learning based hybrid feature extraction framework to detect the significant region of the video. With the combination of proposed novel deep learning networks and conventional methods as feature extractors, the final hybrid features are used to predict the spatial and temporal saliency.
The common serious problems, such as background noise, would make it hard to highlight the whole salient object evenly and, furthermore, to follow with object extraction. Focusing on the above-mentioned problems, a spatiotemporal consistent video object extraction algorithm based on spatiotemporal gradient field and temporal consistency is proposed. In this paper, spatiotemporal gradients can accurately represent the salient object's edge, and according to the similarity of the adjacent frames and temporal consistency, the motion saliency map is obtained by adaptively fusing the weighted spatiotemporal gradient maps. Furthermore, the motion saliency map is integrated with the static saliency map to highlight the objects in the refined saliency map. The rest of the paper is organized as follows. The proposed spatiotemporal consistency video object extraction algorithm based on spatiotemporal gradient field (SGF) and adaptive fusion is described in Section II. The experimental results are provided in Section III to support the efficiency of the algorithm. Finally, Section IV is the conclusion and description of future work.
II. VOE ALGORITHM BASED ON SPATIOTEMPORAL CONSISTENCY SALIENCY DETECTION
For videos with complex texture and moving objects in the background, a single static gradient information or motion information cannot accurately determine the position of a salient object. Given the temporal consistency, the saliency value of the foreground/background area in consecutive video frames should not be drastically changed along the timeline in most natural videos. So this paper uses the spatiotemporal gradient and temporal consistency to extract objects from complex background. The pseudo code of this algorithm is shown in Table 1 .
A. CONSTRUCTION OF SGF
Gradient information helps to determine the location of foreground object, but static gradient map of a single frame cannot effectively extract a salient object from complex video sequences. The motion information can help to extract the gradient of a moving object because the sudden change of pixels in the optical flow field usually arouses more attention. However, when moving objects have no obvious motion, individual motion information cannot highlight significant moving regions. Thus the proposed algorithm combines the static gradient and the motion gradient information to form SGF in order to extract the significant moving objects in the video.
For video sequences F = {F 1 , F 2 , F 3 , · · · , F nframe }, where F k is the k-th frame, simple linear iterative clustering (SLIC) [37] is performed on each frame to get the video sequences F = {F 1 , F 2 , F 3 , · · · , F nframe }. After applying the mean filter, F k is merged with F k pixel by pixel, which can increase contrast between different superpixel blocks and outstand gradients. The static gradient of the k-th frame is obtained by computing the gradient magnitude M c k (X) at the pixel X = (x, y) in the merged image.
where ''∇'' represents the gradient calculation. The gradient amplitude of the motion optical flow field between two adjacent frames is calculated by using the method of large displacement optical flow [38] , and the moving gradient is obtained by (2):
where v k is the motion optical flow field of the k-frame. Morphological operations are performed on M o k (X) to fill the fracture, make the contour more smooth, and remove small salient parts.
The static and motion gradient maps are fused by utilizing the mutual consistency of static and moving gradient maps [25] , and the mutual consistency is defined as follows:
where MCT indicates the consistency of the static gradient map to the motion gradient map, and MCS indicates the consistency of the motion gradient map to the static gradient map. M k (X) represents the weighted fusion map, that is the SGF. The gradient value G k (x, y) at pixel X = (x, y) in the k-th frame is calculated in the SGF. The salient object region is preliminarily determined according to gradients of pixels in the SGF relative to the gradient of other regions, which can be calculated as follows:
where
are the gradient of pixels computed in left, right, top and bottom directions respectively, and the minimum value of the four directions is taken to restrain the background noise and to highlight the original motion. Then we get a coarse motion saliency map T k (x, y). Fig. 1 is an illustration of the coarse saliency maps of the Bird and Panda video frames in the ViSal Dataset, using spatiotemporal gradients. Fig. 1(b) shows the static gradient maps that include both salient object and background content. Fig. 1(c) is the motion gradient map of motion which inhibits the background. However, when a salient object is extracted, the location is inaccurate. In Fig. 1(d) , the background is suppressed by combining the static gradient and the moving gradient, and the salient object is extracted effectively. Further, in Fig. 1(e) , the coarse motion saliency map is obtained by calculating the gradient motion from the four directions by using (6) to (10) . The salient objects in the coarse motion saliency map are relatively precise, and the interior is uniform and bright, but there is gradient blur and some background noise.
B. TIME CONSISTENCY
Although the coarse motion saliency map obtained by the SGF can locate the object, there also exist some problems, such as edge blur and background noise. In this paper, temporal consistency is introduced to reduce the edge blur and remove noise. Temporal consistency means that the saliency value of the foreground/background area in continuous video frames should be changed smoothly along the timeline, rather than changed drastically. The motion saliency object map is obtained by considering the effect of the previous frame on the current frame, fusing the coarse motion map of the adjacent frames, and calculating the similarity of the saliency object maps between adjacent frames. If the video frames in the same scene have high correlations and minor differences, the previous frame can effectively constrain the salient region of the current frame to obtain a more accurate motion saliency map. However, if there is a scene change in the video sequence, the first frame in the new scene may have different colors and brightness with the previous frame, and the significant region in the previous frame and the current frame must change dramatically, which is not suitable for a prior of the salient region of the current frame. In this paper, the image color histogram is extracted to judge the similarity of two adjacent frames.
Color histogram is a color feature widely used in image processing, which describes the proportion of different colors in the whole image. For color histogram of adjacent frames Hist k and Hist k−1 , the smaller the difference between color histograms in two image, the more similar the two frames, otherwise, the motion might be fast, or the scene is changed. The similarity of adjacent frames Simi can be expressed asčž
where Hist k and Hist k−1 are the i-th quantization level values of adjacent frames kth and (k-1)th in the color histogram respectively 1 ≤ i ≤ N . In order to adaptively integrate the coarse motion saliency map of adjacent frames, a weighted value function is constructed. The rule is that when the similarity degree Simi is enough large, the maximum weight of the previous frame is set to 0.5, to ensure that the saliency measurement of the current frame occupies more proportion. On the other hand, when Simi is very small, the weight decreases to 0. The equation is as follows:
Where the Simi value is from 0 to 1, and 0 ≤ ω ≤ 0.5, the corresponding curve is shown in Fig. 2 . It can be seen from Fig. 2 that the weights ω change with the similarity Simi in S-shape. The motion saliency map S T k of kth frame is obtained based on the weighted ω to adaptively fuse the coarse motion saliency maps between adjacent frames. The equation is as follows:
Where T k−1 and T k represent the coarse motion saliency map of the previous frame and the current frame respectively, as shown in (10) . No fusion occurs when the current frame is the first frame. Fig. 3 shows the motion saliency maps of Bird and Panda, and we can see that the background noise of the illustration results is less, but there are some missing cases within the objects. 
C. FUSION Of MOTION SALIENCY MAPS And STATIC SALIENCY MAPS On SPATIOTEMPORAL CONSISTENCY
In the motion saliency map the salient object is not highlighted uniformly, while the salient object in the static salient map has a relatively complete shape but more background noise, so the adaptive fusion of the static saliency map with the motion saliency map can highlight object and remove background noise bringing it closer to Ground Truth (GT). This paper takes the RBD algorithm [14] as an example of static saliency detection algorithm to merge the motion saliency map. We adopt the adaptive fusion method as (14) and (15) , and the weight is determined by the motion saliency map and the static saliency map of the current frame:
where ε k is normalized to [0,1], S T k is the motion saliency map, S D k is the static saliency map, S represents the refined video object after fusion, τ = 0.5. Fig. 4(a) shows the saliency maps of the Bird and Panda video sequences using the RBD algorithm [14] . Fig. 4(b) shows the corresponding motion saliency maps. Fig. 4(c) shows the refined saliency maps by fusing the motion saliency maps with the static saliency maps. The static saliency maps have more background noise, and the motion saliency maps lose some important information, for example the bird's head and the panda's legs are missing. Compared with the static saliency maps or motion saliency map, the refined saliency maps are intact with few noises.
III. EXPERIMENTAL RESULTS And ANALYSIS

A. SUBJECTIVE EVALUATION
We evaluate our method (SGAF, Saliency with Gradient and Adaptive Fusion) on the well known SegTrackV2 VOLUME 6, 2018 dataset [39] and ViSal dataset [26] . The ViSal dataset was proposed specifically for video object detection by Wang et al. [26] to explore various foreground/background motion patterns and complex color distributions. This dataset includes 17 challenging video sequences, contains complex color distributions (motorcycles, cows, etc.), highly cluttered backgrounds (people, pandas, etc.), various movement modes (static: Boat; fast: Car), rapid topology changes (cat, motorcycle, etc.), and moving cameras (gokart, motorcycles, etc.). The lengths of these videos range from 30 to 100 frames. We compare SGAF to the state-of-the-art methods since 2014, including GF(Gradient Flow) [26] , SAG(Saliency-Aware Geodesic Video Object Segmentation) [27] , SP_liu(Superpixel-Based Spatiotemporal Saliency Detection) [30] , SGSP(Saliency Detection for Unconstrained Videos Using Superpixel-level Graph and Spatiotemporal Propagation) [31] , Geodesic Saliency Using Background Priors [12] , MR(Saliency Detection via Graph-Based Manifold Ranking) [13] , SR [10] , RBD [14] , and FT(FrequencyTuned) [11] .
The experimental results on the ViSal dataset are shown in Fig. 5 . From top to bottom is the original video image (named VI), GF, SAG, SP_liu, SGSP, FT, GS, MR, SR, RBD, SGAF, and GT. We provide the source code of the comparison methods and the source code of SGAF (https://github.com/Lizhuohebut/VOE-SGAF ).
As can be seen from Fig. 5 , because the SR algorithm is simple, the obtained saliency maps only slightly highlight the edges. MR, GS and RBD are all based on the background prior. When the object appears on the edge, these methods will be invalidated, and also in the complex background situation, they will have significant background noise. FT works well for simple background detection, but cannot highlight objects when the background is complicated and there is background noise. Compared with the static saliency detection model, the video saliency models, such as GF, SAG, SP_liu, take the motion component into consideration so that the saliency maps is considerably improved. There still have holes in the Lion sequence, and the problem of unclear object edge is obvious in other video sequences. The saliency maps obtained by the proposed method are relatively closer to GT. This proposed method outperforms other algorithms regarding background noise and object edges, as well as consistently high-profile objects.
The SegTrackV2 dataset was originally used to evaluate the tracking algorithm then widely used in video segmentation; it is also suitable for assessing VOE. In this dataset, there are 14 videos (birdfall, BMX, hummingbird, frogs, cheetahs, girls, parachutes, penguins, etc.), including challenging video sequences with complex backgrounds, camera jitter, light changes, and complex motions, ranging in length from 21 to 70 frames. The experimental results on the SegTrackV2 dataset are shown in Fig. 6 .
As can be seen from Fig. 6 , FT and SR cannot extract objects when light changes in the ''parachute'' sequence, and the background noises in object areas extracted by seven other models are more evident than in SGAF. In the ''BMX'' video sequence, the saliency maps obtained by FT and SR have obvious background noise, however in the video saliency model, the GF, SAG and SP_liu algorithms can remove noise but cannot extract the object accurately. From Fig. 5 and Fig. 6 , the proposed method can clearly extract the edge of the object and highlight the object consistently with very little background noise, even on a complex background.
B. OBJECTIVE EVALUATION
In order to evaluate the proposed method objectively, we use three widely used criteria: PR (precision-recall) curve, F-score, and MAE (mean absolute errors).
The PR curve has been widely used to evaluate the performance in classification, retrieval, and other fields. Precision is the relevant ratio in the retrieved results; recall is the ratio of the related results in the retrieved results to all relevant results on the dataset. Precision is defined as the proportion of correctly predicted positive samples for all predicted positive samples; recall is defined as the proportion of correctly predicted positive samples to true values of positive samples.
The F-score is the harmonic mean of precision and recall to assess the overall performance.
where β controls the segmentation accuracy and the segmentation completeness weight(β = 0.3) [7] . MAE estimates the approximation between the extracted object and Ground Truth, normalizing it to [0,1]. MAE provides a new assessment method that directly measures how close the result is to Ground Truth. The performance of SGAF is measured in the following, and compared with the stateof-the-art methods of image and video saliency. Fig. 7 and Fig. 8 show the PR curve, F-score, and MAE on the ViSal dataset and SegtrackV2 dataset, respectively.
From the PR curve in Fig. 7 , we can see that the proposed method has an obvious improvement over other algorithms regarding the recall rate and the precision; it is closest to the top right corner of the graph and has the longest horizontal continuous interval in high precision. The average F score is close to 0.8, and the average MAE is about 0.06, which is obviously better than other algorithms. In Fig. 8 , the PR curve of SGAF shows a downward trend at about 0.8, which is lower than the SAG and SGSP algorithms. However, the PR curve before 0.8 is superior to other algorithms. The average F score is close to 0.7, which is higher than other algorithms. The MAE value is below 0.05, which indicates that the result in this paper is closer to the GT.
It can be seen from Fig. 7 and Fig. 8 that SGAF performs well on images with complex backgrounds. The refined saliency maps contain more complete foreground information at the same time suppress the background noise. In addition, compared with the GF algorithm, which is also based on gradient flow field, the saliency maps by SGAF contain less noise, so it is more advantageous for binary segmentation and object extraction. In addition, in Table 2 and Table 3 , Precision values on ViSal dataset and SegtrackV2 dataset are provided to ascertain the improvements over state-of-the-art methods.
C. RUN TIME STATISTICS
All the tests were run on a Windows platform and under the same computer configuration: Intel(R) Xeon(R) CPU E5-1650 v3 @ 3.50GHz with 32G RAM. The runtime shown VOLUME 6, 2018 in Table 4 is the average runtime of SGAF and other stateof-the-art algorithms on the ViSal dataset. Table 5 shows the average runtime on the SegtrackV2. However, for video saliency detection method, the runtime excludes optical flow. As can be seen from Tables 4 and 5 , the FT method takes less runtime because the algorithm structure is relatively simple, but the result is relatively poor. Among the spatiotemporal algorithms, GF runs faster than the proposed algorithm, but the accuracy is relatively poor. SGAF is relatively fast in runtime and has a better result with background noise and with highlighting the whole object.
D. FUSION WITH STATIC SALIENT ALGORITHMS
In this paper, we apply RBD as the static salient algorithm to combine with our motion saliency map and obtain the refined saliency maps. The RBD algorithm is proposed by Zhu. The saliency of the image block is defined as the shortest path distance from the image boundary. Considering that the background area will be more connected to the image boundary than the salient area, the RBD algorithm proposes an optimization framework that includes three kind of clues. Although the RBD algorithm is still more sensitive to the background noise, it can obtain a saliency map more effectively and intuitively. To prove the effectiveness of the temporal gradient and adaptive fusion, the motion saliency map obtained from SGAF and GF, a high performance video saliency detection method, are combined with different static saliency maps like SR, RBD, FT, and GS.
The objective evaluation method of our experiments uses the PR curve, the F-score, and the MAE, as shown in Fig.9 . After fusion with the different static saliency models, the proposed method is superior to GF algorithm, proving that this proposed method is outstanding and universal. At the same time, the Precision values are listed in the Table 6 . The results of the comparison are shown in Fig. 10 . SGAF is better than the GF algorithm, because the results of fusion with RBD and GS are prominent, background noises are suppressed effectively and the target is highlighted.
IV. CONCLUSION
In this paper, we propose a VOE method, shown to give state-of-the-art performance on two public video detection datasets. This new VOE technique is based on video saliency detection, which contain two steps with no prior knowledge about object size and shape is necessary. In the first step, the location of the object is obtained by calculating the temporal and spatial gradient. In addition, our method considers the temporal consistency to obtain the motion saliency map, where temporal consistency determines the proportion of the two adjacent frames through their similarity, so the proposed VOE algorithm can be applied to videos with scene changes. In the second step, we considered the merits and demerits of static and motion saliency maps, and get more efficient results VOLUME 6, 2018 than single cases through adaptive fusion. The effectiveness of the proposed algorithm was demonstrated for a variety of real environments such as lighting changes, rippling water, complex movement patterns and background.
The algorithm has some limitations. The problem with this algorithm is that when the background is also moving, and the edge is very obvious, it is easy to take the background as a salient target. Obtaining the object more accurately in an image with a complex motion background is the research direction and key point in the future. ZHUO 
