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Any generalized inverse Gaussian distribution with a non-positive p;>wer paramekr i\ ,ho\vn 
to be the distribution of the first hitting time of level 0 for each of a variety of time-homogLc:ncous 
diffusions on the interval (0,~). The infinite divisibility of the generalized inverse Gaussian 
distributions is a simple consequence of this and an elementary convolution formula for thusc 
distributions. 
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1. htroduction 
Tn this paper the generalized inverse Gaussian distribution, which has probat3~ 
(density) function 
WXY’ ,A-1 
2K&Z e 
-1/2(xX--‘+&XI 
(x > O), 
is shown to be a first hitting time distribution for certain time-homogtiucous 
diffusion processes, provided the parameter A is less than or equal to 0. 
If a random variate x follows the generalized inverse Gaussian distribution with 
parameter (A, x, q9) then .x-l has a distribution of the same kind but with paralxter 
(-Al 6, ,y). Thus, for A positive, x-* may be viewed as a first hitting time. 
For some uses of the generalized inverse Gaussian distributions see [ 1, 6, 7:. 
The variation domain of the parameter (A, x, $) of the generalized inverse 
Gaussian distribution is given by 
x>O,$sO forA <O 
x>O,+>O forh =0 
x~=O,lc,>O forA >O, 
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and KA is the modified Bessel function of thle third kind and with index A. For A > 0 
and x = 0 or A c 0 and # = 0 the norming constant in (1) is to be interpreted as the 
limit value, the distribution being, respectively, that of a gamma varirlte or the 
reei;procal of such a variate. (For A > 0 anId ~40 one has the asymptotic formula 
K&)4(A)2A-1x-A.) 
The inverse Gaussian distribution is obta:ined from (1) by setting A = - $, and it is 
well-known (cf., for instance [3]) that the first hitting time of level 0 for a Brownian 
motion with initial position no> 0, variance 1 and drift -_lu, where p a 0, is dis- 
tributed according to (1) with parameter (A, x, +) = (-3, IS:, cc*). 
Let cy be a positive and differentiable function defined on the interval (0, OO), set 
x 
O(x)= 6J 1 - du 4) , (2) 
and <uppose that 8 satisfies the conditions 
$(X)~Coo, o<xcoc, (3) 
iand 
@@)=a (4) 
IFurthermore, let /3 be Idefined on (0, a) by 
for & > 0 and A G 0, and by the limiting value of this expression, i.e. 
(6) 
for & = 0 and A K 0. (In the special case of A = -$ the expressions (5) and (6) for p 
take the particularly simple form p(x) == - m+ $cy ‘(x).) 
I'kavm 2.1. Consider a time-homogeneous diffusion process x(t) with state spaf:e 
[O, W) and such that the process has infinitesimal variance CY (x) and infinitesimal 
mean /3(x), specified a~: above. Let x0 > 0 b’e the initial position of the process. 
I%e first hitting time of level 0 follows the generalized inverse Gaussian distribution 
with parameter (A. @*(x0), #). (Here A s 0 and 0(x0) is given by (2).) 
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Piroof. Let T, be the first hitting time of level E( 2 0) given the initial position 
XC+ E. The Laplace transform of T,, i.e. 
y(xO) = l(s; x0, E) = E{e% x(O) = no}, 
satisfies, at least for E > 0, the differential equation 
1 d2Y dr 
$ &o) zf P(Xo) dx = sy(x0) 
G 0 
with the boundary condition 
?44= 1 
(cf. [3]). 
CJonsider first the case # > 0 and A s 0. Let 
@J(Q)) = @(x0; s)== 
KA (0(x0)&=) 
KA @(x,)Jz) 
and 
+z KA-I(xJ11+2s) -_ 
Kh (xw) ’ 
(7) 
Using the formulas 
K,(x)= K--A(X), 
Kh+l (x)=2(. , x)K&)+Kn-l(x), 
KA-I (x)+KA+I (x)= -2KW 
(see for instance [4]) we have with obvious notation that 
@’ = e’F(B)@ 
and 
2~ - 1 4 K,-l(hf$ 
= [2012(s+ F(B)(-+ KA(eV-) 1) +e’lF(s)]@* 
It flollows from (2) and (5) that @ is a solution to (7) in the interval (0, a). 
FGrrthermorl:, y solves (7) if and only if y = q@ w.here 7 is a solution to the 
difflerentiai equation 
drr2 d 
z’+2 ( 
-&n@+ @(x0) dr7 P -=o, XgE(O,CC,) 
81 0 ) 4x0) 8x0 
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and so it is easily seen that the solutions to (7) in the interval (0,~) are of the form 
The asymptotic formula K..(x) m (&r/x)“* e:-’ for x + co and (4) imply that 
J 
x0 
lim @(x0; s) 
e’(t) 
- -dt= 
x0-*- y ect)[c vw~~~l* e(q)) 
= lim @(x0; S) 
X0-*Co J 1 ----- dt = 00, e(Y) t[K*(t*~+2sf 
Therefore, in order for (10) to be the La,place transform of a (sub) probability 
measure on [0, 00) we must have b(s) = 0 and the boundary condition then implies 
that 
Now, since x(r) is a diffusion 
e 10. Furthermore, 
it has continuous ample paths and hence 7” + 7’0 as 
! 
lb ( ) h’2 KA (ebb + 2s) -w W9(xo)J?) 
if A < o 
@2s 
Jim g(s; x0, E)= (11) 
eJ.0 Ko(r3(xo)&z) --.-3. 
Ko@(xo)Jz) 
if A = 0. 
It follows that To is finite with probability one and has the generalized inverse 
Gaussian distribution with parameter (A, 0*(x0), $1, because the right-hand hide of 
(I 1) is the Laplace transform of such a distribution. 
For Q% =0 and A < 0 a similar argument can be applied, defining the fut1ciios.s !P 
and F as the limits of (8) and (9) for $ + 0, ii.e. 
@(x0; s) = 
2*+1KA(e(xo)J5) 
r( - A )(8(xojJ%A 
and 
2A sik~-t(xJz) 
F(x)= --- - 
X K,(xJz) - 
From the theorem one sees that for each QI the class of distributions of the first 
hitting times of level 0 is equal to the class of generalized inverse Gaussian 
distributions with h s 0. However, the various possible choices of the function QI 
yield a wide variety of diffusion pro%:esses, as is illustrated by the two examples 
betow. 
0. Barndorff-Nielsen et al. / Generalized inverse Gaussiun di~trihtion 
Example 2.2. Let 
C&(x)= 1 
in which case 
P(x)= 
Jpd4 l-2A 
2x K&J?) 
if#>Oandh:fgO 
I-#-2A (12) 
2x 
if $=Oandh ~0. 
The distribution of the first hitting time of level 0 for the diffusion process with 
initial position x0, infinitesimal variance 1 and infinitesimal mean (12) is generalized 
inverse Gaussian with parameter (A, xi, $). (The diffusion with a!(x) = 1 and fl (n) = 
k/(2x) is a limiting case of the diffusions considered here, corresponding to A 4.0 and 
4r/$O. This limiting diffusion is, in fact, the so-called Bessel process of a two- 
dimensional Brownian motion, which is known to have 0 probability of hitting 0, cf. 
[S, pp. 60-621.) 
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IExample 2.3. Let A E (- 00~0). For the process with 
a(x)= x*+1/A 
and 
- 4 -xl+l/2AK-~--l(-2Ax-1'12*~) -- if J/X), 
P(x)= 
K_+~Ax-"*~~&) 
(143 
if $ = 0. 
the first hitting time of 0 is distributed according to (1) with parameter 
(A,4A2xOli', $). 
A natural extension of the system of diffusion processes given by (13) and (14) is 
obtained by setting, for A = 0, 
a(x)= emX 
and 
p(x)= -4 K_. I (2 e”*&) 
Ko(2 ex’2&) 
(4 ’ 0). 
The corresponding generalized inverse Gaussian distribution has parameter 
(0,4 exO, 40 
As mentioned previously, the class of generalized inverse Gaussian distributions 
such that (1’/ =0 is obtainable from the class of gamma distributions by the trans- 
formation x -s x*-l. Examples 2.2 and 2.3 show,, in particular, that the reciprocal of 
a gamma variate is distributed as the first hitting time of 0 for two different, simple 
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diffusion processes x(t), one in which the infinitesimal variance is constant and the 
infinitesi.mal mean is proportional to x(t)-*, and the other having 0 drift and 
infinitesimal variance a power of x(t), 
3. Relation to infimiOe divisibiity 
Finally, it may be noted that by means of the above theorem it is simple to show 
the result that the gcAeralized inverse Gaussian distributions are infinitely divisible. 
(This result was established by another method in [2].) For A G 0 the infinite 
divisibility follows readily from the first hitting time description of th.e distributions 
together with the central limit theorem which characterizes the infinitely divisible 
distributions as the class of limit laws for triangular arrays satisfying the uniform 
asymptotic negligibility condition. To include the cases with A > 0 it now suffices to 
point out the, easily verified, fact that for A > 0 the convolution of the generalized 
inverse Gaussian distribution with parameters (-A, x, #) and the gamma dis- 
tribution with parameter (A, 2/@) (which is the same as the generalized inverse 
Gaussran distribution having parameter (A, 0, 40) equals the generalizleld inverse 
Gaussian distribution with parameter (A, x, ~9). 
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