Abstract-With the rise of critical machine-to-machine applications, next generation wireless communication systems must meet challenging requirements with respect to latency and reliability. A key question in this context relates to channel state estimation, which allows the transmitter to adapt the code rate to the channel state. In this paper, we characterize the tradeoff between the training sequence length and data codeword length: shorter channel estimation leaves more time for the payload transmission but reduces the estimation accuracy and causes more decoding errors. Using lower coding rates can mitigate this effect, but may result in a higher backlog of data at the transmitter. In order to optimize the training sequence length and the rate adaptation scheme with respect to the delay performance, we employ queuing analysis on top of accurate models of the physical layer. We obtain an analytically tractable solution to the problem by deriving a closed-form approximation for the decoding error probability due to imperfect channel knowledge and finite-blocklength channel coding. The optimized training sequence length and rate adaptation strategy can reduce the delay violation probability by an order of magnitude, compared with suboptimal strategies that do not consider the delay constraints.
critical M2M applications. Critical M2M applications typically generate only small payload packets on a periodic basis. However, they often demand very low latency and extremely high reliability of the transmissions. For instance, applications from factory automation easily require communication latencies between a sensor and a control unit of at most a few milliseconds, as well as reliability (with respect to that deadline) of 99.9999% and above [1] . While lower reliability does not necessarily lead to costly faults, as additional safety layers, e.g., PROFIsafe [2] , can be used, it leads to more frequent safety violations, which must often be resolved by human operators, resulting in significant downtimes. Therefore, we study in this paper how to design wireless communication systems for maximum reliability with respect to a given deadline.
Physical layer analysis of wireless communications has been frequently based on the assumption that error-free transmissions can be achieved through channel coding at Shannon's channel capacity, which is a fairly accurate model when the blocklength of the channel code is very large. However, with very short target latencies, systems will only be able to spend a small number of symbols per packet transmission, resulting in a significant performance loss due to finite blocklength coding [3] . The performance loss may be even larger when the signal strength on the physical layer is timevarying due to channel fading. An important question in this context relates to the most efficient transmission strategy, in particular, if and how the transmitter should estimate the channel state and adapt the coding rate according to the channel state information (CSI), which is imperfect due to the limited estimation time. On the one hand, long estimation sequences and low coding rates improve the reliability of the individual transmissions. On the other hand, when only little time is left for the actual payload transmissions and when the coding rates are low, then only small amounts of data can be transmitted. For a critical M2M system, the most efficient transmission strategy cannot be found by a pure physical layer analysis because the transmitter will be required to keep critical data in a buffer until the data is successfully received. Transmission errors and time-varying coding rates then lead to a random backlog of data at the transmitter, and thus, to a random queuing delay at the link layer. In conclusion, the transmission strategy that maximizes the overall reliability with respect to the deadline can only be determined through a combination of accurate physical layer modeling and queuing analysis.
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As our work combines aspects from the physical layer and the link layer, we build on literature from both information theory and queuing theory. Concerning research in information theory, the analysis of the theoretical limits of finite blocklength channel coding by Polyanskiy et al. [3] was extended by Yang et al. to block-fading channels [4] [5] [6] . A summary of these works, which have inspired a number of new research papers, can be found in [7] . Wu and Jindal [8] and Makki et al. [9] , [10] analyzed communications in blockfading channels when (hybrid) automatic repeat request (ARQ) protocols are used, or in spectrum sharing networks [11] , [12] . Those works account for finite blocklength effects, but mostly consider the case where the transmitter does not adapt the rate to the channel. Various authors [11] , [13] [14] [15] [16] have studied communications in block-fading channels with rate adaptation or power/resource allocation at the transmitter, but they only took finite blocklength effects into account and considered CSI at the transmitter (CSIT) to be perfect. Lim and Lau [17] and Lau et al. [18] studied rate adaptation with imperfect or outdated CSIT, but considered neither finite blocklength effects nor the impact of transmission errors on the delay. Instead, researchers have often focused on imperfect CSI at the receiver (CSIR), which causes an error in the amplitude and phase of the signal during demodulation and decoding, which in turn can lead to decoding errors. Médard [19] studied the mutual information under imperfect CSIR, and Hassibi and Hochwald [20] analyzed the ergodic capacity of systems with channel training. Potter et al. [21] studied the achievable rate under imperfect CSIR and finite blocklength coding, assuming mismatched decoding for the achievability bound. However, none of these works on imperfect CSIR investigated rate adaptation with imperfect CSIT.
In the field of communication networks, queuing theory has been used extensively to analyze the delay performance of wireless networks. While wireless network analysis poses a significant challenge to traditional queuing theory, several techniques have been developed to address this challenge. Wu and Negi [22] presented the framework of effective capacity that provides approximations on the delay performance, which are however asymptotic, i.e. only valid for long delays. In contrast, stochastic network calculus [23] provides non-asymptotic bounds on the delay performance, and can also be extended for the analysis of multi-hop wireless links [24] , [25] . Finite blocklength effects and imperfect CSI have been separately studied with respect to their impact on the queuing performance. Gursoy [26] computed the effective capacity for block-fading channels at finite blocklength and showed that there is a unique optimum for the error probability. In our own previous work [27] , we extended this analysis using stochastic network calculus and provided analytical solutions for finite blocklength coding in Rayleigh block-fading channels. Ozcan and Gursoy [28] studied the effective capacity of cognitive radio systems at finite blocklength. Nevertheless, none of these works considered imperfect CSIT. The queuing performance under rate adaptation with imperfect/outdated CSIT but without finite blocklength effects was analyzed by Gross [29] .
In this work, we address the delay performance of a wireless communication system with rate adaptation based on imperfect CSI. We provide three main contributions:
• Based on stochastic network calculus [23] , [24] , we characterize the trade-off between the rate and the error probability with respect to the delay performance as a convex optimization problem. Thus, the transmitter can efficiently optimize the transmission rate, taking the overall latency and reliability constraints of the critical M2M application into account. We also show that the maximization of the average service rate as well as the maximization of the effective capacity become efficiently solvable optimization problems.
• All these optimization results are based on our novel closed-form approximation for the error probability due to the combined effects of finite blocklength coding and imperfect CSI at the transmitter in Rayleigh fading channels. Specifically, we derive an approximation for an information-theoretic result from Yang et al. [6] . A key challenge that we overcome in this derivation is that finite blocklength effects are modeled as variations in the rate, whereas imperfect CSI corresponds to variations in the SNR. Our approximation is invertible, providing a direct mapping from the error probability to the rate.
• Our numerical results show that rate adaption, despite needing a large fraction of the resources for channel training and feedback, can significantly outperform fixed rate transmissions when low latency is required. Moreover, we find that through an optimized rate adaptation strategy and through an optimized choice of training duration versus payload transmission time, the system can improve the overall reliability by one order of magnitude. Lastly, we find that when rate adaptation is used, finite blocklength coding has a significant impact on the performance, contrasting results in [6] for fixed rate communications. This paper is organized as follows: The system model is given in Sec. II. Our main contributions are presented in Sec. III. Numerical results are then presented in Sec. IV, followed by our conclusions in Sec. V.
Throughout the paper, we utilize the following notation: Uppercase italic letters X generally refer to random variables, whereas the corresponding lowercase letters x refer to a realization of that random variable. We write f X|y (x) for the probability density function (PDF) and F X|y (x) for the cumulative distribution function (CDF) of the variable X, conditioned on the value Y = y. The indicator function for the set {X < x} is denoted as 1 X<x . For complex-valued x, {x} is the real part, ∠(x) is the phase, and x * is the complex conjugate. When it is necessary to consider multiple time slots, we label the variables related to a specific time slot i by the subscript i.
II. SYSTEM MODEL
We consider the transmission of a time-critical data flow that is generated by an application process on the transmitter side, e.g., by a sensor, to an application process on the receiver side, e.g., to a control unit, over a wireless fading channel, see 2 . Illustration of the time slot structure: after the training, the transmitter receives the SNR estimateγ as feedback, and then transmits a codeword at a rate determined by the rate adaptation function Φ :γ → r.
also Fig. 1 . The delay of the data flow on the application layer, which depends on the underlying physical and link layers, should not exceed a given target deadline, which we assume in the following to be very short (e.g., a few milliseconds). In the assumed time-slotted system, the tight deadline translates into a small number of time slots (e.g. 5 or 10). As each time slot is very short, both imperfect channel state information (CSI) and finite blocklength channel coding lead to transmission errors on the physical layer, as described in Sec. II-A. Due to transmission errors and time-varying data rates on the physical layer, the transmitter needs to keep all data in a buffer until successful transmission, which causes a random queuing delay at the link layer, as outlined in Sec. II-B. Finally, in Sec. II-C, we formulate the problem of determining the system parameters that maximize the reliability with respect to the deadline of the data flow.
A. Physical Layer Model
A frequency-flat Rayleigh block-fading channel model is considered, where the channel remains constant for the duration of one time slot and changes independently from slot to slot. This model applies for example to systems that perform frequency hopping after each time slot. We consider a singleantenna system, where the fading coefficient H is scalar and has circularly symmetric Gaussian distribution CN (0, 1). The instantaneous SNR at the receiver is given as Γ =γ|H| 2 and has exponential distribution with meanγ. The average SNR γ is constant and known at the transmitter and the receiver.
Each time slot contains n slot symbols and is assumed to be split into three phases as shown in Fig. 2 : the training/estimation phase, where the transmitter sends a known training sequence of n t symbols; a feedback phase of n f symbols where the receiver sends an estimateΓ of the channel's SNR back to the transmitter; and the data transmission phase, where the transmitter sends a codeword of length n d . The rate R of the code is determined by some rate adaptation function Φ :Γ → R, which remains fixed over time. We now describe the phases in detail.
1) Training Phase: The receiver estimates the fading coefficient H through a training sequence of n t symbols. The minimum mean square error (MMSE) estimate for H is given as [20] , [30] 
where N ∼ CN(0, 1) is independent of H. Therefore, the channel estimateĤ is Gaussian distributed asĤ ∼ CN 0, ρ 2 with ρ 2 =γn t /(1+γn t ), while the estimated SNR Γ Δ =γ|Ĥ| 2 follows an exponential distribution with mean ρ 2γ . Due to H andĤ being jointly Gaussian, the distribution of H conditioned on the estimateĤ can be expressed as [30] 
where the estimation error
2) Feedback Phase: After the training phase, the receiver sends the estimated coefficientĤ as feedback of length n f symbols to the transmitter. The phase ∠(Ĥ) of the channel coefficient is not used at the transmitter, so the feedback only needs to contain the magnitude ofĤ (or equivalently, the estimated SNRΓ =γ|Ĥ| 2 ). We assume for now that the feedback is sufficiently quantized (we will investigate quantization issues in Sec. IV-B) and error-free. 1 Finally, the feedback also includes an acknowledgment of the previous data transmission.
3) Data Transmission Phase: Once the transmitter knows the channel estimateΓ, it selects a code rate R according to the given rate adaptation function Φ :Γ → R, and transmits a codeword of n d symbols. In the following subsection, we consider specific realizationsγ and r of the random variablesΓ and R, respectively.
First of all, consider the hypothetical case of perfect CSI (PCSI), i.e., the exact value of the SNR γ is known to the transmitter and receiver. Then, the channel in each time slot is an AWGN channel. Due to the short duration of each time slot, only channel codes with very short blocklength can be used. Therefore, traditional models, which often assume that channel coding provides error-free transmissions at the Shannon capacity, become inaccurate. Instead, one must use results on finite blocklength coding [3] . The achievable rate in an AWGN channel with blocklength n d , SNR γ and error probability ε PCSI can be closely approximated by [3, Thm. 54] 
where Q(·) is the Gaussian Q-function and V(γ) is the channel dispersion, defined as
In case of perfect CSI, the error probability can then be found by solving (4) for ε PCSI :
However, in a realistic scenario, the transmitter only has a noisy estimateγ of the SNR. The actual SNR Γ can be below or above the estimateγ. In order to obtain the overall error probability in this case, it is necessary to take the expectation of the error probability over the conditional distribution of the actual SNR Γ given the estimated SNRγ:
To derive this conditional distribution of Γ, note that the distribution of H conditioned on a knownĥ is Gaussian with H =ĥ+Z, according to (2) . The SNR Γ =γ|H| 2 conditioned on the estimateγ then follows a non-central χ 2 -distribution with two degrees of freedom and PDF:
where I 0 (·) is the modified Bessel function of the first kind. We state two important remarks concerning (7): (I) When conditioned on a specific estimateĥ, the channel coefficient H has the same distribution as the fading coefficient of a Rician channel with line-of-sight (LoS) componentĥ and non-LoS component Z. Thus, (7) corresponds to the normal approximation for fading channels by Yang et al. [6, eqs. (59)-(61)]. 2 However, when applying this approximation, one must carefully differentiate between CSIT and CSIR. The authors in [6] assumed perfect CSIR (perfect knowledge ofĥ, Z, and H at the receiver) when proposing the approximation (7), whereas in our scenario, the receiver only knowsĥ (imperfect CSIR), and thus (7) could be inaccurate for our scenario. In Appendix A, we verify the accuracy of (7) by computing a lower bound [5, Corollary 3] on the achievable rate under imperfect CSIR. For the considered parameters, the system model using (7) approximates the achievable performance well, i.e., imperfect CSIR has at most a small impact on the performance when using a reasonably long training sequence, e.g., n t ≥ 10.
(II) The finite blocklength result (7) is an approximation and may become inaccurate for very short blocklengths n d or for extremely low block error probabilities ε [3] , [6] , [7] . We will further discuss this issue in Sec. IV-A. For now, we assume that (7) holds with equality in order to simplify discussions.
B. Link Layer Model
In order to characterize the application-layer delay of a wireless communication system, one must account for the consequences of transmission errors and low data rates on the transmit buffer. As data is only removed from the buffer once an acknowledgment indicates the correct reception, the buffering delay is random and needs to be characterized through queuing analysis.
The buffer at the transmitter can be described by its arrival, service and departure processes. The arrival process A i describes the number of bits that enter the transmit buffer in time slot i. We are interested in data flows as arising in industrial contexts, e.g., periodic transmissions of sensor readings, and we thus assume that the arrival process is constant with A i = α bits per time slot. The service process S i describes the number of bits that can potentially be transmitted over the wireless channel: in time slot i, the transmitter knows the random channel estimateΓ i , and, given the rate adaptation function Φ, the transmitter sends a codeword containing n d ·R i bits with R i = Φ(Γ i ). The transmission error probability given in (7) is now denoted by the uppercase letter E i , as it depends on bothΓ i and Φ(Γ i ), and is therefore random. Thus,
The departure process D i is given as the number of bits leaving the queue, which is equal to the number of bits that reach the receiver successfully. The departure process is upperbounded both by the service process and by the amount of data waiting in the queue. For the delay analysis, we also define the cumulative arrival, service, and departure processes
As the size of the arriving data packets is small, we assume that the buffer never gets full, i.e., that the buffer is of infinite size. The random delay W (i) at time i is defined as the time it takes for all data that arrived prior to time i to depart from the transmit buffer, i.e., to be correctly decoded at the receiver:
The application data must be transmitted with high reliability within a deadline of w time slots. The delay violation probability p v (w) describes the probability that at any time i the random delay W (i) exceeds the target delay w:
C. Problem Statement
The main objective of this work is to determine the optimal system parameters, specifically the optimal rate adaptation function Φ and training sequence length n t , such that for a given maximum delay (deadline) w, the delay violation probability p v (w) is minimized. First, we are interested in the rate adaptation function Φ :Γ → R that provides the best performance. Choosing high rates R will lead to high error probabilities E, and too many errors may cause a violation of the deadline. On the other hand, the deadline may also be violated if the transmitter always chooses a very low rate, as it will take longer to transmit the data. Second, there is a similar trade-off between the length of the training sequence n t and the length of data transmission n d : when using a long training sequence of n t symbols, the channel estimates become more accurate, allowing transmissions with higher reliability but leaving fewer symbols (n d = n slot − n f − n t ) for the data transmission. This trade-off becomes particularly interesting when short transmission slots are considered: due to finite blocklength channel coding, the shortening of the payload transmission deteriorates the communication performance even more rapidly. Does it even make sense to use training in all scenarios, or is it sometimes better to skip training and feedback (n t = 0, n f = 0) and use the entire time slot for data transmissions at a fixed rate? This leads us to an initial formulation of the reliability maximization problem given by
We note that an analytical expression for the delay violation probability p v (w) does not exist. However, p v (w) can be captured analytically by resorting to effective capacity [22] or stochastic network calculus [23] . Although effective capacity has been successfully applied in numerous works, e.g., [26] , [31] , it only provides a tight approximation for the tail of the delay distribution p v (w), and hence only allows for a proper analysis of relatively large delays w. Contrary to that, stochastic network calculus [23] , which has been recently extended to wireless network analysis in a transform domain [24] and which has also been applied to various scenarios [25] , [27] , [32] , [33] , provides a strict upper bound on the delay violation probability p v (w), even at low target delays. In the following section, we thus focus on solving the optimization problem (13) analytically based on stochastic network calculus.
III. JOINT ANALYSIS OF IMPERFECT CSIT AND FINITE LENGTH CODING In this section, we present our main contributions. We briefly summarize stochastic network calculus in Sec. III-A and use it in Sec. III-B to reformulate the search for the optimal rate adaptation function Φ * . The biggest challenge in solving this problem is the fact that no closed-form representation of the transmission error probability due to finite blocklength and imperfect CSIT exists. 3 Thus, we derive in Sec. III-C a novel closed-form approximation of the error probability due to imperfect CSIT and finite blocklength. This allows us then in Sec. III-D to address the optimal tradeoff between the rate and the error probability as a problem that is convex in the error probability. In Sec. III-E, we show that the approximation for the error probability can also be used to maximize the effective capacity [22] and the expected goodput.
A. Queuing Analysis
This subsection summarizes how the delay performance, specifically the delay violation probability p v (w), can be analyzed through stochastic network calculus [23] , [24] . Parts of this summary are taken from our previous work in [27] .
The delay W (i) in (11) is defined in terms of the arrival and departure processes. However, for finding the statistical distribution of the delay, it is easier to use only the arrival and service processes. The authors in [24] characterized these processes in the exponential domain, also referred to as SNR domain. The cumulative arrival and service processes in the bit domain, A(τ, t) and S(τ, t), are converted to the SNR domain (denoted by calligraphic letters) as follows:
Similarly, we define
According to the system model, both A i and S i are independent and identically distributed (i.i.d.) between time slots, and we can thus drop the subscript i. An upper bound on the delay violation probability p v (w) can then be computed in terms of the Mellin transforms of A and S. The Mellin transform M X (θ) of a nonnegative random variable X is defined as [24] M X (θ) (15) for a parameter θ ∈ R. For the analysis, choose θ > 0 and check whether the stability condition
holds. If it holds, define the kernel [24] , [27] K (θ, w)
For any parameter θ > 0 that satisfies the stability condition, the kernel K (θ, w) provides an upper bound on the probability p v (w) that the delay exceeds the target delay w. This holds for any time slot i, including the limit i → ∞ (steady-state).
In order to find the tightest upper bound, one must find the parameter θ > 0 that minimizes K (θ, w) [24] , [27] :
B. Parameter Optimization Problem 1) Revised Problem Statement:
While the original parameter optimization problem (13) with respect to p v (w) cannot be solved analytically, we propose to perform the parameter optimization based on the analytical bound (19) on p v (w):
where we explicitly denote that the kernel function K (·) defined in (17) depends on n t and Φ through the service process. We will investigate the difference between (13) and (20) numerically in Sec. IV-A. The service process S in (9) can be described as S = n d · R · Y , where R = Φ(Γ) is the code rate adapted to the estimated SNRΓ and Y is a Bernoulli random variable, which is zero in case of a transmission error, i.e., with probability E [27] . The delay bound depends on the Mellin transform M S (θ) of the service process in the SNR domain S = e S , which is given as
where the expectation is taken with respect toΓ, withΓ ∼ exp ρ 2γ as discussed in Sec. II-A.1. Keep in mind that the error probability E given by (7) is not constant, as it depends on the estimated SNRΓ and on the selected rate R = Φ(Γ).
2) Solution Approach: Let us now consider the nature of the considered parameter optimization problem with respect to the training sequence length n t and the rate adaptation function Φ. The optimal training sequence length n * t can be found quickly: Assume that n loc t is the first local minimum, i.e., n loc t is the smallest value such that the delay violation probability at n loc t is smaller than it is at the adjacent values n loc t − 1 or n loc t + 1. Now, we increase n t in two steps. First, we increase from n loc t to n loc t + 1. The delay violation probability has deteriorated. Therefore, we know that the performance gain due to the extra training symbol did not compensate for the loss due to the reduced codeword length. Second, we consider the increase by one more symbol from n loc t + 1 to n loc t + 2. The relative increase in n t is smaller for the second increase than for the first increase, while the relative reduction in codeword length is greater. Thus, the delay violation probability must increase even further at n loc t + 2. This argument can be extended to all values n t > n loc t , which means that the delay violation probability must keep strictly increasing for n t > n loc t Thus, n loc t must be identical to the global optimum n * t , and the optimal value of n t can be found through fast optimization techniques. Now, we assume that n t is fixed and address the problem of finding the optimal rate adaptation function Φ * . The optimization problem (20) requires an iteration over the parameter θ > 0. We quantize the range 4 of θ and find the optimal rate adaptation function Φ * θ for each quantized value of θ. Afterwards, we can determine the argument θ * that minimizes the bound K (θ, w, n t , Φ * θ ) over θ, and the optimal rate adaptation function is given as Φ * = Φ * θ * . For a specific θ, the 4 Only a limited range of 0 < θ < θ max must be considered as the stability condition (16) does not hold for very large values of θ: M A (1 + θ) grows exponentially with θ, while M S (1 − θ) remains larger than the average error probability
where we used the fact that the kernel K (θ, w, n t , Φ) is monotonically increasing in M S (1 − θ) . In order to find Φ * θ , we rewrite (22) as
To find the rate adaptation function Φ * θ that minimizes M S (1 − θ) , we quantize the range ofγ. Then, for each value ofγ, we need to find the rate r that minimizes g(γ, r). However, this rate optimization problem is not tractable analytically because the error probability ε in (7) depends on bothγ and Φ(γ), and is only given in form of an integral, i.e., not in closed-form. In order to find a tractable solution to this problem, we develop in the following subsection a closed-form approximation for the error probability ε in (7) . Then, we show in Sec. III-D that when using the closed-form approximation, the search for the minimum in g(γ, r) becomes a convex problem, and thus the optimal rate adaptation function Φ * can be found efficiently.
C. Error Probability at Imperfect CSIT and Finite Blocklength
In order to analyze the error probability ε due to the combined impact of imperfect CSIT and finite blocklength coding, we will first derive an approximation for the Shannon outage probability, i.e., for the probability of errors which are only due to imperfect CSIT. Afterwards, we will show that the error probability ε due to imperfect CSIT and finite blocklength coding can be expressed in a form that is similar to an outage probability. We can then use the insights gained from the outage probability analysis to derive an approximation for the error probability.
1) Outage Probability Approximation for Imperfect CSIT: For now, we ignore finite blocklength effects, i.e., we assume an infinite blocklength model, and focus only on the effects of imperfect CSIT. We consider specific realizations of the estimated SNRγ and the rate r. When the blocklength n d of the channel code tends to infinity, the Gaussian Q-function in (7) converges to 1 log 2 (1+Γ)<r and the error probability (7) converges to the conditional Shannon outage probability
Outages occur because the transmitter must choose a rate r without knowing the SNR Γ exactly. The conditional outage probability can be determined from the cumulative distribution of Γ conditioned onγ, which is given in terms of the Marcum Q-function Q 1 (a, b) [29] , [34] :
However, evaluating the Marcum Q-function is fairly complex, which makes it difficult to find the optimal trade-off between the rate r and the error probability even in the case where the blocklength tends to infinity. We thus provide an upper bound for the outage probability based on the Gaussian Q-function. Lemma 1: Given an imperfect estimate of the channelγ and a rate r, the outage probability (i.e., the error probability when n d → ∞) is bounded by
with σ
Zγγ . Proof: The random fading coefficient H is given in terms of the known measurementĥ and the estimation error Z according to (2) . Thus:
whereZ = e −j∠(ĥ) Z is a phase-rotated version of Z. The distribution and the magnitude of a circularly symmetric random variable stay constant under phase rotation, and thus the real part Z has Gaussian distribution N (0, σ 2 Z /2). It follows that the SNR Γ =γ |H| 2 is given as
i.e. the estimation errorΓ = Γ −γ is the sum of a Gaussian errorΓ G ∼ N (0, σ 2 ICSI ) and someΓ δ =γ Z 2 . The outage probability ε out can then be bounded as:
where the inequality holds becauseΓ δ ≥ 0.
The variance ofΓ δ is proportional to σ 4 Z and thus Γ δ becomes small relative toΓ G as the channel estimates become more accurate. In that case, the estimation error is approximately Gaussian. This fact will simplify the joint analysis of imperfect CSI and finite length coding.
2) Combined Analysis of Imperfect CSIT and Finite Blocklength: We now derive an approximation for the transmission error probability ε in (7) that depends on both imperfect CSIT and finite blocklength effects. In order to combine both effects, we use the following definition, which allows treating errors due to finite blocklength coding equivalently to outage events: we define the random blocklength-equivalent capacity
with U FBL ∼ N(0, 1) independent of Γ. The blocklengthequivalent outage probability P {C b < r}, conditioned on the estimateγ, is equal to the error probability ε in (7) because
where (38) follows from the law of total expectation, and (40) follows from the definition of U FBL as a Gaussian variable. The definition of the blocklength-equivalent capacity C b allows treating errors due to imperfect CSI and finite blocklength as outage events that depend on two random variables, Γ and U FBL . However, the blocklength-equivalent outage probability cannot be obtained easily, as C b is logarithmic in the SNR Γ but linear in U FBL . We overcome this problem by using the first-order Taylor approximation of ln(x) around the point x 0 , which has gradient 1 x0 . Due to the concavity of the ln-function, this linear approximation is larger than the function itself:
Due to ln(x) being continuous and monotonically increasing, this means that for some δ ≥ 0 and b = −a log 2 (e)/x 0 :
We apply this result to C b given in (36) around x 0 = 1 + Γ:
with
and some random U δ ≥ 0. Now, recall from (32) that the estimation errorΓ in the SNR Γ can be approximated as a Gaussian error:Γ =Γ G +Γ δ withΓ δ ≥ 0. Thus, (43) becomes
We recall that ε = P C b < r Γ =γ . Thus, the error probability ε can be bounded as
Conjecture 1: Inequality (47) holds when σ FBL (γ +Γ) is replaced by
as long as the rate r is below the estimated channel capacity log 2 (1 +γ).
We have not been able to disprove the conjecture numerically, and in the following we provide intuitive reasoning why it should always hold.
Rationale: When the estimated SNRγ is larger than the actual SNR, then the variance is replaced by a larger term, i.e., the finite blocklength effects are overestimated. Using channel codes with short blocklength decreases the reliability of the transmission, thus, overestimating the finite blocklength effects leads in general to an overestimation of the error probability. On the other hand, when the estimated SNRγ is smaller than the actual SNR, then the channel is already better than predicted, and there is a high margin between the actual capacity and the rate. Errors in this regime are very rare and do not significantly contribute to the overall error probability.
Assuming Conjecture 1 holds, we can derive the following lemma, which provides a fairly tight upper bound on the error probability ε. Even if Conjecture 1 is not considered, the following expression still provides an approximation for ε.
Lemma 2: When the estimated SNRγ and the average SNR γ are known, then the error probability ε for a code with rate r < log 2 (1 +γ) and blocklength n d is bounded as 
In the context of ultra-reliable low latency systems with rate adaptation, a transmitter may want to choose the data rate r such that the error probability ε does not exceed a given target error probability. Contrary to the expression (7) for the error probability ε, which cannot be inverted to obtain the rate r given ε, the bound ε in (49) can be inverted for the rate:
Corollary 1: Given a channel estimateγ, training sequence length n t , blocklength n d , and a target error probability ε with Q(γ/σ IC,F (γ)) < ε < 1/2, the actual error probability ε is less than or equal ε if the transmitter chooses the rate
The proof follows by solving (49) for r, with ε > Q(γ/σ IC,F (γ)) ensuring that r > 0.
D. Optimal Rate Adaptation
As shown in Sec. III-B, the optimal rate adaptation function Φ * θ for a specific parameter θ > 0 minimizes (25), i.e., the Mellin transform M S (1 − θ) of the SNR-domain service process S. The rate adaptation problem can be solved when the error probability ε is replaced by its closed-form approximation ε from Lemma 2. It is however not yet clear whether optimizing the rate adaptation strategy requires an exhaustive search over all possible rates r. As we will show now, such an exhaustive search is not necessary, as the rate adaptation problem is convex. For the proof, we replace the direct mapping Φ :γ → r with an indirect mapping where we first determine ϕ :γ → ε and then use Corollary 1 to obtain the rates r = r IC,F (γ, ε ) with ε = ϕ(γ), yielding:
where r = r IC,F (γ, ϕ(γ)). The inequality is due to ε ≤ ε as established by Lemma 2. For any θ > 0, the rate adaptation functionΦ * θ based on the approximation from Lemma 2 is then given byΦ * θ (γ) = r IC,F (γ, ϕ * θ (γ)), where ϕ * θ minimizes the right-hand side of (52). The function ϕ * θ can be found by minimizing the termg(γ, ε ) over ε individually for each discretized valueγ. Building on results from [26] , we find:
Proof: See Appendix B. Lemma 3 ensures that the optimal ε = ϕ * θ (γ) for eachγ is unique and can be found efficiently. Thus, the optimized rate adaptation functionΦ * can be found efficiently.
E. Further Uses of the Approximation
Lemma 2 can also be used for optimizing different performance metrics of the queuing system.
1) Maximization of Expected Goodput:
The expected goodput η describes the expected number of bits per slot that can be successfully sent to the receiver in case there is always a sufficient backlog of data in the transmit buffer:
where we applied the inequality (49) from Lemma 2.
We can efficiently determine a rate adaptation function Φ that maximizes the expected goodput η because h(γ, r) defined in (54) is concave in r:
is concave in r for eachγ and 0 < r < log 2 (1 +γ).
Proof: All terms in the second derivative of h 1 (r) are strictly negative in the given range. The restriction r < log 2 (1 +γ) ensures that the error probability is below 1/2.
2) Effective Capacity: Above, we relied on stochastic network calculus to obtain an upper bound on the delay violation probability p v (w), which is valid even at small values of the target delay w. At fairly long delays, i.e., for the tail of the delay distribution, one can also use the effective capacity framework to approximate p v (w). The effective capacity for the cumulative service process S(τ, t) is defined as [22] c E (θ) = − lim
As we assume the service increments S to be independent, the effective capacity simplifies to
We note that E e −θS = E S −θ = M S (1 − θ). As log(x) is monotonically increasing, the rate adaptation function Φ that minimizes M S (1 − θ), which can be found as shown in Sec. III-D, also maximizes the effective capacity c E (θ).
IV. NUMERICAL EVALUATION
In this section we evaluate various aspects of our derived mathematical models. Note that we do not consider scenarios where the deadline w is extremely short, e.g., only one or two time slots. For such deadlines, the system would need to achieve extremely low transmission error probabilities on the physical layer, e.g., ε < 10 −8 , in order to achieve ultra high reliability of p v (w) < 10 −8 on the application layer. The accuracy of the system model for such small block error probabilities ε cannot be verified by the currently known information-theoretic bounds. Therefore, our numerical analysis considers only systems where the deadline is slightly longer, e.g., w = 5 time slots, and ultra high reliability of p v (w) < 10 −8 on the application layer can be achieved even when ε is higher, e.g., above 10 −3 . In Sec. IV-A, we address the accuracy of the error probability approximation from Lemma 2, especially with respect to its use in rate adaptation. In Sec. IV-B, we investigate the optimal length of the training sequence, as well as the impact of feedback quantization. In Sec. IV-C, we compare rate adaptation to fixed rate schemes. Finally, in Sec. IV-D, we separately investigate the performance impact of imperfect CSI and finite blocklength effects.
A. Accuracy of the Approximation
In Fig. 3 , we compare the error probability ε in (7) with its approximation ε from Lemma 2. The length of the training sequence is n t ∈ {10, 25}, the average SNRγ is 15 dB, and the length of the data transmission phase is fixed at n d = 200. In this example, we want to investigate the difference between ε and ε at various rates. Therefore, we use simple, nonoptimized rate adaptation functions given as Φ(γ) = κ ·ĉ, whereĉ = log 2 (1 +γ) is the estimated capacity and κ ∈ {0.75, 0.9, 0.95} is chosen arbitrarily. First of all, we confirm in all cases that ε is indeed an upper bound on ε, as expected from Lemma 2. Second, even though we observe that this bound is not always tight, especially when ε < 10 −2 , it can be seen that the upper bound ε predicts quite well how much the error probability ε changes when the rate is slightly reduced or when the number of training symbols n t changes. Thus, Fig. 3 already provides strong indication that the approximation ε is accurate enough to optimize the rate adaptation function.
As shown in Sec. III-B, the optimal rate adaptation function minimizes the value of M S (1−θ). We compare in Fig. 4a the rate adaptation functionΦ * θ that was optimized based on the analytical approximation ε in Lemma 2 (red dashed curve) to the optimal function Φ * θ that solves the rate adaptation problem by numerically computing the error probability ε in (7) for many different values of the rate r (black solid curve). For the selected parameters, 5 Fig. 4a shows that the difference in the selected rates between the two schemes is fairly small. More importantly, the value of M S (1 − θ) for θ = 0.01 increases only slightly (by 1%) from 0.0291 to 0.0294. This underpins our approach to use the approximation ε for solving the rate adaptation problem. In fact, we validated for a much larger parameter range that the rate adaptation based on our proposed approximation is sufficient. The largest differences were observed at low average SNRγ and small n t , but even atγ = 5 dB and n t = 5 (where the arrival rate was set to α = 15 bits/slot so that delay requirements of p v (5) < 10 −8 could be met) the value of M S (1 − θ) at θ * ≈ 0.23 increased only by 4% when using the approximation ε in Lemma 2 instead of numerical computations of ε.
The system model, which is based on the normal approximation (7) for finite blocklength coding, may become inaccurate when the blocklength n d is very small or when the error probability ε is extremely small. In general, the normal approximation is considered accurate when the rate is a large fraction of the channel capacity [3] . We have avoided 5 For these parameters, α = 350 bits/slot, and w = 5, the bound K θ, w, nt, Φ * θ ¡ was minimal at θ * ≈ 0.010. very short blocklengths, and we observe in Fig. 4a that the selected rate always amounts to a large fraction of the estimated capacity, with r ≥ 0.7 ·ĉ. Additionally, in order to avoid selecting parameters where ε becomes extremely small, we have restricted the search for the optimal ε to ε ≥ 10 −3 . Fig. 4a also shows the selected rates when ε is not restricted (dashed blue curve). In this example, restrictingΦ * θ to ε ≥ 10 −3 is only relevant forγ > 9 dB. The restriction has almost no impact on the value of M S (1 − θ), which depends mostly on the service at low values ofγ, where the system must accept error probabilities above 10 −3 in order to avoid very low data rates. In conclusion, we find that the values of the blocklength, rate, and error probability are in a range where the normal approximation (7) is assumed to be accurate. In Appendix A, we also validate this assumption quantitatively through information-theoretic bounds.
Furthermore, Fig. 4a shows the results for two suboptimal rate adaptation schemes. The green dash-dotted curve shows the rate r that would be chosen when the transmitter always keeps the error probability at a fixed value ε = 0.003 for all values ofγ. The value of M S (1 − θ) increases to 0.0394 for this scheme (other fixed values of ε are even worse). The second suboptimal rate adaptation scheme (purple dotted curve) is the one that does not take the delay requirements into account, but optimizes Φ to achieve the maximum expected goodput η defined in (53). Such a delay-agnostic rate adaptation scheme favors high data rates over high reliability, which causes an increase in M S (1−θ) to 0.0438. Due to the massive increases in M S , we suspect that the delay performance will deteriorate with both suboptimal schemes. This suspicion is confirmed by Fig. 4b . It shows the delay violation probability p v (w), which can be obtained empirically by simulating the queuing system with random instances of the service and arrival process, and its analytical upper bound (19) , versus the target delay w for those different rate adaptation schemes. We first note that while the upper bound (19) on p v (w) is not tight, 6 the upper bound is very useful, as it not only predicts the slope of p v (w) correctly, but also predicts which parameters (here: which rate adaptation schemes) are optimal with respect to p v (w). Thus, for the considered choices of rate adaptation functions Φ, the original optimization problem in (13) and its analytical approximation (20) lead to the same results. We observe that the delay bounds for the rate adaptation Φ * based on the exact error probability ε (solid black curve) and the rate adaptationΦ * based on the approximation ε (dashed red) are almost indistinguishable, which is in line with the nearly equal values of M S (1 − θ) we observed before. The difference between the two schemes in p v (w) as obtained from simulations is also not noticeable. Contrary to that, when using the suboptimal schemes, which either use fixed ε = 0.003 or do not adapt the rate to the delay constraints, the delay violation probability p v (w) at w = 4 degrades by nearly an order of magnitude, and this degradation is correctly predicted by the analytical bounds. Furthermore, instead of simply maximizing the expected goodput η, which is the performance metric that was considered in some previous works on finite blocklength communications (e.g. [8] , [9] , [11] ), the parameter optimization should take the delay requirements specifically into account. In conclusion, we find that optimizing the rate adaptation function leads to significant improvements in the reliability compared to the considered suboptimal approaches. The optimal rate adaptation function can be found efficiently by using the proposed approximation.
Finally, we investigate the impact of limited buffer sizes in a system with n t = 25, n d = 200,γ = 15 dB, and arrival rate α = 350 bits/slot. If a new packet arrives when the transmit 6 The difference is not due to inaccuracies in the system model or in the error probability approximation because the simulations use the same system model. Similar differences were also observed in other works on stochastic network calculus [24] , [25] , [27] and may be due to union bounds and moment bounds used to derive the analytical upper bound (19) . buffer is already full, the new packet is dropped. The probability of such buffer violations is given in Table I for buffer sizes of 4α to 7α. The buffer violation probability is closely related to the delay violation probability p v (w), which decays exponentially in w as observed in Fig. 4b . As a result, when the buffer is only 7 times the size of an incoming packet α (i.e., 2450 bit), we never observed a full buffer in the entire simulation of 2 · 10 10 time steps. Therefore, when considering systems that guarantee high reliability with respect to a short deadline w, we can ignore the impact of limited buffer sizes, i.e., we safely assume that the buffer size is infinite. Fig. 5 shows the delay bound (19) for different values of the arrival rate α versus the training length n t . We first consider unquantized feedback. For α = 250 bits per slot, the smallest delay violation probability is obtained at n * t = 31 training symbols, but the performance remains similar for n t between 20 and 50. When the arrival rate is increased, fewer training symbols should be used; the delay violation probability for α = 600 easily increases by an order of magnitude when too many training symbols are used instead of n * t = 17. Moreover, Fig. 5 shows the performance when the feedback is quantized. Here, we did not quantize the estimated SNRγ directly, but quantized the estimated capacityĉ = log 2 (1 +γ) uniformly up to a chosen maximum value. 7 When only 4 bits are used, the performance easily degrades by an order of magnitude. In this case, the optimal value of n t also decreases because it does not make sense to spend a long time on estimation and then coarsely quantize the estimate. However, we observe no significant performance differences when the feedback is quantized with at least 6 bits, even with this simple uniform quantizer, which means that rate adaptation with limited feedback is feasible. In case data is transmitted also in the opposite direction from the receiver to the transmitter, the 6 feedback bits can easily be appended to that data stream, and the cost of feedback is almost negligible.
B. Optimal Training Length and Quantized Feedback

C. Rate Adaptation vs. Fixed Rate Transmission
We now investigate whether wireless systems for low latency communications should use transmissions at a fixed rate instead of rate adaptation, as the latter is more complex and requires spending a large fraction of resources for channel estimation and feedback. In Fig. 6a , we show the expected goodput η in (53), i.e. the performance when there are no delay constraints, versus the average SNRγ. Fig. 6b shows the maximum supported arrival rate α such that the system still meets strict delay constraints. In both figures, we plot the performance of an unrealistic, genie-aided system which is assumed to know the channel perfectly and transmits without errors at a rate equal to the instantaneous channel capacity over the entire slot length of n slot = 400 symbols. In addition, we show the performance of realistic systems with or without rate adaptation. For the rate adaptation systems (blue curves), we always show the results for the optimized rate adaptation schemeΦ * and the optimal length n * t of the training sequence. We make three different assumptions for the length of the feedback phase: n f = 0 symbols (piggybacking of feedbackno additional cost), n f = 75 symbols (medium cost), and n f = 150 symbols (high cost). For comparison, we also show the performance of a system that uses the entire time slot of n slot = 400 symbols to transmit codewords at fixed rate, with rates also optimized for maximum η or α. For the fixed rate transmissions, we still consider finite blocklength effects. When comparing only the expected goodput η in Fig. 6a , the system with fixed rate transmissions is superior to the system with rate adaptation and n f = 150 symbols. However, we see drastically different results when taking the delay requirements into account. Fig. 6b shows the maximum arrivals α such that the system violates a deadline of w = 5 slots only with p v (w) < 10 −8 : the system with fixed rate, which uses the entire time slot for data transmissions, now performs far worse than the systems with rate adaptation, even though the rate adaptation systems use up to n f = 150 symbols (more than a third of the time slot) for feedback. In fact, atγ = 20 dB, the fixed rate system supports only half the arrival rate α compared to the rate adaptation system with n f = 150. Thus, for low latency communications, systems with rate adaptation heavily outperform fixed rate systems, despite the cost of channel estimation and the large overhead from feedback.
D. Quantitative Performance Loss Due to Finite Blocklength and Imperfect CSI
The performance loss of the system with rate adaptation is due to the time required for channel estimation and feedback, but also due to imperfect CSIT and finite blocklength effects. In Fig. 7 , we show how much these effects contribute to the performance loss when n slot = 250, n f = 0, and n t = 25. In this figure, we either assume CSI to be perfect (PCSI) or imperfect (ICSI). Furthermore, we either assume that the error probability depends on finite blocklength (FBL) effects and is given by (7), or we assume that the error probability is equal to the conditional outage probability, implicitly assuming an infinite blocklength (Shannon) model. For better visualization at low average SNR, we now plot the maximum arrival rate α of each of these systems in percent the maximum arrival rate α that can be achieved by a genie-aided system with n d = 250, with perfect CSI and assuming infinite blocklength. Taking only the overhead due to the n t = 25 training symbols into account, but still assuming infinite blocklength and perfect CSI, one gets 90% of the performance of the genie-aided system. In addition to the overhead, both imperfect CSI and finite blocklength effects have a substantial influence on the performance. However, considering only the finite blocklength effects (green dashed curve) still leads to an inaccurate estimate of the actual system performance, unless the average SNR is very high. In most cases, a better approximation of the performance is found by considering only the effects of imperfect CSI but assuming a Shannon model for channel codes (magenta dash-dotted curve). The graph shows only a small difference to the system model (blue curve). However, even though the two curves with imperfect CSI are close and show the same trend, the relative difference between them is significant at low SNR. When longer training sequences are used, this difference increases further. Thus, when rate adaptation is used, finite blocklength effects have significant influence on the performance. This stands in contrast to the results in [5] and [6] for fixed rate transmissions, where it was shown that finite blocklength effects have very little impact. Nevertheless, while finite blocklength effects must not be ignored, it is in many cases more important to take the performance loss due to imperfect CSI into account.
V. CONCLUSIONS AND FUTURE WORK
In this work, we studied the delay performance of rate adaptation systems with imperfect CSI and finite blocklength channel coding. We developed a closed-form approximation for the error probability due to imperfect CSI and finite blocklength, which can be used to efficiently optimize the rate adaptation function. Despite the large overhead for channel estimation and feedback that is necessary for rate adaptation, our numerical results show that rate adaptation is superior to fixed rate transmissions when low latency is required. A possible extension of this work relates to multi-antenna systems, which can offer higher reliability at the cost of even more channel estimation, while imperfect CSI at the transmitter would also affect beamforming. APPENDIX A VALIDATION OF THE SYSTEM MODEL Please note that in order to understand this section, the reader is encouraged to first read the numerical evaluation in Sec. IV-A and Sec. IV-C.
We assumed throughout the paper that the decoding error probability is exactly equal to ε in (7), which is based on the assumption of perfect CSIR [6] . Using [5, Corollary 3] (implementation available in [35] ), we obtain a strict lower bound on the achievable rate under imperfect CSIR. For the bound, one assumes only knowledge of the fading statistics of the corresponding Rician fading channel, i.e., ofĥ and σ but no prior knowledge of the fading coefficient H. In Fig. 8 , we compare the delay performance of the system model to the performance of a system where the achievable rate 8 is given by [5, Corollary 3] . In particular, we compare in Fig. 8a the maximum arrival rate α per time slot such that the system can still guarantee the quality-of-service constraints, versus the training sequence length n t , while keeping n slot = 400 and n f = 150 fixed. We observe in all cases only small differences between the system model and the model based on the lower bound [5, Corollary 3] . Furthermore, both curves show the same trends, and the optimal training sequence length n t * (marked by circles) is the same. Therefore, the system model based on (7) is accurate enough to support all our findings.
The above validation assumed that the receiver only knows the imperfect channel estimateĥ. However, in many practical systems, the transmitter will send additional synchronization and pilot symbols during the data transmission phase, which will make the CSIR better than the CSIT. In addition, 8 First, we always determine the optimal values ε as described in Sec. III-D. For the system model, the rates are given by r IC,F (γ, ε ) and the error probabilities are given by (7) . For the lower bound, we set the error probability to ε and compute the corresponding achievable rates from [5, Corollary 3] . We use the restriction ε > 10 −3 here, because [5, Corollary 3] can only be evaluated by Monte Carlo methods. This becomes computationally prohibitive for extremely small ε . the receiver can improve the CSI through combined estimation and decoding [36] . These arguments provide additional support for the accuracy of (7) in practical systems.
In Fig. 8b , we further investigate the difference between the system model and the lower bound on the achievable rate. Specifically, we investigate the performance at nearly perfect CSI, where we keep n d = 200 fixed and decrease the variance σ 2 Z = 1/(1 +γn t ) of the channel estimation error to extremely small values below 10 −5 (this would correspond to an unrealistic number of e.g. n t = 10 4 training symbols). At perfect CSI, the system model is accurate because (7) converges to (6) and it was shown previously that (6) is very accurate [3] . Thus, the lower bound [5, Corollary 3] is not tight at perfect CSI; it slightly underestimates the achievable performance. We now observe that the gap between each pair of curves remains constant over the whole range of σ 2 Z . Therefore, we conclude that even at realistic values of σ 2 Z and n t ∈ {10, . . . , 50}, the lower bound [5, Corollary 3] underestimates the performance, while the system model based on (7) provides a more accurate estimate of the performance.
APPENDIX B PROOF OF LEMMA 3
To show convexity, we show that for fixedγ, the second derivative of g 1 (ε ) =g(γ, ε ) is strictly positive for θ > 0: 
From [26] , the derivatives of the inverse Q-function are:
(62)
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