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ABSTRACT
Dirichlet’s theorem states that there exist an infinite number of primes in an
arithmetic progression a + mk when a and m are relatively prime and k runs over
the positive integers. While a few special cases of Dirichlet’s theorem, such as the
arithmetic progression 2 + 3k, can be settled by elementary methods, the proof of
the general case is much more involved. Analysis of the Riemann zeta-function and
Dirichlet L-functions is used.
The proof of Dirichlet’s theorem suggests a method for defining a notion of density
of a set of primes, called its Dirichlet density, and the primes of the form a+mk have a
Dirichlet density 1/ϕ(m), which is independent of a. While the definition of Dirichlet
density is not intuitive, it is easier to compute than a more natural concept of density,
and the two notions of density turn out to be equal when they both exist.
Dirichlet’s theorem is often used to show a prime number exists satisfying a par-
ticular congruence condition while avoiding a finite set of “bad” primes. For example,
it allows us to find the density of the set of primes p such that a given nonzero integer
a is or is not a square mod p. More generally, it lets us find the density of the set of
primes at which a finite set of integers have prescribed Legendre symbol values.
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Chapter 1
Introduction
Dirichlet’s theorem states that for two relatively prime integers a and m there exist
infinitely many primes p ≡ a mod m. Table 1.0.1 below gives supporting numerical
data for the case of primes p ≡ a mod 9 when (a, 9) = 1. We tabulate such p ≤ N as
N runs through powers of 10.
N a : 1 2 4 5 7 8
102 3 5 3 4 5 4
103 27 30 27 28 26 29
104 203 207 206 209 202 201
105 1592 1604 1601 1604 1591 1599
106 13063 13099 13070 13068 13098 13099
Table 1.0.1: Number of primes p ≤ N satisfying p ≡ a mod 9.
Dirichlet’s theorem says more: the proportion of primes p ≡ a mod m is 1/ϕ(m)
when gcd(a,m) = 1. For example, in Table 1.0.2 the proportions are all getting close
to 1/ϕ(9) = 1/6 = .166 . . . .
The background that led to Dirichlet’s theorem was Legendre’s unsuccessful at-
1
2N a : 1 2 4 5 7 8
102 .1200 .2000 .1200 .1600 .2000 .1600
103 .1607 .1786 .1607 .1607 .1548 .1726
104 .1652 .1684 .1676 .1701 .1644 .1635
105 .1660 .1672 .1669 .1672 .1659 .1667
106 .1664 .1669 .1665 .1650 .1669 .1669
Table 1.0.2: Proportion of primes p ≤ N satisfying p ≡ a mod 9.
tempt to prove quadratic reciprocity. He broke up quadratic reciprocity into eight
cases, and to prove some of them he was led to conjecture that there are infinitely
many primes in any arithmetic progression a + mk where a and m are relatively
prime and k runs over the natural numbers [9, pp. 6–8]. The first proof of Legendre’s
conjecture was given by Dirichlet in 1837, and his method was inspired by Euler’s an-
alytic proof from 1737 that there are infinitely many primes: Euler showed the series∑
p 1/p diverges, where p runs over the primes, and Dirichlet combined analysis with
group theory to show the series
∑
p≡a mod m 1/p diverges when gcd(a,m) = 1, so the
set {p ≡ a mod m} is infinite. Our treatment of Dirichlet’s theorem will use complex
analysis, but Dirichlet’s own proof did not. It preceded Riemann’s work on complex
analysis in number theory (for the zeta-function) by about twenty years.
To prove Dirichlet’s theorem, in Chapter 2 we will introduce characters and discuss
some essential results from complex analysis. These results will then be used in
Chapter 3 in order to prove theorems about L-functions. These L-functions play a
critical role in proving Dirichlet’s theorem in Chapter 4. Lastly, in Chapter 5 we will
look at applications of Dirichlet’s theorem to the behavior of Legendre symbols.
Chapter 2
Characters and Complex Analysis
2.1 Characters
Definition 2.1.1. For a finite abelian group G, a character χ on G is a homomor-
phism from G to the unit circle S1.
Example 2.1.2. If G = Z/4, the functions χ(a mod 4) = ia and χ(a mod 4) = (−1)a
are both characters of G.
Multiplication of two characters χ and ψ on G is defined by (χψ)(g) = χ(g)ψ(g)
for g ∈ G.
Theorem 2.1.3. The set of all characters χ : G→ S1 forms a multiplicative group.
Proof. Since the product of two elements in S1 is still in S1, and S1 is abelian, the
product of two characters still maps elements of G to S1 and is a character. The
identity character is the character χ1 for which χ1(g) = 1 for all g ∈ G. We
3
4call this the trivial character. The inverse of a character χ is χ, where we define
χ(g) = χ(g) = χ(g)−1 for all g ∈ G.
We will denote the group of characters on G by Ĝ. If G is nontrivial, the construc-
tion of a nontrivial character on G is based on extending characters from subgroups
to the whole group. Let us start with cyclic groups.
Theorem 2.1.4. Suppose G is a finite cyclic group with order n. There are n distinct
characters of G, and each one is uniquely determined by its value on a generator g0
by sending g0 to each of the n
th roots of unity in C. Moreover, Ĝ is cyclic.
Proof. For any character χ of G and g ∈ G, χ(g)n = χ(gn) = χ(1) = 1, so χ(g)
is a root of unity with order dividing n. For any g ∈ G, we can write g = g0` for
some ` ∈ Z. Therefore, χ(g) = χ(g0`) = χ(g0)`, so the values that χ takes on G are
completely determined by the value that χ takes at g0.
We may assign the value of χ(g0) to be any of the n
th roots of 1 in C: for ζ ∈ C
with ζn = 1, set χ(g0
`) = ζ` for all ` ∈ Z. This is well-defined: if g0` = g0m then
` ≡ m mod n, so ζ` = ζm. It is easy to check that χ is a homomorphism, so χ is a
character of G and χ(g0) = ζ. Since there are n choices for the value of χ(g0) and χ
is completely determined by this value, there are n distinct characters on G. Thus
|Ĝ| = n.
To show that Ĝ is cyclic, for 0 ≤ r < n, let ψr be the character of G where
ψr(g0) = e
2piir/n. Then ψr(g0) = ψ1(g0)
r, so for all ` ∈ Z
ψr(g
`
0) = ψr(g0)
` = e2piir`/n = ψ1(g
`
0)
r.
This says ψr(g) = ψ1(g)
r for all g ∈ G. Thus ψr = ψr1, so Ĝ is generated by ψ1.
5Theorem 2.1.5. For g1, g2 ∈ G where g1 6= g2, there exists a character χ of G such
that χ(g1) 6= χ(g2).
Proof. To prove this, it will suffice to show that for every g ∈ G where g 6= 1 there
exists a χ such that χ(g) 6= 1. Taking g = g1g−12 then yields the desired result.
Suppose G is cyclic of order n with generator g0. Every g ∈ G with g 6= 1 can be
written as g = g0
` with 1 ≤ ` < n. By the previous theorem, we can choose χ ∈ Ĝ
such that χ(g0) = e
2pii/n 6= 1, ensuring that χ(g) = χ(g0`) = e2pii`/n 6= 1 since ` < n.
For generalG, we know by group theory thatG has a direct product decomposition
G ∼= C1 × · · · × Cr where Ci is cyclic [3, pp. 344-345]. Let g ∈ G have the form
(c1, . . . , cr) for ci ∈ Gi. If g 6= 1, then some ci 6= 1. By the cyclic case, there exists a
character ψ : Ci → S1 such that ψ(ci) 6= 1. Let χ = ψ ◦ pii where pii : G → Ci is the
projection of G onto its ith factor. Then χ is a character on G and χ(g) = ψ(piig) =
ψ(ci) 6= 1.
Theorem 2.1.6. Let G be a finite abelian group and let Ĝ be its dual group. Then
|G| = |Ĝ|, and in fact Ĝ ∼= G.
Proof. If G is cyclic, then it is clear from Theorem 2.1.4 that Ĝ ∼= G.
To handle non-cyclic G, we first show for any finite abelian groups A and B that
Â×B ∼= Â× B̂.
Let χ be a character on A × B. Let χA and χB be the restriction of χ to A
and B respectively, i.e., χA(a) = χ(a, 1) and χB(b) = χ(1, b). Then χA and χB are
characters on A and B respectively, and χ(a, b) = χ((a, 1)(b, 1)) = χA(a)χB(b). In
this manner, we obtain a mapping φ: Â×B → Â× B̂ by χ 7→ (χA, χB).
We will now check that φ is an isomorphism. To show that φ is a homomorphism,
6for χ and χ′ in Â×B we have
φ(χχ′) = ((χχ′)A, (χχ′)B) and φ(χ)φ(χ′) = (χA, χB)(χ′A, χ
′
B) = (χAχ
′
A, χBχ
′
B),
so we need to show (χχ′)A = χAχ′A and (χχ
′)B = χBχ′B. For a ∈ A,
(χχ′)A(a) = (χχ′)(a, 1) = χ(a, 1)χ′(a, 1) = χA(a)χ′A(a) = (χAχ
′
A)(a),
so (χχ′)A = χAχ′A. That (χχ
′)B = χBχ′B follows in the same way. The homomor-
phism is injective since if χA and χB are trivial, then χ(a, b) = χA(a)χB(b) = 1, so
χ is also trivial. To show φ is surjective, for any choice of (ψ, ψ′) in Â × B̂, define
χ : A × B → S1 by χ(a, b) = ψ(a)ψ′(b). This is a character on A × B and χA = ψ,
χB = ψ
′.
Returning to the theorem, write G = C1 × · · · × Cm where each Ci is cyclic. By
induction on the number of terms, Â×B ∼= Â× B̂ generalizes to (A1 × · · · ×Am)̂ ∼=
Â1×· · ·×Âm for any finite abelian groups A1, . . . , Am. Therefore, Ĝ ∼= Ĉ1×· · ·× Ĉm.
From the cyclic case, Ĉi ∼= Ci, so Ĝ ∼= Ĉ1 × · · · × Ĉm ∼= C1 × · · · × Cm ∼= G.
Theorem 2.1.7. For any finite abelian group G and g ∈ G,
∑
χ∈Ĝ
χ(g) =

|G| if g = 1,
0 if g 6= 1.
(2.1.1)
7where χ runs through all characters of G. More generally, for all g and h in G,
∑
χ∈Ĝ
χ(g)χ(h) =

|G| if g = h,
0 if g 6= h.
(2.1.2)
Proof. Let S =
∑
χ χ(g). If g = 1, then χ(g) = 1 for all χ ∈ Ĝ, so S is equal to the
size of Ĝ, which is |G| by Theorem 2.1.6. If g 6= 1, choose a character ψ of G such
that ψ(g) 6= 1. Such a ψ is guaranteed to exist by Theorem 2.1.5. Multiplying S by
ψ(g) yields
ψ(g)S = ψ(g)
∑
χ
χ(g) =
∑
χ
(ψχ)(g) =
∑
χ
χ(g) = S.
This implies that either ψ(g) = 1 or S = 0. But ψ(g) 6= 1 by assumption, so S = 0.
This proves (2.1.1).
To prove (2.1.2), write the left side as
∑
χ χ(g)χ(h
−1) =
∑
χ χ(gh
−1). Using gh−1
for g in (2.1.1), we get (2.1.2).
Theorem 2.1.8. For any finite abelian group G and χ ∈ Ĝ,
∑
g∈G
χ(g) =

|G| if χ = χ1,
0 if χ 6= χ1,
(2.1.3)
where g runs through all elements of G and χ1 is the trivial character of G.
Proof. Set S ′ =
∑
g χ(g).
Suppose χ = χ1. Then it is clear that S
′ = |G|.
8Suppose χ 6= χ1, so there is g0 ∈ G such that χ(g0) 6= 1. Then
χ(g0)S
′ =
∑
g
χ(g0)χ(g) =
∑
g
χ(g0g) =
∑
g
χ(g) = S ′.
This implies that χ(g0) = 1 or S
′ = 0. But χ(g0) 6= 1 by assumption, so S ′ = 0.
In our study of Dirichlet’s theorem, we will take G = (Z/m)×. A character of
(Z/m)× is called a Dirichlet character. In this case, the order of G is equal to ϕ(m).
A Dirichlet character χ on (Z/m)× can be defined on all of Z by setting
χ(n) =

χ(n mod m), if (n,m) = 1,
0, if (n,m) 6= 1.
(2.1.4)
Then χ(n1n2) = χ(n1)χ(n2) for all n1, n2 ∈ Z. We define the trivial Dirichlet charac-
ter mod m, denoted 1m, as follows:
1m(n) =

1, if (n,m) = 1,
0, if (n,m) 6= 1.
Note that χ(n)−1 = χ(n) when n and m are relatively prime but not when n and m
are not relatively prime because χ(n) = 0. However, χ(n) is still a valid expression for
all n by defining χ(n) = χ(n). In particular, if (n,m) 6= 1, then χ(n) = χ(n) = 0 = 0.
For Dirichlet characters, viewed as functions on Z, (2.1.2) becomes
1
ϕ(m)
∑
χ
χ(n)χ(a) =

1 if n ≡ a mod m,
0 if n 6≡ a mod m
(2.1.5)
9for all n ∈ Z, where the sum is over all Dirichlet characters mod m and (a,m) = 1.
Formula (2.1.5) will be an important algebraic ingredient in the proof of Dirichlet’s
theorem.
Our last general result about characters in this section concerns the existence of
a character taking prescribed values at “independent” elements of the group.
Definition 2.1.9. Let H be a finite abelian group. We call a set of elements hi ∈ H
multiplicatively independent if
∏
i h
ei
i = 1 implies that h
ei
i = 1 for every i. Equiva-
lently, no hj in the set can have a nontrivial power written as a product of the powers
of the hi for i 6= j.
Remark 2.1.10. If the hi’s all have order 2, then multiplicative independence in H
says no hj is a product of the hi for i 6= j.
Theorem 2.1.11. Let H be a finite abelian group. For h1, . . . , hr ∈ H, set ϕ :
〈h1〉 × · · · × 〈hr〉 → 〈h1, . . . , hr〉 by ϕ(he11 , . . . , herr ) = he11 . . . herr . Then {h1, . . . , hr} is
multiplicatively independent in H if and only if ϕ is an isomorphism.
Proof. To check that ϕ is a homomorphism, note from H being abelian that
ϕ
(
(ha11 , . . . , h
ar
r )(h
b1
1 , . . . , h
br
r )
)
= ϕ
(
ha1+b11 , . . . , h
ar+br
r
)
= ha1+b11 · · ·har+brr
= ha11 · · ·harr hb11 · · ·hbrr
= ϕ (ha11 , . . . , h
ar
r )ϕ
(
hb11 , . . . , h
br
r
)
.
Suppose that ϕ(ha11 , . . . , h
ar
r ) = 1. Then
∏
i h
ai
i = 1. If the hi are multiplica-
tively independent in H, we must have that haii = 1 for all i. Hence ϕ is injective.
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The function ϕ is clearly surjective since all elements in the image are of the form∏
i h
ai
i . Therefore, multiplicative independence of the hi in H implies that ϕ is an
isomorphism.
Conversely, if ϕ is an isomorphism, then the hi must be multiplicatively indepen-
dent in H because the kernel of ϕ is trivial.
Theorem 2.1.12. In a finite abelian group H, let {h1, . . . , hr} be multiplicatively
independent. Let mi be the order of hi in H, and let ζi ∈ S1 satisfy ζmii = 1. Then
there exists a character χ ∈ Ĥ such that χ(hi) = ζi for all i.
To have such a χ, it is necessary that ζmii = 1 because ζ
mi
i = χ(hi)
mi = χ(hmii ) =
χ(1) = 1.
Proof. Define ψ : 〈h1, . . . , hr〉 → S1 by ψ(ha11 · · ·harr ) = ζa11 · · · ζarr . To show this
function is well-defined, suppose ha11 · · ·harr = hb11 · · ·hbrr . Then 1 = ha1−b11 · · ·har−brr .
Since the hi are multiplicatively independent, this implies that h
ai−bi
i = 1 for all i,
so mi|(ai − bi) and so ai ≡ bi mod mi. Because ζmii = 1, we conclude that ζaii = ζbii ,
so ζa11 · · · ζarr = ζb11 · · · ζbrr . One can also easily check that ψ is a homomorphism. By
construction, ψ(hi) = ζi.
To complete the proof, we will extend ψ from a character on 〈h1, . . . , hr〉 to a
character on H. Let K = 〈h1, . . . , hr〉. If K = H, we are done. If K 6= H, pick
h ∈ H − K and set 〈K,h〉 = {khi : k ∈ K, i ∈ Z}. If 〈K,h〉 6= H, then 〈K,h〉 ⊂
〈K,h, g〉 for some g ∈ H such that g 6∈ 〈K,h〉. Since H is finite, we may repeat this
process a finite number of times in order to make a tower of subgroups K ⊂ 〈K,h〉 ⊂
〈K,h, g〉 ⊂ · · · ⊂ H where we successively adjoin one new element each time. If we
can extend the character ψ on K to a character ψ′ on 〈K,h〉, that process can be
11
repeated to extend ψ to a character on H. It therefore suffices to show that ψ can
be extended from K to 〈K,h〉.
Let m be the minimal positive integer such that hm ∈ K. The value of ψ(hm) is
already known since hm ∈ K. Choose z ∈ C× such that zm = ψ(hm) so z ∈ S1, and
define ψ′ : 〈K,h〉 → S1 by ψ′(khi) = ψ(k)zi.
To see that ψ′ is well-defined, suppose k1hi1 = k2hi2 . Then hi1−i2 = k2k−11 ∈ K,
so m|(i1 − i2) and i1 ≡ i2 mod m. Let i2 = i1 + mc for some integer c. Then
k1 = k2h
i2−i1 = k2hmc = k2(hm)c and hm ∈ K. This implies that
ψ(k1) = ψ(k2)ψ(h
m)c = ψ(k2)(z
m)c = ψ(k2)z
mc = ψ(k2)z
i2−i1 ⇒ ψ(k1)zi1 = ψ(k2)zi2 ,
so ψ′ is a well-defined function on 〈K,h〉. In particular, for k ∈ K, ψ′(k) = ψ(k)z0 =
ψ(k), so ψ′ = ψ on K.
Lastly, we must check that ψ′ is a homomorphism. Computation shows that
ψ′ ((k1hi1)(k2hi2)) = ψ(k1k2)zi1+i2 = ψ(k1)zi1ψ(k2)zi2 = ψ′(k1hi1)ψ′(k2hi2).
2.2 Theorems from Complex Analysis
We will next discuss some theorems from complex analysis that will be needed later.
For an open set U ⊂ C, a function f : U → C is called holomorphic (or analytic) if
it is differentiable at each point in U . Cauchy’s integral formula says for holomorphic
f that
f(s) =
1
2pii
∫
γ
f(ζ)
ζ − sdζ
for each s ∈ U , where γ is any continuous path in U that traces out a counterclockwise
12
loop once around s and can be shrunk to a point in U . Also,
∫
γ
f(s)ds = 0 for all
closed paths γ in U that can be shrunk to a point in U . Conversely, Morera’s theorem
[11, p. 208] says that if f : U → C is continuous and ∫
T
f(s)ds = 0 for all triangles
T in U then f is holomorphic on U .
Theorem 2.2.1. If D is an open disc in C and f : D → C is holomorphic, then the
power series expansion of f at the center of D converges and equals f on all of D.
Proof. Our proof is based on [14, pp. 49-50]. Let s0 be the center of D. Pick a circle
C centered at s0 with radius less than the radius of D. For any s inside the open disc
at s0 bounded by C, the Cauchy integral formula tells us that
f(s) =
1
2pii
∫
C
f(ζ)
ζ − sdζ.
Write
1
ζ − s =
1
ζ − s0 − (s− s0) =
1
ζ − s0
1
1− ( s−s0
ζ−s0 )
. (2.2.1)
We wish to rewrite the last factor on the right of (2.2.1) using its geometric series
expansion. Since |s− s0| < |ζ − s0| for all ζ on C, define a distance function d : C →
[0, 1) by d(ζ) = |(s−s0)/(ζ−s0)|. This is a continuous mapping on a compact set, so
there exists r ∈ [0, 1) such that d(ζ) ≤ r < 1 for all ζ ∈ C. (This is analogous to the
extreme value theorem for continuous real-valued functions of a single real variable.)
We may therefore write
∣∣∣∣s− s0ζ − s0
∣∣∣∣ ≤ r < 1, so 11− ( s−s0
ζ−s0 )
=
∞∑
n=0
(
s− s0
ζ − s0
)n
,
where the series converges uniformly for all ζ ∈ C since the series is bounded termwise
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by
∑∞
n=0 r
n, which is convergent. This allows us to interchange the series with the
integral when we combine the above equations, thereby obtaining
f(s) =
∞∑
n=0
(
1
2pii
∫
C
f(ζ)
(ζ − s0)n+1dζ
)
· (s− s0)n . (2.2.2)
The coefficients of this series are the same for any s inside the disc bounded by C,
and they are in fact independent of C, being f (n)(s0)/n!.
This proves the power series expansion of f converges and equals f on D.
Theorem 2.2.2 (Cauchy’s estimate). Let f(s) be holomorphic on a closed disc D of
radius r > 0 centered at a such that |f(s)| ≤M for all s ∈ D. Then |f ′(a)| ≤M/r.
We had only defined holomorphic functions on open sets in C. A function on
a closed set in C is called holomorphic when it is the restriction to that set of a
holomorphic function on a larger open set.
Proof. From Cauchy’s integral formula or the coefficient in (2.2.2) at n = 1,
f ′(a) =
1
2pii
∫
C
f(ζ)
(ζ − a)2dζ,
where C is the boundary of D, parameterized as ζ = a+ reiθ for θ ∈ [0, 2pi]. Thus
|f ′(a)| ≤ 1
2pi
∫ 2pi
0
∣∣∣∣f(a+ reiθ)(reiθ)2 rieiθ
∣∣∣∣ dθ
≤ M
2pi
∫ 2pi
0
dθ
r
=
M
r
.
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Remark 2.2.3. By a similar argument for higher derivatives, Cauchy’s estimate
extends to |f (n)(a)| ≤ n!M/rn for all n ≥ 0. We will only need the case n = 1.
Lemma 2.2.4. For s ∈ C and r ≥ 0, let D(s, r) denote the closed disc centered at s
of radius r. For any nonempty open subset Ω of C and nonempty compact subset K
of Ω, there is an r > 0 such that
⋃
a∈K D(a, r) ⊂ Ω, and this union is compact.
Proof. Since Ω is open, for each s ∈ Ω there exists a closed disc of positive radius
centered at s that is a subset of Ω. The union of the interiors of such discs, as s runs
over all points in K, is a covering of K. Since K is compact, the union of finitely
many such open discs covers K. Therefore the union of the closures of these finitely
many discs also covers K and is a subset of Ω.
Denote these open discs by D1, . . . , Dn with centers si and radii Ri. For 1 ≤ i ≤ n,
define gi : K → R by gi(a) = max{0, Ri − |a − si|}. Then gi is continuous and
nonnegative on K. Define g pointwise by g(a) = max{gi(a)} for 1 ≤ i ≤ n. Then g is
continuous on K. If g(a) = 0 for some a ∈ K, then gi(a) = 0 for all i so Ri ≤ |a− si|
for all i. This means a 6∈ Di for all i, a contradiction to the set of all Di covering K.
Hence g(a) > 0 for all a ∈ K. Since K is compact, g attains a minimum value r on
K where r > 0. We will show
⋃
a∈K D(a, r) ⊂ Ω for this r.
By the definition of g, for each a ∈ K we have g(a) = gi(a) for some i. Since
g(a) > 0, we must have that gi(a) = Ri − |a− si| when g(a) = gi(a). Hence
r ≤ g(a) = Ri − |a− si| =⇒ |a− si|+ r ≤ Ri. (2.2.3)
Then for all y ∈ D(a, r), we have from (2.2.3) and the triangle inequality
|y − si| ≤ |y − a|+ |a− si| ≤ r + |a− si| ≤ Ri,
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so D(a, r) ⊂ D(si, Ri) = Di ⊂ Ω. That proves
⋃
a∈K D(a, r) ⊂ Ω.
To show K˜ :=
⋃
a∈K D(a, r) is compact, we will show it is closed and bounded.
By definition
K˜ = {s ∈ C : |s− a| ≤ r for some a ∈ K}, (2.2.4)
and K is bounded because it is compact, so (2.2.4) shows that K˜ is also bounded.
To show K˜ is closed, we will show its complement {s∈C : |s− a|>r for all a ∈K} is
open. For each s ∈ K˜, the inequality |s − a| > r for all a ∈ K can be improved to
|s− a| ≥ r + ε for some ε > 0 because K is compact: the function fs : K → R given
by fs(a) = |s − a| − r is continuous and positive on K, so fs has a positive lower
bound. Let ε be such a lower bound. From |s− a| ≥ r+ ε, the open ball D(s, ε) is in
the complement of K˜ by the triangle inequality, since for z ∈ D(s, ε) and a ∈ K we
have |s− a| ≤ |s− z|+ |z − a| < ε+ |z − a|, so |z − a| > |s− a| − ε ≥ r.
Theorem 2.2.5. Let {fn} be a sequence of holomorphic functions on an open subset
Ω of C. If {fn} converges uniformly on every compact subset of Ω to a limit function
f , then f is holomorphic on Ω and the derivatives f ′n converge uniformly on every
compact subset of Ω to f ′.
Proof. Our proof is based on [11, p. 214]. Since being holomorphic is a local property
and fn → f uniformly on any compact subset of any open disc in Ω, to prove that f
is holomorphic we can assume that Ω is an open disc. Each fn is continuous and the
sequence {fn} converges uniformly to f on every compact disc in Ω, so f is continuous
on Ω since continuity is a local property and a uniform limit of continuous functions
is continuous [15, pp. 225-226]. Let T be a triangle contained completely within Ω.
By “triangle” we mean the boundary, so it is a closed path. Since f is continuous, it
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is integrable. Then
∣∣∣∣∫
T
f(s)ds−
∫
T
fn(s)ds
∣∣∣∣ ≤ ∫
T
|f(s)− fn(s)| ds ≤ ||f − fn||T · length(T ),
where ||f − fn||T is the supremum norm on T . Since T is compact, ||f − fn||T → 0
as n→∞. We can shrink T to a point in Ω since we are taking Ω to be a disc, so by
Cauchy’s theorem
∫
T
fn(s)ds = 0. Thus |
∫
T
f(s)ds| ≤ ||f − fn||T · length(T ) → 0 as
n→∞, so ∫
T
f(s)ds = 0 for all triangles T in Ω. By Morera’s theorem, we conclude
that f is holomorphic on Ω.
To prove that f ′n → f ′ uniformly on each compact subset of Ω, let K be a compact
subset of Ω. By Lemma 2.2.4 there is an r > 0 such that K˜ :=
⋃
a∈K D(a, r) is a
subset of Ω, and K˜ is compact. Let Mn denote the maximum of |f − fn| on K˜. For
each a ∈ K we can apply Theorem 2.2.2 to f − fn on D(a, r) in order to obtain
|f ′(a) − f ′n(a)| ≤ Mn/r. Since fn converges to f uniformly on each compact subset
of Ω, such as K˜, Mn → 0 as n → ∞. Thus f ′n converges uniformly to f ′ on K˜, and
thus on its subset K, so f ′n → f ′ uniformly on each compact subset of Ω.
Definition 2.2.6. Let Ω be open in C. A logarithm of a holomorphic function
f : Ω → C is a holomorphic function Lf : Ω → C such that eLf (s) = f(s) for all
s ∈ Ω.
Theorem 2.2.7. If Ω is a connected and simply connected open set in C then any
nonvanishing holomorphic function f : Ω → C admits a logarithm, and any two
logarithms of f on Ω differ by an integral multiple of 2pii.
Proof. Our proof is based on [14, pp. 100-101]. Since Ω is connected and open, it is
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path connected. Fix s0 ∈ Ω, and define Lf : Ω→ C by
Lf (s) =
∫
γ
f ′(w)
f(w)
dw + c0,
where γ is any path in Ω connecting s0 to s, and c0 ∈ C satisfies ec0 = f(s0). To
show Lf (s) is independent of the choice of path, let γ1 be another path connecting
s0 to s in Ω. The path ϕ obtained by traveling along γ from s0 to s and then along
γ1 backwards from s to s0 is a loop that can be shrunk to a point in Ω by simple
connectedness. Since f is holomorphic on Ω, Cauchy’s integral formula tells us
0 =
∫
ϕ
f ′(w)
f(w)
dw =
∫
γ
f ′(w)
f(w)
dw −
∫
γ1
f ′(w)
f(w)
dw ⇒
∫
γ
f ′(w)
f(w)
dw =
∫
γ1
f ′(w)
f(w)
dw,
so Lf (s) is independent of choice of path from s0 to s.
To show that Lf : Ω → C is holomorphic, we will use the limit definition of the
derivative:
L′f (s) = lim
h→0
Lf (s+ h)− Lf (s)
h
.
For small h 6= 0, in Lf (s + h) we can choose as the path from s0 to s + h the
concatenation of the path from s0 to s used for Lf (s) followed by the straight line
path from s to s+ h. Then
Lf (s+ h)− Lf (s)
H
=
1
h
∫
[s,s+h]
f ′(w)
f(w)
dw.
Since the path from s to s + h is a straight line we can parameterize w along it as
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w = s+ th for t ∈ [0, 1], so
1
h
∫
[s,s+h]
f ′(w)
f(w)
dw =
1
h
∫ 1
0
f ′(s+ th)
f(s+ th)
h dt =
∫ 1
0
f ′(s+ th)
f(s+ th)
dt.
From continuity of f ′/f at s,
lim
h→0
∫ 1
0
f ′(s+ th)
f(s+ th)
dt =
∫ 1
0
f ′(s)
f(s)
dt =
f ′(s)
f(s)
,
so L′f (s) = f
′(s)/f(s). Thus Lf is holomorphic.
To show that eLf (s) = f(s), we calculate
d
ds
(
f(s)e−Lf (s)
)
= f ′(s)e−Lf (s) − f(s)L′f (s)e−Lf (s)
= e−Lf (s)f(s)
(
f ′(s)/f(s)− L′f (s)
)
= 0,
so f(s)e−Lf (s) is constant (since Ω is connected). Evaluating this expression at s0 we
get the value f(s0)e
−c0 = 1, so f(s) = eLf (s) for all s ∈ Ω. Thus Lf is a logarithm of
f on Ω.
Suppose that f admits another logarithm L˜f on Ω, so f(s) = e
L˜f (s) for all s ∈ Ω.
Then for all s ∈ Ω,
eLf (s) = eL˜f (s) ⇒ eLf (s)−L˜f (s) = 1⇒ Lf (s)− L˜f (s) ∈ 2piiZ.
Since Lf − L˜f is continuous on Ω, its image is connected. The set 2piiZ is discrete,
so the image of Lf − L˜f on Ω is a point. Therefore there is an integer k such that
Lf (s)− L˜f (s) = 2piik for all s ∈ Ω.
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Example 2.2.8. On {s : |s| < 1}, a logarithm of 1/(1 − s) is ∑k≥1 sk/k. That is,
exp(
∑
k≥1 s
k/k) = 1/(1−s). To prove this, both sides are holomorphic on |s| < 1 and
equal for real s when 0 < s < 1 by calculus, so they are equal for all s with |s| < 1.
Chapter 3
The zeta-function and L-functions
Proving Dirichlet’s theorem requires the use of complex-valued functions called the
Riemann zeta-function and Dirichlet L-functions. In this chapter, we will introduce
these functions and prove various properties of them that will be essential in the next
chapter.
3.1 The Riemann zeta-function
The Riemann zeta-function is defined for Re(s) > 1 by ζ(s) =
∞∑
n=1
1
ns
.
Following a common tradition in number theory, we will write the real and imag-
inary parts of s as s = σ + it with σ, t ∈ R.
Theorem 3.1.1. The zeta-function is absolutely convergent for Re(s) > 1.
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Proof. Note that
∞∑
n=1
∣∣∣∣ 1ns
∣∣∣∣ ≤ ∞∑
n=1
1
|ns| =
∞∑
n=1
1
nRe(s)
=
∞∑
n=1
1
nσ
.
Fix σ > 0. The function fσ(x) = 1/x
σ is a monotonic decreasing positive function
for x > 0. By the integral comparison test,
∑∞
n=1 1/n
σ is convergent if and only if∫∞
1
fσ(x)dx is convergent. Evaluating,
∫ ∞
1
fσ(x)dx =
x1−σ
1− σ
∣∣∣∣∞
1
= lim
b→∞
b1−σ
1− σ −
1
1− σ =
1
σ − 1 − limb→∞
1
(σ − 1)bσ−1 .
This is convergent if (and only if) σ > 1.
Intuitively, taking the limit of ζ(s) as s → 1+ yields the (divergent) harmonic
series, so we expect ζ(s)→∞ as s→ 1+. Let us prove this.
Theorem 3.1.2. For s ∈ R, the limit of ζ(s) as s→ 1+ is infinity.
Proof. For each s > 1, since x−s is a monotonic decreasing function for x > 0, we
have the inequality
1
(n+ 1)s
<
∫ n+1
n
x−sdx <
1
ns
. (3.1.1)
Summing (3.1.1) over n ≥ 1 yields ζ(s) − 1 < ∫∞
1
x−sdx < ζ(s), and
∫∞
1
x−sdx =
1/(s− 1). Rearranging terms, we get
1 < (s− 1)ζ(s) < s, (3.1.2)
so lims→1+(s− 1)ζ(s) = 1. For s > 1, ζ(s) > 1/(s− 1) by (3.1.2), so lims→1+ ζ(s) =
∞.
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By the next theorem, we will see that the zeta-function can be written as a product
over the primes.
Theorem 3.1.3. Let h : Z+ → C be totally multiplicative such that |h(n)| < 1 for
all n and
∑∞
n=1 h(n) is absolutely convergent. Then
∑∞
n=1 h(n) =
∏
p 1/(1 − h(p)),
where the product runs over the primes and is also absolutely convergent.
Proof. For x ≥ 2, consider the finite product P (x) = ∏p≤x{1+h(p)+h(p2)+· · · } over
all primes p ≤ x. Each series 1 + h(p) + h(p2) + · · · is 1 + h(p) + h(p)2 + · · · , which is
an absolutely convergent geometric series. Thus P (x) is a finite product of absolutely
convergent series, so it may be expanded and rearranged into an absolutely convergent
series whose general term is h(pa11 )h(p
a2
2 ) · · ·h(parr ), which is h(pa11 pa22 · · · parr ) since h
is totally multiplicative.
By unique factorization in Z+, P (x) =
∑
n∈A h(n) where A is the set of positive
integers having all prime factors less than or equal to x. Therefore,
∑∞
n=1 h(n) −
P (x) =
∑
n∈B h(n), where B is the set of positive integers having at least one prime
factor greater than x, and |∑∞n=1 h(n) − P (x)| ≤ ∑n∈B |h(n)| ≤ ∑n>x |h(n)|. As
x → ∞, we have ∑n>x |h(n)| → 0 since the series ∑n≥1 |h(n)| converges. This
implies that limx→∞ P (x) =
∑∞
n=1 h(n).
Since h is totally multiplicative, P (x) =
∏
p≤x(
∑∞
i=0 h(p)
i) =
∏
p≤x 1/(1 − h(p)).
Taking the limit of this as x→∞ yields the desired result.
The above theorem, using h(n) = 1/ns, shows that
ζ(s) =
∞∑
n=1
1
ns
=
∏
p
1
1− 1/ps (3.1.3)
for Re(s) > 1. The infinite product on the right is called the Euler product of ζ(s).
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Euclid showed there are an infinitely many primes by contradiction. Here is an-
other proof of this, due to Euler in 1737. It motivates the proof of Dirichlet’s theorem.
Theorem 3.1.4. As s→ 1+, ∑p 1/ps →∞, where the sum is over all primes p.
Proof. Our argument is based on [7, p. 250].
Let λN(s) =
∏
p>N 1/(1− 1/ps) for Re(s) > 1. By (3.1.3), we have for Re(s) > 1
that
ζ(s) =
∏
p
1
1− 1/ps = λN(s)
∏
p≤N
1
1− 1/ps where λN(s)→ 1 as N →∞. (3.1.4)
Taking the logarithm of both sides of (3.1.4) when s > 1 and using the series expansion
− ln(1− x) = ∑∞k=1 xk/k for |x| < 1, we get for s > 1 that
ln ζ(s) = lnλN(s) +
∑
p≤N
∞∑
k=1
1
kpks
. (3.1.5)
Taking the limit as N →∞ of (3.1.5) yields
ln ζ(s) =
∑
p
∞∑
k=1
1
kpks
=
∑
p
1
ps
+
∑
p
∞∑
k=2
1
kpks
. (3.1.6)
The second double series on the right in (3.1.6) converges for each s > 1/2 since
∑
p
∞∑
k=2
1
kpks
<
∑
p
∞∑
k=2
1
pks
=
∑
p
1
p2s(1− 1/ps)≤
1
1− 1/2s
∑
p
1
p2s
<
1
1− 1/√2ζ(2s).
By Theorem 3.1.2 and that fact that limx→∞ ln(x) = ∞, we have ln ζ(s) → ∞ as
s→ 1+. For s > 1, ∑
p
∞∑
k=2
1
kpks
<
ζ(2)
1− 1/√2 ,
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so by (3.1.6) we get
∑
p 1/p
s →∞ as s→ 1+.
Remark 3.1.5. The proof used
∑
p
∑
k≥2 1/kp
ks only for s ≥ 1, not s > 1/2. We
will need to use s > 1/2 (really, s > 1− ε) more seriously in Corollary 4.2.2.
Corollary 3.1.6. The series
∑
p 1/p diverges.
If there were only finitely many primes, then
∑
p 1/p would be convergent. There-
fore, Corollary 3.1.6 shows that there are infinitely many prime numbers.
Proof. For s > 1, 1/ps < 1/p, so
∑
p 1/p
s ≤∑p 1/p. Letting s→ 1+, Theorem 3.1.4
and the comparison test show that
∑
p 1/p =∞.
Here is an alternate heuristic proof of Corollary 3.1.6, more in the spirit of Euler.
Proof. Consider log(
∑
n 1/n). Using the Euler product at s = 1 (which, strictly speak-
ing, is not valid),
log
(∑
n
1
n
)
= log
(∏
p
1
1− 1/p
)
=
∑
p
log
(
1
1− 1/p
)
=
∑
p
log
(
1 +
1
p− 1
)
.
Since ex = 1 + x+ x2/2! + · · · , we have x > log(x+ 1) for x > 0. Therefore
∑
p
1
p− 1 ≥
∑
p
log
(
1 +
1
p− 1
)
= log
(∑
n
1
n
)
,
so the divergence of
∑
n 1/n implies that
∑
p 1/(p− 1) diverges. From 1p ≥ 12(p−1) , we
get
∑
p 1/p ≥ 12
∑
p 1/(p− 1). Thus
∑
p 1/p diverges.
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3.2 Dirichlet L-functions
For any Dirichlet character χ, viewed as a function on Z, set
L(s, χ) =
∞∑
n=1
χ(n)
ns
(3.2.1)
for Re(s) > 1. This is called the Dirichlet L-series, or Dirichlet L-function, of χ.
Since |χ(n)| = 1 (or 0), we may follow the proof of Theorem 3.1.1 to see that a
Dirichlet L-series is absolutely convergent for Re(s) > 1. While Dirichlet only used
real s in his work, here we allow s to be a complex number.
Example 3.2.1. When χ4 is the nontrivial character mod 4, L(s, χ4) = 1 − 1/3s +
1/5s− 1/7s + . . . , which converges for all real s > 0, and L(1, χ4) = pi/4 by Leibniz’s
formula for 1− 1/3 + 1/5− 1/7 + . . . .
By Theorem 3.1.3, there is an Euler product representation
L(s, χ) =
∏
p
1
1− χ(p)/ps (3.2.2)
for Re(s) > 1.
Example 3.2.2. If χ = 1m, the trivial character mod m, then
L(s, χ) =
∏
p not dividing m
1
1− 1/ps =
∏
p|m
(
1− 1
ps
)
ζ(s).
We will see later (Corollary 3.3.6) that the L-series of every nontrivial Dirichlet
character converges for Re(s) > 0, although the Euler product in (3.2.2) has no
obvious convergence when 0 < Re(s) ≤ 1. The behavior of L(s, χ) near s = 1 is
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central to the proof of Dirichlet’s theorem.
3.3 Theorems on Dirichlet Series
We collect here several basic analytic facts about the types of series like ζ(s) and
L(s, χ).
Definition 3.3.1. A Dirichlet series is a function of the form f(s) =
∑
n≥1 an/n
s
where the an are complex constants and s is a complex variable.
Theorem 3.3.2. Suppose that
∑ |an|/nσ converges for at least one real σ and diverges
for at least one other real σ. Then there exists a real number σ0 such that
∑
an/n
s
converges absolutely for Re(s) > σ0 but does not converge absolutely for Re(s) < σ0.
Proof. When s ∈ C with real part σ, ∑ an/ns is absolutely convergent if and only if∑
an/n
σ is absolutely convergent since |an/ns| = |an|/nσ. Define D to be the set of
real numbers σ such that
∑ |an|/nσ diverges. By assumption, D and the complement
of D are both nonempty. By the comparison test, if σ ∈ D then σ′ ∈ D for all σ′ < σ,
and if σ 6∈ D then σ′ 6∈ D for all σ′ > σ. Therefore, since the complement of D is
nonempty, D is bounded above. Denote the supremum of D by σ0. The series must
diverge for all σ < σ0 by the comparison test: if σ < σ0 then there is a σ1 ∈ D such
that σ < σ1 < σ0, so σ ∈ D. The series converges for all σ > σ0 because σ0 is the
supremum of D and hence an upper bound on all real numbers such that the series
diverges.
Theorem 3.3.3. If the sequence {an} is bounded, then
∑
n≥1 an/n
s converges abso-
lutely for Re(s) > 1.
27
Proof. Since {an} is bounded, there exists a number B ∈ R such that |an| ≤ B for
all n. Hence
∑
n≥1 |an/ns| ≤ B
∑
n≥1 1/n
σ, which converges for σ > 1 by Theorem
3.1.1.
Theorem 3.3.4. If {an} is a sequence such that the partial sums a1 + · · · + an are
bounded for all n, then
∑
n≥1 an/n
s converges for Re(s) > 0.
Proof. We will use summation by parts:
N∑
n=1
un(vn − vn−1) = uNvN − u1v0 −
N−1∑
n=1
vn(un+1 − un)
for any sequences u1, . . . , uN and v0, v1, . . . , vN .
Set bn = a1 + · · ·+an and let |bn| ≤ b for all n. Then an = bn− bn−1 where b0 = 0.
For N ≥ 2, we have
N∑
n=1
an
ns
=
N∑
n=1
bn − bn−1
ns
=
N∑
n=1
1
ns
(bn − bn−1)
=
bN
N s
−
N−1∑
n=1
bn
(
1
(n+ 1)s
− 1
ns
)
by summation by parts
=
bN
N s
+
N−1∑
n=1
bn
∫ n+1
n
s
xs+1
dx
=
bN
N s
+ s
N−1∑
n=1
bn
∫ n+1
n
dx
xs+1
. (3.3.1)
If σ = Re(s) > 0 then |bN/N s| ≤ b/Nσ → 0 as N →∞. Also,
∣∣∣∣bn ∫ n+1
n
dx
xs+1
∣∣∣∣ ≤ b ∫ n+1
n
dx
xσ+1
<
b
nσ+1
,
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so the series
∑
n≥1 bn
∫ n+1
n
dx/xs+1 is absolutely convergent when σ > 0 by comparison
with
∑
n≥1 b/n
σ+1 = bζ(σ + 1). Therefore the series in (3.3.1) converges as N →∞,
so
∑
n≥1 an/n
s converges when Re(s) > 0.
Remark 3.3.5. The convergence of
∑
n≥1 an/n
s in Theorem 3.3.4 need not be ab-
solute, e.g., the series 1 − 1/2s + 1/3s − 1/4s + . . . with alternating coefficients ±1
converges for Re(s) > 0 but not absolutely for 0 < Re(s) ≤ 1.
Corollary 3.3.6. For any nontrivial Dirichlet character χ, the Dirichlet L-series
L(s, χ) =
∑
n≥1 χ(n)/n
s converges for Re(s) > 0.
Proof. Let χ be a nontrivial Dirichlet character mod m. Since χ is nontrivial, by
Theorem 2.1.8 we know that
∑m
n=1 χ(n) =
∑
n∈(Z/m)× χ(n) = 0. Furthermore,∑m+i
n=i χ(n) = 0 for all i ≥ 1. The partial sums of the coefficients in L(s, χ) are
bounded due to their cyclic vanishing, so L(s, χ) is convergent for nontrivial χ and
Re(s) > 0 by Theorem 3.3.4.
We will need not just convergence of L(s, χ) in a half-plane, but analyticity too.
This is justified by the next theorem.
Theorem 3.3.7. If the Dirichlet series
∑
n≥1 an/n
s converges at s = s0, then it
converges in the open half-plane {s : Re(s) > Re(s0)}, and in fact its partial sums
converge uniformly on compact subsets of this half-plane.
Proof. See [1, p. 235].
Corollary 3.3.8. If the Dirichlet series
∑
n≥1 an/n
s converges in the open half-plane
{s : Re(s) > σ0}, then it is holomorphic here and its derivative can be computed
termwise as
∑
n≥1(−an log n)/ns.
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Proof. For ε > 0, Theorem 3.3.7 with s0 = σ0+ε implies the partial sums of
∑
n an/n
s
converge uniformly on compact subsets of {s : Re(s) > σ0 + ε}, so Theorem 2.2.5
implies
∑
n an/n
s is holomorphic on {s : Re(s) > σ0 + ε}, and its derivative is com-
putable termwise since the partial sums
∑N
n=1 an/n
s are holomorphic with derivative∑N
n=1−an(log n)/ns. Since {s : Re(s) > σ0} is the union of {s : Re(s) > σ0 + ε}, we
are done.
Corollary 3.3.9. The function ζ(s) =
∑
n≥1 1/n
s is holomorphic on Re(s) > 1, and
the function L(s, χ) =
∑
n≥1 χ(n)/n
s is holomorphic on Re(s) > 0 for nontrivial χ.
Proof. Combine Theorem 3.1.1 and Corollary 3.3.8 to see that ζ(s) is holomorphic
on Re(s) > 1. Combine Corollary 3.3.6 and Corollary 3.3.8 to see that L(s, χ) is
holomorphic on Re(s) > 0 for nontrivial χ.
Theorem 3.3.10. For nontrivial χ, a logarithm of L(s, χ) for Re(s) > 1 is
∑
pk
χ(pk)
kpks
=
∑
p
∑
k
(χ(p)/ps)k
k
. (3.3.2)
Proof. Since |χ(pk)/kpks| ≤ 1/pkσ and ∑pk 1/pkσ is absolutely convergent for σ > 1,
we conclude by the comparison test that the series in (3.3.2) is absolutely convergent
for σ > 1. Exponentiating (3.3.2), we find that
exp
(∑
p
∑
k
(χ(p)/ps)k
k
)
=
∏
p
exp
(∑
k
(χ(p)/ps)k
k
)
=
∏
p
1
1− χ(p)/ps = L(s, χ)
by using Example 2.2.8, the fact that |χ(p)/ps| < 1 since Re(s) > 1, and the Euler
product (3.2.2).
We can extend ζ(s) analytically to Re(s) > 0, like L(s, χ), except there is a pole
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at s = 1.
Theorem 3.3.11. The zeta-function has a meromorphic continuation from Re(s) > 1
to Re(s) > 0 that is holomorphic everywhere except for a simple pole at s = 1 with
residue 1.
Proof. Consider the two series
ζ2(s) = 1− 1
2s
+
1
3s
− 1
4s
+· · · =
∑
n≥1
(−1)n−1
ns
and ζ3(s) = 1+
1
2s
− 2
3s
+
1
4s
+
1
5s
− 2
6s
+· · · ,
where the coefficients in ζ3(s) are periodically 1, 1,−2. By Theorem 3.3.4, these series
converge for Re(s) > 0, so they are holomorphic there by Corollary 3.3.8.
Note that
ζ(s)− ζ2(s) = 2
2s
+
2
4s
+ · · · = 2
2s
(
1 +
1
2s
+
1
3s
+ · · ·
)
=
2
2s
ζ(s),
so
ζ(s) =
ζ2(s)
1− 1/2s−1 . (3.3.3)
The right side of (3.3.3) is meromorphic for Re(s) > 0 except perhaps for simple poles
at s = 1 + 2kpii/ log 2, k ∈ Z, which is where 1/2s−1 = 1.
Similarly,
ζ(s)− ζ3(s) = 3
3s
ζ(s), so ζ(s) =
ζ3(s)
1− 1/3s−1 . (3.3.4)
The right side of (3.3.4) is meromorphic for Re(s) > 0 except possibly for simple poles
at s = 1 + 2`pii/ log 3 where ` ∈ Z.
Since ζ(s) has two meromorphic continuations to Re(s) > 0, the uniqueness of
meromorphic continuation implies that ζ(s) can only have a pole for Re(s) > 0 when
31
s = 1 + 2kpii/ log 2 = 1 + 2`pii/ log 3 for some integers k and `. These formulas
imply k log 3 = ` log 2, so 2` = 3k. This implies k = ` = 0, so ζ(s) is holomorphic on
Re(s) > 0 away from s = 1. At s = 1, there is a simple pole since ζ(s) is meromorphic
at 1 and lims→1+(s− 1)ζ(s) = 1 by (3.1.2), which tells us that the residue of ζ(s) at
s = 1 is 1.
Lemma 3.3.12 (Landau). Suppose that a Dirichlet series f(s) =
∑∞
n=1 an/n
s with
nonnegative coefficients converges for Re(s) > σ0. If f(s) extends analytically to some
disc centered at σ0, then the Dirichlet series
∑∞
n=1 an/n
s converges on the half-plane
Re(s) > σ0 − ε for some ε > 0.
Proof. Our proof is based on [1, p. 237]. Using f(s + σ0) =
∑∞
n=1 ann
−σ0/ns in
place of f(s), we can assume σ0 = 0 and f(s) has an analytic continuation to a
neighborhood of 0, so to some disc B(0, δ). There is a small ε < δ such that the disc
{s : |s − 1| < 1 + ε} is entirely inside B(0, δ)⋃{s : Re(s) > 0}. By Theorem 2.2.1,
the power series of f(s) at s = 1 converges to f(s) for any s such that |s− 1| < 1 + ε.
For |σ − 1| < 1 + ε with σ ∈ R, we have the power series
f(σ) =
∞∑
k=0
f (k)(1)
k!
(σ − 1)k.
By repeated use of Corollary 3.3.8, we can compute f (k)(1) by differentiating f(s) =∑∞
n=1 an/n
s termwise to get
f (k)(1) =
∞∑
n=1
an(− log n)k
ns
∣∣∣∣∣
s=1
= (−1)k
∞∑
n=1
an(log n)
k
n
.
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Therefore
f(σ) = (−1)k
∞∑
k=0
∞∑
n=1
an(log n)
k
k!n
(σ − 1)k =
∞∑
k=0
∞∑
n=1
an(log n)
k
k!n
(1− σ)k. (3.3.5)
When −ε < σ < 1, all terms on the right side of (3.3.5) are nonnegative, so this
series can be rearranged to
f(σ) =
∞∑
n=1
an
n
( ∞∑
k=0
(log n)k
k!
(1− σ)k
)
=
∞∑
n=1
an
n
e(logn)(1−σ) =
∞∑
n=1
an
n
n1−σ =
∞∑
n=0
an
nσ
.
Therefore f(σ) =
∞∑
n=1
an
nσ
when −ε < σ < 1, so the Dirichlet series
∞∑
n=1
an
ns
con-
verges for all s ∈ C such that Re(s) > −ε by Theorem 3.3.7.
Chapter 4
Dirichlet’s Theorem
In this chapter we will prove Dirichlet’s theorem: for two relatively prime integers
a,m ≥ 1, there exist infinitely many primes p ≡ a mod m. The proof uses the
Riemann zeta-function, Dirichlet characters, and Dirichlet L-series. These topics were
covered in Chapters 2 and 3. In this chapter, we will first give proofs of elementary
cases of Dirichlet’s theorem and then discuss a hard theorem about L-series in detail,
which is needed to prove Dirichlet’s theorem in general.
4.1 Some Elementary Cases
To better appreciate the proof of Dirichlet’s theorem, we will work out here some
special cases by elementary algebraic methods that do not extend to the general case.
Our proofs are based on [5, pp. 123-124].
Theorem 4.1.1. There are infinitely many primes p ≡ 1 mod 4.
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Proof. One such prime is 5. If we have finitely many p ≡ 1 mod 4, say p1, . . . , pr, we
will construct another one. Let N = (2p1 · · · pr)2 + 1. Clearly neither 2 nor any pi
divides N . Since N > 1, it has a prime factor. Let p be some prime dividing N , so p
is odd. By Fermat’s little theorem, using a = 2p1 · · · pr,
−1 ≡ a2 mod p⇒ (−1)(p−1)/2 ≡ ap−1 ≡ 1 mod p⇒ (−1)(p−1)/2 = 1⇒ p ≡ 1 mod 4.
Hence N has a prime factor congruent to 1 mod 4 that is not any pi.
Theorem 4.1.2. There are infinitely many primes p ≡ 3 mod 4.
Proof. One such prime is 3. If we have finitely many p ≡ 3 mod 4, say p1, . . . , pr, we
will construct another one. Let N = 4p1 · · · pr − 1, so N ≡ −1 ≡ 3 mod 4. Therefore
N is odd and, since N > 1, at least one of the prime factors of N is congruent
to 3 mod 4. (If this were not the case, N would be congruent to 1 mod 4.) Since
N ≡ −1 mod pi, no pi divides N . Therefore N has a prime factor congruent to
3 mod 4 that is not any pi. Iteration of this process produces infinitely many primes
p ≡ 3 mod 4.
The set of primes congruent to 3 mod 4 created using the above algorithm is
probably not all of them. For instance, starting with the prime p1 = 3, the next few
primes generated (using the least prime factor of N that is congruent to 3 mod 4 at
each step) are p2 = 11, p3 = 131, and p4 = 17, 291. Each of these numbers is equal to
N in the above process, but that need not be the case (in fact, at the 6th iteration N
is composite); the process guarantees that we will find a prime p ≡ 3 mod 4 dividing
N , not that N itself is prime.
Theorem 4.1.3. There are infinitely many primes p ≡ 1 mod 3.
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Proof. One such prime is 7. If we have finitely many such primes, say p1, . . . , pr, set
N = (2p1 · · · pr)2 + 3. Then N ≡ 1 mod 2 and N ≡ 1 mod 3, so 2, 3, and pi do not
divide N . Obviously N > 1. Let p be a prime factor of N , implying that −3 is a
square mod p. We will show that −3 ≡  mod p implies p ≡ 1 mod 3.
Write −3 ≡ b2 mod p. In C, a cube root of unity is (−1 +√−3)/2. Analogously,
in Z/p the number (−1 + b)/2 cubes to 1:
(−1 + b
2
)2
=
1− 2b+ b2
4
=
−1− b
2
so
(−1 + b
2
)3
=
−1 + b
2
·−1− b
2
=
1− b2
4
= 1.
And (−1+b)/2 6≡ 1 mod p since if (−1+b)/2 ≡ 1 mod p then b ≡ 3 mod p, which after
squaring would imply −3 ≡ 9 mod p so p|12, a contradiction. Therefore, (−1 + b)/2
has order 3 in Z/p. Since (Z/p)× has size p− 1, this implies that 3|(p− 1) and hence
p ≡ 1 mod 3.
Infinitely many primes that are 1 mod 3 can be constructed in this manner.
Theorem 4.1.4. There are infinitely many primes p ≡ 2 mod 3.
Proof. One such prime is 2. If we have finitely many such primes, say p1, . . . , pr, set
N = 3p1 · · · pr − 1. Clearly no pi divides N . Since N ≡ −1 ≡ 2 mod 3 and N > 1, at
least one prime factor p of N must be congruent to 2 mod 3. Since p 6∈ {p1, . . . , pr},
infinitely many p ≡ 2 mod 3 can be added to the list by repeating this process.
The proofs of these theorems involved creating specific formulas for N such that
some prime dividing N satisfies certain conditions. These conditions varied in each
case and do not appear to generalize in a uniform way. This suggests that the general
method of proving Dirichlet’s theorem must be of a very different form.
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4.2 Proof of Dirichlet’s Theorem
The following technical result is the hardest step in the proof of Dirichlet’s theorem.
Theorem 4.2.1. For any nontrivial Dirichlet character χ, the Dirichlet L-function
L(s, χ) is nonzero at s = 1.
Proof. We will show that L(1, χ) 6= 0 by contradiction. Our argument is adapted
from [2].
Set H(s) = ζ(s)2L(s, χ)L(s, χ) for Re(s) > 0. Since ζ(s) is analytic for Re(s) > 0
except for a simple pole at s = 1 by Theorem 3.3.11, and L(s, χ) and L(s, χ) are
analytic for Re(s) > 0 by Corollary 3.3.9, H(s) is analytic for Re(s) > 0 except
possibly at s = 1, where it has at worst a double pole.
We have for Re(s) > 0 that
L(s, χ) =
∑
n≥1
χ(n)
ns
=
∑
n≥1
(
χ(n)
ns
)
=
∑
n≥1
χ(n)
ns
= L(s, χ).
Setting s = 1, we get L(1, χ) = L(1, χ), so
L(1, χ) = 0 =⇒ L(1, χ) = 0.
The double pole at s = 1 in ζ(s)2 is therefore canceled by zeros at s = 1 of the
two L-functions in H(s). Thus H(s) is analytic at s = 1, and hence for all s with
Re(s) > 0.
For Re(s) > 1, the functions ζ(s), L(s, χ), and L(s, χ) can be represented by Euler
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products:
ζ(s) =
∏
p
1
1− 1/ps , L(s, χ) =
∏
p
1
1− χ(p)/ps , L(s, χ) =
∏
p
1
1− χ(p)/ps . (4.2.1)
Because 1/(1− z) = exp(∑k≥1 zk/k) for |z| < 1 (Example 2.2.8), we have by (4.2.1)
that for Re(s) > 1
ζ(s)2L(s, χ)L(s, χ) =
∏
p
(
1
1− 1/ps
)2∏
p
(
1
1− χ(p)/ps
)∏
p
(
1
1− χ(p)/ps
)
=
∏
p
e
∑
k≥1 2/kp
ks
∏
p
e
∑
k≥1 χ(p)
k/kpks
∏
p
e
∑
k≥1 χ(p)
k/kpks
= exp
(∑
p
∑
k≥1
2 + χ(p)k + χ(p)k
kpks
)
= exp
(∑
p,k
2 + χ(p)k + χ(p)k
kpks
)
, (4.2.2)
where k runs over the natural numbers and p over the primes. All series are absolutely
convergent on Re(s) > 1, which justifies rearrangements of series above and in what
follows.
Look at the Dirichlet series in the exponential of (4.2.2). If p divides the modulus
of χ, then the coefficient of 1/pks is 2/k. If p does not divide the modulus of χ, we
can write χ(p) = eiθp . In that case, the coefficient of 1/pks is
2 + χ(p)k + χ(p)k
k
=
2 + eikθp + e−ikθp
k
=
2 + 2 cos(kθp)
k
=
2(1 + cos(kθp))
k
≥ 0.
In both cases, the coefficient of 1/pks is nonnegative, so H(s) is the exponential of a
Dirichlet series with nonnegative coefficients that converges (absolutely) on Re(s) > 1.
38
Since the power series of es and
∑
p,k(2+χ(p)
k+χ(p)k)/kpks have nonnegative coeffi-
cients, we may expand and rearrange (4.2.2) to get a Dirichlet series representation of
H(s) with nonnegative coefficients for Re(s) > 1. We will now show that this series
in fact converges on the larger half-plane Re(s) > 0.
Let C be the set of σ > 0 at which
∑
n an/n
σ converges, so (1,∞) ⊂ C. Let
σ0 be the infimum of C, so 0 ≤ σ0 ≤ 1. We will show σ0 = 0. First we will show∑
n an/n
s converges when Re(s) > σ0: for each such s there is a σ1 ∈ C such that
σ0 < σ1 < Re(s), so by the comparison test Re(s) ∈ C, and by absolute convergence
the series
∑
n an/n
s converges. If σ0 > 0, then Landau’s lemma (Lemma 3.3.12)
tells us that
∑
n an/n
σ converges slightly to the left of σ0 since H(s) is analytic for
Re(s) > 0. This contradicts σ0 being the infimum of C, so σ0 = 0. Therefore∑
n an/n
s converges and equals H(s) on the half-plane Re(s) > 0.
We will next calculate the coefficient of 1/p2s in the Dirichlet series representation
of H(s). Writing H(s) =
∑
n≥1 an/n
s, for a fixed prime p the subseries of H(s) over
powers of p is
∑
r≥0
apr
prs
= exp
(∑
k≥1
2 + χ(p)k + χ(p)k
kpks
)
=
∏
k≥1
exp
(
2 + χ(p)k + χ(p)k
kpks
)
= exp
(
2 + χ(p) + χ(p)
ps
)
exp
(
2 + χ(p)2 + χ(p)2
2p2s
)
exp
(
2 + χ(p)3 + χ(p)3
3p3s
)
· · ·
=
∑
j≥0
(2 + χ(p) + χ(p))j
j!pjs
·
∑
j≥0
(2 + χ(p)2 + χ(p)2)j
2j(j!)p2js
∑
j≥0
(2 + χ(p)3 + χ(p)3)j
3j(j!)p3js
· · ·
=
(
1 +
2 + χ(p) + χ(p)
ps
+
(2 + χ(p) + χ(p))2
2p2s
+ · · ·
)
×(
1 +
2 + χ(p)2 + χ(p)2
2p2s
+ · · ·
)(
1 +
2 + χ(p)3 + χ(p)3
3p3s
+ · · ·
)
· · · .
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Expanding products and rearranging terms, the coefficient of 1/p2s is
(2 + χ(p) + χ(p))2
2
+
2 + χ(p)2 + χ(p)2
2
= 3 + χ(p)2 + χ(p)2 + 2χ(p) + 2χ(p) + χ(p)χ(p)
= (χ(p) + χ(p) + 1)2 − χ(p)χ(p) + 2.
Since χ(p)+χ(p)=2Re(χ(p))∈R and χ(p)χ(p)= |χ(p)|2 is 0 (if χ(p)=0) or 1 (if
χ(p) 6= 0), we have −χ(p)χ(p) + 2 = 2 or 1, so the coefficient of 1/p2s is real and ≥ 1.
Since ap2 ≥ 1 and each coefficient in the Dirichlet series for H(s) is nonnegative,
for real s > 0 we have H(s) ≥∑p ap2/p2s ≥∑p 1/p2s. Plugging in s = 1/2 gives us
H(1/2) ≥∑p 1/p, but this series diverges by Corollary 3.1.6. This is a contradiction
to the Dirichlet series for H(s) being convergent for Re(s) > 0. We therefore conclude
that L(1, χ) 6= 0 for every nontrivial Dirichlet character χ.
Corollary 4.2.2. For any nontrivial χ,
∑
p χ(p)/p
s converges as s→ 1+.
Proof. By Theorem 3.3.10, for Re(s) > 1 a logarithm of L(s, χ) is
`(s, χ) :=
∑
p,k
χ(p)k
kpks
=
∑
p
χ(p)
ps
+
∑
p
∑
k≥2
χ(p)k
kpks
. (4.2.3)
The second term on the right in (4.2.3) converges absolutely for σ > 1/2 by the proof
of Theorem 3.1.4, and it is holomorphic on the half-plane σ > 1/2 by Corollary 3.3.8.
From (4.2.3), for Re(s) > 1 we may write
∑
p
χ(p)
ps
= `(s, χ)−
∑
p
∑
k≥2
χ(p)k
kpks
. (4.2.4)
Since L(s, χ) 6= 0 at s = 1 by Theorem 4.2.1, L(s, χ) 6= 0 near s = 1 because
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L(s, χ) is continuous there. By Theorem 2.2.7, L(s, χ) admits a logarithm ˜`(s, χ) on
a small open disc around 1. Because the holomorphic regions of `(s, χ) and ˜`(s, χ)
overlap in a small region to the right of s = 1 and Theorem 2.2.7 says that ˜`(s, χ)−
`(s, χ) is constant on this region, this implies that `(s, χ) has an analytic continuation
to a neighborhood around s = 1. (We are not saying that the series (4.2.3) converges
on a neighborhood of 1.) Thus both terms on the the right side of (4.2.4) extend
to continuous functions on a neighborhood of s = 1, so they converge as s → 1+.
Therefore
∑
p χ(p)/p
s converges as s→ 1+.
Although it will not be needed for our proof of Dirichlet’s theorem, let us extend
Theorem 4.2.1 from nonvanishing of L(s, χ) at s = 1 to the whole line Re(s) = 1.
Theorem 4.2.3. For nontrivial Dirichlet characters χ, L(s, χ) 6= 0 when Re(s) = 1.
Proof. For y0 ∈ R, we will show that L(1 + iy0, χ) 6= 0 by contradiction.
Set H∗(s) = ζ(s)2L(s + iy0, χ)L(s − iy0, χ) for Re(s) > 0. Since L(s, χ) and
L(s, χ) are analytic for Re(s) > 0, L(s+ iy0, χ) and L(s− iy0, χ) are also analytic for
Re(s± iy0) = Re(s) > 0. Thus H∗(s) is analytic for all Re(s) > 0 except possibly at
s = 1.
Assume that L(1 + iy0, χ) = 0. For Re(s) > 0,
L(s+ iy0, χ) =
∑
n≥1
χ(n)
ns+iy0
=
∑
n≥1
(
χ(n)
ns+iy0
)
=
∑
n≥1
χ(n)
ns−iy0
= L(s− iy0, χ).
Therefore, at s = 1, L(1− iy0, χ) = L(1 + iy0, χ) = 0.
As before, the double pole at s = 1 in ζ(s)2 is canceled by the zeros in the two
L-functions in H∗(s) at s = 1, so H∗(s) is analytic at s = 1 and thus for Re(s) > 0.
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For Re(s) > 1, L(s+ iy0, χ) and L(s− iy0, χ) have Euler products
L(s+ iy0, χ) =
∏
p
1
1− χ(p)p−iy0/ps and L(s− iy0, χ) =
∏
p
1
1− χ(p)piy0/ps .
This is the same as before except that χ(p)p−iy0 replaces χ(p).
Following similar calculations as in the proof of Theorem 4.2.1,
H∗(s) = ζ(s)2L(s+ iy0, χ)L(s− iy0, χ) = exp
(∑
p,k
2 + (χ(p)p−iy0)k + (χ(p)piy0)k
kpks
)
.
In the series inside the exponential, the coefficient of 1/pks is again 2/k if χ(p) = 0.
If χ(p) 6= 0 then write χ(p)p−iy0 = eiθp,y0 . The coefficient of 1/pks is
2 + (χ(p)p−iy0)k + (χ(p)piy0)k
k
=
2(1 + cos(kθp,y0))
k
≥ 0.
It follows from this nonnegativity that H∗(s) has a Dirichlet series representation
with nonnegative coefficients for Re(s) > 1, so by Landau’s lemma the Dirichlet series
representation of H∗(s) is valid for Re(s) > 0. The coefficient of 1/p2s in H∗(s) is
(2 + χ(p)p−iy0 + χ(p)piy0)2
2
+
2 + (χ(p)p−iy0)2 + (χ(p)piy0)2
2
= (z + z + 1)2 − zz + 2,
where z = χ(p)p−iy0 . Since |z| = 0 or 1, this coefficient is real and ≥ 1 as before.
This leads to the conclusion that H∗(1/2) ≥∑p 1/p as before, which is a contra-
diction to the Dirichlet series for H∗(s) being convergent for Re(s) > 0. Therefore
L(1 + iy0, χ) 6= 0 for every nontrivial Dirichlet character χ and real number y0.
We are now ready to prove Dirichlet’s theorem.
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Theorem 4.2.4 (Dirichlet, 1837). For any relatively prime integers a,m ≥ 1, there
exist infinitely many primes p ≡ a mod m.
Proof. Let s > 1 (here s is real, not just complex). From (2.1.5), we can write
∑
p≡a mod m
1
ps
=
1
ϕ(m)
∑
p
∑
χ
χ(p)χ(a)
ps
=
1
ϕ(m)
∑
χ
χ(a)
(∑
p
χ(p)
ps
)
=
1
ϕ(m)
∑
(p,m)=1
1
ps
+
1
ϕ(m)
∑
χ 6=1m
χ(a)
(∑
p
χ(p)
ps
)
=
1
ϕ(m)
∑
p
1
ps
− 1
ϕ(m)
∑
p|m
1
ps
+
1
ϕ(m)
∑
χ 6=1m
χ(a)
(∑
p
χ(p)
ps
)
.
Dividing through by
∑
p 1/p
s yields
∑
p≡a mod m 1/p
s∑
p 1/p
s
=
1
ϕ(m)
− 1
ϕ(m)
·
∑
p|m 1/p
s∑
p 1/p
s
+
1
ϕ(m)
·
∑
χ 6=1m χ(a)
(∑
p χ(p)/p
s
)
∑
p 1/p
s
.
Letting s→ 1+, we know that ∑p 1/ps tends to infinity by Theorem 3.1.4. Only
a finite number of primes divide m, so the second term tends to zero in the limit.
The third term on the right also tends to zero by Corollary 4.2.2. Therefore
lim
s→1+
∑
p≡a mod m 1/p
s∑
p 1/p
s
=
1
ϕ(m)
> 0, (4.2.5)
so
∑
p≡a mod m 1/p
s tends to infinity as s→ 1+. Thus there are an infinite number of
primes p ≡ a mod m for relatively prime a and m.
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For s > 1, 1/ps < 1/p, so
∑
p≡a mod m
1
ps
<
∑
p≡a mod m
1
p
. (4.2.6)
Letting s→ 1+, we conclude from (4.2.6) that
∑
p≡a mod m
1
p
=∞, (4.2.7)
which is an analogue of Corollary 3.1.6. Dirichlet’s original idea for proving that the
set {p : p ≡ a mod m} is infinite was to show (4.2.7).
4.3 Dirichlet Density
The proof of Theorem 4.2.4 suggests a method for defining the density of a set of
primes within the set of all primes.
Definition 4.3.1. The Dirichlet density d(P ) of a set of primes P is
d(P ) = lim
s→1+
∑
p∈P 1/p
s∑
p 1/p
s
,
if the limit exists.
While the Dirichlet density of P is not as intuitive as the natural density of P ,
which is
lim
x→∞
#{p ≤ x : p ∈ P}
#{p ≤ x} ,
it is more computationally accessible. Furthermore, the two are equal when both
values exist [6, pp. 256-257].
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Proposition 4.3.2. A finite set of primes has Dirichlet density 0. Therefore a set
of primes with positive Dirichlet density is infinite.
Proof. If P is a finite set, then the numerator of the limit converges as s→ 1+. The
denominator tends to infinity as s→ 1+. Hence d(P ) = 0.
When (a,m) = 1, the set P = {p : p ≡ a mod m} has Dirichlet density 1/ϕ(m)
by (4.2.5). This density is independent of a, so the primes are “equally distributed”
among the congruence classes mod m that are relatively prime to m. Using Theorem
4.2.3 in place of Theorem 4.2.1, it can be shown that {p : p ≡ a mod m} has natural
density 1/ϕ(m) when (a,m) = 1, which is reflected by the data in Table 1.0.2 for
m = 9.
Theorem 4.3.3. Let P1 and P2 be sets of prime numbers such that P1, P2, and
P1
⋂
P2 have Dirichlet densities. Then d(P1
⋃
P2) = d(P1) + d(P2) − d(P1
⋂
P2). In
particular, if P1 and P2 have Dirichlet densities and their intersection is finite, then
d(P1
⋃
P2) = d(P1) + d(P2).
Proof. By definition,
d(P1
⋃
P2) = lim
s→1+
∑
p∈(P1
⋃
P2)
p−s∑
p p
−s ,
if the limit exists. For s > 1,
∑
p∈(P1
⋃
P2)
p−s∑
p p
−s =
∑
p∈P1 p
−s +
∑
p∈P2 p
−s −∑p∈(P1⋂P2) p−s∑
p p
−s
=
∑
p∈P1 p
−s∑
p p
−s +
∑
p∈P2 p
−s∑
p p
−s −
∑
p∈(P1
⋂
P2)
p−s∑
p p
−s .
As s→ 1+, the limit is d(P1) + d(P2)− d(P1
⋂
P2).
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Example 4.3.4. Let a1, . . . , ak be relatively prime to m and incongruent mod m.
Taking P =
⋃k
i=1 Pi where Pi = {p : p ≡ ai mod m}, Theorem 4.3.3 and induction
on k shows that d(P ) =
∑k
i=1 d(Pi) = k/ϕ(m).
Chapter 5
Applications of Dirichlet’s
Theorem
Quadratic reciprocity, in essence, is the study of the congruence x2 ≡ a mod p: we
are asking for which a ∈ Z and primes p is a a perfect square mod p. For fixed p,
one can easily describe all such a. For example, x2 ≡ a mod 7 has a nonzero solution
if and only if a ≡ 1, 2, or 4 mod 7. It is not nearly as simple, however, to describe
p with fixed a. For example, how can we characterize all p such that 6 mod p is a
square? This is where interesting results connected to quadratic reciprocity arise.
Dirichet’s theorem will help us calculate the density of primes modulo which a fixed
integer, or finite set of integers, is congruent to a perfect square.
Dirichlet’s theorem has many other applications beyond the setting of quadratic
reciprocity, which we only mention in passing. It is used in the proof of the classifica-
tion of quadratic forms over Q [12, Sect. 2.2 and 3.2], in the determination of torsion
points on the elliptic curve y2 = x3 − n2x [8, p. 44], in the calculation of a bound on
finite subgroups of GLn(Q) [13, Sect. 1.3], and in the construction of the countable
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random graph, called the Rado graph [4].
5.1 The Legendre Symbol
Definition 5.1.1. We define the Legendre symbol for a ∈ Z and odd primes p by
(
a
p
)
=

1 if a ≡ x2 mod p for some x ∈ Z and a 6≡ 0 mod p,
−1 if a 6≡ x2 mod p for all x ∈ Z,
0 if p|a.
If (a
p
) = 1, we call a a quadratic residue mod p. If (a
p
) = −1, we call a a
quadratic nonresidue mod p. For example, mod 7 the quadratic residues are 1 ≡ 12,
2 ≡ 32, and 4 ≡ 52 while the quadratic nonresidues are 3, 5, and 6.
We will use the above assumptions on a and p throughout the chapter: a ∈ Z and
p is an odd prime. Next we present some basic properties of the Legendre symbol.
Lemma 5.1.2. If a ≡ b mod p, then (a
p
) = ( b
p
).
Proof. If p|a, then a ≡ 0 mod p so b ≡ 0 mod p and hence p|b, so (a
p
) = ( b
p
) = 0.
Now assume a 6≡ 0 mod p. Then a is a quadratic residue if and only if a ≡ x2 mod p
for some x. Since a ≡ b mod p, this implies that b ≡ x2 mod p if and only if a ≡
x2 mod p. Hence if a ≡ b mod p, then a and b are either both quadratic residues or
both quadratic nonresidues.
Lemma 5.1.3. For prime p and a ∈ (Z/p)×, a(p−1)/2 ≡ 1 mod p if and only if a is a
quadratic residue mod p.
The exponent (p− 1)/2 is an integer since p is odd.
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Proof. Suppose a is a quadratic residue, that is, a ≡ x2 mod p for some x ∈ Z and
x 6≡ 0 mod p. Then
a(p−1)/2 ≡ (x2)(p−1)/2 ≡ xp−1 ≡ 1 mod p
by Fermat’s little theorem.
Since Z/p is a field, the congruence a(p−1)/2 ≡ 1 mod p has at most (p − 1)/2
solutions in Z/p. We saw that every quadratic residue is a solution, so we will
next count how many quadratic residues there are mod p. The only solutions to
t2 ≡ 1 mod p are t ≡ ±1 mod p, so the squaring homomorphism (Z/p)× → (Z/p)×
has kernel of size 2 and thus image of size (p−1)/2 since |(Z/p)×| = p−1. Therefore,
(p − 1)/2 elements in (Z/p)× are quadratic residues, so the solutions to a(p−1)/2 ≡
1 mod p are the quadratic residues mod p.
Lemma 5.1.4 (Euler’s Criterion). For all a ∈ Z, we have (a
p
) ≡ a(p−1)/2 mod p.
Proof. The theorem is trivial if p|a: both sides are 0 mod p. Therefore, assume that
p does not divide a, so a ∈ (Z/p)×. If a is a quadratic residue mod p, then a(p−1)/2 ≡
1 mod p by Lemma 5.1.3 and (a
p
) = 1 by definition. If a is a quadratic nonresidue
mod p, then a(p−1)/2 6≡ 1 mod p by Lemma 5.1.3 and (a
p
) = −1. Since (a(p−1)/2)2 ≡
ap−1 ≡ 1 mod p and a(p−1)/2 6≡ 1 mod p, we must have a(p−1)/2 ≡ −1 mod p.
Corollary 5.1.5. The Legendre symbol is multiplicative. That is, (a
p
)( b
p
) = (ab
p
) for
all integers a and b.
Proof. By Lemma 5.1.4, (a
p
)( b
p
) ≡ a(p−1)/2b(p−1)/2 mod p and (ab
p
) ≡ (ab)(p−1)/2 mod p.
But a(p−1)/2b(p−1)/2 = (ab)(p−1)/2, so (a
p
)( b
p
) ≡ (ab
p
) mod p. Since 0, 1, and −1 are
incongruent mod p, we get (a
p
)( b
p
) = (ab
p
).
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Lemma 5.1.6. For all odd primes p, (−1
p
) = (−1)(p−1)/2.
Proof. Substituting a = −1 into Lemma 5.1.4 yields (−1
p
) ≡ (−1)(p−1)/2 mod p. Since
(−1
p
) = ±1, (−1)(p−1)/2 = ±1, and 1 6≡ −1 mod p, we have (−1
p
) = (−1)(p−1)/2.
Lemma 5.1.7. For all odd primes p, (2
p
) = (−1)(p2−1)/8.
Proof. Our argument is from [10, p. 150]. First note that this is equivalent to 2 being
a quadratic residue if p ≡ 1, 7 mod 8 and a quadratic nonresidue if p ≡ 3, 5 mod 8.
That is what we will show.
Suppose p ≡ 1 mod 4. We then have
2(p−1)/2
(
p− 1
2
)
! = 2(p−1)/2 · 1 · 2 · 3 · · ·
(
p− 1
2
)
= 2 · 4 · 6 · · · (p− 1)
= 2 · 4 · 6 · · ·
(
p− 1
2
)(
p+ 3
2
)
· · · (p− 3)(p− 1)
≡ 2 · 4 · 6 · · ·
(
p− 1
2
)(
3− p
2
)
· · · (−3)(−1) mod p
≡ 2 · 4 · 6 · · ·
(
p− 1
2
)(
p− 3
2
)
· · · (3)(1)(−1)(p−1)/4 mod p
≡ 1 · 2 · 3 · · ·
(
p− 1
2
)
(−1)(p−1)/4 mod p
≡ (−1)(p−1)/4
(
p− 1
2
)
! mod p.
Because
(
p−1
2
)
! is a product of invertible numbers mod p, it is invertible mod p.
Therefore 2(p−1)/2 ≡ (−1)(p−1)/4 mod p. Plugging in p ≡ 1 mod 8 with p = 8k + 1
yields 2(p−1)/2 ≡ (−1)2k ≡ 1 mod p, whereas plugging in p ≡ 5 mod 8 with p = 8k+ 5
yields 2(p−1)/2 ≡ (−1)2k+1 ≡ −1 mod p. Thus 2 is a quadratic residue when p ≡
1 mod 8, but is a quadratic nonresidue when p ≡ 5 mod 8.
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We can work similarly for p ≡ 3 mod 4. Computation shows that
2(p−1)/2
(
p− 1
2
)
! = 2 · 4 · 6 · · ·
(
p− 3
2
)(
p+ 1
2
)
· · · (p− 3)(p− 1)
≡ 2 · 4 · 6 · · ·
(
p− 3
2
)(
1− p
2
)
· · · (−3)(−1) mod p
≡ 1 · 2 · 3 · · ·
(
p− 1
2
)
(−1)(p+1)/4 mod p
≡ (−1)(p+1)/4
(
p− 1
2
)
! mod p.
Here we find that 2(p−1)/2 ≡ (−1)(p+1)/4 mod p. If we plug in p ≡ 3 mod 8, we find that
2(p−1)/2 ≡ −1 mod p. On the other hand, if p ≡ 7 mod 8 then 2(p−1)/2 ≡ 1 mod p.
Lemmas 5.1.6 and 5.1.7 are called the supplementary laws of quadratic reciprocity.
We now present without proof the main law of quadratic reciprocity.
Theorem 5.1.8. For distinct odd primes p and q, ( q
p
) = (−1)((p−1)/2)·((q−1)/2)(p
q
).
Equivalently, (
q
p
)
=

(
p
q
)
if p or q ≡ 1 mod 4,
−
(
p
q
)
if p and q ≡ 3 mod 4.
Proof. See [7, pp. 58-60].
To demonstrate the usefulness of quadratic reciprocity, we will now compute some
examples.
Example 5.1.9. Is 87 =  mod 61? Since 87 ≡ 26 mod 61, by Lemma 5.1.2 we can
reduce this to (87
61
) = (26
61
) = ( 2
61
)(13
61
), where the second equality holds by Corollary
5.1.5. Since 13 ≡ 1 mod 4, (13
61
) = (61
13
) = ( 9
13
) by Theorem 5.1.8. Clearly ( 9
13
) = 1
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because 9 = 32. By Lemma 5.1.7, ( 2
61
) = −1 since 61 ≡ 5 mod 8. Hence (87
61
) =
( 2
61
)( 9
13
) = −1 · 1 = −1, so 87 is not a square mod 61.
Example 5.1.10. Is 33 =  mod 97? By Corollary 5.1.5, (33
97
) = ( 3
97
)(11
97
). We then
find that because 97 ≡ 1 mod 4,
(
3
97
)
=
(
97
3
)
=
(
1
3
)
= 1 and
(
11
97
)
=
(
97
11
)
=
(
9
11
)
= 1.
Hence 33 is a square mod 97. Quadratic reciprocity tells us that the congruence
33 ≡ x2 mod 97 has a solution. It does not tell us what a solution is. From an
explicit search, 33 ≡ 324 ≡ 182 mod 97.
Example 5.1.11. Find all primes p 6= 2, 3 such that 6 ≡  mod p. Write (6
p
) = 1 as
(2
p
)(3
p
) = 1. This is satisfied if either 2 and 3 are both quadratic residues mod p or
if both are quadratic nonresidues mod p. The number (2
p
) is completely determined
by p mod 8. Since
(
3
p
)
= (−1) p−12 · 3−12
(p
3
)
= (−1) p−12
(p
3
)
,
where (−1)(p−1)/2 is determined by p mod 4 and (p
3
) is determined by p mod 3, (3
p
) is
determined by p mod 12. So (6
p
) is determined by p mod 24.
Below we present a table of values of (6
p
) for p mod 24 ∈ (Z/24)×, and from the
bottom row we see (6
p
) = 1 ⇐⇒ p ≡ 1, 5, 19, 23 mod 24.
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p mod 24 1 5 7 11 13 17 19 23
Sample p 73 5 7 11 13 17 19 23
(2
p
) 1 −1 1 −1 −1 1 −1 1
(−1)(p−1)/2 1 1 −1 −1 1 1 −1 −1
(p
3
) 1 −1 1 −1 1 −1 1 −1
(6
p
) 1 1 −1 −1 −1 −1 1 1
5.2 Statistics of One Legendre Symbol
Our first application of Dirichlet’s theorem to the behavior of the Legendre symbol
is a proof that when a ∈ Z is not a square, (a
p
) = −1 infinitely often. It depends on
the following property of the Legendre symbol.
Lemma 5.2.1. For any nonzero integer a, if p ≡ 1 mod 4a then (a
p
) = 1.
Proof. We induct on |a|. If a = 1 the result is trivial, and if a = −1 the result is clear
from the formula (−1
p
) = (−1)(p−1)/2.
If |a| > 1, then a has a prime factor, say q. Write a = qa′, so (a
p
) = ( q
p
)(a
′
p
). Since
|a′| < |a| and p ≡ 1 mod 4a′, by induction (a′
p
) = 1. We also have p ≡ 1 mod 4q, and
we will derive ( q
p
) = 1 from this using quadratic reciprocity.
If q = 2 then p ≡ 1 mod 8, so ( q
p
) = (2
p
) = 1 by the supplementary law of quadratic
reciprocity.
If q is odd then (
q
p
)
= (−1) p−12 · q−12
(
p
q
)
,
and we have (−1) p−12 = 1 from p ≡ 1 mod 4, while (p
q
) = 1 from p ≡ 1 mod q.
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Theorem 5.2.2. For any nonzero integer a that is not a perfect square, there exist
infinitely many odd primes p such that (a
p
) = −1.
Proof. First we will assume that a is squarefree. If a = −1, use any of the infinitely
many primes p ≡ 3 mod 4, which exist either by Dirichlet’s theorem or by the ele-
mentary method in Theorem 4.1.2. If a 6= −1 then a has a prime factor q. Write
a = qa′, so (q, a′) = 1.
If a is odd, so q 6= 2, pick an integer x such that x mod q is not a square. By the
Chinese remainder theorem, there exists an integer m satisfying
m ≡

x mod q,
1 mod 4a′,
(5.2.1)
and (m, 4qa′) = 1 since (x, q) = 1. By Dirichlet’s theorem, there are infinitely many
primes p such that p ≡ m mod 4a (note that 4a = 4a′q). For any such prime p,
(a
p
) = ( q
p
)(a
′
p
) = (−1) p−12 · q−12 (p
q
)(a
′
p
). Since p ≡ 1 mod 4, the first factor is 1. The
Legendre symbol (p
q
) equals (x
q
) = −1, and the Legendre symbol (a′
p
) is 1 by Lemma
5.2.1 since p ≡ 1 mod 4a′, so (a
p
) = (1)(−1)(1) = −1.
If a is even, let q = 2, so a′ is odd since a is assumed to be squarefree. By the
Chinese remainder theorem, there exists an integer m satisfying
m ≡

5 mod 8,
1 mod a′,
(5.2.2)
and (m, 8a′) = 1. By Dirichlet’s theorem there are infinitely many primes p such that
p ≡ m mod 4a (note that 4a = 8a′). For any such p, (a
p
) = ( q
p
)(a
′
p
) = (2
p
)(a
′
p
). Since
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p ≡ 5 mod 8, (2
p
) = −1 by Lemma 5.1.7. Since p ≡ 1 mod 4 and p ≡ 1 mod a′, we
have p ≡ 1 mod 4a′, so (a′
p
) = 1 by Lemma 5.2.1. Thus (a
p
) = (−1)(1) = −1.
If a is not squarefree, we may write a = bc2 where b is squarefree and b 6= 1.
Then (a
p
) = ( b
p
)( c
p
)2. If p does not divide c, then ( c
p
)2 = 1 and (a
p
) = ( b
p
). From the
squarefree case, for all odd p satisfying a particular congruence condition mod 4b we
have ( b
p
) = −1. Infinitely many such p are guaranteed to exist by Dirichlet’s theorem,
and infinitely many such p do not divide c. For these p, (a
p
) = ( b
p
) = −1.
Theorem 5.2.2 can be proved without Dirichlet’s theorem [7, pp. 57-58].
Corollary 5.2.3. A nonzero integer a is a perfect square if and only if (a
p
) = 1 for
all but finitely many odd primes p.
Proof. If a is not a perfect square, then by Theorem 5.2.2 there are infinitely many
odd primes p such that (a
p
) = −1, so contrapositively if (a
p
) = 1 for all but finitely
many odd primes p then a is a perfect square.
Conversely, suppose a is a perfect square. Then we can write a = k2 for some
integer k and it follows that (a
p
) = (k
2
p
) = (k
p
)2. If p does not divide a, clearly p does
not divide k, so (a
p
) = (k
p
)2 = (±1)2 = 1.
Our next application of Dirichlet’s theorem, at the end of this section, is a proof
that when a ∈ Z is not a perfect square, (a
p
) = −1 for half of the primes p in the
sense of Dirichlet density. To show this, we will first need to show that the Legendre
symbol (a
p
) for fixed nonzero a and varying odd prime p can be interpreted as a
Dirichlet character on the group (Z/4a)×. In order to do this, we need to build up
some of the mechanical properties of the Legendre symbol that follow from quadratic
reciprocity.
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Lemma 5.2.4. For odd primes p, q, and r, if pq ≡ r mod 4, then (−1
p
)(−1
q
) = (−1
r
).
Proof. The conclusion says (−1)(p−1)/2(−1)(q−1)/2 = (−1)(r−1)/2, or equivalently
p− 1
2
+
q − 1
2
≡ r − 1
2
mod 2.
Multiplying through by 2, that congruence is the same as (p − 1) + (q − 1) ≡ r −
1 mod 4. Since pq ≡ r mod 4, we can rewrite (p − 1) + (q − 1) ≡ r − 1 mod 4 as
(p − 1) + (q − 1) ≡ pq − 1 mod 4, and after rearranging terms and factoring, this
becomes (p− 1)(q − 1) ?≡ 0 mod 4. Since p and q are odd, p− 1 and q − 1 are even,
so we are done.
Lemma 5.2.5. For odd primes p, q, and r, if pq ≡ r mod 8, then (2
p
)(2
q
) = (2
r
).
Proof. First note by the supplementary law of quadratic reciprocity that
(
2
p
)(
2
q
)
= (−1)(p2−1)/8+(q2−1)/8 and
(
2
r
)
= (−1)(r2−1)/8.
Thus our claim is true if and only if p
2−1
8
+ q
2−1
8
≡ r2−1
8
mod 2, which is equivalent
to
(p2 − 1) + (q2 − 1) ≡ r2 − 1 mod 16. (5.2.3)
For integers a and b, if a ≡ b mod 2m then a2 ≡ b2 mod 2m+1: from a − b ≡
0 mod 2m and a + b ≡ 0 mod 2, a2 − b2 = (a − b)(a + b) ≡ 0 mod 2m+1 so a2 ≡
b2 mod 2m+1. Taking a = pq, b = r, and m = 3, we get p2q2 ≡ r2 mod 16. That
makes (5.2.3) the same as
(p2 − 1) + (q2 − 1) ≡ p2q2 − 1 mod 16,
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which is equivalent to p2q2 − p2 − q2 + 1 ≡ 0 mod 16, and the left side can be put in
factored form:
(p2 − 1)(q2 − 1) ?≡ 0 mod 16.
For any odd number a, a2 ≡ 1 mod 8 (since a2 − 1 = (a + 1)(a− 1), with one factor
being divisible by 2 and the other by 4). Thus (p2− 1)(q2− 1) is divisible by 64, and
thus by 16.
Theorem 5.2.6. Assume that a is a nonzero integer and that p, q, and r are odd
primes not dividing a. If pq ≡ r mod 4a, then (a
p
)(a
q
) = (a
r
).
Remark 5.2.7. The preceeding lemmas are the special cases a = −1 and a = 2.
The theorem would make no sense if a = 0 since the condition pq ≡ r mod 4a would
become pq ≡ r mod 0, i.e., pq = r, which is false.
Proof. Suppose a has a square factor, say a = bc2. Then (a
p
) = ( b
p
)( c
p
)2. Since p
does not divide a, and thus does not divide c, ( c
p
)2 = (±1)2 = 1, so (a
p
) = ( b
p
).
Likewise (a
q
) = ( b
q
) and (a
r
) = ( b
r
). Moreover, from pq ≡ r mod 4a we get pq ≡
r mod 4b. Therefore we can replace a with b throughout and thus assume without
loss of generality that a is squarefree.
Let a have factorization ε`1`2 · · · `n, where ε = ±1 and the `i are distinct primes.
Then (
a
p
)(
a
q
)
=
(
ε
p
)(
`1
p
)
· · ·
(
`n
p
)(
ε
q
)(
`1
q
)
· · ·
(
`n
q
)
and (a
r
)
=
(ε
r
)(`1
r
)
· · ·
(
`n
r
)
,
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so the equation (a
p
)(a
q
) = (a
r
) would follow from
(
ε
p
)(
ε
q
)
=
(ε
r
)
and
(
`i
p
)(
`i
q
)
=
(
`i
r
)
for each `i. (5.2.4)
The first equation in (5.2.4) is obvious when ε = 1 and it is Lemma 5.2.4 when
ε = −1.
To prove the second equation in (5.2.4), we can use Lemma 5.2.5 if `i = 2. If
`i 6= 2, the main law of quadratic reciprocity tells us that
(
`i
p
)(
`i
q
)
=(−1) p−12 · `i−12
(
p
`i
)
(−1) q−12 · `i−12
(
q
`i
)
=(−1)( p−12 + q−12 ) `i−12
(
pq
`i
)
(5.2.5)
and (
`i
r
)
= (−1) r−12 · `i−12
(
r
`i
)
. (5.2.6)
Since pq ≡ r mod 4a implies pq ≡ r mod 4, (−1)( p−12 + q−12 ) `i−12 = (−1) r−12 · `i−12 by
Lemma 5.2.4 (raise both sides of (−1
p
)(−1
q
) = (−1
r
) to the power `i−1
2
). Since pq ≡
r mod 4a implies pq ≡ r mod `i too, (pq`i ) = ( r`i ).
Now we are ready to interpret (a
p
) as a Dirichlet character of the denominator.
Theorem 5.2.8. For a fixed nonzero a ∈ Z, define χ : (Z/4a)× → {±1} by χ(m) =
(a
`
) for any odd prime ` such that ` ≡ m mod 4a. Then χ is a well-defined group
homomorphism. Furthermore, χ is nontrivial when a is not a perfect square.
Proof. By Dirichlet’s theorem there exist odd prime representatives for each of the
congruence classes in (Z/4a)×, and the Legendre symbol (a
`
) makes sense with any
odd prime `. When ` does not divide 2a, (a
`
) is ±1, not 0.
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We must ensure that χ(m) is independent of the prime ` such that ` ≡ m mod 4a.
That is, if for odd primes ` and p such that ` ≡ p mod 4a, we need to check that
(a
`
) = (a
p
). Let a have the factorization a = εq1q2 · · · qn where ε = ±1 and the qi are
(not necessarily distinct) primes.
Case 1: a > 0 and a is odd. Thus ε = 1. Computation shows that
(a
`
)
=
n∏
i=1
(qi
`
)
= (−1) `−12
∑n
i=1
qi−1
2
n∏
i=1
(
`
qi
)
and (
a
p
)
=
n∏
i=1
(
qi
p
)
= (−1) p−12
∑n
i=1
qi−1
2
n∏
i=1
(
p
qi
)
.
For each i, ( `
qi
) = ( p
qi
) because ` ≡ p mod a, hence ` ≡ p mod qi. Also, (−1)(`−1)/2 =
(−1)(p−1)/2 because ` ≡ p mod 4. Therefore, (a
`
) = (a
p
) when ` ≡ p mod 4a.
Case 2: a > 0 and a is even. Write a = 2ea′, where e ≥ 1 and a′ is odd. Set q1 = 2
and a′ = q2 · · · qn. Then (a` ) = (2` )e(a
′
`
) and (a
p
) = (2
p
)e(a
′
p
). By Case 1, (a
′
`
) = (a
′
p
) since
a′ is odd and positive and ` ≡ p mod 4a′. It remains to check that (2
`
) = (2
p
). That
means that we require (−1)(`2−1)/8 = (−1)(p2−1)/8, or equivalently `2 ≡ p2 mod 16.
Since ` ≡ p mod 4a and 2|a, we have ` ≡ p mod 8. By the proof of Lemma 5.2.5, we
conclude that `2 ≡ p2 mod 16. (Alternatively, ` ≡ p mod 8 ⇒ (2
`
) = (2
p
) by Lemma
5.1.7.)
Case 3: a < 0. Write a = −a′. Then ` ≡ p mod 4a′, so (a′
`
) = (a
′
p
) from Cases
1 and 2. Therefore showing that (a
`
) = (a
p
) reduces to showing that (−1
`
) = (−1
p
), or
equivalently that (−1)(`−1)/2 = (−1)(p−1)/2, which is true because ` ≡ p mod 4.
To be a group homomorphism, we must have χ(mn) = χ(m)χ(n) for all m,n ∈
(Z/4a)×. Choose odd primes `, p, and r such that ` ≡ m mod 4a, p ≡ n mod 4a, and
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r ≡ mn mod 4a. Then `p ≡ mn ≡ r mod 4a. We have χ(mn) = (a
r
) and χ(m)χ(n) =
(a
`
)(a
p
), so χ(mn) = χ(m)χ(n) by Theorem 5.2.6.
The function χ is nontrivial when a is not a perfect square by Theorem 5.2.2.
Theorem 5.2.9. If a is not a perfect square, then the sets of primes {p : (a
p
) = 1}
and {p : (a
p
) = −1} both have Dirichlet density 1/2.
Proof. Let χ be the Dirichlet character mod 4a from Theorem 5.2.8, so χ(p) = (a
p
) if
p does not divide 4a. By Theorem 5.2.2, χ : (Z/4a)× → {±1} is surjective. Since χ
is nontrivial, we know from group theory that the kernel of χ has index 2. Therefore,
half of all elements of (Z/4a)× are mapped to 1 by χ and the other half to −1. That
is, the condition (a
p
) = 1 is equivalent to p lying in half of the congruence classes of
(Z/4a)×. By Example 4.3.4, each of these sets has Dirichlet density 1/2.
Remark 5.2.10. Using the natural density version of Dirichlet’s theorem, these two
sets of primes also have natural density 1/2.
5.3 Statistics of Multiple Legendre Symbols
A set of nonzero integers a1, . . . , ar is called independent mod squares if no product of
the ai’s is a perfect square. For example, {12, 21, 27} is not independent mod squares
since 12 · 27 = 182, but {6, 13, 35} is: none of 6, 13, 35, 6 · 13, 6 · 35, 13 · 35, 6 · 13 · 35
is a square. The goal of this section is to prove the following:
Theorem 5.3.1. Given any integers a1, . . . , ar that are independent mod squares and
any ε1, . . . , εr ∈ {±1}, there exist infinitely many odd primes p such that (aip ) = εi
for i = 1, . . . , r.
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This says that each (ai
p
) is “independent” of the other Legendre symbols (
aj
p
) as
p varies. Later we will show that the Dirichlet density of p such that (ai
p
) = εi for
i = 1, . . . , r is 1/2r, which is independent of the choice of prescribed εi values.
The case r = 1 of Theorem 5.3.1 follows from Lemma 5.2.1 (for (a1
p
) = 1) and
Theorem 5.2.2 (for (a1
p
) = −1).
Lemma 5.3.2. Let a ∈ Z− {0, 1,−1} be squarefree and d|a with |d| < |a|. For each
ε ∈ {±1}, there are infinitely many primes p such that p ≡ 1 mod 4d and (a
p
) = ε.
Proof. Since |d| < |a|, there is a prime ` dividing a/d. Write a = `a′, so d|a′ and
(a
p
) = ( `
p
)(a
′
p
) for all odd primes p. Since a is squarefree, ` does not divide a′.
Case 1: ` 6= 2. For any odd prime p 6= `, (a
p
) = (−1)(p−1)/2·(`−1)/2(p
`
)(a
′
p
).
Choose an integer c such that ( c
`
) = ε. By the Chinese remainder theorem, there
is an integer k such that k ≡ c mod ` and k ≡ 1 mod 4a′ since ` and 4a′ are relatively
prime. Dirichlet’s theorem then tells us that there are infinitely many primes p such
that p ≡ k mod 4a. (Note 4a = 4a`′.) For such primes, p ≡ k ≡ 1 mod 4a′, so
(a
′
p
) = 1 by Lemma 5.2.1 and (a
p
) = (−1)(p−1)/2·(`−1)/2(p
`
)(a
′
p
) = 1 · ( c
`
) ·1 = ε. We have
p ≡ 1 mod 4d since d|a′.
Case 2: ` = 2. We have a = 2a′ with a′ odd. For any odd prime p, (a
p
) = (2
p
)(a
′
p
).
If ε = 1, let k ∈ Z satisfy k ≡ 1 mod 8 and k ≡ 1 mod a′, while if ε = −1 let
k ∈ Z satisfy k ≡ 5 mod 8 and k ≡ 1 mod a′. For every prime p satisfying p ≡
k mod 8, we have (2
p
) = ε. Dirichlet’s theorem tells us that there are infinitely many
p ≡ k mod 4a. For these p we have p ≡ k mod 8 since 2|a, and also p ≡ 1 mod 4a′,
so (a
p
) = (2
p
)(a
′
p
) = ε · 1 = ε. We have p ≡ 1 mod 4d since k ≡ 1 mod 4 and d|a′.
To prove the case r ≥ 2 in Theorem 5.3.1, we will use the notion of multiplicatively
independent elements in a group, which was defined in Definition 2.1.9.
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Theorem 5.3.3. Suppose a set of nonzero integers a1, . . . , ar is independent mod
squares. Then the Dirichlet characters χi : (Z/4a1 · · · ar)× → S1, where χi(p) = (aip )
for primes p not dividing 4a1 · · · ar, are multiplicatively independent in the group of
characters of (Z/4a1 · · · ar)×.
Proof. Since each ai is not a square, each χi has order 2 by Theorem 5.2.8. Therefore
if {χ1, . . . , χr} were not multiplicatively independent, we have χi =
∏
j∈S χj for some
i and some S ⊂ {1, . . . , r} − {i}. Then (ai
p
) = (
∏
j∈S aj
p
) for all primes p not dividing
4a1 · · · ar, so (ai
∏
aj
p
) = 1 for all such p. Therefore, ai
∏
j∈S aj is a perfect square by
Corollary 5.2.3, a contradiction of the independence of the ai’s mod squares.
Theorem 5.3.4. Let a1, . . . , ar be nonzero integers that are independent mod squares.
For ε1, . . . , εr ∈ {±1}, there are infinitely many odd primes p such that (aip ) = εi for
each i.
Proof. Let χi : (Z/4a1 · · · ar)× → {±1} by χi(n) = (aip ) for prime p ≡ n mod 4a1 · · · ar.
By Theorem 5.3.3, since the ai are independent mod squares the characters χ1, . . . , χr
are multiplicatively independent in the group of characters of (Z/4a1 · · · ar)×. We
want to apply Theorem 2.1.12, using for H in that theorem the group of characters
of (Z/4a1 · · · ar)×. Let us first see how Ĥ can be viewed as (Z/4a1 · · · ar)×.
For any finite abelian group G, the group
̂̂
G can be interpreted as G: to each
g ∈ G we have the evaluation mapping evg where evg : Ĝ → S1 by evg(χ) = χ(g).
Each evaluation is a homomorphism since evg(χ1χ2) = (χ1χ2)(g) = χ1(g)χ2(g) =
evg(χ1)evg(χ2). Thus evg ∈ ̂̂G for all g ∈ G. The mapping ψ : G→ ̂̂G by ψ(g) = evg
is a homomorphism: to show that ψ(g1g2) = ψ(g1)ψ(g2), i.e. evg1g2 = evg1evg2 on Ĝ,
pick χ ∈ Ĝ. Then evg1g2(χ) = χ(g1g2) = χ(g1)χ(g2) = evg1(χ)evg2(χ) = (evg1evg2)(χ).
Furthermore, by Theorem 2.1.5, for any two distinct g, h ∈ G, there exists some χ ∈ Ĝ
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such that χ(g) 6= χ(h), so evg(χ) 6= evh(χ) which means ψ is injective. By Theorem
2.1.6, |G| = |Ĝ| and |Ĝ| = | ̂̂G|, so |G| = | ̂̂G|. Therefore, G ∼= ̂̂G by g 7→ evg.
In Theorem 2.1.12, let H be the group of characters of (Z/4a1 · · · ar)×, so Ĥ =
(Z/4a1 · · · ar)×, and let hi = χi. Each χi has order 2. Since ε2i = 1, by Theorem 2.1.12
there exists an n ∈ (Z/4a1 · · · ar)× such that χi(n) = εi for every i. By Dirichlet’s
theorem there are infinitely many prime p ≡ n mod 4a1 · · · ar, so χi(p) = εi for all i,
which says (ai
p
) = εi for all i.
Theorem 5.3.5. Let a1, . . . , ar be nonzero integers that are independent mod squares.
For ε1, . . . , εr ∈ {±1}, the Dirichlet density of the set of primes p such that (a1p ) =
ε1, . . . , (
ar
p
) = εr is 1/2
r.
Proof. Let χi : (Z/4a1 · · · ar)× → {±1} by χi(p) = (aip ) for primes p not dividing
4a1 · · · ar. Direct computation shows that
{
p :
(
a1
p
)
=ε1, . . . ,
(
ar
p
)
=εr
}
= {p mod 4a1 · · · ar : χi(p) = εi for 1 ≤ i ≤ r}
=
{
p mod 4a1 · · · ar∈f−1(ε1, . . . , εr)
}
, (5.3.1)
where f : (Z/4a1 · · · ar)× → {±1}r by f(n) = (χ1(n), . . . , χr(n)). This is a homomor-
phism. The function f is surjective by Theorem 5.3.4, so the set of primes p such that
f(p) = (ε1, . . . , εr) is equal to a coset of the kernel K = ker(f) in G = (Z/4a1 · · · ar)×,
say gK. In particular, since f is surjective, there are 2r cosets of K in G. Using Ex-
ample 4.3.4, the set of primes in (5.3.1) has Dirichlet density
|gK|
|G| =
|K|
|G| =
1
|G|/|K| =
1
[G : K]
=
1
2r
.
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Remark 5.3.6. Using the natural density version of Dirichlet’s theorem, the set of
primes in Theorem 5.3.5 has natural density 1/2r.
Example 5.3.7. Let r = 3 with a1 = 6, a2 = 13, and a3 = 35. Below we provide
a table counting the number of primes p ≤ N such that (6
p
), (13
p
), and (35
p
) respec-
tively take the values ε1, ε2, ε3, labeled by the vector (ε1, ε2, ε3). The corresponding
proportions in Table 5.3.2 have limit 1/23 = 1/8 = .125 as N →∞.
(ε1, ε2, ε3) N : 10
2 103 104 105 106
(1, 1, 1) 2 19 143 1178 9722
(1, 1,−1) 1 17 160 1201 9850
(1,−1, 1) 4 17 154 1214 9829
(1,−1,−1) 2 26 149 1192 9809
(−1, 1, 1) 1 19 149 1197 9921
(−1, 1,−1) 2 24 157 1209 9746
(−1,−1, 1) 2 21 169 1190 9777
(−1,−1,−1) 5 20 143 1206 9839
Table 5.3.1: Number of p ≤ N where (6p) = ε1, (13p ) = ε2, (35p ) = ε3.
(ε1, ε2, ε3) N : 10
2 103 104 105 106
(1, 1, 1) .1200 .1131 .1164 .1228 .1239
(1, 1,−1) .0400 .1012 .1302 .1252 .1255
(1,−1, 1) .1600 .1012 .1253 .1266 .1252
(1,−1,−1) .0800 .1548 .1212 .1243 .1250
(−1, 1, 1) .0400 .1131 .1212 .1248 .1264
(−1, 1,−1) .0800 .1429 .1277 .1260 .1242
(−1,−1, 1) .0800 .1250 .1375 .1241 .1246
(−1,−1,−1) .2000 .1190 .1164 .1257 .1253
Table 5.3.2: Proportion of p ≤ N where (6p) = ε1, (13p ) = ε2, (35p ) = ε3.
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