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Abstract
The continuum equations of fluid mechanics are rederived with the
intention of keeping certain mechanical and thermodynamic concepts
separate. A new ”mechanical” mass density is created to be used in
computing inertial quantities, whereas the actual mass density is treated
as a thermodynamic variable. A new set of balance laws is proposed,
including a mass balance equation with a non-convective flux. The basic
principles of irreversible thermodynamics are used to obtain linear con-
stitutive equations that are expansions of–not only the usual affinities
involving gradients of temperature and velocity–but also the gradient of
the chemical potential. Transport coefficients are then chosen based on
an elementary diffusion model, which yields simple constitutive laws fea-
turing just two transport parameters: one for the longitudinal part of the
motion and one for the rotational part. The resulting formulation dif-
fers from the Navier-Stokes-Fourier equations of fluid motion. In order to
highlight key similarities and differences between the two approaches, sev-
eral examples in fluid mechanics are treated in part II, including sound
propagation, light scattering, steady-state shock waves, thermophoresis,
and Poiseuille flow.
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1 Introduction
The starting point for the theory proposed here is simple but somewhat ab-
stract. Instead of the five equations and five unknowns that the Navier-Stokes-
Fourier (NSF) formulation employs to describe a single-component fluid in three
spatial dimensions, this formulation requires six (although the number of equa-
tions/unknowns drops back down to five for most linearized problems). The
extra equation governs a new quantity, which I call the mechanical mass density
and label as m. It is a book-keeping variable to be used when defining inertial
quantities such as linear and angular momentum and kinetic energy.
The mechanical mass density is assumed to satisfy a continuity equation
with nothing but convection to move it, while the (actual) mass density m is
governed by a balance law that includes a mass diffusion term in addition to a
convection term.
Behind the equations of motion that follow, a philosophy has been adopted
to keep thermodynamics and mechanics separate in some key respects. The
non-convective mass flux, q
M
, is treated as one would the non-convective heat
or internal energy flux, not, in other words, as a momentum involving a diffusion
velocity. It is assumed to be dissipative and, consequently, its form is chosen
based on non-equilibrium thermodynamic principles. On the other hand, the
mechanical mass density may be viewed as the background mass density the
material would have if it were somehow in a state of thermodynamic equilibrium
with only the velocity field directly affecting it through the laws of continuum
mechanics. The balance laws stemming from these ideas are proposed in §3.
In them, there appears a local continuum mechanical velocity, v, which is used
in the convection terms and in the definitions of the momentum and kinetic
energy densities. Also, in these inertial density definitions, the mechanical
mass density is employed instead of the actual mass density. Finally, when
postulating a form for the total pressure tensor appearing in the momentum
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equation, there is no allowance for mass diffusion effects, nor are mass diffusion
and external body forces allowed to affect one another directly.
The above statements warrant clarification: I am not claiming there to be
an absence of inertial effects arising from the mass diffusion. After all, one may
define momentum and kinetic energy densities involving the actual mass density
or the total mass flux and then postulate balance laws for the time rate of change
of those quantities. I prefer not to work with these, however, as their balance
laws are complicated by cross-effects. Within my formulation, the velocity
v is not responsible for the overall mass flow. Instead, it is seen to govern,
through convection, only the mechanical part of the flow, e.g. that which is
caused by pressure disturbances, moving boundaries, gravity, etc., whereas the
diffusional part of the mass flow is handled separately in accordance with non-
equilibrium thermodynamics. With this in mind, the balance laws given in §3
for the linear momentum, angular momentum, and kinetic energy densities are
understood to be laws for the mechanical part of the linear momentum, angular
momentum, and kinetic energy densities. There are some interesting benefits
to this approach, a few of which are (1) it circumvents the angular momentum
conservation issues and other concerns raised in O¨ttinger et al. [14]–see §3, (2)
because the diffusional part of the mass flux can be made to cancel with the
convective part, it allows us to model an impermeable boundary with a non-zero
normal velocity at that boundary as arising in the case of non-infinite acoustic
impedance at a sound barrier–see §6 of part II, and (3) after appropriate
constitutive equations and transport coefficients are chosen, it leads to the case
of pure diffusion via Fick’s law when mass density gradients are present yet
conditions have been chosen to eliminate all mechanical forces–see §4 of part
II.
In §4 and appendix B of the current paper, the principles of irreversible
thermodynamics are used to select general forms for the dissipative fluxes ap-
pearing in the balance laws. The NSF formulation possesses two dissipative
fluxes, the heat flux and the viscous pressure tensor, whereas mine at the outset
possesses four: the aforementioned two, plus a non-convective mass flux and an
energy flux due to chemical work. I choose expressions for the chemical energy
and heat fluxes in strict analogy to the first law of equilibrium thermodynam-
ics. With standard techniques, my formulation produces linear constitutive
laws that are expanded in terms of the usual affinities involving gradients of the
velocity and temperature, as in the case of the NSF formulation. However, there
arise additional terms involving gradients of the chemical potential. Since the
non-convective internal energy flux may be expressed as the sum of those due
to heat and chemical work, my formulation is found to have three independent
constitutive laws and six transport coefficients (two for each law), five of which
are independent if Onsager reciprocity is enforced.1 It may be difficult, if not
impossible, to devise experiments for measuring each of my general transport
1It should be noted that at this stage, one could choose the coefficients in my formulation
such that the non-convective mass flux vanishes, thereby yielding the NSF formulation as a
special case, with its two constitutive laws and three transport parameters (bulk and shear
viscosity and heat conductivity).
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coefficients individually. Therefore, the proposed framework would not be very
convenient or useful without a transport model to guide specific choices for the
formulas of these transport coefficients.
Many thermodynamics textbooks, e.g. Reif [15, ch. 12], present a simple
particle diffusion model as an introduction to non-equilibrium transport pro-
cesses, the general idea being that the particles of a gas diffuse via random col-
lisions with one another, and they carry with them extensive quantities, such as
momentum and energy, which are exchanged during the collisions. These types
of models, constructed for a classical monatomic ideal gas, are found to be qual-
itatively useful but quantitatively inaccurate, and thus they are discarded for
more intricate procedures based on the Boltzmann equation. However, within
the setting of my general formulation, it is of interest to revisit these ideas of
diffusion. I claim that my construction helps make such an elementary picture
a viable way of describing non-equilibrium transport in fluids. Moreover, the
ideas behind this model are not constrained to the case of a classical monatomic
ideal gas. First, in §6 I linearize the equations of motion and decompose the
problem into its longitudinal and rotational parts. Next, in §7, I suggest a
transport model in which each of the quantities appearing in the longitudinal
part, i.e. the mass, internal energy, and longitudinal momentum, all diffuse with
the same coefficient D.2 Furthermore, since the linearized versions of NSF and
my formulation yield identical rotational parts, which consist of one equation
governing the rotational momentum that may be uncoupled from the rest of the
equations, I postulate that the shear viscosity parameter η is the same for both
descriptions. This gives rise to formulas for all six of the transport coefficients
involving just two parameters, and Onsager reciprocity is automatically satis-
fied. The heat flux law arising from such a model turns out to be different from
Fourier’s, and the total viscous pressure resulting from my assumptions differs
from that of Navier-Stokes, as well. Of course, it is important to be able relate
D to the usual transport parameters, the bulk and shear viscosities and heat
conductivity, in problems for which the NSF formulation is known to give the
right answer. This is easily done by using sound attenuation data, for example,
as shown in §5 of part II. An equally important issue is that there must be
a way of experimentally distinguishing between the two theories for a problem
where the NSF equations can be shown to fail. Light scattering, addressed in
§7 of part II, may prove to be such an experiment, and it is currently being
conducted.
When considering the dimensionless Knudsen number, Kn, defined as the
ratio of the fluid’s mean free path length to some characteristic length scale
in a particular problem, it should be emphasized that, like NSF, mine is a
formulation intended to be used in the hydrodynamic, or small Kn, regime. I
do not make any general claims that my continuum formulation works well into
the more rarefied gas regime, although experimental data for sound propagation
in the noble gases shows that mine performs significantly better than Navier-
2Note that D is not the self-diffusion coefficient, although these quantities are the same
order of magnitude for gases (see appendix C of part II ).
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Stokes-Fourier there–see figure 1 of part II. The previously mentioned light
scattering experiment is being designed to study gases fully in the hydrodynamic
regime which, up until now, has either been ignored or not adequately resolved
in all other such experiments.
In addition to sound propagation and light scattering, several other appli-
cations are explored in part II. As a general rule, one finds that the formulas
derived from my equations tend to be, in many ways, much simpler and easier
to interpret than those obtained from the NSF theory. In fact for some exam-
ples, when only approximate answers may be computed with the Navier-Stokes-
Fourier equations, exact solutions result from my theory. Another convenience
is that, as demonstrated in appendix C of part II, it is quite easy to obtain
values for the diffusion parameter D, especially when compared to the task of
measuring the three transport parameters required for the NSF formulation.3
Despite these appealing features, there are two aspects of my formulation
that may appear troubling: (1) the mechanical mass density is not a directly
measurable quantity, and (2) my formulation is incompatible with the kinetic
theory of gases. Regarding the first item, it should be observed that there
are many instances of well-accepted macroscopic theories that involve computa-
tionally useful, but not directly measurable, quantities. The admitted difference
here is that one is accustomed to conceiving of the mass density as an absolute
concept with no ambiguity built into its classical definition and, therefore, seem-
ing to present no need for alternate definitions. It is typical for more licence to
be granted when defining new velocities and energies, for example. Although
the mechanical mass density is an abstract concept, my theory uses it not in
place of–but rather in conjunction with–the actual mass density, which is a
quantity that is measurable and tied, in an averaged sense, to the masses of
the molecules comprising the fluid.4 The second of the concerns mentioned
above carries more significance. The incompatibility is evident from the fact
that the NSF equations may be derived from the Boltzmann equation via the
Chapman-Enskog procedure for the special case of a classical monatomic ideal
gas (see Huang [9, Ch.6], for example). With this procedure, the NSF for-
mulation is the first-order approximation in the parameter Kn. It must be
emphasized that the difference between Navier-Stokes-Fourier and my theory is
not a higher-order Kn effect. Therefore, mine may not be developed from the
Burnett equations or Grad’s moment method, for example. The connection
between NSF and kinetic gas theory is generally interpreted to mean that both
are correct, but perhaps this agreement is simply because both are lacking the
same feature, i.e. a mechanism for macroscopic diffusion of mass. I realize that
without proof, this seems like a heretical claim. However, if the results of the
aforementioned light scattering experiment support my theory, then this would
necessitate a reconception of kinetic gas theory in the hydrodynamic regime.
3One of these parameters, the Navier-Stokes bulk viscosity, is usually very difficult to find
tabulated.
4The physical idea of an impenetrable surface, for example, requires that no actual mass
may go through the surface, whereas this condition does not, in itself, bar mechanical mass
from going through the surface.
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I have not been alone in my efforts to include an extra diffusive mechanism as
part of the fluid equations of motion. For early examples, see Slezkin [17], [18]
and Vallander [19], and for later examples, see Klimontovich [11], [12], Brenner
[1], [2], [3], [4], and Dadzie et al. [6].5 My formulation proves to be significantly
different from each of these treatments.
2 Notation
To facilitate the subsequent development, let us first mention a few notational
items. The number of lines under a symbol indicates its tensor order: a
scalar (zeroth-order tensor) has no underlines (e.g. temperature, T ), a first-
order tensor has one underline (e.g. velocity, v), a second-order tensor has two
underlines (e.g. pressure tensor, P ), etc. A tensor of arbitrary order is indicated
as A.... The symbol 1 is used to represent the second-order identity tensor and
0... to denote the zero tensor. All of the tensor operators used in this paper are
defined in appendix A.
Extensive quantities, i.e. ones that are additive over composite subsystems,
are denoted using capital letters. Below is a list of the extensive quantities
considered here.
M = mechanical mass L = angular momentum W = potential energy
M = mass E = total energy S = entropy
V = volume U = internal energy
P = linear momentum K = kinetic energy
The densities (amounts per volume) corresponding to the extensive quantities
above are denoted using lower-case letters. For example, l is the angular mo-
mentum density, m is the mechanical mass density, etc. For any extensive
quantity, A..., its amount per unit mechanical mass is denoted as (a...)M . For
example, uM is the internal energy per mechanical mass. Note that
vM =
1
m
(1)
and
a... = m (a...)M . (2)
The intensive quantities considered in this paper are
T = absolute temperature
P = thermodynamic pressure
µ = chemical potential (per mass),
and the remaining symbols to be defined are
x = position
t = time
v = continuum mechanical velocity
5This is not a complete list of references. However, it includes all the primary authors of
whom I am aware.
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and a few others that are defined as they arise in the text.
3 Balance Laws
The general balance law for an extensive quantity, A..., is given by
∂a...
∂t
= −∇ ·
(
j
...
)
A
...
+ (r...)A
...
, (3)
where a... is the local A...-density which is assumed to depend on x and t,(
j
...
)
A
...
is the totalA...-flux, and (r...)A
...
denotes the volumetricA...-production/
destruction rate. Let us decompose the total flux into its non-convective and
convective parts: (
j
...
)
A
...
=
(
q
...
)
A
...
+ va.... (4)
In my proposed continuum formulation for a single-component fluid, I begin
by assuming the local balance laws for the mechanical mass, mass, momentum,
total energy, and entropy to be given respectively by
∂m
∂t
= −∇ · (mv) (5)
∂m
∂t
= −∇ ·
(
q
M
+mv
)
(6)
∂ (mv)
∂t
= −∇ · (P +mv v)+mf
M
(7)
∂e
∂t
= −∇ ·
(
q
heat
+ q
chem
+ P · v + ev
)
(8)
and
∂s
∂t
= −∇ ·
(
q
S
+ sv
)
+ rS . (9)
Note that equation (5) is a continuity equation for the mechanical mass density
and that equation (6) governing the actual mass density contains an additional
non-convective mass flux. In momentum equation (7), the momentum density
is assumed to be
p = mv. (10)
Also, P denotes the total pressure tensor, i.e. the non-convective momentum
flux, q
P
, and f
M
is defined to be the external body force per mechanical mass,
assumed conservative, which in this setting means to satisfy
f
M
= −∇wM (11)
with
∂wM
∂t
= 0. (12)
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In the total energy equation (8), there appear, as usual, the heat flux, q
heat
, and
the energy flux arising from mechanical work, P · v, but I have also included an
energy flux due to chemical work, q
chem
.
Based on equations (5)-(9), there are a few others which may be derived.
Defining the kinetic energy density as
k =
1
2
m ‖v‖2 , (13)
it is shown as computation (1) in appendix A that equations (5) and (7) may be
used along with a few tensor identities to compute the following kinetic energy
balance law:
∂k
∂t
= −∇ · (P · v + kv)+ PT : ∇v +mv · f
M
, (14)
or using (11) in the last term,
∂k
∂t
= −∇ · (P · v + kv)+ PT : ∇v −mv · ∇wM . (15)
Also, since (2) implies that the potential energy density may be expressed as
w = mwM , (16)
one may employ (5) and assumption (12), to obtain the following equation for
the potential energy:
∂w
∂t
= −wM∇ · (mv) . (17)
Therefore, by defining the internal energy density, u, via
e = u+ k + w, (18)
one finds that (8), (15), and (17), together with identity (107), yield the internal
energy balance law,
∂u
∂t
= −∇ ·
(
q
heat
+ q
chem
+ uv
)
− PT : ∇v. (19)
In view of the above, the non-convective internal energy flux is given by
q
U
= q
heat
+ q
chem
. (20)
Next, let us define the angular momentum density to be
l = x× (mv) (21)
and use (7) to compute the angular momentum balance as
∂ [x× (mv)]
∂t
= x× ∂ (mv)
∂t
= −x× [∇ · (P +mv v)]+ x× (mf
M
)
. (22)
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For the angular momentum to be conserved,
∂ [x× (mv)]
∂t
= −∇ · [x× (P +mv v)]+ x× (mf
M
)
(23)
must be satisfied, and as computation (2) in appendix A, this is demonstrated
to be true if and only if the pressure tensor is symmetric:
P = PT . (24)
Henceforth, let us assume (24) to hold.
In preparation for the next section, definition (102) of the convective deriva-
tive may be used to rewrite some of these balance laws. Employing the relation
(1) and identity (107), one may write (5) as
m
DvM
Dt
= ∇ · v. (25)
Also, using (2), (5), and (107), one may express equations (6), (19), and (9) as
m
DmM
Dt
= −∇ · q
M
, (26)
m
DuM
Dt
= −∇ ·
(
q
heat
+ q
chem
)
− P : ∇v, (27)
and
m
DsM
Dt
= −∇ · q
S
+ rS , (28)
where (24) has been assumed in equation (27).
In order to compare the foregoing balance laws with those typically postu-
lated when deriving the Navier-Stokes-Fourier formulation, see de Groot and
Mazur [7, ch. II], for example.
4 Constitutive Equations
Let us study phenomena close enough to equilibrium so that classical irreversible
thermodynamics is applicable. Below, this formalism, which is detailed in de
Groot and Mazur [7, ch. III and IV], is used to obtain linear non-convective
constitutive equations for the fluxes.
For a single-component fluid, I propose an equilibrium fundamental relation
for the entropy per mechanical mass of the form,
ŝM = s˜M (ûM , v̂M , m̂M ) . (29)
Note the following equilibrium thermodynamic relationships:
1
T̂
=
∂s˜M
∂ûM
,
P̂
T̂
=
∂s˜M
∂v̂M
, and
µ̂
T̂
= − ∂s˜M
∂m̂M
. (30)
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Let us assume the local equilibrium hypothesis, which implies that if α̂ rep-
resents any of the thermodynamic parameters mentioned above, then its corre-
sponding local variable can be defined as
α = α̂|(x,t) . (31)
In particular, the fundamental equation (29) may be written locally as
sM = s˜M (uM , vM ,mM ) (32)
which, upon taking its total differential, yields
dsM =
1
T
duM +
P
T
dvM −
µ
T
dmM , (33)
provided that the differentiation is performed in a reference frame for which M
is constant. Therefore, we may take the convective derivative of the above and
multiply through by m to obtain
m
DsM
Dt
=
1
T
m
DuM
Dt
+
P
T
m
DvM
Dt
− µ
T
m
DmM
Dt
. (34)
Substituting equations (25)-(28) into the above and using identity (110), one
arrives at the following expression for the volumetric rate of entropy production:
rS = ∇ · qS −
1
T
∇ ·
(
q
heat
+ q
chem
)
− 1
T
(
P − P1) : ∇v + µ
T
∇ · q
M
. (35)
In the differential form of the first law of equilibrium thermodynamics, the
change in energy due to heat and chemical work are represented by TdS and
µdM , respectively. With this in mind, let us take
q
heat
= Tq
S
(36)
and
q
chem
= µq
M
. (37)
By employing these in equation (35) and using (20) and (107), one finds
rS = qU · ∇
(
1
T
)
− 1
T
(
P − PI) : ∇v − q
M
· ∇
( µ
T
)
. (38)
As discussed in appendix B, the above expression for the entropy production
rate motivates the following linear constitutive equations:
q
M
= −dM∇µ− kM
µ
∇T, (39)
P = P1 + P
visc
with P
visc
= −ζ (∇ · v) 1− 2η (∇v)sy,dev , (40)
and
q
U
= −kU∇T − µdU∇µ, (41)
and Onsager reciprocity requires the coefficients to satisfy the relation,
µ (dU − dM ) = T
µ
kM . (42)
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5 Summary of the M-Formulation
My general formulation, which I refer to as the M -formulation, may be written
as equations (5)-(7) and (19)/(20),
∂m
∂t
= −∇ · (mv)
∂m
∂t
= −∇ ·
(
q
M
+mv
)
(43)
∂ (mv)
∂t
= −∇ · (P +mv v)+mf
M
∂u
∂t
= −∇ ·
(
q
U
+ uv
)
− P : ∇v
with constitutive equations (39)-(41),
q
M
= −dM∇µ− kM
µ
∇T
P = P1 + P
visc
with P
visc
= −ζ (∇ · v) 1− 2η (∇v)sy,dev (44)
q
U
= −kU∇T − µdU∇µ,
where the transport coefficients, dM , kM , and dU , are assumed to satisfy (42).
The M -formulation may be shown to obey Galilean invariance and the conser-
vation of angular momentum. Furthermore, the constitutive laws each satisfy
the principle of objectivity required for material frame indifference. That is to
say, all of the fluxes in (44) transform in the expected way under time-dependent
rigid body translation and rotation.
Using the notation from §2, the Navier-Stokes-Fourier formulation may be
written as
∂m
∂t
= −∇ · (mv)
∂ (mv)
∂t
= −∇ · (P +mv v)+mf
M
(45)
∂u
∂t
= −∇ ·
(
q
U
+ uv
)
− P : ∇v
with constitutive equations,
P = PI + P
visc
with P
visc
= −ζNS (∇ · v) I − 2ηNS (∇v)sy,dev (46)
q
U
= −kF∇T,
where kF is the Fourier heat conductivity, ζNS and ηNS are the Navier-Stokes
bulk and shear viscosities, respectively, and f
M
represents the specific body
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force. It is clear that if one chooses
dM = kM = dU = 0
kU = kF (47)
ζ = ζNS
η = ηNS
in the M -formulation, then m and m are governed by the same differential
equation. If, in addition, initial and boundary conditions are taken to be the
same for m as for m, then these two variables are equal, that is
m = m, (48)
resulting in the NSF formulation above. Finally, note that choices (47 a) satisfy
Onsager reciprocity condition (42). Therefore, the NSF formulation may be
considered as a special case of the general M -formulation.
Next, let us employ the equilibrium thermodynamic relations (159)-(161) to
express the generalM -formulation (43)/(44) entirely in terms of the dependent
variables, m, m, v, and u. Doing so, one obtains
∂m
∂t
= −∇ · (mv)
∂m
∂t
= −∇ ·
(
q
M
+mv
)
(49)
∂ (mv)
∂t
= βm∇m+ βu∇u−∇ ·
(
P
visc
+mv v
)
+mf
M
∂u
∂t
= −∇ ·
(
q
U
+ uv
)
− P (m,u)∇ · v − P
visc
: ∇v
with
q
M
= −νm∇m− νmu∇u
P
visc
= −ζ (∇ · v) 1− 2η (∇v)sy,dev (50)
q
U
= −νum∇m− νu∇u,
where the following coefficients have been defined:
βm =
αPhM − Tα
2
P
mκT
− cV
mκT cV
(51)
βu = − αP
mκT cV
, (52)
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νm =


[
1
m2κT
+
(
hM−
TαP
mκT
)(
hM−
TαP
mκT
−µ
)
mTcV
]
dM−
(
hM−
TαP
mκT
)
mcV µ
kM

 (53)
νmu = −
(
hM − TαPmκT − µ
)
mTcV
dM +
1
mcV µ
kM (54)
νum =


−
(
hM−
TαP
mκT
)
mcV
kU+[
µ
m2κT
+
µ
(
hM−
TαP
mκT
)(
hM−
TαP
mκT
−µ
)
mTcV
]
dU

 (55)
νu =
1
mcV
kU −
µ
(
hM − TαPmκT − µ
)
mTcV
dU (56)
with specific enthalpy hM , isothermal compressibility κT , thermal expansion
coefficient αP , and isochoric specific heat per mass cV , and I have indicated that
the thermodynamic pressure, P , should be written in terms of the variables, u
and m, e.g. to model a classical monatomic ideal gas, one takes
P (m,u) =
2
3
u. (57)
6 Linearization
If one assumes there to be a constant equilibrium state,
(m,m, v, u) = (meq,meq, 0, ueq) , (58)
and that the variables do not deviate too far from this state, then one finds the
linearization of (43)/(44), given by
∂m
∂t
= ∇ · p
∂m
∂t
= (νm)eq∇2m+ (νmu)eq∇2u−∇ · p (59)
∂p
∂t
=
[
(βm)eq∇m+ (βu)eq∇u+
(νR)eq∇2p+ (νL − νR)eq∇
(∇ · p)
]
∂u
∂t
= (νum)eq∇2m+ (νu)eq∇2u− (hM )eq∇ · p
to be a good approximate description. In the above, subscript ”eq” denotes
evaluation at the equilibrium state (58), p is the momentum defined by (10) and
approximated near equilibrium as
p = meqv, (60)
and external body forces have been omitted. Furthermore, I have used equilib-
rium thermodynamic relationship (158), tensor identities (107) and (113), and
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the following definitions of the longitudinal and rotational kinematic viscosities:
νL =
(
ζ + 43η
)
m
and νR =
η
m
. (61)
The above kinematic viscosities are so-named because if the linearized momen-
tum is decomposed into its longitudinal and rotational parts via
p = p
L
+ p
R
(62)
with
∇× p
L
= 0 and ∇ · p
R
= 0, (63)
then one may use tensor identity (114) to express (59) as a longitudinal part,
∂m
∂t
= ∇ · p
L
∂m
∂t
= (νm)eq∇2m+ (νmu)eq∇2u−∇ · pL (64)
∂p
L
∂t
= (βm)eq∇m+ (βu)eq∇u+ (νL)eq∇2pL
∂u
∂t
= (νum)eq∇2m+ (νu)eq∇2u− (hM )eq∇ · pL
and a rotational part,
∂p
R
∂t
= (νR)eq∇2pR, (65)
that are independent of one another, provided that boundary conditions do not
couple them together.
7 Transport Coefficients
First, let us note that choosing (47) and (48) in definitions (53)-(56) and (61)
yields the following coefficients for the Navier-Stokes-Fourier formulation:
νm = νmu = 0
νum = −
(
hM − TαPmκT
)
mcV
kF and νu =
1
mcV
kF (66)
νL =
(
ζNS +
4
3ηNS
)
m
and νR =
ηNS
m
.
On the other hand, in view of decomposition (64)/(65), I propose choosing
these coefficients in a different way. By assuming the dissipative mechanism
associated with the longitudinal quantities, i.e. the mass, internal energy, and
14
longitudinal momentum, is diffusion, all characterized by the same diffusion
coefficient D, one takes
νm = νu = νL = D (67)
νmu = νum = 0. (68)
In addition, since the NSF formulation and my formulation both lead to the
same rotational momentum equation (65), which is independent of the rest of the
equations, I postulate that the shear viscosity is the same for both descriptions:
η = ηNS . (69)
Note that (65) implies the dissipative mechanism associated with the rotational
momentum is–as for the longitudinal quantities–diffusion, but with its own char-
acteristic diffusion coefficient, νR. I refer to the M -formulation, with choices
(67)-(69) for the transport coefficients, as the M (D, η)-formulation.
If one substitutes (67) and (68) into expressions (53)-(56) and solves for the
transport parameters appearing in constitutive equations (39) and (41), then
one finds
dM = m
2κTD
kM =
m2µκT
T
(
hM − µ− TαP
mκT
)
D (70)
dU =
m2κT
µ
(
hM − TαP
mκT
)
D
kU = m
[
cV +
mκT
T
(
hM − TαP
mκT
)(
hM − TαP
mκT
− µ
)]
D,
and it may be shown that these satisfy Onsager reciprocity condition (42).
Substituting (67) into the longitudinal kinematic viscosity definition (61 a)
and solving for the bulk viscosity, gives
ζ = mD − 4
3
η (71)
for the M (D, η)-formulation. We will find this quantity to be different from
its Navier-Stokes counterpart. Consequently, while (69) justifies dropping the
subscript ”NS” and simply referring to η as the shear viscosity, we may not treat
the bulk viscosity in the same manner, and thus I will continue to refer to the
M (D, η)-formulation bulk viscosity as ζ and the Navier-Stokes bulk viscosity
as ζNS .
For convenience, let us define a dimensionless coefficient C (possibly a func-
tion of thermodynamic variables) via
mD = Cη. (72)
In order to match Greenspan’s [8] sound attenuation data in the hydrodynamic
regime for classical monatomic ideal gases at room temperature, for example,
15
we take C = 7/6. (See §5 of part II.) Using (72) in (71) yields the following
expression for the M (D, η)-formulation bulk viscosity:
ζ =
(
C − 4
3
)
η. (73)
Note that this gives the negatively-valued, ζ = −η/6, for the monatomic gas
mentioned above, whereas in the NSF formulation for this case, ζNS is taken
to be zero.6 In appendix C of part II, values of C and D for various types
of gases and liquids are computed using ideas from §5 of part II, comparisons
between D and the self-diffusion coefficient Dself are made, and the temperature
and pressure dependence of D is examined.
To summarize, the M (D, η)-formulation constitutive equations are
q
M
= −D∇m
P = P1 + P
visc
with P
visc
=
[ − (mD − 4η3 ) (∇ · v) 1−
2η (∇v)sy,dev
]
(74)
q
U
= −D∇u.
8 Conclusions and Future Work
I hope to have motivated the proposed M (D, η)-formulation by the simple
transport assumptions underlying its constitutive equations, ones that are eas-
ily generalized to model more complicated problems such as multicomponent
fluid mixtures (see appendix D). Of course, its utility nonetheless hinges on
the answers to two important questions: (1) how adequately does this formula-
tion perform in problems of fluid mechanics, and (2) are its predictions in the
hydrodynamic regime quantifiably different from those found with the Navier-
Stokes-Fourier formulation? Next in part II, I highlight some of the results I
have obtained so far.
A Tensors
In this appendix, indicial notation is used in which sums are taken over repeated
indices. The indices may assume the values 1, 2, or 3, representing the three
spatial directions.
6If one were to enforce the second law of thermodynamics as in de Groot and Mazur [7, ch.
IV] by requiring that rS ≥ 0, then a bulk viscosity such that ζ < 0 could potentially violate
this law. However, in a future paper [13], I will argue that the second law of thermodynamics
should actually be enforced on a different measure of the entropy production rate, and that
doing so leads to the weaker requirement that ζ + 4η/3 ≥ 0.
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Algebraic Operators
• dots and contraction operators:
u · w = uiwi (75)(
T · w)
i
= Tijwj (76)(
w · T )
i
= wjTji (77)
T · ·U = TijUij (78)
T : U = TijUji (79)
C1,2
(
T
)
= Tii = tr
(
T
)
(80)[
C1,3
(
D
)]
j
= Diji (81)
If A... and B... are tensors of order M and N , respectively, with M ≥ N ,
then
[A... (·)B...]i1...iM−N = Ai1...iM−N j1...jNBj1...jN . (82)
• norms:
‖w‖ = √w · w and
∥∥T∥∥ =√T · ·T (83)
• tensor product:
(uw)ij = uiwj (84)
• cross products:
(u× w)i = ujwkεijk (85)(
w × T )
ij
= wkTilεjkl (86)(
T × U)
ijk
= TilUjmεklm (87)
where εijk is the alternating symbol,
εijk =


1 if (i, j, k) = (1, 2, 3), (2, 3, 1), or (3, 1, 2)
−1 if (i, j, k) = (1, 3, 2), (2, 1, 3), or (3, 2, 1)
0 if any of the indices are repeated

 (88)
The transpose, symmetric part, skew-symmetric part, spherical part, and
deviatoric part of a tensor are defined by(
T T
)
ij
= Tji (89)
T sy =
1
2
(
T + TT
)
(90)
T asy =
1
2
(
T − TT ) (91)
T sph =
1
3
tr
(
T
)
1 (92)
T dev = T − T sph, (93)
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and the second-order identity tensor is defined as(
1
)
ij
= δij . (94)
where δij is the Kronecker delta,
δij =
{
1 if i = j
0 if i 6= j
}
. (95)
Differential Operators
• gradients (Cartesian coordinate definitions):
(∇α)i =
∂α
∂xi
(96)
(∇w)ij =
∂wj
∂xi
(97)
• divergences (Cartesian coordinate definitions):
∇ · w = ∂wi
∂xi
(98)
(∇ · T )
i
=
∂Tji
∂xj
(99)
• Laplacians (Cartesian coordinate definitions):
∇2α =
3∑
i=1
∂2α
∂x2i
(100)
(∇2w)
i
=
3∑
j=1
∂2wi
∂x2j
(101)
• convective derivative:
Df
...
Dt
=
∂f
...
∂t
+ v · ∇f
...
(102)
• generalized partial derivative: If A... and B... are tensors of order M and
N , respectively, then(
∂A...
∂B...
)
i1...iM j1...jN
=
∂Ai1...iM
∂Bj1...jN
. (103)
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Identities
∇ · (T · w) = w · (∇ · T )+ T · ·∇w = w · (∇ · T )+ TT : ∇w (104)
(u v) · w = (v · w)u (105)
(u v) · ·∇w = u · ∇w · v (106)
∇ · (αA...) = α∇ · A... + (∇α) ·A... (107)
∇ (u · w) = (∇u) · w + (∇w) · u (108)
∇ · (w × T ) = w × (∇ · T )+ C1,3 [(∇w)× T ] (109)
∇ · w = 1: ∇w (110)
∇ (αβ) = α∇β + β∇α (111)
T dev : U = T dev · ·Usy,dev if T = TT (112)
∇ ·
[
(∇w)sy,dev
]
=
1
2
∇2w + 1
6
∇ (∇ · w) (113)
∇ (∇ · w) = ∇2w if ∇× w = 0 (114)
Computations
1. Kinetic Energy. Taking the partial time derivative of k as defined by (13)
and using the product rule, we find
∂k
∂t
= v · ∂ (mv)
∂t
− 1
2
‖v‖2 ∂m
∂t
or, substituting (7) and (5) into the above,
∂k
∂t
= −v · [∇ · (P +mv v)]+mf
M
· v + 1
2
‖v‖2∇ · (mv) .
One can then use tensor identities (104) and (107) to obtain
∂k
∂t
= −∇ · [P · v +m (v v) · v]+ PT : ∇v +m (v v) · ·∇v+
mv · f
M
+∇ ·
(
1
2
m ‖v‖2 v
)
− 1
2
mv · ∇ (v · v) .
Finally, if we employ tensor identities (105) and (108), then we arrive at
equation (14).
2. Angular Momentum. With the aid of tensor identity (109), the first term
on the right-hand side of (22) may be written as
−x× [∇ · (P +mv v)] = −∇ · [x× (P +mv v)]+ C1,3 (1× P)+
C1,3
[
1× (mv v)] , (115)
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using the fact that
∇x = 1
and the linearity of the contraction operator, C1,3. Next, by writing out
its components, it is observed that
C1,3
(
1× T ) = 0
is satisfied if and only if T is symmetric. Therefore, the symmetry ofmv v
causes the third term on the right-hand side of (115) to vanish. Further-
more, the second term also vanishes, implying conservation of momentum
(23), if and only if P is symmetric.
B Linear Constitutive Laws
Here, classical irreversible thermodynamics, as described in de Groot and Mazur
[7, ch. III and IV] and Jou et al. [10, §1.3], is used to derive linear constitutive
laws (39)-(41).
Recall equation (38) for the volumetric entropy production rate and note that
the second term on the right-hand side suggests the following decomposition for
the pressure tensor of a fluid:
P = P1 + P
visc
, (116)
where P
visc
represents the viscous part of the pressure, assumed symmetric, i.e.
P
visc
= PT
visc
, (117)
so that condition (24) is satisfied, and P , as before, denotes the thermodynamic
pressure. Consequently, equation (38) becomes
rS = qU · ∇
(
1
T
)
− 1
T
P
visc
: ∇v − q
M
· ∇
(µ
T
)
. (118)
One can further decompose the viscous pressure into its spherical and deviatoric
parts via
P
visc
= P sph
visc
+ P dev
visc
(119)
with
P sph
visc
= P˜visc1 where P˜visc ≡ 1
3
tr
(
P
visc
)
. (120)
Substituting (119) and (120) into (118) and using identity (110) yields
rS = qU · ∇
(
1
T
)
+ P˜visc
(
− 1
T
∇ · v
)
+
P dev
visc
· ·
[
− 1
T
(∇v)sy,dev
]
+ q
M
·
[
−∇
(µ
T
)]
, (121)
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where property (117) has been employed in conjunction with tensor identity
(112).
The terms have been grouped as in expression (121) so that rS has the form,
rS =
∑
j
F (j)... (·)A(j)... , (122)
where F (j)... and A
(j)
... represent fluxes and the affinities, respectively, and the
(·)-operator is defined in (82). One requires the affinities to be objective tensor
quantities and for there to exist equilibrium states for which the affinities and
fluxes simultaneously vanish. Comparing (122) and (121) suggests the following
identifications:
j F (j)... (flux) A
(j)
... (affinity)
1 F (1) = q
U
A(1) = ∇ ( 1
T
)
2 F (2) = P˜visc A
(2) = − 1
T
∇ · v
3 F (3) = P dev
visc
A(3) = − 1
T
(∇v)sy,dev
4 F (4) = q
M
A(4) = −∇ ( µ
T
)
. (123)
Note that A(1), A(2), A(3), and A(4) are each indeed objective tensor quantities.
Next, let us assume that the fluxes are written as
F (j)... = F˜
(j)
...
(
A(1)... , A
(2)
... , . . . ; T
)
, (124)
where T represents a list of state parameters, each evaluated at (x, t), e.g.
{T, P}. The assumption that the affinities and fluxes vanish in a state of
equilibrium implies
F˜
(j)
...
(
A(1)... , A
(2)
... , . . . ; T
)∣∣∣∣
A(1)
...
=0
...
,A(2)
...
=0
...
,...
= 0... (125)
so that we obtain the following expansions for the fluxes about the equilibrium
state:
F (j)... =
∑
k
∂F˜
(j)
...
∂A(k)...
(
A(1)... , A
(2)
... , . . . ; T
)∣∣∣∣∣∣
A(1)
...
=0
...
,A(2)
...
=0
...
,...
(·)A(k)... +
(2nd-order terms and higher). (126)
Assuming the magnitudes of the affinities are small enough to neglect the higher-
order terms and defining the phenomenological coefficients as
L(jk)... (T ) ≡
∂F˜
(j)
...
∂A(k)...
(0..., 0..., . . . ; T ) , (127)
equation (126) becomes the linear constitutive law,
F (j)... =
∑
k
L(jk)... (T ) (·)A(k)... . (128)
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With the use of table (123), the linear constitutive laws for our single-component
viscous fluid are given by
q
U
= L(11) · ∇
(
1
T
)
+ L(12)
(
− 1
T
∇ · v
)
+
L(13) · ·
[
− 1
T
(∇v)sy,dev
]
+ L(14) ·
[
−∇
( µ
T
)]
, (129)
P˜visc = L
(21) · ∇
(
1
T
)
+ L(22)
(
− 1
T
∇ · v
)
+
L(23) · ·
[
− 1
T
(∇v)sy,dev
]
+ L(24) ·
[
−∇
(µ
T
)]
, (130)
P dev
visc
= L(31) · ∇
(
1
T
)
+ L(32)
(
− 1
T
∇ · v
)
+
L(33) · ·
[
− 1
T
(∇v)sy,dev
]
+ L(34) ·
[
−∇
(µ
T
)]
, (131)
and
q
M
= L(41) · ∇
(
1
T
)
+ L(42)
(
− 1
T
∇ · v
)
+
L(43) · ·
[
− 1
T
(∇v)sy,dev
]
+ L(44) ·
[
−∇
( µ
T
)]
. (132)
As discussed in de Groot and Mazur [7, ch. VI], in the absence of exter-
nal magnetic fields and Coriolis forces, Onsager reciprocity requires that the
phenomenological coefficients appearing in the above satisfy
L(jk)... =


L(kj)... if (j, k) =
[
(1, 1), (1, 4), (2, 2), (2, 3),
(3, 2), (3, 3), (4, 1), or (4, 4)
]
−L(kj)... if (j, k) =
[
(1, 2), (1, 3), (2, 1), (2, 4),
(3, 1), (3, 4), (4, 2), or (4, 3)
] . (133)
Furthermore, as discussed in Segel [16, §2.1], isotropic materials like fluids pos-
sess isotropic tensors for each of their phenomenological coefficients, L(−−)... , and
this reduces equations (129)-(132) to
q
U
= L(11) · ∇
(
1
T
)
+ L(14) ·
[
−∇
(µ
T
)]
, (134)
P˜visc = L
(22)
(
− 1
T
∇ · v
)
, (135)
P dev
visc
= L(33) · ·
[
− 1
T
(∇v)sy,dev
]
, (136)
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and
q
M
= L(41) · ∇
(
1
T
)
+ L(44) ·
[
−∇
(µ
T
)]
(137)
with
L
(11)
ij = L(11)δij , (138)
L
(14)
ij = L(14)δij , (139)
L
(41)
ij = L(41)δij (140)
= L(14)δij assuming Onsager reciprocity, (141)
L
(44)
ij = L(44)δij , (142)
and
L
(33)
ijkl = 2L(33)
[
−1
3
δijδkl +
1
2
(δikδjl + δilδjk)
]
(143)
for scalars, L(11), L(14), L(41), L(44), L(33), and where δij represents the Kro-
necker delta.
Substituting (138) and (139) into equation (134), one finds
q
U
= L(11)∇
(
1
T
)
− L(14)∇
( µ
T
)
=
(
−L
(11)
T 2
+
µL(14)
T 2
)
∇T − L
(14)
T
∇µ, (144)
whereby defining
kU =
1
T 2
(
L(11) − µL(14)
)
(145)
and
dU =
L(14)
µT
, (146)
one obtains equation (41).
Similarly, if one employs (141) and (142), then equation (137) becomes
q
M
= L(14)∇
(
1
T
)
− L(44)∇
(µ
T
)
=
(
−L
(14)
T 2
+
µL(44)
T 2
)
∇T − L
(44)
T
∇µ (147)
and, therefore, defining
dM =
L(44)
T
(148)
and
kM =
µ
T 2
(
L(14) − µL(44)
)
, (149)
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yields equation (39). Note that equations (146), (148), and (149) imply the
relation,
kM =
µ2
T
(dU − dM ) , (150)
which is a consequence of the Onsager reciprocity.
Next, let us substitute (143) into (136) to find
(
P dev
visc
)
ij
= −2L
(33)
T
[
−1
3
δijδkl +
1
2
(δikδjl + δilδjk)
]
(∇v)sy,devkl
=
2L(33)
3T
tr
[
(∇v)sy,dev
]
δij − L
(33)
T
[
(∇v)sy,devij + (∇v)sy,devji
]
,
which implies
P dev
visc
= −2L
(33)
T
(∇v)sy,dev (151)
since the trace of any deviatoric tensor is zero. If one defines
η ≡ L
(33)
T
(152)
and
ζ ≡ L
(22)
T
, (153)
then (151) and (135) become
P dev
visc
= −2η (∇v)sy,dev (154)
and
P˜visc = −ζ∇ · v. (155)
Finally, using the two equations above, together with (120), (119), and (116),
one arrives at equation (40) for the total pressure.
C Equilibrium Thermodynamic Relationships
In addition to the thermodynamic parameters mentioned in §2, let us introduce
hM specific enthalpy
αP coefficient of thermal expansion
κT isothermal compressibility
cV isochoric specific heat per mass
.
All of these quantities are defined in Callen [5].
For thermodynamically stable classical systems, the following inequalities
hold:
m,u, s, P, T, hM , κT , cV > 0 (156)
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and
µ < 0. (157)
However, there is no sign restriction on αP .
Note the following general equilibrium thermodynamic relationships:
hM =
u+ P
m
(158)
and
dT = −
(
hM − TαPmκT
)
mcV
dm+
1
mcV
du (159)
dP = −
(
αPhM − Tα
2
P
mκT
− cV
)
mκT cV
dm+
αP
mκT cV
du (160)
dµ =


[
1
m2κT
+
(
hM−
TαP
mκT
)(
hM−
TαP
mκT
−µ
)
mTcV
]
dm−
(
hM−
TαP
mκT
−µ
)
mTcV
du

 (161)
where equations (159)-(161) may be derived by using Legendre transformations,
as detailed in Callen [5, §5.3].
D Multicomponent Fluid Mixtures
To model a multicomponent mixture of fluids, one may use the same ideas as
those used to obtain theM (D, η)-formulation for a single-component fluid. Let
Mi represent the mass of component i in an n-component mixture. For an n-
component fluid near equilibrium and in the hydrodynamic regime, I propose
the M -formulation balance laws,
∂m
∂t
= −∇ · (mv)
∂mi
∂t
= −∇ ·
(
q
Mi
+miv
)
for i = 1, . . . , n (162)
∂ (mv)
∂t
= −∇ · (P +mv v)+mf
M
∂u
∂t
= −∇ ·
(
q
U
+ uv
)
− P : ∇v,
with constitutive equations,
q
Mi
= −D∇mi for i = 1, . . . , n
P =
[
P −
(
mD − 4
3
η
)
∇ · v
]
1− 2η (∇v)sy,dev (163)
q
U
= −D∇u.
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Notice that there still appear only two transport coefficients, D and η. Also,
note that since
m =
n∑
i=1
mi and qM =
n∑
i=1
q
Mi
, (164)
one of the partial mass equations in the above may be replaced by the total
mass equation,
∂m
∂t
= −∇ ·
(
q
M
+mv
)
(165)
with
q
M
= −D∇m. (166)
In this setting, the continuum velocity v is interpreted as a center of mechanical
mass velocity, and in this center of mechanical mass frame, there is a non-zero to-
tal mass flux due to diffusion. Also, note that if the equilibrium thermodynamic
pressure, P , may be expressed as a function of u and m only–as in the case of a
homogeneous mixture–the n− 1 partial mass density equations may potentially
be uncoupled from the rest of the system, leaving the M (D, η)-formulation de-
rived for a single-component fluid. This means that homogeneous mixtures
such as air may be treated in the same way as a single-component fluid.
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