Abstract. We prove that the local C 1 -conjugacy class of a periodic interval exchange transformation, with d intervals, whose associated surface has genus g and whose Lyapounoff exponents are all non zero is a codimension g −1+d−1 topological submanifold of the space of C 3 -generalised interval exchange transformations. This proves a special case of a conjecture of Marmi, Moussa and Yoccoz.
Introduction
This article is concerned with the dynamical properties of certain maps of the interval called interval exchange transformations. These are generalisations of circle diffeomorphisms and the ideas contained in the classical study of the latter are an important starting point for the understanding of generalised interval exchange transformations. We shall therefore start with a quick overview of the theory of circle diffeomorphisms.
Circle diffeomorphisms. Poincaré introduced an numerical invariant called the rotation number. It describes the combinatorial structure of orbits of circle homeomorphisms. More precisely, a circle homeomorphism with irrational rotation number is semi-conjugate to the rigid rotation of same rotation number. If the rotation number is rational, orbits accumulate to periodic orbits whose combinatorial structure is described by the rotation number (and is the same as that of the rigid rotation of same rotation number). Later on, Denjoy proved that for circle diffeomorphisms with derivative of bounded variation, the semi-conjugacy in the irrational rotation number case can be upgraded to a topological conjugacy. It was natural at this point to investigate the question of the regularity of the conjugacy when the initial map is sufficiently smooth. In the seminal article [1] , Arnold shows that any analytic circle diffeomorphism of irrational rotation number, sufficiently close to the associated rotation, is analytically conjugate to it, provided that the rotation number satisfies a mild arithmetic condition. This result is substantially improved by Herman in the celebrated article [7] . Precisely, it is proved that any C r circle diffeomorphism of irrational rotation number is C r−2 -conjugate to the corresponding rigid rotation, for r ≥ 3 and rotation number satisfying an arithmetic condition (which is weaker than Arnold's). Herman's theorem has been refined by several authors to obtain the best arithmetic condition and regularity hypothesis, see [10, 20] .
Some people call this phenomenon geometric rigidity, because in the case of circle diffeomorphisms topological conjugacy tends to imply smooth conjugacy. We make the following observation: if f ∈ Diff 1 + (S 1 ) is smoothly conjugate to a rigid rotation then the derivatives of the f n s are uniformly bounded. This is equivalent to the Birkhoff sums of log Df being bounded. The Denjoy-Koksma inequality states that Birkhoff sums over an irrational rotation of mean zero, bounded variation functions are uniformly bounded at some special times. This statement can been thought of as an absence of ergodic theoretic obstruction to smooth conjugacy. We will see in the sequel that this is no longer the case for generalised interval exchange transformations.
Interval exchange transformations. The question we are interested in is that of determining C 1 -conjugacy classes of generalised interval exchange transformations. Maps which play the role of rotations in the case of GIETs are linear or standard interval exchange transformations. These have been extensively studied since the late 1970s by Keane, Veech, Masur (see for instance [8, 17, 19] ) and many others and are deeply connected with Teichmüller theory. Interval exchange transformations are known to almost always be uniquely ergodic with respect to the Lebesgue measure and one can define a combinatorial invariant called Rauzy path which classifies generalised interval exchange transformations up to semi-conjugacy (this invariant is a generalisation of the rotation number). A remarkable achievement of the theory is the understanding of deviations of ergodic averages by Forni [6] , Avila-Viana [2] and Marmi-Moussa-Yoccoz [14] . They prove that there are numbers λ 1 = 1 > · · · > λ g such that for almost every IET T and every sufficiently smooth observable ϕ
where the index j depends upon whether ϕ lies in the kernel of some functionals (D j )s. These ergodic-theoretic considerations can heuristically be applied to the log of the derivative of any generalised interval exchange transformation semi-conjugate to T and this growth is certainly an obstruction to smooth conjugacy. The example of affine interval exchange transformations, see [4, 5, 15] , shows that these obstructions are actually realised, up to the exception of the first one (λ 1 = 1) which corresponds to the ergodic theorem. This is because the average of log(T ′ ) with respect to the unique invariant measure necessarily vanishes. This led Marmi-Moussa-Yoccoz to formulate the following conjecture Conjecture 1 ( [14] , Problem 1). For almost every T 0 standard interval exchange transformation, the C 1 -conjugacy class of T 0 in the space of C 4 -generalised IETs is a C 1 -codimension d − 1 + g − 1 submanifold, where d is the number of intervals of T 0 and g is the genus of the associated translation surface.
The number d − 1 + g − 1 is very natural: d − 1 is the dimension of the space of IETs with d intervals and g − 1 is the number of ergodic-theoretic obstructions to the growth of Birkhoff sums for the log of the derivative. In this article, we partially prove this conjecture for T 0 satisfying a very strong "arithmetic" condition Theorem 2. For every T 0 periodic with hyperbolic Rauzy matrix, the set of generalised IETs which are C 1 -conjugated to T 0 by a diffeomorphism C 1 -close to the identity is a codimension d − 1 + g − 1 C 0 -submanifold. Here d is the number of intervals of T 0 and g is the genus of the associated translation surface, and we are working in the space of C 3 -generalised IETs whose total non-linearity vanishes.
Note that we only need C 3 -generalised interval exchange transformations, but the submanifold we get is only C 0 . It is not clear to the author whether or not getting that the C 1 -conjugacy class is a C 1 -submanifold is beyond the scope of their method.
Previous work of Marmi-Moussa-Yoccoz. In the article [14] , the authors prove a beautiful result describing the conjugacy class in higher regularity. Precisely they prove that for almost every T 0 and for any r ≥ 2 the C r -conjugacy class of T 0 in the space of C r+3 -generalised IETs is a C 1 -submanifold of dimension
. The reason why they cannot prove the theorem for r < 2 is because they make use of the Schwartzian derivative of the conjugating map which requires r ≥ 3. A trick consisting in considering the primitive of the Schwartzian allows to reduce r further to 2 which seems to be the limit of the method.
The renormalisation method. We go back to the circle diffeomorphism case. A philosophy that is (implicitly) present in the work of Herman is the renormalisation method. The whole proof of Herman can be reformulated using a renormalisation operator acting on the space of smooth circle diffeomorphism and rigidity results are seen to be equivalent to statements on the dynamics of this operator. This equivalence is worked out in [18] and extended further in the series of articles [9, 11, 12] to the case of circle diffeomorphisms with one discontinuity of the derivative. This approach has the advantage to be very flexible and the correspondence between many conjugacy results and statements on the dynamics of the renormalisation operator carry over straight to the generalised interval exchange case. Another nice thing about it is that it is rather "cheap" in terms of smoothness, in the sense that it requires as few derivatives as actually needed. The starting point of the renormalisation method in the circle diffeomorphism case is the Denjoy-Koksma inequality, which we do not have in general for GIETs. This remark is the starting point of our approach, which we outline in the next paragraph.
Strategy of the proof. The closest thing to a Denjoy-Koksma inequality for GIETs that we have at hand is Marmi-Yoccoz's resolution of the cohomological equation for C 1+ǫ observables, see [16] . Unfortunately, this falls short from applying to the log of the derivative of a GIET semi-conjugate to a linear IET as it would only be of bounded variation. We first reformulate Denjoy-Koksma inequality the following way: Denjoy-Koksma holds if and only if successive renormalisations are bounded in C 1 -norm.
The strategy that we implement is that we construct, close to T 0 , a submanifold of the right codimension satisfying this property. This is the novelty of the method. We first remark that the renormalisation restricted to the space of affine IETs, at T 0 (which is fixed point of the renormalisation operator) is hyperbolic and that the stable space at T 0 has the right codimension. We then move to the total space of C 3 -GIETs which we locally parametrise by a product "affine IETs" times "d diffeomorphisms of [0, 1]" to which we refer as "shape" times "profiles". The affine coordinate(the shape) of a given GIET is simply determined by the position of its discontinuity points and the d diffeomorphisms of [0, 1] are just the rescaled branches of the GIET. The partial derivative in the affine direction is hyperbolic in a neighbourhood of T 0 (since it is in T 0 ). This separation "shape"+"profile" turns out to be very efficient. We are able to show in Section 4 that the profile under renormalisation is uniformly bounded in norm C 3 . This philosophically allows us to isolate the growth under renormalisation coming from the growth of the derivative from the rest. Taking an affine IET in the stable space and perturbing it by changing those rescaled branches might eventually lead the affine coordinate to leave the stable space. Each time the iterated renormalisation deviate too much from the initial trajectory(or at least the projection on affine IETs) we perform a "correction" using the unstable direction in the AIET coordinates to correct the error coming from changing the (rescaled) branches (the profile). Because of hyperbolicity, we can control the size of those corrections and show that their sum converge. We make use in a central way of standard distortion bounds to show that the profiles remain uniformly bounded under renormalisation. This way we construct a submanifold that is a graph of a function over the product of the stable space for affine IETs and the space of possible profiles. This submanifold K 0 satisfy a Denjoy-Koksma property and has the right codimension. To show that elements of K 0 are actually C 1 -conjugate to T 0 , we adapt the renormalisation method to GIETs and we are able to show that successive renormalisation converge exponentially fast to T 0 . In what follows we make the standing assumption that r ≥ 2. Let T be a C r -GIET. We define
Generalised interval exchange transformations
which is called the non-linearity of T and is well-defined because we have assumed T is C 2 . If f : I −→ J is a continuous function from a bounded interval I to another J, we use the following notation
2.2.
The moduli space and coordinates. We define X r σ = {generalised interval exchange transformation of class C r with associated permation σ}.
Let T be a C r -GIET, with associated permutation σ and let (I t i ) 1≤i≤d and (I t i ) 1≤i≤d be the "top" and "bottom" partitions of [0, 1] associated to it. We make the two following observations.
• There is a unique affine interval exchange transformation A T mapping I When there is no possible ambiguity, we will drop the indexes σ and r and simply write X = A × P.
2.3.
Renormalisation. We introduce in this paragraph a map acting upon X r σ which is a renormalisation operator in the classical sense. A fully-fledge renormalisation theory for GIETs would require that we introduce the Rauzy-Veech induction, as it is done in [15] . However, because we are only going to treat a particular combinatorial case, we can spare such machinery and define everything in more elementary terms.
In the sequel T 0 is a standard IET which satisfies the following self-similarity property: there exists x 0 ∈]0, 1[ such that the first-return map of T 0 on [0, x 0 ] is equal, up to affine rescaling, to T 0 . Consequently, there is a neighbourhood W of T 0 in X and a smooth map X : X −→ [0, 1[ such that the following holds.
• X(T 0 ) = x 0 ; • For every T ∈ W, the first return map of T on [0, X(T )] is a GIET with permutation σ;
• if RT denotes this first return map rescaled to define a function from [0, 1] to itself, the map
• if we denote by R A and R P the projection of R on the coordinates A and P respectively the map
• for all T ∈ X , DR A (T ) is a bounded operator for the C r -norm.
The facts that R is smooth and DR A (T ) is a bounded operator are a simple consequence of the fact that R(T ) is obtained by taking compositions of the restrictions of T to its continuity intervals on intervals whose endpoints themselves depend smoothly on T (the proof of these facts is discussed in greater detail in the Appendix to this article). In the sequel we will be calling R the renormalisation operator. For a given GIET T ∈ W, we will call RT = R(T ) its renormalisation and when well-defined, we call the sequence T, RT, R 2 T, · · · , R n T, · · · its consecutive renormalisations. When it is the case that consecutive renormalisation of T are defined for all n ≥ 0, i.e. R n T ∈ W for all n ≥ 0, we say that T is infinitely renormalisable.
Remark 3. The reason why we care about such a renormalisation operator is the following: a GIET in W is C 1 -conjugate to T 0 if and only if its consecutive renormalisations converge fast enough to T 0 . This rather loose statement will be made precise in Section 7.
2.4. Dynamical partitions. Let T be an element of W and assume further that T is infinitely renormalisable. For any n ≥ 0, R n T is the rescaling of a first return map of T on an interval of the form [0,
the dynamical partition of level n. One easily verifies that P n is a partition of [0, 1] into subintervals.
Affine interval exchange transformations
An affine interval exchange transformation is simply a generalised IET which is affine restricted to its intervals of continuity. In this subsection, we aim at computing the derivative of the renormalisation operator restricted to AIETs, at the fixed point T 0 . We will see that this derivative can be understood fairly simply in terms of the combinatorial structure of T 0 .
3.1.
Coordinates on A. Let T be an AIET with permutation σ. Denote by λ 1 , · · · , λ d the lengths of its continuity intervals. Because these form a partition of [0, 1], they must satisfy the following equation:
These two equations, together with the further restrictions that ∀i, λ i > 0 identify A σ to a submanifold of R 2d of dimension 2d − 2. For any affine interval exchange transformation T , we denote by λ(T ) its associated lengths and ρ(T ) its slopes.
Surface associated to an IET. To an IET can be associated a a topological surface with marked points by an operation of suspension. If s is the number of marked points of this surface and g its genus we have the following relation
We make the standing assumption that s is equal to 1 and that g ≥ 2.
3.2. Intersection matrix. Recall T 0 the fixed point of R and the P j n s the sub-partitions associated with the dynamical partitions P n . Define a ij to be the number of elements of P i n which intersect I j 0 . The I j 0 are just by definition the intervals of continuity of T 0 . We will denote by A the d × d = 2g × 2g matrix whose entry in place (i, j) is a ij . We call A the intersection matrix of A. We have the following well-known facts about A (we refer to [22] for details and proofs).
(1) All coefficients of A are positive(possibly requires passing to a power of R).
The associated eigenvalue is simple and is the the largest eigenvalue of t A. (4) A preserves a (non-degenerate) symplectic form. We want to understand the action of R on A close to T 0 . Note that R stabilises the subset of standard IETs (defined in coordinates by ρ 1 = · · · = ρ d = 1). This subset identifies with the simplex
and the action of R restricted to it is nothing but the projective action of ( t A) −1 . From all these considerations we get the following fact:
T 0 is an expanding fixed point of R restricted to IETs.
By that we mean that (DR) T0 the derivative of R satisfies for all v ∈ T T0 ∆, |(|DR) T0 v|| > α||v|| for a certain norm || · || and α > 1.
Another important fact is that the action of R on the slopes ρ = (ρ 1 , · · · , ρ d ) satisfies the following: if
irrespective of the value of λ(T ).
3.3.
Derivative of R A at T 0 . We make the following standing assumption for the rest of the article:
A is a hyperbolic matrix.
Because A preserves a symplectic form, it has g eigenvalues which are (strictly) larger than 1 and g which are (strictly) smaller than 1. We briefly discuss how little restrictive this assumption in 3.4. Using coordinates (λ, µ) introduced above, we write R = (R λ , R µ ).
Proposition 4.
The following statements hold true:
is hyperbolic and has g − 1 expanding directions.
Proof. The proof is quite straightforward. A neighbourhood of T 0 can be parametrised using coordinates (λ, µ) has above. If λ 0 is the coordinates associated to T 0 , the tangent space of X at T 0 is defined by the following equations
(1) (D λ Rµ) T0 = 0 is a simple consequence of the fact that the space of linear IETs is stable by R; (2) as said above,the restriction of R to ∆ is the projective action of A. Since the line spanned by λ 0 is the eigenline of the (simple) largest eigenvalue of A, there exists α > 1 such that (D λ R λ ) T0 is α-expanding; (3) The action of (D µ R µ ) T0 is that of A restricted to the subspace defined by the equation i µ i λ i 0 = 0. This space is stabilised by the action of A and consequently the action of (D µ R µ ) T0 is diagonalisable with g − 1 eigenvalues larger than 1 and g smaller than one.
This proposition in particular implies that T 0 is a hyperbolic fixed point of R and that the unstable space at T 0 has dimension exactly (d − 1) + (g − 1).
3.4.
On the standing assumption. We wanted to point out that the assumption that A is hyperbolic is not very restrictive. For any d and combinatorics giving rise to a surface with only one marked point, there are infinitely many periodic T 0 and most of them have an intersection matrix which is hyperbolic. However, we would like to point out that it is not the case for all of them: Bressaud-Bufetov-Hubert have constructed infinitely many periodic IETs violating this condition, see [3] .
Estimates
In this section we prove estimates on the distortion, the second derivative and third derivatives of iterated renormalisations. These will be crucial for the analysis of the renormalisation operator.
Distortion bounds.
We prove a standard distortion lemma and apply it to show that the "profile" coordinate remains uniformly bounded under iteration of renormalisation. This fact will be the starting point of the correction operation carried out in Section 5.
are pairwise disjoint and do not contain any singularities of T . Then for all x, y ∈ J we have
Proof. The proof is classical. We have that
and therefore
and exponentiating gives the expected result.
From this lemma we derive the following Proposition 6. There exists a constant M > 0 such that for any T GIET renormalisable n times we have
Proof. Apply Lemma 5 to intervals of continuity of the first-return maps which define the induction and the fact that elements of the dynamical partition are disjoint.
4.2. C 2 -bounds. In this paragraph we prove an estimate which give some uniform bounds on the second derivative of iterated renormalisation of elements in X close to T 0 . The proof builds upon Lemma 5. To the best knowledge of the author, this estimate is new.
Proof. We proceed by induction on n. We check that the statement holds true for n = 2:
Assume the statement holds true for n ≥ 2. We have
By the chain rule we have
Injecting in the formula above for f ′′ n+1 gives the expected result.
Consider a C 2 , increasing diffeomorphism f : I −→ J where I and J are two connected intervals. We denote by N(f ) the normalisation or rescaling of f , it is by definition the map f pre-composed by the unique affine map sending [0, 1] onto I and post-composed by the unique affine map sending J onto [0, 1]. We have the following easy lemma:
Lemma 8. Let f as above. Then we have
Proof. Let a = |I| and b = |J|. By definition we have
There exists x 0 ∈ I such that
Hence the result.
Using Lemma 7 and Lemma 8, we prove the following Proposition 9. Let V be a bounded neighbourhood of T 0 . There exists a constant M ′ such that the following holds. Let T ∈ V be a C 2 GIET renormalisable n times. We use the following notation
The proof is an application of Lemma 7 to the composition of restrictions of T to the dynamical partition. Recall that ϕ n i is the renormalised of T
We have the following properties
and replacing in the inequality
The T k (I j n )s are all disjoint and and the exp being bounded on bounded sets, we get the result.
4.3.
Bounds on Dη. We prove in this paragraph bounds on the function D(η T ) along renormalisation when r ≥ 3. The proofs follow the same line of thought as the previous section.
These formulae directly derive from the definition of the non-linearity η(f ) = D log Df and their proofs are left to the reader. Let f be a C 2 , increasing diffeomorphism I −→ J where I and J are two connected intervals.
Lemma 11. Recall that N(f ) is the rescaling of f . Then we have
Proof. We have that
(f ′ ) 2 and the bound derives from the exact same reasoning as in the proof of Lemma 8.
We are now ready to prove Proposition 12. Let V be a bounded neighbourhood of T 0 . There exists a constant M ′′ such that the following holds. Let T ∈ V be a C 3 GIET renormalisable n times. We use the following notation 
We can now apply the third formulae of Lemma 10 to the product ϕ
Putting all the inequalities above together we get
smaller than 1 and that T belongs to a bounded C 3 neighbourhood of T 0 , we get the expected result.
Construction of a pre-stable space
This section is the heart of the article. We construct what we call a "pre-stable" space which is a submanifold of X of codimension d − 1 + g − 1, satisfying a priori bounds for the geometry of the dynamical partitions. We now make the standing assumption r = 3.
5.1. Notations and preliminaries. In the sequel, we place ourselves in a neighbourhood W of T 0 (for the C 3 -topology). Up to restricting this neighbourhood further, we can identify it with an open neighbourhood of 0 in the Banach space upon which X = A × P is modelled. In these coordinates, we will use the notation T 0 = (0 A , 0 P ) where 0 P represents the point (Id, Id, · · · , Id) ∈ Diff r + ([0, 1]). Note that η T0 ≡ 0 therefore by restricting W further we can assume that ∀T ∈ W, ||η T || ≤ ǫ for any choice of a positive ǫ (this is possible since r = 3). Some more notation. We then write a neighbourhood of T 0 in A as a product U × S where U is the subspace of unstable directions of R at T 0 and S is the subspace of stable directions. Consequently, we identify a neighbourhood of T 0 in X to a product S × U × P where P abusively denotes (a neighbourhood of 0 in) the Banach space upon which (Diff
d is modelled. In these coordinates, we write R = (R A , R P ) = (R S , R U , R P ). Finally, we denote by π A , π S , π U and π P the projection from X onto A, S, U and P respectively.
Action of R.
Recall from Section 3 that T 0 is a hyperbolic fixed point of R restricted to A. We collect in this paragraph important properties of R.
(1) R(0) = 0; (2) R(A) = A; (3) R is continuous; (4) R A is smooth; (5) 0 A is a hyperbolic fixed point of R restricted to A; (6) DR A is a bounded operator. A difficulty that we face is that R is not smooth, it is not derivable in the P direction. It is a simple consequence of the fact that the map (ϕ,
is not differentiable. To be able to perform the construction to come, we nonetheless need some control on this map. 
Proposition 13. For any δ > 0 there exists a neighbourhood (for the C 3 -norm) of T 0 such that the restriction of R P to the P coordinates is (1 + δ)-Lipschitz, with respect to d η , restricted to this neighbourhood.
The key to the proof of this proposition are the following facts Lemma 14. For any two function f, g ∈ C 2 (R, R), we have
(1) for any real number a, η(a · f ) = η(f ); (2) for any real number a, η(f
We leave the proof of these elementary statements to the reader. We are now ready to give the proof of Proposition 13.
Proof. Fix ǫ > 0. Let T 1 and T 2 be two GIETs close to T 0 such that
. We want to show that
) provided T 1 and T 2 are in a sufficiently small C 2 -neighbourhood of T 0 . We have the following facts
3) the symmetric difference of the dynamical partition associated with T 1 and T 2 is less than K 0 · sup i ||ϕ
where K is a uniform constant depending on the combinatorics of the dynamical partition only.
The first two facts derive from the facts that η f = f ′′ f ′ and that we are in a C 2 -neighbourhood of T 0 . The third fact is a consequence of the first two facts together with the hypothesis π A (T 1 ) = π A (T 2 ). We now want to find an estimate of
The strategy is to decompose this sum to write it as a sum of integral of difference of the form |η φ 1 i − η φ 2 i | over the dynamical partition, neglecting the subset of [0, 1] for which the the dynamical partition of T 1 differs from that of T 2 . First, let us point out that because of Lemma 14, all the quantities we are dealing with are invariant by rescaling of the ϕ ǫ i at the source and/or at the target by affine maps (η scales by a factor a when the source is scaled by a but the Lebsegue measure scales by 
) is a composition of restrictions of T 1 (respectively T 2 ) to elements of dynamical partitions. Recall that by Lemma 14 we have for any two functions f, g
Assume for the sake of simplicity that ψ 
Injecting using the composition formula gives
To control each term of this sum we use the following facts
• a simple change of variable gives
Putting everything together and by taking a sufficiently small C 3 -neighbourhood we get
This reasoning directly carries over to the case where ψ i are obtained by a fixed but arbitrarily larger number of iterations of T 1 and T 2 . We thus obtain that
which is the expected result.
Invariant cones.
We now construct a continuous family of cones in a neighbourhood of T 0 which are invariant for the action of R on X . Recall that we are using the distance d η on the coordinate P and in the sequel, when h 1 and h 2 are two elements in P, ||h 1 − h 2 || abusively denotes d η (h 1 , h 2 ). For any x an element in W and any δ > 0 we define C δ x := {x + u + (s + h) | u ∈ U, s ∈ S, h ∈ P and ||s|| ≤ δ||u||, ||h|| ≤ δ||u||}. Lemma 15. There exists λ 1 > 1, δ > 0, ǫ 1 > 0 and α 1 > 0 such that, up to restricting W further we have
Proof. Note that both properties are open in x, so we only have to check that these are true in 0. We have the following facts
up to rescaling coordinates we can ensure ||(D P R U ) 0 || ≤ 1 and ||(D P R S ) 0 || ≤ 1; (5) (D S R S ) 0 is contracting. Consider u ∈ U and (s, h) ∈ S × P such that ||s|| ≤ δ||u|| and ||h|| ≤ δ||u||.
and by restricting to a small enough ball we get ||R U (u, s, h)|| ≥ (λ − ǫ)||u|| for any arbitrarily fixed ǫ. Then we have
from which we get ||R S (u, s, h)|| ≤ (δ + ǫ)||u|| Finally ||R P (u, s, h) − R P (u, s, 0)|| ≤ (1 + ǫ)||h|| because the restriction of R P to the variable P can be taken made (1 + ǫ)-Lipschitz by restricting W further (this is given by Lemma 13). But we have that R P (u, s, 0) = 0 which gives ||R P (u, s, h)|| ≤ (1 + ǫ)||h|| Taking ǫ small enough (such that 1 + ǫ < λ − ǫ), we get the expected result.
In what follows we will get rid of the dependency in δ and use the notation C δ x = C x . We now turn to prove a lemma that is going to be the technical cornerstone we will rely upon in the course of the construction the "pre-stable" space.
Lemma 16. There exists λ 2 > 1 such that for all x = (s, u, p) ∈ W such that ∀k ≤ n, R n (x) ∈ W the following holds true. Set
Just before entering the proof of this lemma, we comment on the qualitative meaning of it. This lemma essentially tells us that initial perturbations in the U-direction propagate at an exponential rate in the Udirection and allow for cheaper and cheaper corrections as we renormalise further and further.
Proof. Let B 0 ⊂ U the ball of radius ǫ 1 in U centred at T 0 = 0 and let D 0 = x + B 0 . The image of D 0 under the action of R is a smoothly embedded ball of dimension dim(U) = d − 1 + g − 1 enjoying the following properties • it projects injectively onto a neighbourhood of 0 in U (with the coordinate re-centred to R(x));
• at any point of y ∈ R(D 0 ), there is a neighbourhood of y in R(D 0 ) which is contained in C y . These two properties are a consequence of Lemma 15. We now consider the set of points of R(D 0 ) which project onto the ball of radius ǫ 1 in U(ball centred at R(x)); we call this set D 1 . Using the same construction we can construct D 2 which is the set of points in R(D 1 ) which project onto the ball of radius ǫ 1 in U (ball centred at R 2 (x)). Again, by applying Lemma 15 we get that this set is a ball which has a neighbourhood at y that is contained in C y for all y. We thus construct the sequence (D i ) i≤n satisfying the following
• for all i ≤ n, D i projects bijectively on the ball of radius ǫ 1 centred at R i (x) in U.
By considering the iterated pre-images of x n by R we find v n such that π U (R n (s, u + v n , p)) = u ′ . Since R is λ 2 -expanding restricted to D i for all i, we get the conclusions of the Lemma.
5.4.
Construction of the pre-stable space. In this paragraph we prove the following theorem.
Theorem 17. There exists a continuous function φ : W ′ ⊂ S × P −→ U and a positive constant K 1 such that
where W ′ is a neighbourhood of 0 in S × P for the topology induced by the C 2 -norm.
A couple of comments before entering the proof of Theorem 17
(1) This "pre-stable" space is a submanifold for which corresponding GIETs satisfy a priori bounds or in other words a "Denjoy-Koksma" inequality for the logarithm of the derivative. This means that derivatives at the special times corresponding to the induction are uniformly bounded above and below away from zero. (2) The codimension of this pre-stable space is exactly that of the stable space for the renormalisation restricted to AIETs. (3) We actually prove that the renormalisation in this pre-stable space remain bounded with respect to the C 3 distance, which is stronger than the C 1 .
Proof. We first make the following general remark. If we consider W a neighbourhood of T 0 in X for the C 3 -norm, we know by Proposition 6, Proposition 9 and Proposition 12 that for any T ∈ W, R n P (T ) remains in a small neighbourhood of (Id, · · · , Id)
This is a very important point as the construction of invariant cones only works for a neighbourhood of T 0 in the C 3 -norm, even though we are working in practice with the C 1 -norm. Thus, to show that the sequence R n (T ) stays close to T 0 we only need to check that the projection on A stays close to T 0 .
We consider ǫ ≤ ǫ 1 from Lemma 16 and (s, h) ∈ S × P such that ||h|| 2 ≤ ǫ 2M and ||s|| ≤ ǫ 2 , where M is the constant of Proposition 6. We warn the reader that we will restrict ǫ further in the course of the proof. We build the function φ by an inductive process which consist in adding, for all n ≥ 0, small perturbations in order to compensate for the error in the unstable direction that is brought by the non-vanishing of the "profile" coordinate. The ultimate goal is to show that the sum of all these corrections converges. Set V 0 = 0. We write R(s, 0, h) = (s 1 , u 1 , h 1 ) with
For the remainder of the proof, the norm we use in the P-coordinate is the C 1 -norm. The fact that
is a consequence of Proposition 6.
There exists constants K 2 , K 3 > 0 such that in a C 1 -neighbourhood of (0, 0, 0) we have
2 ||s|| + K 2 ||u|| + K 3 ||h||. Therefore if we restrict h further so that its C 2 norm is less than
2MK3 and by applying Lemma 16 we get the existence of v 1 ∈ U such that
We are now in a good position to iterate the process.
We define inductively V n+1 = V n + v n+1 by making the choice of v n+1 explained below. We want the three following properties
We write
by Proposition 6. Also s n ≤ ǫ 2 by the same reasoning as in the first step described above. We therefore get that
1 This constant K 4 comes from writing a first order approximation of R U in an ǫ 1 -neighbourhood of 0.
By initially choosing ǫ such that K 4 ǫ ≤ ǫ 1 , we can apply Lemma 16 to get the existence of v n+1 such that 1 This is the key argument. Because of the distortion bounds and Proposition 6 , ||hn|| is uniformly small. In turn, because DR is a bounded operator, the error u n+1 is small and we only need to make smaller and smaller corrections using Lemma 16.
) with v n+1 satisfying the following
It follows that V n+1 = V n + v n+1 satisfies the induction hypothesis.
Finally we set
Since v n (s, h) depends continuously upon the variable (s, h) and since the series defining φ(s, h) converges uniformly, we can conclude that φ is a continuous function satisfying the conclusion of the theorem.
Convergence of renormalisations
This section is dedicated to proving that elements belonging to the space defined by Theorem 17 have successive renormalisation actually converging exponentially fast to T 0 . Recall that we have made the assumption that r = 3. Define
There is just a natural obstruction for this to happen that we have to take care of. Note that the function T −→ η T only depends upon the coordinate in P. In this section we prove the following theorem Theorem 18. Up to reducing U further the following hold true.
(1) There exists a constant ρ 1 < 1 such that for all T in K there exists
Note that we are working with C 3 -GIET and that we ultimately obtain results of convergence with respect to the C 1 -norm.
6.1. Size of dynamical partitions. We introduce for a given T ∆ n = sup I∈Pn |I| which we call the size of the dynamical partition P n . We prove the following statement Proposition 19. There exists α < 1 such that for all T ∈ K there exists L T such that
This statement is a rather easy consequence of Theorem 17. The fact that it holds true is a key fact that will allow us to derive fast convergence of iterated renormalisations to Moebius IETs for elements of K, and to T 0 for elements of K 0 .
Proof. Because T is close to T 0 , there is β < 1 such that ∆ 1 < β∆ 0 . Now we show that so long as R n T remains in a vicinity of T 0 there exists α < 1 such that . Because R n T is close to T 0 , we havẽ
These images form a partition of [0, x n ] and the partition P n+1 is obtained by propagating this partition using T until it comes back to [0, x n ]. In turn, by applying Lemma 5 we get that restricted to I j n , the iteration T k of T have uniformly bounded distortion. It means that the subdivision of each element of P n that defines P n+1 is uniformly smaller, namely that the length of each element of P n+1 is less that α times the length of the element of P n in which it is contained for an α < 1. This proves that
6.2. Fast convergence to projective IETs. When one can prove a control of the size of the dynamical partition as in Proposition 19, it is a well-known fact that iterated renormalisations converge in C 1 -norm to the projective or Moebius IETs. The group PSL(2, R) acts projectively by analytic diffeomorphisms on RP 1 = R ∪ {∞}, a projective or Moëbius map is any restriction of such a map to an interval I ⊂ R. A generalised interval exchange transformation is said to be projective or Moëbius (PIET) if the projection on the coordinate P = Diff This part is very classical, we are only going to quickly brush over the standard arguments which allow to prove this fast convergence. We follow the elegant proof due to Khanin and Teplinsky. In [10] , the authors introduce what they call the distortion of a diffeomorphism f of the interval which encodes how cross-ratios are modified under the action of f . This distortion behaves nicely under compositions and it is easy to show using Lemma 6 in [10] that the log of distortion of (each branch of) R n T is proportional to ∆ n The distortion of a map is close to 1 if and only if it C 0 -close to a Moëbius map.
Because we have proved in Propositon 19 that for T ∈ K, ∆ n converges exponentially fast to 0 with respect to the C 0 -norm. Because of the C 2 -bounds, this implies fast convergence with respect to the C 1 -norm and therefore we get the first part of Theorem 18.
6.3. Fast convergence to AIETs. We begin to show that this fast convergence to AIETs occurs for PIETs.
Proposition 20. Let T be a PIET belonging to X 0 . Then there exists a constant µ 1 < 1 such that
Proof. We first remark that a projective diffeomorphism of [0, 1] is entirely determined by the integral of its non-linearity. We also have the following chain rule for the non-linearity
We deduce from this formula that if f is a diffeomorphism J −→ K and a diffeomorphism I −→ J we have
We apply this fact to the dynamical partition induced by RT . Recall that I If we take T in a sufficiently small neighbourhood of T 0 we can impose that there exists c > 0 such that
for any j, k. This is derived form the fact that for any periodic (linear) IET, any P j 1 intersects any I k non-trivially and the continuity in T of the dynamical partition. The hypothesis T ∈ X 0 is equivalent to
where the ϕ i s are the branches of T . Since the ϕ i s are projective, the η ϕi s are of constant sign. We get that 
Proof. R is K-Lipschitz with respect to the C 1 -norm in a neighbourhood of T 0 for a certain K > 0. Up to restricting K 0 to this neighbourhood we can assume that R is K-Lipschitz. Let P be a PIET realising d 1 (T, P). We have that
Applying to R n T we get
for P n realising d 1 (R n T, P). Using estimate of Proposition 20 and fast convergence to projective maps we get
. We thus get
This is easily shown to imply the existence of C ′ T and µ 2 < 1 such that the proposition holds true.
6.4. Fast convergence to the fixed point. We conclude by explaining how Proposition 21 implies the second part of Theorem 18. An element in A ∩ K 0 is exactly an element of the stable space of R at T 0 . We can use a reasoning analogous to that of the proof of Proposition 21 to show that an element of K 0 is exponentially close to the stable space of R restricted to A. This implies that iterated renormalisations of T 0 converge exponentially fast to T 0 .
Rigidity theorem
In this section we show how the fast convergence theorem (Theorem 18) implies C 1 -conjugacy for elements of K 0 which is Theorem 2.
Consider T a GIET belonging to K 0 . It is infinitely renormalisable, and displays the same combinatorics as that of T 0 . It is classical this in that case T is semi-conjugate to T 0 (we refer to [21] , Proposition 7). By a theorem of Masur and Veech, a periodic interval exchange transformation is always uniquely ergodic and its unique invariant measure is the Lebesgue measure. In turn, T is also uniquely ergodic. We are interested in the case where T is conjugate via a C 1 diffeomorphism of [0, 1] to T 0 . In this case, the image of the Lebesgue measure by the C 1 conjugacy is a measure of the form h(x)dx where dx denotes the Lebesgue measure and h is a continuous positive function. This measure is in this case the unique invariant measure of T . Conversely, if T preserves a measure of this form, it is C 1 -conjugate to T 0 . The invariance of such a measure is equivalent to the following equation
Our approach is to construct h building upon the following remark: the equation above is equivalent to the following cohomological equation
It is a standard fact (often referred to as Gottschalk-Hedlund theorem) that if U : X −→ X is a minimal homeomorphism of a compact space X, the equation above as a solution if and only if the Birkhoff sums of DT are uniformly bounded. Unfortunately, T is not a homeomorphism of [0, 1] since it has discontinuity points. However, Marmi-Moussa-Yoccoz [13] have shown that an equivalent statement still holds for minimal GIETs. We will now move on to proving that Birkhoff sums of log DT are uniformly bounded. This statement is equivalent to the following proposition.
Proposition 23. Assume T ∈ K 0 . There exists F T > 1 such that for all x and for all n ∈ N F −1
Proof. The proof of this proposition relies on classical estimates of Birkhoff sums, via interpolating using special times corresponding to first returns of the induction. Precisely, we utilise to following fact: for any x ∈ [0, 1] and n ∈ N there exists integers a 0 , a 1 , · · · , a k all smaller than a uniform constant M (which can be taken as the larger first-return time used to define RT 0 ) such that
Using the chain rule and passing to the logarithm gives
where
But R k T converges exponentially fast to T 0 in C 1 -norm, and by concavity of the log fuction we get that || log D(R k T )|| ∞ ≤ D T · ρ is of class C 1 .
Proof. We compute
But h ′ (p)ǫ is a o(sup(ǫ, ||h|| C 1 ) therefore
is of class C 1 with derivative at (ϕ, p) equal to d is modelled. In these coordinates, we write R = (R A , R P ). Finally, we denote by π A and π P the projection from X onto A and P respectively.
Proposition 26. R is continuous in a neighbourhood of T 0 for the C 0 -topology.
Proof. This results from the continuity of the following functions, with respect to the C 0 -topology (1) restriction of a function to an interval; (2) evaluation of a function at a given point; (3) composition of functions.
Proposition 27. There exists a neighbourhood of T 0 in X r such that R A is of class C 1 in this neighbourhood for the C r -norm.
Proof. R A (T ) is entirely determined by the positions of finitely many iterates of T on finitely many points. These points can all be expressed as a finite combination of the functions from Lemma 24 and Lemma 25 applied to π A (T ) and π P (T ) hence the result.
