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In a large-momentum nucleon state, the matrix element of a gauge-invariant Euclidean Wilson line
operator accessible from lattice QCD can be related to the standard light-cone parton distribution
function through the large-momentum effective theory (LaMET) expansion. This relation is given
by a factorization formula with a non-trivial matching coefficient. Using the operator product
expansion we derive the large-momentum factorization of the quasi-parton distribution function in
LaMET, and show that the more recently discussed pseudo-parton distribution approach also obeys
an equivalent factorization formula. Explicit results for the coefficients are obtained and compared
at one-loop. We also prove that the matching coefficients in the MS scheme depend on the large
partonic momentum rather than the nucleon momentum.
I. INTRODUCTION
Parton distribution functions (PDFs) are key quan-
tities for gaining an understanding of hadron structure
and for making predictions for the cross sections in high-
energy scattering experiments. In QCD factorization the-
orems for hard scattering processes [1], the relevant PDFs
are defined in terms of the nucleon matrix elements of
light-cone correlation operators. For example, in dimen-
sional regularization with d = 4−2, the bare unpolarized
quark PDF is
q(x, ) ≡
∫
dξ−
4pi
e−ixP
+ξ−〈P |ψ¯(ξ−)γ+U(ξ−, 0)ψ(0)|P 〉,
(1)
where x is the momentum fraction, the nucleon momen-
tum Pµ = (P 0, 0, 0, P z), ξ± = (t ± z)/√2 are the light-
cone coordinates, and the Wilson line is
U(ξ−, 0) = P exp
(
−ig
∫ ξ−
0
dη−A+(η−)
)
. (2)
Most often the bare PDF is renormalized in the MS
scheme to obtain q(x, µ), and this renormalized PDF is
used to make predictions for experiment. The relation is
q(x, ) =
∫ 1
x
dy
y
ZMS
(x
y
, , µ
)
q(y, µ) , (3)
where µ is the renormalization scale, and we have sup-
pressed the flavor indices in the renormalization constant
ZMS and PDFs. In light-cone quantization with A+ = 0,
the MS definition has an interpretation as a parton num-
ber density.
So far our main knowledge of the PDF is obtained from
global fits to deep inelastic scattering and jet data, see
for example [2–6]. On the other hand, calculating the
PDF from first principles with QCD has been an attrac-
tive subject, which can for example provide access to spin
and momentum distributions that are hard to determine
experimentally. Several different approaches to this have
been considered using the lattice theory which is a non-
perturbative method to solve QCD. Since the lattice the-
ory is defined in a discretized Euclidean space with imag-
inary time, it is very difficult to calculate Minkowskian
quantities with real-time dependence such as the PDF.
The first and most well explored option is calculating
the moments of the PDF [7–11] that are matrix elements
of local gauge-invariant operators. However, since the
lattice regularization breaks O(4) rotational symmetry,
the consequent mixing between operators of different di-
mensions makes it difficult to compute higher moments,
which in practice has limited the amount of information
that can be extracted from this approach. A method to
improve this situation by restoring the rotational sym-
metry has been proposed in Ref. [12]. Other proposals
include extracting the PDF from the hadronic tensor [13–
16] and the forward Compton amplitude [17], possibly
with flavor changing currents [18], and the more gen-
eral “lattice cross sections” [19, 20]. Systematic lattice
analyses of these approaches are under investigation, but
challenges remain.
In Ref [21] Ji proposed that the x-dependence of the
PDF can be extracted from a Euclidean distribution on
the lattice, which can be understood in the language of
the large momentum effective theory (LaMET) [22]. This
Euclidean distribution is referred to as the quasi-PDF,
whose bare matrix element is defined using a spatial cor-
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2relation of quarks along the z direction,
q˜(x, P z, ) ≡
∫ ∞
−∞
dz
4pi
eixP
zz〈P |ψ¯(z)ΓU(z, 0)ψ(0)|P 〉 ,
(4)
where Γ = γz, zµ = zeµ, eµ = (0, 0, 0, 1), and the Wilson
line is
U(z, 0) = P exp
(
−ig
∫ z
0
dz′Az(z′)
)
. (5)
For finite momentum P z, q˜(x, P z, ) has support in
−∞ < x <∞. According to Ref. [23], there is a univer-
sality class of operators that can be considered. For ex-
ample, for the quasi-PDF, one could also replace Γ = γz
by Γ = γ0 in Eq. (4) as both definitions reduce to the
PDF under an infinite Lorentz boost along the z direc-
tion. Unlike the PDF in Eq. (1) that is invariant under
the Lorentz boost, the quasi-PDF depends dynamically
on it through the nucleon momentum P z. When the
nucleon momentum P z is much larger that the nucleon
mass M and ΛQCD, which is an attainable window on the
lattice, the quasi-PDF can be factorized into a matching
coefficient and the PDF [21, 22]. The factorization for-
mula is
q˜(x, P z, µR) =
∫ 1
−1
dy
|y| C
(x
y
,
µR
µ
,
µ
pz
)
q(y, µ)
+O
(
M2
P 2z
,
Λ2QCD
P 2z
)
, (6)
where the renormalized quasi-PDF q˜(x, P z, µR) is defined
in a particular scheme at renormalization scale µR, and
O(M2/P 2z ,Λ2QCD/P 2z ) are power corrections suppressed
by the nucleon momentum. In general the result for C
will depend on the choice of Γ = γz or γ0 and renormal-
ization schemes. For Γ = γz the matching coefficient C
has been computed for the iso-vector quark quasi-PDF
at one-loop level, first with a transverse momentum cut-
off in [24], confirmed in [19, 25], and also recently de-
termined in the regularization-invariant momentum sub-
traction (RI/MOM) scheme [26]. Matching for the gluon
quasi-PDF is calculated in [27, 28]. The matching coeffi-
cient C is independent of the choice of states used for q˜
and q.1 Since matching calculations are carried out with
quark states of momentum pz, it can be tricky to know
what the right choice to make is for C, and in some of
the literature the choice of pz = P z has been suggested
when utilizing C for the hadronic nucleon state. This
is for example the case in the original quasi-PDF pa-
pers [21, 22, 24] and in the pioneering lattice calculations
1 The scheme definition itself may separately involve a choice of
state, such as in the RI/MOM scheme, but the result is still an
operator renormalization that can be used for different choices
of hadronic states for q˜ and q. The transverse cutoff and MS
schemes do not require even this choice.
of the PDF from the quasi-PDF in [25, 29–36], which
was summarized in Ref. [37]. In the quasi-generalized
parton distribution analysis in [38] it was observed that
one should take pz = |y|P z. Through our rigorous anal-
ysis of Eq. (6) we show that the correct result for this
equation is indeed pz = |y|P z.
Recently, a different procedure [39] to extract PDFs
from the same lattice QCD matrix element as in [21] has
been proposed based on the Lorentz invariant variables
of the spatial correlator (or pseudo-PDF), in place of the
quasi-PDF. In this approach, one starts from the spatial
correlator Q˜γµ defined for µ = 0 or µ = z by
1
2
〈P |O˜γµ(z, )|P 〉 =PµQ˜γµ(ζ = P zz, z2, ) , (7)
which depends on the two Lorentz invariants z2 and ζ =
−z ·P = P zz; the latter is also called the Ioffe time. For
an arbitrary Dirac matrix Γ the operator O˜Γ is defined
as
O˜Γ(z, ) = ψ¯(z)ΓU(z, 0)ψ(0) . (8)
This is the same spatial correlator (calculable on lat-
tice) used to define the quasi-PDF in Eq. (4), where
P z is fixed and one Fourier transforms with respect to
z. If instead z2 is fixed, and we Fourier transform from
the Ioffe time ζ—which is in principle integrating over
P z—to the momentum fraction x, then one obtains the
pseudo-PDF [39],
P (x, z2, ) = ∫ ∞
−∞
dζ
2pi
eixζ Q˜γ0
(
ζ, z2, 
)
. (9)
For arbitrary finite z, the pseudo-PDF only has support
in −1 ≤ x ≤ 1 [40, 41], but has no parton model inter-
pretation. (Again the pseudo-PDF can equally well be
considered for Γ = γz.) The spatial correlator or pseudo-
PDF approach has been explored on the lattice [42, 43],
where the short distance behavior was explored. The
PDF corresponds to the situation when zµ is light-like,
in which case the space-time correlator is referred to as
the Ioffe-time distribution [44],
Q(ζ, ) = Q˜γ+(ζ = −P+ξ−, z2 = 0, ) . (10)
When Fourier transformed this correlation gives the PDF
q(y, ) =
∫ ∞
−∞
dζ
2pi
eiyζ Q(ζ, ) . (11)
In short the quasi-PDF and pseudo-PDF are different
representations of the Euclidean spatial correlator, as
summarized in Table. I.
It was pointed out in Ref. [45] that to obtain enough
information to extract the PDF for the spatial correlator
with small z2, one has to do lattice calculations with large
momenta P z, which is the same requirement as for the
quasi-PDF. Ref. [45] also proposed that the renormalized
3Distribution Fourier transform Arguments
from spatial correlator
Spatial correlation ζ = zP z, z2
Quasi-PDF z → xP z x, P z
Pseudo-PDF ζ → x x, z2
TABLE I. Summary of the relationship between different Eu-
clidean distributions.
pseudo-PDF satisfies the following small z2 factorization,
P (x, z2µ2R) = ∫ dy|y| C
(
x
y
,
µ2R
µ2
, z2µ2R
)
q(y, µ)
+O(z2Λ2QCD, z2M2) , (12)
which they verified at order O(αs) for the unpolarized
iso-vector case with Γ = γ0. (Again the coefficient C will
depend on the choice of Γ = γ0 or γz.)
In Ref.[19] a diagrammatic derivation of the factoriza-
tion formula in Eq. (6) for the quasi-PDF was given. Here
we derive this factorization formula for the quasi-PDF in
an alternate manner, and also show that spatial correla-
tor and pseudo-PDF are different representations of the
same fundamental factorization. Our approach is based
on the operator product expansion (OPE) for spacelike
separated local operators [46]. For such operators the
OPE has been proven for scalar field theory to all orders
in perturbation theory [47–49], and is widely assumed to
hold for any renormalizable quantum field theory includ-
ing QCD. By introducing auxiliary fields in place of the
Wilson line [50], the correlator in Eq. (8) is known to
be equivalent to a product of local renormalizable oper-
ators of this type. Through our derivation we find the
explicit form of the large P z and small z2 factorization
formulas in Eq.(6) and Eq. (12) respectively, as well as
the relationship between the matching coefficients C and
C. Since the requirement for large P z and small z2 is
the same for both the quasi-PDF and pseudo-PDF ap-
proaches, there is in principle no fundamental difference
in applying either one to lattice calculations of the pro-
ton matrix element of O˜Γ(z). It is interesting to compare
both approaches utilizing the same lattice data, although
they shall not yield different result in principle.
The rest of this paper is organized as follows: In Sec. II,
we use an OPE of O˜Γ(z) to derive the large P
z factoriza-
tion of LaMET in Eq. (6) and small z2 factorization of
the pseudo-PDF in Eq. (12). We prove that one must
take pz = |y|P z in Eq. (6), so the corresponding ar-
gument in C is µ/(|y|P z). (This OPE approach was
used recently in Ref. [20] to prove the factorization the-
orem for the “lattice cross sections”, and the OPE proof
carried out here was done independently and first pre-
sented in Ref. [51].) In Sec. III, we derive the spatial cor-
relator, pseudo-PDF, and quasi-PDF distributions and
matching coefficients at one-loop in MS and analyze the
Fourier-transform relation between the quasi-PDF and
pseudo-PDF. Unlike earlier results for the quasi-PDF in
MS, we also use dimensional regularization with minimal
subtraction to renormalize divergences at x = ±∞. In
Sec. IV, we discuss how renormalization schemes other
than MS are easily incorporated into the factorization
formulas. In Sec. V we carry out a numerical analysis
of the matching coefficients, by computing the convolu-
tion in Eq. (6) numerically using the PDF determined by
global fits [4]. We show that the difference between using
pz = P z and pz = |y|P z in Eq. (6) is an important effect,
and that our MS matching coefficients are insensitive to
cutoffs in the convolution integral. In Sec. VI, we discuss
the implications of our OPE analysis for the lattice cal-
culation of the PDF in both the quasi-PDF and pseudo-
PDF approaches. Finally, we conclude in Sec. VII.
II. FACTORIZATION FROM THE OPE
In this section we make use of the operator product
expansion to derive the matching relation for the quasi-
PDF, as well as the equivalent matching relations for the
spatial correlator and pseudo-PDF. For simplicity these
three equivalent cases are presented in separate subsec-
tions.
A. OPE and Factorization for the Spatial
Correlator
The OPE is a technique to expand nonlocal operators
with separation zµ in terms of local ones in the Euclidean
limit of z2 → 0. It can be applied to both bare regulated
operators as well as renormalized operators, and our fo-
cus will be on the latter. For the gauge-invariant Wilson
operator O˜Γ(z), it was proven that it can be multiplica-
tively renormalized in coordinate space as [52, 53]
O˜Γ(z, µ) = Zψ,z e
δm|z|O˜Γ(z, ) , (13)
where δm captures the power divergence from the Wil-
son line self-energy, Zψ,z only depends on the end points
z, 0 and renormalizes the logarithmic divergences. This
multiplicative renormalization was also discussed earlier
in Refs. [54–56]. For simplicity, in this section we take
Γ = γz for Eq. (13).
In the MS scheme, the power divergence vanishes, and
using the OPE the renormalized O˜Γ(z, µ) can be ex-
panded in terms of local gauge-invariant operators as
z2 → 0 giving
O˜γz (z, µ) =
∞∑
n=0
[
Cn(µ
2z2)
(−iz)n
n!
eµ1 · · · eµnOµ0µ1···µn1 (µ)
+ C ′n(µ
2z2)
(−iz)n
n!
eµ1 · · · eµnOµ0µ1···µn2 (µ)
+ higher-twist operators
]
, (14)
where µ0 = z, Cn = 1 + O(αs) and C
′
n = O(αs) are
Wilson coefficients, and Oµ0µ1···µn1 (µ) and O
µ0µ1···µn
2 (µ)
4are the only allowed renormalized traceless symmetric
twist-2 quark and gluon operators at leading power in
the OPE,
Oµ0µ1...µn1 (µ) =Z
qq
n+1
(
ψ¯γ(µ0iDµ1 · · · iDµn)ψ − trace) ,
(15)
Oµ0µ1...µn2 (µ) =Z
qg
n+1
(
F (µ0ρiDµ1 · · · iDµn−1F µn)ρ − trace
)
.
Here Zijn+1 = Z
ij
n+1(µ, ) are multiplicative MS renormal-
ization factors and (µ0 · · ·µn) stands for the symmetriza-
tion of these Lorentz indices.
The above OPE is valid for the operator itself, where
we implicitly constrain ourselves to the subspace of ma-
trix elements for which the twist expansion is appropri-
ate. In the iso-vector case, the mixing with the gluon
operators is absent, which we will stick to for the rest of
the paper. When Oµ0µ1···µn1 is evaluated in the nucleon
state,
〈P |Oµ0µ1···µn1 |P 〉 = 2an+1(µ) (Pµ0Pµ1 . . . Pµn − trace) ,
(16)
where an+1(µ) is the (n+ 1)-th moment of the PDF,
an+1 (µ) =
∫ 1
−1
dxxnq (x, µ) , (17)
and the explicit expression of the trace term have been
derived in Ref. [30, 57, 58]. The inverse relation to
Eq. (17) is that q(x, µ) has an expansion with terms pro-
portional to the n’th derivative of the δ-function, as in
δ(n)(x) an(µ), without any nontrivial short distance Wil-
son coefficient.
As pointed out in Ref. [45], to obtain enough infor-
mation for the spatial correlator at |ζ| = |P zz| ∼ 1 at
small z2, we have to choose P z large compared to the
scale ΛQCD. When P
2
z  {Λ2QCD,M2}, the trace terms
in Eq.(16) are suppressed by powers of M2/P 2z , while the
contributions from higher-twist operators in Eq. (14) are
suppressed by powers of Λ2QCD/P
2
z or z
2Λ2QCD. There-
fore, the twist-2 contribution is the leading approxima-
tion of the nucleon matrix element 〈P |O˜γz (z)|P 〉 at large
momentum. From now on we will drop all the power
corrections from our discussion.
The Wilson coefficients Cn(µ
2z2) in the OPE of O˜γz (z)
can be computed in perturbation theory for µ ∼ 1/|z| 
ΛQCD. In the MS scheme, the Cn are log-singular near
z2 = 0, and so is 〈P |O˜γz (z, µ)|P 〉. For this reason the
x-moments of the quasi-PDF q˜(x, P z, µ) are proportional
to Cn|z=0 which is divergent, and the quasi-PDF will not
simply become the PDF in the infinite P z limit. Instead,
we need a factorization formula which matches the quasi-
PDF to the PDF. In contrast, for the pseudo-PDF the
moments do exist since we hold µ2z2 fixed when taking
the x-moment. However, we still need a factorization
formula to match the pseudo-PDF to the PDF. We will
comment further about this below.
Based on Eqs. (14-17), we can write down the leading-
twist approximation to the spatial correlator as
Q˜γz
(
ζ, µ2z2
)
=
∑
n
Cn(µ
2z2)
(−iζ)n
n!
an+1 (µ) (18)
=
∑
n
Cn(µ
2z2)
(−iζ)n
n!
∫ 1
−1
dy ynq (y, µ) .
It should be noted that the only approximation we have
made so far is ignoring the higher-twist effects that are
suppressed by small z2 and the large momentum P z of
the nucleon. In the limit of P 2z  M2,Λ2QCD, we have
P 0 ∼ P z, so even if µ0 = 0 in Eq. (14), the leading
approximation of O˜γ0(z) is still given by the twist-2 con-
tributions in Eq. (18), just with modified coefficients Cn.
Based on the OPE results in Eq. (18), we can derive a
factorization formula for the Euclidean spatial correlator.
First of all, let us define a function C(α, µ2z2):
C(α, µ2z2) ≡
∫
dζ
2pi
eiαζ
∑
n
Cn(µ
2z2)
(−iζ)n
n!
. (19)
From Eq. (18) and the renormalized analog of the
Fourier-transform relation in Eq. (9) C(α, µ2z2) cor-
responds to a pseudo-PDF in the special case where
an+1(µ) = 1. The analysis of Refs. [40, 41] implies that
the support of C(α, µ2z2) is −1 ≤ α ≤ 1. Noting that∫
dα e−iα(yζ) C(α, µ2z2) =
∑
n
Cn(µ
2z2)
(−iζy)n
n!
, (20)
we find from Eq. (18) that
Q˜(ζ, µ2z2) =
∫ 1
−1
dy
∫ 1
−1
dα e−iα(yζ) C(α, µ2z2) q(y, µ) .
(21)
Finally, using the inverse transform of the renormalized
analog of Eq. (11),
Q(ζ, µ) =
∫ 1
−1
dy e−iyζ q(y, µ) . (22)
we obtain
Q˜(ζ, µ2z2) =
∫ 1
−1
dα C(α, µ2z2)Q(αζ, µ) +O(z2Λ2QCD) .
(23)
The result in Eq. (23) is the factorization formula for the
lattice calculable spatial correlator Q˜(ζ, µ2z2) which ex-
presses it in terms of the light-cone correlation Q(ζ, µ)
that defines the PDF. It has the same structure as the
factorization formula for the spatial correlator used for
the calculation of the pion distribution amplitude in
Ref. [59, 60].
5B. Factorization for the quasi-PDF
The renormalized quasi-PDF is defined as a Fourier
transform of the renormalized spatial correlator,
q˜
(
x,
µ
Pz
)
≡
∫
dζ
2pi
eixζ Q˜
(
ζ,
µ2ζ2
P 2z
)
. (24)
Note that we could use either Q˜γz or Q˜γ0 here. Using
the result for the spatial correlator in Eq. (18) this gives
q˜
(
x,
µ
Pz
)
(25)
=
∫ 1
−1
dy
[∫
dζ
2pi
eixζ
∑
n=0
Cn
(µ2ζ2
P 2z
) (−iζ)n
n!
yn
]
q (y, µ)
=
∫ 1
−1
dy
|y|
[∫
dζ
2pi
ei
x
y ζ
∑
n=0
Cn
( µ2ζ2
(yP z)2
) (−iζ)n
n!
]
q (y, µ) .
Already, one can see that the matching kernel is a func-
tion of x/y and µ/(|y|P z). We define the kernel as
C
(
x
y
,
µ
|y|P z
)
≡
∫
dζ
2pi
ei
x
y ζ
∑
n=0
Cn
( µ2ζ2
(yP z)2
) (−iζ)n
n!
,
(26)
and then Eq. (25) can be rewritten as
q˜
(
x,
µ
P z
)
=
∫ 1
−1
dy
|y| C
(x
y
,
µ
|y|P z
)
q (y, µ) , (27)
which is the MS factorization formula for the quasi-
PDF. This result shows that the factorization formula
in Eq. (6) must have pz = |y|P z for the quasi-PDF in
the MS scheme. We will show that this remains true
for any quasi-PDF renormalization scheme in Sec. IV.
This differs from the choice pz = P z which had been
conjectured and used in the early papers on the quasi-
PDF [21, 22, 24]. Physically the correct result in Eq. (27)
can be understood as the fact that the matching coef-
ficient is only sensitive to the perturbative partonic dy-
namics, and hence it is the magnitude of the partonic mo-
mentum |y|P z which appears, rather than the hadronic
momentum P z.
Taking the moment of the quasi-PDF using Eq. (24)
gives∫ 1
0
dx xnq˜
(
x,
µ
P z
)
=
(
i
d
dζ
)n
Q˜
(
ζ,
µ2ζ2
P 2z
)∣∣∣∣∣
ζ→0
=
∑
n′
(
i
d
dζ
)n[
Cn′
(µ2ζ2
P 2z
) (−iζ)n′
n′!
]∣∣∣∣∣
ζ→0
an′+1 (µ) .
(28)
Since the Cn′ coefficients have ln(ζ
2) dependence, the
derivative for n′ = n will always have a logarithmic sin-
gularity as ζ → 0, and there will be even more singular
terms for n′ < n. This explains why the short distance
Wilson coefficient causes the moments not to exist for
the quasi-PDF.
C. Factorization for the pseudo-PDF
The renormalized pseudo-PDF is the Fourier transform
of the renormalized spatial correlator
P (x, µ2z2) = ∫ ∞
−∞
dζ
2pi
eixζ Q˜
(
ζ, µ2z2
)
. (29)
Since both the pseudo-PDF and spatial correlator are
multiplicatively renormalized in a ζ-independent manner,
this follows immediately from Eq. (9). If we take Eq. (23)
and Fourier transform the spatial correlator Q˜(ζ, µ2z2)
into the pseudo-PDF, and light-cone correlation Q(αζ, µ)
into the PDF, then we immediately obtain the factoriza-
tion formula for the pseudo-PDF,
P(x, z2µ2) =
∫ 1
|x|
dy
|y| C
(
x
y
, µ2z2
)
q(y, µ)
+
∫ −|x|
−1
dy
|y| C
(
x
y
, µ2z2
)
q(y, µ)
+O(z2Λ2QCD) , (30)
which is the small z2 factorization formula in Eq. (12).
The upper and lower limits of the integrals in Eq. (30)
follow immediately from the support −1 ≤ α ≤ 1 of the
matching coefficient C(α, z2µ2), and we recall that we
also have −1 ≤ x ≤ 1 for the pseudo-PDF on the LHS.
Since the range of x is bounded for the pseudo-PDF
the terms in the series expansion of the exponential in
Eq. (29) exist,
Q˜(ζ, µ2z2) =
∞∑
n=0
∫ 1
−1
dx
(−iζ)nxn
n!
P(x, µ2z2) . (31)
Comparing with Eq. (18) this implies that the moments
of the pseudo-PDF are given by∫ 1
−1
dx xn P(x, µ2z2) = Cn(µ2z2) an+1(µ) . (32)
So far we have proven the large P z factorization of
the quasi-PDF and small z2 factorization of the spatial
correlation and pseudo-PDFs. After deriving one factor-
ization, it immediately leads to the others, since they are
just different representations of the same spatial correla-
tor. Indeed, we see that the quasi-PDF and pseudo-PDF
are related at leading power by their definitions:
q˜
(
x,
µ
P z
)
=
∫
dζ
2pi
eixζ
∫ 1
−1
dy e−iyζ P
(
y,
µ2ζ2
P 2z
)
,
(33)
where we have used z = ζ/P z. Based on Eq. (19) and
Eq. (26), the Wilson coefficients in their factorization
theorems also maintain the same relationship,
C
(
ξ,
µ
|y|P z
)
=
∫
dζ
2pi
eiξζ
∫ 1
−1
dα e−iαζ C
(
α,
µ2ζ2
(yP z)2
)
.
(34)
6For the relations in Eqs. (33) and (34) the same choice
of Γ = γ0 or γz should be used in the quasi- and pseudo-
PDFs, or their corresponding coefficients.
In summary, there is a unique factorization formula
that matches the quasi-PDF, spatial correlator and
pseudo-PDF to the PDF. Since their factorizations into
the PDF all require small distances and have large nu-
cleon momentum, the setup for their lattice calculations
must also be the same. Therefore, the LaMET and
pseudo distribution approaches are in principle equiva-
lent to each other, and they differ perhaps only by effects
related to their implementation on the lattice.
In Ref. [39] it was speculated that one can study a ratio
function
Q˜(ζ, z2, a−1)/Q˜(0, z2, a−1) (35)
on a lattice with spacing a, and theO(z2) corrections may
cancel approximately. This idea was tested in Ref. [42] in
lattice QCD, and the results show that the ratio evolves
slowly in z2 at small values. It is then interesting to
consider what type of non-perturbative information can
be extracted from this ratio.
This question can be answered using the small z2
factorization for the spatial correlator. According to
Eq. (18),
Q˜(0, µ2z2) = C0(µ
2z2) +O(z2Λ2QCD) , (36)
where in the MS scheme to one-loop
C0(µ
2z2) = 1 +
αsCF
2pi
[
3
2
ln(µ2z2e2γE/4) +
5
2
]
, (37)
which was also derived recently in [61]. Then the ratio
becomes
Q˜
(
ζ, µ2z2
)
Q˜ (0, µ2z2)
=
∑
n
Cn(µ
2z2)
C0(µ2z2)
(−iζ)n
n!
an+1(µ)
+O(z2Λ2QCD) . (38)
Using Eq. (32) and our MS one-loop perturbative pseudo-
PDF result in Eq. (54) below we find for Γ = γ0 that
Cn(µ
2z2) = 1 +
αsCF
2pi
[( 3+2n
2+3n+n2
+2Hn
)
ln
µ2z2e2γE
4
+
5+2n
2+3n+n2
+ 2(1−Hn)Hn − 2H(2)n
]
,
(39)
where the Harmonic numbers are Hn =
∑n
i=1 1/i and
H
(2)
n =
∑n
i=1 1/i
2. For the case Γ = γz we have
Cγ
z
n (µ
2z2) = Cn(µ
2z2) + ∆Cγ
z
n (µ
2z2) with
∆Cγ
z
n (µ
2z2) =
αsCF
2pi
2
2+3n+n2
, (40)
which also modifies Eq. (37) for n = 0. At small z2
where the perturbative expansion with µ ' 1/|z| is
valid, the ratio in Eq. (38) has a weak logarithmic de-
pendence on |z|, which is consistent with the lattice
findings in Refs. [42, 43]. The weak dependence on |z|
can be quantitatively described by an evolution equation
in ln z2 [39, 62]. According to our OPE analysis, here
Q˜(0, µ2z2) only serves as an overall normalization factor
which is contaminated by higher-twist corrections, and
the ln z2 evolution can be put in accurate terms with the
factorization formula in Eq. (23) that enables us extract
the PDF from the ratio function. The same point was
demonstrated by work done very recently in [61], which
appeared simultaneously with our paper.
III. EQUIVALENCE AT ONE-LOOP ORDER
As has been proven in Sec. II, the quasi-PDF and
pseudo-PDF as well as their matching coefficients are
related by a simple Fourier transform in Eq. (33) and
Eq. (34). This relation is valid to all orders in perturba-
tion theory. In this section we check the relations in
Eq. (33) and Eq. (34) at one-loop order. We choose
Γ = γ0 for our main presentation, but also quote final
results for the case Γ = γz.
In the Feynman gauge, we calculate the quark ma-
trix elements of the unpolarized iso-vector quasi-PDF,
pseudo-PDF, and light-cone PDF at one-loop order in
dimensional regularization with d = 4 − 2. The exter-
nal quark state is chosen to be on-shell and massless,
and we regularize the UV and collinear divergences by
1/UV (UV > 0) and 1/IR (IR < 0) respectively. The
one-loop order Feynman diagrams are shown in Fig. 1.
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FIG. 1. One-loop Feynman diagrams for the quasi-PDF, spatial correlator and pseudo-PDFs. The first one is named “vertex”,
the second and third ones are named “sail”, and the last one “tadpole”. The standard quark self energy wavefunction is also
included.
In an on-shell quark state with momentum pµ = (p0 = pz, 0, 0, pz), for Γ = γ0, each diagram gives
Q˜
(1)
vertex(ζ, z
2, ) =
µ2ι
2p0
u¯(p)
∫
ddk
(2pi)d
(−igT aγµ) i
/k
γ0
i
/k
(−igT aγν) −igµν
(p− k)2u(p)e
−ikzz , (41)
Q˜
(1)
sail(ζ, z
2, ) =
µ2ι
2p0
u¯(p)
∫
ddk
(2pi)d
(igT aγ0)
1
i(pz − kz)
(
e−ip
zz − e−ikzz
)
δµz
i
/k
(−igT aγν) −igµν
(p− k)2u(p)
+
µ2ι
2p0
u¯(p)
∫
ddk
(2pi)d
(−igT aγν) i
/k
(igT aγ0)
1
i(pz − kz)
(
e−ip
zz − e−ikzz
)
δµz
−igµν
(p− k)2u(p) ,
Q˜
(1)
tadpole(ζ, z
2, ) =
µ2ι
2p0
u¯(p)
∫
ddk
(2pi)d
(−g2)CF γ0δµzδνz
(
e−ip
zz − e−ikzz
(pz − kz)2 −
ze−ip
zz
i(pz − kz)
) −igµν
(p− k)2u(p) ,
where ι = eγE/(4pi) is included to implement µ in the MS scheme, CF = 4/3, and T
a is the SU(3) color matrix in
the fundamental representation. The second term in the brackets in the last line, which is proportional z, does not
contribute to the loop integral as it is odd under the exchange of pz−kz → −(pz−kz). The quark self-energy correction
is Q˜
(1)
w.fn.(ζ, z
2, ) = δZψ Q˜
(0)(ζ, z2) with the tree level matrix element Q˜(0)(ζ, z2) = e−iζ and on-shell renormalization
constant δZψ,
δZψ =
αsCF
2pi
(
−1
2
)(
1
UV
− 1
IR
)
. (42)
After carrying out the loop integrals in Eq. (41) according to the method in Ref. [45], we obtain
Q˜
(1)
vertex(ζ, z
2, ) =
αsCF
2pi
eγE
∫ 1
0
du (1− )(1− u)e−iuζΓ(−)4−(µ|z|)2 (43)
=
αsCF
2pi
eγE
(
µ|z|
2
)2
(−1)Γ(2− )
IR
1− iζ − e−iζ
ζ2
,
Q˜
(1)
sail(ζ, z
2, ) =
αsCF
2pi
eγE
[
(iζ)
∫ 1
0
du
∫ 1
0
dt(2− u)e−i(1−ut)ζΓ(−)4−(t2z2µ2)
−
∫ 1
0
du e−iuζΓ(−)4−(z2µ2) +
(
1
UV
− 1
IR
)
e−iζ
]
=
αsCF
2pi
eγE
(
µ|z|
2
)2{−Γ(1− )
IR
2(1− )
1− 2
[
1− e−iζ
−iζ + e
−iζ(−iζ)−2(Γ(2)− Γ(2,−iζ))]
+
Γ(1− )
IR
e−iζ

+
(
1
UV
− 1
IR
)
e−iζ
}
,
Q˜
(1)
tadpole(ζ, z
2, ) =
αsCF
2pi
eγE
(
µ|z|
2
)2
Γ(1− )
UV(1− 2)e
−iζ .
For simplicity we have left out the tree level multiplicative spinor factor u¯γ0u when quoting one-loop results in
Eq. (43), and will continue to do so for the spatial correlator, quasi-PDF, and pseudo-PDF results quoted below.
Since αbares = αs(µ)µ
2Z2g = αs(µ)µ
2 + O(α2s) is µ-independent we do not include µ as an argument in the bare
8functions. In the final result for each term we have also specified whether 1/ factors (that remain after expanding
about  → 0) are IR or UV divergences. Combined with the wavefunction corection, the bare spatial correlator
Q˜(1)(ζ, z2, ) is
Q˜(1)(ζ, z2, ) =
αsCF
2pi
eγE
(
µ|z|
2
)2{
3
2
(
1
UV
− 1
IR
)
e−iζ +
(−1)Γ(2− )
IR
[
(1− iζ − e−iζ)
ζ2
(44)
+
2
1− 2
{
1− e−iζ
−iζ + e
−iζ(−iζ)−2(Γ(2)− Γ(2,−iζ))− e−iζ
2
}]}
.
Note that as → 0 the terms in the innermost curly brackets have no 1/ term. Also we can verify that in the local
limit of the operator that the bare one-loop correction vanishes as expected by conservation of the vector current:
lim
z→0
Q˜(1)(zP z, z2, ) = lim
z→0
αsCF
2pi
eγE
(
µ|z|
2
)2{
3
2
(
1
UV
− 1
IR
)
+
3
2IR
}
= 0 , (45)
where we note that it is important that the 1/IR terms cancel since the assumption  > 0 is only valid for the 1/UV
term. The corresponding bare pseudo-PDF is
P(1)(x, z2, ) = αsCF
2pi
[
−1 + x+ 2
(1− 2) −
(
2
(1− 2)
1
(1− x)1−2
)[0,1]
+(1)
]
eγE
(
µ|z|
2
)2
Γ(2− )
IR
θ(x)θ(1− x)
+
αsCF
2pi
eγE
(
µ|z|
2
)2
3
2
(
1
UV
− 1
IR
)
δ(1− x) . (46)
Since we will encounter plus functions over different domains below, we define a plus function at x = x0 within a
given domain D so that ∫
D
dx
[
g(x)
]D
+(x0)
h(x) =
∫
D
dx g(x) [h(x)− h(x0)] . (47)
(See App. C for more details.) It is straightforward to confirm that the bare pseudo-PDF satisfies the local vector
current conservation, limz→0
∫
dxP(1)(x, z2µ2, ) = 0, with the same cancellation as in Eq. (45).
Now, according to the relations between the quasi-PDF and the spatial correlator or pseudo-PDFs in Eqs. (24,33),
we can do a Fourier or double Fourier transform of the results in Eqs. (44,46) to get the quasi-PDF. Despite its
straightforwardness, the Fourier transform is subtle and the details are provided in App. A. Here we simply quote the
result for the bare quasi-PDF,
q˜(1)(x, pz, ) =
αsCF
2pi
{
3
2
(
1
UV
− 1
IR
)
δ(1− x) + Γ(+
1
2 )e
γE
√
pi
µ2
p2z
1− 
IR(1− 2)
×
[
|x|−1−2
(
1 + x+
x
2
(x− 1 + 2)
)
− |1− x|−1−2
(
x+
1
2
(1− x)2
)
+ I3(x)
]}
, (48)
where
I3(x) = θ(x− 1)
(
x−1−2
x− 1
)[1,∞]
+(1)
− θ(x)θ(1− x)
(
x−1−2
1− x
)[0,1]
+(1)
− δ(1− x)pi csc(2pi) + θ(−x) |x|
−1−2
x− 1 . (49)
After some algebra one can confirm that the bare quasi-PDF satisfies local vector current conservation, with∫
dx q˜(1)(x, pz, ) = 0. To verify this result one must carefully separate out 1/UV factors arising from requiring
 > 0 to obtain convergence at x = ±∞, and 1/IR factors that arise from requiring  < 0 to obtain convergence at
x = 1.
An alternate method of obtaining the quasi-PDF is to directly calculate it from the Feynman diagrams by first
Fourier transforming z into xpz. As a result, the factors (e−ip
zz−e−ikzz) are transformed into [δ(pz−xpz)−δ(kz−xpz)],
and all the loop integrals reduce to (d− 1)-dimensional ones. This is the procedure for the matching calculations of
the quasi-PDF used in Refs. [24, 26, 27], and is distinct from doing the Fourier transformation after fully carrying out
the integrals as in Eqs. (43–48). As a cross-check we have confirmed in App. B that we obtain the exact same bare
quasi-PDF in Eq. (48) from both procedures.
9Now we consider the  expansion to obtain MS renormalized results for the spatial correlator, pseudo-PDF, and
quasi-PDF. Expanding the spatial correlator in  we obtain
Q˜(1)(ζ, z2, ) = δQ˜(1)(ζ, z2, µ, UV) + Q˜
(1)(ζ, z2, µ, IR) +O() (50)
with the MS counterterm and renormalized spatial correlator given by
δQ˜(1)(ζ, z2, µ, UV) =
αsCF
2pi
e−iζ
3
2
1
UV
, (51)
Q˜(1)(ζ, z2, µ, IR) =
αsCF
2pi
{
3
2
(
ln
µ2z2e2γE
4
+ 1
)
e−iζ +
(
− 1
IR
− ln z
2µ2e2γE
4
− 1
)
h(ζ) +
2(1−iζ−e−iζ)
ζ2
+ 4iζe−iζ 3F3(1, 1, 1, 2, 2, 2, iζ)
}
.
Here 3F3 is a hypergeometric function and the Fourier transform of
[
(1 + x2)/(1− x)][0,1]
+(1)
gives the function
h(ζ) =
3
2
e−iζ +
1 + iζ − e−iζ − 2iζe−iζ
ζ2
− 2e−iζ[Γ(0,−iζ)+γE+ln(−iζ)] . (52)
For the position space PDF we have
Q(1)(ζ, µ, IR) = −αsCF
2pi
1
IR
h(ζ) . (53)
Next we expand the bare pseudo-PDF from Eq. (46) in  to obtain the MS counterterm and renormalized pseudo-
PDF as P(1)(x, z2, ) = δP(1)(x, z2µ2, UV) + P(1)(x, z2µ2, IR) +O() with
δP(1)(x, z2µ2, UV) = αsCF
2pi
3
2UV
δ(1− x) ,
P(1)(x, z2µ2, IR)
=
αsCF
2pi
{(
1 + x2
1− x
)[0,1]
+(1)
[
−
(
1
IR
+ ln
e2γE
4
)
− ln(z2µ2)− 1
]
−
(
4 ln(1− x)
1− x
)[0,1]
+(1)
+ 2(1− x)
}
θ(x)θ(1− x)
+
αsCF
2pi
[
3
2
ln(z2µ2) +
3
2
ln
e2γE
4
+
3
2
]
δ(1− x) . (54)
Note that the renormalized MS pseudo-PDF depends explicitly on µ2, and satisfies the relation to the renormalized
MS spatial correlator given in Eq. (29). It is also interesting to note that having expanded in , local vector current
conservation is no longer satisfied by the limit of the renormalized MS pseudo-PDF, since
lim
z→0
∫
dxP(1)(x, z2µ2, IR) ' (3αsCF /4pi) lim
z→0
ln(z2µ2) (55)
gives a divergent result. The same divergence is present in the one-loop MS renormalized spatial correlator in Eq. (51).
Although this is the case in MS, it does not need to be the case in other renormalization schemes.
For the quasi-PDF there are two methods that we can consider for the renormalized calculation, either expanding
the bare result in Eq. (48) and renormalizing in (x, pz) space, or following our preferred definition in Eq. (24) and
Fourier transforming the renormalized spatial correlator in Eq. (51). Although these two approaches will lead to the
same final result for C for practical applications, there is a subtle difference that we will explain.
First consider the renormalization of the quasi-PDF done in (x, pz) space. Expanding Eq. (48) in , and writing
q˜(1)(x, pz, ) = δq˜(1)(x, µ/|pz|, UV) + q˜(1)(x, µ/|pz|, IR) +O() allows us to identify the MS counterterm and renormal-
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ized quasi-PDF as
δq˜(1)(x, µ/|pz|, UV) = αsCF
2pi
3
2UV
[
δ(1− x)− 1
2
1
x2
δ+
( 1
x
)
− 1
2
1
(1− x)2 δ
+
( 1
1− x
)]
,
q˜(1)(x, µ/|pz|, IR) = αsCF
2pi

(
1 + x2
1− x ln
x
x− 1 + 1 +
3
2x
)[1,∞]
+(1)
−
(
3
2x
)[1,∞]
+(∞)
x > 1(
1 + x2
1− x
[
− 1
IR
− ln µ
2
4p2z
+ ln
(
x(1− x))]− x(1 + x)
1− x
)[0,1]
+(1)
0 < x < 1(
−1 + x
2
1− x ln
−x
1− x − 1 +
3
2(1− x)
)[−∞,0]
+(1)
−
(
3
2(1− x)
)[−∞,0]
+(−∞)
x < 0
+
αsCF
2pi
[
δ(1− x)− 1
2
1
x2
δ+
( 1
x
)
− 1
2
1
(1− x)2 δ
+
( 1
1− x
)](3
2
ln
µ2
4p2z
+
5
2
)
. (56)
The details of working out the  expansion of Eq. (48) are provided in App. C, including definitions of the plus
functions and δ-functions at x0 = ±∞ that appear in the result quoted here. The MS quasi-PDF obtained in Eq. (56)
still satisfies vector current conservation ∫
dx q˜(1)(x, µ/|pz|, IR) = 0 . (57)
This is obviously the case for the plus function terms which individually integrate to zero, and is also true for the
combination of δ-functions which appears in Eq. (56).
The renormalized MS quasi-PDF in Eq. (56) differs slightly from that obtained using our definition in Eq. (24).
Using Eq. (24) and the renormalized spatial correlator in Eq. (51) we instead obtain
δq˜′(1)(x, µ/|pz|, UV) = αsCF
2pi
3
2UV
δ(1− x) , (58)
q˜′(1)(x, µ/|pz|, IR) = αsCF
2pi

(
1 + x2
1− x ln
x
x− 1 + 1 +
3
2x
)[1,∞]
+(1)
−
(
3
2x
)[1,∞]
+(∞)
x > 1(
1 + x2
1− x
[
− 1
IR
− ln µ
2
4p2z
+ ln
(
x(1− x))]− x(1 + x)
1− x
)[0,1]
+(1)
0 < x < 1(
−1 + x
2
1− x ln
−x
1− x − 1 +
3
2(1− x)
)[−∞,0]
+(1)
−
(
3
2(1− x)
)[−∞,0]
+(−∞)
x < 0
+
αsCF
2pi
[
δ(1− x)
(
3
2
ln
µ2
4p2z
+
5
2
)
+
3
2
γE
(
1
(x− 1)2 δ
+(
1
x− 1) +
1
(1− x)2 δ
+(
1
1− x )
)]
.
To carry out this calculation we defined the Fourier transformation of the singular function ln(ζ2) as∫
dζ
2pi
eixζ ln ζ2 =
[
d
dη
∫
dζ
2pi
eixζ(ζ2)η
]∣∣∣∣
η=0
=
[
d
dη
4η
Γ(−η)
Γ(η + 1/2)√
pi
[θ(x) + θ(−x)]
|x|1+2η
]∣∣∣∣
η=0
=γE
[(
−δ(x) + 1
x2
δ+
( 1
x
))
+
(
−δ(x) + 1
x2
δ+
( 1
−x
))]
−
[(
1
x
)[0,1]
+(0)
+
(
1
x
)[1,∞]
+(∞)
]
θ(x)−
[(
1
−x
)[−1,0]
+(0)
+
(
1
−x
)[−∞,−1]
+(∞)
]
θ(−x) , (59)
where we have used the results in Eqs. (A1,C7) to derive the second and last equalities, and took the limit η → 0+
or η → 0− when needed. This q˜′(1)(x, µ/|pz|, IR) does not satisfy vector-current conservation, and is different from
q˜(1)(x, µ/|pz|, IR) in Eq. (56) only by the δ-functions at x0 = ±∞. Within the function domain −∞ < x <∞, they
are exactly the same. We will see below that both Eq. (56) and Eq. (58) eventually lead to the same result for the
one-loop matching coefficient.
The final ingredient we need for the matching calculations is the PDF, whose one-loop bare matrix element can
be written as a sum of an MS counterterm and renormalized matrix element, q(1)(x, ) = δq(1)(x, UV) + q
(1)(x, IR),
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where
δq(1)(x, UV) =
αsCF
2pi
1
UV
(
1 + x2
1− x
)[0,1]
+(1)
θ(x)θ(1− x) , (60)
q(1)(x, IR) =
αsCF
2pi
(−1)
IR
(
1 + x2
1− x
)[0,1]
+(1)
θ(x)θ(1− x) .
With the above results in hand we can now determine the matching coefficients up to one-loop order. Using Eq. (30)
we find
C(1)(α, z2µ2) = P(1)(α, z2µ2, IR)− q(1)(α, IR) . (61)
Therefore the matching coefficient relating the pseudo-PDF and PDF in the MS scheme with Γ = γ0 is2
C(α, z2µ2) =
[
1 +
αsCF
2pi
(
3
2
ln(z2µ2) +
3
2
ln
e2γE
4
+
3
2
)]
δ(1− α) (62)
+
αsCF
2pi
{(
1 + α2
1− α
)[0,1]
+(1)
[
− ln(z2µ2)− ln e
2γE
4
− 1
]
−
(
4 ln(1− α)
1− α
)[0,1]
+(1)
+ 2(1− α)
}
θ(α)θ(1− α) .
This result is independent of the infrared regulator as it must be. We have also computed the matching coefficient
for the Γ = γz case, and it is Cγz (α, z2µ2) = C(α, z2µ2) + ∆Cγz (α, z2µ2) with
∆Cγz (α, z2µ2) = αsCF
2pi
2(1− α)θ(α)θ(1− α) . (63)
Due to the ln(z2µ2)δ(1−α) term in Eq. (62), the matching coefficient for the MS pseudo-PDF again displays the fact
that there is not a smooth local limit as z → 0. It is possible to define a scheme other than MS to ensure that this limit
is smooth, reproducing a renormalization for z → 0 that agrees with the fact that the local operator corresponds with
a conserved current. One such scheme would be to simply multiply all MS renormalization constants by C0(µ
2z2),
which would lead to a spatial correlator renormalized in a different scheme, and a corresponding different matching
coefficient in Eq. (62) with a smooth z → 0 limit. This is equivalent to studying the ratio of Eq. (38) from the start
as advocated in Ref. [39, 62]. We will give explicit results for this scheme choice below. This modified scheme should
not be confused with the strict definition of the MS scheme.
From Eq. (27) the corresponding relation for the matching coefficient for the quasi-PDF defined in Eq. (24) is
C(1)(ξ, µ/(|y|P z)) = q˜′(1)(ξ, µ/|y|P z, IR)− q(1)(ξ, IR) . (64)
Therefore using Eq. (58) the matching coefficient relating the quasi-PDF and PDF is
C
(
ξ,
µ
|y|P z
)
= δ (1− ξ) + αsCF
2pi

(
1 + ξ2
1− ξ ln
ξ
ξ − 1 + 1 +
3
2ξ
)[1,∞]
+(1)
−
(
3
2ξ
)[1,∞]
+(∞)
ξ > 1(
1 + ξ2
1− ξ
[
− ln µ
2
y2P 2z
+ ln
(
4ξ(1− ξ))]− ξ(1 + ξ)
1− ξ
)[0,1]
+(1)
0 < ξ < 1(
−1 + ξ
2
1− ξ ln
−ξ
1− ξ − 1 +
3
2(1− ξ)
)[−∞,0]
+(1)
−
(
3
2(1− ξ)
)[−∞,0]
+(−∞)
ξ < 0
+
αsCF
2pi
[
δ(1− ξ)
(
3
2
ln
µ2
4y2P 2z
+
5
2
)
+
3
2
γE
(
1
(ξ − 1)2 δ
+(
1
ξ − 1) +
1
(1− ξ)2 δ
+(
1
1− ξ )
)]
. (65)
2 A one-loop analysis of the spatial correlator in the coordinate
space also recently appeared in Refs. [62, 63]. Our factorization
result for the spatial correlator in Eq. (23) has a similar form to
the hard part of the reduced spatial correlator found in Eq.(3.35)
of Ref. [62] and Eq.(17) of Ref. [63]. It is therefore interesting to
compare our C(α, z2µ2)/C0(µ2z2) and this hard part. Our MS
result Eq. (62) differs from Refs. [62] due to the presence of the
2(1− α) term. The result in the final version of Ref. [63] agrees
with ours. Eq. (62) also agrees with the original result derived
in Ref. [45], up to the addition of our e2γE terms. The result
for C(α, z2µ2) in Eq. (62) should be used to extract an MS PDF
from an MS result for the pseudo-PDF.
12
Again this result is independent of the IR regulator as it must be. Here the plus function terms
[
g1(ξ)
][1,∞]
+(1)
and[
g2(ξ)
][−∞,0]
+(1)
have integrands that converge for ξ → ±∞, behaving as gi(ξ) ∼ 1/ξ2. Note that if we had instead
used the renormalized MS quasi-PDF calculated in Eq. (56), we would obtain a different matching coefficient C
with different δ-functions at ξ = ±∞. However, the δ-functions do not contribute to the convolution integral in
Eq. (27) for any integrable PDFs. For example, to carry out the convolution with 1/ξ2δ+(1/ξ) we can use δ+
(
1
ξ
)
=
limβ→0+ δ
(
1
ξ − β
)
, which when plugged into the factorization formula gives
lim
β→0+
∫
dy
|y|
y2
x2
δ
(y
x
− β
)
fu−d(y) = lim
β→0+
βfu−d(βx) . (66)
For the plus-function at ∞ using Eqs. (C9) and (C3) we have∫ +1
−1
dy
|y|
[
1
(x/y)
][1,∞]
+(∞)
fu−d(y) = lim
β→0+
∫ +1
−1
dy
|y|
[
θ(x/y − β)
x/y
+
y2
x2
δ
(y
x
− β
)
lnβ
]
fu−d(y)
=
∫ +1
−1
dy
x
y
|y|fu−d(y) + limβ→0+ βfu−d(βx) lnβ .
In the last line we dropped the θ(x/y − β) since at small y our PDF behaves as fu−d(y) ∼ y−1+a with 0 < a < 1.
This also implies
lim
β→0
βfu−d(βx) ∝ x−1+a lim
β→0
βa = 0 ,
lim
β→0
βfu−d(βx) lnβ ∝ x−1+a lim
β→0
βa lnβ = 0 , (67)
which means that the distribution contributions evaluated at ξ = ±∞ in the matching coefficient C give zero contri-
bution.
Therefore, the matching coefficients calculated from the quasi-PDFs in Eq. (56) and Eq. (58) are the same in effect,
and we can simply drop all the δ-functions at ξ = ±∞ when plugging them into the factorization formula:
CMS
(
ξ,
µ
|y|P z
)
= δ (1− ξ) + αsCF
2pi

(
1 + ξ2
1− ξ ln
ξ
ξ − 1 + 1 +
3
2ξ
)[1,∞]
+(1)
− 3
2ξ
ξ > 1(
1 + ξ2
1− ξ
[
− ln µ
2
y2P 2z
+ ln
(
4ξ(1− ξ))]− ξ(1 + ξ)
1− ξ
)[0,1]
+(1)
0 < ξ < 1(
−1 + ξ
2
1− ξ ln
−ξ
1− ξ − 1 +
3
2(1− ξ)
)[−∞,0]
+(1)
− 3
2(1− ξ) ξ < 0
+
αsCF
2pi
δ(1− ξ)
(
3
2
ln
µ2
4y2P 2z
+
5
2
)
. (68)
The use of Eq. (68) in the factorization formula is valid for any PDF that behaves as limy→0 f(y, µ) ∼ y−1+a with
a > 0. We have also computed the matching coefficient for the Γ = γz case, and it is given by Cγz (ξ, µ/(|y|P z)) =
C(ξ, µ/(|y|P z)) + ∆Cγz (ξ, µ/(|y|P z)) with
∆Cγz (ξ, µ/(|y|P z)) = αsCF
2pi
2(1− ξ) θ(ξ)θ(1− ξ) . (69)
Note that our result for the quark matching coefficient in MS differs from that of Ref. [27] which is a pure plus
function, but gives a convolution that does not converge, just as in the case of the quasi-PDF with a transverse
momentum cutoff, see Ref. [26].
Since the renormalized pseudo-PDF and quasi-PDF satisfy the relation in Eq. (33) by definition, C (ξ, µ/(|y|P z))
and C(α, z2µ2) that are given by Eqs. (62, 65) automatically satisfy the relation in Eq. (34).
Besides, if one uses a scheme other than MS for the quasi-PDF, such as the scheme obtained by absorbing C0
into the MS renormalization constant, then this will lead to a result for the matching coefficient that is a pure plus
function and hence satisfies current conservation. Starting with Eq. (65) and using Eq. (37) together with Eq. (59)
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we obtain
Cratio
(
ξ,
µ
|y|P z
)
= δ (1− ξ) + αsCF
2pi

(
1 + ξ2
1− ξ ln
ξ
ξ − 1 + 1−
3
2(1− ξ)
)[1,∞]
+(1)
ξ > 1(
1 + ξ2
1− ξ
[
− ln µ
2
y2P 2z
+ ln
(
4ξ(1− ξ))− 1]+ 1 + 3
2(1− ξ)
)[0,1]
+(1)
0 < ξ < 1(
−1 + ξ
2
1− ξ ln
−ξ
1− ξ − 1 +
3
2(1− ξ)
)[−∞,0]
+(1)
ξ < 0
,
(70)
and for the Γ = γz case,
∆Cratioγz (ξ, µ/(|y|P z)) =
αsCF
2pi
[
2(1− ξ)][0,1]
+(1)
. (71)
While retaining current conservation in the renormalized quasi-PDF, Eq. (70) can be used for example as input to
the two-step matching procedure in the lattice calculation of PDF in Refs. [33]. For the matching step, an equivalent
procedure is to study the ratio given in Eq. (38) in the MS scheme from the start, as advocated in Ref. [39, 62],
performing its matching onto the PDF, which will yield Eq. (70). This concludes our discussion of matching results
and the equivalence between the quasi-PDF and pseudo-PDF at one-loop order.
IV. OTHER RENORMALIZATION SCHEMES
Although we derive the above matching formula as-
suming that the quasi-PDF is renormalized in the MS
scheme, this is not a limitation to our result. Since
the gauge-invariant Wilson line operator O˜Γ(z) has been
proven to be multiplicatively renormalizable in the co-
ordinate space [52, 53], one can convert Q˜Γ(z) from
any other scheme to the MS scheme before using the
above factorization formula. The renormalization of
the quasi-PDF has been studied in many recent pa-
pers [26, 28, 33, 34, 54–56, 64–66]. We will discuss some
of these results and show how they can be incorporated
into the factorization formula in Eq. (27).
The MS scheme is convenient for our discussion of the
OPE as it guarantees Lorentz and gauge invariances, but
it is not practical for lattice renormalization. Since the
lattice theory has a natural UV cut-off 1/a with a being
the lattice spacing, the unrenormalized spatial correlator
Q˜ inherits the power divergence from the Wilson line self-
energy according to Eq. (13). For an arbitrary scheme
X, the renormalized spatial correlator
Q˜X(ζ, z2µ2R) = lim
a→0
Z−1X (z
2µ2R, a
2µ2R) Q˜(ζ, z
2/a2) (72)
should be free of all the UV divergences and have a well-
defined continuum limit as a→ 0. This continuum limit,
in particular, is independent of the UV regulator, so
lim
a→0
Z−1X (z
2µ2R, a
2µ2R)Q˜(ζ, z
2/a2)
= Z−1X (z
2µ2R, )Q˜(ζ, z
2, ) . (73)
As a result, we can relate Q˜X(ζ, z2µ2R) to the MS scheme
by the conversion
Q˜X(ζ, z2µ2R) =
ZMS(, µ)
ZX(z2µ2R, )
Q˜MS(ζ, z2µ2)
=Z ′X(z
2µ2R, µ
2
R/µ
2) Q˜MS(ζ, z2µ2) , (74)
where the regulator  dependence is completely canceled
out between ZMS and ZX . The ratio Z
′
X can be calcu-
lated perturbatively in QCD, which was done in [56] for
several lattice schemes and the RI/MOM scheme. Thus
the factorization formula we have proven in Sec. II still
applies to Q˜X with a slight modification to the coefficient
function,
Q˜X(ζ, z2µ2R) =
∫ 1
−1
dα CX(α, µ2R/µ2, µ2z2)Q(αζ, µ) ,
(75)
where the matching coefficient for the schemeX is related
to that of MS by
CX(α, µ2R/µ2, µ2z2) = Z ′X(z2µ2R, µ2R/µ2) C(α, µ2z2) .
(76)
For the pseudo-PDF the modified result also involves this
same coefficient
PX(x, z2µ2R) =
∫ 1
|x|
dy
|y| C
X
(x
y
,
µ2R
µ2
, µ2z2
)
q(y, µ) (77)
+
∫ −|x|
−1
dy
|y| C
X
(x
y
,
µ2R
µ2
, µ2z2
)
q(y, µ) .
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Meanwhile, for the quasi-PDF we have,
q˜X
(
x,
µ2R
P 2z
)
≡
∫
dζ
2pi
eixζ Q˜X
(
ζ,
µ2ζ2
P 2z
)
=
∫ 1
−1
dy
|y| C
X
(x
y
,
µR
µ
,
µ
|y|P z
)
q(y, µ) .
(78)
Here the modified coefficient for the X scheme is related
to coefficient in the MS scheme by
CX
(x
y
,
µR
µ
,
µ
|y|P z
)
(79)
=
∫
dη Z¯ ′X
(
η2,
µ2R
µ2
)
C
(x
y
− η|y|
µR
P z
,
µ
|y|P z
)
,
where here Z¯ ′X is defined by the Fourier transform
Z¯ ′X
(
η2,
µ2R
µ2
)
≡
∫
dτ
2pi
eiητ Z ′X
(
τ2,
µ2R
µ2
)
. (80)
Depending on the scheme X we note that slightly modi-
fied definitions of Z¯ ′X may be more appropriate.
One undesirable feature of the MS scheme for the
renormalized spatial correlator is that it does not have
a smooth z → 0 limit, and hence no simple connection
with the fact that the local operator for z = 0 is a con-
served current. To avoid this one can simply make use
of a different scheme that has a simple relation to MS,
such as by adding C0(µ
2z2) to the MS renormalization
constant. This removes the offending ln(µ2z2) terms and
yields a scheme with a smooth connection to the con-
served current.
Besides the MS scheme, the quasi-PDF has also been
defined with a transverse momentum cut-off [19, 24, 25,
29] and in the RI/MOM scheme [26, 33, 34, 56, 66]. The
RI/MOM scheme has attracted strong interest recently
as it can be implemented nonperturbatively on the lat-
tice, so we consider it as an explicit example of the above
relations. In this scheme, the renormalization constant
ZOM is determined by imposing a condition on the spatial
correlator in an off-shell quark state,
Z−1OM Q˜(ζ = zp
z, z2/a2,−p2a2)
∣∣∣
p2=−µ2R,pz=pzR
= Q˜(0)q (zp
z
R, z
2/a2, z2µ2R) = e
−izpzR , (81)
where q denotes the quark state, pµ is the external mo-
mentum, and “(0)” in the superscript stands for the tree-
level matrix element. As a result,
ZOM = ZOM(zp
z
R, z
2/a2, a2µ2R) ,
Z ′OM = Z
′
OM(zp
z
R, z
2µ2R, µ
2
R/µ
2) , (82)
and here we define
Z¯ ′OM
(
η,
µ2R
(pzR)
2
,
µ2R
µ2
)
≡ pzR
∫
dz
2pi
eiηp
z
Rz Z ′OM(zp
z
R, z
2µ2R, µ
2
R/µ
2) . (83)
Then the matching coefficient in Eq. (78) becomes
COM
(
x
y
,
µR
pzR
,
µR
µ
,
µ
yP z
)
(84)
=
∫
dη Z¯ ′OM
(
η,
µ2R
(pzR)
2
,
µ2R
µ2
)
C
(
x
y
− η
y
pzR
P z
,
µ
|y|P z
)
.
The choices of µR and p
z
R are independent of µ and P
z,
and pzR = P
z was used in Refs. [26, 34].
It should be noted that on the lattice, due to the break-
ing of chiral symmetry, the vector-like quark Wilson line
operator O˜γµ(z) can mix with the scalar operator O˜1(z),
as has been discussed in Refs. [33, 34, 56, 66, 67]. Af-
ter considering the mixing effects, the same factorization
formula can still be applied to the RI/MOM quasi-PDF
from lattice QCD.
V. NUMERICAL RESULTS
In this section we numerically analyze the quasi-PDF,
spatial correlator and pseudo-PDF by studying how the
matching coefficients in Eqs. (27,30) change the PDF.
The quasi-PDF has already been studied in this manner
for the MS, transverse momentum cut-off, and RI/MOM
schemes in Ref. [26]. Our new MS result for the match-
ing is given in Eq. (68), and leads to stable convolution
integrals. We also compare the differences between using
hadron momentum pz = P z and the parton momentum
pz = |y|P z for the matching coefficient in the MS scheme.
We take Γ = γ0 for the results here.
As an example we use for our analysis the unpolarized
iso-vector parton distribution,
fu−d(x, µ) = fu(x, µ)− fd(x, µ)− fu¯(−x, µ) + fd¯(−x, µ),
(85)
where we include fu¯(−x, µ) = −fu¯(x, µ) and fd¯(−x, µ) =
−fd¯(x, µ), the anti-parton distributions. For ease of com-
parison, we use the next-to-leading-order iso-vector PDF
fu−d from MSTW 2008 [4] with the corresponding run-
ning coupling αs(µ).
To implement the plus functions in the numerical cal-
culation, we impose a soft cutoff |y−x| < 10−m and test
the sensitivity of results to m. Since the limit of y → 0
corresponds to the asymptotic region |x/y| → ∞, we also
impose a UV cutoff |y| > 10−n to test the convergence
of the convolution integral. We find that all the results
presented below are insensitive to m and n. The fact
that our result in Eq. (68) has terms outside the plus
function at 1 in each of the ξ ∈ [1,∞] and ξ ∈ [−∞, 0]
intervals is important for ensuring that our MS result
for C is insensitive to the |y| > 10−n cutoff. This was
not the case for the quasi-PDF that was defined with a
transverse momentum cutoff [24]. The RI/MOM scheme
result [26] also does not suffer from this issue.
In Fig. 2 we compare the PDF with the quasi-PDF in
the MS scheme obtained from the convolution in Eq. (27)
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FIG. 2. The MS scheme PDF xfu−d and the MS quasi-PDF obtained from xCMS(pz) ⊗ fu−d, comparing results obtained
with pz = yP z and pz = P z.
FIG. 3. (Left) Comparison between the PDF xfu−d and the pseudo-PDF x(CMS ⊗ fu−d) in the MS scheme. The orange and
blue bands indicate the results from varying the factorization scale µ = 4 GeV by a factor of two. (Right) Same but now
showing only central pseudo-PDF curves for different values of z.
using our one-loop result in Eq. (68). We observe that
changing from pz = P z to the correct pz = |y|P z
shifts the result in the physical region by a considerable
amount.
The same type of comparison can be made for the
pseudo-PDF in the MS scheme by applying the factor-
ization formula in Eq. (30) and matching coefficient in
Eq. (62). In Fig. 3a we compare the PDF and pseudo-
PDF and their dependence on the factorization scale µ,
while in Fig. 3b we include the dependence of the pseudo-
PDF on the distance |z|. Since the matching coefficient in
Eq.(62) is similar to the parton splitting function except
for the nontrivial finite constants, matching the PDF to
the pseudo-PDF is analogous to evolving the PDF from
µ to the scale of 1/|z|. This evolution has been calculated
in Refs. [39]. The variation of |z| has a similar effect to
the PDF evolution, as is observed in the right panel of
Fig. 3. When |z|µ = 1, the logarithm is zero, and the
matching effect from C is determined by the nontrivial
constants in Eq.(62), which shifts the PDF downward in
the large-x region and upward in the small-x region.
Finally, we can make a similar comparison for the spa-
tial correlator in the MS scheme obtained with Eq. (23)
and Eq. (62). Its real and imaginary parts are even
and odd functions of ζ respectively, and are shown in
Fig. 4. Again we show the residual dependence on µ and
|z| which are similar to that for the pseudo-PDF. The
matching broadens the curves in the coordinate space.
The spatial correlator renormalized in the MS scheme
does not exhibit vector current (or particle number) con-
servation, which can be clearly seen from the fact that
the real part of the distribution is not equal to 1 at ζ = 0
(except for the special case where |z|µ is tuned to cancel
the constant terms in the one-loop C).
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FIG. 4. (left) Comparison between the light-cone time distribution Qu−d and spatial correlator from (CMS ⊗Qu−d) in the MS
scheme. The orange and blue bands indicate the results from varying the factorization scale µ = 4 GeV by a factor of two.
(right) Same but now showing only central spatial correlator curves for different values of z. The top panels show the real part,
while bottom panels show the imaginary part.
VI. IMPLICATIONS FOR LATTICE
CALCULATIONS
Our proof in Sec. II makes clear the relationship be-
tween the renormalized quasi-PDF, spatial correlator,
and pseduo-PDF distributions. As a practical matter
there are a few different ways in which these equations
can be used to convert a lattice calculation of the spa-
tial correlator Q˜ into a PDF. Three examples are 1)
first Fourier transform to the quasi-PDF with Eq. (24),
and then use Eq. (27), 2) first Fourier transform to the
pseudo-PDF with Eq. (29), and then use Eq. (30), and
3) first match to the Fourier transform the position space
PDF Q(ζ, µ) using Eq. (23), and then transform it to the
PDF with the inverse of Eq. (22). Since the numerical
implementation of these steps may have slightly different
systematics it is interesting to compare them, or to use
more than one approach in order to reduce uncertainties.
According to the analysis in Sec. II, for the factoriza-
tion formula of the Euclidean distributions to work, one
must calculate the same spatial correlator with small dis-
tance z2 and large momentum P z so that the dynamical
and kinematic higher-twist effects are suppressed. For
practical lattice calculations, this means that there is
only a finite number of useful data points in (z, P z) that
we can use to extract the PDF.
To illustrate this, consider a 483×64 lattice with spac-
ing a = 0.09 fm. The distance of the spatial correlation
z is in units of a ∼ 1/2.2 GeV−1, and the nucleon mo-
mentum P z is in units of 2pi/(48a) ∼ 0.29 GeV. Let us
take ΛQCD ∼ 0.3 GeV. In principal the target mass cor-
rections can be subtracted. If we consider various values
z = ma and P z = n∗2pi/(48a) for integer m and n, then
to satisfy zΛQCD  1 and P z  ΛQCD, we must have
m 11 , n 1 . (86)
To control the higher-twist correction at 20%, i.e.
z2Λ2QCD ∼ 0.2, Λ2QCD/P 2z ∼ 0.2, we can only choose
m = {0, 1, 2, 3, 4} , n = {3, 4, 5, 6, · · · } , (87)
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where the largest value for n is limited by what is prac-
tical in current lattice simulations. Six is the largest
number of units attained in Ref. [42]. For quasi-PDF
calculations, there are 4 × 2 + 1 = 9 useful data points
for each fixed momentum |P z|; for pseudo-PDF calcula-
tion, there are only 4× 2 = 8 useful data points for each
fixed |z|. In either case, it is anticipated that a direct
Fourier transform with respect to z or ζ = zP z will lead
to oscillation in x-space and incorrect prediction for the
small-x region due to the truncation in coordinate space.
This has been observed in a recent lattice calculation of
the quasi-PDF in Ref. [34]. Methods have been devel-
oped in recent works to eliminate the oscillation from
the truncation effect [35, 68] in the quasi-PDF, while the
higher-twist contributions at large z still need to be sys-
tematically corrected. It should be noted that the above
is a rough estimate of the higher-twist corrections since
the prefactor of z2Λ2QCD could be smaller than 1. Their
actual significance can only be quantitatively determined
from lattice simulations.
To fully take advantage of all the useful data points,
we can evolve them to either the same z2 or P z according
to the perturbative analysis, which has been studied in
Refs. [42, 43, 62] for the spatial correlator. However, since
the evolution equation of the spatial correlator in ln z2 or
lnP 2z follows a nonlocal convolution in ζ = zP
z or z, one
has to know the full information in coordinate space to
do the evolution. With limited number of data points,
either large uncertainties or adopting a model-dependent
assumption about the shape is inevitable.
To improve the precision of either approach, the only
way forward is to have finer lattice spacing a so that we
could have more data points which satisfy |z|  Λ−1QCD
and larger nucleon momentum P z. With increasing P z,
the valence distribution of the nucleon is contracted in
the z direction, so the spatial correlation of valence
quarks is shrinked into smaller distance in z. If P z is large
enough, the spatial correlation will fall off quickly within
|z| < Λ−1QCD, then the truncation error from Fourier trans-
form will be significantly reduced. On the other hand, if
we interpret the spatial correlation as the spatial correla-
tor, its shape will not change under a Lorentz boost be-
cause it is a scalar function of ζ = zP z and z2. Neverthe-
less, finer lattice spacing a allows for calculation with a
wider range of P z, thus covering larger values of ζ = zP z
to reduce the truncation error. Since the number of use-
ful data points increases quadratically with 1/a, a more
precise lattice calculation with controlled systematic er-
rors will be available in the future.
VII. CONCLUSIONS
Starting with a Euclidean operator product expansion
for products of gauge invariant operators in QCD, we
have derived the factorization formulas for the quasi-
PDF, spatial correlator and pseudo-PDF. The three Eu-
clidean distribution functions are related observables,
and all follow from the same fundamental factorization.
For the spatial correlator this derivation implies that the
ratio in Eq. (35) does scale in z2, but needs the small z2
factorization formula in Eq. (23) to extract the PDF. Our
derivation for the factorization formula applies when the
renormalized spatial correlator is defined in any scheme.
The OPE used here could also be used to systemati-
cally derive factorization formulas for power corrections
to Eq. (6), which will involve matching onto higher-twist
parton distributions. (The numerical relevance of these
corrections is considered in Ref. [30].) Note that LaMET
is not equivalent to the expansion from the OPE, as the
former is more general and can be applied to the lattice
calculations of other quantities, for example the TMD-
PDF where a simple OPE does not exist.
Our derivation of the factorization formula for the
quasi-PDF also verifies that the parton momentum pz in
the matching coefficient in Eq. (6) has to be pz = yP z,
which makes a considerable difference for the MS match-
ing result when compared with pz = P z (see Fig. 2). The
proper pz should therefore be used in lattice calculations
of the PDF in the LaMET approach.
As a non-trivial test of relations between the various
distributions and factorization formulas we have consid-
ered results at one-loop in the MS scheme. We have
derived a corrected results for the coefficient C for the
MS scheme, given in Eq. (68), which leads to convergent
results in the convolution integral. We have also com-
puted the one-loop MS result for the Wilson coefficient
C appearing in the spatial correlator and pseudo-PDF
factorizations. A numerical analysis of these one-loop
corrections in MS has also been provided. The one-loop
matching coefficient C has a smaller effect for the pseudo-
PDF than C does for quasi-PDF, as can seen by com-
paring Figs. 2 and 3. Given systematic uncertainties in
manipulating the lattice data, it is potentially interesting
to consider using the same lattice data on the spatial cor-
relator to extract the parton distribution function using
both the quasi-PDF and pseudo-PDF approaches.
There are several different ways of implementing the
factorization formula to calculate the PDF from lattice
data for the spatial correlator Q˜, which we have dis-
cussed in Sec. VI. One always has to work with short
distance correlation and large nucleon momentum to re-
duce higher-twist corrections. This limits the number of
useful data points from lattice calculations as described
in Sec. VI. To achieve precision calculations without mak-
ing model assumptions it will be highly desirable to move
towards finer lattice spacing to increase the number of ef-
fective data points.
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Appendix A: Fourier Transform
To Fourier transform the bare pseudo-PDF in Eq. (46)
into the bare quasi-PDF, we use the identity∫
dζ
2pi
eixζ(z2µ2)Γ(−)4−
=
(
µ2
p2z
) ∫
dζ
2pi
eixζ
∫ ∞
0
dαα−1−e−αζ
2
4−
=
(
µ2
p2z
) ∫ ∞
0
dα
2
√
pi
α−3/2−e−x
2/(4α)4−
=
(
µ2
p2z
)
Γ(+ 1/2)√
pi
1
|x|1+2 , (A1)
which is true for  < 0.
Now let us turn to a plus function g(y)
[0,1]
+(1). The double
Fourier transform∫
dζ
2pi
eixζ
∫ 1
0
dy e−iyζg(y)[0,1]+(1)(z
2µ2)Γ(−)4−
=(iζ)
∫
dζ
2pi
ei(x−1)ζ
∫ 1
0
dy
∫ 1
0
dt y g(1− y)
× eityζ(z2µ2)Γ(−)4−
=
(
µ2
p2z
)
Γ(+ 12 )√
pi
∂
∂x
∫ 1
0
dy
∫ 1
0
dt
y g(1− y)
|x− 1 + ty|1+2 .
(A2)
Since the integration over y and t leads to a piecewise
function of x, the derivative will end up with a plus func-
tion as the discontinuity at x = 1 gives δ(1− x).
Appendix B: Quasi-PDF Calculation
Here we quote the pure dimensional regularization re-
sults obtained when we carry out the quasi-PDF calcula-
tion following Refs. [24, 26] by Fourier transforming from
z to xpz for the integrand to obtain [δ(pz−xpz)− δ(kz−
xpz)]. For the vertex and wavefunction renormalization
graphs we obtain
q˜
(1)
vertex(x, p
z, ) + q˜
(1)
w.fn.(x, p
z, )
=
αsCF
2pi
(
µ2
p2z
) [
(1− )
∫ 1
0
dy(1− y) 1|x− y|1+2
Γ(+ 12 )√
pi
− δ(1− x)1
2
(
1
UV
− 1
IR
)]
, (B1)
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while for the sail diagram
q˜
(1)
sail(x, p
z, )
=
αsCF
2pi
(
4piµ2
p2z
) [∫ 1
0
dy
x+ y
1− x
1
|x− y|1+2
Γ(+ 12 )√
pi
− δ(1− x)
∫
dx′
∫ 1
0
dy
x′ + y
1− x′
1
|x′ − y|1+2
Γ(+ 12 )√
pi
]
=
αsCF
2pi
(
µ2
p2z
) [∫ 1
0
dy
x+ y
1− x
1
|x− y|1+2
Γ(+ 12 )√
pi
+ δ(1− x)
(
1
UV
− 1
IR
)
−δ(1− x)
∫
dx′
∫ 1
0
dy
1 + y
1− x′
1
|x′ − y|1+2
Γ(IR +
1
2 )√
pi
]
, (B2)
and for the tadpole diagram
q˜
(1)
tadpole(x, p
z, )
=
αsCF
2pi
(
4piµ2
p2z
) [
− 1
1− 2
1
|1− x|1+2
Γ(+ 12 )√
pi
− δ(1− x) 1
1− 2
1
|1− x|1+2
∫ ∞
−∞
dx′
1
|1− x′|1+2
Γ(+ 12 )√
pi
]
=
αsCF
2pi
(
4piµ2
p2z
) [
− 1
1− 2
1
|1− x|1+2
Γ(+ 12 )√
pi
+ δ(1− x)
(
1
UV
− 1
IR
)]
. (B3)
After adding these expressions and carrying out the re-
maining integrations over y, we obtain the same result as
in Eq. (48).
Appendix C:  Expansion and Plus Functions
Since the support of the quasi-PDF ranges from −∞ to
∞, its asymptotic behavior as ∼ 1/|x| at |x| → ∞ implies
a UV divergence which can be regularized by dimensional
regularization. Therefore, the  expansion of the quasi-
PDF should account for this feature.
In general, we need to expand
θ(x)
x1+
=
θ(x)θ(1− x)
x1+
+
θ(x− 1)
x1+
, (C1)
and it is well known that
θ(x)θ(1− x)
x1+
= −1

δ(x) + L˜0(x)− L˜1(x) +O(2) ,
(C2)
where  < 0. Here we follow [69] and the plus functions
Ln(x) are defined as
Ln(x) ≡
[
θ(x) lnn x
x
]
+
(C3)
= lim
β→0
[
θ(x− β) lnn x
x
+ δ(x− β) ln
n+1 β
n+ 1
]
,
and we let
L˜n(x) = θ(1− x)Ln(x) . (C4)
Note that
∫ 1
0
dxLn(x) = 0.
To define the expansion in the range x ∈ [1,∞] we
simply map this interval to [0, 1] via t = 1/x. Taking an
arbitrary smooth test function g(x) we have∫ ∞
1
dx
1
x1+
g(x) (C5)
=
∫ 1
0
dt
1
t1−
g(1/t)
=
∫ 1
0
dt
[
1

δ(t) + L0(t) + L1(t) +O(2)
]
g(1/t)
=
∫ ∞
1
dx
x2
[
1

δ+
( 1
x
)
+ L0
( 1
x
)
+ L1
( 1
x
)
+O(2)
]
g(x) .
Here  > 0 and the superscript + on the δ+ function
indicates that its argument should be positive. Therefore
δ+(1/x) has its support at x = +∞, not x = −∞. Since
g is arbitrary we can identify
θ(x− 1)
x1+
=
1

1
x2
δ+
( 1
x
)
+
1
x2
L˜0
( 1
x
)
+ 
1
x2
L˜1
( 1
x
)
+O(2) . (C6)
Combining the above results and denoting which 1/
poles are UV or IR divergences we have
θ(x)
x1+
=
[
− 1
IR
δ(x) +
1
UV
1
x2
δ+
( 1
x
)]
(C7)
+
(
1
x
)[0,1]
+(0)
+
(
1
x
)[1,∞]
+(∞)
− 
[(
lnx
x
)[0,1]
+(0)
+
(
lnx
x
)[1,∞]
+(∞)
]
+O(2) ,
where we have defined the distributions(
1/x
)[0,1]
+(0)
≡ L˜0(x) ,
(
lnx/x
)[0,1]
+(0)
≡ L˜1(x) , (C8)
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and (
1/x
)[1,∞]
+(∞) ≡ (1/x2)L˜0(1/x) ,(
lnx/x
)[1,∞]
+(∞) ≡ −(1/x2)L˜1(1/x) . (C9)
Note that Eq. (C7) is consistent with the expected result
that
∫ ∞
0
dx
x1+
=
1
UV
− 1
IR
. (C10)
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