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FORMAL INVERSE INTEGRATING FACTORS AND THE
NILPOTENT CENTER PROBLEM
ISAAC A. GARCIA1
Abstract. We are interested in deepening knowledge of methods based on
formal power series applied to the nilpotent center problem of planar local
analytic monodromic vector elds X . As formal integrability is not enough
to characterize such a centers we use a more general object, namely, formal
inverse integrating factors V of X . Although by the existence of V is not
possible to describe all nilpotent centers strata, we simplify, improve and also
extend previous results on the relationship between these concepts. We use
in the performed analysis the so-called Andreev number n 2 N with n  2
associated to X which is invariant under orbital conjugacy of X . Besides the
leading terms in the (1; n)-quasihomogeneous expansions that V can have we
also prove the following: (i) If n is even and there exists V then X has a center;
(ii) If n = 2 the existence of V characterizes all the centers; (iii) If there is a
V with minimum \vanishing multiplicity" at the singularity then, generically,
X has a center.
1. Introduction
An isolated singularity p0 2 R2 of a real analytic planar vector eld X is called
monodromic if nearby trajectories of X rotate about p0. When the linear part DX
of X at p0 is nonzero the Poincare return map is analytic, hence p0 is either a
focus or a center. If the eigenvalues of DX have nonzero imaginary part then, by
the classical Poincare-Lyapunov Theorem, p0 is a center if and only if it admits a
formal (actually analytic) rst integral. In contrast, the formal integrability does
not characterize when p0 is a nilpotent center, i.e. a center of X whenDX is nonzero
and has two zero eigevalues. In this work we are interested in the nilpotent center
problem which consists in characterizing when a nilpotent monodromic singularity
p0 is a center. There are several techniques designed to attack this problem: (i)
blowing-up the singularity by means of generalized polar coordinates (see [2, 9]);
(ii) applying normal form theory to orbitally conjugate X , up to some order, into
a suitable Lienard normal form as it is explained in [3], and (iii) to embed the
nilpotent singularity as the limit of a 1-parameter family of nondegenerate centers
(see the initial source [13] until the nal corrected version [7]).
The main tool in our approach will be formal inverse integrating factors (see [10]
for a survey) instead of formal rst integrals.
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By an ane change of coordinates and a time rescaling an analytic system with
a nilpotent singularity can be placed in the form
(1) _x = y + P (x; y); _y = Q(x; y);
where P and Q are analytic functions near the origin without constant or linear
terms. The following theorem of Andreev characterizes analytic systems (1) for
which the origin is monodromic.
Theorem 1 ([4]). For an analytic system of the form (1) with an isolated singu-
larity at the origin let y = F (x) be the unique solution of y+P (x; y) = 0 such that
F (0) = F 0(0) = 0 and let
f(x) = Q(x; F (x)) and '(x) = (@P=@x+ @Q=@y)(x; F (x)):
Let a 6= 0 and   2 be such that f(x) = ax +    .
When ' is not identically zero let b 6= 0 and ^  1 be such that '(x) = b x^ +    .
Then the origin of (1) is monodromic if and only if  = 2n  1 is an odd integer,
a < 0, and one of the following conditions holds:
(i) '(x)  0
(ii) ^  n
(iii) ^ = n  1 and b2 + 4an < 0.
Denition 2. The Andreev number n of a monodromic singular point at the origin
of system (1) is the integer n  2 given in Theorem 1.
In the study of the monodromic nilpotent singularities it is useful and natural
to introduce (1; n)-quasihomogeneous polynomials.
Denition 3. A polynomial pk 2 R[x; y] is a (1; n){quasihomogeneous polynomi-
als of weighted degree k if pk(x; 
ny) = kpk(x; y) for all  2 R. In consequence
we get pk(x; y) =
P
i+nj=k aijx
iyj for certain coecients aij 2 R. On the other
hand, a vector eld Xi = pi+1@x + qi+n@y is a (1; n){quasihomogeneous polyno-
mial vector eld of weighted degree i if its components pi+1 and qi+n are (1; n){
quasihomogeneous polynomials of weighted degrees i+ 1 and i+ n, respectively.
2. Some canonical forms for the monodromic nilpotent singularity
In this section we will present some well known canonical forms for the mon-
odromic nilpotent singularity. Also we will prove some properties that we will need
later.
2.1. The Andreev canonical form. We consider system (1) and we assume that
the origin is a nilpotent monodromic singular point with Andreev number n. Then,
using the function F of Theorem 1 we can dene the analytic change of variables
(x; y) 7! (x; y F (x)). It is easy to see that this change transforms system (1) into
_x = y + y P^ (x; y); _y = f(x) + y '(x) + y2 Q^(x; y);
where P^ (0; 0) = 0 and the functions f and ' that appear here are exactly those as
for (1). Finally, will be useful in future manipulations to make the rescaling of the
coordinates given by (x; y) 7! ( x;  y) with  = ( 1=a)1=(2 2n) introducing a
minus sign in the rst equation of the dierential system. The outcome is bringing
system (1) into
(2) _x = y ( 1 + ~P (x; y)); _y = f^(x) + y '^(x) + y2 ~Q(x; y);
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where P (0; 0) = 0, f^(x) = x2n 1 +    with n  2 and either '^(x)  0 or '^(x) =
b x^ +    with ^  n  1. Of course when ^ = n  1 we also have that b2  4n < 0.
Hence the functions f^ and '^ in (2) play for (2) the same roles as the functions f and
' described in Theorem 1. Although these couple of functions are dierent they
have the same order at the origin, which means that the characteristic numbers ^
and n in (1) are the same than in (2).
Remark 4. Clearly systems (1) and (2) are analytically conjugate and, as one can
check from the specic conjugation, the Andreev number n and the characteristic
number ^ of (1) and (2) is unchanged. But it is easy to see that when (1) is analyti-
cally conjugate or analytically orbitally conjugate to another dierential system, in
general, ^ changes although the monodromic relation ^  n  1 must be invariant.
We will see that the Andreev number n is, in fact, an invariant under analytic
orbital conjugation.
Proposition 5. The Andreev number n associated to an analytic (formal) mon-
odromic nilpotent singularity is invariant under analytic (formal) orbital conjuga-
tion.
Proof. Let X = (y+P (x; y))@x+Q(x; y)@y be the associated vector eld to system
(1) having a monodromic nilpotent singularity at the origin with Andreev number
n. We know that there is a concrete analytic dieomorphism  (the composition
of (x; y) 7! (x; y  F (x)) with the scaling (x; y) 7! ( x;  y)) such that the push
forward X is just the vector eld associated to (2). We write for simplicity
(X ) = Y = yP^ (x; y)@x + (f(x) + yQ^(x; y))@y with f(x) having order 2n   1 at
the origin.
Let Z be any vector eld which is analytically orbitally conjugated to X . In
particular it is also analytically orbitally conjugated to Y, that is, there is analytic
dieomorphism 	 in a neighborhood U  R2 of the origin of and an analytic
function  : U ! R with (0; 0) 6= 0 such that Z = 	(Y). Now the structure of
Y implies that Z = (y +    )@x + (f(x) + yQ(x; y))@y where the order of f(x)
at the origin is 2n   1. Since the monodromy of the origin is preserved under
analytic orbital conjugation we conclude that the Andreev number of the origin for
the vector eld Z is n. 
2.2. The Lienard canonical form. We recall here that Takens proved in [22]
that a system with nilpotent linear part (be monodromic or not) can be formally
transformed into a Lienard system _x =  y ; _y = a(x) + y~b(x) with a;~b 2 R[[x]]
formal power series such that a(x) = asx
s(1+O(x)) with s  2 and ~b(0) = 0. Later,
Strozyna and Zoladek show in [21] that indeed the former change can be choosen
convergent. Furthermore, in the monodromic case, s = 2n 1 with n  2 and after
the change x 7! u with u(x) = (2n R x
0
a(z)dz)1=(2n) = x(a2n 1 + O(x))1=(2n) and
the time rescaling t 7!  with dt=d = u2n 1=a(x) = a 1=(2n)2n 1 + O(x) the above
Lienard system is written as the analytic system




j and b 6= 0. Clearly, momodromy is preserved under
orbital analytic conjugation, hence (3) satises one of the following conditions: (i)
 > n  1; (ii)  = n  1 and b2   4n < 0; (iii) b(x)  0.
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From (3) it is not dicult to characterize the center case. The origin of (3) is a
center if and only if b(x) is an odd function, see [5, 20, 23]. Also, as Strozyna and
_Zo ladek prove in [21], the monodromic system (1) has a local analytic rst integral
if and only if b(x)  0.
2.3. Generalized polar coordinates. We recall that the generalized trigonomet-
ric functions used by Lyapunov [18] are the unique solution x() = Cs  and
y() = Sn  of the Cauchy problem dxd =  y, dyd = x2n 1 with initial condi-
tion (x(0); y(0)) = (1; 0). Now we introduce the the generalized polar blow{up
(x; y) 7! (r; ) dened by
(4) x = rCs ; y = rn Sn 
that embeds a neighborhood of the origin into a cylinder C = f(r; ) 2 RS1g with
jrj suciently small. Performing the change (4), system (2) with Andreev number






where F(r; ) is an analytic function on C and F(0; )  0 for all  2 S1, that
is, the circle fr = 0g becomes a particular periodic solution of (5). We will take
S1 = R=TZ where T is the minimal period of both Cs  and Sn . More precisely













 , where  () denotes the Euler Gamma
function. With more details (see for example [2, 9]) we have
(6) _r = R(r; ) = ~p() rn+1 +O(rn+2); _ = (r; ) = rn 1 +O(rn);
when ^  n or '(x)  0, and
_r = R(r; ) = Csn 1 Sn2 rn +O(rn+1);
_ = (r; ) = (1 + bCsn Sn ) rn 1 +O(rn);(7)
when ^ = n   1, in which case one can check that 1 + bCsn Sn  > 0 for any











if ^  n or '(x)  0;
O(r)
1 + bCsn Sn  +O(r)
if ^ = n  1:
3. Formal inverse integrating factors and the analytic nilpotent
center problem
3.1. Initial considerations. We recall that V : U  R2 ! R is said to be an
inverse integrating factor of system (1) in a neighborhood U of the origin if it is
of class C1(U), it is not locally null and it satises the linear partial dierential
equation
(8) X (V ) = V divX
where X = (y + P (x; y))@x +Q(x; y)@y is the associated vector eld to system (1)
and divX its divergence. We refer to the survey paper [10] for a detailed explanation
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of several properties on inverse integrating factors. In particular it will be useful
for us how inverse integrating factors change under orbital conjugation of vector
elds.
Proposition 6. Let  be a dieomorphism in U with non-vanishing jacobian deter-
minant det(D) on U and let  : U ! R be such that  2 C1(U) and (0; 0) 6= 0. If
V is an inverse integrating factor of the vector eld X in U then (V )=det(D)
is an inverse integrating factor of the orbitally conjugate vector eld (X ).
When there is a formal series V 2 R[x; y] with V 6 0 that formally satises
(8) we say that V is a formal inverse integrating factor of X . At this formal level,
Proposition 6 also works if we replace  and  by formal series. Therefore, the next
proposition is a straightforward consequence.
Proposition 7. Let X and X^ be two formally orbitally conjugate vector elds. Let
V (x; y) be a formal inverse integrating factor of X having the expansion V (x; y) =
Vs+
P
js+1 Vj(x; y) where the Vj are (1; n)-quasihomogeneous polynomials of weighted
degree j and Vs 6 0. Then there is a formal inverse integrating factor V^ of X^ of the
form V^ (x; y) = Vs+
P
js+1 V^j(x; y) for some (1; n)-quasihomogeneous polynomials
V^j of weighted degree j.
Clearly the existence of a formal inverse integrating factor V (x; y) such that
V (0; 0) 6= 0 implies that one can construct an associated formal rst integral of (1).
Hence from the results in [19] the existence of a formal rst integral implies the
existence of a local analytic rst integral (around any isolated singularity at the
origin of any analytic planar vector eld). Therefore we conclude that, if the origin
is monodromic, it turns out to be a center.
On the contrary, there are analytic monodromic nilpotent singularities whose
vector eld has a formal inverse integrating factor V but the origin is not a center.
Clearly in such a case V vanishes at the singularity. If V is an inverse integrating
factor of (1) in U then the rescaled vector eld X=V is Hamiltonian on UnV  1(0)
where U  R2 is a simply connected domain. Hence, denoting H the Hamiltonian
function,
V (x; y) =
y + P (x; y)
@H
@y (x; y)




From these expressions it is obvious that if (1) has an analytic rst integral H then
it also has a meromorphic (quotient of analytic functions) inverse integrating factor.
In fact, in the monodromic case we have more information as the next result shows
(which is implicit in the work [1]).
Proposition 8. If there is a formal rst integral of (1) with a monodromic point
at the origin then (1) also has an analytic inverse integrating factor.
Proof. We rst recall that Mattei and Moussu [19] proved that the existence of a
formal rst integral implies the existence of a local analytic rst integral around
any isolated singularity of any analytic planar vector eld. Second, from a result in
[21], we also known that a nilpotent center is locally analytically integrable if and
only if it is analytically orbitally equivalent to the Hamiltonian system (3) with
b(x)  0.
With these ingredients and recalling that (3) with b(x)  0 has a polynomial
inverse integrating factor, the proof is trivial. 
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Remark 9. A source of formal planar vector elds with formal inverse inte-
grating factor founded in [1] is the following. Let H(x; y) and (x; y) be (1; n)-
quasihomogeneous polynomials of weighted degrees p and q, respectively, and g 2
R[[z]] a formal series. Dene the hamiltonian vector eld XH =  Hy@x+Hy@y and
the Euler vector eld XE = x@x + ny@y. Then X = XH +  g(H)XE possesses the
inverse integrating factor V = Hkg(H) provided that 1 + n  kp+ q = 0.
Also in [1] it is proved that the vector eld X associated with system (1) with
^  n has a formal inverse integrating factor V if and only if it is formally orbitally
equivalent to
(9) XH + xn 1f(H)XE
with H(x; y) = x2n + ny2 and f(H) =
P
i` aiH
i a certain formal series with
a` 6= 0. Clearly (1) is formally integrable if and only if f  0. Also, in case that
f 6 0, one has V = H`+1g(H) with g(H) = f(H)=(a`H`) = 1 +    .
3.2. Inverse integrating factors on the cylinder and the center problem.
An inverse integrating factor of (5) is a function V : C ! R of class C1(C), which







F(r; ) = @F(r; )
@r
V(r; ):
Therefore, in particular, V(r; ) is a T{periodic function in the variable .
If V (x; y) is an inverse integrating factor of system (2) dened in a neighborhood
of the nilpotent monodromic singularity at the origin with Andreev number n then,
using Proposition 6 and recalling that the jacobian determinant of the map (4) is rn,
it is evident that an inverse integrating factor V(r; ) of the corresponding equation
(5) is




Statement (i) of the following theorem is proved in [9] while the rest of the
statements are some of the results of [11] with emphasis in the nilpotent case.
Theorem 10. Consider system (2) where the origin is a nilpotent monodromic
singularity. Let V(r; ) be an inverse integrating factor of the corresponding equation
(5) which has a Laurent expansion in a neighborhood of r = 0 of the form











Then the following holds:
(i) If m  0 or m+ n is odd then the origin of system (2) is a center.
(ii) If the origin of system (2) is a center, then the function G(r) is identically
zero for all r > 0 suciently small.
(iii) If G(0) = 0 then the origin of system (2) is a center.
When an inverse integrating factor V(r; ) of (5) has an expansion (12) with
m  1, the integer m is called the vanishing multiplicity of V at r = 0.
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3.3. The Poincare map. Let 	(; r0) be the solution of (5) with initial condition
	(0; r0) = r0. Then we can dene the Poincare map  :   R ! R as (r0) =
	(T ; r0). Thus  is an analytic dieomorphism tangent to the identity and dened
in a neighborhood  of r0 = 0 whose xed points correspond to periodic orbits of
(5). Clearly the origin of (1) is a center if and only if the Poincare map is just the
identity, that is, (r0) = r0. In [8] it is proved the following fundamental result
(14) V ((r0); 0) = V (r0; 0) 0(r0):
An interesting question is to know under what conditions over V the fundamental
functional equation (14) only have the trivial solution (r0) = r0. We emphasize
that from [8] (see also [9]) we known that a nontrivial solution (r0) = r0 +O(r
2
0)
must be of the form





with cm 6= 0 and m is just the vanishing multiplicity of V at r = 0.
4. Main results
We started showing that the simplest formal inverse integrating factors of the
simplest Lienard canonical form (3), namely the polynomial ones, cannot coexist
except in just a trivial case.
Proposition 11. The only possible polynomial inverse integrating factor V of a
polynomial Lienard canonical form (3) is V (x; y) = y   c with c 6= 0 a constant, in
which case b(x) = x2n 1=c.
Proof. Clearly the zero-set V  1(0)  R2 is an invariant algebraic curve for the ow
of (3). Then we can use the classication given in Theorem 2 of [24] of all the
possible forms that an invariant algebraic curve can have in arbitrary polynomial
Lienard dierential systems (not necessarily of the form (3)). The three possibilities
(rational, hyperelliptic or d-fold with d  3 algebraic curves) are listed below.
(i) Following [24], the d-fold case only is possible if deg(b) = n   2 which is in
contradiction with our monodromic constraint deg(b)    n  1.
(ii) Assume that V (x; y) = (y+P (x))2 Q(x), that is, V  1(0) is a hyperelliptic
curve. In [24] it is proved that this can happen only if deg(b) < 2n 1. Imposing the
proposed expression of V to be a solution of (8) and equation the coecients of the
three dierent powers of y yields P 0(x) =  b(x)=2, Q0(x) =  2x2n 1   b(x)P (x),
and the constraint C(x) := b(x)(Q(x)   P 2(x))   2x2n 1P (x)  0. Taking into
account the orders P (x) = O(x+1) and Q(x) = O(x2n 1), it is straightforward to
see after the analysis of the minimum degree in C(x) that it must be  + 2n  1 =
3 + 2, hence we arrive to the contradiction  = n  3=2.
(iii) Suppose that V  1(0) is a rational curve, that is, V (x; y) = y   P (x). Im-
posing this V satises the partial dierential equation (8) gives P 0(x)  0 and
b(x) = x2n 1=P (x) nishing the proof. 
The next theorem is one of the main results of this work. The rst part was
already proved in [1] via quasihomogeneous normal form theory in the special case
^  n. We will prove it using a dierent approach and for all the possible values
of ^, hence also including the case ^ = n   1. The second part characterizes the
nilpotent centers with Andreev number n = 2 via the existence of a formal inverse
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integrating factor. This result can be stated joining three works [15], [16] and [17]
and we will prove it in a simpler and unied form.
Theorem 12. Consider system (1) where the Andreev number n associated to the
monodromic nilpotent singularity at the origin is even. If (1) possesses a formal
inverse integrating factor then the origin is a center. Moreover if n = 2 then the
converse is also true.
Proof. The rst part is a direct consequence of a result of [9]. In [9] it is proved that
a necessary condition for having an analytic (with trivial extension to the formal
setting) inverse integrating factor V (x; y) dened in a neighborhood of a focus at
the origin of the analytic system (1) is that its Andreev number n must be odd.
Therefore, if n is even and there is such a formal V (x; y) then the origin is a center.
This proves the rst part of the theorem.
Now we shall prove the second part. First, recall that system (1) with a nilpotent
analytic monodromic singularity at the origin is analytically orbitally equivalent to
the Lienard vector eld (3). From now we assume that n is even and the origin
of (1) is a center. Recall that, from Proposition 5, n remains unchanged under
analytic orbital conjugation.
We thus have b(x) = xB(x2) with B(u) an analytic function at u = 0. In




j with B = b 6= 0 and  = 2 + 1. Since   n   1, we have
  (n 2)=2  0. In this case the polynomial mapping (x; y) 7! (u; y) = 	(x; y) =
(x2; y) yields, after rescaling the vector eld by 1=x, a new Lienard system
(16) _u =  2y; _y = un 1 + yB(u):
Let us rst consider the simplest case n = 2 and  = n   1. Then B(0) = B0 =
b 6= 0 yielding that the singularity at the origin of (16) is a strong focus since
the associated eigenvalues are 12 (b 
q
b2   8) with b 6= 0 and b2   8 < 0 from
the monodromic conditions. Then there is an analytic inverse integrating factor
V^ (u; y) near the origin (recall that a strong focus linearizes due to the nature of its
spectrum).
If n = 2 but   n then the origin of (16) has complex eigenvalues ip2. Hence,
the origin of (16) becomes a (nondegenerate) center or a weak focus depending on
the nonlinearities B(u). In the center case there is an analytic inverse integrating
factor V^ (u; y) near the origin (Reeb's criterium). In the focus case there is a smooth
(and non-at at the origin, hence formal) inverse integrating factor V^ (u; y) as it is
proved in [6].
In short, when n = 2 and the origin is a center of (3) we have proved that always
(16) has a formal inverse integrating factor V^ (u; y). The proof nishes by noticing
that, in this situation, V^ (x2; y) is a formal inverse integrating factor of (3). This
follows using how inverse integrating factors change under maps and time-rescalings
(recall that det(D) = 2x) as it is explained in Proposition 6. Also notice that
(3) is time-reversible with respect to the involution (x; y; t) 7! ( x; y; t) and this
forces that any formal inverse integrating factor of it must be an even function of
the variable x.
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We end the argument just emphasizing that the existence of V^ (x2; y) turns out
to the existence of a formal inverse integrating factor of (1) due to the analytical
orbital conjugation between (16) and (1). 
The next proposition generalizes the second part of Theorem 12, which is in-
cluded when n = 2.
Proposition 13. Consider system (1) with a center at the origin and Andreev
number n = 2k for some positive k 2 N. Assume its associated Lienard system (3)
has b(x) = xn 1Bk(xn) for some function Bk analytic at 0. Then (1) possesses a
formal inverse integrating factor.
Proof. We will follow the lines of the proof of the second part of Theorem 12. We
want to explore under which conditions we can repeat several times (actually k
times) the fold x 7! x2 and and the time reescaling by 1=x to system (3) ending
the process with an analytic system having a nilpotent monodromic singularity at
the origin with Andreev number 2. We will see that these conditions are just the
restriction on n and b(x) stated in hypothesis of the proposition.
Let n = 2k for certain k 2 N. If k = 1 then we have nished because the
proof is just the second part of Theorem 12. If k  2 then the origin of (16)
becomes a nilpotent singularity which is monodromic only when n is even (this
is our situation), in which case has Andreev number N = n=2 = 2k 1. More
specically (16) is written as
_u =  2y; _y = u2N 1 + yB(u)
with B(u) having order   N   1 at the origin. The origin is again a center
(because B(u) is odd due to the assumptions on b(x)) and then we can repeat
k   1 times the arguments (u 7! v = u2 and a time reescaling by 1=u) used in the
second part of the proof of Theorem 12 until we reach 2 as Andreev number. In
this procedure we get always a center at the origin along a cascade of even Andreev
numbers. Then we can also conclude that (1) possesses a formal inverse integrating
factor from Theorem 12 with n = 2. 
Remark 14. In the case n odd, ^  n, and assuming the existence of a formal
inverse integrating factor, the work [1] proves that the origin of (1) is a center if
and only if it is formally integrable. The proof goes as follows. Taking generalized
polar coordinates (4) the formal canonical form (9) is transformed into an equation
(5) of the form
dr
d
= F(r; ) =  rCsn 1f(r2n)










from where we see that the center case (r0) = 0 cannot be achieved when n is
odd.
Notice that this argument also proves the rst part of Theorem 12 in the par-
ticular case ^  n because when n is even then the integral of the righthand side
of (17) becomes zero (see [18]).
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Now we characterize up to a multiplicative constant the leading term in the
(1; n)-quasihomogeneous expansion of any formal inverse integrating factor V of
(1) in case of having associated a Lienard normal form (3) with  = n   1. This
case is not included in the analysis performed in [1].
Proposition 15. Consider system (1) with a monodromic point at the origin with
Andreev number n. When  = n   1 in the Lienard normal form (3), if there
is a formal inverse integrating factor V of (1) then it is unique up to a multi-
plicative constant, and moreover it has the form V (x; y) = x2n + ny2 + bn 1xny +P
j2n+1 Vj(x; y) where the Vj are (1; n)-quasihomogeneous polynomials of weighted
degree j and bn 1 2 Rnf0g.
Proof. Recall that a monodromic system (1) is analytically orbitally equivalent to
the Lienard vector eld (3). Therefore, the formal inverse integrating factors of (1)
and (3) are in one-to-one correspondence and, moreover, each pair has the same
order at the origin. So, it is enough to performing the analysis of (3).








where pi; qi are (1; n){quasihomogeneous polynomials of weighted degree i and
pn(x; y) =  y ; q2n 1(x; y) =

x2n 1 if   n or '(x)  0;
x2n 1 + bn 1yxn 1 if  = n  1:
In other words, if we let X to denote the associated vector eld to system (3), then
X = Pin 1 Xi where Xi denotes a (1; n){quasihomogeneous polynomial vector
eld of weighted degree i. Of course Xn 1 = pn(x; y)@x + q2n 1(x; y)@y.
Let V (x; y) be a formal inverse integrating factor of system (3). Hence V has
the expansion V (x; y) =
P
is Vi(x; y) where Vi is a (1; n){quasihomogeneous poly-
nomial of weighted degree i. Imposing X (V ) = V divX and taking its lower (1; n){
quasihomogeneous terms (which are just of weighted degree n+ s  1) we get
(19) Xn 1Vs = Vs divXn 1:
This means that Vs(x; y) is a polynomial inverse integrating factor of Xn 1. We re-
call that Xn 1 always possesses the polynomial inverse integrating factor V 2n(x; y) =
xq2n 1(x; y)  nypn(x; y) due to the quasi-homogeneity (use the generalized Euler
theorem for quasihomogeneous functions x@xHs + ny@yHs = sHs). Also it is well
known that any other polynomial inverse integrating factor Vs(x; y) of Xn 1 is nec-
essarily of the form Vs(x; y) = V

2n(x; y)Hs 2n(x; y) where Hs 2n(x; y) is a a rst
integral of Xn 1 which is either polynomial or rational with denominator V 2n(x; y).
From here we easily deduce the following properties.
(i) Let  = n   1 (so that b 6= 0). If n is even, then the origin is a nilpotent
focus of Xn 1. In consequence it has not rational rst integral. This forces
that Xn 1 only has V 2n(x; y) = x2n+ny2+bn 1xny as linearly independent
polynomial inverse integrating factor. On the contrary, when n is odd the
origin is a nilpotent center of Xn 1. In order to know under what conditions
Xn 1 has a rational rst integral we can use the results developed in [14].
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The conclusion is that Xn 1 has a rational rst integral if and only if




But the second condition cannot be possible since b2n 1   4n < 0 by mon-
odromy. As a consequence we get again that V 2n(x; y) is the only linearly
independent polynomial inverse integrating factor that possesses Xn 1.
(ii) If   n then Xn 1 is Hamiltonian (with rst integral H2n(x; y) = x2n +
ny2) and has a center at the origin. This implies that any linearly indepen-
dent polynomial inverse integrating factor of Xn 1 has the form V2kn(x; y) =
(x2n + ny2)k with k 2 N [ f0g.
In summary, (i) and (ii) implies that when  = n   1 in (3), any formal in-
verse integrating factor V of (3), and consequently of (1), has the form V (x; y) =
x2n+ny2+ bn 1xny+
P
j2n+1 Vj(x; y) where the Vj are (1; n)-quasihomogeneous
polynomials of weighted degree j. Moreover, it is unique up to multiplicative con-
stants. The proof nishes after applying Proposition 7. 
The next result is a byproduct of the proof of Proposition 15 combined with
Proposition 6 and Proposition 7.
Corollary 16. Let V (x; y) be a formal inverse integrating factor of (1) with a
monodromic point at the origin having Andreev number n. Then there is an integer
k  0 such that, up to a multiplicative constant,




where the Vj are (1; n)-quasihomogeneous polynomials of weighted degree j. More-
over the following holds:
(i) If k = 0 or k  2 then bn 1 = 0.
(ii) If bn 1 6= 0 then k = 1 and V is unique up to multiplicative constants.
Now it is straightforward to compute the set of possible values of the associated
vanishing multiplicity m of any formal V of (1). As we see below, the minimum is
reached at m = 1.
Corollary 17. If (1) has a formal inverse integrating factor V (x; y), then the cor-
responding inverse integrating factor V(r; ) of (5) given by (11) has either lead-
ing exponent m = 1   2n < 0 or vanishing multiplicity m at r = 0 given by
m = 2(k   1)n+ 1 for some integer k  1.
Proof. From Corollary 16 we known that V (x; y) =
P
j2kn Vj(x; y) where the Vj
are (1; n)-quasihomogeneous polynomials of weighted degree j and k  0 is an
integer. Clearly, since V2kn 6 0 and the order at r = 0 of (r; ) is just n   1
we see that the corresponding V(r; ) given in (11) has an expansion (12) with
m = 2(k   1)n+ 1. 
The next proposition characterizes the leading term in the (1; n)-quasihomogeneous
expansion of any formal inverse integrating factor V of (1) when its associated a
Lienard normal form (3) has   n for certain values of .
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Proposition 18. Let us consider system (1) having a monodromic point at the
origin with Andreev number n and its associated Lienard normal form (3) with
  n. Assume that (1) has a formal inverse integrating factor V (x; y). Then
either V (0; 0) 6= 0 or, up to a multiplicative constant, V (x; y) = x2n + ny2 +P
j2n+1 Vj(x; y) where the Vj are (1; n)-quasihomogeneous polynomials of weighted
degree j when one of the following conditions holds:
(i) n    2n  1;
(ii)  is even and  6= (2k   1)n  1 with k  2 a positive integer.
Proof. We follow the notation of the proof of Proposition 15.
Assume   n. Then Xn 1 =  y@x + x2n 1@y, Xj  0 for j = n; : : : ;    1 and
X = byx@y with b 6= 0. Recall that divX = b(x) = bx +    . The equation
XV = V divX is expanded into
(Xn 1 + X +    )




0@V 2kn + X
i2kn+1
Vi
1A (bx +    )
where from the proof of Proposition 15 we know that V 2kn(x; y) = (x
2n+ny2)k for
some k 2 N [ f0g. Now we will explore the next (1; n){quasihomogeneous terms.
First we observe that Xn 1(Vi) = 0 for 2kn+ 1  i  r   1 and
Xn 1(Vr) = F;
where r = (2k   1)n+  + 1, and
F = bx
V 2kn  X(V 2kn) = bxV 2(k 1)n(V 2n   2nky2):


















Therefore either k 2 f0; 1g or V 2n divides Vr. We continue assuming the second
option until we arrive to a contradiction when we take the hypothesis (i) or (ii) of
the theorem.





2`nWd for some positive integer ` and Wd is a (1; n){
quasihomogeneous polynomial of weighted degree d = r   2`n such that V 2n is
not a factor of it. More precisely Wd satises V

2`nXn 1(Wd) = F from where we




2n  2nky2). Repeating arguments with the former equation
















Since V 2n does not divide Wd, it follows that ` = k 1 which implies d = +n+1.
Now Wd satises
(21) Xn 1(Wd) = G ; with G = bx(x2n + n(1  2k)y2):
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d M 1(x; y); M = minf; 2n  1g
with 
d M 1 a (1; n){quasihomogeneous polynomial of weighted degree d M  1.
If   2n 1 (the hypothesis of (i)) then M =  and d M  1 = n. This means
that 
n(x; y) = a0x




n(x; y) dx+ f(y)
where f(y)  0 if 2n does not divide d =  + n + 1 and f(y) = a2yd=(2n) other-
wise. Inserting the obtained expression of Wd into its dening equation (21) and
next equating the coecients of the monomials in both sides gives a0 = a2 = 0,
a1 = b( + 1), and  = n(2k   1)   1. This last expression of  is incompatible
with the assumed bound n    2n   1 for any k 2 N and therefore we get a
contradiction. This implies statement (i).
To prove statement (ii) we shall transform the partial dierential equation (21)
to generalized polar coordinates. First we have that Xn 1 = rn 1@ and
G^(r; ) = G(rCs ; rnSn ) = br
+2nCs(1  2knSn2):
Therefore, the function W^d(r; ) = Wd(rCs ; r
nSn ) = rdAd(), where Ad is a






Doing the quadrature yields




















A+n+1() = b [I1()  2knI2()]
=
b
 + n+ 1
h
( + (1  2k)n+ 1)I1() + 2knSnCs+1
i
;
which implies that, either  = (2k   1)n   1 with k  2 or I1() is a (1; n)-
quasihomogeneous trigonometric polynomial in (Cs ; Sn ) of degree +n+1. We
will check that the second option is not possible when  is even and this will prove
statement (ii).
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   n+ 1 +
   2n+ 1





Cs2n 1(s) ds = Sn:
Thus we can get explicit expressions of I1() in terms of the functions r() =R 
0
Csr(s) ds with 1  r  2n   2. Actually, see [12], there exists a polynomial




Cs(s) ds = E(Cs ; Sn ) +Ar() +B
with B 6= 0 if and only if  is even. Thus when  is even I1() cannot be a
(1; n)-quasihomogeneous trigonometric polynomial of the desired form. 
A complement to statement (i) in Theorem 10 extending it to the case m = 1
is presented in the following result. It essentially means that existence formal
inverse integrating factor with the minimal associated vanishing multiplicity implies
(generically) that (1) has a center.
Theorem 19. Consider system (1) with Andreev number n associated to the mon-
odromic nilpotent singularity at the origin and possessing ^  n. If there is a
formal inverse integrating factor V (x; y) =
P
j2n Vj(x; y) where the Vj are (1; n)-
quasihomogeneous polynomials of weighted degree j and V2n 6 0 then the origin is
a center. The converse is not true.
Proof. Clearly we can assume that (1) is written as (2) in the proof. If V (x; y) is
a formal inverse integrating factor of (2) with Andreev number n, then an inverse
integrating factor V(r; ) of the corresponding equation (5) is given by (11) where
(r; ) is the function dened in (6) and has order exactly n   1 at r = 0. Since
V (rCs ; rnSn ) =
P
i2n vi()r
i with vi() 6 0 we obtain that V(r; ) has van-
ishing multiplicity m = 1. Using now that the order of F(r; ) at r = 0 is just 2
because ^  n or '(x)  0, we deduce that F(r; )=V(r; ) possesses order 1 at
r = 0 and therefore G(0) = 0 where G is dened by (13). Applying statement (iii)
of Theorem 10 we conclude that the origin of (1) is a center.
The proof that the converse is false follows after the forthcoming counterexample
(23) given in the section of examples. 
Remark 20. In Theorem 19, the condition ^  n is essential as the following
example shows. Take the polynomial system (3) with b(x) = bn 1xn 1 so that
^ =  = n 1. Hence this is a (1; n)-quasihomogeneous system of degree n 1 and,
in consequence, it possesses the polynomial inverse integrating factor V (x; y) =
V2n(x; y) = x
2n + ny2 + bn 1xny. But clearly this system has a focus at the origin
when n is odd.
The next result is a corollary after combining Proposition 18 with Theorem 19.
Corollary 21. Consider system (1) with a monodromic point at the origin with
Andreev number n, ^  n, and its associated Lienard normal form (3) with   n.
If (1) has a formal inverse integrating factor and either
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(i) n    2n  1; or
(ii)  is even and  6= (2k   1)n  1 with k  2 a positive integer;
then (1) has a center at the origin.
Remark 22. In practice (for example when using Proposition 15, Proposition 18
or Corollary 21) if we only want to know which is the value of  in the Lienard
normal form (3) of (1), it is not necessary to get the complete normal form (3). It
is sucient if we can transform system (1) into a (1; n)-quasihomogeneous orbital
normal form up to order n+ r for a suitable r 2 N such that r  n  1 of the form
_x =  y+O(1;n)(j(x; y)jn+r) ; _y = x2n 1(1+O(x))+ y '(x)+O(1;n)(j(x; y)jn+r) ;
with '(x) = brx
r + O(xr+1) and br 6= 0. Here O(1;n)(j(x; y)jk) denotes a function
whose (1; n)-quasihomogeneous expansion has leading term of weighted degree at
least k. Hence we have proved that (3) has  = r.
5. Examples
5.1. Nilpotent center perturbed with a quasihomogeneous vector eld.
The following example was given in [9]. Consider m;n 2 N, positive integers with
the relations n  2 and m  1. We associate to this pair the following system
(22) _x = y + xR(x; y); _y =  x2n 1 + n y R(x; y);
where R(x; y) is a (1; n)-quasihomogeneous polynomial of weighted degreem+n 2.
The origin of system (22) is a nilpotent monodromic singularity with Andreev
number n. Transforming it with generalized polar coordinates yields
_r = rm+n 1R(Cs ; Sn ); _ = rn 1:
From here, separating variables, it is straightforward to see that (22) has a nilpotent
center at the origin if and only ifZ T
0
R (Cs ; Sn ) d = 0:
An inverse integrating factor is V(r; ) = rm and easy computations (using the
Euler theorem for quasihomogeneous functions) show that
V (x; y) =
 
x2n + n y2
m 1
2n +1
is an inverse integrating factor of (22). Notice how the arbitrariness of m and n
allows that V (x; y) can be nonanalytic in a neighborhood of the origin. The an-
alyticity of V is achieved if, and only if, there exists an integer k  0 such that
m = 2kn+ 1, which is an odd integer.
Since R(x; y) = r0x
m+n 2 + r1xm 2y +O(y2) for some ri 2 R, we can check by
simple computations that n is the Andreev number and either ^ = m + n   2 if
r0 6= 0 or '(x)  0 when r0 = 0.
In summary, if m+ n is odd then the origin is a center. Also we see that there
are both centers and foci coexisting with an analytic inverse integrating factor. In
this last case we deduce that for having a center n needs to be an even integer.
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5.2. A nilpotent center without formal inverse integrating factor. In [1] it
is proved that system
(23) _x = y + x6; _y =  x7 + 4yx5;
does not have a formal inverse integrating factor but it is a center since the origin
is monodromic and the system is time-reversible (invariant with respect to the
involution (x; y; t) 7! ( x; y; t)).
We notice that at the origin this system possess the Andreev number n = 4,
^ = 5 and moreover it is a particular case of system (22).
5.3. A nilpotent focus with polynomial inverse integrating factor. This
example is extracted from [1]. The system _x = y+x3f(x; y), _y =  x5+3yx2f(x; y)
with f(x; y) = x6+3y2 has V (x; y) = f2(x; y) as inverse integrating factor and the
origin is a focus.
It is easy to check that the Andreev number is n = 3, ^ = 8 and this system is
a particular case of (22).
5.4. Nilpotent center without formal rst integral possessing formal in-
verse integrating factor. Consider the monodromic Lienard nilpotent canonical
form (3) with the following conditions:
(i) b(x) 6 0 so that (3) does not have an analytic rst integral;
(ii) b( x) =  b(x), hence (3) has a center at the origin;
(iii) Take the Andreev number n = 2, which implies that (3) has a formal inverse
integrating factor from (ii) and our Theorem 12.
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