Exploratory analysis and visualization of speech and music by locally linear embedding by Jain, Viren & Saul, Lawrence K
University of Pennsylvania
ScholarlyCommons
Departmental Papers (CIS) Department of Computer & Information Science
May 2004
Exploratory analysis and visualization of speech
and music by locally linear embedding
Viren Jain
University of Pennsylvania, viren@seas.upenn.edu
Lawrence K. Saul
University of Pennsylvania, lsaul@cis.upenn.edu
Follow this and additional works at: http://repository.upenn.edu/cis_papers
Copyright © 2004 IEEE. Reprinted from Proceedings of the 2004 IEEE International Conference on Acoustics, Speech, and Signal Processing
(ICASSP 2004), held 17-24 May 2004, Montreal, Quebec, Canada. Publisher URL: http://ieeexplore.ieee.org/xpl/
tocresult.jsp?isNumber=29345&page=17
This material is posted here with permission of the IEEE. Such permission of the IEEE does not in any way imply IEEE endorsement of any of the
University of Pennsylvania's products or services. Internal or personal use of this material is permitted. However, permission to reprint/republish this
material for advertising or promotional purposes or for creating new collective works for resale or redistribution must be obtained from the IEEE by
writing to pubs-permissions@ieee.org. By choosing to view this document, you agree to all provisions of the copyright laws protecting it.
This paper is posted at ScholarlyCommons. http://repository.upenn.edu/cis_papers/3
For more information, please contact libraryrepository@pobox.upenn.edu.
Recommended Citation
Viren Jain and Lawrence K. Saul, "Exploratory analysis and visualization of speech and music by locally linear embedding", . May 2004.
Exploratory analysis and visualization of speech and music by locally linear
embedding
Abstract
Many problems in voice recognition and audio processing involve feature extraction from raw waveforms. The
goal of feature extraction is to reduce the dimensionality of the audio signal while preserving the informative
signatures that, for example, distinguish different phonemes in speech or identify particular instruments in
music. If the acoustic variability of a data set is described by a small number of continuous features, then we
can imagine the data as lying on a low dimensional manifold in the high dimensional space of all possible
waveforms. Locally linear embedding (LLE) is an unsupervised learning algorithm for feature extraction in
this setting. In this paper, we present results from the exploratory analysis and visualization of speech and
music by LLE.
Keywords
voice recognition, speech recognition, audio processing, signal processing, pattern recognition, acoustics
Comments
Copyright © 2004 IEEE. Reprinted from Proceedings of the 2004 IEEE International Conference on
Acoustics, Speech, and Signal Processing (ICASSP 2004), held 17-24 May 2004, Montreal, Quebec, Canada.
Publisher URL: http://ieeexplore.ieee.org/xpl/tocresult.jsp?isNumber=29345&page=17
This material is posted here with permission of the IEEE. Such permission of the IEEE does not in any way
imply IEEE endorsement of any of the University of Pennsylvania's products or services. Internal or personal
use of this material is permitted. However, permission to reprint/republish this material for advertising or
promotional purposes or for creating new collective works for resale or redistribution must be obtained from
the IEEE by writing to pubs-permissions@ieee.org. By choosing to view this document, you agree to all
provisions of the copyright laws protecting it.
This conference paper is available at ScholarlyCommons: http://repository.upenn.edu/cis_papers/3
EXPLORATORY ANALYSIS AND VISUALIZATION OF SPEECH AND MUSIC
BY LOCALLY LINEAR EMBEDDING
Viren Jain and Lawrence K. Saul
Department of Computer and Information Science
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ABSTRACT
Many problems in voice recognition and audio processing in-
volve feature extraction from raw waveforms. The goal of fea-
ture extraction is to reduce the dimensionality of the audio signal
while preserving the informative signatures that, for example, dis-
tinguish different phonemes in speech or identify particular instru-
ments in music. If the acoustic variability of a data set is described
by a small number of continuous features, then we can imagine the
data as lying on a low dimensional manifold in the high dimen-
sional space of all possible waveforms. Locally linear embedding
(LLE) is an unsupervised learning algorithm for feature extrac-
tion in this setting. In this paper, we present results from the ex-
ploratory analysis and visualization of speech and music by LLE.
1. INTRODUCTION
Many systems for pattern recognition depend on a preprocessing
front end for dimensionality reduction. The goal of this front end
is to provide a compact representation of high dimensional data
that supports subsequent operations such as classiﬁcation or clus-
tering. For speech and audio, many traditional operations in signal
processing (e.g., FFTs, smoothing) can be viewed as attempts to
extract a set of pre-deﬁned, hand-crafted features that capture in-
formation about the energy and power spectra of the original sig-
nal. An interesting question is whether automatic methods, driven
by the statistics of large unlabeled data sets, can provide similarly
useful features for classiﬁcation and visualization of high dimen-
sional data, speciﬁcally audio. Recent advances in unsupervised
learning have led to automatic methods for dimensionality reduc-
tion that seem worth exploring for this purpose.
The input signals to many information processing systems can
be viewed, in their native format, as high dimensional streams.
For example, we can view the images in a video as points in a
high dimensional vector space whose dimensionality is equal to
the number of pixels [1]. Similarly, in speech and audio, we can
view the power spectra from windowed FFTs as points in a high
dimensional vector space, of dimensionality equal to the window
size. Data sets of such high dimensionality present fundamental
challenges for pattern recognition algorithms that must generalize
from small training samples and perform robustly in the presence
of noise. This is one manifestation of the so-called “curse of di-
mensionality” [2].
How can we overcome the challenges posed by high dimen-
sional data sets? One answer is provided by recent work in un-
supervised learning. Often, the underlying variability of a data
set is parameterized by a small number of continuous features; in
this case, we can imagine the data as lying on a low dimensional
manifold [3] in the high dimensional input space. Such features
might include, for example, the angle and lighting of objects in
images, or the timbre and pitch of instruments in music. Unsu-
pervised algorithms for dimensionality reduction are designed to
discover these features and to compute a faithful low dimensional
embedding of high dimensional inputs.
There are linear and nonlinear methods for dimensionality
reduction. Principal component analysis (PCA) [4] is a linear
method for dimensionality reduction that projects the data into the
subspace with the minimum reconstruction error. Though widely
used for its simplicity, PCA is limited by its underlying assumption
that the data lies in a linear subspace. Recently, several algorithms
for nonlinear dimensionality reduction [5, 6, 7, 8] have been pro-
posed that overcome this limitation of PCA. Like PCA, these algo-
rithms are simple to implement, but they compute nonlinear em-
beddings of high dimensional data. So far, these algorithms have
mainly been applied to data sets of images and video, where they
have revealed low dimensional manifolds not detected by purely
linear methods. In this paper, we apply one of these algorithms—
Locally Linear Embedding (LLE) [6, 7]—to the exploratory anal-
ysis and visualization of data sets in speech and music.
2. LOCALLY LINEAR EMBEDDING
We begin by reviewing the algorithm for LLE; more details can
be found in previous work [7]. Given high dimensional inputs
{ Xi}Ni=1 in D dimensions, LLE attempts to discover low dimen-
sional outputs {Yi}Ni=1 in d  D dimensions that are similarly
co-located with respect to their neighbors. The focus on local geo-
metric properties distinguishes LLE from other algorithms for di-
mensionality reduction, such as multidimensional scaling [9] and
Isomap [5], which attempt to preserve global properties such as the
pairwise distances between all inputs. The focus on local proper-
ties in LLE also has the beneﬁt of yielding sparse matrices, whose
operations and optimizations scale better to large data sets.
The algorithm has three steps. The ﬁrst step of the algorithm
is to compute neighbors for each high dimensional input Xi. Al-
though neighbors may be computed by arbitrarily sophisticated
criteria (for example, incorporating prior knowledge), in this pa-
per we adopt the simplest possible convention—computing the K
nearest neighbors for each input based on Euclidean distance.
The second step of LLE appeals to the idea that neighboring
inputs lie on (or near) a locally linear patch of the manifold from
which they are sampled. For each input Xi, a set of K linear coef-
ﬁcients are computed that reconstruct the input from its neighbors.
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Fig. 1. Two dimensional embeddings of N =3000 utterances of the vowels ‘aa’ and ‘ae’ (as in the words HOT and HAT) extracted from the
TIMIT corpus. Top row: results from LLE with K=10 nearest neighbors. Bottom row: results from PCA.
The total reconstruction error of the inputs is measured by the cost
function:
E(W ) =
∑
i
∣∣∣ Xi −
∑
j
Wij Xj
∣∣∣
2
. (1)
In this cost function, the weight Wij stores the contribution of Xj
to the linear reconstruction of Xi. The cost function is minimized
subject to two constraints: ﬁrst, that each input is reconstructed
only from its nearest neighbors, or Wij =0 if Xj is not a neighbor
of Xi; second, that the reconstruction weights for each input sum
to one, or
∑
j Wij = 1 ∀i. The optimal weights for each input
can be computed efﬁciently by solving a constrained least squares
problem. These weights characterize the local geometric proper-
ties of the data set around each input—in particular, the distances
and angles between each input and its neighbors.
The third and ﬁnal step of the algorithm is to compute a low
dimensional embedding that is characterized by the same recon-
struction weights (and thus preserves the local geometric proper-
ties of the inputs). Speciﬁcally, we choose the low dimensional
outputs Yi to minimize the embedding cost function:
Φ(Y ) =
∑
i
∣∣∣Yi −
∑
j
Wij Yj
∣∣∣
2
. (2)
This cost function is minimized subject to two constraints that
make the problem well-posed: ﬁrst, that the outputs are centered
on the origin,
∑
i
Yi =0; second, that the output covariance ma-
trix equals the d × d identity matrix. The minimum of eq. (2)
is obtained by computing the bottom d + 1 eigenvectors of the
N×N matrix (I−W )T (I−W ). The bottom eigenvector (which
represents a translational degree of freedom) is discarded, and the
remaining d eigenvectors yield a solution that minimizes eq. (2)
subject to the centering and orthogonality constraints.
The LLE algorithm has two free parameters: the number of
neighbors K in the ﬁrst step, and the target dimensionality d in
the third step. The number of neighbors should always be greater
than the target dimensionality. Moreover, if we represent the in-
puts by the vertices of an undirected graph with edges connecting
neighboring inputs, then LLE should only be applied to inputs that
give rise to connected graphs. Naturally, the target dimensional-
ity depends on the intended use of the embedding, with d = 2 or
d = 3 typically chosen for exploratory analysis and visualization.
For other tasks, however, estimating the underlying dimensional-
ity of sampled manifolds is an important issue that LLE does not
itself address. Various methods have been proposed [10, 11, 12]
to estimate this dimensionality; these can be used in conjunction
with the ﬁrst step of LLE to select the target dimensionality, d.
3. EXPERIMENTAL RESULTS
We used LLE as a tool for exploratory analysis and visualization
of audio signals. Data sets were generated from both speech and
music. Some of our more interesting ﬁndings are reported below.
3.1. Speech
The multi-speaker TIMIT corpus [13] was used to perform several
experiments on low dimensional embedding of speech data. The
phonetic transcriptions of the corpus were used to locate segments
of speech corresponding to particular phonemes. One frame was
extracted from the middle 20-100 ms of each phonetic segment
(downsampled to 8 kHz), with a frame length that depended on
the phoneme identity—longer for vowels, and shorter for conso-
nants. Frames were hamming windowed, and the log-power spec-
tra (computed by FFTs) provided the high dimensional inputs for
unsupervised learning by PCA and LLE.
Fig. 1 compares the two dimensional embeddings obtained by
PCA and LLE for N = 3000 utterances of the vowels ‘aa’ and
‘ae’ (as in the words HOT and HAT). The data set for this exper-
iment contained 1342 ‘aa’ frames and 1658 ‘ae’ frames extracted
from the middle 100 ms of each utterance. (Shorter utterances of
duration less than 100 ms were discarded from the data collec-
tion.) The log-power spectra of these 100 ms segments gave rise
to inputs with D = 401 dimensions, and LLE was performed us-
ing K = 10 nearest neighbors. The leftmost plots in Fig. 1 show
both phonemes plotted together, while the adjacent plots show
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Fig. 2. Two dimensional embeddings of N =2731 utterances of the vowels ‘ay’ and ‘ey’ (as in the words BITE and BAIT) extracted from
the TIMIT corpus. Top row: results from LLE with K=10 nearest neighbors. Bottom row: results from PCA.
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Fig. 3. Two dimensional embeddings of N =3000 utterances of the plosives ‘p’, ‘t’, and ‘k’ extracted from the TIMIT corpus. Top row:
results from LLE with K=10 nearest neighbors. Bottom row: results from PCA.
each phoneme plotted independently (from the same embedding
and on identical axes). Interestingly, the d=2 embedding of LLE
separates the vowels quite well, while the ﬁrst two principal com-
ponents from PCA fail to separate the vowels in any meaningful
way.
Fig. 2 shows the results of a similar experiment for N =2371
utterances of the vowels ‘ay’ and ’ey’ (as in the words BITE and
BAIT). The data set for this experiment contained 1366 ‘ay’ frames
and 1364 ‘ey’ frames extracted from the middle 60 ms of each ut-
terance. The log-power spectra of these 60 ms segments gave rise
to inputs with D = 241 dimensions. While the ﬁrst two linear
principal components separate these vowels better than the previ-
ous experiment, LLE again provides a far cleaner separation.
Finally, Fig. 3 shows the results of a similar experiment for
N = 3000 utterances of the plosives ‘p’, ‘t’, and ‘k’. The data
set for this experiment contained 937 ‘p’ frames, 1017 ‘t’ frames,
and 1,046 ‘k’ frames extracted from the middle 40 ms of each ut-
terance. The log-power spectra of these 40 ms segments gave rise
to inputs with D = 161 dimensions. Though the plosives do not
separate nearly as well as the vowels in Figs. 1 and 2, LLE again
reveals considerably more structure than PCA. Moreover, the ‘p’
and ‘t’ frames do cluster in fairly distinct parts of the nonlinear
embedding given by LLE.
3.2. Music
We experimented with LLE on a sample of monophonic music
to see how it would represent acoustic variability arising from
changes in pitch. A data set was generated from the opening 3.5
seconds of Bach’s Cello Suite No.1 Prelude, performed by Yo-Yo
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Ma, sampled at 8 kHz. Log-power spectra were computed from
20 ms windows with a frame shift of 5 ms, generating N = 664
inputs in D = 80 dimensions. LLE was performed with K = 8
nearest neighbors.
Fig. 4 shows the aligned waveform, spectrogram, musical
score, and results from LLE. All plots are on the same time scale,
and the musical score has been adjusted to closely match the tim-
ing of the recording. The ﬁrst and second coordinates of the low
dimensional embedding are plotted separately as a function of
the time. Interestingly, the second coordinate of the embedding
(‘lle2’) is strongly correlated with the pitch of the note as given
by the score, while the ﬁrst coordinate (‘lle1’) appears to reﬂect a
more general harmonic relationship.
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Fig. 4. Locally linear embedding (with K =8 nearest neighbors)
of the opening phrase of Bach’s Cello Suite No. 1.
4. DISCUSSION
In this paper we have presented results from the exploratory anal-
ysis and visualization of speech and music using LLE. For speech,
we observed that the nonlinear embeddings of LLE separated
certain phonemes better than the linear projections of PCA. For
monophonic music, LLE appeared to discover features that were
strongly correlated with pitch.
Our results suggest several ways that LLE could be used
for speech and audio processing. For example, the embeddings
from LLE could be incorporated into the emission distributions of
hidden Markov models—speciﬁcally, mixture distributions with
Gaussian factor analyzers [7, 14]. They could also be used for vi-
sualization and indexing of large multimedia data sets. These and
other directions will be explored in future work.
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