Classifying a patient based on disease type, treatment prognosis, survivability, or other such criteria has become a major focus of genomics and proteomics. From the perspective of the general population of a particular kind of cell, one would like a classifier that applies to the whole population; however, it is often the case that the population is sufficiently structurally diverse that a satisfactory classifier cannot be designed from available sample data. In such a circumstance, it can be useful to identify cellular contexts within which a disease can be reliably diagnosed, which in effect means that one would like to find classifiers that apply to different sub-populations within the overall population. Using a model-based approach, this paper quantifies the effect of contexts on classification performance as a function of the classifier used and the sample size. The advantage of a model-based approach is that we can vary the contextual confusion as a function of the model parameters, thereby allowing us to compare the classification performance in terms of the degree of discriminatory confusion caused by the contexts. We consider five popular classifiers: linear discriminant analysis, three nearest neighbor, linear support vector machine, polynomial support vector machine, and Boosting. We contrast the case where classification is done with a single classifier without discriminating between the contexts to the case where there are context markers that facilitate context separation before classifier design. We observe that little can be done if there is 495 496 Choudhary et al.
Introduction
Cells from different tissue types in multicellular organisms have widely varying functional capabilities. This is achieved by using a common set of genes in all the cells to carry out those functions that are commonly required to maintain a cell's viability and using other sets of genes to carry out those functions that are specific to a particular cell type. Many of the genes that are used to support particular functions are used in a variety of functions that are quite different. The differences in function performed arise from the combinations of genes that interact to produce the function. The assembly of devices that have complex functions from a series of simpler components that each provide a small range of capabilities is a common strategy for efficient manufacture in both biological and human enterprise. A consequence of this method of achieving complex functionality is that the presence of a specific kind of component in a larger assembly does not allow one to unambiguously infer the functional properties of the assembly. Effective inference of function in this situation requires that the specific component's presence must be evaluated in the context of what other components it is interacting with. When the assembly reaches the complexity of a cell, where the macromolecular components form a dense web of interactions, contextual considerations become essential for predicting function in any instance that is not exceptionally simple.
Biologists' growing ability to catalog the macromolecular constituents of normal and pathological cells initially provoked hopes that data of this type could readily be used to classify pathologies into discreet subsets, based on the presence and abundance of some of the macromolecules. There was a further expectation that these classes would be related to disease progression and outcome and a hope that subclasses that were uniformly vulnerable to particular kinds of treatment could be defined. Earlier findings fueling such hopes were the cytogenetic observations that two subclasses of leukemia, chronic myelogenous leukemia, CML, 1 and acute promyelocytic leukemia, APML, 2 were well classified by specific chromosomal translocations that produced novel transcript fusions. Treatments that exploit the consequences of the particular DNA rearrangements that classify these cancers and provide a high level of relapse-free survival have been developed for both of these leukemias.
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Other attempts to develop treatments for cancer that exploit a marked change in the abundance of a single macromolecule have been made. Two cases for which there were high initial expectations are drugs targeting the epidermal growth factor, which is frequently present at high levels in non-small-cell lung cancer, and drugs targeting a related receptor, Her-2, which is frequently present at high levels in breast cancer. Although treatments that clearly reduce the activity of these genes have been developed, they do not provide nearly the level of relapse-free survival achieved for CML and APML. 5, 6 The differential in efficacy is likely to be related to the differences in complexity in the machinery driving the different oncologic processes. CML can be rapidly induced in model systems simply by introducing the single, translocated gene. 7 Most tumors on the other hand are the product of the acquisition of multiple alterations. Breast cancers with amplification of Her-2 are also frequently amplified for other oncogenic genes near Her-2's chromosomal location, and the cells bearing these amplifications seem to acquire still further genomic aberrations rather easily. 8 It is to be expected that tumors with diverse oncogenic drivers may fail to be very susceptible to drugs that affect only one of these drivers. The ability to identify cellular contexts where a process may be reliably interfered with drugs requires not only knowledge of whether the particular target of the drug is present, but also knowledge about the activity of other processes that would blunt the effect of the drug.
With classification methods currently being applied to biological data in a wide variety of circumstances, it is important to know the extent to which cellular contexts reduce the ability to build accurate classifiers on which therapeutics can be based. In this work, we quantify the effect of contexts on classification performance as a function of the classifier used and the sample size.
Context has heretofore been recognized to have a confounding influence in pattern recognition. For instance, it has been recognized that there could be features that would relate to the concept of interest (label) only in certain contexts.
9 Contexts have been treated in several ways. When contexts are known, contextual scaling of features 10 and training context specific classifiers 11 have been proposed. If a context is unknown, but it is known that the underlying context remains unaltered for a length of time, then window-based methods have been proposed. 12, 13 If a set of variables related to the contexts are available for observation, then the classification scheme switches between classifiers based on the status of such variables.
14 A detailed survey of such schemes can be found in Turney (1996) .
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A key feature of the work on contexts has been that the contexts are known explicitly or have variables that provide contextual clues. Unfortunately in the biological case we do not know the biologically relevant contexts nor do we have obvious variables like time that provide contextual clues. While there may exist variables in the system that contain contextual information, finding such sets of context defining variables is problematic. In any event, our focus here is quantifying the overall problem and determining the value of prior contextual knowledge in solving a classification problem where samples come from varying contexts. To this end we compare the errors of the designed classifier with and without contextual awareness in a model-based setting and a biological situation. We consider five popular classifiers: linear discriminant analysis (LDA), three nearest neighbor (3NN), linear support vector machine (l-SVM), polynomial support vector machine (p-SVM), 16 and Boosting.
In Sec. 2 we begin by explaining the model criteria, and then propose the synthetic model to emulate a situation where the population is a mixture of various sub-populations. Each of these sub-populations is a context. In Sec. 3 we list the experiments and the rationale behind them. We discuss a representative set of results and trends in Sec. 4. In Sec. 5 we treat feature selection. In Sec. 6 we discuss the experiments with real data and the corresponding results. Section 7 provides concluding remarks and pointers for future research.
The Context Model
In this section, we discuss the structure of the Gaussian-based model that we use for generating the synthetic data. The population consists of K > 1 contexts.
A context is a subset of the population which is homogeneous in a certain way. In our classification study a context would be the subset of the population where the class labels can be best separated from one another by the same set of features (genes). We call this set of features as the set of label-separating variables (LSVs). Each context of the population has its own set of LSVs. For the ith context, we denote this set as LSV i . In our model, a variable x ∈ LSV i possesses Gaussian class conditional distributions when the data point belongs to context i:
The means of the above distributions depend on the label.
Taking a purist approach, we assume that the variable x ∈ LSV i has no predictive capacity outside its own context. We choose a mixture Gaussian distribution as its distribution outside the context:
This distribution of the variable x is independent of the class label. In addition to LSVs, each context in the model has a set of context-marker variables (CMVs). These features are (without loss of generality) up-regulated in their context and down-regulated elsewhere. This corresponds to the behavior of a master gene in a master-slave type model of gene regulation, where the status of the master genes determines the context of operation for slave genes.
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We denote the set of CMVs in context i as CMV i . For a feature x ∈ CMV i the variable obeys Gaussian distributions with differing means inside and outside the context:
These CMV distributions are independent of the label. If σ cmv i = 0, then the variable x becomes a perfect context marker, so that the value of x determines with certainty whether a sample point comes from context i.
Experiments with Model Data
Since our objective is to see how the presence of samples from various contexts influences overall classification performance (and not the properties of the contexts themselves), we make the parameters of each context uniform. Thus, in a population model having K contexts, each context has the same number of context-marker variables and label-separating variables:
We also assume equal standard deviations:
We set the means a cmv i and a lsv i to 1.0 for all contexts. In sum, the model configuration is totally determined by five parameters:
• K -the total number of contexts in the population.
• |LSV| -the number of label-separating variables in each context.
• |CMV| -the number of context-marker variables for each context.
• σ cmv and σ lsv -the standard deviations.
We constrain the number of label-separating variables to the range 1 ≤ |LSV| ≤ 3. Using up to three variables mitigates classifier overfitting for the range of sample sizes we consider.
19 Classifiers with few genes have been shown to be effective discriminating cancers. [20] [21] [22] Similarly, we constrain the number of context-marker variables to the range 1 ≤ |CMV| ≤ 3. The overall number of variables in a model with K contexts is given by K × (|CMV| + |LSV|). An example of points generated from a model with two contexts is shown in Fig. 1 as a heatmap. 
Model parameters
The parameter set we used in our study is shown in Table 1 .
For each value of the |LSV|, the σ lsv 's have been chosen to make the Bayes error within a context to be 0.05, 0.1, and 0.15. For instance when |LSV| = 3, σ lsv 's have been chosen to be 1.053, 1.3515, and 1.617 to obtain the Bayes error within a context to be 0.05, 0.10, and 0.15 respectively.
a We have 243 model-parameter configurations in all. For each configuration we conduct experiments corresponding to six sample sizes/context (n) to cover a range of sample sizes. n = 20, 30 represent extremely small sample sizes, n = 50, 100 represent small sample sizes, and n = 200, 500 represent modest sample sizes. We do not consider larger sample sizes because, to date, these do not exist in expression-based classification, in authors knowledge.
For each sample size we compare classifier performance with and without the prior knowledge of contexts. To do so, we consider four cases that can best be explained by an example. Consider K = 2 contexts, |LSV| = 3, σ lsv = 1.3515, |CMV| = 1, and σ cmv = 0.0 (the perfect context marker). We denote this parameter a The Bayes error within a context i refers to the error of the Bayes classifier in classifying points belonging only to context i. The Bayes classifier corresponds to the distribution in Eq. (2.1). set up as Example 1, which we will use at several occasions in the paper. With this model and n points/context, a set T r of 2n training points is generated, n points from context 1 and n points from context 2. Moreover, of the n points in a context, n/2 points have class label 0 and n/2 have class label 1. 
Case I
Case I corresponds to a situation where we have complete knowledge of contexts: the LSVs and CMVs are known for each context. In this case, each of the K contexts has its own classifier. Thus,
are designed to discriminate labels 0 and 1 in each of the K contexts. To design the K classifiers the nK points in the training set T r are separated into K sets, T r 1 , T r 2 , . . . , T r k , of points belonging to each of the K context. Since our objective is not to propose context-separating algorithms but to assess the importance of contextual knowledge on the performance of designed classifiers, we use the best possible way to assign contexts to training sample -"the Bayesian way", using b We maintain equal priors for all our experiments, i.e., in a general case nK points are generated of which n points come from each context. Of those n points n/2 have label 0, and n/2 have label 1.
a Bayesian splitter. This splitter works by calculating the posterior probability of each context based on the CMVs for each point and then assigns the context with maximum posterior probability as the context of the point. Details of the Bayesian splitter are discussed in 7. The splitter, though the best way, is not perfect. We refer to such an error as contextual confusion. Once the training set has been separated into subsets, the classifier ψ i caseI is designed using set T r i . In the design process only feature variables in set LSV i are used as inputs.
For the case of Example 1, with n = 50, 100 points would be generated (50 from context 1 and 50 from context 2). Since σ cmv = 0.0, the full training set T r of 100 points can be separated perfectly into sets T r 1 and T r 2 , each of size 50, by looking at the values of the context markers. In this example, the CMV for context has value 1.0 for a point from context 1 and −1.0 for a point from context 2. Classifiers ψ 1 caseI and ψ 2 caseI are designed using T r 1 as a training set with the three features in LSV 1 as inputs and using T r 2 as a training set with the three features in LSV 2 as inputs, respectively.
Case II
This case is a variant of case I where we know the CMVs for each context but not the context-label separating variables. Again we design K distinct classifiers, but unlike in case I, we are forced to use LSVs from all contexts as inputs in classifier design. Thus, in the case of the Example 1, we would still design two classifiers ψ 
Case III
In this case there are no CMVs in the system. They may exist but we do not know of their existence, or they may not be part of the measurement process, for instance, classification is via gene expression and the context markers are not gene expressions. We design one classifier, ψ caseIII , to separate the labels. This classifier is trained with the set T r of all available sample points and all available variables as inputs. Thus, for Example 1 with n = 50, all 100 points are used to design this classifier with six input variables (|LSV 1 | + |LSV 2 |).
Case IV
Case IV corresponds to the situation where there are contexts in the data and we are aware of their existence; however, unlike case I, we do not have explicit knowledge as to which variables are CMVs and LSVs. This case is the closest to many real biological situations where we are aware that there are contexts but do not know which variables are CMVs. We design one classifier, ψ caseIV , to separate the labels. This classifier is trained with the set T r of all available sample points and all available variables as inputs. Thus, for Example 1 with n = 50, all 100 points would be used to design this classifier with eight input variables (
To evaluate the performance of a designed classifiers, i.e., its error, we use the Monte Carlo method. The error is estimated as a fraction of points which are misclassified by the classifier over a set of 5000 points generated independently from the model, as shown in Fig. 2 for cases I and II, and Fig. 3 for cases III and IV. To obtain the expected error of a classifier designed with a given sample size the overall design-test process is repeated a 100 times and the averaged error, e, is reported. Note that for cases I and II the splitter is used during testing too, because it is a part of the overall design.
Finally to quantify the value of contextual awareness on classification performance we compute the ratio (r 1 for case IV error vs. case I error and r 2 for case IV error vs. case II error) of classifier error with no context separation vs. error with context separation. r 1 quantifies the fold increase in error if one has no knowledge vs. the knowledge of contexts as well as knowledge of label separating variables. r 2 quantifies the fold increase in error if one has no knowledge vs. the knowledge of contexts only. Since this is the quantity that is most relevant to biological applications, we would emphasize more on r 2 , even though both r 1 and r 2 are reported for all classifiers and sample sizes. In fact the r values mentioned in the biological case in Sec. 6 correspond to r 2 because we know the contexts but not the label-separating variables in any of the contexts.
Results and Trends
The bulk of the results from our experiments are available in tabular form on the companion website. In this section we begin by explaining contextual confusion and its impact on the performance of the designed classifier. We distinguish the two situations where contextual confusion is high versus low, and we describe the performance of the five classifiers for the latter situation.
Contextual confusion
For the synthetic models, we define contextual confusion to be the error in assigning contexts, which is a function of the parameters σ cmv , |CMV|, and K. With the other two parameters fixed, contextual confusion increases with an increase in number K of contexts or in σ cmv (see Fig. 4a ), while it decreases with an increase in |CMV|. The impact of contextual confusion is different in the four cases considered, depending on the classifier. We discuss this next. The trends discussed are not anecdotal. These are seen across the entire body of simulation results.
Cases I and II -We observe that, irrespective of the sample size and classifier, the expected classification error increases with an increase in contextual confusion in cases I and II. An example is seen in Fig. 4 for LDA, 3NN , and Boosting classifiers. Here, K = 2, |LSV| = 3, σ lsv = 1.3515, |CMV| = 1, and the sample size n = 100 are fixed, and the contextual confusion is increased by increasing σ cmv . We see that the case I and case II errors increase with an increase in contextual confusion.
Case III -Case III errors are consistently high when compared to the Bayes error within a specific context, irrespective of the classifier, for all model parameter configurations. For instance, for all models for which the Bayes error within a context is 0.05, the case III errors are found to be greater than the Bayes error within the context by at least threefold, irrespective of the sample size or classifier used. Since, this trend of poor performance remains consistent across sample sizes or classifiers, we do not discuss this case further. It demonstrates that, within the framework of our experiments, if the context-marker variables are not measured knowingly or unknowingly, then good performance is not possible.
Case IV -Behavior for case IV is classifier dependent. As contextual confusion increases, case IV errors increase for 3NN and p-SVM. For LDA, l-SVM, and Boosting, the errors are already high and there is relatively little change. An example of this is seen in Fig. 4 , where case IV errors increase with increase in contextual confusion for 3NN, while remaining relatively steady at a high level for LDA and Boosting. We next discuss high contextual confusion in more detail. 
High contextual confusion
This trend of errors becoming high in cases I and II with an increase in contextual confusion is seen repeatedly in our simulations. For case IV the errors either become high, or are already high (depending on the classifier), as contextual confusion increases. Performance is dismal once the contextual confusion becomes high. An example of this phenomenon is shown in Tables 2 and 3 0.2197, respectively, as shown in Table 2 . The errors are similarly high for the 3NN classifier, as seen in Table 3 . For models in our study with high contextual confusion, there is very little or no gain and sometimes even a decline in performance by doing context-specific classifier design. This is reflected by r 2 values that stay close to 1. This trend can be seen repeatedly on the companion website for almost all models with contextual confusion greater than 20%. An example of such r 2 curves is presented in Fig. 5 .
To understand exactly at which level of high contextual confusion the advantage of context specific design in case II is lost, we compared case II and IV errors in few of the model settings by keeping the parameters K, |LSV|, |CMV| and σ lsv fixed and increasing σ cmv to obtain various levels of increasing contextual confusion. One such example is shown in Fig. 6 for the LDA and 3NN classifiers. We observe that for the LDA classifier the level of contextual confusion at which case II error becomes larger than case IV is a function of the sample size. For instance, for sample sizes n = 20 and n = 100 the level of contextual confusions at which the advantage of context specific design is lost are 25% and 40%, respectively. For the 3NN classifier we see that in this model setup the case II error is always smaller than case IV error. Other examples are available on the website. The trend in the intersection of case II and case IV surfaces is model and classifier dependent; however, what is unambiguous in the trend is that with high contextual confusion the overall performance is poor irrespective of case and classifier. The upshot of these observations is that if the biological problem we are attempting to model corresponds to a situation where it is difficult to separate contexts with good accuracy, then there is no hope of achieving good performance. Under such a condition, context-specific classifier design may help, but not significantly.
Hence, from this point on we will focus our discussion on trends for models with low contextual confusion.
Low contextual confusion
In this subsection we consider model parameter configurations for which contextual confusion is low, specifically, below 10%. Though 10% has been chosen arbitrarily, it is helpful for explaining trends unambiguously.
LDA, l-SVM, and Boosting
For models with low contextual confusion, linear classifiers (LDA and l-SVM) perform the best in cases I and II; however, they perform poorly with no context separation in case IV. Performance improves with an increase in sample size for all cases; nonetheless, the case IV error is still much higher than the case I and case II errors. For LDA in Example 1, even with n = 500, we have r 2 = 2.092, which means that the error is more than two times higher without context separation (see Table 4 ). Thus, for this model there would be more than a twofold decrease in error if we were to design context-specific classifiers. This trend of suffering performances without context-specific classifier design is seen repeatedly on the companion website, with the loss of performance depending on the amount of contextual confusion and sample size. While case IV errors improve with sample size as we move from small to modest sample sizes, the improvement stalls and never gets close to the level of the Bayes errors within a given context. Other examples of this phenomenon are seen in Fig. 8 .
A similar trend is also seen for the Boosting classifier, with the magnitude and shape of the r value curves for Boosting following the trends for LDA and l-SVM. An example is shown in Fig. 7 . We conclude that the LDA, l-SVM, and Boosting classifiers will have poor performance absent contextual knowledge. Context-specific design is necessary for these classifiers to get good performance. 
p-SVM and 3NN
In contrast to LDA, l-SVM, and Boosting, case IV performance of the designed classifiers improves significantly with an increase in sample size for 3NN and p-SVM when there is low contextual confusion, the improvement depending on the model parameters. Between classifiers in case IV, 3NN or p-SVM perform the best for all sample sizes. Thus, absent context-specific design, one should choose to use either 3NN or p-SVM, at least in the models is studied. Between the two, 3NN appears to be preferable because of the generic observation that the sample size needed for good performance from p-SVM becomes restrictively large as the number of input variables to the classifier increases. An exact trend of how error performance of p-SVM suffers as the number of variables increases has not been observed, but it is related to |LSV|. An example of how with increase in |LSV|, one needs more and more samples for good performance of p-SVM is shown in Fig. 8 . Owing to this phenomenon we observed that for all K = 2, 3 context cases 3NN outperforms p-SVM, in the small (n = 20, 30) and modest (n = 50, 100) sample cases once |LSV| exceeds 1.
The r 2 values for 3NN classifiers are all only slightly greater than 1.0 for almost all models in the modest sample size range, i.e., there is small gain or no gain in performance (see Tables 5 and 6 ).
The preceding observations lead to the conclusion that, in the absence of sound knowledge of label-separating variables, context separation has only little advantage and we could proceed to classifier design without contextual separation. This is the approach that most researchers have taken in recent years to develop expressionbased classifiers, for instance for predicting responses to drugs 23 ; however, feature selection is typically involved. We next discuss how performance is affected by feature selection, a necessary step in most biological problems.
Feature Selection
So far we have considered models where context-marker variables and labelseparating variables are the only types of variables; however, in genomic and proteomic applications, there are large number of variables not relevant to classification. These are hopefully eliminated during feature selection (but this is rarely accomplished with perfection). We study classifier performance in the presence of feature selection with and without context separation, which we denote by Case IIa and Case IVa, respectively. We only consider the 3NN classifier because it is the only classifier that performs decently for the sample sizes of interest without context separation. For feature selection we consider two standard algorithms, the t-test and sequential floating forward search (SFFS). 24 For ranking features inside the SFFS algorithm for 3NN, we use semi-bolstered substitution, which has been shown to outperform cross-validation in this kind of application. 25 We use the same 243 model-parameter configurations from Subsec. 3.1.
We add another 50 variables to the variables in the model that are not relevant to classification, These "nonmarker" variables (NMVs) emulate the behavior of genes whose regulation is not related to the mechanisms of the disease or the definition of context. We use a mixture Gaussian distribution, independent of the context or the label, as a distribution to govern the nonmarker variables:
Typical genomic situations may involve thousands of superfluous variables; however, 50 variables suffice to see the effects of feature selection while at the same time keeping the simulation tractable.
Results with feature selection
The t-test's performance is decent with context separation (Case IIa), but it completely fails without context separation (Case IVa). As seen in Table 7 even with n = 500 points/context, the best case IVa error is 0.260, while the best case IIa error is 0.123. This trend continues and can be seen in the tables on the companion website. Now consider SFFS with n = 50 points/context. With no feature selection in case II, the error is 0.1596, whereas the case IV error is 0.1692 (Table 5) . With an addition of 50 extra features and using SFFS, the best case IIa error is 0.194, whereas the best case IVa error is 0.260 (Table 8) . Thus, for this model configuration we observe a greater increase in error with feature selection if we do not separate For n = 500, the best error with context separation and best error without context separation with SFFS feature selection are 0.123 (Case IIa) and 0.139 (case IVa), respectively. These are close to the errors of 0.123 (case I) and 0.135 (case IV) seen with and without context separation in the case where no feature selection is involved. Thus, classifier design subsequent to SFFS feature selection performs satisfactorily for 3NN, but only with a substantially greater sample size.
It should be kept in mind that it is not feature selection itself that causes the loss of performance, but rather that inclusion of nonmarker variables necessitates the use of feature selection.
Experiments with Real Data
We next present a study on biological data to assess the performance of classifiers on populations with multiple contexts. We curate such a population by putting together samples with labels, normal and cancer, from disparate tissue types; thus making tissue type the context. This design is presented in Table 9 , where context sizes are matched. The size of the normal class is small in prostate cancers due to a paucity of publicly available normal samples on a consistent platform. All individual data sets are from the Affymetrix platform U133 plus 2.0 and are publicly available on NCBI's GEO. The series numbers of each data set are available in Table 10 . Quantile normalization, is used to remove site effect.
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We consider two cases. In case A, the contexts are known and separate classifiers are designed for each context. For instance, for n = 20, we would take a sample of n = 20 points (from the empirical distribution of 51 points) and use this sample for feature selection and subsequent classifier design. The performance of this designed classifier is evaluated on the holdout of 31 points. This procedure is repeated a 1000 times and the average is reported as the expected error of the c For models with higher contextual confusion there is no clear trend as to which of cases IIa and IVa show more deterioration. However, as discussed previously, for models with high contextual confusion the problem itself is hard, with absolute results being poor, so that any trend in deterioration is irrelevant. designed classifier, with n = 20 points. In essence, case A corresponds to case IIa, where samples come from only one context and feature selection is employed. To select features, we first reduce the 54K+ features to 500 features using the t-test and then perform SFFS to obtain 1, 2, and 3 feature sets and the designed classifiers. The error estimation inside SFFS is dependent on the classifier type to be used subsequently: bolstered resubstitution for LDA and l-SVM, and semi-bolstered resubstitution for 3NN.
25
In case B, one classifier is used to discriminate cancers from normals for a population with two or more contexts. Feature selection, classifier design, and performance evaluation proceed in exactly the same way as in case A. In essence, case B corresponds to case IVa, where samples come from multiple contexts and there are purportedly variables in the 54K+ feature set to separate the contexts.
Following the paradigm of the synthetic data, we compute r, the fold increase of classification error without versus with context separation. The numerator is the error of the case B classifier, while the denominator is the average error of the context specific classifiers in case A. To wit, to see how a classifier designed with 40 points from a population of prostate and plasma contexts performs versus two context specific classifiers designed with 20 points each, we compute 
Trends and results
The results for n = 20 and n = 30 for LDA are presented in Tables 11 and 12 .
Results for other classifiers are available on the companion website. In Table 11 we observe that with n = 20 samples for the LDA classifier, errors are low (0.04 for Prostate, 0.045 for Plasma, and 0.01 for the Lung with three features) if the contexts are totally separated from each other before feature selection and classifier design. If the three contexts are pooled, then the error rate is 0.101 -more than a three fold increase (r = 3.55) in error, even when using 60 samples in designing the classifier. Increasing the sample size by pooling data and ignoring the contexts leads to poorer performance. A similar trend is seen for the 3NN and l-SVM classifiers: r > 1 in all cases. The error always goes down with context separation. 
Conclusion
Our purpose in this paper has been to characterize and explore the implications of context confusion for classification. The problem of multiple contexts occurs in biological problems when a diagnostic or prognostic classifier is being used and there are sub-populations across which the features do not behave consistently. Our study indicates that little can be done if there is high contextual confusion, but when the contextual confusion is low, context separation can be beneficial. Even in low-confusion settings, we observe differences in classifier performances. In the models investigated, LDA and linear SVM require context separation, but even without context separation, 3NN and polynomial SVM can give decent results, albeit, at the cost of requiring larger sample sizes, with polynomial SVM requiring significantly larger samples than 3NN. While this might give hope that we can avoid context separation by using 3NN (or some other classifier found to behave well without context separation), in practice we do not believe this is so because, with the introduction of a modest number of noise variables, thereby requiring feature selection, the performance of 3NN degrades very quickly for small to moderate sample sizes. Thus, even when there is low contextual confusion, to design a good classifier with which diagnostic decisions can be reliably made, one must either collect a large sample or develop an algorithm to separate the contexts. This conclusion will hopefully motivate research into context separation.
In this appendix, we describe the scheme we used to break the data into purported contexts. To this end we use the context-marker variables in the most optimal way, the Bayesian way.
d To each point X, the Bayesian splitter assigns the context that has the maximum posterior probability based on the context-marker variables:
Assigned context = max i P (context = i|X).
(7.2)
Using the Bayes rule, we get
With each context being equally likely (1/K) and P (X) being independent of i, the assigned context is the context for which P (X|context = i) is maximum, which, because the context-marker variables are independent, can be computed as a product of individual context-marker variable probabilities:
P (x j |context = i). (7.4) Each term of the product can be obtained using Eq. (2.3). Table A .1 lists the error in context assignment by the Bayesian splitter for the model cases discussed in the paper. 
