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Chapitre l_ 
Introduction à la communication 
entre l'homme et la machine_ 
( 
Avant toute chose, il s ' agit de planter le décor , de définir 
le cadre général . 
Dans ce pre:m.ier ch8.pi tre , je co:m.:m.encera.i par parler 
briève:m.ent de la co:m.:m.unica tion, de~; :m.oyens de colllJfluiüquer et de la 
différence entre le langage et la parole . Ensuite , j'aborderai la 
notion de dialogue et cela. en part i culier dans la co:m.:m.unica.tion 
entre l'l'w:m.:m.e et le. :machine. On sera ensuite tout naturellement 
amené à aborder des problè:m.es un peu plus techniques en parlant 
des différents types de langages utilisés pour dialoguer avec ces 
m.e.chines . 
Com.:m.ençons donc par nous poser la question de savoir ce 
qu'est la com.:m.unication. Bien sûr, il n'est pas dans notre propos 
de faire toute une dissertation sur la communication :mais il est 
important de tenter d'en dégager certaines caractéristiques et de 
voir dans quelles :m.esures celles-ci pourraient être utiles dans le 
cadre de la co:mm.unication ho:m.:m.e-Iû.8.chine . 
1. 1 la c o:m.:m.uni cati on. 
En réfléchissant un peu, on peut affirm.er que proner un m.onde 
sans com.:m.unication, c'est prêcher contre toute société constituée . 
La com.:m.unication est la glu qui tient ense:m.ble toute société, 
humaine ou anim.ale. Et les ho:mm.es ont besoin de vivre en société . 
La colDlD.unication est donc un besoin vital pour elle . Cette 
co:m.:m.unica tion per:m.et de créer des liens, de transmet t re et de 
recevoir des informations. 
La colDlD.unication e3t donc chose de prem.ière importance dans 
ce m.onde . Ainsi, on peut dire qu'il y a co:m.:m.unication dès que l'on 
parvient à transmettre un message à un interlocuteur . Il est t•ien 
sûr préférable que ce message soit com.pris par le récepteur. Aussi 
entre l' émetteur et le récepteur un code co:mm.un pour la 
compréhension du message doit exister . 
Cette com.:m.unication peut se faire d'une infinité de façons et 
de nombreux m.oyens de co:m.:m.unication existent. 118.is il en est un 
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possédant une situation privilégiée au sein de cette mul ti t ude 
c'est-à-dire la parole . Celle-ci peut d'ailleurs être considérée 
comme une spécificité et un déterminant de la réalité humaine . 
Voyons donc ce qu'est la parole et faisons donc une première 
distinction entre ce que recouvrent les mot s "parole" et 
"langage" . 
L' ho:mme exprime généralement ses idées, ses sentiments, ses 
volontés , et ses sensations par la parole . l1ais la Rarole n'est 
qu ' un des moyens naturels de communication pour l'homme . C'est ce 
qu• on appelle le lang~ge verbal. Néanmoins, tout un lang~g~ 
non-verbal existe également . Ce dernier étant en fait tout. e..uss i 
courant que le langage verbal. Ce langage non-verbal est par 
exemple , l'écriture , les m.ouvem.ents et les positions du corps, le 
regard et les expressions du visage, les bruits et m.êm.e les 
sensations physiologiques telles que rougir ou pâlir . Il est 
possible de les grouper en différentes classes qui sont les moyens 
auditifs, visuels, tactiles et olfactifs. 
Le mot "lang~g~ recouvre ces deux classes qui sont le langage 
verbal et le langage non-verbal . 
Considérons alors les caractéristiques principales de la 
parole qui la ra.pprochent ou la s éparent des autres moyens de 
com.m.unication. 
Parmi les points communs de la parole avec les autres moyens 
de co:mmunication, on trouve : 
- La fonction de co:mmuniquer un message . 
- L'utilisation de signes a.rbitra ires plutôt que de symboles . 
En effet, beaucoup de communications utilisent également des 
signes arbitraires . On peut citer , par exemple , le code de la 
route où un cercle désigne une autorisation ou une interdiction, 
un triangle un danger et un rectangle une indication. Néanmoins , 
pour ce qui est de le. parole, il faut noter que celle-ci possède 
également divers éléments symboliques, en particulier pour ce qui 
est de l'ironie. 
La spécificité de la parole par rapport aux autres moyens de 
communication se si tue selon A. !18.rtinet { 11artinet 56 } au ni veau 
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de la construction des langages humains car ceux-ci sont basés sur 
une double articulation. 
La. première articula.tion spécifie , da.ns la terminologie d' A. 
118.rtinet est que nos langages se décomposent en ct.1a.ines vocales 
qui sont intrinsèquement non-signif icat.ives et qu'on no:mm.e les 
P-honèmes ou sons du langage. Ces uni tés minimales ont une forme 
mais pas de signifié . La seconde articulation est celle selon 
laquelle nos langage~; peuvent également se décomposer en un 
certain nombre d'unités minimales possédant à la fois une forme et 
un sens. Celles-ci sont appelées les monèmes ou mots . C'est grâce 
au double codage réalisé tout d'abord sur les phonèmes ( pour 
obtenir des monèmes ) puis ensuite sur ces monèmes que que nous 
pouvons exprimer l'infinité des situations pouvant survenir devant 
nous . 
La puissance du langage hur.o.e.in est donc de pouvoir tout 
exprimer à partir d'une cinquantaine de ces unités minimales: les 
phonèmes et uniquement par combinaison de ceux-ci. C'est la. 
réalisation de ce codage qui détermine une langue et ~1i permet de 
différencier le français par exemple de toutes les autres langues 
( plus de 56 familles recencées à ce jour) . 
1.2 Le dialogue. 
Après avoir abordé les notions de com.m.unication et de 
18.ngage , on en 1:1.rr · ye à évoquer celle du dialogue . Ici encore , il 
est hors de question de réaliser une étude complète du dialogue 
mais plutôt de dégager un ensemble de propriétés et de 
fonctionnalités utiles pour la compréhension du dialogue entre 
l'hom.m.e et la machine . 
Le premier fait à remarquer est que, sans dialogue, la 
com.m.unication se réduit souvent à une simple transmission 
d'informations non-satisfaisante pour l'ho:mm.e . On est . toujours 
ennuyé si l'auditeur reste sans réaction et ne répond pas , ~-1e 
celui-ci soit hom.m.e ou machine. 
Cela montre qu'un système complet basé pour la com.m.unication avec 
l'extérieur sur la reconnaissance ou la compréhension de la parole 
se doit de posséder un Illodule de dialogue . 
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Les fonctions de ce dialogue sont alors 
- Etablir un contact entre les interlocuteurs. Cela leur 
permet de fixer l'objet de leur discussion et de déterminer leurs 
positions réciproques. 
- De permettre .· tiien évideuent , 1.m échange d · informations 
entre les différents interlocuteurs . 
- De conf inter ou de valider des éléments du dialogue . Cela 
correspond à un besoin psychologique essentiel car on a toujours 
besoin d'être certain qu'on nous écoute et de s ' as surer qu'on nous 
a compris. 
- D'orienter l'échange d' inform.a.tions et de modifier les 
sujets de dialogue pour obtenir l'inform.ation pertinente et 
nécessaire . Celui qui va orienter le dialogue sera considéré co:m.m.e 
le maitre de l' échange , même si, dans lm dialogue authentique , il 
n'y a ni "m.aître" , ni "esclave" . 
le dioloque dons lo coJJUtlll'licetion hoJJUte-JJJtlchine. 
La parole étant le moyen de communiquer de l' inf orm.a tion le 
plus naturel à l' ho:mme, il est logique de penser à créer un 
interface de dialogue entre cet ho:m.m.e et cette machine basé sur la 
parole . Né8.nmoins , si on considère le dialogue dans la vie 
courante, on s'aperçoit aisément que celui-ci fait intervenir tout 
ce qu'on appelle le non-verbal c'est-à-dire les gestes , les 
attitudes, les mimiques . . . 
Une .des grandes difficultés rencontrées alors lors de la création 
de procédures de dialogue en communication homme-:machine est 
d'aboutir à une compréhension tout en se limitant à l' échange 
d'informations par le canal verbal . 
Beaucoup de travaux ont déjà été réalisés et d'appareils 
construits sur base d'un " interfaGe oral " et ils ont m.is en 
évidence toute une série d'avantages et de désavantages de cet 
interface dans différents dom.aines d'application. Il est une fois 
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de plus impossible de les énumérer un à trr1 et de discuter chactrr1 
de ces cas mais il est possible , par curiosité , . de signaler 
quelques réalisations d'applications de cet interface { Pierrel 
81 , Lorant 86, _ }. 
- La saisie de données : dans bien des cas, les claviers ou 
encodeurs sont avantageusement rem.placés par un :m.ode de saisie 
oral. 
L' id en tif ica tion de personnes pour des applications 
nécessitant un accès privilégié et une gre.nde sécurité. 
- L'enseignement assisté par ordinateur . 
- La saisie des com:m.andes, que ce soit pour l'aide aux 
handicapés qui ne peuvent utiliser les moyens traditionnels de 
com:m.andes ( leviers, boutons, claviers .. . ) ou pour permettre une 
plus grande précision dans le maniement d' app8.reils par des 
personnes valides. Par exemple , le cas du chirurgien devant 
réaliser les réglages du microscope 8.u pied car il a. déjà. les ,:1eux 
mains occupées . Une com:m.ande vocale du microscope se ra i t plus 
précise car le pied n'est pas adapté à un t ravail de précision. 
- La bureautique : réalisation d'agendas vocaux _. . .. 
- L'interrogation de bases de données ou de centres de 
renseignements par des personnes non habituées au maniement des 
machines . 
etc ... 
Il est possible de rassembler es a-vantages de l'interface 
vocal entre l'hoIDlll.e et la machine en disant que 
- La coIDlll.unication entre l'hone et la machine s'opère par le 
moyen le plus naturel à l' hoillllle et celui qu'il a le plus tendance 
à utiliser : la parole. 
- La parole est le moyen de coID.Ilunication le plus rapide que 
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l'houe possède pour transmettre des informations . 
- L'accès aux :machines est facilité pour ceux qui pour 
diverses raisons, ne peuvent que difficilement y avoir accès. 
- La parole permet la mobilité et la réalisation d'autres 
tâches. 
et bien d'autres encore laissés à l'imagination du lecteur . 
Cependant, il y a toujours des i nconvénients qu'il importe de 
mesurer et qui peuvent s'opposer à la réalisation de systèmes de 
dialogue entre l'homme et la machine par voie orale . 
Ainsi, se demande Weizenbaum { Weiz 81 }, n'y a-t-il pas des 
objectifs incompatibles avec les machines ? l1ê.Iil.e si toutes les 
informations nécessaires à la compréhension de la parole peuvent • 
être suf f isam.ment modélisées pour réaliser un système de 
compréhension de la parole complet et pouvant fonctionner avec le 
langage de tous les jours, ne faut-il pas s ' interroger sur les 
objectifs poursuivis par ces recherches et examiner les préjudices 
éventuels qui pourraient en résulter, tels par exemple la. 
généralisation des écoutes téléphoniques . 
Associé à ce premier problème , sur un plan plus technique, on 
peut en ajouter un second qui est de se demander si il est 
possible d · obtenir une bonne comprél1ension de la parole par 
l'ordinateur étant dor.lilé le nombre de difficultés à résoudre . On 
peut citer par exemple les problèmes d'analyse acoustique et 
phonétique du signal. Toutes les personnes s' exprimant de façon 
différente , 
différents 
phrase et 
avec des accents et des rythmes de prononciation 
le fond sonore qui se superpose à l'énoncé de la 
qui peut rendre inaudible ou incompréhensible la 
compréhension de celui-ci, la ma.chine ne pouvant pas discerner ce 
~1i est la voix de son interlocuteur de ce qui est bruit parasite 
car elle ne s'appuie que sur le langage verbal ; des problèmes de 
li:m.ites causés par les infor:m.a.tions incomplètes en :m.a.tière de 
connaissance linguistique; ... 
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On peut en arriver à la conclusion que tout ce qui entre en 
compte dans la compréhension de la parole ne peut être formalisé 
et qu'il existe en fait des objectifs propres aux machines et 
d · a.utres propres è. l' ho:mme . Si la parole se trouve être le propre 
de l' ho:mme , il y aurait lme limite intrinsèque au traitem.ent 
automatique de la parole par l'ordinateur . 
Dans le but de pouvoir maitriser les nombreux para.mètres liés 
à la compréhension de la parole par la machine, les chercheurs ont 
développé différents langages d' interaction avec la :machine . Ces 
langages obéissent à un ensemble de contraintes portant sur le 
vocabulaire utilisé , sur la façon de s'exprimer face à la machine, 
sur la syntaxe à utiliser, . . . Ces différents langages étant de 
plus en plus évolués avec le tem.ps en ce sens qu'ils possédent de 
moins en moins de contraintes . 
Venons-en donc à considérer ces différents langages verbaux 
que l'homme a créés pour communiquer e.vec la machine . On peut 
classer ces différents langages par type { Lora.nt 86 } : 
1.3 '.!:Y.'P-ologie des 
houe-machine . 
lang~g~e=s---=-e~t-~d=e=---_.;:;=a;..__;;.c~o=mm=un=i~c~~-~t =·~or.=. 
La compréhension par la :machine de la langue naturelle parlée 
par une personne de la rue étant extrêmement difficile et 
nécessitant énormément de connaissances, on a développé 
progressivement divers langages, sous-ensembles de la langue 
naturelle, nécessitant des connaissances moins importantes et des 
traitements moins complexes pour réaliser cet objectif de 
compréhension de la. parole. 
Dans la littérature, on découvre principalement 4 types de 
langages . Ces langag~s peuvent par ailleurs être plus pratiques 
que la langue naturelle dans le cadre de certaines applications . 
1. 3.1 Les mots isolés et les ség1Jences de mots isolés . 
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Un pre:m.ier type de langage consiste à é:m.ettre des :m.essages en 
ne se servant que de mots choisis dans un vocabulaire très 
restreint. Chacun de ces :m.ots est séparé du précédent et du 
suivant par une p8.use. 
Ce type de langage peut servir dans des applications telleE= 
que la coDllll.ande d'un robot devant effectuer un :m.ouve:m.ent ; tel p8.r 
exe:m.ple , soulever une éprouvette . Le langage utilisé donnerait 
ceci : 
"soulever (pause) éprouvette" 
Ces langages sont relative:m.ent pauvres mais convienr.1.ent très 
bien au trai te:m.ent au toma tique de la parole . Ce genre de langage 
est d'ailleurs essentielle:m.nt utilisé pour la coiliifl.8.nde vocale de 
machines . 
1.3 . 2 Les lang~ges artificiels . 
Ce deuxiè:m.e type de langage réa.lise une évolution par rapport 
aux mots isolés en ce sens qu'il permet une continuité dans 
l'élocution. Il n'est plus nécessaire de s'arrêter un instant 
entre chaque :m.ot. Les contraintes proviennent alors de le. syntaxe 
à utiliser pour construire des phrases . Généralement, cette 
syntaxe est assez pauvre et le locuteur ne peut se permettre aucun 
écart par rapport à celle-ci. 
Ce type de langage peut servir dans le cas de coiliifl.8.ndes de 
processus { Pierrel 81} mais nécessite pour son utilisation toute 
une phase d'apprentissage du voca.bul8.ire et de la syntaxe. 
1 . 3.3 Les lang~ges ™si (Rseudo)-naturels. 
Il y a pour ce troisième type de langage une réelle volonté 
de se rapprocher du langage que nous utilisons tous les jours. 
Pour cela, un minimum de contraintes ont été placées des points de 
vue lexical et syntaxique. 
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Néarun.oins, il existe toujours des contraintes, celles-ci 
portant sur le domaine d'application. En effet, dans ce type de 
langaqe, une phrase énoncée pe.r le locuteur ne peut être comprise 
que d · une seule f ei.çon , celle-ci dépendant du doI!IB.ine d ·application 
dans lequel on se situe. 
Ces langages possèdent a.lors l'immense avantage de ne 
nécessiter aucune phase d'apprentissage pour leur utilisation. Il 
permet donc aux systèmes d'être accessibles par tout un chacun. 
Cette façon de voir les choses oblige alors les concepteurs à 
considérer la parole avec tous ses problèmes d ·altérations , de 
syntaxe et de vocabulaire utilisé. 
1.3.4 Les lang~ges naturels. 
C'est le langage de tous les jours que chacun utilise . Il 
n'existe sur ces langages aucune contrainte autre que les 
contraintes de la gramI!IB.ire et du vocabulaire qui existent dans 
toutes les langues . Il n'y a même pas de contrainte sur les 
sujets de conversation qui peuvent être abordés. 
1 . 4 Conclusion. 
La parole constitue donc un r.o.oyen privilégié et de grand 
intérêt pour la coiilIO.unica tion avec le. I!IB.chine . Elle possède bon 
nombre d'avantages :mais pose d'immenses problèmes à résoudre. Des 
études ont été réalisées et des systèmes développés pour tenter 
de trouver des solutions è. tous ces problèmes . Ces systèmes 
utilisent des langages plus ou moins évolués, avec plus ou r.o.oins 
de contraintes de vocabula.ire, de syntaxe, de façon de s • exprimer 
... pour pouvoir solutionner les problèmes un à un. 
J:lais bien que certains langages soient plus contraignants que 
d • autres, ils sont parfois bien adaptés à certaines applications 
qui ne nécessitent pas un système très complexe de traitement de 
la langue naturelle pour être m.ises en oeuvre. Par exemple , pour 
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collllll.8.nder des processus de production ou des robots , un langage de 
mots isolés ou artificiel est très précis et très pratique . tlais 
,_ 
il possède l'inconvénient de deœnder un apprentissage. Par 
contre , une applica t ion destinée au grand public doit pour pouvoir 
être réalisée en langage naturel et n'exiger aucun apprentissage . 
Il faut donc choisir le langage que l'on va utiliser en fonction 
du type d' a.pplicat.ion pour lequel il est destiné. Dans le ce.dre de 
ce travail, nous nous intéresserons spécialement au t raitement des 
langages pseudo-naturels . 
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Chapitre 2 . 
Les J:2rinciJ:2es généraux des systèmes de 
reconnaissance de la parole. 
Comme son titre l'indique , ce chapitre sera consacré aux 
principes généraux des systèmes de reconr.1.aissance et de 
com.préhension de la parole continue . Je com.mencerai donc par faire 
la düitinction entre la !Ümple reconnaissance et la compréhension 
de la parole . Ce sera plus particulièrelitent cette dernière qui nous 
intéressera dans la sui te du travail. J'aborderai ensui te les 
notions linguistiques et acoustiques de la parole, utilisées 
ha.bituellem.ent en com.préhension de la parole . Et de là, je serai 
amené à ,jif f érencier plusieurs ni veaux possibles d'analyse de la 
parole, lesquels seront alors expliqués . 
En~mi te, après une petite conclusion, je présenterai les 
divers principes de tiase sur le:::quel::: se cté•yeloppent les système:3 
de compréhension de la parole continue . Je parlerai des différents 
com.posants d'analyse ha.bi tuellement utilisés , des di verses 
interactions entre ces composants et des stratégies de contrôle 
possibles à l'intérieur de ces systèmes. 
2. 1 Reconnaissance et com.P.réhension de la parole . 
On fait généralement la distinction entre 
systèmes utilisant la parole comme interface . 
deux types de 
On distingue les 
systè:m.es de reconnaissance de la parole (Speech Recognising System.) 
et les systèmes de compréhension de la parole (Speech Understanding 
System.) . 11ais on constate que la plupa.rt des i:.rave.ux actuels sont 
en fait tournés vers le deuxième type . 
S. R. S . : Dans les systèmes de reconnaissance de la parole , on 
ne porte pas son attention sur la signification du 
message. On essaie seulement de retrouver les unités 
de bise ( phonèmes, mots . .. ) présentes dans le 
message. On n'emploie pas pour cette tâche 
d' inform.8.tions sémantiques ( sur la signification des 
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mots ) ou pragmatiques ( tenant compte du contexte et 
de l'environnement ) . 
S.U.S .: Dans ce cas. l'objectif est de transformer le message 
en une représentation particulière à laquelle on 
attribue un sens. Le fait de comprendre ia 
signification du :m.essa.ge per:m.et tra par la sui te de 
déclencher 1.me certaine action en réponse . 
Lorsqu'on envisage de créer un système de compréhension de la 
parole. on peut considérer celle-ci sous di vers aspects. 
Premièrement sous un aspect acousti@e et ensuite sous un aspect 
linguisti~e . 
2. 2 Aspect acoustique et aspect l inguistique de la parole . 
Considérer la parole sous son aspect acousti@e. c'est la 
considérer sous la forme du signal physique obtenu à la sortie du 
microphone . Ce signal physique possède évide:m.:m.ent un ensemJ::ale de 
caractéristiques. Citons les principales : 
Il contient un nombre d' inf orm.ations très élevé 
(jusqu'à 100000 bps) { Haton 85 }. 
- Il apparaît comme un semi-continuum dans lequel il est 
très difficile de déterminer les frontières entre les mots . Pour 
réaliser une seg:m.entation du message entre les mots . il faut 
utiliser des procédures très complexes { Haton 85 }. 
- Il dépend fortement du locuteur . Deux per::.onne::. répétant 
tme même phrase la prononceront de façon différente. à des vitesses 
différentes. avec des intonations différentes . 
De plus, une même personne est incapable de répéter deux fois la 
même phrase et d'obtenir deux fois le m.êm.e signal à la sortie de 
:m.icrophone. 
- Il dépend des bruits environnant le locuteur . En effet. 
lorsqu'on regarde le signal produit à la sortie d'un microphone, il 
est absolument i:m.posible de düicerner à coup sûr les pe.rtie::. 
correspondant à la voix des parties provenant des t,rui ts para si tes. 
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Ces deux parties se combinant continuellement . 
La figure II. 1 représente un exemple de signal obtenu à la 
sortie du :microphone. 
. ~ 1 
1 
.j' 
: 1 
_.-, 
~-Mu 1 li p I y 
• 
Figure II. 1. 
'il ~ ., 
Il li,!' 
1 , 1 jh 
j,1i1 
~ . 
the n u m' b er s onddis p I oy the r e s u ts 
• 
Exemple de signal reçu à la sortie du microphone. 
Tiré de ( Lea 80 ). 
Le second aspect du signal ( en fait de la parole prononcée ) 
est son aspect linguistique c'est-à-dire l'aspect grammatical de la 
parole et du langc1.ge et son interprétation du point de vue de son 
sens. L'interprétation linguistique du signal constitue une 
opération très complexe. Cela est dû, en premier lieu, aux 
c~.:-e.8té~i3tique3 intrinsèques de ce 3ignal :mais également au fe.i t 
que les processus de perception et de compréhension de la parole 
reposent sur l'interaction de plusieurs niveaux d'analyse 
linguistique . On a, à ce jour, pas encore bien compris et expliqué 
tous ces ni Yeaux d' arro.lyse. 
Sans entrer dans les détails des diverses analyses acoustiques 
et linguistiques du signal, on peut donner un aperçu des quelques 
principes de _ base qui peuvent servir de guide lors du traitement 
automatique de la parole . 
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2 . 3 Les différentes analyses. 
Pûur CûIDID.encer , présentons un modèle hiérarchi~ie de la 
perception humaine qui est proche de celui de Libermann { Liber 70 
} ( Voir figure II . 2 ) . Ce modèle nous montre toutes les 
transformations que subit une idée qui doit être émise pour être 
traduite en signa.l acoustique. 
L' interprétation linguistique du signal 8.c:ou::: tique s' appuie 
sur { Lorant 86} : 
" [1] l'utilisation de connaissances multiples et variées 
+ acoustique 
+ 12honétique 
langue. 
pour le traitement du signal. 
décrivant les caractéristiques des sons de ln 
+ P-honologirnJes : décrivant les phénomènes d'altération de ces 
sons dans des contextes donnés . 
+ 12rosodiques rendant compte des rythmes, des intonations et 
mélodies de la voix . 
+ lexicales : lié aux unités signifiantes. 
+ syntaxiques 
correctes. 
comprenant les règles de formation de phrases 
+ sémantiques : prenant en compte les problèmes de 18. 
signification des énoncés. 
+ 2ragma.tiques : décrivant l'univers dans lequel on se place ( 
plus spécifiquement dans le Cô.dre de dialogues ) . 
[2] sur différents traitements et leurs interactions . " 
Classiquement, on observe quatre ni veaux d'analyse qui sont 
les niveaux phonétique, lexical, syntaxique et sémantique . 
Dans le cadre notre système de compréhension de la parole , 
nous respecterons cette découpe en niveaux d'analyse . Il est donc 
important de savoir ce que réalisent ces différentes analyses . 
Collllll.ençons alors par celle la plus proche du signal, à savoir : 
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Fiqure II. 2 
Repré.sente.tion _ 
sém.a.ntique 
1 
__ ..,..,- ----... 
/..-- S ém.an tique --,.,~) 
i:...,._ .... __ -
- p re.gma t i cpJ.~~----✓· 
----~------.-1 ---
Structure 
syntaxique 
1 
_ ,..--.. ----- ----.......... 
,,, Syntaxe ----.  ,
(____________ - --- ,,.,) 
·- _ _ Prosodi~ _ _,,. 
Structure 
lexicale 
Représentation 
phonétique 
1 
,..,.,....... ...... ----~oné tique----------~--,, 
(_______ Acoustique ~- _ )~ Pl:wnologie __ _ 
-..,_ ~--
~~-~-~-
1 
Représentation 
acoustique. 
11odèle hiérarchique de 18. perception humaine . 
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2.3.1 L'ana.lyse acoustico-2honétique . { Lea 80, Carb 85} 
Ce premier niveau d'analyse a. pour but de retrouver la 
structure phonétique de la phrase . Cette s tructure phonétique se 
présente comme un découpage du signal en unités minimales de sons 
identifiées et reconnues sur celui-ci . Ces unités minimales de sons 
pemrent correspondre à diverses choses . On peut considérer que ce 
sont des allophones [ un allophone étant un ensemble d'éléments 
minimaux de son d '. une langue donnée ayant les melll.es 
caractéristiques de structure j, des phonèmes , des di phones , des 
syllabes ou encore des combinaisons de ceux-ci . Cette a.na.lyse se 
fait en deux temps. Après une opération de segmentation du signal, 
il y a une phase d'identification de ces segments car il ne faut 
pas seulement pouvoir les situer mais également pouvoir les 
identiiier . l1alheureusement, ces deux opérations sont rendues 
complexes par le caractère continu du signal et également par le 
fait de phénomènes physiques liés au phénomène de production de la 
parole . On peut citer en exemple la I!~uvaise articulation des 
locuteurs , le bruit de fond, .... Cela induit alors des phénomènes 
de chevauchement et de déformation des unités minimales de parole. 
Les unités minimales peuvent alors ne plus ressembler du tout à 
leur définition théorique et il est pour cette raison , difficile de 
les reconnaître. 
En fait. il n'y a pas de solution géné rale de ces problèmes { Léa 
80 } . En général, cet te analyse ne produit pas une solution 
unique. Le résultat se présente souvent sous le. f orm.e d'un 
treilliss phonétique qui combine les différentes solutions 
retenues . Il faudra donc que les autres m.odules utilisant les 
résultats fournis par cette ana.lyse phonétique soient conscients 
que ceux-ci possèdent un taux non-négligeable d' erreurs . Ces e.utre~ 
modules pourront par la sui te , è. l'aide d'autres critères et 
d'autres connaissances. déterminer la solution la plus probable à 
défaut de trouver la solution exacte. 
2 . 3.2 L'analyse lexicale . 
Ce type d' o.naly::le a pour but de tenter de recon~truire , à 
partir du treillis d ·unités plwnétiques fourni par l' e.nalyse 
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phonétique, la structure lexicale de l' énoncé. Il ·va, en d'autres 
mots, tenter de retrouver les mots présents dans 1' énoncé è. partir 
des unités de ba.se rèvélées par l'a.na.lyse phonétique . 
Il faut pour cela que ces mots appartiennent au vocabulaire accepté 
par le système . Ici non plus, les résultats obtenus ne sont pas 
exempts d'erreurs car il ne faut pas oublier la quanti té de 
problèmes présents causés par 
- l'absence de frontière entre les mots dans les 
représentations acoustique et phonétique . 
- la dépendance du signal vis à vis des bruits extérieurs a.u 
message. 
les erreurs qui ont pu être introduites dans la 
représentation phonétique fournie par le niveau inférieur. 
etc ... 
A partir des hypothèses de m.ots réalisées au ni veau lexical, 
l'analyse syntaxique essaie de reconstituer la structure s1--ntaxique 
de l'énoncé prononcé par le locuteur. Cette structure syntaxique 
obéira bien entendu aux règles 1je la gra:mm.aire utilisée dans le 
système . 
Beaucoup de gni.Illlll.8.ires rela. ti vement générales ont été 
développées pour le traitement du langage naturel par ordinateur . 
11alheureusement, elles ne travaillent. principalement que sur des 
sous-ensembles des langues naturelles et dans le cadre de tâches 
assez restreintes . 
Pour cette raison, les différents constructeurs adaptent 
eux-m.emes les grammaires à leur tâche sur base de connaissances 
souvent empiriques et informelles. 
Les représentations syntaxiques obtenues sont bien évideJJl.lll.ent 
incerhiines et m.ê:me parfois incomplètes et il faudra de nouveau en 
tenir compte lors de l' exploi ta.tion de celles-ci par les autres 
niveaux. 
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Le cha.pi tre 3 sera. consacré à l' étude des gram.maires utilisées 
pour les analyses s~mtaxique et sémantique. 
2. 3 . 4 L'analyse sémantiçme. 
A ce niveau d'analyse, on veut essayer de comprendre la. 
signification d'un énoncé, ce qui est le lmt f iœl de tout système 
de compréhension de la parole. Ce nivea.u a pour tâche de fournir 
une interprétation sémantique adéquate de chaque ptirase de l'énoncé 
dans le système de dialogue . 
Cette interprétation dépend 
- de la signification des mots qu'elle contient . 
- des relations entre ces mots . 
- du contexte d' énonciation dans lequel elle est produite , 
dans le cadre plus particulier d · un dialogue et d · une 
application donnée. 
Pour réaliser cette interprétation sémantique , on se base 
habituellement sur la. structure syntaxique et/ou lexicale déjà 
construite de la phrase . 
Beaucoup de problèmes apparaissent encore lorsqu'il faut 
réaliser cet te analyse en raison de l ' ambiguïté naturelle du 
langage, ( polysémies, homonymes , importance du contexte 
d'énonciation ) et de l'ambiguïté provenant du processus de 
reconnaissance ( erreurs, homophones ... ) . 
Diverses gra:mmaires peuvent être utilisées pour construire une 
interprétation sémantique de l'énoncé . Celles-ci seront expliquées 
dans le chapitre suivant. 
Cet te interprétation sémantique va également se heurter au 
problème de l'adoption d'un f orm.alisme adéquat de représentation. 
Elle va également devoir résoudre di vers problèmes tels que la 
définition du sens des mots, le traitement des synonymes au niveau 
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des :mots et aussi au ni veau des syntag:mes tels , par exemple, "ne 
pars pas" et "reste" , les inférences de propositions diverses à 
partir d'un énoncé ( i:mplications logiques , déductions , ) { 
11éloni 83 }. 
2.3 . 5 Conclusion. 
Lorsqu'on étudie de près les plléno:mènes acoustique et 
linguistique, on en arrive à la conclusion que les caractéristiques 
essentielles du problème de la compréhension a.uto:m.a. tique de la 
parole sont { Lorant 86 } : 
Il l'absence de solutions qénérales aux problèmes qu'elle 
pose . 
le caractère non déterministe du processus , 
essentielle:ment dû à l'environne:ment incerta in dans lequel 
il prend place ( variabilité du signal, présence d'erreur 
à tous les niveaux) 
et finalement , en tant que conséquence 
la nécessité d'intégrer toutes 
des deux pre:mières, 
les connaissances 
disponibles à tous les ni veaux d'analyse , jusqu'à une 
collaboration étroite afin de réduire l'incertitude et 
l'explosion combinatoire de solutions qui en découle. 
Ainsi, coue on le verra, la connaissance utilisée à un 
niveau d'analyse peut également jouer coI.O.ID.e une contrainte 
è. un niveau plus bas . Il 
Les cllerclleurs dans ces dom.aines ont donc réalisé des 
approches progressives des problèmes intégrant de plus en plus de 
difficultés, par exemple , des langages de plus en plus évolués . 
Cela. leur a per:mis de résoudre les prot,lè:mes un à un en leur 
apportant la solution la plus adéquate possible. 
2. -1 La co:mprétiension de la P.8.role continue { Lea 80 }...:... 
Diverses approches de la compréhension de la parole s ont 
possibles. Une différence est faite entre les approches qui ne font 
intervenir que des théories de types matt1ém.atiques et statistiques 
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pour reconnaître les .dit f érentes uni tés com.posant le signal _ et 
d'autres qui, en plus, utilisent des connaissances linguistiques . 
Les approches mathématiques ne font que comparer le signal avec des 
déÏinitions théoriques pré-enregistrées des m.ots du vocabulaire . 
Les approches qui font i ntervenir des considérations 
linguistiques en relation avec la perception de la parole 
aff irm.ent, contrairement aux modèles purement matt1ématiques, que le 
signal acoustique et S8. seule comparaison avec des modèle~; 
enregistrés n'est pas suffisant pour déterminer le message . 
D'autres sources de connaissance doivent être intégrées pour 
résoudre le problèm.e de la reconnaissance et de la com.préhension de 
la parole . Ces systèmes veul ent développer quelque chose qui 
s'apparente fonctionnellement à l'homme. Ce sont ces approches qui 
nous intéresseront p8.r la sui te car ce sont les plus fréquentes et 
celles utilisées dan~; le système m.is en oeuvre à. Nancy . Ces 
systèm.es désirant se développer sur cette base présent eront une 
certaine similarité avec le modèle hiérarchique de Liberm.ann et 
font usage des différents types d'analyse · que nous venons de 
mentionner . 
Une des raisons principales de l'emploi de schémas de 
reconnaissance plus orientés vers la linguistique est qu'ils 
rendent plus aisée 18. compréhension dans un cadre très général . En 
effet, il a été prouvé que les approches orientées ma.thématique 
donnent de meilleurs résultats et dans un temps plus court 
lorsqu'on se situe dans un contexte très limité . l1ais si on 
s· intéresse à des systèmes multi-tê. ct1es, les méthodes inch:ta.nt des 
notions de linguistique prévalent sur les autres { Lea 80 } . 
Les principales com.posantes de ces systèm.es , en se référant 
au modèle de Liberm.a.rŒc sont : 
- le décodage acoustico-phonétiqu.e 
= extraction de paramètres a coustiques , extraction et 
identification des uni tés de base composant le 
message . 
- l'analyse lexicale 
= pour retrouver les mots présents danE; l' énoncè. 
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- l'analyse sémantique et syntaxique 
= pour reconstituer la structure de la phrase d'un point 
de vue grammatical et voir si elle peut avoir un sens. 
- 1 · analyse sém8.ntico-prn.g:ma. tique 
= pour com.prendre la signification de la phrase en 
tenant compte de son contexte d'application. 
Un cinquième rliveau d'an.a.lyse, t.otalem.ent indépendant des 
autres est : 
- l'a.ne.lyse prosodique 
= analyse de l' intonc1.tion, du rytt.Jill.e de la. ptirase 
D'autres tê.ches accompagnent le. détermination de ces 
principales composantes du système 
la modélisation des connaissances utilisées c'est-à-dire 
la définition des connaissances que l'on va utiliser et le 
choix d · un f or:ma.lisme de représentation et de mise en 
oeuYre. 
- la définition d'une structure de contrôle ( influençant 
fortement le choix du f or:ma.lisme de représentation et de 
mise en oeuvre). 
La suite de ce cha.pitre est consacrée à. l' explicite.tion de ces 
différentes composantes, des stratégies de contrôle et de 
l'interaction entre les différents modules. 
=2..:... . ...:::c'i-=-. =1---=L=e=--:s=---....;:c;...:o=mP.osantes d · un système de traitement de la 
P-arole. 
2.4.1.1 Décodage acoustico-phonétigu~{ Lea 80 }...:... 
Le signal acoustique est reconnu comme étant un phénomène 
complexe . Les sons utilisés pe.r les locuteurs sont structurés de 
f a.ç:on très différentes dans les différents langages . Une première 
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question à. se poser est alors: " Quelles sont ces uni tés mini:m.ales 
de sons utilisés dans ce langage ? 11 Un grand choix se présente 
habituellement. On y trouve les allophones, les phonèmes, les 
di phones, les syllabes... ou même cer t aines combinaisons de ceux-ci. 
Il est dit f ici le d'en choisir une com.m.e étant la meilleure pour le 
décodage acoustico-phonétique. Il est évident que chacune possède 
ses avantages et ses inconvénients . 
Les plus importants de ceux-ci sont repris sur le tableau II.1 . 
Il semble cepe11dant que l'unité la plus utilisée soit le 
phonème. Ce terme est, com.m.e le signale { Lee. 80 } " ... utilisé 
pour l'ensemble complet des 8.llophones [ 1.m alloptwne étant un 
ensemble d' éléments minimaux de son d'une langue donnée 8.yant les 
m.êmes caractéristiques de structure se comportant de :manière 
similaire et ne se différenciant pas de manière si,Jnif icative les 
uns des autres au sein d' 1.me même lt1.ngue . " 
Une autre question à se poser est : " Peut-on dissocier ces 
unités minimales ( les segments ) au sein du signal et les 
identifier ? " Les résultats ot,tenus par les experts pour la 
segmentation phonétique et l'identification des unités décelées 
sans faire appel à aucune connaissance syntaxique, sémantique ou à 
des contraintes sur le vocabulaire employé , sont de l'ordre de : 75 
% de segments correctements repérés et reconnus, 15 % repérés mais 
mal id en tif iés et 10 % de segments non repérés . Le fait que des 
experts, travaillant depuis des années sur le sujet, réalisent 
encore un nombre non négligeable d'erreurs montre qu'il est assez 
illusoire qu'un composant automatique soit capable de segmenter et 
d' id en tif ier ces segments avec certitude en utilisant uniquement 
des informations acoustiques { Woods 73 }. 
Demandons-nous alors quelle est réellement la fonction de 
cet te composante . Cet te première étape d'analyse a pour fonction 
d'assurer : 
1,,) le découpage ou la segmentation du continuum. constitué par le 
signal acoustique mmi.é'risé ( obtenu à partir d'un énoncé de 
locuteur ) , en 1.mi tés discrètes correspondant aux phonèmes 
successifs que le locuteur a voulu prononcer. 
2°) identifier tous ces segments acoustique::; qui ont été 
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détectés. 
Il est vraim.ent ,jifficile d'effectuer en mem.e tem.ps ces deux 
opérations. Aussi, en 9énérn.l, réalise-t-on d'abord la phe.se de 
segmentation et ensuite la phase d'identification. Ces deux 
opérations se heurtent malheureusement à différent s problèmes qui 
entraînent un certain taux d'incerti t ude dans les résultats . 
Les prem.iers problè~es qui apparaissent sont ceux que l'on 
découvre en tentant de réaliser la segmentation du signal en unités 
m.inim.ales . Déjà, des erreurs peuvent apparaître . Elles sont dues 
principalement à : 
- l'absence de frontière manifeste entre les 
dif f érent::i 3egments sur le signal. 
- l'absence d'une représentation satisfaisante de 
la connaissance acoustico-phonétique . 
Les différents segm.ents peuvent se recouvrir et plusieurs 
segm.ents peuvent être regroupés en un seul ou également un segment 
peut être décomposé en plusieurs autres . Cela peut être dû 8.u fait 
que le · 1ocuteur parle trop vite ou trop lentem.ent , qu'il e.rticu:J:e 
m.al, que la gram.maire oblige à faire une liaison entre deux m.ots .... 
Une réelle incertitude dans les résultats apparaît à ce niveau. 
Ensuite , d'autre3 problèm.es apparaissent lors de 
l'identification de ces segm.ents . Il faudrait d'abord qu'ils 
soient bien séparés . Et en plus, un mêm.e phonème prononcé se 
présente toujours de façon différente sur le signal à la sortie du 
microphone . Il existe toujours un écart entre la forme du phonèm.e 
sur le signal et la forme du pt1onè10.e état,li théoriquement. On 
n'obtiendra donc jam.ais une structure phonétique unique :m.ais plus 
généralement un ensemble de solutions appelé treillis phonétique. 
Ce sont alors les autres niveaux qui utilisent ce treillis 
phonétique et qui vont tenter de supprimer les ambiguïtés présentes 
en utilisant d'autres sources de connaissance . 
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Phonological 
Uni c 
Al l aphone 
Ph0ncmc 
Diphone 
Syllablc 
',lord 
Tableau II.! 
Possible 
Advancages 
l. Certain oncs arc cas ily 
iùencifiablc acou sc i cally. 
'J.. Sorne word boundarics .ire 
ind ica ci!d by a ll ophones . 
3. They rcducc the need for 
rules ac a lower level. 
1. ThL' nurnber of distinctive 
phonological c l asses 1s 
srnall. 
2. Phon~mcs map the most dir-
cctly co lcxicon cntries 
in prcsent computer dic-
tionaries. 
1. Transitional information 
is included. 
2. Sorne coarticulation rule 
info~mation is included. 
l. It is relacively ca.;y to 
locat~ and identify . 
Possible 
Disadvantages 
1. Instrumentation is noc ycc 
sophlsticated cnough for ch~ 
task. 
2. The total numbcr of allo-
phones can be. txcessively 
large. 
3. Many allophones are very 
dependent on their environ-
ment. 
1. Phonemcs are not easil y dc-
termined acouscically. 
2. 
3. 
Sorne sounds belong equally 
well co more chan one pho-
neme. 
Many rules are needcd ac 
bath lower and higher lin-
guistic levels. 
1 . The total number of diphones 
can be relatively large. 
2. Most phonological rules are 
riÔt easily appiied co di-
phones . 
1 . Precise syllable boundaries 
are difficult to determinc. 
2 . Ic includes much coarticu~ 2. The total number of syllables 
lation rule information. can be rather large. 
3. Certa in phonological rules 
includ~ syllable boundary 
cond i c ions. 
1 . lt climinates an encire 
level of recognition 
1. Template macching 1s mor~ · 
difficult wich large vocabu-
accivicy. laries. 
2 . Junccural phonological rules 
are hard to charactcrize in 
lexicon entries . 
Résumé des avantages et des désavantages de chaque 
unité phonologique qui peut être utilisée en reconnaissance 
reconnaissance automatique de la parole. 
Tiré de ( Lea 80 ). 
2.4.1.2 Ana.lyse lexicale . { Lea 80 }....:.. 
Présentons aussi rapidement la fonction de l'analyse lexicale 
évoquons les méthodes utilisées et les problèmes pour retrouver les 
mots présents dans l'énonce. 
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Deux fonctions sont habituellement distinguées, à savoir : 
l'émission d'hypothèses sur les mots et la vérific8.tion de mots. 
Le terme "mot" est ici employé pour désigner des mots de la la.ngue 
mais aussi des syntagmes considérés cone irréductibles tels que ;; 
au fur et à mesure " _ " c'est à dire " ... . 
L'émission d'hypothèses sur les mots : 
Cette opération correspond è. l'établissement d'une liste de 
mots pouvant éventuellement être présents à un endroit du signal, 
en comparant une description théorique des nots qui se trouve dans 
un lexique et la forme du signal è. cet endroit. 
Il est nécessaire de souligner qu'il n'y a jam.ais de "m.apping 11 
complet entre l' inf orma.tion acoustique et un mot de vocabulaire 
admis . Le bruit pare.si te venant de l' environnement , les 
différences entre les locuteurs, les différences pour un même 
locuteur à différents moments, les variations de prononciation 
rendent difficiles la reconnaissance des mots présents dans 
l' énoncé . De plus, lorsqu' il s' ti.gi t d' .tm discours continu, la 
représentation acoustique d · un m.ot est intégrée dans la phrase et 
modifiée par elle en raison de problèmes de coarticulation. 
En général, un auditeur reconnaît les différents mots d'un 
texte non seulement par ce qu'il entend :mais également par le 
contexte et grâce à ce qu'il s'attend à. entendre . 
Vérification de mots: 
La deuxième opération consiste à examiner une liste de mots 
supposés être présents à un endroit particulier de l' énoncé , et à 
déterminer lesquels ressemblent l e plus au signal à cet endroit. On 
leur attribue un score suivant leur ressemblance par rapport è. cet 
endroit du signal . 
Cette liste d'hypothèses de mots peut provenir soit des 
ni veaux supérieurs ( syntaxiques et sémantiques) qui è. l'aide des 
contraintes sur les structures syntaxiques et sémantiques peuvent 
supposer qu'un mot est présent, soit des hypothéses sur les mots . 
Ce ni veau fait donc le lien entre les connaissances que l' on a. de 
la langue et de l'application ( syntaxe , sém.antique .- prn.gJJi.8. tique ) 
et les connaissances indépendante~; de l' t1.pplication ( acoustique , 
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• 
• 
phonétique_ phonologiques). 
On aura donc 2 sous-modules correspondant à ces fonctions 
L' "hYP-othétiseur" de :m.ots . 
Son effet est de sélectionner par:m.i l'ensemble des mots liés 
è. une application, ceux qui ont une grande prot,abili té d'être 
présents à un endroit de l'énoncé. En fait_ son but premier est de 
rendre la reconnaissance des mots présents dans l' énoncé plus 
rapide. Les performances de cet hypothétiseur ( vitesse de 
tra.vail, nombre d · t1ypothèses Ïausses , d · hypothèses exactes ... ) sont 
déterminantes pour la réduction du temps de reconnaissance de 
l'énoncé . 
Bien que différentes méthodes existent pour déterminer la. 
liste des :m.ots-hypothèses_ toutes réalisent une même opération qui 
est de prendre la description acoustique d'un mot de vocabulaire , 
de prendre la partie du signal considérée et de sortir tous les 
:m.ots présentant tme ::.iI.û.ilari té suffisante avec la partie du signal 
choisie . Ces méthodes diffèrent par la . manière de parcourir 
l'espace des mots du vocabulaire. 
Il existe par:m.i d'autres: 
Le ma tching itéra tif l' espace des :m.ots est d'abord parcouru 
rapidement et avec peu de précautions pour repérer les m.ots qui 
ressemblent grossièrement avec la partie du signal choisie. 
Ensuite, cette sous-région est reparcourue avec plus de soins pour 
déterminer les :m.ots ressemblant davantage avec la. partie du sign':t.l 
choisie. Ensuite, itérativement et avec de plus en plus de soins, 
le processus recom:m.ence jusqu'à trouver le ou les m.ots les plus 
corrects possibles. 
Le data-driver matctiirg_ cette méthode utili~;e des 
informa tians acoustiques pour contrôler pas à pas la recherche à 
travers une structure de données combinant les descriptions de tous 
les mots de vocabulaire. Durant la recherche, ce sont des 
sous-parties de mots qui sont comp8.r ées avec 18. p3.rtie du signal 
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choisie et non tous les mots cone dans la méthode précédente . 
L' inf or:m.a tion acoustique peut alors être vue co1Dllle un index de la 
structure choisie . Comme index , l' inf or:ma tion acoustique l a plus 
utilisée se trouve sous forme de phonèmes ou de le.tiel s de segments. 
Cette deuxième méthode est la plus souvent u t ilisée . 
Le vérificateur de mots . 
Son objectif est de déterminer si les mots présents dans une 
liste de :mots le sont également à un endroit donné du signal . Il 
doru1era à chacun de ces mots un score . Cette évaluation se fera en 
fonc t ion des informations acoustiques et phonétiques dont le 
vérificateur dispose . Ces informations pr oviennent d'un lexique 
contenant la définition théorique des mots et de leur règles 
contextuelles qui reflètent les modifications que ces :mots peuvent 
subir lor~:qu · ils sont ~:i tués à l' intérieur d'une phrase. 
2. 4 . 1 . 3 L' anal vse sy_ntaxiffi!e et l' e.nalyse séI.118.ntigu~{ Lea 
80, Pierrel 81 }_,__ 
Dans le but de comprendre une phra.se , on a besoin d'une 
analyse de se. syntaxe I.118.is surtout d ' une analyse de sa sémantique. 
rn effet, l'analyse sémantique s· occupe de la signification de la. 
phrase et c' est ce qui est important si on désire comprendre cet te 
phrase. 
Le but de l'analyse syntaxique est de déterminer la syntaxe de 
la phrase ( en même temps de vérifier si elle est correct e 
syntaxiquement ) et de créer une représentation syntaxique de 
celle-ci . Cette structure étant appelée la structure de surft1c e de 
la ptirase . 
Le but de l'analyse sémantique est de réaliser 
l' interprétation de l' énoncé du point de vue de son s ens et cele. de 
fa çon non ambigüe et adéque.te . Le. représentation sémantique qui 
sera construite sera appelée structure profonde de la phra se . 
Ces deux ::structures syntaxique et sélllfj_ntique serviront ô.lor;:; 
d' input au ni veau sui vB.nt qui les interprètera. da.ns le contexte 
-- 26 --
• 
• 
• 
d'un dialogue avec le locuteur . 
Il est bien évident que de nombreux modèles de définition et 
de représentation des structures de phrase peuvent être adoptés . 
Certains possèdent un caractère purement syntaxique, d'autres font 
usages de données complémentaires de type sémantique ou 
pre.gm.atique. On trouvera alors principa.lement des modèles purement 
syntaxiques , des modèles syntaxico-sémantiques et des modèle~; 
lexicaux. Ces modèles de gra:mm.aire seront développés dans le 
chapitre suivant . 
=2~. =4~. =1~. ~4-~.Ana==lyse sém.antico-P.ragm.a t.igu~ { Lea 80, Ha ton 84 __ 
Pierrel 81 }_ 
Cette dernière partie d'analyse consiste principalement à 
préciser l'interprétation du point de vue du sens de l'énoncé dans 
le ca.dre du contexte fixé . Cela parce qu'une phrase peut avoir un 
sens différent suive.nt le contexte dans lequel elle est énoncée . On 
a besoin pour réaliser cette opération de diYerses sources de 
connaissances. Il y a les connaissances sémantique~. qui permettent 
de connaître le sens global de la phrase et les connaissances 
pragmatiques qui définissent le contexte de l'application et qui 
permettent de comprendre exactement le sens de la ptire.se par 
rapport au dialogue antérieur et à l'application. Ce contexte 
courant se compose d'une partie fixe qui s ont les connaissances sur 
l ' application et des comIB.issa.nces variables modifiées 
progressivement par les renseignements apportés par le dialogue. 
Ce do111B.ine d'analyse en 
développement, les solutions 
ét.1:1.nt encore au début de 
e.pportées dépendent fortement 
son 
de 
l'application et des réalisateurs des systèmes . Néar.1Iü.oin~; , on peut 
tirer quelques enseignements généraux sur les fonctions de cette 
ana.lyse. 
Elle réalise, d ' après { Lora.nt 86 } : 
" - 1' établissement de la représentation sé111B.ntique de 1' énoncé, 
ainsi que son interprétation. 
Il est nécessaire que ce module possède un certain nombre de 
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connaissances . Une partie de celles-ci proviendra du lexique où se 
trouve une définition sémantique des mots . Il aura besoin également 
d'un f ormalism.e de représente. tion de la sémantique et des relations 
qui peuvent exister entre les divers concepts ainsi que d'un modèle 
du morJ.de dans lequel l'application se déroule . 
- Le rejet des énoncés qui sont syntaxiquement valables mais 
qui sont séma.ntiquement inacceptables dans le cadre de 
l'application choisie . Il 
2 . 4.1.5 La ~rosodie. { Lea 80 l 
Il reste un dom.aine d'analyse qui est fort peu utilisé et qui 
semble pourtant fort prom.et teur pour l'e.ide è. la reconne.issa.nce des 
pl1r8.ses par la ma.chine . C · est celui de la prosodie. 
La prosodie a pour . but d'utiliser les inf orm.8.tions telles que 
les intonations, les pauses .. les structures temporelles de l'énoncé 
de la phrase. L'analyse prosodique pourrait améliorer certainement 
les perf orma.nces des systèmes de compréhension de 18. parole. 
La prosodie est importante car elle est totalement 
irJ.dépendante des autres niveaux d · analyse et ne se trouve donc pa::, 
influencée par les erreurs contenues dans les résultats de ceux-ci . 
Elle peut de plus aider f ortem.ent ces autres analyses par ses 
résultats . Un exemple peut nous éclairer de la manière dont 
l' inf orma.tion proscu1ique peut être utile dans les systèmes de 
compréhension de la parole . 
Elle peut aider à séparer les différents m.o t s d'une phrase 
grâce aux respirations et à l'intonation du locuteur. Soit dans l' 
exemple classique qui est celui des vers de Victor Hugo : 
"Gel, amant de la reine, alla, tour ma.gnanime 
galam.ent de l'arène à la tour t1agne à Nîmes. " 
ou d'autres plus usuels tels que 
L · apesanteur et la pesanteur ; la mousse tache et la mous t act1e; 
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le :maladroit, le mâle a droit et le mâle adroit ; le voleur 
dévalise et le voleur des valises, ... 
La prosodie peut aussi 
- aider à détecter le type de phrase ( aff ir:mative , 
interrogative, excla.m.ative , ... ) . Cela peut se faire en 
étudiant l'intonation c'est-à-dire la variation de 
l'amplitude moyem1e du signal tout au long de la phrase . 
- détecter acoustiquement certains aspects de la structure 
syntaxique. Et cela sans dépendre des séquences de mots 
hypothétiques ( et qui contiennent potentiellement un taux 
d'erreurs certain) , dérivés des informations acoustiques et 
phonétiques. Par exemple, pour différencier les 2 énoncés 
suivants : " What is on t:he road ahead ? " 
11 What is on the road? A head ? " 
- aider à ct1oisir quelle règle appliquer préférentiellement 
dans la réalisation des différentes analyses . Par exemple, 
beaucoup ,je règles phonolo9iques demandent des informat ions 
pour savoir si une syllabe est étirée ou contractée. Cette 
information peut être détec t ée en 8.nalysant la forme du 
signal. 
- aider à ajuster l'ordre de priori té des listes des mots 
hypothétiques . Certains :m.ots sont hat,i tuellem.ent prononcés 
avec une certaine insistance, ou sont précédés par des 
vallées ( fortes diminutions suivies ,je fortes 
augmenta tiens ) . Par exemple, les verbes principaux, les 
noms, les adjectifs sont souvent renforcés tandis que 
d'autres mots tels que les prépositions ou les articles ne 
le sont pas ou peu. Si on détecte une insistance sur un mot 
et que la liste des mots hypothèses contient un verbe , le 
score de ce vert,e, correspondant à sa prot,8,bilité de 
présence, va aug:m.enter. 
- vérifier ou modifier les scores des structures déjà 
déterminées è. partir des informations phonétiques . 
-- 31 --
- aider à séparer les différentes propositions de la phrase. 
etc ... 
11alheureuse:ment, :malgré tous l es avantages qu' elle pourrait 
apporter, la prosodie est encore fort peu utilisée . Elle ne l'est 
souvent que pour vérifier ou m.odiiier les hypothèses venant des 
autres niveaux d'analyse . 
2.4.2 Les stratégies de contrôle et les interaction~; des 
di verses sources de connaissances . { Lea 80, Lorant 86 L .. 
.A.près avoir décrit le;:; différents types d' ô.11o.lyse 
tiabi tuellem.ent utilisées dans les systèmes de compréhension ,1e la 
parole, on peut alors se demander dans quel ordre il va falloir 
les activer et puisque les résultats de l'une doivent servir à l ' 
autre, il faudrait égalem.ent savoir comm.ent ils vont transiter d'un 
module d'analyse à un autre : 
2.4 . 2.1 Interactions des sources de connaissances . 
Pour le type d'interaction de ces différentes s.113.lyses, 
plusieurs solutions peuvent être adoptées . Citons celles qui sont 
le plus coura:mment utili::iées. 
- le :modèle hiérn.rchique ( ou ascendant) . 
- le :modèle goa.1-oriented ( ou descendant) . 
- le modèle hétérarchique . 
- le m.odèle "blackboard" . 
1 <>) Le Modèle i1iérarchiqy__e. 
Dans ce m.odèle, les données voyagent de ni veau à ni veau, à 
partir des niveaux inférieurs vers les niveaux supérieurs. Les 
résultats d'un module :rnnt disponibles uniquement pour le :module 
qui lui est immédiatement supérieur . Il n'y a pas de communication 
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d'un ni veau supérieur vers un ni Yeau inférieur. Cela entraîne 
qu ' une erreur da.ns le résultat d'un ni"leau inférieur est qua si:w.ent 
im.possible à corriger au niveau supérieur car il ne peut pas 
demander de renseignements complémentaires au. niveau inférieur . 
Voir figure II.3.a . 
,2<>)_ le iodèle qMl-orient-~ . 
Ici, la coDunication coDence aux niveaux les plus hauts . Ces 
ni '•leaux établissent des prédictions pour les ni veaux inférieurs 
jusqu' à ce que le niveau de base soit atteint . A ce :m.o:m.ent , la 
prédiction est confirmée ou infirmée ou encore, plus généralement, 
un score lui est donné . Les é"laluations des différentes prédictions 
se font alors en sens inverse de module en module vers le niveau 
::-mpérieur . Ce modèle possède l' i nconvénient que l'espace de 
recherche initial du module supérieur est relativement large . 
Voir figure II.3 . b . 
Dans ce cas , toutes les s ources de connaissances peuvent 
interagir entre elles . Le pri::-: à payer es t _ :::elui d' ur1e plus grn.nde 
co:m.plexi té , en pei.rticulier chaque canal de transfert de données 
entre deux modules exige une représenta tion couune 1 e~; 
informations. Cela a1.11Jmente la complexité de chaque module . 
Voir figure II . 3 . c . 
-<j<> )_ Le l!!odèJ.e- Bla:ck!JO-B:rd. 
Toutes les sources de connais sances interagissent à. travers 
une base de données centra.le. Ch.a.que source est indépendante . Elle 
examine la banque de données , peut alors évaluer les différentes 
hypothèses créées par les autres et y apporter les siennes . 
118.lheureuselilent, le contrôle de la recherche avec ce modèle reste 
difficile { Lea 80 }. 
Voir iigure II.3 . d . 
Cet te liste est loin d' être exh.8.usti ve et généralement . on 
utilise ,ies combinEt.i::;ons ,1e ces modèles car tous possèdent des 
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Niveau supérieur Com.p. F Comp . F 
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,~ 
Com.p . E Com.p. E 
... ,Ili 
"1t 
Comp . D Com.p . D 
a 
·"' 
if 
Comp . C Com.p . C 
• Ili ~. 
H 
Com.p. B Com.p. B 
,a ü 
, 1, 
Nivea.u inférieur Comp. A Com.p. A 
a) ilodèle lüérarchique b) llodèle goal -directed 
Figure II. 3 Interaction des sources de connaissance. 
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Fi•;rure II. 3 Interaction de s s ources de c onnaissanc e. 
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avantages et des inconvénients. 
Il reste alors è. saYoir dans quel ordre ces différentes 
analyses vont se réaliser lors de la reconnaissance 1j • un énonce .. 
2.4.2 . 2 Les str8.tégies de contrôle . 
Cane à l'habitude, il y a plu:üeurs possibilités. On peut _ 
pa.r exemple, développer complètement une première hypothèse 
c'est-à-dire lui appliquer tous les types d'analyse, avant 
d'envisager d'en développer une autre. Cette strat~gie est appelée 
!m_:Rrof ondeur d'abord . Une autre solution serait de développer 
toutes les solutions possibles pour une analyse 8.v"ant de les 
soUJ11ettre à. l' 8.nalyseur suivant. Cette stre.tégie est appelée en 
largeur d'abord. Ou encore, on peut imaginer une approche 
intermédiaire entre ces deux solutions : on penserait alors à ne 
développer que l'une ou l'autre solution, celles dont le niveau. de 
plausibilité dépasse un certain seuil. Cette stratégie s'appelle 
les quelques meilleurs d' 8.bord. 
Signalons encore que lors de l'analyse d'un énoncé , il faut 
savoir par ou commencer . Différentes méthodes sont également 
possibles. Soit analyser l' énoncé de la gauche vers la droite, 
soit de la droite vers la gauche, soit à partir d'ilots de 
confiance détectés dans l' énoncé ( segments de l ' énoncé qui sont 
reconnus avec une grande probabilité) et de les développer ensuite 
latéralement. 
Celui qui souhaiterait approfondir ces recherches pourra 
éventuellement se reporter à. la bibliographie . 
2. 5 Conclusion . 
Ainsi donc, il existe diverses manières d'analyser un énoncé : 
sans doute sont-elles aussi nombreuses que les différentes ana.lyses 
possibles . Les annlyses présentées ::iont celles que l'on utilise le 
plus couram.m.ent utilisées . Pour réaliser ces analyses, il n · y a. 
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pas non plus de méthode unique. Chaque système choisit les méthodes 
qu'il estim.e être les plus efficaces. liais en plus , chaque nouveau 
système apporte une collaboration origine.le et des connaisse.nces 
nou'lelles au problème de la. reconnai ssance et de la compréhension 
de la parole . Il peut, par exemple, présenter 1.me nouvelle manière 
de m.odéliser certaines connaissances ( la grammaire, le lexique, ... 
) , une nouvelle méthode plus rapide , plus ef f ice.ce pour réaliser 
1.me analyse, __ Ce qui vient d · être expliqué da.ns ce ch8.pî tre ne 
donne qu' 1.me idée génér8:le des analyses et des méthodes les plus 
f réquemm.ent utilisées. Il permet de com.prendre les m.écanism.es 
générn.ux qui sont les plus employés dans ce do:m.e.ine de recherche . 
Nous pouvons dan::; le chapître suivant, nou~; attarder sur 
certaines techniques de l'analyse syntaxique et de l'analyse 
sémemtique , car c'est dans cette pe.rtie que se ~dtue mon apport au 
système en cours de 11éveloppem.ent a.u CRIN a Nancy. 
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ChaP-itre 3. 
Les grammaires utilisées 
P-OUr construire 
les reP-résentations syntaxigues et 
sémantigues des énoncés. 
Examinons, plus en détails.· le niveau de l ' ans.lyse 
syntaxico-sémantique. Nou::; parler on::; des grn.IO.Iù.aires qui sont 
employées pour analyser la structure des lc1.nçrages dans diverses 
applications,puis présenterons différents modèles de grn.:m.I!lB.ires et 
nous attarderons à celles qui sont implémentées dans le système de 
dialogue en construction è. N8.ncy . 
La ,;rra.Jll.ID.8.ire est .. d'après { Grévisse 69 } , l ' étude 
systématique des éléments consti tut.ifs d'une langue. Elle comprend 
1° La P.honétig:iJe ou science des sons d'une langue . 
2° La lexicologie ou science des mots . À la lexïcologie se 
rapporte entre autres la se~5:nt.ique, science de la signification 
des mots. 
3° : La ~yptaxe ou ensemble des règles qui réqissent 
l'arrangement des mots et la constnlction des propositions . 
Aya.nt précédeIO.Iù.ent donné lrr1 aperçu de l'analyse phonétique et 
lexice.le . J' en 8.rri ve mainte:rw.nt à discuter plus en détails 
l'analyse syntaxique et l'ana.lyse sémantique par la machine. 
Les gra:nunaires définissent les structures de phrases ( les 
coili.posants , les r1:;lo. tions entre ces com.posa.nts des phrases) qui 
sont admises dans le langage. Il est donc important de conna.i tre 
ces gram.maires.Dans ce cadre, on peut discerner 2 problèmes 
étroitement mêlés : celui du f orm.a.lisme adéquat pour modéliser la 
gralD.lD.8.ire et ensuite, celui de la détermine.tion d'un ensemble de 
règles permettant d'utiliser cette gralD.lD.8.ireselon l'une des 2 
manières suivantes soit pour construire lme phrase ( -> aspect 
génératif ) , soit pour vérifier si une phrase est correcte par 
rapport à cette gralD.lD.8.ire et construire éventuellement une 
représentation de la structure de la phrase ( -> aspect d · analyse 
) . 
Remarquons que lorsque l'on parle de la structure synta.xique 
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de la phrase_ on pa rle de sa structure de s-urfBce_ tan.di s que 
lorsque l'on parle de sa structure sémantique , on pa.rle alors de sa 
structure prof onde. 
Dans le cas de la compréhension de la parole_ c ' est surtout 
ce t te représentation sémantique qui nous intéresse. En effet , 
celle-ci tient compte de 18. ::dgnif ica tion des mots et c' est ce qui 
est important dans si on veut comprendre ce que le locuteur 
demande . 11.ais l'analyse syntaxique n'est pas pour autant à 
négliger . Le but de cette analyse est de fournir des informations 
structurelles, au sujet de l' énoncé _. au composant d ' a.na lyse 
sémantique qui lui .. tentera alors de déterminer 18. s t ructure 
profonde de la phrase. L'analyse syntaxique est intéressante parce 
qu'elle limite le nombre de suppositions que le module d ' analyse 
sémantique doit faire pour rèali3er son an.8.lyse . Le nombre de 
représentations sé10.8.ntiques possibles ,je la phrase est grâce à. cela 
plus réduit . 
Pour l'analyse de la syntaxe et de la sémantique .- différents 
modèles ,1e grn.Il1.IA8.ire ont été développés . 
Pierrel { Pierrel 81 } dégage de la littérature différents type::; de 
modèles que l'on peut classer en 
- Les modèles purement syntaxiques . 
- Les modèles syntaxico-sém.antiques . 
- Les modèles lexicaux et/ou sémantiques. 
Approfondissons ces modèles et rega.rdons de plus près les 
gra:m:maires les plus couram.m.ent utilisées. Il n'est pas dans mon 
intention de présenter une liste complète des grammaires 
existantes. Ce serait. un travail bien fastidieux et d'ailleurs 
inutile. Il suffit de se référer à l a littérature déjè. existante si 
on désire des inf or:ma tions complémentaires. Nous nous appuyons 
principalement sur { Pierrel 81 , Deville 86, Bruce 75 , Lorant 86 , 
Fill 68, ... } . 
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3 . 1 Les m.odèles P.Urem.ent SY.r1t.8.XiÇPJes. 
Ces modèles ne pourront pas être employés seuls dans notre 
système puisque nous som.m.es intéressés p8.r la structure prof onde de 
la phrase . Il devront donc être complétés si on veut les utiliser . 
Néanm.oins , il n'est pas inutile d'y jeter un coup d'oeil pour nous 
donner une première idée des représentations grn.mm.a ticales des 
phrases et des m.éthodes d ·ana.lyse . 
Les plus connues de ces grammaires sont les qraI.UlB.ire.= 
llors-c-on·textes de 1..,7101.is/;y { Chom. 71 } . 
Elles sont composées 
- d · un ensemble de symbole~; de base pouvant être 
des terminaux de la gralfl.ID8.ire ( nom propre , 
préposition , pronoms , .. . ) 
des non-terminaux tels que 
< GN > ( groupe nominal ) 
< PRR > ( proposition relative) 
< PREP > ( préposition) 
- d'un ensemble de règles du type 
X : := y 
se lisant X est composé de Y 
où X est un non-terminal de la grammaire 
Y est lme suite de terminaux et/ou de non-terminaux. 
Par exemple, le. figure III.1 . donne 16. définition d'un groupe 
nominal tel qu'on soul"1a.iterait l' ot,tenir dans le système 11YRTILLE 
2, on a la . 
Pour ces modèles de Chomsky _. lme présentation visuelle, sous 
forme de réseau permet de saisir plus facilement le processus. le. 
figure III. 2 . donne l'analyse d' lm groupe nomina l dont la. figure 
III.1 énonçait les règles. 
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Figure III. 1 
< GN > . . - non, propre 
.. - <SN> 
.. - <.SN> <-PRR> <RELAT> 
.. - <SN> <PREPl> <.GN> 
< PRR > .. - ~ i ~ 1 , • • 
<SN> .. - < DET > <. NOMQ > i < NOMQ > 
<. NOMQ > .. - <. NOMQD > 1 Adjectif < NOMQD > 
.. - <.. CHIF > < NOMQD > 
< NOMQD > .. - !!..2.!!! 1 nom adjecti f 
<DET> .. - <ART>l<ADJINT> 
<ART> .. - ~ 112 1 ~Ides I !:!.!! j ... 
<ADJINT > .. - ~ 1 combien de 1 . .. 
< PREPI> ::= . dei~, ... 
< REL.AT> .. -
-
Exemple de règles du modèle de grammaire hors-contexte 
de Chomsky. Ici, exprimées dans le formalisme de Bakus-
Naur. Tiré de ( Pierrel 81 ). 
non, propre 
ADJINT 
Figure III. 2 
CHIF 
Adj . 
Réseau représentant la gra1TU11aire du groupe nominal. 
Tiré de ( Pierrel 81 ). 
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~Gï~ 
/\ PRr 7~ 
DET NOMQ de SN PllEPl GN 
1 1 /\ 1 ,,/1~ 
ART NOMQD adjectif NOMQ de SN PRR RELAT 
1 , , 1 . ,~ 1 1 
~ nom petites nom Adj NOMQ ~ 
-, 1 
Figure III.3 
1 risques plaques éparses NOMQD 
GN: représente un nom terminal de la grammaire 
nom : un terminal de type sous lexique 
les : un terminal vrai 
1 
non, 
' 1 
verglas 
Exemple d'arbre syntaxique. Tiré de ( Pierrel 81 ). 
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Ce style de réseau donne une représentation syntaxique de 
l'énoncé sous forme d'arbre créé au fur et à mesure d~ choix des 
règles . La figure III. 3. permet de représenter , par exemple _. le 
groupe nominal" les petites plaques éparses de verglas" . 
Ces réseaux portent le nom. de R. T. N. ( Recursive Transition 
Network ) . On rem.e.rque que la définition de la gra:m.m.8.ire et des 
règles sont ici mêlées. 
Une gra:mm.aire de ce type peut s ' utiliser sous son aspect 
a.na.lytique ou sous son aspect géneratif 
Les avantages de ces gra:m.m.8.ires ne sont pas négligeables . 
Pierre! cite entre autres dans { Pierrel 81 } : 
- des procédures d'ana.lyse bien spéciiiées. 
- la possibilité d'obtenir aut omatiquement la structure de la 
phrase ana.lysée. 
- une définition de la structure indépende.nte du vocabulaire 
utilisé. 
Ses principaux désavantages s ont 
- la lourdeur d'une telle gr8..lllDl8.ire si on veut rendre compte 
des nombreuses possibilités du langage parlé. 
- l' inadaptation d'un modèle généra tif pour effectuer une 
reconnaissance . 
- la trop grande importance prise par les petit~; mots . 
Dans ce type àe modèle, on peut également mentionner le::i 
qraJmBires· ell chaines de .lf8rris et aussi des modèles plus 
compliqués tels les granaires transf or:m.a tionnelles de Chomsky que 
nous allons évoquer . 
Ces gra111Jll.8.ires possèdent l ' avantaqe de .- è. pe.rtir de phrases 
de m.ême structure profonde m.e.is de structure de surface différente , 
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• 
• 
• 
pouvoir reconstruire un :m.ê:m.e arbre syntactique pour ces différentes 
phrases . 
Il per:m.et éga.le:m.ent de passer d'une représentation 
sé:m.antique d'une phrase vers une représentation syntaxique de 
celle-ci. tlalheureusem.ent, ce type de gra:m:maire est de type 
génératif et ne perm.et ,;;i-uère que de construire les phrases. Il 
convient bien pour la génération automatique de ptirases mais non 
pour l'analyse auto:m.atique { Woods 75 }. Notre intérêt est en fait 
de découvrir la structure profonde d'une phrase et cela è. partir de 
sa représentation s;.mtaxique c' est-è.-dire que ce type de 
grn.:mm.a.ire nous offre 1 · inverse de ce que nous cherchons . 
3.2 Les m.odèles syntaxico-sém.antiT::!eS. 
Le principe de base des :m.odèles syntaxico-sé:m.antiques es t de 
faire intervenir la sé:m.antique en lien avec la syntaxe pour définir 
le langage naturel. 
3. 2. 1 Les aram:m.aires sé:m.antim1e::,. 
Elles sont calquées sur les gra:nun.aires hors-contextes de 
Chomsky :mais où les classes syntaxiques telles que nom, verbes, 
prépositions, sont rem.placées par des classes sémantiques 
telles que m.esures _. verbes de tel type , ... Le problème principal 
de ces gra.:m:maires est de lier très f ortem.ent la définition de la 
gra.:m:maire et les règles de l'analyseur . Chaque application 
possédant ~a. gra:m.:m.aire propre. il fa.ut pour chacune de celles-ci 
redéfinir égale:m.ent les règles de l'analyseur . Ce qui constitue un 
:manque de généra.li té . 
3. 2. 2 Les gr8.nun.aires systémiT:,!es . 
Ces modèles font apparaître dans une sorte de grapt1e les 
différents cas possibles ( les ::,ys tèliles ) et les dé cisions è. 
prendre lors de l'analyse d'une phrase . 
On peut mentionner parmi le::, réti.lisations 
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1 °) les réseaux de tra~is.it.ia~"Z d&· Woods { Woods 70 } , appelés 
les A.T. N. ( Augmented Transition Network ) . 
Ces réseaux se co:m.posent de noeuds et d'arcs qui représentent 
des éta.ts et des transitions. Ils ressemblent aux :R. T. N. auxquels 
on aurait ajouté { Deville 86} : 
" - des tests sur les arcs pour savoir s'il convient de le s 
emprunter. 
- des actions de construction de la structure associés e.ux 
e.rcs . 
- des registres aux arcs , améliorant les perf orm.ances de 
l'analyseur . Il 
Un exe:m:ple d' A.T. N. tiré de { Arte 84 } est présenté en 
figure III. 4. 
Une autre réalisation de ce type de gralll.lll.8.ire est 
2°) Les réseaux .& noeuds procéduraux { li:. H. P ) de Pierre 1. 
{ Pierrel 81} 
Une nouvelle évolution 8. été ré1:1.lisée p8.r .J-11 . Pierrel. Le 
principal avantage de ces R. N. P . par rapport aux A. T. N. de Woods 
· réside dans la séparation nette entre le modèle de la gra:mm.aire et 
les règles des procédures d'analyse de l' itinéraire . Cet te 
séparation entre l' a11e.lyseur et la grn.Illlll8.ire induit 1.m autre 
e.va.ntage : ctiaque fois que l'on désire changer la gra:mm.aire pour 
pouvoir représenter un autre sous-langage, il n'est pas néce::;saire 
de m.odif ier l'analyseur, ce qui est le cas dans les A. T. N. où 
l ' a1W.lyseur est fortement lié à la gra:mm.aire . 
Pierrel a dé .. .reloppé un système similaire aux A. T. N. mais 
plutôt que de placer les règles d'analyse de parcours sur les arcs, 
il le~ o. placé=, =,ur le:, noeud:,. Ce3 noeud3 ont alors un rôle triple 
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• 
• 
g:PP 
a:GN b:verb d:verb 
p 
a:GN 
action 
b:verb 
action 
c:verb 
condition 
action 
d:verb 
. condition 
action 
e:verb 
condition 
action 
f:GN 
action 
g:PP 
condition 
action 
h:PP 
action 
Figure III. 4 
f:GN 
c:verb h:PP 
put the current word in the "subject" register 
put the current word in the "main verb" register 
if the main verb is 'être' or 'savoir' 
put the contents of "main verb" in the "auxiliary" register 
and put the current word in the "main verb" register 
if the current word is a past participle, 
and the "main verb" is 'être' 
and the current word is a transitive verb 
put the label "passive" in the "mood" register, 
transfer the contents of "main verb" to "auxiliary", 
put the current word in the "main verb" register 
if the current word is an "infinitive", 
and the "main verb" is a "mental process" (vouloir, dire, ... ) 
put the current word in the "direct abject" register 
put the resulting structure from the GN analysis in the 
"direct abject" register 
if the "mood" is "passive" 
and the "preposition" register of the structure analysed 
by PP is the word 'par' 
place the value of the "abject preposition" register of this 
structure in the "subject" register 
put the analysed structure of PP in the 
"complement" register. 
Exemple de A.T.N. 
Tiré de ( Arte 84 ). 
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- prendre en compte les phénomènes de type contextueis. 
- traiter les mots courts de liaison. 
- réduire en gnmde partie l'indéterminisme du ré~;efau en 
triant les sorties possibles d'une procédure, compte tenu des 
entrées, du contexte déjà traité et des résultats de la procédure 
en cours . 
Une représentation en graphe de ces R. N.P . , similaire à celle 
des À.T. N., est donnée dans le cas du groupe nominal dans la figure 
III. 5 . 
Ces R. N. P. sont un :modèle linguistique pour un analyseur 
syntaxique d'un sous-langage. Les tests réalisés sur les R. N. P . 
lors de leur implémentation dans le système l1YRTILLE 2 ont permi de 
montrer leur validité et leur robustesse co:mm.e modèle de définition 
d'un langage pseudo-naturel. C'est pourquoi c'est le modèle que 
nous allons utiliser pour créer la structure syntaxique de la 
phrase dans le système qui est actuellement en cours de 
développe:m.ent au CRIN. 
Pour plus d'informations sur les R.N . P . , l'annexe fournit la 
définition des procédures utili::iée::i dans le cadre d'une application 
de renseignements météorologiques implantée dans le système 
llYRTILLE 2. Des inf orDl.8. tions détaillées sont présentes dans { 
Pierrel 81 } . 
3 . 2.3 Les 11 qrallliflaires de cas 11 
Ce modèle de gram.maire 8e be.se sur l' observe.tion de Fillmore 
qu'il n'est pas · nécessaire de réaliser une analyse complète de la 
phrase dans un systè:m.e de compréhension de la parole. On peut ne 
s'intéresser qu'aux composants principaux de la phrase ainsi qu'à 
un ensemble d'attributs syntaxico-sém.antiques portant sur les 
relations ( les cas ) entre ces composants . Ces attributs sont par 
exemple , le temps ( présent, passé, futur ) , la voix ( active, 
passive ) , la forme ( affirmative , négative ) . Les relations 
peuvent être du type 11 agent d • une action 11 11 objet d • une 6.ction 11 , 
"bénéficiaire d'une action" 
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?E 
PS 
:~ J 
CHIF 
Proc,durc d 1 entric 
Procldurc- de 1ortic 
NOMP 
NOM 
ADJ 
ADJlNT : Adjectif interro&atif (accè, au lexique) 
ADJ : Adjectif (accès au lexique) 
ClilF : Chi((re (rt!fhence à un 1ou• rüeau) 
DET : Dt!tern,inant (accè1 au lexique) 
GN : Groupe non1inal (rétlrencc à un • ou • •rlaeau) 
NOM nom (ace~• au lexique} 
NOMP : non1-proprc (accèa .au lex ique) 
RELA propo• ition relat1ve (rl(t!rcncc à un • oua rlaeau) 
/\ branche vide 
Procedure P2 of GN 
Begin (* P2 *) 
stack (exit 2) 
if not end lexical lattice the n 
begin 
if entrance • l then stac k (exit 4) 
if POSSIB (complement wit h " • ur") and PRESENCE (sibilant) 
then stack (ex it 3) 
end 
else 
begin 
if PRESENCE (plosi ve) then 
if sonorant then 
end 
begin 
stack (exit 2 ) 
stack (exit 3) 
end 
else 
begin 
stack (exit 3) 
stack (exit 2) 
end 
end (* P2 *) 
(Pierrel 1981:166) 
Figure III. 5 a) R.N.P. du groupe nominal dans Myrtille II. 
b) Exemple de procédure R.N.P. 
Tiré de ( Pierrel 81 ) . 
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Une grammaire de cas peut être employée pour étudier la 
structure de surface d'une phra.se :mais aussi sa structure profonde 
Examinons 2 gram.maires de cas : celle de Fillmore et celle de 
G. Deville et H. Pô.uh1ssen. De lô. première , je ne donnerai qu'un 
rapide aperçu et je m.' atta.rdera.i en particulier sur la seconde car 
c'est cette gram.aire qui sera. utilisée da.ns notre systèm.e pour 
représenter la structure profonde d'un énoncé . 
Intuitivement , on peut compa.rer l a notion de cas à celle 
utilisée dans différents langages tels que le latin, le grec ou 
l' alle11l8.nd où les différents noms et propositions s'accordent en 
fonction de leur Cô. 3 , c'est-à-dire de leur fonction dans le. phn,.se 
( sujet , objet , ... ou nomina. tif , accusa tif , ... ) . 
1~) Ltl q_rttJUleire de ctts de Fill mor e. / E.ill 68 L ... 
Fillmore définit la notion de cas com.m.e une relation 
sém.antique entre un prédicat ( souvent un verbe) et s es argUIO.ents . 
On peut considérer que la théorie de Fillmore fournit pour chaque 
phrase une structure consistant en un verbe, ses :m.odali tés et ses 
arguments qui sont les différents cas . 
Un exemple de représentation d'un énoncé développé à pe.rtir 
de la gram.aire de cas de Fillmore est donné en iigu.re III. 6 . 
Un reproche a souvent été fai t à l ' encontre de cet te 
gra:m.:m.aire : les cas ne sont pas t oujours définis pe.r re.pport 8.U 
prédicat , ce sont parfois uni quem.en t des simple s concepts 
sémantiques . Par exemple_ le cas objectif de la figure III . 6 qui 
sert à tous les constituants pour l esquels une fonc tion sémB.ntique 
précise par rapport au prédicat n ' e. pu être e.ssignée . 
D'autres gram.aires de cas ont été développées pa. r Scl1srilt { 
Schank 72 } , .llil. { Dik 79 } et bien d'autres . Toutes ces 
gram.maires diffèrent par la définition qu'elles donnent du 
prédicat , des cas et des relations entre les prédicats et les cas . 
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Je ne peut pas reprendre en détails toutes ces graifllllaires . Bruce { 
Bruce 76 } réalise un large aperç:u de ces diverses grammaires de 
cas développées jusqu'en 1975 . Regardons unique:m.ent de plus près 
celle que nous implémenterons dans notre système, à savoir la 
gram.ma.ire de cas développée par G. Deville et H. Paulussen. J'en 
reprends ici les caractéristiques principales tirées de { Deville 
86 } . 
Figure III. 6 
Modallty 
1 
Pas! 
Agenllue 
Objecllue 
Cxperiencer 
glue Agenllue 
1 NP 
1 
John 
Objecllue 
1 
NP 
1 
11 book 
• lnsllg11tor of lhe euen 
Cxperlencer 
1 
NP 
1 . 
Mary 
• enllly lhal moues or çh11nges, whose 
poslllon, existence ls ln conslder11tlon 
• enllly whlch recelues or 11ccep1s or 
experlences or undergoes the effecl 
of 11n action 
Représentation de la structure profonde dans la 
grammaire de cas de Fillmore. 
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~)__M_çraueire de ces de G. Peville et li Pauluss-ep. 
G. Deville et H. PauluBBen propoBent une gre.IillllB.ire 
fournissant une représentation de la structure prof onde d · une 
phrase. Cette représentation exprime les relations sémantiques qui 
existent dans la. phrase entre un prédicat et ses 8.rgu:ments . 
Un :Rrédicat 
linguistique. Un 
est 
prédicat 
l"élément 
peut être 
pivot d'une 
un verbe. un 
expression 
nom. ou un 
a.djectif . Ps.r exem.ple .. " donner " " don " " vB.lide " 
Tous ces prédict1.ts sont déri Yés d · un ensemble fini de 
P.rim.itiYes et tous les prédicats d'une même primitive possèdent un 
certain nombre de propriétés coIIUJlunes. Par exemple : 
Primitive 
t1ouvement 1 aller 
t1ouvement 2 apporter 
Echallg'?-production donner 
Location 2 garder 
Process 1 échanger 
Propriétés 
se réfère à au moins 1 entité animée. 
Yerbe de mouvement. 
yerbe intransitif . 
se réfère à au moins 1 entité am.mee . 
,•erbe de mo1.:wem1.?nt. 
Yerbe transitif . 
se réfère à au moins 1 entité am.mee . 
pas de mouYeroent.. 
,•erbe transitif. 
uru? entité est transférée d' uru? entité a 
u.ne au.tre . 
se réfère à au moins 1 entité animée . 
pas de mouvement . 
1rerbe transitif. 
doit faire référence a une dimension 
d'espace. 
pas de mouvement . 
verbe transitif . 
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86 } . 
.:;:e I e .Ll::'l e a au IIIOJ.HS I t'ÜC.l Gt' <UUliit'l:.' . 
Pour une li::;te extJ.austi ve des primitives, consul ter { Deville 
Ensuite, il y a le système de caô. Les 13 ce.ô définis sont 
Cas 
Agent 
Patient 
Objet 
Localisation 
l1oyen 
Cause 
Instrument 
But 
Bénéficiaire 
Source 
Tem.ps 
l1esure 
Condition 
-:,.-
-> 
-> 
-:..~ 
-> 
-> 
-> 
-> 
- > 
- > 
-:> 
-> 
->· 
.Je pe.rs pour le Pérou. 
Tu es :malade. 
Vous devez m.e renvoyer la balle . 
J' ha.hi te à Namur . 
Je dois voter P.ar P.rocuration. 
.Je voudrais vendre ma trottinette 
P-arce @e j'ai besoin de sous . 
Le document a été détrui t 2ar le feu . 
J' e.i besoin d'un visa 
ROUr Rartir è. 1 · étrn.nger. 
Je vous paie une bière . 
Je viens des Antilles . 
Nous viendrons vous voir de:m.ain . 
Je suis mineur . 
Faut-il une autorisation 
si on est étranger? 
Pour une définition précise de ces cas, on consultera { Deville 86 
}. 
A chaque prim.i ti ve sont associès des cas. Ceux-ci sont soit 
obligatoires ( Nuclear Case Frame ) _ ou optionnels ( Extended Case 
Frame ) . Les cas qui ne sont ni obligatoires, ni optionnels sont 
obligatoirement absents . On a pe.r exemple : 
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Primitive Cas obligatoires Cas o:Qtionnel s 
<------------------------------> <------------------> 
Ech-Prod. Agent Objet Béneficie.ire Tem.ps Location 
donner elle docUiù.ent me hier à Bruxelles 
Donc. si on a le prédicat de la phrase , il suffit de voir la 
primitive de laquelle il est dérivé et d'en déduire les cas 1::rui lui 
sont attachés . 
~ur 1a. nase cres pr1nc1pes aer 1n1s aans 1a gra:m.J.Q.8.lre ae cas. 
on peut décrire la structure sém.anticrue prof onde d'une phrase au 
m.oyen de l'ensemble de règles de la figure III. 7. On 8. ajouté en 
plu;:; de~ ca~. un en~em.ble de modalité~ o.pporto.nt quelque~ 
rense1gnem.ents supp1ementa1res te1s que temps, voix ... ae 1a pnrase. 
On neut alors renrésenter la structure sémantiaue d'une nhrase sous 
la form.e d'un arbre . Des exemples sont repris en figure III . 8 .a,b , c 
Hais ce CIUi illll)orte riour notre analyseur. c'est CIUe G. 
Deville et H. Paulussen ont défini en plus de l eur ,;;i-rB.Ifllilaire de 
cas . défini un ensemble de règles permettant de transformer 1.me 
représentation syntaxique d'une ptirase fournie par les R. N. p. cte 
PierreL en une représentation sémantique obéissant aux lois de 
leur grammaire de cas . 
Les règles qu'ils ont définies sont de type condition-act i on . 
Les conditions portent sur : 
- le prédicat et son environnement syntaxique .. 
- la phrase nomina.le et son environnement syntaxique . 
- la primitive de laquelle le prédicat est dérivé . 
Ces conditions sont évaluées grâce è. des inf orm.a tionB 
- fonctionnelles syntaxiques ( donné par le lexique) , 
- sur le. pri.•tti.11• ~t 1:ff:1- t- ,..eitM. 4• ~- (. 4.om. ~• 
graIDlllfiire de caB ). 
- sémantiques ( donné par le lexique) , 
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- catégories s1'11taxiques ( données par l e lexique ) . 
Cco règlco oont rcprioco en ~nnexe . 
Un exemple de trans formation d'arbre syntaxique en arbre 
sé11IB.ntique est donnée en figure III.9 .a , b. 
UITERANCE 
MODALITY 
TENSE 
VOICE 
MOOD 
TYPE 
FORM 
MODAL 
PROPOSITION 
PRIMITIVE 
VERB 
NOMINAL 
ADJECTIVE 
· CASEFRAME 
NP 
CASE 
.-
.-
MODALITY + PROPOSITION 
TENSE/VOICE/MOOD/FORM/MODAL/TYPE 
present/past/future 
active/passive 
infinitive/indicative 
declarative/ direct interr/ indirect interr 
positive/negative 
obligation/permission/ability 
PRIMITIVE + CASE FRAME 
VERB/NOMINAL/ADJECTIVE 
dire, donner, .. . 
demande, don, .. . 
belge, divorcé, .. . 
(CASE+ NP/UITERANCE)n 
(PREP)+DET(+ADJ)(N)+N+(NP/UITERANCE) 
agt/pat/ob j /ben ... 
Figure III.7 Description de la structure profonde d'une phrase au moyen 
de règles de structure dans la grammaire de cas de Deville et 
Paulussen. Tiré de ( Deville 86 ). 
ENONCE 
MOOALITY PROPOSITION 
Figure III.8.a 
PRIMITIUE 
1 
uerb 
CASE 1 
1 
NP 
CASE 2 
1 
NP 
CASE n 
1 
NP 
Représentation de la structure sémantique de phrases 
dans le modèle de la grammaire de cas de Deville et 
Paulussen. Tiré de ( Deville 86 ). 
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Je voudrais me renseigner sur les formalités à remplir pour le mariage. 
MOD 
1 
T:pres 
V:act 
M:ind 
F:+ 
, Ty:décl 
Utterance 
PROP 
/~, 
ECHOBT PAT OBJ 
1 1 1 
se renseigner/~ 
ACTOBJET AGT OBJ GOAL 
remplir l (~ 
pour le mariage 
formalités 
Symbols used : 
MOD 
T 
V 
M 
F 
Ty 
Mod 
= 
= 
= 
= 
= 
= 
= 
modality 
time : present, past, future 
voice : active, passive 
mood infinitive, indicative 
form : positive, negative 
type : declarative, direct int errogative,_ indirect interrogative 
modality : obligation, permission-ability 
Min tree refers to case marker 
Figure III.8.b Représentation sémantique de la phrase" Je voudrais 
me renseigner sur les formalités à remplir pour le 
mariage", dans la grannnaire de cas de Deville et 
Paulussen. Tiré de ( Deville 86 ). 
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Je do i s me rendre en Arabie Saoudit e. Je crois savoir qu'il faut un certifica t 
de bapt:'iThie pour y aller. Je n'en ai pas. Je ne suis pas catholique. Je ne 
suis pas musulman . 
Utterancel 
MOD PROP 
1 /\~ 
T:pres MVMTl AGT DES 
V:act 
1 1 ~\ M:ind 
F:+ se rendre je 1 Arabie 
Ty:decl en Saoudite 
Mod:oblig 
Utterance2 
-------------
MOD 
1 
T:pres 
V:act 
M:ind 
F:+ 
PROP 
./~ 
EXTENSION PAT OBJ 
savlir j~ PlOP 
/!~ 
ECHOBT BEN OBJ GOAL 
falloir l un lert. Î~ 
de bapt. pour PROP 
/~ 
MVMTl DES 
Utterance3 
----------
MOD PROP 
1 /~ 
T:pres 
V:act 
M:ind 
F:-
Ty:décl 
LOCATION2 PAT OBJ 
1 1 
avoir je en 
i 1 
aller y 
Utter ance4 
___,------
MOD PROP 
1 /~ 
T:pres 
V:act 
M:ind 
STATIITl PAT 
1 1 
F:- être je 
Ty:décl catholique 
Figure III.8.c Exemples de représentations sémantiques de phrases dans 
la grammaire de cas de Deville et Paulussen. 
Tiré de ( Deville 86 ) . 
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Figure III. 9. a 
;'fj,-"6 Q) 
> LL 
~-z 
\> 
~ Q) 
w C o-::, 
Q) 
... 
"èij 
-
a.. ... 0: ::, 
a.. 
~-g_ 
a.. ... 
Q) 
(/) 
(/) 
N Q) 
.... 
~<: -0 ra .(/) ..... ::, ra 
<t -~-~ 
~ ;-=-= w z ~ ::, 
z a: C" 
a.. a.. 
w 
o:-ra 
" 
.a.. 
... 
... 0 o. > > rn rn U) U) 
• 
U) 
r-
C"J 0 .... 
> "O ::, 
0 
> 
Q) 
J 
Transformation d ' arbre syntaxique en arbre sémantique. 
a) Arbre syntaxique. 
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3. 4 Les modèles lexicaux et/ou séme.ntiques. 
Ce troisième type de r.lod èle3 3' appuie e;3sentielle:m.ent ;3ur la 
déïinition des mots et de leur contexte pour représenter l'enselilble 
des informations nécessaires è. la reconnaissance et è. la 
compréhension de phrases . 
Remarquons tout d'abord que parmi ces modèle::. lexicaux , 
certains s'appuient sur la définition des transitions possibles 
entre les mots du langage à reconnaître. Les transitions recouvrent 
è. le. fois de::; informations syntaxiques et sémantiques . Ces modèles 
permettent une exécution très rn.pide ca. r les réseaux peuvent être 
précompilés mais ces réseaux étant spécifiques à chaque 
application, il faut les réécrire à chaque changement 
d' e.pplice. tion. 
Ensuite_ on rem.arque que d'autres Iù.odèles lexicaux s'occupent 
de définir chaque mot en y associant des attributs syntaxiques, 
sélll.ô.ntique3 , Dans ces mod èles, citons en exemple celui des 
dèpenda.nces conceptuelles de Schank { Sctl.8.nk 75 } . Il utilise un 
système de cas à partir d'un peti t nombre d 'actions de base et de 
relations de ceux-ci avec des ensembles de concepts élémentai re s . 
Il a l'avantage { Pierrel 81 } " de repré;::; enter par un même ré3eau 
2 énoncés différent s mai::; de même :::ignif ica tion. Par contre , il ne 
prend pas en compte les inf orm.a tions liées à la position des mots 
dans la phrase . S'il est bien adapté à l'interpréta tion, il semble 
particulièrement mal adapté è. un processus prédictif de 
reconnaissance 
3. 4 Conclusion. 
Je viens de présenter un certain •nombre de gram.r.o.aires qui 
sont employées pour reconstituer les structures syntaxique et 
sém,'j.ntique des énoneés. Bien entendu, il en existe d'autres . Il 
suffit de voir la littérature abondante à ce sujet. J'ai tenté de 
montrer une évolution pour certaines gra:m:r.oaires . Cela pour montrer 
que chacune apporte un acquis supplémentaire dont on tient compte 
de.ns l'élaboration des systèmes suivants ( par exemple : R. T. N . .. 
A. T. N., R. N. P ) . tlalheureusement , on ne peut pas intégrer tous les 
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avantages de toutes les grainID.aires pour en construire une nouvelle. 
On peut rem.arquer que , coIIllll.e le fait Pierrel dans { Pierrel 81 }, " 
plus on avance dans les recherches , plus on e. tendance à lier le . 
syntaxe et la sémantique. La séparation devient de plus en plu::; 
artificielle. Les modèles purement. syntaxiqu.es sont essentiellement 
de type généra tif, les modèles sémantiques sont le plus souvent 
très lourds à :mettre en oeuvre et les uns co:m:me les autres semblent 
:mal adaptés à la reconnaissance de langages parlé5 
pseudo-naturels." 
,J'ai également. tenté de m.ettre en évidence que la sépô.rn.tion 
entre la grainID.aire proprement di te et les règles de l' ana.lyseur est 
importante si on veut pouvoir tranférer un module d'analyse 
syntaxico-sémantique d'ur1e application vers une autre avec un 
:minimum. de che.ngements . 
Enfin, si je :m.e ::,uis étendu plus en particulier sur 2 
gralil.Ill.8.ires, à savoir celle des R.N.P . de Pierrel et la grammaire de 
cas de Deville et Pi;.ulussen .. c' est simplement parce que ce sont ces 
2 grainID.aires qui seront i:m.plé:m.entèes dans le système de dialogue 
auquel nous avons co llaboré . 
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Chapitre 4. 
Quelgues systèmes déjà réalisés . 
• 
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Depuis près de 30 années , les chercheurs s'intéressent à la 
reconnaissance et è. la. compréhension de la parole par la ro.achine . 
Un certain nombre de petits projets furent lancés pour défrictier l e 
terrain et résoudre les premiers problèmes . Ils s'attachèrent à 
résoudre les problème::. :1e ~i tu.ô.nt à. un niveau proche du sigrw.l. Ce 
furent principalement des systèmes de reconnaissance de la parole. 
Ils utilisèrent des langages pa.r mots isolés et d'autres possédant 
beaucoup de contraintes ( peu de mots dans le vocabulaire , faible 
syi1te.xe, ... ) . l1ais à la fin de;:1 années 60 , di vers grands projets 
étaient entrepris pour développer des techniques plus appropriées è. 
cette reconnaissance. Le plus important de ces projets fut sans 
conteste en 1971, le projet ARPA-SUR ( Advanced Research Project 
Agency- Speech Understanding System ) _. financé p-:1.r le département 
américain. de la. défen::;e des Etats-Unis . Il avait comme objectif de 
développer des machines capables de "comprendre" des phrases en 
parole continue avec un vocabulaire de 1000 mots. Ce projet 
engendra des systèmes tels que HARPY { Lea 80 } , HEARSAY { Lesser 
75 } , HWil1 { Woods 76, Lee. 80 } . Né8.11Iil.oin::; _. il ne faut pas oul:1lier 
les autres systèmes développés ailleurs dans le monde . Je ci te rai 
en exemple pour la France des · systèm.es : ESOPE { l1ariani 82 } , KE.AL 
{ Quintin 82 } , et ég1:1.lement les systèmes l1YRTILLE I et II { 
Pierrel 81 }, développés par les chercheurs du CRIN de Nancy . 
Bien d'autres systèmes ont été développés , avec plus ou moins 
de succès. Voyons ce que quelques uns des sy3tèmes les plus connus 
réalisent et comment ils opèrent . 
4. 1 Hearsay II : 
Produit ,ians les années 70 dans le cadre du projet ARPA. 
HEARSAY II est tourné plutôt vers l a recom1aissance que vers la 
compréhension. Il nécessite l'emploi d'une syntaxe très stricte et 
utilise un vocabulaire de plus de 1000 mots . 
C'est un système hétérn.r chique qui se base sur le modèle 
"t,lackboa.rd" pour l' interaction des sources de conna.i s sa.nce::;. Sa 
stratégie se fonde sur le principe de la réalisation d'une 
hypothèse et ensuite sur la mesure de sa validité . Cette stratégie 
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s'applique à tous les niveaux du système . 
Ces sources de connaissances sont a.ctivées lorsqu'un certain 
nombre de condi t.ion;:; sont sa tiefo. i tee à l' intérieur du com.po;:;e.nt 
"blackboard". 
Le modèle utilisé dans Hearsay est général et applicable à de 
nombreux problèmes d'interprétation. 
consul tern. { Lee. 80 , Er:man 80 } . 
4. 2 HWitl. 
Pour plus de détails, on 
Egalement produit sous l' éi;Jide du projet ARP.A-SUR.- ce système 
réalisé par Bol t Beranek et Newmann (BBN) _ a l' a:vantage de 
n'utiliser qu'une syntaxe très peu contraignante. 
C'est un système où la hiérarchie entre les différents niveaux 
(phonétique, lexical, sémantique et syntaxique) est 1:iien IDB.rquée. 
Un co:m.posant supérieur coJAm.ande aux composants acoustiques. 
phonétiques et lexical, la création d'un treillis de mots . Le 
composant sémantique sélectionne alors tme :~mite de m.ots de ce 
treillis sur base de critères sém8.ntiques . En::;ui te, le composant 
syntaxique vérifie la validité de cette "théorie" et la complète au 
besoin. 
L' analyse s'arrête lorsque le compose.nt :mpérieur estime le. théorie 
suf fisanent vala.ble. Pour plus de détails, on consultera. { Wood::; 
80 _ Lea 80 } . 
4 . 3 11YRTILLE 1. 
Premier des systèmes de compréhension de la. parole développé 
au CRIN à Nancy, il utilise un langage de moins de 100 mots avec de 
plus une syntaxe très restrictive. Son but était de m.et tre en 
évidence l'utilité de l'analyse syntaxique dans la reco1maissance 
de la parole. Il fonctionne pour cela sur la base d'une stratégie 
descendante (top-dovm). Le module d'analyse syntaxique émet 
régulièrement des hypoU-1èses sur les m.ots à reconnaître . Ces 
hypothèses se font à pc1.rtir de la syntaxe déjà reconnue et du 
contexte. 
lexical. 
Ensuite, ces hypothèses sont vérifiées au niveau 
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Ce système est bien adapté au l angage artificiel. Il fut 
essayé dans le cadre de collllllunica.t ion avec un s tande.rd 
téléphonique. Pour plus de renseignements , on consultera { Pierrel 
81 } . 
1 . 4 :trIRTILLE 2 . 
Ce système est la continuation des travaux réalisés sur 
lffRTILLE 1 Son objectif est de comprendre un langage 
pseudo-naturel . Ce langage possède 375 mots. Sa syntaxe contient 
une grande partie de la g rn.llllll8.. ire du franç8.is courant . La 
sémantique et la prn.,;::rmatique sont restreints à un univers 
particulier . Son but est principe.lement d'être un outil de travail 
pour étudier l' importance des différentes analys es et ::;t r a t égies 
possibles . 
4 . 4 . 1 Les informations prL~es en comRte . 
HYRTILLE 2 utilise les sources d' informations class iques ( 
acoustiques, phonétiques, phonologiques _. prosodique s_. lexicales .. 
::.yntaxique::., sémantique::. et prn.gm.ô.tique::. ) qui s ent cl e..:; sée.:; se l on 
qu'il s'agit 
- d'informations liées è. la structure du langage ( surtout 
celles syntaxiqi..ies mais aussi lexica.les , prosodiqi..ies et sémantiques 
) . Ce premier type devrait être müque . 
- d' informati ons liées à l' application ( surtout lexi cales et 
prag:ma tiques ) . Ce type d' information est à redéfinir pour toute 
application. 
- d'informations liées au locut eur ( e ::; sent i e 11 em.en t 
phonologiques et prosodiques ) . Cette classe est également à 
redéfinir pour chaque classe de locuteurs . 
En respectant cet te classification, HYRTILLE 2 const.i tue un 
système paramétrable à 3 niveaux . 
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4. 4. 2 l1odèles de re:Rrésenta tion des inf or:ma tians linguistim,ies. 
Les inf or:m.a tions linguüitiques sont repréBentée;:; pe.r 
- l e s R.N.P. 
- un lexique qui contient les définitions des mots du 
vocabulaire. Ce lexique 3e compo3e de deux parties pour tenir 
compte de la séparation entre l'aspect définitionnel ( syntaxe et 
sémantique ) et les aspects propres du langage et à la parole ( 
phonétique et phonologie ). Ces deux parties sont elles-mêmes 
structurées -de façon hiérarchique . 
4. 4.3 Fonctionnement général du sys tème . 
Il fonctionne :mr base de 2 stratégies conjUr;_ruéeB . Une 
stratégie bot tom-up et une stratégie top-down. Ces stra té,;_ries 
suivent un processus de génération d'hypothèses sur la phras e et de 
vérification de ces hypothèses. L'analyse d'une phrase se fait à 
partir des mots les plus 3Ûrement reconnus (les îlots de 
confiance) . Ensui te, cet te analyse se poursuit vers la gauche et 
la droite . 
Au départ, l'ensemble de3 hypothèses correspond è. l ' ensemble 
des :m.ots du lexique . Ensuite, la prise en co:m.pte des différentes 
sources d'informations permet d e restreindre ces hypothèses 
uniquement aux mots probables de l ' énoncé . 
La figure IV. présente la. structure générale de 1:1YRTILLE 2. 
Les principaux :m.odules de ce système sont { Pierrel 81} : 
P.ARSER Il utilise la définition syntaxico-sém.e.ntique des 
structures du langage et du contexte correspondant à l a partie 
d'énoncé déjà traitée pour diminuer le nombre d'hyp othèses 
possibles. 
SE11AN : Il prend en compte les inf or:ma tions f ournie3 pe.r le. 
définition syntaxico-sérn.antique des m.ots du dictionna ire et 
restreint le nombre des hypothès es en fonction des dépendance::, 
conceptuelles acceptées par la. partie d ' énoncé déjà traitée . 
PROPHON : Il re;:jtreint et pondère les hypcthèee3 émises e.u niveau 
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des m.ots en fonction des traits prosodiques et de la structure 
phonétique du contexte à reco1m.a.ître . 
La RECONNAISSANCE PHONETIQUE correspo11d è. l'étape de test des 
hypothèses ( com.pa.rn.ison de la représentation phonétique de 
référence avec la partie du treillis en entrée) . 
. ·~. .. . . . . 
R.N.P 
Définition 
des 
structures 
de langage 
représen-
tation 
syntaxico-
sémantique 
de l'énoncé 
tre i Il is 
de 
phonèmes 
acoustico-
phonétiques 
synthèse 
Départ 
initialisat ion 
des hypothèses 
CHOIX 
· dialogue jour 01 cont~xte 
Figure IV.l : Schéma général du système MYRTILLE 2. 
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DIALOGUE a pour tiut d'exploiter les résultats obtenus afin de 
réaliser l'interprétation sémantique de l'énoncé oral. 
VALIDATION a pour fonction de choisir UL"le hypothèse sur base des 
rèsul ta ts de la reconnaissance _. complète la représentation 
syntaxico-sé:mantique de la partie de l' énoncé déjà traitée, et 
détermine le point de reprise du processus de compréhension en 
fonction de la stratégie ô.doptée . 
4. 4.3 Evaluation . 
L'avis :m.e:m.e des concepteurs met en évidence, . { Carb 85} 
Il la non-prise en compte d'informations pragmatiques lors de 
la phase d'émission des hypothèses. 
- le :manque d'interaction entre le décodage phonétique et 
les autres niveaux de trai .... ement . 
- l'absence de dialogue permettant une véritable 
cornm.unication hornm.e-m.achine . 
Ce sont ces quelques rem.arques concernant les défauts 
principaux de 11YRTILLE 2 qui ont été à. l'origine du développement 
du " système de gestion de dialogue finalisé " en cours de 
construction au CRIN à Nancy . 
4.5 Conclusion . 
Nous n'avons ici qu'un minuscule échantillon des systèmes 
produits jusqu'à présent . Néa.nmoins , ceux-ci font partie des plus 
importants et des plus connus . Un simple coup d'oeil ~;ur les 
performances de ces systèmes permet de nous rendre compte que nous 
sommes encore loin de la compréhension parfaite de la parole 
continue par la machine . tlyrtille 2 est un système assez récent et 
s'attache encore à essayer de résoudre des problèmes liés à la 
nature mê~e de la parole, c'est-à-dire à son aspect linguistique . 
De nombreux problèmeB ont été ré::.1olus grn.ce è. des By::itè:m.es 
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n'utilisant que des langages fortement limités. Ces problèmes étant 
principalement situés au niveau des connaissances indépendantes de 
l ' application ( acoustique , phonétique_. phonologiques ) . 
Actuellement, la recherche s'oriente donc fortement vers toutes les 
connaissances linguistiques. On s'oriente doucement vers des 
systèmes pouvant comprendre la parole continue et gérer réellement 
un dialogue . En fe.it , il n'existe pe.;:; encore de systèm.es possédant 
un interface orn.l complet .. pratique et hautement fiable. Pour cela . 
il faudra encore attendre quelques années . 
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Chapitre S . 
Le système de gestion de dialogues oraux 
finalisés de nancy_ 
La. nécessité d'un réel dialogue entre l' hollllile et la :machine a 
déjà été soulignée au chapitre 1 . Un éch.anii e d' inf orID.8. tions 
satisfaisant entre les interlocuteurs dépend de celui-ci. 
C'est cette idée de dialogue qui est à la base du système 
actuellement en cours à Nancy. Le but est de créer et de mettre au 
point un véritable système de dialogue homme-machine . C' est ce 
système en cours de construction qui est présenté dans ce cti.api tre . 
. ] e vais donc collllilencer par ure présentation des obj ect.if s 
principaux du système. Ensuite . je parlerai des différences 
essentielles et des améliorations par rapport aux systèmes lWRTILLE 
1 et 2 pour montrer que la créat ion du système n'est pas inuti le et 
apporte un nouvel acqui!:; par rapport aux systèmes précédents. Et 
pour terminer. je décrirai les composants du système et 38. 
stratégie de fonctionnement . 
Il me parait évident que la présentation semblera par endroits 
incomplète et imprécise . Plusieurs raisons peuvent être avancées : 
- Le système se base sur les connaissances et l' expérience 
acquise avec les sy~;tèmes tflRTILLE 1 et 2. Il faudrait pour faire 
une coaparaison complète avec ces deux systèmes les connaitre de 
façon précise . .Je ne mentionnern.i 1 c 1 que les principales 
évolutions par rapport è. ces systèmes. Ensuite. ce nouveau système 
utilise des techniques développées de.ns les systèmes précédents . Je 
reprendrai les points importants de ces techniques mais réécrire 
tout ce qui a déjà été publié auparavant . Je passerai donc outre 
de certains détails . Il faudra. si on désire plus de prèci!üons ::;e 
référer aux ouvrages concernant lt;::; :3ystèmes antérieurs . 
- Le système e::1t toujours en cours de développement et un 
certain nombre de points restent encore à. l'étude. l1êm.e si les 
décisions les plus importantes de conception ont été prises, il 
reste encore un certain no:mbre de sujets de recherche et diYers 
points risquent encore d'être modifiés par le. suite. 
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- Enfin, je supposerai que le signal acoustique a déjà été 
traité par un système expert qui 8. été développé a.u CRIN . Les 
détails de ces recherches sont présentés dans { Fohr 85 } . 
5 . 1 Objectif 3 J;!rlllClpô.UX . 
L'équipe de recherche profite de l'expérience acquise avec les 
projets tlYRTILLE 1 et UYRTILLE 2, mais veut avec ce nouveau système 
pa.sser à une étape supérieure. Il veut dépa.sser l' 8.11.8.lyse de 
phrn.ses séparées et s' 8.ttaquer au véri ta.t,le problème ,1 · un di8.lo,;rue 
en langage naturel. Ce système a pour objectif de permettre son 
utilisation par le grand public . Il faut donc que l'interface oral 
soit pratique , efficô.ce et ne demande que peu d 'a.pprentisse.ge. En 
particulier, il ia.u.drn.i t éviter d'avoir recours è. un système de 
menus peu conf or table pour l'utilisateur . Il est donc nécessaire 
d'avoir un véritable dialogue entre la machine et son 
interlocuteur, m.ême si au cours de la discussion, c'est la. ma.chine 
qui oriente le dialogue . 
Les spécifications principales de ce système sont { Carb 85 } 
" - être capable , dans une certaine mesure , de gérer et de 
structurer un dialogue oral finalisé . 
- disposer d'une expertise dans un domaine relativement limité 
et si:m.ple . 
- être capable de colùprendre et de satisiaire •1es requêtes en 
provenance d'utilisa teurs et d'usager::, s'exprimant en la.nçra.ge 
118. turel sans restriction ni entraînement préalable. Il 
Ce système est destinè à être utili::,é dans le cadr e d · 1.me 
tâche spécifique. Néal1Illoins, ces tâches spécifiques peuvent être 
très variées et atteindre des domaines tels que les domaines 
commercials, culturels, scientifiques, industriels , ... Par exemple , 
des demandes de renseignements ( - > ba.ses de données ) , des 
réservation de places de train, d'avion, des agendas vocaux , ... 
5. 2. Aln.éliorations par ra.i:rRort a.u système P.récédent . 
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La prem.ière am.élioration qui veut être apportée est bien sur 
celui de la gestion d'un véritable dfo.logue entre l' ho:n:ime et 18. 
:maclüne . Il faut aussi que la. :maclüne puisse orienter ce di8.l ogue 
de :manière à obtenir toutes les informations nécessaires aux 
requêtes de l'interlocuteur . Les points de vue sémantique et 
pragma. tique seront donc f ortem.ent améliorés. Il y aura prise en 
compte d' inf or:ma tions sém.antiques et prag:ma tiques dans la gestion 
du dialogue et la phase d'émission des hypothèses . 
Par contre, il y aura peu d'évolution de.ns les niveaux 
inférieurs au ni veau syntaxique . On se ba!:;era sur les systèmes 
précédents . 
Ensui te, d'un point de vue des t.ê.ches rée.li::sées par ce nouveau 
système, une évolution est réalisée par rapport 8.ux 2 systèm.e3 
tlYRTILLE. Les requêtes qui peuvent être !:;ou:mises au sys tème sont 
plus diversifiées : 
Dans le cadre des projets trîRTILLE , chaque requête demande en 
réponse des ·valeurs spécifiques . Le style de question est toujours 
du type : 
trlRTILLE 1 : 
" Bonjour, je voudrais le poste 421, svp . " 
l'!YRTILLE 2 : 
" Est-ce que les risques de petites plaques de verglas 
diminueront demain dans la région de Nancy?" 
Les réponses sont toujours des valeurs ou des identif iô.nts 
tels que 
- pour des prévisions météorologiques : 
-> tem.pérature, vitesse du vent , heure, jour , endroit, . . 
- dans le cadre de la SNCF . 
-> prix , heure de départ , d'arrivée, destination , 
réductions, ... 
Dans le cadre du 3ystè:m.e de dialogue oral f iru;.li~é , le ::; 
questions peuvent avoir une portée plus large. Les requête3 peuvent 
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être du type : 
" .Je voudrn.is savoir colliID.ent je peux obtenir un visa pour 
partir aux U. S. A. s . v.p . ? " 
Les réponses sont 
uniquement des v""B.leurs. 
dialogue . 
alors des procédures et ne sont plus 
Cela compliquera la tâche du module de 
On se rend compte petit à petit que le module de dialogue 
jouera un rôle prépondérant dans le système. NotalliID.ent au ni veau 
de3 3tructure3 de contrôle . 
Examinons :maintenant la présentation générale du système et 
son fonctionnement. 
5 . 2 Les comI)osants du système. 
Le système comporte 5 composants . Il son t autonomes et 
travaillent de manière interactive . Chacun de ces compose.nts 
correspond à un niveau d'analyse exposé précédemment . Il existe en 
plus un lexique contenant un ensemble d'informations nécessaires au 
travail de ces modules . 
Le système et les interactions entre les différents composants 
ou modules sont présentés en f i,;,u.r e V. 1 . 
Les modules s ont 
llais que font-ils ? 
APHON .. PROSO .. LEX , SYU-SE11 .. DIAL . 
APHON C'est le composant qui réalüie l ' aru;. ly::ie 
acoustico-phonétique de l' énoncé . Il segmente le signal en pt1onèmes 
et tente d'identifier ces différents segments . Ses résultats sont 
présentés sous la. forme d'un treillis phonétique reprenant toutes 
les solutions probables , avec éventuellement des phonè:m.es 
non-identifiés . Ces résultats sont alors transmis a.u module suivant 
LEX. 
LEX : LEX s'occupe de l'analyse lexicale . Il tente de retrouver le :; 
mot s et les syntagmes présents dans l'énoncé. Il utilise le 
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treillis phonétique qui lui est fourni par le module APHON ainsi 
qu ' un ensemble de représentations ·phonétiques et phonologiques des 
mo ts du vocabulaire ( voir point 5. 3 Le lexique ) . Il a., comme 
expliqué précédemment, deux rôles è. jouer. La réa.lisation de listes 
de mots hypothèses et la vérification de mots-hypoU-1èses fournis 
par l' hypothétiseur de mots et le module SYN-SEt1. Il produit ses 
résultats sous le. forme d'un treil l is lexic8.l qui s ern. utili::1é pô.r 
le module SYN-SEJ:1. 
5''11-l-SEJ:1 SYN-SEl1 va essayer de construire une représentation 
S!mtaxique et surtout une représentation sémantique de l'énoncé . Il 
se base sur le treillis lexica l fourni) par LEX et sur de::; 
hypothèses de structure fournies par DIAL. Il utilise pour ce 
faire , les R. N. P. de J-11 . Pierrel pour la const ruction de l ;:1_ 
structure syntaxique et la grn.:mm.8.ire de ce.s e.vec ses règles de 
transformation à. partir des R. N. P . de G. Deville et H. Paulussen 
pour la construction de la structure sémantique de l'énoncé . Il 
trava.illern. en collaboration avec les modules LEX et DIAL . 
Le ch.api tre 6 sera. consacré à. une étude :plus attentive de ce 
module . 
DIAL : Il tient le rôle de co:mm.e.ndeur du système. Il interprète 
l'énoncé en fonction de l'application et du dialogue déjà. écoulé . 
Il se base sur les résultats du mûdule SYN-SEJ:1 et sur des données 
conceptuelles fournies pa.r le lexique. Il t raite les diverses 
interprétations possibles des représentations séJD.8.ntiques apportées 
par SîN-SEJ:1 ( *), en fonction du contexte courant . Il se construit 
un_e nouvelle représentation qui est plus adéquate et réalise des 
inférences, ùes vérifica.tions de cohérence de ses données , ... pour 
accroître ses conne.issances . 
Ensuite , il s' a.tta.che è. rèpondre à. la requête de l'interlocuteur 
soit en lui fournissant directement la réponse, soit en lui 
demandant une conf irm..'3.tion ou un complément d' inf or:m.ations , soit en 
lui deJD.8.ndant de répéter sa demande . Suivant l a réponse .. il 
décidera s'il est nécessaire de relancer toute la. procédure de 
reconnaissance d'un énoncé et d'act iver les autres modules . C' est 
pourquoi il est appelé colD.ID.8.ndeur du système. Il f ournirn. même le 
ces échéant des hypothèses de structure è. SYN-SE11 pour l' e.ider è. 
analyser l' énoncé de la r·eponse. 
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C'est ce m.odule qui gère tout le dialogue . Il doit " raisonner " et 
cela de façon très com.plexe. Il se basera. sur un ensemble de 
scén~rios préétablis . 
( * ) En particulier _ il trn.i te le problèm.e des références 
anaphoriques et elliptiques . 
Une ellipse de.ns un énoncé 
Une proposition est incom.plète ou ell.1.pt1."que_ lorsque 
l'usage_ le style ou la syntaxe font que l'on exprim.e pas 
un ou plusieurs mots auquels l 'esprit doit suppléer. 
exemples : 
• énoncé précédent "Où allez-vous'>" 
énoncé suivant : " A Nam.ur 1 " 
• énoncé : " Combien pour un ticket de bus ? " 
- Une anaphore dans un énoncé= 
On entend par B.11aph.o r ~- dans un énoncé don:né _ tout 
syntagme contenu dans cet énoncé visant à en remplacer un 
autre prés ent dans un énoncé antérieur. 
exem.ple : 
• énoncé précédent "Veux-tu une poiil.Iû.e?" 
énoncé suivant : " .J 'en ai déjè. une . " 
PROSO : Il s'occupe de l'analyse prosodique de l' énoncé. Il a 2 
rôles principaux. 
1 °) détecter certe.ines marques prosodiques indiquant des 
frontières entre les m.ot.s ou les ::;ynt.agmes. 
2°) déterm.iner la nature de l' énoncé ( assertion_ qu.e!:;tion_ 
objection ) . 
Il peut alors aider les modules LEX et SJ.'1l-SE11 dan:s leur tâche . 
5 r, • .:> Le lexiqye { Pierrel 81 , Deville 86 }....:... 
Pour pouvoir réaliser leur tâche, les dit f érents com.po!:;ants 
ont besoin de sources de corfilais::;ances . Ils possèdent déjà en leur 
sein l'ensemble des règles déf inissa.nt leur f8.ç:on de travailler. 
tla is en plus.· des informe. tions sur les mots du sous-langage utilisé 
sont nécessai re s . Toutes ces infonn.at.ions sont. regroupées à 
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l'intérieur du lexique . 
Püisqu.e les différents modules ont accès au lexique.. celui-ci 
est structuré en diverses parties : 
le composant phonologique et phonétique. 
- le composant syntaxique et sémantique. 
- le composant conceptuel et p ragm.a tique . 
5. 3 . 1 Le coIDposant phonologiq1:,le et. 2honétim1e . 
Le premier module à utiliser le lexique est le module LEX . Il 
doit reconnaitre des mots ou des S}T1tagIDes à partir du treillis 
lexical fourni p8.r le module APHON. Il 8. besoin pour cela des 
définitions U1éoriques des m.ots. Il n'est évidenent pas po::;sit,le 
de stocker toutes les prononciations po::;::dbles de chaque mot . On a 
donc adopté quatre types de règles pour trier ces mots et retrouver 
leurs variations possibles . 
- des règles phonologiques : chaque mot est représenté dans ::;a. 
for:m.e de base . Des règles y sont adjointes pour décrire 1es 
variations possibles de ces Ili.ots dues aux accords de graIIUù8.ire ( 
pluriel, féminin. _) .aux coarticulations . 
- des règles de groupement des mots com.portant la meme racine 
ou la :m.ême terminaison. 
des règles pour retrouver des mots sur base cl.e 
caractéristiques acoustico-phonétiques . Par exemple. dëtection de 
consonnes plosives : p , t , b,d,k,g ou fricatives : z . v . s , f . 
- des règles pour lô. validation des hypothèses lexicales . 
5.3 . 2 Le COillP.OSant SY.!lta.XiIB!e et sé:mantiÇP.À8 . 
Utilisé par l e module SYN-SEH . à chaque mot sont associés ses 
catégories syntaxiques ( nom.. verbe. a.dj ectif. ... ) et sémantiques ( 
+/- animé. +/- transitif. _ ) . 
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5.3 . 3 Le comP.osant conceP.tuel et pragm.ati@e . 
Le module DIAL 8. besoin d ' intorIDB.tions conceptuelle::. et 
prn.g:m.atiques. Dans le lexique , ,1e tels concept::; existent. Ceux -c i 
sont représentatifs des objets_ des actions_ impliqués dans 
l'univers de l'application. P8.r exemple , les concepts de 
nationalité, sexe, personne, ... 
Il y a également une dèf inition des rel8.tion::, exi s tant entr e ces 
concepts. Par exemple_ 
père( personnei , personne2) 
=> ET( enfant( personne2, personne1) :masculin( personne1) ) 
devant être lu '.' La personnel est le père de la persom1e2 , alors 
la person..'1e2 est l' enfe.nt de 18. persom1e1 et la personnel est de 
sexe :masculin. " 
5.4 Fonctionnement et stratégies du système . 
En voulant réaliser un système de compréhension de la parole 
qui s'apparente f onctionnellement à la compréhension hUiûaine , les 
créa.teurs du système ont développé différents modules autonomes. 
Néanmoins, ceux-ci travaillent en interaction. Chaque com.po=;&.nt se 
charge d'un aspect particulier de l' anB.lyse . Cette autonomie entre 
les co:m.posants permet de garder la possibilité de travailler sur 
des architectures pô.rallèles e t. d ' e.méliorer les perf orIDB.nces . Les 
interactions sont nécessaires.. car les a1w.lyses se font en 
utilisant des infor:m.ations venant des autres modules. Les relations 
qui existent entre les composants sont du type 
p r od uc t eur / cons Ollilll.ô. t eur . 
Le système emploie actuellement 2 s t ratégies 
- Une analyse de bas en haut ( ascendante ) è. p8.rtir du ni veau 
a.coustico-phonétique ver::; les niveaux les plus haut::;. Un comp osant 
de niveau inférieur fournit les résult8.ts de son analyse au 
composant de niveau 3Upérieur. Ce dernier réal i 3ern. :1on ane,.ly5e o. 
partir de ces résultats. 
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Par exemple, un treillis lexical est fourni par LEX à s·n{-SEll qui 
réalisera l'analyse syntaxico-sémantique sur base de ce treillis . 
- Une a.na.lyse de h8.ut en bas ( descendante ) è. partir du 
niveau supérieur DI.AL vers le::: niveaux inférieurs. Un niveau 
supérieur émet des hypothèses de solution 8.u ni veau inf é1.-ieur que 
ce dernier se chargera de valider ou d'infirmer. 
Par exem.ple, le module SYN-SE11 fournit des hypothèse::: de mots au 
m.odule LEX qui se chargera de les vérifier: le m.odule DI.AL fournit 
des hypothèses de structures au module Si1{-SE:t1 en fonction des 
réponses attendues lors de de:m.andes de conf ir!ll.8.tion ou de 
complément d ' informations . 
Les ~odules .APHON et PROS• sont surtout considérés comme des 
producteurs d'informations . Ils jouent toutefois le rôle de 
consoliU0.8.teurs lorsqu'ils évaluent des hypothèses fournies par les 
modules LEX et PROSO. 
5 . 5 Conclusion. 
"' Ce nouveau système s'atte.que è. une des di.ff icu u~s peu !"lbo~::!é f' 
dans le passé. l1aintenant , il ne s'agit plus de " s implement " 
com.prendre des phrases séparées :mais bien de tenter de gérer un 
véritable dialogue entre l' hom:me et la :ma.c;lüne c'est-à-dire de 
réaliser un ::mivi entre les différentes phrases avec un système de 
questions et de réponses , questions et réponses venant soit 1je 
l' interlocuteur, soit de la m.ac:tüne . En fait, il ::; 'agit plus de 
prouver qu'un tel système est réalisable que de construire un 
système vraiment opérationnel. C'est en quelque sorte tm be.ne 
d'essai rtes systèmes futurs. 
Ce système se base sur des connaissances déjà acquises et des 
résultats produits par les travaux antérieurs. On a vu par exemple 
que sa structuration est se:mblatile è. celle utilisée dans le. m.a-;eure 
partie des systèm.es de com.préhension de la parole se basant sur des 
inf orm.ations linguistiques . Il utilise égalem.ent des méthodes déjà. 
éprouvées dans d' autre;::J systèmes tels que les R. N. P. ~yant m.onré 
leur efficacité dans le systèm.e llYRTILLE · 2 et des stratégies de 
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contrôle qui ont déjà été employées . Néa.Il1ll.oins _ ce système n' est 
pas un simple agglomérat des techniques développées par l i:: p5.2.sé . 
Il apporte des conne.issai:ices nouvelles .• principalement en ce qui 
concerne le suivi d'un dialogue et l'utilisation pour ce fa.ire de 
connaissances sémantiques et prag:ro.atiques . Il reste à voir dans 
quelle mesure les résultats escomptés seront atteints et surtout 
co.m:ment vont se comporter les innovations du système . L'avenir nous 
le dira . 
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Chapitre 6 . 
La comgosante 
S.yntaxico-Sémantiq~ 
• 
• 
• 
• 
• 
Dans ce chapitre, je prësenterai le module d'analyse 
syntaxico-sém.a.ntique dont le but est de construire, dans la m.esure 
du possible, une représentation syntaxique et une représentation 
sémantique de l'énoncé. 
Je commencerai par rappeller la position de l'analyse 
.. syntaxico-sémantique au sein du système. Ensui te , je parlerai des 
sources de connaissances qu 'utilise ce module d'analyse pour 
atteindre ses objectifs . Je présenterai alors la manière de 
construire les représentations syntaxique et sémantique de l'énoncé 
et je détaillerai les diverses interactions de SYN-SE11 avec ses 
voisins . Je continuerai en présentant la. structure interne de 
SYN-SE!1 et m.' arrêterai, en particulier, sur un composant appelé " 
espe.ce des théories " Cet espace est destiné à stocker les 
différentes solutions partielles ou com.plètes, développées au cours 
des s.na.lyses syntaxique et séiû.8.ntique de l 'énoncé . Je présenterai 
également la structure du module central de SYN-SE11 appelé le 
superviseu'i:· · et qui a pour fonc tion de décider de la tâche à 
effectuer à un instant donné . J'en arriverai alors à lme partie 
plus technique en présentant les différentes structures de données 
traitées par l'analyseur syntaxico-sémantique et je terminerai par 
la présentation d'un ensemble de fonctions d'accès à l' espace de 
théories. Ces fonctions sont destinées à permettre l'emploi de cet 
espace de théories. La définition et la programmation de ces 
fonctions constitue essentiellement m.on apport personnel a.u 
systèm.e . 
6.1 Situe.tion de l'analyse S;tnta.xico-sé:mantig,.,,1e . 
Diverses analyses d'un énoncé sont effectuées avant d'arriver 
à comprendre un énoncé ( voir ch8.pitres 2, 5 ) . Le but de 1'8.nalyse 
syntaxico-sémantique est de construire une représentati on 
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syntaxique et une représentation sémantique d' 1.m énoncé qui soient 
suffisantes pour permettre la compréhension de cet énoncé. 
L'analyse syntaxico-sémantique est réalisée par le module 
S:c1-1-SEU et prend pli:i.ce entre l ' analyse lexicale réalisée par le 
module LEX et l'analyse sémantico-prag:matique réalisée par le 
module DI.AL . 
Le système utilise 2 stratégies de fonctionnement une 
stratégie ascendante dans laquelle les analyses de l'énoncé sont 
réalisées à partir du niveau acoustique et en poursuivant vers les 
niveaux supérieurs, et 1.me stratégie descenda.nte dans la.quelle les 
analyses sont réalisées en coilllD.ençant par celles de plus haut 
.. ni veau ( sémantiques et pragmatiques ) et en continuant vers les 
niveaux les plus bas . 
Sources de connaissances utilisées 2ar SYN-SEJ:1. 
Les différentes sources de connaissances utilisées par SYN-SE11 
sont : 
- les R. N. P. de J-:t! Pierrel. Ces R. N. P. décrivent la structure 
syntaxique du la.ngage et contiennent des règles permettant de 
construire une représentation syntaxique de l'énoncé . 
- la gram.me.ire de cas de G. Deville et H. Paulussen qui décrit 
la structure sé:m.antique possible des énoncés ( relations qui 
peuvent exister d'un point de vue du sens entre les différents 
éléments d ' une phrase). A cette grammaire est associée un ensemble 
de règles permet tant de tre.nsf ormer une représente. tion syntaxique 
respec t e.nt le::; r ègles des R. N. P. en une représentation sé:m.antique 
satisfaisant aux règles de la gra:m:maire de cas de Deville et 
Pa.ulussen. 
Ces 2 gra.IO.IJ13.ires sont pré::,entée3 dans le chapitre 3 . 
- le lexique , qui contient des informations syntaxiques et 
sé!ll.8.ntiques au sujet des mots du Yoce.bula.ire . Ce lexique est 
présenté 8.U chapitre 5. 
() 
' 
- des informations lexicales apportées par le module LEX. 
- des informe tians de structures possibles de l'énoncé f munies 
par le module DI.AL. 
6 . 3 Construction des reP.résenta tions S}"Iltaxiçp=.le;;..;s;;...._ ____ e__ t 
sémantiques . Interactions de SYN-SE:t1 avec ses :modules voisins. 
6 . 3 . 1 Fonctionnement gènérn.l du système . 
Il faut se souvenir que c ' es t le module DIAL qui est le noyau 
du système car il tient le r&le du meneur de dialogue. C'est lui 
qui connaît et détermine les différentes phases du dialogue . Il 
décide donc du moment où il faut activer les autres composantes 
pour effectuer la reconnaissance d'un énoncé , et également du 
mom.ent où l'e.ne.lyse est suffisante . 
Lor s que le module DI.AL déc i de de coI.QID.encer la reconnaissance 
d'un énoncé, il peut 
- soit déclencher tme analyse descendante. Dans ce cas, il 
active la composante SYN-SE:t1 et , en même temps, il lui fournit des 
hypothèses sur la structure sy:ntaxico-sémantique possible de l' 
énoncé . 
- s oit déclencher une analyse ascendante et dans ce cas, DIAL 
active la composante APHON qui est chargée de l'analyse 
acoustico-phonêtique du signal. APHON transmettra ses résultats au 
module LEX et ensuite ce sera LEX qui tr8.nsmettra ses résultats ( 
des hypothèses de mots) au module SYN-SEtl. 
soit déclencher simultanément ces deux types d'analyse . 
En règle générale_ le système utilise en même temps les deux 
types d'ana.lyse et l ' architecture modulaire de celui-ci permet aux 
différents modules de trn.w.iller en parallèle . 
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_6_. _3_._2 __ C_n __ 1~1~~~t_,r~·u~c~t~1~·0_1_1 __ d_e_s _____ r ___ e2résentations sy_ntaxiques et 
sémantiques. 
Les représentations syntaxiques et sémantiques se présentent 
sous la. forme de structures arborescentes satisfaisant aux règles 
des R. N. P. et de la grammaire de ce.s de Deville et Paulussen. 
Dans le cadre d'une stratégie ascendante, la construction des 
représentations syntaxique et séI.û..3.ntique débute avec l'arrivée des 
hypothèses lexice.le de LEX. La première représente. tion est donc 
constituée de m.ots isolés. Il ;:;' a.gira. ensuite de reconstruire les 
arbres syntaxique et sémantique . sTm-SEI1 ajoutera alors différents 
• noeuds sur base de ces mots jusqu ' è. reconstruire ces arbres . 
Da.ns le ca,1re d · une stratégie descenda.nte, ce sont des 
hypothèses de structure venant de DI.AL qui constituent l e ;:; 
premières représentations syntaxiques et sémantiques de la phrase. 
Ces représentations sont ensuite développées jusqu'à retrouver les 
mots de la phrase . 
Voyons coID.Illent reconstruire 1.m 8.rbre. 
Reconstruire un arbre , c ' est ajouter progressivement des 
noeuds à cet arbre. F:appelons d'ab ord qu'il existe trois types de 
noeuds sur un arbre. Il y a des noeuds correspondant aux terminaux 
et aux non:...terminaux de la gra:mm.aire , et des noeuds "réalisation" 
de ce::; ter:mine.ux . En effet_. il f8.ut faire le. différence entre un 
noeud terminal de la gra:mm.e.ire, par exemple : NOU, VERBE, ... et un 
noeud réalisation de ce terminal, par exemple 
UANGER .. ... 
AUTORISÀTION, 
Les règles des gra:mm.aires et les informations lexicales 
précisent les noeuds qui peuvent être ajoutés aux différents 
endroits de l'arbre pour respecter le. définition du langage de 
l ' application. Les règles de gram.ma.ire tiennent compte des no~uds 
t.erminaux et 1je::, noeuds non-te-rminaux qui peu.vent être ajoutés . Les 
inf ormations lexicales permettent de placer de nouveaux noeuds 
réalisation. 
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Tant que ST:i:1-l-SE:tl s'occupe de placer de nouveaux noeuds 
non-terminaux sur les arbres . il n'a. besoi1'1 que des règles 
contenues dans les ba.nques de données syntaxiques et sémantiques . 
tlais lorqu' il désire placer lID noeud terminal, il a besoin de 
valider ce noeud par 1.m noeud réalisation. Cette validation se fai t 
de la manière suivante. Nous savons que STrl{-SEU travaille en 
parallèle avec LEX. Ce dernier e.pporte régulièrement è. SYM-SE:t! des 
hypothèses de mots qu'il croit avoir reconnus à un endroit de 
l'énoncé. Alors, soit le mot dont SYU-SE11 a besoin pour valider le 
noeud terillina.l a déjà été reconnu par LEX à cet endroit de 
l ' énoncé .. soit il ne l'est pas . S'il l'est , pe.s de problèm.es. l1ais 
dans le second cas, SYN-SEl1 proposera alors à LEX une hypothèse de 
mot et LEX sera chargé de vérifier cette hypothèse. Suivant le 
,. diagnostic de LEX, Si:1-1-SEH poursuivra son analyse soit en ajoutant 
ce noeud réalise.tion sur l ' arbre , soit en essayant une autre 
solution pour le développement de cet arbre . 
L' ad.jonction de noeuds a.ux arbres se fa.it suivant les règles 
définies dans les gram.maire!:; . Cependant, en général, plusieurs de 
ces règles sont applicables c'est-à-dire qu'il existe plusieurs 
manières de développer une représentation. On peut alors choisir 
soit de développer une seule représentation complètement ( jus~1'à 
reconstruire un arbre complet ) , soit de déYelopper sim.ul tanément 
toutes les représentations po::;;:dbles, soit de n'en développer que 
quelques-unes ( les quelques meilleures, les plus plausibles ) . 
C'e3t cette troisième solution qui a été adoptée . 
Il Développer les quelques meilleures représentations 
simultanément" signifie 
- Choisir une première représentation pe.rmi les meilleures. 
- Lui ajouter un ou plusieurs noeuds jusqu'à être obligé 
d' ém.et tre une hypothèse avant de poursuivre le développement de 
cette représentation. Cette représentation est alors mise en 
attente jÙsqu' à la réception du diagnostic de validité de cette 
hypothèse . 
- Ensuite, on choisit a.lors lme autre représentation parmi les 
meilleures et on la développe également jusqu'à émettre une 
tiypothèse. De nouve8.u , cette représentation 
• 
telll.porairem.ent et 
on recoilllllence en choiê; issant parmi les meilleures une 
nouvelle représent8.tion à. développer ( éventuellelllent une 
repreeente.t1on c.ont 1·nypothèse à été évaluée) . 
L' abandon temporaire d' 1.me représentation nous obligera à 
associer è. celle-ci, divers attributs qui permettront de reprendre 
son développement . Un attribut serait par exemple la dernière des 
règles qui a été utilisée lors le dé1rel oppement de cet te 
représentation. 
on peut signaler que loL:,que les deux types d · a.na lyse sont 
réalisées silll.ul tanélll.ent, des représentations syntaxiques et 
., sémantiques provenant d'une analyse ascendante cotoieront des 
représentations syntaxiques et sémantiques créees par l'ana.lyse 
descendante. Il est donc possib l e que deux représentations de type 
différent fusionnent Dour en former une nouvelle . 
6. 3 . 3 Communication smctirone et asynchrone . 
Nous connaissons déjà plusieurs instants ou SYN-SE11 coiftlllunique 
avec LEX et DIAL . 
La première de ces communies.tiens se produit au moment de 
l'activation d e S\'N-SEU par le Ili.odule DI.AL . Ce dernier fournit, en 
même temps , è. Sr1·T-SE11 des hypothèses de structure . La collUliunication 
de ces hypott1èses à . SYN-SEl! se fait donc de manière ~ynchrone du 
point de YUe de sTm-sEn. 
Nous savons éga.lem.ent que les différents modules travaillent 
:::illl.ul tanément. En particulier , le module lexical peut faire de la 
reconnaissance de mots pendant. que le module syntaxico-sém.antique 
est en train de développer ses p ropres théories . Ces deux modules 
trn.vaillent indèpendallUlient . Si1i-SE11 ne peut donc pas connaître le 
Iil.Oiil.ent précis où le module LEX aura recomm un mot . Ce mot, 
considéré comme hypothèse lexicale va être transmis è. SYN-SE:tl de 
manière as:y:nchrone du point de vue de ce dernier . 
Un second moment de communication entre LEX et SYN-SEl! est 
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celui ou, étant en train de développer une représentation, SYN-SEU 
en arrive à de:m.a.nder la val i dation d'un mot à LEX. Cette 
hypothèse-mot est coillilluniquée à LEX de fa.çon synchrone du point de 
1,ue c1e sYN- :strt. 
En attendant la vérification de son hypothèse-mot, SYN-SEtl 
peut, par exemple, tre.vailler sur une autre représentation. J:lais 
m.ê:m.e s ' il ne fait rien, il ne pourra jam.ais savoir le :m.om.ent précis 
où LEX aura terminé d'examiner cette hypothèse . Le diagnostic ( 
degré de v-alidité de l'hypothèse ) de cette hypothèse sera donc 
renvoyé è. SYN-SEH de façon asynchrone du point de vue de SYN-SEl1. 
Enfin, SYN-SEll comr!runiquern. è. DI.AL les hypothèses qu'il a 
développées . 
On se rend com.pte que du point de vue de SîN-SEll, la 
coID.I!lunication se fait toujours de manière âYnchrone avec DI.AL mais 
par rapport à LEX , cette C0illillU11ica.tion est réalisée par moment de 
:manière synchrone et à d'autres m.om.ents de manière asmchrone. 
6. 4 Architecture interne du module Sr1·l-SEU. 
L'architecture interne du module SYN-SEll est présentée à le. 
figure VI. 1. 
On y remarque la présence : 
- d'une banque de données syntaxiques contenant la 
définition des Réseaux à Noeuds Procéduraux utilisés pour 
l'analyse syntaxique. 
- d'une banque de données sém.anti ,:Iues contenant la. 
grammaire des cas de Deville et Paulussen et les règles de 
transformations d'hypothèses syntaxiques en hypothèses 
sémantiques utilisées lors de l'analyse . 
- d'un compilateur permet tant à un utilisateur de modifier 
la définition des R.N.P .. Ce com.pile.teur transforme tme 
représentation externe des R. N. P. en une représentation 
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interne de celle-ci. 
d'un com.pilateur perm.ette.nt à un utilisateur de modifier 
la définition de la grammaire de ca.s. Ce compilateur 
transforme une représentation externe de la grammaire de 
cas en une représentation interne de celle-ci. 
- cl' interfaces entre les compilateurs et les utilisateurs 
qui permettent à ces dernier~; de modifier les 
gra:m.ma.ires en fonction de l'application. 
- cl· un module de raisonnement . C'est un module 
qui a la tâche de décider des actions à réaliser à un 
certain m.om.ent pour mener à bien les a.nalyses syntaxique 
et sémantique. 
- d'un interface d'accès aux informations syntaxiques à 
partir du module de raisonnement . Il contient un certain 
nombre de fonctions de~tinées è. permettre une utilisation 
efficace de~; connaissa.nces syntaxiques par le moclule cle 
raisonnement . 
- d'un interface d'accès aux inf or:ma tions sé:mantiques è. 
partir du module de raisonnement . Il contient un certain 
nombre de fonctions destinées à permettre une utilisa tian 
efficace des connaissances sémantiques par le module de 
rai sonnem.ent . 
- d' 1.me zone de stockage des résultats partiels ou terminaux 
des analyses syntaxiques et sém.a.ntiques . Nous appelons ces 
résultats des " théories " ( bien que celles-ci n'aient 
aucun rapport aYec des tt1éories scientifiques ) et cette 
zone " l'espace ou la base de théorie::; " . Cet espace et 
son contenu exact sont présentés dans le point 6.5 . 
- d'un interface d'accès à l' espace des tt1éories è. partir du 
module de raisonnement . Il contient un certain nombre de 
fonctions destinées à permettre une utilisation efficace 
de l ' espace de théorie~ pe.r le compose.nt de raü1onnement . 
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Figure VI . t Schéna iriterne du module SYN-SEll. 
6. 5 L'es~ac e des théorie3 . 
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D' 8.bord, plus précisément, qu'est-ce qu'une théorie? 
A un m.om.ent quelconque de l'a.na lyse synta.xico-sém.antique, il y 
a un certain nombre de représentations incomplètes et peut-être 
:mê:me un certain nombre de représentations complètes déjà créées . 
Une théorie est un résul ta.t partiel ou total de(s) l'analyse 
sè:mantico-s~mtaxi~1e de l'énoncé qui permet d' ém.ettre des 
hypo thèses ( de type mot ·vers LEX ou de type structure vers DIAL ) . 
Elle est composée soit d ' une représentation sém.antique de l'énoncé 
et/ ou d ' une représentation syntaxique de l'énoncé. Ces 
représ entations sont accompagnées d'un ensemble d'infor:mations qui 
autorisent, par la suite, la repri se du développement des théories 
dont les représentations sont incomplètes . 
Une théorie peut ne comporter qu'une représentation sémantique 
de l'énoncé lorsque la représentation syntaxique s'avère impossible 
à construire. En effet, en général, les diverses théories 
contiennent une représentation s~mtaxique et une représentation 
sémantique de l'énoncé. !lalheureusement, il e:::t possible qu'à un 
certain moment , l'analyseur ne soit plus capable de poursuivre le 
développement d'une représentation encore incomplète ( la phrase 
peut être mal construite _. une erreur 5 ' 2:tre produite précéde:mlD.ent 
dans une ana.lyse , ... ) . Cependant , l' a.be.nijon ,je la construction de 
cette représentation ne doit pas empêcher la poursuite du 
développement de la seconde. On trouvera alors parmi les théories 
celles qui contiennent deux représentations et celles qui n'en 
contiennent pll.1s qu• une . 
Da.ns notre problème de compréhension de la parole , des 
théories purement syntaxiques { qui ne contiendraient que des 
représenta tions syntaxiques des phrases ) n'ont pas un grand 
intérêt, car ce sont uniquement les structures sémantiques qui sont 
destinées au module DIÀL . Les structures syntaxiques sont 
intéressantes uniquement parce qu'elles sont sources de beaucoup de 
contraintes et permettent ainsi de limiter le nombre de théories 
sémantiques possibles de l'énoncé. Nous ne garderons donc que les 
théories qui contiennent soit une représentation sémantique, soit 
une représentation sémantique et une représentation syntaxique . 
ôô 
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Une théorie ascendante contiendra des représentations de 
l'énoncé créées è. partir d' 1.me analyse ascendante . De mêm.e, une 
théorie descendante contiendra des représentations de l' énoncé 
crée es à partir d.' une a.na.lyse descendante . 
La fonction de l'espace des théories est de stocker les 
différentes théories. Cet espace constitue m1e ressource cri tique . 
En effet, de nomtireuses fonctions de SYN-SEJ:1 doivent accéder à cet 
espace pour diverses raisons et à des instants imprévisibles. Par 
exemple : 
• A partir des hypothèse~; de structures émises par DIAL ; 
SYN-SEI1 construit des théories syntaxico-sémantiques 
qu'elle doit insérer dans l'espace des théories . 
• A p8.rtir des hypothèses lexicales émises par LEX, SYN-SEJ:1 
construit des théories syntaxico-sémantiques qu'elle doit 
insérer dans l'espace des théories . 
s A partir 1 es hypctt1èses syntaxico-sémantiques de l'espace 
des théories_ S:tN-SEll construit de nouvelles théories 
syntaxico-sé.m.antiques qui doivent à leur tour être 
insérées dans l'espace des théories. 
Vu l' importance de cet te ressource, il faut en définir l' 
accès. On ne peut pas déterminer à priori quelles opérations 
;:;eront fai te::1 à un m.om.ent précis . Le m.écanism.e d'accès peut alors 
être de deux types : soit un mécanisme 1j • interruption , soit tm 
m.écanism.e de scrutation. C'est le second qui nous a pàru le plus 
aisé à mettre en oeuvre. 
6. 6 Raisonnement du supervi::;eur . 
·Le module SYN-SEl1 construit progressivement les 
représentations syntaxique et séID8.ntique ,je l' énoncé. Il développe 
en même temps plusieurs représentations correspondant à plusieurs 
solutions qu'il estime être possibles. Il com.m.ence par créer des 
représentations très incomplètes de la phrase . Puis il construit 
des représentations-filles des représentations déjà créées en leur 
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ajoutant de nouveaux éléments et cela jusqu'à obtenir des 
représentations de la phrase qui sont estimées suffisantes pour 
être utilisées par le module DIAL . 
Il faut donc un superviseur qui décide des actions à effectuer 
à un moment précis . Ce superviseur est contenu dans le module de 
raisonnement. La structure de ce superviseur est reprise de { 
llousel 87 } en figure VI. 2. 
6. 7 Implémentation . 
• 
L'implémentation du système à été réalisée sur un VAX 785 
utilisant un operating system UNIX ( version BSD 4. 2 ) . Le langage 
utilis é est le langage C pour des raisons de portabilité . 
L'implémentation des R.N.P. ainsi que ses fonctions d'accès a été 
réalisée par P . l1ousel { l1ousel 86 }, celle de la grammaire de cas 
de Deville et Paulussen ainsi que ses fonctions d'accès sera 
également réalisé par P. l1ousel. L'implémentation de la base de 
théories ou plutôt la réalisation de ses fonctions d'accès était le 
but de ce mémoire . 
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Structure du Superviseur de la composante SYN-SEM 
================================================= 
Toujours 
Début 
Tant que pas d'hypothèses dialogue, de mots validés ou 
d'hypothèses lexicales 
Début 
Attendre 
Fin 
Pour toute hypothèse dialogue 
Début 
Transformer l'hypothèse dialogue en théorie 
syntaxico-sémantique 
Intégrer la théorie ainsi obtenue dans l'espace des 
théories 
Fin 
Pour tout mot validé 
Début 
Construire la théorie syntaxico-sémantique fille 
à partir du mot validé et de la théorie 
syntaxico-sémantique qui a permis de l~obtenir 
Intégrer la théorie ainsi obtenue dans l'espace des 
théories 
Fin 
Pour toute hypothèse lexicale 
Début 
Transformer l'hypothèse lexicale en théorie 
syntaxico-sémantique 
Intégrer la théorie ainsi obtenue dans l'espace des 
théories 
Fin 
Figure VI.2 : Structure du superviseur. ( Tiré de Housel 87) 
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Pour toute théorie ascendante 
Pour toute théorie descendante 
Début 
Essayer de raccrocher la théorie ascendante à la 
théorie descendante 
Intégrer la théorie ainsi obtenue dans l'espace 
des théories 
fin 
Sélectionner des théories dans l'espace des théories 
Pour toute théorie sélectionnée 
fin 
Début 
Activer l'analyseur synt axico-sémantique déterminant les 
hypothèses mots 
fin 
Autour de ce noyau viennent se greffer les 
syntaxico-sémantiques proprement dites qui sont: 
différentes 
• 
• 
Transformation 
sémantiques. 
d'hypothèses lexicales en théories 
Transformation d'hypothèses structurelles en théories 
sémantiques. 
fonctions 
syntaxico-
syntexico-
• Construction de théories f illes à partir de théories syntaxico-
sémantiques et de mots validés. 
• Intégration de théories dans l'espace des théories . 
• Sélection de théories dans l 'espace des théories. 
• Analyseurs syntaxico-sémanti ques • 
Figure VI.2: Structure du superviseur. ( Tiré de Mousel 87) 
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Par la suite, je décrirai l'espace des théories, appelé aussi 
"base de théories" ce qu'il va contenir et les fonctions d'accès 
à cette base . 
6. 8 Le. s t ructure de l' es2ace des théories . 
6. 8. 1 Les différentes théories . 
Nous savons que le système réalise deux types d'an.a.lyse : tme 
analyse a scendante et tme analyse descendante . Nous savons 
également qu'une théorie peut contenir une ou deux représentations . 
Les opérations qui peuvent être réalisées pour développer une 
théorie ne sont pas identiques suivant que cette théorie est de 
type ascendant, descendant et possède une ou deux représentations . 
Nous grouperons dès lors les théories en quatre ensembles distincts 
et dis j oints , 1.m ense:mble par type de théorie . 
• des théories syntaxico-sémantiques descendantes. 
• des théories syntaxico-sémantiques ascendantes . 
• des théories purement sémantiques descendantes . 
• des théories purement sémantiques ascendantes . 
6 . 8 . 2 Structure abstraite de l'es2ace des théories . 
L'espace des théories est composé de théor i es . Une théorie est 
identifiée par un numéro. Elle comprend un arbre sé:mantique et/ou 
un arbre syntaxique . 
Un arbre smtaxigge se compose de noeuds syntaxiques. 
Un arbre sémantigye se compose de noeuds sémantiques . 
Un noeud sy_ntaxigye est identifié par son type, son symbole ( sa 
valeur ) et ses liaisons avec son noeud-père et ses noeuds-fils . 
Un noeud sé:ma.ntigge correspond à l'énoncé de toute une proposition 
de la phrase . Il se compose d'tme liste de modalités; du type. du 
nom et de la va.leur de la réalisation de la primitive ; d'une liste 
de cas . 
Une liste de cas se compose de cas . 
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Un cas est id en tif ié par son type, son s1-,nbole et sa réalisation. 
La réalisation d'un cas peut se faire soit par un énoncé complet de 
proposition, soit par -un groupe nominal. 
Un grouP-e nominal est composé d'lme préposition, d'lm détermina.nt , 
d' lme liste d'adjectifs et d'un nom. 
Une liste de modalités se compose de modalités . 
Une modalité est identifiée par son nom et par sa valeur. 
Ces différentes notions ont été présentées au chapitre 3, dans 
la partie décrivant la gra:mm.a.ire de cas de Deville et Paulussen. 
6. 8. 3 . Structure concrète de l'esP.ace des théories . 
La structure décri te dans le paragraphe précédent doit être 
implémentée de façon à répondre à certaines contraintes de 
traitement . En effet, nous ·envi sageons des analyses ascendantes, 
descendantes , de la gauche vers la droite ainsi que du milieu vers 
les côtés . Il faudra donc définir une structure concrète, 
éventuellement redondante, Ill.8.is permettant de retrouver rapidement 
les informations nécessaires aux différents traitements envisagés. 
Lors de l' implémentation, nous décomposerons une théorie en 
ses différents composants qui viennent d'être présentés dans la 
représentation abstraite d' lme théorie. Cela pour des raisons de 
facilité et parce qu'il est très difficile, si pas impossible, de 
trouver une structure unique pouvant contenir toutes les 
informations concerna.nt une théorie . Les différentes structures 
utilisées pour représenter une théorie comprendront : 
- des informations permettant d'identifier ces structures . 
- des informations relatives à ces structures et permettant de 
développer les théories. 
Décrivons maintenant la structure complète des théories . 
6. 8.3.1 Les théories Syntaxico-Sémantiques Descendantes ( SSD )...:.... 
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• A chaque théorie SSD est associé un numéro identifiant . 
• A chaque théorie SSD sont associées une structure d'arbre 
syntaxique et une structure d'arbre sémantique . 
• En général, chaque théorie SSD est fille d'une ou de plusieurs 
théories syntaxico-sém.antiques ( ascendantes ou descendantes ) 
m.ères ( Yoir figure YI. 3 ) : 
- à l' exceP-tion des théories SSD initiales obtenues à partir 
des hypothèses émises par la composante DI.AL ; mais à part 
cel les-ci : 
- chaque théorie SSD est de toute façon fille d'une théorie 
SSD, mais peut de plus être fille d'une théorie 
syntaxico-sé:ma.ntique ascendante dans le cas d'un 
rattachem.ent d'une théorie syntaxico-sé:ma.ntique ascendante à 
une théorie syntaxico-sé:ma.ntique descendante . 
• En règle générale, chaque tt1éorie SSD est m.ère d'une ou de 
plusieurs théories SSD filles ou d'une théorie purement 
sémantique descendante fille ( pour les contraintes de 
parenté, voir les théories sémantiques descendantes ) , à 
l'exception de 
- des théories englobant tout l'énoncé, 
- des théories abandonnées pour cause de scor e trop faible , 
- des théories en cours d'étude . 
Chaque théorie SSD fille a été obtenue en opérant une ou 
plusieurs m.odifications dans les arbres syntaxique(s) et/ou 
sé:mantique(s) de la (des) theorie(s) SSD m.ère(s) : 
- soit parce qu'un ou plusieurs noeuds ont été ajoutés à 
l'arbre syntaxique de la théorie SSD mère et/ou parce qu'un 
ou plusieurs ajouts ont été et f ectués sur l'arbre 
sémantique de la théorie SSD mère . Ces modifications 
permettent au module SYN-SEl1 d' émettre au moins une 
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hypothèse vers LEX ou DIAL . 
- soit parce que la théorie SSA m.ère a été rattachée è. la 
théorie SSD mère . 
L'indication de ces relations mères-filles permet de retrouver 
les différentes étapes du développem.ent d ' une théorie en observant 
les m.odif ications qui sont réalisées lorsqu'on passe de la 
théorie-m.ère à la théorie-fille. 
• A chaque théorie SSD est associé un type. En l' occurence, le 
type théorie SSD. (THSSD) 
• A chaque théorie SSD est associé un score définissant son 
degré de vraisemblance . Ce score permet d'évaluer s'il vaut la 
peine de continuer à développer cette théorie . 
Ces deux derniers attributs sont utilisés spécialement lors du 
développement de cette théorie. 
6 . 8 . 3 . 2 Les théories Syntaxico-Sémantigges Ascendantes { SSÀ )..:.. 
• A chaque théorie SSA est a ssocié un numéro identifiant . 
• A chaque théorie SSA sont associées une structure d'arbre 
syntaxique et une structure d · a.rbre sémantique. 
• En général , chaque théorie SSA est fill e d'une ou de plusieurs 
théories SSA mères ( Voir figure VI.3) : 
- à l' exceP.tion des théories SSA initiales obtenues à part ir 
des hypothèses émises par la composante LEX; :mais à part 
celles-ci : 
- chaque théorie SSA est de toute façon fille d'une théorie 
SSA, mais peut de plus être fille d'une deuxièm.e théorie 
SSA dans le cas d'un rat t achement de cet te dernière à le. 
première. 
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• En rè,;ile générale, chaque théorie SSA est aère d'une ou de 
plusieurs théories syntaxico-sé:mantiques ( ascendantes ou 
descendantes ) fil les ou d' tme théorie purement sémantique 
ascendante fille ( pour les contraintes de parenté _ voir les 
théories syntaxico-sé:mantiques descendantes ainsi que les 
théories sémantiques ascendantes), à l'exception 
- des théories englobant tout l'énoncé, 
- des théories abandonnées pour cause de score trop faible 
- des théories en cours d'étude . 
Chaque théorie SSA fille a été obtenue en opérant une ou 
plusieurs modifications dans les arbres syntaxique(s) et/ou 
sémantique(s) de la (des) theorie(s) SSA m.ère(s) : 
- soit parce qu'un ou plusieurs noeuds ont été ajoutés à 
l'arbre syntaxique de la t héorie SSD mère et/ou parce qu'un 
ou plusieurs ajouts ont été effectués sur l'arbre 
sémantique de la théorie SSD aère . Ces :m.odifications 
peraettent au m.odule SYN-SEH d' ém.ettre au moins une 
hypothèse vers LEX ou DIAL . 
L'indication de ces relations mères-filles permet de retrouver 
les différentes étapes du développement d'une théorie en observant 
les modifications qui sont réalisées lorsqu'on passe de la 
théorie-mère à la théorie-fille. 
• A chaque théorie SSA est associé un type . En l' occurence, le 
type tt1éorie SSA. (TI-ISSA) 
• À chaque théorie SSA est associé un score définissant son 
degré de vraisemblance. Ce score permet d'évaluer s'il vaut la 
peine de continuer à développer cette théorie . 
Ces deux derniers attributs sont utilisés spécialement lors du 
développement de cette théorie . 
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6 . 8.3.3 Les théories Purement. Sémantiffi!es Descendantes ( PSD ). 
• A chaque théorie PSD est associé un numéro identifiant . 
• À chaque théorie PSD est associée une structure d'arbre 
séœntique 
• En général, chaque théorie PSD est fille d'une ou de plusieurs 
théories mères : 
- à l' excention des théories PSD initia.les obtenues à partir 
des hypothèses émises par la composante DIAL; mais à part 
·celles-ci : 
- chaque théorie PSD est fille, soit d'une théorie 
PSD dans le cas tJ.8.bi tuel , soit d'une théorie PSD mère et 
d'une théorie sémantique ascendante mère dans le cas d'un · 
rat tache1r1ent d'une théorie ascendante à une théorie 
descendante, soit d'une théorie SSD dans le cas d'un abandon 
de la partie syntaxique de la théorie . 
• En règle générale, chaque théorie PSD est 1r1ère d'une ou de 
plusieurs théories PSD filles ou d'une théorie sémantique 
fille, à l'exception 
- des théories englobant tout l'énoncé , 
- des théories abandonnées pour cause de score trop faible, 
- des théories en cours d'étude . 
Chaque théorie PSD fille a été obtenue en opérant une ou 
plusieurs modifications à la (aux) théorie(s) mère(s) : 
- soit pe.rce qu'un ou plusieurs ajouts ont été effectués sur 
l'arbre sémantique de la théorie SSD mère. Ces modif ica tians 
permettent au module SYN-SEtl d' émettre au moins une 
hypothèse vers LEX ou DI.AL . 
- soit en rat.ta.chant la théorie PSA mère è. la théorie PSD :m.ère 
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- soit en transformant la théorie SSD mère en théorie PSD par 
suppression de la partie syntaxique. 
L'indication de ces relations mères-filles permet de retrouver 
les différentes étapes du développement d'une théorie en observant 
les modifications qui sont réalisées lorsqu'on passe de la 
théorie-mère à la théorie-fille. 
• À chaque théorie PSD est associé un type . En l' occurence , le 
type théorie PSD . (THSD) 
• A chaque théorie PSD est a ssocié un s core définissant son 
degré de vraisemblance . Ce score permet d'évaluer s'il vaut la 
peine de continuer à développer cette théorie . 
Ces deux derniers attributs sont utilisés spécialement lors du 
développement de cette théorie . 
6. 8 . 3. 4 Les théories Purement Sémantim1es Ascendantes ( PSA )--=--
• A chaque théorie PSA est associé un numéro id en tif iant. 
• A chaque théorie PSA est associée une structure d'arbre 
sémantique. 
• En général, ch8.que tl"léorie PSA est fille d'une ou de plusieurs 
théories syntaxico-sém.antiques ( ascendantes ou descendantes ) 
mères : 
- à l' exceP.tion des théories PSA initiales obtenues à partir 
des hypothèses émises par la composante LEX; :mais à part 
celles-ci : 
- ch8.que tt1éor1e PSA est fille, soit d · une théorie 
PSA dans le cas habituel, soit de deux U-1éories PSA dans le 
cas d'un rattachement de la deuxième à la première, spit 
d ' une théorie SSA dans le cas d'un abandon de la partie 
syntaxique de la théorie SSA . 
9ô 
• En règle générale, chaque théorie PSA est m.ère d'une ou de 
plusieurs théories PSA ou PSD filles , à l'exceP.tion 
- des théories englobant tout l'énoncé_ 
- des théories abandonnées pour cause de score trop faible , 
- des théories en cours d'étude . 
Chaque théorie PSA fille a été obtenue en opérant une ou 
plusieurs modifications dans la (les) théorie(s) mère(s) : 
- soit parce qu'un ou plusieurs ajouts ont été effectués à 
l'arbre sémantique de la t héorie SSD mère . Ces modifications 
perm.et tent au module SYN-SEtl d · émettre au moins une 
hypothèse vers LEX ou DI.AL . 
- soit en rattachant une théorie PSA à une autre théorie PSA. 
- soit en t ransf orm.ant la t héorie SSA mère en théorie PSA par 
suppression de la partie syntaxique . 
L'indication de ces relations mères-filles permet de retrouver 
les différentes étapes du développement d'une théorie en observant 
les modifications qui sont r éalisées lorsqu'on passe de la 
théorie-mère à la théorie-fille . 
• A chaque théorie PSA est associé un type . En l' occurence. le 
type théorie PSA. (THSA) 
• A chaque t:tiéor i e PSA est associé un score dêf inissant son 
de,;;rré de vraisemblance. Ce score permet d'évaluer s ' il vaut la 
peine de continuer à développer cette théorie. 
Ces deux derniers attributs sont utilisés spécialement lors du 
développement de cette théorie . 
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A.t tachement de 
2 théories 
ascendantes 
Théories 
syntaxico-sémantiques 
ascendantes j 
Développement 
d'une théorie 
descendante~ f 
Théories 
syntaxico-sémantiques 
descendantes 
V 
---~-------.-----'\ ~ / 
'î/ 
DéYeloppement 
d'une théorie 
ascendante 
.. 
Suppression de la 
partie syntaxique 
Dheloppement 
d'une théorie 
liscendant.e 
,,..,.~, 
/ \ 
/ \ t . ( 
Théories 
purement sé:m.antiques 
ascendantes 
J 
Attachement de 
2 théories 
ascendantes 
~ . 
Attachement d'une 
théorie ascendante 
à une théorie 
descendante 
Suppression de la 
partie syntaxique 
( Théories 
l purement sémantiques descendantes 
~ 
'------------..,..... .. / 
Attachement d'une 
théorie ascendante 
à 1.me théorie 
descendante 
Développement 
d'une théorie 
descendante 
Figure VI . 3 Relations entre les théories-mères et 
les théories-filles 
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Une représentation graphique de la structure de données qui va 
être utilisé pour implémenter les théories est : 
Structure Théorie 
~ 
Structure adresse 
stn,ct ure Théor 
de la 
ie 
munero 
t}'pe 
score 
mère! 
mére2 
liste 
-
filles 
arbre_synt. 
arbn-_sém 
... 
~ 
L 
~ 
... 
L 
r 
L 
r 
A.dresse de la :première 
théorie-mère 
Adresse de la seccmde 
théorie-mère 
Strœt-ure Liste des théories_filles 
Strœt-ure Arbre syntaxiqœ 
Stnct1.1re Arbre sémantique 
Après avoir expliqué ce ::r~~· e3 t. lli"le théorie et présenté ses 
différents attributs, je vais parler des autres structures de 
données qui sont utilisées par les analyseurs et stockées dans la 
base de théories . 
6. 8.3 . 5 Les arbres syptaxigyes. 
La structure de ces arbres ne pose pas de problème 
particuli~r. Les R. N.P . sont bien connus et la :manière de 
construire ces arbres est :maintenant bien définie . 
La structure de données que nous allons utiliser pour 
représenter un arbre syntaxique ne contient que deux champs, à 
savoir 
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• un poi,,'lteu1· vers le noeud 1-acinti" de l ' arbr e syntaxique de la 
t héorie ( l es aut res noeuds d e l'arbre peuvent être retrouvés en 
passant par ce noeud ) . 
• un pointeur vers u1ie l i s te des te1:IJ1.il1&u.r reconzws sur 
l'arbre syntaxique. Cette liste est e:m.ployée par l'analyseur qui a 
besoin de retrouver rapide:m.ent les terminaux déjà reconnus, et cela 
sans devoir reparcourir l'arbre chaque fois . 
La représenta t i on graphique de cette structure est 
Structure Arbre syntaxique 
Structure adresse de 
la structure Arbre 
syntaxique 
-
racine 
t.erm 
-~ 
-
...-
6 . 8 . 3 . 5.1 Les noeuds synta.xig1,ies . 
Stn.1ettu·e noeud racine 
de l'arbre 
Structure Liste des 
terminaux de l'arbre 
Un arbre est composé de noeuds . Il es t donc nécessaire de 
représenter ces noeuds . Un noeud possède différents attributs 
permettant de l'identifier et le développement de la théorie à 
laquelle il appartient . Ces attri buts sont : 
• uz-1 tJ•pe : un noeud peut être de type soit Indéterminé 
(NDSIND) qui est sa valeur par défaut, par exemple lorsqu'il Yient 
d' être créé, soit Non-terminal de la grammaire (NDSNTERI1), soit 
Terminal de la grammaire (NDSTERU) , soit :Réalisation d ' un terminal 
(NDSRE.AL). En effet, il existe une différence entre la notion de 
terminal de la grammaire ( par exemple: nom) et sa réalisation ( 
par exemple : poire) . 
• l.111 SJ•7Jtbole : à chaque noeud est associé une chaîne de 
caractères qui contient sa valeur ( par exemple 
passeport ) . 
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• noeud-père : à chaque noeud est associé le noeud-père de 
ce noeud dans l'arbre syntaxique . 
• liste de noelbds-tils : à chaque noeud est associé la 
liste des noeuds-fils de ce noeud dans l'arbre syntaxique de la 
théorie qui contient ce noeud . 
Les deux derniers attributs se rapportent e.ux R. N. P.. Ils 
permettent à l'analyseur de poursuivre le développement de l'arbre 
syntaxique . Ils indiquent le point de reprise de l'analyse dans les 
R.N. P .. 
• w .. a.1ro d.!: bran.elle : il faut savoir lorsqu'on a. un noeud, 
quelle branche du sous-réseau ( sous-réseau qui est connu grâce au 
noeud-père) a permis de le produire=> un entier numéro de branche 
( le. numérotation exista.nt dans la représentation interne des 
' R. N. P. ) . 
• nwtéro de sJ7i'1llole : il fa ut également connaître le numéro 
du symbole sur la branche ( la numérotation existant dans la 
représentation interne des R. N.P . ) . 
La représentation graphique d'un noeud syntaxique est 
Structure Noeud Syntaxique 
..,....,-
~· 
_sse de A.drP 
la st 
noet"ld. s 
ructure 
yntaxique 
type 
symbole 
numéro de branche 
numéro de 
symbole 
noe"li.d-père 
liste de 
noeuds-fils 
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Adresse d'une 
chaîne de 
caractères 
A.dresse du 
noeud-père 
StrUQture liste de 
noeuds-fils 
" 
6 . 8 . 3 . 6 Les art,res sémantigyes . 
Un arbre sémantique para.î t fort semblable à un art,re 
syntaxique . Uais :malheureusement, les notions utilisées dans la 
représentation sém.anti~Àe et la manière de construire cette 
représentation sont fortement di fférentes. D'un point de vue des 
notions employées, la représentation sémantique est décrite en 
termes de proposition, prédicat , :primitive, cas, ... plutôt que 
qu'en termes de terminal ou non-terminal de la grauaire . Les 
règles de construction de l'arbre sont de type condition-action et 
ces conditions sont évaluées en fonction du prédicat, de la 
primitive d'où provient ce cas, de la phrase nominale ainsi que de 
leurs environnements syntaxiques . L'analyseur sémantique utilise 
donc un autre type d' inf orm.a tions ~.le celles utilisées par 
l ' analyseur syntaxique pour représenter et développer un arbre 
sémantique . Pour ces raisons , il n'est pas possible d'utiliser une 
structure de données identique pour représenter un arbre sémantique 
et un arbre syntaxique . 
Les structures de données qui seront présentées contiendront : 
- des informations identifiant les éléments déjà découverts de 
la représentation sémantique . 
- des informations nécessaires à l'analyseur pour poursuivre 
le développem.ent des représentations sémantiques. 
On remarque tout d'abord qu ' une phrase est composée de 
propositions. On peut effectuer sur l'arbre sémantique un découpage 
similaire en propositions . L'arbre sémantique peut donc être 
considéré comm.e composé de noeuds correspondant chacun à une 
proposition. Une structure énoncé contiendra les di verses 
informations nécessaires à l'analyseur au sujet d'une proposition. 
La structure utilisée pour représenter un arbre sémantique est l a 
suivante . A chaque structure d'arbre sémantique sont associés : 
• La proposition principale de la phrase ( une structure 
énoncé ) . Celle-ci correspond a.u noeud racine de l'arbre. On peut 
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retrouver tous les élë:ments de cet arbre en passant par ce noeud . 
• La liste des bornes des lifots recol'lJ'lus sur 1 'énoncé. Cette 
liste est pratique car il ne faut pas tenter de reconnaître 
plusieurs :mots à un :mê:me endroit de l'énoncé. Grâce à elle , on 
connaît directement les parties de l'énoncé déjà reconnues sans 
avoir à reparcourir tout l'arbre . 
La représentation graphique de la structure d'arbre sémantique 
est 
Structure Arbre sémantique 
-~ 
énorieé 
--
Structure Enoncé 
.... 
bornes 
-
Strt'\Ct\u-e adresse de la 
structure Arbre 
sémantique 
~ Strt'\Cture Liste de bornes 
6. 8. 3. 6.1 Les énoncés. 
L'arbre sé:mantique se 
correspondants aux :multiples 
structure énoncé contient 
déco:m.pose en 
propositions 
différents noeuds 
de la phrase. Une 
- des infor:ma.tions identifiant une proposition. 
- des inf or:ma tions dépendant d'une proposition et nécessaires à 
l'analyseur pour la poursuite du développement des représentations. 
A chaque structure énoncé sont associés di vers attributs qui 
identifient une proposition : 
• une liste de iodslités qui est non-vide uniquement pour le 
noeud racine ( proposition princi pale) de l'arbre . 
• une structure proposit.iœi , laquelle est co:m.posée 
+ d'une structure p.i-:i.m.it.i1;e  représentée par 
- un cha:mp (r•pe de la pri:mi ti ve ce type est soit 
indéter:miné (TPIND), soit un verbe (TPVERBE), soit un no:m (TPNOH) , 
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soit un adjectif (TPADJ). 
- un champ noll 
exemple Agent, Objet, ... 
qui est le nom. de la primitive, par 
- un champ realisstion qui est sa valeur sous forme de 
chaîne de caractères, par exemple " Voiture, Polllllle, Vouloir . ... " 
+ d'une structure liste de cas associée à cette primitive. 
A ch8.que associé un attribut 
supplémentaire, 
structure 
nécessaire 
énoncé est 
à l'analyseur pour la poursuite du 
développement de la représentation sémantique : 
• un l'livesu qui est défini coillifl.e 
La proposition principale de la phrase possède le niveau O. 
Le niveau d'une autre proposition = Le niveau de la 
proposition père+ 1 . 
Représentation graphique de la structure Enoncé 
Structure Enoncé 
Struct~u-e adresse de 
la structure Enonce 
stn.'ICt primi ive 
struct proposition 
\ 
nivea1_1_ 
modalités 
--+----- Structure Liste de t1odalités 
type 
nom 
Structure Chaîne de caractères 
1 
11 réalisation 
1, • ------
Strvctvre Chaîne de caractères 
case frame 
--+----- Structure Liste de Cas 
6. 8.3 . 6.2 Les structures de cas. 
Les listes de cas as:rnciée;s aux primitives sont composées de 
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cas qui possèdent. les attributs suivants 
• un t1pe : qui e3t 3oit indéterminé ('KIND) qui e3t 3a valeur 
par àétaut lo:r;~ d.e sa création, soit proposition nomina.le (TCPN), 
soit énoncé (TCENON) . 
• un ... sJ11tbole 
caractères . 
qui est sa valeur sous f orae de chaîne de 
• une réslisBtion cet te réalisa tian peut se faire de 2 
:manières différentes, 
+ soit par tout un énoncé àe proposition : on trouvera alors 
dans la pa.rtie réali3ation une référence à une 3tructure énoncé . 
+ soit par un qroupe 110Mil'18l : on trouvera alors dans la 
partie réalisation une structure composée de 
- une préposi t:üm. 
- un détermi1'18.11t. 
- un Bdiectir. 
- un 1Wi1l. 
• une référence au noeud élioncé-père duquel dépend ce cas e t 
nécessaire au développement de la représentation sémantique . 
Représentation graphique d e l a. structure d ' tm cas 
Structure adres:s:e d 
la structure Cas 
Stni.cture Enoncé 
_...,-,-----
e 
-... 
Structure Cas 
type 
symbole 
prep 
énoncé 
det 
adj 
nom 
énoncé_père 
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Structure Chaîne 
de caractères 
Stru.cture Chaîne 
de caractères 
Structure Chaîne 
de caractères 
Structure Liste de Chaînes 
de caractères 
Structure Chaîne 
de caractères 
Adresse de la structure 
Enoncé 
6. 8. 3. 6. 3 Les modalités . 
Elles sont groupées dans une liste de modalités et chaque 
structure représentant une modalité comporte deux champs 
• son noJtJ : par exemple, le temps, la voix, ... 
• sa Y.-"Bleu.t· : sous f orm.e de chaîne de caractères . 
Une représentation graphique d'une modalité est 
Structure Hodalité 
Structure adresse de 
la struchu-e t1odali té 
. 
f 
6. 8.3.6 . 4 Les bornes . 
nom 
valetu· 
-~ 
-... 
Struct t'\re Chaîne 
de caractères 
Structure Chaîne 
de caractères 
La structure représentant une_ paire de bornes d'un mot est 
bien simple. Elle contient 2 champs qui sont : 
• un début : qui marque le début de l'emplacement du mot sur 
l'énoncé de la phrase. 
• une fin : qui marque la fin de l'emplacement du m.ot sur 
l'énoncé de la phrase. 
Une représentation graphique de cette structure est 
Structure Bornes 
0----__ d_e_bu_t_-t 
Strt\Cture adresse de la 
stn,ct ure Bornes 
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6. 8. 3. 7 Les listes . 
À plusieurs end.roi ts , on parle de structure de li3te . La 
structure utilisée pour représenter une liste est identique quel 
que soit le type des éléments de la liste . Prenons donc une liste 
d'éléments appelés pour la circonstance XYZ . 
On a alors : 
1 
• à chaque liste est associée une lonçueur indiquant le nombre 
d'éléments de la liste. 
• à chaque structure de liste est associée une référence à une 
liste d'adresses permettant de retrouver les éléments de la liste. 
La représentation graphique d' ,.me liste de XYZ est la suivante 
Structure Liste de l'YZ . 
~---Lo_n_g,.:e_•rr-----1 
Structure adresse de 
la liste de l'Yë: . 
liste 
_,_.,..,..,._..,..,--
_ _,.,. 
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_,__ Adresse d'un élérten.t. 
de type XYZ 
liste de :i:ointe11rs vers les 
adresSJ?s des XYZ . 
.. 
6 . 8. 4 :Remar~e. 
Il faut préciser maintenant que les structures qui ont été 
décrites ne sont peut-être pas celles qui seront utilisées dans le 
système final. En effet, la structure des données qui doivent être 
stockées par la base de théories, est identique à celui des données 
que trn.i te le :module principal de raisormem.ent du m.odule SYN-S!:t1. 
La manière de construire les représentations syntaxiques des 
phrases est maintenant fixée bien qu'elle ait varié plusieurs fois 
au cours de lélaboration de notre travail. Les structures de 
données utilisées pour construire ces représentations sont donc 
bien définies. Par contre, la manière d'implémenter l'analyseur 
sémantique du module SYN-SE:t1 n ' est pas encore déterminée avec 
certitude. · La dernière version des structures concernant les arbres 
sémantiques et qui vont vraisemblablement être utilisées date 
seulem.ent de juillet 87. Il reste donc un certains nombre de 
dét8.ils concernant ces structures qui pourraient être changés dans 
un proche avenir . Ces che.nge:m.ents de structure sont dus au fait que 
nous nous trouvons dans tm domaine de recherche et qu'il faut 
régulièrement recommencer le tra,rail pour trouver la solution qui 
paraît être la meilleure , la plus adéquate et qui per:m.et de 
construire les représentations avec un m.ini:m.u:m. de problèmes . 
6. 9 Les fonctions d'accès à la base de théories . 
Je viens de décrire les différent.es structures qui sont 
utilisées par le module de raiso1me:m.ent. Ces structures sont 
stockées dans la base de théories . Celle-ci constitue donc une base 
de données . Un certain nombre de fonctions d'accès sont nécessaires 
pour accéder à cette base. Ce sont principalement des fonctions de 
crétt.tion, de destruction et de consultation des structures stockées 
dans la base. Ces fonctions d'accès dépendent donc directement du 
format des données à traiter. 
La structure de ces données apparait :maintenant co:mme quasiment 
définitive . 11alheureuse:m.ent , il n'en a pe.3 toujours été ainsi et 
c'est pourquoi à chaque changem.ent du f or:m.at des donnëes, il a 
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fallu reco:m.mencer la programmation des fonctions d'accès. Du point 
de vue des fonctions d'accès tra.i tant le. partie syntaxique des 
représentations, celles-ci ont été définies et réalisées, et on 
peut considérer celles-ci co:nune définitives. Néanm.oins. il est 
vraisemblable qu ' il faudra. en créér l'une ou l ' autre nouvelle :mais 
celles qui seront véritablement ut.iles ne pourront être définies 
que lors de l'emploi réel de la tiase de tt1éories. 
Par contre, du point de v'Ue des structures concernant les 
arbres sémantiques. celles qui viennent d'être présentées n'ont été 
adoptées que récemrn.ent ( juillet 87 ) et diffèrent fortem.ent des 
anciennes. Les fonctions qui avai ent été définies puis réalisées ne 
Bont donc plus d'actualité et le fait d' être limité par le temps 
pour la remise de ce mémoire ne m' a pas permis d'aller plus loin 
que le. •:l.éf ini tion des nouvelles fonctions à réaliser . 
Dans les pages qui suivent , je présenterai la définition des 
diverses fonctions d'accès qui ont été réalisées et le. définition 
des structures en langage C qui ont été utilisées . 
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Dans les paragraphes suivants, on peut trouver la description 
de toutes les fonctions envisagées . On suppose que les notions 
d. ' enaeialïJ l.e , à' en i.1n it fie c~re,ctère sont connues du lecteur. Une 
liste sera pour nous tm ensemble où les différents éléments ont tm 
rang . C'est donc un ensemble où l'ordre d'énumération des éléments 
a. une importance . La longueur d'une liste est son cardinal. De 
plus , nous dirons de deux éléments quelconques qu'ils sont 
identiques, non pas lorsqu'ils désignent le même objet physique 
:mais , lorsque leurs composants sont identiques dans le cas d'objets 
structurés, ou lorsqu' ils ont la même va.leur dans le cas d'objets 
élémentaires comme les caractères ou les entiers. Le signe '=' ne 
sera utilisé qu'entre deux désignations différentes d ' un même objet 
.. physique. Pour chaque fonction d'accès, nous avons précisé son 
domaine de dèpart, son dom.aine d'arrivée, ses préconditions et 
postcondi tions si nécessaire ainsi que l'action qu'elle est censée 
effectuer. Les différents domaines seront notés de la façon 
suivante : 
- CAR désigne l'ensemble des caractères . 
- CHC.AR désigne l'ensemble des chaînes de caractères. 
Une chaîne de caractères sera pour nous tme liste de caractères 
- LCHCAR désigne l'ensemble des listes de chaînes de caractères . 
v· 1 chca r e LCHC.AR , 1 chca r e CHC.AR . 
- N désigne l'ensemble des entiers . 
- NDS désigne l'ensemble des noeuds syntaxiques. 
- 'I'îPNDS désigne l'ensemble des types d'un noeud syntaxique. 
- LNDS désigne l'ensemble des listes de noeuds syntaxiques . 
- .ARBSYN désigne l'ensemble des arbres syntaxiques . 
- ARBSEl1 désigne l'ensemble des arbres sémantiques . 
- THEORIE désigne l'ensemble des théories . 
- TYPTii désigne le type d · tme t héorie. 
- LTHEORIE désigne l'ensemble des théories . 
v lthéorie e L'I'HEORIE , ltheorie c THEORIE. 
Fonctions déf inies sur tous l es tyP.es d'objets . 
Plusieurs Ïonctions sont déÏinies sur tous les types d ' objets , 
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ce sont les fonctions créer, détruire, copie et égal. Soit un 
ensemble X et un élément x e X. 
Constructeurs . 
créer 
Do:aaine de départ:/ 
Do:aaine d'arrivée : X 
Précond.itions : aucune. 
Postcondi tions : 3 ! x e nouveau-X et x ~ X. 
Actions : La fonction crée un x . 
détruire 
Do:aaine de départ : X 
Do:aaine d'arrivée : / 
Préconditions: aucune 
" Postcondi tions: 3 ! x e: ancien-X et x ~ X. 
Actions : La fonction détruit le X. 
copie 
Do:aaine de départ: XxX. 
Do•aine d ·arrivée: X. 
Précondi tions : aucune . 
Postconditions : ~ (x1,x2) e XxX, 
copie(x1,x2) => identique(nouveau-x1,x2) . 
Actions : La fonction copie xi dan3 x2 . 
Sélecteurs. 
Do•aine de départ : XxX. 
Do:aaine d •arrivée: {identiques ,différents} 
Actions : La fonction indique si deux éléments de X sont 
identiques . 
Fonctions définies sur les listes . 
Certaines fonctions sont dé f inies sur tous les objets de type 
liste . Ce sont les fonctions ajcop, ajout , inscop, inser, cat, 
long , vide , elen, elendup , loccel , cont . Soit l' ensemble LX des 
listes lx d'éléments x e X. 
Constructeurs. 
ajout 
Do:aaine de départ: LXXX. 
Doaaine d •arrivée: LX. 
Préconditions: aucune. 
Postconditions: 'v (lx,x) e LXxX, ajout(lx ,x ) => 
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3! élém.ent, élém.ent e nouveau-lx 
et élément~ ancien-lx 
et élém.ent = x. 
Actions : La fonction aj oute x à lx. 
Si:ra:Rlif ica teurs 
ajcop 
Do:aaine de départ: LXXX. 
Do:aaine d •arrivée: LX. 
Précond.i tions : aucune. 
Postcond.itions: 'V (lx , x) e LXxX, ajcop(lx . x) => 
:3! élément_ élé:m.ent e nouveau-lx et 
élément~ ancien-lx et 
identique(élément,x) et 
identique(rn.ng(nouveau-lx, élément), longueur(lx) ) . 
Actions: La fonction ajoute une copie de x à lx . 
" inscop 
Doaaine de départ: LXxXxN. 
Do:aaine d'arrivée: LX. 
Préconditions: aucune. 
Postconditions: v· (lx, x ) e LXxX, inscop(lx , x) => 
3! élém.ent, élément e nouveau-lx et 
élém.ent ~ ancien-lx et 
identique (élément .. x) et 
identique ( rang (nouveau-lx, élément) , min( longueur (lx), n)). 
Actions : La fonction i nsère une copie de x à l'endroit n dans 
lx . 
inser 
Do:aaine de départ : LXxXxN. 
Do:aaine d'arrivée: LX. 
Précondi tions : a.ucune. 
Postcond.itions: 'V (lx, x) e LXxX, inser(lx , x) => 
:I! élément, élément e nouveau-lx e élément~ ancien-lx et 
élément= x et rang(lx , x) = m.in(longueur(nouveau-lx) .. n ). 
Actions: La fonction insère x à l'endroit n dans lx . 
cat 
Doaaine de départ : LXxLX. 
Do•aine d ·arrivée : LX. 
Précondi tions: auetme . 
Postcondi tions : v· ( lx1, lx2) e LXxLX, ca t ( lx1, lx2) => 
·v· x e ancien-lxl , x e nouyei;;.u-lx1 et 
rang(nouveau-lx1 , x) = rang(ancien-lx1 , x) et 
'i x e lx2, x e nouveau-lx1 et 
rang(nouveau- l xL x) = rang(lx2, x)+longueur(ancien-lx1) 
Actions: La fonction concatène lx2 à lx1 . 
Sélecteurs . 
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Doaa.ine de départ : LX. 
Do.aine d •arrivée: N. 
Actions: La fonction indique l a longueur de lx e LX. 
vide 
Do:a.aine de départ: LX . 
Doaa.ine d'arrivée: {Yide, non-vide} . 
Actions : La fonction indique 3i lx e LX est vide . 
elen 
Do.aine d.e départ: LXxM 
Doaa.ine d'arrivée: X 
Actions: La fonction fournit l 'élément de rang n de lx e LX. 
elendup 
Doaa.ine de départ : LXxN. 
Do:a.aine d'arrivée: X. 
Actions: La fonction fournit 1.me copie de l'élément de rang n de 
lx e LX . 
loccel 
Do•aine d.e dêpart : LXxX. 
Doaa.ine d •arrivée : LE}IT. 
Actions : La fonction f ournit la. liste des rangs des éléments 
d • un lx e LX identiques à un certain x e X . 
cont 
Do:a.aine de départ : LXxX. 
Doaa.ine d'arrivée: {contient, ne-contient-pas} 
Actions : La fonction indique si lx e LX contient un élément 
identique à x e X. 
Le::; autres fonctions qui ont été définies sont toutes 
particulières aux différents types d'objets . 
Fonctions sur les noeuds synt e.xigues. 
Constructeurs . 
deftyp_nds 
Doaa.ine de départ: NDSxTYPNDS . 
Doaa.ine d'arrivée : lIDS. 
Préconditions : aucune. 
Postcondi tions: 'v (ncis _ typ) e NDSx'I'YPNDS _ 
clef typ_n.ds(n.ds , typ) => 
identique(type(nouveau-nds ),typ). 
Actions : La. fonction définit le type du noeud par typ. 
,jef syIDb_nds 
Doaa.ine de départ: NDSxCHCAR . 
Do.aine d ·arrivée : NDS . 
Préconditions: aucune. 
Postconditions : ~ (nds , chcar ) e NDSxCHCAR, 
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defsymb_nds(nds,chcar) => 
identique(symbole(nouveau-nds),chcar) . 
Actions : La fonction définit le symbole du noeud par chcar. 
defnb_nds 
Do.aine de départ: NDSxE}IT. 
Do.aaine d'arrivée: NDS. 
Précondi tions : auc1..me . 
Postconditions: V (nds , num) e NDSxENT, 
defnb_nds(nds , num) => 
identique (nUllléro-de-branche (nouveau-nds), num). 
Actions: La fonction définit le numéro de branche du noeud par 
mun. 
defns_nds 
Do.aine de départ: NDSxEN'I' . 
Do.aine d'arrivée: NDS. 
Précondi tions : aucune. 
Postconditions : V (nds,num) e NDSxENT, 
defns_nds(nds,mun) => 
identique(mméro-de-symbole(nouveau-nds) ,nUlll). 
Actions: La fonction définit le numéro de symbole du noeud par 
muri. . 
defdeb nds 
Do•aine de départ: NDSxf loa t. 
Doa.aine d'arrivée: · NDS. 
Précondi tions: aucune. 
Postconditions: V (nds,num) e NDSxfloat, 
defnb_nds (nds , mun.) => 
identique(début(nouveau-nds) .num). 
Actions : La fonction définit l e début du noeud par num. 
deffin_nds 
Do.aine de départ: NDSxf loat . 
Do.aaine d'arrivée: NDS. 
Préconditions: aucune. 
Postconditions: V (nds.nUlll) e NDSxf loat, 
def f in_nds (nds . num) => 
identique (fin nouveau-nd s) , num). 
Actions: La fonction définit l a fin du noeud par mm. 
defpere_nds 
Do.aaintf de départ: NDSxNDS. 
Do•aine d ·arrivée: NDS. 
Précondi tions: aucune. 
Postcondi tions : V (nds1, nds2) e NDSxNDS, 
defpere_nds(nds1,nds2) => 
identi~1e(nds-pere(nouveau-nds2),nds1). 
Actions : La fonction définit le noeud-père du noeud nds2 par le 
noeud nds1. 
def lf nds 
Do:aaine de départ : ND SxLNDS . 
Do.aaine d'arrivée: NDS. 
Précondi tions : aucune. 
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Postconditions: 'v (nds, lnds) e NDSxLNDS, 
deflf_nds(nds , lnds) => 
identique(nds-liste-fils(nouveau-nds),lnds) . 
Actions : La fonctiün définit la liste de fils du noeud nds par 
la liste lnds . 
Sélecteurs . 
type_nds 
Do:aaine de départ: NDS . 
Do:aaine d'arrivée : TYPNDS . 
Actions : La fonction f ournit le type typnds e TYPNDS d'un noeud 
nds e NDS . 
symb_nds 
Do:aaine de départ : NDS . 
Do:aaine d •arrivée : CHC.AR . 
Actions : La fonction fourni t le symbole chcar e CHC.AR d'un 
noeud nds e NDS . 
numbr nds 
Do:aaine de départ: NDS. 
Do:aaine d •arrivée: ENT. 
Actions: Le. fonction fournit le numéro de branche num. e ENT 
d'un noeud nds e NDS. 
r.l'l.llllsym_nd s 
Do:aaine de départ : NDS. 
Do:aaine d •arrivée : ENT. 
Actions : La fonction fournit le numéro de symbole num e EN'I' 
d'un noeud nds e 1-IDS . 
deb_nds 
Do:aaine de départ : NDS . 
Do:aaine d •arrivée : float. 
Action:,: La fonction f ournit le début deb e float d'un noeud 
nds e NDS. 
fin_nds 
Do:aaine de départ: NDS . 
Do•aine d'arrivée: float. 
Actions : La fonction fournit la fin fn e float d'un noeud nds e 
NDS . 
ndpere_nds 
Do:aaine de départ : }IDS . 
Do:aaine d ·arrivée: NDS . 
Actions : La fonction fournit le noeud-père ndpère e NDS d'un 
noeud nds e NDS . 
listef nds 
Do•aine de départ : NDS. 
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Do:aaine d •arrivée : LNDS. 
Actions: La fonction fournit la liste des noeuds-fils lnds e 
LNDS d' un noeud nds e NDS . 
Fonction::: définies sur l es a rbres syntaxiQ:J:!es . 
Constructeurs . 
defrac_arbsyn 
Do:aaine de départ: .ARBSYNxNDS. 
Doll.8.ine d ·arrivée : ARBSYN. 
Préconditions : aucune . 
Postconditions: 'V (arbsyn , nds) e .ARBSYNxNDS , 
defrac_arbsyn(arbsyn.nds) => 
identique ( re.cine-arbsyn(nouveau-arbsyn), nds). 
Actions: La fonction définit le noeud-racine de l'arbre 
syntaxique par le noeud nds . 
deft_arbsyn 
Doll.8.ine de départ : .ARBSYNxLNDS . 
Do.aine d •arrivée: .ARBSYN. 
Précondi tions: aucune . 
Postcondi tions: V ( arbsyn_ lnds) e .ARBSYNxLNDS _ 
deft_arbsyn(arbsyn,lnds) => 
identique ( liste-des ternünaux-arbsyn(nouveau-arbsyn), nds) . 
Actions : La fonction définit la. liste des terminaux de l'arbre 
syntaxique par la liste lnds . 
Sélecteurs . 
rac_arbsyn 
Do:aaine de départ : ARBSYN . 
Doll.8.ine d · a.rri vée : NDS . 
Actions : La fonction fournit le noeud racine nds e NDS d ' un 
arbre syntaxique arbsyn e ARBSYN . 
term_arbsyn 
D Oll.8. ine de d épa. r t : ARB SYN. 
Doaaine d •arrivée: LNDS . 
Actions: La fonction fournit la liste des terminaux lnds e LNDS 
d'un a rbre syntaxique e.rbsyn e ARBSYN . 
Fonctions définies sur les théories. 
Constructeurs . 
defnum_théorie 
Do:aaine de départ : THEORIExENT. 
Doaaine d · a.rri vée: TIIEORIE . 
Préconditions: aucune . 
Postconditions: ''f/ (théorie,num) e THEûRIExENT, 
8 
defnum_théorie(théorie,num) => 
identique (numéro-de-théorie (nouveau-théorie), mun) . 
Actions : La fonction définit le numéro de la théorie par ntllll . 
deft-yp_théorie 
DOJl.aine de départ : THEORIExTIPTH. 
Do:aa.ine d'arrivée: THEORIE. 
Précondi tions : aucune . 
Postconditions: V (théorie, typ) e THEORIEx'I'YPTH, 
deftyp_théorie(théorie,typ) => 
identique(type-de-théorie(nouveau-théorie).tyIJ) . 
Actions: La fonction définit le type de le. théorie par typ. 
def;:lc_théorie 
Do:aa.ine de départ: THEORIExdouble. 
Do:aa.ine d'arrivée: THEORIE. 
Précondi tions : au.cui1::.. 
Postconditions : V (théorie.score) e THEORIExdouble. 
defsc_théorie (théorie,score ) => 
identique(score-de-la-théorie(nouveau-théorie),score). 
Actions: La fonction définit le score de la théorie par score . 
defm.r1_théorie 
Doaaine de départ: THEORIExTHEORIE . 
Do•aine d ·arrivée : THEORIE . 
Précondi tions: aucune . 
Postconditions: V (théorie1, theorie2) E THEOP.IExTHEORIE, 
defmr1_théorie ( théorieL theorie2) => 
identique(theorie-mere1-de-théorie(nouveau-théorie1),thèorie2). 
Actions : La fonction définit la première théorie-mère de la 
théorie1 e THEORIE par théorie2 e THEORIE. 
defmr2_théorie 
Do•aine de départ : THEORIExTHEORIE . 
Do:aaine d'arrivée: THEORIE. 
Précond.i tions: auc:1..me . 
Postconditions: V (théorie1,theorie2) e THEORIEx'I'HEORIE, 
defmr2_théorie(théorie1 , theorie2) => 
identique(theorie-mere2-de-théorie(nouveau.-théorie1).théorie2). 
Actions : La fonction définit la deuxième théorie-mère de la 
théorie1 e THEORIE par la théorie2 e THEORIE . 
def lf_théorie 
Do:aaine de départ: THEORIExL THEORIE . 
DoJlaine d ·arrivée: THEORIE. 
Préconditions : aucune. 
Postconditions: V (théorie,ltheorie) s THEORIExLTHEORIE, 
deflf_théorie(théorie.ltheorie) => 
identique(liste-de-théorie-filles-de-thèorie(nouveau-théorie1) , lthé 
orie) . 
Action5 : La fonction définit la liste de théories-filles de la 
théorie théorie e THEORIE par lthéorie e LTHEORIE . 
defasyn_théorie 
Do:aaine de départ: THEORIExARBSYN. 
Do:aa.ine d · a.rri vee: THEORIE . 
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Préconditions : aucune . 
Postcondi tions : \:/ (théorie , 8.rbsyn) e THEORIEx.ARBSYN, 
defasyn_théor i e ( théorie.asyn) => 
identique ( e.rbre-syntaxique-de-théorie (nouveau-théorie), arbsyn) . 
Actions : La fonction définit l'arbre syntaxique de la théorie 
par arbsyn. 
defase:m_théorie 
Doaaine de départ: THEORIExARBSE:tl . 
Do:aaine d •arrivée : THEORIE . 
Précondi tions : aucune . 
Postconditions : V (théorie , arbse:m) e THEORIExARBSE:tl, 
d ef as em._ thèo rie ( théorie , a. sem) => 
identique ( a rb r e-sé:man tique-de-théorie (nouveau- théorie) , arbsem.) . 
Actions : La fonction définit l'arbre sémantique de la théorie 
par a rbse:m. . 
Sélecteurs . 
num_théorie 
.. Do:aaine de départ : THEORIE . 
Do:aaine d'arrivée: ENT. 
Actions : La fonction fournit le numéro de la théorie mun e ENT 
d'une t héorie théorie e THEORIE . 
type_théorie 
Do:aaine de départ: THEORIE . 
Do.aine d ·arrivée: TYPTH. 
Actions : La. fonction fourni t le t ype de la théorie typ e TYPTH 
d ' une théorie théorie e THEORIE . 
score_théorie 
Do.aine de départ: THEORIE . 
Do.aine d'arrivée: double . 
Actions : La fonction fournit le score de la théorie score e 
double d'une théorie théorie e THEORIE . 
mère1_théorie 
Do.aine de départ : THEORIE. 
Do.aine d ·arrivée: THEORIE. 
Actions: La fonction fournit la première théorie-mère de la 
t héorie théorie e THEORIE d'une théorie théorie e THEORIE . 
m.ère2_théorie 
Do:a.aine de départ: THEORIE. 
Do:aaine d •arrivée: THEORIE. 
Actions : La fonction fourni t la deuxième théorie-mère de la 
théorie théorie e THEORIE d'une t héorie théorie e THEORIE. 
a.rbsyn_ théorie 
Do.aine de départ: THEORIE . 
Do.aine d'arrivée: .ARBSYN. 
Actions: La fonction fournit l'arbre syntaxique arbsyn e ARBSYN 
de la théorie théorie e THEORIE . 
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arbsem._théorie 
Doaainê de départ: THEORIE . 
Do:aaine d ·arrivée: ARBSEl1. 
Actions : La fonction fournit l'arbre sém.antique arbsem. e ARBSEl1 
de la théorie théorie e THEORIE . 
listef_théorie 
Do:aaine de départ: THEORIE . 
Do.aine d'arrivée : LTHEORIE . 
Actions : La fonction fournit la liste de théories-filles 
ltt1éories E LTHEORIE de la théorie théorie E THEORIE . 
6.10 Im.P.lém.entation des structures et des fonctions d'accès . 
Pour l' im.plém.entation de notre système, nous avons choisi le 
langage C, les structures et les fonctions d'accès sont donc 
également implémentées en C. Les structures seront données de façon 
détaillée :mais en ce qui concerne les fonctions, nous nous sonuaes 
limités à fournir les entêtes des fonctions avec la description des 
paramètres d'appel. 
6. 10.1 Structures . 
La définition en langage C de!:, structures est la sui 'l,78.nt e 
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Chaîne de caractères : 
t.-ypedef struct Chcar 
in t 1 on,Jueur .: 
C::he r * cfr:~. îne .: 
.+:CHCAF: .: 
Liste de chaines de caractères : 
t-ypedef struct Lcr1car 
int longueur .: 
r:HCAP :+::t.li.:;te .: 
+:LCHCAl? .: 
Liste d'entiers: 
typede: 2:truct Lent 
int lonqueur ; 
::.nt *liste .: 
"i- +-LENT .: 
Type de noeud syntaxique: 
t. yp ed e f enum { ND SIND.• ND SREAL .• l·J) STERH, ND SlrI'ERH} TYPND S .: 
Hoeud syntaxique: 
typedef .3truct Nij~. 
TYPNDS type _: 
CHCAF'. symbole .: 
int nufil_tir _: 
int nuifl._s;niù:i .: 
f loa t ,jetiut _: 
float fin : 
.::truct N1j;:: :t. :t.nij;:;;:pere .: 
;:;truct Lnij;:; *liste_f ils .: 
*NDS .: 
Liste de noeuds syntaxiques : 
1nt lonJueur .: 
HDS :+:+li.:;te ; 
} *LNDS ; 
Arbre syntaxique: 
NDS rn.cine .: 
ums term ; 
} *ARBS:m .: 
11odalité: 
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CHCAP nom _: 
( HCAF: V,3.1 eur 
*11ûD _: 
Liste de •odalités: 
{ 
int loni;rueur ; 
UOD **lL::te _: 
} *Ll10D _: 
Type de cas: 
t7pe1jef enum 'I'ypc:s.:::e { TCIND TCPN . 'Jî,:'.ENON } 'ii.'"PCASE; 
Cas: 
î!F'CASE typ e_: 
CHCAP :::ymbole _: 
:::truc t enonce **enonce_p e_·e _: 
1.mi on reali::::s.t ion _: 
:::truct enonce _: 
8truct gnom _: 
1: HCAP p r ep _: 
LCHC.AR de t _: 
LCHCAP adj _: 
CHCAF: nom : 
} 
*CASE ; 
Liste de cas : 
~.ypedef 3truct Lca:::e 
i nt loni;rueur ; 
CASE **liste _: 
} *LCASE; 
Le tn>e type de pri•itive : 
t7pe,1ef enum Typprim { TPIND _. 'I'PVEPBE _. TPN0!1 , TPAf),J } 'il'PPPit1 ; 
!:nonce: 
typedef 3truct Enoncé 
1nt lÜV88.U _: 
L:tlOD mo,j:':l.l i té:::_: 
struct Ca s **cas r éalisé ; 
at ruct pr opo3ition 
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{ 
struct primitive 
TYPPPil1 type_: 
CHCAP nom. ; 
CHCAF: r ea l _: 
} 
LCASE caser ra.m.e _: 
\ 
.1 
} *ENONCE; 
Bornes: 
~.ypedef struc t Borne 
t loa t ,j et,ut; 
t loat tin _: 
_;- *BOPNE _: 
Liste de bornes: 
int lcin(;ue1-u- .: 
BOPNE :+::+:li2:te _: 
} *LBOPNE _: 
type,jef struct Arbsem 
ENONCE enonc e _: 
LBOF:NES t ,ornes _: 
Type de théories : 
t:yped ef enu.Iû. T'_{p tl:"1 {THIHD .. THS SD .• THSSA .. THSD .· THSA } T':fPTH ; 
Théorie : 
t.ypedef struct TI-1éorie 
.,_ 
.r 
in t num.é r o _: 
T':i:"'PTH type_: 
,jouble s core _: 
;:;truct TI-1éo rie :+::+:mèrel _: 
;:;truct Théorie **mère2 .: 
struct Lthéorie :+:liste_tilles ; 
ARBS'rl-T ;:1.rt,re_sy:nt _: 
APBSEH ;:1.rbre_;:;em. _: 
*THEORIE .: 
Liste de théories: 
tyJ:re,j ef struct L tt1éorie 
{ 
int longueur; 
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îrlE0RIE :+::•:iiste _: 
} *LTIIEORIE ; 
6 . 10 . 2 Fonctions d ' accès . 
Cin trouvera d;:i_ns ce par;:i_i:Jrn.phe la liste des fonctions d'accès 
;~_ lô. b8.3e de théories concern8.nt les structures 31'1ltaxique-s et les 
tt1é orie;:;_ Pour cris.que f onction . nous avons f ourni s on nom., ses 
~:1:1.n.Ii!ètres d'appel ainsi cru' 1_me ci_urte description de ::;e::; effet;:;_ 
De plus _. 8.f in de f::,ciliter certt1.ine3 Iilô.nipulôtions , n •::11.13 ô.von·.:: 
·::.j out 2. quelqÜe;:; fonctions qui ne ::;ont pas ,jéf inie::; dans la par tie 
préc:edent.e _ s'aaissant de pr ob lèmes trop proches du niveau 
.. 
l.Iilpléiil.entation . Ce sont e::;::;entiellelllent des fonction::: 
d ' entrée-sortie qui ont été définies pour toutes les fonctions. 
1 ·") C ..... _, 
Definitions des fonctions d'acces realisees. 
-~~=~======================================= 
1. Fonctions d'acces sur les noeuds syntaxiques. 
+ NDS 
+ NDS 
+ NDS 
+ NDS 
+ NDS 
+ I\IDS 
+ NDS 
+ NDS 
+ NDt:; 
+ 
+ 
+ NOS 
+ NDS 
cr<::><:?:r· _ncls ( ~mcJs) 
Creation d'un noeud vide. 
c:!€::!t:1·· nds (~,:nd~;) 
Destruction du noeud nds et de sa descendance. 
copie_nds(~,ds1,nds2) 
Copie dü noeud nds2 et de sa descendance dans 
deftyp _nds(&nds,type) 
Def. du type du noeud nds . 
.. 
defsymb _nds(&nds,symb) 
Def. du symbole du noeud nds. 
Def. du numero de la branche du noeud nds. 
defns_nds(&nds,numero) 
Def. du numero du symbole du noeud nds. 
defdeb nds(&ntjs,debut) 
Def. du debut du noeud nds sur l"enonce. 
deffin nds(&nds,fin) 
Def. de la fin du noeud nds sur l'enonce. 
defpere_ nds(&nds1,&nds2) 
Def. du noeud-pere nds2 du noeud ndsl. 
deflf nds(~nds~liste) 
Def. de la liste des noeuds-fils du noeud nds. 
NDS nds; 
NOS nds; 
NDS nds1,nch;2; 
le noe1.1d ndsl. 
NOS nds; 
TYPNDS type; 
NDS nds; 
CHCAR symb; 
NDS nefs; 
int nwnero; 
NDS ndt~; 
int numero; 
NDS nds; 
·fl oat debut; 
NDS nds; 
float ·fin; 
NDS 1ïds1, nds2; 
NDS nds; 
LNDS liste; 
ecr nds(nds) NDS nds; 
Ecr·iture du nof2ud nds sur· lt~ fichier· st~'lndard en sortie. 
fec:r ncls<fichier·~ncls) FILE *fichier; 
NDB nd!::-; 
Ecriture du noeud nds sur le fichier fichier en sortie. 
lire_nds(&nds) NDS nds; 
Lecture du noeud nds sur le fichier standard en entree. 
flire nds(fichier,&nds) FILE *fi l:hi !::r; 
NDS nds; 
Lecture du noeud nds sur le fichier fichier en entree. 
+ TYPNDS type_ncis(nds) 
Type du noeud nds. 
NDS nds; 
+ CHCAR symb_nds(ndsJ 
Symbole du noeud nds. 
NDS nch.=;; 
+ :i nt numbr __  ne!!.'-.; (ncls) ND::; nd$; 
Numero de la branche du noeud nds. 
+ ini numsym_nds(nds) NDS nclr,;; 
NYm~rQ dw ~ymb~1~ ~u no~ud nd~. 
+ float deb nds(nds) NDS nds, 
Debut du noeud nds sur l'enonce. 
+ float fin_nds(nds) NDS ncjs; 
+ NDS 
Fin du noeud nds sur l'encnce. 
ndp~:r-e _nds (nds) 
Noeud-pere du noeud nds. 
NDS ndt;; 
+ LNDS listef_nds(nds) NDS nds; 
Liste des noeuds-fils du noeud nds. 
+ BDOLEAN egal_nds(nds1,nds2) NDS ndsl, ncls2; 
descendance. Comparaison de 2 noeuds nds1 et nds2 et de leur 
2. Fonctions d'acces sur les listes de noeuds syntaxiques. 
+ LNDS creer _ lnds(&lnds ) LNDS lnds; 
Creati • n d'une liste de noeuds vide. 
+ LNDS detrl _ lnds(&lnds) L.NDS lndr.;; 
Destruction de la structure liste de noeuds lnds. 
+ LNDS detr _ lnds(&lnds) LNDS lnds; 
Destruction de la liste de noeuds lnds, des noeuds references 
par la liste et de la descendance de ces noeuds. 
+ LNDS ajcop_lnds(&lnds,nds) LNDS lnds; 
NDS nds; 
Ajout de la duplication du noeud nds a la liste de noeuds lnds. 
+ LNDS ajout_lnds(&lnds,&nds> LNDS lnds; 
NDS nds; 
Ajout du noeud nds a la liste de noeuds lnds. 
+ LNDS inscop_lnds(~lnds,n,nds) LNDS lnds; 
j_ nt n; 
NDS nds; 
Insertion de la duplication du noeud nds dans la liste de noeuds 
lnds a la nieme place. 
+ LNDS inser_lnds(&lnds,n,&nds> LNDS lnds; 
int n; 
NDS nds; 
Insertion du noeud nds dans la liste de noeuds lnds a la 
ni t~me pl ë.1ce. 
+ LNDS ccipie_lnds(~dm:ls;1,J.nds2) L.NDS lnds1,lnds2; 
Copie de la liste de noeuds lnds2 dans la liste de noeuds lndsl. 
+ l .i\iDS cat _ lnds(&lnds1,lnds2) LNDS lnds1 1 lnds2; 
Concatenation de la liste de noeuds lnds2 a la liste de noeuds lndsl. 
int n; 
Suppression de la reference a un noeud syntaxique se trouvant a 
l 'endroit n dans la liste de noeuds syntaxiques lnds. 
+ LNDS supprel _ lnds(&lnds,n) LNDS lnds; 
int ri; 
Suppression de la reference a un noeud syntaxique se trouvant a 
l'endroit n dans la liste de noeuds syntaxiques lnds et destruction 
de ce noeud reference, ainsi que de sa descendance. 
+ E)C:r _1 ne!~=.; ( 1 nds) LNDS 1 nds; 
Ecriture de la liste de noeuds lnds sur le fichier standard en sortie. 
+ fecr _ lnds(fichier,lnds) 
LNDS lncls; 
Ecriture de la liste de noeuds lnds sur le fichier fichier en sertie. 
+ LNDS lire_ lnds(&lnds) LNDS lnds; 
Lecture de la liste de noeuds lnds sur le fichier standard en entree. 
+ LNDS flire(fichier~&lnds) FILE *fi c:h:i <;r .. ; 
LNDS lnds; 
Lecture de la liste de noeuds lnds sur le fichier fichier en entree . 
.. 
+ int 1 c,ng _ l nds < 1 nds) 
Longueur de la liste de noeuds lnds. 
+ BOOLEAN vide lnds(lnds) 
Liste de noeuds lnds vide? 
+ NDS elen _ lnds<tnds,n) 
Nieme element de la liste de noeuds lnds. 
elendup _ lnds(lncis,n) 
L.NDS l mis; 
LNDS 1 nds; 
LNDS lr-ids; 
int. n; 
L.NDS lnds; 
int n; 
Duplication du nieme element de la liste de noeuds lnds. 
+ LENT loccel_lnds(lnds,nds) LNDL:; 1 nds; 
NDS nd!5; 
Liste des occurences du noeud n ds dans la liste de noeuds lnds. 
+ BOOLEAN cont _ lnds<lnds,nds) 
Noeud nds contenu dans la list e de noeuds lnds? 
LND!:.i lnds; 
NDS nds; 
+ BOOLEAN egal _ lnds(lndsl,lnds2) LNDS lnds1,lnds2; 
Comparaison de deux listes de n oeuds lndsl et lnds2 (=les noeuds+ 
l t;,•u~- ciei:;r.:ë?ndë"1.nc:e ) • 
~- Fonctions d~acces sur les arbres syn taxiques. 
+ ARBSYN creer _ arbsyn(~arbsyn) 
Creation d'un arbsyn vide. 
+ ARBSYN detr _ arbsyn(&arbsyn) 
Destruction de l'arbsyn arbsyn. 
AREtSYN ar-bsyn; 
?~l:.:BSYN ar·bsyn; 
+ ARBSYN copie_ arbsyn(&arbsyn1,arbsyn2) ARBSYN arbsynl,arbsyn2 
Copie de l'arbsyn arbsyn2 sur l 'arbsyn arbsynl. 
+ ARBSYN defrac _ arbsyn(&arbsyn,racine > ARBSYN ar-bsyn; 
Def. de la racine de l"arbsyn arbsyn. 
+ ARBSYN deft_arbsyn(&arbsyn~lterm) ARBSYN i:\rbi:ïyn; 
LNDS l t1=:rm; 
Def. de la liste de terminaux d e l'arbsyn arbsyn. 
+ ecr_arbsyn(arbsyn) 
Ecriture de l'arbsyn arbsyn sur 
ARBSYN .. ~rb!syn; 
le fichier standard en sortie. 
+ fecr_arbsyn(fichier,arbsyn) FILE *fichier; 
ARE<SYN ar-bsyn; 
Ecriture de l'arbsyn arbsyn sur le fichier fichier en sortie. 
+ ARBSYN lire_arbsyn(&arbsyn) ARBSYN arbsyn; 
Lecture de l'arbsyn arbsyn sur le fichier standard en entree. 
+ ARBSYN flire_arbsyn(fichier,&arbsyn) FILE *fichier; 
P,RBSYN a1-bsyn; 
Lecture de l"arbsyn arbsyn sur le fichier fichier en entree. 
rac_arbsyn(arbsyn> 
Racine de l'arbsyn arbsyn . 
.. 
+ LNDS term_arbsyn(arbsyn) 
Liste des terminaux de l'arbsyn arbsyn. 
+ BOOLEAN egal_arbsyn(arbsyn1,arbsyn2) ARBSYN arbsyn1,arbsyn~ 
Comparaison de deux arbsyns arbsynl et arbsyn2. 
4. Fonctions d'acces sur les theories. 
+ THEORIE creer_theorie<&theorie> 
Creation d/une theorie vide. 
+ THEORIE detr _theorie(&thecrie) 
THEORIE thï:rn··i e; 
THEORIE thecrie; 
Destruction d'une theorie theorie et de sa descendance. 
+ THEORIE copie_theorie(&theorie1,theorie2) THEORIE theorie1~ 
theori f.:?2; 
Copie de la theorie theorie2 et de sa descendance dans une 
theorie theorie1. 
+ THEORIE defnum theorie(&theorie,num> 
Def. du numero de la theorie theorie. 
+ THEORIE deftyp_theorie(&theorie,type) 
Def. du type de la theorie theorie. 
+ THEORIE defsc_theorieC&theorie~score> 
Def. du score score de la theorie theorie. 
+ THEORIE defmrl theorieC&theorie1,&theorie2) 
Def. de la premiere theorie-mere theorie2 
+ THEORIE ciefmr2_theorie(~thecrie1,&theorie2) 
Def. de la deuxieme theorie-mere theorie2 
.. ! .. ! __ ..: : ·:· ! .. : ::::: ·r 1:'.~ ... 1 , ..• ,. ·1 r .t.. i.. .. • -. ,~ . ...... ; , •. , ., o _ .1- •- - · .......... : ,... ·1 .\.. ,_ .... ,._ ••... : , _ , 
cil-'? la 
cle la 
THEDFUE th12od. e; 
int num; 
THEORIE th1.2ori e;; 
TYPTH typ€?.; 
THEORIE theorie; 
dr.:iubl e sr.:cire; 
THEûFnE tl"Hz~ori el~ 
theor-ie2; 
theor-ie theor-iel. 
THEORIE thE·t:iri el' 
theorie2; 
thecirie tl-,eor- .i. el • 
·rt 1r-r-i.1-, -r r-
.1 .• ,_ - -- - -· .: 
LTHEORIE ltheorie; 
Def. de la liste de theories-filles ltheorie de la theorie theorie. 
+ THEORIE defasyn _theorie(&theorie,asyn) THEORIE theorie; 
~)RBSYN asyn; 
Def. de l"arbsyn syntaxique de la theorie theorie. 
+ THEORIE defesem_thecrie(&theorie,asem> THEORIE theorie; 
AF<BSYN asem; 
Def. de l'arbsyn semantique de la theorie theorie. 
+ e•cr· __ t.h+2or· i E.' ( t.hernr• i e) THECIR I E the<Jtr• i P-J 
Ecriture de la theorie theorie sur le fichier standard en sortie. 
+ fecr _theorie(fichier,theorie) FILE *fichier·; 
THEDRIE theorie; 
Ecriture de la theorie theorie sur le fichier fichier en sortie. 
+ THEORIE lire_theorie<&theorie) THEORIE theorie; 
Lecture de la thecrie theorie sur le fichier standard en entree. 
+ THEORIE flire _theorie(fichier,&theorie) FILE *fichier; 
• THEORIE theorie; 
Lecture de la theorie theorie sur le fichier fichier en entree. 
+ int 11 um __ t. r, r.:~or i e ( th f=;,rn•· :l r:.-::) 
Numero de la theorie theorie. 
+ TYPTH type_theorie(theorie) 
Type de la theorie theorie. 
+ double score_theori eCthecrie) 
Score de la theorie theorie . 
+ THEORIE merel theorie<theorie) 
Premiere theorie-mere de la theorie theorie. 
+ THEORIE mere2 theorie(thecrie) 
Deuxieme theorie-mere de la theorie t.heorie. 
+ LTHEORIE listef _ theorie(theorie) 
Liste des theories-filles de la theorie theorie. 
+ ARBSYN asyn _ theorie(theorie) 
Arbsyn syntaxique associe a la theorie theorie. 
+ ARBSYN asem_ theorie(theorie} 
Arbsyn semantique associe a la theorie theorie. 
+ BOOLEAN egal_theorie(theorie1~theorie2) 
THECIR I E th<=.>m• i r.:~; 
THEORIE theorie; 
THEORIE t.heor·i e; 
THEORIE theorie; 
THEORIE t hi'2<Jr· i e; 
THEORIE theorie; 
THEORIE thet1rie; 
THEORIE theor·i e; 
THEORIE theorie1~ 
theorie2; 
Comparaison de deux theories theoriel et theorie2. 
5. Fonctions d'acces sur les listes de theories. 
+ L..THE:ORIE: cn2f?1··_1tl·1t:?Dh.eCldtht~c•1~iF..') LTHECIRIE J.theor·it:?; 
Creation d"une liste de theories vide. 
+ L.THEOF<IE di::~tr· ___ lthernr•i+? (~,:lt.ht-mri1.::) LTHEORIE lthecwie; 
Destruction de la liste de theories ltheorie, des theories 
referencees et de leur descendance. 
Destruction de la structure liste de theories ltheorie. 
+ LTHEORIE ajcop_ltheorie(&ltheorie,theorie) LTHEORIE ltheorie; 
THEORIE theorie; 
Ajout de la duplication de la theorie theorie a la liste de theories 
l theori E.1 • 
LTHEORIE ltheorie; 
THEORIE theorie; 
Ajout de la theorie theorie a la liste de theories ltheorie. 
+ LTHEORIE inscop_ltheorieC&ltheorie,n,theorie) LTHEORIE ltheorie; 
int n; 
THEORIE theorie; 
Insertion de la duplication de la theorie theorie dans la liste 
de theories a l'endroit n. 
+ LTHEORIE inser_ltheorieC&ltheorie,n,&theorie) THEORIE theorie; 
int. n; 
LTHEORIE ltheorie; 
Insertion d'une theorie theorie dans la liste de theories 
ltheorie a la nieme place • 
• 
+ LTHEORIE copie_ltheorie(&ltheoriel,ltheorie2) LTHEORIE ltheoriel, 
1 theor i 1:"?2; 
Copie de la liste de theories ltheorie2 dans la liste de theories 
l t.hec:w:i. l~l. 
+ LTHEORIE cat _ ltheorieC&ltheorie1,ltheorie2) LTHEORIE ltheorie1, 
ltheori.e2; 
Concatenation de la liste de theories ltheorie2 a la liste 
de theories ltheoriel. 
+ LTHEORIE suppref _ ltheorieC~ltheorie,n) LTHEORIE ltheorie; 
int. n; 
Suppression de la reference a une theorie se trouvant a 
l'endroit n dans la liste de theories ltheorie. 
+ LTHEORIE supprel_ltheorie(&ltheorie.n> LTHEORIE ltheorie; 
+ 
+ 
i nt. rq 
Suppression de la reference a une theorie se trouvant a 
l'endroit n dans la liste de theories ltheorie et destruction 
de cette theorie referencee, ainsi que de sa descendance. 
ecr_ltheorie(ltheorie) LTHEORIE ltheorie; 
Ecriture d~ la liste de theories ltheorie sur le fichier standard 
en s;ci,t.i~?. 
fecr _ ltheorie(fichier,ltheorie) FILE *fichier; 
LTHEORIE ltheorie; 
Ecriture de la liste de theories ltheorie sur le fichier fichier 
en sc,rt.it~. 
+ LTHE•RIE lire ltheorie(&ltheorie) LTHEORIE lt.heorie; 
Lecture de la liste de theories lthearie sur le fichier standard 
en ent.r-·t~e. 
+ LTHEORIE flire(fichier,&ltheorie) FILE *fichier; 
LTHEORIE ltheorie; 
+ i nt 
Lecture de la liste de theories ltheorie sur le fichier fichier 
en Eintr-ee. 
long_ltheorie(lthearie) LTHEORIE ltheorie; 
Longueur de la liste de theories ltheorie. 
+ BOOLEAN vide_ ltheorieCltheorie) LTHEORIE ltheorie; 
t ~ e + 1::,, ,.; L-=, ·J.. h r::.',r""t1,.. i or.: 1 ·f" 1-, or .. ,,, .. .; o \.1-Ï r i c:. ,., 
L 
+ THEOF~IE elen _ ltheorie(ltheorie,n) 
Nieme element de la liste de t h eories ltheorie. 
+ THEOFUE elendup _ltheorie(ltheorie, n ) 
LTHEORIE ltheorie; 
:int n; 
LTHEORIE ltheorie; 
int n; 
Dupli~ation du nieme element de la liste de theories ltheorie. 
+ LENT loccel_ltheorie<ltheorie,theorie) LTHEORIE ltheorie; 
THEORIE theorie; 
Liste des occurences d'une theorie theorie dans la liste de theories 
l thec:iri e. 
+ BD• LEAN cont_ltheorie<ltheorie,theorie) LTHEORIE ltheorie; 
THEORIE theorie; 
Theorie theorie contenue dans la liste de theories ltheorie? 
+ BO•LEAN egal_ltheorie(ltheorie1,lthecrie2) LTHEORIE ltheorie1, 
1 thr:?or i e2; 
Comparaison de deux listes de theories ltheorie1 et ltheorie2. 
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Conclusion . 
• 
· Nous vi vans dans un monde de :machines et d' ordinateurs. llais 
pour les faire fonctionner, il faut pouvoir communiquer avec elles . 
Bien des :manières de communiquer de l' inf or:mation existent. La 
parole nous est très naturelle et très pr8.tique . Pourquoi donc ne 
pas l ' utiliser pour COIIl.ID.lmiquer avec les -machines ? Cependant la 
:mise en pratique de cet te idée pose d ' immenses problèlïl.es qui ne 
sont e.ujourd' hui que pe.rtiellement résolus . Et il se peut :mê:me 
qu'on ne puisse je.mais les résoudre complètement . De toute façon _. 
si on n'essaie pas_ on réalisera difficilement quelles sont les 
# ilïl.passes . 
On s'est donc attaqué progressivement aux différents 
problèmes. On a. d'abord examiné les problèmes concernant la simple 
reco1maissance des différents él éments d'un si•;inal acoustique. Et 
par la sui te , on a continué en développa.nt des systèmes plus 
perfectionnés pouvant ·comprendre' des phrases lorsque celles-ci 
respectaient tout un ensemble de contrainte::; ( la compréhension de 
la parole peut être généraleiilent définie comme le processus de 
transformation du signal acoustique continu en représentations 
discrètes auxquelles on peut associer une signification et qui, une 
f ois comprises. peut être utilisée pour produire une réponse 
appropriée ) . Peu à peu, on a supprimé ces contraintes et trouvé 
des solutions e.ux problèmes qui apparaissaient du fait de la plus 
grande génèrali té du langage accepté . A ce jour , on se dirige vers 
des systèmes acceptant en entrée la parole continue et gérant un 
véritable dialoi:;rue avec l'interlocuteur dans le cadre d'une 
application particulière . 
Ces nouveaux systèmes util isent de noml:1reu::;e3 connaissances 
acoustiques et linguistique::; et les progrès actuels se si tuent 
principe.lement du èôté des connaissances sélll.8.ntiques et 
pragmatiques . On fait d'ailleurs de plus en plus usage de 
connaissances relevant de l' intelligence art.if icielle . Cependant, 
il ne faut pas oublier que le ni veau a.cous tique et les autres 
nivee.ux linguistiques laissent encore bon nombre de lacunes à 
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combler . 
Le système d.e gestion de dialogues oraux finalisé de Nancy est 
destiné à une classe d · applications grand public de type " centre 
d.e renseignement;:; " · Il 8. pour but d' examiner les différentes 
questions posées dans la gestion, par la. machine, d'un véritable 
dialogue avec un interlocuteur . L'effort de recherche se situe 
principalement dans les domaines de la ::;è:ro.a.ntique et de la 
pragmatique. Pour le reste, il se base pour beaucoup sur les acquis 
obtenus lors de la réalisation des systèmes précédents HYRTILLE 1 
et 2 en les développant ou en les adaptant à ses besoins. 
Personnellement, j'ai travaillé dans le domaine de l'analyse 
syntaxico-sém.8.ntique des énoncés avec l'aide de P. Housel. On se 
base pour l' e.118.lyse syntaxique sur la graIDl!l8.ire dèveloppée par .J-P . 
Pierrel, à savoir les Réseaux à Noeuds Procéduraux , et sur la 
1;rrammaire de cas de G. Deville et H. Paulussen pour ce qui est de 
l'analyse sémantique . Le système lflRTILLE II a déjà permis de 
montrer le. ve.lidité des R.N. P. pour l'e.na.lyse syntaxique m.e.is , par 
contre , la grammaire de cas et ses règles permettant de transformer 
tme représentation syntaxique fournie par les R.N.P . en une 
représentation sémantique obéissant aux règles de la grallllD.8.ire de 
cas, n'a je.mais été implémentée. 
A l' intérieur du module SYN-SEH qui réalise ces analyses, se 
trouve un espace qui réalise le stockage des différentes solutions 
( les théories ) qui apparaissent au cours de l'analyse d'un 
énoncé . Cet esp8.ce est appelé 18. base de tt1éories . Le format des 
dom1ées qui composent une théorie dépend des analyseurs syntaxique 
et séllIB.ntique puisque ce sont les résultats de ces analyses qu'il 
s' e.git de stocker. l1on travail visait è. réaliser toute une série de 
fonctions d · accès vers cette be.se de théories pour permettre une 
utili::.ation plus simple de celle-ci . tla.lheureusement, nous nous 
trouvons dans un domaine qui est encore un dom.aine de recherche et 
où les connaissances évoluent régulièrement . Ceci a entraîné de 
nombreuses modifications dan;:; la. manière d'implémenter les 
analyseurs tout au long de l' am1ée. Les structures de données 
traitées par les analyseurs ont donc été, de ce fait plus , d' 1.me 
fois rem.e.niées . Cela m' e. alors obligé a recomm.encer plu~iieurs fois 
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le travail accom.pli, à reprendre la définition et la progra.:mm.ation 
des fonctions d'accès. Néanmoins . une grande partie du travail 
prévu è. l 'origine a été rée.lisée. Le temps qui m'était imparti et 
les derniers · cna.ngëments de.ta.nt seulement de juillet 87 ne m'ont 
cependant pas perm.is d ' atteindre pleinement le but fixé à 
l'origine . Il reste à réaliser la progralil.Jl18. tion des fonctions 
d'accès concernant les parties sém.a.ntiques des structures de 
données . Soulignons notre 8.pport : en plus du fait qu'une grande 
partie du travail projeté a été réalisée , tous ces allers-retours 
nous ont permis de clarifier nos idées en ce qui concerne les 
8.na.lyses syntaxico-sém.a.ntiques par la machine et 1-m grand nombre de 
choix ont pu être faits quant à l'im.plém.entation finale. Un certain 
nom.bre de détails doivent encore être précisés. 
Pour ce qui est de l ' efficacité des fonctions d'accès, leur 
m.ise en serYice , lorsque les 8.118.lyseurs seront term.inés perm.et tra 
d ' évaluer la définition que nou;:; en avons donnée. 
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