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Thermoelectric effect using a Maxwell’s demon-like feedback mechanism is proposed. A specific
model for the thermoelectric effect in solid is formulated in the framework of stochastic thermody-
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PACS numbers: 05.10.Gg, 44.10.+i, 65.40.-b, 72.15.Jf
I. INTRODUCTION
The second law of thermodynamics is seemingly vio-
lated when feedback is applied to the system at a micro-
scopic level. The existence of such a feedback-giving en-
tity was first proposed by Maxwell and is called Maxwell’s
demon. Now, this problem has been solved by taking into
account the entropy production when the information is
erased at the memory, and the second law of thermody-
namics has been extended to a more general form 1–5.
Thermal engines using Maxwell’s demons have also
been proposed. One of the simplest ones is Szilard en-
gine6,7. This thermal engine converts the information of
the system held by Maxwell’s demons into work, which
has been experimentally realized in previous works8–12.
In addition, a more autonomous feedback mechanism has
been theoretically proposed, for example, by using a sin-
gle electron transistor to "measure" the state of electrons
through interactions and using the results for feedback
13. A method for realizing demons using other than
such interactions has also been proposed using a non-
equilibrium distribution 14. Note that all of these exam-
ples are microscopic or mesoscopic systems.
On the other hand, in the field of materials science,
materials that exhibit the effect of conversion of heat
into electricity in materials, i.e., the thermoelectric ef-
fect, have been actively studied. In particular, thermo-
electric materials with high efficiency are important from
the engineering point of view and are actively explored,
but the figure of merit, ZT , which represents the effi-
ciency, is usually about ZT ∼ 1 for single-phase thermo-
electric materials. ZT ∼ 2.4 is realized in some tuned
nano-structure systems15–17. Recently, SnSe is found to
show an unprecedented value of up to ZT ∼ 2.618–20.
Theoretically, calculations based on conventional trans-
port theory have been performed taking into account the
band structures in most of the cases21,22, and the impor-
tance for the dimensionality23,24, some particular shapes
of band structure25, and valley degeneracy26 is discussed.
Several formulas have also been derived based on the
Kubo formula27–30. The effects of the electron correlation
are often treated by Hubbard model29,31–33. However,
the effects of electron-electron interactions in these cal-
culations have only been incorporated in a limited way,
and there has been no discussion of incorporating the
effects of feedback as discussed above.
Here we propose that the thermoelectric effect in solid
using a Maxwell’s demon-like feedback mechanism. This
mechanism is also related to the ratchet model34 and
the thermal diode35. A specific model is formulated in
the framework of stochastic thermodynamics and the re-
sponse to the electric field and temperature gradient is
calculated. It should be noted that the inversion symme-
try is broken in the model, determining the direction of
the electric field. The results show that relatively high
ZT can be achieved within a range of realistic parame-
ters36,37.
II. MODEL
A. Model overview
Consider a model as shown in Fig. 1. The system con-
sists of L unit cells (the periodic boundary condition),
and one unit cell consists of two parts, an electron site
and a part we call demon hereinafter. The electron site
has a one-electron level in which one electron can occupy
(we do not consider spin for simplicity). The demon has
a degree of freedom to take one of two states, |0〉 and
|1〉. Therefore, a state of the system containing N elec-
trons is specified by the position (x1, x2, . . . , xN ) of N
sites occupied by electrons and the state of L demons
~α = (α1, α2, . . . , αL) (where αi = 0, 1). The demon at
each site interacts with the electrons if they exist at that
site. In particular, we assume that the energy is increased
by U because of the interaction only when the demon is
in the state |0〉.
The purpose of this paper is to discuss the current
flowing among the electron sites when a temperature dif-
ference Ts − Td is created between the thermal bath felt
by demons and the thermal bath felt by electron sites in
this model.
To this end, the time evolution of this model is for-
mulated in the framework of stochastic thermodynamics
as follows. It is assumed that electrons transit between
neighboring electron sites with a certain probability. This
transition is supposed to be caused by the thermal bath
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2FIG. 1. Schematic diagram of the model. The yellow circles represent electron sites and the light blue boxes represent demons.
There is one energy level in each electron site, which interacts with a heat bath Rs with temperature Ts (inverse temperature βs).
For each demon, there are two states, |0〉 and |1〉, which interact with a heat bath Rd of temperature Td (inverse temperature
βd). The energy level of an electron site and the state |0〉 of the demon at the same unit cell interact, and the energy is increased
by U when the demon at the site where the electron resides is in |0〉.
Rs at the temperature Ts with which the electron sites
are interacting. The transition probability of the elec-
trons will vary with the state of the demon. In particular,
the demon at site i controls the probability only for the
transition from site i to site i+1. By this assumption, the
system breaks the inversion symmetry, i.e., the right-left
symmetry, and feedback in which electrons preferentially
move in one direction is realized. The demon of each unit
cell is also supposed to tunnel between the two states |0〉
and |1〉 with a certain probability, and this transition is
caused by the thermal bath Rd at the temperature Td
interacting with the demon. These probabilities satisfy
the detailed balance condition except the case of finite
electric fields, which guarantees the thermal equilibrium
when Ts = Td.
In order to discuss the thermoelectric effect, it is nec-
essary to calculate the response of the model when an
electric field is applied to it. Since our model imposes
a periodic boundary condition, it is difficult to explicitly
incorporate the electric field as an electrostatic potential
into the energy of the system. Instead, the present paper
discusses the effects of the electric field by incorporating
it into the electron transition probability.
In addition, we use the one-electron approximation be-
low, assuming that the number of electrons N is suffi-
ciently small compared to the number of sites L and that
the interactions between electrons are negligible.
In the following we assume that the thermal baths,
Rs and Rd, are realized by fermionic degrees of freedom.
However, the extension of the model to the other realiza-
tion of the baths is trivial.
B. Energy of the system
When the demon is in state |0〉, there is an interaction
U between the demon and the electron site. In the range
of the one-electron approximation, the energy E(x, ~α)
when one electron is at position x is given by
E(x, ~α) =
L∑
i=1
Ei(x, αi) (1)
Ei(x, α) =
{
εdδα,1 (i 6= x)
εdδα,1 + Uδα,0 (i = x)
(2)
where εd is the energy of demon level |1〉. Here, the
energy of one electron level of the electron site and the
energy of the demon level |0〉 are both set to 0.
C. Transition probability
As mentioned in the model overview, electronic state
transitions are triggered by the reservoir Rs, and demon
state transitions are triggered by the reservoir Rd. In ad-
dition, transitions in which two or more degrees of free-
dom change at the same time are not considered.
Regarding the transition of the electron, some caution
is required in the presence of an electric field. Here, the
case where an electric field exists and the case where no
electric field exists will be described separately.
31. Electron transitions in the case without an electric field
An electron can move to a neighboring electron site
with a certain probability. This transition probability is
determined by the states of the demons at the sites be-
tween which the transition takes place. The probability
of an electron moving from state (x, ~α) to the right (left)
γR (γL) is a function of (αx, αx+1) ((αx, αx−1)). Here
we assume that γR and γL are given as the following
expressions:
γR(αx, αx+1) = Γ(αx)fs(∆E) (3)
γL(αx, αx−1) = Γ(αx−1)fs(∆E) (4)
where fs,Γ,∆E are
fs() =
1
1 + eβs
(5)
Γ(αx) =
{
ΓU (αx = 0)
Γ0 (αx = 1)
(6)
∆E = E(x± 1, ~α)− E(x, ~α)
=

0 (αx = αx±1)
U (αx = 1, αx±1 = 0)
−U (αx = 0, αx±1 = 1)
(7)
and ΓU and Γ0 are constants. These two constants
characterize the magnitude of the transition probabil-
ity, which changes depending on the state of the demon.
Specifically, the transition probability from x to x + 1
changes depending on the demon state αx of the x-th
unit cell. The fact that the demon affects the probability
only for the transition to its right side, not for the one to
its left side, expresses the inversion symmetry breaking of
the system and determines the direction of the current.
The difference between ΓU and Γ0 also expresses the
demon’s feedback on electrons. For example, let us con-
sider the case ΓU < Γ0. If the demon at a site x is in the
state |1〉, then the probability for an electron at the site
x to move to the right is higher than the one when the
state of the demon is |0〉.
We use the Fermi-Dirac distribution fs to define tran-
sition probabilities γR, γL because of the assumption that
the reservoir Rs is realized by fermionic degrees of free-
dom. The details on this point is given later(Sec.II C 4).
We can also confirm that the transition probability of
electrons determined in this way satisfies the condition
for detailed balance.
γR(αx, αx+1)
γL(αx+1, αx)
=
fs(∆E(αx, αx+1))
fs(−∆E(αx, αx+1)) = e
−βs∆E(αx,αx+1)
(8)
2. Electron transitions in the case with an electric field
Even if there is an electric field, we can treat it exactly
the same way as in the previous section if we can express
the effect of the electric field as energy. However, in the
present model, we cannot define the electrostatic poten-
tial well because we impose a periodic boundary condi-
tion. Therefore, we express the electric field by defining
γR, γL as follows.
γR(αx, αx+1) = Γ(αx)fs((∆E − v)) (9)
γL(αx, αx−1) = Γ(αx−1)fs((∆E + v)) (10)
where v is the amount corresponding to the electrostatic
potential difference between neighboring sites, expressed
as v = eEa, where E is the applied electric field, a is the
size of the unit cell, and e is the charge of the electron.
The electric field is positive when it point to the right
direction in Fig. 1.
Note that the detailed balance condition (8) is violated
by the introduction of the electric field, since the energy
cannot be defined globally.
For convenience of the later calculation, let us rewrite
γR, γL in a matrix form. If we write γR(αx, αx+1) in a
matrix form with a row index αx and a column index
αx+1 and denote it by γˆR, we will get
γˆR =
(
ΓU
Γ0
)(
fs(−v) fs(−U − v)
fs(U − v) fs(−v)
)
= ΓˆFˆ (v)
(11)
Γˆ =
(
ΓU
Γ0
)
(12)
Fˆ (v) =
(
fs(−v) fs(−U − v)
fs(U − v) fs(−v)
)
(13)
In the same way, if we display γL(αx, αx−1) as a matrix
with αx as the index of the row and αx−1 as the index of
the column, we get the following.
γˆL = Fˆ (−v)Γˆ (14)
3. Transitions of demons
The transition probability of reversing the state of the
demon at site i, denoted by γdi, is determined by the
location of the reversing demon i, its state αi, and the
position of the electrons x. Here we assume that γdi has
the following form:
γdi = γ(x, i, αi) =

ΓD(1− fUd ) (x = i, αi = 0)
ΓDf
U
d (x = i, αi = 1)
ΓDfd (x 6= i, αi = 0)
ΓD(1− fd) (x 6= i, αi = 1)
(15)
fd =
1
1 + eβdεd
(16)
fUd =
1
1 + eβd(U−εd)
(17)
The important point is that the equilibrium state of the
demon can be changed depending on whether an elec-
tron exists at the same site. For example, if U > εd,
4the demon prefers the state |0〉 in the absence of an elec-
tron while the demon tends to be in the state |1〉 in the
presence of an electron at the same site.
Since we are assuming that the reservoirs are realized
by fermionic degrees of freedom, the Fermi-Dirac distri-
bution function is used. The details on the use of the
Fermi-Dirac distribution function is given in Sec.II C 4.
4. Remark on the distribution functions in the transition
probabilities
In the model described above, we use the Fermi-Dirac
distribution function in the both transition probabilities
of the electrons and the demons. The reason is as follows.
We assume that both the reservoirs Rs and Rd consists
of fermionic degrees of freedom. The transition of the
electrons or the demons is triggered by the fermions in
the reservoirs. However, not all the fermions in the reser-
voirs can cause transitions. Only the fermions which have
enough energy to cause the transitions can make the elec-
trons or the demons change their states. This is why the
Fermi-Dirac distribution function appears in the tran-
sition probabilities. We also assume that the chemical
potential of the reservoirs is equal to 0, i.e., equal to the
levels of electron sites. This is because we implicitly as-
sume that the reservoirs are realized by other electrons
in the bulk.
D. Master equation
The time evolution of the system is governed by the
master equation determined from the transition proba-
bilities, which are defined in the previous section. In
the case of this model, if the probability that the system
takes the state specified by the state (x, ~α) is written as
p(x, ~α), the master equation can be written as follows.
∂p(x, ~α)
∂t
= γR(αx−1, αx)p(x− 1, ~α)
+ γL(αx+1, αx)p(x+ 1, ~α)
− [γR(αx, αx+1) + γL(αx, αx−1)]p(x, ~α)
+
L∑
i=1
[γ(x, i, α¯i)p(x, ~α
′
i)− γ(x, i, αi)p(x, ~α)]
(18)
where α¯ denotes the state of α inverted. That is, α¯ = 1
when α = 0 and α¯ = 0 when α = 1. ~α′i in the sum
represents the demons’ state in which the i-th component
of ~α is reversed, i.e. ~α′i = (α1, . . . , αi−1, α¯i, αi+1, . . . , αL).
E. Demon’s feedback in the model
In the model described above, the demons are expected
to give feedback on the electrons’ movement. The rea-
son is as follows. Let us consider the case of ΓU  Γ0
and U  εd  Td, Ts for simplicity. Electrons affect
the demons’ state by the interaction U . This interaction
makes the demon at the site with an electron to be in
state |1〉, while the demon is in state |0〉 in the absence
of electrons. On the other hand, the states of demons
affect the transition probability of electrons. If the de-
mon at a site x is in |1〉 and the other demons are in |0〉,
a transition of an electron from a site x to a site x + 1
is much more likely to occur than a transition from x
to x − 1. Note that the latter transition probability is
controlled by the demon at the site x − 1. As a result,
only the demon at the site with an electron becomes state
|1〉 and electrons preferentially move towards the right.
This is the feedback effect of the demons we expect. In
the next section, we confirm that this expectation is true
by calculation using an approximation.
III. CALCULATION METHOD AND RESULTS
In order to discuss the thermoelectric effect for the
model described in the previous section, we want to
find the steady state at various temperatures and elec-
tric fields. In other words, we want to find the solution
of the master equation (18) when the left side of the
master equation is set to zero, but this is generally dif-
ficult. Therefore, in the present paper, we assume that
the demons respond faster enough than the electrons, i.e.,
ΓD  Γ0,ΓU . In this case, we can use an approximation
that only the demons relax into equilibrium. Hereinafter,
this approximation is called fast demon approximation.
At the end of this section, we also investigate ΓD depen-
dence of the linear responses numerically.
A. Fast demon approximation
Since γ(x, i, αi) γR, γL when ΓD  Γ0,ΓU , the mas-
ter equation on the steady state can be approximated as
0 '
L∑
i=1
[γ(x, i, α¯i)p(x, ~α
′
i)− γ(x, i, αi)p(x, ~α)] (19)
The solution of this equation can be easily found by as-
suming the following form.
p(x, ~α) = p(x)pUd (αx)
∏
i 6=x
pd(αi) (20)
pd(α) =
{
1− fd (α = 0)
fd (α = 1)
(21)
pUd (α) =
{
fUd (α = 0)
1− fUd (α = 1)
(22)
This assumption expresses that the responses of demons
are sufficiently fast compared to the response of the elec-
tron, so that only the demons relax into equilibrium.
5We can define the effective transition probability to the
right and left of the electron, VR and VL, as follows.
VR =
∑
αx,αx+1
γR(αx, αx+1)p(αx, αx+1|x) (23)
VL =
∑
αx,αx+1
γL(αx, αx−1)p(αx, αx−1|x) (24)
where p(αx, αx±1|x) is the conditional probability such
that the state of the demons at sites x, x±1 are αx, αx±1
under the condition that the electron is at site x. This
can be expressed using Eq.(11), (14), (20) as,
VR =
∑
αx,αx+1
γR(αx, αx+1)p
U
d (αx)pd(αx+1)
= (~pUd )
T γˆR~pd = (~p
U
d )
T ΓˆFˆ (v)~pd (25)
VL = (~p
U
d )
T γˆL~pd = (~p
U
d )
T Fˆ (−v)Γˆ~pd (26)
where ~pd, ~pUd represents a column vector when the argu-
ment of pd, pUd is viewed as a subscript.
Using VR and VL, the master equation for the steady
state can be written as
0 =
∂p(x)
∂t
= VRp(x− 1) + VLp(x+ 1)− (VR + VL)p(x)
(27)
Here, p(x) represents the probability such that the elec-
tron is at site x. The solution of this equation is given
by p(x) = 1/L.
In addition, the solution in this fast demon approx-
imation when βd = βs = βs = β becomes Boltzmann
distribution.
p(x, ~α) ∝ eβUαx
L∏
i=1
e−βεdαi ∝ e−βU(1−αx)
L∏
i=1
e−βεdαi
(28)
= exp
[
−β
(
Uδαx,0 +
L∑
i=1
εdδαi,1
)]
= e−βE(x,~α)
(29)
B. Calculation of particle current and heat current
Using VR, VL defined in the previous section, the par-
ticle flow I can be calculated within the range of the fast
demon approximation as follows:
I = N(VRp(x)− VLp(x+ 1)) = N
L
(VR − VL)
=
N
L
(~pUd )
T (γˆR − γˆL)~pd
=
N
L
(~pUd )
T (ΓˆFˆ (v)− Fˆ (−v)Γˆ)~pd (30)
When calculating the heat flow from the heat bath to the
system in the fast demon approximation, a little caution
is needed: since the solution (20) obtained by the fast
demon approximation does not contain information on
the temporal change in the degrees of freedom of the
demon, it is difficult to calculate heat current between
the demons and the heat bath Rd directly in the fast
demon approximation. Therefore, we first calculate the
heat current from Rs to the system, Qs, and thereafter
calculate the heat current between Rd and the system,
Qd using the results of Qs.
In the case without electric field, the energy the system
receives from Rs when an electron moves from site x to
y = x± 1 is determined by the αx, αy and given by
∆E(αx, αy) =

0 (αx = αy)
−U (αx = 0, αy = 1)
U (αx = 1, αy = 0)
(31)
In the presence of an electric field, the energy received
by the system as an electron moves to the right (left),
∆ER (∆EL), changes by v depending on the direction in
which the electron moves.
∆ER(α, β) = ∆E(α, β)− v (32)
∆EL(α, β) = ∆E(α, β) + v (33)
Therefore, the heat current Qs is
Qs = N
∑
x,~α
p(x, ~α) [∆ER(αx, αx+1)γR(αx, αx+1)
+∆EL(αx, αx−1)γL(αx, αx−1)]
= N
∑
α,β
pUd (α)pd(β) [∆E(α, β)γR(α, β)
+∆E(α, β)γL(α, β)− v(γR(α, β)− γL(α, β))] (34)
To simplify the notation of Qs, we introduce the fol-
lowing operator ∗ between two matrices as follows. Let
A,B be the 2× 2 matrix. The operator ∗ is defined by:
(A ∗B)ij = AijBij (35)
With this symbol and the matrix representation of
∆E, γR, γL, the heat current Qs reads
Qs = N(~p
U
d )
T
[
∆Eˆ ∗ (γˆR + γˆL)
]
~pd −Nv((~pUd )T (γˆR − γˆL)~pd)
= N(~pUd )
T
[
∆Eˆ ∗ (γˆR + γˆL)
]
~pd − LvI (36)
Next, the heat current Qd that flows from the system to
the heat bath Rd is calculated. From the energy conser-
vation law, Qs and Qd satisfy the following relation.
Qs −Qd = −LvI (37)
where LvI on the right-hand side is the amount corre-
sponding to the change in energy per unit time of the
system. Therefore, the heat current flowing into the heat
bath Rd will be
Qd = Qs + LvI = N(~p
U
d )
T
[
∆Eˆ ∗ (γˆR + γˆL)
]
~pd (38)
6The above results can be summarized as follows.
I =
N
L
(~pUd )
T (γˆR − γˆL)~pd (39)
Qs = Qd − LvI (40)
Qd = N(~p
U
d )
T
[
∆Eˆ ∗ (γˆR + γˆL)
]
~pd (41)
It can be confirmed that all of these quantities are always
zero when v = 0 and Ts = Td.
C. Linear response coefficients
Based on the results of the previous section, we can cal-
culate the linear response coefficients for Ts − Td, v. The
difference LvI between Qs and Qd is a nonlinear term
and can be ignored here. Thus, we will simply denote
both Qs and Qd by Q in this section.
In order to obtain the linear response, set Td = T, Ts =
T + ∆T, βd = β, βs = β + ∆β. Also, set ∆V = Lv,
n = N/L. In this case, I and Q are expressed using
Onsager matrix L up to the first order of ∆T, v:
(
I
Q
)
=
(
Lee Leh
Lhe Lhh
)(
Lv/T
∆T/T 2
)
= L
(
β∆V
−∆β
)
(42)
Each coefficients of L can be calculated from Eq.(39),
(40) and (41), and we obtain
Lee =
nΓ0
2L
Y +
nAΓ0
4L
(1 + cΓ)X (43)
Leh = Lhe =
nUΓ0A
4
(1− cΓ)X (44)
Lhh =
NU2Γ0A
4
(1 + cΓ)X (45)
where A = 1/ cosh2(βU/2), X = fUd fd + (1 − fUd )(1 −
fd), Y =
ΓU
Γ0 f
U
d (1− fd) + (1− fUd )fd, cΓ = ΓU/Γ0.
From this, various physical quantities such as conduc-
tivity and thermal conductivity can be obtained as fol-
lows.
Conductivity :
G =
Lee
T
=
nΓ0
4LU
U
T
(AX(1 + cΓ) + 2Y ) (46)
Thermal conductivity :
K =
(
Q
∆T
)
I=0
=
1
T 2
(
Lhh − LehLhe
Lee
)
=
LnU2Γ0
2T 2
AX
2AXcΓ + (1 + cΓ)Y
AX(1 + cΓ) + 2Y
(47)
Seebeck coefficient :
S = −
(
∆V
∆T
)
I=0
=
1
T
Leh
Lee
=
LU
T
AX(1− cΓ)
AX(1 + cΓ) + 2Y
(48)
Figure of merit :
ZT =
GS2T
K
=
LehLhe
LeeLhh − LehLhe
=
AX(1− cΓ)2
4AXcΓ + 2(1 + cΓ)Y
(49)
Power factor :
PF = GS2 =
LnU2Γ0
4T 3
A2X2(1− cΓ)2
AX(1 + cΓ) + 2Y
(50)
1. Low-temperature limit
Consider the low temperature limit of T  U, εd.
First, in the case of U > εd > 0, fd ' e−βεd → 0,
fUd ' e−β(U−εd) → 0, A ' 4e−βU → 0, which leads to
X → 1, Y ' cΓe−β(U−εd) → 0. Therefore
G ' nΓ
0
2L
cΓe
−β(U−εd)
T
→ 0 (51)
K ' LnU
2Γ0
T 2
(1 + cΓ)e
−βU → 0 (52)
S ' LU
T
2(1− cΓ)
cΓ
e−βεd → 0 (53)
ZT ' 2(1− cΓ)
2
(1 + cΓ)cΓ
e−βεd → 0 (54)
PF ' 2LnU
2Γ0
T 3
(1− cΓ)2
cΓ
e−β(U+εd) → 0 (55)
On the other hand, if U < εd, fd ∼ e−βεd → 0, 1 −
fUd ∼ e−β(εd−U) → 0, A ∼ 4e−βU → 0 and thus X ∼
7e−β(εd−U), Y → cΓ.
G ' nΓ
U
2LT
→∞ (56)
K ∼ LnU
2Γ0
T 2
e−βεd → 0 (57)
S ∼ 2LU
T
e−βεd
cΓ
→ 0 (58)
ZT ∼ 2(1− cΓ)
2
(1 + cΓ)cΓ
e−βεd → 0 (59)
PF ' 2LnU
2Γ0
T 3
(1− cΓ)2
cΓ
e−2βεd → 0 (60)
The reason why G → ∞ in the limit of T → 0 is as
follows. In the low temperature limit of U < εd, the
demon’s state is effectively fixed at |1〉, asymptotic to
the simple model of electron movement. In this case, the
lower T , the more sensitive the system is to the potential
gradient associated with the applied electric field, and
the conductivity increases as T decreases.
2. High-temperature limit
Consider the high-temperature limit of T  U, εd. In
this case, fd ' 1/2, fUd ' 1/2, A ' 1, X → 1/2, Y →
(Γ0 + ΓU )/4Γ0 = (1 + cΓ)/4, and thus
G =
nΓ0
4LT
(1 + cΓ) (61)
K =
LnΓ0
4
(βU)2
cΓ +
1
4 (1 + cΓ)
2
1 + cΓ
(62)
S = LβU
1− cΓ
1 + cΓ
(63)
ZT =
(1− cΓ)2
(1 + cΓ)2 + 4cΓ
(< 1) (64)
PF =
LnU2
16T 3
Γ0
(1− cΓ)2
1 + cΓ
(65)
3. In the limit of εd  T  U
Let us consider the case of εd  T  U . They lead
to fd ' 1/2, fUd ' e−βU → 0, A ' 4e−βU → 0 and thus
X → 1, Y → 1/2. Therefore,
G ' nΓ
0
4LT
(66)
K ' LnU
2Γ0
T 2
(1 + cΓ)e
−βU → 0 (67)
S ' LU
T
4e−βU (1− cΓ)→ 0 (68)
ZT ' 4e
−βU (1− cΓ)2
1 + cΓ
→ 0 (69)
PF ' LnU
2Γ0
T 3
4e−2βU (1− cΓ)2 → 0 (70)
4. General temperature dependence
The general temperature dependence of ZT and PF is
shown in Fig. 2 and Fig. 3. The smaller the ratio cΓ =
ΓU/Γ0, the larger ZT and PF . The maximum value of
ZT increases as εd/U increases, but the maximum value
of PF shows a non-monotonic behavior that maximizes
around εd/U = 1.
The reason why the maximum value of ZT
monotonously increases with respect to εd/U even if
εd/U exceeds 1 is as follows. If εd/U is large, the prob-
ability that the demon is in state |0〉 is high, regardless
of the presence of electrons. Therefore, it is difficult to
give feedback to the left and right movements of electrons
by the demon. However, in rare cases when the demon
goes into the state |1〉, resulting in the movement of elec-
trons, the heat flow into the system from the heat bath
at that time becomes very small. By doing so, it is con-
sidered that the efficiency of the system as a heat engine
becomes very high and the ZT becomes large. Instead,
PF , which represents the magnitude of output as a heat
engine, decreases as εd/U increases above a certain level.
The maximum value of PF when εd/U = 1 is consid-
ered to be the largest because the Seebeck coefficient is
the largest. When εd/U = 1, the effective entropy car-
ried by electrons becomes large, so the Seebeck coefficient
may be large.
D. General responses
Returning to Eq.(39), Eq.(40), and Eq.(41), we sum-
marize the case of high and low temperature limits and
cases where v,∆T are too large to be handled by linear
response.
1. Low-temperature limit
Here we consider the low-temperature limit, i.e., the
case where βdεd, βdU, βsv, βsU  1. We assume that v
is positive. The behavior changes in each case of v <
U, v > U, εd < U, εd > U . First consider the case of
v < U, εd < U . When βsv, βsU  1, γˆR, γˆL become as
follows.
γˆR =
(
ΓU
Γ0
)(
fs(−v) fs(−U − v)
fs(U − v) fs(−v)
)
'
(
ΓU
Γ0
)(
1 1
0 1
)
=
(
ΓU ΓU
0 Γ0
)
(71)
γˆL =
(
fs(v) fs(−U + v)
fs(U + v) fs(+v)
)(
ΓU
Γ0
)
'
(
0 1
0 0
)(
ΓU
Γ0
)
=
(
0 Γ0
0 0
)
(72)
8FIG. 2. The temperature dependence of ZT , normalized power factor U
NΓ0
PF , normalized conductivity LU
nΓ0
G, and the nor-
malized Seebeck coefficient S/L when cΓ = 0.1. The black dashed line in the ZT plot represents the high-temperature limit of
ZT .
FIG. 3. The temperature dependence of ZT , normalized power factor U
NΓ0
PF , normalized conductivity LU
nΓ0
G, and the nor-
malized Seebeck coefficient S/L when cΓ = 0.01. The black dashed line in the ZT plot represents the high-temperature limit
of ZT .
9and ~pUd , ~pd are
~pd =
(
1− fd fd
)T ' (1 0)T (73)
~pUd =
(
fUd 1− fUd
)T ' (0 1)T (74)
Therefore, I,Qs, Qd are
I ' 0, Qs ' 0, Qd ' 0 (75)
Next, we consider the case v > U, εd < U . In this case
γˆR, γˆL are
γˆR '
(
ΓU
Γ0
)(
1 1
1 1
)
=
(
ΓU ΓU
Γ0 Γ0
)
(76)
γˆL '
(
0 0
0 0
)(
ΓU
Γ0
)
=
(
0 0
0 0
)
(77)
(78)
and ~pd, ~pUd are the same as above. The results are
I =
NΓ0
L
(79)
Qs = NΓ
0U −NΓ0v (80)
Qd = NΓ
0U (81)
Therefore, it can be seen that when εd < U , current
suddenly starts to flow when v becomes larger than U in
the low temperature limit.
In the case of εd > U , ~pUd is different, and ~p
U
d =
(
1 0
)T .
In this case, for both case v > U and v < U , we have
I ' N
L
ΓU (82)
Qs ' −NvΓU (83)
Qd ' 0 (84)
This means that under εd > U , the feedback by the de-
mon is no longer working and the currents flow due to
the potential gradient or the electric field (which is suf-
ficiently larger than the temperature). Note that the
origin of the thermal energy flowing out to the thermal
bath Rs is the work that the external electric field does
to the electrons in the system.
2. High-temperature limit
Let us consider the case βdεd, βdU, βsv, βsU  1. Then
γˆR, γˆL, ~pd, ~p
U
d are
γˆR ' 1
2
(
ΓU ΓU
Γ0 Γ0
)
(85)
γˆL ' 1
2
(
ΓU Γ0
ΓU Γ0
)
(86)
~pd ' ~pUd '
(
1/2 1/2
)T (87)
Therefore,
I ' 0 (88)
Qs ' 0 (89)
Qd ' 0 (90)
This corresponds to the fact that the feedback by the
demons does not work at high temperatures and the po-
tential gradient due to the electric field is also negligible
compared to the temperature.
E. Linear responses beyond the fast demon
approximation
In this section, we investigate the ΓD dependence of
the linear responses. Here we solve the master equa-
tion Eq.(18) to obtain the probability distribution of the
steady state, and calculate the linear responses. The re-
sults for εd/U = 1.5, cΓ = ΓU/Γ0 = 0.01, 0.1 and various
ΓD are shown in Fig. 4 and Fig. 5.
As shown in these results, ZT and PF strongly depend
on ΓD/Γ0. As ΓD increases, ZT and PF also increase,
and when ΓD/Γ0 = 100 the numerical calculation is al-
most the same as the result of the fast demon approxi-
mation.
This result strongly implies that the time scale separa-
tion between demons and electrons is important to realize
feedback and improve thermoelectric performances.
IV. DISCUSSION AND CONCLUSION
A. Requirement to realize the model
First it should be noted that the direction of the heat
current and that of the particle current are different from
each other. The heat current flows between the reservoirs
Rs and Rd and thus the heat current is vertical in Fig. 1,
while the particle current flows between the electron sites,
i.e., the particle current is horizontal in Fig. 1.
The model also assumes the system with low conduc-
tivity so that the transition of electrons can be treated
in stochastic thermodynamics.
In order to realize the demons in the present model,
the following requirements must be satisfied: (1) it has
two states |0〉 and |1〉, (2) one of them interacts strongly
with electrons, (3) the state of the demon affects the tran-
sition probability of electrons and gives feedback on the
movements of electrons. Any degree of freedom satisfy-
ing these requirements can play the role of the demon.
Note that the requirement (3) results in the inversion
symmetry breaking as in the present model.
For example, suppose that the states |0〉 and |1〉 repre-
sent two different one-electron levels. If we assume that
the simultaneous occupancy of |0〉 and |1〉 is forbidden
because of the strong Coulomb repulsion and that the
10
FIG. 4. Temperature dependence of ZT and PF when cΓ = ΓU/Γ0 = 0.1, εd/U = 1.5 for different ΓD/Γ0 = 0.01, 0.1, 1, 10, 100.
The black solid line represents the result of the fast demon approximation.
FIG. 5. Temperature dependence of ZT and PF when cΓ = ΓU/Γ0 = 0.01, εd/U = 1.5 for different ΓD/Γ0 = 0.01, 0.1, 1, 10, 100.
The black solid line represents the result of the fast demon approximation.
states interact differently with the electron at the elec-
tron site, the above requirements are satisfied. Other
degrees of freedom, e.g., lattice or electronic spins, may
also be used as the demons.
It is also important that the time scale of demons is
shorter enough than that of electrons. As shown in Fig. 4
and Fig. 5, the demon’s response should be fast enough
to realize high ZT .
B. Estimation of ZT and PF
As shown in Fig. 2 and Fig. 3, ZT strongly depends on
the value of cΓ = ΓU/Γ0. If cΓ is as small as 0.01, ZT can
be greater than 2. This is relatively high compared to the
known thermoelectric materials16,38. However, since the
current model does not include the effect of heat conduc-
tion by the lattice, the actual ZT will be smaller.
Keeping in mind that PF treated up to this point cor-
responds to the power factor of the entire system, in order
to estimate PF specifically, n = N/L,Γ0/U , and the lat-
tice constant a (we assume that the system is cubic) have
to be estimated.
Here we consider that the demon is realized by elec-
trons in the way described in the previous section, and
an organic crystal without inversion symmetry is con-
sidered as a reference for estimating the value of n and
Γ0/U . Except for the absence of demon-like degrees of
freedom, such systems are expected to satisfy the require-
ments to apply the model. The order of Γ0 is estimated
by the hopping parameter t. In this case, the order of
the power factor per unit length of the system, which we
denote here in lower case as pf , is estimated to be about
pf ∼ ntUa .
As a reference material, we consider TTF-
Chloranil(TTF-CA) and other charge-transfer com-
plexes. Note that these compounds break inversion
symmetry by dimerization below a certain transi-
tion temperature. These charge-transfer complexes
were analyzed with a modified Hubbard model36,37.
In the literature36, the transfer integral t and the
on-site Coulomb interaction U is estimated to
t ∼ 0.2 eV, U ∼ 1.5 eV, thus t/U ∼ 0.1. In the lit-
erature37, U/t is considered to be in the range 10-70.
Therefore, we estimate t/U ∼ 0.1. Furthermore, if we
estimate n/a ∼ 1× 109 m−1, the size of pf is about
1× 108 m−1 ∼ k2B/~× 1× 108 W/mK2 ∼ 100µW/mK2.
In reality, this size is further multiplied by the normalized
PF value shown in Fig. 2 and Fig. 3.
In the above discussion, we use the on-site Coulomb
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energy for the interaction between demons and electrons,
U . However, it may be more appropriate to estimate U
by nearest neighbor Coulomb interaction. Nonetheless, if
we estimate U by nearest neighbor Coulomb interaction
in TTF-CA, U ∼ 0.7 eV36, the order of magnitude of pf
is the same as the above.
C. Comparison with the discussion of the
thermoelectric effect using the Hubbard model
The model assumes a system with low conductivity
where the dynamics of electrons can be treated by a
stochastic process. In fact, TTF-CA, which is assumed in
the estimates above is an insulator. A model often used
to discuss this material is a modified Hubbard model.
Hubbard model is also used for discussion of Mott in-
sulators, and thermoelectric effects of some organic ma-
terials close to Mott transition are discussed with the
model29,31–33. In the Hubbard model, the Seebeck coef-
ficient is known to be independent of Coulomb repulsion
U and temperature T in the high-temperature limit29.
An essential part of the present model is the process of
the system’s transition to a high-energy state. The high
energy state here is such state that the demon at the
electron’s site is in the state of |0〉, where the energy of
the system is higher by U . Once the system transitions
to this high energy state, the effect of the feedback on
the electron transfer due to the relaxation of the state of
the demon results in high ZT and PF . In order for these
effects to be fully reflected in the model, the following
three points are important:
1. High energy states are achieved with some proba-
bility
2. High energy states can relax by degrees of freedom
(playing the role of Maxwell’s demon) other than
the movement of electrons.
3. The transition probability of electrons changes de-
pending on the state of the demon
In the Hubbard model, the high energy state changes
to the doubly occupied state of the electrons. How to
handle this doubly occupied state is important for mak-
ing the argument in the Hubbard model correspond to
the argument in this model.
Regarding these three points, let’s see the discussion
by Hubbard model in the literatures29,31,32. First, in the
discussion by Heikes formula 29, the Seebeck coefficient
when the interaction U is sufficiently larger than the tem-
perature T and the temperature is sufficiently larger than
the other energy scales, it has been derived that it will
be a constant independent of T,U . Such discussion does
not meet point 1 above and does not reflect the effects of
feedback as dealt with in this note.
Also, in other Hubbard model discussions, doubly oc-
cupation of electrons is not considered directly. Instead,
it is argued that the hopping t is much smaller than the
Coulomb interaction between electrons U and is treated
by the perturbation expansion by t/U . By this pertur-
bation expansion, the transition to the high energy state
of the system is considered as an intermediate state in
the perturbation. Therefore, it can be said that point 1
is partially satisfied in the sense that it is treated only
perturbatively.
However, point 2 and 3 are not satisfied by the usual
Hubbard model, where the doubly occupied state is not
energetically relaxed by degrees of freedom other than
the movement of electrons. Therefore, the essential dif-
ference between the Hubbard model and the model in the
present paper is that point 2 and 3 above are not satisfied.
On the contrary, when discussing with a model such as
the Hubbard model, the similar result as this model is ex-
pected to be obtained if the intermediate state is relaxed
by the degree of freedom other than electron movement
and feedback is applied.
To conclude, we propose a new mechanism of thermo-
electric effect inspired by the concept of Maxwell’s de-
mon. A specific model is formulated in the framework
of stochastic thermodynamics, and the response to the
electric field and temperature gradient is calculated. It
is shown that the figure of merit ZT can be relatively
high compared to known materials if the demon is real-
ized by electronic degrees of freedom. This mechanism is
essentially different from the conventional thermoelectric
effects in that it utilizes the correlation effects to realize
feedback.
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