It is proved that a graph on n nodes is k-connected if and only if its nodes can be represented by real vectors in dimension n -k such that (a) nonadjacent nodes are
represented by orthogonal vectors and (b) any n -k of them are linearly independent. We show that the closure of the set of all representations with properties (a) and (b) is irreducible as an algebraic variety, and study the question of irreducibility of the variety of all representations with property (a).
INTRODUCTION
Let G be a graph and d ~ 1, an integer. We want to represent each node of G in IR d by a vector in such a way that nonadjacent nodes are represented by orthogonal vectors. Such an assignment of vectors is called an orthogonal representation of G.
Orthogonal representations of graphs were introduced by Lovasz (1979) in the study of the Shannon capacity of a graph. Grotschel, Lovasz, and Schrijver (1986) showed that they are intimately related to the vertex packing polytope, and used them (1984) to design polynomial-time algorithms for finding maximum cliques and optimum colorings in perfect graphs. In these studies, metric properties of orthogonal representations play the main role. We shall be concerned with an even more immediate question: what is the minimum dimension of the space in which orthogonal representations with certain nondegeneracy properties exist?
It is trivial that orthogonal representations exist for each G and d: e.g., we can represent each node by the 0 vector. To exclude such degeneracies, we study orthogonal representations in which any d representing vectors are linearly independent (we call these general-position orthogonal representations). Our main result in Section 1 says that G has a general-position orthogonal representation in IR d if and oniy if G is ( n -d ~onnected. The "only if" part of this result is easy; what is trickier is to construct a general position orthogonal representation for each ( n -d)-connected graph. There is, in fact, a trivial algorithm to construct this representation: we select the representing vectors one by one, obeying the orthogonality conditions imposed by the graph. This always yields an orthogonal representation; we have to do the selection so as to avoid unnecessary degeneracies. This is simply achieved by selecting each vector at random from among all candidates (from a suitable distribution). We shall show that the distribution of the resulting random orthogonal representation is independent of the order in which the selection was made, and that with probability 1, it will be in general position. We shall also prove a related result for directed graphs.
Thus it seems that orthogonal representations have connections with several basic invariants of graphs. This justifies a study of their structure for its own sake. In Section 2, we investigate the set of all orthogonal representa- Linial, Lovasz, and Wigderson (1986a, 1986b) , who gave various geometric and linear-algebraic conditions for the k-connectivity of a graph, and used these conditions to design efficient randomized connectivity tests. The connectivity conditions given in this paper could be used in an algorithmic fashion in the same way, and we shall briefly sketch these applications in Section 3.
GENERAL-POSITION ORTHOGONAL REPRESENTATIONS
Let G be a graph. An orthogonal representation of G in IR d is an assignment f: V(G) ~!Rd such that f(u) and f(v) are orthogonal for every pair of distinct nonadjacent nodes u and v. An orthonormal representation is an orthogonal representation such that llf(u)ll = 1 for every u E V(G). We say that the orthogonal representation is in general position if every set of d representing vectors is linearly independent. If f is a general-position orthogonal representation, then f( u) <F-0 and so f( u) / 11f(u)11 is a general-position orthonormal representation in the same dimension.
Another natural "nondegeneracy" property of an orthogonal representation is to be faithful: this means that f( u) and f( v) are orthogonal if and only if u and v are nonadjacent.
The assignment f = 0 is a trivial orthogonal representation for any graph.
In dimension n = iV(G)I, every graph G has a general-position orthonormal representation (using n mutually orthogonal unit vectors). It is easy to give a faithful representation in this same dimension. It seems to be difficult to find the smallest dimension in which a given graph G has an orthonormal representation. If we consider general-position representations, however, then the least possible dimension is given by the following theorem, which is one of the main results in the paper. The condition that the given set of representing vectors is in general position is not easy to check. Therefore, it is worthwhile to formulate another version of the condition:
If G is a graph with n nodes, then the following are Then we choose f( v i + 1 ) from the unit sphere, subject to the constraints that it has to be orthogonal to certain previous vectors f( v;). These orthogonality constraints restrict f( 
We have proved (a) already. The crucial step in the proof of (b) is the following lemma.
then the distribution of the random sequential orthogonal representation is independent of the ordering of the nodes.
Knowing this Main Lemma, the proof of (b) in Theorem 1.2 is easy. Let W be any d-element subset of V(G). If we order the nodes so that the first d nodes are the elements of W, then with probability 1 the vectors f( w)
( w E W) will be chosen linearly independent. Since the distribution of f is independent of the ordering, these d vectors will be linearly independent whatever initial ordering we take. This holds for every d-tuple, and hence, with probability 1, the orthonormal representation f will be in general position.
Proof of the Main Lemma. It suffices to prove that if we swap two consecutive nodes v i and v i + 1 in the ordering, the distribution of f does not change. In fact, it suffices to show that the distribution of the restriction f' of f to { v 1,. .. , v i + i} does not change, since then the choice of the rest is the same.
We prove this by induction on j. For j = 1 the assertion is obvious.
First assume that there is a path in G connecting v i and v . + 1 and containing only nodes vi with i ~ j + 1. Let P be a shortest such pa{h and t its length. We also use induction on t (for j fixed). Note that the proof of the "easy" part of Theorems 1.1 and 1.2 gives, in fact, more: it follows that if G is not ( n -d)-connected, then for every orthogonal representation f of G in IR d, there is a node v whose nonneighbors are represented by linearly dependent vectors. This remark is important in algorithmic applications, since recognizing whether a set of the vectors is in general position seems to be a hard problem. (As far as we know, its complexity is open.) Cf. also Section 3.
We do not know how to determine the minimum dimension of a faithful orthogonal representation. It was proved by Maehara (1987) that if the maximum degree of the complementary graph G of a graph G is D, then G has a faithful orthogonal representation in D 3 dimensions. He conjectured that this result can be improved to D + 1. Rodi (1987) proved that the bound D 3 can be improved to 2D + 1. [This result is implicit in work of Erdos and Simonovits (1980) .] Note that the condition that the maximum degree of G is D is equivalent to saying that the minimum degree of G is n -D -1 (where n is the number of nodes). It will follow from our results above that Maehara' s conjecture is true if we strengthen its assumption by requiring that G is ( n -D -1 )-connected. [Note that this implies Rodi' s result, since a graph with minimum degree n -D -1 is at least ( n -2D )-connected.] Proof. It suffices to show that in a random sequential orthogonal representation, the probability of the event that two given adjacent nodes are represented by orthogonal vectors is 0. By the Main Lemma, we may define the representation from an ordering starting with these two nodes. But then the assertion is obvious.
• Assume that the complement G of G is a bipartite graph with color classes A and B, and G does not contain a complete bipartite subgraph with more than d nodes. Then G is ( n -d)-connected. Hence we can construct an orthonormal representation of G by selecting the vectors representing A first, and then the vectors representing B. In both stages, the selections can be done independently (and so even in parallel). So for bipartite graphs, the algorithm constructing the representation is even simpler. (For a discussion of algorithmic applications, see Section 3.)
We can use the above observation to derive analogues of Theorems 1.1 and 1.2 for directed graphs. Let D be any directed graph with n nodes. We define an orthogonal bi representation of G as a pair ( Next, observe that the construction of an orthogonal birepresentation is even easier than the construction of an orthogonal representation in the undirected case. Assume that every node of D has indegree at least n -d. 
(a) If D is not ( n -d ')-connected, then (g, h) is not in general position. (b) If G is (n -d')-connected, then with probability l, (g, h) is in general position.
REMARK. Again, we can sharpen (a) and assert that if D is not (n -d}-connected, then there exists a node v of G such that the vectors h( u) representing the nodes not reachable from v on an arc are linearly dependent.
THE VARIETY OF ORTHOGONAL REPRESENTATIONS
Let G be a k-connected graph with n nodes, and set d = n -k. Then we know that G has a general position orthogonal representation in Rd. One may suspect that more is true: every orthogonal representation in Rd is the limit of general position orthogonal representations, i.e., the set coRd( G) of general-position orthogonal representations is everywhere dense in the set oif(G) of all orthogonal representations of G. We shall see that this is not true in general, but can be proved under additional hypotheses about the graph G.
One reason for asking this question is the following. The set oRd( G) is an algebraic variety in R nd, and it is a natural question whether it is irreducible. (A set Ac RN is irreducible if whenever the product p · q of two polynomials in N variables vanishes on A, then either p or q vanishes on A; equivalently, the polynomial ideal { p: p vanishes on A} is a prime ideal.) Let us begin with the question of irreducibility of the set coRd( G ) of general position orthogonal representations of G. This can be settled quite easily. Proof. Let G have n nodes. We may assume that G is ( n -d )-connected, else coRd( G) is empty and the assertion is vacuously true.
First we show that there exist vectors
entries are multivariate polynomials with real coefficients in variables X (the number of these variables does not matter) such that whenever u and v are nonadjacent, 1'u · 1'v is identically 0, and such that every general-position representation of G arises from q, by substituting for the variables appropriately. We do this by induction on n.
Let v E V(G). Suppose that the vectors of polynomials 1'u(X') of length d exist for all u E V( G) -{ v } satisfying the requirements above for the graph It is obvious from the construction and elementary linear algebra that <fie is orthogonal to every vector <Pu for which u and v are nonadjacent. We show that every general-position orthogonal representation of G can be obtained Note that from the fact that <P(X) is in general position for some substitution it follows that the set of substitutions for which it is in general position is everywhere dense.
From here the proof is quite easy. Let p and q be two polynomials such that p · q vanishes on GORd( G ). Then p( <J>(X)) · q( <J>(X)) vanishes on an everywhere dense set of substitutions for X, and hence it vanishes identically. So either p( </>(X)) or q( <J>(X)) vanishes identically; say the first occurs. Since every general-position orthogonal representation of G arises from <fi by substitution, it follows that p vanishes on coRd( G ).
The proof in fact shows that every orthogonal representation of G with the property that the nonneighbors of every node are represented by linearly independent vectors can be obtained from </> by substitution. Hence the set of all such representations is also irreducible, and coif(G) is dense in this set.
Now back to the (perhaps) more natural question of irreducibility of oRd( G ). It is easy to see that oRd( G) is not irreducible
On the other hand, Theorem 2.1 implies the following. It is obvious that f 1 is an orthogonal representation of G and that if e' is small enough, then llf(v)-ft(v)ll<e/4 and so f 1 is in the e/4-neighborhood of f. Unfortunately, it does not follow in general that this extended fi is in general position; but at least every "good" node remains "good" if e' is small enough. Moreover, we know that any d vectors representing nodes different from v are linearly independent; in particular, every node adjacent to v is "good." Now if w is any other "good" node, then we can repeat the same argument and find an orthogonal representation h. closer to / 1 than e/8 in which every node previously good remains good, and in addition all the neighbors of w become good.
Since G is connected, by repeating this argument at most n times we obtain an orthogonal representation fa of G in the e /2-neighborhood of f in which every node is "good," i.e., the nonneighbors of every node are represented by linearly independent vectors. By the remark following the proof of Theorem 2.1, such a representation is in the closure of FORJ(G), and hence we find in its e /2-neighborhood a general position orthogonal representation f* of G. Clearly llf*-fll < e, and this proves the lemma.
I
If f is ad-special representation of G, then, by the definition of d-special, there exists an e > 0 such that if g is another orthogonal representation of G in !Rd and llf-gll < e, then g is also d-special. There must be linear dependencies among the vectors f( v ); if e is small enough, then there will be no new dependencies among the vectors g( v ). We say that a d-special orthogonal representation f is very special if there exists an e > 0 such that for every orthogonal representation g with llf-gll < e, and every subset
is. Roughly speaking, a very special orthogonal representation is one which is locally freest. Clearly every d-special graph has a very special representation. • is an exercise in linear algebra (or projective geometry) and is left to the reader. We do not know if there is any other 4-critical graph. An analysis of the cases d;;;. 5 seems even harder.
ALGORITHMIC APPLICATIONS
The conditions given in Theorem 1.1 and Corollary 1.5 can be used to design efficient randomized algorithms to test k-connectivity. (As remarked in the introduction, an analogous application of other geometric connectivity conditions by Linial, Lovasz, and Wigderson (1986a, 1986b) initiated our work on the topic of this paper.) More exactly, we can use Theorem 1.2 and Corollary 1.6. Assume that a graph G and a number k ;;;. I is given, and we want to test if G is k-connected. We construct a random orthogonal representation of G in n -k dimensions and check whether or not the nonneighbors of each node are linearly independent. If the answer is yes, we conclude that G is k-connected. If the answer is no, we can conclude with large probability that G is not k-connected.
Similarly, when using Corollary 1.6, we choose the representation g of the nodes of the given digraph at random, and then compute the representation h for each node again at random. Then we check for each node v that the vectors h( u) representing the nonneighbors u of v are linearly independent. (This procedure, of course, also applies to undirected graphs.) An advantage of this second algorithm is that it is easily parallelizable, while the first algorithm is genuinely sequential.
Several implementation details have to be filled in. All calculations are done modulo a reasonably large prime, and Schwartz'<> lemma (1980) can be used to estimate the probability of obtaining the wrong answer. To compute a basis in the orthogonal complement of given subspaces, one can use fast matrix inversion techniques, of which the best currently known is due to Coppersmith and Winograd ( 1987) . Since the details are. essentially identical with the methods of Linial, Lovasz, and Wigderson (1986a) , we do not go into them.
For any k-connected graph G, the above algorithm generates a random orthogonal representation of G in R n-k which for a k-connected graph is almost surely in general position. We do not know an efficient deterministic algorithm that constructs a general-position orthogonal representation in R n-k for any k-connected graph.
