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Among the different probes to study the structures of the bio and structural 
materials, X-ray and neutron are widely used because of their distinctive usefulness in 
investigating different structures.  X-ray radiography and neutron diffraction are two 
widely known non-destructive techniques for material inspection. Here we demonstrate 
the design of neutron diffractometer with low power source and analyze the digital image 
produced by the X-ray radiography instead of neutron diffraction because of the 
availability of the data.  Neutron diffraction is a powerful tool for understanding the 
behavior of crystal structures and phase behaviors of materials. While neutron diffraction 
capabilities continue to explore new frontiers of materials science, such capabilities 
currently exist in limited places, which require high neutron flux. The study seeks to 
design a low-resolution neutron diffraction system that can be installed on low power 
reactors (e.g. 250 kW thermal power). The performance of the diffractometer is estimated 
using Monte-Carlo ray-tracing simulations with McStas with an application in material 
science. Both monochromatic and polychromatic configurations are considered in 
order to maximize the net diffracted neutron flux at the detectors with reasonable 
resolution. On the other hand, considering X-ray radiography as a structure inspecting 
technique, analysis of dental X-ray panorama is performed for the detection of oral 
lesions. A novel automatic computer-aided method to identify dental lesions from dental 
X-ray is presented.  Morphological operations, intensity profile analysis, automated seed 
point selection, region growing, feature extraction and neural network application are 
carried out to perform the job. Results show that the performance of the proposed method 
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In this section the motivation of the work will be described. This section will also 
highlight the relation of the different sections of the work. 
1.1.1. The Role of X-ray and Neutron. The knowledge of the structure of 
materials and medical science is critical to detect flaws, pores, voids, and other 
imperfection in the materials. Among the various probes to study the structure of the 
material, X-ray and neutron are widely used because of their distinctive usefulness in 
investigating different structures.  They are complementary to one another in providing 
information about the material. To understand which one is suitable for what kind of 
materials to be investigated, it is worthwhile to compare their total cross sections as shown 
in Figure 1.1. It is important to note that, compared to neutron cross sections (blue and 
green circles), the X-ray cross sections (red circle) are considerably larger, which signifies 
that for equivalent incident flux and sample size, an X-ray probing technique would 
produce a stronger signal. Since for X-rays, the cross section is related to the number of 
electrons, they increase consistently with the gradual increment of the atomic number in 
the periodic table. Because of this property, hydrogen positions in the heavy elements 
(e.g., metal ions) would be difficult to determine when being examined with X-ray. 
Furthermore, a feeble distinction between adjacent elements, as can be depicted for the 
transition metals Mn, Fe and Ni in Figure 1.1, would make it difficult to identify them 
from their compounds. These issues could be resolved with neutron when used as a probe 
because of the dependence on its total cross sections on the details of the nuclear structure 
and thus produce a non-order relationship with an atomic number of the elements in the 
periodic table. As an example, a very high contrast in the total cross section exists between 
Mn and Fe for the neutron, as shown in Figure 1.1. With neutrons, not only is the 
hydrogen atom clearly visible when being present with such heavy elements like uranium, 
but also the isotopes of the hydrogen H and D can be clearly identified. To investigate 










1.1.2. Digital Image Produced by Radiography and Diffraction. X-ray 
radiography and neutron diffraction are two widely known non-destructive techniques for 
material inspection. While radiography is typically used as a 2D imaging mechanism for 
the information about the outer structural composition or integrity, diffraction is usually 
used to reveal the atomic structure of the crystal object as a diffraction pattern. Due to the 
different natures of the interactions among the different probes and the target materials, in 
most of the cases, different techniques that are used to examine the structure of the 
material provide information that is complementary to one another, as shown in Figure 
1.2.    
Radiography is produced because of the absorption property of the radiation, while 
diffraction occurs due to the scattering property. However, results of both techniques 
could be treated as a digital image. The image is called radiography because of absorption, 
while the image produced because of the diffraction is called diffraction enhanced 
imaging.  The difference between absorption and diffraction-enhanced imaging (DEI) can 
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be explained with a drop of water. Instead of absorbing the X-ray or neutron waves or 
particles, water diffracts and bends them in different directions. Zhong and his team[1] 








With DEI, the wave is diffracted as it travels through the region of the body being 
imaged. Because of not being absorbed, the extent of radiation left in the human body is 
comparatively less than that of conventional radiography.  This fact captures the attention 
of the radiology community to use DEI as a potential two-dimensional imaging 
mechanism for finding details such as liquid in muscles and tendons [shown in Figure 1.3] 




Figure1.3. DEI-CT slice image from an intact cadaveric right knee joint. 
 
 
Since the radiation dose required for DEI is comparatively so small in amount (for 
reference, it equals only 1% of conventional radiography), it is also far less costly than 
conventional imaging techniques such as MRI, CT, or ultrasound. Though DEI produces 
images similar to MRI, images created with DEI have a better resolution through the use 
of a probe with a short wavelength such as neutron or X-ray. Because of its superior 
quality and low dose, it could replace conventional radiography in the near future.  
The application of DEI in the medical section would cover the patient across all 
ages for different diagnostic purposes. Because of its low dose, it would be very useful for 
the diagnosis of children. There have been numerous studies done on the usefulness of 
DEI to breast and other imaging methods. Radiography produces shades of gray for the 
different parts of the body based on the different amounts of radiation being absorbed.   
Because of the different radiation absorbing  power of different parts of the human body 
based on their thickness, some thicker parts give a clear image where the soft part like soft 
tissue, tumor, or cyst are difficult to image because they are not thick enough to absorb the 
radiation.  To apprehend distinct differences between a cyst and its neighboring normal 
tissues with radiation, a higher dosage of radiation is needed. This is a very critical 
concern regarding breast imaging, which leads to an alternative that uses a lower dosage. 
From the research conducted through the last ten years on DEI, it can be said that DEI 
could be considered as a safe, efficient imaging alternative. 
A study conducted by Pisano and Zhong [3] in 2000 showed that DEI can produce 
enhanced visibility of speculated surface of breast cancer specimens similar to biopsy in 
six out of seven cases compared to digital radiographs. Researchers also found that 
enhanced contrast is achieved by DEI because of its refractive properties, which make the 
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early detection of breast cancer possible with the help of digital mammography detectors. 
In 2003, another study was done on the soft tissue in the foot and ankle with DEI and 
radiography and found that  DEI contributes to  higher-contrast imaging of noncalcified 
soft tissues such as muscles, tendons, adipose tissue, and cartilage. The result of this study 
makes DEI more suitable for soft tissue imaging than conventional radiography.   
The process employed for DEI is similar to the typical diffraction experiment. 
Conventionally, a brighter, more intense beam is used as a source. A monochromatic 
beam with a single wavelength from the source is chosen for imaging. When a single 
wavelength is chosen, the flux will automatically be reduced. Therefore, it would be 
necessary to test if low power source would be able to make a diffraction experiment. 
With the collaboration of Brookhaven National Laboratory and the University of North 
Carolina (UNC) School of Medicine, a 2D DEI machine is currently under development.   
The principle of DEI is laid on how the radiation passing through the body bends 
and scatters. These properties change in a very delicate way among various sorts of tissue. 
Three causes of imaging contrast, scatter, refraction and absorption, are the key features 
that are used by the DEI to deliver the information on the diffraction of the wave passing 
through the different tissues.  To examine the matter with DEI, a silicon crystal is used 
between the target and the image detector as shown in Figure 1.4. Diffraction and 
scattering of different amounts of radiation occur based on the different composition of the 
tissues once the radiation strikes the target.  After passing through the sample, the 
radiation hits the crystal and is diffracted again by different amounts. The silicon crystal 
acts as an analyzer and makes DEI distinctive by transforming the imperceptible 
variations  in scattering angles generated by the different tissues into intensity variation 
that can be easily identified by a typical radiation detector. The output is exceptionally 
detailed images that are unique to different kinds of soft tissue such as cysts and tendons. 
The conventional relationship between the wavelength of the radiation and the target 
material described by Bragg’s law must be satisfied. Monochromator is required to 
produce monochromatic radiation required for diffraction. Zhong and his group [1] used 
the radiation source with analyzer shown in Figure 1.4 for the diffraction experiment to be 
used as imaging modalities for medical imaging purposes.  
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1.1.3. The Same Application Field of Neutron and X-ray. Although X-ray 
medical imaging is a widely performed diagnostic procedure in medicine, neutron could 
also be potentially used. Neutron imaging experiments using the High Flux Isotope 
Reactor (HFIR) are performed to image healthy and cancerous breast tissue samples. In 
order to prevent the development of the cancer, the transformation of the tumor should be 
detected at an early stage with adequate information, which would be possible with the 
help of hydrogen-sensitive neutron imaging.  Neutrons are considered an in vitro effective 
complementary imaging system for biopsied tissues of several centimeters thick because 
they prevalently recognize hydrogen in the tissue, which is one of the most plenteous 
components in nature. The imaging with neutrons could make advance detection possible 




Figure 1.4. The experimental setup for DEI acquisition 
 
 
Though until now all of the clinical studies with neutron imaging mentioned below 
were performed for in vitro conditions, in vivo neutron imaging capabilities for clinical 
application is under investigation [4,5]. Previous works showed that a distinction among 
the trace element concentrations  associated with cancer has been found  in vitro for 
various kind of cancers of the breast [6,7,8,9,10], colon [11, 12, 13,14, 15,16,17, 18], lung 
[9], prostate [19, 20,21, 22, 23, 24,25, 26,27, 28, 29], kidney [11], liver [11, 29, 26, 27, 
28] stomach [11], urinary bladder [11], testis, and female reproductive organs [11].  
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Besides the clinical section, the application of X-ray and neutron imaging to inspect the 
non-clinical industrial materials is very well known and well established. For example 
neutron DEI plays an important role in studying crystallography and phase composition of 
nuclear fuel material. Because of the different crystal structure and different crystal 
properties, fuel materials show different crystallographic change during heating and 
irradiation. Changing of the thermal properties of the material also change the 
crystallographic phase of the material. These changes should be investigated for the proper 
performance of nuclear fuel. Neutron DEI is a great tool to serve this purpose. 
 
 
1.2. THE GOAL AND LAYOUT OF THE WORK 
Since both the x-ray radiography and neutron diffraction are used for diagnosis 
purpose and they could produce the digital image, if we could analyze the digital image 
produced by either, it is possible to analyze the digital image produced by another one. 
The challenge of using the DEI is the capability of low power source to make the system 
work. Here we demonstrate the design of neutron diffractometer with low power source 
and analyze the digital image produced by the X-ray radiography instead of neutron 
diffraction because of the availability of the data.  X-ray radiography of dental image is 
considered is one of the most complicated images to analyze. If it is possible to analyze 
the dental X-ray radiography successfully, it is believed that any kind of digital image 
could be analyzed in a similar way.  The results of low power neutron diffractometer 
simulation and computer aided analysis of X-ray radiography support the concept of 
computerized analysis of neutron diffraction induced digital image produced by low 
power source. 
The work is divided into two main parts. Part 1 will present the design of neutron 
diffractometer with low power reactor, particularly using the neutron radiography reactor 
(NRAD) at Idaho National laboratory (INL). Part 2 will describe the computer aided 
automatic analysis of the dental x-ray radiography in order to find out the lesions. Each 
part will be divided into subsections. The first subsection will present the physical 
concepts underlying the proposed methodology described to accomplish the goal. The 
second subsection will described the novel methodology that is developed to acquire the 
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goal. The third subsection will present the results of the methods described. Finally, the 
fourth subsection will conclude the challenges to be overcome along with the potential 





2. NEUTRON POWDER DIFFRACTION  
2.1. PHYSICAL CONCEPT OF NEUTRON POWDER DIFFRACTION  
In this section the physical concept behind the neutron diffraction phenomenon is 
described. The principles of diffraction, the Braggs Law, the nature of neutron are 
described in this section. 
2.1.1. Scattering Cross-section. Diffraction is an elastic scattering. The elastic 
scattering happens when the energy or wavelength of the particles or the waves remains 
unchanged after getting scattered. Scattering cross section of the elements is the parameter 
that causes the scattering events as tabulated in Table 2.1.  [1].  
 
 
Table 2.1. Coherent scattering cross-sections for X-ray and neutron 
Elements Coherent 
Scatterring X-






1H 0.66 1.76 
6C 24 5.55 
25Mn 416 1.75 
26Fe 450 11.22 
28Ni 522 13.30 
46Pd 1408 4.39 
67Ho 2986 8.06 
92U 5631 8.90 
 
 
The scattering cross section can be defined using the Figure 2.1. In this figure, if j 
particles per area and time, defined by the incident beam flux, hit the object in the k 
direction and get scattered with n particles per second under the scattering angle of 2Ɵ in 
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the k’ direction and are seen by a detector with the solid angle of dΩ, then the angular 








   (1) 
 
The integration of Equation 1 over the angular range from 0 to 4π gives the angular 




















In the scattering event, another important parameter is the scattering vector, Q, 
which is defined by the difference of the incident wave vector (k) and the scattered wave 
vector (k’) of plane waves with the wavelength of λ.  
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2.1.2. Neutron as a Wave. The neutron scattering phenomena, as shown in Figure 
2.2, is considered as quantum mechanical process where, formally described by the wave 
nature of neutron and the nucleus of the matter. The wave nature of neutron is helpful to 
explain the likelihood of locating a position of neutron in space along with the particle 
image of neutron. The neutron incident on the nucleus of the target at a fixed time can be 





.    (10) 
 
The probability of finding the neutron in any position of r

is the same because the 






Figure 2.2. Neutron acting as a wave: A neutron beam hitting on a solitary 
dispersing focus and going in  the horizontal  directioncan be characterized by a plane 
wave rkie

. with the amplitude of unity.  Since the neutron sees the dissipating focus (a 
core) as a point, the scattering  will be isotropic. Therefore, the scattered neutron shaft 
spreads out in round  wavefronts (here drawn as circles) with the amplitude of b/r. The 1/r 
part of this   representation, when squared to get neutron  intensity, represents the 1/r
2
 
diminish in  power with a separation that happens as the scattered wavefront develops in 
size.  Since we have taken the diffusing focus to be inflexibly settled, the scattering  is  
elastic—that is, there is no adjustment in the neutron's energy—so the episode and  
scattered wavevectors both have same value for k [30]. 
 
 
For a neutron, travelling as a wave with a fixed value of momentum, mv = hv/2π, 
in the k

direction parallel to the x- direction, the nodes of the wave function are shown in 
Figure 2.2 as straight wave fronts. The stronger the interaction between the neutron and 
the nucleus of the target, the higher the value of the amplitude of the scattered wave.  Due 
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to the isotropic property of the scattered wave, the wave function can be expressed as 
rkierb

.)/(  when the location of the nucleus of the target material is considered as at the 
origin of the coordinate system.  
The circles in fig diffusing out from the target  are used to represent  the scattered 
spherical wavefronts.  The term 1/r in the scattered wavefunction maintaining the inverse 
square law states that the neutron intensity, given by the square of the wavefunction, 
decreases as the inverse square of the distance from the scattering nucleus. The symbol 
“b” in the wavefunction of the scattered neutron represents the scattering length of the 
target material which is a constant parameter. The scattering length is used to estimate the 
strength of the interaction between the neutron and the target materials. Because of the 
repulsive interaction between neutron and the target, the negative sign in front of “b” is 
used to preserve the positive value of ‘b’. The scattering phenomenon is considered as 
elastic because there is no change in the neutron’s energy and the internal state of the 
nucleus remains the same due to the collision between them. The wave vector k remains 
unchanged before and after the collision in the elastic scattering.  
2.1.3. Why Diffraction Occurred. Diffraction is a type of coherent scattering.  
When the neutron wave incident on each atom, the atom will act as a center of the 
spherical scattered wave which has a specific phase compared to other waves that are 
scattered. After being scattered from the array of crystal, in the particular direction, the 
waves will reinforce each other.  There is a close relationship between these directions and 
the inter-atomic spacing of the crystal array. 
In order to find out the symmetrical property and the lattice dimension of a crystal, 
the direction where the constructive interference happened is used. Although diffraction is 
considered an elastic scattering process, according to Van Hove formula, the diffracted 


















 represents the potentiality of the neutron wave being scattered.  Here m 
denotes the neutron mass and )(r

 , named as Dirac delta function, is used to gives the 
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value of one when the  position within  r

and otherwise  zero. ‘ jb ’ represents the 
scattering length described above and   is Plank’s constant. The integral of the above 
equation over E provides another Dirac delta function )(t which implies that the pair 
correlation between r and t must be evaluated at t=0. The result of the integration could be 












   (12) 
 
 The locations of the nuclei represented by i and j must be examined at the same 




are constant and the thermodynamic 
averaging brackets can be disregarded from the above equation. In real life, the crystal 
atoms continuously move back and forth about their steady state position and stay only a 
very small amount of time in the equilibrium position. This fact presents another factor 





















22  uQe  is known as Debye-Waller factor and  2u represents the 
mean value of the squared amount of displacement of the atoms from their steady state 
position. The above equation gives the scattered intensity of the neutrons denoted by  
)(QS

which is called the structure factor. Since, a crystal is made of so many atoms and 
each of them has the influence on phase factor of the above equation, the value of  )(QS

is 
always  any value other than zero for any value of Q. The Figure 2.3 could be used to 






Figure 2.3. Bragg’s law description: constructive impedance happens when the waves 
scattered from adjoining diffusing planes of atoms stay in phase. This happens when the 
distinction in distance traveled by waves scattered from adjoining planes is a whole 
number of wavelength. The figure demonstrates the additional path traveled by the wave 
scattered from Scattering Plane 2 will be 2 d sin θ. At the point when that path length 
difference is set equivalent to nλ (where n is a number), the outcome is Bragg's Law nλ = 
2 d sin θ. Primary scattering happens when n = 1, however, higher-order Bragg scattering 
is also viewed for different estimations of n [30]. 
 
 
In the Figure 2.3, Q is the perpendicular plane to the atomic plane where scatting 
occurs (e.g. scattering plane 1 and 2). Q is represented as the integral multiple of 
d/2 where d is the interplanar atomic distance. This representation leads the value 
of ).( ji rrQ

 as a multiple of 2  and keeps the value of each exponential factor in the 
summation operation in the above equation as one. This phenomenon makes the value of 
)(QS

non-zero. Here, for the diffraction to happen, the direction of Q

has to 
perpendicular to the direction of the plans of atoms.  The relationship among ,   and d 
provides the condition for diffraction discovered by William Bragg known as Bragg’s 
law: 
 
 sin2dn     (14) 
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When the incident wavelength  and the scattering angle  satisfy the above 
equation, diffraction would occur from any of the planes of the atoms. In real experiment 
the crystal is rotated unless the correct orientation for diffraction is obtained when Q is 
perpendicular to the plane responsible for scattering and a signal appears in the detector. 
This signal is called the Bragg peak. The equation providing the scattered neutron 
intensity implies that the intensity after scattering is proportional to the squared value of 
the atomic density of the scattering plans.  Hence analysis of the scattered intensity peaks 
will help to determine not only the inter-planar spacing, but also the density of the atoms. 
For getting the diffracted peak in the detector, the sample has to be rotated for a specific 
incident wavelength in order to satisfy Bragg’s law.  
2.1.4. Derivation of Bragg’s Law. A simple geometry can be used to derive 
Bragg’s law. The difference between the distances travelled by two neutron waves 
scattered from two consecutive atomic planes is considered to derive from Bragg’s law. In 
Figure 2.4, L1 and L2 are two consecutive atomic planes with their spacing of d.  If two 
neutron waves hit them, AB and BC represent the extra distance travelled by the neutron 
wave hitting the lower plane. According to the Bragg’s law, in order to have constructive 
interference or to have the same phase for both of the scattered waves, the extra distances 
(AB+BC) must be an whole number (n) multiple of the wavelength (λ). Thus: 
 








Figure 2.4. Bragg’s law derivation 
 
 
As shown in Figure 2.4, as the triangles ABZ and ZBC are identical, AB=BC, 
Equation 1 can be written as the following: 
 
ABn 2    (16) 
 
As d is the hypotenuse of triangle ABZ, shown in the Figure 2.4, AB can be 
written as the following equation  in terms of inter planar spacing d and the incident angle 
Ɵ: 
 
dSinAB     (17) 
 
From equation 16 and 17, nλ can be expressed as 
 
 dSinn 2    (18) 
 
Equation 18 is known as Bragg’s law.  
2.1.5. The Bragg’s Equation in Reciprocal Lattice. Reciprocal lattice is an 
imaginary lattice introduced by the crystallographer in order to understand the diffraction 
phenomena by a crystal in a more convenient way.  A reciprocal lattice could be imagined 
as a lattice having the lattice parameters of *a , *b , *c , * , * and *  with the volume of 
*V  which are related to the normal crystal lattice having the lattice parameters of a ,b , c , 




0...... ******  cbcabacbcaba    (19) 
1... ***  ccbbaa    (20) 
 
The so called reciprocal points in the reciprocal lattice situated in the reciprocal 
space are related to the Miller indices used to define the atomic planes.  For each atomic 
plane, one point is assigned in the reciprocal lattice. If hklh represents the vector from the 
origin to any point (hkl) in the reciprocal space, then 
 
;*** lckbhahhkl      Zlkh ,,    (21) 
where, 
)(* cbxa     (22) 
 





)(*     (23) 
 
Figure 2.5 shows the 2D reciprocal lattice with the corresponding real lattice for the 




Figure 2.5. Two dimensional monoclinic lattice and its reciprocal space[31] 
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a   ),(
1* ac
V
b   ),(
1* ba
V
c     (24) 
 

















c     (25) 
 
The following equations are used to describe the relationship between the real 








































    (30) 
 222 coscoscoscoscos21  coabcV    (31) 
 
It is important to reproduce Bragg’s law with vectors shown in Figure 2.6.  In the 






Figure 2.6. In case of elastic scattering the wave and its nature [31] 
 
 
Their magnitude is the same as the wavelength   as it is considered as elastic 
scattering and their direction is in the direction of the incident wave and the direction of 
the scattered waves respectively. The scattering vector can be written as: 
 
)( 0ssh     (32) 
 
The length of h can be given by the following equation whereas its direction is in 
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Assigning the magnitude of s to 

1
, Bragg’s equation can be obtained in terms of 




h      (36) 
 
The above equation shows the condition of the diffraction phenomena in terms of 
the reciprocal lattice space. The conditions say that in order to have diffraction occur, the 
scattering vector h must be an integral of the reciprocal lattice spacing 1/d. If *d represents 
the vector perpendicular to the lattice planes with the magnitude of 1/d, the scattering 
vector h can be represented as: 
 
*ndh     (37) 
 
Different orders n of diffraction can occur for the same atomic plane  with different 
scattering angles 2 . In the following equation n is used to list the lattice planes:  
 
**
,, hklnlnknh ndd     (38) 
 
From the above equation, it can be understood that *111
*
222 2dd   which provides 
another representation of Bragg’s equation as follows: 
 
*
hkldh     (39) 
 






Figure 2.7. Geometrical representation of the crystal atomic lattice palne with 
respect to the real space basis vectors [31] 
 
 














    (40) 
 
where, h, k and l are the three integers known as Miller indices that are used to uniquely 
define the set of parallel planes appearing periodically in the lattice. The vector hkld  
perpendicular to scattering plane initiates from one plane and end on the next parallel 
scattering plane. Thus, cos)(. dOAdOA  . From the geometry of the Figure 2.7, it can 
be written that dOA cos)(  . By replacing, it is obtained that, 2. ddOA   . Using this 
























cl     (42) 
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According to the definition, h, k and l are Miller indices where they are divided by 











*    (44) 
 
Additionally, *hkld can be expressed in terms of the reciprocal lattice basis by the 
following equation: 
 
**** lckbhadhkl     (45) 
 
which was deduced utilizing 
 
halcakbahaadhkl 
***** ....    (46) 
kblcbkbbhabdhkl 
***** ....    (47) 
lclcckbchacdhkl 
***** ....    (48) 
 
The comparison between the equations **** lckbhadhkl   and 
*** lckbhahhkl  verifies the character of 
*
hkld and the reciprocal space lattice vector 
hklh . Hence, Bragg’s equation can be rewritten as 
 




In terms of the reciprocal lattice vector, it can be said that diffraction happens 
when the scattering vector h and the reciprocal lattice vector hklh  are equal. This concept 
is used to construct an Ewald sphere.  








   (50) 
 
2.1.6. Powder Diffraction. In contrast to single crystal diffraction, powder 
diffraction offers a huge practical advantage of obtaining the chemical compounds much 
more easily in the form of a powder or polycrystalline bulk sample rather than in the form 
of a single crystal. Powder sample has randomly-oriented crystallites (powder grains) 
which causes an overlapping of diffraction signals from different lattice planes with the 
same interatomic spacing. This phenomenon reduces the number of independent 
observables, however makes the data collection process significantly faster and simpler. 
Therefore powder diffraction studies are typically used for the examination of the 
structural or magnetic subsystem of polycrystalline materials under the influence of 
external parameters (temperature, pressure, magnetic field, mechanical force, electric field 
etc.) by monitoring their evolution “live”[2]. These features, along with the fact that the 
both quantitative and qualitative approach could be used to perform compositional sample 
proof (phase analysis), make the powder diffraction especially powerful in the 
characterization of new materials.  Research areas typically include materials for post 
irradiated nuclear fuel, lithium-ion batteries, ionic conductors of different kinds, 
ferroelectrics and multiferroics, hydrogen storage materials, engineering alloys, 
superconductors and strongly correlated electron systems, minerals and geological 
samples [2]. 
There are two neutron powder diffraction method: reactor (continuous 
wavelength) is used as the neutron source. Some important features of this type of 
method are described. Continuous neutron flax is produced. Figure 2.8 shows [2] the 





Figure 2.8. The neutron spectra at the entrance of the beam tubes at FRM II [2] 
 
 
Single wavelength is selected using monochromator Position sensitive detectors 
are used which record neutron rate as a function of diffraction angle. Bragg’s law 
( ) is obeyed. Resolution and intensity are controlled primarily by appropriate 
primary/secondary collimations and take-off-angle of the monochromator. Generally, The 
resolution (∆d/d) depends on: monochromator, monochromator take-off angle, 









Some of the examples of this type are:  C2 Chalk River, Canada; HB-2A HFIR, 
Oak Ridge;SPODI, FRM II, DE.  Another method is Time of Flight Method (for 
Spallation Sources of neutrons). Here choppers close to the target (6m and 9m) are used  
to select neutron pulses for example: HRPD (ISIS, U.K.) 
2.1.7. Bragg Peak and Indexing. For complicated structures, it is difficult for 
indexing accurately from the Bragg scattering profile. Because of the less symmetry and 
more unit cell volumes of the complex structure, the position of the Bragg’s peaks are 
overlapped with each other, hence are difficult to find out. The inter planar spacing dhkl is 
a function of the miller indices as well as the unit cell dimensions.  The d-spacing can be 
found out from the Bragg’s peak position, θ obtained in the diffraction experiment.  The 
Bragg peaks should be indexed with miller indices. The determination of miller indices 
from d-spacing is depending on the shape and dimensions of the unit cells.  Large takeoff 
angle of monochromator increase the resolution at the cost of the reduction of the neutron 
flux. On the other hand, large mosaicity increases the neutron flux while making the 
resolution comparatively poor. 
2.1.8. Performance Metrics. The optimization between the neutron flux at the 
sample and the resolution of the detected peak governs the performance of a low power 
neutron diffractometer.  
The expected resolution can be calculated for a fixed wavelength ( ) with a fixed 
scattering angle.  From the relationship [33] between the scattering vector (Q ) and the 
scattering angle( s ), the resolution QQ /  can be calculated by assuming that  and 
s are independent to each other when act as contributors to resolution calculation: 
 
2/122 })]cot([)/{(/ ssQQ      (51) 
where 




































)]cos(/[)]cos([)//()/( aPGshklas dddddda      (55) 
 
where, s  is considered as the sample-detector collimation and a is the analyzer takeoff 
angle and calculated from the Bragg’s equation: 
 
)2/(sin 1 aa d
    (56) 
 
where, ad is the analyzer lattice spacing.   is the analyzer mosaicity and 1 , 2 , 3 are the 
collimation for source-sample, sample-analyzer and analyzer-detector respectively. In 
Figure 2.10, a comparison of a diffractometer [34] of three different resolution (D1B- low 
resolution diffractometer  (PG monochromatror, large  Δλ/λ); D1A- medium resolution 
diffractometer  (Ge monochromator, narrow Δλ/λ); D2B- high resolution diffractometer  
(Ge Monochromator, narrow Δλ/λ) )are illustrated. It is shown that for low resolution 
diffractometer, the optimum resolution is achieved for a lower range of scattering angles 












 In this section the instrumentation of diffractometer is described. A short 
description of neutron source, monocromator, collimator, detector and sample are given 
in this section. 




mvE  ) follows the Maxwellian distribution for a particular moderator 




    (57) 
 
The important criteria to select the wavelength are given below:  
a. The selected wavelength should give more than 10 scattered peaks with reasonable 
magnitude in order have the structure solution. 
b. For the purpose of structure refinement, more than 10 peaks should be achieved 
with the selected wavelength.  
c. In a special sample environment which limits the range of diffraction peaks, 
shorter wavelength is recommended to use.  
A shorter wavelength is preferable in order to have sufficient peaks needed for the 
specific purpose as shown in Table 2.2. 
 
 




2.2.2. Monochromator/Analyzer. A monochromator is a (number of) single 
crystals that  is used to monochromate or select the neutron wavelength according to 
Bragg's law. The range of wavelengths accepted depends on the mosaicity of the crystal 
which can be described as a measure of the spread of the orientation of the crystal plane. 
Empirically rocking curve is determined to measure the mosaicity.  Figure 2.11 shows the 
rocking curve for Ge monochromator at HB-2a at Oak Ridge national Laboratory [35].  
Though a larger mosaicity increases the number of neutrons that will make it to the 




Figure 2.11.The rocking curve for Ge monochromator at HB-2a[35]  
 
 
The materials that are commonly used as monochromator crystals are Pyrolytic 
Graphite, Silicon, Copper, Beryllium, and Heusler crystals. The choice of 
monochromator depends on the range of incident wavelength required for the experiment, 
and the desired energy resolution. The added advantage of the silicon (111) reflection is 
that the second order (n=2) neutrons are forbidden (and most neutrons seem to know this) 
[36] . 
Focused monochromators  can be used as a way to increase the neutron flux . The 
collection of small crystals that are used to make monochromators can be lined up in such 
a way that the beam will be focused in the horizontal or vertical plane (or both). Focusing 
in the vertical plane is like a simple concave mirror whereas focusing in the horizontal 
plane is by diffraction - i.e. the beam from the sample is focused on the detector [37]. 
This way can produce more scattering events  by  focusing a neutron beam that is larger 
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than the sample onto the sample, though this comes at the cost of reduced resolution. 
However, for a large range of experiments, a decoupled treatment can be considered by 
maintaining  the resolution in the horizontal plane and relaxing the resolution in the 
vertical plane, thereby greatly increasing the number of neutrons detected. In fact, the 
resolution in the vertical plane tends to be compromised from the outset, leading to the 
shape of most neutron detectors[36]. Figure 2.12 shows the vertically focusing Ge wafer 




Figure 2.12. Vertically focusing Ge wafer monochromator at HRPT[32] .  
 
 
The monochromator, along with the detector, is one of the most essential elements 
in order to decide the neutron intensity other than the size of the sample. Since the 
intensity is directly proportional to the band of wavelength, the band of wavelength Δλ/λ 
which is as wide as possible is desirable. A wider wavelength band can be obtained  by 
employing a larger value of  mosaic spread ΔθΜ for the monochromator, since again 
differentiating Bragg’s equation 2dsinθΜ=λ for scattering from the monochromator 
provides: 
 




Since this equation for Δλ/λ is similar to the equation achieved by differentiating 
Bragg’s equation 2dsinθ=λ for scattering from the sample: Δd/d = Δθ. cot θ, it would seem 
as if  the large Δλ/λ and high intensity indicate large peak widths Δd/d. Luckily, this is not 
the case. After diffracting from the monochromator, the different wavelengths in different 
directions  are fetched to the same direction when diffracted by the sample for the second 
time. This is only true for the circumstances when the scattering angle caused by the 
sample 2θ is equal to the monochromator ‘take-off’ angle 2θM, and is called ‘reciprocal 
space’ or wavelength focusing. 
A small take-off angle θΜ for the increased value of cot θΜ would also increase 
Δλ/λ and hence, increase the intensity. However, having the smaller value of take-off 
angle would focus the wavelength to small scattering angles. In practice, since, focusing at 
large angles is desirable, a larger monochromator mosaic is used to compensate. A 
monochromator mosaic of 15 minutes is not too much for even the highest resolution 
neutron powder diffractometer. Considering that a 30 minute wide collimator should be 
used in order to allow the entire wavelength band to reach the sample. Practically, no 
collimator is used at all; therefore,  the determination of α3 is made by the size of the 
sample divided by the distance to the collimator.  
In order to increase the intensity vertical divergence of the incident beam can also 
be considered since it does not affect much the instrumental resolution. The value of  
vertical divergence can be used  as much as 5 degrees on a diffractometer by which a 
comparatively high resolution in the equatorial plane could be still maintained. Vertical 
divergence is achieved by insertion the diffractometer configuration as near as possible to 
the source, and having a large aperture in the reactor. However, when this condition does 
not produce sufficient intensity, a vertically focusing monochromator must be used.  
Vertical focussing is accomplished by cutting the monochromator horizontally into 
strips, and adjusting the strips on a vertically bended support plate to center onto the 
sample. For example, on D2B at ILL Grenoble, 30 x 1cm strips are used to focus a  4cm 
high sample by a neutron beam of 30 cm width. The focal length can be remained constant 




For low flux reactor highly oriented pyrolytic graphite is a good choice to be used 
as a monochromator for various reasons. Since it offers large mosaic spread it keeps the 
flux as maximum as possible compared to the other materials used as monochromator. 
Since, neutrons do not absorb large wavelength, and hence the peak to background ratio is 
improved because of the direct proportional relationship of the detected intensity and the 
wavelength, 002 graphite plane could be used as monochromator which provides the 
wavelength of 2.4 Å for the low takeoff angle of 42°. If a graphite filter is used between 
the monochromator and the sample, λ/2 harmonic contamination can be avoided. 
2.2.3. Soller Collimator. Collimators are used to define the direction of travel of 
the neutron. It can be said that the better defined the beam, that is, the narrower the 
distributions, the more accurate the measurement, that is, the higher the resolution and the 
larger the coherence volume. Normally Soller collimators are used for diffraction purpose. 
It could be long thin parallel sheets of neutron absorbing coated, separated by an 
appropriate distance to provide the desired beam divergence[35] . 
Söller collimators α1 assist to shape the course of the beam hit to the 
monochromator. They comprise of a layer of uniform absorbing plates. The divergence is 
controlled by the proportion of the separation length between the plates. Therefore,  their 
length  is dissociated from the beam cross section, which is deduced from the cross section 
of the layer. In the comparison with a perfect collimator, neutron loss can be determined 
from the  the ratio of the plate width to the distance between the plates.  
The utilization of a very thin extended plastic foils as the plates makes a major 
progress in neutron collimation.. For instance, if the foils with the thickness of 25μ with a 
coating of  another neutron absorber (gadolinium oxide paint) of 25μ thickness is used 
90% productivity can be achieved regardless the possibility that the plate spacing is just 
0.5mm which is normally maintained for a 5 minute collimator with the length of 34cm . 
The collimator of such kind provides the beam with the  cross section of 25x100 mm  or 
more. While the width beam controls the sample width, the height of the beam is crucial 
for acquiring higher vertical divergence for the intensity increment. [39]. 
2.2.4. Detectors. In case of reactor neutron source, monochromatic neutron beam 
is scattered by the sample and recorded in the position sensitive detector (PSD). The 
detector records the count as a function of the scattering angle. Normally 
3
He tubes with 
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Soller collimators are used for detector. 
3 
He detectors  are most useful for  the 
suppression of gamma background, and usually has the most homogenous distribution of 
detector efficiency for the individual channels . In this sense, the data corrections after 
acquisition need minimal effort and the collected scattering data are most reliable. Each 
detector channel of Silicon-based detectors with extremely high counting rates (many 
MHz) and spatial resolution (55 µm) produced by the Dutch company Amsterdam 
Scientific Instruments is equipped with individual electronics, which serves these high 
demands. For counting neutrons, there should be a boron-based converter. Gamma 
sensitivity is the drawback of this technique, and such events must be suppressed by 
software. The practical signal to noise ratio must be explored experimentally. However, 
this technique is suitable for the central ‘beam-stop’ detector, which determines the 
wavelength dependent transmission and center position. 
The range of the scattering angle determines the rotational angular range of the 
detector. The diffraction patterns  recorded by detector consist of a series of peaks as a 
function of scattering angle. Rietveld analysis techniques is used to analyze the 
diffraction patterns in which the position of the peak is related to the diffraction from 
atomic planes with different inter planar spacing. Figure 2.13 [37] shows the neutron 




Figure 2.13. The neutron detector array at NPDF, NCSU[37] 
 
 
2.2.5. Samples and Environment. For powder diffraction, the sample is usually 
used in a tube shape. The advantage of this kind of shape is the sample can be sealed 
  
34 
easily. Usually goniometer is used to precisely control the physical location and 
orientation of the sample. The sample is generally placed at the centered of the beam 
using precise control of the horizontal motions of the sample goniometer, with a neutron 
camera that is positioned in the path of the neutron beam behind the sample[35]. Various 
environments such as high temperature, low temperature, high magnetic field, and high 
pressure could be created in which the sample can be placed.  
The measurement of neutron flux at the sample position is crucial to know for the 
diffraction experiment. Table 2.3 provides the measurement of neutron flux at sample 
position at the existing instruments at some neutron beam laboratories[37]. 
 
 
Table 2.3. The measurement of neutron flux at sample position at the existing 














































































2.3. DESCRIPTION OF THE ACTUAL WORK  
 The description of the methodology developed is provided in this section. Before 
the description some literature is also reviewed here. 
2.3.1. Current Status. Idaho National Laboratories (INL) intends to leverage its 
expertise in both x-ray diffraction and neutron radiography to facilitate a new neutron 
diffraction diagnostic at the Hot Fuel Examination Facility (HFEF). Neutrons for the 
diagnostic will be produced by the Neutron Radiography reactor (NRAD), a 250 kW 
TRIGA (Training, Research, Isotopes, General Atomics) reactor. Two beam lines extend 
from the NRAD: the North Radiography Station (NRS) to the north and the East 
Radiography Station (ERS) to the east. Each beamline exits into a shielded chamber 
designed to house experimental radiography specimens. The ERS is currently dedicated 
to neutron radiography[40], but the NRS is not actively used. This work evaluates the 
feasibility of operating a neutron diffractometer at the NRS in its current state and 
proposes modifications to the beamline with conventional instrumentation of 
diffractometer. The modifications optimize the diffractometer’s performance by 
increasing the intensity of the neutron beam reaching the sample, without sufficient 
neutron intensity, the diffractometer may not produce the desired results due to noise. 
The performance of the proposed instrumentation is compared with D1B diffractometer 
at ILL.  A new polychromatic design, with wider range of wavelengths, for environments 
that preclude cumbersome rotation of the sample is also proposed and computationally 
evaluated. 
This study concentrates exclusively on powder samples which are more 
representative of specimens studied at the HFEF and are more readily available than single 
crystal samples. Both the monochromatic and polychromatic wavelength dispersive 
techniques are explored for powder diffraction.  
Direct modeling of neutron beams plays an essential part in planning new 
capabilities and upgrading existing instrumentation for neutron diffraction. As such, the 
current NRS beamline geometry is modeled and a diffractometer using a monochromator 
is evaluated using the Monte Carlo code McStas. The diffractometer performance with 
and without the proposed modifications to the NRS beamline are compared. Additionally, 
polychromatic wavelength dispersive diffraction is evaluated for the modified NRS 
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beamline. Based on the results of these simulations, recommendations for further 
development of the beamline are made. 
Recently, McStas has become pervasive in diffractometer simulation literature. 
Cussen, et al. used McStas to compare different diffractometer instrument configurations. 
They compared experimental results two instruments, a collimated high resolution 
constant wavelength powder diffractometer and a conventional open geometry constant 
wavelength powder diffractometer, to McStas simulation and were able to propose an 
improved configuration. They also cross checked the McStas results with the Vitess code 
and found the results to be consistent with each other [41]. Willendrup et al. modeled the 
DMC powder diffractometer at the Paul Scherrer Institute using McStas and found good 
agreement in peak positions, peak widths, background intensity and relative peak 
intensities between the experimental and simulated setups [42] .  Nagler et. al designed 
and simulated the CG1 beamline at HFIR (High Flux Isotope Reactor) with McStas. They 
conducted analytical calculations and Monte Carlo calculations using both McStas and 
IDEAS. The two codes were in agreement [43]. Artus et. al designed the new thermal 
single crystal diffractometer at FRM-II. Although they carried out the simulation for the 
optimization of all the optical components regarding the intensity, divergence, peak 
profiles and wavelength resolution, they presented their work for neutron guide [44]. 
Mathematical approaches for beamline optimization are now available in for 
constant wavelength powder diffractometer. However, Monte Carlo simulations typically 
require fewer mathematical assumptions and those assumptions are also found in the 
purely mathematical treatments, such as assuming the monochromator being treated as 
though it were infinitely thin [41]. Fewer assumptions makes Monte Carlo simulation 
more reliable in most circumstances. 
2.3.2. Description of the Beamline. The NRS beamline begins 60 cm from the 
NRAD reactor core as a rectangular channel where neutrons exit the reactor. An aperture 
assembly system is installed next to the exit point to control the L/D ratio, where L is the 
distance from the aperture to the sample and D is the diameter of the aperture. Two 
interchangeable aperture blocks provide three L/D ratios. One block has a single 8.9 cm 
diameter aperture. The other has two apertures whose selection is controlled by sliding the 
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block vertically. The apertures dimensions are tabulated in Table 2.4 [40]. Both aperture 
blocks are made of combat grade boron nitride with a tapered circular opening.  
 
 
Table 2.4. Aperture diameter and corresponding L/D ratio 




   
 
From the aperture, the beam passes through a removable stepped aluminum 
collimator inserted into a steel-lined penetration (60 cm diameter) in the concrete 
shielding and north reactor room wall. The collimator provides four diverging steps with 
diameters given in Table 2.5. Each step of the collimator consists of a 25.4 cm thick boron 
carbide annulus. The entire collimator is 173 cm long. 
 
 
Table 2.5. Collimator step diameters 







Neutrons passing through the collimator enter a containment box including a 
gamma shield, a neutron shutter and a shaper. The neutron shaper changes the beam cross 
section to a rectangle sized typical radiography foil.   
Following the containment box is an 1176 cm beam transit tube comprised of 
nineteen diverging steps. The steps allow the beam to diverge; the diameter of each step is 
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given in Table 2.6. The transit tube lining is composed of boral, cadmium, lead and 
indium.   
 
 
Table 2.6. Beam transit tube step diameters 






















A beam scraper made of cadmium, boral and masonite with variable heights and 
widths is placed just before the specimen holder. The scraper can extend to 0.432 cm in 
height and 0.355 cm in width to accommodate different sample sizes. The specimen 
holder is approximately 200 cm from the exit of the beam transit tube and can support 
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cylindrical samples up to 0.25 cm diameter and 4 cm height. Most of the beamline is filled 





-s at the aperture with a moderator temperature of 300 K [45]. Figure 2.14 




Figure 2.14. The NRS beam line: (1) rectangular channel; (2) filter block; (3) 
aperture assembly; (4) short tube; (5) long tube; (6) borated polyethylene and polyethylene 
disc; (7) lead shield; (8) through wall collimator I; (9) through wall collimator II; (10) 
collimator insert; (11) neutron shutter; (12) gamma shutter; (13) beam transit tube; (14) 
scraper assembly; (15) specimen holder. Figure is not shown to scale. 
 
 
2.3.3. Monochromator Configuration. The current NRS configuration modeled 
in McStas is shown in Figure 2.15. The source was modeled as a disk located at the beam 
aperture emitting particles uniformly into a cone of 2.5°. Simulations were run using 10
6
 
neutron rays; each simulation required approximately 30 minutes on an Intel® Xeon® 








A simple simulation was run in McStas with only the beam transit tube modeled to 
determine the intensity incident on the monochromator location. The maximum intensity 
of 1.0×10
5
 n/s-Å was found at 1.18 Å. 
A Highly oriented pyrolytic graphite (HOPG)-002 crystal (oriented such that the 
angle of incidence between the plane defined by the 002 Miller Indices and the primary 
beam is θm), was selected for the monochromator and placed after the beam transit tube 
14.41 m from the source. This monochromator has an intrinsic d-spacing, dm, of 3.354 Å. 
The simulated crystal was curved with a horizontal and vertical mosaicity of 12 minutes to 
focus the monochromatized beam onto the sample.  
The 1.54 Å wavelength was selected as the monochromatized wavelength 
Although the effect of the wavelength on the optimization is not as clear from the 
simulations, the wavelength should be selected such that it can measure the   desired 
ranges of d-spacings[46]. Using Bragg’s Law, the scatter angle off the monochromator, 
2θm, was computed to be 25.84°. 
A cylindrical nickel powder sample was modeled 10 cm from the monochromator. 
The sample was 4 cm tall with a radius of 0.25 cm.  In reality, a single detector would 
measure the intensity as the sample is rotated by a goniometer. However, modeling 
transient motion within a Monte Carlo simulation is onerous so instead, the sample 
remains stationary and a banana detector is used to measure the angular intensity 
distribution. Angular data points are converted to d-spacing using Bragg’s Equation. The 
computed d-spacing values are compared to a reference data set obtained from the 
experimental result from D1B, ILL for Na2Ca3Al2F14  power samples.  
Three collimators, one between the source and monochromator, one between the 
monochromator and sample, and one between the sample and detector, were added. The 
beam quality was also enhanced by shaping the beam holes, including collimator 
divergence.  
A Söller blade linear collimator is inserted into the beam tube. The collimator has a 
horizontal divergence of 18 minutes and is placed 15 m downline from the source. Past the 
collimator, a slit is used to absorb any neutrons not headed directly toward the 
monochromator. The slit is assumed to be very thin and completely absorbing. The 
monochromator is placed 10 cm past the slit.  
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Though the monochromator has a mosaicity designed to increase neutrons toward 
the sample, some will scatter into undesirable directions. A guide channel is placed 30.4 
cm away from the monochromator to help redirect some of the monochromatic neutrons 
scattered but not toward the sample. A Söller linear collimator, characterized by a 
divergence angle of 11 minutes, is then used to filter out those not traveling in the 
appropriate direction. Once through the collimator, the beam passes through a slit similar 
to the one at the end of the previous collimator. The purpose of this slit is to kill any 
neutrons not headed directly toward the sample reducing noise. The sample is positioned 
262 cm away from the monochromator (rotated 2θm from the primary beamline direction). 
An oscillating radial collimator and banana detector setup is used. 
2.3.4. Polychromatic Configuration. Using the monochromatized beam, in order 
to acquire all Bragg angles in the optimum range of scattering angle will require changing 
the neutron wavelength by rotating the monochromator. Rotation of the monochromator 
will require an arm to be able to rotate sample table and the banana detector. This can be 
very challenging in some environments such as those that require high temperatures or a 
vacuum. Maintaining these environments with minimal additional hardware to reduce 
excess scatter can be difficult. Polychromatic techniques have been successfully used to 
alleviate some of these difficulties [47].  
In polychromatic wavelength dispersive diffraction, no monochromator is used 
which allows multiple wavelengths to reach the sample. Since the neutron wavelength is 
no longer a fixed value, the analyzer which is place downstream of the sample could be 
rotated to get different wavelengths to solve Bragg’s Equation for the d-spacing, while the 
diffraction angle,  θs, must be fixed. The most appropriate angle that which minimizes 
gauge volume. Gauge volume, illustrated in Figure 2.16, is defined by the intersection of 
the incident and diffracted beam [47]. For an optimal setup, the irradiated volume should 
be minimized. This can be achieved by setting θs to 45° as the irradiated volume is 
proportional to 1/sin(2θs) assuming parallel incident and diffracted beams. 
In other way, by keeping the analyzer take off angle fixed, the scattering could be 
rotated where Each 2-theta angle will give different part of powder pattern, which can be 





Figure 2.16. Gauge volume. 
 
 
Therefore, Rotation of analyzer arm combined with changing scattering angle will 





Figure 2.17. The schematic rotation set up for polychromatic configuration 
 
 
For polychromatic wavelength dispersive diffraction to work effectively, the 
wavelength of the incident neutrons should be filtered to within a narrow range to remove 
wavelengths that are not expected to reveal peaks but still contribute to the incoherent 
background. Simmons recommends using a high energy bandpass X supermirror and low 
energy bandpass optical filter to remove wavelengths outside 0.6 - 2.9 Å [33]. In the 
Monte Carlo simulation, wavelengths outside this range were simply killed. 
In the polychromatic setup, the same monochromatic beamline configuration is 
used. The monochromator is removed and the sample is placed in its previous location. A 
Söller linear collimator with divergence of 11 minutes is placed 1.05 m away from the 
sample. A wavelength sensitive detector is used instead of a banana detector. Figure 2.18 









For the monochromatic configuration, since the scatter angle θs is known and λm is 
constant, the d-spacing of the sample can be computed using Bragg’s Equation. Figures 
4.1 shows the diffracted peaks of the sample power at different scattering angles in the 
NRS and D1B configurations.  The poor resolution seen in the Figure 2.19 results in the 
overlapping of the peaks in the higher range of the scattering angle which makes 
computation of the d-spacing error prone. Though for both, NRS, and D1B, at higher 




Figure 2.19. The comparison of the diffracted intensity between NRS and D1B. 
 
 
 However, if the peaks can be shifted to the lower scattering angular range by 
changing the wavelength as shown in Figure 2.20, it is possible to get the optimum 
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Figure2.20. The shifting of the peaks by changing the wavelengths. 
 
 
Table 2.7 shows the calculation of d-spacing for the different wavelengths by 
changing the analyzer take-off angle while keeping the scattering angle fixed.  
 
 




Figures 2.21 shows the same results that are tabulated in Table 4.1. It shows the 
diffracted peaks of the sample power at different analyzer take-off angles where 
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wavelength varies from 1Å to 3Å for the variation of the analyzer take off angle from  




Figure 2.21. The scattered peaks for the variation of wavelengths 
 
 
The corresponding resolution is shown in the Figure 2.22 where it is clear that at 
the lower value of the wavelength, higher resolution is achieved compared to the higher 




Figure 2.22. The resolution function of wavelengths 
  
46 
 On the other hand, while keeping the analyzer takeoff angle fixed and varying the 








Figures 2.23 shows the graphical results that are tabulated in Table 2.8. It shows 
the diffracted peaks of the sample power at different scattering angles where the 




Figure 2.23. The scattered peaks for the variation of scattering angles 
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The corresponding resolution is shown in the Figure 2.24 where it is clear that the 
optimum threshold for scattering angle (2 θs )is 60 for the optimum resolution.  Though 
the peaks for the plane 311 and 222 are overlapped when the scattering angle is varied, 
they are completely separated when the analyzer take-off angle is varied which 
implements that the combination of both technique would produce the whole range of d-




Figure 2.24. The resolution function of scattering angles 
 
 
It can be concluded that the diffractometer can be designed for single horizontal 
scattering plane as well as single take-off angle plane. Multiple analyzer-detector channel 









3. AUTOMATIC DETECTION OF CARRIES FROM DENTAL X-RAY 
3.1. BACKGROUND FOR CARRIES DETECTION 
In this section the background of the dental cyst detection is described.  The 
characteristics of the dental cyst are analyzed here in the radiographic digital image.  
3.1.1. Dental Carries and Dental Cancer. Oral wellbeing is basic to general 
wellbeing and personal satisfaction. It is a condition of being free from mouth and facial 
agony, oral and throat tumor, oral contamination and wounds, periodontal (gum) ailment, 
tooth rot, tooth misfortune, and different maladies and scatters that point of confinement 
an individual's ability in gnawing, biting, grinning, talking, and psychosocial prosperity. 
Around the world, 60–90% of school kids and about 100% of grown-ups have dental 
cavities. Extreme periodontal (gum) infection, which may bring about tooth misfortune, 
is found in 15–20% of moderately aged (35-44 years) grown-ups. All inclusive, around 
30% of individuals matured 65–74 have no common teeth. According to the Oral Cancer 
Foundation, nearly 50,000 new cases of oral cancer are expected to be diagnosed this 
year (2017). Of the new diagnoses, approximately 40% are expected to result in a fatality 
within the next five years. This severity is not caused by difficulty making an accurate 
diagnosis or treatment of oral cancer, but rather by late discovery far into the cancer’s 
development [48]. Early detection could reduce the fatality rate by 70% to 90% [49]. 
3.1.2. Common Methods to Analyze Dental Carries. Early detection of dental 
cancer is often preceded by the detection of dental caries such as tumors and cysts. 
Several methods are available for diagnosing dental caries including clinical visual 
inspection, fiber optic transillumination, bitewing x-ray radiography, caries indication 
dyes, fluorescent methods, cone beam computed tomography (CBCT), and panoramic x-
ray radiography [50]. Amongst these techniques, only radiography methods are 
applicable for automated lesion detection because they result in an image that can be 
processed. CBCT produces reliable data but exposes the patient to 10 - 1200 μSv which 
is far more than the 5 μSv dose acquired from panoramic x-ray radiography [51]. 
3.1.3.Application of Panaroma Dental X-Ray in Detection Carries. Panoramic 
dental radiographs, commonly known as orthopantograms (OPGs), are widely used for 
early diagnosis of oral diseases and facial skeleton injuries.  An OPG is a two-
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dimensional x-ray image of the entire oral cavity including teeth, surrounding jaw bones, 
jaw joints, the nasal area, and the sinus cavity [52]. Since this region is optically thin 
compared to the rest of the human body, a low voltage x-ray tube can be used to achieve 
good contrast between tissue and bone without requiring contrast agent which enables 
low dose radiography. The tissue regions in the OPG often suffer from quantum noise but 
the bone regions are largely unaffected. The quantum noise in the tissue region impedes 
detection of carries from OPGs  [53].   
Mapping a 3D structure to a 2D radiograph distorts spatial information and 
complicates its identification [51]. Identifying structures (object recognition) is crucial for 
an automated algorithm . 
3.1.4. Computer Aided Detection. Object recognition is performed by computer-
aided detection (CAD), an automated methodology to help medical specialists identify 
anomalies from diagnostic tests. High sensitivity can be achieved using CAD [54]. 
Computerized automatic dental radiography analysis systems for clinical use save time 
and manual costs and avoid problems caused by intra- and inter-observer variations e.g. 
due to fatigue, stress or different levels of experience. CAD can be applied to panorama 
radiography and CBCT images [55].Furthermore, an automatic method is capable to 
compare the suspicious or lesion areas against the non-lesion areas in multiple images to 
identify the closest resemblance. Compared to manual process which is more convenient 
for identification on a small number of images, an automatic system can be more suitable 
for the identification on a large database. 
3.1.5.Characteristics of the Carries. The periodontium is the specialized tissues 
surrounding and supporting the teeth, affixing them in the maxillary (upper) and 
mandibular (lower) jaw bones. Periodontal cysts can be classified into either dentigerous 
or periapical cysts. Most dentigerous (follicular) cysts are developmental odontogenic 
cysts evident in adolescents and young adults which is not very common. Periapical 
(radicular) cysts are the most common type of periodontal cyst. About 60% of periapical 
cysts are found around a carious incisor or canine [56]. These cysts result from 
inflammation secondary to caries or other entities and are linked to cancer.  
Periapical cysts can be described by their size, shape, location, density, borders, 
internal architecture, and the effect of adjacent structures. Most periapical cysts are less 
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than 1 cm in diameter, well-defined, unilocular, radiolucent lesions.  They are identified 




3.2. IMAGE PROCESSING AND DETECTION METHODS 
In this section some image processing and pattern recognition methods are 
described that are used to develop the methodology of the proposed method.  
3.2.1. Average Intensity Projection. A digital image is represented by a 2D 
function which is a surface in 3D space. Variation of the intensities of such a surface can 
be exploited as a curvature with  peaks (local maxima) and valleys (local minima) to be 
detected as important features from images. An analysis of such curvature based peak and 
valley detection techniques result in identification of the different types of peak and valley 
positions of the image. Because curvature is a representation of ‘bend’ in the intensity 
profile along a certain direction of the image, a 1D function is used to analyze the 
positions of peaks and valleys along that direction. The description of profiles depicted by 
a peak-valley curvature based technique is the measure of the properties of the average 
intensity profile of the 1D function [57]. Unlike the traditional peak detection strategy that 
employs the threshold value of noise coupled with first-order derivative to estimate the 
peak start and end positions, we emphasize the detection of local maximum points 
corresponding to underlying peaks. A data point, ip , represents a local maximum as long 
as the following equation is satisfied: 
 
11 )(  iiii pandppp    (59) 
 
where 1ip  and 1ip  represent the i − 1th and i + 1th data points, respectively. Similar way 
the valley is detected as local minima.  
3.2.2. Otsu’s Thresholding. Otsu thresholding work better for bimodal or 
multimodal histogram. It calculated the each class probability, there corresponding mean 
and variance from which it calculates the within class variance for each of the intensity 
level of the image.  The intensity level which produce the lowest within class variance is 
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chosen as the threshold value by Otsu’s method.  Table 3.1 describe the calculation of 
Otsu’s method [58].  
 
 




3.2.3. Gaussian Smoothing Filter. Gaussian smoothing filter is widely used to 
smooth the image or reduce the noise. It acts as a low pass filter. It uses the Gaussian 
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3.2.4. Sobel Edge Detector. Since we want to suppress the high frequency 
variation in the image, Sobel edge detector is a very good choice to preserve the 
prominent edges. This operator is used by convolving the image with Sobel horizontal and 
vertical masks. If the input image is A and the horizontal and vertical masks of Sobel 
operator is Gx and Gy and the output image is F, the computations are as follows: 
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3.2.5. Erosion Operation. Erosion is one of  the  most common morphological 
operation in binary digital image. Erosion shrinks the area of the region of interest. A 
structural element is used to  shrink the region. This process can be analogized to the 
spatial convolution, though it is not  a linear operation  like convolution. It is a non- linear 
process. The structural element is swept over the original image and only those places of 
the input image having the foreground pixels will be labeled as the fore ground pixels of 
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the output image such that the structural element fits entirely within the shape of the input 
image.  Figure 3.2 (b) shows the eroded image for the erosion of the image of Figure 





Figure 3.2. Erosion method: (a) binary (b) eroded image, (c) structural element 
 
 
3.2.6. Row by Row Labelling of Connected Components. Connected component 
labeling is quite popular method to label the connected regions in binary digital images. If 
B represents the binary images and (r,c) represents the pixel then values of B(r,c) would 
be ‘0’ or ‘1’. The pixels would be connected to each other with respect to their values if 
there is a sequence of pixels having the same values. The connected path is created by the 
sequence of pixels. The same label is assigned to all of the connected pixels. The 
consideration of the connection of the sequence of pixels of same value is made based on 
either eight neighborhood or four neighborhood definition. In row by row labelling 
method [60], two scanning passes over the image are made. In the first pass, equivalent 
labels are recorded and a temporary label is assigned. In the second pass,  each of the 
temporary labels is replaced by the equivalent label.  In the Figure 3.3 (b), there are five 
labels for the connected components for the Figure 3.3 (a). This is the classical method of 






Figure 3.3. Connected components:(a) binary image , (b) labeling. 
 
 
3.2.7. Region Growing. Region growing plays an important role to segment the 
region of interest. As the name implies this method basically starts with a seed point and 
gradually growing the region based one the predefined criteria for extension. The basic 
approach is attaching to the seed those connecting regions that have the predefined similar 
characteristics as the seed. Any kind of common information in the ROI, for example 
range of intensity values, texture and color, can be used as predefined criteria. The process 
of growing the region would stop when no more pixel will satisfy the criteria to be 
included [61]. Figure 3.4 shows the important steps of the region growing technique.  
 
 





3.2.8. Feature Extraction. For the analysis of the panoramic X-ray images, one of 
the essential steps is to extract the important features of ROI. Several works are done on 
the feature extraction. Shape [52, 62] , size [63] and texture morphology [62] of the ROI is 
considered as some of the important features  to extract. Some statistical features, 
representing the spatial relationship of pixels, of ROI such as brightness [64], 
homogeneity [65], are also important to define the object.  Some features that describe the 
object in the comparison with the surrounding region are also extracted to differentiate the 
ROI from other.  One of such kind of features could be the ratio of the area of the ROI to 
the area of the surrounding region [63]. 
3.2.9. Hough Line Transform. Hough transform is commonly used to detect a 
line from the aligned points. A polar form representation of line is used here. The Hough 
transform utilizes this change of representation.  
The first step in the Hough transform is to make the input image to a set of edge 
pints. Any kind of edge-detector can be used based on the purpose and the resulting edge 
image is fed to the Hough process as an input. 
The rectangular coordinate positions of the pixels in the edge image are converted 
to polar coordinate system, i.e. their position is represented using a directional 
angle theta and a position vector r (distance from the origin in rectangular coordinate) as 
shown in the Figure 3.5,  instead of x and y. (The center of the image is commonly used as 








ryx   sincos    (65) 
 
In an image space or the rectangular coordinate system, the Cartesian 
),( yx coordinates of edge pixels are known parameters and hence act as constants in the 
polar ),( r line equation given in equation 64, while r  and   are the unknown variables 
that need to be determined in order to solve the equation. When all the probable values of  
),( r  defined by each Cartesian point ),( ii yx  are plotted, points in Cartesian image 
system are delineated  to  sinusoidal curves in the polar Hough polar coordinate system. 
This conversion from point-to-curve is named as the Hough transformation for straight 
lines. Points which are at the same line in the Cartesian image coordinate system produce 
curves which intersect at a common  ),( r point in Hough parameter coordinate system. 
Quantization of the Hough polar system defined by ),( r into finite intervals, 
formally named as accumulator cells, is used to implement this transform. As the 
algorithm continues, each ),( ii yx point is converted to a discretized ),( r  curve and the 
accumulator blocks over which this curve is traced are augmented. Consequential peaks in 
the accumulator cell give the indication that a corresponding straight line presents in the 
input image [66]. 
3.2.10. Artificial Neural Network. Artificial neural networks are used to 
recognize a specific pattern automatically. A neural network is a large  parallel networks 
which are  interconnected to each other by a serious of processing units or neurons. The 
parallel nature of the network enables this system to work faster than the conventional 
sequential nature of the computation system. A single neuron, performing the core 
function of the network, takes the weighted the sums of the input and transfer them to the 
activation function that defines the relationship between the input and the output. The 
activation function could be the linear or non-linear function depending on the purpose. 
The weights of the neurons are the parameters that are need be set to define the 
functionality of the network [67]. 
The two main categories of neural network is currently available in literature: feed 
forward neural network and feedback network.  Feed forward network is more common. 
There are connected with multiple layers. The last layer is known as output layer while the 
  
57 
other layers are called hidden layers. The number of neurons in the hidden layers depends 
on the particular problem. Trial and error method is also widely used to find out the 
suitable number of neurons for the layers. Off course, more complicated the problem is, 
more difficult to find out the suitable numbers of neurons. If iO  represents the output of 
the i
th
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where  )1,( mmijw  represents the weight from neuron j of layer m-1 to neuron i of layer m, 
)(m
i is the bias of neuron i of layer m. The function f denotes the activation function. The 
backpropagation learning algorithm is used to train the network so that the network would 
set the appropriate values of weights and bias in order to map the new pattern to trained 
pattern as closely as possible. 
 
 
3.3. DESCRIPTION OF THE ACTUAL WORK 
The description of the methodology developed is described in this section. Some 
literature related to our work are also mentioned here. 
3.3.1.Current Status.  Since periapical cysts usually occur near specific teeth, the 
first step in their detection is to identify specific structures such as teeth and the mandible. 
Active contours are often used to segment cysts and tumors semi-automatically from 
dental panoramic images [68, 69, 70]. However, active contours require an initial guess 
for the location (and shape) of the desired feature making them impractical for fully 
automatic algorithms. Level set segmentation is similarly used to segment features such as 
cysts from dental panoramas [71, 72] but also requires some initial input to converge 
accurately. 
Another technique that has successfully been used for identification of teeth is 
integral intensity profile analysis [73]. However, a flaw in integral profile analysis is that 
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the teeth must have an intact structure. Additionally, integral profile analysis of an entire 
OPG is difficult so a specific ROI is often selected [74].  
Seeded region growing is an automatic process of segmenting the ROI which is 
free of tuning parameters [61]. To avoid incorrect segmentation, Adams [61] suggests 
using a region rather than a single pixel. The darkest pixel groups around the teeth are 
used as the seed region to detect periapical cysts. 
Classification of an image (or a segment thereof) is well suited to a neural network 
classifier. Support vector machines (SVMs) have been used in this capacity successfully 
[72]. Convolution neural networks have also been used [75].  
Recently, Birdal et al. published an algorithm for automatic detection of apical 
lesions from OPGs. First, they separated the jaws with a wavelet transform and 
polynomial regression. Then they segmented the teeth and identified the tooth root using 
angular radial scanning. Finally, they used region growing to find the lesion around the 
tooth root. They selected the seed point for lesion identification assuming that teeth are 
darker than gum and lighter than the air gap. They found pixel intensity values along the 
root detection line and use the first minimum value after the root apex as the seed point if 
the value is between the intensity values of air gap and gum. They measured specificity 
and sensitivity to be 89% and 70% respectively [76].  In comparison, the proposed method 
here achieves similar sensitivity but higher specificity   
3.3.2.Data-set. Vatech Humanray Co., Ltd, Korea provided 180 OPGs for 
statistical analysis and validation of the proposed algorithm. Each image has a resolution 
of 2776 × 1504 pixels. Among 180 images, 90 images were randomly chosen for a 
training set and the rest of the images are used for testing and validation. The proposed 
algorithm is only valid for OPGs taken with a similar instrument at the same resolution. 
The detection algorithm was implemented in C++ and OpenCV. 
3.3.3. Periodontium Identification. As a whole it is really difficult to analyze the 
OPG.  It is convenient to find out the object of interest from a surrounding smaller region 
rather than whole image. Therefore, the most prominent structures as shown in Figure 3.6  
in the OPG could be used as reference structures from which a smaller region could be 
deduced to be considered for detail analysis. In OPG the hard palate (shown in Figure. 
3.6(a)) is a very prominent structure which is the most horizontal structure and 
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comparatively brighter. If the position of the hard palate can be detected, the location of 
the junction of the crown and root, formally known as superior border of alveolar process 
(shown in Figure 3.6(g)), in the mandible could be easily detected which make the region 
of analysis smaller. The Hough Transform  is used to find out the hard palate. However 
before using the Hough Transform, the image needs to be preprocessed. To remove noise 
from the image, a Gaussian smoothing filter is used with a standard deviation size of 20. 
Then the edges are detected using the simple Sobel edge detector. The edge map, E, is 
generated from the smoothed image using Eq. 68 where the 3×3 Sobel horizontal ( xS ) 




Figure 3.6.  Landmarks of panoramic X-rays. (a) hard palate, (b) air gap between 
upper and lower jaws,  (c) oropharyngeal air space, (d) inferior border of mandible, (e) 




Note that all operations after the convolution are element-wise operations. Figure 
3.7 (b) shows the result of convolving the Sobel kernel with the smoothed image shown in 
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A threshold is applied to E to produce a binary image as shown in Figure 3.7 (d) 
using a threshold from the 90
th
 percentile of the histogram of the edge map E to the 
maximum intensity value as shown in Figure. 3.7 (c). Here the average intensity values are 
not used because the intensity of the hard palate does not lie within the average intensity 
range, rather a very distinct range of intensity represents it. This binary image is fed to the 
Hough transform as an input image to find the most prominent horizontal line, show in 
Figure. 3.7(d), representative of upper hard palate.  
The region below the horizontal line is considered for further analysis. The 
horizontal integral projection is analyzed in order to find the gap valley between the upper 
and lower jaws as one of the preliminary steps to detect the junction between the crown 
and root of the lower jaws.  As the gap valley is the most radiolucent area in the 
considered region, its location would be represented by the lowest valley between two 
peaks of the profile as shown in Figure 3.8(ii). It is difficult to generalize the position of 
the junction between the crown and the root if it is detected directly from a bigger region 
of the image rather than a smaller region achieved step by step. Once the gap valley is 
detected, the region below it is considered for further analysis.   
To remove the region beyond the oropharyngeal air space (shown in Figure 3.6(c)) 
from both the right and left sides of the image, the vertical integral profile of the region 
below the gap valley is analyzed. Because the oropharyngeal air space is the predominant 
air space in the horizontal direction of the region under consideration, it should represent 
the lowest valley of the profile. However, since the image has a complete black strip with 
the average intensity of zero just in the beginning of the left border, the second lowest 
(when the profile starts with zero) and the first lowest valley from the left and right side of 
the profile respectively are considered as possible locations of the left and right 
oropharyngeal air spaces as shown in Figure. 3.8(iii). Once the positions of the 
oropharyngeal air spaces are located, the region within the left and right air spaces would 
be considered for further analysis which disregards the region outside of them and 
consequently makes the analysis of detecting the desired object easier and false positive 
rates lower.  
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In this discourse, only the left half of the image is discussed now but the rest of the 
procedure is equally valid when mirrored about the vertical axis. Because of the two 
comparatively radiopaque (brighter) regions:  the inferior border (shown in Figure. 3.6 
(d))and the hyoid bone (shown in Figure. 3.5 (e)) at the bottom of the image, there would 
be a peak at the bottom of the region in its horizontal profile as shown in Figure.3.8(ii(d)) 
the nearest valley (Figure. 3.8 (ii(e))) of that peak would be considered as the cutoff 
threshold, and everything below that point is omitted from further calculation and the 
initial ROI is produced as shown in Figure.3.8 (iv). The selection of ROI in this way 
ensures that the teeth roots are preserved while removing the sinus cavity and chin. Other 
imaging devices or alternative resolutions may require a slightly modified initial ROI 




Figure 3.7. Hard palate detection:(a) The smoothed image, (b) edge detected image 
with Sobel operator, (c) the histogram of image with the region from the 90
th
 percentile to 
the maximum intensity highlighted, (d) The binary image produced by the highlighted 
intensity region of (c) with the most horizontal line (dotted) within the image. 
 
 
The vertical average projection of the ROI (bottom of Figure. 3.9) is used to 
update the left border of the ROI. The left-most peak in the profile is indicative of the last 
tooth. In order to identify the peak corresponding to the molar, the profile must be 
smoothed or noise will be detected as the leftmost peak. To smooth the profile, it is 




The magnitude of the smoothing operation is controlled by the number of 
evaluation points used. We chose 150 evaluation points because that is the approximate 
width of a typical molar tooth whose identification is sought. Different resolutions should 
be scaled accordingly. The leftmost peak, xp, (near x-index = 200 in Figure. 3.9) and local 
minimum nearest to xp, xv, (near x-index = 300 in Figure. 3.9) are identified. The left edge 
of the ROI, xL, is computed using Eq. 69.  
To remove the region above the mandibular tooth crowns from the ROI, the 
horizontal integral profile is analyzed. It is smoothed using a Gaussian kernel of the same 
specifications as previously described. The first valley of two adjacent peaks results from 
the tooth crown and roots. Therefore, the valley dividing them is the cutoff threshold, and 




Figure 3.8. Preliminary ROI detection:(i) the smoothed image showing the region 
below hard palate (light bluish highlighted) and the preliminary ROI (light reddish 
highlighted), (ii) the horizontal average intensity profile of light bluish highlighted region 
of (i) where ‘a’, ‘d’ and ‘e” represent the gap valley between the upper and lower jaws, the 
inferior mandible border with hyoid bone and the nearest valley of ‘d’ respectively, (iii) 
the vertical average intensity profile of the region below gap valley where ‘b’ and ‘c’ 
represent the left and right oropharyngeal air spaces respectively, (iv) the preliminary ROI 
 
 






Figure 3.9. An OPG ROI and the average intensity profiles. The smoothed vertical 
profile (bottom) is used to determine the position of the left ROI boundary. The smoothed 
horizontal profile showing peaks and valleys (right) is used to determine location of the 
top ROI boundary. The resulting ROI is highlighted. 
 
 
The roots are detected using a Sobel edge detector. To remove noise in the image, 
Gaussian smoothing with a standard deviation of 20 representative to the average tooth 
length is used. The edge map is generated from the smoothed ROI. Figure 3.10 (a) shows 
the result of convolving the Sobel kernel with the ROI shown in Figure. 3.9.  
A threshold is applied to the edge map to produce a binary image using Otsu’s 
thresholding method [16]. The binary image is shown in Figure 3.10 (b). Artifacts in the 
binary image are removed using erosion with a 3×3 crossed shape structural element, C, 
















C    (70) 
 
Once artifacts are removed, the connected components are computed. The tallest 
connected component is a result of the longest tooth (usually a bicuspid) which delineates 
the lowest extent to which the teeth reach. The region below the bottom of this connected 
component is removed to yield the final ROI. Figure 3.10 (d) shows the tallest connected 






Figure 3.10. Refined ROI detection:(a) Result of convolving a 3×3 Sobel kernel 
with the ROI (8-bit unsigned image). (b) Binary image obtained from thresholding after 
convolution. (c) The binary image after artifacts are removed by erosion. (d) The tallest 




3.3.4. Structure Detection. After having the refined ROI, region growing 




Figure 3.11. Connected component division:a connected component splits the 
region into different parts. The expanded box shows the different parts identified by 
connected component analysis inside the connected component’s bounding box. The 
darkest part is the seed region. Here only one connected component is shown because of 
the clarity of the image. 
 
 
Each connected component of the final edge image represents an edge between 
significant structures within the ROI. The region of the original image containing the 
darkest average pixel value is the seed region for the cyst. Region growing is used to 
expand the seed region by iteratively expanding the seed region to cover adjacent pixels 
whose intensity, I, is within a threshold from its minimum intensity, Imin, to the 80
th
 
percentile ,I80th, of its histogram.  Erosion using the kernel defined in Eq. 70 is then 
applied to the updated seed region to remove any weak linkage created. The exploration 
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boundary is then expanded. This process continues until the exploration region does not 
grow. Figure 3.12 shows the region growing methods only for one connected component 
as an example. Features are extracted and analyzed to determine whether the structure is 
cystic or benign.  
 




Figure 3.12. Region growing methods. (a) The exploration initialization. (b) An 
update iteration. The structure (red) expands to include all adjacent pixels within the 
exploration box that satisfy an intensity threshold. The exploration box is then updated. (c) 
The final structure identified by region growing when the convergence criteria are met. 
 
 
3.3.5. Cystic Feature Extraction. After identifying a structure, the size, shape, 
intensity, and texture are evaluated to compute eight distinct features classifying the 
structure. The features are then fed into a pre-trained neural network to evaluate whether 
the structure is cystic.  
A shape metric, S, is calculated using Eq. 72 where P is the perimeter of the 
structure in pixels, and A is its area in total pixels. The scatterness, T, also measures shape, 







    (72) 
rA
A
T     (73) 
 
The area of the structure in pixels is used to compute the size relative to the size of 
the largest cyst found in the randomly chosen training set of ninety images. The area 
percentage, F is defined in Equation 74 where Amax is the largest possible area a cyst was 
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found to have (12150 pixels). The number of iterations required for the region growing 




F     (74) 
 
Since cysts have a water-like composition, they should not be excessively 
radiopaque or radiolucent. Therefore, the average intensity of the structure, I0, is extracted 
as a feature. 
Texture is related to the homogeneity of the structure. Holes are groups of 
connected pixels fully enclosed by the structure but not part of it. Given the number of 
distinct holes, NH, Tp is computed using Eq. 75. The difference between the intensity of 
the holes, µH, and the intensity of the rest of the structure, µs, reveals the magnitude of the 




T Hp     (75) 
HsqT      (76) 
 
Cysts should appear more radiolucent than the surrounding, healthy, tissue. 
Therefore, two metrics quantifying the relative intensity of the structure relative to its 
surroundings are included. The first metric, RU, is the ratio of the average intensity of the 
region immediately above the structure’s bounding box (shown in Figure. 3.13 (a)) to the 
structure’s average intensity. The height of the region above the structure was arbitrarily 
chosen to be 7 pixels. The second metric, RO, is the ratio of average intensity inside the 
structure to the average intensity inside the structure’s bounding box but outside the 






Figure 3.13: The regions that define the ratios RU and RO. Each ratio is the area of 
the structure (shown in red) to the area of the highlighted region. (a) The upper region. (b) 




One of the most frequent problems that radiologists faces while using CAD 
software is difficulty in assessing areas of interest due to CAD marks that obscure 
lesions. Today, most CAD software puts a circle or rectangle over the area of suspicion. 
The size of this circle or rectangle is usually standard, and does not change from one 
detection to other. Depending on the size of the mass or calcification in question, the 
CAD mark obstructs the very area that the radiologist needs to analyze. To allow for 
easier, more efficient readings for both inexperienced and experienced radiologists, our 
CAD algorithm developed an upgrading visual aspect of CAD marks in which the mark 
is assigned as a  cross mark shown in Figure 3.14 at nearly the center of the cyst. By this 
type of representation, the area of suspicion is not obstructed and easily analyzed by the 









Currently, the state of the art algorithm for automatic lesion detection is the 
artificial neural network . However, many images are required to train them [77, 78].  
A backpropagation neural network was implemented using the MATLAB Neural 
Network Toolbox. Figure 3.15 shows the architecture used in this work. The input layer 
consists of the feature values and bias, B. Each input is multiplied by each weight (Wn) in 
the hidden layer and summed together. The result (A) is then input to a sigmoid function 









The neural network was trained using Levenberg-Marquardt backpropagation  to 
compute the optimal weights. The entire data set of 180 OPGs was split randomly into 
training, validation, and testing datasets. The training dataset contains 90 images with and 
without lesions while the remaining 90 images are considered for validation and testing, 
45 for each. The weights and bias were initialized randomly. Figure 3.16 shows the 
validation performance during training. The hidden layer has eight (the number of 
features) nodes. The error function is cross-entropy which ensures that the learning rate is 
largest when the performance is poorest. 
The performance of the algorithm is measured based on three metrics: specificity 
(precision), sensitivity, and false alarm rate. Sensitivity is a measure of how often the 
feature is correctly detected. Specificity is a measure of how often lack of a feature is 
correctly detected. The false positive rate is a measure of the frequency at which a feature 
is detected but not present in an image. An ideal system would have sensitivity and 
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specificity of 100% and a false positive rate of 0%. The values obtained from the neural 




Figure 3.16. The validation performance curve: output by the Matlab Neural Network 
Toolbox during training. 
   
 
 




False Positive Rate 0.013 





3.5. DISCUSSION AND CONCLUSION 
This study presents a novel computer-aided method to detect periapical cysts in 
the mandible from an OPG. Morphological operations, region growing, and feature 
extraction methods are developed.  
Though this detection method performs well, it is not yet ready for use in a 
clinical setting as a sole technique for cyst detection. It could be used together with the 
interpretation of radiologists. 
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The proposed methodology is limited by the patient’s variability in some extreme 
cases. A larger dataset of sample OPGs could increase the generality of the proposed 
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