ABSTRACT For robotic-assisted surgery, the preoperative preparation procedure within which the surgical arms need to be adjusted manually to their expected configuration can pose interlocking problems in terms of accuracy, system robustness, and human-robot interaction experience. Previous work about variable impedance/admittance control methods did improve the smoothness of this procedure while individual characteristics of different operating personnel haven't yet been adequately considered. To further improve this process on the basis of existing methods, a novel strategy based on fuzzy Sarsa(λ)-learning algorithm is both proposed and incorporated into the virtual parameter adjustment strategy to achieve physical human-robot interaction (pHRI) so that the robot can acclimatize various handling characteristics of different operators through enough online learning. To also shorten the online training cycle, reduce the undesirable subjective factors and improve the overall training performance, a particle-swarm-optimization-based (PSO-based) algorithm is as well employed for optimizing the partition of state variable space and the distribution of discrete actions. Several groups of experiments have demonstrated the validity of this scheme and the effectiveness of the PSO optimization element.
I. INTRODUCTION
Robotic-assisted minimally invasive surgery (RAMIS) systems represented by the da Vinci system have set off a new wave about intelligent surgery development in recent decade [1] . As one of the major procedures amid preoperative preparation [2] , [3] when using minimally surgery robot, most of all, the surgical manipulator ought to be properly set up in line with the pre-planning configuration that takes several factors such as the field of vision in vivo, the workspace of the instruments, and the possible interference between the manipulator into account, i.e. preoperative configuration adjustment (PCA) of the minimally invasive surgical robot. This process is mostly accomplished by the surgery personnel in ways of pulling or pushing the manipulator and hence the application scenario of it could plausibly be regarded as
The associate editor coordinating the review of this manuscript and approving it for publication was Saeid Nahavandi. a specific physical human-robot interaction (pHRI) process between different individuals and surgical arms. A lack-ofquality configuration adjustment process could incur accumulated effect on the subsequent RAMIS in terms of accuracy as the operation process is always limited by time and usually, the system adaptability of the operators.
On the other side, since Hogan's work had opened up and further pioneered the field of pHRI problem [4] , [5] , emerging propositions of different pHRI force control methods such as impedance/admittance control [6] , force-free control [7] , and virtual fixture control [8] have all been contributing to the development of this domain. At the present stage, control implementations capable of achieving PCA can be generally divided into force-balanced-based control methods and virtual-model-based control methods. Most of the forcebalanced-based control methods are essentially pertain to classical dynamic-model-based method, which could commonly suffered by high computational cost and complex non-linear function [9] , [10] , while the family of virtualmodel-based control methods dedicate to artificially establish the physical environment to approximate the actual dynamics model [16] . And since the virtual interaction model could be simplified reasonably according to the application context, it is generally believed that the virtual-model-based methods are preferable in terms of pHRI problems to date. Representative methodologies of virtual-model-based control methods including variable impedance control, variable admittance control and virtual-tool control [11] .
Until the development of artificial intelligence (AI) comes to its first climax around the end of last century, the virtualmodel-based methods still commonly employ the classicalcontrol model to adjust the alterable parameters [13] . They did progress the interaction process yet it is just too hard to use a monotonous model to predict the operator's intention. Recently, researchers started seeking for strategies that adjust the related parameters of the virtual model through posterior process like training, learning, and experiments [18] , [19] [21] by means of some AI algorithm to make these models more adaptive to the nonlinearity and more sensitive to human intention. But as the AI algorithms are evolving even faster than before, there is still a shortage of detailed presentation about the online training procedure for parallel comparison [14] . For the moment, the most common problem to enlist the help of AI is that the computation costs of some prevailing AI model such as the neural network (NN) model is still too heavy for industrial-level application [15] as the state input of the robot could span a rather high dimensional space. For this reason, researchers have also tried to simplify the state input along with the kinematic (or dynamic) model by introducing the fuzzy logic system as such the computation costs could be eased and the system rapidity retains [24] . However, to combine the fuzzy logic system with self-learning algorithm could result in other two problems which haven't been discussed previously in this application regard: 1) introduction of the fuzzy logic system can bring in external subjective knowledge which might undermine the system performance; 2) adaptability of the basic setting that props up the fuzzy system, namely the fuzzy partition and fuzzy parameters is still in ignorance.
Given the above, we aim to address the following two problems in this paper:
• Introducing an online self-tuning variable admittance scheme by applying fuzzy logic system to offer a novel solution for the surgical robot PCA process.
• To present an optimizer capable of both eliminating the subjective factors and improving the adaptability of the fuzzy settings on the basis of the proposed scheme. The solutions presented in this paper are also the main contribution of our work. The links between these two purposes is that we tried to include the individual characteristic which could vary from different operators into the adjustment process: The proposed system should be able to acclimatize different operating habits through the online learning algorithm, and the fuzzy settings optimized through the optimizer should also be able to adapt to different operators. Considering that the reinforcement learning method always take a heuristically way throughout the training process, which suits this scenario well, we adopted the online Sarsa(λ)-learning algorithm as the training part along with a fuzzy variable admittance control strategy for building the main body of this scheme. Beyond this, we developed the optimizer based on particle swarm optimization (PSO) algorithm [33] for adjusting the fuzzy settings according to different operating environment.
The following sections are organized as follows: In Section II, we discuss the previous work related to the pHRI process. In Section III, we firstly develop the admittance control model predicated on the features of PCA. The fuzzy adaptive control strategy based on reinforcement learning algorithm is then proposed to achieve compliant force control when facing different operating individuals. After that, to press the fuzzy sets and corresponding static settings of the proposed reinforcement learning scheme closer to the native characteristics of specific pHRI context, a PSO-based algorithm is developed to optimize the fuzzy partition of state variables space and the distribution of the discrete actions. In Section IV, a pilot minimally invasive surgical robot system was set up as the experimental platform to observe several performance indexes of the proposed PSO-optimized fuzzy reinforcement learning system. Results have demonstrated that the proposed method can actually improve the dynamic performance in terms of manual robot configuration adjustment and the PSO-based optimizer can actually bring about a shorter training time and better overall training performance. In Section V, we discuss the engineering significance of this research. At last in Section VI, we draw a conclusion.
II. RELATED WORK
In this section, the related work about the pHRI process is set out and discussed. The first part is as an overall review about the control implementations capable of achieving PCA at present. The second part discuss some recent work that represent the frontier of this area.
A. FORCE-BALANCED-BASED CONTROL & VIRTUAL-MODEL-BASED CONTROL
So far, control implementations capable of achieving PCA can be generally divided into force-balanced-based control and virtual-model-based control. Force-balanced-based control method dedicate to actively compensate the gravitational force (torque) generated by the connecting rods and the friction force (torque) generated by the transmission links through the driving torque provided by the joint servo motor. For instance, based on the dynamic model of robot arm, Ikeura and Inooka [9] proposed one kind of HRI control algorithm that can evaluate the contact force between the manipulator and external environment through the motor current. Kushida et al. [10] developed the force-free control method on the basis of positioning control. Through calculation, this model can transform the external forces into the joint 48656 VOLUME 7, 2019 position parameters within the control scheme of the servo motor. This algorithm essentially pertains to force-balancedbased dynamic control method since it counteracts the effects from external forces through the compensating rotation of the motors.
Virtual-model-based control method dedicate to artificially establish the physical environment to approximate the actual dynamics model, within which the joint servo motors generally work in position or velocity mode, implementing environment-robot force interaction algorithm on the basis of established correlation model between force (or torque) and joint position (or velocity). Representative methodologies including impedance control, admittance control and virtualtool control [11] . For example, Seraji et al. [13] proposed an adaptive admittance control method by tracking the force setpoint through PI and PID compensator. Ott et al. [16] have made parallel comparison between impedance control and admittance control, at the same time, they integrated these two approaches into a hybrid system to achieve self-complementary control. Mitchell et al. [17] achieved precise and tremor-free retinal microsurgery by several custom-made modular subassemblies and a velocity-based virtual fixture control scheme. By establishing the correlation between the input forces (torque) arguments and output positions (velocity) arguments through an abstracted (also simplified) human-machine interaction model (while considering practical necessity), these algorithms can basically achieve satisfactory human-machine interaction via the measuring feedback and active adjustment of the virtual environmental parameters related to the joints. In principle, it's not hard to see that these control methods fall into the same category.
B. FRONTIER OF THE PHRI PROBLEM
At the frontier of the pHRI problem, the most commonly used control scheme for now would be variable impedance control and variable admittance control. These control methods mostly concentrate on improving interaction experience by adjusting the virtual damping and virtual mass [15] . At the same time, these methods are highly compatible with most of the prevailing AI algorithm. For instance, Erden and Marić [18] proposed a velocity-and-acceleration-based method to alter the impedance parameters while the control scheme and related threshold values can be obtained by the learning experiences of air-paint-brush experiments. Yet the core principle within this method is nothing new; moreover, the discrete parameters setting will somehow debase the controllability and robustness of the interaction system. Buchli et al. [19] incorporated the reinforcement learning method into their variable impedance control scheme through a well-proposed path integrals algorithm. However, this method can only deduce the local optimization since which it is not likely to be universally suitable when applied to high dimensional robotic system. A potential problem would be the computation burdens brought by some of the intelligent learning algorithm. Based on the optimum control model, Sharkawy et al. [15] used feedforward neural network (FFNN) to compensate the virtual damping of the KUKA LWR robot. By virtue of the excellent adaptability of the FFNN, the pHRI control scheme turns out to be pretty neat. Yet the computation costs brought by the FFNN would probably not be satisfied with the industrial-level application in its current generation [39] .
Another perspective to realize continuous adjustment of online parameters is to infer the operation intention of the operator by supervising the motion state of the robot arms throughout the interaction process. For example, Duchaine and Gosselin [20] had proposed a controller that can revise the parameters in accordance with the derivative of the contact force in real time. Furthermore, except for just constructing a variable admittance model, they [21] improve their former framework by introducing an interaction stiffness estimator to obtain feedback in real-time. Ikeura et al. [22] convert the problem of keep optimizing virtual damping factor into minimizing the cost function so that successive online adjustment can be achieved by optimizing a linear quadratic control model. Ficuciello et al. [23] combine robot redundancy resolution with Cartesian variable impedance control strategy, adjusting impedance parameters by virtue of redundant degree of freedom (DOF) so that both the stability range of the impedance space and the pHRI performance can be improved.
Researchers also attempt to approach intuitive pHRI process with help from the trajectory models of the robotic arm that developed through specific task manipulation. For example, Dimeas and Aspragathos [24] proposed an online-supervised learning algorithm based on minimum jerk trajectory model. In order to minimize the computational costs and system complexity, they employed a fuzzy inference system which takes the measured velocity and corresponding force in same direction as the inputs. In so doing they can achieve point-to-point movement by only using a joint position encoder and a force/torque sensor. Nevertheless, this kind of methods require prior knowledge of movement information including the initial position, terminal position and motion duration, which can to a certain level debase the ubiquitous nature and extension potential of the pHRI implementation. Modares et al. [25] seems to be doing better in this connection. They take force consumption as the main optimization index in the course of pHRI and also employ online learning technique. By virtue of two conjoint loop controllers, they can figure out how to adjust the impedance parameters through solving a liner quadratic optimal control issue.
III. COMPLIANT VARIABLE ADMITTANCE MODEL
The compliant variable admittance control strategy geared to the PCA process is shown as Figure 1 [26] , which mainly comprises three correlative models.
1) Joint admittance control model: To establish the correlation between contact torque τ h and the angular velocityθ d of the robot arm, a joint admittance control model is developed as the basic part of this scheme. By applying this model, each VOLUME 7, 2019 FIGURE 1. The compliant variable admittance control scheme geared to the minimally surgical robot arm.
link of the surgical arm can actively achieve independently compliant control within the corresponding joint spaces.
2) Variable admittance control model: For the sake of enhancing the compliance performance of HRI, a variable admittance control model capable of inferring the intention of the operator in accordance with the real-time changes of τ h is introduced, with which the rapid following of the damping adjustment can be achieved and the control accuracy at low speed can be secured. However, this model can only infer the operator's intention in a rather monotonous way (based on the damping adjusting Equation (2)). And since the individual habits are not taken into accounts, it is by no means guaranteed that the evaluation of the admittance variables is practically proper and the HRI process is intuitively proceeded.
3) Admittance correction model: In this paper, a novel correction model based on reinforcement learning algorithm designed to address the issue mentioned above is employed for rectifying the output of the variable admittance control model. By means of online learning, the individual patterns of different operators will be able to be incorporated into the adjustment strategy. What's more, as the training progresses, the estimation of the revised value c r is gradually optimized so that the overall compliance index can be maximized.
A. JOINT ADMITTANCE CONTROL MODEL & VARIABLE ADMITTANCE CONTROL MODEL
Generally, the one-dimension admittance control model with respect to the minimally invasive surgical arm can be described as follows:
where τ c denotes the contact torque exerting on the active arm,θ,θ denotes the angular velocity and angular acceleration of the active arm, respectively, m denotes the value of virtual mass and c denotes the value of virtual damping. Previous research [23] has shown that the HRI performance under the model settings of variable virtual mass and is basically the same as that of constant virtual mass. Therefore, in this paper, we construct the variable admittance control model by endowing the system with constant virtual mass while modulating the virtual damping dynamically.
Since the contact torque between human and surgical arm is the most straightforward interaction information which can instantaneously reflect the operator's intention, we employ its absolute value as the major index of the damping adjusting model, which can be expressed as the following transcendental function:
where c c , c min , and c max denotes the current value, minimum value and maximum value of the virtual damping, respectively and k r denotes the regulation exponent for regulating c c .
B. ADMITTANCE CORRECTION MODEL BASED ON FUZZY SARS(λ)A LEARNING
This subsection focuses on the establishment of the admittance correction model based on fuzzy reinforcement learning, where the Sarsa(λ) learning algorithm is firstly introduced, followed by the admittance correction model based on fuzzy Sarsa(λ) learning.
1) SARSA (λ) LEARNING
As one of the implementations of online generalized policy iteration (GPI) [27] , Sarsa learning algorithm is known as the representative method which shares the idea of temporaldifference (TD) learning. The updates it performs subject to the following action value function:
where Q t (s t , a t ) denotes the action value function at time t, δ t denotes the TD error, α denotes the step-size parameter which affects the learning rate and γ denotes the discount-rate parameter used to measure the influence caused by the next state-action pair. Within the framework of the proposed Sarsa learning method, both the selection of subsequent action and the update strategy of action value subject to Boltzmann probability distribution:
where P(a t |s j ) denotes the probability of taking action a j in state s t and η denotes the environmental parameter used to assess the randomness lurk in the process of action selection. Furthermore, by introducing the idea of eligibility trace as the adhesion factor for unifying TD and Monte Carlo methods, also considering the extensive application towards action-value pair methods, Sarsa learning can be improved as a more accurate prediction model, i.e. Sarsa (λ) learning [28] :
48658 VOLUME 7, 2019 where e t (s, a) denotes the eligibility trace of the state-action pair (s t , a t ) and λ denotes the trace-decay parameter that symbolize the fading speed of the weights of corresponding component returns. As such the action value function of Sarsa leaning can be revamped as (6) and (7): (7) which is known as the action-value iteration formula of the Sarsa(λ) learning algorithm.
2) ADMITTANCE CORRECTION MODEL BASED ON FUZZY SARSA(λ) LEARNING
Though the feasibility of applying fuzzy reinforcement learning method to the minimally invasive surgical robot is no longer in dispute to date, the attempt of improving the learning result, which calls for a rather detailed (also proper) partition under different restrictions stems from either the incarnate demands of the continuous state space (e.g. velocity, acceleration, contact force/torque) or time-varying output (or parameters of the control model), is still deemed as more than a challenge. To also avoid the curse of dimensionality, the fuzzy Sarsa(λ) learning algorithm is employed in this paper for establishing the admittance correction model.
a: THE SCHEMATIC DIAGRAM
The schematic diagram of the fuzzy Sarsa(λ) learning model is shown in figure 2: Based on specific universe of discourse and established fuzzy rules, each of the variable space of the continuous state variable I i is estimated by N i fuzzy sets (i = 1, 2 · · · , n), while each of which can as such be described as a triangular membership function µ · (I i ) (Since the description of different state variables can be different -either in the form of the membership function or in the number of the fuzzy sets, in order to avoid confusion caused by subscripts and tedious equation, the subscripts of the different membership functions of corresponding to different state variables here are generally written as a point on the footer, which could specifically denotes 1, 2 · · · ) of the corresponding state variable. In so doing, we can activate a flock of ''composite fuzzy states'' by considering the superposition of different fuzzy states derived from the state variables. The composite fuzzy states activated within this model can be gathered as follows:
where m denotes the number of the composite fuzzy states that are activated, N i denotes the number of fuzzy sets with respect to I i and V = n i=1 N i denotes the gross state space volume including both activated and inactivated fuzzy states. Noticed that every compound fuzzy state can be numerically represented by the products of different grades of membership with respect to corresponding fuzzy state variables, we can formulate the adjustment mechanism by pairing every fuzzy state s j with a reasonable adjusting action u j that contributes to correct the current virtual damping c c . To also ensure the rationality of the integrated adjustment, the normalized T-Norm [29] , [30] is employed to describe the process of the fuzzy superposition as follows:
where ϕ(s j ), the key component for constructing the reinforcement learning fabric, can be viewed as the proportion value of state s j among the states that are activated. Note that the subscripts of the membership of different state variables can be different. As such, the mechanism of fuzzy Sarsa(λ) learning can be schematically delineated as Figure 2 . As it is shown, the outline of the learning process is to take the composite fuzzy states as the input of the Sarsa(λ) algorithm, and pick out the most appropriate action u j to be the correcting reaction to each s j through online update policy, namely action execution strategy.
b: THE ELEMENTS OF SARSA( ) LEARNING
After developing the overall structure of the admittance control model, we are able to introduce the elements needed for the Sarsa(λ) algorithm. Notice that the action value can be estimated by the following action value function:
where w(s j , u j ) denotes the weight for evaluating the quality of action u j in response to state s j within each iteration. From this, we can obtain the update policy of current weight by substituting the corresponding variables to equation 6 as follows:
Meantime we can rewrite the general expression of the eligibility trace and Boltzmann strategy into the local form, respectively as follows:
As the iteration proceeds, the value of the quality weights will indicate the best adjusting actions the system should take through Boltzmann strategy. Considering the joint admittance control model and operation environment in the HRI process with respect to surgical robot, we employ the contact torque τ c , angular velocityθ and angular accelerationθ as the state variables. To better establishing the admittance correction model and complete the online leaning structure, we also employ the square of the magnitude of angular jerk to evaluate the compliance performance through a time integral cost function, which can be defined as follows [31] :
where T denotes the duration of a motion episode and ... θ denotes the joint angular jerk. The cost function is incorporated into the fuzzy Sarsa(λ) algorithm as the return of previous action execution. Since reinforcement learning strategies typically seek for the maximum return in the process of training iteration, we redefine the cost function in a negative form as the return function as follows:
where t denotes the execution cycle of the fuzzy Sarsa(λ) learning algorithm.
c: OPERATING PRINCIPLE OF THE SARSA( ) LEARNING ALGORITHM
Through enough training, result of the fuzzy Sarsa(λ) learning algorithm will asymptotically converge as the information exchange between the agent and environment progresses. Therefore, the selection strategy of output action will also verge on optimum. By then once a new state vector is entered again, the agent will access every composite fuzzy state and figure out the proportion values rapidly by calculating the grades of membership with respect to different fuzzy rules of corresponding state variables. Hence the integrated correcting motion U can be obtained as the weighted sum of the proportion values and discrete adjusting actions, which can be written as follows:
where c r and U t (S t ) here both denote the integrated adjusting action output of the admittance correction model in state S t . Given the above, the virtual damping derived from the variable admittance control model can be corrected by using the following equation:
where c denotes the same input virtual damping of the joint admittance model (Equation (1)). The pseudo code of fuzzy Sarsa(λ) online learning algorithm is shown as follows:
As it is show in the pseudo code: the contents above line 3 is the initialization part and the main body of this algorithm is actually a Sarsa (state-action-reward-state-action) process. Line 4 to line 14 is to run the fuzzy Sarsa(λ) scheme based on state S t and line 15 refers to take the 'action' A t (here denotes to adjust the virtual damping of the surgical arm) in line with the value given by the agent and observe the next state S t+1 . Then with the proportion value of S t+1 (line 17 in its for loop) obtained by the fuzzy system, the reward value Algorithm 1 Adimittance correction algorithm based on fuzzy Sarsa(λ) learning INPUTS: discrete action set u, trace-decay parameter λ, environmental parameter η, step-size parameter α, discount-rate parameter γ , virtual mass m 0 , fuzzy parameter F p //m is the number of the composite state while M is the number of the components in u // INITIALIZATION: 1:
for t ← 0, 1, 2, · · · do 5:
Input: r(S t , U t ), τ h ,θ andθ 6:
Calculate the corresponding grades of membership (µ) of τ h ,θ andθ 7:
Derive the current composite fuzzy states S = {s 1 , s 2 , . . .
for i← 1 to m do 9: ϕ t (s i ) (correspongding proportion value of s i ) ← normalized T − Norm 10:
u i ← Select the correspongding action based on Boltzman probrability P 11:
end for 15:
Output: virtual damping c r ← U (S t ) 16:
end for 25:
for k ← 1 to M do 26:
for j ← 1 to m do 27:
end if 33:
end for 35 j ← j + 1 36: end for 37: k← k+1 38: end for 39: t← t+1 40: end for provide by Equation (14) , and its corresponding 'action' A t+1 the agent would like to take based on the current policy (note that the agent won't actually take this 'action' A t+1 until the weights are corrected by the error δ--we just calculate it out by using Equation (9) (line 18 in its for loop) for obtaining δ), we can obtain the error δ (line 20), which is then used to update the weights of the agent in S t (line 21-24). After that, the eligibility traces are in turn updated and the time counter is also updated to t + 1.
C. PSO-BASED METHOD FOR OPTIMIZING THE FUZZY PARAMETERS
To press the fuzzy description, partition and the selection of corresponding discrete actions closer to the actual interaction VOLUME 7, 2019 context, a PSO-based method is proposed in this paper for optimizing the subjective components within the established fuzzy prediction scheme.
1) ANALYSIS ABOUT THE OPTIMIZATION FOCUS
As it is mentioned before, the state variables of the fuzzy Sarsa(λ) learning method proposed in this paper can be gathered as follows:
where I 1 = τ c , I 2 =θ and I 3 =θ . Consider mapping all the universe of discourses with respect to I i into a single axis, the distribution of the derived fuzzy sets can then be described as Figure 3 while the corresponding triangular membership function can be written as the following piecewise function: where c i,q denotes the x-coordinate of the centroid of the q th fuzzy set with respect to I i , and the overall universe of discourse regarding
Apparently, within the proposed method, the membership functions of different state variables form the basis of the whole system, which means the performance of the admittance correction model is closely related to the location (or say setting) of the centroids (or say the c i,q ). On the other side, the selection of those discrete adjusting actions can also affect the adjusting result directly. In practical application, however, these key parameters mostly remain unknown in the beginning. Therefore, the constant parameters of the membership functions and the designation of the discrete actions both need to be predefined by the designer. This process can somehow debase the system performance due to the inappropriateness stems from the subjective experience. As such, how to reduce the undesirable influences produced by the human factor existing in these predefined parameters remains the improve focus. In this paper, a PSO-based method is proposed to optimize the selection of both the fuzzy parameters and action definition, through which the subjective factors of this fuzzy system can to some extent (though not completely) be eliminated so that the overall performance can be more aligned with the individuals' habit.
2) BRIEF INTRODUCTION ABOUT THE PSO
The PSO algorithm is first discovered and developed by imitating the social behavior of some kinds of group-living animals. This algorithm sees the optimized objects as a flock of collision-proof particles, which can together form an active swarm [33] . And the swarm always updating its structure and position by accessing the individual experience and its global knowledge. Here to evoke an intuition about the optimization process, we can simply regard the different fuzzy settings as the different individuals in the swarm. Compared with other optimization algorithms like genetic algorithm (GA), PSO algorithm have been known for its rapidity of convergence in different field of engineering [34] - [36] . That's also one of the reasons we choose PSO for designing the optimizer.
3) THE OPTIMIZATION METHOD
In between the optimization process, the discrete adjusting actions are incarnated by corresponding damping correction values, respectively while the mapping correlation can be defined as follows:
where ξ j denotes the virtual damping adjusting value and ξ 0 = 0. Intuitively, the discrete adjusting actions can be viewed as the parameters which symmetrically distributed on both size of the origin. After traversing all the elements that contain subjective factors, we can define the optimization target as a parameter vector P as follows:
where P contains quiet some characteristics of the admittance correction system including the location, shape, number of the fuzzy distributions and the setting of the adjusting actions. Through this, the optimization task is equivalent to finding an optimal P b that maximize the overall performance. By introducing an evaluation function based on the return, the optimization task can also be described mathematically as follows: where F(P) is the evaluation function that indicates the fitness magnitude of present P by calculating the average return obtain through multi-epoch training, N σ denotes the number of the consumed epochs when the convergence is judged, and [F] denotes the convergence threshold of the fuzzy Sarsa(λ) learning system. As such, by taking the vector space of P as the input particle space and F(P) as the evaluation function, we can develop the PSO algorithm whose velocity and position updating function can be written as follows, respectively:
where i denotes the particle index, k denotes the discrete time index, ω denotes the inertial parameter, pBest i denotes the individual best position found by the i th particle, gBest denotes the global best position shared within the swarm. c 1,2 denote the concomitant learning parameters of the pBest i difference and gBest difference, respectively, η 1i and η 2i denote the random number of [0], [1] . Theoretically, more fuzzy linguistic values can bring out a more delicate space partition, so the acuity and accuracy of the system can as such be improved. But excessive intricacy of the stipulations can turn out to be detrimental to the convergence speed of the fuzzy Sarsa(λ) learning algorithm. Videlicet, the trade-off between the environment sensitivity of the system and the training cycle of the strategy is also an important element both in the process of developing the admittance correction model and the PSO algorithm. Here for simplifying the control scheme, the number of the fuzzy sets regarding each state variable is set to be the same while the number itself still need to be determined thoughtfully. Since it is not included in the PSO process, we have to explore the most appropriate N i through offline simulation with predetermined system parameters, which turns out that the ''condition'' here needs the answer from ''unknowns''. Consider the fuzzy parameters and the discreet actions together plausibly exert more influence to the system performance, N i should be determined posteriorly and contrastively. In this way, we ran the PSO algorithm separately by setting different N i to deduce the proper P in each case so that it can be in tun used to conduct the offline simulation respectively by setting different N i . Results suggest that the system can reach a rather decent overall performance when N i is set to be 5. The optimization process can be described as Figure 4 . 
IV. EXPERIMENTS AND RESULTS

A. EXPERIMENTAL PLATFORM
As it is shown in Figure 5 [38] , [39] , apart from the manipulator of the minimally invasive instrument, the pHRI related mechanism in the surgical arm mainly comprises a passive joint, two active revolute joint and a remote center of motion (RCM) mechanism. Except for satisfying the requirement of PCA, the RCM structure can also eliminate undesirable jitter by ensuring a stationary point that overlaps the surgical orifice, which is realized by a compound parallelogram structure. Since the active revolute joints each offers a rotational degree of freedom (DOF), the manipulator will be able to accomplish a range of 3-DOF operation motions (including a prismatic pair) through a single incision. Moreover, as the axes of these two joints are perpendicular to each other, the adjusting movement on these two DOFs should be independent so that the consideration about the couple motion can be obviate. 
B. VARIABLE ADMITTANCE CONTROL EXPERIMENT BASED ON FUZZY SARAS (λ) LEARNING
After setting up the experimental platform, an online training experiment based on fuzzy Saras(λ) learning was conducted. Basic settings of the testing fuzzy Saras(λ) algorithm is shown in Table 1 and the online training process of admittance correction model is briefly captured in Figure 6 .
It is shown that after about 19 times independent training, fluctuation of the return (red line) tends to fade out and the chaos of damping output (blue line) are mostly eliminated, which suggests that the correction scheme of the variable admittance control model has been basically established. Comparing with the initial stage, it can be found that the contact torque has decreased on average and the adjusting process turned out to be more placid as the oscillations disappeared. Each time as the training completed, several indexes including the duration of the action, the energy consumption (obtained by calculating the integral of the angular rotation of the active joint under the contact torque exerted by the operator), the summation of the jerk, and the maximum torque were recorded while the mean value and standard deviation of these indicators in the first 30 times training are calculated and presented in Figure 7 . It is shown that the improvement of every evaluation index became indiscernible after 20 times training. Essentially, if the return value appears to be successively higher than the threshold value for several times, we incline to terminate the training for achieving better training costs performance.
C. EXPERIMENT FOR EVALUATING THE PSO-BASED OPTIMIZATION METHOD
Following the online training experiment, the PSO-based optimization method is also tested in order to both evaluate its effectiveness and obtain appropriate system settings. With the assists of three volunteers, three independent pHRI experiment were respectively carried out by executing the optimization process provided in Figure 4 while the parameter settings of PSO algorithm and sample rangers of the fuzzy parameters is shown in Table 2 ,3, respectively as follows:
Results obtained through these three experiments including the optimum fuzzy parameters and discrete action setting were shown in Table 4 and Table 5 , respectively while the triangular membership functions of different state variable can be delineated as Figure 8 .
To further reveal the superiority of this method, we also establish a contrast model by setting the fuzzy parameters and discrete actions in line with Equation (24):
and Table 5 , respectively, in which the range of both are evenly divided by the corresponding parameters. As such, three aforementioned tests were then separately compared with the contrast model while the adjusting performance with respect to the virtual damping is contrastively shown in Figure 9 : Table 6 . offers a more detailed comparison between these two groups of admittance control models, where F 1 (P) denotes the fitness magnitude with respect to the single pHRI experiment conducted after the contrast model is converged and F 2 (P) denotes that of the three other PSO-optimized models. Compared with the contrast model without employing the PSO-based optimization method, it is shown that the fitness magnitude of the PSO-optimized method increased by 48.73% on average while the total training time averagely decreased by 58.64%. Results demonstrated that the PSO-based optimization method can actually bring out a more reasonable parameter settings, with which a smoother, faster adjustment process and a more sensitive prediction model can be obtained.
V. DISCUSSION
As with any other applications of the robotic techniques, human elements such as humanity, subjective cognition and experience, while manifest itself in the way no matter beneficial or detrimental to the control system, would always seems to be the theme so long as we are taking these factors not simply as the means, but as the ultimate ends. In this sense, maybe someday in the future, the employment of the hominine control methods shall not only be deemed advanced but also imperative when developing the control model of an intelligent physical human-robot interaction (pHRI) system. The control scheme proposed in this paper dedicates to this proposition by combining two kinds of control methodologies that centered on people's subjective experience, namely fuzzy control based on hominine logic and Sarsa(λ) learning based on the study pattern that imitates the intelligent creatures. Like the progresses we have gained so far at least in the field of minimally invasive surgical robot, it emerged that the attempts of treating human factors in a rather dispassionate way --to not just dispel but absorb them, can in turn bring out a preferable system performance. However, the flipside seems obvious and unavoidable: while the hominine control method can simplify most of the nonlinear pHRI models and reduce much computation costs, the improper factors within the system that stems from the subjective experience, i.e. the parameters of membership function and the definition of discrete actions, can as well penetrate the whole scheme harmfully. It leads us to PSO algorithm, the group-intelligentfeatured method, to help the system not to erase, but to optimize, and bring its concomitant detriments into intrinsic advantage. Essentially, the ''additional'' need for the PSO process could be viewed both generally and dialectically: though the development of modern intelligent control have been inspiring enough, we can never free ride on the merits of hominine control methods without paying the price. But the prior question seems should be asked like these: how many human factors should we put into a real time system? Is there a general, theoretical way to assess, or even handle the trade-offs between the benefits and costs when constructing a highly intelligent system? We haven't yet made parallel comparisons between the proposed system and other (existing or to be developed) hominine control scheme in terms of compliant variable admittance control. It would be necessary now, as further research we would also try deeper reinforcement learning methods and see if we can find something new while reaching the balance between those hominine control methods and pure mathematical model.
VI. CONCLUSIONS
For better facilitating the preoperative configuration adjustment (PCA) of the minimally invasive surgical robot, a variable admittance correction model based on fuzzy reinforcement learning is proposed along with a PSO-based method that can optimize the fuzzy parameters and damping adjustment motions. The synthesized control scheme can achieve self-improvement by inferring and studying the intention of the operator while the PSO-based method can to some extent eliminate the improper subjective factors of the control system, so that the performance and efficiency can both be enhanced. A surgical arm was setup as the experiment platform and the experiments is basically conducted in two aspects: On the one hand, contrast experiments for evaluating the PSO-based method showed that the parameter settings derived from the PSO algorithm can result in better performance both in terms of convergence outcome and training cycle compared with the uniformly distributed settings, as the one-shot fitness magnitude increased by 48.73% on average and total training time shorten by 58.64% on average. On the other hand, experiments about the main control system showed that the outputs of the fuzzy Sarsa(λ) learning scheme converged after about 19 times training and several evaluation indexes also converge as the training proceeded, which suggested that the proposed virtual damping adjustment strategy based on reinforcement learning could mature in a fairly short period and the aim of acclimatizing personal characteristic can actually be achieved.
