ISSN:2088-8708 IJECE Vol. x, No. x, September201x : xx-xx 32 Emotion detection using biosensor has become popular recently. Besides its frequent use in many applications, bio censor also possesses the best performance indirectly measuring parameters in the human body, whose value is influenced by human emotion status. These sensors can measure generated-signals from human body such as heart rate, blood pressure, temperature, skin conductance, etc. Many scholars reported that the variety of measurement of generated-signals could be used as a foundation of emotion detection.
[11] [12] [13] [14] , and one of the favorite bio censor nowadays is Galvanic Skin Response (GSR).
Galvanic Skin Response (GSR) is a tool which censors human psychological symptom. It measures signals sent by the human skin which is considered as a reflection of physiological changes [15] [16] . The use of GSR for physiological purposes is firstly implemented by Vigouroux. Moreover, many researchers reported the use of GSR for physiological phenomena [17] [15] . GSR signal indicates electrical changes measured at the surface of the human skin that varies with the changes in skin moisture level (sweating) and reflects the differences in their sympathetic nervous system [15] . The GSR signals are formed by the changing body resistance due to the changing body conductivity caused by the production of sweat. This tool has been quite favorite as it is adequately sensitive and inexpensive. In its development, the use of GSR to detect emotion can be carried out due to the spontaneous reaction which cannot be controlled by the user. Furthermore, it is considered as one of the strongest signals that can be used for emotion detection [18] [19] . Relying on the classification performance of SVM in the previous research particularly when SVM should deal with the temporal data classification, SVM was taken as the SVM algorithm to detect emotion based on GSR data.
Within this decade, a lot of researchers on emotion detection have been conducted. The algorithm of various detection tools such as GSR, electroencephalogram (EEG) and other devices have been made [3] [4] [12] . For example, EEG is used for measuring the change of positive and negative emotion of the subject who is induced through an IDFA or qDFA video. It was reported that the accuracy reached 74.3% while the accuracy of the qDFA model reached 69.4%. It was also said that if it was applied to detect personal emotion, the accuracy could reach 94.5% [20] . The combination of EEG with human physiological change called Eye Movement Signals was also done [21] . They reported that when the combinations of the two factors are paired fuzzy integral fusion algorithm classification could increase the performance up to 10% so that the system accuracy became 87.59.EEG data is interesting to process and tend to have high accuracy in the context of emotion detection problems. However, EEG has several crucial issues, which are (1) expensive and (2) high noise of data resulted by its sensor. This phenomenon has made researchers attempt to find alternatives that are more appropriate, and GSR is one of the other options to choose. GSR is an alternative that has been developed since it is cheap and adequately sensitive. The two reasons at least were related to the main reason why GSR is applied to detect psychological condition using various methods. There are several studies which propose different methods of detecting stress levels by measuring skin conductance [14] [22] . An example of this research was the one conducted by Villarejo. They attempted to classify stress suffered by a person using GSR by providing stress induction in a mathematical calculation. The result was a model that was formed by using GSR data could classify stress with an accuracy that reached up to 76.56% [22] .
The study described in [23] has the objective of detecting sweat levels for the diagnosis of sudomotor dysfunction, something that can help in the diagnosis of diabetes. There are other medical applications based on skin conductance, such as epilepsy control: sweaty hands may be a warning signal of an epileptic attack, as support of the diagnosis and treatment of bipolar disorder patients [24] . By combining the sweat of the hands with the temperature of the skin, it is possible to develop a truth meter [18] ; as when the person is lying, his hands are colder, and skin resistance is lower. In this case, it is not necessary to include an ADC because the variation of skin resistance happens at odd times so, with different resistances and transistors, it is possible to build a lie detector. A truth meter is possibly established based on the hands sweat and skin temperature. Person's hands are colder, and he has lower skin resistance when he is telling a lie.
Attempting to do the same thing done by Villarejo, Kurniawan classified stress using GSR and noise signals [14] [22] . Classification by noise signals generated the best result, which was 92% through SVM algorithm. When the GSR data was used, however, the accuracy obtained was only 70% through the same algorithm. There was an opinion that when we attempted to classify a person's stress using another person's data, the generated accuracy would decrease [14] . Researchers commonly use GSR to classify the human stress level. In a different approach, Liu attempted to classify emotional status into happiness, grief, fear, anger, and calm using GSR data. The best accuracy level obtained by Liu was 66.67% through SVM algorithm with kernel radial based function (RBF) [12] . Recently, the Sliding Window technique has often been used in physiological data classification. In the research, the stress can be appropriately classified, where the accuracy of classification is up to 98% by combining HRV data with ECG data which were processed by Sliding Windows using widths 24 points, and it was classified using SVM with linear 
hich y i is label, oved to becom t is caused by which is not e on process. In een data that a which is usual not be adequat ch as radial ba f problem-sol parameters in rement the com frequently be mension. The h follows: PANAS SCALE was given at the beginning of the experiment to obtain both positive and negative affection baselines. The baseline of physiological sensor data was recorded for three minutes after the subject had finished working on the PANAS scale. During the three minutes, the respondents were required to wait for the next instruction. After three minutes, an instruction would appear on the subject to memorize unrelated pairs of words followed by the actual task given to them, which was to remember the pairs of words that had been memorized using the cued recall method. PANAS Scale is a self-report questionnaire consisting of 20 items with answers choices in the Likert scale form of 5 answer choices used to measure the level of affection [28] . We had prepared a schedule of data collection which was conducted for six days, starting from 08.30 to 16:30 with 30 minutes between sessions. Subject grouping in the experimental and control groups was carried out randomly, and so were the presentation of stimuli and lists of words to remember. Before data collection, each subject was required to fill in the informed consent containing the research procedures to be followed, the consequences that might occur, as well as the incentives that the subjects would receive. If they agreed, they were asked to sign the informed consent. After that, the experimenters gave an additional explanation to ensure that the subjects completely understood the experiment procedure. 
Data Collection
Data collection was done in a room which complied with the experimental protocol. The settings here included the temperature, light and noise set. The treatment of the condition and equipment was the same for all respondents, which included room, computer, screen, speakers, GSR sensor, keyboard, mouse, table, and chair.
Pre-processing
Pre-processing was divided into several stages, namely data categorization, data aggregation, data normalization, and data lagging. The data obtained were then categorized into three columns by the treatment given at the time of the experiment (positive, neutral, negative). This data categorization would be useful in data labeling. The next process was to aggregate the data to convert the time unit into seconds by averaging the data according to the GSR frequency at the time of data collection. In this case, the data was averaged on every 103 data. The next thing to do was normalization or feature scaling which was useful for standardizing the distance or range of variables or features in the data so that the maximum and minimum value became 1 and 0. Finally, the data was formed by the number of n lag and was added with a positive, neutral or negative label.
Parameter Selection and Modeling Training
In this research, the model was trained to use SVM algorithm. The number of lags that was used started from 5 to 40 lags SVM parameter tuned automatically with the cost starting from 2^1 to 2^8 using the linear kernel, polynomial, radial based function and sigmoid. 
Model Testing and Validation

RESULTS AND ANALYSIS
In this section, it is explained the results of research and at the same time is given the comprehensive discussion. Results can be presented in figures, graphs, tables and others that make the reader understand easily [2] , [5] [29] . The discussion can be made in several sub-chapters.
Data Set Validation Based on PANAS Scale
Manipulation validation was done by running Repeated Measures ANOVA on the PANAS scale. Manipulation can be declared successful if there is a different score of PANAS in a condition that is relative to the baseline and also a difference in each condition of treatment. The descriptive data of the two sub-scales of PANAS can be seen in Table 1 .Sphericity validation of positive and negative affection sub scale of PANAS scale both suggested coefficient p<0.001. Correction on sphericity was done by employing Greenhouse-Geisser (since the epsilon was above 0.7). Table 2 that the result of Repeated measures ANOVA with Greenhouse-Geisser correction resulted from coefficient p<0.001 in the sub-scale of positive affection and p=0.002 (p<0.01) in the sub-scale of negative affect, which meant that there were significant differences between the two in at least one of the conditions. Validation that is more detailed was done by carrying out post hoc using Bonferroni method, of which result can be seen in Table 3 . In the PANAS sub-scale of positive affection, significant difference (p < 0.05) occurred in the baseline condition rather than in neutral condition (p = 0.011), positive condition (p = 0.037), and negative condition. It meant that providing the treatment had successfully changed the condition of the subject from the baseline condition based on the result of the PANAS scale. Descriptively, the condition of positive affection treatment showed higher mean (3.284) than that in the neutral condition (mean = 3.229) and negative condition (mean = 3.239). The difference was not statistically significant (p > 0.05), which meant 36 that giving the treatment was inadequately effective in inducing the valence of different kinds of affection.On the PANAS sub-scale of negative affection, significant differences occurred in negative conditions rather than in positive condition (p = 0.004; p <0.01) and neutral condition (p = 0.002; p <0.01). It indicated that based on the PANAS scale, the provision of negative affection treatment had successfully induced negative affection, relative to the other two conditions. Negative treatment condition descriptively increased negative affection rather than the baseline condition (mean difference = -0.222) although it was not statistically significant. The researchers concluded that the provision of affection induction had successfully changed the positive affection condition from the baseline although it was not yet affective to differentiate it from other treatment condition. Meanwhile, the result of the negative affection sub-scale suggested that negative treatment condition could induce negative affection relative to other treatment conditions. There were possible measurement errors caused by the positive affection sub-scale of PANAS scale since some items had a relatively low inter-correlation among them. Furthermore, the process of classifying the GSR data to see the emotional status of the respondents will be discussed in the next chapter.
Classification of GRS Data
The data resulted by the GSR were categorized into three, namely positive, neutral and negative according to the condition in time of data collection. The result of the data category was still in the form of time series. For the sake of SVM algorithm training, the data would be separated by class or cut by the category. Examples of the data categorization can be seen in Figure 5 , 6 and 7. 
Preprocessing
There are three data preprocessing performed in this research, i.e., Aggregation, Normalization/Feature Scaling, Lagging, and Labelling. Data aggregation was done by changing the time unit from frequency into second. In data mining, aggregate data is useful and is aimed to increase the signal/noise ratio commonly, especially on the temporal data processing. The result of the data aggregation can be seen in Figure 8 . The result showed that the data still have the same patterns with those before the aggregation. Normalization is a rescaling of the data from the original range so that all values are within the range of 0 and 1. 
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Normalization can be useful and even required in some machine learning algorithms when your time series data has input values with differing scales. It may be needed for any classification algorithms which use distance as a foundation of data processing. The result of data normalization in the research can be seen in Figure 9 . The last preprocessing is Lagging and Labelling. Lagging on data functions is preparing and framing the time series data. Example of lagging and labeling on data with five lags can be seen in Table 4 . 
Model and Validation
In this research, the processed data were classified with different kinds of lags and kernels to see the comparison of accuracy rate between the kernels and different numbers of lags. The data were classified by using a library "e1071" in language R. For the training, random sampling as much as 70% was used and the validation used the rest 30% of the data. The classification started with the 5 to 41 lags. The result of accuracy comparison in the classification model can be seen in Figure 10 . It can be seen in Figure 10 that the accuracy level tends to increase along with the increasing number of lags. It is also noticed that the RBF kernels suggested the best performance compared to the kernels and algorithms of other classifications. A detailed result of this process is shown in Table 2 . This table shows that SVM model using RBF kernels is the best, which was 75.65%. The graph of ROC curve was visualized the classification result with the highest accuracy, which was 75.65%, and it can be seen in Figure 10 . Figure 10 shows the mean of the AUC is 0.8019. It indicated that the result of the emotion classification was quite good as the mean of the AUC was close to 1. Figure 10 . ROC graph
DISCUSSION
From the results obtained, it appeared that the higher the lag was, the higher the accuracy would tend to be in the RBF kernel and it was linear. It was known in the RBF kernel that to perform the classification of human emotional status, a large GSR pattern was required, which was 40 lags or 40 seconds (1 lag consists of 1-second data) so that the emotional status could be well classified. Similar results were also encountered by Grimes and Li in their previous studies. They obtained accuracy that tended to increase along with the increasing number of the lags that were used. However, Li experienced a decrease in accuracy and argued that the use of large lag would cause the computing process to become larger and not all datasets would benefit as the number of lags used [30] [31] . In his research, Widodo argued that determining the number of lag was an essential issue since too large lags could carry irrelevant information while too small lags might discard relevant information [32] [33] . It was also mentioned by Liu in her/his research. She/He said that the use of too large lags could disrupt the classification process because it made the data irrelevant [25] . Widodo's and Liu's opinion can be used to explain the incidence experienced by Li, where accuracy would increase along with increasing the number of lags but would decrease after passing a certain number of lags. This condition is different from the opinion given by Grimes and Solovey. They argued that lag was notable when the classification would be operated in real-time [30] [34] . Thus, the lag required to form the relevant data in classifying human emotional status was 40 since it could generate the highest accuracy in this classification, which was 75.65%.
Normalization using feature scaling method also directly affected the results of classification. Classification without going through the feature scaling process could only achieve accuracy as much as 60.87%, but with the use of scaling feature the accuracy could reach up to 15% increase, amounting to 75.65% because the process of scaling feature made the data on each respondent equivalent. Accordingly, the classification process was not disturbed by the data range that was too large or too small. This opinion was supported by Hsu who stated that performing feature scaling before classification using the SVM was essential as data with too large range could dominate data with a smaller range. Also, feature scaling process also facilitated the computation process [10] . Berg specifically conducted a study on comparing the impacts of various kinds of pre-processing on biological data. From the research, it could be concluded that the preprocessing had big implications on biological data, especially auto scaling and feature scaling. Prevoius result also said that the feature scaling process was related to biological data [35] [36] . Comparison of the impacts of normalization on the results of the classification of human emotional status can be seen in Table 6 . In addition to data processing, the use of the kernel on SVM also generated different results. In comparison, the RBF kernel could provide classification results with an accuracy of 75.65%, while the results of accuracy by using other kernels such as linear, polynomial and sigmoid was under the accuracy level which the RBF kernel generated. Comparison of kernel usage to accuracy result of the classification can be seen in Table 7 . Classification result by using RBF was also validated by using k Fold Cross Validation by using k as much as 10. After doing ten times of validation using the method, the accuracy value obtained was IJECE ISSN: 2088-8708
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73% at the minimum and 78% at the maximum. The result showed that the data used in the classification process was not linear and the RBF kernel was able to generate the best accuracy in the classification of time series data using sliding windows technique. This result is in line with the opinion stated by Hsu, which said that the RBF kernel had often been used to classify nonlinear data in a bigger dimensional space [10] .
CONCLUSION
We have developed a model of a system for detecting emotion from galvanic skin respond data. Our research aimed to develop a model which can use sensor information to detect the emotion status of the respondents. PANAS scale is applied to validate the data set for the training process. Once verified, a dataset is used for training SVM. The experiments on emotion determination from audio-visual induction to emotional detection showed the performance of the system. The result indicates that the model is well performed since the accuracy is about 75.65% after some pre-processing is applied. More exploration is also required to determine the lag of the data due to the variability in the respondents.
