Abstract. We study several properties of the closed symmetrized polydisc Γn and its distinguished boundary bΓn. We construct the conditional dilation of various classes of Γn contractions. Various properties of Γn contractions and its explicit dilations allow us to construct a concrete functional model for Γn contraction. We also discuss the various characterization for Γn unitaries and Γn isometries.
Introduction
For n ≥ 2, let s : C n → C n be the symmetrization map in n-complex variables z = (z 1 , . . . , z n ) given by the formula s(z) = (s 1 (z), . . . , s n−1 (z), p(z)), where s i = 1≤k1<...<ki≤n−1 z k1 . . . z ki and p = Π n i=1 z i . The image Γ n := s(D n ) under the map s of the unit npolydisc is known as the closed symmetrized n-disk or simply closed symmetrized polydisc. The map s is also a proper holomorphic map, [63] . The set Γ n is polynomially convex but not convex, [70] . The open symmetrized polydisc is defined to be the set G n := s(D n ). Also, the image bΓ n := s(T n ) under the map s of the n torus T n is known as the distinguished boundary of symmetrized polydisc.
The key idea behind a dilation is to realize an operator or a mapping into a space of operators as part of something simpler on a larger space. Let Ω be a domain in C n and T = (T 1 , . . . , T n ) be a commuting n-tuples of bounded operators defined on a Hilbert space H whose joint spectrum lies inΩ. The purpose of the dilation is to find out a commuting n-tuples of normal operator N = (N 1 , . . . , N n ) defined on a bigger Hilbert space K containing H as a subspace whose joint spectrum also lies inΩ such that T i = P H N i | H , where P H is the orthogonal projection of K onto H. In 1951, von Neumann proved the surprising result that, for any contraction, closed unit disc is a spectral set.
This construction is due to Schaffer [69] . Clearly, the von Neumann inequality follows from the existence of a power dilation via the spectral theorem for unitary operators. Many questions related to the von Neumann inequality have been studied. Typically, these questions involve replacing, the polynomial ring (P [z], · ∞,D ) with some other ring of functions, the rings of rational functions Rat(Ω) with poles offΩ on some open, bounded, connected subset of C, equipped with the supremum norm on Ω. Sz-Nagy proved that the dilation theorem even holds for all rational functions with poles offD.
A homomorphism ρ T : Rat(Ω) → B(H) admits a normal dilation if there exists a normal operator N : K → K, H ⊆ K and σ(N ) ⊆ ∂Ω such that P H r(N ) |H = r(T ).
The homomorphism r → r(N ) is contractive, follows from the existence of a normal dilation. Let R = ((r ij )) , r ij ∈ Rat(Ω) be a matrix valued rational function. Let R = sup{ ((r ij (z))) op : z ∈ Ω}.
Define R(T ) naturally to be the operator ((r ij (T ))) . The homomorphism ρ T is said to be completely contractive if R(T ) ≤ R ∞,Ω for all R ∈ Rat(Ω) ⊗ M k (C), k = 1, 2, . . . , n, . . . . In the very fundamental work of Arveson [1, 15] , he studied the normal dilation in detail and showed that the existence of a normal dilation is equivalent to complete contractivity of the homomorphism ρ T . In 1984, J. Agler (see [3] ) proved that if Ω is the annulus A, then every contractive homomorphisms of the ring Rat(A) are completely contractive. Recently, M. Dristchell and S. McCullough [31] have shown that for a domain Ω of connectivity ≥ 2, one can construct a contractive homomorphism of Rat(Ω) which is not completely contractive.
Most of these notions apply to the rings of polynomials in more than one variable, or even to the ring of holomorphic functions, in a neighborhood ofΩ, where Ω is some open bounded connected subset of C m . Indeed, the theorem of Arveson remains valid in this more general setting. The first dilation theorem for a commuting pair of contractions was proved by Ando. . An example of considerable importance to the theory of dilations of contractions was given by Parrott. He showed that there are three commuting contractions for which it is impossible to find commuting unitaries dilating them. G. Misra in the papers [45] , [46] and [47] began the study of Parrott like examples, comparing the norm and the cb-norm, on domains Ω ⊂ C m other than the tri-disc. Vern Paulsen and E. Ricard proved that if Ω ⊆ C n , n ≥ 3 is the open unit ball of a norm on C n , then there is a unital contractive homomorphism of Rat(Ω) which is not completely contractive. The failure of rational dilation on the tetrablock was also shown by S. Pal [52] . Let Ω A = {(z 1 , z 2 ) : z 1 A 1 + z 2 A 2 ≤ 1}, where A 1 , A 2 are 2 × 2 linearly independent matrices. The author and his collaborators proved that if A 1 , A 2 are not simultaneously diagonalizable via unitary, then one can construct a contractive homomorphism of Ω A , which is not completely contractive, [43] . Now we recall the definition of Γ n contraction and complete Γ n contraction.
Definition 1.4.
A commuting n-tuples of operators (S 1 , . . . , S n−1 , P ) on a Hilbert space H for which Γ n is a spectral set(complete spectral set) is called Γ n contraction(complete Γ n contraction).
We also recall the Γ n unitaries ,Γ n isometries and pure Γ n isometry from the paper of S. Biswas and S. Shyam Roy, [21] . Definition 1.5. Let S 1 , . . . , S n−1 , P be commuting n-tuples of operators on a Hilbert space H. We say that (S 1 , . . . , S n−1 , P ) is (1) a Γ n unitary if S 1 , . . . , S n−1 , P are normal operators and the joint spectrum σ(S 1 , . . . , S n−1 , P of (S 1 , . . . , S n−1 , P ) is contained in the distinguish boundary of Γ n .
(2) a Γ n isometry if there exists a Hilbert space K containing H and a Γ n unitary (S 1 , . . . ,S n−1 ,P ) on K such that H is a common invariant subspace forS 1 , . . . ,S n−1 ,P and that S i =S i | H for i = 1, . . . , n − 1 and P =P | H . (3) a Γ n -co-isometry if (S * 1 , . . . , S * n−1 , P * ) is a Γ n isometry. (4) a pure Γ n isometry if (S 1 , . . . , S n−1 , P ) is a Γ n isometry and P is a pure isometry.
For commuting n-tuples of operators (S 1 , . . . , S n−1 , P ) with P ≤ 1, we consider the following operator equations S i − S * n−i P = D P E i D P , S n−i − S * i P = D p E n−i D P for i = 1, . . . , n − 1, where D P = (I − P * P ) 1 2 and D P = RanD P . This equations are called the fundamental equations for (S 1 , . . . , S n−1 , P ). The n − 1-tuples of operators E i for i = 1, . . . , n − 1 are called the fundamental operator. The n − 1-tuples of fundamental operators E i for i = 1, . . . , n − 1 plays an important role in detecting the failure of rational dilation on Γ n and determining a class of Γ n contractions which dilate to Γ n -unitaries.
The only other dilation theorem, in the multi-variable context is due to Agler and Young which is for the Symmetrized bi-disc [8, 13] . In [53] , S. Pal showed by a counter example that it fails in dimension three, that is, on closed symmetrized tri-disc Γ 3 . In [53] , he also found various occasions for which a Γ 3 contraction can have a bΓ 3 -normal dilation and constructed their explicit dilation. In [53] , various characterization for Γ n unitaries and Γ n isometries have been also described. Being motivated by this work of S. Pal [53] , we want to generalize this notion for the case of arbitrary n, that is, for closed symmetrized poly-disc Γ n .
Our main results are as follows. In section-2, we prove several elementary estimates and provide a set of characterization for the points of the closed symmetrized polydisc and distinguish boundary of Γ n . In Theorem 2.3, we prove that the positivity of Φ n−i for i = 1, 2, . . . , n− 1 is equivalent to the condition for a point (s 1 , . . . , s n−1 , p) ∈ Γ n . In other words, the success of rational dilation for the case of scalar follows from the positivity of Φ n−i for i = 1, 2, . . . , n − 1. A point (s 1 , . . . , s n−1 , p) ∈ G n is equivalent to the polynomial P (z) = z n − s 1 z n−1 + . . . + (−1) n p has all roots inside D. To verify whether all the roots of a polynomial are inside D, the well known Schur theorem [61, 67] is a standard tool. In Theorem 2.3, we also prove that a point (s 1 , . . . , s n−1 , p) ∈ G n is equivalent to Schur theorem. We believe that this results may also be important for studying Γ n contraction for (S 1 , . . . , S n−1 , P ).
Section 3 is devoted to Γ n contraction and their fundamental operators. It is easy to see that if (S 1 , . . . , S n−1 , P ) is a Γ n contraction then so are (S n−1 , S n−2 , . . . , S 2 , S 1 , P ) and (S * 1 , . . . , S * n−1 , P * ). Also one can easily verify that if (S 1 , . . . , S n−1 , P ) is a Γ n contraction then S i ≤ n−1 i + n−1 n−i for i = 1, 2, . . . , n − 1 and P ≤ 1. In Proposition 3.8, we prove that the positivity of Φ n−i for i = 1, 2, . . . , n − 1. Using this result, we show the existence and uniqueness theorem for n − 1 tuples of fundamental operators E i for i = 1, . . . , n − 1.
In section 4, we prove the various properties of Γ n unitary and Γ n isometry. Theorem 4.1 states that a Γ n unitary is equivalent to the symmetrization of n commuting unitaries. But this is no longer true for the case of Γ n contraction. S. Biswas and S. Sham Roy [21] showed by an example that the symmetrization of three contractions may not be a Γ 3 contraction. Theorem 4.3 says that every Γ n isometry admit Wold decomposition, that is, a Γ n isometry decomposes into two parts: one is a Γ n unitary and other is a pure Γ n isometry.
In section 5 we will find out the necessary conditions for the existence of rational dilation. First, we will define Γ n isometric dilation of Γ n -contraction. In Proposition 5.4, we prove that if (S 1 , . . . , S n−1 , P ) be a Γ n -contraction on H = H 1 ⊕ H 2 with n − 1 tuples of fundamental operators (E 1 , . . . , E n−1 ) and P is such that
Schur's criterion and some properties of Symmetrized poly-disc
We recall the definition of symmetric map s : C n → C n in n-complex variables z = (z 1 , . . . , z n )which is given by the formula
where
n p has all roots inside D. Schur theorem [61, 67] is a standard tool for deceiding whether the zeros of the polynomial lie in D. . In Theorem 2.3 and 2.1, we will see that a point (s 1 , . . . , s n−1 , p) ∈ Γ n is equivalent to Schur theorem. 2k(i) for commuting n tuples of bounded operators (S 1 , . . . , S n−1 , P ) as
In particular, if S 1 , . . . , S n−1 , P are scalar, then Φ 
Theorem 2.1. For (s 1 , s 2 , . . . , s n−1 , p) ∈ C n , n ≥ 3 the following properties are equivalent:
(1) (s 1 , s 2 , . . . , s n−1 , p) ∈ bΓ n (2) (s 1 , s 2 , . . . , s n−1 , p) ∈ Γ n and |p| = 1 (3) |p| = 1, s i =s n−i p and |s i | ≤ n−1 i + n−1 n−i for i = 1, 2, . . . , n − 1. In particular, if n = 2m + 1 then |s 1 | = |s 2m |, . . . , |s m | = |s m+1 | and if n = 2m then |s 1 | = |s 2m−1 |, . . . , |s m−1 | = |s m+1 | (4) |p| = 1 and there exist c 1 , . . . , c n−1 with the condition
Proof. We shall show that (1) ⇒ (2) ⇒ (4) ⇒ (3) ⇒ (1). The implication of (1) ⇒ (2) is obvious.
Suppose (2) holds. Since (s 1 , s 2 , . . . , s n−1 , p) ∈ bΓ n , there exist z 1 , . . . , z n ∈ D such that for i = 1, 2, . . . , n− 1,
where c i = 1≤l1<...<li≤n−1 z l1 . . . z li and c n−i = 1≤r1<...<rn−i≤n−1 z r1 . . . z rn−i .
Similarly, we can show that s n−i = c n−i +c i p.
is also obvious. Now we shall show that (3) ⇒ (1). Suppose (3) holds. Consider the polynomial
Suppose β 1 , . . . , β n are the roots of the polynomial P (z) = 0. It requires to show that
Let S be the n × n "Shift matrix" which is of the form S =
On performing a similar calculation for the polynomial Q given by Q(z) =
Since |p| = 1, s i =s n−i p, we haves i = s n−ip . Therefore, L = 0. Since β 1 , . . . , β n are the roots of the polynomial P (z) = 0, we have
Let A i = S − β i I and B i = I −β i S, for i = 1, . . . , n. Then it is easy to show that P (S) = A 1 . . . A n and Q(S) = B 1 . . . B n . Also, it can be easily verified that for i = 1, . . . , n, each A i commutes with each B i and
where (I − S * S) is a projection of rank one and we denote it byP . Thus the matrix L can be written as
Thus, the condition L = 0, implies that
Combing all cases, we conclude that
Hence, the result is true for n = 5. Suppose the result is true for n − 2, that is,
) for all i with n − 1 > 2i.
We wish to show that the result is true for n − 1. Similar to the case n = 2, 3, 4, 5, one can easily verify that
Now, for all i ≥ 2 with n > 2i we have
The proof of this theorem involve the following cases.
To prove this we will first prove that
for all i with n − i > i. We will also prove it by induction on n. Suppose the result is true for n − 1, that is,
for all i with n − i − 1 > i and for all z ∈ C with |z| ≤ 1.
.10 it follows that real part of all term can not be negative. Now we will consider the following sub-cases. Sub-case-1:{Re z n−1 (P n−3 i
If we can show that Re z n−1 z n−2 (P n−3 i
n−i−2 , then we are done. Now, we get Since Re z n−1 z n−2 (P n−3 i
.13, it follows that at least one term is positive. We will take this terms and go to next stage. In next stage, for each positive terms we will get four terms.
If
(2.14)
Similarly, in next stage for each positive terms we will also get four terms. Now we will first consider i−1 < n−2i. Proceeding in this way, if we will go to i−1 th stage, then we have Re z n−1 . . . z n−i−1 (P
n−2i+2 ) and so on. One can also easily verify that
If we will go further, then we will get that kind of term. Now we will go to n − 2i − 1 th stage, that is,
i−2 ) < 0 and all other term are positive, then we will go to next step. Proceeding in this way we cancel other term also. If we will go to n − 6 th stage, then we have Re z n−1 . . . z 9z8z7 (P Now we will go to previous step. Proceeding in this way we conclude that
Similarly if i − 1 > n − 2i, then we can also prove that
Therefore, from Equation 2.10, we have
for all i with n − i > i. Sub-case-2:{Re z n−1 (P n−3 i
Similar to the Sub-case-1, we can easily verify that
Therefore, from Equation 2.10, we conclude that
for all i with n − i > i. Sub-case-3:{Re z n−1 (P
n−i−2 , we have we have
for all i with n − i > i. Sub-case-5:{Re z n−1 (P n−3 i
for all i with n − i > i. Sub-case-6:{Re z n−1 (P n−3 i
for all i with n − i > i. Sub-case-7:{Re z n−1 (P
for all i with n − i > i.
for all i with n − i > i. Sub-case-9:{Re z n−1 (P
for all i with n − i > i. Sub-case-10:{Re z n−1 (P
for all i with n − i > i. Combining all sub-cases, we conclude that
n−i−1 ) Similar to the sub-case-1 of case-1, one can easily verify that
Therefore from Equation 2.8, we conclude that
n−i−1 ) < 0, therefore similar to case-5 we also conclude that
This completes the proof.
Then the following conditions are equivalent: 
Proof. Clearly, (1) implies (3). The proof that (3) implies (1) is also easy. To prove (1) implies (7)
We will show that if the zeros of f lie in D, then the zeros of f 1 also lie in D. Now,
Therefore, we have
Restricting Equation 2.17 on T, we have
So, by Rouche Theorem, we conclude that f and zf 1 have the same number of zeros inside D. if f (w) = 0 for some w ∈ T, then from Equation 2.17 we have |f 1 (w)| = |p||f 1 (w)|. Since |p| < 1, from above relation we get f 1 (w) = 0, which implies that if the zeros of f lie in D, then the zeros of f 1 also lie in D. Since (s 1 , . . . , s m , s m+1 , . . . , s n−1 , p) ∈ Γ n , the zeros of f lie in D. Therefore, we conclude that the zeros of f 1 also lie in D. Hence, there exist α 1 , . . . , α n−1 ∈ D such that c i = 1≤l1<...<li≤n−2 α l1 . . . α li and c n−1 = Π
Now, we will prove (7) implies (3). This implication follows from the result of a subsequent section. From Theorem 6.6, we shall see that if E 1 , . . . , E n−1 be commuting n−1 tuples of bounded operators on D P satisfying the following conditions: (c 1 , . . . , c n−1 ) plays the role of (E 1 , . . . , E n−1 ) in Theorem 6.6 to make Γ n a spectral set for (s 1 , . . . , s n−1 , p). Hence (7) implies (3) . Combining all the above implication, we concluded that (1) ⇒ (7) ⇒ (3) ⇒ (1).
It is very easy to see that (2) is equivalent to (7), because (1) and (7) are equivalent and (7) is symmetric in s 1 , . . . , s n−1 .
To prove (1) implies (4) 
Suppose z 1 , z 2 , . . . , z n are the roots of the polynomial P (z) = 0. Then
. . , n − 1. Let S be the n × n "Shift matrix" which is of the form S =  
It is well known that A is positive definite, then all lading principal minors of A are positive [39] . Also any principal sub-matrix of a positive definite matrix is positive definite [39] . By Schur's theorem [61] , the matrix L is positive definite. Since L is positive definite, the principal minor
is positive definite. The positive definiteness of L also implies that the matrix L (1) is positive. Let a = 1−|α n p| 2 and c = (−1) n−1ᾱn−1 (s n−1 − |α| 2 s 1p ). The positive definiteness of S(1, n) is equivalent to det S(1, n) > 0 and a > 0. Also, the two conditions det S(1, n) > 0 and a > 0 together imply that a > |c|. Now, we consider two cases. Case-1: Let n = 2m + 1. For this case, we will prove the following inequality for i = 1, . . . , m,
To prove this first we will show that
Similarly, for n < 2i we also prove that
Step by step we will verify the Inequality -2.18 and Inequality-2.19.
Step-1: For this step we will prove the Inequality -2.18. We proceed by induction on m. For i = 1, the result follows from the positivity of S(1, n) > 0. Now we will prove for i = 2. Since L (1) is positive definite, the principal minor S(1, n − 1) =
is positive definite. The positive definiteness of S(1, n − 1) is equivalent to
Assuming the truth of Inequality-2.18 for a fixed value of i, we wish to show that it is true with i replaced by i + 1. Now,
This completes the induction step.
Step-2: For this step, we will show the Inequality -2.19. We will prove it by induction on m. We can write the matrix L as
Since L is positive definite, then the 2 × 2 principal minor D 2,2 which is obtained from L is positive, where
The positive definiteness of D 2,2 is equivalent to
Hence, for i = 1, the result follows from the positive definiteness of D 2,2 . For i = 2, we will take the principal minor D 3,3 from L. Since L is positive, D 3,3 is also positive. If we consider the principal minor 3) is positive. Also, the positive definiteness of S(1, 3) is equivalent to
Assume that the Inequality-2.19 is true for fixed values of i. Now, we wish to show that it is true with i replaced by i + 1. To prove this we need to consider the principal minor D i+2,i+2 from L. Now,
This completes the induction step. Now, our next goal is to show that for all
. Using Inequality-2.18 and Inequality-2.19, we conclude that for all k(i) ≥ (|c i | + |c n−i |)
for i = 1, . . . , m and
for i = 1, . . . , m. Again, using Inequality-2.20 and Inequality-2.21, we have that for all
. . , m. Therefore, for all ω ∈ T, we have
for i = 1, . . . , m. Choosing ω = 1 and substituting the value of a, m(i, n − i) in Inequality-2.24 we get
> 0 for i = 1, . . . , m. For i = 1, . . . , m, by continuity, we have Φ
Similarly, for i = 1, . . . , m, we can prove that Φ
The condition (1) and (2) are equivalent, implies that (s 1 , . . . , s m , s m+1 , . . . , s n−1 , p) ∈ Γ n if and only if (s n−1 , . . . , s m+1 , s m , . . . , s 1 , p) ∈ Γ n . Therefore, Φ
Case-2: Let n = 2m. For this case, we will prove the following two inequality for 25) and
The proof is similar to the Case-1. We leave the details to the reader.
Step by step we will also verify the the Inequality 2.25 and Inequality 2.26.
Step-1: For this step we will prove the Inequality -2.25. The proof is same as the Step-1 of Case-1.
Step-2: For this step we will prove the Inequality -2.26. The proof is also similar to the Step-2 of Case-1.
For this
The proof is similar to the Case-1. We leave the details to the reader. Similar to Case-1, one can also prove that
We also leave the details to the reader. Thus, (1) implies (4). Now we will prove that (4) and (5) are equivalent. The proof that (4) is equivalent to (5) is easy.
To prove (4) implies (6) . If for i = 1, . . . , n − 1, s i =s n−i p and s n−i =s i p, then the above inequality is obvious. So, we assume that s i =s n−i p and s n−i =s i p for i = 1, . . . , n − 1. For all α i , α n−i ∈ T, we have
Since s i =s n−i p and s n−i =s i p for i = 1, . . . , n − 1, if we choose
. . , n − 1. Now we will prove (6) implies (7). Suppose (6) holds. Then |p| ≤ 1. If |p| = 1, then s i =s n−i p and s n−i =s i p. Therefore, by Theorem 2.1, we conclude that there exist c 1 , . . . , c n−1 with the condition |c i |+|c n−i | ≤ n−i for i = 1, 2, . . . , n − 1. Thus, combining all the above implication, we concluded that all conditions above are equivalent.
Γ n -contractios and their fundamental operators
A commuting n-tuples bounded operators (S 1 , . . . , S n−1 , P ) for which Γ n is a spectral set is called a Γ n contraction. Various properties of Γ n and Γ n -contractions were described in [21] . Now, we recall the definition of polynomially convexity from the book of E.L.Stout [70] . Definition 3.1. A compact subset X of C n is polynomially convex if for each point z ∈ C n − X there is a polynomial q such that |q(z)| > sup{|q(x)| : x ∈ X} = q ∞,X .
Polynomially convexity of Γ n plays an important role to describe the definition of Γ n -contraction more precisely. The following lemma was proved for n = 3 in [53] . Now we will prove it for any natural number n. for all polynomial p in n-variables.
Proof. Suppose (S 1 , . . . , S n−1 , P ) is a Γ n contractions. Then Inequality-3.1 follows immediately from the definition of Γ n contractions.
To prove the converse part we will use the definition of polynomially convexity. Suppose σ T (S 1 , . . . , P ) is not contained in Γ n . Then there is a point (s 1 , . . . , p) in σ T (S 1 , . . . , P ) that is not contained in Γ n . By polynomially convexity of Γ n , there is a polynomial q such that |q(s 1 , . . . , p)| > q ∞,Γn . Using spectral mapping theorem, we conclude that q(S 1 , . . . , P ) > q ∞,Γn . This would lead to the contradiction to the fact that Γ n is a spectral set for (S 1 , . . . , P ). This completes the proof of the lemma.
As a consequence, we will prove the following corollary.
n−i and P ≤ 1.
Proof. If we consider the co-ordinate polynomials, then, the result follows automatically by using Lemma 3.1 and Theorem 2.1. (1) , . . . , z σ(n) ) = q(z) for all z ∈ C n ans σ ∈ S n , where S n is the symmetric group on n symbols. In [21] , it is shown that in general the symmetrization of any three commuting contractions may not be Γ 3 contraction. The following proposition tells the condition for which the symmetrization of an n-tuples of commuting contractions (T 1 , . . . , T n ) is a Γ n contraction. As a consequence, we will get the following corollary.
Proof. Let f be a polynomial in n-variables z 1 , . . . , z n and let g(z 1 , . . . , z n ) = f (z n−1 , . . . , z 1 , z n ). Then we have f ∞,Γn = g ∞,Γn , because Γ n is a symmetric domain. By using Proposition 3.4, we conclude that (S n−1 , S n−2 , . . . , S 2 , S 1 , P ) is a Γ n -contractions.
One can ask, what can be said if we will take the symmetrization of an n-tuples of commuting contractions (T * 1 , . . . , T * n ). To answer this, we will prove the following proposition. Proof. Let T = (T 1 , . . . , T n ) be the commuting n tuples of contractions satisfying the analogue of von Neumann,s inequality for all symmetric polynomialsp * whose co-efficients are the conjugate of the corresponding co-efficients of all symmetric polynomialsp in C[z 1 , . . . , z n ]. We show that s(T * ) = (s 1 (T * ), . . . , s n (T * )) is a Γ n contraction. Again, let q be an arbitrary polynomial in C[z 1 , . . . , z n ]. Then q * ∞,Γn = q ∞,Γn . Now,
Hence, we conclude that s(T * ) = (s 1 (T * ), . . . , s n (T * )) is a Γ n contraction. Conversely, let T * = (T * 1 , . . . , T * n ) be the commuting n tuples of contractions such that s(T * ) is a Γ n contraction andq * be the arbitrary symmetric polynomial, whose co-efficients are the conjugate of the corresponding
As a consequence, we will state the following corollary.
Corollary 3.7. If (S 1 , . . . , P ) is a Γ n -contractions, then (S * 1 , . . . , P * ) is also a Γ n -contractions.
Proposition 3.8. For n ≥ 3, let (S 1 , . . . , P ) be a Γ n -contractions. Then
Proof. Since (S 1 , . . . , P ) is a Γ n -contractions, σ T (S 1 , . . . , P ) ⊆ Γ n . Let f be a holomorphic function in a neighbourhood of Γ n . Since Γ n is a polynomially convex, by Oka-Weil theorem( [35] ), there exists a sequence of polynomials {p n } that converges uniformly to f on Γ n . So by Theorem-9.9 of Chapter-III of [73] we get
which by virtue of (S 1 , . . . , P ) being a Γ n -contraction implies that
For fix α ∈ D and choose
n−i , f is well defined holomorphic function in a neighbourhood of Γ n . Also from part-5 of Theorem 2.3, f has norm not greater than one. Therefore, we have
which is equivalent to
So by definition of Φ
Similarly, one can also prove that
for all α ∈ D. This completes the proof.
Let (S 1 , . . . , P ) be the commuting n-tuples of bounded operators defined on a Hilbert space H with P ≤ 1. Given a contraction P, denote D P and D P by the defect operator (I − P * P ) 1 2 and its range closure respectively. The fundamental equations for the commuting n-tuples of bounded operators (S 1 , . . . , P ) are defined in the following way:
. . , n − 1. We recall the definition of numerical radius of a bounded operator A on a Hilbert space H. Definition 3.9. The numerical radius of a bounded operator A on a Hilbert space H is defined by
It is also well known that
where r(A) is the spectral radius of A. Also if the numerical radius of a bounded operator A is not greater than n then Re αA ≤ nI for all complex number α with |α| = 1 and vice-versa. In [53] , it is shown that if two bounded operators A 1 , A 2 with ω(A 1 + zA 2 ) ≤ n for all z ∈ T, then ω(A 1 + zA * 2 ) ≤ n and ω(A * 1 + zA 2 ) ≤ n for all z ∈ T. (1) is equivalent (4) are very easy. We leave the details for the reader.
The following theorem tells that if (S 1 , . . . , P ) is a Γ n contraction then the fundamental equations has unique solutions.
Theorem 3.11. (Existence and Uniqueness) For n ≥ 3, let (S 1 , . . . , P ) be a Γ n -contraction on a Hilbert space H. Then there are unique operators E 1 , . . . , E n−1 ∈ B(D P ) such that S i − S *
and Φ
for all α ∈ D with k(i) ≥ n−1 i + n−1 n−i for i = 1, 2, . . . , n − 1. In particular, for all β ∈ T, we get from Equation 3.3,3.4 respectively,
for all i = 1, . . . , n − 1. By adding Equation 3.5 and 3.6, we have
for all i = 1, . . . , n − 1. Let
for all i = 1, . . . , n − 1. From Equation 3.7, we have η (i) (β) ≥ 0, for all β ∈ T and i = 1, . . . , n − 1. Therefore, by operator Fejer-Reisz Theorem (Theorem-1.2, [30] ), there is a polynomial of degree 2 say
2 such that for all β ∈ T,
for all i = 1, . . . , n − 1. Comparing Equation 3.8 and Equation 3.9, we have
(3.10) 
2 )D P for all i = 1, . . . , n − 1. For all i = 1, . . . , n − 1, let
Then E i , E n−i are the solutions to the equations S i − S * n−i P = D P X i D P and S n−i − S * i P = D P X n−i D P respectively, for all i = 1, . . . , n − 1. Uniqueness: Let E i , G i be two solutions of the equation
Also, from Equation 3.7 we have that
for all i = 1, . . . , n − 1. Therefore, we get D
. . , n − 1. This implies that I DP − Re β i F i (β) ≥ 0, because F i (β) is defined on D P for all i = 1, . . . , n − 1. Hence, we have Re β i F i (β) ≤ I DP for all β ∈ T and i = 1, . . . , n − 1. Therefore, we conclude that ω(F i (β)) ≤ 1.
This shows that ω(E
n−i for all β ∈ T and i = 1, . . . , n − 1. This completes the proof. Remark 3.12. From Theorem 3.11, it is clear that S i − S * n−i P is equal to zero on the orthogonal complement of D P in H for all i = 1, . . . , n − 1. Also for the case of Γ n isometry or Γ n unitary of (S 1 , . . . , P ), the n − 1 tuples of fundamental operators E i are zero, because for this case D P = {0} for i = 1, . . . , n − 1.
In [53] , it is shown that if two Γ 3 -contractions are unitarily equivalent then their fundamental operators are also unitarily equivalent. The following proposition tells that the result also holds for the case of arbitrary n. Proposition 3.13. If two Γ n -contractions are unitarily equivalent then their fundamental operators are also unitarily equivalent.
Proof. The proof is very easy. we leave the details to the reader.
In [53] , it is shown that the converse of the above statement need not hold always.
Γ n -Unitaries and Γ n -Isometries
We recall that a Γ n -unitary is a commuting n-tuples of operators (S 1 , . . . , P ) whose Taylor joint spectrum lies in the distinguished boundary of Γ n and a Γ n -isometry is the restriction of a Γ n -unitary to a joint invariant subspace of S 1 , . . . S n−1 and P. In [53] , several properties of Γ 3 -unitaries and Γ n -isometries have been described. In this section we shall want to extend this properties for the case of arbitrary n. We will need a known fact from [19] , which says that if T is a bounded operator on a Hilbert space H with Re βT ≤ 0 for all complex numbers β of modulus 1, then T = 0. n−i , where r(S i ) is the spectral radius of S i for i = 1, . . . , n − 1; (5) (S 1 , . . . , P ) is a Γ n -contraction and P is a unitary ; (6) P is unitary and there exist normal operators C 1 , . . . , C n−1 on H with
such that C 1 , . . . , C n−1 , P commute and S i = C i + C * n−i P, S n−i = C n−i + C * i P for i = 1, . . . , n − 1. Proof. First we will prove (1) implies (2) . Let (S 1 , . . . , P ) be a Γ n -unitary. Then by spectral theorem for commuting normal operators there exists a spectral measure say Q(.) on σ T = σ T (S 1 , . . . , P ) such that
for i = 1, . . . , n − 1. where p 1 , . . . , p n are the co-ordinate functions on C n . Now choose a measurable right inverse β of the restriction of the function π n to T n so that β maps the distinguished boundary bΓ n of Γ n to T n . Let β = (β 1 , . . . , β n ) and U j = σT β j Q(dz), j = 1 . . . , n. Then it is easy to see that U 1 , . . . , U n are commuting unitary operators on H and
Similarly, one can also show that S i = 2≤k1<...<ki≤n−1 U k1 . . . U ki and P = Π n i=1 U i for i = 2, . . . , n − 1. Clearly, (2) implies (3). We will prove now (3) implies (4) . Since S i = S * n−i P for i = 1, . . . , n − 1, we have S * i = P * S n−i for i = 1, . . . , n − 1. Also since P is a unitary,
n−i for i = 1, . . . , n − 1. Now we need to show S * n−i = P * S i for i = 1, . . . , n − 1. By using Fuglede,s theorem [63] , we get P * S i = P * S * n−i P = S * n−i .
We will prove (4) implies (1). Since P is a normal operator and commute with S i for i = 1, . . . , n − 1, again by using Fudlege,s theorem, it commutes with S * i for i = 1, . . . , n − 1. Therefore, we have
for i = 1, . . . , n − 1. From above we conclude that S 1 , . . . , P are commuting normal operators and hence r(S i ) = S i for i = 1, . . . , n − 1. Let C * (S 1 , . . . , P ) be the commutative C * algebra generated by S 1 , . . . , P. Using general theory of joint spectrum ( Proposition 1.2,[28] ), we have σ T (S 1 , . . . , P ) = {ϕ(S 1 ), . . . , ϕ(P )) : ϕ ∈ M}, where M is the maximal ideal space of C * (S 1 , . . . , P ). Let (s 1 , . . . , p) = (ψ(S 1 ), . . . , ψ(P )) ∈ σ T (S 1 , . . . , P ) for some ψ ∈ M. Then |p| 2 =pp = ψ(P ) * ψ(P ) = ψ(P * )ψ(P ) = ψ(P * P ) = ψ(I) = 1.
Similarly, one can also show thats i p = s n−i ,s n−i p = s i and |s i | ≤ n−1 i + n−1 n−i for i = 1, . . . , n − 1. Therefore, by Theorem 2.3, we conclude that (s 1 , . . . , p) ∈ bΓ n , that is, σ T (S 1 , . . . , P ) ∈ bΓ n . Hence (S 1 , . . . , P ) is a Γ n -unitary. Thus, (4) implies (1). Combining all we conclude that (1), (2), (3) and (4) are equivalent.
It is also easy to verify (1) implies (5).
We will now show that (5) implies (3). To show (5) implies (3), let (S 1 , . . . , P ) be a Γ n contraction and P be a unitary. Since (S 1 , . . . , P ) is a Γ n contraction, by Proposition 3.8, we have
for all β ∈ T with k(i) ≥ for i = 1, . . . , n − 1.
We will prove (2) implies (6). Suppose (2) holds. Then for i = 1, . . . , n − 1
n−i P, where C i = 1≤l1<...<li≤n−1 U l1 . . . U li and C n−i = 1≤r1<...<rn−i≤n−1 U r1 . . . U rn−i . Clearly, C i and C n−i are normal operators and
The proof of (6) implies (3) is very easy. Combining all we conclude that all the above conditions are equivalent.
We will need a known fact from [13] . (1) (S 1 , . . . , P ) is a Γ n -isometry ; (2) P is a isometry, S i = S * n−i P and S n−i ≤ n−1 i
n−i for i = 1, . . . , n − 1; (4) ( Wold-Decomposition ): there is an orthogonal decomposition H = H 1 ⊕ H 2 into common invariant subspaces of S 1 , . . . , S n−1 and P such that (S 1 | H 1 , . . . , P | H 1 ) is a Γ n -unitary and is (S 1 | H 2 , . . . , P | H 2 ) a pure Γ n -isometry ; (5) (S 1 , . . . , P ) is a Γ n -contraction and P is a isometry; 
n−i for i = 1, 2, . . . , n − 1; Moreover, if the spectral radius of r(S i ) ≤ n−1 i + n−1 n−i for i = 1, . . . , n − 1, then all of the above are equivalent to :
are isometry for all β ∈ T and for i = 1, . . . , n − 1.
Proof. First we will prove (1) implies (2) . By definition, there exists (S 1 , . . . ,P ), a Γ n -unitary on K such that H is an invariant subspace ofS i 's andP and S i =S i | H and P =P | H. By Theorem-4.1, we havẽ
. . , n − 1. Compressing to the common invariant subspace of H, we obtain S i = S * n−i P and S n−i ≤ n−1 i + n−1 n−i for i = 1, . . . , n − 1. Thus, (1) implies (2). Now we will prove (2) implies (3). If we can show that S * n−i = P * S i for i = 1, . . . , n − 1, then we are done. Now, P * S i = P * S * n−i P = S * n−i P * P = S * n−i , as S n−i and P commute for i = 1, . . . , n − 1. Suppose (3) holds. Then P is an isometry. Therefore, by Wold-decomposition theorem there is an orthogonal decomposition H = H 1 ⊕ H 2 into reducing subspaces of P such that P | H 1 is a unitary and P | H 2 is a pure isometry, that is,
with respect to the decomposition, where
jk is a bounded operator from H k to H j . Since P S i = S i P, we have U S , U ) is a Γ n -isometry. This is same as saying (S 1 | H 1 , . . . , P | H 1 ) is a Γ n -unitary and is (S 1 | H 2 , . . . , P | H 2 ) a pure Γ n -isometry. Thus, (3) implies (4).
Suppose (4) holds. Then (S 1 | H 2 , . . . , P | H 2 ) a Γ n -isometry. Therefore, by definition of Γ n -isometry, there is a Hilbert space K 2 ⊇ H 2 and a Γ n -unitary (T 1 , . . . , U ) on K 2 such that H 2 is a common invariant subspace of T 1 , . . . , U and that
is a Γ n -unitary and it is a Γ n -unitary extension of (S 1 , . . . , P ). Therefore, (S 1 , . . . , P ) is a Γ n -isometry. Thus, (4) implies (1) . Combining all we conclude that (1), (2), (3) and (4) are equivalent.
The proof of (1) implies (5) is easy. We leave the details to the reader. Suppose (5) holds. Then, by Proposition 3.8, we have
and
for all β ∈ T with k(i) ≥ 
.10 is equivalent to Re β i (S i − S * n−i P ) ≤ 0 for all β ∈ T and for i = 1, 2, . . . , n − 1. Hence, we get S i = S * n−i P for i = 1, 2, . . . , n − 1. Therefore, we have Φ
n−i for i = 1, 2, . . . , n − 1. Again since (S 1 , . . . , P ) is a Γ n -contraction, we have S i ≤ n−1 i + n−1 n−i for i = 1, . . . , n − 1. Thus, (5) implies (6). Suppose (6) holds. Then Φ
n−i for i = 1, 2, . . . , n − 1. Putting β i = 1 and β i = −1 respectively in Equation 4.14 and adding them, we have
for i = 1, 2, . . . , n − 1. Again, putting β n−i = 1 and β n−i = −1 respectively in Equation 4.15 and adding them, we have k(i) .17, we obtain k(i) 2 (I −P * P ) = 0, implies that P is a isometry. Since P is isometry, using same argument as above one can also conclude that S * i S i = S * n−i S n−i for i = 1, 2, . . . , n − 1. Therefore, from Equation 4.14 and Equation 4.15, we have Re β i (S i − S * n−i P ) = 0 and Re β n−i (S n−i − S * i P ) = 0 for all β ∈ T and for i = 1, 2, . . . , n − 1. Hence, we get S i = S * n−i P and S n−i = S * i P for i = 1, 2, . . . , n − 1. Thus, (6) implies (3). Now we will prove that (6) is equivalent to (7). Suppose (6) holds. Then 
are isometry for all β ∈ T and for i = 1, . . . , n − 1. Conversely, suppose (7) 
n−i for i = 1, 2, . . . , n − 1. Thus (6) is equivalent to (7) . Combining all we conclude that all the above conditions are equivalent.
By Wold decomposition theorem, an isometry can be decomposed into two parts; a unitary and a pure isometry. In [21] , a model for Γ n pure isometry have been described. For the sake of completeness, we will state as a following proposition. . . , S n−1 , P be commuting operators on a Hilbert space H. Then (S 1 , . . . , S n−1 , P ) is a pure Γ n isometry if and only if there exist a separable Hilbert space Σ and a unitary operator U : H → H 2 (Σ) and function ϕ 1 , . . . , ϕ n−1 in H ∞ (B(Σ)) and operators E i ∈ B(Σ), i = 1, . . . , n − 1 such that
A Necessary condition for the existence of Dilation
In this section we will find out the necessary conditions for the existence of rational dilation. First, we will define Γ n isometric dilation of Γ n -contraction. In [53] , several properties of Γ 3 -isometric dilation of Γ ncontractions have been described. In this section we shall want to extend this properties for the case of arbitrary n.
Definition 5.1. Let (S 1 , . . . , S n−1 , P ) be a Γ n -contraction on a Hilbert space H. A commuting n-tuples (T 1 , . . . , T n−1 , V ) defined on a Hilbert space K containing H as subspace, is said to be Γ n -isometric dilation of (S 1 , . . . , S n−1 , P ) if it satifies the following properties:
n−1 P n , for all non-negative integers m 1 , . . . , m n−1 , n.
h ∈ H and m 1 , . . . , m n−1 , n ∈ N ∪ {0}}, then we call the n-tuples a minimal Γ n -isometric dilation of (S 1 , . . . , P ). Similarly we can define Γ n -unitary dilation of a Γ n -contraction. Proposition 5.2. Let (S 1 , . . . , S n−1 , P ) be a Γ n -contraction defined on a Hilbert space H. Assume that (S 1 , . . . , S n−1 , P ) has a Γ n -isometric dilation. Then (S 1 , . . . , S n−1 , P ) has a minimal Γ n -isometric dilation.
Proof. Let (T 1 , . . . , T n−1 , V ) defined on a Hilbert space K containing H as a subspace, be a Γ n -isometric dilation of (S 1 , . . . , S n−1 , P ). Let K 0 be the space defined by
h ∈ H and m 1 , . . . , m n−1 , n ∈ N ∪ {0}}.
One can easily verify that K 0 is invariant under T m1 1 , . . . , T mn−1 n−1 , V n , for any non-negative integers m 1 , . . . , m n−1 , n. If we denote T 11 = T 1 | K0 , . . . , T 1(n−1) = T n−1 | K0 and V 1 = V | K0 , then we get
Therefore for any any non-negative integers m 1 , . . . , m n−1 , n we have
is a Γ n -contraction, because it is the restriction of a Γ n -contraction (T 1 , . . . , V ) to a common invariant subspace K 0 . Again, V 1 is also isometry, because it is the restriction of an isometry to a common invariant subspace K 0 . Therefore, by Theorem 4.3, (T 11 , . . . , T 1(n−1) , V 1 ) is a Γ n -isometry. Hence (T 11 , . . . , T 1(n−1) , V 1 ) is a minimal Γ n -isometry of (S 1 , . . . , P ).
Proposition 5.3. Let (T 1 , . . . , T n−1 , V ) be n-tuples of operators defined on a Hilbert space K containing H as a subspace. Then (T 1 , . . . , T n−1 , V ) is a minimal Γ n -isometric dilation of a Γ n -contraction (S 1 , . . . , S n−1 , P ) if and only if (T * 1 , . . . , T * n−1 , V * ) is a Γ n -co-isometric extension of (S * 1 , . . . , S * n−1 , P * ).
Proof. We will first prove that S i P H = P H T i for i = 1, . . . , n − 1 and P P H = P H V, where P H : K → H is orthogonal projection onto H. It is also evident that
Also, for h ∈ H we have
Thus, we have S i P H = P H T i for i = 1, . . . , n − 1. Similarly we can also prove that P P H = P H V. Now for any h ∈ H and for k ∈ K we get
Similarly, we can also show that P * = V * | H. One can easily verify the converse part. We leave the details to the reader.
Proposition 5.4. Let H 1 be a Hilbert space and let (S 1 , . . . , S n−1 , P ) be a Γ n -contraction on H = H 1 ⊕ H 2 with n − 1 tuples of fundamental operators (E 1 , . . . , E n−1 ) and P is such that
Suppose that (S * 1 , . . . , S * n−1 , P * ) has Γ n -isometric dilation. Then the n − 1 tuples of fundamental operators (E 1 , . . . , E n−1 ) satisfies the following conditions:
Proof. Let (T 1 , . . . , T n−1 , V ) on a Hilbert space K containing H as a subspace, be a minimal Γ n -isometric dilation of (S * 1 , . . . , S * n−1 , P * )(the existence of such minimal Γ n -isometric dilation follows from Proposition 5.2). By Proposition-5.3, we conclude that (T * 1 , . . . , T * n−1 , V * ) is a Γ n -co-isometric extension of (S 1 , . . . , S n−1 , P ). Since (T 1 , . . . , T n−1 , V ) on a Hilbert space K, is a Γ n -isometriy, by Theorem 4.3, we have
where (T
1 , . . . , T
n−1 , U (1) ) on K 1 is a Γ n -unitary and (T
n−1 , V (2) ) on K 2 is a pure Γ n -isometry, by Theorem, K 2 can be identified with
n−1 , V (2) can be identified with the multiplication operators M ϕ1 , . . . , M ϕn−1 , M z on H 2 (E) for some ϕ i ∈ H ∞ (B(E)) for i = 1, . . . , n − 1, where for i = 1, . . . , n − 1. We will first prove
Since U (1) is unitary, we have h 1 = 0 and c 1 = c 2 = . . . = 0. Now we will prove that ker(D P ) ⊆ {0}⊕E⊕{0}⊕. . . ⊆ H 2 (E). To prove this, take k = k 1 ⊕k 2 ∈ ker(D P ) ⊆ H, where
Thus, we conclude that the condition
Also, since P (D P ) = {0}, from above we conclude that k 1 = 0 and g 2 = g 3 = .
. . = 0. Hence, ker(
is a Γ n -co-isometric extension of (S 1 , . . . , S n−1 , P ). We now compute the fundamental operator pairs of 
Taking restriction to the above identities to the subspace D P we get
Conditional Dilation
Dilating a contraction operator to an unitary is well studied in the history of dilation theory [18] . In [53] , it is shown that if the pair of fundamental operators E 1 , E 2 do not satisfy the conditions
In [53] , S. Pal also proved that if the pair of commuting tuple of Fundamental Operators E 1 , E 2 and F 1 , F 2 of a Γ 3 -contractions of (S 1 , S 2 , P ) and its adjoint (S * 1 , S * 2 , P * ) respectively, satisfy the conditions
In this section, we want to generalize this result for arbitrary n, that is, if the commuting (n − 1)-tuple of Fundamental Operators E 1 , . . . , E n−1 and F 1 , . . . , F n−1 of a Γ n -contractions of (S 1 , . . . , S n−1 , P ) and its adjoint (S * 1 , . . . , S * n−1 , P * ) respectively, satisfy the conditions
. . , S n−1 , P ) posses a Γ n -unitary dilation. The two conditions of (n − 1)-tuple of Fundamental Operators of (S 1 , . . . , S n−1 , P ) and of (S * 1 , . . . , S * n−1 , P * ), mentioned above, are the sufficient to have a such Γ n -unitary dilation. Throughout this section ,we will use the definitions of (n − 1)-tuple of Fundamental Operators, that is,
The following proposition will be used in this section.
Proposition 6.1. [cf. [18] , Chapter-I] Suppose P is any contraction on a Hilbert space H. Then P D P = D P * P.
Lemma 6.2. Let (S 1 , . . . , S n−1 , P ) be a Γ n -contraction defined on a Hilbert space H. Let (E 1 , . . . , E n−1 ) and (F 1 , . . . , F n−1 ) be the (n − 1)-tuple of Fundamental Operators of (S 1 , . . . , S n−1 , P ) and (S * 1 , . . . , S * n−1 , P * ) respectively. Then the following properties hold:
(1) For D P h ∈ D P and D P * h ′ ∈ D P * , we have
Similarly, it is very easy to verify the other equality. We leave the details to the reader. (2) The proof (2) is also easy to verify. We leave the details to the reader. 
(5) The proof (5) is same as (4) . We leave the details to the reader. (6) By Theorem-3.11, we have for all z ∈ T, ω(
n−i for all z ∈ T and i = 1, . . . , n − 1. Similarly, one can also show that ω(F *
Theorem 6.3. Suppose (S 1 , . . . , S n−1 , P ) is a Γ n -contraction defined on a Hilbert space H such that the commuting (n − 1)-tuple of Fundamental Operators E 1 , . . . , E n−1 and F 1 , . . . , F n−1 of (S 1 , . . . , S n−1 , P ) and (S * 1 , . . . , S * n−1 , P * ) respectively satisfy the conditions
. .⊕D P ⊕D P ⊕D P ⊕H⊕D P * ⊕D P * ⊕D P * ⊕. . . and let (R 1 , . . . , R n−1 , U ) be a n-tuples of operators defined on K by 
Proof. It is immediate from Sz.-Nazy-Foias dilation ( see Chapter -I , [18] ) that U is the minimal unitary dilation of P. The minimality of Γ n -unitary dilation follows from the fact that K and U are the minimal dilation space and minimal unitary dilation of P respectively. Since U is unitary, in order to show that (R 1 , . . . , R n−1 , U ) is a a minimal Γ n -unitary dilation of (S 1 , . . . , S n−1 , P ) one has to verify the following:
Step 1:
First we will verify the equality of the entities (−1, 0), (0, 1), (−1, 1) in the matrices of R i R j and R j R i . To show this, we need to check the following operator identities.
(1). Using Part-(2) of Lemma 6.2, we have
(2). By Lemma 6.2, it is easy to see that both of LHS and RHS are defined on D P * to D P . Let
Part-(4), (5) of Lemma 6.2, Equation-(6.2) and Equation -(6.1), we have
. Applying Part-(3) of Lemma 6.2, we have
By above given conditions, all other entries of R i R j and R j R I are equal. Hence,
Step 2: We will now show that
Using Lemma 6.2, it is easy to see that the entities of the positions (−1, 2), (−1, 0) and (0, 1) of R i U and U R i are equal. If we can show the equality of
then we are done. The LHS and RHS of Equation-(6.5) map D P * into D P . Therefore, we have
= −(S i − S * n−i P )P * + (S * n−i − P * S i )(I − P P * ) = −P * (S i − S * n−i ) + (I − P * P )(S * n−i − S i P * ) = D 2 P D P * F n−i D P * − D P P * F * i D P * Hence R i U = U R i .
Step 3: We will now show that R i = R * n−i U. The other equality follow from Lemma 6.2, Equation -(6.2) and Equation-(6.1). Hence, we have R i = R * n−i U.
Step 4: First we will prove that R i is normal. Clearly, R n−i = R * i U. Since R i U = U R i , using Fugled's theorem [63] , we conclude that R * i U = U R * i . Therefore, we have
Thus, we have r(R i ) = ω(R i ) = R i . Now, we will prove that R i ≤ U and (T 1 , . . . , T n−1 , V ) = (R 1 | N , . . . , R n−1 | N , U | N ) is a minimal Γ-isometric dilation of (S 1 , . . . , S n−1 , P ).
Proof. Clearly, N is a common invariant subspace of R 1 , . . . , R n−1 , U. Therefore, by definition of Γ n -isometry, the restriction of (R 1 , . . . , R n−1 , U ) to the common invariant subspace N , that is, (T 1 , . . . , T n−1 , V ) is a Γ nisometry. The matrices of T 1 , . . . , T n−1 , V with respect to the decomposition H ⊕ D P ⊕ . . . of N are as follows: for i = 1, . . . , n − 1. One can easily check that the adjoint of (T 1 , . . . , T n−1 , V ) is a Γ n -co-isometry extension of (S * 1 , . . . , S * n−1 , P * ). Hence, by Proposition 5.3, we conclude that (T 1 , . . . , T n−1 , V ) is a Γ n -isometric dilation of (S 1 , . . . , S n−1 , P ). Since N and V are the minimal isometric space and minimal isometric dilation of P, the minimality of this Γ n isometric dilation follows from this fact. This completes the proof.
Remark 6.5. From Theorem 6.3 and Corollary 6.4, we conclude that (R 1 , . . . , R n−1 , U ) is a minimal Γ n unitary extension of (T 1 , . . . , T n−1 , V ).
As a consequence the following theorem give a sufficient condition for a n tuples of operators (S 1 , . . . , S n−1 , P ) to become a Γ n contraction. Theorem 6.6. Let S 1 , . . . , S n−1 , P be a commuting n-tuples of operators on a Hilbert space H with S i ≤ n−1 i + n−1 n−i for i = 1, . . . , n−1 and P ≤ 1. Let E 1 , . . . , E n−1 be commuting n−1 tuples of bounded operators on D P satisfying the following conditions:
(1) S i − S * n−i P = D P E i D P , S n−i − S * i P = D P E n−i D P , for i = 1, . . . , n − 1; (2) [E * i , E * j ] = 0 for i, j = 1, . . . , n − 1; (3) [E i , E * n−j ] = [E j , E * n−i ] for i, j = 1, . . . , n − 1. Then Γ n is a complete spectral set for (S 1 , . . . , S n−1 , P ) and hence (S 1 , . . . , S n−1 , P ) is a Γ n contraction.
A functional model for a class of Γ n -contractions
In [53] , S. Pal constructed a concrete and explicit functional model for a class of Γ 3 -contractions of (S 1 , S 2 , P ) for which the adjoint (S * 1 , S * 2 , P * ) has commuting pair of fundamental operators (F 1 , F 2 ) with F *
In this section, we shall want to construct a concrete and explicit functional model for a class of Γ n -contractions of (S 1 , . . . , S n−1 , P ) for which the adjoint (S * 1 , . . . , S * n−1 , P * ) has n − 1 tuples of fundamental operators (F 1 , . . . , F n−1 ) satisfying the following conditions: Proof. By Corollary-6.4, we conclude that (T * 1 , . . . ,T * n−1 ,V * ) is minimal Γ n -isometric dilation of of (S * 1 , . . . , S * n−1 , P * ), whereV * is the minimal isometric dilation of P * . By Proposition 5.3, it follows immediately that (T 1 , . . . ,T n−1 ,V ) is the Γ n -co-isometric extension of (S 1 , . . . , S n−1 , P ). Therefore, we conclude that H is a common invariant subspace ofT 1 , . . . ,T n−1 ,V andT 1 | H = S 1 , . . . ,T n−1 | H = S n−1 ,V | H = P. Since (T * 1 , . . . ,T * n−1 ,V * ) is a Γ n isometry, by Wold decomposition theorem, there is a orthogonal decomposition N * = N 1 ⊕ N 2 into reducing subspace of T 1 , . . . ,T n−1 ,V such thatT 1 | N1 , . . . ,T n−1 | N1 ,V | N1 is a Γ n unitary andT 1 | N2 , . . . ,T n−1 | N2 ,V | N2 is a pure Γ n -co-isometry. Therefore, we can write (T 1 , . . . ,T n−1 ,V ) with respect to the orthogonal decomposition aŝ SinceV * is the minimal isometric dilation of P * , using Proposition 7.1 one can easily verify that DV has the same dimension as of D P . This completes the proof.
