Integration of III-V compound nanocrystals in silicon via ion beam implantation and flash lamp annealing by Wutzler, René
Fakultät für Mathematik und Naturwissenschaften Fachrichtung Physik, Institut für Angewandte Physik
Lehrstuhl für Halbleiterspektroskopie
Integration of III-V compound
nanocrystals in silicon via ion beam
implantation and flash lamp annealing
Rene Wutzler
Born on: 25th December 1988 in Karl-Marx-Stadt jetzt Chemnitz
Dissertation
to achieve the academic degree
Doktor der Naturwissenschaften (Dr. rer.
nat.)
First referee
Prof. Dr. Manfred Helm
Second referee
Prof. Dr. Johannes Heitmann
Submitted on: 21st March 2017
Defended on: 26th September 2017

Fakultät für Mathematik und Naturwissenschaften Fachrichtung Physik, Institut für Angewandte Physik
Lehrstuhl für Halbleiterspektroskopie
Abstract
The progress in device performance of modern microelectronic technology is mainly
driven by down-scaling. In the near future, this road will probably reach a point where
physical limits make even more down-scaling impossible. The substitution of single
components material-wise over the last decades, like high-k dielectrics or metal gates,
has been a suitable approach to foster performance improvements. In this scheme, the
integration of high-mobility III-V compound semiconductors as channel materials into
Si technology is a promising route to follow for the next one or two device generations.
III-V integration, today, is conventionally performed by using techniques like molecular
beam epitaxy or wafer bonding which utilize solid phase crystallization but suffer to
strain due to the lattice mismatch between III-V compounds and Si. An alternative
approach using sequential ion beam implantation in combination with a subsequent
flash lamp annealing is presented in this work.
Using this technique, nanocrystals from various III-V compounds have been success-
fully integrated into bulk Si and Ge as well as into thin Si layers which used ei-
ther SOI substrates or were grown by plasma-enhanced chemical vapour deposition.
The III-V compounds which have been fabricated are GaP, GaAs, GaSb, InP, InAs,
GaSb and InxGa1-xAs with variable composition. The structural properties of these
nanocrystals have been investigated by Rutherford backscattering, scanning electron
microscopy and transmission electron microscopy, including bright-field, dark-field,
high-resolution, high-angle annular dark-field and scanning mode imaging, electron-
dispersive x-ray spectroscopy and energy-filtered element mapping. Furthermore,
Raman spectroscopy and X-ray diffraction have been performed to characterise the
nanocrystals optically.
In Raman spectroscopy, the characteristic transversal and longitudinal optical phonon
modes of the different III-V compounds have been observed. These signals proof that
the nanocrystals have formed by the combination of ion implantation and flash lamp
annealing. Additionally, the appearance of the typical phonon modes of the respec-
tive substrate materials verifies recrystallization of the substrate by the flash lamp
after amorphisation during implantation. In the bulk Si samples, the nanocrystals
have a circular or rectangular lateral shape and they are randomly distributed at the
surface. Their cross-section has either a hemispherical or triangular shape. In bulk
Ge, there are two types of precipitates: one at the surface with arbitrary shape and
another one buried with circular shape. For the thin film samples, the lateral shape
of the nanocrystals is more or less arbitrary and they feature a block-like cross-section
which is limited in height by the Si layer thickness. Regarding crystalline quality, the
nanocrystals in all samples are mainly single-crystalline with only a few number of
stacking faults. However, the crystalline quality in the bulk samples is slightly better
than in the thin films. The X-ray diffraction measurements display the (111), (220)
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and (311) Bragg peaks for InAs and GaAs as well as for the InxGa1-xAs where the
peaks shift with increasing In content from GaAs towards InAs.
The underlying formation mechanism is identified as liquid phase epitaxy. Hereby,
the ion implantation leads to an amorphisation of the substrate material which is
then molten by the subsequent flash lamp annealing. This yields a homogeneous
distribution of the implanted elements within the melt due to their strongly increased
diffusivity in the liquid phase. Afterwards, the substrate material starts to recrystallize
at first and an enrichment of the melt with group-III and group-V elements takes
place due to segregation. When the temperature is low enough, the III-V compound
semiconductor starts to crystallize using the recrystallized substrate material as a
template for epitaxial growth.
In order to gain control over the lateral nanocrystal distribution, an implantation
mask of either aluminium or nickel is introduced. Using this mask, only small areas
of the samples are implanted. After flash lamp treatment, nanocrystals form only in
these small areas, which allows precise positioning of them. An optimal implantation
window size with an edge length of around 300 nm has been determined to obtain one
nanocrystal per implanted area. During an additional experiment, the preparation of
Si nanowires using electron beam lithography and reactive ion etching has been con-
ducted. Hereby, two different processes have been investigated; one using a ZEP resist,
a lift-off step and a Ni hard mask and another one using a hydrogen silsesquioxane
resist which is used directly as a mask for etching. The HSQ-based process turned out
to yield Si nanowires of better quality. Combining both, the masked implantation and
the Si nanowire fabrication, it might be possible to integrate a single III-V nanocrystal
into a Si nanowire to produce a III-V-in-Si-nanowire structure for electrical testing.
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Zusammenfassung
Der Fortschritt in der Leistungsfähigkeit der Bauelemente moderner Mikroelektronik-
technologie wird hauptsächlich durch das Skalieren vorangetrieben. In naher Zukunft
wird dieser Weg wahrscheinlich einen Punkt erreichen, an dem physikalische Grenzen
weiteres Herunterskalieren unmöglich machen. Der Austausch einzelner Teile auf Ma-
terialebene, wie Hoch-Epsilon-Dielektrika oder Metall-Gate-Elektroden, war während
der letzten Jahrzehnte ein geeigneter Ansatz, um die Leistungsverbesserung voranzu-
bringen. Nach diesem Schema ist die Integration von III-V-Verbindungshalbleiter mit
hoher Mobilität ein vielversprechender Weg, dem man für die nächsten ein oder zwei
Bauelementgenerationen folgen kann. Heutzutage erfolgt die III-V-Integration konven-
tionell mit Verfahren wie der Molekularstrahlepitaxie oder dem Waferbonden, welche
die Festphasenkristallisation nutzen, die aber aufgrund der Gitterfehlanpassung zwi-
schen III-V-Verbindungen und Silizium an Verspannungen leiden. In dieser Arbeit wird
ein alternativer Ansatz präsentiert, welcher die sequenzielle Ionenstrahlimplantation
in Verbindung mit einer darauffolgenden Blitzlampentemperung ausnutzt.
Mit Hilfe dieses Verfahrens wurden Nanokristalle verschiedener III-V-Verbindungs-
halbleiter erfolgreich in Bulksilizium- und -germaniumsubstrate sowie in dünne Si-
liziumschichten integriert. Für die dünnen Schichten wurden hierbei entweder SOI-
Substrate verwendet oder sie wurden mittels plasmagestützer chemischer Gasphasen-
abscheidung gewachsen. Die hergestellten III-V-Verbindungen umfassen GaP, GaAs,
GaSb, InP, InAs, InSb und InxGa1-xAs mit veränderbarer Zusammensetzung. Die
strukturellen Eigenschaften dieser Nanokristalle wurden mit Rutherford-Rückstreu-
Spektroskopie, Rasterelektronenmikroskopie und Transmissionselektronenmikroskopie
untersucht. Bei der Transmissionelektronenmikroskopie wurden die Hellfeld-, Dunkel-
feld-, hochauflösenden, “high-angle annular dark-field” und Rasteraufnahmemodi so-
wie die energiedispersive Röntgenspektroskopie und die energiegefilterte Elementabbil-
dung eingesetzt. Darüber hinaus wurden Ramanspektroskopie- und Röntgenbeugungs-
messungen durchgeführt, um die Nanokristalle optisch zu charakterisieren.
Mittels Ramanspektroskopie wurden die charakteristischen transversal- und longitu-
dinal-optischen Phononenmoden der verschiedenen III-V-Verbindungen beobachtet.
Diese Signale beweisen, dass sich unter Verwendung der Kombination von Ionen-
strahlimplantation und Blitzlampentemperung Nanokristalle bilden. Weiterhin zeigt
das Vorhandensein der typischen Phononenmoden der jeweiligen Substratmaterialien,
dass die Substrate aufgrund der Blitzlampentemperung rekristallisiert sind, nachdem
sie durch Ionenimplantation amorphisiert wurden. In den Bulksiliziumproben besit-
zen die Nanokristalle eine kreisförmige oder rechteckige Kontur und sind in zufälliger
Anordnung an der Oberfläche verteilt. Ihr Querschnitt zeigt entweder eine Halbkugel-
oder dreieckige Form. Im Bulkgermanium gibt es zwei Arten von Ausscheidungen: eine
mit willkürlicher Form an der Oberfläche und eine andere, vergrabene mit sphärischer
Fakultät für Mathematik und Naturwissenschaften Fachrichtung Physik, Institut für Angewandte Physik
Lehrstuhl für Halbleiterspektroskopie
Form. Betrachtet man die Proben mit den dünnen Schichten, ist die laterale Form der
Nanokristalle mehr oder weniger willkürlich und sie zeigen einen blockähnlichen Quer-
schnitt, welcher in der Höhe durch die Siliziumschichtdicke begrenzt ist. Bezüglich
der Kristallqualität sind die Nanokristalle in allen Proben mehrheitlich einkristallin
und weisen nur eine geringe Anzahl an Stapelfehlern auf. Jedoch ist die Kristall-
qualität in den Bulkmaterialien ein wenig besser als in den dünnen Schichten. Die
Röntgenbeugungsmessungen zeigen die (111), (220) und (311) Bragg-Reflexe des InAs
und GaAs sowie des InxGa1-xAs, wobei sich hier die Signalpositionen mit steigendem
Gehalt an Indium von GaAs zu InAs verschieben.
Als zugrundeliegender Bildungsmechanismus wurde die Flüssigphasenepitaxie identifi-
ziert. Hierbei führt die Ionenstrahlimplantation zu einer Amorphisierung des Substrat-
materials, welches dann durch die anschließende Blitzlampentemperung aufgeschmol-
zen wird. Daraus resultiert eine homogene Verteilung der implantierten Elemente in der
Schmelze, da diese eine stark erhöhte Diffusivität in der flüssigen Phase aufweisen. Da-
nach beginnt zuerst das Substratmaterial zu rekristallisieren und es kommt aufgrund
von Segregationseffekten zu einer Anreicherung der Schmelze mit den Gruppe-III- und
Gruppe-V-Elementen. Wenn die Temperatur niedrig genug ist, beginnt auch der III-V-
Verbindungshalbleiter zu kristallisieren, wobei er das rekristallisierte Substratmaterial
als Grundlage für ein epitaktisches Wachstum nutzt.
In der Absicht Kontrolle über die laterale Verteilung der Nanokristalle zu erhalten,
wurde eine Implantationsmaske aus Aluminium beziehungsweise Nickel eingeführt.
Durch die Benutzung einer solchen Maske wurden nur kleine Bereiche der Proben
implantiert. Nach der Blitzlampentemperung werden nur in diesen kleinen Bereichen
Nanokristalle gebildet, was eine genaue Positionierung dieser erlaubt. Es wurde eine
optimale Implantationsfenstergröße mit einer Kantenlänge von ungefähr 300 nm er-
mittelt, damit sich nur ein Nanokristall pro implantierten Bereich bildet. Während
eines zusätzlichen Experiments wurde die Präparation von Siliziumnanodrähten mit
Hilfe von Elektronenstrahllithografie und reaktivem Ionenätzen durchgeführt. Hierbei
wurden zwei verschiedene Prozesse getestet: einer, welcher einen ZEP-Lack, einen Lift-
off-Schritt und eine Nickelhartmaske nutzt, und ein anderer, welcher einen HSQ-Lack
verwendet, der wiederum direkt als Maske für die Ätzung dient. Es stellte sich heraus,
dass der HSQ-basierte Prozess Siliziumnanodrähte von höherer Qualität liefert. Kom-
biniert man beides, die maskierte Implantation und die Siliziumnanodrahtherstellung,
miteinander, sollte es möglich sein, einzelne III-V-Nanokristalle in einen Siliziumnano-
draht zu integrieren, um eine III-V-in-Siliziumnanodrahtstruktur zu fertigen, welche
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1 Introduction
In a scientific work on semiconductor physics or materials science related to semicon-
ductors, no one gets around talking about a specific element which is the carthorse of
the information age - silicon. Si-based technology penetrates almost every area of life
and is nearly impossible to avoid. Si is found in an endless number of devices on earth,
like PCs, cell phones, air planes and cars to name only a few, in earth’s orbit, on the
moon, in our solar system and even beyond. Almost everybody is in contact with one
or another Si-based application in his all-day life and most people cannot even think
of a life without Si technology, although they might not even know it.
The odyssey of semiconductor technologies, which nowadays approaches extreme phys-
ical limitations, started already in the nineteenth century with the experimental de-
scription of the conductivity increase with an increasing temperature using silver sul-
phide by Michael Faraday [1]. This temperature dependent behaviour is typical for
semiconductors. Later in this century, two major properties of semiconducting ma-
terials were discovered: photoconductivity and rectification. The effect of light on
conductivity was first observed in selenium by Willoughby Smith in 1873 [2]. Using
the same material, in 1876 Adams and Day described the possibility to produce elec-
tricity by shining light on selenium [3]. This discovery led to the invention of the first
solar cell in 1883 by Charles Fritts [4]. The effect of rectification was first documented
by Ferdinand Braun in 1875 [5]. Semiconductor rectifiers found their application in
reception of radio waves and a first detector made from lead sulfite was patented by
Jagadis C Bose in 1904 [6]. The introduction of Si as a radio wave detector followed
shortly afterwards by Greenleaf W Pickard in 1906 [7]. At that time, these rectifiers
had their physical limitations and broke down on many occasions. Furthermore, the
physical background was not well understood. In the early years of the 20th century,
quantum mechanics evolved and helped to enlighten the physics behind semiconduc-
tors. Alan H Wilson was the first to describe the band theory of semiconductors in
1931 [8, 9].
Further technological steps were then taken in the thirties and forties of the 20th
century. Due to the improvement of material purity of silicon and later on germanium,
the quality of semiconductor rectifiers improved significantly. With this improvement
in quality, now, much effort was devoted to replace vacuum tubes, which had promoted
technologies like radio and television, by a solid-state equivalent. The first references
of such a device date back to patents by Julius E Lilienfeld in 1930 [10, 11] and
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1933 [12] and Oskar Heil in 1935 [13] on field effect transistors (FETs). However,
their work remained almost unnoticed since they did not present any publications nor
functioning devices. The next milestone on the journey of Si-based technology is the
discovery of the p-n junction by Russell S Ohl in 1946 [14]. He used poly-crystalline Si
which was accidentally doped and observed light sensitivity, revealing the photovoltaic
effect of his samples. Shortly afterwards, John Bardeen and Walter H Brattain at
Bell Telephone Laboratories presented their point contact transistor in Ge, which is
nowadays known as the invention of the transistor and marks the breakthrough for
modern semiconductor technology [15, 16]. William B Shockley described the theory
behind the point contact transistor extending Ohl’s p-n junction theory in 1949 [17].
He proved that the function of the transistor is based on a bulk effect, in contrast
to Bardeen and Brattain who thought it was surface related, and presented a slightly
different device - the junction transistor. Shockley, Bardeen and Brattain were awarded
with the Nobel prize “for their researches on semiconductors and their discovery of
the transistor effect” in 1956 [18].
In the following years, new preparation methods resulted in higher quality materials
and, in 1952, the industrial production of transistors, still based on Ge, gathered speed.
First “transistorized” consumer applications appeared on the market. Due to the high
manufacturing costs of transistors, they were mainly installed in portable devices where
low power demand and small size were important, like hearing aids and small radios
[19]. In 1954, the first transistor based on silicon was achieved almost simultaneously
by Gordon K Teal from Texas Instruments and Morris Tanenbaum from Bell Labs
promising superior properties over Ge-based transistors [20–22]. Further technological
improvements like controlled doping by diffusion [23] and the introduction of SiO2
into the technological process [24] led to improved device characteristics throughout
the 1950s. At the end of this decade, the next big leap in Si technology was taken
with introducing the concept of integrated circuits (ICs) by Jack S Kilby [25] and
Robert N Noyce [26]. This concept allowed to connect multiple device on one chip
where previously single devices had to be connected with wires. Kilby was awarded
the Nobel prize in 2000 “for his part in the invention of the integrated circuit” [27].
In parallel, Dawon Kahng was the first to demonstrate a transistor based on the field
effect, as it was already proposed by Lilienfeld in the 1920s, using a metal oxide
semiconductor (MOS) structure [28]. The MOS structures combined with the concept
of ICs slowly penetrated the market and were mainly used for military and aerospace
applications since their production cost were higher than the discrete conventional
transistors. In 1963, the configuration of using complementary MOS transistors for
a low power circuit was presented by Frank M Wanlass [29, 30] which then became
today’s manufacturing principle of choice.
The continuous progress of Si technology and the steadily increasing number of in-
tegrated components per circuit, inspired Gordon Moore to his (in)famous prediction
which is widely known as “Moore’s law”. By evaluating the development of ICs from
1959 to 1965 and extrapolating this trend, Moore predicted a doubling of the number
of components in an IC every year until 1975 [31]. In the following years, semicon-
ductor industry grew rapidly and a specialisation of companies took place leading to
dedicated front-end and back-end manufacturers as well as equipment and material
suppliers. New design innovations like the poly-Si gate [32, 33] and the Schottky-
barrier diode [34, 35] improved memory and logic applications by increasing speed
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and reducing costs and power consumption. The concept of scaling MOS technol-
ogy [36, 37] described the relation between the device dimension, power demand and
performance, and paved the way for more complex architectures. In 1975, Moore
recognized that his prediction was fulfilled and expanded it to future developments
that the components on a chip double in number every two years [38]. “Moore’s law”
evolved into the economical driving force of the semiconductor technology and even
today the industry tries to keep up with it. For a more detailed historical survey on
the evolution of semiconductor technology, I recommend reading references [39–41].
For about 30 years, geometric scaling – reducing the physical dimension of the device –
was sufficient to maintain “Moore’s law” down to the 90 nm node and several hundreds
of millions of transistors on one chip in the middle of 2000s [41, 42]. At that time,
physical limitations for further down-scaling appeared and a significant leakage current
due to tunneling affected device performance [42]. To ensure a further performance
increase, an alternative to geometric scaling had to be considered. The substitution
of SiO2 by a high-k material as gate dielectric, a metal gate instead of poly-Si and the
introduction of strained silicon were such approaches to ensure performance improve-
ments [43–45]. These approaches are called equivalent scaling and enabled the progress
to smaller nodes. Additional new design and architecture concepts like multi-gate and
FinFET devices or even gate-all-around structures help to achieve smaller nodes until
today [46–48]. Another possibility is the introduction of high mobility channel ma-
terials, like Ge or III-V compound semiconductors [49–52]. III-V compounds feature
generally higher electron mobilities than Si which makes them suitable for the low-
power and high-speed applications of the future [53, 54]. However, the integration of
III-Vs into Si is challenging due to a typical large lattice mismatch. There are sev-
eral techniques like molecular beam epitaxy (MBE), metal-organic chemical vapour
depostion (MOCVD) or wafer bonding capable of integrating III-V compound semi-
conductors into Si technology but they usually obtain III-V/Si interfaces which are
strained as they employ a solid phase process [55, 56]. An alternative method is the
combination of ion beam implantation and flash lamp annealing (FLA) which utilizes
a crystallization of the III-V compounds from the liquid phase and is therefore able to
reduce the strain between Si and the particular III-V material.
In the course of the present work, this alternative route for III-V integration in Si
has been examined. The main objective has been to investigate the capability of a
sequential ion implantation combined with a subsequent FLA for the nanocrystal (NC)
fabrication of several III-V compound semiconductors in bulk Si and to characterise
these NCs regarding their microstructural properties. Additionally, the transfer of
the aforementioned preparation technique to other substrate materials, namely Ge,
and structures, namely thin Si films, should be evaluated. Another task has been the
development of a detailed description of the liquid phase formation mechanism based
on the observed experimental results. Finally, a device concept utilizing Si nanowires
and local ion implantation should be developed for electrical characterisation of the
III-V NCs. In order to present the results achieved towards these objectives, this work
is organised in the following way: After the introduction in chapter 1, chapter 2 briefly
describes the physical background including some basic physics of structures at the
nano-scale and the two main physical processes involved in NC formation in this work,
namely diffusion and crystallization. Chapter 3 presents the state-of-the-art regarding
III-V compound semiconductors in Si technology and covers the significance of this
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group of materials as well as the integration techniques. After that, the experimental
methods employed during this work are addressed in chapter 4. It is divided into
three sections which deal with the simulations, the sample preparation techniques and
characterization methods, respectively. The subsequent chapter 5 on the integration
of III-V compound semiconductor NCs in silicon presents the results that have been
achieved in the course of this work including the fabrication of III-V NCs in bulk
materials and thin films as well as the control of their lateral position by a masked
implantation. Chapter 6 gives a detailed description of the formation mechanism
responsible for the NC formation. In chapter 7, the combination of top-down Si
nanowire (NW) preparation and masked ion implantation in order to built a III-V-
in-Si-nanowire structure is presented as a future perspective. Finally, a summary is
given in chapter 8.
2 Basics
2.1 Physics of semiconductor nanostructures
A semiconductor is a crystalline or amorphous solid material which features a band
gap energy larger than 0 eV and lower than approximately 4 eV [57]. The limits are
metals, with a band gap energy of 0 eV, on the one side featuring low resistivity, and
insulators on the other side featuring high resistivities, e.g. a dielectric like SiO2.
Typical representatives of semiconductors are group-IV elements, i.e. Si and Ge, and
compound semiconductors combining group-III and -V or group-II and -VI elements.
One could think that semiconductors are element combinations with four valence elec-
trons in sum. However, there are exceptions like the group-IV and -VI compound
PbS. Furthermore, there are organic materials, namely carbohydrate polymers with
π-bonds, which feature similar electronic properties as the inorganic semiconductors.
A characteristic property of each semiconductor is its electronic band structure with a
specific electronically forbidden energy range – the band gap. The electrical properties
of a semiconductor can easily be manipulated by the introduction of impurities into
the crystal structure, which is called doping. Doping is generally done by elements
which have either one electron less or one electron more than the elements of the doped
material, in order to achieve charge transport by holes or electrons, respectively. The
most prominent example is the doping of Si by B or P to fabricate p-type or n-type
Si for microelectronic applications.
Another possibility to influence the properties of semiconductor materials is size or,
more precisely, the reduction of their dimensionality. When the size of a semiconductor
is reduced from bulk material towards smallest scales, the characteristic properties can
change dramatically. For example, the melting point of CdS decreases from 1400 ◦C
for bulk material down to about 400 ◦C for particles with a size of about 1.5 nm [58].
When reducing dimensionality of a bulk material, the first step is a confinement in one
dimension of space which leads to a two-dimensional structure. Such thin layers are
often referred to as quantum wells (QWs) or superlattices (SLs). The density of states
changes from a smooth band with a E
1
2 -dependency to a staircase function. A further
confinement in a second direction results in a one-dimensional body which is called
NW or nanorod. For one-dimensional structures, the density of states has a E−
1
2 -
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Figure 2.1.1: Schematic overview over dimensionality of nanostructures for (a) bulk
material, (b) a thin film, (c) a nanowire, and (d) a nanodot including
their respective density of states.
results in zero-dimensional structures which are also known as quantum dots (QDs),
nanodots, nanoclusters or NCs. The density of states of such 0D particle behaves like
a δ-function and shows discrete energy levels. Figure 2.1.1 schematically depicts the
different dimensionalities of nanostructures with their respective densities of states.
The change of the band structure of a semiconductor with decreasing size is known
as quantum confinement effect. One of the most obvious effects due to quantum
confinement is the change of the optical properties of a material. In CdS and CdSe
colloidal NCs, the band gap energy changes depending on the particle size over a wide
range [59, 60]. The change of the band gap energy implies a change in the emission
wavelength and, therefore, leads to a different colour visible by the naked eye [61],
when such NC of different size are dispersed in a solution. Luminescence as well as
absorption of these NCs are accounted to interband transitions between electron and
hole quantum levels. The energy of these electron (Ee) and hole quantum levels (Eh)
can be approximated by [62–64]
Ee,hl,n =
h̄2
2 · me,h · R2NC
· Φ2l,n (2.1)
where me, mh are the effective mass of an electron and hole, respectively, RNC is the
radius of a spherical NC and Φl,n is the n-th root of the spherical Bessel function
of order l. Equation (2.1) assumes spherical NCs which are embedded in an infinite
potential barrier and uses an effective mass approximation as well as parabolic bands
[62, 65]. As the electrons and holes within these quantum levels interact with each
other, an additional Coulomb energy term (e2/4πǫ0ǫrRNC) has to be considered [66,
67]. The influence of the Coulomb energy gradually becomes a smaller correction with
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decreasing crystal size, as it is proportional to 1/RNC, while the quantization energy
goes with 1/R2NC. Furthermore, there is an interdependence between the NC radius
and the Bohr radius of the bulk exciton RB which is defined by
RB =
4 · π · h̄2 · ǫ0 · ǫr
µExciton · e2
(2.2)






h , and e
is the elementary charge. Using the Bohr radius as a classification parameter, three
different regimes can be determined: (1) a weak, (2) an intermediate and (3) a strong
confinement regime [62–67]. The weak confinement regime is defined by RNC ≫ RB.
In this regime, electrons and holes are considered as connected excitons. The energy
shift ∆E of the ground state of such an exciton is approximately
∆E ≈ h̄
2 · π2
2 · M · R2NC
(2.3)
where M denotes the exciton translational mass, M = me+mh. However, in the strong
confinement regime, where RNC ≪ RB, electrons and holes are single independent
particles, and the energy shift can be written as
∆E ≈ h̄
2 · π2
2 · µExciton · R2NC
. (2.4)
In semiconductors, there is generally a rather big discrepancy between the effective
masses of electrons and holes and, therefore, the Bohr radii of electrons Re and holes Rh
are quite different. This leads to the third and most common case in small crystallites
which is the intermediate regime when Re > RNC > Rh. In this case, the electron
movement is much faster than the hole movement. The electrons see an almost static
potential from the holes, while the holes move within an average potential of the
electrons. The hole movement is constrained to the centre of the NC, leading to a
donor-like exciton behaviour [62, 64]. Besides these exciton confinement effects, low-
dimensional semiconductor structures exhibit strong linear and non-linear optical and
electro-optical effects, like the quantum-confined Stark effect [68, 69].
In semiconductor technology, nanostructures usually are not separated entities, they
are surrounded by other materials, like in QWs, SLs or core-shell NWs. The materials
combined in these structures feature different energy band gaps and due to this band
gap mismatch, the conduction and valence bands of the different materials usually do
not align with one another and a band offset evolves. The band offset acts as potential
barrier surrounding the electronic states of the encapsulated nanostructures and leads
to the confinement of electrons and holes. Such a square-like confinement potentials
can be achieved by preparing heterostructures like a AlxGa1-xAs/GaAs/AlxGa1-xAs
QW [70]. Depending on the particular band gaps of the involved semiconductors,
the arrangement of the electron bands can be different. In figure 2.1.2, the possible
types of band gap alignment are depicted schematically: type I, type IIa and type
IIb alignment, where the type IIb alignment is actually a special case of the type IIa
alignment [57].
The semiconductors A and B have different energy band gaps EG(A) and EG(B),
























Figure 2.1.2: Band gap alignment types of a semiconductor heterostructure consisting
of two components A and B with energy band gaps EG(A) and EG(B),
respectively. The green and orange lines displays the quantum energy
levels of the electrons and holes confined in the particular layers, respec-
tively.
called straddling type, the energy of the conduction band of component B EC(B) is
smaller than the conduction band energy of component A EC(A) while the energy of
the valence band of component B EV(B) is larger than the valence band energy of
component A EV(A). Therefore, a potential well is formed for both charge carriers
within component B leading to a confinement of these two species in the material with
smaller band gap. In these potential wells, electron and hole quantum levels form,
depicted by the green and orange lines in figure 2.1.2. An example for type I band
gap alignment is the InP/AlAs heterostructure [71]. If the energies of conduction and
valence band of component A are both larger than their respective counterparts from
component B (or vice versa), type II band gap alignment arises. The type II band
gap alignment can be separated into two subtypes. Type IIa alignment, also called
staggering type, occurs when, in addition to the previously mentioned condition, the
difference between the conduction band energies (or valence band energies) of both
components is smaller than the band gap energy of large band gap material. In this
case, the potential wells for the both charge carrier species are formed in the different
components and the electrons and holes are spatially separated, e.g. seen in figure
2.1.2, where the electrons are confined in component B while the holes are confined in
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component A. Type IIa band gap alignment is observed in InAs/AlSb heterostructures
[72]. However, if the difference between the conduction band energies (or valence band
energies) is larger than the band gap energy of the large band gap material, type IIb
alignment, the broken gap, is present. In this case, there is no gap between electron
and holes states, e.g. in an InAs/GaSb heterostructure [73].
When a sample consists of several QWs, the potential is a periodical function which
is determined by the periodicity of the QW arrangement. The electrons and holes are
confined in their particular wells and have discrete energy levels similar to electrons
in a one-dimensional lattice of atoms [74]. However, when the width of the QWs
is decreased, the electrons and holes have a higher probability of presence within the
neighbouring QWs and their wavefunctions interact with each other and form so-called
minibands [75, 76]. The charge transport of electrons within QW structures or SLs can
be conducted either by miniband conduction where the electrons are moving within
the minibands or via tunneling from one QW to the next QW (hopping conduction)
[76, 77]. For QDs, the energy necessary to add excess electrons or holes is inversely
proportional to the particle size. This dependency is originating from the charges
already present in the QD blocking further charging (Coulomb blockade) [78, 79].
Such a behaviour can be seen in the conductance of single-electron transistors [80,
81].
2.2 Diffusion
A simple definition of a diffusion process is the transport of matter from one point in
space to another one due the thermal movement of its particles. The main driving
force for a diffusion process is a spatial gradient in the chemical potential, which can
be caused by concentration gradient of the diffusing material, for example. A general
description of diffusion can be done by using Fick’s laws [82]:
J = −D∇c (2.5)
∂c
∂t
= ∇ · (D∇c) (2.6)
where J is the diffusion flux of particles, D is the diffusion coefficient and c is the
particle concentration. The diffusion flux points in the opposite direction than the
concentration gradient and, therefore, diffusion tends to achieve a homogeneous dis-
tribution of the diffusing particles. These two simple equations can become more
complicated when the medium is anisotropic, the diffusion coefficient is concentration
dependent or when there is a sink for the diffusing particles, e.g. a chemical reaction.
Microscopically, diffusion is associated with the Brownian motion of particles which is
a thermally induced statistical spatial fluctuation of such a particle in matter. Einstein
and Smoluchowski were the first to describe the Brownian motion theoretically and
they related the mean square displacement of the diffusing particles to the diffusion
coefficient [83, 84]. The mean diffusion length LD of a particle, which is the square
root of the mean square displacement, is given by
LD =
√
D · t, (2.7)
10 2 Basics
Table 2.2.1: Diffusion coefficients of various group-III and -V elements in Si for the liq-
uid phase (DL) and the solid phase (DS) at 1400





Ga 4.8 × 10−4 [85] 1.0 × 10−10 [86] 0.008 [87, 88]
In 6.9 × 10−4 [85] 2.6 × 10−10 [86] 0.0004 [88, 89]
N 2.6 × 10−4 [90] 1.0 × 10−5 [86] 0.0007 [91]
P 5.1 × 10−4 [85] 3.4 × 10−7 [86] 0.35 [87, 89]
As 3.3 × 10−4 [85] 6.0 × 10−12 [86] 0.3 [87]
Sb 1.5 × 10−4 [85] 7.1 × 10−12 [86] 0.023 [88]
where t represents the diffusion time and D is the diffusion coefficient of the particular
species. In table 2.2.1, the diffusion coefficients of several atomic species in Si, which
are relevant for this work, are given. As diffusion in the solid and liquid phase plays
a role for the III-V integration in Si, the diffusion coefficients in both phases are
compared, where the values for the solid phase are given for a temperature close to
the melting point of Si. The diffusion coefficients in liquid Si (DL) are several orders
of magnitude higher than in solid Si close to the melting point (DS). Additionally, the
segregation coefficients k of the group-III and -V elements are inserted, which will be
discussed in section 2.3.
2.2.1 Diffusion in the solid phase
As most solids have a crystalline order, diffusion is heavily influenced by the crystal
lattice. On an atomic scale, the diffusion within a crystal lattice can be described by
a random walk of particles. The atoms jump from one lattice or interstitial site to
the next very fast and a large number of these jumps can be detected macroscopically
as a diffusion process. For the jumps itself, the atoms need to overcome a potential
barrier when traversing from one local state to the other and the rates for forward and
backward movement are determined by the activation energies and follow an Arrhenius
law [92].
To have one atom change its place, there has to be an open site. Such an open space is
called vacancy and it is a common point defect in crystalline media. Vacancies evolve
when an atom leaves its actual lattice site and moves into an interstitial position [93].
In order to have an impact on the diffusion process, a considerable amount of vacancies
has to be available. Besides their function as “vehicles for diffusion” [82], vacancies
induce energy levels within the band gap of semiconductors and can affect electrical
and optical properties.
The final diffusion mechanism is heavily dependent on the lattice of the matrix ma-
terial, as the structure of the lattice defines the lattice site position and the available
paths of the diffusing agent. Furthermore, size, charge and chemical nature of the
diffusing species play a role as well as the presence of vacancies. Figure 2.2.1 depicts
















Figure 2.2.1: Diffusion mechanisms in crystalline solids.
When the diffusing atom is situated at an interstitial site within the surrounding
matrix, it can move from one interstitial site to the next by atomic jumps. This
process is named direct interstitial mechanism and is displayed in figure 2.2.1(a) where
the red atom denotes the diffusing atom within the host lattice symbolised by the black
atoms. During the jump from one interstitial site to the next, no defect is necessary to
mediate the diffusion process and, therefore, direct interstitial diffusion is a relatively
fast mechanism for atoms smaller than the atoms of the host matrix. A typical example
is the diffusion of hydrogen in metals [94]. When the diffusing atoms are bigger than
the host atoms, diffusion via the direct interstitial mechanism is much slower. A
different diffusion mechanism is the vacancy mechanism, as seen in figure 2.2.1(b).
In this mechanism, the specific atom (green) diffuses through the crystal lattice by
occupying a neighbouring empty lattice site, a vacancy (blue), simply by jumping into
it. Hereby, the original lattice site of the diffusing atom becomes a vacancy itself
and the vacancy moves through the crystal lattice as well [95]. Vacancies can also
accumulate and form divacancies which also mediate diffusion.
The third diffusion mechanism shown in figure 2.2.1(c) is the interstitialcy mechanism,
or indirect interstitial mechanism. When an interstitial atom has about the same size
as the host atoms, it is able to kick out a host atom from its lattice site and takes
its spot. The displaced atom is then situated on an interstitial site [96]. The initial
interstitial atom can also be a self-interstitial, the same element as the matrix; then
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the interstitialcy mechanism is responsible for the self-diffusion [97]. Another diffu-
sion mechanism is the direct exchange which is displayed in figure 2.2.1(d). During
direct exchange, the adjacent atoms sitting on lattice sites change their places. This
process has a high activation energy and is therefore relatively improbable [98]. When
more than two neighbouring atoms are involved, a ring mechanism of diffusion can
occur, where the atoms change places in ring-like manner which is energetically more
favourable than the direct exchange of two atoms [99]. The last two diffusion mech-
anisms in figures 2.2.1(e) and (f) are interstitial-substitutional exchange mechanisms
and are combinations of the previously mentioned diffusion mechanisms. Both mech-
anism needs a diffusing species which can occupy interstitial as well as substitutional
sites in the host material. In the Frank-Turnbull mechanism (e), the diffusing atom is
initially on an interstitial site and moves through the crystal lattice via the interstitial
mechanism until it comes close to a vacancy which is then filled by the diffusing atom
[100]. When there is no vacancy available, the diffusing atom can kick-out an lattice
atom from its site similar to the interstitialcy mechanism (f) [101].
The kind of diffusion mechanism is mainly dependent on the structural properties of
the diffusing agents and the host matrix, for example crystal structure or atom size.
Besides these parameters, diffusion itself is also dependent on the temperature and
the pressure. The temperature dependence of the diffusion coefficient D is very strong
and can be given by an Arrhenius-type equation, in general:




where D0 is the pre-exponential factor, HDiff denotes the activation enthalpy of diffu-
sion, kB is the Boltzmann constant and T represents the temperature. The parameters
D0 and HDiff are usually determined by experimental measurements of the diffusion
coefficient at different temperatures, e.g. using mechanical sectioning, radioactive
tracer atoms or spreading resistance profiling. The diffusion coefficient can increase
by several orders of magnitude by increasing the temperature from low temperatures
to temperatures close to the melting point as it can be seen in figure 2.2.2(a), where the
temperature dependence of the diffusion coefficient of several group-III and -V atoms
in Si are displayed using data from [86]. In figure 2.2.2(b), the temperature range close
to the melting point of Si is enlarged and the diffusion coefficient in molten Si are in-
cluded, taking data from [85] and neglecting a change of the diffusion coefficients with
temperature in the melt. Comparing the diffusion coefficients in the solid phase, the
different elements do not show significant differences except for N which is diffusing
considerably faster than the other elements. At the transition from solid to molten Si,
there is a sudden jump in the diffusion coefficients of all elements.
The influence of pressure is much smaller than the effect of temperature. In the normal
pressure range, the pressure dependence of the diffusion coefficient is negligible. At
hydrostatic pressures, the diffusion coefficient can be altered by changing the pressure,
although the effect remains still small compared to the temperature dependence [102].
Diffusion can furthermore be influenced by additional factors like grain boundaries
or extended defects which enhance impurity diffusion. Another diffusion mechanism









































































































Figure 2.2.2: Temperature dependence of several group-III and -V elements in Si.
2.2.2 Diffusion in the liquid phase
In the liquid phase, diffusion typically is faster than in solid material. In two-component
liquids, Fick’s phenomenological equations (2.5) and (2.6) describe diffusion relatively
well. However, in systems with more components, Fick’s equations are not accurate
anymore, as other driving forces than a concentration gradient come into play. For
example, in three-component systems, a diffusion barrier, where there is no diffusion
although a concentration gradient is present, reverse diffusion against the concentra-
tion gradient or osmotic diffusion without a concentration gradient can occur [103].
In order to describe such systems, the Maxwell-Stefan theory is used [104]. In con-
trast to solid phase diffusion, diffusion mechanisms in liquids are not as explored as in
solids and, hence, diffusion processes in liquids are mainly modelled numerically using
molecular dynamics simulations [105, 106].
For the scope of this work, diffusion processes in semiconductor melts close to the melt-
ing point are of importance. Molten Si and Ge behave like metallic liquids [107–109].
In metallic liquids, two kinds of diffusion processes are distinguished, self-diffusion and
solute diffusion. Hereby, self-diffusion describes the diffusion when neighbouring atoms
are identical, while solute diffusion considers the movement of impurity atoms diluted
in the liquid material. For self-diffusion, the diffusion coefficient can be modelled us-
ing a modified Stokes-Einstein formula and the melting point viscosity of the metallic
liquid in combination with the Arrhenius-type equation (2.8) for diffusion [110, 111],
and is empirically given by
D = D0 · exp
(
− 16.0 · T
1.07
melt




where Tmelt is the melting point of the metallic liquid, the unit of the term 16 · T 1.07melt is
J/mol, and NA is the Avogadro constant. For the description of solute diffusion in liq-
uid metals, four different models are usually considered [112–115]: (1) the fluctuation
theory, which accounts diffusion to local density fluctuations of the liquid, (2) the crit-
ical fluctuation model which considers that a critical size of these density fluctuations
is necessary for diffusion to occur leading to thermally activated diffusion process, (3)
Enskog’s theory of dense fluids which uses the masses and hard sphere diameters of the
impurity and host atoms as well as the density of the liquid to determine the diffusion
coefficients, and (4) the “hole” model which is similar to the vacancy mechanism in
solid materials. For (1) and (2), the diffusion coefficient has quadratic dependence on
the temperature of the liquid. In (3) the diffusion coefficient of the impurities can be
approximated by [114, 115]
D =
3 · C






where C is a factor for the relative size of impurity and host atoms, ρ is the atomic
density, σ represents the diameter of the hard spheres and g(σ) is its corresponding
radial distribution function, and νs is the reduced mass of impurity and host atoms.
Using the “hole” model (4), the diffusion coefficient obeys a Arrhenius-type equation
and can be determined by [113, 116]









where fh and f i are the Goldschmidt atomic diameters of the host and impurity atoms,
respectively, and K0 denotes the atomic valence of the impurity atom. For all four
theories, there are specific systems were these models are relatively accurate. For
semiconductors, like Si and Ge, the “hole” model yields predictions which are in good
agreement with experiments [111]. Table 2.2.1 lists the diffusion coefficients DL of
several group-III and -V in molten Si.
2.3 Crystallization mechanisms
Crystallization is a phase transformation process where atoms arrange in a highly-
ordered structure (crystal). This process can occur from a vapour phase, a solution or
in melts, and from amorphous or disordered solid material. It is mainly dependent on
the thermodynamics of the involved phases and takes place when the system deviates
from thermal equilibrium. Considering a single component system, two different phases
are in thermal equilibrium when their chemical potentials Ψ(P ,T ) are equal. Figure
2.3.1 displays the phase diagramm of such a single component system. The thermal
equilibria of two phases are depicted by the black lines separating the different phases.
When the temperature or pressure rises, one of the two involved phases becomes stable
while the other one transforms. The point where all three curves meet is the triple
point O. The end point of the liquid-vapour equilibrium lines is the critical point O′.
The deviations from thermal equilibrium can be induced by a change of temperature
or pressure. The decreases of temperature from point Y (P0, Tmelt) to point Y
′(P0, T )
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Figure 2.3.1: Phase diagram of a single component system. The solid black lines dis-
play the two-phase equilibria. The meeting point of these three lines is
the triple point O and the end point of the liquid-vapour equilibrium line
is the critical point O′. Deviations from the equilibria are displayed by
the and blue arrows for a decrease of temperature (under-cooling) and an
increase of pressure (supersaturation), respectively. (drawn after [117])
for the liquid-solid transition (solidification) and from X(P0, T0) to X
′(P0, T ) for the
vapour-solid transition (deposition) denoted by the red arrows cause an under-cooling
of either melt or vapour and triggers the crystallization process. On the other hand,
an increase of the pressure as given from point X(P0, T0) to point X
′′(P, T0) displayed
by the blue arrow establishes a supersaturation and also triggers the crystallization






where H i is the melting or sublimation enthalpy depending on which phase transition is
examined, T i is the corresponding phase transition temperature and ∆T is the amount
of under-cooling. For the supersaturation case, the change of the chemical potential
∆Ψ is given by




where P 0 is the equilibrium vapour pressure and P is the real pressure. In the case
of a supersaturated solution, equation (2.13) can be transformed into a concentration
dependent form




where c0 and c are the equilibrium and real concentration of the dissolved substance,
respectively.
The crystallization process itself can be separated in two steps: (1) nucleation and
(2) crystal growth. The initial point of nucleation is due to density fluctuations in
the homogeneous medium. Within these density fluctuations small agglomerates form
and depending on the stability of the bulk phase, these nuclei dissolve again (Ψbulk <
Ψnuclei) or tend to grow further when a certain critical size is reached (Ψbulk > Ψnuclei)
[117]. In the latter case, the system gains energy by forming a nucleus of the new
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phase. However, this energy gain is counterbalanced by the surface energy of the
interface between the bulk phase and the nucleus. Combining both for a spherical





· π · R3nucleus · ∆Gv + 4 · π · R2nucleus · γ (2.15)
where Rnucleus is the radius of the formed nucleus and γ is its surface tension. ∆Gv
represents the difference of the Gibbs free energy between the two phases and can
be expressed by ∆Gv = −N · (Ψbulk − Ψnucleus) with N being the number of atoms
contributing to the nucleus formation. Equation (2.15) obtains a maximum at the





If the radius of the formed nucleus is smaller than Rc, the nucleus disappears again
but when the radius of the nucleus exceeds Rc then it continues to grow. In order to








has to be overcome. The rate equation for the formation of nuclei which have a radius
larger than Rc can be determined by [118–121]







using the rate at which an additional atom attaches to the forming nucleus β, the num-
ber of nucleation sites Nnucleus and the Zeldovich factor for nucleation Z. Nucleation
can occur spontaneously from any nucleation site within the bulk phase (homogeneous
nucleation) [122] or at foreign nucleation sites, e.g. impurities or surfaces (heteroge-
neous nucleation) [123]. These foreign sites can promote the nucleation process by
lowering the nucleation barrier. If a foreign surface acts as nucleation site, the nucleus
will possess a droplet form with a certain contact angle depending on the surface ener-
gies of the two phases [124]. Depending on this contact angle, the nucleation barrier is
lowered. Heterogeneous nucleation at a foreign surface is responsible for the epitaxial
growth of thin layers.
When the nucleus has overcome the critical size, it continues to grow by accumulating
further atoms from the surrounding bulk phase to its surface. On the surface an
additional atom or molecule can occupy different positions, as shown in figure 2.3.2,
and depending on its position the number of bonds with the crystal are different. A
crystal surface consists of terraces which have steps from one to another. The steps,
in turn, can have kinks [125]. If an additional atom is located in the positions 1 and
2 of figure 2.3.2, it has more bonds which are connected to the crystal than dangling
bonds. Therefore, it is incorporated within the crystal. In the positions 4 and 5, the
atom is adsorbed either at a step or at the surface of a terrace, respectively, and has
more dangling bonds than bonds connected to the crystal. Hence, it is only weakly
bonded to the crystal and is capable of moving along the step or on the terrace until
it reaches a more stable position. The kink position (3, green) has an equal number of
connected and dangling bonds. The growth of the crystal but also its dissolution takes






Figure 2.3.2: Possible positions of an adatom on a surface.
mainly place at these kink positions. If a solute atom (blue) adsorbs at the crystal
surface, it moves into kink positions and by consecutive filling of these kink positions
the crystal grows. On the other hand, if several atoms detach from kink positions,
the crystal dissolves [126, 127]. However, in a supersaturated or under-cooled bulk
phase, the amount of atoms adsorbing at the crystal is larger than the number of
atoms detaching from it [128]. The adsorbed atoms are incorporated into the crystal
lattice and the crystal grows epitaxially.
On flat surfaces, nucleation and crystal growth can be employed to grow thin layers.
Depending on the ratio between the surface free energy of the substrate material,
the surface free energy of the deposited material and the free energy of the interface
between both, different growth modes can occur. If the surface free energy of the
substrate material is bigger than the surface free energy of the epitaxial layer and
the free energy of the interface together, the Frank-van-der-Merve growth mode is
expected and the deposited material grows layer-by-layer on top of the substrate ma-
terial (2D growth). In contrast, if the surface free energy of the substrate is smaller,
Volmer-Weber growth mode occurs and epitaxial three-dimensional islands form (3D
growth). A third mode, called Stranski-Krastanov growth mode, is a mixture of the
both aforementioned growth modes, where at first a thin wetting layer is formed which
is followed by the formation of three-dimensional islands on top [129].
In the scope of this work, the recrystallization of amorphous silicon (a-Si) is of signif-
icant importance. This recrystallization can be achieved either via the solid phase or
via the liquid phase. Amorphous silicon has the tendency to crystallize by itself, since
the Gibbs free energy of a-Si is higher than that of crystalline Si (c-Si) [130]. At room
temperature, the crystallization process may eventually happen but as a activation
energy has to be overcome for nucleation and crystal growth it is rather improbable.
However, a dedicated thermal treatment can initiate the crystallization process. Nu-
cleation and crystallization of a-Si layers have been observed in the range of 500 ◦C to
600 ◦C [131–133] using furnace annealing. Hereby, the recrystallization mechanism is
accounted to solid phase crystallization (SPC) [134, 135]. In principle, SPC, or solid
phase epitaxy (SPE) when a c-Si substrate is used as epitaxial template, utilizes the
attachment of atoms to kink position at the terraces of the c-Si surface using the solid
phase diffusion mechanisms for the supply with additional atoms from the amorphous
Si [134]. The growth rate of c-Si grains in the a-Si layer by this mechanism is in the
range of a few nm/s for temperatures above 650 ◦C [135, 136].
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During furnace annealing, the heating up ramp is usually not very steep and, therefore,
the annealed system remains in the thermal equilibrium. However, with short-time
annealing methods like FLA or pulsed laser annealing (PLA), the heating ramps are
much steeper which can result in non-equilibrium crystallization. Hereby, crystalliza-
tion is ignited locally within the material by nucleation and crystallization of small
precipitates in an under-cooled system. Both processes release latent heat which is
immediately consumed for heating up the surrounding material. When the release of
latent heat is larger than the heat dissipation, a heat wave can propagate through the
thin layer pushing the crystallization front away from the ignition centre [137–139].
Such a process is called explosive and can be classified into four different regimes [140]:
(1) explosive solid phase nucleation (ESPN), (2) explosive solid phase epitaxy (ESPE),
(3) explosive liquid phase nucleation (ELPN), and (4) explosive liquid phase epitaxy
(ELPE). When the temperature is below the melting point of the amorphous mate-
rial, the phase transition from the amorphous to the crystalline phase occurs due to
bulk-induced nucleation and growth, yielding polycrystalline material. This process is
termed as ESPN and can turn into ESPE when there is a crystalline substrate acting
as epitaxial template. However, when the temperature is above the melting point of
the amorphous material but still below the melting of the crystalline phase, ELPN
and ELPE occur. The amorphous phase is molten into the liquid phase which then
transforms into the crystalline phase either by bulk nucleation and growth (ELPN) or
epitaxial growth on a crystalline template (ELPE). The velocity of the lateral crystal-
lization front can reach up to 15 m/s which is several orders of magnitude larger than
normal SPC [141, 142]. Explosive crystallization processes can occur vertically and
laterally and have been reported in Si [143, 144] and Ge [145].
Using PLA, the laser beam heats the material locally and ignites the explosive crys-
tallization process [146, 147]. During FLA, the whole wafer is heated and, in contrast
to PLA, no hot spot is formed. However, the wafer edges act as heat sinks and are,
therefore, at a higher temperature than the centre of the wafer. This temperature
gradient leads to a heat wave propagation from the edges to the centre inducing an
explosive crystallization process [148, 149]. In the case of thin a-Si layers, this process
yields polycrystalline Si with large grains [150]. For FLA, explosive crystallization has
been observed in the solid as well as in the liquid phase which can occur separately or
simultaneously [148, 151–153].
When dealing with multiple component systems during a crystallization process, two
other effects come into play: (1) the solid solubility of impurities and (2) segregation.
The solid solubility describes the amount of an impurity which can be distributed
within a host material without forming a secondary phase, e.g. clusters [154]. Seg-
regation refers to the enrichment of an impurity in a host material at an internal
interface which can be a grain boundary in a polycrystalline matrix or a liquid/solid
interface during crystallization. Grain boundaries can act as sinks during diffusion of
impurity atoms and, therefore, can be easily decorated by metal impurities, for exam-
ple. At a liquid/solid interface, the impurity atoms can be either incorporated into
the solid phase or remain in the liquid. The ratio between impurity concentration in





2.3 Crystallization mechanisms 19
where cs and cl denote the impurity concentration in the solid and liquid phase, re-
spectively. In silicon, most impurities have segregation coefficients below one, implying
that they are enriched in the liquid Si phase. The segregation coefficients of several
group-III and -V elements in Si are given in table 2.2.1. Segregation effects are em-
ployed during the casting of Si ingots by the Czochralski method, for instance, where
most of the impurities accumulate at the edges of the ingot which can then be removed
by cutting.

3 III-V compound semiconductors in
silicon technology
3.1 Motivation for the III-V integration into silicon
technology
III-V compound semiconductors are tetrahedrally bonded alloys of elements located in
group III and V of the periodic table. Most of these compounds feature a zincblende
crystal structure which is a face-centred cubic (fcc) lattice, except the III-nitrides,
where the stable configuration is the wurtzite structure. Figure 3.1.1 displays the unit
cell of the diamond crystal structure, as it is present in the elemental semiconductor
Si, in comparison with the zincblende structure. In Si, the base of the diamond
unit cell is occupied by two Si atoms (grey balls) located at r = (0, 0, 0) and r =
(a/4, a/4, a/4), where a is the lattice parameter of Si. The transition from the diamond
to the zincblende structure is performed by substituting the first Si atom by a group-III
atom (green) while the second one is replaced by a group-V atom (red), exemplarily
shown for the binary III-V compound InAs. With this substitution, the covalent
character of the bonding is decreased and the bonding gets partly ionic as there is a
charge transfer between the group-III and group-V species. By introducing a second
cationic species (group-III ion, like Ga+, blue) which substitutes a certain amount of
the In+ ions, a ternary compound like InxGa1-xAs can be formed. An advantageous
feature of these ternary III-V compounds is the tunability of their material properties,
like the band gap energy, by changing the alloy composition [155, 156].
In general, compound semiconductors – III-Vs in particular – feature some advantages
over the conventional Si semiconductor technology. The two major properties are the
mobility of charge carriers and the direct band gap. Figures 3.1.2(a) and (b) display
the band gap energies and the charge carrier mobilities of several III-V compounds in
comparison to Si and Ge over the lattice parameter, respectively. The data for these
two figures is taken from table 3.1.1 which also includes the lattice parameters and
the melting points of these substances.
Considering the electron mobility, the III-V compounds are superior to Si and even
to Ge but for the hole mobility, the III-V compounds are on par with Si and are
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Figure 3.1.2: (a) Electron (red) and hole mobilities (blue) of Si, Ge and several III-
V compound semiconductors versus their lattice parameter and lattice
mismatch to Si. (b) Band gap energies for Si, Ge and several III-Vs.
Data taken from table 3.1.1.
Table 3.1.1: Lattice parameter (a), band gap energy (EG), melting point (Tmelt) and
electron (µe) and hole (µh) mobilities at 300 K of Si, Ge and several III-V
compound semiconductors with zincblende crystal structure. The super-
script marks direct (d) and indirect (i) band gaps.
a EG Tmelt µe µh
(nm) (eV) (◦C) (cm2/Vs) (cm2/Vs)
Si 0.543 [177] 1.11i [178] 1414 [179] 1450 [180] 500 [180]
Ge 0.566 [181] 0.66i [182] 936 [183] 3900 [184] 1900 [184]
GaN 0.452 [185] 3.21d [186] 2518 [187] 760 [188] 350 [189]
GaP 0.545 [190] 2.26i [191] 1457 [192] 160 [193] 135 [193]
GaAs 0.565 [190] 1.43d [194] 1241 [195] 9750 [196] 450 [197]
GaSb 0.610 [198] 0.75d [199] 718 [200] 7620 [201] 680 [202]
InP 0.587 [203] 1.34d [204] 1067 [195] 5370 [205] 190 [206]
InAs 0.606 [203] 0.35d [207] 948 [195] 30000 [208] 200 [208]
InSb 0.648 [198] 0.17d [209] 527 [200] 70000 [210] 650 [211]
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Of course, the optical properties of III-V compounds cannot only be exploited by the
usage as detectors; they are also used for light emission. Light emitting diodes (LEDs)
and lasers based on III-V compound semiconductors are highly commercialised and
present in every field of life, nowadays. Such LEDs and lasers are also employing QDs
and QWs. They can be made of a variety of binary, ternary and quaternary III-V
alloys in order to access a broad range of the spectrum. The research and utilization
of light emission from III-V compounds started already in the sixties and seventies of
the 20th century with the development of LEDs using bulk materials made of GaAs
emitting in the IR [212–214], GaP emitting green light [215, 216] and GaN emitting in
the blue to yellow part of the visible spectrum [217–219]. Additionally, light emission
in the violet range of the spectrum was achieved by doping GaN materials with Mg
[220], although most of these devices did not reach commercial success. The big
breakthrough for blue LEDs came in the 1980s with the introduction of a MOCVD
for the fabrication of Zn-doped GaN layers [221]. In the late eighties and nineties of
the last century, the improvement of structural quality of GaN [222, 223], the addition
of InN or AlN to GaN devices [224] as well as new device concepts, like buffer layers
[225, 226], heterostructures [227, 228] or QW and multi-QW [229, 230] structures,
steadily improved the performance of these blue LEDs. This improvement peaked
in the development of GaN-based laser diodes [231–233]. The main contributors to
this development, Akasaki, Amano and Nakamura, were awarded with the Nobel prize
in physics in 2014 “for the invention of efficient blue light-emitting diodes which has
enabled bright and energy-saving white light sources” [234]. For a more detailed
historical breakdown of the development of LEDs with the focus on GaN based devices,
a modern review is written by Maruska and Rhines [235].
Other fields of application that can be accessed by III-V compound semiconductors
are non-volatile memories and photovoltaics. The exploitation of III-V compounds in
non-volatile memory devices is based on the usage of III-V NCs embedded in either
dielectrics [236, 237] or in III-V multilayer structures [238] reaching data retention
times compatible with modern memory technologies [239, 240]. The use of III-V
compounds in photovoltaics started after the development of MOCVD-grown thin III-
V layers by using a GaxIn1-xP on GaAs multijunction approach [241]. In the beginning,
it was almost solely designated for space applications. At that time, the costs for
economic use on a terrestrial scale were too high, however, for spacecraft powering the
costs of the solar modules did not matter [242]. In the last decade, significant progress
has been made to increase the efficiency of multilayer III-V solar cells to make them
applicable for terrestrial energy harvesting [243–247]. State-of-the-art multijunction
solar cells based on III-V compound semiconductors reach efficiencies of 29.8 % for one
sun [248] and 46 % when used in concentrator geometry [249].
The big challenge for III-V based technology is the integration of III-V compound
semiconductors into the Si process technology. As the lattice parameters of III-Vs differ
from Si, there is a lattice mismatch between these materials. The lattice mismatch ∆a





where aIII-V and aSi are the lattice parameters of the particular III-V compound and
Si, respectively. In figures 3.1.2(a) and (b), the lattice mismatch to Si is depicted on
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the upper abscissae ranging from about −20 % for AlN on one side to about 20 % for
InSb on the other side. When these III-V compounds are deposited or grown on Si,
the large lattice mismatches lead to the formation of defects, e.g. dislocations, which
deteriorate the crystalline quality and therefore the electrical and optical properties
[55, 56, 250–252].
3.2 Conventional III-V integration techniques
3.2.1 Deposition methods
The most common method to combine III-V compound semiconductors with Si process
technology is the utilization of a chemical vapour deposition (CVD) technique. During
a CVD process, different chemical reactants in the gas phase react close to the surface
of a substrate in order to deposit thin layers of a specific material. The two mainly
used CVD processes for the deposition of III-V material on Si are MBE and MOCVD.
These two techniques are capable of growing high quality material epitaxially on a
substrate layer-by-layer. A schematic of the thin layer deposition by CVD techniques
is displayed in the upper part of figure 3.2.1. The precursor gases, e.g. trimethyl
gallium (Ga(CH3)3) and arsine (AsH3) for GaAs, are flowing over the substrate. When
coming into contact with the surface of the heated substrate, the chemical reaction
Ga(CH3)3 + AsH3 −−→ 3 CH4 ↑ + GaAs (3.2)
takes place and GaAs is grown epitaxially at the substrate surface while the methane
is transported away. During the deposition process, different epitaxial growth modes
occur depending on the attractive forces between deposited atoms and the substrate
material as well as between the deposited atoms themselves. These growth modes
are Frank-van-der-Merve mode, Stranski-Krastanov mode and Volmer-Weber mode,
as described in section 2.3. In Stranski-Krastanov growth mode, which is also referred
to as self-organization, the three-dimensional islands with sizes of few nanometres are
formed on top of a wetting layer. Therefore, self-organization is the common growth
mode for III-V QDs on or in other III-V materials or Si, e.g. used in QDIPs or DWELL
devices [253–260].
When growing a III-V material on Si by MBE or MOCVD, the lattice mismatch has an
influence on the growth mode. For a small lattice mismatch, the thin layer will adopt
the lattice parameter of the bulk material leading to a strained layer. With the intent to
reduce the lattice mismatch and the inherent strain, misfit dislocations form when the
growing layer exceeds a critical layer thickness [261–264]. These misfit dislocations can
effect the optical as well as the electric properties of devices made from such epitaxially
grown layers to large extents, e.g. acting as non-radiative recombination centres [265–
267]. Several approaches have been developed to reduce the dislocation density and to
improve the layer quality. One of these approaches is the epitaxial lateral overgrowth
(ELO) which uses a thin SiO2 mask on top of a previously deposited, thick III-V
layer. The SiO2 mask is lithographically patterned and in the openings the layer
growth is then continued until the mask is laterally overgrown by the III-V layer. The
dislocation are stopped by the intermediate mask material and the layer above has a
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can contain a relatively high number of twin boundaries and stacking faults, due to
the occurrence of mixed wurtzite and zincblende phases [285]. This polytypism affects
their optical [286] and electrical properties [287] but can be controlled using a two-
temperature process [288]. For the fabrication of nitride-based NWs, catalyst particles
are not necessary, as these compounds can spontaneously be formed on Si substrates
using N-rich conditions during growth from the gas phase [253, 289]. Considering the
growth by metal catalysts, there is a contamination of the III-V NWs by particles
from the catalyst [290]. Contamination with Au atoms, for example, may affect the
carrier recombination within the NWs and, therefore, compromises their electrical and
optical properties as observed in Si and Ge NWs grown by Au-assisted VLS growth
[278, 290–292]. An alternative in order to avoid the contamination from the metal
catalyst is the usage of self-catalyzed growth, e.g. by employing a Ga droplet for the
growth of GaAs NWs [293–296].
Another method to grow III-V NWs on Si is SAG which utilizes a pre-patterned SiO2
mask, similar to the ELO method, to induce the NW formation only in the opened
mask windows [297–301]. This method has three advantages: (1) the position of the
NWs can be controlled precisely due to the electron beam lithography (EBL) pattern-
ing of the mask, (2) it is a catalyst-free technique and, therefore, avoids the contam-
ination by metal atoms, and (3) threading dislocations due to the lattice mismatch
between III-V compound and Si substrate are trapped inside of the mask windows,
like in the ELO method. All of the aforementioned NW growth methods are capa-
ble of producing numerous different III-V compound semiconductor NWs on Si but
there is also the possibility to grow NWs made of multiple compounds. Typical multi-
component NWs are either axial hybrid [302, 303] or core/shell structures [304, 305],
where different materials alternate either in growth direction or coaxial from an inner
core to an outer shell, respectively. III-V NWs on Si, in general, find applications in
various electrical and optical fields, including vertical surrounding gate transistors [55,
306, 307], single-electron transistors or tunnel FETs [308–310], nanoneedle LEDs or
avalanche photodiodes [311, 312], and nanolasers [313, 314].
3.2.2 Wafer bonding
A different technique for the integration of III-V compound semiconductors into Si
technology is wafer bonding. Wafer bonding refers to a process where two flat and clean
surfaces are brought into close contact to each other and then bond together due to the
local van-der-Waals forces. Using the adhesive forces, a thin layer can be transferred
from a carrier substrate onto a host substrates, as it is depicted in figure 3.2.2. In
the first step, both substrates are brought into close contact in order to form a single
object. This bonding step can be achieved by different processes which can generally be
separated into two groups: (1) direct wafer bonding where carrier and host substrate
are brought into direct contact and (2) bonding with an intermediate layer [315]. The
direct wafer bonding techniques have a high demand for clean and very flat surfaces of
both wafers in order to avoid interface contamination and bubbles and to achieve strong
bonding [316, 317]. As the two different substrates are in direct contact, a good thermal
conductivity is achieved. However, at the elevated temperatures during annealing,
which is necessary for strengthening the bonds, different thermal expansion coefficients
of the bonded materials lead to a different material expansion and induce the evolution





Figure 3.2.2: Schematic for the integration of III-V compound semiconductor into Si
via wafer bonding methods.
of dislocations at the bonding interface [318]. Furthermore, interface states present at
the bonding interface alter the electrical and optical properties [319]. Nevertheless, a
sophisticated surface conditioning as well as a clean environment enables direct wafer
bonding to prepare very abrupt interfaces [320, 321].
For the second group of wafer bonding techniques, the intermediate layer can be of
different nature. Metal layers are used in solder or eutectic bonding methods, for
example in the packaging of microelectromechanical system [322, 323]. Dielectrics and
polymers can be used as bonding material as well and find application for integrated
electronics [324–326] and optical device technology [327–329]. The advantages of using
an intermediate layer are the low bonding temperatures, the ability to compensate
surface inhomogeneities and the versatility to combine numerous different material
[330, 331].
The next step during a wafer bonding process is the separation of the thin bonded
layer from the carrier substrate. There are several possibilities how this separation can
be performed. A very direct approach is thinning of the carrier substrate where the
thickness of the carrier substrate is reduced by mechanical polishing and/or chemical
etching until the favoured thickness is achieved [332, 333]. As the carrier substrate
is almost completely removed by grinding or etching, thinning is not affordable for
expensive materials. Another separation method is the cleavage of the two substrates.
Hereby, the separation layer is mechanically fragile, e.g. porous, and by applying a
lateral force this layer is split [334, 335]. The epilayer is transferred to the host sub-
strate and the carrier substrate can be reused after the mechanical cleavage. Besides
these two methods, the separation can be performed by a selective chemical etching of
the separation layer [336]. The last and most sophisticated technique is the so-called
ion-cut process. During this method, an ion beam implantation of H+ or He+ ions
below the surface of the carrier wafer is performed. The implanted ions damage the
substrate material which leads to the formation of the mechanically weak region. A
subsequent low temperature annealing, the H+ and He+ ions tend to form bubbles.
These bubbles extend with further annealing until cracks parallel to the surface form.
These extended cracks can then be utilized to split the wafer. This process is also
known as Smart-CutTM [337]. The industrial production of Silicon-on-Insulator (SOI)
and Germanium-on-Insulator (GeOI) substrates is mainly based on this wafer bonding
technique [337, 338], however, this process is also employed for bonding several other
materials including III-V compounds, e.g. GaAs [339], InP [340], GaSb [341] and GaN
[342].
3.3 III-V integration via ion beam implantation - an alternative route 29
Regarding III-V integration into Si technology, wafer bonding finds application in dif-
ferent areas. III-V-on-insulator substrates prepared by wafer bonding are used as tem-
plates for the epitaxial growth of III-V multilayer systems for high-electron-mobility
transistors (HEMTs) [343]. A large benefit of wafer bonding is the scalability. Large
scale integration for the preparation of III-V-on-insulator substrates with diameters up
to 300 mm is possible [344]. Such large substrates are suitable for the high-yield fabri-
cation of III-V MOSFETs [345–347]. In combination with dedicated lithography and
etching steps, wafer bonding has the capability to produce nano-scale architectures like
finFETs [348]. By using a flexible transfer substrate, pre-patterned III-V layers can be
“printed” in order to achieve nano-scale electronics on conventional Si substrates [349]
but also on flexible substrates [350]. Combining a high electron mobility III-V com-
pound with a high hole mobility III-V or Ge, even complementary MOS architectures
are possible by using this technique [351–353]. Besides electronic applications, wafer
bonding is also suitable to fabricate layer systems for optical devices. The applications
for photonics include LEDs and lasers based on QDs [354–358], which can probably be
utilized for on-chip and intra-chip communication [359], and multijunction solar cells
[360–362].
3.3 III-V integration via ion beam implantation - an
alternative route
The integration of III-V compound semiconductors into Si by ion beam implantation is
an alternative to the conventional approaches using MBE, MOCVD or wafer bonding.
The synthesis of NCs with this method is performed simply by combining an ion im-
plantation step and a thermal annealing step to initiate cluster formation, as depicted
schematically in figure 3.3.1. Usually, ion implantation is employed for doping semi-
conductors to fabricate p-n-junctions. Early adoptions of ion implantation in order
to form NCs have been done in the 90s of the last century. At first, SiO2 layers have
been implanted with Si+ and Ge+ ions which led to the formation of Si and Ge NCs
embedded in a SiO2 matrix, respectively [363–366]. The formation of these particles
is accounted to nucleation from a solid solution which is supersaturated due to ion
implantation and subsequent Ostwald ripening [367–369].
Consequently, the introduction of various III-V and II-VI compound semiconductors
into different dielectric matrix materials has also been achieved [370]. For example,
GaAs nanoparticles within a SiO2 matrix have been prepared which emitted light
in the visible range due to excitons in the NCs [371, 372]. The pioneering work in
this particular field is mainly accounted to the group around C W White at the Oak
Ridge National Laboratory, which conducted an extensive study on integration of var-
ious group-IV, III-V and II-VI in SiO2, Al2O3 and Si by ion beam synthesis [370,
373–378]. Besides semiconductor NCs, they also investigated metallic and ferromag-
netic NCs [379–381]. The formation of the NCs as well as their size and structural
properties depend on several factors. The implantation fluence and the temperature
during implantation affect the constitution of the implanted substrate region, namely
the amorphisation of the top region, which influences the NC formation during the
subsequent thermal treatment and, hence, the NC size and crystal structure [382].
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substrate
Ion implantation Thermal annealing
Figure 3.3.1: Schematic for the integration of III-V compound semiconductor into Si
via ion beam implantation and thermal annealing.
Furthermore, the implantation sequence has an impact on the final NC size distribu-
tion, as it was shown for InAs NCs in Si, where samples implanted with As+ at first
showed a particle size distribution located around the projected range, while In+-first
implanted samples displayed different size distributions separated in depth [378]. The
various III-V compounds integrated into Si by ion beam synthesis generally grow epi-
taxially within the Si substrate and show a spherical shape with a rather broad size
distribution [383–385]. Recently, the formation of ternary III-V compounds in Si by
ion implantation and rapid thermal processing (RTP) has been reported [386].
With the substitution of the conventional annealing methods (furnace, RTP) by FLA
in the millisecond-range, Prucnal et al. at the Helmholtz-Zentrum Dresden-Rossendorf
were the first to report the formation of InAs precipitates in Si at such short time-
scales [387]. These precipitates showed the characteristic InAs phonon mode in Raman
spectroscopy as well as a strong photoluminescence signal corresponding to InAs prov-
ing their crystalline nature. Additionally, they were able to improve the InAs NC size
distribution in Si in comparison with conventionally annealed samples and to suppress
the out-diffusion of the implanted ion species by using FLA [388]. In subsequent works,
several other III-V compounds have also been integrated into Si by the combination of
sequential ion implantation and FLA including InP [389] and GaAs [390]. This inte-
gration process mainly yields hemispherical or triangular NCs which are located at the
surface of the Si substrate. In order to exploit these III-V NCs, an additional RIE step
of the Si substrate has been conducted. These experiments resulted in the fabrication
of III-V-NC-on-Si-nanocolumns including the III-V compounds InAs [391] and InP
[389] as the III-V NCs act as etching mask for the substrate material. When biased
via conductive atom force microscopy (AFM), such III-V-NC-on-Si-nanocolumns show
a p-n-heterojunction behaviour where the III-V compound acts as n-type and the Si
nanocolumn as p-type material. Figure 3.3.2 depicts the cross-section transmission
electron microscopy (TEM) micrograph of an InAs-NC-on-Si-nanocolumn (a) and its
corresponding current-voltage characteristic (b).
Furthermore, this process has been adopted to other substrates than bulk Si. By
the implantation of SOI substrates, hybrid substrates consisting of III-V NCs within
the thin Si layer have been fabricated as well [392]. In combination with a masking
procedure, the ion implantation/FLA integration method is capable of implementing
III-V segments into VLS-grown Si nanowires randomly distributed on a substrate wafer
























Figure 3.3.2: InAs-NC-on-Si-nanocolumn prepared by sequential ion implantation,
FLA and RIE by S Prucnal. (a) Cross-section TEM image. (b)
Current-voltage characteristic recorded by conductive AFM showing p-
n-heterojunction behaviour. (Reprinted (adapted) with permission from
[391]. Copyright 2011 American Chemical Society.)
[393]. These III-V segments obtain good crystalline quality and possess atomically
sharp interfaces to the surrounding Si. Such III-V-in-Si-nanowires have recently been
employed for avalanche LEDs emitting in the visible range [394]. In the frame of this
work, we were able to present an alternative substrate for the integration of various
III-V compounds in thin Si by the substitution of the SOI by a similar layer system
grown by plasma-enhanced chemical vapour deposition (PECVD) [395]. Furthermore,




In this chapter, the employed experimental methods are addressed, including simula-
tions, sample preparation processes, and characterisation techniques. The first part
covers simulations of the implantation profiles of the group-III and -V ions, and the
simulation of the temperature distribution in a silicon wafer during FLA. The second
part focuses on the sample processing methods, which range from thin layer depo-
sition over ion beam implantation and FLA to techniques dedicated to small scale
device fabrication for the preparation of implantation masks and nanowires. In the
last part of this chapter, the utilised characterisation methods are presented, including
the structural and optical measurement techniques.
4.1 Simulations
4.1.1 Sequential ion implantation of group-III and -V ions
In this work, the integration of III-V compound semiconductors into Si is performed
by ion beam implantation. In order to have the implanted ions at a depth which is
useful for nanocrystal formation, the correct implantation energy has to be chosen.
Especially in the thin layer systems, the projected range has to lie in the centre of the
Si layer and not in the surrounding SiO2 layers. Therefore, the implantation profiles
have been simulated by using “The Stopping and Range of Ions in Matter (SRIM)”
code [397]. The SRIM code can be used for the three-dimensional simulation of ion
paths in layer systems. However, it is not possible to simulate multiple implantations
at once. Sputtering or a change in the composition of the substrate material during
implantation can alter the starting parameters for the simulation of a second implan-
tation step and, in turn, lead to a different projected range of the implanted ions.
For simplicity, it is assumed that the first implantation does not affect the following
implantation(s) and that simulating the particular depth profiles, separately, gives the
same result as simulating multiple consecutive implantations.
For the simulations, different layer stacks are used depending on the layer system which
should be implanted, namely, a “capping layer/substrate” and a “capping layer/device
layer/box layer/substrate” stack. Schematics of both layer stacks are given in figure
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(a) (b)
3SiO , 35 or 65 nm, 2.32 g/cm2
3Si, 525 µm, 2.32 g/cm  or
3Ge, 175 µm, 5.35 g/cm
3Si, 525 or 775 µm, 2.32 g/cm
3SiO , 150 nm, 2.32 g/cm2
3Si, 60 nm, 2.32 g/cm
3SiO , 35 or 65 nm, 2.32 g/cm2
Figure 4.1.1: Two-layer (a) and multilayer stack (b) used during SRIM simulation of
the implantation depth. The particular layers include materials, layer
thicknesses and mass densities.
4.1.1 including layer thicknesses and mass densities, which are taken from the SRIM
integrated database. The ions, which have been simulated, are Ga+ and In+ for group
III and N+, P+, As+, and Sb+ for group V, and the parameters have been set to 1 × 105
simulated ions at an incidence angle of 7◦ while the specific ion data has been taken
from the SRIM database. The implantation energy has been varied to get overlapping
depth profiles for the group-III and -V species approximately 30 nm below the capping
layer/substrate interface in the two-layer system and centred in the Si device layer
for the multilayer system. In figure 4.1.2, the simulated depth profiles of In and As
implanted into the two-layer system (a) and the multilayer system (b) are shown,
exemplarily. In both cases, the implantation energies are set to 200 keV and 150 keV
for In+ and As+, respectively. These energies give an approximately equal projected
range for both ion species, leading to an overlap of both depth profiles. Due to the
difference in the ion masses, the As+ profile is broader than the In+ profile which results
in different peak atom concentrations. Obviously, there is also a rather large amount
of implanted ions present in the surrounding SiO2 layers. In the multilayer system, the
bulk Si is not implanted, therefore, no III-V compounds semiconductor nanocrystals
should appear in this region. Furthermore, the total amount (area under the profile)
of In+ in the Si device layer is larger than the total amount of As+, which leads to In
excess and supports the precipitation of metallic In cluster (see section 5.2). Tables
A.3.1 and A.3.2 in Appendix A.3 summarize the simulation results for the optimal
implantation energy for the two-layer systems and the multilayer system, respectively.
These results are used at the ion implantation step during sample preparation.
4.1.2 Temperature gradient during flash lamp annealing
The temperature during FLA is the most important parameter for the formation of
the III-V compound semiconductor nanocrystals. If the temperature is too low, the
implanted region does not melt and almost no III-V NCs are formed. If the temper-
ature is too high, the capping layer is peeled off or the wafer breaks into pieces since
FLA only heats the top part of the wafer while the back remains relatively cold leading
to a temperature gradient and, hence, to mechanical stress. In order to promote NC
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Figure 4.1.2: Depth profiles simulated with SRIM code for In+ (black) and As+ (red)
implanted into the two-layer (a) and multilayer system (b) using an ion
fluence of 3 × 1016 ions/cm2 per ion species.
formation and to avoid wafer damage, a proper temperature window is crucial. During
FLA it is challenging to measure the temperature directly, therefore, the temperature
profile has been simulated using the energy density (σFLA) of the light pulse applied to
the sample surface. The final temperature depends on a variety of parameters which
can be divided into two groups, material and FLA tool parameters. The first includes
optical constants, heat capacities, and thermal conductivity coefficients of the different
layers but also the thickness of the substrate, while the second covers the reflectivity
of chamber walls, preheating temperature, and the flash pulse properties itself, like
flash pulse duration and energy density which is directly dependent on the charging
voltage (Vcharge) of the flash lamp capacitors.
The temperature simulation is separated into two steps. The first step is the simula-
tion of the light absorption within different matrices with the aid of the wave transfer
method [398]. The deduced absorption profile acts as a boundary condition for the
second step, where the one-dimensional heat equation is solved using FlexPDE [399],
a commercial software for solving partial differential equations. The preheating tem-
perature is set to 470 ◦C, the chamber wall reflectance is assumed to be 90 %, the flash
pulse duration is fixed at 20 ms, σFLA (Vcharge) has been varied between 32.2 (2.0) and
92.6 J/cm2 (3.4 kV) and for the cooling rate a fixed heat transfer coefficient has been
used. The simulation has been performed for a plain Si wafer, but not for a layer
stack. A SiO2 capping layer would be transparent in the spectral range of the Xe
flash lamps and would not absorb energy from the flash pulse but it would influence
the reflectivity at the Si surface leading to slightly faster heating rates than in the
simulation. A phase transition in the Si substrate is also not considered, although the
calculated temperatures exceed the melting point of Si. However, the excess heat is
consumed for the phase transition from solid to liquid Si.
Figure 4.1.3 displays the temperature profiles at the surface for different σFLA (a) and
at a fixed σFLA of 92.6 J/cm
2 for different wafer depths (b). In both figures, the blue
lines mark the melting temperatures of crystalline silicon and amorphous silicon. The
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Figure 4.1.3: Simulated temperature profiles of a plain Si wafer during flash lamp
annealing. (a) Temperature over time at the surface for Vcharge (σFLA)
ranging from 2.0 kV (32.2 J/cm2) to 3.4 kV (92.6 J/cm2) in 0.2 kV steps.
(b) Temperature over time for a fixed Vcharge (σFLA) of 3.4 kV (92.6 J/cm
2)
for different depths in the wafer.
melting point of amorphous Si is about 200 K lower than that of crystalline Si [143].
The melting point depression due to the implanted ions is not taken into account. The
temperature profiles show a very steep increase for the first 25 ms, where the flash pulse
is applied to the sample surface. Afterwards, the temperature decreases relatively
fast for the following 10 ms. Then a slow cooling rate accommodates after about
40 ms which lasts for several seconds until the sample finally cools down completely.
When looking at the different σFLA in figure 4.1.3(a), higher σFLA result in faster
heating rates, higher maximum temperatures and an offset in temperature where the
slow cooling rate takes over. Vcharge (σFLA) above 3.0 kV (72.2 J/cm
2) are sufficient
to reach peak temperatures above the melting point of a-Si and, therefore, melt the
implanted top region of the samples. When taking a melting point depression due to
the implanted ions into account, even lower Vcharge (σFLA) can be sufficient to melt
the implanted region. The wafer depths, which were not implanted, remain crystalline
and are not molten by the flash pulse, except for the highest Vcharge (σFLA) but in this
case the molten fraction of the c-Si is probably rather small. This is also supported
by the temperature profiles at various wafer depths, depicted in figure 4.1.3(b) for the
FLA at 3.4 kV (92.6 J/cm2). When moving away from the surface, the heating rate
decreases and also the starting point of heating up is slightly shifted to later times,
but after about 40 ms, surface and backside temperatures match and the slow cooling
rate begins. The uppermost 10 µm of the Si wafer have almost the same temperature
profile leading to a homogeneous heating of the implanted region and ensures that all
of the amorphized part is molten during FLA. The regions more than 100 µm below
the surface stay significantly cold, which causes the fast cooling of the surface directly
after the flash pulse.
In general, the simulation on the temperature profiles shows that Vcharge (σFLA) above
2.8 kV (63.3 J/cm2) is sufficient to melt the implanted region of the Si wafer. This is
also valid for the thin Si layer embedded in SiO2 in the multilayer system due to the


























Figure 4.2.1: Schematic of a plasma-enhanced chemical vapour deposition (PECVD)
chamber.
transparency of SiO2 in the spectral range of the Xe flash lamps. The underlying c-Si
is not molten since the simulated temperatures stay below its melting point. Further-
more, calculated temperatures above the melting point of a-Si are not probable as the
liquid Si has a higher reflectivity than solid Si which reduces the energy transferred
to the substrate. Finally, the simulation shows that cooling is dominantly driven by
heat conduction to the backside of the wafer.
4.2 Sample preparation methods
4.2.1 Thin layer deposition
4.2.1.1 Plasma-enhanced chemical vapour deposition
Plasma-enhanced chemical vapour deposition (PECVD) is a method to produce thin
layers of a variety of materials from a gaseous phase. The thin layer deposition takes
place as a result of chemical reactions between the different source gases assisted by
a plasma. Figure 4.2.1 depicts a schematic of a PECVD reactor. The mixture of
reacting gases, mainly hydrogen gases of materials which shall be deposited, e.g. SiH4
or NH3, is introduced simultaneously into the reaction chamber through a shower
head, ensuring a homogeneous gas in-flow. The shower head also acts as top electrode
for plasma generation. The substrate is placed on a sample holder with integrated
heating system and also acts as bottom electrode. The plasma can be generated by
applying either a radio frequency (RF) or an alternating current (AC) between the two
electrodes. Due to the electric field, the molecules of the reaction gases are dissociated
and stripped off their electrons, producing free radicals and ions. These two species
are responsible for the layer deposition on the substrate material. The reaction at the
substrate’s surface takes place at elevated temperatures. Since hydrogen gases are used
as precursors, the final layers contain a considerable amount of hydrogen [400–402].
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The hydrogen concentration can be reduced by heating the sample to higher tempera-
tures and driving out the hydrogen directly after layer deposition. Nevertheless, there
will still be some residual hydrogen in the deposited layers. The final layers are mainly
amorphous or polycrystalline, although a subsequent heating step can already initiate
the recrystallization process in the case of a-Si, for example. Thin film deposition by
PECVD is a relatively fast method in comparison with sputter techniques and yields
also good sidewall coverage. PECVD grown amorphous or polycrystalline Si:H layers,
for example, find application in photovoltaics [403].
In this work, PECVD was used to produce SiO2 capping layers for Si and Ge substrates
and for the fabrication of SiO2/Si/SiO2 layer stacks on Si, in order to mimic SOI wafers.
The deposition process starts with pumping the chamber down to vacuum conditions.
Afterwards, the chamber is purged by pure N2 gas und cleaned with N2O gas for 1 min
each. Then the actual deposition steps are performed using either a SiH4/N2O mixture
for SiO2 single layer deposition or a three-step procedure to grow the SiO2/Si/SiO2
layer stack. Hereby, the same SiH4/N2O mixture is employed for both SiO2 layers
while the a-Si layer is formed by a SiH4/Ar gas mixture. During all deposition steps
the temperature is kept constant at 350 ◦C. In the following, the sample is heated up
to 700 ◦C to drive out hydrogen.
4.2.1.2 Electron beam evaporation
Electron beam evaporation is another thin film deposition technique but in contrast to
PECVD, it is a physical vapour deposition method. It does not use a chemical reaction
of precursor gases to form the layer material but the impact of electrons onto a target
made of the material which shall be deposited on the substrate. A typical electron
beam evaporation system is schematically shown in figure 4.2.2. The whole process
takes place under vacuum conditions. Initially, electrons are emitted from a filament
(e.g. tungsten) and are directed by a magnetic field towards a target consisting of
the material which should be deposited on the sample. When the electrons hit the
target, their high kinetic energy is transformed mainly into thermal energy, heating
the target material. During this heating, atoms of the target are evaporated and form
a vapour phase. The resulting vapour covers all surfaces within line-of-sight including
the substrate. The substrate’s surface is then coated with a thin layer of the desired
material. Electron beam evaporation features high deposition rates and low process
temperatures.
In the sample preparation process of this work, electron beam evaporation is used for
metal deposition (Ni, Al). In combination with a patterning procedure by electron
beam lithography, implantation and etching masks are fabricated, in order to enable
local ion implantation and Si nanowire etching, respectively. For the implantation
masks, 100 nm Ni are deposited at rates of 1.4 Å/s or 1.8 Å/s using an accelerating
voltage of 10 kV and a beam current of 82.2 or 79.8 mA, respectively. The deposi-
tion is performed at room temperature under vacuum conditions with pressures of
3.6 × 10−6 Pa and 8.3 × 10−6 Pa. For the nanowire etching masks 50 nm Ni are de-
posited with a rate of 1.3 Å/s using an acceleration voltage of 10 kV, a beam current
of 80 mA and a pressure of 4.2 × 10−6 Pa.














Figure 4.2.2: Schematic of an electron beam evaporation tool.
4.2.2 Ion beam implantation
Ion beam implantation is a technique to incorporate atoms (ions) accelerated by an
electric field into a substrate where they interact with the substrate material at the
nuclear and electronic scale. By this interaction, the properties of the substrate can
be changed dramatically, i.e. amorphisation of a crystalline layer. In principle, every
atom (ion) can be implanted into any type of substrate material, which makes this
method very versatile. In figure 4.2.3, the general working principle is schematically
depicted. The ion source generates the desired ion species and releases them into
the accelerator. Electrical lenses are used to have control over the beam shape. The
ions travel then through a mass separation system, consisting of an electromagnet
and separation slit, where only the ions pass which shall be implanted. After mass
separation, the ions are accelerated by an acceleration tube and directed by an X/Y
scanner onto the substrate. During ion implantation, there are three main parameters
besides the nature of the ion itself which play a role, the ion energy, the ion fluence and
the beam current. The ion fluence is given in ions/cm2 and determines the amount
of ions that are implanted into the target material. In combination with the beam
current, the ion fluence defines the overall implantation time. Furthermore, the beam
current can also give an estimation of the heating of the implanted sample. The third
parameter, the ion energy, describes the kinetic energy of the ions hitting the substrate.
Taking into account the mass of the particular ion species and material properties of
the substrate, the kinetic energy determines the projected range and the depth profile
of the implantation. By tuning these three parameters, ion implantation can be suited
to a variety of applications.
The most prominent and important application of ion implantation is doping in semi-
conductor technology. Hereby, mainly boron or phosphorus are implanted into Si to
introduce dopant atoms, resulting in p-type (B) or n-type (P) material, which can
then be exploited for the fabrication of devices, i.e. FETs or p-n diodes. Another


















Figure 4.2.3: Schematic picture of an ion beam implantation system.
of oxygen into Si combined with a subsequent high temperature anneal leads to the
formation of a buried silicon dioxide layer at a defined depth and creates a SOI sub-
strate material. This process is called separation by implantation of oxygen (SIMOX)
[404, 405] and wafers produced by this method are also used in this work. Besides the
field of microelectronics, ion implantation can also be utilised for surface modification
including surface hardening of metallic and ceramic materials [406], ion beam mixing
[407] or ripple formation [408].
In this work, ion implantation is used to introduce of group-III and -V ions into a
Si-based host matrix. The implantation of these ions is performed sequentially, and
either two or three different ion species are implanted in order to form binary or ternary
compound semiconductor NCs within Si, respectively. The range of ion species includes
Ga+ and In+ for group-III and N+, P+, As+ and Sb+ for group-V. The implantations
are conducted at a 500 kV Implanter from High Voltage Engineering Europe BV (Model
B8385) with an IHC Bernas gas and solid phase ion source. In all sample series, the
group-V ions have been implanted previous to the group-III ions. The implantation
angle is set to 7◦ to avoid channeling of the implanted ions within the Si lattice. The
samples are implanted at room temperature without additional cooling, which results
in slight heating of the samples but the substrate temperature does not rise above
150 ◦C. Due to the high ion fluences between 1 × 1016 and 3 × 1016 ions/cm2 for each
ion, the top part of the substrate material is heavily damaged and the crystalline
Si either as bulk material or thin layer is amorphised. For the multilayer system,
a Si self-implant with an ion fluence of 6 × 1016 ions/cm2 has been performed as a
reference experiment. Additionally, an experiment using crystalline Ge as substrate
material has been conducted in order to compare III-V NC formation in both materials.
Implantation energies are chosen to result in depth profiles either closely beneath
SiO2/bulk interface or centred in the intermediate layer and are deduced from SRIM
simulation values given in tables A.3.1 and A.3.2 in Appendix A.3.









Figure 4.2.4: Schematic layout of the flash lamp annealing system.
4.2.3 Flash lamp annealing
Flash lamp annealing (FLA) is a thermal annealing technique which utilises a very
short and intense light pulse. The general layout of flash lamp annealing system is
depicted in figure 4.2.4. The annealing chamber consist of two sets of lamps, one lamp
set for the preheating and another lamp set for the actual flash. The preheating system
at the bottom below the sample uses halogen lamps, while in the flash system above the
samples xenon lamps are employed. Behind both types of lamps reflectors are installed
to direct more light towards the sample. A water cooling system prevents overheating
and an additional gas system can be used to perform the flash lamp annealing under
different ambients, for example Ar or N2 atmosphere. The preheating is performed to
heat the sample from the backside to a certain temperature and then the sub-second
flash pulse is applied to quickly heat up the sample surface to the desired amount.
During the flash pulse only the uppermost part of the sample is heated up, while the
backside remains colder. The final temperature at the surface is determined by several
material properties and can be simulated as presented in section 4.1.2 since a direct
temperature measurement is very challenging. Therefore, the flash pulse parameters,
namely pulse duration and charging voltage of the capacitors (Vcharge), are taken as a
measure when comparing different materials and systems.
The preheating can be performed up to a maximum temperature of 1100 ◦C and is
necessary to reduce the mechanical stress within the substrate caused by the thermal
gradient due to the fast and steep temperature ramp up at the surface during the
flash pulse. Without preheating, it is possible that the substrate brakes apart or that
thin films crack or peel off, especially at higher Vcharge. The xenon flash lamps are
discharge lamps, where a plasma strand is generated by the discharge of capacitors
and then emits a typical high intensity light pulse in the visible range. The spectrum
of the flash pulse is shown in figure 4.2.5(a). The capacitors can be charged to up to
4.4 kV and Vcharge can be converted into an energy density (σFLA). The pulse duration
is adjusted by using an electric circuit built of several capacitors and inductors, and
can be varied between 130 µs and 20 ms.
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Figure 4.2.5: (a) Spectrum of a xenon flash lamp. (b) Comparison of temperature
depth distributions and time domains of various annealing techniques.
In comparison with conventional annealing techniques like furnace annealing or RTP,
the advantageous property of FLA is the limitation of heating only the uppermost
region of the substrate. With the other treatments, the sample has the same tempera-
ture over the complete depth, while with FLA, there is a temperature gradient between
the hot surface and the colder backside. Another advantage is the short time scale of
FLA. A simple picture emphasizing both advantages of FLA is given in figure 4.2.5(b).
Another annealing technique featuring these two properties on an even shorter time
scale is PLA. However, for larger samples FLA and PLA show laterally inhomogeneous
heating due to the arrangement of the lamps or the necessity of scanning with the laser
beam, respectively.
In this work, FLA is used to induce III-V NC formation and Si recrystallization after
ion beam implantation. In order to achieve this goal, temperatures above the melting
points of amorphous Si and the particular III-V compound semiconductor are needed.
According to the simulations presented in section 4.1.2, these temperatures can be
reached in bulk silicon with FLA using Vcharge between 2.8 and 3.4 kV at a pulse
duration of 20 ms in combination with a preheating for 3 min at 470 ◦C. At shorter
pulse durations, no III-V formation is observable. For the multilayer system, slightly
higher Vcharge (3.0 to 3.8 kV) are necessary due to larger sample thickness and different
absorption behaviour for thin films. In the case of bulk Ge samples, Vcharge is much
lower (1.1 to 1.5 kV) due to a lower melting point, reduced wafer thickness and a higher
absorption coefficient. The preheating parameters are the same for all samples and
the FLA is performed in an Ar atmosphere.
4.2.4 Small scale device preparation techniques
This section covers all further techniques used for sample processing on small scales
including electron beam lithography and chemical etching. The following methods
have been employed for the fabrication of implantation masks and Si nanowires.
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Figure 4.2.6: Different electron beam lithography processes in combination with metal
deposition and etching steps. (a) Direct writing with positive and nega-
tive resist. (b) Lift-off process.
4.2.4.1 Electron beam lithography
Electron beam lithography (EBL) is a technique for the production of structures at
the nanoscale. During this process a chemical resist is deposited on the substrate
using spin coating. This resist is then exposed to a focused electron beam and the
structures are written directly into the resist. Due to electron beam exposure, chemical
bonds in the resist are either broken or established, depending on the type of resist,
which results in a change of the solubility. Finally, the development of the resist takes
place using dilution of the exposed or non-exposed areas by a solvent. The structures
patterned in the resist by this procedure can be transferred to underlying materials,
e.g. a metal layer, by chemical etching or a lift-off process. The possible electron beam
lithography processes are depicted in figure 4.2.6. In figure 4.2.6(a), the combination
of EBL and etching is displayed using either a positive or negative resist. The layer
which shall be patterned has to be deposited before resist spin coating. After resist
development, this layer is then etched by RIE or reactive ion beam etching (RIBE)
and the structure of the resist is transferred. At the end, the residual resist is removed
to uncover the structured layer. Depending on the type of resist, the areas exposed to
the electron beam are removed (positive resist) or revealed (negative resist). Figure
4.2.6(b) shows the lift-off procedure. After the resist development step, a thin layer is
deposited onto the substrate, i.e. by electron beam evaporation. The thin layer covers
the remaining resist but also the surface of the substrate between the resist structures.
Afterwards the resist is removed taking the material deposited on top of the structure
with it. The material deposited in between the structures remains unaffected. In this
process the thickness of the resist has to be much larger than the thickness of the
deposited layer to ensure a good transfer of structures.
In this work all three of the presented processes are performed to fulfil different sample
preparation tasks. Direct EBL writing with a positive resist in combination with
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RIBE is used for the fabrication of metal hard masks for local ion implantation. For
the implantation masks either an aluminium or a nickel layer has been covered by a
poly(methyl methacrylate) (PMMA) or a ZEP-520 resist, which is a mixture of methyl
styrene, chloromethyl acrylate copolymer and anisole. The thicknesses of the resists
are approximately the same as the metal layer thicknesses which have been 150 nm
and 100 nm for Al and Ni, respectively. The Si nanowires have been fabricated using
two different approaches. The first one is the lift-off procedure where a 50 nm thick
Ni layer was deposited on approximately 200 nm ZEP resist, which hereby acts as a
negative resist. The second method is a direct EBL writing with the positive resist
hydrogen silsesquioxane (HSQ), which is deposited directly on the SOI substrate, and
chemical etching. HSQ forms a SiO2 based network under electron beam exposure
and has a better resolution feature size in comparison with PMMA or ZEP resists.
The development of the polymer-based resists is performed by bathing the sample in
n-amyl-acetate for 90 s and in isopropyl alcohol for 30 s, subsequently. The HSQ resist
is sequentially developed by a NaOH/NaCl solution, deionised water and isopropyl
alcohol. The removal of the residual resist after etching of the implantation masks
is done by exposure to an oxygen plasma for 15 min. For the lift-off, the resist is
removed in an acetone bath. EBL has been performed in a RAITH150 Two electron
beam writer or an e-LINE Plus (both from RAITH GmbH). Both tools possess field
emission cathodes capable of 30 kV acceleration voltage.
4.2.4.2 Etching techniques
Material removal by etching is employed in various ways in this work. This includes
wet chemical etching for sample cleaning and layer removal, but also reactive etching
techniques in order to fabricate nanoscale structures in metal layers or Si.
Wet chemical etching
Wet chemical etching utilises chemical reactions in an aqueous solution to dilute dif-
ferent materials, which can be used for removal of contaminations, to clean sample
surfaces or to remove complete layers, like masking or capping layers. Si-based sub-
strates are cleaned with a H2O2/H2SO4 solution and Ge substrates are cleaned with
ethanol and isopropyl alcohol since Ge is etched by H2O2. Ni layers used as implan-
tation or etching masks are removed using HNO3 and ultra-sonic bathing. Another
preparation step, where wet chemical etching is needed, is thinning of the commer-
cial SOI substrates. These commercial SOI substrates have a Si device layer with
90 nm thickness. The size is reduced to 60 nm by a thermal oxidation step resulting
in multilayer structures. These multilayer structures are on the one hand used as
substrate material for ion implantation but on the other hand are these samples also
the starting point for nanowire fabrication. Therefore, the thermal oxide is removed
by wet chemistry using a HF solution. The resulting 60 nm Si layer on 150 nm SiO2
is then structured into Si nanowires by EBL and RIE. Thinner Si layers have also
been prepared by a sequence of thermal oxidation and oxide removal steps leading to
additional Si thicknesses of 40, 20 and 10 nm.
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Reactive ion etching (RIE)
Reactive ion etching (RIE) is, in contrast to the previously mentioned etching process,
a dry etching. The working principle is very similar to PECVD presented in section
4.2.1.1 and the process setup is equal, see figure 4.2.1, however, the parameters are
different. During RIE mainly fluorine, chlorine or bromine based gas mixtures are
used, i.e. a SF6/O2/Ar mixture for Si etching. After plasma generation, the ions from
the gas mixture, i.e. F-, accelerate towards the sample surface due to the electric field
between top electrode and sample holder. At the surface, these ions react with the
substrate material and the reaction products diffuse away. Due to the directionality of
the ions caused by the applied field, RIE is highly anisotropic, which is a big difference
to wet chemical etching being more isotropic. This anisotropy can be exploited by using
masked samples to produce trenches or small scale structure, for example NWs.
In this work, RIE is applied to fabricate Si NWs from SOI substrates using either a
Ni mask or a HSQ mask. When using the Ni mask, a SF6/O2/Ar plasma with a ratio
of 64/3/3 sccm is employed. The pressure is kept constant at 3 Pa while RF power,
inductively coupled plasma (ICP) generator power as well as the etching times are
varied to get the optimal etching rate. The RIE parameters for Si with HSQ mask
are similar. All RIE processes are carried out at an SI 591 etching tool (SENTECH
Instruments GmbH).
Reactive ion beam etching (RIBE)
Reactive ion beam etching (RIBE) is special form of ion beam etching (IBE). For
IBE, inert gases are used in combination with an ion source to produce ions that are
accelerated towards the sample and impact at the surface. This impact causes the
transfer of kinetic energy and the target surface is sputtered resulting in an etching
process of the sample. The speciality of RIBE is the use of reactive gases instead of
inert gases which adds a chemical component to the physical process of sputtering.
This combination of physical and chemical etching leads high etching rates and high
aspect ratios in etched structures.
RIBE is performed during fabrication of the implantation masks for local ion implan-
tation. Therefore, 100 nm thick Ni layers deposited by electron beam evaporation and
covered by an EBL patterned resist are etched by a mainly physical process. The
etching is conducted at an IonSys 500 Reactive Ion Beam Etcher (Roth & Rau AG)
4.3 Characterization methods
4.3.1 Structural characterisation
4.3.1.1 Rutherford Backscattering spectrometry
Rutherford Backscattering (RBS) is a structural characterisation technique which gives
information about the composition of the surface region of a material. In order to
investigate the sample, a high energy ion beam of a light element, i.e. He, is directed
towards the surface. If the target material consists of heavier elements, which is usually
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the case, the incident ions are elastically scattered and an exchange of kinetic energy
takes place during the collision. The scattering of incident ions occurs in all directions
and some of the ions are backscattered. These backscattered ions are detected during
RBS. The energy difference between the incident and the backscattered ions depends
on the masses of the incident ion and the target atom and on the scattering angle
(nuclear energy loss). Therefore, the energy of the detected backscattered ion at a
certain angle is theoretically characteristic for a specific target atom. However, another
process contributing to the energy loss of the incident ions is small angle scattering
with electrons within the sample leading to an energy difference of ions scattered at
the same element but at different depths (electronic energy loss). These two energy
loss processes are exploited in RBS by taking an energy-resolved spectrum of the
backscattered ions which enables the determination of the depth profiles of different
elements in one material. Such depth profiles are used to examine the elemental
composition of a material. The accuracy of RBS for multi-element materials depends
mainly on the mass differences between single components. If two elements have a
similar mass, they are hard to separate in the spectrum.
RBS is applied in this work to investigate the depth profiles of the implanted group-
III and -V ions in the bulk Si samples and the thin layer Si samples. Ge samples are
not investigated due to the similarity of atomic masses, e.g As, Ga and Ge. RBS is
performed using a 1.2 MeV He+ ion beam accelerated by a 2 MV van-de-Graaf particle
accelerator. Backscattered He+ ions have been detected by a semiconductor detector
with a solid angle of 3.2 msr and a resolution of 15 keV at an angle of 170◦ to the
incident beam which hits the sample surface perpendicularly. The energy spectra
have been analysed by the NDF software [409].
4.3.1.2 Electron microscopy
Electron microscopy is a sophisticated structural characterisation method exploiting
the interaction of an electron beam with the elements of a target material. The
interaction of an electron with matter generates different signals which give information
about the material’s properties. Figure 4.3.1 shows the interaction cone of an electron
beam with a sample and the corresponding signals. These signals can be detected
either in a “reflection” mode using electrons and photons returning from the surface
or in transmission mode for very thin samples.
Scanning electron microscopy
In scanning electron microscopy (SEM) a focused electron beam is used to scan the
surface of a sample which can give information about topography or composition
depending on the detected signal. Topography can be investigated by detecting sec-
ondary electrons generated by excitation of a target atom by the incident electron
beam. Secondary electrons have low energies and, therefore, come only from the first
few nanometres of the sample. Secondary electrons from deeper regions do not reach
the surface and are not detected. Information on the composition of a sample is de-
rived from the material contrast caused by backscattered electrons. Incident electrons
scatter at the atoms of the substrate material and depending on the mean atomic num-
ber the intensity of their signal varies, where heavier elements give higher intensity.












Figure 4.3.1: Interaction cone of an electron beam with a substrate material.
SEM images have mainly been taken at an S-4800 high resolution scanning electron
microscope (Hitachi) capable of electron acceleration voltage up to 30 kV. Electron
detection has been conducted at the stationary lower and upper SE detectors as well as
at the YAG-type BSE detector for secondary and backscattered electrons, respectively.
The control of EBL resist masks and the transfers to the hard masks has been directly
performed in the electron beam writers RAITH150 Two and e-Line Plus which have
been used for small scale structuring.
Transmission electron microscopy
Transmission electron microscopy (TEM) makes use of the electrons which traverse
the sample. In order to collect such transmitted electrons, the sample has to be
reasonably thin, resulting in a sophisticated sample preparation in contrast to SEM
where no specific preparation is necessary. When the electrons of the incident beam
pass through the sample, they can be absorbed or scattered. Atoms with higher atomic
number or objects with a larger thickness scatter more than lighter or thinner objects,
giving a mass or thickness contrast during imaging. In crystalline materials, the crystal
structure also influences the diffraction of the electrons. There are different detection
modes in TEM harnessing the different absorption, diffraction and other energy loss
mechanisms.
Bright field imaging is the most common operational mode for a TEM, where the
amount of transmitted electrons is detected giving dark areas for heavy elements or
thicker regions and bright areas for light elements or thin material. Dark field imaging
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utilises the diffraction contrast of the electrons exposed to Bragg scattering at the
crystal lattice. The detector is placed off-axis to the incident beam, so electrons
scattered only slightly (light elements) appear dark while heavier elements show up as
bright areas. In polycrystalline material, different crystal orientations also result in
different intensities due to different scattering at the lattice planes. Since the electrons
lose energy during scattering, they have different energies when they hit the detector.
This energy loss is characteristic for the scattering element and by filtering specific
energies, the distribution of the particular element can be mapped. This technique is
called energy-filtered TEM (EFTEM).
A more advanced imaging mode is high-resolution TEM (HRTEM) which is able to
display the structure even at an atomic scale. To achieve such high resolutions, the
phase contrast of different electron waves caused by interaction with the sample is
exploited. Fast Fourier Transform (FFT) of HRTEM images can be used to deter-
mine lattice plane distances and the crystal structure. Similar to SEM, TEM can
also be performed in a scanning mode. Scanning TEM (STEM) is mainly executed
using high-angle annular dark-field STEM (HAADF-STEM) and obtains a resolution
comparable to HRTEM by focussing the electron beam to a very narrow spot and
scanning over the sample. In combination with energy-dispersive X-ray spectroscopy
(EDXS), an element mapping can be performed at high resolutions, since the interac-
tion of the incident electrons also induces characteristic X-ray emission of the sample
components.
Cross-sectional TEM imaging during this work has been performed with an image-
corrected Titan 80-300 transmission electron microscope (FEI). The microscope has
been operated at an acceleration voltage of 300 kV. Samples have been investigated
in conventional bright-field mode as well as in dark-field and high-resolution modes.
Additional HAADF-STEM in combination with EDXS is applied for studying chemical
compositions of various samples. In order to perform element mapping with EDXS,
a Li-drifted silicon detector (EDAX) attached to the Titan microscope has been on
duty. For comparison, a Super-X detector system mounted to Talos microscope (FEI)
has been employed for EDXS mapping.
4.3.2 Optical characterisation
4.3.2.1 Raman spectroscopy
Raman spectroscopy is an optical characterisation technique for the determination of
phonon modes in various materials. It utilises an inelastic scattering process, where a
phonon is generated or annihilated by transferring energy either from or to an incident
photon, respectively. The frequency of the photon is shifted to lower or higher frequen-
cies. This frequency shift (Raman shift) is characteristic for the particular material
and can be influenced by temperature, stress and crystallite size, for example. The
measurement setup usually employs a laser beam in the visible or near-infrared region
illuminating the sample. The laser light interacts with the substrate material and dif-
ferent scattering mechanisms take place. Elastically scattered light at the frequency of
the incoming laser frequency is filtered out and only the inelastically scattered photons
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are collected by a spectrometer. These photons are detected and their Raman shift
gives information about the investigated material.
Raman spectroscopy has been used in this work to investigate recrystallization of Si
and Ge after implantation and FLA. Furthermore, III-V NC formation by ion implan-
tation and FLA is examined. The measurements have been conducted at LabRAM HR
(Horiba Jobin Yvon) using a 532.14 nm Nd:YAG laser in backscattering geometry.
4.3.2.2 X-ray diffraction
X-ray diffraction (XRD) is an optical characterization technique which utilises the
diffraction of X-rays in matter. X-ray diffraction (XRD) can be employed to determine
the crystal structure of a material including lattice parameter, orientation and internal
disorder. When X-rays hit a sample surface, they are scattered by the crystal lattice
and an interference pattern evolves. The maxima of such an interference pattern are
described by the Bragg equation,
n · λ = 2 · d · sin(θ), (4.1)
where n is an integer giving the order of diffraction, λ is the wavelength of the incident
X-ray beam, d is the lattice plane distance and θ is the angle between atomic plane
and scattered beam. For a set of parallel lattice planes, there is constructive interfer-
ence giving only specific angles where reflection occurs. For a known incident X-ray
wavelength, these specific angles can be used to calculate the lattice plane distances,
which in turn results in the lattice parameter of a material. During the measurement,
usually, an X-ray source emits an X-ray beam towards the sample surface and the
scattered X-rays are detected by scanning over the different angles. The intensity is
recorded as a function of the angle between incident and scattered beam (2θ).
In this work, XRD is performed at SOI samples with binary and ternary III-V NCs
in order to determine crystallite size and internal strain of the NCs as well as the
composition of the ternary compounds. For this purpose an Empyrean θ-θ four-circle
diffractometer (Panalytical) is employed using Cu-Kα radiation (λ = 0.154 nm) and a
point detector. Scattered X-rays have been recorded in the 2θ range from 20◦ to 100◦
with step size of 0.1◦.

5 Integration of III-V compound
semiconductor nanocrystals in
silicon
In this chapter, the experimental results of the integration of III-V compound semicon-
ductor nanocrystals (NCs) are presented. The integration process has been carried out
in different material systems, namely bulk silicon and Si thin films. In comparison to
the bulk Si samples also one sample set with bulk germanium has been fabricated and
investigated. For these substrate configurations, two different types of implantation
are conducted. The first type is a planar implantation of the complete sample surface,
yielding randomly distributed III-V nanocrystals. The second approach includes the
preparation of an implantation mask for local implantation of group-III and -V ions
in order to control the position of the NCs.
5.1 III-V nanocrystals in bulk materials
5.1.1 Preparation process
After a cleaning step, p-type Si (100) wafers and p-type Ge (100) wafers with a 6◦
miscut towards (111) are put into the PECVD chamber to deposit 35 nm of SiO2 on
the top surface. After the deposition of this capping layer, the samples have been
sequentially implanted with As+ followed by In+ or Ga+ ions. In Si samples, the
implantation energies are set to 130 keV for In+, 90 keV for Ga+ and As+, while in Ge
the energies are 1380 keV and 130 keV, respectively, see also table A.3.1 in Appendix
A.3. The implantation fluence is 3 × 1016 ions/cm2 per ion species, resulting in a total
fluence of 6 × 1016 ions/cm2 in Si and Ge. This high fluence is sufficient to amorphize
the top region of both materials. After implantation, the samples are treated with
FLA for 20 ms at various energy densities (σFLA). Si samples are flashed with σFLA
between 32.2 and 97.2 J/cm2. The Ge samples need much less intensity due to lower
wafer thickness, better thermal conductivity and lower melting point, therefore, energy
densities are chosen within the range of 9.0 to 17.8 J/cm2. The preheating parameters
have been 3 min and 470 ◦C for both substrate materials.
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Figure 5.1.1: Raman spectra of bulk Si (a, b) and Ge (c, d) samples implanted with
As+ and In+ (a, c) or As+ and Ga+ (b, d) ions and treated with FLA
at 92.6 J/cm2 and at 13.0 J/cm2, respectively, in comparison with as
implanted samples (black).
5.1.2 InAs and GaAs integrated into bulk Si and Ge
After preparation, the samples have been investigated at first by Raman spectroscopy
in order to confirm recrystallization of the substrate material as well as the formation
of III-V NCs. In figures 5.1.1(a) and (b) the Raman spectra of Si samples implanted
with As+/In+ (a) and As+/Ga+ (b) ions are shown, comparing as implanted (black)
and FLA treated (red) with σFLA of 92.6 J/cm
2. In both as implanted samples, the
Raman spectrum only shows two broad peaks around 170 cm−1 and 480 cm−1 which
belong to amorphous Si [410, 411]. In both FLA treated spectra, the typical phonon
modes of crystalline Si can be observed. The main peak at 520 cm−1 represents the
combined Si transverse optical (TO) and longitudinal optical (LO) phonon mode [412].
The second Si related peak is located around 303 cm−1 and originates from the second
harmonic of the transverse acoustic (2TA) phonon mode. The disappearance of the
amorphous Si peak and the evolution of the Si TO+LO and the Si 2TA phonon modes
in the FLA treated curves confirm the recrystallization of the Si substrate material by
FLA.
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In figure 5.1.1(a) two additional peaks at 217 cm−1 and 237 cm−1 can be observed.
These two peaks are attributed to the characteristic TO and LO phonon modes of
crystalline InAs [413], respectively, which proves InAs NC formation by ion implanta-
tion and FLA. In figure 5.1.1(b) an additional peak can be observed on the low energy
side of the Si 2TA peak. This peak at 289 cm−1 is caused by the LO phonon mode of
crystalline GaAs [414, 415] confirming GaAs NC formation in Si. The corresponding
GaAs TO phonon mode is also observable but gives a very weak signal at 272 cm−1.
Figures 5.1.1(c) and (d) display the Raman spectra of As+/In+ (c) and As+/Ga+ (d)
implanted Ge wafers. Similar to the Si samples, only a broad peak can be observed
in the as implanted spectra (black), which is centred at 265 cm−1 and accounts for
phonons from amorphous Ge [416]. In the FLA treated samples annealed with an
σFLA of 13.0 J/cm
2, the broad peak is vanished but a strong signal at 300 cm−1 ap-
pears. This strong peak is due to the combined Ge TO and LO phonon modes [417],
giving evidence for the recrystallization of Ge after FLA. In figure 5.1.1(c), the double
peak structure of crystalline InAs is visible, proving InAs NC formation also for Ge
substrates. In figure 5.1.1(d), no GaAs related peaks can be observed, but the Ge
TO+LO phonon mode possesses a relative large shoulder at the low energy side of the
peak. Since the peak position of the GaAs LO phonon mode is located at 292 cm−1,
it is possible that this peak overlaps with the Ge TO+LO peak, which results in the
observed shoulder. However, the formation of GaAs NCs in Ge cannot clearly be
confirmed with Raman spectroscopy.
In figure 5.1.2, the dependency of the NC formation on σFLA has been investigated
for the case of As+/In+ implanted Si samples. Figure 5.1.2(a) displays Raman spec-
tra taken from samples annealed with different σFLA ranging from 32.2 (green) to
92.6 J/cm2 (dark red). Comparing the as implanted spectrum (black) with the spec-
tra of the annealed sample (colours), the most prominent difference is the crystalline
Si TO+LO phonon mode at 520 cm−1, showing that even the smallest energy den-
sity is sufficient to recrystallize the amorphized Si host material. The characteristic
phonon modes of crystalline InAs, however, are not present in Raman spectra of sam-
ples annealed with σFLA lower than 46.4 J/cm
2 and become prominent only for σFLA
of 54.5 J/cm2 and above. Also the Si 2TA phonon peak evolves only in samples an-
nealed with σFLA higher than 54.5 J/cm
2. The Si TO+LO phonon mode is much more
intense than the characteristic phonon modes of InAs. This is due to the difference
in the volume fraction excited by the incident laser beam. Since the spot size of the
Nd:YAG laser is about 1 µm in diameter and the penetration depth in Si is of the same
order of magnitude, the excited sample volume is much bigger than the InAs NCs and
the main component, which is probed, is the surrounding Si host material.
For a semi-quantitative analysis, the peak areas beneath the three particular features
have been integrated and plotted against σFLA in figure 5.1.2(b). Therefore, the InAs
double peak structure, the Si 2TA phonon mode and the Si TO+LO phonon mode
is integrated from 200 to 245 cm−1, from 280 to 320 cm−1 and from 460 to 570 cm−1,
respectively. The base line has been set as a straight line between starting and end
points of each integration interval in the particular spectrum. The shape of the three
different curves is similar. At σFLA below 50 J/cm
2, there is only a small increase of
the peak area with increasing σFLA until a steep increase between 46.4 and 54.5 J/cm
2
occurs. At higher σFLA, the peak area remains roughly constant with increasing σFLA.
This behaviour can probably be related to a change in the recrystallization mechanism
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Figure 5.1.2: (a) σFLA dependent Raman spectra of InAs in bulk Si. Black curve
displays as implanted spectrum. (b) Area under Raman peaks vs. σFLA.
from a solid phase to a liquid phase process by exceeding the temperature threshold
needed for melting the implanted, amorphous top region of the Si substrate.
Figure 5.1.3 depicts the σFLA dependency of the Raman spectra for As
+/In+ im-
planted bulk Ge samples. In figure 5.1.3(a), the Raman spectra taken from samples
annealed with different σFLA are compared. Similar to the Si samples, the as implanted
(black) sample shows only the amorphous Ge phonon peak while the annealed sam-
ples (colours) show the crystalline Ge TO+LO phonon peak and the characteristic
InAs TO and LO phonon modes. In contrast to the Si samples, the InAs phonon
modes are already present for the lowest σFLA (9.0 J/cm
2) used in this experiment.
The general shape of the Raman spectra is independent of σFLA except for the highest
value (20.4 J/cm2), where two curves are depicted, which are displayed separately and
enlarged in figure 5.1.3(c).
Figure 5.1.3(b) displays the dependency of the Raman peak area on σFLA for the
InAs phonon peak structure and the Ge TO+LO phonon mode. In contrast to the Si
substrates, there is no threshold behaviour visible for the investigated σFLA. This is
probably due to the fact that the starting σFLA is already above such a threshold for Ge
samples. Nevertheless, comparing the curve shapes of the Ge TO+LO and the InAs
curves a difference is observed. The peak area under the Ge TO+LO peak (black)
remains almost constant with increasing σFLA, showing that the recrystallization of
Ge is mainly independent on the FLA treatment. However, the InAs peak area curve
(red) is constant up to an σFLA of 14.0 J/cm
2 but then decreases significantly. Higher
σFLA, like 20.4 J/cm
2, lead to a phase separation as indicated in the Raman spectra
in figure 5.1.3(c) and displayed in the optical microscopy image in figure 5.1.3(d). In
figure 5.1.3(c) the two curves enlarge the InAs double peak structure (left graph) and
the Ge TO+LO phonon mode (right graph). The left graph shows the characteristic
InAs phonon peaks only for the black curve but not for the red curve. An opposite
behaviour is observed for the Ge TO+LO phonon mode in the right graph, where
the red curve has a much higher intensity than the black curve. These differences in
the Raman spectra originate from different measurement points on the sample. The
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Figure 5.1.3: (a) σFLA dependent Raman spectra of InAs in bulk Ge. Black curve dis-
plays as implanted spectrum. (b) Area under Raman peaks vs. σFLA. (c)
Raman spectra of the Ge sample annealed with 20.4 J/cm2 and the cor-
responding optical microscopy image (d, magnification: 1000x) showing
the phase separation of InAs (darker) and Ge (brighter) regions.
optical microscopy image in figure 5.1.3(d) depicts areas of different brightness on
the sample surface. The Raman spectrum of the black curve has been taken at a
darker region while the red spectrum is obtained from a brighter region. Due to the
presence of the InAs peaks only for the darker areas, a phase separation of InAs and
Ge is concluded to occur at higher σFLA. This phase separation leads also to surface
topography which is expressed by the formation of large InAs droplets on top of the Ge
which is detrimental for III-V integration. All other sample did not show this phase
separation behaviour.
Figure 5.1.4 depicts the top-view SEM images of InAs and GaAs NCs in Si and InAs
NCs Ge, and corresponding particle size distribution histograms for Si samples. The
black/white contrast and the picture sharpness have been adjusted in all three SEM
images in order to increase the contrast between the III-V NCs and the matrix ma-
terials, especially in figure 5.1.4(c). The histograms have been calculated using SEM
pictures of the same samples but with lower magnification to improve statistics by a
higher number of NCs. The particle size distribution has been determined using the
open source software ImageJ [418]. Therefore, the SEM images have been processed
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InAs in Si GaAs in Si
Figure 5.1.4: SEM images of III-V NCs in bulk Si and Ge. (a) InAs NCs in Si, (b)
GaAs NCs in Si and (c) InAs NCs in Ge. Si and Ge samples have
been FLA treated with σFLA of 92.6 J/cm
2 and 13.0 J/cm2, respectively.
(Black/white contrast and picture sharpness have been adjusted.) Parti-
cle size distributions of InAs NCs (d) and GaAs NCs in Si (e) have been
calculated from the same images with lower magnification.
with a Gaussian blur to reduce the noise and then a black/white threshold has been ap-
plied. The resulting black/white image has been used to perform the particle analysis.
The output gives the number of particles in the particular image with the associated
area of each particle. This particle area is given in pixels and can be transformed
into the length scale by using the resolution of the picture and the magnification used
during SEM image acquisition. One pixel has a length of 20 nm, giving the area of
one pixel with 400 nm2. Due to image noise and the applied image processing steps,
particles with an area of less than five pixels have been discounted during the determi-
nation of the particle size distribution. For the sake of comparability, all particles are
assumed to be circular and the particle area is converted into a diameter of a circular
particle, giving the particle size (abscissa in the histograms).
Figures 5.1.4(a) and 5.1.4(b) show InAs NCs and GaAs NCs in Si, respectively. The
III-V compounds appear brighter due to a higher atomic mass than the surrounding
Si. Both images display samples which have been annealed with FLA at 92.6 J/cm2.
In general, the InAs and GaAs NCs are well separated from one another and possess a
lateral aspect ratio close to one. Comparing both III-V compounds, the InAs NCs are
larger but the number of GaAs NCs is higher. This can also be seen in the particle size
distribution histograms of these two samples (d, e). The mean value of the InAs NC
size distribution is 206 nm with a standard deviation of 131 nm while the mean value
of the GaAs NC size distribution is only 97 nm with a standard deviation of 45 nm.








Figure 5.1.5: Cross-sectional TEM images of III-V NCs in bulk Si and Ge. (a) InAs
NCs in Si, (b) GaAs NCs in Si, and (c) InAs NCs in Ge. Si and Ge sam-
ples have been FLA treated with a σFLA of 92.6 J/cm
2 and 14.0 J/cm2,
respectively.
In figure 5.1.4(c), the SEM image of As+/In+ implanted Ge annealed with FLA at
13.0 J/cm2 is depicted. The InAs NCs can be distinguished from the surrounding Ge
host material but the contrast is relatively poor due to the smaller mass differences of
InAs to Ge than to Si. The InAs NCs possess an arbitrary shape and they seem to
form connected agglomerates which can reach sizes of several µm. For the InAs NCs
in the Ge matrix the assumption of NC circularity does not hold, therefore, the NC
size distribution has not been calculated. For As+/Ga+ implanted Ge no SEM image
is displayed. Ga, Ge and As stand right next to each other in the periodic table of
elements leading to almost no mass contrast in SEM which makes it impossible to see
GaAs NCs in Ge.
Figure 5.1.5(a) displays cross-sectional TEM images of the As+/In+ implanted Si wafer
annealed with a σFLA of 92.6 J/cm
2. The image is divided into two parts. The upper
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part is brighter and consists of the glue which was used during preparation of the TEM
lamella, while the lower part is dark and represents the Si substrate with incorporated
InAs NCs. The SiO2 capping layer has been removed previously to TEM sample
preparation and, hence, is not visible in the TEM images. The dark regions at the
surface of Si display the InAs NCs, which possess a hemispherical or trapezoidal shape
and an extension of up to 130 nm into the Si substrate. The lateral NC dimension varies
from a few tens of nm to 400 nm, like previously seen in the SEM images. The depth
and the lateral extension of the NCs seem to have a fixed aspect ratio independent of
the size of the NC, preserving the general shape. The dotted line of dark features at
a depth of about 150 nm is caused by end-of-range (EOR) defects which form at an
amorphous/crystalline Si interface during annealing.
In figure 5.1.5(b), a similar behaviour is observed for the As+/Ga+ implanted Si sam-
ple. Although the contrast is not as good as for the InAs NCs, GaAs NCs are visible.
They have a hemispherical or trapezoidal shape as well and extend up to a depth of
about 150 nm, but the lateral dimension is smaller than that of the InAs NCs. The
EOR defects are also apparent in this image.
Figures 5.1.5(c) shows the cross-sectional TEM image of the As+/In+ implanted Ge
sample annealed with a σFLA of 14.0 J/cm
2. It looks similar to the other two cross-
sectional TEM images, including the InAs NCs located at the surface. However, the
InAs NCs do not appear darker than the surrounding host Ge but brighter. A reason
for this different behaviour may be an orientation difference between Ge substrate,
which has been aligned parallel to the incident electron beam, and the InAs pre-
cipitates. Another possible explanation might be the crystalline quality of the InAs
precipitates which are deficient and, therefore, possess a lot of diffraction sites. Nev-
ertheless, the InAs NCs can be clearly distinguished from the surrounding Ge host
material. In contrast to the InAs NCs in the Si matrix, their shape is flat and their
height is only about 50 nm. They have no distinct aspect ratio. Furthermore, there
are no visible EOR defects. For the As+/Ga+ implanted Ge, no distinct features can
be observed which is similar to the SEM results.
Figure 5.1.6 presents two enlarged cross-sectional TEM images of an InAs (a) and a
GaAs NC (e) in Si. The InAs NC (a) is shown partly at the left edge while the biggest
portion of the image is occupied by the recrystallized Si substrate. The interface
between Si and the InAs NC is depicted by a bright line and the adjacent area of the
Si substrate appears also brighter than the Si on the right side of the image. The
higher brightness is due an increased number of scattering sites, namely defects in
Si. There is a big notch between the InAs NC and Si, which might be due to the
release of a smaller NC during removal of the capping layer by etching of SiO2. The
single dislocation loop in the bottom right corner of the image is a representative of
the EOR defects already seen in figure 5.1.5(a). On the right side of the image, a
few bright spots can be observed. These bright spots can be seen in the implanted
region over the whole sample. The magnification of these spots (see figure A.2.1 in
Appendix A.2) revealed that there are amorphous inclusions within the recrystallized
Si substrate. In figure 5.1.6(b), the interface region between the InAs NC and Si is
depicted in a HRTEM image. The crystalline nature of both parts is nicely visible and,
furthermore, both species, the InAs and the Si, are single-crystalline. Only a small,
discontinuous band of a few nm directly at the interface is poorly ordered, proposing
a defect-rich interface layer between InAs and Si. Nevertheless, the general crystal
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Figure 5.1.6: Cross-sectional TEM and HRTEM images of As+/In+ (a, b) and
As+/Ga+ (e, f) implanted Si treated by FLA with a σFLA of 92.6 J/cm
2
and corresponding FFTs (c, d, g, h). FFTs are taken at the regions
marked by yellow boxes and include main indizes of the particular sub-
stance and the characteristic angle for crystal structure determination.
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structure seems to continue over this small band from the Si substrate into the InAs
NC, making epitaxial growth favourable.
For further structural characterization, both crystalline areas have been used to gener-
ate the FFTs given in figures 5.1.6(c) and (d). Both figures show intense reflexes which
are arranged in a symmetric, hexagonal pattern. The FFT can also be interpreted as
an electron diffraction pattern and, therefore, be used for the characterization of the
crystal structure and the material itself. The central spot represents the non-diffracted
beam while the surrounding spots display diffractions from the different lattice planes
within the crystal. In order to determine the crystal structure, the angle between two
lines which connect one particular diffraction spot with the central spot is utilized.
The measurement of this characteristic angle yields 54.4◦ and 55.0◦ for figures 5.1.6(c)
and (d), respectively, which determines the crystal structure of both crystalline areas
to be fcc which is oriented in the [011] zone axis. Using standard indexed diffrac-
tion patterns, the reflexes can be identified and indicated with their particular Miller
indices. The analyses of the single reflexes yield the distances for each lattice plane
in reciprocal space. For a known crystal structure, these lattice plane distances can
be used to determine the lattice parameter and, therefore, the particular material.
The analysis results of the spot patterns of figure 5.1.6(c) and (d) are given in ta-
ble 5.1.1. The lattice parameter deduced from the spot pattern of figure 5.1.6(c) is
0.606(4) nm which fits well with the lattice parameter of InAs. This proves the exis-
tence of single-crystalline InAs NCs in Si formed by ion beam implantation and FLA.
In figure 5.1.6(d) the spot pattern analysis gives a lattice parameter of 0.543(3) nm,
fitting to the literature value of Si, which verifies recrystallization of Si by the FLA
treatment. When comparing figures 5.1.6(c) and (d), it can be observed that the spot
patterns are not identically oriented. While in the Si spot pattern, the axis of the
(100) plane reflexes is perpendicular to the sample surface, the same axis in the InAs
spot pattern is rotated counter-clockwise with a rotation angle of 70.6◦. This rotation
angle in reciprocal space represents the angle between two lattice planes in real space.
Since both crystal structures are fcc, it is assumed that the InAs NC is [113]-oriented,
as the angle between the (113) and (100) lattice planes is 72.5◦.
A hemispherical GaAs NC is depicted in the cross-sectional TEM image of figure
5.1.6(e) and the corresponding HRTEM image is displayed in figure 5.1.6(f). Similar
to figure 5.1.6(a), the GaAs NC is located directly at the surface, there are small,
bright regions within the Si substrate, indicating amorphous inclusions, and there are
several dislocation loops in the lower part of the image. But in contrast to the TEM
image of the As+/In+ implanted sample, there is almost no contrast difference at the
interface between the GaAs NC and the Si substrate. There is also a bright region at a
depth of about 100 nm whose higher brightness can be accounted to a higher number
of scatterers which possibly originating from interstitials or EOR defects.
The HRTEM image (f) shows a continuous crystalline order without any break at the
interface between the slightly darker region on the left, representing the GaAs NC, and
the brighter region on the right, representing the recrystallized Si. The analysis of the
FFTs taken from both crystalline parts (5.1.6(g) and (h)) reveals a fcc crystal structure
in [011] zone axis for both regions. The lattice parameters deduced from these spot
patterns are given in table 5.1.1. The measured lattice parameters of 0.561(6) nm
and 0.545(5) nm fit to the lattice parameters of GaAs and Si, respectively. When
the spot patterns of the GaAs sample are compared with those of the InAs sample,
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Table 5.1.1: Results of the spot pattern analysis of HRTEM images taken at As+/In+
and As+/Ga+ implanted Si samples treated by FLA with σFLA of













two differences can be observed. First, the spot patterns have an identical orientation,
which, in combination with the almost defect-free interface, implies an epitaxial growth
of the GaAs NCs within the Si matrix. Secondly, reflexes with higher Miller indices
can be seen in the spot patterns of the GaAs sample, which is an indication for a
higher crystalline quality of the GaAs NC as well as the recrystallized Si substrate
than in the InAs sample.
In order to get information about the elemental composition, the InAs and GaAs NCs
have been investigated by EDXS in combination with HAADF-STEM. The results are
depicted in figure 5.1.7. The red boxes in the HAADF-STEM images of As+/In+ (a)
and As+/Ga+ (b) implanted Si mark the regions where the EDX spectra (c-g) have
been taken at. The coloured bars in the EDX spectra highlight the different element
species. Figure 5.1.7(a) displays the HAADF-STEM image of As+/In+ implanted Si
showing a big hemispherical, white region in the center, which represents the same
InAs NC already seen in previous TEM images. The high brightness of the InAs
is due to its higher atomic mass compared to the surrounding Si (grey) or air/glue
(black). The EDXS spectra have been taken directly in the InAs NC (c) and in the
surrounding Si (d). In figure 5.1.7(c), the EDXS spectrum of the InAs NC is displayed
and signals for Si at 1.7 keV (yellow bar), In between 2.9 keV and 4.2 keV (red bar) and
As at 1.3 keV, 10.5 keV and 11.8 keV (green bars) are detected. The appearance of the
Si signal can have two origins, it can be due to Si incorporated in the InAs NC or Si
being located behind the InAs NC due to the X-ray excitation volume of the electron
beam (see section 4.3.1.2). Since the lateral dimension of the InAs NC is large, the
second possibility seems rather improbable. This leads to the assumption that Si is
incorporated in the InAs NC where it can act as an dopant. The EDXS spectrum of
the surrounding Si matrix (d) shows only the Si signal at 1.7 keV (yellow bar), but
with much higher counts than in the InAs NC. This implies that the surrounding Si
matrix is free of group-III and -V material, at least up to the detection limit of the
EDXS detector, and that the implanted ions have been driven out of the Si during
FLA treatment.
The HAADF-STEM image in figure 5.1.7(b) displays the As+/Ga+ implanted Si sam-










































Figure 5.1.7: HAADF-STEM images of InAs (a) and GaAs (b) NCs in Si. EDXS
spectra (c-g) have been taken at the regions marked by red boxes. Within
the EDX spectra, the specific element peaks are highlighted by a red (In),
yellow (Si), blue (Ga) and green (As) bar.
ple with three hemispherical bright areas at the surface representing three GaAs NCs.
The surrounding Si matrix is darker but at a depth of approximately 100 nm a slightly
brighter stripe can be observed. This increased brightness is due to a higher amount of
scatterers and is identical to the bright region visible in the cross-sectional TEM image
of the GaAs sample depicted in figure 5.1.6(e). For clarification of the composition of
this region, an EDXS spectrum has been acquired from this area (g) additionally to
the EDXS spectra recorded at the big GaAs NC (e) and the Si substrate region (f)
below. The EDXS spectrum of the GaAs NC (e) shows signals for Si (yellow bar), Ga
(blue bars), and As (green bars). The Si signal within the GaAs NC is again accounted
to doping of GaAs by Si atoms, although it is much more intense than in the InAs
NC. The EDXS spectrum of the Si host material (f), again, only shows the Si peak.
Nevertheless, in the EDXS spectrum of the slightly brighter region of the Si substrate
(g) also the peaks of Ga and As show up. Since no precipitates have been found in
this region by HRTEM analysis and Ga and As are well-known dopants of Si, it is
suspected that the Ga+ and As+ ions introduced during ion beam implantation are
not completely consumed for the GaAs NC formation but also incorporated into the
Si lattice during FLA treatment.
Figure 5.1.8 displays an enlarged cross-sectional TEM image (a) and two HRTEM
images (b, c) of the As+/In+ implanted Ge sample with the corresponding FFTs (d-h)
acquired from the areas marked by the yellow boxes. The cross-sectional TEM image
(a) shows two big bright areas at the interface between the Ge substrate and the SiO2
capping layer, which can be accounted to InAs precipitates. As already mentioned
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Figure 5.1.8: Cross-sectional TEM (a) and HRTEM (b, c) images of InAs NCs in Ge.
The sample has been annealed by FLA with σFLA of 14 J/cm
2. HRTEM
images have been taken at the lower interface of the big precipitate at
the sample surface (b) and at one of the small circular precipitates at a
depth of about 100 nm (c). Parts (d) to (h) give the corresponding FFTs
taken at regions marked by the yellow boxes.
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earlier, the higher brightness may be due to either a different orientation of the InAs
precipitates and the Ge substrate or a high number of scatterers within the InAs due to
a higher defect density or a combination of both effects. Additionally, there are smaller
circular features at a depth of approximately 100 nm which show Moiré fringes. These
features have a diameter which ranges from a few nm up to 50 nm. Moiré fringes
appear when the probing electron beam is scattered at two specimen with a close
periodicity, e.g. two materials with the same crystalline structure and only a small
difference in their lattice parameters. For further investigation, the interface between
the big InAs precipitate and Ge, and one of the small circular features have been
studied by HRTEM.
The HRTEM image of the InAs/Ge interface region, depicted in figure 5.1.8(b), dis-
plays the InAs precipitate in the upper part while the lower part shows the recrys-
tallized Ge matrix. Both parts have a good crystalline order, appearing to be single-
crystalline after regrowth during FLA. Nevertheless, both regions have a low number
of defects. The interface region shows a crystalline order but has also some disordered
regions. However, a continuation of the crystal structure from the lower into the upper
part is observed, proposing an epitaxial growth of the InAs on the regrown Ge crys-
tal. The FFT of the upper part (d) shows a quadratic spot pattern but also includes
a diffraction ring around the central spot. The crystal structure is identified as fcc
in the [001] zone axis, which is different than in the Si samples. The single reflexes
are indicated with their particular Miller indices, and the corresponding lattice plane
distances and the deduced lattice parameter of 0.607(4) nm are in good agreement
with literature values known from crystalline InAs. Therefore, the upper part of figure
5.1.8(b) and, in turn, the bright precipitates in figure 5.1.8(a) and 5.1.5(c), are proven
to be crystalline InAs. However, the diffraction ring around the central spot is an
indication for the deficiency of the InAs NC. The FFT of the lower part (e) shows the
previously seen hexagonal spot pattern similar to the InAs spot pattern but this time
there are diffraction rings around each particular reflex. The analysis of the FFT gives
again the fcc crystal structure but in [011] zone axis like it has been previously seen
in the Si samples. The lattice plane distances and, therefore, the recalculated lattice
parameter of 0.571(4) nm matches the known value of Ge. The lattice parameters
deduced from figure 5.1.8 are also shown in table 5.1.1.
In figure 5.1.8(c), the HRTEM image of one of the small circular features as well as its
surrounding material shows a good crystalline order. In the interface region only very
little disorder is visible and a Moiré pattern can be observed, indicating a crystalline
transition from the surrounding matrix to the circular precipitate. FFTs are taken
from the inner part, the interface region and the surrounding matrix and are depicted
in figures 5.1.8(f-h). The FFT from the inner part (f) has a very high number of
reflexes and looks almost identical to the FFT of the big InAs precipitate displayed
in figure 5.1.8(d) but without the diffraction ring. The analysis of the reflexes proves
the circular precipitate to be crystalline, fcc InAs oriented in the [001] zone axis. The
absence of the diffraction ring and the increased number of reflexes in comparison
with figure 5.1.8(d) is accounted to a better crystalline quality of this particular NC.
The FFT of the surrounding material (h) gives the identical spot pattern as in figure
5.1.8(e), identifying the surrounding material as crystalline Ge. The lattice parameters
deduced from both FFTs are also given in table 5.1.1. The FFT of the interface region
(g) is an overlap of the InAs spot pattern from the inside and the Ge spot pattern
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from the surrounding material. The reflexes, which both patterns have in common,
appear as double spots in the spot pattern of the interface region, e.g. (220) and the
(400) reflections. This combined FFT verifies the assumption of the crystal structure
continuation from the surrounding material into the circular InAs NC. This transition,
in turn, proves an epitaxial growth of the InAs NC within the Ge matrix.
All in all, the suitability of ion beam implantation in combination with short-time
FLA to integrate III-V compound semiconductors into group-IV bulk materials has
been demonstrated. The III-V NC formation in Si, already achieved in previous works
[387, 391], has been successfully reproduced and the transfer to a bulk Ge substrate
has been conducted. Raman spectroscopy and electron microscopy results prove a
recrystallization of Si and Ge after FLA as well as the formation of III-V NCs. The
crystalline structure of InAs and GaAs precipitates has been investigated and single-
crystalline clusters of high quality have been found. The formation of GaAs NCs in
Ge could not be verified. The size of the NCs differs for both III-V species with the
InAs NCs being generally bigger than the GaAs NCs. Furthermore, the size and shape
of the NCs is different in Si and Ge. In Si, the III-V precipitates show a fixed aspect
ratio in SEM and TEM images and their size ranges from several tens of nm to about
400 nm in diameter. In Ge, by contrast, two different kinds of NCs are observed. The
NCs located at the Ge surface have an arbitrary shape and form coagulated chains
which range up to several µm. However, the NCs located at a depth of about 100 nm
are smaller and have a fixed aspect ratio close to one.
When comparing crystalline quality, the differences between both matrices are small.
In Si, the InAs and GaAs NCs have a high crystalline quality and their particular
interfaces to the surrounding show a continuation of the crystal structure, especially for
GaAs. In Ge, the InAs precipitates at the surface are single-crystalline and deficient,
but the circular NCs seem to have almost perfect crystal structure. The orientation
of the investigated III-V NCs also varies between the different materials. While the
specific GaAs NC in Si is [100]-oriented like the Si substrate, the InAs NC is [113]-
oriented. The two particular InAs NCs in Ge do also not possess the same orientation
as the Ge substrate. The variation of crystal orientation can be accounted to the
different lattice mismatches and the attempt to reduce mechanical stress. The different
shapes and sizes are assumed to be due to the different melting points of the various
materials. This will be discussed in relation to the formation mechanism in chapter
6. Furthermore, the absence of GaAs NCs in Ge is also attributed to the melting
point difference because GaAs in Ge is the only case where the melting point of the
III-V compounds is higher than the melting point of the host material. In this case
the implanted As+ and Ga+ ions are assumed to be completely distributed within the
lattice of the bulk Ge substrate. Nevertheless, the other samples have also incorporated
low amounts of the implanted ions, which leads to a doping effect of the substrate
materials. But not only the substrates have incorporated III/V ions, also the III-V
NCs are doped by Si and Ge during growth.
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5.2 III-V nanocrystals in thin Si layers
5.2.1 Process
With the aim to have a better control over the NC dimensions, an approach of vertical
confinement has been chosen. Therefore, thin Si layer systems are employed, in order
to reduce the height of the final III-V NCs. For this purpose, two different thin layer
systems have been used. At first, a SIMOX SOI substrate with an initial layer stack
of 90 nm Si and 150 nm SiO2 on bulk Si has been thermally oxidized to achieve a final
Si layer thickness of 60 nm. The 65 nm thick, thermally grown SiO2 layer has been
utilized as capping layer to prevent the thin Si layer from sputtering during ion beam
implantation. The second thin Si layer system has been fabricated using PECVD to
mimic the SOI layer stack with the aim to reduce costs. Conventional p-type Si (100)
wafer have been cleaned with a standard cleaning procedure. Afterwards, the wafers
have been transferred into the PECVD chamber and a three-layer deposition step has
been performed. The thin PECVD Si layer system consists of a 35 nm SiO2 capping
layer on a 60 nm Si layer on a 100 nm thick SiO2 box layer on top of the bulk Si
substrate.
In the following both kinds of thin Si layer systems have been implanted and treated
with FLA. For the SOI samples, the wafers have been implanted with As+ followed
by Ga+ or In+ ions at an ion fluence of 3 × 1016 ions/cm2 for the formation of binary
III-V compounds semiconductors, or with As+, Ga+ and In+ sequentially with various
ion fluence ratios to achieve a total ion fluence of 6 × 1016 ions/cm2 in order to form
InxGa1-xAs NCs. The implantation energies have been chosen to achieve a projected
range centred in the thin Si device layer. The implantation energies have been sim-
ulated with SRIM (see section 4.1.1) and are given in table A.3.2 in Appendix A.3.
For the PECVD samples, the ion fluence has been 2 × 1016 ions/cm2 per ion and the
implantation energies have been adjusted to obtain the centred implantation profile
for the thinner capping layer. The thin PECVD Si has been implanted with different
group-III/-V combination in order to investigate other III-V compound semiconduc-
tors regarding their possibility to be fabricated by our method. Therefore, the samples
have been implanted with N+/Ga+, P+/Ga+, As+/Ga+, Sb+/Ga+, and P+/In+ and
the implantation energies are given table A.3.2 as well. σFLA ranged from 85.2 J/cm
2
to 117.8 J/cm2, and from 46.6 J/cm2 to 97.2 J/cm2 for SOI and PECVD samples, re-
spectively. The preheating temperature has been adjusted to 470 ◦C for both sample
types. For the PECVD sample another preheating temperature of 600 ◦C has been
used.
5.2.2 Binary III-V compounds in SOI samples
Figure 5.2.1 shows the Raman spectra of As+/In+ (a) and As+/Ga+ (b) implanted
SOI samples which have been FLA treated with an σFLA of 97.2 kJ. The as implanted
spectra (black) of both samples are very similar to each other and show a small peak
for the Si TO+LO phonon mode at 520 cm−1 and broad peaks around 170 cm−1 and
480 cm−1 caused by amorphous Si. Due to the ion implantation, the thin Si layer
of the SOI sample is amorphized resulting in the amorphous signal. However, the
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Figure 5.2.1: Raman spectra of SOI samples implanted with As+ and In+ (a) or As+
and Ga+ (b) ions and treated with FLA at 97.2 J/cm2 in comparison
with as implanted samples (black).
Si substrate is not affected by the implantation and remains single-crystalline. Since
the excitation depth of the Raman laser is larger than the thickness of the layer
stack, the crystalline Si substrate is also probed and gives a small contribution to the
spectrum. The Raman spectrum of the As+/In+ implanted and FLA treated sample
(a, red) features the two typical peaks of crystalline Si at 520 cm−1 (Si TO+LO) and
300 cm−1 (Si 2TA). Since their intensities are much higher than in the as implanted
case, their appearance proves the recrystallization of the implanted, thin Si layer by
FLA. Additionally, the characteristic TO and LO phonon modes of InAs are observed
at 219 cm−1 and 237 cm−1, respectively, giving proof of the formation of crystalline
InAs in the thin Si layer. Furthermore, there is another Raman peak around 360 cm−1.
This peak can be accounted to Si doping of InAs NCs, since the Si on a In lattice anti-
site defect (SiIn) has its local vibrational mode (LVM) at 359 cm
−1 [419–421]. For the
As+/Ga+ implanted and FLA treated sample (b, red), the typical Si phonon modes
at 520 cm−1 (Si TO+LO) and 300 cm−1 (Si 2TA) are also present. The characteristic
phonon signals for crystalline GaAs are visible at 269 cm−1 (TO) and 286 cm−1 (LO)
indicating GaAs NC formation in thin Si layers [414, 415]. For the GaAs sample, an
additional peak around 390 cm−1 can be seen similar to the InAs sample, which is
again attributed to Si doping. The LVMs of Si anti-site defects in GaAs are located at
383 cm−1 (SiGa) and 398 cm
−1 (SiAs), and also a LVM of the SiGa-SiAs donor-acceptor
pair at 393 cm−1 is possible [422–424]. The appearance of these defect-related Raman
peaks indicates heavily Si-doped III-V NCs.
In comparison to the Raman spectra of III-V NCs in bulk substrates, the characteristic
phonon modes of InAs and GaAs are more prominent in the thin Si layer samples. This
is due to their higher ratio of the probed volume, since the SiO2 layer underneath the
thin Si layer does not give any Raman signal in the observed range. Furthermore, the
Raman signal regarded to Si doping only appears for heavily doped samples, that is
why, Si doping of the III-V NCs is also expected for the bulk samples although the
Raman peaks are not visible in figure 5.1.1.

























Figure 5.2.2: SEM and cross-sectional TEM images of As+/In+ (a, c) and As+/Ga+
(b, d) implanted SOI samples treated by FLA with σFLA of 97.2 J/cm
2.
In figure 5.2.2(a), the SEM image of the As+/In+ SOI sample annealed with an σFLA
of 97.2 J/cm2 shows arbitrarily shaped bright areas representing InAs NCs. They
possess a rather large variation in size ranging from a few nm up to about 500 nm.
The SEM image of the As+/Ga+ implanted sample (b) does not look very different;
shape and size variation of the GaAs NCs are similar to the InAs NCs, only the number
of NCs is smaller. The corresponding cross-sectional TEM images depicted in figures
5.2.2(c) (InAs) and (d) (GaAs) give an overview of the SOI layer stack. From top to
bottom, there are a thin SiO2 layer, the implanted Si layer, the SiO2 box layer and
the Si substrate. The thin Si layer in both samples shows a number of regions with
different contrasts. These various contrasts are caused by differences in the scattering
probabilities which are either due to different orientations or higher atomic number.
Hereby, the light and medium grey areas are accounted to Si grains with different
orientations while the dark grey or black areas are attributed to the III-V NCs. These
III-V precipitates possess mainly a rectangular shape and their height is limited by the
Si/SiO2 interfaces. There are also some smaller III-V precipitates which are located
directly at the Si/SiO2 interfaces.
When comparing the SEM pictures of the implanted SOI samples with the images
from the bulk Si samples, the quality of the III-V NCs is worse due to their random
shape and large range of NC size. However, the TEM images show that the Si/SiO2
interfaces act as growth barriers resulting in rectangular precipitates which allows a
certain level of control over the size and shape of the III-V NCs.











































Figure 5.2.3: Enlarged cross-sectional TEM and HRTEM images of As+/In+ (a, b)
and As+/Ga+ (c, d) implanted SOI samples treated by FLA with σFLA
of 97.2 J/cm2.
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The enlarged cross-sectional TEM of the As+/In+ implanted SOI layer stack in figure
5.2.3(a) gives a more detailed picture. The bright Si layer surrounded by the two
bright SiO2 layers comprises a darker rectangular precipitate which extends over the
full layer thickness and a smaller, darker precipitate which is located on the upper
Si/SiO2 interface. The Si layer has a thickness of about 69 nm, which is about 15 %
more than the initial thickness. Several parallel stripes with different contrast can be
observed within the big NC. Hereby, the different contrast is attributed to changes in
the crystal orientation or quality. Both NCs have sharp interfaces to the surrounding
Si and SiO2. The Si/SiO2 interfaces, itself, possess thin dark lines. During FLA
treatment, the interfaces act as diffusion barriers for the implanted ions. A part of the
implanted ions accumulate at the interfaces and appear as dark lines. Furthermore,
there are also dark spots in both SiO2 layers close their respective SiO2/Si interfaces.
To further investigate the big, block-like NC, a HRTEM image has been taken from
the area marked by the yellow box and is depicted in figure 5.2.3(b). The HRTEM
image shows a crystalline NC with several slightly disordered regions in the centre and
single-crystalline Si areas at the sides. A FFT taken from the center of the NC (not
shown) reveals a fcc crystal structure oriented in [111] zone axis. The analysis of the
reflexes gives lattice plane distances which fit well to those of InAs, however, the InAs
NC seems to be tensilely strained in [101] direction since the particular reflexes give
higher lattice plane distances.
In figure 5.2.3(c), an enlarged cross-sectional TEM image of the As+/Ga+ implanted
SOI sample is displayed. The image is very similar to the cross-sectional TEM im-
ages of the InAs precipitate and possesses the same features, including the block-like
GaAs precipitate with sharp interfaces, the increased Si layer thickness, the decorated
Si/SiO2 interfaces, and the dark spots within the SiO2 layer close to their particular
interfaces. In HRTEM image of the GaAs NC (d) only a badly ordered crystalline
structure can be observed. This is similar to the observations done in the bulk sam-
ples where the crystalline quality of the GaAs NCs was also not as good as that of
the InAs NCs. Furthermore, even the Si area at the right edge of the images seems
not to be recrystallized completely. The dark spots located in the SiO2 box layer are
also visible in the HRTEM image and show a crystalline structure. These small cir-
cular, crystalline dots are probably GaAs NCs as well. As shown in section 4.1.1, the
implantation profiles of the group-III and -V ions extend into the surrounding SiO2
layers, and the ions can form III-V precipitates during FLA treatment within these
layers [375, 425].
The HAADF-STEM images of the As+/In+ and As+/Ga+ implanted SOI samples are
depicted in figure 5.2.4(a) and (b), respectively. In both images, there are several
features visible which have already been observed in the cross-sectional TEM images.
The thin Si layers in the middle comprise bright, block-like precipitates which extend
over the full Si thickness. The InAs sample (a) also shows a smaller triangular shaped
precipitate located at the upper Si/SiO2 interface which is connected by a filament
to the lower Si/SiO2 interface. The block-like precipitate in the GaAs sample (b) is
separated into two parts of different contrast, an almost white and a light grey section,
however, even the light grey part is still brighter than the surrounding Si or the SiO2
layers. The differences in the contrast are attributed to different atomic masses of the
various areas for both samples. Furthermore, the surrounding SiO2 layers also contain
small stripes of brighter features which correlate to the small, circular, crystalline dots
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Figure 5.2.4: HAADF-STEM images of As+/In+ (a) and As+/Ga+ (b) implanted SOI
samples treated by FLA with σFLA of 97.2 J/cm
2 and corresponding
EDXS spectra taken from areas marked by the red boxes (c-k).
seen in the cross-sectional TEM images and the HRTEM image of the GaAs sample in
figure 5.2.3 indicating that these dots have a higher atomic mass. The EDXS spectra
(c-k) give the atomic composition of the areas marked by the red boxes in the InAs
(c-g) and GaAs (h-k) samples. All of these EDXS spectra feature weak signals at the
left edge of the measurement range which are accounted to either carbon or oxygen.
In the InAs sample, the spectra taken from the host material (c) gives a strong Si signal
(yellow bar) and very weak signals for In (red bar) and As (green bars). The In and
As peaks are related to doping of the Si layer. The EDXS spectra taken from the small
triangular (d) and from the left block-like NC (e) feature a reduced Si signal, stronger
In and As signals. The detection of In and As as well as the reduced amount of Si at
these specific regions explains the increased brightness in the HAADF-STEM image
due to higher atomic mass and is an indication for the InAs NC formation. The EDXS
spectrum acquired from the right block-like precipitate (f) shows only the In related
peaks but no peaks for As. Therefore, this precipitate is assumed to be a metallic
In cluster. The thin bright stripe in the lower SiO2 layer (g) shows a similar EDXS
spectrum as the spectrum taken from the Si layer (c) but with lower intensity of the Si
peak. However, the As signals are as weak as in the Si layer, which favours a random
distribution of the implanted ions within this region although the HAADF-STEM and
HRTEM images show crystalline features of higher atomic mass.
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Figure 5.2.5: XRD 2θ scans of an As+/In+ (red curve) and As+/Ga+ (blue curve) SOI
sample are compared with a XRD diffractogram of a Si+ implanted SOI
reference sample (black curve). XRD peaks are marked with coloured
bars for Si (blue bar), InAs (green bar), GaAs (yellow bar) and metallic
In (red bar) and indicated with their corresponding Miller indices.
In the GaAs sample, the EDXS spectra acquired from the thin Si layer (h) displays
a strong Si signal and several weak features for Ga (blue bars) and As (green bars),
which again accounts to the doping of the Si layer by the group-III and -V ions. The
EDXS spectra taken from the big block-like NC (i and j) show stronger signals for As
and Ga while at the same time the Si peak is weaker than in region (h). Therefore,
both regions are assumed to belong to a GaAs NC. The separation of this NC into two
parts seen in the HAADF-STEM image is also reflected in the EDXS spectra since the
As and Ga peaks in region (i) have higher intensity than in region (j) but an equivalent
ratio and the Si peak is more intense in region (j). Hence, the light grey part of the
big precipitate is suspected to be an overlap of the GaAs NC and Si, where the Si is
either behind or in front of the GaAs NC. The EDXS spectrum from region (k) gives
similar results as region (g) for the InAs sample showing a decreased Si and increased
O peak, and weak signals for As. The investigated area consists of SiO2 with small
amounts of As.
In figure 5.2.5, the XRD patterns of an As+/In+ (red curve), As+/Ga+ (blue curve) and
a Si+ implanted SOI reference sample (black curve) are compared. The Si+ reference
sample has been implanted with an implantation fluence of 6 × 1016 ions/cm2 and an
implantation energy of 60 keV in order to possess an equivalent projected range and
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implanted fluence as the III+/V+ implanted samples. The samples have been FLA
treated with σFLA of 97.2 J/cm
2.
All three patterns have in common that they show the Bragg peaks of crystalline
Si, which is mainly due the recrystallized thin Si layer. The Si (111) reflection at
28.4◦ is the strongest Si peak followed by the Si (220) peak at 47.3◦ and the Si (311)
reflection at 56.1◦. Additionally, two weak Si reflections are observed in the III+/V+
implanted SOI samples at 76.4◦ (Si (331)) and 88.0◦ (Si (422)) which are not present
in the Si+ implanted reference sample. The presence of the Si related reflections in
these samples verifies the recrystallization of the thin Si layers after FLA treatment.
Comparing the Si+ implanted and the III+/V+ implanted samples, it can be observed
that the Si reflections are broader in the Si+ sample. This line broadening may have
several reasons, e.g. variation in crystallite size or strain. The XRD patterns of the
III+/V+ implanted samples show additional Bragg peaks originating from the III-
V compounds. In the As+/In+ implanted SOI sample, reflections characteristic for
InAs are visible at 25.4◦ (InAs (111)), 42.2◦ (InAs (220)) and 49.9◦ (InAs (311)).
Furthermore, there are two Bragg peaks at 32.9◦ and 38.9◦ which can be attributed
the crystalline (metallic) indium. The existence of these peaks verifies the assumption
from the EDXS analysis (figure 5.2.4(f)) that there are also metallic In cluster formed
by ion implantation and FLA. In the As+/Ga+ implanted SOI sample, characteristic
GaAs reflections are observed at 27.3◦, 45.6◦ and 54.0◦ representing the GaAs (111),
(220) and (311) lattice planes, respectively. No metallic Ga has been detected. The
presence of the reflections of both III-V compounds gives a further proof of the NC
formation after FLA treatment of the ion implanted samples. A more detailed analysis
of the XRD patterns will be given in section 5.2.3.
5.2.3 InxGa1-xAs NC formation in SOI samples
As binary III-V compounds have been successfully fabricated by the combination of ion
implantation and FLA in SOI samples, an experiment to form ternary III-V compounds
has been initiated by adding a third ion implantation step. Various fluence ratios of
As+/Ga+/In+ ions, given in table 5.2.1, have been utilised in order to form InxGa1-xAs
with different compositions. The column named “InxGa1-xAs composition - nominal
(xnom)” denotes the composition of the ternary III-V NCs regarding to the fluence
ratio of the implanted ions. For example, when the fluence ratio for the sequential
As+/Ga+/In+ implantation is 3/1.5/1.5 (1016 ions/cm2), then xnom is 0.5 and it is
expected that In0.5Ga0.5As NCs form after FLA treatment.
Figure 5.2.6(a) displays the Raman spectra of the As+/Ga+/In+ implanted samples
(coloured) treated with σFLA of 97.2 J/cm
2 in comparison with the Si+ implanted
reference sample (black). In the spectrum of the reference sample, the characteristic
phonon modes of crystalline Si are observed at 520 cm−1 (Si TO+LO) and 300 cm−1
(Si 2TA). The Si TO+LO phonon mode has a tail at the low wavenumber side which is
due to small Si crystallites evolving during recrystallization of the amorphized thin Si+
implanted Si layer after FLA. The Raman spectra of the binary compounds, InAs (red)
and GaAs (pink), are identical to those presented in figure 5.2.1. They show the typical
phonon modes of the respective III-V compound and those of the recrystallized Si.
The Raman spectra of the samples implanted with all three ion species show a slightly
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Table 5.2.1: Implantation fluences of Si+ and group-III and -V ions in SOI samples.
Nominal (xnom) and calculated InxGa1-xAs compositions from Raman
spectroscopy (xRaman) and XRD measurement (xXRD). For samples, where
two ternary phases have been observed during XRD, both compositions
are given and the major contribution is marked by an asterisk (*).
sample ion fluence (1016 ions/cm2) InxGa1-xAs composition






Si reference 6 − − − − − −
InAs − 3 − 3 1 1 1
InxGa1-xAs − 3 0.75 2.25 0.75 0.6(1) 0.53(4)*
0.79(5)
InxGa1-xAs − 3 1.5 1.5 0.5 0.3(1) 0.17(3)*
0.75(3)
InxGa1-xAs − 3 2.25 0.75 0.25 0.1(1) 0.04(1)*
0.79(17)
GaAs − 3 3 − 0 0 0
different picture. The phonon modes related to the III-V NCs are at different positions
and their intensities also change with varying composition. The shift of the peak
positions is displayed in figure 5.2.6(b). The filled symbols depict the experimental
values deduced by fitting the particular Raman spectra. In comparison, the lines
represent theoretical curves of phonon mode positions (ω) depending on the In content
(xnom) in InxGa1-xAs, which are calculated by [426]:
ωLO, GaAs-like = 290.98 − 19.00x − 31.05x2 (cm−1), (5.1)
ωTO, GaAs-like = 268.75 − 20.125x − 8.74x2 (cm−1), (5.2)
ωLO, InAs-like = 230.29 + 5.11x + 2.15x
2 (cm−1), (5.3)
and
ωTO, InAs-like = 230.19 + 2.32x − 17.73x2 (cm−1). (5.4)
When decreasing the In content, the InAs-like phonon modes lose intensity and con-
verge until they vanish completely for x ≤ 0.2 [426]. The GaAs-like phonon modes
separate with decreasing In content and gain intensity. However, they do not vanish
for x → 1 but converge with the InAs-like LO phonon mode. This kind of phonon
mode behaviour depending on the composition of a mixed crystal is called partly two-
mode phonon behaviour [131, 426, 427]. The experimentally determined phonon mode
positions follow the trend of the theoretical curves but a slight deviation from the the-
oretical values can be observed indicating different compositions. Therefore, equations
(5.1)-(5.4) are utilized to calculate the composition of the III-V NCs fabricated by ion
implantation and FLA. The calculated compositions from the Raman spectra (xRaman)
are given in table 5.2.1 and imply that the InxGa1-xAs NCs are Ga-rich compared to
the nominal composition (xRaman < xnom).
Figure 5.2.7 displays the XRD 2θ scans taken from the SOI samples implanted with
As+, Ga+ and In+ ions at different fluence ratios. Again, the Si+ implanted reference
5.2 III-V nanocrystals in thin Si layers 75












































































Figure 5.2.6: (a) Raman spectra of SOI samples implanted with different fluence ra-
tios of As+, Ga+ and In+ ions and treated with FLA at 97.2 J/cm2 in
comparison with a Si+ implanted reference sample (black). (b) Measured
phonon mode positions in comparison with theoretical peak positions of
InxGa1-xAs [426].
sample is included. All six samples have been annealed with a σFLA of 97.2 J/cm
2.
Both XRD patterns of the binary III-V compounds, InAs (red, xnom = 1) and GaAs
(pink, xnom = 0), are identical to those patterns presented in figure 5.2.5. All curves
share the Bragg peaks of crystalline Si (blue bars) at 28.4◦, 47.3◦ and 56.1◦ for the Si
(111), Si (220) and Si (311) reflections, respectively. The (111) Bragg peak of the III-V
compounds (yellow bar) shifts with decreasing In content (xnom) from the InAs position
at 25.4◦ towards the GaAs position at 27.3◦. This XRD peak shift is also observed for
the (220) and (311) reflections of the III-V compounds which implies a change in the
composition of the fabricated ternary InxGa1-xAs NCs with the implantation fluence
variation. However, the peak shift does not behave linearly with the decrease of the In
content (xnom). The XRD peak position of the ternary phases tend to be located more
towards the GaAs positions for the particular implantation fluence ratio, indicating
Ga-rich InxGa1-xAs NCs. Furthermore, a splitting of the reflections of the ternary
phases can be observed, especially for the sample implanted with equal fluence of Ga+
and In+ ions (green, xnom = 0.5). Due to the peak splitting it is suspected that at least
two ternary InxGa1-xAs phases with different composition form. Two additional Bragg
peaks can be detected at 32.9◦ and 39.1◦ in samples implanted with In+ (xnom ≥ 0.25)
that can be accounted to metallic In precipitates (In (101) and (110) reflections). The
existence of these precipitates supports the appearance of Ga-rich InxGa1-xAs NCs
since In which is incorporated in metallic precipitates cannot be consumed for the
formation of III-V compounds NCs.
In order to get detailed information about the ternary phases within the thin Si layer,
a Williamson-Hall analysis [428] of the XRD 2θ scans has been performed. Therefore,
the XRD peak positions in 2θ and the full-width at half maximum (FWHM) in 2θ have
been accessed by fitting the particular pattern for each nominal composition. These
two values have then been used to plot ∆q against q to form a Williamson-Hall plot,
as exemplarily depicted in figure 5.2.8 for the sample with xnom = 0.5. The parameters
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Figure 5.2.7: XRD 2θ scans of SOI samples implanted with different fluence ratios of
As+, Ga+ and In+ and annealed with FLA at 97.2 J/cm2 in comparison
with the Si+ implanted reference.
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Figure 5.2.8: Williamson-Hall plot of the SOI sample implanted with xnom = 0.5 an-
nealed with a σFLA of 97.2 J/cm
2).









· ∆θ · cos θ, (5.6)
where ∆θ = FWHM/2 (in rad) and λ is the wavelength of the incident X-ray beam,
namely Cu-Kα with λ = 0.154 nm. The pairs of variates of each particular group of
reflections, e.g. III-V reflections, are then modelled by a linear fit ∆q = Aq + B.
The fitting parameters, the slope A and the intersection with the y-axis B, for the
fits in figure 5.2.8 are given in table 5.2.2. Data for the Bragg peaks caused by the
In precipitates is not shown since there are only one or two peaks in each XRD 2θ
scan.
Both deduced fitting parameters can be converted into properties of the particular
crystallites of each species. The intersection with the y-axis B displays the reciprocal
value of the mean crystallite size and the slope A gives the µ-strain of the crystallite
when divided by a factor of two. The Williamson-Hall analysis of the SOI sample with
xnom = 0.5 yields a mean Si crystallite size of 30(2) nm and mean sizes of 26(3) nm and
24(1) nm for the In-rich and Ga-rich III-V NCs, respectively. The mean µ-strain, which
describes the non-uniform disorder of atoms in the lattice caused by dislocations, for
example, has values of 1.1(5) × 10−3 for the In-rich and 1.2(2) × 10−3 for the Ga-rich
III-V NCs. The mean µ-strain of the Si crystallites is 0.2(2) × 10−3.
A Williamson-Hall analysis has been performed for all SOI sample implanted with
As+, Ga+ and In+ ions at different fluence ratios and for the Si+ implanted reference
sample. Figures 5.2.9(a) and (b) display the results for the crystallite size and the
µ-strain depending on the In content (xnom), respectively. The III
+/V+ implanted
samples show similar crystallite sizes for Si crystallites as well as for the InxGa1-xAs
NCs independent of the In content (xnom) nominally used. Their mean crystallite size
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Table 5.2.2: Fitting parameters for linear fits of the Williamson-Hall plot of the SOI









Si 0.0004(3) 30(2) 0.034(2) 0.2(2)
In-rich 0.0021(9) 26(3) 0.039(4) 1.1(5)
Ga-rich 0.0025(4) 24(1) 0.041(2) 1.2(2)





























































Figure 5.2.9: Results deduced from Williamson-Hall plot analysis of SOI samples im-
planted with As+/Ga+/In+ at various fluence ratios, including crystallite
size (a) and µ-strain (b).
is 28(3) nm while the Si+ implanted reference sample shows only a crystallite size of
10(1) nm, in contrast. The µ-strain draws an inverse picture, the crystallites in the Si+
sample (2(1) × 10−3) are more strained than the Si and InxGa1-xAs crystallites in the
III+/V+ implanted samples. Within the III+/V+ implanted samples, the Si crystal-
lites are less strained (0.2(2) × 10−3) than the InxGa1-xAs NCs (mean: 0.9(3) × 10−3).
Furthermore, a slight trend of increasing µ-strain with decreasing In content (xnom)
can be observed for the InxGa1-xAs NCs.
Since the Williamson-Hall analysis reveals that crystallites have only a small strain, a
shift of the XRD peak due to strain is neglected. Therefore, the measured XRD peak
positions can be used to determine the lattice parameter of the particular species. For




h2 + k2 + l2
a2
, (5.7)
where h, k and l are the Miller indices, and a is the lattice parameter of the particular
material. Combining equation (5.7) with the Bragg equation (4.1) (assuming n = 1)




h2 + k2 + l2
2 sin θ
, (5.8)
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Figure 5.2.10: Mean lattice parameter (a) of the crystallites and mean composition (b)
of the ternary phases calculated from XRD peak positions.
the lattice parameter for a specific XRD reflex can be calculated. Figure 5.2.10(a)
gives the mean lattice parameter determined by equation (5.8) for the Si crystallites
as well as for the different InxGa1-xAs phases depending on the In content (xnom). As
a guide to the eye, the literature values for the lattice parameter of Si, GaAs and InAs
are inserted as green lines. For the reference sample, the Si crystallites (black) possess
a lattice parameter which is in good agreement with the literature value. Within
the As+, Ga+ and In+ implanted samples, this is true as well. Concerning the III-V
related crystallites, the lattice parameters of InAs (red, xnom = 1) and GaAs (blue,
xnom = 0) are also in good agreement with literature values. With decreasing In
content (xnom), the lattice parameters of both InxGa1-xAs phases decrease separately
indicating different compositions.
These different compositions deduced from XRD measurement (xXRD) can be deter-
mined by taking Vegard’s law [429] into account. For mixed crystals of the same crystal
structure, the lattice parameter a changes linearly with the change of composition. For
the InxGa1-xAs mixed crystal, this means
aInxGa1-xAs = xXRD · aInAs + (1 − xXRD) · aGaAs, (5.9)
where aInAs and aGaAs represent the literature values for the lattice parameters of InAs
and GaAs, respectively. In the case of compound semiconductors, a deviation from the
linear change predicted by Vegard’s law occurs [430, 431]. Using the model proposed
by Fournet [432], the deviation ξ from Vegard’s law for InxGa1-xAs is expressed by




















where κInAs = 1.72 GPa
−1 and κGaAs = 1.34 GPa
−1 represent the room temperature
volume compressibility of InAs and GaAs, respectively [433].
Since the lattice parameters of the crystallites formed in the SOI samples are known
from figure 5.2.10(a), equations (5.9) and (5.10) can be utilized to calculate the com-
80 5 Integration of III-V compound semiconductor nanocrystals in silicon


















x  = 1nom
x  = 0.75nom
x  = 0.5nom
x  = 0.25nom
x  = 0nom
x  = 1nom
x  = 0.75nom
x  = 0.5nom
x  = 0.25nom





















Figure 5.2.11: Top-view SEM (a-e) and corresponding cross-sectional HAADF-STEM
(f-k) micrographs of SOI samples implanted with different xnom and
annealed with FLA at 97.2 J/cm2.
position (xXRD) of the particular InxGa1-xAs phases. The resulting xXRD values are
displayed in figure 5.2.10(b) and are also given in table 5.2.1 in comparison with the
nominal compositions (xnom) and the composition values determined by using Raman
spectroscopy (xRaman). It can be observed that the two different InxGa1-xAs phases
split up into an In-rich and a Ga-rich phase with respect to the nominal composition
(xnom). By considering the ratio of the peak intensities defined by the area under the
XRD reflections, it becomes clear that the Ga-rich InxGa1-xAs NCs represent the dom-
inating ternary III-V phase, which is also supported by the appearance of the metallic
In Bragg peaks.
A comparison of SEM and corresponding HAADF-STEM images recorded from the
SOI samples implanted with different fluence ratios of As+, Ga+ and In+ ions are
displayed in figure 5.2.11. The NC shape depicted in the top-view SEM images (a-
e) is arbitrary as already observed for the binary III-V compounds in figures 5.2.2
and 5.2.3. The size distribution of the III-V particles is rather broad, ranging from
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Figure 5.2.12: In content dependencies of the mean particle size (a) and area occupa-
tion (b) of the ternary III-V NCs.
a few to several hundreds of nanometres. Comparing the samples implanted with
different fluence ratios, a decrease of the mean particle size with decreasing In content
(xnom → 0) is visible. In contrast, the particle number does not change significantly
resulting in a decrease of the relative volume fraction of the III-V NCs in Si. In
the corresponding HAADF-STEM micrographs (f-k), the cross-sections present the
expected layer stack of the SiO2 capping layer, the thin Si device layer, the SiO2
buried oxide layer on top of the bulk Si for each sample. The Si device layer of
each sample comprises several bright areas representing the III-V precipitates. These
particles obtain mainly a block-like cross-section and their height is limited by the
surrounding SiO2 layers. At the Si/SiO2 interfaces, smaller NCs are located which are
eventually connected by thin filaments. The reduction of particle size with decreasing
In content, as observed in the SEM images, is not observed in the HAADF-STEM
micrographs as the number of precipitates is not high enough for a proper statistical
analysis. Similar to the sample containing binary III-V NCs, dotted lines of bright
spots are detected in the surrounding SiO2 layers adjacent to the Si/SiO2 interfaces in
addition to the III-V precipitates present within the Si device layer.
In order to investigate the particle size dependence on the implantation fluence ratio,
a statistical evaluation of the SEM micrographs compared in figures 5.2.11(a-e) is per-
formed using the open source software ImageJ [418], as it has already been done for the
bulk samples in figure 5.1.4. In figure 5.2.12, the results of this particle size analysis
are depicted including the mean particle area (a) and the relative area occupation (b)
of the III-V NCs. The mean particle area of the III-V precipitates decreases with de-
creasing In content (xnom) from 0.0172(14) µm
2 for the InAs sample to 0.0102(7) µm2
for the GaAs sample. This verifies the trend seen in the SEM images and proves the
size reduction of the III-V NCs with lowering the In amount within the III-V precipi-
tates. Furthermore, the variation of the mean particle area (error bars) decreases with
decreasing In content as well, which shows that the size distribution gets narrower.
The overall area occupation of the III-V NCs shows a similar trend. For the InAs
sample, approximately 31 % of the surface area can be accounted to the III-V particles
while only about 16 % are related to the III-V precipitates in the GaAs sample.
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Figure 5.2.13: HRTEM images of a ternary InxGa1-xAs NC (a) and its corresponding
FFT (b) taken from the area marked by the yellow box.
Figure 5.2.13(a) shows the HRTEM image of an InxGa1-xAs NC in the SOI sample
implanted with xnom = 0.5. The NC extends through the full thickness of the Si layer
and its lateral size is even bigger. The NC has a good crystalline order although
there are several defects, e.g. stacking faults, and small disordered regions within
the crystallite. Despite these defects, the NC appears to be single-crystalline. The
corresponding FFT, taken from the region marked by the yellow box, is depicted in
figure 5.2.13(b) and shows strong reflexes in a hexagonal arrangement. Additionally,
a ring is visible around the central spot which originates from disorder within the
NC. The analysis of the FFT yields a fcc crystal oriented in [1̄12] zone axis. By
determining the distances between particular spots and the central spot, the NC could
be identified as an InxGa1-xAs mixed crystal with a lattice parameter of 0.588(7) nm
giving a composition of x = 0.6(2). The InxGa1-xAs NC is In-rich with respect to
xnom, but fits to the composition of the minor contribution deduced from XRD results.
However, since this is only a specific NC, it is hard to draw a conclusion about the
composition of the InxGa1-xAs crystallites in general and as the Raman and XRD
techniques are integrating over a larger area, these measurements are more appropriate
to draw generalized conclusions.
5.2.4 Binary III-Vs in thin Si layers grown by PECVD
In figure 5.2.14, the RBS depth profiles of PECVD samples implanted with P+ and
Ga+ ions are shown and the as implanted sample (a, b) is compared with a FLA
treated (c, d) one, which has been exposed to a pre-heating of 600 ◦C and a σFLA of
63.3 J/cm2. For all spectra, the abscissae can be converted into a nm-scale dividing the
given depth in 1015 at/cm2 by the atomic density of the matrix material. The overview
profiles (a, c) display the distributions of Si, O, P and Ga and the extensions of the
PECVD-grown layer stack can be determined. The top SiO2 layer has been partly
sputtered away by the ion implantation step leading to a decrease in thickness from
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Figure 5.2.14: RBS depth profiles of PECVD samples implanted with P+ and Ga+.
The as implanted case (a, b) is compared with a FLA treated sample
(c, d) treated with a σFLA of 63.3 J/cm
2 after a preheating to 600 ◦C.
35 nm to 25 nm. For the thin Si layer, a thickness of about 68 nm can be extracted
which equals a swelling of about 13 % by the introduction of the III+/V+ ions by ion
implantation. The thickness of SiO2 box layer extracted from the RBS measurement
matches the deposited value of 100 nm and the atomic concentrations of Si (36 at%)
and O (61 at%) are close to a stoichiometric SiO2.
In the as implanted sample, the depth profiles of P and Ga show a Gaussian-like
distribution (figure 5.2.14(b)) which is centred within the thin Si layer but the tails
extend into the surrounding SiO2 layers. The P profile has a slightly lower depth than
the Ga profile. Both elements show a maximum atomic concentration of about 7 at%.
The depth profiles of the as implanted samples measured by RBS are in good agreement
with the simulated profiles using SRIM. By applying FLA treatment, the shape of the
profiles changes from a Gaussian-like distribution to a box-like distribution (figure
5.2.14(d)). The box-like profiles indicate a homogeneous distribution of the implanted
ions in the thin Si layer after FLA. In the top SiO2 layer, the P concentration is
reduced while it is redistributed in the thin Si layer. Nevertheless, both atom species
have approximately the same atomic concentration of about 6 %, which is constant
over the complete Si layer.
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Figure 5.2.15: Raman spectra of PECVD samples implanted with (a) As+/Ga+, (b)
P+/Ga+, (c) P+/In+, and (d) Sb+/Ga+ and FLA treated (red) with
σFLA of 92.6 J/cm
2 in comparison with the as implanted spectra (black).
Figure 5.2.15 shows the Raman spectra of the PECVD samples implanted with As+/Ga+
(a), P+/Ga+ (b), P+/In+ (c), and Sb+/Ga+ (d) comparing the as implanted (black)
with the FLA treated case (red) of samples annealed with σFLA of 92.6 J/cm
2. In the
as implanted spectra only the broad peaks of a-Si and a weak Si TO+LO phonon
mode contribution from the crystalline Si substrate can be observed. Considering the
FLA treated samples, all four Raman spectra show the typical crystalline Si related
phonon modes. The Raman spectrum of the GaAs PECVD sample (a) looks similar
to the spectra taken from the SOI and bulk samples showing the characteristic phonon
modes of GaAs as well as the peak related to Si doping in the GaAs NCs. For the
P+/Ga+ implanted sample, only a very broad signal is detected besides the c-Si peaks.
However, the characteristic phonon modes of crystalline GaP at 367 cm−1 (TO) and
403 cm−1 (LO) [434] are located under this broad peak which confirms the formation
of GaP NCs. The broadening of the peaks can be attributed to a small size of the crys-
tallites. In the Raman spectrum taken from the P+/In+ implanted PECVD sample
(c), a small peak at 345 cm−1 is observed, which originates from the InP LO phonon
mode [434], and proves InP NC formation. The InP TO phonon mode is located at
304 cm−1 but coincides with the Si 2TA phonon mode and cannot be distinguished
clearly. Figure 5.2.15(d) displays a very intense Raman peak for the GaSb TO and
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Figure 5.2.16: Raman spectra (a) and corresponding SEM images (b, c) of two PECVD
samples implanted with As+/Ga+ treated with σFLA of 76.7 J/cm
2
(black, b) and 92.6 J/cm2 (red, c).
LO phonon modes at 223 cm−1 and 232 cm−1, respectively, verifying GaSb NC forma-
tion. In contrast to the other III-V compounds, the GaSb peak is almost as intense
as the Si TO+LO phonon mode. The high intensity can probably be attributed to
the high atomic mass of Sb. Additionally, there is a signal at 150 cm−1 originating
from the Sb A1g phonon mode, which indicates the presence of elemental Sb within
this particular sample. For the sample implanted with N+/Ga+, no GaN related peak
could be observed (not shown). Therefore, it is suspected that in the case of GaN no
NC formation took place.
In figure 5.2.16, two As+/Ga+ implanted PECVD samples annealed with different
σFLA are compared. The characteristic phonon modes of GaAs are more intense and
sharper in the spectrum taken from the sample annealed with higher σFLA (red). This
observation indicates that a better crystallization of GaAs NCs is achieved with higher
σFLA. The corresponding SEM images (b, c) support this fact by showing a strong
difference in GaAs NC number and size. In the sample annealed with the lower σFLA
(b) a lot of small crystallites are present while large GaAs precipitates are observed
with a higher σFLA. The Si TO+LO phonon mode is also more intense in the Raman
spectrum with higher σFLA which leads to the assumption that the lower σFLA is not
sufficient to fully recrystallize the amorphous Si layer.
Figure 5.2.17 displays the TEM analysis of the As+/Ga+ implanted PECVD sample
annealed with a σFLA of 76.7 J/cm
2. The bright-field cross-sectional TEM image (a)
shows the layer stack grown by PECVD including the thin Si layer with several dark
features. In the corresponding dark-field STEM image (b) some of these features can be
identified as GaAs NCs according to their higher brightness. Additionally, small bright
spots can be observed in both SiO2 layers close to the interface. These small features
are suspected to be GaAs NCs as well which are caused by the implantation profiles
extending into the surrounding SiO2 layers. The HRTEM image of the trapezoidal NC
(c) reveals a single-crystalline precipitate on top of a larger crystallite with different
crystalline order. However, there are also disordered regions in the Si layer which

































Figure 5.2.17: TEM investigation of the PECVD sample implanted with As+/Ga+ and
FLA treated with σFLA of 76.7 J/cm
2 including (a) cross-sectional TEM,
(b) dark-field STEM, (c) HRTEM images, and (d) corresponding FFT.











Figure 5.2.18: Cross-sectional HAADF-STEM image (a) of the PECVD sample im-
planted with As+/Ga+ and FLA treated with σFLA of 76.7 J/cm
2 with
corresponding Si (b), As (c), and Ga (d) EDXS element maps.
are accounted to an incomplete recrystallization after FLA treatment proving the
previous statement of an insufficient σFLA. Nevertheless, the trapezoidal NC shows a
good crystalline quality and the analysis of the FFT (d) reveals a fcc lattice in [011]
zone axis with lattice plane distances of GaAs. The crystallite below is identified as
Si NC. The interface between these two NCs is sharp and without defects supporting
an epitaxial growth of the GaAs NC on this particular Si NC.
Another region of this particular sample has been investigated by HAADF-STEM and
EDXS to perform element mapping, which is shown in figure 5.2.18. The HAADF-
STEM image (a) displays the Si layer surrounded by the SiO2 layers and including
precipitates which are depicted by the bright areas. The arbitrarily shaped precipi-
tates are also visible in the EXDS element maps by either reduced intensity for Si (b)
or higher intensity for As (c) and Ga (d). The absence of Si and the coincident accu-
mulation of As and Ga within the same areas support GaAs NC formation. However,
As and Ga are also detected with lower intensity independently of the precipitates in
the whole Si layer as well as in the surrounding SiO2 layers. The distribution of the
implanted ions within the Si layer is accounted to doping by As and Ga since these
two elements are known dopants in Si. The presence of As and Ga in the SiO2 layers
is due to the initial implantation profiles which have tails leaking into the surrounding
layers. For the InP, GaP and GaSb samples, dark-field STEM images are given in
figure A.2.2 in Appendix A.2.
The transfer of this III-V integration method using ion implantation and FLA to
PECVD grown thin Si layers has successfully been shown for several III-V compound
semiconductors including GaP, GaAs, GaSb and InP. For the combined implantation
of N+ and Ga+ ions, no GaN NC formation has been observed. This is accounted
to the high diffusivity of N in Si in comparison with the other group-III and -V ions.
The N diffuses within the Si layer, through the SiO2 layers and into the bulk Si which
decreases the amount of N available for GaN formation. Furthermore, the melting
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point of GaN is much higher than the melting points of the other III-V compounds
and Si. When the results of the implanted PECVD samples are compared with the
SOI samples, the SOI substrates are advantageous regarding NC size and shape as
well as crystalline quality after ion implantation and FLA treatment. Furthermore,
the interfaces to the surrounding SiO2 layers are smoother in the SOI substrates than




In order to get control over the lateral distribution of the III-V compound semicon-
ductor NCs, the initial preparation procedure, including only ion beam implantation
and FLA, has been modified. Prior to ion implantation, the sample surface has been
covered with an implantation mask. This mask has been designed to prevent the major
part of the sample from implantation and to possess only small windows where the
ions get through.
Conventional p-type Si (100) wafers as well as SOI (SIMOX) substrates have been
used as starting material. On top of the substrates, a SiO2 capping layer has been
either deposited by PECVD or grown by thermal oxidation in order to protect the
surface from sputtering during ion implantation. Afterwards, the samples have been
transferred to an electron beam evaporator for the deposition of the mask material
which was either aluminium or nickel. Then, the samples have been spin-coated with
PMMA or ZEP electron beam resist which has afterwards been structured by EBL,
including electron beam exposure and removal of the developed resist. The masks
contain squares with edge lengths between 100 and 500 nm and circles with equiva-
lent diameters. After removal of the developed resist, the mask structure has been
transferred to the underlying Al or Ni layer by a RIBE process step. The samples
with processed implantation masks have then been implanted with different III/V ion
combinations, including P+/In+, As+/In+, Sb+/In+ and As+/Ga+. The implantation
fluences have been set at 2 × 1016 or 3 × 1016 ions/cm2 and the implantation energies
have been chosen to result in a projected range 30 nm below the SiO2/Si interface or
centred in the Si device layer for the Si and the SOI substrates, respectively (see tables
A.3.1 and A.3.2). After the implantation, the implantation mask has been removed
by wet chemistry. Finally, the samples have been thermally annealed with FLA at
various energy densities.
5.3.2 Locally implanted samples
Figure 5.3.1 displays the Raman spectra of the Si (a) and SOI (b) samples implanted
through an Al implantation mask. In the spectra of the unimplanted areas (black),
only phonon modes of crystalline Si are observed which are accounted to the undam-
aged substrate materials. These typical c-Si phonon modes are also present in the
implanted samples but the characteristic phonon modes of the III-V compounds can
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Figure 5.3.1: Raman spectra of Si (a) and SOI samples (b) implanted with As+/In+
(red), P+/In+ (blue) and Sb+/In+ (green) through an Al mask. The
samples have been FLA treated at a σFLA of 63.3 J/cm
2 and 97.2 J/cm2
for Si and SOI samples, respectively. The black curves show the Raman
spectra taken from an unimplanted area on the same samples.
be observed, too. For both matrices, the Raman peaks of crystalline InAs (red) and
InSb (green) are detected at 219 cm−1 (TO) and 237 cm−1 (LO), and at 179 cm−1 (TO)
and 190 cm−1 (LO) [435], respectively. However, the InP phonon modes are barely vis-
ible. In contrast to previous measurements of planarly implanted sample, the intensity
of the III-V phonon signals compared to the Si phonon modes is reduced which is due
to the smaller volume fraction of the III-V NCs. Nevertheless, the observation of the
characteristic III-V phonon proves the formation of III-V NCs in spatially confined
areas and, therefore, a successful implementation of the implantation mask.
The top-view SEM image in figure 5.3.2(a) shows several implantation windows of a
SOI sample locally implanted with As+ and In+ ions. The implanted squares (red
box) had an edge length of 500 nm and a spacing of 500 nm between each window.
In every square, a few bright spots reside after FLA treatment representing the InAs
NCs. Outside of the implantation windows, no InAs NCs have been observed, proving
the possibility to control NC position by masked implantation. However, within the
implantation windows, the NCs have no fixed position. In the dark-field STEM image
(b), the cross-section of a single window is depicted. The implanted part of the Si
device layer has an increased height due to swelling caused by the implanted ions. At
the edge of the window, a big high-contrast feature is located. The HRTEM image (c)
of the interface region of the big precipitate and the unimplanted Si shows crystalline
lattices of high order. However, the NC contains a high number of stacking faults while
the Si part is less distorted. By analysing the FFTs of the NC (d) and Si (e), both
regions show a fcc lattice structure in the [011] zone axis and the NC can be identified
as InAs by determining the lattice plane distances. The InAs FFT is tilted by an angle
of 72.5◦ towards the Si spot pattern. Since the Si initially has [100] orientation towards
the surface, the InAs NC appears to be in [113] orientation towards the surface. The
extension of the InAs NC over the edges of the implanted area is accounted to the
straggling of the ion beam inside the Si layer during implantation.
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Figure 5.3.2: Top-view SEM (a), dark-field STEM (b) as well as HRTEM image (c) and
corresponding FFTs (d, e) from a SOI sample implanted with As+/In+
through a Al mask and treated with FLA at a σFLA of 97.2 J/cm
2. The
red boxes mark the size of the implanted area.
As there are several NCs per implantation window with a window size of 500 nm,
another experiment has been conducted to find a correlation between window size and
the number of NCs per window. Figure 5.3.3(a) displays the top-view SEM micrograph
of a SOI sample implanted through a Ni mask with six different window sizes (red
boxes). Similar to the 500 nm windows of the previous samples, the 460 nm windows
contain several precipitates. For the smaller ones, the number of NCs is either one
or two. In the smallest implantation windows with a edge length of 190 nm, no NCs
are observed. In figure 5.3.3(b), the cross-section through such a set of window sizes
is depicted by a dark-field STEM image. Besides the characteristic layer structure of
the SOI substrate, the InAs NCs are seen within the thin Si device layer for the larger
window sizes. For the smaller ones, InAs precipitates are not seen, which is either due
to their absence or that during TEM lamella preparation the cut did not go through
a NC. Another feature seen in the STEM image is the large sputtering crater for the
larger window size which is almost not present for the smaller ones. For a statistical
analysis of the NC number per implantation window in dependence on the window
size, the SEM images have been used to count the number of NCs in several hundreds
of implantation windows of different size. The results are displayed in figure 5.3.3(c)
and show a steady increase of the number of NCs per window with increasing size.
Below 200 nm window edge length, in less than 20 % of the implantation windows there
are precipitates at all. Between 285 and 385 nm window size, there is about one NC
per implantation window which is the optimal result. In windows larger than that,
generally more than on NC is present in a single implantation window which is not
suitable for further processing.
In figure 5.3.4(a), an enlarged dark-field STEM micrograph of the implanted 460 nm
window is depicted. In the thin Si device layer, a relatively large precipitate is visible
due to the high mass contrast. The precipitate is located in the centre of the implan-






























Figure 5.3.3: Top-view SEM (a) and dark-field STEM (b) micrographs from a SOI
sample implanted with As+/In+ through a Ni mask with different window
edge lengths. The red boxes mark the size of the implantation windows,
from the left to the right: 460 nm, 385 nm, 340 nm, 285 nm, 235 nm and
190 nm. (c) Evaluation of number of NCs per implantation window for
the particular window size.
tation window which is marked by the red box and has a height of about 52 nm limited
by the adjacent Si/SiO2 interfaces. Besides the big precipitate, there are also small
precipitates with circular shape in the surrounding SiO2 layers. Additionally, there
is a strong swelling effect of the thin Si device layer at the edge of the implantation
window resulting in a maximum extension of 87 nm which is an increase of about 46 %
regarding the initial layer thickness of 60 nm. Furthermore, there is a strong sput-
tering effect reducing the thickness of the SiO2 capping layer within the implantation
window from 65 nm to about 22 nm. Both effects are characteristic for a high fluence
ion implantation. In order to get information about the elemental composition of the
implanted region, an EDXS element mapping has been performed in the area marked
by the yellow box. Figure 5.3.4(b) depicts the combined EDXS element map including
the investigated elements Si, O, In, As and Ni which are individually shown in figures
5.3.4(c-g), respectively. The combined element map reflects the SOI layer structure
nicely by the green (Si) and orange (SiO2) regions. The big precipitate in the Si device
layer is well separated from the surrounding Si but shows three distinct segments, two
blue and one pink. Looking at the individual element maps, the two blue segments
can be attributed to a high concentration of In (e) and As (f) in combination with the
absence of Si (c) whereas the pink segment is due to high concentrations of Si (c) and
Ni (g). Therefore, the blue segments represent InAs NCs while the pink segment is a
nickel silicide precipitate. In the other implantation windows, the formation of such
precipitates have been observed as well (not shown). The nickel silicide phase forms
since there is Ni available in the Si layer after ion implantation. The Ni is probably
introduced by sputtering and redeposition from the masking layer during the implan-
tation step causing an intermixing of Ni and the thin Si layer. This effect has not
been observed for the samples masked by an aluminium layer although it might be
probable as well. Therefore, implantation masks made of metals have to be evaluated
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Figure 5.3.4: Dark-field STEM image (a) and corresponding EDXS (b-g) element maps
taken from the area marked by the yellow box from a SOI sample im-
planted with As+/In+ through a Ni mask. Implantation window edge
length is 460 nm. (b) Combined EDXS element map and single EDXS
element maps of (c) Si, (d) O, (e) In, (f) As and (g) Ni.
critically. Finally, the EDXS element maps show that the small circular precipitates
in both SiO2 layer are also composed of In and As indicating InAs NC formation as
already observed in the planarly implanted thin layer samples (see section 5.2).
6 Qualitative model for III-V
nanocrystal formation in silicon
6.1 General mechanism in bulk materials
Figure 6.1.1 schematically depicts the general formation mechanism of III-V NCs in
bulk substrates by liquid phase epitaxy (LPE) and will be described in the following for
Si bulk material. After ion implantation, the group-III and -V ions show a Gaussian-
like depth profile (a) close to the interface between the SiO2 capping layer and the
Si substrate, as it has been simulated by SRIM (see figure 4.1.2(a)) and measured
by RBS (see figure 5.2.14(b)). Due to the high implantation fluence, the upper part
of the Si substrate gets amorphized up to a depth of about 150 nm but the deeper
regions remain crystalline resulting in a SiO2/a-Si/c-Si layer stack. The subsequent
FLA treatment at high energy densities heats up the surface of the sample and is
sufficient to melt the amorphous Si. The underlying crystalline Si bulk material is
unaffected and remains in the solid state, as its melting point is about 200 K higher
than that for a-Si [130, 143]. This melting point difference is even larger due to the
melting point depression by the implanted impurity atoms. In the liquid Si phase, the
diffusivity of group-III and -V atoms is increased by several orders of magnitude, e.g.
eight orders of magnitude for As (see table 2.2.1), compared to the diffusion in solid
Si close to the melting point (1400 ◦C). Therefore, the mean diffusion length of the
implanted ions is much larger than the vertical dimension of the liquid region even for
the small time-scale of the FLA pulse. This leads to a homogeneous distribution of the
implanted species over the whole molten region within the period of the FLA pulse
(b). Immediately after the FLA pulse, the sample starts to cool down. The liquid
Si phase recrystallizes because its temperature is lower than the melting point of c-Si
and an under-cooled melt is present (c). Herevy, the crystalline Si substrate is acting
as a seed layer for epitaxial regrowth. At the liquid/solid interface, an enrichment of
group-III and -V atoms in the melt takes place due to segregation since the segregation
coefficients of the group-III and -V elements are generally below one. With progress
of the crystallization front, a high concentration region of III/V material is pushed
ahead and due to their high diffusivity, the concentration of III/V atoms in the whole
liquid phase increases constantly with time.
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Figure 6.1.1: LPE formation mechanism of III-V NCs in bulk substrates.
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During further cooling, the crystallization front moves towards the surface and the
III/V concentration in the melt rises steadily (d). There will be regions where the
crystallization is faster than in other regions which leads to an uneven crystallization
front with wells. This can be caused by defects, local temperature fluctuations or local
differences in the crystallization temperature of the melt due to III/V concentration
fluctuations. When the crystallization front reaches the interface to the capping layer,
the vertical crystallization is stopped and the phase transformation continues laterally
(e). Hereby, the melt gets separated into droplets of different sizes where the III/V
material is accumulated. Finally, the liquid phase mainly consists of III/V material
and when the temperature decreases below the melting point of the particular III-V
compound semiconductor, the III/V melt starts to recrystallize as well (f). During
this III-V recrystallization, the recrystallized Si substrate acts as a template for the
epitaxial formation of III-V NCs. Their shape and size is governed by the droplets
resulting in mainly hemispherical precipitates of various sizes which are located directly
at the interface to the capping layer, as it can be seen in figures 5.1.5 and 5.1.7.
Furthermore, the size of the final NCs, or more precisely, the mean value of the size
distribution is also strongly dependent on the implantation fluence of the particular
ions. A higher implantation fluence leads to a larger amount of the consumable III/V
material which, in turn, results in larger III-V NCs.
6.2 Influence of the substrate type
Thin layer system
For a thin layer system, the LPE mechanism is similar to the formation process in bulk
materials except that there is no initial crystalline template for the recrystallization of
the thin layer after melting. As depicted in figure 6.2.1(a), the implanted group-III and
-V ions have a Gaussian-like depth profile centred in the thin Si layer surrounded by
two SiO2 layers. When the FLA pulse is applied, the implanted thin Si layer melts and
the III/V ions get homogeneously distributed due to their high diffusivity (b). Since
the whole Si layer is molten, no crystalline Si remains and there is no template for
epitaxial regrowth. However, the temperature of the alloyed, liquid Si phase is below
the melting point of crystalline Si which leads to the spontaneous formation of Si seeds
preferably at the interfaces (c). These Si seeds grow radially with further cooling and
form larger grains. Considering the segregation of the III/V ions, the Si grains push a
III/V enriched region ahead, leading to an increase of the overall concentration of the
implanted species in the melt (d).
With time, the Si grains expand until they come into contact with other Si grains or
the surrounding SiO2 layers. When this happens, the crystallization is stopped in this
particular direction but continues along the respective interface region until another
barrier appears (e). The SiO2 layers limit the maximum height of the Si grains to
the layer thickness of the Si layer but their lateral size varies over a wide range. In
between the Si grains, the III/V material is accumulated and when the temperature
is low enough, III-V NCs start to crystallize (f). In contrast to bulk material systems,
the crystalline Si grains acts as epitaxial template for the III-V NC growth. However,
due to the spontaneous formation of the Si seeds after the FLA pulse, the Si grains
have different orientations. Obviously, a III-V NCs starts to crystallize epitaxially on
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Figure 6.2.2: LPE formation mechanism of III-V NCs in thin film substrates implanted
through a mask.
Local implantation into thin layers
When the thin SOI layer system is implanted through a mask, only the implanted areas
are amorphised while the unimplanted regions remain crystalline. The LPE formation
mechanism is similiar to the mechanisms in bulk material and planarly implanted thin
layers. After masked implantation, the III/V ions obtain the typical Gaussian-like
depth profile, but only in the uncovered areas, as depicted in figure 6.2.2(a). The FLA
treatment, which is applied after mask removal, leads to the melting of the implanted
regions but does not affect the crystalline part of the thin Si layer as T a-Simelt < TFLA <
T c-Simelt. Due to their high diffusivities, the group-III and -V specimen are homogeneously
distributed in the locally confined volume of the implantation window (b). In contrast
to the planarly implanted thin layer system, the unaffected crystalline Si regions act
as template for the epitaxial Si recrystallization of the alloyed Si melt. Therefore,
the recrystallization starts at liquid/solid interface at the sidewalls of the implanted
areas immediately after the FLA pulse (c). During cooling, the crystallization fronts
move towards the centre of the implanted area and similar to the other systems, the
concentration of the III/V elements within the liquid phase increases due to segregation
(d). Finally, the III-V material crystallizes epitaxially on the recrystallized Si and a
III-V NC is formed within the implantation window (e).
Considering the ideal case, a single III-V NC should form per implantation window,
located directly in the centre of this window and with a height determined by the layer
thickness of the Si device layer. In general, the ideal case is not met and there are more
than one NC and they have a random position within the implantation windows, see
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figure 5.3.3(a). The positioning of the III-V NCs depends mainly on the progress of the
Si crystallization fronts during cooling. If these fronts would move smoothly from the
edges towards the middle, all the III/V material would be accumulated in the centre
of the implantation window. However, the movement of the crystallization fronts can
be distorted by various factors. For example, a minimal time delay of the beginning
of recrystallization at the different edges would lead to a shift of the NC towards
one edge. Additionally, the progress of the recrystallization fronts can be affected
by defects, local fluctuations in temperature or III/V concentration, similar to bulk
materials. Furthermore, the spontaneous formation of Si seeds in the molten phase
and their growth during cooling, as described for the thin layer systems, influences
the final position of the III-V NCs as well. The number of III-V precipitates depends
strongly on the amount of available group-III and -V material for NC formation which
is defined by the size of the implantation windows. If the implantation window is too
small, there is not enough III/V material to form a NC extending over the whole layer
thickness. On the opposite side, if the windows are too large, the effects influencing
the crystallization front progress have a larger impact, especially the Si seed formation.
The Si seed formation and the grain growth leads to the formation of separated regions
of III/V enriched Si melt, which finally results in the crystallization of multiple III-V
NCs within one implantation window.
6.3 Influence of the diffusivity
Diffusion plays a crucial role in the presented LPE formation mechanism. It is the
main physical process responsible for the homogeneous distribution of the implanted
ions in the molten phase after FLA treatment. Due to the high diffusivities of the
group-III and -V elements in liquid Si, their diffusion length LD, defined by equation
(2.7), is much larger than the extension of the molten region. These large diffusion
lengths, i.e. LD of As in liquid Si for the 20 ms period of the FLA treatment is 25.7 µm,
ensure a homogeneous distribution of the implanted ions.
Moreover, the size of the III-V NCs fabricated during this work demands large diffusion
lengths, since the number of atoms necessary to form these large NCs cannot be
accumulated by diffusion in the solid phase on the time-scale of the FLA treatment.
Assuming a NC with hemispherical shape, as observed in bulk materials, the volume




· (3 · R2cap + s2) (spherical cap), (6.1)
where s is the NC height and Rcap is the radius of the base of the NC approximated by
a spherical cap. When the volume is known, the number of atoms within the NC can
be determined by considering the atomic density of the particular III-V compound.
By comparing the number of atoms within the NC with the III/V concentration in
the alloyed Si solution, the volume of the virtual region, where the III/V atoms have
to be consumed from for the formation of the NC, can be estimated. The extension of
this accumulation region is a measure for the maximum distance the respective III/V
atoms have to diffuse in order to form the NC. By comparing this distance with the
diffusion lengths in solid and liquid Si, a solid phase formation process can be excluded.
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For an exemplary calculation, see Appendix A.1. Furthermore, the diffusion lengths of
the implanted group-III and -V ions in the solid phase are smaller than the dimensions
of the formed NCs, which supports the liquid phase process even more. The difference
in the diffusivities of the particular group-III and -V elements in liquid Si is relatively
small and, therefore, does not play a major role since the diffusion lengths are much
larger than the extension of the accumulation volume.
Additionally, the diffusion in the solid phase prior to FLA does also influence the for-
mation process. Directly after ion implantation, the implanted ions diffuse within the
bulk material. However, this diffusion is generally very slow as the temperature is low
and the diffusion coefficients are also small. Nevertheless, there are two exceptions,
namely N and P, which feature relatively high diffusion coefficient in solid Si. There-
fore, a considerable diffusion is expected already before the samples are exposed to
the FLA treatment and for N an additional strong outgassing is expected. This effect
influences the amount of these two species consumable for III-V NC formation in the
end which leads to small NCs for P-implanted samples while for N-implanted samples
NC formation has not been observed.
6.4 Influence of the segregation coefficients
Another factor influencing the III-V NC formation mechanism is segregation since it
is responsible for the accumulation of the III/V elements in the liquid phase. This
accumulation is due to the segregation coefficients of the group-III and -V elements
being below one, see table 3.1.1. For example, kAs is 0.35, which means that most
of the As impurities will remain in the liquid phase when the Si recrystallizes. The
concentration of the III/V material in the Si melt will steadily increase. In the end,
the liquid phase actually becomes a III-V melt containing Si impurities which will then
form a III-V NC doped with Si. The amount of group-III and -V elements accumulated
in the liquid phase defines the amount of III/V material that can be consumed for III-
V NC formation. A segregation coefficient which is closer to zero leads to a stronger
accumulation of the particular group-III or -V element in the liquid phase, which in
turn results in a higher number and/or a larger average size of the final NCs.
Comparing the segregation coefficients of elements of group III and V, the group-III
elements feature segregation coefficient which are closer to zero. This leads to an
imbalance in the III/V concentration in the liquid phase which is strongly on the
side of the group-III elements. As a consequence, the Si melt comprises an excess
of group-III material. However, since the binary III-V compounds have a 1:1 III/V
ratio, the excess will not be consumed in the NC formation process. In the case of
In-containing samples, like InAs, the excess In forms metallic In clusters, as proven by
the appearance of the In (101) and (110) Bragg peaks in XRD measurements of figure
5.2.5. For Ga-containing samples, Ga precipitates have not been detected, although its
segregation coefficient is also smaller than that for the respective group-V elements.
For the ternary III-V compounds, the difference in the segregation coefficients of the
two group-III components may affect the final constitution of III-V NC as well. How-
ever, the concentration of the group-V element is the limiting factor, since it will
always be smaller than the concentration of the group-III elements. In the case of
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InxGa1-xAs, the ratio of the segregation coefficients would favour an In-rich nature of
the NCs, theoretically, as the segregation coefficient of In is about 20 times smaller
than that of Ga but the experiments show Ga-rich InxGa1-xAs precipitates. Therefore,
another physical effect must be responsible for the final constitution.
6.5 Influence of the III-V melting point
The melting point of the III-V compound semiconductor mainly determines the point
in time when the III-V NCs start to recrystallize during cooling after FLA. As the
melting points of the III-V compounds are in general at lower temperatures than that
of Si, see table 3.1.1, the recrystallization of Si starts earlier. There are two exceptions,
the first is GaN which has a melting point which is much higher than that of Si and
the second is GaP whose melting point is higher but close to that of Si. For GaN, no
NCs have been observed which is mainly accounted to the diffusion of N in the solid
phase after ion implantation that there is not enough N present to be consumed for
NC formation. However, the high melting point makes it also improbable that NCs
would form even when there would be enough N. For GaP, the difference between the
melting points of GaP and Si is small and both substances are in an undercooled melt,
which probably leads to a simultaneous seed formation of Si and GaP. Therefore, the
GaP NCs have only small sizes as the melt is not enriched as much as for the III-V
compounds with lower melting points.
For the other materials, the difference between the melting points of the III-V com-
pound and Si is determining the delay between the start of the Si recrystallization and
the formation of the III-V NCs. When this difference is larger, the III/V material will
stay longer in the liquid phase and the recrystallized Si areas grow larger. This leads
to the formation of a low number of bigger III-V precipitates for high melting point
differences, while for low melting point differences, a high number of smaller precipi-
tates is formed. When comparing InAs and GaAs, the melting points are 948 ◦C and
1241 ◦C, respectively. Therefore, the GaAs NCs start to crystallize earlier than the
InAs NCs, which leads to a smaller mean size of the NCs but a higher number of these
precipitates, as it is depicted in the SEM micrographs of figure 5.1.4 as well as in the
particular particle size distributions of these two samples. The discrepancy between
the melting points of these two III-V compounds is also the reason for the formation of
mainly Ga-rich InxGa1-xAs NCs for the ternary case. As a Ga-rich InxGa1-xAs phase
has a slightly higher melting point than an In-rich phase, it starts to form earlier
and then grows by incorporating surrounding III/V material by retaining its chemical
composition. Therefore, more Ga is present within the InxGa1-xAs NCs and the excess
In forms metallic precipitates.
6.6 Influence of the substrate material
For different substrate materials, the previously mentioned parameters are also af-
fecting the NC formation process in a similar way. However, the properties of the
substrate material can also have another impact on the III-V NCs. By comparing Si
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and Ge, two important properties are the different melting points and lattice param-
eters. The first has a similar influence than the melting point of the particular III-V
compound. As the melting point of Ge is lower than that of Si, lower energy densities
are necessary and the temperature of the liquid phase is lower. Therefore, the melting
point of the GaAs is not surpassed and no GaAs NC formation could be observed.
Additionally, the observation of two kinds of InAs precipitates in Ge leads to the as-
sumption that the InAs crystallization starts already before the Ge recrystallization
is completed which is due to the low melting point difference.
The lattice parameter of the substrate material and the consequential lattice mismatch
with the III-V compounds mainly influences the epitaxial growth of the III-V NC, its
crystalline orientation and the interface quality. For example, the lattice mismatch
of InAs to Si and Ge is 11.6 % and 7.1 %, respectively. In the case of Ge, this lattice
mismatch is below the limit of pseudomorphic growth [261, 262], which means that the
InAs NC epitaxially grows with the same crystalline orientation as the Ge substrate
material. In Si, this limit is exceeded and the InAs NC epitaxially grows with a
different crystalline orientation than the Si substrate in order to reduce strain.

7 A future perspective - A III-V
nanocluster within a Si nanowire
7.1 Preliminary results - Nanowire fabrication
7.1.1 ZEP-based process
In order to integrate III-V NCs into Si NWs, a top-down NW preparation process has
been developed and is schematically depicted in figure 7.1.1. Initially, a SOI substrate
is spin-coated with a negative resist (ZEP-520) and exposed to EBL. After development
of the exposed resist, a Ni layer is deposited by electron beam evaporation. In the
following lift-off step, the Ni NW hard mask is prepared which is then used for the
RIE of the Si device layer. Finally, the Ni hard mask is chemically removed to uncover
the Si NWs.
Figure 7.1.2 shows the Ni hard mask for Si NW preparation after lift-off of the de-
posited Ni layer with low (a, 307x), medium (b, 13640x) and high magnification (c,
115760x). For the two lower magnifications, the Ni NWs appear as sharp and straight
lines, however, for the highest magnification, the grain structure of Ni is visible and
the NWs show a certain edge roughness. The Ni NWs have a width between 55 and
60 nm which is in good agreement with the intended width of 60 nm.
SOI sample ZEP spin-coating EBL writing development
Ni deposition lift-off RIE of Si Ni removal
Figure 7.1.1: Preparation process flow schematic for Si NWs by using a Ni hard mask.
104 7 A future perspective - A III-V nanocluster within a Si nanowire

























Figure 7.1.3: Cross-sectional TEM micrographs of Si NW samples prepared by using a
Ni hard mask after first RIE test. (a, b) Before Ni removal. (c, d) After
Ni removal.
This Ni hard mask has been used for a RIE recipe test cycle. During the first RIE
recipe test, the samples has been etched for 30 s with a RF power of 50 W and an
ICP power of 150 W. In the cross-sectional TEM micrographs of figure 7.1.3, the NW
samples after the first RIE recipe test before (a, b) and after Ni removal (c, d) are
depicted. Before Ni removal (a), three NWs can be seen on top of the SiO2 layer
and the magnification of the central NW (b) shows a trapezoidal NW cross-section
and some small decorations of the SiO2 surface close to the NW. After Ni removal,
only the SiO2 layer on top of the bulk Si substrate are observed. In the magnified
cross-sectional TEM micrograph (d), the SiO2 surface has only small imprints where
the Si NW should have been. Obviously, there are no Si NWs after Ni removal. To
identify the process step where the Si NWs are removed, an EDXS analysis of a NW
structure before Ni removal has been conducted.
The results of this analysis are given in figure 7.1.4 showing the HAADF-STEM (a)
micrograph and the corresponding EDXS element maps for Si (b), Ni (c) and Ag (d)
of one of the NW structures which can be seen in figure 7.1.3(a). According to the
HAADF-STEM micrograph, the NW cross-section gives a higher mass contrast than
the underlying SiO2 and the Si substrate. Besides the NW, there are also contami-
nations on both sides. The EDXS element maps identify the NW to be mainly made
of Ni (b) whereas the spherical contaminations contain mainly Ag (d). These results












Figure 7.1.4: Cross-sectional HAADF-STEM image (a) and EDXS element maps (b-e)
of a Si NW sample after first RIE test and before Ni removal.
show that the etch rate during RIE was too high and the Ni hard mask must have
been under-etched.
With a RIE recipe optimization series, the etch rate has been decreased from about
35 nm/s achieved with the parameters from the first RIE test to about 3 nm/s by
reducing the ICP power to 0 W. Figure 7.1.5 displays the SEM micrograph of the
Si NW samples RIE etched with the optimized etch recipe before (a, b) and after
Ni removal (c, d). The top-view SEM micrographs display straight NWs with a lot
of contaminations on both sides before (a) and after Ni removal (c). Nevertheless,
there are NWs after Ni removal. The tilted SEM micrographs (b, d) show steep
1 µm 1 µm





Figure 7.1.5: SEM micrographs of Si NWs, etched with optimised RIE recipe, before
(a, b) and after (c, d) removal of Ni hard mask. (a, c) Top-view SEM
micrographs with low magnification. (b, d) 30◦ tilted SEM micrographs
with high magnification.
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sidewalls which is accounted to a good anisotropy of the etching. With the optimized
RIE etching recipe it is possible to fabricate Si NWs by transferring the EBL written
structure of the Ni hard mask into a Si layer. However, the bad shape of the Ni hard
mask resulting from the lift-off process is also transferred into the Si NWs which makes
them unsuitable for further processing.
7.1.2 HSQ-based process
To avoid the lift-off process, a different Si NW preparation process has been introduced.
By using a positive EBL resist (HSQ), as depicted schematically in figure 7.1.6, the
additional Ni deposition as well as the lift-off step can be excluded. The HSQ resist
is deposited on top of the clean SOI substrate by spin-coating. Afterwards the NW
structures are directly written into the HSQ layer, transforming the HSQ into SiO2.
In the following step, the resist is developed by a NaOH/NaCl solution and only the
EBL written NWs remain. In the subsequent RIE of Si, the NW pattern is transferred
into the underlying Si layer. Finally, the residual SiO2 (HSQ) can be removed by wet
chemistry, which has to be done carefully in order to avoid the etching of the buried
SiO2 layer and accidentally remove the Si NWs.
Figure 7.1.7 displays the first results obtained with the HSQ-based Si NW preparation
process after RIE. The top-view SEM image in figure 7.1.7(a) shows four bright lines
with a length of 20 µm and a spacing of 10 µm in between representing the fabricated
NWs. The magnification of one of these NWs is given in (b). The sidewalls of the
NW are rough but look better than for the ZEP-based process. The width of the
NW is around 84 nm which is considerably thicker than the intended width of 60 nm.
Additionally, there are small bright spots around the NW which can be accounted to
residuals from the etching procedure. In the cross-section SEM micrograph in figure
7.1.7(c), accessed by a focussed ion beam cut, the Si NW can be clearly distinguished
from its SiO2 (HSQ) mask, lying on top of the buried oxide layer from the original SOI
substrate. The NW has a trapezoidal shape. The baseline width is around 130 nm
which more the double the intended width. The baseline angle of the trapezoidal
cross-section is 75◦. In order to improve the sidewall steepness aiming a baseline angle
90◦, the RIE recipe has to be adjusted. Comparing both NW fabrication processes,
the Si NWs produced with the HSQ-based recipe yield better results.
SOI sample HSQ spin-coating EBL writing
development RIE of Si resist removal
Figure 7.1.6: Preparation process flow schematic for Si NWs by using a HSQ resist.










Figure 7.1.7: Top-view SEM images of Si NWs processed with the HSQ resist with (a)
low and (b) high magnification and (c) a cross-section SEM image of a
single NW.
7.2 Outlook - III-V integration into Si nanowires
For the integration of III-V NCs into Si NWs, the NW fabrication process using the
HSQ resist has to be combined with the mask-assisted, sequential implantation of
group-III and -V ions, presented in section 5.3. With the aim to produce a working
device, additional contact deposition at the ends of the NW as well as the deposition
of a gate dielectric have to be performed. In figure 7.2.1, the full preparation process
for a III-V-in-Si-NW transistor is depicted schematically.
As starting point, again a SOI substrate is used (a). An EBL step is performed
to prepare alignment markers for the subsequent processing steps in order to ensure
proper positioning of the NWs, implantation windows and contacts. After that, the
HSQ resist based EBL process is employed to fabricate a etching mask for the Si NWs
(b). Larger pads are attached at both ends of the NW structure with the purpose to
get better contact formation and to achieve higher mechanical stability of the NWs.
In a RIE process, the HSQ mask is transferred to the underlying thin Si layer and
the Si NW is fabricated (c). Afterwards, the implantation mask is prepared similar to
the process described in section 5.3 using the optimal window size deduced from the
statistical analysis of the experiments (d). Hereby, an implantation window is placed
over the centre of a Si NW to get a III-V NC in the middle of this particular NW. The
next step is the sequential ion implantation of the group-III and -V ions. The removal
of the implantation mask reveals then a Si NW with a Gaussian-like depth distribution
of the III/V ions within the implanted area (e). Subsequent FLA treatment induces
the LPE formation process, discussed in chapter 6, leading to the formation of a III-V
NC located in the centre of the Si NW (f). Around the III-V NC, the gate dielectric is
deposited (g). The last step is the deposition of the metal contacts to form the source
(S), drain (D) and gate (G) contacts (h).

8 Summary and conclusions
Within the scope of this work, the integration of III-V compound semiconductors
into Si and Ge substrates by the combination of ion implantation and FLA has been
studied. Therefore, different substrate material systems including bulk Si, thin a-Si
layers grown by PECVD on a SiO2/Si system, SOI wafers and bulk Ge substrates have
been sequentially implanted with different combinations of group-III and -V elements.
The subsequent thermal treatment with FLA in the millisecond-range has led to the
formation of NCs of several III-V compounds, namely GaP, GaAs, GaSb, InP, InAs
and InSb. The fabricated III-V NCs have been experimentally investigated to charac-
terise their structural quality and optical properties. The obtained results have been
employed to derive a detailed qualitative model of the formation mechanism.
During the preparation of the implantation procedure, the depth profiles of the various
group-III and -V ions have been simulated with the SRIM code in order to achieve
matching profiles for the particular III/V combination. Furthermore, the implanta-
tion energies have been chosen to ensure a suitable projected range of implanted ions
located 30 nm below the surface for bulk materials or centred within the thin Si layer
for the PECVD and SOI substrates. The optimal implantation energies are given
in tables A.3.1 and A.3.2 in Appendix A.3. The ion fluences, namely 2 × 1016 and
3 × 1016 ions/cm2 per ion species, induce a lot of damage to the crystalline lattice of
the substrate material and lead to an amorphisation of the implanted region and a
swelling of the thin Si layers.
Additionally, the temperature profile within a bulk Si wafer during 20 ms FLA treat-
ment has been simulated using the wave transfer method in combination with solving
the one-dimensional heat equation with FlexPDE. The simulation reveals a steep tem-
perature increase of the wafer surface during exposure to the Xe flash lamps and a fast
cooling after 25 ms. The backside of the wafer is also heated very fast but the heating
is delayed with respect to the front side and the temperature during heating is not
as high. After approximately 40 ms, the temperatures of the front and backside have
equalized and the whole wafer cools down at a slow rate. At FLA energy densities
above 72.2 J/cm2, the wafer surface temperature will be higher than the melting point
of a-Si but still lower than that of c-Si. Therefore, FLA at such energy densities is
sufficient to melt the amorphized part but does not affect the crystalline substrate
beneath.
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The first substrate material investigated during this work has been bulk Si capped by
a thin SiO2 layer in order to prevent sputtering effects during ion implantation. With
sequential ion implantation and FLA, InAs and GaAs NCs have been formed success-
fully. After implantation, the Raman spectra only display a broad peak accounted to
amorphous Si. After FLA, however, the characteristic phonon mode peaks of InAs and
GaAs are visible in Raman spectroscopy which verifies that there is a crystalline order
within the NCs. The strong Raman signal originating from crystalline Si (TO+LO
phonon mode) proves recrystallization of the amorphized top Si region by FLA. Struc-
tural investigations by SEM and TEM reveal regularly shaped circles or rectangles
in top-view SEM, with hemispherical cross-sections located at SiO2/Si interface. The
NCs obtain a rather broad size distribution ranging from specimen with few tens of
nm to a maximum diameter of about 400 nm whereas the InAs NCs have a larger
mean size than the GaAs ones for the same annealing conditions. HRTEM micro-
graphs of specific NCs show highly ordered crystals with a few number of defects, e.g.
stacking faults, and with atomically sharp interfaces to the surrounding Si substrate
material. The HRTEM images indicate epitaxial growth of the III-V compounds on
the recrystallized Si substrate.
The underlying formation mechanism has been identified as LPE and is described in
detail in chapter 6. After ion implantation, the top region of the Si substrate material is
amorphous and it has a lowered melting point with respect to the crystalline Si material
below. The subsequent FLA at an appropriate energy density melts the amorphous
part but does not affect the crystalline bulk. Within the liquid phase, the implanted
ions are distributed homogeneously due to their high diffusivities. A liquid solution of
III/V atoms in the molten Si is formed. As the temperature during FLA stays below
the melting point of c-Si, the liquid phase is in an under-cooled state which leads
to a non-equilibrium crystallization process. After the FLA pulse, the liquid phase
starts to recrystallize epitaxially on the underlying crystalline Si bulk material. The
crystallization front moves from the bottom towards the Si/SiO2 interface and pushes
a region with increased III/V concentration ahead since there is segregation of these
elements in Si. The crystallization front is stopped at the interface to the capping
layer and the heavily enriched III/V melt accumulates in droplets. Finally, when the
temperature drops below the melting point of the III-V compound, the NCs crystallize
using the surrounding c-Si as epitaxial template. One important factor influencing this
formation process is the melting point of the involved substances. Comparing InAs
and GaAs with respect to Si, the melting point difference for the InAs/Si case is larger
than in the GaAs/Si case leading to a different mean size of the NCs, for example.
The GaAs starts to crystallize at a higher temperature and, hence, earlier than the
InAs. This results in more seeds nucleating from the liquid, which, however, grow not
as big as the InAs NCs as there is less III/V material available to be consumed for NC
growth for each particular seed.
In bulk Ge, the fabrication of InAs NC has also been successfully accomplished using
ion implantation and FLA. Similar to the Si substrate, Raman measurements show
the characteristic phonon modes of InAs as well as a strong signal due to the Ge
substrate proving InAs NC formation and recrystallization of the amorphous Ge after
FLA. Unfortunately, the phonon modes of GaAs have not been detected and the
formation of GaAs NCs in Ge could not be confirmed undoubtedly. The melting point
of GaAs is higher than that of Ge, therefore, there is no GaAs NC formation. In
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contrast to the Si substrate, the InAs NCs display an arbitrary shape in the top-view
SEM micrographs. In the TEM analysis, two kinds of precipitates are discovered: (1)
elongated precipitates attached to the SiO2/Ge interface and (2) circular dots located
at a depth of about 100 nm. The precipitates of group (1) have a maximum height
of about 50 nm but extend several hundreds of nm laterally. The HRTEM images of
these NCs show crystalline order but a lot of defects and a rough interface with the
Ge substrate. The circular NCs of group (2), however, are smaller with a maximum
extension of about 50 nm and show almost perfect crystalline quality. The InAs/Ge
interface of these circular dots shows Moiré fringes in the HRTEM image indicating
epitaxial growth of the InAs NC. The integration of III-V compound semiconductor
NCs in Ge by ion implantation and FLA has been achieved for the first time and the
results have been published in Ref. [396].
Comparing the bulk Si and Ge substrates, the fabricated InAs NCs appear slightly
different in both materials. While in Si, there is only one species of InAs NCs at the
Si/SiO2 interface, there are two in the Ge substrate. The buried InAs NCs in Ge are
similar to the precipitates in Si regarding their structural properties and quality, how-
ever, the InAs NCs at the Ge/SiO2 interface possess a different shape and the quality
is worse. The different NC depths in Si and Ge are accounted to the melting point dif-
ference between InAs and the particular substrate material. This difference is smaller
in the InAs/Ge system than in the InAs/Si system which leads to an earlier starting
point of NC formation in Ge with respect to the recrystallization of the substrate
material. In Ge, the recrystallization of the substrate material is not as advanced as
in Si when the InAs NCs start to evolve. Therefore, InAs NCs are incorporated into
the bulk and reside not only at the surface.
After the investigation of bulk substrates, thin Si layer systems have been studied.
Hereby, two systems with similar structure have been evaluated, namely SOI and
PECVD-grown substrates. The main differences between both systems are the initial
state of the intermediate Si layer which is single-crystalline for SOI and amorphous
in the PECVD samples as well as the high H-content of the PECVD-grown system.
In SOI, the formation of InAs and GaAs NCs was successfully achieved using the
presented integration method. Again, Raman spectroscopy has displayed the charac-
teristic phonon modes of the particular III-V compounds proving NC formation as well
as the typical Si phonon modes confirming recrystallization of the thin Si device layer.
Top-view SEM images have revealed arbitrarily shaped precipitates. However, the
cross-section TEM micrographs show mainly block-like NCs limited in height by the
surrounding SiO2 layers. In the HRTEM analysis, the NCs appear single-crystalline
and have sharp interfaces to Si for both III-V compounds but feature a moderate
amount of stacking faults. Additional small, circular and crystalline III-V precipitates
have been observed in both adjacent SiO2 layers. The XRD analysis of these samples
shows the Bragg peaks of the (111), (220) and (311) lattice planes of the particular
III-V compound and Si verifying the presence of III-V NCs in recrystallized Si. Be-
sides the reflexes from InAs and Si, additional features appear in the XRD 2θ scans of
the In+ implanted samples which are attributed to metallic indium. The presence of
these In clusters can be accounted to the large difference in the segregation coefficients
of In and As in Si. During solidification of Si, more In remains in the liquid phase
than As leading to different concentrations of both elements in the melt. During III-V
formation the excess of In is not consumed and forms In precipitates in the end.
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For the PECVD-grown layer system, GaP, GaAs, GaSb and InP NCs have been suc-
cessfully integrated into the thin Si layer. Unfortunately, the formation of GaN NCs
has not been achieved. For the other III-V compounds, the Raman spectra of the
FLA treated samples display the characteristic phonon modes proving NC formation.
The RBS analysis of these samples reveals a change from a Gaussian-like depth profile
for the as implanted state to a box-like depth profile for FLA treated state indicat-
ing a strong diffusion of the implanted ions due to melting by FLA. SEM and TEM
images show arbitrarily shaped precipitates with different size and crystalline quality.
For both thin film systems, the formation mechanism is similar to the mechanism in
bulk substrate, except that there is no template for epitaxial growth. However, as the
melting point of c-Si is higher than for the most of the III-V compounds, nucleation of
Si starts at first. These Si seeds grow into larger grains which finally act as templates
for epitaxial growth of the III-V compounds. Comparing the SOI and the PECVD
system, the III-V NCs in the SOI sample have better structural properties. The results
of III-V integration in thin PECVD-grown layers including a detailed description of
the NC formation via LPE has been published in Ref. [395].
Additionally to binary III-V compounds, the integration of ternary InxGa1-xAs NCs
into SOI substrates has been performed successfully. For this experiment, the three
ion species have been implanted sequentially and with varying fluence ratio between
In and Ga to achieve different InxGa1-xAs compositions. The Raman spectra display a
shift of the characteristic phonon modes from the InAs positions to the GaAs position
with decreasing In implantation fluence and a partly two-mode phonon behaviour is
observed for the mixed crystals. The XRD 2θ scans show a shift of the III-V related
Bragg peaks from the InAs position towards the GaAs positions with decreasing In
content. Both methods prove the formation of InxGa1-xAs with varying composition.
Using the respective peak positions from both measurements, the average composition
of the III-V NCs is deduced and a deviation from the nominal composition (implanted
In/Ga ratio) is observed. The fabricated InxGa1-xAs NCs are mainly Ga-rich. Further-
more, a splitting of the Bragg peaks has been detected during XRD analysis, resulting
in two different compositions of InxGa1-xAs for these samples. The Williamson-Hall
analysis of the XRD scans shows that the III-V NCs are almost unstrained and have
a mean crystallite size of around 30 nm. Similar to the binary III-V compounds, SEM
micrographs display arbitrarily shaped precipitates and TEM micrographs show NCs
with block-like cross-sections limited in height by the Si layer thickness. A particle size
analysis of the SEM images reveals a slight trend to smaller NC size with decreasing
In content. The investigation of the crystalline quality by HRTEM obtains mainly
single-crystalline InxGa1-xAs precipitates growing epitaxially on the surrounding Si
grains. The Ga-rich nature of the InxGa1-xAs NCs is accounted to the difference in
the melting points of GaAs and InAs, leading to an earlier nucleation of crystals with
higher Ga content.
For all substrate types, a correlation between NC size and annealing temperature
(FLA energy density) can be drawn. Below a certain threshold, there is only Si
recrystallization and no III-V NC formation. Above this threshold, NCs start to
evolve and they become bigger for higher FLA energy densities until the temperature
gets too high during FLA and the system decomposes. The threshold energy density
for the bulk Si samples lies between 46.4 and 54.5 J/cm2 and marks the transition
from a solid phase to a liquid phase crystallization mechanism. In the solid phase,
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the diffusion coefficients of the implanted elements are too low to achieve a III/V
concentration sufficient for crystal growth and, therefore, III-V NCs are not formed
below the threshold energy density.
As the III-V NCs have random lateral distributions, an additional experiment using
an implantation mask has been conducted in order to control the position of the NCs.
Therefore, bulk Si and SOI substrates have been covered by either Al or Ni masks
structured via an EBL process. The Raman spectra of the implanted samples display
the characteristic signals for InAs, InP and InSb proving successful NC formation.
The microstructural investigation by SEM and TEM reveals that the III-V NCs have
formed within the implantation windows exclusively while the surrounding Si remains
unaffected. This proves the possibility to control NC by the introduction of an addi-
tional implantation mask. The evaluation of different window sizes gives a minimum
window size of 200 nm side length to achieve NC formation at all and an optimal
window size of approximately 300 nm side length for the formation of one NC per im-
plantation window. Looking at the masking materials, an incorporation of Ni into the
thin Si layer is detected resulting in the formation of nickel silicide precipitates. This is
due to the sputtering and redeposition of the mask material during ion implantation,
and is probably also present for the Al mask, although it was not observed.
The final experiments have been dedicated to the integration of a III-V NC into a Si
NW. For VLS-grown Si NWs randomly distributed over a Si wafer, this integration
approach has already been achieved by S Prucnal using a masked implantation [393].
Such III-V-in-Si-nanowires have recently been utilized as avalanche LEDs [394]. A
top-down approach, however, is more suitable for device fabrication as it gives more
control over the positioning of the Si NW. Therefore, experiments regarding the top-
down processing of Si NWs have been conducted. Two different EBL preparation
processes have been used including (1) a negative ZEP-520 resist in combination with
a lift-off to fabricate a Ni hard mask which can then be utilized for the transfer of
NWs into Si by RIE and (2) a positive HSQ resist which directly acts as a mask for
the pattern transfer via RIE. Both processes have been successfully applied for the Si
NW fabrication, however, the HSQ-based process is more suitable since the NWs have
better sidewall roughness, there is less contamination and the number of process steps
is smaller than using process (1). As a perspective, the Si NWs prepared with this
approach can be implanted using an implantation mask to integrate a single III-V NC
in the centre of the NW. A further high-k gate dielectric preparation and a dedicated
contact formation would allow the fabrication of transistor-like Si NW device.
Conclusively, with a successful fabrication of Si NWs, the integration of III-V NCs
in the middle of such NWs via ion beam synthesis in combination with a masking
procedure is a promising approach for the realisation of a III-V in Si avalanche diode
like it has been already presented in [394]. Due to the versatility of the ion beam
synthesis, different III-V compounds can be prepared and, therefore, a relatively broad
wavelength range can be accessed. In contrast to the VLS-grown NWs, top-down
fabrication gives better control over the position of the NWs, which leads to a better
control of the further processing steps towards the avalanche diode structure. On the
side of microelectronics, III-V compounds offer higher charge carrier mobilities than Si
which makes them applicable in fast switching devices. Integrated into Si NWs, they
present promising candidates for upcoming technology nodes when certain challenges




Virtual volume of the alloyed liquid Si region necessary for III-V
NC size
To determine the volume of the virtual regions, where III/V material is drawn from,
several assumptions have to be made:
(1) The III-V NC has a hemispherical shape and can therefore be modelled by a
spherical cap.
(2) The binary III-V compound has a III/V ratio of 1:1.
(3) The whole amount of the implanted III/V ions is located within the amorphized
top region of the substrate material.
(4) The implanted III/V ions are homogeneously distributed.
(5) The shape of the virtual volume is a cylinder with the height of the amorphous
top region of the substrate.
(6) There is no volume change due to temperature change or phase transitions nei-
ther in the III-V compound nor in the substrate material.
The exemplary calculation is performed for the InAs NC depicted in figure 5.1.7(a)
which has a lateral size of 346 nm and a height of 118 nm. The volume of this particular




· (3 · R2cap, NC + s2NC) =
π · 118 nm
6
· (3 · (173 nm)2 + (118 nm)2)
= 6.41 × 106 nm3 = 6.41 × 10−15 cm3.
(A.1)
InAs has an atomic density ρInAs of 3.59 × 1022 atoms/cm3. Therefore, the number of
atoms N InAs NC within the InAs NC is determined by
NInAs NC = ρInAs · VNC = 3.59 × 1022 atoms/cm3 · 6.41 × 10−15 cm3
= 2.30 × 108 atoms.
(A.2)
II A Appendix
Considering assumption (2), the number of As atoms in the InAs NC is NInAs NC/2 =
1.15 × 108 atoms. It is now known, how much As atoms have to be present after
implantation. The next step is to calculate the volume of implanted Si material which
comprises this number of As atoms. Therefore, the concentration of As atoms in
Si (cAs in Si) after the implantation with a fluence of 3 × 1016 atoms/cm2 has to be
determined. It is assumed that the implantation amorphizes the upper 200 nm of the
Si substrate material. Respecting assumption (3), cAs in Si is given by
cAs in Si =
3 × 1016 atoms/cm2
200 nm
= 1.5 × 1021 atoms/cm3. (A.3)
The necessary volume of the virtual region V virtual is then determined by
Vvirtual =
NInAs NC
2 · cAs in Si
=
2.66 × 108 atoms
2 · 1.5 × 1021 atoms/cm3 = 7.67 × 10
−14 cm3. (A.4)
With assumption (5), the maximum distance the atoms need to travel to form the





π · 200 nm =
√
8.87 × 10−14 cm3
π · 200 nm = 349 nm. (A.5)




DL · t =
√




DS · t =
√
3.5 × 10−12 cm2/s · 0.02 s = 2.6 nm. (A.7)
Comparing the diffusion lengths with Rvirtual, the diffusion length of As in solid Si is
much smaller than Rvirtual. Therefore, it is evident that the formation mechanism of
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Figure A.2.2: Dark-field STEM images of the InP (a), GaP (b) and GaSb (c) PECVD




Table A.3.1: Implantation energies for different group-III and -V ions calculated by
SRIM simulations for the two-layer systems with different layer thick-
nesses.



















SiO2/Ge 35/bulk As 130
Ga 130
In 180
Table A.3.2: Implantation energies for different group-III and -V ions calculated by
SRIM simulations for the multilayer system with different layer thick-
nesses.
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120. Volmer, M. & Weber, A. Keimbildung in übersättigten Gebilden. Zeitschrift für physi-
kalische Chemie 119, 277 (1926).
121. Farkas, L. Keimbildungsgeschwindigkeit in übersättigten Dämpfen. Zeitschrift für
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146. Geiler, H.-D., Glaser, E. R., Götz, G. & Wagner, M. Explosive Liquid-Phase Crystal-
lization of Ion-Implanted Silicon. Physica Status Solidi A 73, K161–K163 (1982).
147. Andrä, G., Geiler, H.-D., Götz, G., Heinig, K. H. & Woittennek, H. Explosive Liquid-
Phase Crystallization of Thin Si Films during Pulse Heating. Physica Status Solidi A
74, 511–515 (1982).
148. Ohdaira, K., Fujiwara, T., Endo, Y., Nishizaki, S. & Matsumura, H. Explosive crystal-
lization of amorphous silicon films by flash lamp annealing. Journal of Applied Physics
106, 044907 (2009).
149. Ohdaira, K., Ishii, S., Tomura, N. & Matsumura, H. Microstructure of Polycrystalline
Silicon Films Formed through Explosive Crystallization Induced by Flash Lamp An-
nealing. Japanese Journal of Applied Physics (2011).
150. Ohdaira, K., Sawada, K., Usami, N., Varlamov, S. & Matsumura, H. Large-Grain
Polycrystalline Silicon Films Formed through Flash-Lamp-Induced Explosive Crys-
tallization. Japanese Journal of Applied Physics 51, 10NB15 (2012).
151. Loisel, B., Guenais, B., A, P. & Henoc, P. Flash Lamp Crystallization of Amorphous
Silicon Films on Glass Substrates. Thin Solid Films 117, 117–123 (1984).
152. Smith, M., McMahon, R., Voelskow, M., Panknin, D. & Skorupa, W. Modelling of
flash-lamp-induced crystallization of amorphous silicon thin films on glass. Journal of
Crystal Growth 285, 249–260 (Nov. 2005).
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selbstständig und ohne unzulässige Hilfe Dritter verfasst habe. Es wurden keine ande-
ren als die in der Arbeit angegebenen Hilfsmittel und Quellen benutzt. Die wörtlichen
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