We consider generalized linear models where an unknown n-dimensional signal vector is observed through the successive application of a random matrix and a non-linear (possibly probabilistic) componentwise function. We consider the models in the high-dimensional limit, where the observation consists of m points, and m/n → α where α stays finite in the limit m, n → ∞. This situation is ubiquitous in applications ranging from supervised machine learning to signal processing. A substantial amount of work suggests that both the inference and learning tasks in these problems have sharp intrinsic limitations when the available data become too scarce or too noisy. Here, we provide rigorous asymptotic predictions for these thresholds through the proof of a simple expression for the mutual information between the observations and the signal. Thanks to this expression we also obtain as a consequence the optimal value of the generalization error in many statistical learning models of interest, such as the teacher-student binary perceptron, and introduce several new models with remarquable properties. We compute these thresholds (or "phase transitions") using ideas from statistical physics that are turned into rigorous methods thanks to a new powerful smart-path interpolation technique called the stochastic interpolation method, which has recently been introduced by two of the authors. Moreover we show that a polynomial-time algorithm refered to as generalized approximate message-passing reaches the optimal generalization performance for a large set of parameters in these problems. Our results clarify the difficulties and challenges one has to face when solving complex high-dimensional statistical problems.
As datasets grow larger and more complex, modern statistical analysis and signal processing now requires solving very high-dimensional estimation problems with a very large number of parameters. This problematic arises in problems as diverse as deep learning [1] and regression problems [2] or compressed sensing in signal processing [3] , [4] . Developing algorithms up to the task, and understanding their limitations, has become a major challenge in computer science, machine learning and statistics.
In many instances, it has been empirically observed that both the inference and learning tasks appear to have intrinsic limitations when the available data becomes too scarce or too noisy. In some cases these apparent thresholds are related to information theoretic phenomena: There is just not enough information in the dataset. This is the case, as famously discussed by Shannon in his seminal paper on communication theory [5] , for the task of reconstructing a noisy signal when the noise is beyond the so-called Shannon capacity of the communication channel. In many situations, including communications, there also seem to exist jumps in the computational hardness, beyond which the most sophisticated known algorithms take exponential time to solve the task: In this case the problem has become too complicated to solve explicitly. A substantial amount of work suggests that one can understand and locate these fundamental barriers in many statistical models by thinking of them as phase transitions in the sense of physics. In fact, over the last three decades or so, a large body of interdisciplinary works in the statistical physics community has been applied to such problems [6] [7] [8] [9] [10] [11] [12] [13] [14] considering random instances, generated by given statistical models, and then locating these phase transitions. Such models are in fact being widely used in fields as diverse as (without any pretention at exhaustivity) statistical learning [15] [16] [17] [18] [19] , compressed sensing and signal processing [14] , [20] [21] [22] [23] [24] [25] [26] [27] [28] , communication theory [29] [30] [31] [32] [33] , community detection in networks [34] [35] [36] [37] , combinatorial optimization problems [13] , [38] , [39] or to model the behavior of neurons or neural nets [7] , [8] , [40] , [41] .
Many of these works, especially in the context of compressed sensing and machine learning, relied however on non-rigorous methods, using instead powerful heuristics like the replica and cavity approaches [6] . In the present contribution we leverage on these pioneering works and provide instead rigorous asymptotic predictions for several of these computational and information theoretic thresholds in the case of generalized linear estimation models [42] . This includes many popular statistical models of interests in many scientific fields such as random linear estimation in statistics, the teacher-student single perceptron problem, probit classification or quantized compressed sensing. For all these important estimation and learning problems our results completely vindicate the physics results -closing in some cases conjectures opened since almost three decades [43] [44] [45] and considerably extend them in full generality. Additionally, we provide the value of the generalization error after an optimal learning, which gives a bound on how accurately any algorithm is able to predict outcome values for previously unseen data.
We also compare these optimal results with the algorithmic ones provided by message-passing algorihms [14] , [21] , [22] and observe that, while optimal performances are often thought to be intractable, they can actually be obtained using a polynomialtime scheme for a large set of parameters. There exists, however, an interesting region of parameters where all algorithms known to the authors fail to provide a satisfactory answer to the estimation and learning problems, while it is nevertheless information theoretically possible to do so. In this case there is a significant gap between what currently known polynomial algorithms can do and what should be expected from the information theoretic point of view.
Finally, our proof technique has an interest on its own. It exploits a powerful new technique called the stochastic interpolation method. It has been recently developed by two of the authors in [46] and is applicable to many other open problems in statistical estimation. Below we informally summarize our main contributions here:
• We consider generalized linear estimation models were, given an unknown signal vector X * , one is given the measurement vector Y = ϕ 1 √ n [ΦX * ] , with Φ a known random matrix with i.i.d N (0, 1) entries, and where ϕ acts componentwise. • Our first main result is the rigorous determination of the expression of the (conditional) entropy H(Y|Φ) of the observation variable, a quantity often called "the averaged free energy" in the statistical physics litterature, and this in the asymptotic limit where the number of variable is growing. As we shall see, many statistical quantities of interest, such as the mutual information between the observation and the unknown signal or the Bayes optimal generalization error, can be computed from this expression. We provide the proof of this expression -which is our main techniqueal contribution-in the last section. Only the simple linear case was known rigorously so far [47] [48] [49] . In fact, our results cover a large number of cases discussed in the litterature, often anticipated by statistical physics techniques, and allow to rigorously prove many predictions obtained by the heuristic replica method. The expression for the entropy was first famously conjectured in 1989 in [43] for the particular case of ϕ(x) = sgn(x), a work that is at the basis of many significant developments. The generic formula was also recently conjectured on the same heuristic basis [14] . Our proof yields a spectacular confirmation of the cavity and replica methods [6] , [13] . • We compute the Bayes-optimal generalization error in the context of a supervised learning task of the rule used by the model (the so-called teacher-student problem). This estimator is optimal in the sense that it minimizes the label (the value of the ouput of ϕ) mean-square-error among all possible student estimators. Again, this formula can be anticipated with the heuristic cavity and replica methods, and was proposed, for the restricted case ϕ(x) = sgn(x) (the so-called perceptron problem), in pionnering works in the statistical physics community [7] , [44] , [50] . • We also compute (under some techniqueal hypotheses) the minimum mean-square-error (MMSE) for the reconstruction of the unknown signal in the generalized linear estimation model. • While these results are information theoretic, we also consider the performance of a popular algorithm to solve random instances of generalized linear estimation problems, called generalized approximate message-passing (GAMP [14] , [21] , [22] ). This algorithm, who also originated from statistical physics [40] , [51] [52] [53] , is expected to be particularly powerful on these random instances, as proven for instance in compressed sensing [21] , [54] , [55] . Indeed we show that, for a large set of problems and a large region of parameters, GAMP yields optimal generalization error. It exists, however, a region where GAMP does not reach the optimal results. In this case, we conjecture that the algorithmic problem is computationally hard. • Finally, we study in depth the situation for many given choices of the function ϕ, and identify sharp phase transitions and novel phase transitions. By locating these transitions we clarify the difficulties and challenges in solving complex non-linear high-dimensional statistical problems in many concrete situations, and characterize these problems in terms of optimal information theoretical reconstruction.
II. SETTING AND MAIN RESULTS

A. Generalized linear estimation: Problem statement
We now a generic description of the observation model. Note that we describe here an estimation (or inference) problem. In the title of the paper, we refer to generalized linear models. This is because the setting that we describe now is very generic and will allow us to also consider supervised learning problems (see Sec. III). Precise hypotheses are given below in Sec. II-C.
Let n, m ∈ N * . Let P 0 be a probability distribution over R and let X * 1 , . . . , X * n iid ∼ P 0 be the components of a signal vector X * (this is also denoted X * iid ∼ P 0 ). We fix a function ϕ : R× R kA → R and consider (A µ ) m µ=1 iid ∼ P A , where P A is a probability distribution over R kA (k A ∈ N). We acquire m measurements through
where Z µ iid ∼ N (0, 1) is an additive Gaussian noise, ∆ > 0, and Φ is a m × n measurement matrix with i.i.d Φ µi ∼ N (0, 1) entries. The estimation problem is to recover X * from the knowledge of Y = (Y µ ) m µ=1 , ϕ, Φ, ∆, P 0 and P A (the realization of the random stream A itself, if present in the model, is unknown). We use the notation [ΦX * ] µ = n i=1 Φ µi X * i . When ϕ(x, A) = x we have a random linear estimation problem, whereas if, say, ϕ(x, A) = sgn(x) we have a noisy single layer perceptron. Sec. III discusses various examples related to non-linear estimation and supervised learning.
It also fruitful to think of the measurements as the outputs of a "channel",
where the transition density (with respect to Lebesgue's measure) is
Our hypotheses ensure that this is a well defined density. In fact (3) is sometimes called a "random function representation" of a transition kernel. Our analysis uses both representations (1) and (2) . Throughout this paper we often adopt the language of statistical mechanics. In particular the random variables Y (and also Φ, X * , A, Z) are called quenched variables because once the measurements are acquired they have a "fixed realization." An expectation taken with respect to all quenched r.v appearing in an expression will simply be denoted by E without subscript. Subscripts are only used when the expectation carries over a subset of r.v appearing in an expression or when some confusion could arise.
A fundamental role is played by the joint posterior distribution of (the signal) x and of (the random stream) a given the quenched measurements Y (recall that both X * and A are unknown). The prior over the signal is denoted dP 0 (x) = n i=1 dP 0 (x i ), and similarly dP A (a) = m µ=1 dP A (a µ ). According to the Bayes formula this joint posterior is given by
where the partition function (the normalization factor) is defined as
Marginalizing (4) w.r.t a leads the posterior of x, namely
where the Hamiltonian is defined as
From the point of view of statistical mechanics (6) is a Gibbs distribution and the integration over dP 0 (x) in the partition function is best thought as a "sum over annealed or fluctuating degrees of freedom" (note that in the representation (5), (a µ ) m µ=1 also play the role of annealed variables). Let us introduce a standard statistical mechanics notation for the expectation w.r.t the join posterior (4), the so called Gibbs bracket − defined as
for any function g such that this expectation exists. The main quantity of interest here is the associated free entropy (or minus the free energy)
It is perhaps useful to stress that Z(Y, Φ) is nothing else than the density of Y conditioned on Φ so we have the explicit representation (used later on)
where dY = m µ=1 dY µ . Thus f n is minus the conditional entropy −H(Y|Φ)/n of the measurements. One of the main contributions of this paper is the derivation, thanks to the stochastic interpolation method, of the thermodynamic limit lim n→∞ f n in the "high-dimensional" regime, namely when n, m → ∞ while m/n → α > 0 (α is sometimes refered to as the "measurement rate" in compressed sensing terminology).
B. Two scalar inference channels
An important role in our proof of the asymptotic expression of the free entropy is played by simple scalar inference channels. As we will see, the free entropy is expressed in terms of the free entropy of these channels. This "decoupling property" stands at the root of the mean-field approach in statistical physics, used through in replica method to perform a formal calculation of the free entropy of the model [6] , [13] . Let us now introduce these two scalar denoising models.
The first one is an additive Gaussian channel. Let r ≥ 0, which play the role of a signal-to-noise ratio (snr). Suppose that X 0 ∼ P 0 and that we observe
where Z 0 ∼ N (0, 1) independently of X 0 . Consider the inference problem consisting of retrieving X 0 from the observations Y 0 . The associated posterior distribution is
In this expression all the x-independent terms have been simplified between the numerator and the normalization. The free entropy associated with this channel is just the expectation of the logarithm of the normalization factor
The second scalar channel that appears naturally in the problem is linked to the kernel P out through the following inference model. Suppose that V, W * iid ∼ N (0, 1) where V is known while the inference problem is to recover the unknown W * from the following observation
where ρ > 0 and q ∈ [0, ρ]. The free entropy for this model, again related to the normalization factor of the posterior
We prove in Appendix B that this function is twice differentiable and convex with respect to (w.r.t) its first argument.
C. Replica-symmetric formula, mutual information and optimal output error
Let us now introduce our first main result, namely a complete proof of the single-letter replica-symmetric formula for the asymptotic free entropy of model (1), (2) . The proof is performed under the following rather general hypotheses. (h1) The prior distribution P 0 admits a finite second moment. (h2) For some γ > 0 the moment of order 2 + γ of |ϕ( 1 √ n [ΦX * ] 1 , A 1 )| is bounded uniformly in n. For concreteness the reader can keep in mind the class of polynomially bounded measurement models such that ϕ(z, a) ≤ c 1 + c 2 |z| p for some constants c 1 > 0, c 2 > 0, p ≥ 1. In Appendix C we verify that (h2) is satisfied for such measurements as long as P 0 has finite p(2 + γ)-th moments. Notice that no continuity or differentiability assumption on ϕ is required.
Let us define the replica-symmetric potential (or just potential). Call ρ := E[(X * ) 2 ] where X * ∼ P 0 . Then the potential is
From now on denote ψ ′ P0 (r) and Ψ ′ Pout (q) = Ψ ′ Pout (q; ρ) the derivatives of ψ P0 (r) and Ψ Pout (q; ρ) w.r.t their first argument. The main theorem of this paper is Theorem 2.1 (Replica-symmetric formula): For the generalized estimation model (1), (2) and under the hypotheses (h1), (h2) the thermodynamic limit of the free entropy (10) verifies
where the elements of Γ are called "fixed points of the state evolution", and are defined by:
Moreover, the "sup inf" and the supremum over Γ in (18) are achieved over the same couples.
The theorem will first be proved under the simpler assumptions of P 0 with bounded support and ϕ bounded, twice differentiable with respect to its first argument, with bounded first and second derivative. In Appendix F we give approximation arguments to cover models satisfying (h1) and (h2).
An imediate corollary of Theorem 2.1 is the limiting expression of the mutual information between the observations and the hidden variables.
Corollary 2.2 (Single-letter formula for the mutual information): The thermodynamic limit of the mutual information for model (1) , (2) between the observations and the hidden variables verifies
Proof: This follows from a simple calculation:
Another corollary is the following expression for the "measurement (or output) minimum-mean-square error". Let us define a Gibbs bracket for the scalar channel at fixed V :
where Dw = dw(2π) −1/2 e −w 2 /2 is a standard Gaussian measure.
Corollary 2.3 (Single-letter formula for the output minimum-mean-square error): For almost every ∆ > 0, for any optimal couple (q * , r * ) of (18) we have
where the Gibbs brackets are defined by (9) and (24) and V, W * iid ∼ N (0, 1), A ∼ P A . Proof: The first equality is a direct consequence of the Nishimori identity (a fundamental identity that follows directly from Bayes formula and that will play a major role in our proofs, see Appendix A). This precise sub-identity, as well as its proof, can be found in Appendix B of [48] for the linear case. This sub-identity also allows to prove the equality between the third and last terms of (25) .
The proof of the equality between the first and third terms of (25) works as follows. One can verify easily that i n is a concave differentiable function of ∆ −1 (see [48] for such a proof). Thus its limit i ∞ is also a concave function of ∆ −1 . Therefore, a standard analysis lemma gives that the derivative of i n w.r.t ∆ −1 converges to the derivative of i ∞ at every point at which i ∞ is differentiable (i.e. almost every points, by concavity). Let us now compute these two derivatives. First, using Gaussian integration by parts (using the elementary formula E Z [Zg(Z)] = E Z [∂ x g(x)| x=Z ] for Z ∼ N (0, 1)) and the Nishimori identity, one can verify the following (generalized) I-MMSE relation (see Appendix A in [48] for a similar proof)
Second, define
Then i ∞ = − sup q∈[0,ρ] h(q, ∆). Compute (again, using Gaussian integration by parts and the Nishimori identity) for ∆ > 0 and q ∈ [0, ρ]:
Theorem 1 from [56] gives that at every ∆ −1 at which i ∞ is differentiable
As explained above, ∂i n /∂∆ −1 converges to ∂i ∞ /∂∆ −1 at every ∆ −1 at which i ∞ is differentiable, which concludes the proof.
As it will become clear in Sec. III this output error is related to the optimal learning (or training) error and optimal generalization error in a supervised learning setting, and thus plays a fundamental role.
D. Optimality of the generalized approximate message-passing algorithm
Another main result of the paper is a simple expression for the Bayes-optimal generalization errror. We refer to Sec. III for a precise definition of this error and the associated formula.
While the main results presented until now are information theoretic, our last one concerns the performance of a popular algorithm to solve random instances of generalized linear problems, called generalized ppproximate message-passing (GAMP). We shall not re-derive its properties here, and instead refer to the original papers for details. This approach has a long history, especially in statistical physics [40] , [51] [52] [53] , error correcting codes [57] , and graphical models [58] . For a modern derivation in the context of linear models, see [21] , [54] , [55] . The case of generalized linear models was discussed by Rangan in [22] , and has been used for classifcation purpose in [59] .
Define the so-called threshold function η(Σ, R) as the expectation of the variable x sampled from the following distribution
2πV . This function acts componentwise when applied to vectors. Given initial estimates a 0 , v 0 for the means and variances of the elements of the signal vector X * , GAMP takes as input the observation vector Y and then iterates the following equations with initialization g 0 µ = 0 for all µ = 1, . . . , m (we denote by u the average over all the components of the vector u and Φ ⊺ is the transpose of the matrix Φ): From t = 1 until convergence,
One of the strongest asset of GAMP is that its performance can be tracked rigorously in the limit n, m → ∞ via a procedure known as state evolution (SE), see [60] , [61] for the linear case, and [22] , [62] for the generalized one. In our notations, state evolution tracks the asymptotic value of the overlap between the true hidden value X * and its estimate by GAMP a t defined as m t = lim n→∞ X * ·a t /n (that is related to the asymptotic mean-square error E t between X * and its estimate a t by E t = ρ−m t , where recall that ρ = E[(X * ) 2 ] with X * ∼ P 0 ) via:
From Theorem 2.1 we realize that the fixed points of these equations correspond to the critical point of the asymptotic conditional entropy in (18) where (q, r) are the equivalent of (m, m). In fact, in the replica heuristic, the extremizer q * is conjectured to give the optimal value of the overlap, a fact that was proven rigorously for the linear channel [47] . If the minimizer of (18) is unique, or is attractive whithin the GAMP dynamics, then m t converges to q * at long time. Perhaps more surprisingly, one can use GAMP in the teacher-student scenario (that we precisely describe in Sec. III-A) in order to provide an estimation of a new output C new = ϕ(Φ new · X * / √ n, A new ), where Φ new is a new row of the matrix and A new ∼ P A a new random number. Let x be drawn according to the true posterior (6) . As a t is the GAMP estimate of the expectation of x, with estimated variance V t , the natural heuristic is to consider for the posterior probability distribution of the random variable w := Φ new · x/ √ n a Gaussian with mean Φ new · a t / √ n and variance V t . This allows to estimate the posterior mean of the output, which leads the GAMP prediction (recall the channel P out definition (3)):
A straightforward application of the state evolution analysis in [62] then indicates that this rigorously leads to a GAMP generalization error given by
where V, w iid ∼ N (0, 1) and a ∼ P A (do not get confused between V which is a dummy r.v and V t the variance of the GAMP estimate, and between the dummy r.v a and the GAMP estimate a t ).
We will see in Sec. III-B that this formula matches the one for the Bayes-optimal generalization error, see (38) , up to the fact that instead of q * (a maximizer obtained from the replica formula (18) ) appearing in the optimal error formula, here it appears m t . Thus clearly, when m t converges to q * (we shall see that this is the case in many situations in the examples of Sec. IV) this yields a very interesting and non trivial result: GAMP achieves the Bayes-optimal generalization error in a plethora of models (a task again often believed to be intractable) and this for large sets of parameters.
III. OPTIMAL GENERALIZATION ERROR IN SUPERVISED LEARNING
In this section we show how Theorem 2.1 allows to compute the optimal generalization and learning (or training) errors. We will then apply our findings to specific examples in Sec. IV.
The goal here is to develop a conceptual framework for deriving both error expressions but, as we will see, the final expressions correspond simply to the single letter formula of the output MMSE (the last expression in Corollary 2.3) but considered in two different regimes: For obtaining the learning error we need to consider a finite noise ∆, which corresponds to the noise in the data used during the learning stage, and q * a maximizer of the replica formula (18) (evaluated at this finite noise ∆). Instead, considering the large ∆ → ∞ expansion of the output MMSE (25) (this is done in Appendix J-B) and plugging inside it the same q * as for the learning error we obtain the generalization error. The q * used for computing the generalization error is the same as for the learning error because, informally speaking, this takes into account the information gained from the learning stage that allows to learn the model and thus to estimate new outputs.
Let us start by explaining how the inference problem (1) can be re-interpreted as a supervised learning problem.
A. Teacher-student scenario
Consider the following teacher-student scenario (also called planted model). We voluntarily employ terms coming from machine learning, instead of the signal processing terminology used in the previous sections.
First the teacher randomly generates a classifier X * ∈ R n (the signal in the estimation problem) with X * iid ∼ P 0 , an ensemble of m = αn patterns (row-vectors) Φ µ ∈ R n for µ = 1, . . . , m and such that Φ µ iid ∼ N (0, 1), and a stream A = (A µ ) m µ=1 with A iid ∼ P A . The teacher chooses a model ϕ(x, A). For deterministic models A is simply absent. Finally the teacher associates to each pattern a label C µ ∈ R selected by the classifier, namely C µ = ϕ(Φ µ · X * / √ n, A µ ) for µ = 1, . . . , m. Stacking the rows {Φ µ } m µ=1 in a m × n matrix Φ and denoting the vector of labels C = (C µ ) m µ=1 , then the labels, patterns, source of randomness and classifier verify
where it is understood that ϕ acts in componentwise fashion on vectors. The student is given the distributions P 0 , P A and the function ϕ and his task is to learn the classifier X * from a subset of the pattern-label pairs. More precisely we consider the following scenario. The set of rows of Φ and labels are divided into two sets by the teacher: The training set S tr of size βm, β ∈ [0, 1], that will be used by the student in order to learn the classifier, and the test set S te of size (1 − β)m that will be used by the teacher in order to evaluate the performance of the student. For the training set both the patterns and associated noisy labels are given to the student, namely
Here ∆ tr is strictly positive (but typically small) and known by the student who can thus optimally tune its "confidence" in the training labels during the training/learning stage. For the test set, the previously unseen patterns to classify are given to the student but the labels are not, namely
where ∆ te → ∞ (for the derivation of the errors, we first consider a finite ∆ te and we will then let it diverge to obtain the final expression of the generalization error).
Define ∆ µ = ∆ tr if µ ≤ βm, ∆ µ = ∆ te else. Then the inference of the classifier X * from the noisy labels Y µ = C µ + Z µ ∆ µ is a slight extension of model (1): This inference problem is nothing else than a supervised learning of the classifier by the student.
B. Optimal generalization error
An important quantity is the generalization error which measures the performance of the student. Define C te = (C u ) m µ=βm+1 and Φ te = {Φ µ } m µ=βm+1 as the m(1−β)-dimensional vector of labels and the m(1−β)×n matrix, respectively, both restricted to the test set and similarly for A te = (A µ ) m µ=βm+1 . Then we define the generalization error at finite ∆ te as
Here the Gibbs bracket − is associated to the joint posterior (4) but with ∆ replaced by ∆ µ in order to take into account that the noise varies in the training and test sets. Moreover a te is the restriction of a to its components belonging to the test set, namely a te = (a µ ) m µ=βm+1 . As all test samples are statistically equivalent, (36) can also be written as
where
is a new, previously unobserved by the student, couple of pattern-label used by the teacher to test the student.
The generalization error quantifies the expected squared error between the labels of the test set and the Bayes-optimal estimator ϕ(Φ te x, a te ) . This estimator is optimal in the sense that it minimizes the label mean-square-error among all possible student estimators. Note that in the general case where ϕ(x, A) is stochastic in the sense that it depends on the random stream A (in contrast for example with the case of the binary perceptron ϕ(x) = sgn(x) that we will consider in the next section), the student has to learn both the A and X * generated by the teacher in order to then be able to generalize.
We define the optimal generalization error as the limit lim ∆ te →∞ E gen . Our second main analytical result is its thermodynamic limit. We show in the next section that it is given by the following elegant formula (see Corollary 2.3 or (147) in Appendix J for the formula at finite ∆ te )
where V, w iid ∼ N (0, 1) and a ∼ P A . In this expression q * is a maximizer of the replica formula (18) evaluated at ∆ tr (again, this takes into account that information about the model has been gained by the student during the learning). Note that as it should when ∆ te → ∞, the optimal generalization error does not depend on the size of the test set.
The optimal generalization error should be independent of the random function representation as long as both ϕ and P A are given to the student as it is the case in the present setting.
2π∆ tr implies that the error (38) can be re-expressed equivalently as a function of the two first moments of the transition probability P tr out , that is
Before showing how to compute the optimal generalization error, let us briefly discuss its "algorithmic" meaning. We assume that the student has access to unlimited computational power and can thus properly sample the posterior (4). Thus, as a proper Bayesian statistician, he samples a large amount K ≫ 1 of pairs {(x i , a te i )} K i=1 drawn according to the posterior (4) (e.g., by Monte Carlo sampling). Then for each such pair he computes the associated estimated vector of labels ϕ(Φ te x i , a te i ) and performs the (componentwise) empirical average
. This average converges to ϕ(Φ te x, a te ) as K → ∞ which is the optimal student estimate of the labels of the test set.
We provide explicit formulas of the optimal generalization error for concrete applications in Sec. IV.
C. Computing the optimal generalization error
By a straightforward extension of the interpolation method presented in Sec. V one can generalize Theorem 2.1 to take into account that the noise variance ∆ µ differs in the training and test sets. This leads to an asymptotic free entropy rigorously given by
Here Ψ P tr out and Ψ P te out are obtained from (16) using
We may also call this the "information theoretical generalization error" or "Bayes-optimal generalization error".
with ∆ = ∆ tr and ∆ = ∆ te respectively. Note that in the limit ∆ te → ∞ (which means that the student has no access to the test set labels), f ts RS (inside the brackets in (40)) collapses on f RS given by (17) up to a trivial additive constant which corresponds to Ψ P te out in the high ∆ te limit and a rescaling of the measurement rate α ′ = αβ. This happens equivalently by taking β = 1 in f ts RS , which again means no information given to the student about the test set labels. In order for our theorem to apply we consider the patterns Φ µ to be made of i.i.d N (0, 1) entries but we believe that the phenomenology that we present in this section applies to other models.
Let us now explain how to access the generalization error from the mutual information using I-MMSE relations. Denote the transition kernel before marginalization over a µ
and similarly for P tr out where ∆ te is replaced by ∆ tr . The free entropy f n is nothing else than minus the Shannon (conditional) entropy density −H(Y|Φ)/n of the distribution of the noisy labels. Thus it is related to the mutual information I(X * , A; Y|Φ) = H(Y|Φ) − H(Y|X * , A, Φ) between the noisy labels and the classifer and stream A through
is the Shannon entropy of (42) , that is of a Gaussian channel (here A ∼ P A , Z ∼ N (0, 1) and ρ = E[(X * ) 2 ]). For the second equality in (43) we used that, conditionned on Φ and X * , the {Y µ } βm µ=1 are i.i.d as well as the {Y µ } m µ=βm+1 . For the third equality we used that conditionally on X * , {[ΦX * ] µ / √ n} m µ=1 are equal in distribution to i.i.d N (0, ρ) random variables. Now in order to access the generalization error we employ the classical I-MMSE relation [63] for Gaussian noise but restricted to the test set. It takes the following form in the present setting (see Appendix A in [48] for a proof)
Here the arguments are the same as for the proof of Corollary 2.3, but we repeat them for the reader. Again we use that i n is a sequence of concave functions in (∆ te ) −1 (see [48] for example) and thus its limit (which exists by Theorem 2.1) is concave too. Standard properties of convex sequences imply that di n /d(∆ te ) −1 converges to d lim n→∞ i n /d(∆ te ) −1 at every (∆ te ) −1 at which lim n→∞ i n is differentiable (which corresponds, by concavity, to R * + minus a countable subset). Therefore from (43), (44) , (45) we find
It remains to evaluate this derivative using (40) to finally assess the asymptotic generalization error. A computation that we defer to Appendix J leads from (46) the formula (38) in the limit ∆ te → ∞. Let us mention that following the very same steps, one can also access the learning error defined as
where the labels C, the patterns Φ and the stream A are now restricted to the training set. Note that this error vanishes in the limit ∆ tr → 0 and this wathever the size of the training set. We also remark that a low training error does not imply a low generalization error. When the training set is small (α ≪ 1) the problem is underconstrained which prevents the student to reach a decent generalization error. The learning error can be obtained from the mutual information through 
, as a function of α = m/n and the fraction of non-zero components ρ. We find that a perfect recovery is impossible for α < ρ. Perfect recovery becomes possible starting from α > ρ, as in compressed sensing, but the problem seems numerically much harder. GAMP is not able to perform better than a random guess as long as α < 0.5: We denote this region HARD, RG, for "not better than random guess". For larger values, the inference using GAMP leads better results than a purely random guess but cannot reach perfect recovery, so the problem remains HARD. GAMP can perfectly identify the hidden signal only for values of α larger than the so-called spinodal (or algorithmic threshold), when the problem becomes EASY. Middle: Phase diagram for the door function problem, with ϕ(x) = 1 if −K < x < K and −1 else, for Rademacher signal P 0 (x) = (δ(x − 1) + δ(x + 1))/2 as a function of α and K. The same regions and phenomenology are observed. Right: Phase diagram for the ReLU problem, with ϕ(x) = max(0, x), again with the EASY and HARD regions. Here it is always possible to perform better than chance using GAMP. The naive spinodal shows the algorithmic performance when using information only about the non-zero observations. and is thus related to the potential (40) by
The same computations as in Appendix J show that the final formula is given by the output error of Corollary 2.3 or, equivalently, the right hand side of (147) but with ∆ tr replacing ∆ te and evaluated at q * , a maximizer of (18) (which we recall is the same value used in order to obtain the optimal generalization error).
IV. APPLICATION TO CONCRETE SITUATIONS
In this section, we show how our results can be applied to many models of interest in fields ranging from machine learning to signal processing.
A. Optimal generalization error for some applications
Let us now give the explicit expression of the optimal generalization error for few relevant examples. 1) Sign channel, or perceptron: For the sign channal, the deterministic output (or "activation") function is ϕ(x) = sgn(x). This allows to model the so-called teacher-student perceptron problem in machine learning [43] , or equivalently, the one-bit compressed sensing in signal processing [23] . Both situations have been discussed in details within the replica formalism (see for instance [45] , [50] , [53] , [64] ) and we confirm all these heuristic computations within our approach. Let V ∼ N (0, 1). The formula (38) for the generalization error then reduces to
2) Linear regression: The additive white Gaussian noise (AWGN), or linear regression, is defined by ϕ(x, A) = x+σA with A ∼ N (0, 1). This models the (noisy) linear regression problem, as well as a noisy random linear estimation and compressed sening. In this case (38) leads
This result agrees with [7] in the limit σ → 0.
3) Rectified linear unit (ReLU): Another example of deterministic output function is the ReLU where ϕ(x) = max(0, x). This channel models the behavior of a single neuron with the celebrated rectified linear unit activation [1] ubiquitous in multilayer neural networks. In this case (38) becomes after simple algebra and Gaussian integrations (again V ∼ N (0, 1)), Fig. 2 . Generalization error in three classification problems versus α, the size of the training set being αn. The red line is the Bayes-optimal generalization error ((50) for the perceptron or (56) for the symmetric door) while the green one shows the (asymptotic) performances of GAMP as predicted by the state evolution (SE) [62] , when different. For comparison, we also show the result of GAMP (black dots) and, in blue, the performance of a standars out-of-the-box solver. Left: Perceptron, with ϕ(x) = sgn(x) and a Rademacher signal. While a perfect generalization is information theoretically possible starting from α = 1.249(1), the state evolution predicts that GAMP will allow such perfect prediction only from α = 1.493 (1) . The results of a logistic regression with fine-tuned ridge penalty with the software scikit-learn [65] are shown for comparison. Middle: Perceptron with Gauss-Bernoulli coefficients for the signal. No phase transition is observed in this case, but a smooth decrease of the error with α. The results of a logistic regression with fine-tuned ℓ 1 sparsity-enhancing penalty (again with [65] ) are very close to optimal. Right: The symmetric door activation rule with parameter K chosen in order to observe the same number of occurence of the two classes. In this case there is a sharp phase transition at α = 1 from a situation where it is impossible to learn the rule, so that the generalization is not better than a random guess, to a situation where the generalization error drops to zero. However, GAMP identifies the rule correctly only starting from α = 1.5. Interestingly, this non linear rule seems very hard to learn. Using Keras [66] , a neural network with 2 hidden layers was able to learn approximately the rule, but only for much larger training set sizes.
4) Sigmoid, or logistic regression:
Let us also consider a stochastic output function. After having generated the classifier, the teacher randomly associates the label +1 to the pattern Φ µ with probability f λ (Φ µ · X * ), where f λ (x) = (1 + exp(−λx)) −1 ∈ [0, 1] is the sigmoid of parameter λ > 0, and the label −1 with probability 1 − f λ (Φ µ · X * ). One of the (many) possible ways for the teacher to do so is by selecting
is the indicator function of the event E. He then generates a stream of uniform random numbers A iid ∼ U [0,1] and obtain the labels through (35) . Let V, w iid ∼ N (0, 1). In this setting the error (38) becomes
This fomula reduces to (50) when λ → ∞ as it should. 5) Absolute value: A further example of a purely deterministic output function is the absolute value where ϕ(x) = |x|. This models a situation similar to compressed sensing, except that the sign of the output has been lost. It could be seen as a simple version of the phase retrival problem. In this case (38) becomes
6) Symmetric Door: A final example of deterministic output function is the symmetric door where ϕ(x) = 1 if −K < x < K and −1 otherwise. In this case (38) becomes
Again, many other situations can be directly considered, including stochastic ones, for instance the probit and logit regressions.
B. Phase diagrams: Easy, hard and impossible estimation and learning phases
First, we shall consider three deterministic channels and ask (we consider noiseless problems): How many measurements are needed in order to perfectly recover the signal? In the case of the linear channel, this question has been adressed in great details for the compressed sensing case [24] , [54] , and we find a simular phenomenology here, albeit with some subtelties.
1) The Relu channel: Let us start by discussing the case of the ReLU channel, with a signal coming from a Gauss-Bernoulli distribution with a fraction ρ of non-zero (Gaussian) values. In this case, our analysis shows that a perfect generalization (and thus a perfect reconstruction of the signal as well) is possible whenever α > 2ρ, and impossible when α < 2ρ. This is very intuitive, since half of the measurements (those non-zero) are giving as much information as in the linear case, thus the factor 2. How hard is it to actually solve the problem in practice? The answer is given by applying the state evolution analysis to GAMP, which tells us that only for even larger values of α, beyond the so-called spinodal transition, does GAMP reach a perfect recovery. Notice, however, that this spinodal transition occurs at a significantly lower measurement rate α than one Fig. 3 . Same as Fig. 2 but for regression problems. The generalization error is plotted as a function of α, the size of the training set being αn. The red line is again the Bayes-optimal generalization error ((51) for AWGN, (52) for the ReLU and (54) for the absolute value) while the green one shows the (asymptotic) performances of GAMP as predicted by the state evolution (SE) [62] , when different. Again, we also show the result of GAMP on a particular instance (black dots) and, in blue, the performance of an out-of-the-box solver. Left: The first example is with an additive white Gaussian noise and a Gauss-Bernoulli signal. For this choice of noise, there is no sharp transition (as opposed to what happens at smaller noises). The results of a LASSO with fine-tuned ℓ 1 sparsity-enhancing penalty (with [65] ) are very close to optimal. Middle: Here we used a ReLU-type function ϕ(x) = max(0, x), still with a Gauss-Bernoulli signal. Now there is a phase transition at α = 2ρ = 0.4, but GAMP requires more samples to reach perfect recovery. We show for comparison the result of a maximum likelihood estimation performed with Keras [66] . Right: The last example shows the result for the absolute value function ϕ(x) = |x|. The perfect recovery starts at α = ρ = 0.5, but the problem is again harder algorithmically for GAMP. would reach just keeping the non-zero measurements. This shows that, actually, these zero measurements contains a useful information for the algorithm. The situation is shown in the right side of Fig. 1 .
What we have discussed here is the appearance of a very generic scenario, namely the presence of two different transitions when trying to solve the Bayesian optimal problem: For α < 2ρ, it is information theoretically impossible to identify perfectly the signal. We refer to this situation as the IMPOSSIBLE phase. For α > 2ρ, reconstruction is theoretically possible, however, we do not know any polynomial-time algorithm that would succeed unless α > α spinodal , where GAMP provably finds the hidden assignment. So we further divide the POSSIBLE phase into the EASY and HARD regions.
2) The absolute value channel: We know move to the absolute value channel. We observe again a similar EASY, HARD and IMPOSSIBLE phases scenario. Here, the analysis of the mutual information shows that a perfect reconstruction is possible as soon as α > ρ: In other words, the problem is -information theoretically-as easy, or as hard as the compressed sensing one. This is maybe less surprising when one think of the following algorithm: Try all 2 m choices of the possible signs for the m outputs, and solve a compressed sensing problem for each of them. Clearly, this should yields a perfect solution only in the case of the actual signal.
Algorithmically, however, the problem is much harder than before. As shown in the left side of Fig. 1 , one requires a much larger fraction α of measurements in order for GAMP to actually solve the problem. Besides, another interesting phenomenon occurs (which is in fact a characteristic of symmetric ϕ(x) functions): There is always an extremum of the mutual information with an overlap value q = 0. For this problem, this extremum is actually "stable" (meaning that it is actually a minimum in q) for all α < 0.5. This has the two following implications: i) In the IMPOSSIBLE phase, when α < 0.5 and ρ > α, the minimum at q = 0 is actually the global one. In this case, the MMSE and the generalization error are the ones given by using 0 as a guess for each element of X * ; in other words, there is no useful information that one can exploit and no algorithmic approach can be better than a random guess! ii) In the POSSIBLE but HARD phase when α < 0.5, GAMP initialised at random, infinitely close to the q = 0 fixed point, will remain there. This suggests that in this region, even if a perfect reconstruction is possible, it will anyway be very hard to beat a random guess in practice. We thus further divide the HARD phase into the HARD and HARD, RG phase (where RG stands for random guess).
3) The symmetric door channel: We finally discuss a last situation that is the symmetric door channel, for a Rademacher signal X * where each element is chosen at random between +1 and −1. In this case we find again, as in the absolute value problem, the EASY, HARD, HARD RG and IMPOSSIBLE phases.
C. Generalization in classification problems
We now discuss these results in the context of supervised classification (that is, a ±1 output) in the teacher-student scenario. Again, we select three particular cases and illustrate our results in Fig. 2 . For the purpose of the discussion, we consider two deterministic problems: The sign output (perceptron) and the symmetric door one. Within these examples, perhaps the most interesting one is the latter, where we use the symmetric door with κ = 0.674489..., a value chosen such that the output produces as many +1 than −1.
D. Generalization in regression problems
We finally discuss these results in the context of supervised regression problems (that is, problems where the output is real valued), in the teacher-student scenario. We select three particular cases, and illustrate our results in Fig. 3 . We choose to consider one output function with randomness and two deterministic ones.
V. PROOF OF THE REPLICA FORMULA BY THE STOCHASTIC INTERPOLATION METHOD We now prove Theorem 2.1. Our main tool will be an interpolation method recently introduced in [46] and called "stochastic interpolation method" (for reasons that will not be discussed here). Here we formulate the method as a direct evolution of the Guerra and Toninelli interpolation method developed in the context of spin glasses [67] . In constrast with the discrete and more pedestrian version of the stochastic interpolation method presented in [46] , here we employ a continuous approach which is more straightforward (see [46] for the links between the discrete and continuous versions of the method).
We will prove Theorem 2.1 under the following hypotheses: (H1) The prior distribution P 0 has a bounded support. (H2) ϕ is a bounded C 2 function with bounded first and second derivatives w.r.t its first argument. These assumptions will then be relaxed in Appendix F to the assumptions (h1) and (h2). Since the observations (1) are equivalent to the rescaled observations
the variance ∆ of the Gaussian noise can be "incorporated" inside the function ϕ. Thus, it suffices to prove Theorem 2.1 for ∆ = 1 and we will now suppose, for the rest of the proof, to be in this equivalent case.
A. Interpolating estimation problem
We introduce an "interpolating estimation problem" that interpolates between the orginal problem (2) at t = 0, t ∈ [0, 1] being the interpolation parameter, and the two scalar problems described in Sec. II-B at t = 1 which are anaytically tractable. For t ∈]0, 1[ the interpolating estimation problems is a mixture of the original and scalar problems. This interpolation scheme is inspired from the interpolation paths used by Talagrand to study the perceptron, see [68] . But thanks to a novel ingredient specific to the stochastic interpolation method, it allows to obtain much stronger results, namely a complete proof of the replica formula instead of the bounds that are generally obtained by more classical interpolation methods.
Let q : [0, 1] → [0, ρ] be a continuous "interpolation function" and r ≥ 0. Define
where V µ , W * µ iid ∼ N (0, 1). Consider the following observation channels, with two types of observations obtained through
where Z ′ i iid ∼ N (0, 1). We assume that V = (V µ ) m µ=1 is known and that the inference problem is to recover both W * = (W * µ ) m µ=1 and X * = (X
. We now understand that rt appearing in the second set of measurements in (59) , and the terms 1 − t, t 0 q(v)dv and t 0 (ρ − q(v))dv appearing in the first set all play the role of signal-to-noise ratios in the interpolating model, with t giving more and more "power" (or weight) to the scalar inference channels when increasing. Here is the first crucial and novel ingredient of our interpolation scheme. In the classical interpolation method, these snr would all take a trivial form (i.e would be linear in t) but here, the non-trivial (integral) dependency in t of the two latter snr through the use of the interpolation function q allows for much more flexibility when choosing the interpolation path. This will allow us to actually choose the "optimal interpolation path" (this will become clear soon).
Define u y (x) := ln P out (y|x) and, with a slight abuse of notations,
We introduce the interpolating Hamiltonian
and the corresponding Gibbs bracket − t which is the expectation operator w.r.t the t-dependent posterior distribution of (x, w) given the observations (Y t , Y ′ t ). It is defined as
for every continuous bounded function g on R n × R m . In (63) Dw = (2π) −m/2 m µ=1 dw µ e −w 2 µ /2 is the m-dimensional standard Gaussian and Z t (Y t , Y ′ t , Φ) is the appropriate normalization:
Finally the interpolating free entropy is
One verifies easily that
Here is really another crucial property of the interpolating model that we emphasize: It is such that at t = 0 we recover the original model and thus f n (0) = f n − 1/2 (the trivial constant comes from the purely noisy measurements of the second channel in (59)), while at t = 1 we have the two scalar inference channels and thus the associated terms ψ P0 and Ψ Pout appear in f n (1). These are precisely the terms appearing in the potential (17) . This is the reason for the introduction of these scalar channels.
B. Free entropy variation along the interpolation path
From the understanding of the previous section, it is at this stage very natual to evaluate the variation of free entropy along the interpolation path, which allows to "compare" the original and purely scalar models thanks to the identity
where the first equality follows from (66). As discussed above, part of the potential (17) appears in f n (1). If the interpolation is properly done, the missing terms required to obtain the potential on the r.h.s of (67) should naturally appear. Then by choosing the optimal interpolation path thanks to the non-trivial snr dependencies in t (i.e by selecting the proper interpolating function q), we will be able to show the equality between the replica formula and the true entropy f n . We thus now compute the t-derivative of the free entropy along the interpolation path (see Appendix D for the proof). Proposition 5.1 (Free entropy variation): For model (2), the t-derivative of the free entropy (65) verifies
where O n (1) is a quantity that goes to 0 in the n, m → ∞ limit, uniformly in t ∈ [0, 1] and the overlap is
C. Overlap concentration
The next lemma plays a key role in our proof. Essentially it states that the overlap concentrates arounds its mean, a behavior called "replica symmetric" in statistical physics. Similar results have been obtained in the context of the analysis of spin glasses [68] . Here we use a formulation taylored to Bayesian inference problems as developed in the context of LDPC codes, random linear estimation [48] and Nishimori symmetric spin glasses [69] [70] [71] .
We introduce a "small" perturbation of the interpolating estimation problem by adding to the Hamiltonian (62) a term
where ( Z i ) n 
Proof: A simple computation gives
which proves the lemma.
Moreover, this small perturbation forces the overlap to concentrates around their mean: 
In Appendix I we briefly sketch the main steps of the proof for the convenience of the reader and refer to [46] for more details where the method has been streamlined.
Lemma 5.3 implies that there exists a sequence (ǫ n ) n≥1 ∈ (0, 1) N * that converges to 0 such that
(ǫ n ) n≥1 converges to 0, so Lemma 5.2 gives that f n,ǫn (t) and f n (t) have the same limit (provided it exists). In the rest of the section, in order to alleviate the notations, we abusively remove the perturbation subscript ǫ n since it makes no difference for the computation of the limit of the free entropy.
D. Cancelling the remainder
Note from (66) and (17) that the second and third terms appearing in (68) are precisely the missing ones that are required in order to obtain the expression of the potential on the r.h.s of (67) . Thus in order to prove Theorem 2.1 we would like to "cancel" the Gibbs bracket in (68) , which is the so called remainder (once integrated over t). This is made possible thanks to the new ingredients specific to the stochastic interpolation method. To do so, we would like to choose q(t) = E Q t , which is approximately equal to Q because it concentrates, see Lemma 5.3. However, E Q t depends on t 0 q(v)dv. The equation q(t) = E Q t is therefore an order 1 differential equation over q, written in integral form. 
is continuous. Proof: One verify easily that E Q t is a bounded C 1 function of ( t 0 q(v)dv, r). The proposition follows then from an application of the parametric Cauchy-Lipschitz theorem.
Using this optimal choice for the interpolating function allows then to relate the potential and free entropy. (77)
Proof: q (rn) n satisfies (75). Therefore by the Cauchy-Schwarz inequality
The last equality uses that the first factor is bounded (independently of t) because we supposed that P out is generated by (57) with assumptions (H1) and (H2) (see Appendix E for proof details) and the second factor goes to 0 when n, m → ∞ by (74), (75). Therefore from (68)
When plugging this identity in (67) and combining this with (66) we reach
Recalling that m/n → α as m, n → ∞ allows to recognize from (17) the claimed identity (77).
E. Lower and upper matching bounds
We now possess all the necessary tools to prove Theorem 2.1 in two steps. i) We start by proving that lim n→∞ f n = sup r≥0 inf q∈[0,ρ] f RS (q, r). Recall that for the moment we assume the stronger hypotheses (H1) and (H2). ii) Once this is done we can prove that moreover lim n→∞ f n = sup q∈[0,ρ] inf r≥0 f RS (q, r) using the following arguments. ii a ) Under hypotheses (H1), (H2) the Corollary G.2 of Appendix G applies and allows to assert sup r≥0 inf q∈[0,ρ] f RS (q, r) = sup q∈[0,ρ] inf r≥0 f RS (q, r). ii b ) This combined with lim n→∞ f n = sup r≥0 inf q∈[0,ρ] f RS (q, r) proven in step i) leads that lim n→∞ f n = sup q∈[0,ρ] inf r≥0 f RS (q, r) under (H1), (H2). ii c ) Finally, the approximation arguments given in Appendix F permit to relax (H1), (H2) to the weaker hypotheses (h1), (h2) and thus to obtain the second (from step ii)) equality of Theorem 2.1.
We defer to Appendix G the proof of the last equality, namely that this "sup inf" is attained at the supremum of the state evolution fixed points, see Lemma G.4.
We now tackle step i). Let us start by the lower bound. Proof: By Proposition 5.5 we have that for any r ≥ 0,
and thus
This is true for all r ≥ 0 thus we obtain Proposition 5.6.
We now turn our attention to the converse bound. 
We now remark that
Indeed, the function g r * n : q ∈ [0, ρ] → f RS (q, r * n ) is convex (because of Lemma B.1) and its derivative is
(t)dt) = 0 by definition of r * n , the minimum of g r * n is necessarily achieved at 1 0 q (r * n ) n (t)dt. Combining (86) with (87) we reach
which allows to deduce Proposition 5.7.
From the arguments given at the beginning of the section, this ends the proof of Theorem 2.1.
APPENDIX A THE NISHIMORI IDENTITY Proposition A.1 (Nishimori identity):
Let (X, Y) ∈ R n1 × R n2 be a couple of random variables. Let k ≥ 1 and let X (1) , . . . , X (k) be k i.i.d. samples (given Y) from the conditional distribution P (X = · |Y), independently of every other random variables. Let us denote − the expectation operator w.r.t P (X = · |Y) and E the expectation w.r.t (X, Y). Then, for all continuous bounded function f we have
Proof: This is a simple consequence of Bayes formula. It is equivalent to sample the couple (X, Y) according to its joint distribution or to sample first Y according to its marginal distribution and then to sample X conditionally to Y from its conditional distribution P (X = · |Y). Thus the (k + 1)-tuple (Y, X (1) , . . . , X (k) ) is equal in law to (Y, X (1) , . . . , X (k−1) , X).
APPENDIX B SOME PROPERTIES OF THE SCALAR CHANNEL
We prove here some properties of the free entropy of the second scalar channel (15) . In this section, we will keep the dependence in ρ of Ψ Pout (q, ρ) implicit, and write simply Ψ Pout (q). The derivatives of this function are taken w.r.t q.
Let P out :
be a transition density (i.e. P out is a measurable function such that for all x ∈ R, R P out (y|x)dy = 1). Recall the free entropy expression (16) of the scalar channel (15) . Let − denotes the expectation operator w.r.t the posterior distribution of P (w = W * |Y, V ) and let w be drawn from this posterior.
Lemma B.1: Ψ Pout is a convex, non-decreasing function on [0, ρ]. For all 0 < q < ρ,
Using this expression, one can verify that Ψ Pout is indeed continuous on [0, ρ]. It remains to show that the second derivative of Ψ Pout is non-negative on (0, ρ). Let us compute the derivatives of Ψ Pout for 0 < q < ρ:
where we used the Nishimori property (Proposition A.1) and Gaussian integrations by parts w.r.t V . Let now compute the second derivative.
Let us now compute the last term:
Putting all together:
Suppose now that P out corresponds to the channel (57) . Under hypothesis (H2) one can differentiate Ψ Pout in order to obtain (using the Nishimori identity for the second equality):
Lemma B.2: Suppose that hypotheses (h1) and (H2) hold. Then for all q ∈ [0, ρ],
where we used the notation u y (x) = log P out (y|x). In particular, Ψ ′ Pout is bounded. 20 
APPENDIX C A GENERAL CLASS OF MODELS SATISFYING THE HYPOTHESIS
Suppose that for all (z, a) ∈ R × R kA , |ϕ(z, a)| ≤ c 1 + c 2 |z| p for some constants p ≥ 1 and c 1 , c 2 ≥ 0. Then, by Jensen's inequality:
.
(100)
Notice that [ΦX * ] 1 is equal in law to X * Z, where Z ∼ N (0, 1) is indepent of X * . Then, by Jensen's inequality:
Thus (h2) is satisfied as soon as E (X * 1 ) p(2+γ) < ∞.
APPENDIX D PROOF OF PROPOSITION 5.1
We will first prove the following lemma: Lemma D.1:
Proof: We start by differentiating the Hamiltonian:
By definition
so that the derivative of the interpolating free entropy reads, for 0 < t < 1,
By Gaussian integration by parts with respect to the Φ µ,i we obtain
. Using again Gaussian integration by part and the previous formula, we obtain
(104) Putting equations (103) and (104) together, we have
It remain to compute, using again the Gaussian integration by parts,
To obtain the Lemma, it remain to show that B = 0. This is a consequence of the Nishimori identity (see Appendix A):
Lemma D.2: Under conditions (H1) and (H2)
uniformly in t ∈ [0, 1]. Proof: By the Cauchy-Schwarz inequality,
Conditionnaly to X, the Y µ are independent, identically distributed and centered. Therefore
Under condition (H2), there exists a constant C > 0 such that
 is upper bounded by a constant. By Theorem H.1 we have
The lemma follows.
APPENDIX E BOUNDEDNESS OF AN OVERLAP FLUCTUATION
In this appendix we show that the "overlap fluctuation"
is bounded uniformly in t under hypothesis (H2) on ϕ. From the representation (3) u Yt,µ (s) = ln P out (Y t,µ |s)
where ϕ ′ is the derivative w.r.t the first argument. From (1) we get |Y t,µ | ≤ sup |ϕ| + |Z µ | we immediately obtain for all s ∈ R
where the supremum is taken over both arguments of ϕ. From (107) and 106 we see that it suffices to check that
where C(ϕ) is a constant depending only on ϕ. This is easily seen by expanding all squares and using that m/n is bounded.
APPENDIX F APPROXIMATION
In this section, we suppose that Theorem 2.1 holds for channels of the form (1) under the hypotheses (H1) and (H2). We show in this section that this imply that Theorem 2.1 holds under the hypotheses (h1) and (h2). We start by relaxing the hypothesis (H1).
Proposition F.1: Suppose that (h1) and (H2) hold. Then Theorem 2.1 holds. Proof: The ideas are basically the same that in [26] . We omit the details here for the sake of brevity.
Proposition F.2: Suppose that (h1) and (h2) hold. Then, Theorem 2.1 holds for the output channel (1). To prove Proposition F.2 we will approximate the function ϕ with a functionφ which is C ∞ with compact support. In the following, G is a standard Gaussian random variable, independent of everything else.
Proposition F.3:
is bounded in L 2+γ for some γ > 0. Then, for all ǫ > 0, there exist
and for n large enough, we have
Proof: Notice that [ΦX * ] 1 = X * G in law. Thus, if |X * 1 | is a constant random variable, then ϕ is in L 2 (R × R kA ) with the measure induced by ( √ ρG, A 1 ). The result follows by density of the C ∞ functions with compact support in L 2 .
We consider now the case where |X * 1 | is not constant. We start with a useful lemma. Lemma F.4: Let f : R → R + be a measurable function. Let G ∼ N (0, 1) and 0 < a ≤ b. Then
In particular, if f ( √ bG) is integrable then f ( √ aG) is also integrable. Proof: For x ∈ {a, b}, a change of variables gives:
√ xE[f ( √ xG)] = (2π) −1/2 e −g 2 /(2x) f (g)dg which is clearly non-decreasing in x. |X * 1 | is not constant and ρ = E[(X * 1 ) 2 ], therefore there exists ρ < r < r ′ such that P(r ≤ (X * 1 ) 2 ≤ r ′ ) > 0. Consequently, using Lemma F.4,
Let ǫ > 0. We have just proved that ϕ ∈ L 2 (R × R kA ) with the measure induced by ( √ rG, A 1 ). There exists a C ∞ function with compact supportφ such that E (ϕ( √ rG, A) −φ( √ rG, A)) 2 ≤ ǫ. Thus by Lemma F.4
. By the law of large numbers, 1 n X 2
We now apply Hölder's inequality:
for some constant C > 0 and for n large enough. It remain to bound
In the remaining of this section, we prove Proposition F.2. Let ǫ > 0. Let ϕ andφ as in Proposition F.2. Let f n be the free entropy associated to ϕ andf n the free entropy corresponding toφ.
Lemma F.5: There exists a constant C > 0 such that for n large enough
Let f n (t) denote the interpolating free energy:
In order to shorten the notations, we will now write ϕ (x,a) µ andφ (x,a) µ for ϕ 1 √ n [Φx] µ , a µ andφ 1 √ n [Φx] µ , a µ . We compute, for 0 < t < 1:
We start by controlling the first term:
by Proposition F.3, for some constant C 0 and n large enough. The two other terms can be bounded the same way:
by Proposition F.3, for n large enough. Consequently, there exists a constant C > 0 such that for n large enough and for all
Let P out denote the transition kernel associated to ϕ andP out the one associated toφ. Analogously to the previous Lemma, one can show:
Lemma F.6: There exists a constant C ′ > 0 such that for all q ∈ [0, ρ]
From there we obtain that Applying Theorem 2.1 for P out , we obtain that for n large enough |f n − sup r≥0 inf q∈[0,ρ] f RS (q, r)| ≤ ǫ. We now combine this with (108) and Lemma F.5 we obtain that for n large enough
which concludes the proof of Proposition F.2.
APPENDIX G A SUP-INF FORMULA
We first need to indroduce some notations about convex functions. Let f be a convex function on some interval I ⊂ R. For t ∈ I we will denote respectlively by f ′ (t − ) and f ′ (t + ) the left and right hand derivatives of f at t. We also define the subgradient of f at t as
If t is the right (resp. left) border of I, then we define
Lemma G.1: Let f and g be two convex, Lipschitz, non-decreasing functions on R + . For
and these extremas are achieved at some (possibly many) couples. All these optimal couples are in [0, sup x≥0 g ′ (x + )] × [0, sup x≥0 f ′ (x + )]. Moreover, if g is strictly convex, then the above extremas are achieved precisely on the same couples (q 1 , q 2 ) and f is differentiable at q 1 . Corollary G.2: Let f be a convex, Lipschitz, non-decreasing function on R + . Define ρ = sup x≥0 f ′ (x + ). Let g : [0, ρ] → R be a convex, Lipschitz, non-decreasing function. For q 1 ∈ R + and q 2 ∈ [0, ρ] we define ψ(q 1 , q 2 ) = f (q 1 ) + g(q 2 ) − q 1 q 2 . Then sup
Proof: In order to apply Lemma G.1 we need to extend g on R + . We thus define for x ≥ 0
g is simply equal to g that we extend for x ≥ ρ using his tangent at ρ. Obviouslyg is a convex, Lipschitz, non-decreasing function on R + . One can thus apply Lemma G.1:
which concludes the proof becauseg(q 2 ) = g(q 2 ) for q 2 ∈ [0, ρ].
To prove Lemma G.1 we will need the following lemma on the Fenchel-Legendre transform. Lemma G.3: Let V ⊂ R be an interval and let g : V → R be a convex function. Define In particular, if g is strictly convex then g * is differentiable around every point in the interior of D g * . Proof: g * is convex because an supremum of linear functions is a convex function. For x ∈ R we define the function ϕ x : y → xy − g(y). Let x ∈ D g * . We are only going to show that the left-hand derivative of g * at x is equal to a x , the result for the right-hand derivative is proved analogously. G x is then a closed interval of the form [a, b] (b may be +∞). Because of convexity, g * is left-and right-hand differentiable at x. First of all, notice that if a = −∞ then g * (x ′ ) = +∞ for any x ′ < x, so the left-hand derivative of g * is not defined. We will thus concentrate on the cases where a x ∈ R and a = +∞.
Let us consider first the case where a x is finite. By definition, g * (x) = ϕ x (a). Let now x ′ < x. We have
which implies that (g * ) ′ (x − ) ≤ a x . The fact that a x achieves the maximum in (109) implies that x ∈ ∂g(a x ). Let now x ′ < x in G g * . Notice that b x ′ ≤ a x . We have then, by convexity g(b
Suppose now that a x = +∞. Let x ′ < x ′′ < x. b x ′ and a x ′′ are necessarily finite, otherwise g * (x) = +∞. Applying the result we just proved, we have
Proof of Lemma G.1: Let q 1 , q 2 ≥ 0 such that q 1 ∈ ∂g(q 2 ). Then, by convexity of g, ψ(q 1 , q 2 ) = inf q ′ 2 ≥0 ψ(q 1 , q ′ 2 ). Consequently:
Let us now prove the converse bound. Let L g = sup y≥0 g ′ (y + ). L g is finite because g is Lipschitz. Notice that for 0 ≤ y < L g , g * (y) < ∞ while for y > L g , g * (y) = +∞. f is continuous on [0, L g ] and g * is convex on [0, L g ] (g * (L g ) may be equal to +∞). Therefore f − g * achieves its suppremum at some q * 1 ∈ [0, L g ]. If 0 < q * 1 < L g then the optimality condition at q *
We know by Lemma G.3 that [g * ′ (q * − 1 ), g * ′ (q * + 1 )] is the set of maximizers of q 2 → q * 1 q 2 − g(q 2 ). Consequently q 2 = f ′ (q * + 1 ) maximizes q 2 → q * 1 q 2 − g(q 2 ). This gives q * 1 ∈ ∂g(q * 2 ). We conclude: sup
If now q * 1 = 0, the optimality condition is now:
) and we conclude similarly as before.
, we conclude similarly as before.
Suppose now that g is strictly convex. This means (by Lemma G.3) that g * is differentiable. Let (q 1 , q 2 ) ∈ R 2 + be a couple that achieves the supremum in one of the last two sup. This means in particular that q 1 ∈ ∂g(q 2 ). By convexity of g we have then ψ(q 1 ,
, (q 1 , q 2 ) achieves the sup-inf. Let (q 1 , q 2 ) be a couple that achieves the sup-inf. It remains to show that q 1 ∈ ∂g(q 2 ) and q 2 = f ′ 1 (q + 1 ). First of all, the fact that ψ(q 1 , q 2 ) = inf q ′ 2 ≥0 ψ(q 1 , q ′ 2 ) implies (by convexity) that q 1 ∈ ∂g(q 2 ). Now, as in the proof above we have to distiguish whenever q 1 ∈ (0, L g ), q 1 = 0 or q 1 = L g . When q 1 ∈ (0, L g ), the strict convexity of g implies the differentiability of g * , therefore the inequality (110) gives that f is differentiable at q 1 and f ′ (q 1 ) = g * ′ (q 1 ) = q 2 . The case q 1 = 0 goes the same way. It remains to see that q 1 could not be equal to L g . Indeed, by strict convexity, the infimum of q ′ 2 → ψ(L g , q ′ 2 ) is only achieved when q ′ 2 → +∞. Lemma G.3 gives then that g * (L − g ) = +∞, which gives that the function q 1 → f (q 1 ) − g * (q 1 ) is decreasing on [L g − ǫ, L g ], for some ǫ > 0. The supremum can therefore not be achieved at q 1 = L g .
The proof of Lemma G.1 could be straigthforwardly adapted, to obtain the next lemma. Lemma G.4: Let g be a strictly convex, differentiable, Lipschitz non-decreasing function on
Moreover, the above extremas are achieved precisely on the same couples.
APPENDIX H CONCENTRATION OF THE FREE ENTROPY
The goal of this Appendix is to prove the following concentration result. To simplify the notations we use C(ϕ, S, α), for a generic strictly positive constant depending only on ϕ, S and α (S the supremum over signal values). It is also understood that n and m are large enough and m/n → α Theorem H.1: Suppose we have a prior with bounded support and ϕ : R 2 → R is bounded and differentiable with respect to its firs argument with bounded derivative. We can find a constant C(ϕ, S, α) > 0 such that
for any r > 0. Moreover
We first recall some set-up and notation for the convenience of the reader. The interpolating Hamiltonian (62)-(60) is (we indicate only the annealed variables in its arguments)
We find it convenient to use the random function representation for the interpolating model, namely
where ϕ(x, y) is bounded, in C 2 with respect to x, and sup x,y |∂ x ϕ(x, y)| < ∞, sup x,y |∂ 2 x ϕ(x, y)| < ∞. We will use the notation ϕ ′ (x, y) = ∂ x ϕ(x, y), ϕ ′′ (x, y) = ∂ 2
x ϕ(x, y). In this representation the iid random variables A µ ∼ P A are arbitrary, and Z µ ∼ N (0, 1), µ = 1, . . . , M . We have (here a µ ∼ P A )
where, using the random function representation, 
where we introduced an "effective" Hamiltonian is now (we drop an irrelevant constant M √ 2π)
The interpretation here is that x, w, a are annealed variables and Φ, V, A, Z, Z ′ , X * , W * are quenched. The inference problem is to recover X * , W * given all other quenched variables.
Our goal is to show that the free energy (116) concentrates with respect to all quenched variables. We will first show concentration w.r.t all Gaussian variables Φ, V, Z, Z ′ , W * thanks to the classical Gaussian concentration inequality, then the concentration w.r.t A and finally the one w.r.t X * thanks to Mc-Diarmid's inequality. The order in which we prove the concentrations matters. Here is a statement of these two inequalities.
Proposition H.2 (Tsirelson -Ibragimov -Sudakov inequality): Let U = (U 1 , . . . , U N ) be a vector of N independent standard normal random variables. Let L > 0 and let g : R N → R be a L-Lipschitz function with respect to the Euclidean distance. Then for any r > 0, Let U = (U 1 , . . . , U N ) be a vector of N independent random variables that takes values in U. Then for all r ≥ 0,
Before we proceed it is useful to remark
Obviously, if (121) concentrates then (120) also concentrates. In the rest of the analysis we show concentration of (121).
A. Concentration with respect to Gaussian random variables Z µ , Z ′ i , V µ , W * µ , Φ µi We set g = 1 n lnẐ t and first prove concentration with respect to Z µ , Z ′ i . We have for the gradient with respect to Z µ and
Each of these derivatives are of the form ∂g = n −1 ∂Ĥ t Ĥ t where the Gibbs bracket − Ĥ t pertains to the effective Hamiltonian (122). We find
and replacing in (123)
where E Z,Z ′ is the expectation w.r.t Z, Z ′ only, and P is the probability w.r.t all random variables. Now we set g = n −1 E Z,Z ′ [lnẐ t ] and show concentration w.r.t the rest of the Gaussian variables, namely
The same inequality holds for ∂g ∂W * µ . To compute the derivative w.r.t Φ µi we first remark
Therefore
Putting these inequalities together we find for the gradient w.
and a direct application of (H.2) then yields
By a simple application of the triangle inequality and the union bound estimates (124) and (125) imply
where P is the probability w.r.t all random variables.
B. Bounded difference with respect to A µ
The next step is an application of MacDiarmid's inequality to show that g = 1 n E Z,Z ′ ,V,W * ,Φ [lnẐ t ] concentrates w.r.t A µ (we still keep X * i fixed for the moment). To ease the notation we set E Z,Z ′ ,V,W * ,Φ = E G in the rest of this paragraph. We must estimate variations g − g (ν) corresponding to two vectors A and A (ν) with A (ν) µ = A µ for µ = ν and A (ν) ν =Ã ν . By an application of Jensen's inequality one finds
where the Gibbs brackets pertain to the effective Hamiltonians (122). From (122) we obtain
Now, a look at equation (115) shows that for µ = ν we have (Γ (ν) t,µ ) 2 = (Γ t,µ ) 2 , and therefore only the term µ = ν survives in this sum. Consequently 1 2n
Using
t,ν −Γ t,ν ) ≤ 4 sup |ϕ| 2 + 4|Z ν | sup |ϕ|, from (128) we conclude |g − g (ν) | ≤ 2 n sup |ϕ|(sup |ϕ| + 2 2 π ).
An application of Proposition H.4 yields
where we recall E G = E Z,Z ′ ,V,W * ,Φ and P the probability w.r.t all random variables.
C. Bounded difference with respect to X * i Set E Θ = E Z,Z ′ ,V,W * ,Φ,A for all quenched variables except X * . We prove concentration of g = 1 n E Θ [lnẐ t ] with respect to X * . This is done by showing a bounded difference property for
are the partition functions corresponding to two input signals X * , X * (j) such that X * (j) i = X i for i = j and X * (j) j =X * j . By Jensen's inequality,
The second expectations on each side of the inequality are obviously bounded by O(n −1 ) for P 0 with bounded support. The other terms are more tedious to treat carefully. We havê
Finally from (131), (132), (134) we obtain the bounded difference property |g − g (j) | ≤ C(ϕ, S, α)n −1 (135) and an immediate application of Proposition H.4 then yields
Recall that here E Θ = E Z,Z ′ ,V,W * ,Φ,A and P is the probability with respect to all variables Z, Z ′ , V, W * , Φ, A, X * .
D. Proof of Theorem H.1
By the triangle inequality
Therefore by the union bound and and (126), (130) and (136)
≤ 8e − C(ϕ,S,α)r 2 n 9 which is equivalent to (111). To get the second statement (112) of the Theorem we use the observation E[X 2 ] = +∞ 0 da P(X 2 > a) and apply it to X = n −1 lnẐ t − E lnẐ t .
APPENDIX I CONCENTRATION OF THE OVERLAP
In this appendix we give the main steps of the proof of Lemma 5.3. We denote by − n,t,ǫ the Gibbs measure associated to the perturbed Hamiltonian
i.e., the sum of (62) and (70) . It is crucial that the second term is a perturbation which preserves the Nishimori identity of Appendix A. We note that the precise form of the first term does not matter and all subsequent arguments are generic as long as it is a Hamiltonian whose Gibbs distribution satisfies this Nishimori identity. The corresponding average free entropy is denoted f n,ǫ (t) and we call F n,ǫ (t) the free entropy for a realisation of the quenched variables, that is F n,ǫ (t) = n −1 ln Z t (Y, Y ′ ). Let
Up to the prefactor n −1 this quantity is the derivative of the perturbation term in (70) . The fluctuations of the overlap Q = n −1 n i=1 X * i x i and those of L ǫ are related through the remarkable identity
A detailed derivation is found in Appendix IX of [46] and involves only some lengthy algebra using the Nishimori identity and integrations by parts w.r.t the GaussianẐ i in the perturbation term. Lemma 5.3 is then a direct consequence of the following: 
The proof of this proposition is broken in two parts. Notice that E (L ǫ − E L ǫ n,t,ǫ ) 2 n,t,ǫ = E (L ǫ − L ǫ n,t,ǫ ) 2 n,t,ǫ + E ( L ǫ n,t,ǫ − E L ǫ n,t,ǫ ) 2 .
Thus it suffices to prove the two following lemmas. The first lemma expresses concentration w.r.t the posterior distribution (or "thermal fluctuations") and is an elementary consequence of concavity properties of the free energy and the Nishimori identity. The reader is refered to Sec. V of [46] for the proof of these two Lemmas. We point out that the analysis gives a rate of decay O(n −1 ) for (140) which is optimal but a weaker decay rate for (140). However any decay rate will do for the present proof of the replica formula.
APPENDIX J COMPUTING THE OPTIMAL GENERALIZATION ERROR
A. Generalization error at finite ∆ te
Let w ∼ N (0, 1) and a ∼ P A . It is convenient to introduce the following function
It is related to the expression of Ψ P te out (q; ρ) that appears in the potential (40) . Using (16) we obtain
Denote (q * , r * ) the values corresponding to sup q∈[0,ρ] inf r≥0 f ts RS (q, r), where f ts RS is the expression inside the brackets in (40) . Then the envelope theorem [56] allows to write df ts RS (q * , r * ) d(∆ te ) −1 = ∂f ts RS (q, r) ∂(∆ te ) −1 q * ,r * .
(143)
Using the expression of f ts RS and noticing that only the third term Ψ P te out given by (142) depends explicitly on ∆ te , one gets (using the dominated convergence theorem) ∂f ts RS (q, r) ∂(∆ te ) −1 = α(1 − β)
using that f te (y| √ q V, ρ − q) is a probability density for the last equality. Another convenient equivalent expression is where u = u(V, q, ρ) := erf(V q/(2(ρ − q))). One can also check directly from this formula instead of the general one (38) that (50) is recovered in the high test noise ∆ te → ∞ limit. Let mention that expanding the square in (147), one directly obtains that this expression of the generalization error at finite noise ∆ te in the test set matches the equivalent expression (25) .
B. Taking the ∆ te → ∞ limit
Let us now consider the high noise limit of (147). Let us denote the integral appearing in it as I. Denote for this subsection ϕ * := ϕ( √ q * V + √ ρ − q * w, a) and let y ∼ N (0, 1). First, using a change of variable and isolating a Gaussian probability density function, we rewrite it as
