We study a vectorial approximation problem based on thin plate spline with tension involving two positive parameters one for a control of the oscillations and the other one allows a control on the divergence and rotational components of the field. The existence and uniqueness of the solution is proved and the solution is explicitly given. We study the limit problems and the convergence problem in Sobolev space.
Introduction.
Vector field approximation is a problem involving the reconstruction of physical fields from a set of scattered observed data. The problem can arise in many scientific applications, such as meteorological analysis and fluid mechanics. In [2, 3] (1.1)
is the Beppo-Levi space of distributions whose derivatives of order 2 are square integrable over R 2 (see Duchon [7] ). The interpolating points are t i = (t i,1 , t i,2 ) ∈ R 2 and u i = (u i,1 , u i,2 ) ∈ R 2 are the data vectors. The coefficient ρ, is a fixed real positive constant controlling the relative weight on the gradient of the divergence and rotational fields in two dimensional space. It is showed, in [2, 3] that the problem (1.1) admits a unique solution. It is also interesting to mention that for ρ = 1, the problem (1.1) splits into two separate thin-plate spline problems.
In this work, we present a formulation for a three components vector spline approximation based on thin plate spline under tension, as are introduced by Bouhamidi and Le Méhauté [4, 5] . The main idea here is to introduce a vector spline depending on a tension parameter. The tension parameter can be selected to avoid some inflections and oscillations which are extraneous to the behaviour of the data.
The space V given in the problem (1.1) is modified and is here the space
, where X m (R 3 ) is the space of distributions whose derivatives of order m and m + 1 are square integrable over the three dimensional space R 3 ( [4, 5] ). Let D(R 3 ) denotes the space of compactly supported and infinitely differentiable functions on R 3 , D ′ (R 3 ) the space of distributions on R 3 . Let C(R 3 ) be the space of continuous functions on R 3 and C ′ (R 3 ) its topological dual, the space of compactly supported Radon measures on R 3 . For an integer m > 0, we denote by P m−1 (R 3 ), the space of all polynomials defined over R The outline of this paper is as follows: In section 2, we recall some fundamental results and propositions involving the scalar functional space X m (R 3 ) and we give some propositions related to the vectorial functional space V m (R 3 ). In section 3, We present the vectorial approximation problem with a parameter tension and we prove the existence and uniqueness of the solution. The solution is explicitly given with some of its properties. In Section 4, we study four particular vectorial spline problems. The first and second problems are the limit problems when the parameter, controlling the divergence and rotational components, goes to zero or infinity. The two last problems are the divergence free problem and irrotational problem. Also, the existence and uniqueness of the solution are proved. The solutions are explicitly given with some of their properties. The convergence to the limit problems are studied. In Section 5, we study the convergence in the classical vectorial Sobolev space. Functional spaces.
Scalar functional space
In this Section, we recall some notations and properties given in [4, 5] . Let m ≥ 2 be a given integer, we consider the space
the subspace of distributions on R 3 , which all their derivatives of order m and m + 1 are square integrable on R 3 . In this space, we consider the semi-scalar product
where τ > 0 is a real parameter , x = (t 1 , t 2 , t 3 ) is a generic element of R 3 and dx = dt 1 dt 2 dt 3 denotes Lebesgue's measure on R 3 . The associated semi-norm of (2.2) is denoted by | . | X m .
The space X m (R 3 ) endowed with the semi-inner product ( .|. ) X m is a semi-Hilbert space with the null subspace is P m−1 (R 3 ). We note that the elements of X m (R 3 ) are tempered distributions. For any element f of X m (R 3 ) and for any function ϕ of D(R 3 ), we have the following equalities
where the operator ∆ m,τ is defined by
3) the operator ∆ m is the m-th iterate of the usual Laplace operator, I stands for the identity operator. A fundamental solution of the differential operator ∆ m,τ is a tempered distribution E m on R 3 satisfying the relation
where δ is Dirac measure at the origin. An expression of a fundamental solution of the differential operator ∆ m,τ , is given in [5] by
where ||x|| is Euclidean norm of the vector x of R 3 . The Fourier transform E m of the fundamental solution E m of the operator ∆ m,τ satisfies the relation 6) where C 1 and C 2 are a given constants and F p is the finite part symbol.
Let µ be a compactly supported measure, we say that µ is orthogonal to
Proposition 2.1 For all compactly supported measure µ orthogonal to the
Proof. We will prove that the Fourier transform of ∂ α (E m+1 * µ) is square integrable on R 3 for all multi-index α such that m + 1 ≤ |α| ≤ 2m + 2. The Fourier transform of ∂ α (E m+1 * µ) is the product of the distribution E m+1 by the C ∞ function ξ → (2iπξ) α µ(ξ). According to Duchon [5] , the product of ∆ m δ by the function ξ → (2iπξ) α µ(ξ) is zero for |α| ≥ m + 1 and from the relation (2.6) we obtain that, the Fourier transform of ∂ α (E m+1 * µ) is given by
As µ is orthogonal to P m−1 (R 3 ), then all the derivatives of order ≤ m − 1 of its Fourier transform µ vanish at the origin, thus there is a positive constant C such that in the neighborhood of the origin, we have
Then, in a neighborhood N of the origin, we have the estimation
The last integral in the right hand side of (2.8) is finite, because 2m − 2|α| + 4 < 3 i.e., |α| > m + 1/2. The Fourier transform of ∂ α (E m+1 * µ) is in fact a function almost everywhere equal to the measurable function 2(m+1) and the finite part symbol F p in (2.7) is useless.
The Fourier transform of a compactly supported measure is a bounded function, thus in the outside of the neighborhood of the origin, we have
Then, in the outside of a neighborhood of the origin, the function
is square integrable because 4m+ 8 −2|α| > 3 i.e.,
) denote the dimension of P m−1 (R 3 ) and
a given ordered set of N > d(m) distinct points of R 3 which contains a P m−1 (R 3 )-unisolvent subset of d(m) points (For convenience, we assume that is the subset of the first d(m)-th points). The P m−1 (R 3 )-unisolvence condition is equivalent to the existence of a basis (p j ) 1≤j≤d(m) of P m−1 (R 3 ) such that
where δ ij is the Kronecker symbol. Let r = min 1≤i =j≤N ||x i − x j ||/2 and consider the classical function θ r : R −→ R ∈ D(R) defined by
The functions (φ j ) 1≤j≤N satisfy the following condition
We consider now the scalar product on X m (R 3 ) defined by
Proof. (see [5] ) .
Vectorial functional space
Now, we define the product space
It is clear that the space V m (R 3 ) equipped with the scalar product
, is a Hilbert space. The next proposition can be viewed as an immediate consequence of Proposition 2.2,
We consider the bilinear (and quadratic) forms
where τ and (. | .) X m−1 are given in (2.2), ρ > 0 is a given positive parameter.
Proof. The terms
cancel each other out with the corresponding terms
−e j with l = k, i = j and e i is the i-th unit vector of the canonical basis of R 3 .
Let us consider the following spaces
The spaces Y D , Y R and Y are respectively equipped with the following scalar products
and 
We point out that we have the following relations, for all u, v ∈ V m (R 3 ),
Finally, we introduce the following operators
We state the fundamental following Proposition, which gives some properties of the operators A and T .
Proposition 2.5
1) The operators A and T from V m (R 3 ) respectively to R 3N and Y are continuous.
Proof. 1) From Proposition 2.4 and relation (2.24), we obviously obtain that
, this proves the continuity of T . The continuity of A follows from the continuous embedding of
And from Proposition 2.4, we obtain that
and u i (x j ) = 0 for i = 1, 2, 3 and
3) Is an immediate consequence of item 2.
, we define the functions θ i and ϕ i given by
, where the functions φ i are given by (2.11). The functions
where the functions φ i are given by (2.11). The functions 
5) Is an immediate consequence of item 4 and the fact that [D(R
, the vector subspace T (W) is closed in Y if and only if W + Ker(T ) is closed (see Laurent [10] ) , which is true since
3 is a finite dimensional vector space.
Vectorial approximation problem
First, we give the following Definition 3.1 For all Z ∈ R 3N , ρ > 0, τ > 0 and ε ≥ 0 we define a vectorial tension spline function (V T −spline) as a solution σ ε,τ,ρ of the following approximation problem:
where
If ρ = 1, the previous proposition shows that the problem (3.1) splits into 3 separate problems, for i = 1, 2, 3:
and
The solutions of the three problems (3.3) are the spline under tension given in [4] . Hereafter, we suppose ρ = 1, then the problem (3.1) is coupled on the 3 components.
We have the following Theorem
Proof. The existence, uniqueness and characterization of the solution σ ε,τ,ρ of the problem (3.1) is an immediate consequence of Proposition 2.5 and the general spline theory (see [1, 10] ).
In order to give an explicit expression of the solution of the problem (3.1), we introduce the differential matrix-operators P m,τ,ρ (D) and Q ρ (D) given by,
The differential operators P m,τ,ρ (D) and Q ρ (D) are the differential matrixoperators with components given by P
and Q
They satisfy the following relation
where I 3 is the 3-unit matrix and ∆ m+1,τ is given by ( 2.3).
we have:
Proof.
(1) From (3.5), we can obviously verify that, for
(3.8) The aim result is now obtained by taking in compte of the formula rot(rot u) = ∇(div u) − ∆u.
(2) It is clear that
In particular, for v = u and with relation (2.24), we obtain that u ∈ Ker(
Let µ = (µ 1 , µ 2 , µ 3 ) be a vectorial compactly supported measure, we say that µ is orthogonal to
The next proposition gives some characterization of the V T -spline. 
is a vectorial-measure orthogonal to the space
10) where δ x j denotes Dirac's measure at the point x j .
Proof. For ε > 0 (the smoothing problem case), we have I
From the relation (2.24), we have
According to Proposition 3.1, we obtain
). The last relation may be written in the following form
Now for ε = 0 (the interpolating problem case) , we have
, and consider the element u = (u 1 , u 2 ,
v i (x j )φ j for i = 1, 2, 3 and the functions φ 1 , · · · , φ N are given by (2.11). It is obvious to verify that u belongs to Ker(A). From the relation (3.4), we obtain that T σ 0,τ,ρ |T u Y = 0. Which gives, by virtue of the relation (2.24) and Proposition 3.1
Now, according to the expression of the components of ψ, we obtain that
which may be written in the following form
where λ
Again, by using relation (2.24) and Proposition 3.1, we obtain that
14)
The relations (3.11) and (3.14) prove the aim result (3.9).
, for ε > 0, by the relation (3.4), we obtain
For ε = 0, by using relation (3.12), we obtain
Which proves the aim result (3.10).
Let F m,τ,ρ = (F 1,m,τ,ρ , F 2,m,τ,ρ , F 3,m,τ,ρ ) be a vector-function given by
) and E m+1 is the fundamental solution of the operator ∆ m+1,τ given by relation (2.3). We have
where − → δ = (δ, δ, δ). The relation (3.16) means that, the vector-function F m,τ,ρ is a fundamental solution of the differential matrix-operator P m,τ,ρ (D).
We have the following Proposition 3.3 For all vectorial compactly supported measure µ = (µ 1 , µ 2 , µ 3 ) orthogonal to the space
Proof. This Proposition is an immediate consequence of the Proposition 2.1.
The following Theorem gives the expression of the solution of the problem (3.1).
Theorem 3.2 Let σ
ε,τ,ρ be the V T -spline solution of the problem (3.1), there is a polynomial q in
where µ ε,τ,ρ is the vector-measure given by (3.9) and F m,τ,ρ is the vectorfunction given by (3.15) . Namely, the V T -spline σ ε,τ,ρ = (σ ε
where 
where Λ ε,τ,ρ and α ε,τ,ρ are the vectors given by
are respectively the 3N × 3N and 3N × 3d(m) matrices given by blocks
The coefficient c ε = 1 ε if ε > 0 and c ε = 0 if ε = 0 and I 3N is the 3N-unit matrix.
Proof. From Proposition 3.2, P m,τ,ρ (D)σ ε,τ,ρ is the vectorial compactly supported measure µ ε,τ,ρ orthogonal to [P m−1 (R 3 )] 3 . From Proposition 3.3, the convolution product F m,τ,ρ * µ ε,τ,ρ belongs to V m (R 3 ) and we have
According to Proposition 3.1, we obtain that σ ε,τ,ρ − F m,τ,ρ * µ ε,τ,ρ belongs to
. This gives the expression (3.17) of σ ε,τ,ρ and with respect to the interpolating ( and smoothing) conditions together with the orthogonality conditions, we obtain the linear system (3.18).
Particular approximation problems
In this section we study four particular vectorial approximation problems. The first and second problems are the limit problems when ρ → 0 and ρ → +∞ the others are respectively the divergence free problem and irrotational problem. Similar problems of the both last problems were studied by Dodu [8] and Hand Scomb [9] . In this section, we study the asymptotic behavior of the spline σ ε,τ,ρ when ρ → 0 and ρ → +∞. In order to study simultaneously the four cases, we introduce a subscript ℓ which is, in the context of this section, equal to 1, 2, 3 or 4. We define the following vector subspaces of
and we consider the quadratic form J
Since the linear applications rot (.), div (.) and the quadratic form J 
It is obvious to verify that
, which leads to the fact that each field v ∈ V m (R 3 ) may be decomposed into the sum
with a irrotational part ∇χ and a free divergent part rot(ψ), (rot(∇χ) = 0 and div(rot(ψ)) = 0). In fluid mechanics the equation (4.2) is known as the Helmholtz decomposition. The function χ is called a velocity potential and ψ is called a stream function.
Limit problems, divergence free problem and irrotational problem
Definition 4.1 For all Z ∈ R 3N , τ > 0, ε ≥ 0 and ℓ = 1, 2, 3 or ℓ = 4, we define the particular vectorial tension spline σ ε,τ ℓ as a solution of the following approximation problem
Let us first remark that the problem (4.3) is equivalent to the problem 
Let us denote by P m−1,ℓ (R 3 ) for ℓ = 1, 2, 3 or 4, the following polynomial subspaces of V m ℓ (R 3 ) given by
Proposition 4.1 We have
Proof. See [8] .
We state the existence, uniqueness and characterization of the solution of the problem (4.3). 
Then the aim result is, as Theorem 3.1, a consequence of spline Theory.
In order to give an explicit expression of the solution of the problem (4.3), we introduce the following differential operator P
and all ϕ ∈ (D(R 3 )) k ℓ , where k ℓ = 1 for ℓ = 1, 3 and k ℓ = 3 for ℓ = 2, 4, we have:
m,τ (D).u = 0 if and only if u ∈ P m−1,ℓ (R 3 ).
The result is obtained from Proposition 3.1 item 2) by using the relations (2.24). Proof. It is similar to the proof of Proposition 3.9 by using the characterization given by the relation (4.7).
The following theorem gives a characterization and computing method of the vectorial spline of the particular problems. 
and for p = 1, 2, 3, and ℓ = 2, 4, 
is the 3N × 3N matrix given by blocks
and c ε = 0 if ε = 0 and I 3N is the 3N-unit matrix.
, where E m+1 is the fundamental solution given by (2.5) of the operator ∆ m+1,τ . We have 
Since the measure µ 
Convergence to the limit problems
In order to study the convergence to the limit problems for ρ → 0 and ρ → +∞, we state the following general result.
Let J : E → R be a functional defined on a topological space E, we recall that J is said to be l.s.c if and only if for all λ ∈ R, the subset S λ = {x ∈ E, J(x) ≤ λ} is closed into E. Lemma 4.1 Let (E, || . || E ) be a reflexive Banach space, let J 1 and J 2 be two positive convex and l.s.c functionals on (E, || . || E ), let C be a convex closed nonempty subset of (E, || . || E ) and consider the three following minimum problems
where C 1 = {v ∈ C | J 2 (v) = 0} and C 2 = {v ∈ C | J 1 (v) = 0} are nonempty. We suppose that 1) Each minimum problem P ρ , P ∞ and P 0 admits a unique solution denoted respectively by σ ρ , σ ∞ , σ 0 .
2) The functional J = J 1 + J 2 is coercive, i.e., lim
Proof. The proof is given for ρ → 0. By taking v = σ 0 in the equality
we get
sequence. Since the sum functional J = J 1 + J 2 is coercive, the sequence (σ ρ ) ρ>0 is bounded in the space (E, || . || E ). Thus there is a subsequence (σ ρn ) n∈N of (σ ρ ) ρ>0 , which weakly converges to a some limit v 0 ∈ E. Since C is a convex closed subset, it follows that C is a weak closed set and v 0 belongs to C. The property of l.s.c of J 1 implies that J 1 (v 0 ) ≤ lim inf n→+∞ J 1 (σ ρn ) = 0, and consequently v 0 belongs to C 2 . Also, the property of l.s.c of J 2 together with the inequality (4.10) imply that
By uniqueness of the solution σ 0 of P 0 , we obtain that v 0 = σ 0 . By the same way, we can show that every weakly convergent subsequence of (σ ρ ) ρ>0 weakly converges necessarily to σ 0 and consequently lim ρ→0 σ ρ = σ 0 weakly.
The problem P ρ is equivalent to the problem inf
consequently the proof for ρ → +∞ is similar to the one for ρ → 0.
Remark 4.1
The existence of the solution σ ρ of the problem P ρ is guaranteed by the fact that the functional J is coercive. In fact, in item 1) of Lemma 4.1, we can only suppose the uniqueness of the solution σ ρ .
The convergence to the limit problems for ρ → 0 and for ρ → +∞ is given by the following Proposition Proof. First, let us remark that, in the case ε = 0 the interpolating problem (3.1) is equivalent to the problem
The proof is given by using the Lemma 4.1. Let
. The minimum problems P ρ (ρ > 0), P ∞ and P 0 have respectively a unique solution
it follows that J(v) = J 1 (v) + J 2 (v) → ∞, which proofs that the functional J is coercive. According to the Lemma 4.1, we obtain a) lim
weakly. The property a) im- and lim
R 3N . Which concludes the proof.
Convergence in Sobolev space
Let Ω be a bounded open subset of R 3 and consider the classical Sobolev space H m+1 (Ω) of order m + 1. For f, g ∈ H m+1 (Ω) we define the symmetric bilinear form
, we define the quadratics forms
Let us denote by H m ℓ (Ω), for ℓ = 0, 1, 2, 3, 4 the following spaces 
2)
Proof. The linear application
is continuous (see Nȇcas [11] ) and satisfies the following properties
3) Ker(R Ω )+Ker(T ℓ ) is closed since Ker(T ℓ ) is a finite dimensional vector subspace.
Then the aim result is a consequence of the classical Spline Theory.
Remark 5.1 We can easily show that S Ω,ℓ is a projector on V m ℓ (R 3 ) and satisfies the following properties
The element S Ω,ℓ E ℓ u is called the minimal V 
n(N +1) }. We have the following implications
(ii) (A2) and (A3) imply (A1). (ii) ((A2) and (A3))⇒(A1).
The weak convergence and the norms convergence imply the strong convergence. This conclude the proof.
We state the theorem relatively to external convergence of interpolating tension splines in H ℓ (Ω). 
are satisfied, then we have lim
KerA N is a consequence of the hypothe-
sis (H2). ¿From the imbedding Sobolev theorem
Since lim 
The convergence in C m−1 (Ω; R 3 ) is deduced from the continuous imbedding, H m ℓ (Ω) ֒→ H m+1 (Ω; R 3 ) and the imbedding Sobolev theorem (see Nȇcas [11] 
Let state the internal convergence result of smoothing tension splines, i.e., in V (ii) (A2) and (A3) imply (A1).
Proof. (i) (A1)⇒(A2)
Let us suppose that (A1) is true, it follows that for all v ∈ V Proof. It is analogue to the proof of Theorem 5.1.
