Far-field (remote) laser net-shape scanning has revolutionary potential across numerous applications which involve localized heating of materials. It offers a very high degree of manufacturing flexibility in concert with process repeatability, traceability and low cycle energy usage when compared to traditional tooling-based solutions if the material response can be accurately predicted.
Introduction
Far-field (remote) laser irradiation of materials presents opportunities for the rapid and flexible processing of complex net-shape features [1] . Laser processing of moderate-to-high transparency materials, particularly polymers, offers increased component complexity [2] . The thermodynamics of highly absorbent materials for the purposes of drilling, cutting, welding and other melt-based processes are highly developed [3] ; however, a more complex scenario (e.g. polymers), where a keyhole is undesirable and the volumetric heat source provided by the laser beam is greatly reduced by the transparent nature of the material, is less successfully modelled.
The low melting and thermal degradation temperatures of polymers, coupled with their low thermal diffusivity, means that such materials are highly sensitive to process parameter modulation [4] . Many researchers have investigated the use of laser sources for the thermal bonding (via adhesive and welding methodologies) for the direct benefit of the packaging industry [5] . A subject of great concern for food packaging is that of volatile and/or toxic fumes resultant from excessive heating by any thermal source during sealing [6] . To date, the geometric properties of the beam have not been sufficiently considered to allow the accurate prediction of the real-time seal width resultant from operational parameters or to predict combustion of the polymer, leading to the generation of unwanted fumes.
To bond, first there must be melting; this model will be used to predict melt track widths. Such information could be used to infer bond width. A response surface approach [7] will be used to assess the validity of an analytically derived model which predicts the volumetric temperature rise of a Gaussian laser beam of a known incident power and spot diameter, traversing at a known incident velocity across a material with well understood optical and thermodynamic properties at the laser's wavelength. The model developed is intended for computationally efficient process parameter prediction. This work will use unpigmented homopolymer polypropylene (PP), irradiated by a CO2 laser as a reference scenario. A laser beam energy density presented to a region of material as an incident spot, with a power, P0, traverses across a flat plane of material lying bi-normal to the beam, as shown in Fig. 1 , can be considered as an irradiant exposure:
Model Development

Spatially Discretized Irradiant Exposure
multiplying by area and considering the light which isn't reflected yields an absolute energy exposure value:
For a given strip (of discretized width, Δr, and radius dependent length, l = 2lω) which lies parallel to the direction of incident spot traversal within a circular incident spot, the localized energy exposure can be considered: Integration of the Beer-Lambert law over a discrete inspection length at a known propagation depth allows the generation of a spatially dependent coupling coefficient following the relationship described schematically in Fig. 2 :
The Gaussian intensity profile of the beam can be considered as a spatially dependent coefficient generated by integrating the radius dependent Gaussian intensity relationship (Eq. 5) with respect to lω, as shown in Fig. 3 : since erf(0) = 0 and from Pythagoras: = � 0 2 − 2 :
To take the entire beam diameter into account, Eq. 7 must be doubled. This 'plane of energy' must then be multiplied by the discretized exposure strip to yield irradiant exposure. Once complete, the Irradiant Exposure of a strip running like a cord across a circular Gaussian beam at a known radius can be converted into an energy exposure prediction:
[J]. (8)
Heat to Melt, dTM
The low thermal diffusivity of polymers (≈0.1x10 6 m 2 .s -1 ) [8] presents the opportunity to avoid consideration of thermal conduction and use a heat transfer relation to relate temperature rise in a material to energy exposure:
where Hm is the latent heat of fusion, CP is the specific heat capacity, is the density of the material being heated and
Substitution of this thermal energy relation into the energy exposure definition (Eq.8) and simplifying yields:
Heat to Combust, dTC
Similarly, the energy requirement for combustion is:
where HC is the heat of combustion. Substituting these relations into the energy exposure relation (Eq. 8) yields:
Empirical Validation
The equations described in Section 2 were used to compare the temperature rise within a thin layer of polymer at a known propagation depth with respect to incident laser power, spot size and traverse velocity, as well as the distance of the point of interest from the centre line of the track irradiated. This temperature rise was then compared to the material's known melting and thermal degradation temperatures.
Section 2 has been applied to predict the widths at which a boundary layer, which lies between the bottom of a 25µm thick PP film (PP301025, Goodfellow Ltd.) and the top of a 3mm thick PP sheet (PP303030, Goodfellow Ltd.), either melts or combusts. Table 1 lists the material properties; the absorption coefficient was measured empirically to be α = -7969m -1 . Predicted melt and damage widths are compared directly to empirical analogues generated by use of a CO2 laser as shown in Fig. 4 applied using the process parameters given in Table 2 . Laser power was measured using a wavelength calibrated calorific thermopile (UP25N-250F-H12-D0 , Gentec E-O) prior to the preparation of every sample; all incident traverse velocities are accurate at the surface of the sample, and the laser spot size is accurate (±0.1mm). CP was set at 1800 J.K -1 .kg -1 , this being the mean of the values quoted.
Results and Discussion
Melting widths at the boundary between the film and the sheet, as predicted using the model in Section 2, are plotted in Fig. 5 in concert with empirically gathered data points.
It is visually apparent that both the analytical prediction surface and the empirically gathered data points exhibit similar width magnitudes and trend shapes in all cases. The Chi squared, χ 2 , 'goodness of fit' factor is included with each plot in Fig. 5 to quantify the scale of variation between predicted and empirical results along with the sample population sizes, n. χ 2 has been used to determine confidence intervals, see Table 3 , concerning the null hypothesis that the prediction matches the empirical data. Such analysis demonstrates that, when predicting melting, a very high degree of correlation exists, but melting width under-prediction appears to develop with respect to incident intensity. Thermal damage widths are universally over-predicted; exhibiting increased χ 2 (and greatly reduced confidence) with respect to ISCAN. Furthermore, the model delivers false damage predictions at larger irradiant exposures.
Melting width under-prediction is unlikely to be the result of an inaccurate α, since absorption data for natural PP sourced from literature [3, 12, 13] (yielding values between 2000m -1 -3600m -1 ) are under half that measured for this work; yet a larger α is required to correct the under-prediction. Melt width underprediction is likely to indicate the inaccurate treatment of optical scattering within the material and the transverse electromagnetic (TEM) beam profile of the laser which is assumed to be ideally Gaussian in the model.
It is proposed that the fumes/flame developed (and witnessed) during combustion attenuated the beam en-route to the sample; reducing the interaction at the material surface yielding the gross over-prediction of damage widths in Fig. 5 . Fig. 6 combines the information conveyed in the melting and damage columns of Fig. 5 by plotting predicted melt widths until thermal damage set in. Any process parameter which lies under the volume of the surface in Fig. 6 will generate melting (potentially leading to a weld) without combustion. Fig. 6 accentuates a major discrepancy between predicted and measured process parameter combinations which cause damage; the model universally predicts damage where none occurred. The model reports damage as soon as the material's thermal breakdown temperature is exceeded. In reality, the probability of damage builds from this temperature; it may be that physical damage did not occur to a detectable extent.
The introduction of a suplementary coating (with a lower melting temperature or increased α), common practice in applications relevant to this work [14] , would greatly broaden the operational windows under the surface volumes in Fig. 6 .
Conclusions
An analytically derived, spatially discretized volumetric heating model is described which simulates the temperature rise of a region of a polymer irradiated by an incident Gaussian laser spot of a known size and traverse velocity to enable fume free welding. This model has been compared to empirical data gathered using a CO2 laser and homopolymer polypropylene.
The model's melt width predictions exhibit a Chi squared confidence interval of at least 99.9% when compared to empirical data; melt and damage radius are proportional to power and inversely proportional to incident spot traverse velocity. Melt width under-prediction, although minor, develops with respect to irradiant exposure; this, in concert with false positive damage prediction indicates that the ideal Gaussian treatment of the transverse beam profile led to an under-prediction of the laser melting operational window. Combustion fumes witnessed also led to a gross reduction in damage width compared to that predicted.
This model is a viable real-time tool to facilitate automated laser process parameter prediction for polymer net-shape bonding with the provision of accurate materials data. 
