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The response of a physical system to an exter-
nal driving force is essential across a wide range
of sciences and technologies.1 For slow driving
speeds, an adiabatic situation can be established
in which the driven system is in sync with the
external modulations.2 However, with increasing
driving frequency, the system may start to lag be-
hind the external force as nonadiabatic processes
begin to dominate. Understanding the interplay
between response times and driving frequencies
is of critical importance for applications that re-
quire carefully timed operations such as interfer-
ometric experiments3–8 and metrological current
standards.9–11 Here, we observe an adiabatic-to-
nonadiabatic crossover in a dynamically driven
single-electron transistor by measuring the wait-
ing times between emitted electrons.12–17 Our
highly accurate experiment allows us to inves-
tigate the gradual transition from adiabatic to
nonadiabatic dynamics by measuring temporal
fluctuations at the single-electron level, which are
captured by theory14,16 that covers all driving fre-
quencies. Our work demonstrates that waiting
time distributions are important for the analy-
sis of dynamic processes in the time domain,14–17
and it paves the way for future technologies that
rely on the ability to control, transmit, and de-
tect single quanta of charge2 or heat18 in the form
of electrons,3–11 photons,19 or phonons.20
The waiting time that passes between consecutive
physical events is an important concept in the analy-
sis of stochastic processes13,21 in molecular chemistry,22
quantum optics,23 and electron transport.12 Measuring
the full distribution of waiting times, however, is chal-
lenging, since it requires nearly perfect detectors and
high statistical accuracy. Still, experiments on wait-
ing time distributions24–26 are motivated, for instance,
by the prospects of analyzing dynamic processes in the
time domain.14–17 Figure 1a shows our nanoscale single-
electron transistor consisting of a quantum dot coupled
to external electrodes defined by electrostatic gating of
a two-dimensional electron gas. The system is operated
in the Coulomb blockade regime, where the quantum dot
can be occupied by only zero or one electron at a time. A
small voltage, VSD = 1 mV, drives a current run through
the quantum dot. In addition, we apply a harmonic drive
to the gate electrodes, VG(t) = ∆V sin(2pift), with am-
plitude ∆V = 30 mV and adjustable frequency f in the
kilohertz range. The gate voltage modulates the tun-
neling of electrons in and out of the quantum dot with
rates that to a good approximation depend exponentially
on the external driving as Γi(t) = Γi exp[αi sin(2pift)]
and Γo(t) = Γo exp[−αo sin(2pift)], where αo = 0.85,
αi = 0.6, Γo = 1.8 kHz, and Γi ∼ 2 kHz is weakly
frequency-dependent (see Methods). To detect the in-
dividual tunneling events, we measure a separate elec-
trical current that runs through a capacitively coupled
quantum point contact, whose conductance depends sen-
sitively on the occupation of the quantum dot.
Figure 1b shows a typical time-trace of the current in
the quantum point contact, illustrating how it switches
between two distinct levels in real-time, signaling that
single electrons tunnel in and out of the quantum dot.
To analyze the response of the system to the external
drive, we measure the waiting times between electrons
tunneling out of the quantum dot, τ , and their statistical
distribution, W(τ). Figure 1c shows the distribution of
waiting times collected from about 106 detected tunnel-
ing events during a measurement time of approximately
10 minutes and a driving frequency of f = 0.25 kHz. The
waiting time distribution is suppressed to zero at short
times, since the quantum dot cannot by doubly occupied,
and the strong Coulomb interactions thereby prevent two
electrons from leaving the quantum dot simultaneously.
At later times, the quantum dot can be refilled, and the
suppression is gradually lifted with the distribution peak-
ing at around τ ' 0.6 ms, before it vanishes at much
longer times. This behavior is very different from a Pois-
son process, such as the decay of radioactive nuclei at
rate Γ, for which the distribution of waiting times is ex-
ponential, W(τ) = Γe−Γτ . Indeed, with constant rates,
Γi(t) = Γi and Γo(t) = Γo, the distribution would read
12
Ws(τ,Γi,Γo) = ΓiΓo
Γi − Γo
(
e−Γoτ − e−Γiτ) (1)
with Ws(τ,Γ,Γ) = Γ2τe−Γτ for equal tunneling rates.
In the experiment, the rates are time-dependent, but in
Fig. 1c the driving frequency is much lower than the typ-
ical tunneling rates, f  Γi,Γo, and we expect that the
system will adiabatically follow the external modulations.
In that case, the waiting time distribution should be
given by a period-average over the static distribution (1)
with the time-dependent rates Γi(t) and Γo(t) inserted,
16
W(τ) =
∫ T
0
dt
T
Ws(τ,Γi(t),Γo(t)), (2)
where T = 1/f is the period of the drive. This adiabatic
approximation agrees very well with the measurements,
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FIG. 1. Dynamically driven single-electron transistor and waiting time distributions. a, Schematic of the gate-
defined quantum dot in a two-dimensional electron gas (2DEG) tunnel-coupled to two external electrodes. A harmonic voltage is
applied to the gate electrodes in red, which modulates the tunneling of single electrons between the quantum dot and the leads.
A capacitively coupled quantum point contact is used to monitor the charge state of the quantum dot. b, Time-trace of the
current in the quantum point contact, which switches between two distinct levels corresponding to having 0 or 1 electron on the
quantum dot. The waiting time between electrons tunneling out of the quantum dot is denoted by τ . c, Distribution of waiting
times measured at the driving frequency f = 0.25 kHz together with exact calculations and the adiabatic approximation (2).
d, Distribution measured at the driving frequency f = 10 kHz together with exact calculations and the static expression (1)
with period-averaged rates inserted.
and it demonstrates that the system is in sync with the
external drive, and the dynamic response is adiabatic.
In Fig. 1d, we have increased the driving frequency
to f = 10 kHz, and a completely different picture now
emerges. The driving frequency is much faster than the
tunneling rates, and the system can no longer follow
the fast high-frequency modulations. One might expect
that the waiting time distribution would be given by
the static result (1) with period-averaged rates, Γi,o =∫ T
0
dtΓi,o(t)/T , inserted. Indeed, the overall curve fol-
lows this result as shown with a black line in Fig. 1d.
However, the distribution exhibits an oscillatory pattern
on top of the static result, and a detailed theoretical anal-
ysis of the high-frequency regime yields the expression28
W(τ) =Ws(τ,Γi,Γo)
(
1 +
α2o
2
cos(2pifτ)
)
, (3)
which is valid up to second order in αi and αo. Although
higher-order corrections are needed to fully capture the
experimental results, this expression explains the oscilla-
tions in the waiting time distribution with peaks occuring
at multiples of the period as seen in the figure,
τn = nT = n/f, n = 1, 2, 3, ..., (4)
indicating that the driving is now highly nonadiabatic.
In Fig. 1, we also show exact calculations28 (with no ad-
justable parameters) that are in excellent agreement with
the measurements and thus support our interpretations.
To investigate the crossover from the adiabatic to the
nonadiabatic regime, waiting time distributions across
the full range of driving frequencies are displayed in
Fig. 2. The left panel shows experimental results for a
wide range of driving frequencies, while the right panel
contains the corresponding calculations of the waiting
time distributions. The figure clearly illustrates how
the oscillatory pattern in the waiting time distributions
builds up with increasing driving frequency, and it cor-
roborates the physical picture that peaks should appear
at multiples of the driving period according to Eq. (4).
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FIG. 2. Distributions of waiting times as functions of the driving frequency. a, Measured waiting time distributions
with varying driving frequency f . b, Calculations of waiting time distributions with the parameters αo = 0.85, αi = 0.6,
Γo = 1.8 kHz, and Γi = 2.3 kHz. The dashed lines indicate the peaks in the distributions at τn = n/f according to Eq. (4).
From our theoretical analysis, we anticipate that the
crossover from adiabatic to nonadiabatic dynamics will
take place for driving frequencies that are on the order
of the tunneling rates; a regime, where a stochastic reso-
nance occurs.27 To explore the crossover in further detail,
Fig. 3 diplays distributions in this frequency range.
The leftmost panel of Fig. 3 shows the waiting time
distribution for f = 0.5 kHz. Here, the distribution is
still dominated by the adiabatic peak at short waiting
times, however, a small shoulder developing at the period
of the drive provides the first indications of a nonadia-
batic response. In the next panel, the frequency has been
increased to f = 0.7 kHz, and a peak is now becoming
visible at the period of the drive together with a shoulder
at twice the period. In the third panel, we have further
increased the frequency to f = 1 kHz, and the waiting
time distribution is now distinctly dominated by peaks
at multiples of the period, signaling that we are reach-
ing the nonadiabatic regime. Finally, in the rightmost
panel with f = 2 kHz, the waiting time distribution is
completely governed by the nonadiabatic peak structure,
and we no longer see traces of the adiabatic distribution.
Our work establishes waiting times as an important
experimental concept in the time-domain analysis of
dynamic processes,12–17 here with emphasis on the
adiabatic-to-nonadiabatic crossover in a driven single-
electron transistor. While the present work concerns
tunneling of confined electrons in a low-dimensional
structure, future experiments may measure the waiting
times between charge pulses propagating in extended
electronic wave guides.3–7 These efforts are important
for future quantum technologies that require carefully
timed operations, such as interferometric experiments
and sensors,3–8 and metrological current standards based
on regular single-electron emitters.9–11 Experiments on
waiting time distributions are interesting for a wide
range of physical systems, not only with electrons, but
also involving other discrete quanta, for instance, single
photons19 or phonons.20
Methods
Experimental details. The device is based on a
GaAs/AlGaAs heterostructure with a two-dimensional
electron gas (2DEG). The 2DEG is formed 100 nm below
the surface of the heterostructure and has a charge den-
sity of 2.4·1011 cm−2 with a mobility of 5·105 cm2V−1s−1.
On the surface of the heterostructure, CrAu gates are
formed by e-beam and optical lithography. By applying
negative gate voltages, the 2DEG below the gates is de-
pleted and the quantum dot as well as the quantum point
contact are formed.
The device was operated in a 4He cryostat at 1.5 K,
while the signal processing was done outside at room
temperature. The driving signal was generated with the
help of an Adwin Pro2 real-time system. To amplify
the current through the quantum point contact, a low-
noise amplifier with 100 kHz bandwidth was used. The
detector current Iqpc(t) was monitored with a tempo-
ral resolution of ∆ts = 2.5 µs. To extract the waiting
times, the time-dependent occupation of the quantum
dot was determined. To this end, the measured traces
of Iqpc(t) were digitized with the high current level in-
dictating that the quantum dot was empty (state 0) and
the low current level that it was occupied (state 1). The
waiting times, τ , between single electrons tunneling out
of the quantum dot were identified as the time between
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FIG. 3. Adiabatic-to-nonadiabatic crossover. Distributions of electron waiting times for four driving frequencies in the
crossover region, f = 0.5 kHz (left), 0.7 kHz, 1 kHz, and 2 kHz (right). Vertical dashed lines indicate multiplies of the period.
consecutive transitions from state 1 to state 0. The time-
dependent tunneling rates Γi(t) and Γo(t) were extracted
from the experimental data, and the parameters αo, αi,
Γo and Γi were subsequently determined. We found that
the first three parameters were constant, while Γi was
weakly frequency-dependent as illustrated in the table:
f (kHz) 0.00 0.25 0.50 0.70 1.00 2.00 4.00 8.00 10.0
Γi (kHz) 1.80 1.95 1.70 1.70 1.60 2.30 2.20 2.55 2.80
Theory. The system can be described by the rate equa-
tion ddt |p(t)〉 = L(t) |p(t)〉 = [L0(t) + J(t)] |p(t)〉, where
the vector |p(t)〉 = (p0(t), p1(t))T contains the probabil-
ities for the quantum dot to be empty or occupied, and
we have partitioned the rate matrix L(t) into
L0(t) =
(
−Γi(t) 0
Γi(t) −Γo(t)
)
and J(t) =
(
0 Γo(t)
0 0
)
,
where Γi,o(t) are the tunneling rates, and J(t) de-
scribes electrons tunneling out of the quantum dot.
The waiting time distribution can be calculated as
W(τ) = 〈τ〉∂2τΠ(τ), where 〈τ〉 = −1/[∂τΠ(0)] is the
mean waiting time, and Π(τ) is the idle-time probability
that no electrons have tunneled out of the quantum dot
during a time span of duration τ .15,16 For a peridically-
driven system, this probability depends not only on the
length of the interval, τ , but also on the starting point,
t0, and we have to average it over a period of the drive as
Π(τ) =
∫ T
0
dt0Π(τ, t0)/T . The idle-time probability can
be expressed as Π(τ, t0) = 〈1|Tˆ{e
∫ τ+t0
t0
dtL0(t)} |ps(t0)〉,
where Tˆ is the time-ordering operator, the periodic state
is denoted as |ps(t0)〉 = |ps(t0 +T )〉, and we have defined
〈1| = (1, 1).16 The periodic state is found by solving
the eigenproblem, Tˆ{e
∫ T+t0
t0
dtL(t)} |ps(t0)〉 = |ps(t0)〉, for
|ps(t0)〉 by using the normalization, p0(t0) + p1(t0) = 1,
at all times.
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CALCULATIONS OF WAITING TIME DISTRIBUTIONS
A. Numerical calculations
To calculate the distribution of waiting times we follow Ref. 1 and the Methods section. We first compute the idle-
time probability as Π(τ, t0) = 〈1|U0(τ + t0, t0) |ps(t0)〉 with U0(t, t0) = Tˆ{e
∫ t
t0
dt1L0(t1)}, where Tˆ is the time-ordering
operator and 〈1| ≡ (1, 1). For the periodic state, |ps(t0)〉 = |ps(t0 + T )〉, we find
p0(t0) =
e−
∫ t0+T
t0
dt1(Γi(t1)+Γo(t1))
1− e−
∫ t0+T
t0
dt1(Γi(t1)+Γo(t1))
∫ t0+T
t0
dt1Γi(t1)e
∫ t1
t0
dt2[Γi(t2)+Γo(t2)]. (1)
with the normalization, p0(t0) + p1(t0) = 1, at all times. For the non-zero matrix elements of U0(t, t0), we have [1]
[U0(t, t0)]11 = exp
[
−
∫ t
t0
dt1Γi(t1)
]
, [U0(t, t0)]22 = exp
[
−
∫ t
t0
dt1Γo(t1)
]
,
[U0(t, t0)]21 = exp
[
−
∫ t
t0
dt1Γo(t1)
] ∫ t
t0
dt1Γi(t1) exp
[∫ t1
t0
dt2 [Γo(t2)− Γi(t2)]
]
,
(2)
and thereby obtain
Π(τ, t0) = U11(t0 + τ, t0)[1− p0(t0)] + U21(t0 + τ, t0)[1− p0(t0)] + U22(t0 + τ, t0)p0(t0). (3)
By evaluating these expressions numerically, we obtain the waiting time distribution as W(τ) = 〈τ〉∂2τΠ(τ) with
〈τ〉 = −1/[∂τΠ(τ = 0)] and Π(τ) =
∫ T
0
dt0Π(τ, t0)/T .
B. Zero-frequency limit
With constant rates, Γi(t) = Γi and Γo(t) = Γo, Eqs. (1) and (2) are easily solved analytically, yielding
ps0(t0,Γi,Γo) =
Γi
Γi + Γo
, (4)
and
[U0(t, t0,Γi)]
s
11 = exp [−Γi(t− t0)] , [U0(t, t0,Γo)]s22 = exp [−Γo(t− t0)] ,
[U0(t, t0,Γi,Γo)]
s
21 =
Γi
Γi − Γo
(
e−Γo(t−t0) − e−Γi(t−t0)
)
.
(5)
We then find
Πs(t,Γi,Γo) =
e−ΓotΓ2i − e−ΓitΓ2o
Γ2i − Γ2o
, (6)
and
Ws(τ,Γi,Γo) = ΓiΓo
Γi − Γo
(
e−Γoτ − e−Γiτ) , (7)
which is Eq. (1) of the main text.
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2C. High-frequency limit
For αi, αo  1, we may treat the driving as a perturbation and expand all quantities to second order in the driving
amplitudes (the first-order contribution to the waiting time distribution eventually vanishes). We start by expanding
the tunneling rates as
Γi(t) = Γi
[
1 + αi sin(2pift) +
1
2
α2i sin
2(2pift)
]
, Γo(t) = Γo
[
1− αo sin(2pift) + 1
2
α2o sin
2(2pift)
]
. (8)
We note that the average values of the rates over a full driving period are
Γi =
1
T
∫ T
0
dtΓi(t) = Γi(1 + α
2
i /4), Γo =
1
T
∫ T
0
dtΓo(t) = Γo(1 + α
2
o/4). (9)
In principle, second-order perturbation theory allows us to derive an analytic expression for the waiting time distri-
bution for all frequencies. However, given the lengthy expressions that the general derivation yields, we focus here
on the high-frequency limit, f  Γi,Γo, where all expressions may be simplified considerably. Below we expand each
quantity around its corresponding steady-state equivalent with the averaged rates Γi and Γo inserted. We neglect
terms that are negligible in the high-frequency limit, f  Γi,Γo and then find
p0(t0) = p
s
0(t0,Γi,Γo)
(
1− Γo
2pif
cos (2pift0) (αi + αo)
)
, (10)
as well as
[U0(t, t0)]11 = [U0(t, t0,Γi)]
s
11
(
1 + γi + γ
2
i /2
)
, [U0(t, t0)]22 = [U0(t, t0,Γo)]
s
22
(
1 + γo + γ
2
o/2
)
, (11)
and
[U0(t, t0)]21 =[U0(t, t0,Γi,Γo)]
s
21
(
1 +
cos [2pift]
2pif
[
eΓot+Γit0αi(Γi − Γo)
eΓot+Γit0 − eΓit+Γot0 − αoΓo
]
+
1
2(2pif)2
[
αiαoΓiΓo cos (2pif(t− t0))
− 2αi(Γi − Γo)
(
eΓot+Γit0 cos (2pift)− eΓit+Γot0 cos (2pift0)
)
(αoΓo cos (2pift) + αiΓi cos (2pift0))
eΓot+Γit0 − eΓit+Γot0
])
,
(12)
with γx ≡ αxΓx2pif (cos[2pift] − cos[2pift0]), x = i, o. In the expressions above for the matrix elements of U0(t, t0), we
have omitted terms that eventually vanish when averaged over a period of the drive. By averaging the idle-time
probability in Eq. (3) over a period of the drive, we find
Π(t) = Πs(t,Γi,Γo)
(
1− 1
2
(
1
2pif
)2 Γ2iΓ2o (eΓit − eΓot)
eΓitΓ2i − eΓotΓ2o
cos (2pift)α2o
)
, (13)
and we then arrive at the high-frequency expression for the waiting time distribution in Eq. (3) of the main text,
W(τ) =Ws(τ,Γi,Γo)
[
1 +
α2o
2
cos (2pifτ)
]
. (14)
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