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Abstract
Graphical models have proven to be powerful tools for representing high-dimensional systems
of random variables. One example of such a model is the undirected graph, in which lack
of an edge represents conditional independence between two random variables given the rest.
Another example is the bidirected graph, in which absence of edges encodes pairwise marginal
independence. Both of these classes of graphical models have been extensively studied, and
while they are considered to be dual to one another, except in a few instances this duality
has not been thoroughly investigated. In this paper, we demonstrate how duality between
undirected and bidirected models can be used to transport results for one class of graphical
models to the dual model in a transparent manner. We proceed to apply this technique to extend
previously existing results as well as to prove new ones, in three important domains. First, we
discuss the pairwise and global Markov properties for undirected and bidirected models, using
the pseudographoid and reverse-pseudographoid rules which are weaker conditions than the
typically used intersection and composition rules. Second, we investigate these pseudographoid
and reverse pseudographoid rules in the context of probability distributions, using the concept of
duality in the process. Duality allows us to quickly relate them to the more familiar intersection
and composition properties. Third and finally, we apply the dualization method to understand
the implications of faithfulness, which in turn leads to a more general form of an existing result.
1 Introduction
Graphical models are used to study conditional independence statements about a set of p < ∞
random variables X = {Xv}v∈V where V = {1, 2, . . . , p}. Most generally, a graphical model for such
a system is a graph G = (V,E). In such a graph, inclusion of (a, b) in the edge set E is predicated
on some conditional independence statement about Xa and Xb. For example, the undirected graph
corresponding to X (called the concentration graph in some settings, such as [Pearl and Paz, 1986])
is constructed such that (a, b) 6∈ E if and only if Xa and Xb are conditionally independent given the
rest of the variables. The bidirected graph (called the covariance graph in some settings, such as
[Cox and Wermuth, 1993, Kauermann, 1996]), is constructed using the rule (a, b) 6∈ E if and only
if Xa and Xb are independent.
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Undirected and bidirected graphical models have been widely studied in the literature [see
Cox and Wermuth, 1996, Lauritzen, 1996, Whittaker, 1990, for references]. Important to the study
of such models are the equivalence between the pairwise Markov and global Markov properties (see
Section 2.4), general conditions for such equivalences, and the concept of faithfulness. Under certain
conditions, graphical models defined using pairwise relations also encode more complicated global
conditional independence statements. These conditional independence statements are typically
represented by separation statements in an undirected or bidirected graph G, and when this occurs
the random variable X is said to be globally Markov with respect to G. More specifically, when
the global Markov condition is satisfied, separation of two disjoint subsets A and B given a third
separating subset S implies a conditional independence statement about XA = {Xa}a∈A, XB , and
XS . The ability of a graphical model G to encode such complex conditional independence statements
is important when using such models in applications. The reverse containment, that all conditional
independence statements within a random vector being encoded by separation statements in a given
graph, is known as faithfulness.
Several authors have specified conditions under which the pairwise and global Markov properties
are equivalent in both undirected and bidirected models [Kauermann, 1996, Pearl and Paz, 1986,
and others]. Conditions under which a distribution is faithful to a graphical model have also
been formulated for undirected and bidirected trees [Becker et al., 2005, Malouche and Rajaratnam,
2011, and others]. However, although undirected and bidirected graphical models are known to
be dual to each other (a notion formalized by Matu´s [1992a]), they have frequently been treated
differently – especially when proving properties of such models. In several instances, authors have
succeeded in obtaining results for bidirected graphs that parallel those for undirected graphs, but as
we shall demonstrate have used more complicated proof techniques than necessary. In this paper,
we demonstrate that many of these results could have been achieved using the dual framework of
Matu´s [1992b], and use this formalism to develop even more general results. Our approach shows
how without exception, results on bidirected graphs can be easily obtained by analyzing undirected
graphs.
Besides introducing and investigating the important technique of using duality to “transport”
results in the undirected graph setting to the bidirected graph setting, we also enumerate below the
additional novel contributions in the paper. First, weaker conditions – the so-called pseudographoid
rules – for the equivalence between the pairwise and global Markov conditions on both undirected
and bidirected graphs is given. Duality is used to adapt the result on undirected graphs to the dual
result on bidirected graphs. Second, the relationship between the familiar intersection/composition
properties and the more general pseudographoid rules is formally derived. Third, a result on
faithfulness in the bidirected graph setting, known to be true only for Gaussian random variables,
is generalized in a significant way. In many cases, “direct” proofs are given side by side with proofs
using duality, to underscore the power of the technique.
The paper is organized as follows. In Section 2, we introduce preliminary notation and con-
cepts. The general approach taken by the paper is outlined in Section 3. The equivalence between
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pairwise and global Markov properties is considered in Section 4. These conditions, called the pseu-
dographoid and reverse pseudographoid rules, are studied in greater detail in Section 5. Finally,
the idea of faithfulness is investigated in Section 6, and the use of duality allows extension of a
result which formerly applied only to Gaussian distributions to a more general setting.
2 Preliminaries
In this section, notation concerning conditional independence structures and graphical models is
introduced. These are then stated in the language of relations as in Matu´s [1992b], a formalism
which is used throughout this paper. Some preliminary results regarding various closure rules on
the set of relations are derived.
2.1 Conditional Independence
In the sequel, we will distance ourselves from conditional independence structures of probability
distributions and instead work with general relations (defined in Section 2.2). However, it is useful
to use probability distributions as a motivating example before moving to the language of relations.
Throughout this paper, X = {Xv}v∈V is a random vector indexed by a finite set V . For any
A ⊆ V , XA = {Xa}a∈A denotes a sub-vector of X. For disjoint A,B,C ⊆ V = {1, . . . , p}, with XA,
XB , and XC taking values in σ-algebras SA, SB , and SC respectively, XA is said to be conditionally
independent of XB given XC if ∀SA ∈ SA, SB ∈ SB, SC ∈ SC ,
P (XA ∈ SA,XB ∈ SB |XC ∈ SC) = P (XA ∈ SA|XC ∈ SC)P (XB ∈ SB|XC ∈ SC),
where P is the law of X. In this case we say that
XA ⊥⊥ XB |XC ,
which will henceforth be shortened to A ⊥⊥ B|C when there is no ambiguity.
Any system of random variables satisfies the following semigraphoid rules [Pearl and Paz, 1986]:
1. Symmetry (S): A ⊥⊥ B|S ⇐⇒ B ⊥⊥ A|S
2. Decomposition (D): A ⊥⊥ BC|S ⇒ A ⊥⊥ B|S
3. Weak Union (U): A ⊥⊥ BC|S ⇒ A ⊥⊥ B|SC.
4. Contraction (C): A ⊥⊥ B|S ∧A ⊥⊥ C|BS ⇒ A ⊥⊥ BC|S ,
where BC is shorthand for B ∪ C when there is no ambiguity, and all sets A,B,C, S above are
disjoint. Above, B and C can represent any partition of BC = B ∪ C with B ∩ C = ∅. Note
that although any set of random variables necessarily satisfies the semigraphoid axioms above, the
list is not complete; in fact, no finite characterization of random variables using such rules exists
[Studeny´, 1992].
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Any random vector X also satisfies the following localizability property [see Matu´s, 1992b,
Lemma 3]:
5. Localizability (L): A ⊥⊥ B|S ⇐⇒ a ⊥⊥ b|S′, ∀a ∈ A, b ∈ B,S ⊆ S′ ⊆ SAB\ab,
where lowercase letters, above and henceforth, represent singletons, i.e., a = {a}. More generally,
Matu´s [1992b, 1997] demonstrates that any semigraphoid is localizable.
Furthermore, X may satisfy
6. Intersection (I): A ⊥⊥ B|SC ∧A ⊥⊥ C|SB ⇒ A ⊥⊥ BC|S
7. Composition (M): A ⊥⊥ B|S ∧A ⊥⊥ C|S ⇒ A ⊥⊥ BC|S.
If X admits a strictly positive density, it follows that X satisfies the intersection rule [Lauritzen,
1996]. It is well-known that Gaussian random variables satisfy both intersection and composition.
Some simple results relating the above properties are presented in Section 2.2.
2.2 Relations
In the sequel, it will be useful to abstract conditional independence structures using the notation
of relations. For a finite set V , define T (V ) as the set of all triples (A,B|C) with A,B,C ⊆ V
pairwise disjoint and A,B both nonempty. A subset of T (V ) will be referred to as a relation. For a
random vector X indexed by V , define the relation [X] ⊆ T (V ) by (A,B|C) ∈ [X] ⇐⇒ A ⊥⊥ B|C
(where A,B,C ⊆ V are disjoint) which is called the conditional independence structure of X. As
all relations in general will be subsets of T (V ), the dependence on V will be henceforth suppressed.
All of the closure rules of Section 2.1 can translated into the notation of relations. For example,
L ⊆ T is a semigraphoid if it is closed under the semigraphoid rules in the sense that
(S) : (A,B|S) ∈ L ⇐⇒ (B,A|S) ∈ L
(D) : (A,BC|S) ∈ L ⇒ (A,B|S) ∈ L
(U) : (A,BC|S) ∈ L ⇒ (A,B|SC) ∈ L
(C) : (A,B|S), (A,C|BS) ∈ L ⇒ (A,BC|S) ∈ L.
The following simple lemma (stated by Matu´s [1992a] without proof) gives a compact representation
of properties (D), (U), and (C) above.
Lemma 2.1. A relation L is closed under decomposition (D), weak union (U), and contraction
(C) if and only if it holds that
(DUC) : (A,BC|S) ∈ L ⇐⇒ (A,B|S), (A,C|SB) ∈ L.
Proof. ⇒: Suppose first that L is closed under (D), (U), and (C). If (A,BC|S) ∈ L, it follows by (D)
that (A,B|S) ∈ L and by (U) that (A,B|SC) ∈ L. On the other hand, if (A,B|S), (A,C|SB) ∈ L,
it follows by (C) that (A,BC|S) ∈ L.
4
⇐: Now suppose that L is closed under (DUC) defined in the statement of the lemma. Then
it is clear by definition that L is closed under (D), (U), and (C).
This representation of the semigraphoid rules is parsimonious in the sense that it consists of one
if and only if statement. We shall later see that this is convenient when proving results concerning
semigraphoids.
Furthermore, L is localizable if
(L) : (A,B|S) ∈ L ⇐⇒ (a, b|S′) ∈ L, ∀a ∈ A, b ∈ B,S ⊆ S′ ⊆ SAB\ab.
Note that for any random variable X, the corresponding conditional independence structure [X] is
a semigraphoid [Pearl and Paz, 1986]. Under the localizability condition, global statements about
general triples (A,B|C) can be constructed from pairwise triples of the form (a, b|C), where a, b
are singletons. Specifically, define S(V ) := S = {(a, b|C) : a 6= b, C ⊆ V \ab}. Global statements
about a localizable set of triples L ⊆ T can be made when working only with S(L) := L∩ S. This
technique is used effectively, for example, in Matu´s [1992b, 1997], Lnenicka and Matu´s [2007].
The following lemma shows that localizability is a strictly weaker condition than the semi-
graphoid rules.
Lemma 2.2. Closure of a relation L under the semigraphoid axioms implies localizability. Closure
of L under localizability implies decomposition (D) and weak union (U), but not contraction (C).
Proof. The fact that semigraphoids are localizable is shown in Matu´s [1992b], Lemma 3. See also
Matu´s [1997], Lemma 1.
Now let L be localizable. Then
(A,BC|S) ∈ L ⇒(L) (a, b|S
′) ∈ L, ∀a ∈ A, b ∈ BC,S ⊆ S′ ⊆ SABC\ab
⇒ (A,B|S′) ∈ L, ∀a ∈ A, b ∈ B,S ⊆ S′ ⊆ SAB\ab
⇒(L) (A,B|S) ∈ L,
which shows closure of L under decomposition (D). Moreover,
(A,BC|S) ∈ L ⇒(L) (a, b|S
′) ∈ L, ∀a ∈ A, b ∈ BC,S ⊆ S′ ⊆ SABC\ab
⇒ (a, b|S′) ∈ L, ∀a ∈ A, b ∈ B,SC ⊆ S′ ⊆ SABC\ab
⇒(L) (A,B|SC) ∈ L,
and so L is closed under weak union (U).
It remains to show by counter example that L need not be closed under contraction. Consider
the relation L = {(a, b|∅), (a, c|b)} which is closed under localizability (L). However, L is not closed
under contraction, as it does not contain (a, bc|∅).
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Localizability and its relation to the semigraphoid axioms is considered in more detail in Sec-
tion 5, when we consider localizability and the pseudographoid rules in detail. For more details
on the rich mathematical framework underlying T and its subfamilies, we refer the reader to
Lnenicka and Matu´s [2007], Vomlel and Studeny´ [2007], Studeny´ [1997, 2001] and Matu´s [1992a,
1997].
2.3 Graphical Models
Let G = (V,E) be an undirected graph with vertex set V and edge set E ⊆ V × V such that
(u, v) ∈ E ⇐⇒ (v, u) ∈ E. Two distinct vertices v, u ∈ V are said to be adjacent in G if (v, u) ∈ E
and in this case we write u ∼G v or simply u ∼ v when it is unambiguous. The vertices u, v are said
to be connected in G if there exists some u = w1, . . . , wn+1 = v ∈ V , with wi distinct, such that
wi ∼ wi+1,∀i ∈ 1, . . . , n. In this case, (w1, w2, . . . , wn+1) is said to be a path connecting v = w1
and u = wn+1 in G. We define P(u, v) as the set of all paths connecting u and v.
Given an undirected graph G = (V,E) and disjoint A,B, S ⊆ V , we say that S separates A and
B in G if ∀a ∈ A, b ∈ B, any path in P(a, b) contains at least one element of S. In this case, we
write
A ⊥G B|S,
and define [G] ⊆ T by [G] := {(A,B|S) : A ⊥G B|S}. For any undirected graph G, [G] is a
semigraphoid closed under intersection and composition [Pearl and Paz, 1986]. It follows that [G]
is localizable; for a direct proof of this statement, see the appendix. For a further discussion of [G]
in a larger context, see Matu´s [1997], Lnenicka and Matu´s [2007] and Matu´s [1992a].
Given a relation L, we construct the undirected graph corresponding to L, written as Gun(L) =
(V,Eun(L)), according to the rule
(a, b) 6∈ Eun(L) ⇐⇒ (a, b|V \ab) ∈ L.
The bidirected graph corresponding to L is the graph Gbi(L) = (V,Ebi(L)) constructed according
to the rule
(a, b) 6∈ Ebi(L) ⇐⇒ (a, b|∅) ∈ L.
Note that each edge of Gbi(L) can be thought of as a bidirected edge. We use this convention
to be consistent with previous work on directed graphs, and adhere to the notation of Lauritzen
[1996]. Some authors refer to the undirected graph above as the concentration graph and the
bidirected graph as the covariance graph [Cox and Wermuth, 1996]. This terminology makes sense
when modelling Gaussian distributions, for which pairwise partial independence between random
variables is encoded by sparsity in the inverse covariance (concentration) matrix. Since the context
of this paper is much broader, we use the undirected/bidirected nomenclature.
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Example 2.3. Typically, the relation L being considered is the conditional independence struc-
ture for some random variable X. The undirected and bidirected graphs corresponding to X
are constructed using pairwise partial or marginal independences present in [X]. Specifically, the
undirected graph Gun([X]) = (V,Eun([X])) satisfies (a, b) 6∈ Eun([X]) ⇐⇒ Xa ⊥⊥ Xb|XV \ab. Al-
ternatively, (a, b) ∈ Eun([X]) ⇐⇒ Xa 6⊥⊥ Xb|XV \ab. On the other hand, the bidirected graph
Gbi([X]) = (V,Ebi([X])) satisfies (a, b) ∈ Ebi([X]) ⇐⇒ Xa ⊥⊥ Xb.
Such graphs have been widely studied going back to Cox and Wermuth [1993], Kauermann
[1996], and Pearl and Paz [1986]. For general reference on both undirected and bidirected graphs,
as well as other types of graphical models, see for example Cox and Wermuth [1996], Lauritzen
[1996], Studeny´ [2001], and Whittaker [1990].
2.4 Global Markov Properties
Under certain assumptions, pairwise statements about graphical models can be used to construct
global statements. Given a relation L and graph G = (V,E), we say that L is:
a. Undirected (concentration) pairwise Markov with respect to G if (a, b) /∈ E ⇒ (a, b|V \ab) ∈ L,
that is, S(L) ⊆ [G].
b. Undirected global Markov with respect to G if A ⊥G B|S ⇒ (A,B|S) ∈ L, that is, [G] ⊆ L.
c. Bidirected (covariance) pairwise Markov with respect to G if (a, b) /∈ E ⇒ (a, b|∅) ∈ L.
d. Bidirected global Markov with respect to G if A ⊥G B|S ⇒ (A,B|V \ABS) = (A,B|S)
⌉ ∈ L.
Note that we speak of Markov properties with respect to a relation L as compared to a random
variable X. In the language of conditional independence, the undirected global Markov rule, e.g.,
is the statement that
A ⊥G B|S ⇒ XA ⊥⊥ XB |XS .
Fixing some arbitrary G = (V,E), note that if L is undirected pairwise Markov with respect G
then Eun(L) ⊆ E; Gun(L) is minimal in this sense. Further, if G
′ = (V,E′) satisfies Eun([X]) ⊆ E
′,
then L is undirected pairwise Markov with respect to G′. Similarly, if L is bidirected pairwise
Markov with respect to G, then Ebi(L) ⊆ E. If Ebi([X]) ⊆ E
′, then L is bidirected pairwise Markov
with respect to G′.
It is well-known [Pearl and Paz, 1986] that closure of a relation L under intersection is a sufficient
condition for equivalence between the undirected pairwise and undirected global Markov properties.
The same is true [Kauermann, 1996, Banerjee and Richardson, 2003] for relations closed under
composition with respect to the bidirected Markov properties. In Section 4, the assumptions of
intersection and composition will be weakened. In addition, the concept of duality will be used to
demonstrate how the result on bidirected graphs follows directly from that on undirected graphs.
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2.5 Additional Closure Rules
We now present four additional closure rules on L ⊆ T . First, we define the pseudographoid and
reverse pseudographoid rules. Pseudographoids have been previously studied going back at least
to Matu´s [1997], and are defined here in their pairwise form as in Lnenicka and Matu´s [2007]. The
reverse pseudographoid rule is also considered by Lnenicka and Matu´s [2007].
8. Pseudographoid Rule (P ): (a, b|Sc), (a, c|Sb) ∈ L ⇒ (a, b|S), (a, c|S) ∈ L, where a, b, c are
singletons.
9. Reverse Pseudographoid Rule (R): (a, b|S), (a, c|S) ∈ L ⇒ (a, b|Sc), (a, c|Sb) ∈ L where a, b, c
are singletons.
Note that the pseudographoid rule is analogous to intersection, but with some sets restricted
to be singletons. On the other hand, the reverse pseudographoid rule is a weakened version of
composition. In Section 4, these rules are shown to be both necessary sufficient for equivalence of the
Markov properties (Section 2.3). In Section 5, the pseudographoid and reverse pseudographoid rules
are studied with respect to semigraphoids, and shown to be equivalent to intersection (respectively,
composition) in that context.
In the sequel, the following two closure properties will be used to study faithfulness (see Section
6) of graphical models:
10. Decomposable Transitivity: (aB,De|c), (a, e|BD) ∈ L ⇒ (a, c|B) ∈ L ∨ (c, e|D) ∈ L.
11. Dual Decomposable Transitivity: (aB,De|V \aBcDe), (a, e|V \aBDe) ∈ L ⇒ (a, c|V \aBc) ∈
L ∨ (c, e|V \cDe) ∈ L.
Decomposable transitivity was first defined in Becker et al. [2005] to provide conditions for faith-
fulness of random variables to tree graphs. Dual decomposability is a new notion introduced in
this paper to facilitate derivation of a dual result to that of Becker et al. [2005] in Section 6.
3 Duality
We now introduce the notion of duality, a tool which we rely heavily on in the sequel. Given some
triple (A,B|C) ∈ T , define its dual by (A,B|C)⌉ := (A,B|V \ABC). Similarly, given a relation
L ⊆ T , its dual is defined to be
L⌉ := {(A,B|C) : (A,B|V \ABC) ∈ L}.
Note that (L⌉)⌉ = L. Duality is discussed in detail in Matu´s [1992a], Lnenicka and Matu´s [2007],
in the context of various classes of relations.
Consider the undirected and bidirected graphs corresponding to a given relation L, as defined
in Section 2.3. Note that (a, b|V \{a, b})⌉ = (a, b|∅), and hence the undirected graph corresponding
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to L is the dual of the bidirected graph (and vice versa), that is [Gun]
⌉ = [Gbi]. Furthermore, the
Markov properties for bidirected graphs are simply defined using duality. A relation L is bidirected
pairwise Markov with respect to some G = (V,E) if S(L)⌉ ⊆ [G], and bidirected global Markov
with respect to G if [G]⌉ ⊆ L.
We now define a sense in which one can “dualize” a result regarding undirected graphs to one
about bidirected graphs. Let L ⊆ T be a relation. As in Studeny´ [1997], we define a rule with r
antecedents, R, as a set of (r + 1)-tuples of V with each ti a distinct triple on V . We say that a
relation L is closed under R if for every (r + 1)-tuple {t1, . . . , tr+1} ∈ R, it holds that
ti ∈ L, i = 1, . . . r ⇒ tr+1 ∈ L.
For example, the intersection rule is the set of all 3-tuples of the form
{(A,B|CD), (A,C|BD), (A,BC|D)},
where A,B,C,D are arbitrary disjoint subsets of V . We will also allow for r = 0, and in this case
L is closed under the unary rule R when
{t1} ∈ R ⇒ t1 ∈ L.
which is simply set-containment.
The dual of a rule R is defined as
{{t
⌉
1, . . . , t
⌉
r+1} : {t1, . . . , tr+1} ∈ R}.
Noting that
{(A,B|CD), (A,C|BD), (A,BC|D)}⌉ = {(A,B|V \ABCD), (A,C|V \ABCD), (A,BC|V \ABCD)},
it is easy to see that the dual of the intersection rule is composition, i.e., the set of all triples of the
form
{(A,B|D), (A,C|D), (A,BC|D)}
after the change of variables V \ABCD→ D.
Note that the closure of a relation L under some rule R is equivalent to closure of L⌉ under
R⌉. Similarly, suppose it holds that whenever a relation L is closed under some finite set of rules,
{Rk}
K
k=1, it must also be closed under RK+1. Then it immediately holds that whenever a relation
L is closed under {R
⌉
k}
K
k=1, it must also be closed under R
⌉
K+1. Otherwise, there would exist some
L which was closed under {R
⌉
k}
K
k=1 but not under R
⌉
K+1. In this case, L
⌉ would be closed under
{Rk}
K
k=1 but not under RK+1, contradicting the assumption.
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For example, for a given graph G, consider the unary rules
Run,pairG = {(a, b|V \ab) : a ⊥G b|V \ab}
and
(Run,pairG )
⌉ = {(a, b|∅) : a ⊥G b|S}
:= Rbi,pairG .
These are the pairwise undirected and pairwise bidirected Markov properties of Section 2.4; they
are jointly dual. Similarly, the global Markov properties are given by
Run,globalG = {(A,B|S) : A ⊥G B|S}
and
(Run,globalG )
⌉ = {(A,B|V \ABS) : A ⊥G B|S}
:= Rbi,globalG .
Hence, the existence of a result providing equivalence between the undirected pairwise and undi-
rected global Markov rules under the assumption of some closure rule yields the dual result, i.e.,
equivalence between the bidirected pairwise and bidirected global Markov rules under the dual
closure rule. Although we will use the technique described above in the sequel, we will not require
the preceding notation regarding rules.
Before proceeding, we provide three lemmas which will be used in the remainder of this paper.
The following lemma specifies the effect of the dualization operator on relations with respect to
various closure rules.
Lemma 3.1. A relation L ⊆ T (V ) is:
1. localizable if and only if L⌉ is localizable.
2. a semigraphoid if and only if L⌉ is a semigraphoid.
3. closed under intersection if and only if L⌉ is closed under composition.
4. closed under the pseudographoid rule if and only if L⌉ is closed under the reverse pseudo-
graphoid rule.
5. closed under decomposable transitivity if and only if L⌉ is closed under dual decomposable
transitivity.
Proof. (1) : It is clear by definition that (L⌉)⌉ = L, therefore it suffices to show one direction.
Therefore, assume that L is localizable; we will show that L⌉ is as well.
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We first show the (⇒) direction of the localizability condition. Assume that (A,B|S) ∈ L⌉,
and consider any singletons a ⊆ A, b ⊆ B, and S′ satisfying S ⊆ S′ ⊆ SAB\ab. We are done
if (a, b|S′) ∈ L⌉, which is equivalent to showing that (a, b|V \S′ab) ∈ L. Since (A,B|S) ∈ L⌉ ⇒
(A,B|V \SAB) ∈ L, we have that for any V \SAB ⊆ S˜ ⊆ V \Sab, (a, b|S˜) ∈ L by localizability of
L. But S ⊆ S′ ⊆ SAB\ab⇒ V \SAB ⊆ V \S′ab ⊆ V \Sab, and hence (a, b|V \S′ab) as required.
To show the (⇐) direction, consider pairwise disjoint A,B, S ⊆ V , and assume that (a, b|S′) ∈
L⌉ for any singletons a ⊆ A, b ⊆ B and S ⊆ S′ ⊆ SAB\ab. Therefore, for any such a, b, S′, it holds
that (a, b|V \S′ab) ∈ L. Hence, for any V \SAB ⊆ S˜ ⊆ V \Sab, which implies by localizability of
L that (A,B|V \SAB) ∈ L. Therefore, (A,B|V \SAB)⌉ = (A,B|S) ∈ L⌉, completing the proof of
(1).
(2) : Let L be a semigraphoid and consider (A,BC|S) ∈ L⌉. Then (A,BC|V \SABC) ∈ L which
implies that (A,C|V \SABC), (A,B|V \SAB) ∈ L by decomposition and weak union, respectively.
However, this in turn yields (A,B|S), (A,C|SB) ∈ L⌉. Next, let (A,B|S), (A,C|SB) ∈ L⌉ such
that (A,B|V \SAB), (A,C|V \SABC) ∈ L. By contraction, it follows that (A,BC|V \SABC) ∈ L,
which implies that (A,BC|S) ∈ L⌉, and hence L⌉ is a semigraphoid. The reverse direction follows
from the fact that (L⌉)⌉ = L, completing the proof of (2).
(3) : Let L be a closed under intersection, and consider (A,B|S), (A,C|S) ∈ L⌉. Then
(A,B|V \SAB), (A,C|V \SAC) ∈ L,
and as L is closed under intersection this yields that (A,BC|V \SABC) ∈ L. It follows that
(A,BC|S) ∈ L⌉, and hence L⌉ is closed under composition.
Next, assume that L⌉ is closed under composition, and let (A,B|SC), (A,C|SB) ∈ L. Then
(A,B|V \SABC), (A,C|V \SABC) ∈ L⌉.
This implies by composition that (A,BC|V \SABC) ∈ L⌉, which in turn yields (A,BC|S) ∈ L,
completing the proof of (3).
(4) : Assume first that L is closed under (P ), and for pairwise disjoint a, b, c, S ⊆ V with a, b, c
singletons let (a, b|S), (a, c|S) ∈ L⌉. It follows that
(a, b|V \Sab), (a, c|V \Sac) ∈ L.
Then by (P ), it also holds that
(a, b|V \Sabc), (a, c|V \Sabc) ∈ L.
This in turn implies that (a, b|Sc), (a, c|Sb) ∈ L⌉ which shows that L⌉ is closed under (R).
Next assume that L⌉ is closed under (R), and a, b, c, S as before let (a, b|Sc), (a, c|Sb) ∈ L. Then
(a, b|V \Sabc), (a, c|V \Sabc) ∈ L⌉,
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and by (R) it follows that
(a, b|V \Sab), (a, c|V \Sac) ∈ L⌉.
This implies that (a, b|S), (a, c|S) ∈ L, and hence L is closed under (P ), completing the proof of
(4).
(5) : This follows directly from the definition of dual decomposable transitivity.
Lemma 3.1 will greatly expedite proofs regarding undirected and bidirected graphs in the sequel.
The following lemma from Lnenicka and Matu´s [2007] allows dualization of any Gaussian random
vector.
Lemma 3.2 (Lemma 1 of Lnenicka and Matu´s [2007]). Let X be a Gaussian random vector
distributed as N (0,Σ). If Y is distributed as N (0,Σ−1), then [Y] = [X]⌉.
In particular, application of Lemma 3.2 yields the following result.
Lemma 3.3. Assume that for any Gaussian random vector X, it holds that [X] is closed under
some rule R. Then for any Gaussian random vector X, it also holds that [X] is closed under R⌉.
Proof. Assume that there exists some Gaussian random vector X for which [X] is not closed under
R⌉. Consider then the Gaussian random vector Y with [Y] = [X]⌉, the existence of which is
guaranteed by Lemma 3.2. Since closure of a relation L under R is equivalent to closure of L⌉
under R⌉, it must be the case that [X]⌉ = [Y] is not closed under (R⌉)⌉ = R. Then Y is a
Gaussian random vector for which [Y] is not closed under R, contradicting our assumption.
As we will demonstrate in Section 6, Lemmas 3.2 and 3.3 allow dualization of closure rules
specific to the Gaussian distribution in general.
4 Duality, Pseudographoid Rules and the Global Markov Proper-
ties
In this section, the pairwise and global Markov properties are examined using the dualization tech-
nique developed in Section 3. We provide weaker conditions for the equivalences between pairwise
and global Markov properties. The typical assumptions for this equivalence are the semigraphoid
rules in combination with intersection for undirected graphs or composition for bidirected graphs.
Instead, we use localizability (shown to be weaker than the semigraphoid rules by Lemma 2.2) in
combination with either the pseudographoid or reverse pseudographoid rule (which are weaker than
intersection/composition).
We begin by considering this equivalence for undirected graphs, and proceed to dualize the
result to bidirected graphs. The equivalence between the pairwise and global Markov properties
for bidirected graphs is treated differently in the literature than that for undirected graphs, but
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as we will see, the results are equivalent in the dual sense described in Section 3. The full proof
is also given for bidirected graphs for completeness, although dualization is a far more efficient
method. We first restate the following well known results regarding the global Markov properties
in the language of relations.
Theorem 4.1 (Pearl and Paz [1986]). Let L ⊆ T (V ) be a semigraphoid closed under intersection
(I). Then L is undirected pairwise Markov with respect to a graph G = (V,E) if and only if L is
also undirected global Markov with respect to G.
Theorem 4.2 (Kauermann [1996], Banerjee and Richardson [2003]). Let L ⊆ T (V ) be a semi-
graphoid closed under composition (M). Then L is bidirected pairwise Markov with respect to a
graph G = (V,E) if and only if L is also bidirected global Markov with respect to G.
The assumptions of both theorems above can be separately weakened. Localizability can be
used in place of the semigraphoid rules, while the pseudographoid and reverse pseudographoid rules
can be used in place of intersection and composition, respectively. and each can be stated in terms
of necessary and sufficient conditions. We consider both theorems above in light of these weakened
properties. In doing so, we modify the logic to assume the pairwise Markov property, and then
provide an equivalence between properties of L and the global Markov property. While this deviates
from the literature, we find it a more natural framework from a graphical modelling perspective;
when a graph is used to model a relation L, the graph G is chosen such that L is pairwise Markov
with respect to G and hence that should be assumed.
4.1 Pseudographoids and the Undirected Markov Properties
To begin, we adapt Theorem 4.1 above, considering the undirected pairwise and undirected global
Markov properties for any localizable relation closed under the pseudographoid rule. This equiv-
alence was originally considered by [Pearl and Paz, 1986] under the assumptions of the semi-
graphoid and intersection rules, and a related result is stated in the language of relations by
Lnenicka and Matu´s [2007, Lemma 3]. The proof in one direction is technical, but essentially mir-
rors that of Theorem 4.1 due to Pearl and Paz [1986]; it has therefore been moved to the appendix.
While Pearl and Paz [1986] shows that closure under intersection is sufficient for the result, we
instead assume closure under the pseudographoid rule.
Theorem 4.3. Let L ⊆ T (V ) be undirected pairwise Markov with respect to some graph G = (V,E).
Then L is undirected global Markov with respect to G if and only if L ∩ [G] is localizable (L) and
closed under the pseudographoid rule (P ).
Proof. (⇐) : See appendix.
(⇒) : Assume now that L is undirected global Markov with respect to G. Then by definition,
L∩[G] = [G]. By Matu´s [1997, p. 108], [G] is a localizable pseudographoid, completing the proof.
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Remark 4.1. Note that the necessary condition for equivalence between the undirected pairwise
and undirected global Markov properties requires a condition on L ∩ [G], as opposed to all of L.
This is demonstrated by the next example.
Example 4.4. Let G = (V,E) be the path on four vertices, i.e., V = {a, b, c, d} and E =
{(a, b), (b, c), (c, d)}. In this case,
[G] = {(a, c|b), (a, d|b), (a, d|c), (a, d|bc), (b, d|c), (ab, d|c), (a, cd|b)}.
Consider then
L = [G] ∪ {(a, c|d)}.
Then L is both undirected pairwise and undirected global Markov with respect to G, but is not
closed under the pseudographoid rule, since it contains (a, c|d) and (a, d|c) but not (a, c|∅) and
(a, d|∅).
4.2 Reverse Pseudographoids and the Bidirected Markov Properties
The reverse pseudographoid rule is now examined in place of composition to relate the the bidirected
pairwise and bidirected global Markov properties (see Theorem 4.5). The original proof of such
equivalence by Kauermann [1996] showed sufficiency of the semigraphoid and composition rules,
an assumption which is weakened here. We first provide a direct proof of this more general result.
We then proceed to use the concept of duality to yield a much simpler proof of this general result.
The direct proof in the (⇐) direction of Theorem 4.5 below uses techniques similar in some ways
to the proof of Theorem 4.2 by Kauermann [1996]. However, there are subtle differences. In fact
it rather parallels the proof of Theorem 4.3 exactly in a dual sense. For this reason, and also to
provide contrast with the brevity of the ensuing alternate proof which leverages duality, the direct
proof of Theorem 4.5 is nevertheless given below.
Theorem 4.5. Let L ⊆ T (V ) be bidirected pairwise Markov with respect to some graph G = (V,E).
Then L is bidirected global Markov with respect to G if and only if L ∩ [G]⌉ is localizable (L) and
closed under the reverse pseudographoid rule (R).
Proof. (⇐) : Assume that L∩[G]⌉ is (L) and (R). To begin, we show that a ⊥G b|S ⇒ (a, b|S)
⌉ ∈ L,
where a, b are singletons. As in the proof of Theorem 4.3, this is done by induction on |S|. To
begin, if |S| = |V | − 2 (i.e., S = V \{ab}), it follows that (a, b) /∈ E, which implies (a, b|V \ab)⌉ =
(a, b|∅) ∈ L⌉ ∩ [G] by the bidirected pairwise Markov assumption.
Assume now that for singletons a, b ⊆ V and a, b 6⊆ S′ with |S′| = k < |V | − 2, a ⊥G b|S
′ ⇒
(a, b|S′)⌉ ∈ L⌉ ∩ [G]. Then let a ⊥G b|S with |S| = k − 1. As |S| < |V | − 2, we can find some
singleton c 6⊆ Sab, and hence a ⊥G b|Sc and a ⊥G . By the inductive hypothesis, this implies that
(a, b|Sc)⌉ = (a, b|V \Sabc) ∈ L⌉ ∩ [G].
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Next, as in the proof of Theorem 4.3, a ⊥G b|S and a ⊥G b|Sc implies that either a ⊥G c|S
or c ⊥G b|S. Without loss of generality, let a ⊥G c|S. Then a ⊥G c|Sb, and by the inductive
hypothesis, (a, c|Sb)⌉ = (a, c|V \Sabc) ∈ L⌉∩ [G]. Since L⌉∩ [G] satisfies the reverse pseudographoid
rule, (a, b|V \Sabc), (a, c|V \Sabc) ∈ L⌉ ∩ [G] implies (a, b|V \Sab) = (a, b|S)⌉ ∈ L⌉ ∩ [G]. This
completes the induction on |S|.
Finally, assume that A ⊥G B|S for disjoint A,B, S ⊆ V . Then a ⊥G b|S
′ for singletons
a ⊆ A, b ⊆ B and any S ⊆ S′ ⊆ SAB\ab. By the previous part of this proof, this implies
that (a, b|S′)⌉ = (a, b|V \S′ab) ⊆ L⌉ ∩ [G] for all such a, b, S′. As the family {V \S′ab : S ⊆
S′ ⊆ SAB\ab} is equivalent to {S˜ : V \SAB ⊆ S˜ ⊆ V \Sab = (V \SAB)AB\ab}, it follows by
localizability that (A,B|V \SAB) = (A,B|S)⌉ ∈ L⌉ ∩ [G], completing the assertion.
(⇒) : Assume now that L is bidirected global Markov with respect to G. Then by definition,
L∩ [G]⌉ = [G]⌉. As by [Matu´s, 1997, p. 108], [G] is (L) and (P ), it remains to note that localizability
is preserved under dualization and that the dual of a pseudographoid is a reverse pseudographoid
((Lemma 3.1).
Theorem 4.5 can also be proven using the concept of duality, outlined in Section 3. After
applying Lemma 3.1, Theorem 4.5 is seen to follow directly from Theorem 4.3 after a very short
proof.
Alternate proof of Theorem 4.5. Since L is bidirected pairwise Markov with respect to G, by
definition
(a, b) 6∈ E ⇒ (a, b|∅) ∈ L ⇐⇒ (a, b|V \ab) ∈ L⌉.
Hence, L⌉ is undirected pairwise Markov with respect to G.
Therefore by Theorem 4.3, L⌉ is undirected global Markov with respect to G if and only if
L⌉ ∩ [G] is localizable (L) and closed under (P ). By Lemma 3.1, the foregoing statement is true if
and only if (L⌉ ∩ [G])⌉ = L ∩ [G]⌉ is localizable (L) and closed under (R).
Thus, duality has allowed for a much shorter and simpler proof Theorem 4.2 through reuse of
Theorem 4.1.
5 Duality, Semigraphoids, and Pseudographoid Rules
In Section 4, the pairwise and global Markov properties were investigated using the pseudographoid
and reverse pseudographoid rules. We now examine pseudographoid and reverse pseudographoid
rules in the context of semigraphoids and localizability.
The pseudographoid and reverse pseudographoid rules are weaker than the intersection and
composition rules typically used to study Markov properties when considered on a general rela-
tion L. However, undirected and bidirected graphs are defined solely to study systems of random
15
variables, which are semigraphoids by default. Therefore, it makes sense to consider the pseudo-
graphoid and reverse pseudographoid rules as they relate to relations of the form L = [X] for some
random variable X with finite index set V .
In this section, we demonstrate that when restricted to semigraphoids, closure under the pseu-
dographoid and intersection rules are equivalent. The analogous statement is true for the reverse
pseudographoid and composition rule. We demonstrate both equivalences in their own right, but
further show how one equivalence can be dualized into the other for a simpler result.
Furthermore, we show that localizable pseudographoids are a less restrictive class of relations
than semigraphoids satisfying intersection. The dual result follows immediately. In particular, this
shows that indeed our conditions for equivalences between pairwise and global Markov properties
in Section 4 are weaker than those which currently exist, for the space of relations.
As remarked in Section 2.1, for any random vector X, the conditional independence structure
L = [X] is a semigraphoid, satisfying symmetry (S), decomposition (D), weak union (U), and
contraction (C). By Lemma 2.1, this is equivalent to L satisfying
(A,BC|S) ∈ L ⇐⇒ (A,B|S), (A,C|SB) ∈ L.
Similar parsimonious equivalences can be stated under the further assumption of intersection, com-
position, or the pseudographoid rules.
Lemma 5.1. Let L be a semigraphoid. Then:
1. Closure of L under intersection is equivalent to
(A,BC|S) ∈ L ⇐⇒ (A,B|SC), (A,C|SB) ∈ L.
2. Closure of L under composition is equivalent to
(A,BC|S) ∈ L ⇐⇒ (A,B|S), (A,C|S) ∈ L.
3. Closure of L under the pseudographoid rule is equivalent to
(a, bc|S) ∈ L ⇐⇒ (a, b|Sc), (a, c|Sb) ∈ L.
4. Closure of L under the reverse pseudographoid rule is equivalent to
(a, bc|S) ∈ L ⇐⇒ (a, b|S), (a, c|S) ∈ L.
Proof. The (⇐) direction of (1) is by definition, while (⇒) follows from the weak union rule (as
defined in Section 2.2). Similarly, the (⇐) direction of (2) is by definition while the (⇒) direction
follows by decomposition.
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To prove (3), note that if L is a semigraphoid closed under the pseudographoid rule, then for
a, b, c singletons,
(a, b|Sc), (a, c|Sb) ∈ L ⇒(P ) (a, b|S), (a, c|S) ∈ L)
(a, b|Sc), (a, c|S) ∈ L ⇒(C) (a, bc|S) ∈ L
(a, bc|S) ∈ L ⇒(U) (a, b|Sc), (a, c|Sb) ∈ L,
where for clarity we underscore implications with letter of the corresponding rule as given in Section
2.1. The other direction follows by definition.
To prove (4), note that
(a, b|S), (a, c|S) ∈ L ⇒(R) (a, b|Sc), (a, c|Sb) ∈ L
(a, b|S), (a, c|Sb) ∈ L ⇒(C) (a, bc|S) ∈ L
.
The following lemma shows equivalence between the pseudographoid and intersection rules,
when the semigraphoid rules are satisfied.
Lemma 5.2. Let L ⊆ T (V ) be a semigraphoid. Then L is closed under the pseudographoid rule
if and only if it is closed under intersection.
Proof. The (⇐) direction is clear; we will show the (⇒) direction. Define first the generalized
pseudographoid rule by
(A,B|SC), (A,C|SB) ∈ L ⇒ (A,BC|S) ∈ L, : |A| ≤ l, |B| ≤ m, |C| ≤ n.
This rule will be denoted by (Plmn); note that the pseudographoid rule on a semigraphoid is (P111)
while intersection is (P|V |−3,|V |−3,|V |−3). Starting then with (P111), by induction on l, m, and n.
Claim 5.2.1
If the semigraphoid L is closed under (Pk11) for some k, it is also closed under (P(k+1)11).
To prove Claim 5.2.1, fix some pairwise disjoint A, a, b, c, S with |A| = k and a, b, c singletons
and assume (Aa, b|Sc), (Aa, c|Sb) ∈ L. Then first,
(Aa, b|Sc) ∈ L ⇒(D) (A, b|Sc) ∈ L
(Aa, c|Sb) ∈ L ⇒(D) (A, c|Sb) ∈ L
(A, b|Sc), A, c|Sb) ∈ L ⇒(Pk11) (A, bc|S) ∈ L.
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Second,
(Aa, b|Sc) ∈ L ⇒(U) (a, b|SAc) ∈ L
(Aa, c|Sb) ∈ L ⇒(U) (a, c|SAb) ∈ L
(a, b|SAc), (a, c|SAb) ∈ L ⇒(Pk11) (a, bc|SA) ∈ L.
Finally,
(A, bc|S), (a, bc|SA) ∈ L ⇒(C) Aa ⊥⊥ bc|S.
which shows closure under (P(k+1)11).
The next claim shows induction on the next coordinate.
Claim 5.2.2
If the semigraphoid L is closed under (P(|V |−3)k1) for some k, it is also closed under (P(|V |−3)(k+1)1).
Assume that for some pairwise disjointA,B, b, c, S with |B| = k and b, c singletons, (A,Bb|Sc), (A, c|SBb) ∈
L. Then
(A,Bb|Sc) ∈ L ⇒(U) (A,B|Sbc) ∈ L
(A,B|Sbc), (A, c|SBb) ∈ L ⇒(P(|V |−2)k1) (A,Bc|Sb) ∈ L
(A,Bc|Sb) ∈ L ⇒(D) (A, c|Sb) ∈ L
(A,Bb|Sc) ∈ L ⇒(D) (A, b|Sc) ∈ L
(A, c|Sb), (A, b|Sc) ∈ L ⇒(P(|V |−3)k1) (A, bc|S) ∈ L
(A, bc|S)(A,B|Sbc) ∈ L ⇒(C) (A,Bbc|S) ∈ L.
which proves Claim 5.2.2.
The next claim completes the inductive argument.
Claim 5.2.3
If the semigraphoid L is closed under (P(|V |−3)(|V |−3)k) for some k, it is also closed under (P(|V |−3)(|V |−3)(k+1).
For disjoint A,B,C, c, S with |C| = k and |c| = 1, assume that (A,B|SCc), (A,Cc|SB) ∈ L.
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Then
(A,Cc|SB) ∈ L ⇒(U) (A,C|SBc) ∈ L
(A,B|SCc), (A,C|SBc) ∈ L ⇒(P(|V |−3)(|V |−3)k) (A,BC|Sc) ∈ L
(A,BC|Sc) ∈ L ⇒(D) (A,B|Sc) ∈ L
(A,Cc|SB) ∈ L ⇒(D) (A, c|SB) ∈ L
(A, c|SB), (A,B|Sc) ∈ L ⇒(P(|V |−3)(|V |−3)k) (A,Bc|S) ∈ L
(A,Bc|S), (A,C|SBc) ∈ L ⇒(C) (A,BCc|S) ∈ L
which completes the proof of Claim 5.2.3. The three claims prove the lemma; the pseudographoid
property is equivalent to intersection in view of the semigraphoid properties.
The following lemma shows that closure under composition and the reverse pseudographoid rule
are equivalent for pseudographoids when the semigraphoid rules are satisfied.
Lemma 5.3. Let L ⊆ T (V ) be a semigraphoid. Then L is closed under the reverse pseudographoid
rule if and only if it is closed under intersection.
Proof. A direct proof is given in the appendix and should be compared with the direct proof of the
dual result in Lemma 5.2.
Although we have provided a full proof of Lemma 5.3 in the appendix, the result can be been
proven in just a few lines using the dualization procedure of Section 3; once more underscoring the
power of duality.
Alternate proof of Lemma 5.3. Assume first that L be a semigraphoid closed under the pseu-
dographoid rule. Then by Lemma 3.1, L⌉ is a semigraphoid which is closed under the reverse
pseudographoid rule. Hence by Lemma 5.2, L⌉ is closed under the intersection rule, which implies
after again applying Lemma 3.1 that (L⌉)⌉ = L is closed under composition.
The reverse direction is analogous.
We have shown that the pseudographoid (resp. reverse pseudographoid) rule is equivalent to
intersection (resp. composition) on the set of semigraphoids. However, the following lemma shows
that localizability and the pseudographoid (resp. reverse pseudographoid) rule is a weaker set of
rules than the semigraphoid rules along with intersection (resp. composition).
Lemma 5.4. For any relation L,
1. closure of L under the semigraphoid rules and intersection (SDUCI) implies closure of L
under symmetry, localizability, and the pseudographoid rule (SLP ). However, the converse
does not hold.
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2. closure of L under the semigraphoid rules and composition (SDUCM) implies closure of L
under symmetry, localizability, and the reverse pseudographoid rule (SLP ). However, the
converse does not hold.
Proof. To prove 1., first note that all semigraphoids are localizable as in Lemma 2.2. Furthermore,
intersection implies the pseudographoid rule. To see that the converse does not hold, consider the
relation L = {(a, b|∅), (a, b|c)} which localizable and closed under the pseudographoid rule, but is
not a semigraphoid.
The proof of 2. is analogous.
We have concluded that with respect to semigraphoids (and hence [X] where X is a random
variable), the pseudographoid (respectively, reverse pseudographoid) and intersection (respectively,
composition) properties are equivalent. This was done both directly, and also by using the concept
of duality with the latter. However, the semigraphoid rules along with intersection/composition
are stronger than localizability along with the pseudographoid/reverse pseudographoid rule. The
results of Section 4 regarding the pairwise and global Markov properties should be interpreted in
this context.
6 Duality and Faithfulness
Recall that the global Markov properties generally required containment of [G] or [G]⌉ within L.
The notion of faithfulness is the reverse inclusion; L is said to be
a. Undirected faithful to G if (A,B|S) ∈ L ⇒ (A,B|S) ∈ G, that is L ⊆ [G], and
b. Bidirected faithful to G if (A,B|S)⌉ ∈ L ⇒ (A,B|S) ∈ G, that is L⌉ ⊆ [G].
In some places in the literature faithfulness is defined simple as equivalence between L (or L⌉) and
[G. The authors believe the one-way inclusion makes more sense, since then faithfulness of L to G
says that every triple L is somehow encoded in G. This allows for G to be more complex than L. On
the other hand, the undirected global Markov property (e.g.) requires that [G] is contained in L,
that is, G is less complex than L. This interpretation highlights the trade-off between complexity
of a graphical model G when used to model a conditional independence structure [X].
Becker et al. [2005] provide conditions under with a relation is undirected faithful to a undi-
rected tree. A weaker result exists for bidirected Markov trees, in the Gaussian setting, due to
Malouche and Rajaratnam [2011]. In Section 6, the results of Becker et al. [2005] for undirected
trees will be related those of Malouche and Rajaratnam [2011] for bidirected trees, and the latter
will be strengthened.
In this section, we investigate sufficient conditions under which a relation is faithful to its
bidirected graph. We begin with the Gaussian case, and in this regard give an alternate proof of the
main theorem of Malouche and Rajaratnam [2011]. We also note that faithfulness for bidirected
graphs, aside from the Gaussian setting, has not been considered by Malouche and Rajaratnam
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[2011]. We proceed to show how the result of Malouche and Rajaratnam [2011] can be easily
generalized by dualizing the result of Becker et al. [2005], and through this technique extend to
non-Gaussian settings. In this case, dualization results directly in a stronger result than a parallel
result in the literature, demonstrating the power of the technique.
6.1 The Gaussian Case
We begin by stating the main result of Malouche and Rajaratnam [2011] in the notation of relations.
Theorem 6.1 (Malouche and Rajaratnam [2011]). Let X = {Xv}v∈V be a Gaussian random vector
with bidirected graph Gbi(X) = (V,Ebi(X)). If Gbi(X) is a disjoint union of trees, then X is bidirected
faithful to Gun(X), and hence [X] = [Gun(X)].
Note that in Theorem 6.1 above, the bidirected faithful statement is equivalent to saying that
[X] ⊆ [Gbi(X)]. The reverse inclusion, [Gbi(X)] ⊆ [X], follows from applying the bidirected global
Markov property.
In addition, we will use the following restatement of the main result of Becker et al. [2005] in
the Gaussian setting.
Theorem 6.2 (Becker et al. [2005]). Let X be a Gaussian random vector with undirected graph
Gun(X). If Gun(X) is a disjoint union of trees, then X is undirected faithful to Gun(X), i.e.,
[X] ⊆ [Gun(X)].
Lemma 3.2 allows “dualization” of Theorem 6.2 into Theorem 6.1, resulting in a much sim-
pler proof below of the result on bidirected faithfulness of Gaussian bidirected Markov trees by
Malouche and Rajaratnam [2011].
Alternate proof of Theorem 6.1. Without loss of generality, assume that X is distributed as
N (0,Σ). Let Y be a Gaussian random vector distributed as N (0,Σ−1).
From Lemma 3.2, [Y] = [X]⌉, and hence Xa ⊥⊥ Xb ⇐⇒ Ya ⊥⊥ Yb|YV \ab. Therefore,
by construction, Gbi(X) = Gun(Y). By assumption, Gbi(X) and hence also Gun(Y) is a disjoint
union of trees, and it follows from Theorem 6.2 that Y is undirected faithful to Gun(Y), i.e.,
[Y] ⊆ [Gun(Y)].
As Y is Gaussian, [Y] satisfies the intersection rule, and therefore [Y] is undirected global
Markov [Pearl and Paz, 1986] with respect to its undirected graph [Gun(Y)], which in turn gives
[Gun(Y)] ⊆ [Y]. Therefore, [Gun(Y)] = [Y], and hence [Gbi(X)] = [Gun(Y)] = [Y].
Since [Y] = [X]⌉ from Lemma 3.2, it follows that [Gbi(X)] = [X]
⌉, and hence by definition X is
bidirected faithful to Gbi(X).
6.2 The General Case
Using the same dualization technique as used to prove Theorem 6.1, it is possible to produce a
more general result concerning bidirected faithful trees directly from the main result of Becker et al.
[2005].
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We now state the general result given by Becker et al. [2005] regarding undirected faithfulness
of random variables to tree graphs.
Theorem 6.3 (Becker et al. [2005]). Let X be a random vector with [X] closed under intersection
and decomposable transitivity. If Gun(X) is a disjoint union of trees, then [X] = [Gun(X)], i.e., X
is both undirected global Markov and undirected faithful with respect to Gun(X).
In the statement of Theorem 6.3, undirected faithfulness is equivalent to stating that [X] ⊆
[Gun(X)]. The other inclusion follows from the fact that [X] is undirected global Markov with
respect to Gun(X). We now proceed to prove, in Theorem 6.4 below, that all relations are bidi-
rected faithful to their bidirected trees under the composition and dual decomposable transitivity
assumptions. Theorem 6.4 “dualizes” Theorem 6.3, using the same method as was used for the
Gaussian case.
Theorem 6.4. Let X be a random vector with [X] closed under composition and dual decomposable
transitivity. If Gbi(X) is a disjoint union of trees, then [X]
⌉ = [Gbi(X)], i.e., X is both bidirected
global Markov and bidirected faithful with respect to Gbi(X).
Proof. If [X] is closed under composition and dual decomposable transitivity, then by Lemma
3.1, [X]⌉ is closed under decomposable transitivity and intersection. Furthermore, since (a, b|∅) ∈
[X] ⇐⇒ (a, b|V \ab) ∈ [X]⌉, it follows that Gbi(X) is the undirected graph of [X]
⌉, i.e., Gbi(X) =
Gun(X
⌉). As Gbi(X) = Gun(X
⌉) is assumed to be a disjoint union of trees, it follows by Theorem
6.3 that [X]⌉ = [Gbi(X)], completing the proof.
In Theorem 6.4, bidirected faithfulness is the statement that [X]⌉ ⊆ [Gbi(X)]. The reverse
inclusion follows from the bidirected global Markov property.
We now recover the exact theorem of Malouche and Rajaratnam [2011] as a special case of
Theorem 6.4. It remains only to show that the Gaussian distribution satisfies dual decomposable
transitivity. This property can also be shown using duality, as in the following lemma.
Lemma 6.5. Let X be a Gaussian random vector. Then [X] is closed under dual decomposable
transitivity.
Proof. Without loss of generality, assume X is distributed as N (0,Σ), and let Y be a N (0,Σ−1)
random vector. As Gaussian random vectors satisfy decomposable transitivity [Becker et al., 2005],
[Y] is closed under decomposable transitivity. By Lemma 3.2, [Y]⌉ = [X], and hence [X] is closed
under dual decomposable transitivity.
In view of Lemma 6.5, Theorem 6.4 above indeed has Theorem 6.1 as a special case.
7 Conclusions
This paper examined duality and its implications on undirected and bidirected graphical models.
The dualization technique described here, which explicitly relates undirected graphs to bidirected
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graphs in a dual sense, was shown to facilitate many proofs regarding bidirected graphs. In demon-
strating this method, new results regarding such graphs were derived.The pseudographoid and
reverse pseudographoid rules were shown (along with localizability) to be sufficient conditions for
equivalence between pairwise and global Markov properties. The pseudographoid and reverse pseu-
dographoid rules were also shown to be equivalent to the intersection and composition rules in view
of the semigraphoid axioms. Finally, we demonstrated that the bidirected faithful tree proof of
Malouche and Rajaratnam [2011] can be accomplished by combining the previous result for undi-
rected faithfulness with the notion of duality, yielding a more general result than existed previously.
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A Additional Proofs
Lemma A.1. For any undirected graph G = (V,E), [G] is localizable and closed under the
pseudographoid rule (P ).
Proof. We first show closure under (P ). Assume that (a, b|Sc), (a, c|Sb) ∈ [G]. Then by definition
a ⊥G b|Sc and a ⊥G c|Sb. Assume that a 6⊥G b|S. Then there exists a path pab connecting a and
b which does not intersect S. Since a ⊥G b|Sc, pab must intersect c. In this case, pab can be split
into paths pac and pcb, neither of which intersect S. But then pac is a path connecting a and c, not
intersecting Sb. This yields a contradiction, as (a ⊥G c|Sb. Hence, a ⊥G b|S and similarly a ⊥G b|S,
which implies by the undirected global Markov rule that (a, b|S), (a, c|S) ∈ LG . Therefore [G] is
closed under (P ).
Next, we show localizability of [G]. If (A,B|S) ∈ [G], by construction A ⊥G B|S. In this case,
it follows that a ⊥G b|S for any singletons a ⊆ A, b ⊆ B. This implies that a ⊥G b|S
′ for any
S ⊆ S′ ⊆ SAB\ab. It follows by construction of [G] that (a, b|S′) ∈ [G] for any such S′, showing
the (⇒) direction of the localizability rule.
Finally, let A,B, S ⊆ V be pairwise disjoint. Assume that (a, b|S′) ∈ [G] whenever a ⊆ A, b ⊆ B
are singletons with S′ satisfying S ⊆ S′ ⊆ SAB\{a, b}. Then by construction of [G], a ⊥G b|S
′ for
any choice of a, b, S′. In particular, for any choice of a, b, a ⊥G b|S, which implies that A ⊥G B|S.
It follows that (A,B|S) ∈ [G], showing the (⇐) direction and completing the proof.
Proof of Theorem 4.3 (⇐). First assume that L ∩ [G] is (L) and (P ). We first show that a ⊥G
b|S ⇒ (a, b|S) ∈ L ∩ [G] when a and b are singletons by backward induction on S. This follows the
proof of Theorem 4.1 by Pearl and Paz [1986].
If a ⊥G b|S for |S| = |V | − 2, with |a| = |b| = 1 and S = V \ab, then (a, b|S) ∈ L ∩ [G]
by the undirected pairwise Markov assumption. Assume now that whenever a ⊥G b|S
′ for some
|a| = |b| = 1 and |S′| = k ≤ |V | − 2, (a, b|S′) ∈ L ∩ [G]. Let then a ⊥G b|S with |S| = k − 1. As
|a| = |b| = 1 and |S| < |V | − 2, there exists some singleton c ⊆ V disjoint with Sab. If a ⊥G b|S,
then a ⊥G b|Sc, and by the inductive hypothesis it follows that (a, b|Sc) ∈ L ∩ [G].
Next, a ⊥G b|S ∧ a ⊥G b|Sc implies that a ⊥G c|S ∨ w ⊥G b|S. To see this, note that if
a 6⊥G c|S ∧ c 6⊥G b|S, there exists a path pac which does not intersect S, and a path pcb which does
not intersect S, Then the path created by joining pac and pcb is a path from a to b which does not
intersect S, yielding a contradiction. Assume then, without loss of generality, that a ⊥G c|S. Then
a ⊥G c|Sb, and by the inductive hypothesis (a, c|Sb) ∈ L. As L satisfies the pseudographoid rule
(P ), (a, b|Sc), (a, c|Sb) ∈ L ∩ [G]⇒ (a, b|S) ∈ L ∩ [G].
Finally, assume that A ⊥G B|S for arbitrary disjoint A,B, S ⊆ V . Then a ⊥G b|S for any
singletons a ⊆ A, b ⊆ B, which implies that a ⊥G b|S
′ for any S ⊆ S′ ⊆ SAB\ab. By the
previous argument, (a, b|S′) ∈ L∩ [G] for any such S′, which by localizability of L∩ [G] implies that
(A,B|S) ∈ L ∩ [G] as required. It follows that L ∩ [G] and hence L is undirected global Markov
with respect to G.
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Proof of Lemma 5.3. To begin, we define a generalized reverse pseudographoid rule by
(A,B|S), (A,C|S) ∈ L ⇒ (A,B|SC), (A,C|SB) ∈ L, : |A| ≤ l, |B| ≤ m, |C| ≤ n.
This rule will be denoted by (Rlmn). Note that (R111) is the reverse pseudographoid rule for
a semigraphoid, while (R|V |−3,|V |−3,|V |−3) is equivalent to composition. We prove the lemma by
induction separately on each of l, m, and n, beginning with l in the following claim.
Claim 5.3.1
If L is closed under (Rk11) for some k, it is also closed under (R(k+1)11.
To prove Claim 5.3.1, assume that for some pairwise disjoint A, a, b, c, S with |A| = k and a, b, c
singletons that (Aa, b|S), (Aa, c|S) ∈ L. Then first,
(Aa, b|S) ∈ L ⇒(U) (A, b|Sa) ∈ L
(Aa, c|S) ∈ L ⇒(U) (A, c|Sa) ∈ L
(A, b|Sa), (A, c|Sa) ∈ L ⇒(Rk11) (A, bc|Sa) ∈ L.
Next,
(Aa, b|S) ∈ L ⇒(D) (a, b|S) ∈ L
(Aa, c|S) ∈ L ⇒(D) (a, c|S) ∈ L
a, b|S), (a, c|S) ∈ L ⇒(R111) (a, bc|S) ∈ L.
Finally,
(a, bc|S), (A, bc|Sa) ∈ L ⇒(C) (Aa, bc|S) ∈ L
which completes the proof of Claim 5.3.1.
Claim 5.3.2 below completes the induction in the second coordinate.
Claim 5.3.2
If L is closed under (R(|V |−3)k1) for some k, it is also closed under (R(|V |−3)(k+1)1).
To prove the claim, assume that for pairwise disjoint A,B, b, C, S with |B| = k and |b| = 1 that
(A,Bb|S), (A, c|S) ∈ L. Then first,
(A,Bb|S) ∈ L ⇒(D) (A,B|S) ∈ L
(A,B|S), (A, c|S) ∈ L ⇒(R(|V |−3)k1) (A,Bc|S) ∈ L.
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Next,
(A,Bc|S) ∈ L ⇒(U) (A, c|SB) ∈ L
A,Bb|S) ∈ L ⇒(U) (A, b|SB) ∈ L
(A, b|SB), (A, c|SB) ∈ L ⇒(R(|V |−3)k1) (A, bc|SB) ∈ L.
Finally,
(A,B|S), (A, bc|SB) ∈ L ⇒(C) (A,Bbc|S)
which proves the claim.
Finally, Claim 5.3.3 completes the proof.
Claim 5.3.3
If L is closed under (R(|V |−3)(|V |−3)k) for some k, it is also closed under (R(|V |−3)(|V |−3)(k+1)).
To see this, let A,B,C, c, S be pairwise disjoint with |C| = k and |c| = 1, and assume that
(A,B|S), (A,Cc|S) ∈ L. Then
(A,Cc|S) ∈ L ⇒(D) (A,C|S) ∈ L
(A,B|S), (A,C|S) ∈ L ⇒(R(|V |−3)(|V |−3)k) (A,BC|S) ∈ L
(A,Cc|S) ∈ L ⇒(D) (A, c|S) ∈ L
(A,BC|S), (A, c|S) ∈ L ⇒(R(|V |−3)(|V |−3)k) (A,BCc|S) ∈ L,
which proves the claim and completes the proof of the lemma.
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