Abstract-We propose to handle execution duration overruns (temporal faults) in real-time embedded systems. When a temporal fault occurs, the slack time can be dynamically determined and assigned to the faulty task in order to complete its treatment. This mechanism improves the temporal robustness of real-time systems. We demonstrate that an approximate slack stealer algorithm like the minimal approximate slack stealer (MASS) algorithm is a good solution for real-time embedded systems. We validate the feasibility of this approach by an implementation on the Lego Mindstorm NXT platform.
I. INTRODUCTION

A. Problem Description
T HE constraints in a hard real-time system are defined such that no deadlines of any task are missed. Moreover, the worst case execution time (WCET) of a task is estimated or computed in order to ensure that the task never runs for a duration longer than its WCET. But this determination is very difficult to achieve.
If a task overruns its WCET, the system may fail unless this WCET overrun does not cause any deadline misses. We need to detect and isolate temporal faults to protect the system against faulty tasks.
Without this protection, known as fault isolation, it is impossible to build robust real-time applications. The problem is to know how long a periodic real-time task can exceed its WCET without violation of the fault isolation property.
In Section II, we briefly present a static solution which consists of the determination of the allowance, a value we can add to the WCET of each task.
The drawback of this approach is that it provides a very pessimistic value because it is calculated in the worst case. The ap- proach we propose in Section III is to use a dynamic value called the slack time. This approach also has the advantage to collect gain time, i.e., the time freed in the system by a task completing before its WCET. The rest of this letter is organized as follows: Section I-B presents our task model and assumptions. Section II introduces the concept of allowance to increase robustness in real-time systems and related works. Section III explains the slack-time computation algorithms used in this work. Section IV describes the target platform we used. We expose in Section V experimental results on comparative overhead measurement for dynamic approximate slack stealer (DASS) and minimal approximate slack stealer (MASS) implementations on LejosRT. Finally, we propose in Section VI, a proof of the concept based on three scenarios executed.
B. Assumptions and Task Model
In this letter, we consider an application built from a set of periodic real-time tasks . Each task is characterized by a period , a worst-case execution time , and a relative deadline . We consider a static-priority scheduling on a single processor. We assume that tasks are indexed by decreasing priority.
II. STATIC ALLOWANCE FOR ROBUSTNESS
One of the available approaches to increase the WCET of a task with respect of the fault isolation property is to compute a value denoted Allowance by Bougueroua et al. [1] . The Allowance is the duration which can be added to the WCET of a task such that all tasks meet their deadlines.
A first approach is to compute the Allowance from the worse case response time (WCRT). For a given value of allowance , this method consists of checking that the system remains schedulable when the execution duration of task is equal to . The maximal value for is found by a binary search.
Another approach to compute the allowance on the execution duration is the sensitivity analysis. This approach has been introduced by Bini et al. [2] . It is interesting as it is nonrecursive feasibility condition. The authors propose to consider the system only at the time corresponding to the activation time of the highest priority tasks.
Both approaches provide the optimal value of the allowance value, but their complexities are too high to be used [3] online.
III. SLACK STEALING FOR ROBUSTNESS
Slack stealer algorithms was introduced in [4] in order to address the problem of jointly scheduling hard periodic tasks and 1943-0663/$26.00 © 2010 IEEE soft aperiodic events. The general idea is to compute at a time instant where there is an aperiodic pending request, for each hard real-time task, a value, called the slack. This value corresponds to the amount of time the task can suspend its execution without missing its deadline. Then a time interval equal to the minimum among these values can be used to handle aperiodic traffic, or in our work, to let a task commit a temporal fault.
The first proposed approach to compute slack time was based on a table generated off-line. This solution suffers to a big memory complexity issue due to the static table storage. So a dynamic exact approach (DSS) was proposed in [5] , and a dynamic approximate one to address the time complexity issue of the exact approach was proposed in [6] . This dynamic approximation relies on the computation of a lower bound on the slack values and is called DASS.
We proposed in [7] , the MASS algorithm. This algorithm also computes a lower bound on the slack values. The time complexity and the overhead of this algorithm are lower than the DASS ones, but this is at the expense of losing precision on the computed lower bound. However, we demonstrated through extensive simulations that the loss of precision against DASS was negligible.
A. Dynamic Exact Approach (DSS)
The algorithm relies on the determination at time and for each priority level of the available slack time , also denoted as the -level laxity. It represents the maximum amount of time the task can be delayed without missing its deadline. This value is equal to the number of unused time units at priorities higher or equal to between and the next deadline. The length of this interval is noted . The number of "stealable" time units in the system, the system laxity, is the minimum value among the -level laxities:
. To compute the values, the interval between and the next deadline that we denote is viewed as a succession of -level busy periods 1 and -level idle periods. 2 Then, is the sum of the -level idle period lengths. Equations to compute, respectively, the end of a busy period starting at time and the length of an idle period starting at time can be derived from the feasibility analysis theory [8] . These two equations are then recursively applied until the reach of the next deadline to determine . Assuming that there is a time where the was up-to-date for all tasks, it is possible to compute as follow: 1) If none of the periodic hard real-time tasks ends in a) If the processor is idle or executing soft aperiodic requests (1) b) If the processor is executing hard periodic task (2) 1 Periods where the processor is servicing priorities higher or equal to i. 2 Processor idle periods or periods where processor serves priorities lower than i.
2) If hard real-time task ends at time , has to be computed using the recursive analysis described at the beginning of this section. This algorithm is not directly usable because of the time complexity of the recursive computation of the to perform at each task ends. However, this part can be replaced by the computation of a lower bound.
B. Dynamic Approximate Slack Stealer (DASS)
Since is the sum of the -level idle period lengths in the interval , [6] proposes to estimate this quantity by computing a bound on the maximal interference the task can suffer in this interval. A bound on this interference is given by the sum of the interferences from each task with a higher priority than . Then (3) 3 gives the interference suffered by a task from a task in an interval (3) Where is the remaining cost of current instance of task at time . The function returns the instance number which can begins and completes in . It is given by
The function represents the first activation of which follows . Then the interference is composed by the remaining computation time needed to complete the current pending request, by a number of entire invocations given by , and by a last partial request.
A lower bound on the value is given by the length of the interval minus the sum of the interferences from each task with a higher or equal priority than . It is recapitulated by (5) We can then implement DASS by adding in the scheduler the following operations at the start and end of each periodic instance ( refers to the elapsed time since the last start or end of a periodic task).
• Beginning of periodic task : Let be the priority level of the system before the activation of . We have (6) • End of periodic task :
(8)
C. Minimal Approximate Slack Stealer (MASS)
In order to reduce the complexity and the overhead of the added operations, we decompose the maximum available slack per task ( ) into two different pieces of data: first , the maximum possible work at priority regardless of lower priority processes; second , the effective hard real-time work to process at the instant at priority , i.e., task remaining cost. We then have . Then, value only have to be updated at the end of periodic instances. Moreover, they are not recomputed from scratch, but the computation is incremental. This permits to always compute the interferences on a time interval equal to the task period, which can be performed in constant time. However, we still have to maintain the values at each preemption. We denote the time between two periodic task ends by and then time between two periodic task begins by . 1) End of periodic task : (9) 2) Beginning of a periodic task preempting : (10)
IV. LEJOSRT
Lego Mindstorms NXT is a programmable robotics kit released by Lego in late July 2006. The main component in the kit is a brick-shaped computer called the NXT Intelligent Brick. It can take input from up to four sensors and control up to three motors. In addition, a lot of custom sensors, e.g., gyro, compass, color detector, movement detector, temperature detector, using a wide range of technologies, analog, and digital can be used.
LeJOS NXJ is an open source alternative firmware for the brick that implements a Java Virtual Machine. We forked the Lejos Project to the LejosRT project to introduce a subset of the Real-Time Specification for Java (RTSJ) [9] . We use this platform available on-line on source forge as a validation target for this work.
V. COMPARATIVE OVERHEADS DASS/MASS ON LEJOSRT
We present in this section an overhead comparison of DASS and MASS implementations on LejosRT.
A main issue is to obtain an accurate time measure on the system. We chose to modify the virtual machine in order to perform a time measure when the first thread starts and another one when a thread ends a periodic instance.
A. Experience Description
We consider a program with real-time threads with the same release parameters (period and deadline), but with different priorities. Moreover, we shift start times in order to start first the thread with the lowest priority and last the one with the highest priority. That permits to maximize the number of preemptions. The period of the thread with the lowest priority is set shorter than the other one in order to have this thread preempted twice be each other ones. We measure the needed time to execute two instances for each thread. The system load is then maximal (100%). Fig. 1 presents the results obtained for a range of thread numbers from 2 to 25. Each test was performed 10 times and the values reported in axis are the average differences between the time execution of the program on LejosRT without any slack computation and with the concerned algorithm (DASS and MASS, respectively). On the axis, is reported the number of thread.
B. Experimental Results
We can note that the MASS overhead is always lower than the DASS one. This was the expected result, that this experiment confirmed on real implementations. Moreover, the more threads we have, the higher the measured difference is. There is an exception with five and 10 tasks where the MASS overhead is negligible in regards to the overheads of the scheduling algorithm on the virtual machine.
VI. PROOF OF CONCEPT: EXECUTIONS TRACES
Three scenarios are presented here. In Figs 2-4 , the gray zones represent cost overruns. The times are in milliseconds.
A. One Task Commits a Cost Overrun
The system is composed by three periodic tasks which are synchronously activated. The task with the higher priority performs an infinite loop, and so will obviously overrun its cost. We can see that the mechanism succeed in letting it execute as long as possible. The two other tasks respect their deadlines. 
B. Two Tasks Commit Cost Overrun
This time, both task and overrun their cost. Moreover, we shifted the task activations to observe a preemption during the slack-time utilization. So starts first, overruns its cost, but continue its execution since there is laxity in the system. It is preempted by , which is preempted, in turn, by . overruns its cost and consumes a part of the system laxity. Finally, ends its execution, can resume and complete, and consumes the rest of the laxity.
C. Gain Time Collection
This last experiment is quite the same as the previous, except we make finish before its WCET.
We can see that the gain time generated is automatically collected by MASS in the system laxity. That permits to ends before its deadline.
VII. CONCLUSION
We have proposed an approximate slack stealing algorithm (MASS) and we prove in this letter its usability to enforce the robustness of real-time systems. We demonstrate that this mechanism has a lower overhead than the other existing algorithm: DASS, which is a researched quality since we want to deal with cost overruns. Indeed, the lower computation time the mechanism takes, the more time to handle the cost overrun we have. Finally, we implemented it and evaluated its behavior in the presence of temporal faults on a real embedded platform (LejosRT).
