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Abstract  
Video  segmentation  is  the  basis  for  content-based  video  retrieval, 
object recognition, object tracking, and video compression. This paper 
proposes a kind of novel and easy spatial-temporal LBP coding meth-
od, using the spatial-temporal 2 × 2 × 2 neighborhood clique to en-
code the changes in a video. Based on the coding method, a scheme of 
video segmentation is developed. Compared to the traditional segmen-
tation method, its distinguished advantage is that it does not need to 
construct the background model and is simple in computation. Exper-
imental results indicate that this new algorithm can give satisfying 
segmentation results. 
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1. INTRODUCTION 
Video  segmentation  is  very  important  in  some  application 
areas  such  as  human-computer  interaction,  object-based  video 
compression,  and  multi-object  tracking.  It  is  to  segment  the 
meaningful foreground object from the video.  
Traditionally, there are some usual segmentation algorithms, 
which can be classified into three types: edge information based 
algorithm,  image  segmentation  based  algorithm  and  change 
detection based algorithm. Edge information based algorithm is 
to find edge information of each frame and keep tracking these 
edges. Then connect edge information to generate final object 
masks [1, 2, 3]. Though this algorithm is applicable under the 
situation  of  still  camera  and  moving  camera,  its  computation 
load  is  very  large.  Image  segmentation  based  algorithms  first 
apply image segmentation algorithms to separate a frame into 
many homogeneous regions. Then regions with motion vectors 
different from the global motion are merged as foreground re-
gions [4, 5]. This algorithm can generate good segmentation, but 
the computation load is also high. Change detection based algo-
rithms [6] threshold the frame difference to form change detec-
tion  mask.  Then  the  change  detection  masks  are  further  pro-
cessed to generate final object masks. Recently, Dynamic texture 
based algorithms have been proposed to analyze video [7, 8, 9, 
10].  This  kind  of  methods  integrates  spatial-temporal  infor-
mation to model the video.  
This paper proposes a new LBP code to describe the change 
in the video. The proposed coding algorithm, which integrates 
the spatial-temporal information, is obviously simple. Because it 
can form the changes of video by coding, it is used to do the 
video segmentation. The results show it can effectively process 
the video segmentation.  
This paper is organized as follows. In section 2.1 and 2.2, we 
describe the basic LBP code and spatial-temporal 2D LBP code. 
A new method of LBP code is presented in section 2.3. In sec-
tion 3, we draw the scheme of this algorithm, choose the thresh-
old and do post processing. The experimental results are shown 
in section 4. Finally, section 5 gives a conclusion of this paper.  
2. LBP DESCRIPTOR 
The local binary pattern (LBP) operator is first introduced by 
Ojala [14]. It is defined as a gray-scale invariant texture measure, 
derived from a general definition of texture in a local neighbor-
hood. Instead of trying to explain texture formation on a pixel 
level, local patterns are formed. Each pixel is labeled with the 
code of the texture primitive that best matches the local neigh-
borhood.    In  [9]  and  [13],  the  authors  introduce  the  spatial-
temporal LBP descriptor, which has XY, YT and YT planes to 
describe the video. These three planes use the 2D LBP descriptor 
to describe the changes of the video. We call it spatial-temporal 
2D code. In this paper, we also use the LBP descriptor to analy-
sis video, but directly in 3D encoding ways.  
2.1  SPATIAL 2D LBP DESCRIPTOR 
The concrete idea is that set some pixel as a center, compare 
its gray level with the gray level of those neighborhood pixels 
with certain radius and equal space interval, then get a group of 
binary number as its binary pattern. By calculating these num-
bers, a LBP code is generated by the following formula. 
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where, (xc, yc) and gc represent the spatial coordinates and gray 
level of the center pixel, respectively, gp is the gray level of the 
p
th neighbor pixel, P and R correspond to number of neighbor 
pixels  and  coverage radius.  Fig.1  shows  an  example  for LBP 
code extraction with P = 8, R = 1. 
 
Fig.1. LBP code extraction 
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Fig.2. Neighborhood cliques for coding in planes XY, XT, and 
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Fig.3. Spatial-temporal 2D LBP code 
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Fig.4. Neighborhood cliques and coding template 
2.2  SPATIAL-TEMPORAL 2D LBP DESCRIPTOR 
As explained in [13], the spatial-temporal 2D LBP code is 
generated  by  three  planes  which  include  XY,  XT  and  YT.  It 
incorporates  spatial  domain  information  and  two  spatial-
temporal  co-occurrence  statistics  together.  Then,  these  three 
LBP codes, XY-LBP, XT-LBP and YT-LBP, are concatenated 
together. The neighborhood cliques and the coding process are 
shown in Fig.2 and Fig.3, respectively. 
The essence of this approach is to use projection method de-
scribe the whole motion. The problem with the spatial-temporal 
2D LBP comes from the time needed to compute the plane LBP 
codes at each step. 
2.3  PROPOSED  SPATIAL-TEMPORAL  3D  LBP 
DESCRIPTOR 
For  detecting the  motion  in  a  video,  the  proposed  spatial-
temporal 3D LBP descriptor is based on a 2 × 2 × 2 neighbor-
hood clique. Denote by f(x, y, t) the pixel with coordinates (x, y) 
in the t
th frame. The neighborhood clique and template for cod-
ing are shown in Fig.4. 
The concrete idea is: set some pixel as a center, compare its 
gray level with the gray level of  three neighborhood pixels in 
this current frame and three corresponding pixels in the previous 
frame, then using Eq.(3) to extract the LBP code of the center 
pixel. In order to effectively detect changes, the sign function is 
modified as the form of formula Eq.(4). In this way, if there is 
not motion under the background with uniform distribution, the 
LBP code will be lower. 
There  is  an  important  difference  between  the  spatial-
temporal 2D LBP and the spatial-temporal 3D LBP used in the 
proposed  approach.  As  was  explained  in  subsection  2.2,  the 
spatial-temporal  2D  LBP  uses  projections  to  describe  overall 
motion.  In  the  approach  proposed  here,  the  whole  motion  is 
characterized directly based on 3D neighborhood clique. 
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3. VIDEO SEGMENTATION ALGORITHM 
After detecting the motion in a video, a segmentation scheme 
of  moving  targets  can  be  developed  by  combining  with 
thresholding  techniques  and  morphological  filtering.  In  this 
paper, the segmentation scheme consists of three main steps as 
shown in Fig.5: extracting LBP codes, binarizing, and morpho-
logical filtering.  
 
Fig.5. Video segmentation scheme 
3.1  POST PROCESSING 
Video with certain change information is got after using the 
novel LBP to process the original video. As shown in Fig.6(a), it 
gives  the  coding  result  of  the  gray-level  frame  image.  Then 
choose a series of thresholds to binarize the frame image. In this 
paper, the iterative threshold mode is chosen to get rid of the 
noise as shown in Fig.6(b). The concrete idea is: 
1)  Choose the mid-value of the frame image as the initial 
threshold T; 
2)  Segment the frame image to 2 regions R1 and R2 using the 
threshold T, and calculate the mean value 1 and 2 in 
these two regions respectively taking use of Eq.(5).  
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3)  Use Eq.(6) to calculate a new threshold Ti+1: 
Binarization and Mor-
phological Filters 
‘and’ operation 
LBP Coding 
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4)  Repeat steps (2) and (3), until the difference between Ti+1 
and Ti is less than a given value. Set it as the final threshold. 
The morphological closing operator is applied to the binary 
frames for producing the initial object masks. In order to remove 
the small holes in each initial mask, the seed propagation method 
is employed to generate connected object mask. Finally, the ‘and’ 
operator is applied to the original video and the generated masks, 
frame by frame to obtain the segmentation results. 
The Fig.6 shows the process of creating the object mask us-
ing proposed method. The coding result for the 200
th frame of 
Claire is shown in Fig.6(a), the corresponding binarizing result is 
shown in Fig.6(b) and Fig.6(c) shows the created object mask. 
3.2  EXPERIMENTAL RESULTS 
The results of segmentation experiment with Claire video is 
shown in Fig.7. The top row shows the five frame images with 
gray  level  from  the  video.  The  object  masks  and  segmented 
results are shown in the middle row and the bottom row, respec-
tively. 
For comparison, the frame difference algorithm is also used 
to segment the Claire video. As shown in Fig.8, it can be seen 
that  the  frame  difference  algorithm  cannot  get  the  shape  of 
whole foreground object, but the proposed method can do that. 
Experimental  results  indicate  that  the  proposed  approach  can 
achieve reasonably good segmentation. 
     
(a)  (b)  (c) 
Fig.6. Example of creating object mask: (a). LBP code of the 
200
th frame of Claire, (b). Binarizing result, (c). Object mask 
 
Fig.7. Segmentation example: Top row: original frames of Claire 
sequence, Middle row: object masks, Bottom row: segmented 
results 
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Fig.8. Comparative experiments: (a). 240
th original frame image,  
(b). Results of the 240
th based on frame difference segmentation,  
(c). Results of the 240
th based on the method proposed in this paper 
4. CONCLUSION 
In this paper, a spatial-temporal 3D LBP descriptor is pro-
posed for detecting the motion in a video. The descriptor uses 
the spatial-temporal 2 × 2 × 2 neighborhood clique, instead of 
three plane neighborhood cliques, to encode the video. Based on 
the  proposed  motion  detection  method,  a  video  segmentation 
scheme is also developed. The experimental results demonstrate 
that the proposed algorithm can be effectively applied to video 
motion detection and moving object segmentation. 
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