and the new formation is termed as a thermal groove. In addition to a capillary force, a force for interface motion is produced whenever motion of the interface allows an applied force to perform work: such a force is an applied force [2] .
A major portion of the literature on morphological evolution solid surfaces and interfaces mainly rely on classical thermodynamics. The idea is to minimize the free energy of the system by suitable mechanism of mass transport. Considering systems at equilibrium a driving force is determined from the total free energy variation, and a linear kinetic law is used to relate the driving force to the flux. Using this flux, surface shape is updated according to mass conservation.
Mullins [3] successfully cast this approach to the problem of thermal grooving in 1957 by imposing suitable boundary conditions and provide an analytic solution which provides groove profile as a function of time and position under some assumptions. After that time several improvements has been done by several researchers who follow the classical approach. In this review
INTRODUCTION
article we will briefly discuss these concepts and conclude by giving examples of experimental observations compared with theoretical calculations.
It should also be mentioned that this review reflects authors' personal perspective on this specific (yet still broad enough) part of the broader topic of thermodynamics and kinetics of solid surfaces and interfaces.
Classical thermo -kinetics theory

Kinetics of morphological changes by surface diffusion
It is useful to outline the surface diffusion driven motion of an arbitrary surface before proceeding further into the detailed literature review. The atomic flux (vector field; the bar signs over symbols are to denote vector quantities) on such a solid surface given in figure 1 may be defined at a per length basis by:
( )( )
# of atoms length time
When a surface element gains atoms, it moves with a velocity (scalar field) in the direction normal to the surface. Defining Ω as the volume per atom in the solid the ratio gives the atoms gained per unit area per unit time. This quantity is related to the flux divergence through conservation of mass:
Once the diffusion flux is obtained surface can be evolved using the velocity calculated by this equation. The atomic flux on the surface can be related to the driving force for diffusion through atomic mobility M by using a linear kinetic law [4, 5] :
This connection is a typical consequence of linear irreversible thermodynamics as underlined by Sun and Suo [4, 5] and adopted by Herring [6] and Mullins [3] .
The literature of diffusion controlled surface morphological changes is fulfilled by the following concept: the driving force in Eq. (3) may be interpreted as a gradient energy which is everywhere continuous even at the singularities; otherwise the flux might go to infinity. The assumed surface diffusion potential is a scalar field that reflects a change in energy that results from the motion of species; therefore, it includes energy-storage mechanisms and any constraints on motion [2] . Therefore all efforts start with a definition of the term surface chemical potential, whose gradients drive the overall processes.
Following Herring, the driving force in Eq. (3) is a vector on the interface that is derived from gradient of a scalar field which has units of energy per atom. If atoms diffuse from an interfacial element with high potential to another with low potential, then the driving force is the negative gradient of the surface diffusion potential :
Substituting Eqs. (4→3→2) and assuming a position independent atomic mobility one can relate the normal velocity of the free surface to the Laplacian of the surface diffusion potential:
Another common representation of Eq. (5) may be obtained by the following form of the Nernst -Einstein equation which ties the mobility and surface self-diffusivity, :
Here h σ is the thickness of the surface layer, k is the Boltzmann constant and T is the absolute temperature. Substitution Eq. (6→5) yields: Figure 1 . An arbitrary surface in the x-y plane. is the unit tangent and is the unit normal vector, the subscripts σ, b, v on the fluxes denote the surface, bulk, and void phases respectively. When evaporation condensation mechanism is active, and entering (leaving) the surface element should also be considered. At a given time any point on the surface may be represented by position vector .t
Energetics of morphological changes by surface diffusion
If there is no exchange of energy between the solid and its surroundings then the change in free energy for a given change in shape represents the driving force for that shape change (Eq. 4). So, the next step is to obtain a proper definition for the total free energy that could be used in connection with Eq. (7). The very first study in this field came from Herring in 1951 which strictly rely on the equilibrium thermodynamics and the Gibbs description of interfaces and surfaces [7, 8] . He extends the classical Gibbs-Thomson equation for an orientation dependent surface tension γ s , as in a crystal.
Herring's equation of curvature dependent chemical potential
The Gibbs-Thomson equation reflects typical consequence of the dependence of equilibrium vapor pressure of a liquid drop on its radius of curvature; i.e. it relates the curvature of a surface to the chemical potential of the surface atoms when surface tension γ s , is independent of orientation. Herrings theory, in a similar way, assumes that the free energy of the system is the surface energy summed over all surfaces and grain boundaries, and the amount of free energy decrease is associated with per unit volume of matter moving per unit distance on the surface and as a result describes a driving force at every point on the solid surface.
Mullins [9] gives a derivation of Herring's equation using calculus of variations in two dimensions by considering a monocomponent system, under no applied pressure. In such a system surface tension γ s , is equal to the specific surface free energy, f σ . Then the value of the surface free energy, F associated with the curve in figure 2 from A to B, per unit depth, is given by the following line integral:
Here x h represents differentiation with respect to x; simply it is the slope of the curve at any point and used as an argument for γ, since it determines the orientation of the surface element. Then if an infinitesimal rearrangement of material forms the new surface: h΄(x)=h(x)+δh(x). The corresponding variation in F σ is obtained by calculus of variations as:
Here for simplicity δh(A)= δh(B)=0 and .
Assuming the chemical potential to be uniquely determined at all elements of the surface apart from the constant , must also be given by the following expression:
( )
Here, is defined as the chemical potential at standard state which can arbitrarily be assigned to the value zero in the reservoir, Ω is the atomic volume and δhdx/Ω gives the number of atoms added to the interval dx. Subtracting Eq. (9→10):
Since δh is arbitrary:
Using following equalities in performing differentiations:
Here, ( )
is the curvature at a point on the surface and taken to be positive when the surface is concave towards the bulk. For isotropic γ, as in liquids, Eq. (13) directly reduces to Gibbs-Thomson equation. Substituting Eq. (13) into (7), one may specify a governing differential equation for capillarity induced evolution of surfaces and interfaces. 
Mullins' theory of thermal grooving
Thermal grooving at grain boundaries is a process of capillary -driven evolution of surface topography in the region where a grain boundary emerges to intersect a free surface of a polycrystalline material. Mullins [3] derived a general PDE for the rate of change of the profile of a surface for profile changes occurring by surface diffusion mechanism under the following assumptions:
(1) The system is closed and contains a metal poly-crystal in quasi-equilibrium with its vapor.
(2) Interface properties are independent of crystallographic orientation.
(3) All matter transport occurs by surface self-diffusion. (4) Macroscopic concepts such as surface free energy and curvature are valid. (5) There is negligible flow of matter out of the grain boundary; instead, the role of the boundary is to maintain the correct equilibrium angle. (6) Absolute value of the profile slope is everywhere small compared to unity; the small slope assumption (SSA).
Under these assumptions he follows the very same procedure described above (Eq. 13→7) and obtains following equation:
Here, Mullins adopted as the number of per unit area, instead of using itself. Owing to isotropy he collects all physical constants into one (B=D σ γ s Ω 2 v/kT) and rewrites Eq. (21) explicitly in terms of h(x,t):
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This nonlinear PDE is in fourth order in space and hard to solve analytically. Mullins linearized this equation referring to the assumption (6) given above: slope of the surface is everywhere small compared to unity.
He considers a symmetrically disposed stationary grain boundary at x=0 that is perpendicular to the free surface as in Figure 3 . Then he formulates the following initial and boundary conditions:
Eq. (1.4.4a) is an initial condition for the problem and assumes an initially flat surface. Eqs. (1.4.4b, c) are the boundary conditions for the triple junction; the first one fixes the dihedral angle (φ=π-2θ) at the groove root through mechanical equilibrium (sinθ=γ gb/ 2γ s =λ; where λ may be called as the wetting parameter) and the second sets the flux of atoms out of the boundary to zero. And 1.4.4d assures that flat surface remote from the triple junction at all time. n n a a a a n a a n n n n
Here, is the gamma function. It is inferred from Eq. (25) that the groove shape is dependent upon the material constant m=tanθ; but is independent of time and the physical parameters comprising B. Mullins [3] stated that the groove instantly attains a constant shape whose linear dimensions grow in proportional to t 1/4 , and deduce two technically important equations: d=0.973m(Bt) 1/4 (26a) Figure 3 . Sketch of the curve h(x,t); the surface profile function. d is the groove depth measured from the maxima and w is the separation between the two maxima, namely the groove width. γ gb and γ s are the grain boundary and surface tensions respectively. φ =π-2θ is the equilibrium dihedral angle, force balance requires 2γs sinθ =γgb at the groove root.
The first kinetic equation stands for the steady shape grooves' depth, d and second for its width, w (see Fig. 3 ). These two equations give possibility to determine surface diffusion constants experimentally After Mullins' publication [3] in 1957 considerable amount of work had been dedicated by several investigators to obtain a solution that accounts finite slopes at the groove root; some of them will be cited here. Robertson [10] [12] categorize the problem as a two dimensional initial boundary value problem of type Hamilton-Jacobi and proposed a numerical solution by using a level set method. Both articles address and discuss several numerical methods to solve the nonlinear PDE. The conclusion shared is that the groove profile stays self similar; the width and height of the groove grow with time t as t 1/4 as predicted by Mullins' small slope solution.
Several cases regarding to geometry had also been studied in the literature. Mullins theory assumes an isolated groove and it can be inferred from his solution that every film subjected to a long enough annealing time will rupture. Hackney & Ojard [13] consider an array of equally spaced parallel grain boundaries with the same symmetric contact angle (Fig. 4a) under SSA. They employ following boundary conditions:
The third one is the symmetry condition at the center of the grain, whilst the others are self explanatory for a groove root placed to a distance R. They gave an analytic solution for Eq. (23) that accounts finite grain size 2R. Later Zhang and Schneibel [11] and Khenner [14] studied the very same system by solving Eq. (22) numerically. Both authors observe termination of grooving at long times after formation of identical circular arcs that connect adjacent grain boundaries; a result anticipated long time ago by Srolovitz and Safran [15] merely from energetic calculations. They show that a groove may go to a finite depth even after an infinite time to anneal and estimate the conditions under which film rupture happens (groove divides the bicrystal into two pieces; and therefore give rise to island formation on a substrate) as a function of film aspect ratio (2R/w 0 ; see Fig. 22 ) and dihedral angle.
Huang et al. [16] consider a different set of boundary conditions for the end points that are free to move in lateral direction to account finite plate like grains that have semicircular ends (constituting a closed loop, Fig. 4b) . Through large number of finite element analyses they have deduced an empirical formula that relates minimum dihedral angle (below which no splitting occurs) to the film aspect ratio.
Ogurtani and Akyildiz [17] utilize three different; reflecting, interactive (Fig. 4a ) and free moving (Fig. 4b) boundary conditions and perform thermal grooving simulations on tilted and normal grain boundaries. Yet, their way of treating the triple junction singularity was completely different from those cited here and based on a mathematical model which flows only from fundamental postulates of irreversible thermodynamics. They showed existence of a transient regime and incorporated this regime into their penetration depth formula by stating that the rate of this transient evolution process obeys the first order reaction kinetics. They stated that this regime is totally ignored by researchers employing Mullins' boundary condition at groove root (constant slope).
Surface energy anisotropy
Maybe the most serious simplification made in the Mullins model is the assumption of the full isotropy of the surface energy. Obviously, this assumption justifies the use of the continuum approach, with the macroscopic curvature as the only driving force for surface diffusion. However, the importance of the surface free energy anisotropy in determining the dihedral angle of the groove and the groove shape was recognized soon after Mullins' work. Grain boundary grooves can develop facets due to anisotropic surface energy. The presence of facets on surfaces of grooves poses intricate modeling issues.
The value of surface energy per unit area of a given crystallographic surface orientation is determined by the fine scale structure of that surface. For a high symmetry orientation in a crystal the surface is atomically flat. For other orientations close to this surface, the structure usually consists of flat terraces with well-defined local surface energies, separated by atomic scale ledges or steps as illustrated schematically in Figure 5 . The steps alter the macroscopic surface energy by an amount corresponding to their energy of formation in the configuration relevant to the structure. Below a characteristic roughening transition temperature T R , "a nominally flat surface of a crystal that is misoriented by a small angle from a high symmetry direction consists of a train of straight parallel steps" [18] . At finite temperature, such "vicinal" surfaces can be stable and can appear on rounded edges on the equilibrium crystal shape.
With increasing temperature, the rounded regions grow at the expense of facets and at T R (usually below the melting temperature) the surface becomes smoothly rounded as illustrated schematically in Figure 6 . Below T R , "in the Wulff construction of the surface specific Gibbs free energy, the cusp in the γ-plot or the non-analytic term in the surface tension exists as a result of the finite free energy cost per unit length in the formation of a step". Therefore "the disappearance of facets is connected to disappearance of cusps in the γ-plot, and implies that the step free energy vanishes and free proliferation of steps is expected for T > T R " [19] .
Mykura [20] stated that, in the case of a coherent twin boundary, the surface anisotropy may even cause the formation of a ridge instead of a groove. Bonzel and Mullins [21] considered the evolution of a pre-perturbed surface topography of the vicinal surface, which is essentially anisotropic. It was found that in the small slope approximation, the flux of the surface atoms is again proportional to the gradient of the surface curvature defined in the proper frame of reference, but should be substituted by a complex expression which depends on the energy of an isolated step, the energy of interaction between steps and the direction of perturbation.
The grain boundary grooving at the singular surfaces were extensively studied by Rabkin et al. [22] , Klinger and Rabkin [23] , Rabkin and Klinger [24] by explicitly introducing faceted and rough regions, each with different isotropic surface energies. Zhang et al. [25] derive models describing groove growth while the dihedral angle changes. According to these authors the change in the dihedral angle is caused by the change in the surface energy due to surface contaminations. They express the dihedral angle as a function of time, and after a series of simulations they conclude that changes in the dihedral angle affect the growth exponent for the groove depth much more than the groove width. Growth exponents for depth values as high as 0.4 are possible in this model, whereas Mullins' model predicts an exponent of 0.25 for both the width and depth of the groove. Later Akyildiz et al. [26] , analyzed the experimental thermal grooving data reported by these authors, and compared them with their simulation results based on a mesoscopic nonequilibrium thermodynamics treatment. This investigation showed that the observed changes in the dihedral angles are strictly connected to the transient behavior of the simulated global system, and manifest themselves at the early stage of the thermal grooving phenomenon, which is completely overlooked by Mullins' based approach.
Zhang et al. [27] study the effect of anisotropic surface free energy on thermal grain boundary grooving using modeling, simulation and experiments on tungsten. Based on Herring's model they show that, for tungsten, when the anisotropy is mild, the groove profiles are self-similar in the evolution but are often not are in proportion to those developed under isotropic material properties. The grooving kinetics again obeys power law with the exponent 0.25. When the anisotropy is critical surface faceting occurs. And, when it is severe the facets coarsen in the evolution. They exhibit the groove profiles in evolution under different degrees of anisotropy.
Wong and coworkers [28] [29] [30] [31] [32] study orientation dependent surface stiffness instead of the surface free energy explicitly in their treatments. They regularize the surface stiffness by replacing the Dirac delta function by sharply peaked functions while former use an analytic form for the ( 3 2 16) surface free energy which then leads to an analytic surface stiffness and find that faceted grooves still grow with time t with an exponent of 0.25. They stated that, anisotropic groove can be smooth if the groove surface does not cross a facet orientation, moreover the groove has the same shape as the corresponding isotropic groove, but the growth rate is reduced by a factor that depends on the degree of anisotropy. Recently, Ogurtani [33] has reached exactly the same conclusion for the four fold symmetry by applying special analysis on the surface Gibbs free energy function adapted from Ramasubramaniam and Shenoy [34] . The analytic theory developed in conjunction with the extensive computer simulation experiments irrecoverably proved that the smooth grain boundary groove profiles can be represented by the modified Mullins ' function [3] with great precision for the symmetrically disposed bicrystal, where the Mullins' rate parameter is modified by an anisotropy constant as, and the isotropic complementary dihedral angle in the slope parameter is replaced by its counterpart in anisotropic case.
Ramasubramaniam and Shenoy [34] made a very serious and successful attempt to obtain a weak solution of the evolution kinetics of faceted grain boundary grooves. They produced proper connections for the TJ displacement velocity that resulted realistic groove root profiles for the symmetrically disposed grain boundary and intersecting surface configurations that are initially flat and infinite in extent. Inspiring from this article, Ogurtani [33] made a unique and transparent treatment of the grain boundary triple junction singularity by the weak solution of the extremum problem imposed by the mathematically more sound Dirichlet boundary conditions to reveal the fine topographic details of the groove root-profiles caused by the non-analyticity of the surface stiffness. In a previous work, Ogurtani [35] elaborates Hermite orthonormal functions manifold by showing that at the asymptotic limit the discrete monolayer representation of the interfaces and surfaces in more realistic Verschaffelt [36] and Guggenheim [37] model may be converged smoothly into the Gibbs abstract model by keeping the intensive variables (specific surface densities) of the interfaces and surfaces invariant and taking the layer thicknesses equal to zero at the limit and extensive variables (contents) infinite. That asymptotic approach, at the expense of the fine features of the grain boundary groove root profiles (rough and faceted regions), was successful not only in eliminating the discontinuity in the particle flux density at the grain boundary triple junction (which results Dirac delta function singularity in the gradient) but also produced most wanted continuity in the derivative of the particle flux density as speculated by Ramasubramaniam and Shenoy [34] to surmount the analytical difficulties. Ogurtani et al. [38] extend this approach to simulate tilted grain boundary grooves in thin metallic films showing four and six fold anisotropy. Later Ogurtani [39] studied the very same problem by employing the modified cycloid-curtate function (MCC) as a basis (generator) for the Dirac delta distribution function on the Wulff construction. This new representation gives more flexibility on the shape of the surface profiles even its temperature dependence by considering not only the intensity but also the topography of the surface Gibbs free energy anisotropy. The utilization of the MCC function also furnished a way for the smooth passage from the soft to sharp faceting morphology by fine tuning the Wulff roughness parameter (anisotropy constant) while keeping topography index invariant.
Experimentally observed thermal grooves
Since its introduction in 1957, Mullins' theory is used extensively in determination of the surface diffusion coefficients (D s ). Once the active mass transport mechanism is confirmed (for evaporation condensation, surface and volume diffusion groove growth obeys t 1/2 , t 1/4 and t 1/3 time laws respectively), the ratio of the groove depth (or width) measurements taken at different times yield the B parameter of Eq. (26) . As stated before, B is a collection of physical constants: B=D s γ s Ω 2 ν/kT; providing surface energy γ s is known, constant temperature experimentation gives the surface diffusivity. Grain boundary grooves are also monitored to measure the dihedral angles and therefore to obtain ratio of surface to grain boundary energies.
Classically, measurements were carried out by electron microscopy or by optical profilometry techniques such as vertical scanning interferometry, phase shifting interferometry, etc. After their invention in the early 1980s, scanning probe microscopies (SPMs) open up new possibilities for studying the surface topography of thermal GB grooves. These instruments combine the possibility to scan relatively large surface areas with atomic resolution in the vertical direction (atomic force microscopy, AFM) and in the case of scanning tunneling microscopy (STM) lateral atomic resolution can be achieved. This makes SPMs ideally suited for the quantitative characterization of surface topography.
Mulins and Shewmon [1] studied grooving kinetics of tilt boundaries in copper by interferometric analysis to show the advantages of the theory in determining D s . They showed that the dominant process is surface diffusion, and found D s values in agreement with the ones determined by tracer diffusion studies. A good agreement was also found by Sharma and Spitz [40] for thermal grooves on thin films of silver from a transmission electron microscopy (TEM) study. Tsoga and Nikolopoulos [41] studied grain boundary grooving on polished surfaces of polycrystalline alumina after annealing, in air, under vacuum, and in argon atmospheres in the temperature range 1273 to 1736 K. The
groove angles, measured by optical interferometry, showed no significant change with experimental conditions. It was determined that surface diffusion was the dominant mechanism for the mass transport and the calculated D s values in agreement with the literature. Tritscher and Broadbridge [42] gave a review of experiments (for diverse materials) where surface diffusion was found to be the dominant mass transfer mechanism.
Several researchers performed AFM studies of thermal grooving. Schöllhammer et al. [43] found excellent agreement between measured and predicted groove shapes for symmetrical tilt grain boundaries in copper. Shin et al. [44] and Lee and Case [45] analyze surfaces of 99.9% alumina samples and report highly asymmetric GB grooves. Rabkin et al. [22] attributed the asymmetry they found for GB grooves in NiAl surfaces to the presence of a vicinal surface on one side of a groove and modified Mullins' [3] linearized equation for thermal GB grooving to take the negligible mass transport on the vicinal surface into account. Qualitative agreement between experimentally observed and calculated groove profiles was found. Rabkin et al. [46] studied the morphologies of GB grooves formed after annealing of molybdenum bicrystals at the temperature close to the melting point with the aid of scanning force microscopy (SFM). Three typical groove morphologies were observed: (i) Mullins-like, albeit asymmetrical grooves with the sharp root; (ii) grooves with the blunted root, and (iii) grooves with the blunted root with the secondary sub-groove with the sharp root in the region of a primary groove. Sachenko et al. [47] [48] [49] and Zhang et al. [25, 27] studied GB grooving on the surfaces of polycrystalline tungsten sheets. They found that unfaceted grooves were in qualitative agreement with the predictions of Mullins' theory of grooving by surface diffusion mass transport. They also observed asymmetric grooves between faceted and unfaceted grains showing unusual growth kinetics. Citing these works on tungsten and that of Munoz et al. [50] on alumina, Ogurtani et al. [38] designed special computer simulations and produced surface morphologies at the stationary state which are in excellent agreement with groove profiles measured by AFM and calculated D s values which are in agreement with the literature.
CONCLUSION
Mullins' theory was a milestone in understanding of thermal grooving problem and provides an analytic solution which gives groove profile as a function of time and position using classical approach. After that time several improvements has been done by several researchers who follow the classical approach. In this review article we briefly discuss these concepts and conclude by giving examples of experimental observations compared with theoretical calculations.
It should be mentioned here that the classical approach indeed violates formation of non-equilibrium grooves and unable to describe transient states during grooving. A curious reader may refer to excellent papers by Suo [5] , Ramasubramaniam and Shenoy [34] , Ogurtani [35] , Ogurtani and Oren [51] for a variational formulation of the problem and Ogurtani [52] for a complete irreversible thermo-kinetics treatment of solid surfaces and interfaces with triple junction singularities which is not intended to be included to this review.
