This work investigates how human awareness about a social robot's capabilities is related to trusting this robot to handle different tasks. We present a user study that relates knowledge on different quality levels to participant's ratings of trust. Secondary school pupils were asked to rate their trust in the robot after three types of exposures: a video demonstration, a live interaction, and a programming task. The study revealed that the pupils' trust is positively affected across different domains after each session, indicating that human users trust a robot more the more awareness about the robot they have.
INTRODUCTION
Trust is widely assumed to be one of the key factors in human users' acceptance of social robots in human-centred environments [24] . However, a human user's awareness of the robot's skills also has significant effects on the interaction quality [1] . This work hence investigates how human trust in a social robot is affected by their interaction history and the human's knowledge about the robot's capabilities and limitations.
Trust between humans is constructed from a perception of ability, benevolence and integrity [25] . In Human Computer Interaction, Muir and Moray [26] showed that people's trust in a machine was strongly affected by the machine's good performance. Indeed, trust is a key factor in the acceptance of an autonomous robot as a peer, assistant or companion in human-centred environments. It can determine humans' perception of the usefulness of imparted information and capabilities of a robot [18, 31, 32] .
Human awareness of a social robot's skills can be gained through robot appearance and behaviours including their common interaction history [19] . Typically, people naive to social robots in terms of real world encounters, already have certain expectations on their functionalities based on fictional movies and stories. In reality though, there is a significant gap between the current state of robotics research and science fiction [20] , and sometimes even advertisements for real robots that make use of artificial intelligence 1 . As a consequence, negative effects on the interaction quality have to be considered when violating the user's expectations on the robot [23] .
Within this paper, we investigate the relationship between human users' expectations of the robot and the quality of a Human-Robot Interaction (HRI). Particularly, we analyse the impact of repeated interactions that reveal different aspects of the robot's capabilities step-by-step on the users' trust ratings of the robot. With this approach, we gain insights on how human awareness of the robot affects their trust in it.
We hypothesise that human attitudes towards robots change when they become aware of the real potential and limitations of the robot. With our findings, we improve the way an interactive relationship between human users and their robotic companion can be established on different knowledge levels about the robot.
A user study has been carried out to gain insights as part of an event that introduces the general public to robotics research. Participants were introduced to different aspects of the robot in three sessions: They first saw a commercial about the robot, then were able to interact freely with it, and finally they programmed and tested social behaviours for a storyteller robot. After each session, we asked them to rate their trust in the robot using similar questionnaires. The study supports our hypothesis and reveals that trust towards the robot is affected positively the more insights participants gain about the robot. Furthermore, trust alters similarly across different domains and qualities such as cognitive tasks or assistance in cases of danger.
The next section introduces the phenomena of trust and human awareness in HRI. Afterwards, Section 3 describes the conducted study in greater detail. In Section 4, we present the evaluation of questionnaires. Results are presented and discussed in groups that asses the robot's companionship qualities, its trustability, as well as programming-related questions. We conclude and summarize our contribution in Section 5 and give a short outlook on future work.
BACKGROUND
In this Section, we provide an overview of the current state-ofart in HRI, introducing the development of trust in human-robot interactions, the effects on HRI awareness on people's perception of robots, and the use of emotions to improve an interaction between human users and robots.
Trust in Robots
As trust is a widely researched phenomenon in Human-Human, Human-Computer and Human-Robot Interactions, there are different definitions of trust. In this study we adopted one of the most prevalent definitions [39] : "Trust can be defined as the attitude that an agent will help achieve an individual's goals in a situation characterised by uncertainty and vulnerability" [21] .
In Human-Computer Interaction, Muir and Moray [26] showed that peoples' trust in a machine was strongly affected by the machine's good performance. Indeed, trust is a key factor in the acceptance of an autonomous robot as a peer, assistant, or companion in human-centred environments. It can determine humans' perceptions of the usefulness of imparted information and capabilities of a robot [18, 31, 32] . Trust is constructed from a perception of ability, benevolence and integrity [25] . Higher trust is associated with the perception of higher reliability [30] . Moreover, other aspects can affect the peoples' perceptions of robots, such as the embodiment of a robot [22, 24, 33] , and a deeper awareness of a robot's functionalities and operation.
Bainbridge et al. [2] found that participants were happy to follow a robot's instructions to throw books in the trash if the robot was present in the room with them, but not when the robot was not physically in the same room. In Walters et al.'s [38] work, people generally preferred robots with more human-like appearance and attributes but their personal characteristics changed their perception of the robot. For example, introvert people and people with lower emotional stability tended to prefer a robot with a more mechanical appearance. In a preliminary study, Wainer [37] compared the effects of different type of embodiments (a physical robot, a simulated one, a presence through a co-located robot and a remote tele-present robot) on people' perceptions of social interactions. They noticed that people favoured physically embodied interactions over both virtual and remote tele-conference interactions.
Yu et al. [39] investigated the correlation between a user's reliance on a system and their trust level. They showed that participants formed their judgements at the beginning of interaction and eventually adjusted it later on, depending on the systems performance. Rossi et al. [32] showed that the perceived trust of the human in the robot drops drastically when a robot presents behaviours that can lead to severe consequences.
Human awareness in Human-Robot Interaction
In Human-Human interactions, situational awareness can change the way peoples interact with each other, as well as it might change the outcomes of the interaction. For example, people aware of a disease in their proximity take precautions that can reduce the spread of the disease for themselves and others [16] , e.g. avoiding contacts with the infected person, wearing protective masks, vaccinating. Marketing advertisements involve the use of persuasion techniques to induce people to buy a product or accept better a communication.
People's persuasion knowledge can shape how they respond to the persuasion attempt [14] .
In Human-Robot Interaction, Atkinson et al. [1] suggested that humans' trust in robots, and consequentially a successful interaction, increases proportionally to a greater shared awareness of the agents involved, activities, and situations between human users and robots. Tseng et al. [36] developed a human awareness Decision Network model where the robot adapts its behaviours in respond to the different feedback of the user for meeting her expectation.
Moreover, a lack of human awareness in robots might lead the person to overtrust the robot and its functionalities. Abney et al. [27] define overtrust as the willingness of a person to accept the risk of delegating a task to a robot if 1) she believes that the robot is able to complete it or 2) her expectation is that the robot is able to mitigate the risk. Borenstein et al. [4] found that 62% of pediatric patients, their parents, and other caregivers would trust a robotic exoskeletons to be able to handle dangerous situations even if the robot did not have that capability. Booth et al. [3] investigated participants' responses to a robot's request to move in a secureaccess student dormitory. They conducted the experiment with two conditions: 1) an anonymous robot and 2) a food delivery robot, where both asked to enter the building. They observed that participants were more likely to let the food delivery robot enter the building or in situations when they were in a group.
In Human-Robot Interaction several definitions of "human awareness" exist [9, 10, 12, 17] . In this work, we define HRI awareness simply as "the human understanding of the capabilities and functionality of a robot: to be aware of environment and people presence around itself; to interact with one or more humans according social conventions; to perform a specific activity; and to have artificial intelligence. "
Emotions in Human-Robot Interaction
Emotions are natural human behaviours and "they are parts of the very process of interacting with the environment."[15, page 51]. Frijda et al. also propose that emotions have direct or indirect social consequences on the individuals involved in the HRI. Therefore, exhibition of socially interactive behaviours is a key factor in human acceptance of an autonomous robot [6, 7] .
In particular, a robot that is able to show emotions helps to facilitate the interactions with a human [5] . Ficocelli et al. [13] defined a model to determine the appropriate emotions that a robot needs to show to elicit the well-being of a patient in an assistive interaction. Rincon et al. [29] presents a robot that was able to have non-verbal communications, like perceiving and displaying human emotions, to elicit empathy in a daycare center.
Syrdal et al. [35] showed that a Pioneer robot with dog-inspired affective cues communicates a sense of affinity and relationship with humans. Song et al. [34] used a robot that was able to express emotions through colours, sounds and vibration to solicit a more natural interaction between people and robots.
Humans can feel several emotions however, Ekman [11] described in his work six universally recognised basic emotions: anger, disgust, fear, happiness, sadness and surprise. We chose the emotions, we believed were connected to the story presented to the participants, inspired by Ekman's [11] findings.
Emotions are not the main focus of this study, but we used them to provide a pleasant and interesting experience in a robot storyteller scenario.
APPROACH
The UK Robotics Week 2 provides an annual opportunity to help students in the United Kingdoms's schools, colleges and universities to take an interest in modern technologies. Within this context, we decided to present a series of events to introduce school pupils to the state-of-art of social Human-Robot Interaction (HRI) and some currently adopted social cues.
The pupils were exposed to three different types of HRI: a video HRI, a real live HRI and HRI programming of a robot. In particular, during the programming sessions, pupils were focused on the implementation of emotions in HRI. We collected pupils' perceptions of the robot through questionnaires.
The focus of the event was both on the design of emotions for the interactive humanoid robot called Pepper using body movements, gesture and other non-verbal cues, and on collecting pupils' perceptions of the robot during three different levels of interactions by means of questionnaires.
Method
We observed and analysed participants' behaviours during three different levels of interactions with the SoftBank Robotics robot Pepper. Pupils worked with two Pepper robots for one session that lasted approximately three hours including a short break. Participants were asked to watch a video of the Pepper robot, then 2 http://hamlyn.doc.ic.ac.uk/uk-ras/robotics-week-2018 they were presented with two real Pepper robots, which they programmed and then tested different behaviours for the robots. In order to analyse the interactions between the human participants and the robot, we asked the participants to answer a questionnaire at the end of each of activity. All participants received a certificate of participation at the event.
Procedure
The event is organised in three different stages: 1) meeting the humanoid robot Pepper, 2) interacting with Pepper, and 3) programming Pepper. In the first part of the event, pupils watched a brief introductory video in which an actor interacted with the robot.
The second part of the event was focused in a closer interaction with Pepper in which pupils can touch the robot and use its built-in awareness function 3 and the "tickle me" scenario 4 (see Figure 1 ). fear Hensel and Gretel were rushing into the deep dark wood. anger Gretel clenched her teeth firmly because of the way their parents treated them. sadness But Hensel was feeling lonely and missed their family. surprise Suddenly, an old lady appeared out of nowhere! disgust She had an ugly green wart on her nose and smelled strangely. happiness Fortunately, they followed their intuition, decided to return home and reunited with their parents.
The custom behaviours could be designed and implemented in the robot's graphical programming suite Choregraphe 5 . To achieve this goal, the pupils could use predefined building blocks that allowed them to manipulate body movements, gesture, verbal and nonverbal cues individually per sentence and thus emotion. In order to analyse the pupils' interactions and their experiences with the robot, the pupils were presented with a short questionnaire at the end of each stage.
We asked pupils different questions at the end of each part of the interaction about: 1) previous experiences with Pepper; 2) assessing participants' willingness to have Pepper as companion; 3) their perception of trust of Pepper; 4) their experience in programming the robot.
The Questions Q1 and Q2 were asked only after the video interaction, while pupils answered the questions Q8-Q10 only at the end of the programming phase. We repeated the sets of questions Q3-Q7 after all the interactions. We chose these simple scenarios the pupils are familiar with. Indeed, since primary school, British children are taught about the danger of internet, such as cyberbullying or fishing. They know that is important to wake up in time to go to school and doing properly their homework.
Participants
We conducted the event in a local secondary school. Participants were secondary school pupils in year groups 10 to 12 [min age 14, max 15, avg. age 14.76, std. dev. 0.42]. The event was conducted over two consecutive days in the school and participants were tested in their age year groups, making a grand total of 43 pupils [6 girls, 37 boys].
RESULTS
As part of the questionnaire, we were interested in participants' previous experiences, their perceptions and expectations towards the Pepper robot. The majority of participants (86%) declared to not have any previous experience with this robot, while one participant was not sure if she saw it in a program TV. Participants with previous experiences with Pepper were: 1) watching a TV program (e.g a documentary at BBC); 2) live show about humanoid robotics; advertisement 3) on a poster, 4) on Snapchat, 5) on the web.
Questions Q3: Companionship
Participants expressed their willingness of having Pepper in their home through a Yes/No/Maybe measure. The results of our study show that participants were uncertain about Pepper's likeability after the video only. The majority of participants (58.13%) is not We also found a statistically significant correlation between the willingness of having the Pepper robot in their home and the effects of the interaction (p(2, 84) < 0.001, F = 47.162). We performed a t-test analysis on the interactions' paired samples and we found that there are significant average differences between the participants' perceptions of the robot and the type of interaction. On average, the ratings were higher after the live HRI than the video HRI, and they were higher after the programming HRI than both video and live HRI (see Table 1 ).
Discussion
We hypothesise that the participants' perceptions of the robot changed so drastically from the first interaction due for two reasons. We showed participants a commercial video of Pepper and the majority of participants did not have any previous experience with the robot. People are acquainted to advertisements, and when they do not know the brand, they can have a higher critical judgement on the advertising value [28] . On the other hand, the awareness of real capabilities of the robot, acquired during the programming phase, mitigated the negative participants' perceptions of the interactive video interaction with the real robot.
Questions Q4-Q7: Trust in the robot
Participants answered questions Q4-Q7 using a 5-point Semantic Differential Scales where 1 corresponds to "definitely no" and 5 corresponds to "definitely yes". All the ratings with values less then After the video HRI, the majority of participants (74.42%) would trust Pepper to be able to help with their homework, and the 18.6% were uncertain in the robot's ability of perform such task. After the live HRI, the majority of participants that trusted Pepper increased at 88.37% while uncertain participants decreased at 9.3%. After the last interaction, we observed a decrease of participants that trusted the robot's capability of performing the task (58.14%) and an increase of participants who were not completely confident in the robot (32.56%). We observed statistically significant correlation between participants' trust in the robot to be able to do participants' homework and the different types of interaction (p(2, 84) < 0.001, F = 82, 949). On average, the significant differences can be observed between the interactions (see Table 2 ). In particular, participants trusted the robot more after the live interaction comparing video and live HRIs, and live and programming HRIs. However, the participants' trust in the robot is higher after the programming HRI, comparing video and programming HRIs.
Question Q5 (alarm clock). We asked participants if they trusted robot to be able to wake them up for going to school. We observed that participants were divided between trusting the robot (55.81%) and not confident in their trust in the robot (34.88%) after the video interaction. Again, the live interaction with a real robot increased their trust in the robot (79.07%) and only the 16.27% were unsure if the robot was able to complete the task. The pupils' perceptions of the robot's capabilities changed after the programming session, 67.44% of participants declared to trust the robot with the task, while 25.58% remained uncertain.
We found a statistically significant correlation between participants' trust in the robot to be able to wake them up for going to school and the different HRIs they were tested with. (p(2, 84) = 0.02, F = 4.097). In particular, participants rated higher their trust in the robot after the live HRI than the video HRI (see Table 3 ).
Question Q6 (danger warning). We observed that participants were sceptical about the robot's ability of warn them of a danger after the interactions. Indeed, the majority of participants (46.51%, 44.18% and 51.16% respectively after the video HRI, live HRI and programming HRI) were not sure to trust the robot. Their trust in the robot (37.21%) increased slightly only after the live interaction (41.86%) and decreased again after the programming interaction (27.90%). Participants' trust in the robot to be able to warn them of a danger was found positively correlated with the three different HRIs (p(2, 84) = 0.009, F = 5.014). We also found that participants trusted the robot more after the programming HRI (see Table 4 ).
Question Q7 (danger help). Similarly to question Q6, participants were not completely confident in the robot's capability of helping them in case of danger after the interactions. After the video HRI, participants' were divided between not trusting the robot (41.86%) and not being confident in trusting the robot (44.19%). Interestingly, while after the live HRI this division was equal (41.9%), after the programming HRI 11.67% participants declared to trust the robot to be able to help them in case of danger and 53.5% participants remained uncertain.
We also observed a statistically significant correlation between the pupils' trust in the robot's capability of helping them in case of danger and the HRIs they were tested with (p(2, 84) = 0.003, F = 6.211). On average, participants trusted the robot with the task more after the programming HRI comparing both the video and live interactions (see Table 5 ).
Discussion
The results of this study show that participants' perceptions of trust in the robot were partially affected by the awareness of the robots' capabilities. We hypothesise that their trust in the robot might have been affected also by the embodiment of the robot. Indeed, when we asked the participants to rate their trust in the robot in waking them to go to school, the live interaction had a greater effect on their perception of trust than the video interaction.
Moreover, we observed that a higher participants' awareness of the robots' capabilities affected the participants' trust in the robot to be able to detect and handle dangerous scenarios. This is not a surprisingly result. According to Deutsch [8] , risk-taking and trusting behaviour are different sides of the same coin, and a person is willing to take a risk only if the odds of a possible positive outcome are greater than those for a potential loss. Indeed, participants trusted the robot more if they know the real potential and limitations of the robot. They believe to be able to program the robot to handle the dangerous situations themselves, or have someone else available to program it for them.
Questions Q8-Q10: Programming Pepper
At the end of the programming interaction, we asked participants to rate their experience of programming the Pepper robot.
Participants answered questions Q8-Q10 using a 5-point Semantic Differential Scales where 1 corresponds respectively to "very boring", "very hard" or "definitely no" and 5 corresponds to respectively "very fun", "very easy" or "definitely yes". All the ratings with values less then 3 were categorised as negative response, with values equal to 3 were considered moderate and with values more than 3 were categorised as positive responses.
Question Q8 (fun). The majority of pupils (74.42%) thought that programming the robot was fun, while only two participants did not enjoy the experience. In the comment section they declared that they did not understand how to program the robot.
Question Q9 (simplicity). At the question how easy it was for them to program the robot, 62.8% expressed a moderate response and 20.93% declared it was easy to program the robot. The remaining participants believed it was very hard to program the robot.
Question Q10 (recurrence). Pupils gave a moderate or positive feedback. Indeed 23% of participants would like to program the robot again, while only two percent prefer to not repeat the experience. We observed from the open-ended questions that one of the two participants considered the robot terrifying, the other did not understand the programming explanations.
Discussion
As a public engagement activity, the event was a success for the pupils and they enjoyed programming the robot. However, partially disguised by the teachers, we underestimated participants' previous knowledge in programming and the time required to program emotional behaviours in the limited time we have been granted by the school. For future investigations, we will consider a more exhaustive pre-session to further explain participants how to use the program Choreographe and program different behaviours for the robot.
CONCLUSION
With the event, we successfully familiarized pupils with scientific field of social robotics. The majority of participants stated they were happy about their interactions with the robots and the programming activities. However, some pupils stated that programming the robot was not an easy task.
Our study supports our hypothesis and shows that participants' awareness of the robots' real potential and limitations affected their perceptions of trust in the robot. Participants' awareness of being able to program different robots' behaviours led them to believe that the robot is able to handle critical situations and cognitive tasks, such as helping them with their homework.
Furthermore we conclude that their trust in the robot might have been affected also by the embodiment of the robot. Indeed, we observed that the live interaction with the robot affected the participants' willingness of having Pepper in their homes increasing the effect.
Future works will integrate these findings to investigate how an interactive relationship can be established and preserved between human users and their robotic companions in short-term and longterm interactions.
