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Abstract
In order for our energy consumption to be sustainable, we need to rely more and more on renewable energy
resources, such as solar power and wind power. In Sweden, 69% of the land area is covered in forest. To open
up the possibility of exploiting these forested areas for wind power production, it is desired to gain a better
knowledge of the ﬂow situation above forests.
An analytical and a numerical study has been carried out, in order to investigate the ﬂow above forests.
The thermal stratiﬁcation of the atmospheric boundary layer has been taken into account to investigate its
inﬂuence on the characteristics of the ﬂow. The analytical study was performed by analyzing meteorological
measurements collected by Göteborg Energi at a site near Töreboda, Sweden, which is mostly covered in forest.
In the numerical study, Large Eddy Simulations were carried out. The results obtained from the numerical
study were compared to the results of the analytical study.
The results showed that the characteristics of the ﬂow varies with thermal stratiﬁaction. The wind shear
was highest with stable stratiﬁcation, while the turbulence intensity was highest with unstable stratiﬁcation.
The results from the Large Eddy Simulations showed some agreement with the results from the analytical
study, but further improvements are needed for better agreement. When investigating the eﬀect of the ﬂow,
the results showed that the forest increased both the wind shear and the turbulence intensity. At the site in
Töreboda, there were high occurrence of non-favourable wind conditions for wind power, with high wind shear
and high turbulence intensity.
Keywords: forest, thermal stratiﬁcation, large-eddy simulation, LES, Richardson number, atmospheric bound-
ary layer, wind power
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Sammanfattning
För att vår energikonsumtion ska vara hållbar måste vi förlita oss mer och mer på förnybara energikällor, så
som solkraft och vindkraft. I Sverige är landarealen till 69% täckt av skog. Därför är det önskvärt att få en
bättre förståelse för hur skogen påverkar vinden ovanför, för att möjliggöra placeringen av vindkraft i skog.
En analytisk och en numerisk studie har gjorts, för att undersöka ﬂödet över skog. I studierna har även
påverkan på ﬂödet av atmosfäriska gränsskiktets termiska stratiﬁeringen undersökts. Den analytiska studien
genomfördes genom att analysera meteorologiska mätningar gjorda Göteborg Energi nära Töreboda, Sverige.
I den numeriska studien har large-eddy simulation utförts. Resultaten från den numeriska studien jämfördes
sedan med resultaten från den analytiska studien.
Resultaten visade att karakteristiken hos ﬂödet varierade med olika termiska stratiﬁeringar. Vindskjuvning-
en var som störst då det var stabil stratiﬁering, medan turbulensintensiteten var högst då ostabil stratiﬁering
rådde. Resultaten från den numeriska studien stämde till viss del överens med resultat från den analytiska
studien, men förbättringar måste göras för att överensstämmelsen ska bli bättre. Då skogens påverkan på
ﬂödet utforskades, visade resultaten att skogen ökade vindskjuvningen och turbulensintensiteten. Vid plat-
sen nära Töreboda var vindförhållandena ofta ogynnsamma för vindkraft, med hög vindskjuvning och hög
turbulensintenstitet.
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Preface
This master’s thesis project investigate the thermally stratiﬁed ﬂow above a forest. One analytical study and
one numerical study has been carried out, as well as a comparison between the two studies. The objective was
to analyze the ﬂow above a forest and the inﬂuence of the thermal stratiﬁcation, to explore the possibility of
building wind power in forested areas. The work was performed between January and June in 2015 at the
Division of Fluid Dynamics at Chalmers University of Technology. The supervisors were Robert-Soltàn Szàsz
at the Division of Fluid Mechanics at the Faculty of Engineering, Lund University, and Bastian Nebenühr at
the Division of Fluid Dynamics at Chalmers University of Technology.
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1 Introduction
With a pessimist’s view on the future of mankind on Earth, some would say that we have now dug ourselves
a hole and that our obsession with continuing emitting green-house gases and polluting the air will not help
us ﬁnd a way out of that hole. The Intergovernmental Panel on Climate Change (IPCC) states in one of
their recent reports (IPCC 2014) that the recent anthropogenic emissions of green-house gases are the highest
in history and that this has lead to a warming of the oceans and the atmosphere. This warming can be
devastating as it leads to e.g. a rise of the sea level and probably will have a negative eﬀect on us humans
and the natural systems of the Earth. It is obvious that we need to ﬁnd a solution to this ever so complex
problem, and we need to ﬁnd a way to reduce our emissions of green house gases. By other means, we need to
ﬁnd our selves a ladder - and climb out of this destructive hole.
In order for our energy consumption and life style to be sustainable, we need to rely more and more
on renewable energy resources. This give rise to wind power and solar power, among others, as possible
substitutes for fossil fuels. In Sweden about 8% of the electricity consumed in 2014 was produced by wind
power (Svensk energi: Vindkraft). This corresponds to a total of 11.5 TWh of annually produced energy. In
2009, the Swedish parliament decided on a long term plan for the wind power in Sweden: by the year 2020
there should be a total of 30 TWh of annual energy production from windpower, out of which 20 TWh from
land-based wind power and the remaining 10 TWh from sea-based wind power (Regeringen: Vindkraft). In
order for this to be achieved, plenty of new wind turbines need to be built. Limitations on where to build wind
turbines are numerous, but, among others, it depends on wind resources in the area, the prospect of eﬀectively
connecting it to the power grid and the distance to residents. As the Swedish land area is to 69 % covered by
forest (Statistik om skog från Riksskogstaxeringen), it is of big interest to investigate and to fully understand
how forests aﬀect the ﬂow above. Better knowledge of the ﬂow situation above forests will then open up the
possibility of exploiting forested areas for wind-power production.
Due to the heating and cooling of the surface of the Earth, the boundary layer above becomes thermally
stratiﬁed. The diﬀerent stratiﬁcations that occur are unstable, neutral and stable, and the characteristics
of the atmospheric ﬂow varies with its stability. Hence, it is of interest to study the dependence of thermal
stratiﬁcation of the ABL when investigating the ﬂow above forests. Recent work done by Bergström et
al. (2013) and Arnqvist et al. (2015) where the thermally stratiﬁed ﬂow above forests in Ryningsnäs and
Skogaryd, Sweden, were investigated analytically, showed none-favorable wind conditions for wind power during
all thermal stratiﬁcations. Performing analytical studies of the atmospheric ﬂow demands meteorological
measurements, where the choice of instruments limits the investigation. Hence, in the last decades the use
of computational ﬂuid dynamics as a way to investigate the atmospheric ﬂow has become more common.
Especially large-eddy simulation (LES) has proven to be a valuable method for capturing the atmospheric
turbulence. LES was ﬁrst used by Smagorinsky (1963) to simulate the atmospheric circulation. Pioneering
work in further developing the method was later done by Deardorﬀ (1970) and Moeng (1984). Shaw and
Schumann (1992) performed large-eddy simulations with unstable and neutral stratiﬁcation, where a drag
layer and heat source at the bottom of the domain represented a forest. Due to the limited resource of
computer power, the domain height was limited to only 60 m, which is not suﬃcient to capture the whole
boundary-layer ﬂow. Further, Su et al. (1998) have performed successful LES of the neutrally stratiﬁed ﬂow
above a forest with a larger domain size. Simulating a stably stratiﬁed atmospheric ﬂow has proven to be
complex and challenging. It does not demand as large domain sizes as unstable and neutral stratiﬁcation,
but it demands a ﬁner grid and more computer power for the simulations to be reliable. Successful LES of
the stable boundary layer has been performed by for example Mason and Derbyshire (1990) and Kosovic and
Curry (2000). Just recently, Nebenführ and Davidson (2015) performed large-eddy simulations of thermally
stratiﬁed ﬂow above a forest, where also results of stably stratiﬁed ﬂow were presented.
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1.1 Objective
The objective of this thesis is to analyze the ﬂow above a forest in Töreboda, Sweden, and to determine if the
wind conditions at this site are favorable for wind power. This analysis also takes into account the thermal
stratiﬁcation of the atmospheric boundary layer, and examines how it aﬀects the ﬂow. The study is partly
consisting of an analytical study, where meteorological measurements from the site are analyzed. The other
part consists of a numerical study, where large-eddy simulations are performed. This is done to provide a
better understanding of the ﬂow and to evaluate if the results from the simulations agree with the results of
the analytical study.
Question formulation
• How does the forest aﬀect the ﬂow above?
• How does the thermal stratiﬁcation aﬀect the ﬂow above the forest?
• How well do the large-eddy simulations agree with the measurement results?
• Is the site in Töreboda, Sweden, suitable for wind power production?
2
2 Theoretical background
2.1 The Atmospheric Boundary Layer
The atmosphere has been divided into diﬀerent layers – the troposphere, stratosphere, mesosphere, thermo-
sphere and the exosphere. For us humans, the troposphere aﬀect the daily life the most, as it is where we
likely spend most of our life. It also provides us with the evergreen conversation topic – the weather. The
troposphere’s thickness varies depending on latitude, but it is on average 11 km thick (Stull 1988), stretching
upwards from the ground level of the Earth. The border between the troposphere and the stratosphere is
called the tropopause. In the troposphere the temperature decreases with height, while in the stratosphere
the temperature is increasing with height. Hence the tropopause is an inversion layer. Due to this inversion
there is little ﬂux between the troposphere and the stratosphere. Furthermore, the troposphere can be divided
into two parts; the free atmosphere and the boundary layer. Stull (1988) refers to this boundary layer as the
planetary boundary layer (PBL), while Garratt (1992) calls it the atmospheric boundary layer (ABL). Here
the latter will be used. The ABL is deﬁned by Stull (1988) as
... that part of the troposphere that is directly inﬂuenced by the presence of the earth’s surface,
and responds to surface forcing with a timescale of about an hour or less.
The height of the ABL varies, but it can be between 1-2 km thick. The surface forces that aﬀect the ﬂow
in the ABL are generated by friction, heating and cooling of the Earth’s surface. These forces are the origins
of what is typical for this layer of the troposphere; turbulence. Before continuing with a description of the
turbulence in the ABL, it is necessary to divide the layer vertically into two parts – the surface layer and the
Ekman layer. The ﬁrst layer has a height of about 10% of the ABL and the latter covers the remaining 90%.
In the surface layer, as the name suggests, the ﬂow is strongly aﬀected by the features of the surface and not
so much by the force due to Earth’s rotation, the Coriolis force. The opposite applies to the Ekman layer,
where the characteristics of the surface are less important and the Coriolis force is a dominant factor for the
features of the ﬂow. The layers in the troposphere are illustrated in Fig. 2.1.
Figure 2.1: Layers in the troposphere.
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2.2 Turbulence in the ABL
Turbulence is a chaotic and random motion of a ﬂow. One important feature of a turbulent ﬂow is the mixing
and transport of properties. In the ABL, the turbulence dominates the transport and mixing of the important
variables momentum and heat. Hence, the understanding of turbulence in the ABL is of utter importance. To
begin with, we can have a look at the budget equation for the turbulent kinetic energy (TKE), k, to better
understand how the turbulence in the ABL is produced and dissipated. If the coordinate system is aligned
with the mean wind direction, and we assume horizontal homogeneity and neglect advection and humidity,
with overbars referring to mean values, the budget equation reads as follows (Stull 1988)
∂k
∂t︸︷︷︸
S
=
g
θ
(
w′θ′
)
︸ ︷︷ ︸
B
−u′w′
∂U
∂z︸ ︷︷ ︸
M
−
∂(w′k)
∂z︸ ︷︷ ︸
T
−
1
ρ
∂(w′p′)
∂z︸ ︷︷ ︸
P
− ε︸︷︷︸
D
, (2.1)
where g is the acceleration due to gravity, θ is the potential temperature (see section 2.3), U is the mean wind
speed, z is the height above the ground, ρ is the density of the air, p is pressure and ε is the dissipation. The
diﬀerent terms in Eq. 2.1 describe what contributes to turbulent kinetic energy in the ABL. The terms are
interpreted below.
S Rate of change of TKE.
B Production or destruction of TKE due to buoyancy.
M Mechanical production of TKE due to shear.
T Turbulent transport of TKE.
P Redistribution of TKE due to pressure transport.
D Dissipation of TKE.
Turbulence consist of motions with a variety of diﬀerent scales, called eddies. In the ABL, the largest eddies
range from 100 m to the size of the height of the ABL (≈ 1000 m), and the smallest eddies range from a few
centimeters to 100 m (Moeng 1984). The larger eddies in the ﬂow are produced trough buoyancy and shear
eﬀect (terms B and M in Eq. 2.1), while the smaller eddies are produced through the energy-cascade processes
from the larger eddies. When the eddies are suﬃciently small, they are assumed not to transfer momentum
or heat anymore, but only dissipate the TKE. The larger eddies are the main carriers of momentum and heat.
2.3 Thermal stratiﬁcation in the ABL
The ABL can be either unstably- (convective), neutrally or stably stratiﬁed, with further distinctions within
the diﬀerent classes. If a parcel of air is lifted to a higher altitude, the parcel will be cooled adiabatically. This
is due to the decrease in pressure, which will expand the ascending air mass – the density and temperature of
the parcel decreases. The rate at which the parcel’s temperature decreases with altitude, is called the adiabatic
lapse rate. The actual (measured) temperature decrease in the atmosphere is called the environmental lapse
rate. If the adiabatic lapse rate is higher than the environmental lapse rate this means the lifted air parcel
will be warmer than the surrounding air. Warm air is less dense than cold air, and the air parcel will ascend
further (buoyancy). Under these conditions the ABL is said to be unstable, and vertical motions are enhanced.
This means that the buoyancy term (term B) in Eq. 2.1 is positive, since the heat ﬂux w′θ′ is positive. When
term B is positive, turbulence is produced. Due to the enhancement of vertical motions, the mixing is strong
in unstable stratiﬁcation. The buoyancy eﬀect gives rise to large eddies which can cover the height of the
entire ABL.
When the environmental lapse rate is higher than the adiabatic lapse rate the opposite will occur: buoyancy
forces will dampen the vertical motions in the ﬂow, and turbulence will be reduced. In this case the ABL
is said to be stable. During these conditions, the size of the eddies is much smaller compared to when the
boundary layer is unstable (Beare et al. 2006).
The neutral ABL occurs when vertical motions are neither suppressed nor enhanced. The buoyancy forces
have little eﬀect on the ﬂow. During these conditions the turbulence in the ABL is mostly generated by shear
(term M in Eq. 2.1).
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The three diﬀerent atmospheric stabilities can be associated with diﬀerent times of the day. During a sunny
day, the ground is heated and the warm ground will heat the cooler air, making the ABL unstable. Stable
conditions may occur during the night, when the ground is cooling the air. When there is a cloudy day and
the ground and the air have similar temperature, neutral conditions may occur. These circumstances depend
on whether the surface of the Earth is absorbing or reﬂecting heat.
When discussing the thermal stratiﬁcation of the ABL, it is necessary to provide a deﬁnition of the potential
temperature, θ. The potential temperature is deﬁned as the temperature which a parcel of dry air would have
if adiabatically lifted from some level to a level with a deﬁned reference pressure. For example if an air parcel
has the temperature T1 and then is lifted to a level with the temperature T2, the potential temperature of theair parcel would be T2 + γ · dz, where γ is the adiabatic lapse rate and dz is the altitude diﬀerence.
2.3.1 The Richardson number
To determine the thermal stratiﬁcation in the ABL a wide range of methods are at hand. One of them is to
determine the Richardson number, Ri. It is assumed that buoyancy and wind shear are the main inﬂuences
on turbulence in the ABL, and it is therefore interesting to look at the ratio between these two terms (B and
M in Eq. 2.1). This ratio is called the Richardson number. If the heat ﬂux w′θ′ is approximated by ∂θ/∂z
and u′w′ is approximated by ∂U/∂z (Garratt 1992), then the gradient Richardson number, Rig is obtained
Rig =
g
θ
∂θ
∂z(
∂U
∂z
)2 (2.2)
When doing meteorological measurements, it would require many, if not inﬁnite, measurement points to get
proper values of the potential temperature and wind velocity gradients. Usually measurements are made at
discrete heights and it is therefore necessary to approximate the gradients by ∂θ/∂z ≈ ∆θ/∆z and ∂U/∂z ≈
∆U/∆z. With these approximations the Bulk Richardson number, Rib is obtained
Rib =
g
θ
∆θ
∆z(
∆U
∆z
)2 = gθ
∆θ∆z(
∆U
)2 (2.3)
When the Richardson number is negative, the ABL is said to be unstably stratiﬁed and when it is positive,
the ABL is stably stratiﬁed. Neutral conditions prevail when the Richardson number is zero.
2.4 Large-eddy simulation
To numerically solve a turbulent ﬂow is complex. This often involves an approximation or simpliﬁcation of the
equations that describe the evolution of the ﬂow – the Navier-Stokes equations. One method that has gained
grounds in engineering applications is the solution of the Reynolds-averaged Navier–Stokes equations, RANS.
With this method the quantities in the Navier-Stokes equations are decomposed (Reynolds decomposition) into
one time averaged part and one ﬂuctuating part. Further the nonlinear Reynolds stresses need to be modeled
in order to close the RANS equations. This is done using a turbulence model. Using this method means that
all of the turbulence will be modeled. This pose a problem when for example solving the atmospheric boundary
layer ﬂow. The larger eddies in the ABL are highly dependent on the geometry of the terrain, which is hard to
model using RANS. As the larger eddies are the main carriers of momentum and heat in the ABL it is of big
interest to accurately describe these in order to capture the characteristics of the ﬂow. Hence it is of interest
to explicitly resolve the larger eddies, and only model the smaller eddies – which are more isotropic, and can
therefore be modeled using simple models. This is the procedure of a large-eddy simulation (LES). In LES the
quantities in the Navier-Stokes equations are volume ﬁltered instead of time averaged, which decompose the
quantities into one resolved part and one residual (sub grid-scale, SGS) part. The residual components give
rise to the residual stress tensor, τ rij , in the momentum equations. These residual stresses are unknowns, andto solve the set of equations they need to be modeled. This is often done using an eddy viscosity model. The
ﬁltered Navier-Stokes equations can then be solved numerically for the resolved velocity ﬁeld.
The computational cost of LES compared to RANS is greater. But in order to numerically solve the ﬂow
in the ABL a LES can be expected to obtain better and more accurate results (Pope 2000). The consideration
is between accuracy and computer eﬀort.
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3 Method
3.1 Analytical method
The energy distributor Göteborg Energi has projected to build a wind power plant in the municipality of
Töreboda in Sweden. The site is located 15 km north east of the city Töreboda, west of the lake Unden.
A meteorological mast was used for data collection on the location from May 2009 to November 2009. The
location of the mast can be seen in Fig. 3.1a and 3.1b, where the location is marked with a cross. The
coordinates of the mast were N 58.8◦ E 14.3◦ and the location of the mast is 145 meters above the sea level.
The area is largely covered with forest, and the dominant tree type is Scots Pine tree, but ﬁr tree is also
common (SLU Skogskarta). The forest height in the area ranges up to 35 m, with a frequent height of around
20 m (SLU Skogskarta). Hence, the reference forest height h = 20 m will be used in this study. As seen in
Fig. 3.2, the area is hilly, with approximately a diﬀerence of 50 m in altitude close to the mast. The green area
to the west of the mast is a valley, which lays approximately 15 m below the mast. As the valley is located
about 1.2 km from the mast, it might have an impact on the wind statistics for westerly winds.
(a) (b)
Figure 3.1: Satellite images of the site (Google maps).
3.1.1 Measurement information
The measurements were carried out between May 19 and November 6 in 2009, using a meteorological mast
(see Fig. 3.3). Three cup anemometers were used to measure the wind speed at heights 3h, 4h and 5h (h = 20
m, the height of the forest). The wind direction was measured at 3h and 5h using wind vanes. Also the
temperature was measured at 3h and 5h using thermometers. In Table 3.1 a clearer view of the equipment
is presented. The sensors were placed on booms extending 3.5 m from the mast in each direction, with the
anemometers in the azimuth angle 317◦ and wind vanes extending in the opposite direction. The measurements
were sampled at a frequency of 1 Hz, and the retrieved data contained 10 minute mean values.
6
Figure 3.2: Height distribution in the area (Lantmäteriet).
Figure 3.3: The meteorological mast used
Height Measured Sensor
3h Standard deviation and mean wind speed Anemometer
3h Mean wind direction Wind vane
3h Temperature Thermometer
4h Standard deviation and mean wind speed Anemometer
5h Standard deviation and mean wind speed Anemometer
5h Mean wind direction Wind vane
5h Mean temperature Thermometer
Table 3.1: Performed measurements
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3.1.2 Analysis of measurements
The data received from the measurements were checked for irregularities by plotting the data set against time
(Jonsson 2010). The ﬁrst nine values in the series were ignored as they contained zeroes, which was deemed
untrustworthy. No other irregularities were found in the series with the method used. Furthermore, 30 minute
averages were calculated for all parameters, starting from 3 pm on the 19th of May and ending on 6th of
November at 9.50 am. There was no adjustment for daylight saving time.
The atmospheric stability was calculated at 4h for each 30 minute period using the Bulk Richardson number,
Rib, from Eq. 2.3 as follows
Rib =
g
Tr
((T2 + γd(z2 − z1))− T1)(z2 − z1)
(U2 − U1)2
, (3.1)
where g = 9.81 m/s2, z2 = 5h and z1 = 3h, T2 is the temperature and U2 is the horizontal wind speed at z2,
T1 is the temperature and U1 is the horizontal wind speed at z1, Tr = 290 K is the reference temperature, γdis the dry adiabatic lapse rate which was set to -0.01 K/m (Arya 1988). By accounting for the dry adiabatic
lapse rate the potential temperature, θ, was obtained. The intervals of Rib for the stability classiﬁcationwas complex to determine from the literature, but the ranges used by Mahrt and Larsen (1990) as shown in
Table 3.2 were used for this study.
Stability Range
Unstable −10 < Rib < −0.25Less unstable −0.25 < Rib < −0.05Neutral −0.05 < Rib < 0.05Slightly stable 0.05 < Rib < 0.25Stable 0.25 < Rib < 10
Table 3.2: Stability intervals for the Bulk Richardson number
The intervals are symmetrical around zero. For large negative values of Rib there is little wind shear.This gives an uncertainty when determining the wind speed gradient. Hence, data where Rib < −10 wereneglected. When Rib > 10 the ABL is strongly stable, and the ﬂow is laminar. Hence data with large Ribwere not included in this study. In total 6.5 % of the data were neglected.
A simple wind assessment study was carried out. The mean wind speed at each measurement height was
calculated, together with the mean wind speed at each height for each stability case. To be able to do a
comparison of the results, each 30 minute value was normalized with the corresponding value at 3h.
Further, the coeﬃcient, β, in the wind proﬁle power law was calculated for each 30 minute average. The
wind proﬁle power law reads (Touma 1977)
u1 = u2(
z1
z2
)β , (3.2)
where u1 and u2 are the wind speed at the heights z1 and z2. This law can be used to extrapolate the windspeed at one level from the wind speed at another level. Here, it is only used to calculate the wind-shear
coeﬃcient, as a measure of the wind shear. This was done as follows.
β =
ln(U2)− ln(U1)
ln(z2)− ln(z1) . (3.3)
The mean value of β was then calculated for each thermal stratiﬁcation.
The turbulence intensity, I, was calculated as a measure of the turbulence. This was done as follows.
I =
σ
U
, (3.4)
where σ is the standard deviation of the horizontal wind speed. This was done for all three heights 3h, 4h and
5h, and the mean value for each thermal stratiﬁcation was calculated.
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3.2 Numerical method
When performing the Large Eddy Simulations the Open source Field Operation And Manipulation library
(OpenFOAM) was used. OpenFOAM is a toolbox based on C++ that facilitates the implementation of
continuum mechanic problems. The solvers and boundary conditions that were used are included in the
Simulator fOr Wind Farm Applications (SOWFA) created by the National Renewable Energy Laboratory
(Churchﬁeld and Lee 2012).
3.2.1 Domain and mesh
The choice of domain size is not completely obvious. It is desired to have a large enough domain to capture all
eﬀects of the ﬂow, but a smaller domain naturally requires less computer eﬀort and simulation. In studies done
of the unstable and neutral boundary layer domain sizes are suggested to be fairly large (> 3000×3000×1000
m3) (Mason 1989), (Mason and Derbyshire 1990), while for the stable boundary layer Matthew Churchﬁeld
(2012) suggests that the domain can be smaller than that. Beare et al. (2006) propose that the horizontal size
of the domain should be bigger than 1 km for a stable boundary layer. Out of simplicity a uniform domain
was chosen for all stability cases. The horizontal dimensions were set to 2000× 2000 m2 with a vertical height
of 1000 m. The domain is illustrated in Fig. 3.4. Although the terrain at the site, as described in Section 3.1,
is hilly, the bottom of the domain was set to be ﬂat.
Figure 3.4: Domain.
The mesh was created out of hexahedrons, where each element has eight vertices, six faces and 12 edges.
Simulations were performed on two diﬀerent meshes – one coarse and one ﬁne. The coarse mesh consisted
of 50 × 50 cells in the horizontal direction, with 40 cells in the vertical direction – a total of 100 000 cells.
The mesh was reﬁned in the vertical direction at the bottom boundary, with ten cells up to 40 m (2h). This
corresponds to a vertical grid spacing of four meters. Above 40 m the cells were stretched by 12.6%. The ﬁne
mesh consisted of 400× 400 cells in the horizontal direction, and 100 cells in the vertical direction. This mesh
was also reﬁned at the bottom boundary with a grid spacing of two meters in the vertical direction up to 40
m. Above 40 m the grid was stretched by 3.8 %. This ﬁner mesh consisted of a total of 16 000 000 cells.
3.2.2 Governing equations
To describe the motion of the ﬂow, the Navier-Stokes equations and a transport equation for the potential
temperature are used. Grid-ﬁltering was applied to the equations and incompressible ﬂow was assumed.
With overbars referring to resolved quantities, the governing equations – the continuity equation, momentum
equations and potential temperature equation were obtained (Matthew Churchﬁeld 2012). Here follows an
account of the equations used.
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Continuity equation
∂ui
∂xi
= 0, (3.5)
where ui = (u, v, w) and xi is x1 = x (east), x2 = y (north) and x3 = z (up).
Momentum equation
∂ui
∂t︸︷︷︸
I
+
∂uiuj
∂xj︸ ︷︷ ︸
II
=
∂p˜
∂xi︸︷︷︸
III
−
1
ρ
∂p
∂xi︸ ︷︷ ︸
IV
−
∂τ rij
∂xj︸︷︷︸
V
+
g
θ0
(θ − θ0)δi3︸ ︷︷ ︸
V I
− Ff,i︸︷︷︸
V II
+ Fc,i︸︷︷︸
V III
, (3.6)
Here follows a description of each term in the momentum equation.
I Time rate of change of the resolved velocity ﬁeld.
II Convection term.
III The gradient of the density normalized modiﬁed pressure variable p˜ = 1/ρ(ps − p0 + ρgz) + τkk/3, where
ρ is the density, ps is the resolved-scale static pressure, p0 is the average static pressure at the surface,
ρgz is the hydrostatic pressure and τkk is the trace of the stress tensor.
IV Here ρ is the density of air and p is the pressure. The term represents the mean horizontal driving pressure
gradient.
V This term is the divergence of the residual stresses.
τ rij = τij − τkkδij/3 (3.7)
where δij is the Kronecker delta. On this form all unknown terms in the momentum equations aregrouped together.
VI Here g = 9.81 m/s2 is the acceleration due to gravity, θ is the resolved potential temperature and θ0 = 290K is the reference temperature. The term represents the buoyancy eﬀects and only aﬀects the vertical
velocity component.
VII This term represents the forest drag, see Sect. 3.2.3 for further explanation.
VIII This term represents the Coriolis force. Here
Fc,i = −2εi3kΩ3uk, (3.8)
where εi3k is the alternating unit tensor, Ω = ω[0, cos(φ), sin(φ)] is the rate of rotation vector, where
ω = 7.27·10−5 rad/s is the planetary rotation rate and φ = 58.8◦ is the latitude at which the measurement
site is located.
Transport equation for the potential temperature
∂θ
∂t
+
∂(θuj)
∂xj
= −
∂qj
∂xj
+ Sh. (3.9)
The ﬁrst term is the time rate of change of the potential temperature, the second term represents convection,
the third term is the SGS temperature ﬂux and the last term, Sh, is the heat source term of the forest.Molecular diﬀusion is neglected.
The heat source of the forest reads
Sh =
∂Q(z)
∂z
=
∂
∂z
(Qh exp[−γAc]) (3.10)
where Q is the heat ﬂux, and Qh is the heat ﬂux at the top of the forest, γ = 0.6 is the extinction coeﬃcient oflight (Nebenführ and Davidson 2015) and Ac is the downward accumulative leaf-area index (see Eq. 3.16). Inorder to change the thermal stratiﬁcation in the ABL, the value of Qh was changed for each simulation. Whenthe heat ﬂux at the top of the forest, Qh is positive, unstable stratiﬁcation will occur, and stable stratiﬁcationoccurs when Qh is negative. Neutral stratiﬁcation was obtained through setting the heat ﬂux to zero.
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Sub grid scale model
The residual stress tensor, τ rij , was approximated by
τ rij = −ν
SGS
(
∂ui
∂xj
+
∂uj
∂xi
)
︸ ︷︷ ︸
2Sij
, (3.11)
where νSGS is the SGS viscosity and Sij is the resolved strain rate tensor. The SGS temperature ﬂux wasapproximated by
qj = −
νSGS
Prt
∂θ
∂xj
, (3.12)
where νSGS is the SGS viscosity and Prt is the turbulent Prandtl number deﬁned as the ratio of the eddydiﬀusivities for mass, εm, and for heat, εh, (Jischa and Rieke 1979). The proper value of the turbulent Prandtlnumber in this case depends on the thermal stratiﬁcation. For stable conditions Prt = 1 is a good value, butfor unstable and neutral Prt = 1/3 should be used (Churchﬁeld, Lee, et al. 2012). This is done by manuallychanging the value for each simulation.
The SGS viscosity in Eq. 3.11 and 3.12 is modeled using a dynamic SGS model with Lagrangian averaging,
as described by Meneveau et al. (1996). Here
νSGS = c2s∆
2|Sij |, (3.13)
where cs is a variable and ∆ = (∆x∆y∆z)1/3 is the ﬁlter width. In the commonly used Smagorinsky modelthe value of cs is constant. This has shown to be a simpliﬁcation as cs decreases with increasing mean shear(Porté-Agel et al. 2000). The Lagrangian dynamic model instead evaluates the value of the coeﬃcient directly
from the resolved scales in the LES.
3.2.3 Modeling the forest
In the momentum equations (Eq. 3.6) an additional term (term VI) is added to represent the forest drag,
where
Ff,i = −CDafUui, (3.14)
where CD = 0.15 (Shaw, Den Hartog, et al. 1988) is the drag coeﬃcient of the forest, af is the leaf area density(LAD) of the forest in the vertical direction, U is the local wind speed. Shaw, Den Hartog, et al. (1988) have
shown that the drag coeﬃcient is not constant, but decreases with increasing stability. The drag coeﬃcient
chosen is representative during unstable conditions, but out of simplicity the same CD was used for all stabilityclasses. Lalic and Mihailovic (2004) has presented an empirical model for calculating the leaf area density as
follows.
af = Lm
(
h− zm
h− z
)n
exp
[
n
(
1−
h− zm
h− z
)]
, (3.15)
were Lm is the maximum value of the leaf area density and zm is the height at which the maximum valueoccurs, n = 0.5 for z ≥ zm and n = 6 for z < zm. The values of Lm and zm depend on what tree type isdesired to model. As the tree type at the site in Töreboda, is predominantly pine Lm = 0.38 and zm = 0.6were chosen, which Lalic and Mihailovic (2004) suggest to be good values for that tree type. In Fig. 3.5 the
vertical proﬁle of the generated LAD is shown. The downward accumulative leaf-area index, Ac, in Eq. 3.10is obtained as follows
Ac =
∫ h
z
afdz (3.16)
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Figure 3.5: Leaf area density of the forest.
3.2.4 Boundary and initial conditions
In order to numerically solve the governing equations, they have to be discretized and appropriate boundary
and initial conditions have to be prescribed. Here a central diﬀerencing scheme with second order accuracy is
used.
The lower boundary is the only solid wall in the domain, and hence it needs extra attention. Near this
boundary the grid would need to be extremely ﬁne in order to resolve the inner layer structures. This would
make the simulation extremely costly. Instead it is practical to use a wall model, and keep the grid spacing
uniform. In this case, the wall model by Schumann (1975) was used. This model correlates the shear stress at
the wall to the instantaneous velocity at the ﬁrst cell center above the wall, ∆z/2.
τi3|w = −u
2
∗
ui∆z/2 − 〈u∆z/2〉
U∆z/2
, (i = 1, 2), (3.17)
were u∗ is the friction velocity and U is the mean horizontal velocity. The angle brackets denotes horizontalaveraging. In neutral conditions the friction velocity can be approximated by
u∗ =
U∆z/2κ
ln(∆z/2
z0
)
, (3.18)
with κ = 0.4 being the von Karman constant and z0 = 0.02 m being the aerodynamic roughness height. Thisvalue of z0 represent small vegetation and grass covering the surface (Matthew Churchﬁeld 2012). For unstableand stable conditions the equation needs to be iterated. In a similar, way the temperature ﬂux at the surface
is calculated. The heating rate at the surface was set to zero in all simulations containing the forest, and then
the appropriate temperature ﬂux is calculated. For the simulations without the forest, a proper value of the
heating rate was prescribed to obtain desired stability. A no-slip condition was prescribed to the velocity.
The upper boundary was treated as a frictionless lid, where the temperature ﬂux and stress were set to
zero. This will make this boundary act like a strong inversion layer.
The side boundaries were prescribed with periodic boundary conditions. This means that the ﬂow going
out at the east boundary, is coming in again at the west boundary and vice versa. The same applies to the
lateral boundaries. Due to these boundary conditions and with a constant heat ﬂux prescribed to the top of
the forest (see Eq. 3.10), the temperature inside the domain will continue to increase or decrease until the
simulation is stopped. This will give an untrustworthy absolute temperature, but as the absolute temperature
is not used, this is not deemed to be a problem.
Initially the wind speed was set to a constant speciﬁed value in the entire domain. A desired wind speed and
wind direction was prescribed at 80 m and from this, the driving pressure gradient in Eg. 3.6 was computed.
The value of this term was corrected each time step, but after a while the value stabilized around a mean value.
The desired velocities were set to common velocities for each stability case obtained from the measurements
– 5 m/s in unstable stratiﬁcation, 8.5 m/s in neutral stratiﬁcation and 5.5 m/s in stable stratiﬁcation. The
direction of the wind was set to 290◦ as this was the most common wind direction in the measurements. The
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potential temperature was initially set to a constant value of 300 K in the whole domain. For the simulations
using the ﬁne mesh, the initial ﬁelds were interpolated from the respective fully developed ﬂow obtained from
simulating with the coarse mesh.
3.2.5 Cases
Two simulations each were run for the less unstable, neutral and weakly stable cases, one with the coarse
mesh and one with the ﬁne mesh. Due to the limited amount of time, the unstable and stable cases were
only simulated using the coarse mesh. For comparison a case without the forest was simulated with neutral
stratiﬁcation. In Table 3.3 a clearer view of the performed simulations is presented. Each case was run until
the ﬂow was deemed to be in quasi-equilibrium. This state was obtained when the sampled velocity at the top
of the boundary was oscillating around a constant value. The time step was set to be variable, so as to have
a maximum Courant number of 0.75.
Description Mesh QhUnstable Coarse 0.05
Less unstable Coarse 0.015
Less unstable Fine 0.05
Neutral Coarse 0
Neutral without forest Coarse 0 (at the ground)
Neutral Fine 0
Slightly stable Coarse -0.02
Slightly stable Fine -0.02
Stable Coarse -0.05
Table 3.3: Case description.
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4 Results and discussion
4.1 Analytical study
In Table 4.1, the mean velocities at the diﬀerent measurement heights are shown. As expected for a boundary-
layer ﬂow, the velocity increases with increasing height.
z/h Mean wind speed [m/s]
3 4.9
4 5.5
5 6.1
Table 4.1: Mean wind speed at each measurement height.
Figure 4.1 shows the wind rose at z/h = 5. A wind rose depicts the distribution of the wind directions and
wind speeds, here divided into 36 bins. The wind rose shows that the most common wind directions at 100 m
are 285◦ − 315◦ (West by North-West). When compared to the wind direction at 60 m, α3h, the mean windturning between these heights is α5h−α3h = 11.4◦. The value is positive, which means a clockwise turn. Thiswind turning is partly due to the Coriolis eﬀect, caused by the rotation of the Earth, but the hilly terrain at
the measurement site has probably the biggest inﬂuence on the wind turning.
Figure 4.1: Wind rose at z/h = 5.
4.1.1 Thermal stratiﬁcation study
The thermal stratiﬁcation analysis using the Richardson number showed that during the measurement period
4.9% of the observations occured as unstabel, 4.6% as less unstable, 10% as neutral, 40% as slightly stable and
33.8 % as stable. Figure 4.2 shows the wind speed at z/h = 5 as a function of the Richardson number. It can
be seen that the maximum wind speeds occur in neutral stratiﬁcation. This would indicate that the highest
mean wind speeds are found in neutral stratiﬁcation, which is also the case as seen in Table 4.2. When looking
at the wind-velocity proﬁles in Fig. 4.3a and the values of the mean wind-shear coeﬃcient, β, in Table 4.2 the
wind shear is the greatest during the slightly stable and stable conditions, as expected due to the low vertical
mixing at these conditions. The lowest values can be found for unstable conditions, where the mixing due to
buoyancy is signiﬁcant. The values of β are generally high, but are in the range of what is common for wind
shear above a forest when compared to the results obtained by Bergström et al. (2013).
For the velocity proﬁles of the slightly stable and stable cases, the results are not as expected. The wind
shear is greater for the slightly stable case than for the stable case. This can also be seen in the values of
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β, which do not coincide with the results of Bergström et al. (2013). This is assumed to be caused by the
ranges of the Richardson number used for classifying the atmospheric stability. When the value of the lower
limit of Richardson number for the stable classiﬁcation is changed from 0.25 to 0.1, the results seem more
reasonable, as seen in Fig. 4.3b. This value of the lower limitation for stable stratiﬁcation is more analogous
to that suggested by Sedeﬁan and Bennett (1980).
In Table 4.2, the wind-turning angle can be seen to be the largest in stable conditions. The wind turning
is partly due to the Coriolis eﬀect, which is more pronounced in the Ekman layer (that is, at greater heights).
For stable conditions, the boundary layer is more shallow, and therefore the Ekman layer is closer to the
ground. This is why the wind turning is the greatest during stable conditions. The results obtained from
Töreboda show relatively high values for the turning of the wind with height compared to results obtained at
the similar site Ryningsnäs (Bergström et al. 2013). In Ryningsnäs, the wind turning between 3h and 5h in
stable stratiﬁcation was 5◦ and smaller for neutral and unstable conditions. This is probably due to the hilly
terrain at the site.
When looking at the mean values of the streamwise turbulence intensity at 100 m in Table 4.2, it is seen to
increase with decreasing stability. This is expected as the vertical turbulence is suppressed in stable conditions
and enhanced, due to buoyancy, in unstable conditions.
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Figure 4.2: The wind speed at z/h = 5 as a function of the Bulk Richardson number.
Stratiﬁcation Mean wind speed [m/s] Mean α100 − α60 [◦] β Mean turbulence intensity at 100 m [%]Unstable 4.3 8.3 0.18 20
Less unstable 6.6 9.2 0.29 18
Neutral 9.1 9.3 0.37 17
Slightly stable 7.3 11.2 0.51 13
Stable 4.5 15.1 0.41 11
Table 4.2: Mean values for all stability classes.
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Figure 4.3: Inﬂuence of stratiﬁcation on the measured wind-speed proﬁles.
4.2 Numerical study
In the following sections the results of the LES are validated and analyzed. All simulations reached quasi-
equilibrium and were run for additional time in order to time average over the last hour. The simulations
with the coarse mesh and unstable, less unstable and neutral stratiﬁcation were run for 15000 s physical time,
while the slightly stable and stable cases were run for 40000 s. The stable cases took longer time to reach
quasi-equilibrium, hence the longer simulation time. These simulations took about 6 hours of real time to run
on a single processor. The simulations with the ﬁne mesh were run for 10000 s for neutral, slightly stable and
stable conditions and 8600 s for unstable and less unstable conditions. These simulations demanded a great
amount of computer power and took about four days of real time to run on 96 processors. Results presented
in this section are all averaged the last 3600 s of the simulation. The ﬂow-through time for the unstable cases
were around 2000 [m]/5 [m/s] = 400 s, for the neutral case 2000 [m]/8.5 [m/s] = 235 s and for the stable cases
2000 [m]/5.5 [m/s] = 364 s. This means that the averages are taken over at least nine ﬂow-through times,
which should be suﬃcient.
4.2.1 Validation of the LES
Here follows a comparison between the measurement results and the large-eddy simulations. Table 4.3 shows
the obtained Bulk Richardson number for each simulation. The obtained Bulk Richardson number varies for
simulations done on the coarse and ﬁne mesh, even though the same value is used for the heat ﬂux at the top
of the forest. This is probably because using the coarse mesh results in smaller gradients for the potential
temperature and mean wind speed. In Eq. 2.3 it is seen that this will aﬀect the Richardson number.
Stratiﬁcation Rib (Coarse mesh) Rib (Fine mesh)Unstable -0.35 -
Less unstable -0.07 -0.18
Neutral 0 0
Slightly table 0.07 0.06
Stable 2.80 -
Table 4.3: The bulk Richardson number for each simulation.
Figure 4.4 shows the horizontal wind-velocity proﬁles from each simulation. In order to be comparable to
the measurements the wind velocity is normalized by its value at the height z/h = 3. From these ﬁgures it can
be seen that generally all of the simulations are in good agreement with the measurements. What is evident
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is that the results are not grid independent. Below z/h = 3 the results seem to be in agreement with each
other, while above this height the ﬁne mesh can be observed to better resolve the steep velocity gradients.
In Fig. 4.4e, one can observe a maximum value of the velocity at z/h = 5. This is called a low-level jet, and
there are diﬀerent possible explanations and not one unique theory as to why it occurs (Kraus et al. 1985). It
is a characteristic feature of the shallow stable boundary layer at night.
In Fig. 4.5, the average wind turning for each stratiﬁcation can be seen. The wind turning is here relative
to the wind direction at z/h = 3 in order to be comparable to the measurements. Here, only the stable
case is in agreement with the measurement results. As stated in Sect. 4.1.1, the wind turning obtained from
the measurements are unusually high due to the terrain. The LES predicts almost no wind turning for the
unstable, less unstable and neutral cases. This is explained by the higher turbulence in these cases. Higher
turbulence will decrease the horizontal velocity, and from Eq. 3.8, it can be seen that a decrease in horizontal
velocity, will decrease the inﬂuence of the Coriolis eﬀect. For the slightly stable and stable cases the results are
more in agreement with the measurements. The wind turning is larger in stable stratiﬁaction as the boundary
layer is more shallow than in unstable and neutral conditions. Above the boundary layer at approximately
z/h > 20 for the slightly stable case and z/h > 10 for the stable case the free atmosphere begins and the
driving pressure gradient balances the Coriolis eﬀect and consequently the wind turning with height ceases. In
Fig. 4.5e, the low-level jet can be seen to have an impact on the wind turning as well, which is expected and
is explained by the same reasoning as previously with the Coriolis eﬀect’s dependence on the wind velocity.
Inside the forest, the wind turning is signiﬁcant in all cases. The wind velocity decreases inside the forest,
hence the inﬂuence of the Coriolis eﬀect decreases. This indicates that the wind turning inside the forest is
not directly dependent on the Coriolis eﬀect. Dupont and Brunet (2008) explain that inside the forest, the
wind direction is aligned with the driving pressure gradient and therefore perpendicular to the direction of the
geostrophic wind.
In Fig. 4.6, the streamwise turbulence intensity is shown for all stratiﬁcations. In the slightly stable case,
the LES is in agreement with the measurements, while in the unstable, less unstable and neutral cases the LES
predicts a higher turbulence intensity. The LES does not account for the actual terrain nor the real structure
of the forest, hence it might over predict the streamwise turbulence intensity. In Fig. 4.6e it is evident that the
coarse mesh is too coarse to sustain ﬂow unsteadiness in stable conditions and therefore no resolved turbulence
is present in this simulation. Even though the Richardson number is high in this case, there should be some
turbulence as indicated by the measurement results.
In the unstable and less unstable cases (see Figs. 4.6a and 4.6b) the streamwise turbulence can be seen to
increase at the top of the domain. In these cases, thermal plumes will rise upwards and impinge on the rigid
lid at the top of the domain. Therefore, the vertical motions are redirected in the horizontal directions and
the streamwise turbulence intensity will increase.
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Figure 4.4: Wind velocity proﬁles. Red line: Coarse mesh, Blue line: Fine mesh, Black dots: Measurement
results, Horizontal black line: Top of the forest.
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Figure 4.5: Wind turning. Red line: Coarse mesh, Blue line: Fine mesh, Black dots: Measurement results,
Horizontal black line: Top of the forest.
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Figure 4.6: Streamwise turbulence intensity. Red line: Coarse mesh, Blue line: Fine mesh, Black dots:
Measurement results, Horizontal black line: Top of the forest.
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4.2.2 Thermal stratiﬁcation study
In the following analysis, the simulations done using the coarse mesh are left out as the validation showed that
the mesh was too coarse to accurately resolve the ﬂow. Figure 4.7 shows the horizontal mean wind-velocity
proﬁles normalized by their value at the top of the forest for three stratiﬁcations. In the less unstable case,
there is less wind shear above the forest than for the neutral and slightly stable cases, which is caused by higher
mixing due to buoyancy. In the neutral case, the mixing is less as turbulence is only produced mechanically
due to wind shear. With stable stratiﬁcation, the wind shear is greater as vertical movements are dampened.
Inside the forest (see Fig. 4.7b), the velocity is decreasing as expected, due to the absorption of momentum
by the forest. In the slightly stable case, the velocity can be seen to increase close to the ground. As the leaf
area density is smaller towards the ground, the wind speed would be expected to increase. Why this increase
is only observed in the slightly stable stratiﬁcation can be explained by the lower turbulence in this case.
Table 4.4 displays the value of u∗ = (u′w′2 + v′w′2)1/4 above the forest at the height z/h = 5 normalizedby the horizontal velocity at the same height. The value of u∗ decreases with increasing stability. Thisfurther conﬁrms that vertical movements are dampened in stable stratiﬁcation, and encouraged in unstable
stratiﬁcation.
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Figure 4.7: Velocity proﬁles for each stratiﬁcation. Red line: Less unstable, Blue line: Neutral, Green line:
Slightly stable.
Stratiﬁcation u∗,5h/U5hLess unstable 0.121
Neutral 0.103
Slightly stable 0.065
Table 4.4: Value of normalized u∗ for each stratiﬁcation.
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4.2.3 Eﬀect of the forest
To examine the eﬀect of the forest two identical cases were compared, with the only diﬀerence being the
presence of the forest. The thermal stratiﬁcation is neutral, with Rib = 0, in both cases. Figures 4.8a showsthe wind velocity proﬁles of the two cases and Fig. 4.8b shows the wind velocity proﬁles below and just above
the forest. The proﬁle for the case with the forest shows an inﬂection point at the top of the forest and wind
speed quickly decreasing inside the forest, as expected. Because of the drag force of the forest, the proﬁle for
the case with forest shows larger wind shear than the one without forest. In Fig. 4.8b it is seen that the wind
speed is lower in the case with the forest. As expected, the streamwise turbulence intensity is observed to be
higher in the case with the forest (see Fig. 4.8c). A common hub height of a large wind turbine is z/h = 5,
where the streamwise turbulence intensity with the forest is 19.6%, while in the case without the forest the
value is 9.3%.
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Figure 4.8: Comparison of simulations with and without forest. Green line: With forest, Black line: Without
forest, Horizontal dashed line: Top of the forest.
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5 Implications for wind-power production
At the site in Töreboda, Göteborg Energi plans to build wind turbines with a hub height of around 80-100 m.
The Swedish Energy Agency has prescribed a guideline for the annual mean wind speed to be above 7.2 m/s
at 100 m above ground for a wind-power site to be proﬁtable (Energimyndigheten: Riksintresse för vindbruk).
The measurement results from Töreboda indicate that the wind speed at this site might be too low (6.1 m/s at
100 m) for wind power. To be able to draw that conclusion more measurements over a longer period of time,
at least a year, are needed. However the national wind-resource mapping of Sweden (Bergström 2007) suggests
that the annual mean wind speed should be higher than the results obtained from the present measurements.
The wind-resource mapping shows an annual mean wind speed of 7 m/s at 100 m above the ground in the
area, which probably would make the site suitable for wind power.
The International Electrotechnical Comission, IEC has published an international standard for the design
requirements of wind turbines (IEC 2005). This standard states certain criteria on which external conditions
diﬀerent wind turbines should be able to withstand. The strongest wind turbines (class A) are designed to
handle wind shear with a maximum coeﬃcient of β = 0.2. With high wind shear the rotor blades will have
to withstand diﬀerent loads on the upper blade than the lower blade, which puts high strain on the shaft and
internal parts of the turbine. The analysis of the measurements showed that the mean value of β is only below
this limit during unstable conditions. The amount of data where β > 0.2 was 83% of the total data set. This
indicates that the wind shear at the site is too high for wind power.
IEC (2005) also states a criterion for the atmospheric turbulence in order for the site to be suitable for
wind power. Class A turbines are designed for the streamwise turbulence intensity to be less than 16% at
hub height. The analysis of the measurements showed that for unstable, less unstable and neutral conditions
at z/h = 5, the streamwise turbulence intensity is higher than the design criterion. In total, the turbulence
intensity at z/h = 5 was above 16% in 34% of the total data set. With a lower hub height than that, the
turbulence intensity will be even higher. This would indicate that the turbulence at the site is too strong for
wind turbines designed according to the IEC guidelines.
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6 Conclusion and further work
In order to be able to draw conclusions on whether or not the site at Töreboda is suitable for wind power,
meteorological measurements at the site need to be carried out for a longer time. This enables better determi-
nation of the wind resource at the site. What can be concluded though is that the high turbulence and wind
shear due to the highly forested area at the site will put high demands on the design of the wind turbines.
The diﬀerent thermal stratiﬁcations of the ABL pose diﬀerent challenges on the design of wind turbines.
When the stratiﬁcation is unstable, the turbulence intensity is higher, while in stable stratiﬁcation, the wind
shear is greater. Hence, it is of importance to perform a thermal stratiﬁcation study at the site, to fully
understand the characteristics of the ﬂow.
The large-eddy simulations agreed with measurements on the wind-velocity proﬁles, but further work is
needed to achieve better agreement with measurements for the wind turning and the turbulence intensity.
If simulations were done with the ﬁne mesh for the unstable and stable cases, this would allow for a better
understanding of the ﬂow. It would also be interesting to test a coarse mesh that still provides satisfying
results, in order to save time and computational eﬀort.
If more time was available, an investigation of the eﬀect of the modeled forest could be carried out. Changing
the leaf-area density in order for the forest to be more similar to the one on the site might improve the results.
Also, these simulations are done with a ﬂat terrain, and an improvement would be to simulate using the actual
terrain at the site.
With further improvements of the large-eddy simulations, the results could be used to complement the
meteorological measurements done at the site. The amount of information that is possible to gain from
a measurement at a site is limited to the choice and accuracy of the measurement instruments. From a
large-eddy simulation, a lot more information can be extracted at no additional cost. It especially complements
a meteorological mast, as the height of the mast limits investigation of the ﬂow over the entire swept rotor
area. The LES also provides information about vertical components of important parameters, which are not
available with the measurement instruments used in this study. However the large-eddy simulations cannot
replace the meteorological measurements.
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