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Abstract
In this numerical study we use the Lattice Boltzmann Method to investigate the eﬀects of periodic and randomly rough surfaces
on the turbulent transport of momentum and heat. A two-dimensional MPI code has been developed and validated against many
test cases. We examine in some detail Rayleigh-Bena´rd convection in the presence of rough walls and study the eﬀects of the
wavelength and amplitude of the roughness distribution on the ﬂow.
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1. Introduction
The recent decline in the Arctic sea-ice extent has triggered debates on climate change and its implications for
humanity. A range of observations have shown a decrease both in the areal extent and the average thickness of Arctic
sea ice. For example, in the central Arctic, the average sea-ice thickness has decreased by approximately 44 %1.
Given the complexity and the coupling of the various subsystems of the Arctic climate, there could be many factors
responsible for this decline. One of the factors whose contribution is relatively poorly understood is the turbulent
heat ﬂux from the ocean to the underside of the ice. Though the climatological thickness of sea ice has been found
to be very sensitive to the oceanic heat ﬂux in theoretical models2, broad scale systematic observational studies are
challenging3 and typical closure schemes in Global Climate Models (GCMs) are unreliable as can be understood from
recent laboratory experiments4.
As an initial step towards addressing this issue, we investigate the eﬀects of a rough surface (a) with a periodic
structure and (b) whose spectral properties are the same as that of Arctic sea ice, on a turbulent ﬂow. This is done
using the Lattice Boltzmann Method (LBM) which oﬀers many advantages over the traditional Navier-Stokes solvers.
One of the primary aims of this study is to understand how the turbulent ﬂuxes are aﬀected by the roughness of the
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surface, and how this, in turn, aﬀects the melting/growth of the sea ice at the ice-ocean interface. Before addressing
this challenging latter aspect of phase change, we begin by studying a stationary rough surface.
2. The Lattice Boltzmann Method
The Lattice Boltzmann Method is derived from Boltzmann’s kinetic theory as follows. Because the Boltzmann
equation describes the time evolution for a single particle distribution function, various moments of the distribution
function give the appropriate macroscopic ﬁelds like density, velocity, and temperature. One can simplify the Boltz-
mann equation5,6, which is an integro-diﬀerential equation that is quadratic in the distribution function, by replacing
the integral with a linear term, known as the BGK-W collision term (named after Bhatnagar, Gross, Krook, and We-
lander). Although the collision term in this approximation is linear, the nonlinearity is “hidden” in the equilibrium
distribution function. In the original equation, the particles travel in and inﬁnite number of directions with constant
velocities, but these directions must be truncated for computation purposes, and it was shown by Frisch, Pomeau &
Hasslacher that in two dimensions a minimum of seven velocity directions, with symmetry, is required to recover the
Navier-Stokes Equations (NSE) from the Lattice Boltzmann equation (LBE)7.
There are several advantages to solving the LBE rather than the NSE, which include:
(1.) The ﬂow is weakly compressible in the LBM, and hence pressure is a local quantity.
(2.) The streaming operation is exact.
(3.) LBM can handle complex geometries more naturally and eﬃciently.
(4.) LBM is not just for ﬂuid ﬂows. Physical processes like phase transitions can be included in the full simulation7.
(This is advantageous as we plan to study sea ice growth and its interaction with the oceanic turbulent ﬂow8)
The LBE, with the BGK approximation, is written as:
fi(x + ciΔt, t + Δt) = fi(x, t) − Δt
τ
( fi − f eqi ); i = 0, 1, 2, ..., 8, (1)
where fi are the non-equilibrium distribution functions, f
eq
i are the equilibrium distribution functions, x is the position
vector, ci are the constant particle velocities, Δt is the time step, and τ is the collision time-scale.
For the present study we use the D2Q9 model (D = 2 denoting 2 dimensions and Q = 9 denoting 9 velocities).
The form of f eqi is crucial for the recovery of the NSE, which is obtained in the limit of low Mach numbers, where
Ma ≡ u/cs is the Mach number, u is the macroscopic ﬂuid speed and cs is the speed of sound. In the Boltzmann
kinetic theory f eq is a Gaussian but, in the numerical model, terms only up to O(Ma2) are retained. The truncated
form of f eqi used in this model is given by:
f eqi = ρwi
[
1 +
ci.u
c2s
+
(ci.u)2
2c4s
− u
2
2c2s
]
. (2)
Here, wi are the weights for diﬀerent directions, c = Δx/Δt and cs = c/
√
3.
The NSE can be recovered from the LBE by carrying out a multiple-scale analysis, considering the small Knudsen
number (the ratio of the mean free path of a molecule to the largest length scale in the problem) limit5. The form of
kinematic viscosity is obtained from this expansion, and is given by ν = c2s
(
τ − Δt2
)
. In lattice units Δx = Δt = 1, and
hence the scheme develops numerical instabilities as τ→ 0.5+.
Finally, once the fi are calculated, the macroscopic ﬁelds are obtained from the following equations:
ρ =
8∑
i=0
fi; ρu =
8∑
i=0
fici. (3)
3. Validation
We have developed a two-dimensional, MPI parallelized LB code to study the ﬂow eﬀects of rough surface in two
dimensions. The code has been extensively validated, and we discuss some of the validation cases here:
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1. Channel ﬂow in two-dimensions
The canonical geometries in the study of wall-bounded turbulent ﬂows are pipes and channels9. Given the
simple geometry, we test our code to study transitional ﬂow in two-dimensional (2D) channels. The ﬂow is
forced using a constant pressure gradient along the channel, with a no-slip condition at the top and bottom walls
and periodic conditions along its length. In our simulations the pressure gradient is constant, so the velocity
scale is chosen to be u0 = |∇p| L2/ρν, where |∇p| is the pressure gradient, L is the half-channel width, ρ and ν
are the density and kinematic viscosity of the ﬂuid, and hence the pressure Reynolds number (Rep) is deﬁned as
Rep = |∇p| L3/2ρν2. The solution can be represented as u(x, t) = U0(z)i+v(x, t), where u(x, t) is the total velocity
ﬁeld, U0(z) =
(
1 − z2
)
is the Poiseuille velocity proﬁle, i is the unit vector along the channel, and v = (vx, vz)
is the departure from U0(z)i. Another quantity of interest is the ﬂux rate, ΔQ =
〈∫ 1
−1 vxdz
〉
, where 〈. . .〉 denotes
horizontal averaging.
Figure (1a) shows the time variation of ΔQ for Rep = 2935 and α0 = 0.3387, where α0 is the minimal wavenum-
ber of the imposed disturbance. Because the pressure gradient is constant, the ﬂow rate decreases before reaching
a steady state value of −0.088, which is close to −0.072 obtained by Rozhdestvensky & Simakin using spectral
methods10. Figure (1b) shows the the temporal behaviour of (vx, vz) once the ﬂow has reached a statistically
steady state. The results obtained are in good agreement with the ﬁndings of Rozhdestvensky & Simakin.
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(a) Time variation of ΔQ for Rep = 2935 and α0 = 0.3387.
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(b) Time variation of vx and vz at (x, z) = (0, 0) for Rep = 2935
and α0 = 0.3387.
Fig. 1: Validation for 2D channel ﬂow. Comparison with Rozhdestvensky & Simakin 10 who used spectral methods.
2. Rayleigh-Bena´rd convection in two dimensions
The classical problem of Rayleigh-Bena´rd convection involves the transport of heat by convection when a critical
Rayleigh number (Ra) is exceeded. Two horizontal walls are maintained at diﬀerent temperatures – the bottom
wall is maintained at a temperature T0 + ΔT and the upper wall is maintained at a temperature T0 – separated by
a vertical distance H. The kinematic viscosity and the thermal diﬀusivity of the ﬂuid are ν and κ respectively,
and β is the co-eﬃcient of thermal expansion. The non-dimensional parameters important in this problem are the
Rayleigh number, Ra = gβΔTH
3
νκ
, and the Prandtl number Pr = ν/κ. With these boundary conditions convection
sets in when Ra = 1708 for all Pr. The heat transported to the cold wall is measured in terms of the Nusselt
number (Nu), which is ratio of total heat ﬂux to the heat ﬂux due to conduction alone. The Nusselt number is
Nu =
−k
〈
dT
dz
〉
+ρc
〈
wT
〉
kΔT/H , where k and c are the thermal conductivity and the speciﬁc heat of the ﬂuid, w is the vertical
component of ﬂuid velocity, . . . and 〈. . .〉 denote temporal and horizontal averages. We consider three cases for
validation:
(a) In the ﬁrst case the horizontally averaged temperature proﬁle for Ra = 4000 and Pr = 0.71 is compared
with results from the numerical simulations of Lipps11 in ﬁgure (2a).
(b) In the second case, we have compared Nu for diﬀerent Ra with the results of Clever & Busse12, who
used a Galerkin method to solve for the conservation equations numerically, for Ra = 2000 to 50000 and
Pr = 0.71. This is shown in ﬁgure (2b).
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Fig. 2: Validation cases for Rayleigh-Bena´rd convection.
(c) In the ﬁnal test, we have reproduced the Nu(Ra) scaling law from Johnston & Doering13, who used a
Fourier-Chebyshev spectral method to simulate Rayleigh-Be´nard convection in a cell of aspect ratio of Γ =
2, deﬁned as the ratio of length to height of the cell, and Pr = 1. The resolution used in their study was
such that there were at least 8 grid points in the thermal boundary layers. We use the resolutions but with a
uniform grid. The comparison is shown in ﬁgure (3).
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Fig. 3: Comparison of Nu(Ra) with Johnston & Doering13.
4. Results: Rayleigh-Bena´rd Convection against Rough Walls
1. Periodic Roughness
To understand the eﬀects of roughness on thermal convection, we ﬁrst use periodic roughness distributions, and
describe here the validation studies that underlie a detailed examination of the associated physics14. Turbulent
convection over pyramidal elements15,16,17, rectangular elements18 and V-shaped grooves19 have been studied
both experimentally and numerically. However, the speciﬁc eﬀects of roughness on the Nu − Ra scaling law
diﬀer, with some reporting a change only in the pre-factor15,16,18, and others reporting a change both in the pre-
factor and the scaling exponent19,17. We use a sinusoidal rough wall on the upper side of the cell. For all the
cases discussed, Γ = 2 and Pr = 1. The periodic roughness distribution is characterized by two length scales:
wavelength (λ∗) and amplitude (h∗). The amplitude h ≡ h∗/H = 0.1 is ﬁxed for all cases, and two cases of
λ ≡ λ∗/H = 0.4 and 1.0 are considered.
Figures (4a) and (4b) show the Nu-Ra scaling laws for λ = 0.4 and λ = 1.0 respectively. It is clear that introducing
roughness elements inﬂuences both the pre-factor and the exponent in the scaling law. The scaling laws obtained
also show that with the increase in λ, the planar case result (Nu = 0.138 × Ra0.285) is approached. To understand
the cause for the change in the scaling law, we analyze in ﬁgures (5a) and (5b) the temperature ﬁelds for the two
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cases considered. As found in the previous studies, there is enhanced plume production at the rough surface due
to the interaction of the boundary layer and core ﬂows, as seen in ﬁgure (5a). To drive this interaction, it is crucial
that h > δT , where δT is the thickness of the thermal boundary layer, and λ has a value from an ‘optimum’ range.
When these conditions are met, there is an increase in the rate of heat transfer due to the plumes. However, as λ
increases this interaction weakens, thereby leading to a decrease in the number of plumes produced, as seen in
ﬁgure (5b).
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Fig. 4: Nu(Ra) for turbulent convection over periodic roughness distributions.
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(a) Temperature ﬁeld for λ = 0.4 and Ra = 109.
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Fig. 5: Temperature ﬁelds over periodic roughness distributions.
2. Random Roughness
From the analysis of the sonar proﬁles of the underside of Arctic sea ice, it is found that at high wavenumbers the
spectral density of roughness distribution decays as k−3, where k is the wavenumber. A mathematical function
having the same spectral properties as reported by Rothrock & Thorndike20 is used to generate the rough wall
for LB simulations, and is given by
f (x) =
∞∑
k=1
(−p − 1)1/2kp/2 cos (kx + φk) , (4)
with p = −3, where φk is an independent random variable uniformly distributed in (0, 2π).
Numerical simulations are carried out for diﬀerent Ra, now deﬁned based on the height of channel minus the
maximum height in the roughness distribution, ranging from 2000 to 50000. Because from our validation runs,
we understand the behavior of the Nu for these Ra in the smooth case, the eﬀect of roughness on the heat transfer
can be easily seen here. All simulations were carried out at Pr = 0.71.
Figures (6a) and (6b) show the temperature ﬁeld for Ra = 30000 and Ra = 50000 respectively. The eﬀect of the
wall roughness on the cellular structures is striking and they are modiﬁed appreciably relative to the smooth-wall
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cases. There are two competing eﬀects18: (1) By introducing roughness one has decreased the eﬀective Ra,
which would result in a decrease in Nu; and (2) The increased area for heat transport can actually lead to an
increase in Nu. In ﬁgure 7, the latter eﬀect appears to dominate for the range of Ra considered, and there is a
monotonic increase of the Nu with Ra.
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Fig. 6: Temperature ﬁeld for diﬀerent Ra and Pr = 0.71.
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Fig. 7: Nu vs. Ra for the rough wall for Pr = 0.71.
5. Conclusions
A two-dimensional LB code has been developed and validated against the results in the literature for 2D channel
ﬂow and for Rayleigh-Bena´rd convection. The latter problem is studied with periodic and random roughness distribu-
tions on the upper side of cell. In the case of periodic rough walls, it is found that both the pre-factor and the exponent
in the Nu(Ra) scaling law are aﬀected. The cause for this change is the enhanced plume production from the tips
of the roughness elements. In the case of random rough walls, the large-scale ﬂow structures are aﬀected, and the
Nu increased relative to the planar case. Finally, the LBM is found to be a natural way to deal with rough surfaces,
because implementing the no-slip condition is easier than in traditional methods.
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