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Zusammenfassung
In dieser Arbeit werden erstmalig u¨ber einen zur Nichtstandardform geho¨renden Erzeugen-
densystem-Ansatz robuste Wavelet-basierte Multiskalen-Lo¨ser fu¨r allgemeine zweidimensio-
nale stationa¨re Konvektions-Diffusions Probleme entworfen und praktisch umgesetzt.
Fu¨r Multiskalen-Verfahren, die lediglich direkte Unterraumzerlegungen verwenden, ist es
im allgemeinen nicht mehr mo¨glich, zugeho¨rige Multiskalen-Gla¨tter zu konstruieren, die
im Grenzfall sehr starker Konvektion auf jeder Skala zu einem direkten Lo¨ser entarten.
Als eine Mo¨glichkeit zur Konstruktion robuster Multiskalen-Methoden bleibt die Wahl der
Multiskalen-Zerlegungen selbst. Es ist sicherzustellen, daß man sowohl hinsichtlich der sin-
gula¨ren Sto¨rung stabile Grobgitterprobleme als auch bezu¨glich der Maschenweite stabile Un-
terraumzerlegungen erha¨lt. Gleichzeitig muß der Aspekt der approximativen Gauß-Eliminati-
on beachtet werden, der durch das Zusammenspiel matrixabha¨ngiger Prolongationen und
Restriktionen mit einer hierarchischen Basis Zerlegung gegeben ist.
Um alle diese Forderungen zu erfu¨llen, wird zuna¨chst ausgehend von geometrischen Ver-
gro¨berungen ein allgemeines Petrov–Galerkin Multiskalen-Konzept entwickelt, bei dem die
Zerlegungen auf der Ansatz- und Testseite unterschiedlich sind. Es werden matrixabha¨ngige
Prolongationen, die von robusten Mehrgitter-Techniken her bekannt sind, verwendet, zu-
sammen mit Wavelet-artigen und hierarchischen Multiskalen-Zerlegungen der Ansatz- und
Testra¨ume bezu¨glich des feinsten Gitters. Die Kernidee bei den vorgeschlagenen Verfahren ist,
jeweils einen der Komplementra¨ume auf der Ansatz- oder Testseite hierarchisch zu wa¨hlen,
um zusammen mit einer problemabha¨ngigen Vergro¨berung auf der anderen Seite physika-
lisch sinnvolle Grobgitterdiskretisierungen und gleichzeitig einen approximativen Eliminati-
onseffekt zu erreichen. Die Komplementra¨ume auf der entsprechend anderen Seite werden
hingegen Wavelet-artig aufgespannt, was insbesondere zu einer Stabilisierung des Verfah-
rens bezu¨glich der Abha¨ngigkeit von der Maschenweite der Diskretisierung fu¨hrt. Mit den
weiterhin entwickelten AMGlet-Zerlegungen, die auf rein algebraischen Prinzipien beruhen,
gelingt es, geometrisch orientierte Tensorprodukt-Konstruktionen, die fu¨r separable Proble-
me erfolgreich sind, zu verlassen, um schwierige nichtseparable Aufgaben in unter Umsta¨nden
kompliziert berandeten Gebieten behandeln zu ko¨nnen. Dies ero¨ffnet daru¨berhinaus auch den
U¨bergang von Modellproblemen hin zu praxisnahen Fragestellungen.
Unterschiedliche numerische Beispiele zeigen, daß man durch die vorgeschlagenen Konstruk-
tionen zu verallgemeinerten Hierarchische Basis Mehrgitter-Verfahren mit robusten Konver-
genzeigenschaften gelangt.
Dank
An dieser Stelle mo¨chte ich zuna¨chst meinen Dank an all diejenigen Personen aussprechen,
die mich beim Erstellen dieser Arbeit unterstu¨tzt haben. An erster Stelle ist hier Prof. Dr.
Michael Griebel zu nennen, der mir zu jeder Zeit mit wertvollen Ratschla¨gen und Ideen
zur Seite stand. Bei Frau Prof. Dr. Angela Kunoth bedanke ich mich fu¨r die U¨bernahme des
Zweitgutachtens. Besonderen Dank schulde ich meinem Kollegen Dipl.-Math. Marc Alexander
Schweitzer, der mir bei vielen Fragen der Programmierung stets bereitwillig weitergeholfen
hat. Ich danke ihm ebenfalls fu¨r die U¨berlassung seines AMG-Codes. Herzlichen Dank ihm so-
wie auch Dr. Stephan Knapek und Daniel Schittko fu¨r die vielen fachlichen Diskussionen und
das mu¨hevolle Korrekturlesen. Edgar Kraft danke ich fu¨r das Erstellen einiger Graphiken mit
dem Visualisierungsprogramm AVS. Nicht zuletzt mo¨chte ich allen MitarbeiterInnen, Kolle-
gen und Studenten der Abteilung fu¨r Wissenschaftliches Rechnen und Numerische Simulation
an der Universita¨t Bonn fu¨r das gute Arbeitsklima Dank sagen.
Diese Arbeit entstand im Rahmen des Paketprojekts “Mehrgitteralgorithmen fu¨r unsymme-
trische und heterogene Probleme”, das von der Deutschen Forschungsgemeinschaft finanziell
gefo¨rdert wurde. Daru¨berhinaus kam mir finanzielle Unterstu¨tzung von Seiten des Sonderfor-
schungsbereichs 256 “Nichtlineare Partielle Differentialgleichungen” an der Universita¨t Bonn
zu. Dank auch dafu¨r.
Bonn, im April 2001 Frank Kiefer
Inhaltsverzeichnis
1 Einleitung 1
2 Diskretisierungsverfahren fu¨r Konvektions-Diffusions Probleme 11
2.1 Finite-Differenzen Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.1 Upwind-Verfahren in 1D . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Gleichma¨ßig konvergente Verfahren in 1D . . . . . . . . . . . . . . . . 16
2.1.3 Upwind-Verfahren in 2D . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.1.4 Gleichma¨ßig konvergente Verfahren in 2D . . . . . . . . . . . . . . . . 20
2.2 Finite-Elemente Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Upwind-Verfahren in 1D . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Gleichma¨ßig konvergente Verfahren in 1D . . . . . . . . . . . . . . . . 22
2.2.3 Upwind-Verfahren in 2D . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2.4 Gleichma¨ßig konvergente Verfahren in 2D . . . . . . . . . . . . . . . . 26
3 Multiskalen-Transformation linearer Gleichungssysteme 27
3.1 Feingitterdarstellungen des diskretisierten Problems . . . . . . . . . . . . . . 28
3.1.1 Galerkin-Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.1.2 Petrov–Galerkin-Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 Zweiskalen-Darstellungen des diskretisierten Problems . . . . . . . . . . . . . 30
3.2.1 Galerkin-artige Zweiskalen-Zerlegung . . . . . . . . . . . . . . . . . . . 30
3.2.2 Petrov–Galerkin-artige Zweiskalen-Zerlegung . . . . . . . . . . . . . . 33
3.3 Standard- und Nichtstandardform . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.1 Standardform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.3.2 Nichtstandardform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3.3 Konversion zwischen dem Standard- und Nichtstandardsystem . . . . 42
3.4 Einbettung in ein Multiskalen-Erzeugendensystem . . . . . . . . . . . . . . . 44
3.4.1 Multilevel-Erzeugendensystem . . . . . . . . . . . . . . . . . . . . . . 44
3.4.2 Standardsystem und Multilevel-Erzeugendensystem . . . . . . . . . . 47
3.4.3 Multiskalen-Erzeugendensystem . . . . . . . . . . . . . . . . . . . . . . 48
4 Iterative Verfahren fu¨r Multiskalen-transformierte Gleichungssysteme 51
4.1 Matrixsplittings der Standard- und Nichtstandardform . . . . . . . . . . . . . 52
4.2 Multiplikative Multiskalen-Verfahren . . . . . . . . . . . . . . . . . . . . . . . 57
4.2.1 Multiplikative Verfahren fu¨r einfache Zerlegungen . . . . . . . . . . . . 57
4.2.2 Multiplikative Multiskalen-Verfahren . . . . . . . . . . . . . . . . . . . 60
4.2.3 Vergleich mit a¨hnlichen Methoden . . . . . . . . . . . . . . . . . . . . 68
4.3 Additive Multiskalen-Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5 Multiskalen-Zerlegungen fu¨r Konvektions-Diffusions Probleme 85
5.1 Probleme in 1D . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.1.1 Operatorabha¨ngige Prolongationen . . . . . . . . . . . . . . . . . . . . 86
5.1.2 Matrixabha¨ngige Prolongationen . . . . . . . . . . . . . . . . . . . . . 90
5.1.3 Zur Wahl geeigneter Basen der Komplementra¨ume . . . . . . . . . . . 92
5.2 Probleme in 2D: Tensorprodukt-Konstruktionen . . . . . . . . . . . . . . . . . 97
5.2.1 Operatorabha¨ngige Prolongationen . . . . . . . . . . . . . . . . . . . . 97
5.2.2 Matrixabha¨ngige Prolongation . . . . . . . . . . . . . . . . . . . . . . 100
5.2.3 Zur Wahl geeigneter Basen der Komplementra¨ume . . . . . . . . . . . 103
5.3 Probleme in 2D: Algebraische Konstruktionen . . . . . . . . . . . . . . . . . . 108
5.3.1 Algebraische Multiskalen-Zerlegungen . . . . . . . . . . . . . . . . . . 108
6 Numerische Beispiele 111
6.1 Beschreibung der Experimente . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1.1 Testumgebung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
6.1.2 Rechenaufwand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.2 Testbeispiel Tα: Konvektion in x-Richtung . . . . . . . . . . . . . . . . . . . . 114
6.2.1 Hierarchische Zerlegungen des Ansatzraums . . . . . . . . . . . . . . . 114
6.2.2 Wavelet-artige Zerlegungen des Ansatzraums . . . . . . . . . . . . . . 116
6.3 Testbeispiel T β: Konvektion in Diagonalrichtung . . . . . . . . . . . . . . . . 118
6.3.1 Hierarchische Zerlegungen des Ansatzraums . . . . . . . . . . . . . . . 118
6.3.2 Wavelet-artige Zerlegungen des Ansatzraums . . . . . . . . . . . . . . 119
6.4 Testbeispiel T γ : Winkelabha¨ngige Konvektion . . . . . . . . . . . . . . . . . . 123
6.4.1 Hierarchische Zerlegungen des Ansatzraums . . . . . . . . . . . . . . . 124
6.4.2 Wavelet-artige Zerlegungen des Ansatzraums . . . . . . . . . . . . . . 124
6.5 Testbeispiel T δ: Kreiskonvektion . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.5.1 Hierarchische Zerlegungen des Ansatzraums . . . . . . . . . . . . . . . 127
6.5.2 Wavelet-artige Zerlegungen des Ansatzraums . . . . . . . . . . . . . . 128
7 Schlußbemerkungen 133
A Iterative Verfahren fu¨r lineare Gleichungssysteme 137
A.1 Orthogonalisierungsverfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
A.1.1 Definition von Orthogonalisierungsverfahren . . . . . . . . . . . . . . . 138
A.1.2 Konvergenzeigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . . 140
A.1.3 Verfahren fu¨r vorkonditionierte Gleichungssysteme . . . . . . . . . . . 143
A.2 Krylovraum-Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
A.2.1 Allgemeine Eigenschaften . . . . . . . . . . . . . . . . . . . . . . . . . 144
A.2.2 Konjugierte Krylovraum-Verfahren . . . . . . . . . . . . . . . . . . . . 146
A.2.3 Verallgemeinerte Krylovraum-Verfahren . . . . . . . . . . . . . . . . . 151
A.2.4 Bemerkungen zur Vorkonditionierung . . . . . . . . . . . . . . . . . . 155
A.3 Konjugierte Krylovraum-Verfahren im Standardsystem . . . . . . . . . . . . . 157
A.4 Additiv MS-vorkonditionierte Verallgemeinerte Krylovraum-Verfahren . . . . 160
A.4.1 Eine spezielle Norma¨quivalenz . . . . . . . . . . . . . . . . . . . . . . 160
A.4.2 Verfahren, die ||rk||M−10,s minimieren . . . . . . . . . . . . . . . . . . . . 164
Literaturverzeichnis 167
Kapitel 1
Einleitung
Die Vorga¨nge in unserer natu¨rlichen Umwelt sind a¨ußerst komplex und vielfa¨ltig. Eine zentrale
Aufgabe des Wissenschaftlichen Rechnens und der Numerischen Simulation ist, diese mit
Hilfe des Computers besser zu beschreiben und zu verstehen, als es alleine mit Experimenten
und Beobachtungen oder mathematischen Formulierungen mo¨glich ist. Mit diesen beiden
noch relativ jungen und zusammengeho¨renden Disziplinen hat sich neben dem traditionellen
experimentellen Zugang und dem theoretischen Ansatz mittlerweile ein vielversprechender
dritter Weg zur Beschreibung der Wirklichkeit herausgebildet.
Ha¨ufig treten in den zur Numerischen Simulation verwendeten mathematischen Modellen fu¨r
die Beschreibung von Vorga¨ngen, wie sie in den Natur-, Ingenieur-, Wirtschafts- und Sozi-
alwissenschaften untersucht werden, konvektive und diffusive Prozesse gleichzeitig auf. Ein
wichtiges Beispiel ist etwa die Schadstoffausbreitung in einem fließenden Gewa¨sser. Eine Ver-
unreinigung breitet sich durch molekulare Diffusion langsam um ihre Quelle herum aus, die
selbst jedoch einem Transport durch das Fließen des Gewa¨ssers unterliegt. Durch Konvektion
alleine wu¨rde sich eine konzentrierte punktfo¨rmige Verschmutzung lediglich entlang einer ein-
dimensionalen Bahnkurve an der Oberfla¨che des Gewa¨ssers bewegen. Wegen der zusa¨tzlich
vorhandenen Diffusion verbreitert sich diese Kurve nach allen Richtungen hin und nimmt eine
keilfo¨rmige Gestalt an. Ein dimensionsloser Parameter, der die relative Sta¨rke des konvek-
tiven Anteils gegenu¨ber dem diffusiven Anteil mißt, kann hierbei sehr unterschiedliche und
große Werte annehmen. Man spricht auch von einem singula¨r gesto¨rten Problem. Nimmt die
Transportgeschwindigkeit des Gewa¨ssers im obigen Beispiel betragsma¨ßig Werte zwischen 0.5
und 3 ms an und variiert die Diffusion zwischen 0.005 und 5
m2
s , so ergeben sich bezogen auf
eine La¨ngenskala von einigen 100 Metern etwa Pe´cletzahlen zwischen 10 und 6000.
Fu¨r andere Anwendungen ko¨nnen diese Unterschiede noch dramatischer sein. Konvektions-
Diffusions Prozesse und die sie beschreibenden partiellen Differentialgleichungen ko¨nnen hier-
bei selbststa¨ndig oder auch als Teilprobleme noch komplexerer Fragestellungen auftreten.
Weitere Beispiele sind die Temperaturverteilung in einer Stro¨mung, atmospha¨rische Verun-
reinigungen, Grundwassertransport, Halbleitervorga¨nge, aber ebenso die Optionspreisbewer-
tung in finanzmathematischen Modellen [86]. Auch die inkompressiblen Navier–Stokes Glei-
chungen im Fall großer Reynoldszahlen, die dabei die Rolle des dimensionslosen Parameters
u¨bernehmen, werden ha¨ufig als Anlaß zur Untersuchung von Konvektions-Diffusions Glei-
chungen genannt. Durch ihren nichtlinearen Charakter und die zusa¨tzliche Bedingung der
Divergenzfreiheit ist aber nicht klar, ob es gerade die Kopplung von Konvektion und Diffusion
ist, die die Hauptschwierigkeiten bei der Lo¨sung der Navier–Stokes Gleichungen verursacht.
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Modellhaft betrachten wir in dieser Arbeit das folgende stationa¨re Konvektions-Diffusions
Problem mit homogenen Dirichletschen Randbedingungen auf dem Einheitsquadrat
Tu := −∆u+~b · ∇u = f in Ω := ]0, 1[2 und u = 0 auf ∂Ω. (1.1)
Das Konvektionsfeld ~b = (b1(x, y), b2(x, y)) ist hierbei im allgemeinen ortsabha¨ngig und die
zugeho¨rige L∞(Ω)-Norm kann sehr große Werte annehmen. Je nach Richtung der Konvektion
unterteilt man Konvektions-Diffusions Probleme in bestimmte Klassen. Fu¨r achsenorientierte
Probleme gilt ~b = (b1(x), 0) oder ~b = (0, b2(y)), separable Probleme erfu¨llen ~b = (b1(x), b2(y)).
Aufgaben, fu¨r die die letzte Bedingung nicht mehr zutrifft, sind etwa Fa¨lle wirbelbehafteter
Konvektion [76].
Zur Numerischen Simulation von Konvektions-Diffusions Vorga¨ngen muß die kontinuierliche
Gleichung (1.1) zuerst einmal diskretisiert werden. Dies geschieht zum Beispiel mittels eines
geeigneten Finite-Differenzen oder Finite-Elemente Verfahrens, indem man die Gleichungen
etwa fu¨r die Punkte (Freiheitsgrade) eines endlichen Gitters Ω0 ⊂ Ω betrachtet [44, 86, 102].
Man gelangt so zu großen schwachbesetzten linearen Gleichungssystemen der Form
T0u0 = f0, (1.2)
die den Kern einer mo¨glichen Simulationsschleife darstellen. Der untere Index kennzeichnet
hierbei die Auflo¨sungsstufe (Level, Skala), auf der die diskreten Probleme betrachtet werden.
Entgegen der u¨blichen Notation [62] versehen wir gro¨bere Auflo¨sungsstufen mit gro¨ßeren
Indizes. Die feinste Skala tra¨gt den Index 0.
Es ist zumeist keine triviale Aufgabe, die entstehenden Gleichungssysteme effizient mit Hilfe
eines Computers zu lo¨sen. Die fu¨r realistische Simulationen beno¨tigte hohe Auflo¨sung des
Raumes mit diskreten Punkten fu¨hrt zu extrem hohen Anforderungen an Rechenzeit und
Speicherplatz. Dies gilt insbesondere, wenn zeitabha¨ngige Vorga¨nge in drei Raumdimensionen
simuliert werden sollen. Die direkte Lo¨sung mittels Gauß-Elimination beno¨tigt fu¨r ein allge-
meines Gleichungssystem mit n Unbekannten einen Aufwand C, der kubisch mit n steigt, das
heißt C = O(n3) [64]. Leider u¨bertra¨gt sich dieses Verhalten auch auf die Lo¨sungszeit. Da die
wachsende Rechnerleistung stets von dem Wunsch begleitet wird, noch gro¨ßere Probleme zu
rechnen, stoßen auch geschicktere und weniger aufwendige Implementierungen direkter Lo¨ser
wie etwa die Band-Gauß-Elimination sofort an Grenzen [40]. Die Lo¨sung der Gleichungssy-
steme (1.2) erfolgt daher heute zumeist mit Hilfe von Iterationsverfahren, die sich ausgehend
von einer Startapproximation schrittweise der tatsa¨chlichen Lo¨sung na¨hern [64]. Sie haben
gegenu¨ber direkten Lo¨sungsverfahren zuna¨chst den Vorteil, daß sie nur einen geringen Re-
chenaufwand pro Iteration beno¨tigen. Außerdem lassen sie sich ohne großen zusa¨tzlichen
Speicheraufwand implementieren. Neben den klassischen Iterationsverfahren, wie beispiels-
weise dem Jacobi-, dem Gauß–Seidel-Verfahren oder SOR-Varianten, werden heutzutage auch
moderne Krylovraum-Methoden, etwa das GMRES- oder das BICGSTAB-Verfahren, zusam-
men mit einfachen Vorkonditionierern zur Lo¨sung der Systeme (1.2) herangezogen [104]. Man
trifft dabei in der Regel aber auf die folgenden beiden Schwierigkeiten. Die Konvergenz der
Verfahren
• verschlechtert sich mit abnehmender Maschenweite h0 des zur Diskretisierung verwen-
deten Gitters und
• ha¨ngt ab von den Koeffizientenfunktionen des Differentialoperators, hier also von der
Gestalt und Sta¨rke des Konvektionsfeldes ~b.
3Diese Problematik bezeichnet man auch als die Frage nach der Robustheit der Verfahren
[126]. Dabei wird gefordert, daß der Aufwand fu¨r einen Schritt des betreffenden Iterati-
onsverfahrens nur linear mit der Anzahl der vorhandenen Freiheitsgrade wa¨chst. Der er-
sten Schwierigkeit begegnet man im Fall des ungesto¨rten Poissonproblems (1.1) mit ~b = 0
durch Multilevel-Methoden (Mehrgitter-Verfahren, Multilevel-Vorkonditionierer) [24, 56, 62].
Sie fu¨hren im Idealfall zu Konvergenzraten, die nicht mehr von der Maschenweite h0 des Git-
ters abha¨ngen, das zur Diskretisierung benutzt wurde [91]. Man kann sagen, daß die Entwick-
lung von Multilevel-Methoden fu¨r symmetrisch positiv definite elliptische Randwertaufgaben
abgesehen von auch hier sich mo¨glicherweise stellenden Robustheitsfragen mit den Arbeiten
[57, 127] eine finale Reife erreicht hat. Dies gilt auch aus theoretischer Sicht. Ganz anders
verha¨lt es sich im Fall unsymmetrischer Probleme wie der Konvektions-Diffusions Gleichung
(1.1). Robuste Multilevel-Verfahren, die also zusa¨tzlich die zweite oben genannte Schwierig-
keit beheben, sind im allgemeinen nur sehr schwer zu konstruieren, wie die Erfahrung lehrt.
Es existieren zwar einige in der Praxis recht erfolgreiche Ansa¨tze [38, 47, 52, 76, 79, 94, 133],
wirkliche Robustheitsbeweise liegen bislang aber fast nur fu¨r (triviale) eindimensionale Pro-
bleme vor. Oft wird in theoretischen Arbeiten der konvektive Anteil als kleine Sto¨rung des
symmetrischen Teils der Gleichung angesehen, so daß die Aussagen fu¨r den interessierenden
konvektionsdominierten Fall nicht mehr gu¨ltig oder wertlos sind [23, 123]. Ein erstes theo-
retisches Robustheitsresultat fu¨r achsenorientierte Probleme in zwei Raumdimensionen und
nichtperiodische Randbedingungen findet man in [99]. Es basiert auf einer Semi-Vergro¨berung
und nutzt die Reduktion auf den eindimensionalen Fall.
Vor circa 15 Jahren, also fast ein viertel Jahrhundert nach Vorstellen des ersten Mehrgitter-
Ansatzes [45], setzte mit dem systematischen Vorantreiben der Theorie der Wavelets und
Multiskalen-Analysen eine stu¨rmische Entwicklung in den unterschiedlichsten Bereichen der
Natur- und Ingenieurwissenschaften sowie der Angewandten und Reinen Mathematik ein
[36, 81, 82, 83]. Auf der Suche nach mo¨glichen Anwendungen hatte diese sehr bald auch das
Gebiet der Numerik partieller Differentialgleichungen erfaßt. Wavelet-Methoden zur Lo¨sung
elliptischer partieller Differentialgleichungen nutzen eine geschickte Multiskalen-artige Zer-
legung des Lo¨sungsraums in Unterra¨ume, die von den Dilaten und Translaten einer einzigen
Funktion, na¨mlich dem Wavelet, aufgespannt werden. Mit entsprechenden schnellen Algo-
rithmen ko¨nnen die Lo¨sungen dann in Bestandteile, die zu unterschiedlichen Skalen geho¨ren,
aufgespalten werden, was insbesondere nu¨tzlich zur Entwicklung von Fehlerscha¨tzern und
adaptiven Verfahren ist. Einen guten U¨berblick bietet der U¨bersichtsartikel [32]. Man kann
Wavelet-Methoden aber ebenfalls zum Lo¨sen der nach Diskretisierung entstehenden linearen
Gleichungssysteme einsetzen. Fu¨r symmetrisch positiv definite elliptische Randwertprobleme
erha¨lt man mit Algorithmen, die den bekannten Multilevel-Methoden nachempfunden sind,
Multiskalen-Verfahren, die ebenfalls zu gitterweitenunabha¨ngigen Konvergenzraten fu¨hren
[18, 33, 75, 121, 122]. Wavelet-basierte Multiskalen-Lo¨ser, die fu¨r Konvektions-Diffusions Pro-
bleme robuste Methoden liefern, sind hingegen kaum bekannt. Die theoretischen Resultate
in [92, 93] sind aufgrund der dort verwendeten Normen fragwu¨rdig, wie auch Reusken in [99]
bemerkt. Das auf einer Semi-Vergro¨berung basierende Verfahren ist außerdem nur auf den
Spezialfall achsenorientierter Konvektion zugeschnitten und wird unserer Meinung nach nicht
ausreichend von numerischen Beispielen unterstu¨tzt.
Ziel dieser Arbeit ist die Konstruktion robuster Wavelet-basierter Multiskalen-Verfahren zur
Lo¨sung großer schwachbesetzter linearer Gleichungssysteme, die bei der numerischen Be-
handlung des Konvektions-Diffusions Problems (1.1) auftreten. Da wir in unserem Ansatz
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entscheidend auf Techniken robuster Mehrgitter-Methoden zuru¨ckgreifen, wollen wir im fol-
genden zuna¨chst kurz die Kernidee von Mehrgitter-Verfahren skizzieren und die wichtigsten
Probleme und Lo¨sungsstrategien in Bezug auf Konvektions-Diffusions Gleichungen diskutie-
ren. Sogenannte Hierarchische Basis Mehrgitter-Verfahren und ihre problemabha¨ngig gebilde-
ten Verallgemeinerungen dienen uns dann als Ausgangspunkt, um das von uns vorgeschlagene
Konzept zu motivieren und zu erkla¨ren.
Wir beschra¨nken uns zuerst wieder auf die ungesto¨rte Poissongleichung. Betrachtet man fu¨r
ein mittels Finite-Differenzen gebildetes zugeho¨riges lineares Gleichungssystem klassische ite-
rative Lo¨ser wie das Gauß–Seidel- oder das Jacobi-Verfahren, so da¨mpfen diese hochfrequente
(rauhe) Anteile des Fehlers zwischen Lo¨sung und Iterierter zwar stark, dafu¨r aber niederfre-
quente (glatte) Anteile nur schwach. Das fu¨hrt dazu, daß die Fehler nach einigen wenigen
Iterationsschritten im wesentlichen nur noch glatte Anteile besitzen, fu¨r deren Da¨mpfung
dann viele weitere Iterationsschritte notwendig sind. In diesem Zusammenhang spricht man
von traditionellen Iterationsverfahren auch als Gla¨ttern. Niederfrequente Fehleranteile las-
sen sich gut auf einem gro¨beren Gitter approximieren und man braucht dazu weitaus weni-
ger Freiheitsgrade als zuvor. Die zentrale Idee ist nun, die gegla¨tteten Fehleranteile auf ein
gro¨beres Gitter zu transportieren, um sie dort mittels eines kostengu¨nstigeren Grobgitterpro-
blems schneller reduzieren zu ko¨nnen. Da die zur Korrektur dienenden Grobgitterprobleme
die gleiche Struktur aufweisen wie das urspru¨ngliche Feingitterproblem, la¨ßt sich diese Pro-
zedur rekursiv fortsetzen und man gelangt zu Mehrgitter-Verfahren [25, 45, 61]. Mit ihnen
entstanden erstmals Iterationsverfahren linearen Aufwandes, fu¨r die die Zahl der notwendigen
Iterationsschritte zum Erreichen der Lo¨sung bis auf Diskretisierungsgenauigkeit unabha¨ngig
von der Gitterweite h0 ist. Solche Lo¨ser heißen auch optimal.
Mehrgitter-Verfahren lassen sich ebenfalls zur Lo¨sung von Gleichungssystemen einsetzen, die
mittels einer Finite-Elemente Diskretisierung entstanden sind (variationelles Mehrgitter). Die
fu¨r den Transport zwischen den unterschiedlichen Gittern verantwortlichen Prolongations-
und Restriktionsabbildungen induzieren dabei Basisfunktionen von Unterra¨umen grobskalige-
rer Funktionen der endlichdimensionalen Ansatz- und Testra¨ume V0 und S0, die in den Punk-
ten gro¨berer Gitter verankert sind. Variationelle Mehrgitter-Verfahren ko¨nnen daru¨berhinaus
als multiplikative Unterraumkorrektur-Verfahren angesehen werden [127] und die zugeho¨rigen
additiven Varianten stellen gerade die bekannten Multilevel-Vorkonditionierer BPX und MDS
von Bramble, Pasciak und Xu respektive Zhang dar [24, 137]. Durch das gleichzeitige Be-
trachten verschiedener Diskretisierungslevel und das Zusammenfassen der zugeho¨rigen Basis-
funktionen erha¨lt man Erzeugendensysteme. In [55, 56] wurde gezeigt, daß sich Mehrgitter-
Verfahren und Multilevel-Vorkonditionierer auch als traditionelle iterative Methoden (Gauß–
Seidel-Verfahren, Jacobi-Vorkonditionierer) u¨ber den mittels der Erzeugendensysteme entste-
henden semidefiniten Gleichungssysteme interpretieren lassen. Durch U¨bertragen der Kon-
vergenzbeweise fu¨r diese klassischen Verfahren, erha¨lt man mit Hilfe des Erzeugendensystem-
Zugangs im Fall symmetrisch positiv definiter Probleme sogar eine regularita¨tsfreie qualitative
Mehrgitter-Konvergenztheorie [57].
Betrachten wir das Konvektions-Diffusions Problem (1.1), so fu¨hren mit zunehmender Kon-
vektion konventionelle Mehrgitter-Verfahren zur Lo¨sung der entstehenden Gleichungssysteme
zu einer Reihe von Schwierigkeiten. Sie machen es notwendig, Modifikationen der Stan-
dardkomponenten klassischer Mehrgitter-Verfahren zu entwickeln. Diese betreffen die ver-
wendeten Grobgitterdiskretisierungen und die Wahl der Prolongationen und Restriktionen.
Daru¨berhinaus werden auch spezielle Gla¨tter eingesetzt.
5Berechnet man die Matrizen fu¨r die Grobgitterprobleme mit Hilfe des Galerkin-Produkts
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k+1, so wird bei Verwenden der (bi-)linearen Interpolation als Prolon-
gation P kk+1 der zugeho¨rige Grobgitterstern durch jeden Galerkin-Vergro¨berungsschritt dem
Stern der gewo¨hnlichen Finite-Elemente Diskretisierung a¨hnlicher, der bekanntlich zentra-
le Differenzen beinhaltet [54, 132]. Zentrale Differenzen Diskretisierungen fu¨hren aber fu¨r
konvektionsdominierte Probleme bei nicht hinreichend feinen Gitterweiten zu oszillieren-
den und physikalisch unsinnigen Lo¨sungen [60]. Grobgitterdiskretisierungen, die u¨ber eine
einfache Galerkin-Vergro¨berung gebildet werden, neigen daher sogar ausgehend von einer
stabilen Feingitterdiskretisierung zu Instabilita¨ten und ko¨nnen dadurch die Konvergenz des
Mehrgitter-Verfahrens zersto¨ren. Das eben geschilderte Problem in Bezug auf Grobgitterdis-
kretisierungen und den Galerkin-Ansatz kann durch eine geeignete matrixabha¨ngige Wahl
der Prolongationen im Galerkin-Vergro¨berungsprozeß vermieden werden. Hierzu gibt es Vor-
schla¨ge von Dendy und de Zeeuw [38, 132]. Im Zusammenspiel mit ILU-artigen Gla¨ttungsver-
fahren konnte fu¨r einfache zweidimensionale Probleme im numerischen Experiment robuste
Mehrgitter-Konvergenz erreicht werden. Daneben wurden Grobgitterkorrekturen vorgeschla-
gen, die nicht mehr auf dem Prinzip einer uniformen Vergro¨berung (Standardvergro¨berung)
basieren. Verla¨uft die Konvektionsrichtung etwa entlang einer der Koordinaten, dann ist
Semi-Vergro¨berung, die entgegen der Richtung der singula¨ren Sto¨rung erfolgt, ein probates
Mittel [62, 117]. Algebraische Mehrgitter-Verfahren (AMG) bestimmen daru¨berhinaus pro-
blemabha¨ngig geeignete Grobgitterkorrekturen, indem zuerst aus den Eintra¨gen der Feingit-
termatrix die zu verwendenden Grobgitterpunkte bestimmt und danach zugeho¨rige Prolon-
gationen und Restriktionen konstruiert werden. Sie erlangen so mit einfachen Gauß–Seidel-
oder Jacobi-Gla¨ttern robuste Konvergenzraten [27, 52, 112]. Beweise liegen dafu¨r aber bislang
nicht vor.
Die Schwierigkeiten in Bezug auf den Gla¨ttungsprozeß gestalten sich wie folgt. Geschieht die
Vergro¨berung auf klassische Weise, so beobachtet man, daß einfache Gla¨tter wie das Jacobi-
oder das Gauß–Seidel-Verfahren bei starker Konvektion im allgemeinen ihre Gla¨ttungseigen-
schaften verlieren [54]. Dann konvergiert das Mehrgitter-Verfahren trotz stabiler Grobgitter-
diskretisierungen nicht mehr schnell genug und die Konvergenzrate ist von der Sta¨rke der
Konvektion abha¨ngig. Fu¨r achsenorientierte Probleme eignet sich ein Liniengla¨tter, das heißt
ein Block-Gauß–Seidel-Verfahren, bei dem die Blo¨cke durch je eine Linie des Gitters in Kon-
vektionsrichtung gebildet sind und in jedem Block eine exakte Invertierung stattfindet [62].
Der Liniengla¨tter kann auch mit abwechselnder Richtung alternierend eingesetzt werden. Fu¨r
Konvektion in Diagonalrichtung ergibt sich jedoch auch damit leider kein robustes Mehrgitter-
Verfahren. Verallgemeinerungen hiervon basieren auf der Idee der unvollsta¨ndigen Faktori-
sierung (ILU) [4]. ILU- und Block-ILU-Gla¨tter funktionieren im 2D-Fall gut und bewirken
weitgehende Robustheit. Ihre Wirkungsweise basiert nicht zuletzt auch auf der Eigenschaft,
im Grenzfall b→∞ zu einem exakten Lo¨ser zu entarten. Das gesamte Mehrgitter-Verfahren
konvergiert dann in nur einem Schritt. Man spricht auch von einem robusten Gla¨tter. Um
diesen Grenzfall zu realisieren, geht man zum Beispiel u¨ber zu der mittels ε = 1/||~b||∞ ska-
lierten Differentialgleichung (1.1). Im 3D-Fall ist es im allgemeinen aber nicht mehr ohne
weiteres mo¨glich, kostengu¨nstige ILU-Gla¨tter mit dieser Eigenschaft anzugeben [69]. Setzt
man als Gla¨tter ein Gauß–Seidel-Verfahren ein, dessen Durchlaufreihenfolge mit der Konvek-
tionsrichtung la¨uft, dann ist dafu¨r unter Umsta¨nden ebenfalls das oben erwa¨hnte Kriterium
fu¨r einen robusten Gla¨tter erfu¨llt. Diese Methode wird in [68, 79, 94] genauer vorgestellt und
es wird diskutiert, wie im zweidimensionalen Fall Anordnungsreihenfolgen gefunden werden
ko¨nnen, die Zyklen im Konvektionsfluß vermeiden. Damit werden Block-Gauß–Seidel-Gla¨tter
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geschaffen, bei denen die Abarbeitungsreihenfolge der Blo¨cke weitgehend freigestellt ist, in-
nerhalb der Blo¨cke jedoch der Konvektionsrichtung auf Stromlinien folgt. In drei Raumdimen-
sionen ist die Suche nach geeigneten Anordnungstechniken Gegenstand aktueller Forschung
[17, 76, 79, 94].
Beschra¨nkt man in variationellen Mehrgitter-Zyklen die Gla¨ttungsprozeduren fu¨r die ein-
zelnen Level auf diejenigen Freihheitsgrade, die durch Gitterpunkte gegeben sind, die nicht
auch zum na¨chstgro¨beren Gitter geho¨ren, also auf sogenannte Fein-ohne-Grobgitterpunkte,
so erha¨lt man Hierarchische Basis Mehrgitter-Verfahren (HBMG) [12, 16, 129]. Sie ebnen
uns den U¨bergang zur Welt der Multiskalen-Methoden. Aus Sicht von Unterraumkorrektur-
Verfahren lassen sich die zu Hierarchische Basis Mehrgitter-Verfahren geho¨renden Gla¨ttungs-
iterationen als Korrekturen ansehen, die lediglich bezu¨glich der Komplemente von Ra¨umen
gro¨berer Skalen relativ zu den Ra¨umen na¨chstfeinerer Auflo¨sungsstufe erfolgen. Es handelt
sich daher um Unterraumkorrektur-Methoden, die im Unterschied zu den bisher erwa¨hnten
Multilevel-Verfahren auf direkten Zerlegungen der zugrundeliegenden Funktionenra¨ume be-
ruhen. Die Komplementra¨ume werden bei Hierarchische Basis Mehrgitter-Verfahren von den
Funktionen der oben angesprochenen Erzeugendensysteme aufgespannt, die in den jeweiligen
Fein-ohne-Grobgitterpunkten eines Gitters verankert sind [56]. Durch sie kann hochfrequente
Detail-Information dargestellt werden, die unter Umsta¨nden beim U¨bergang von einer fei-
neren zur na¨chstgro¨bern Skala vernachla¨ssigt werden kann (Grundidee der nichtverlustfreien
Datenkompression). Faßt man all die komplementa¨ren Basisfunktionen unterschiedlicher Le-
vel zusammen, so erha¨lt man Teilmengen der Erzeugendensysteme, die im Unterschied zu
diesen tatsa¨chlich Basen von V0 und S0 darstellen, sogenannte hierarchische Basen [56].
Die Hierarchische Basis Mehrgitter-Methode kann formal ebenfalls auf Gleichungssysteme an-
gewendet werden, die mittels Finite-Differenzen entstanden sind, und eignet sich besonders
fu¨r Probleme mit komplizierten Geometrien, deren Diskretisierung auf hochgradig nichtuni-
formen und adaptiv verfeinerten Gitter erfolgt. Der Rechenaufwand fu¨r einen Hierarchische
Basis Mehrgitter-V-Zyklus ist auch in solchen Fa¨llen stets proportional zur Anzahl n der vor-
handenen Freiheitsgrade, was man wiederum leicht anhand der Block-Gauß–Seidel Interpreta-
tion u¨ber den Erzeugendensystem-Zugang erkennt. Im Gegensatz dazu verlangen gewo¨hnliche
Mehrgitter-V-Zyklen bekanntlich einen geometrischen Abfall der Dimensionen der grobska-
ligeren Unterra¨ume, damit die Arbeit auf gro¨beren Gittern nicht zu stark anwa¨chst. Die im
Finite-Elemente Kontext fu¨r symmetrisch positv definite Probleme entwickelte Konvergenz-
theorie beno¨tigt als Voraussetzungen lediglich die Formregularita¨t der einzelnen Elemente,
jedoch nicht die im Falle variationeller Mehrgitter-Verfahren geforderte globale Quasiuni-
formita¨t der Triangulierung. Die notwendigen Abscha¨tzungen gru¨nden auf der lokalen Ellip-
tizita¨t des Problems und verlangen keine zusa¨tzlichen Regularita¨tsannahmen, die u¨ber die
zur schwachen Formulierung geho¨rende minimale H1(Ω)-Forderung hinausgehen. Man erha¨lt
damit fu¨r zweidimensionale Probleme suboptimale Konvergenzresultate, die fu¨r Gleichungssy-
steme, die durch Diskretisierungen bezu¨glich uniform verfeinerter Triangulierungen enstanden
sind, noch eine logarithmische Abha¨ngigkeit von der Maschenweite h0 in sich tragen. Diese
beobachtet man auch in numerischen Beispielen.
Da die klassische Hierarchische Basis Mehrgitter-Methode genauso wie klassisches Mehrgitter
auf (bi-)linearen Interpolationen zur Definition der Prolongations- und Restriktionsabbildun-
gen beruht, ist es nicht verwunderlich, daß sie fu¨r das Modellproblem (1.1) zu keinen robusten
Lo¨sern fu¨hrt. Ihr Konvergenzverhalten ha¨ngt sowohl von der Problemgro¨ße als auch von dem
Konvektionsfeld ~b ab [13]. In ju¨ngerer Zeit wurden verschiedene Versuche unternommen, die
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sern [14, 35, 96, 97]. Sie werden analog zu den mittels matrixabha¨ngiger Prolongationen und
Restriktionen definierten grobskaligen Basisfunktionen durch problemangepaßte Funktionen
gebildet. Man nutzt hier eine enge Verbindung zwischen hierarchischen Basen und einer un-
vollsta¨ndigen Gauß-Elimination, die implizit zu problemangepaßten und physikalisch sinnvol-
len Grobgitterdiskretisierungen fu¨hrt [15]. Trotz der daru¨ber erhaltenen stabilen Grobgitter-
probleme, ist die aufgrund des hierarchischen Ansatzes geleistete schwa¨chere Gla¨ttungsarbeit
nicht ausreichend, um eine Stabilisierung hinsichtlich der Maschenweitenabha¨ngigkeit der
Verfahren zu erreichen. Unsere numerischen Beispiele zeigen, daß sogar im Fall exakter Kor-
rekturen der jeweiligen Detail-Anteile sich mit zunehmender Sto¨rung die Konvergenz in der
Regel weiter verschlechtert oder das Verfahren sogar divergiert.
Betrachtet man anstelle der hierarchischen Basis Wavelet-artige Zerlegungen, so lassen sich
damit ebenfalls verallgemeinerte Hierarchische Basis Mehrgitter-Verfahren definieren [35, 92,
121, 122]. Es werden dabei lediglich die Basen der Komplementra¨ume ausgetauscht. Mit
Hilfe zusa¨tzlicher Prolongationen und Restriktionen fu¨r die Komplemente ko¨nnen daru¨ber
entstehende Wavelet-basierte Multiskalen-Zyklen auch als gewo¨hnliche Mehrgitter-Verfahren
interpretiert werden, die spezielle Gla¨ttungsiterationen, sogenannte Multiskalen-Gla¨tter, be-
nutzen. Im Fall der ungesto¨rten Poissongleichung zeigen solche Multiskalen-Zyklen optimale
Konvergenzeigenschaften [121]. Von einem theoretischen Standpunkt aus liegt dies an den
verbesserten Stabilita¨tseigenschaften der entsprechenden Unterraumzerlegungen hinsichtlich
der Maschenweiten [28, 91]. Aus praktischer Sicht ist der sta¨rkere Einfluß der zugeho¨rigen
Gla¨ttungsiterationen dafu¨r verantwortlich. Die Raten sind aber durchweg schlechter als bei
klassischen Mehrgitter-Verfahren.
Fu¨r Konvektions-Diffusions Probleme ist es im allgemeinen nicht mo¨glich, einen Multiska-
len-Gla¨tter zu konstruieren, der das im Zusammenhang mit Mehrgitter-Verfahren erwa¨hnte
Robustheitskriterium erfu¨llt. Aufgrund der mangelnden Flexibilita¨t und Sta¨rke der Multi-
skalen-Gla¨tter bleibt daher als eine Mo¨glichkeit zur Konstruktion robuster Verfahren noch
die Wahl der Multiskalen-Zerlegungen selbst. Es ist sicherzustellen, daß man sowohl hin-
sichtlich der singula¨ren Sto¨rung stabile Grobgitterprobleme als auch bezu¨glich der Maschen-
weite stabile Unterraumzerlegungen erha¨lt. Gleichzeitig muß der Aspekt der approximativen
Gauß-Elimination beachtet werden, der durch das Zusammenspiel matrixabha¨ngiger Pro-
longationen und Restriktionen mit einer hierarchischen Basis Zerlegung gegeben ist. Um
alle diese Forderungen zu erfu¨llen, gehen wir in unserem Ansatz von einem sehr allge-
meinen Petrov–Galerkin-artigen Multiskalen-Konzept aus, bei dem die Zerlegungen auf der
Ansatz- und Testseite unterschiedlich sind. Wir verwenden direkt problemabha¨ngige Ver-
gro¨berungsstrategien, die von robusten Mehrgitter-Techniken her bekannt sind, zusammen
mit Wavelet-artigen und hierarchischen Multiskalen-Zerlegungen der Ansatz- und Testra¨ume
V0 and S0 bezu¨glich des feinsten Gitters. Die Kernidee bei unserer Konstruktion robuster
Wavelet-basierter Multiskalen-Verfahren ist, jeweils einen der Komplementra¨ume auf der
Ansatz- oder Testseite hierarchisch zu wa¨hlen, um zusammen mit einer problemabha¨ngigen
Vergro¨berung auf der anderen Seite physikalisch sinnvolle Grobgitterdiskretisierungen und
gleichzeitig einen approximativen Eliminationseffekt zu erhalten. Wir verwenden ohne Ein-
schra¨nkung eine hierarchische Zerlegung der Testseite. Die Komplementra¨ume auf der ent-
sprechend anderen Seite werden hingegen Wavelet-artig aufgespannt, was zu einer Stabilisie-
rung des Verfahrens bezu¨glich der Abha¨ngigkeit von der Maschenweite der Diskretisierung
fu¨hrt. Unsere Strategie veranschaulicht die nachfolgende Abbildung. Numerische Beispiele
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zeigen, daß man durch eine solche Wahl zu verallgemeinerten Hierarchische Basis Mehrgitter-
Verfahren mit robusten Konvergenzeigenschaften gelangt.
Wir geben nun kurz den Inhalt der restlichen Kapitel dieser Arbeit wieder. In Kapitel 2 disku-
tieren wir Schwierigkeiten hinsichtlich der Diskretisierung von Konvektions-Diffusions Glei-
chungen und geben einen U¨berblick u¨ber geeignete Finite-Differenzen und Finite-Elemente
Techniken. Es werden insbesondere gleichma¨ßig konvergente Methoden betrachtet, die auf
einer exponentiellen Anpassung des Diskretisierungsverfahrens an die Lo¨sungen beruhen.
Fu¨r diese ist der Diskretisierungsfehler unabha¨ngig von ~b, und es bestehen interessante Zu-
sammenha¨nge mit den von uns in Kapitel 5 konstruierten problemangepaßten Multiskalen-
Zerlegungen. Kapitel 3 stellt den allgemeinen Rahmen unseres Petrov–Galerkin Multiskalen-
Konzepts vor. Nach einer Herleitung der zu lo¨senden linearen Gleichungssysteme und ihrer
Darstellung ausgehend von einer Petrov–Galerkin-artigen Zweiskalen-Zerlegung fu¨hren wir
gema¨ß [19] zwei a¨quivalente Multiskalen-Darstellungen ein, die Standard- und Nichtstandard-
form. Wir zeigen, daß sich beide Darstellungen zusammen mit der aus der nichtklassischen
Mehrgitter-Sichtweise stammenden Multilevel-Erzeugendensystem-Darstellung in eine umfas-
sendere Multiskalen-Erzeugendensystem-Darstellung einbetten lassen. In Kapitel 4 leiten wir
anhand der Standard- und Nichtstandardform bezu¨glich Petrov–Galerkin-artiger Multiskalen-
Zerlegungen sowohl multiplikative als auch additive Multiskalen-Methoden zur Lo¨sung des
Feingittersystems her. Dies geschieht stets nach dem Muster, daß wir klassische Verfahren
(ILU, Gauß–Seidel, Jacobi) fu¨r die Multiskalen-transformierten Systeme betrachten und die
im Vergleich zur Standardform effizientere Nichtstandardform als ”Vehikel“ fu¨r deren Um-
setzung benutzen. Wir diskutieren unterschiedliche Implementierungen und vergleichen sie
mit Methoden, die aus der Literatur bekannt sind. Im darauffolgenden Kapitel 5 besprechen
wir problemangepaßte Multiskalen-Zerlegungen fu¨r Konvektions-Diffusions Probleme. Ihnen
9kommt eine Schlu¨sselrolle fu¨r die Konstruktion robuster Methoden zu. Nach der Diskussion
problemangepaßter Ra¨ume grobskaliger Funktionen fu¨r die Ansatz- und Testseite erkla¨ren
wir ihr Zusammenspiel mit einer hierarchischen und Wavelet-artigen Wahl der Basen der
zugeho¨rigen Komplementra¨ume. Wir betrachten dabei zuna¨chst den (trivialen) eindimensio-
nalen Fall und zeigen, wie sich die dazu geho¨renden Techniken im Rahmen eines klassischen
Tensorprodukt-Ansatzes auf zweidimensionale Probleme u¨bertragen lassen. Fu¨r nichtsepara-
ble Fa¨lle schlagen wir die Verwendung AMG-basierter hierarchischer Zerlegungen zusammen
mit AMG-basierten Wavelet-artigen Multiskalen-Zerlegungen vor. Die von uns betrachteten
Stabilisierungen der AMG hierarchischen Basen fu¨hren zu vo¨llig neuartigen Basisfunktionen
der betreffenden Komplementra¨ume, zu sogenannten AMGlets, die der Philosophie algebrai-
scher Verfahren entsprechend auf rein algebraischem Wege konstruiert werden. In Kapitel
6 zeigen wir die numerischen Ergebnisse, die wir durch unsere Verfahren fu¨r vier unter-
schiedliche Klassen von Testproblemen mit zunehmendem Schwierigkeitsgrad erhalten. Wir
betrachten zuerst Probleme mit konstanter achsenorientierter Konvektion sowie Konvektion
in Diagonalrichtung. Danach untersuchen wir das Verhalten der Verfahren bei Problemen
mit konstanter Konvektion in unterschiedlichen Winkeln relativ zur x-Achse. Wir betrach-
ten schließlich noch eine Aufgabe mit nichtseparabler wirbelbehafteter Konvektion. In einem
Anhang geben wir der Darstellung [125] folgend eine recht allgemeine Herleitung moderner
Krylovraum-Lo¨ser und ihrer Konvergenzeigenschaften. Die Matrix T0 des nach Diskretisie-
rung enstehenden linearen Gleichungssystems ist bekanntlich mit zunehmendem Einfluß des
konvektiven Anteils der kontinuierlichen Gleichung zunehmend nichtsymmetrisch und nicht-
normal, so daß Konvergenzaussagen, die auf dem Spektrum des Operators basieren, unter
Umsta¨nden wertlos sind [115]. Mit Hilfe von Konvergenzabscha¨tzungen, die sich am Nu-
merischen Wertebereich von T0 orientieren [72], gelingt uns der Nachweis der Optimalita¨t
GMRES-artiger Krylovraum-Lo¨ser in einem etwas allgemeineren Kontext als in [108, 109].
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Kapitel 2
Diskretisierungsverfahren fu¨r
Konvektions-Diffusions Probleme
Die Schwierigkeiten bei der numerischen Behandlung von Konvektions-Diffusions Problemen
beschra¨nken sich nicht alleine auf das Lo¨sen der resultierenden linearen Gleichungssysteme,
sondern treten schon vorher beim Diskretisierungsprozeß auf. Bei Multiskalen-Verfahren zur
Lo¨sung der entstehenden linearen Gleichungssysteme setzt man sukzessive Probleme gro¨berer
Auflo¨sungsstufen zur Konvergenzbeschleunigung ein. Diese entstehen entweder durch die ex-
plizite Diskretisierung bezu¨glich gro¨berer Gitter oder mittels Prolongations- und Restriktions-
abbildungen u¨ber das Galerkin-Produkt [62]. Daher ist klar, daß die Untersuchung geeigneter
Diskretisierungsverfahren auch fu¨r die Konstruktion effektiver Multiskalen-Lo¨ser von großer
Bedeutung ist.
Verwendet man zur Diskretisierung Standardmethoden, so begegnet man bei konvektionsdo-
minierten Aufgaben zuna¨chst einmal einem Stabilita¨tsproblem, das sich in einem unphysikali-
schen Verhalten der berechneten numerischen Lo¨sungen a¨ußert. Bekanntlich neigt sowohl fu¨r
gewo¨hnliche Finite-Differenzen als auch fu¨r gewo¨hnliche Finite-Elemente Diskretisierungen
die diskrete Na¨herungslo¨sung uh im Fall dominierender Konvektion und realistischer Ma-
schenweiten h zu Oszillationen. (Da wir in diesem Kapitel immer nur ein Gitter oder eine
Triangulierung gleichzeitig betrachten, kennzeichnen wir die zugeho¨rigen diskreten Objekte
durch einen skalenfreien Index h.) Oszillationen lassen sich insbesondere dort beobachten, wo
die Lo¨sung u zur kontinuierlichen Gleichung Grenzschichten ausbildet, ko¨nnen sich aber auch
in Bereiche fortsetzen, in denen u glatt ist. Man verwendet zur Stabilisierung der resultieren-
den Gleichungssysteme gerne sogenannte Upwind-Techniken. Sie fu¨hren meist zu einfachen
Verfahren, die unabha¨ngig von der Konvektionssta¨rke stabil sind, und liefern zufriedenstellen-
de Ergebnisse in Teilbereichen des gegebenen Gebiets Ω, in denen die asymptotische Struktur
der Lo¨sung nicht zu kompliziert ist.
Neben dem Wunsch nach stabilen und damit oszillationsfreien Verfahren kann man weitere
Forderungen an geeignete Diskretisierungsverfahren stellen. Die Lo¨sungen von Konvektions-
Diffusions Gleichungen beschreiben oft Dichten oder Konzentrationen, die von Natur aus
nichtnegativ sind. Daß diese Eigenschaft tatsa¨chlich auf die kontinuierlichen Lo¨sungen zu-
trifft, gewa¨hrleisten Maximumsprinzipien, denen die kontinuierlichen Gleichungen gehorchen.
Invers-monotone Matrizen und insbesondere M-Matrizen besitzen Eigenschaften, die die Gu¨l-
tigkeit diskreter Maximumsprinzipien garantieren. Es ist natu¨rlich, solche Forderungen auch
an die Systemmatrizen der diskretisierten Probleme zu stellen.
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Heutzutage bescha¨ftigt sich eine wachsende Zahl von Arbeiten mit der Frage nach gleichma¨ßig
konvergenten Methoden, die unabha¨ngig von Art und Sta¨rke der Konvektion genaue Na¨her-
ungslo¨sungen liefern. Einen U¨berblick findet man in [44, 85, 86, 102]. Zur Konstruktion solcher
Verfahren haben sich mittlerweile zwei prinzipielle Ansa¨tze herausgebildet. Beide versuchen,
dem singula¨ren Verhalten der Lo¨sungen in besonderer Weise Rechnung zu tragen. Beim ersten
Ansatz modifiziert man das Gitter entsprechend dem Verhalten der Lo¨sungen, wozu natu¨rlich
das qualitative Verhalten der Lo¨sungen a priori bekannt sein muß. Die zweite Technik ver-
sucht im Gegensatz dazu, ausgehend von einem Standardgitter den diskreten Operator dem
Verhalten lokaler Lo¨sungen anzupassen. Fu¨r mehrdimensionale Probleme existieren bislang
aber fu¨r beide Ansa¨tze theoretische Resultate nur in wenigen Spezialfa¨llen. Wir sehen in Ka-
pitel 5, daß fu¨r die zuletzt genannte Methode interessante Zusammenha¨nge mit Techniken
bestehen, die bei unserer Konstruktion robuster Multiskalen-Lo¨ser eingesetzt werden.
In diesem Kapitel betrachten wir die mittels des Sto¨rungsparameters ε = 1/||~b||∞ skalierte
Konvektions-Diffusions Gleichung als das singula¨r gesto¨rte Problem. Damit fassen wir an-
ders als in der Einleitung, jedoch wie in vielen Arbeiten zur numerischen Analysis singula¨r
gesto¨rter Aufgaben u¨blich, den Diffusionsterm anstatt des Konvektionsterms als singula¨re
Sto¨rung auf. Diese Ansicht widerspricht oft der physikalischen Realita¨t, da in vielen Anwen-
dungen gerade die Konvektionsgeschwindigkeit stark variiert, die Diffusionskoeffizienten des
fließenden Mediums aber von vornherein feststehen.
2.1 Finite-Differenzen Verfahren
2.1.1 Upwind-Verfahren in 1D
Wir betrachten zuna¨chst das ungesto¨rte (ε = 1) lineare Randwertproblem
Lu := −u′′ + b(x)u′ + c(x)u = f(x), u(0) = u(1) = 0, (2.1)
auf dem beschra¨nkten Intervall Ω = ]0, 1[ mit hinreichend glatten Koeffizientenfunktionen
b(x), c(x), wobei c(x) ≥ 0 fu¨r alle x ∈ Ω¯ sei (dies sichert die eindeutige Lo¨sbarkeit), so-
wie glatter rechter Seite f(x). Es seien Ωh := {xi ∈ Ω : xi := ih fu¨r 0 < i < 1/h} ein
a¨quidistantes Gitter der Maschenweite h, N := 1/h und fu¨r i = 1, ..., N − 1 bi := b(xi),
ci := c(xi) sowie fi := f(xi) Auswertungen der Koeffizientenfunktionen und rechten Seite in
den betrachteten Gitterpunkten. Bezeichnen die Unbekannten ui Approximationen von u in
den Punkten von Ωh und sind u0 sowie uN die Werte an den Ra¨ndern x0 = 0 und xN = 1,
so fu¨hrt das klassische Finite-Differenzen Verfahren
−D+D−ui + biD0ui + ciui = fi, fu¨r i = 1, ..., N − 1, (2.2)
u0 = uN = 0 (2.3)
mit der zentralen Differenz D0 sowie den Vorwa¨rts- und Ru¨ckwa¨rtsdifferenzen D+, D−
(D0u)(x) :=
u(x+ h)− u(x− h)
2h
, (D±u)(x) :=
±u(x± h)∓ u(x)
h
unter Einbeziehung der Randbedingungen auf ein lineares Gleichungssystem der Gestalt
Lhuh = fh (=: Rhf = RhLu). (2.4)
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Dabei sind uh := [u0; ...;uN ], fh := [f0; ...; fN ] Gitterfunktionen und Rh die triviale Re-
striktion von C([0, 1]) auf den Raum der Gitterfunktionen. (Wir verwenden hier und im
folgenden oft eine Notation des Programmiersystems Matlab, um Elemente von (Block-)
Vektoren oder (Block-) Matrizen zusammenzufassen.) Die klassische Konvergenztheorie fu¨r
Finite-Differenzen Verfahren basiert auf den Begriffen Konsistenz und Stabilita¨t. Die Konsi-
stenz beschreibt die Na¨he des diskreten Problems zum kontinuierlichen. Die Stabilita¨t dru¨ckt
die stetige Abha¨ngigkeit der diskreten Lo¨sung von der diskreten rechten Seite aus.
Definition 1 (Konsistenz, Stabilita¨t, Konvergenz)
In das diskrete Problem (2.4) seien die Randbedingungen miteinbezogen, und || · || sei eine
gewa¨hlte Norm. Ein zugeho¨riges Schema heißt
i) konsistent von der Ordnung k bezu¨glich || · || fu¨r eine Klasse hinreichend glatter Funk-
tionen u, wenn gilt
||LhRhu−RhLu|| ≤ Chk,
wobei C und k unabha¨ngig von h und u sind,
ii) stabil mit Stabilita¨tskonstante Cst bezu¨glich || · ||, wenn fu¨r alle Gitterfunktionen uh
gilt
||uh|| ≤ Cst||Lhuh||,
wobei Cst unabha¨ngig von h und uh ist,
iii) konvergent von der Ordnung k bezu¨glich || · ||, wenn gilt
||uh −Rhu|| ≤ Chk,
wobei C und k unabha¨ngig von h, u und uh sind.
Eine sinnvolle Norm, insbesondere auch fu¨r die Behandlung von singula¨r gesto¨rten Problemen,
ist die diskrete Maximumsnorm
||u||∞,d := max
i=0,...,N
|u(xi)|, (2.5)
die wir bei Finite-Differenzen Techniken durchweg betrachten werden. Eine interessante Dis-
kussion unterschiedlicher Normen hinsichtlich der Lo¨sungen von Konvektions-Diffusions Pro-
blemen findet man in [44, 71]. Wegen der Gleichung
Lh(Rhu− uh) = LhRhu− fh = LhRhu−RhLu
erha¨lt man anhand der obigen Definitionen, daß Konsistenz und Stabilita¨t zusammen die
Konvergenz eines Verfahrens implizieren. Bekanntlich ist das klassische Finite-Differenzen
Verfahren (2.2), (2.3) im Fall der ungesto¨rten Gleichung (2.1) konvergent von der Ordnung
2 bezu¨glich der diskreten Maximumsnorm [60].
Wir betrachten nunmehr das singula¨r gesto¨rte Problem
Lu := −εu′′ + b(x)u′ + c(x)u = f(x), u(0) = u(1) = 0, (2.6)
ebenfalls auf Ω = ]0, 1[ mit 0 < ε  1 unter der zusa¨tzlichen Voraussetzung, daß die Ko-
effizientenfunktion b(x) keinem Vorzeichenwechsel unterliegt und Umkehrpunkte, das heißt
Punkte x mit b(x) = 0, ausgeschlossen sind. Schon einfache Beispiele, wie etwa
−εu′′ − u′ = 0, u(0) = 0, u(1) = 1
14 Finite-Differenzen Verfahren
(die Transformation v(x) := u(x)− x wu¨rde ein a¨quivalentes Problem fu¨r v mit homogenen
Randwerten ergeben), mit der exakten Lo¨sung u(x) = (1 − exp(−x/ε))/(1 − exp(−1/ε))
zeigen eine Schwierigkeit, die sich durch Verwenden des Verfahrens (2.2), (2.3) ergibt. Die
zugeho¨rige diskrete Lo¨sung lautet
ui =
1− ri
1− rN mit r =
2ε− h
2ε+ h
und oszilliert im Falle h > 2ε, obwohl die exakte Lo¨sung monoton ist. Ursache hierfu¨r ist,
daß sich aufgrund der singula¨ren Sto¨rung am Rand x = 0 eine Grenzschicht befindet, in
der sich mit kleiner werdendem ε die Lo¨sung u extrem schnell a¨ndert. Mit der zentralen
Differenz D0 zur Approximation der Ableitung erster Ordnung erha¨lt man als Diskretisie-
rungsmatrix Lh fu¨r die allgemeine Aufgabe (2.6) dann eine M-Matrix und damit ein stabiles
Verfahren (siehe dazu das M-Matrix-Kriterium in [102] sowie die Diskussion in [44]), falls
h < h0(ε) := 2ε/||b||∞,d ist. Hieraus folgt die Nichtpositivita¨t der Außerdiagonalelemente
von Lh und aufgrund der irreduziblen Diagonaldominanz der Matrix damit auch deren M-
Matrix-Eigenschaft. Wegen h0(ε) −→ 0 fu¨r ε → 0 schließen wir umgekehrt, daß klassische
Finite-Differenzen Verfahren auf a¨quidistanten Gittern hinsichtlich singula¨r gesto¨rter Pro-
bleme in dem Sinne scheitern, daß sie nur bei sehr kleinen Schrittweiten zufriedenstellende
Resultate liefern.
Einfache Upwind-Verfahren
Einen mo¨glichen Ausweg bieten Upwind-Verfahren, die einseitige Differenzen zur Approxi-
mation der Ableitung erster Ordnung heranziehen, um so das ”richtige“ Vorzeichen in der
Diskretisierungsmatrix zu erzwingen.
Schema 1 (Einfaches Upwind-Verfahren)
− εD+D−ui + biDℵui + ciui = fi, fu¨r i = 1, ..., N − 1, (2.7)
u0 = uN = 0, (2.8)
wobei
Dℵ :=
{
D+, fu¨r b < 0,
D−, fu¨r b > 0.
Der Konvektionsanteil b(x)u′ in der kontinuierlichen Differentialgleichung bestimmt je nach
Vorzeichen von b eine Flußrichtung fu¨r den beschriebenen Transportvorgang. Der Ausdruck
Upwind bedeutet, daß die Finite-Differenzen Approximation des konvektiven Anteils in den
einzelnen Gitterpunkten jeweils durch die stromaufwa¨rts davon gelegenen Gitterpunkte be-
stimmt wird. Dies entspricht auch der Vorstellung, die man hinsichtlich des ”Informations-
flußes“ hat.
Satz 1 (Eigenschaften des einfachen Upwind-Verfahrens)
i) Die Diskretisierungsmatrix fu¨r das einfache Upwind-Verfahren ist eine M-Matrix. Das
Verfahren ist in der diskreten Maximumsnorm gleichma¨ßig stabil bezu¨glich ε:
||uh||∞,d ≤ Cst||Lhuh||∞,d
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ii) Außerhalb der Grenzschicht (das heißt in [0, 1−δ] bzw. [δ, 1] mit δ > 0, fest) konvergiert
das Verfahren in erster Ordnung gleichma¨ßig bezu¨glich ε in der diskreten Maximums-
norm. Innerhalb der Grenzschicht liegt im allgemeinen keine Konvergenz vor.
Beweis: Siehe [102]

Um ein hinsichtlich des Sto¨rungsparameters ε gleichma¨ßig stabiles Verfahren zu konstruieren,
mu¨ssen wir auf diesem Wege also eine geringere Genauigkeit in Kauf nehmen. Sie dru¨ckt sich
in einer Abnahme der Konsistenz des Verfahrens aus. Fu¨r die weitere Diskussion nehmen wir
b(x) ≥ b > 0 an. Der Fall b(x) ≤ b < 0 kann analog behandelt werden.
Allgemeine Upwind-Verfahren
Wir ko¨nnen durch einfaches Umschreiben des zweiten Terms in (2.7) das zugeho¨rige Schema
auch als Zentrale-Differenzen Verfahren fu¨r eine Gleichung mit modifiziertem Diffusionskoef-
fizienten interpretieren:
(2.7)⇐⇒ −(ε+ bih
2
)D+D−ui + biD0ui + ciui = fi, fu¨r i = 1, ..., N − 1. (2.9)
Fu¨gt man also eine geeignete Menge ku¨nstlicher Diffusion (Viskosita¨t) zum urspru¨nglichen
Problem hinzu, so ergibt das klassische Finite-Differenzen Verfahren (2.2), (2.3) fu¨r das auf
diese Weise modifizierte Problem eine stabile Diskretisierung. Es ist mo¨glich, das eben be-
schriebene Vorgehen u¨ber eine Funktion σ, die in Abha¨ngigkeit von b, h und ε die Diffusion
des modifizierten Problems beschreibt, in allgemeinerer Weise darzustellen:
Schema 2 (Allgemeines Upwind-Verfahren mit ku¨nstlicher Diffusion)
− εσ(q(xi))D+D−ui + biD0ui + ciui = fi, fu¨r i = 1, ..., N − 1, (2.10)
u0 = uN = 0, (2.11)
wobei q(x) = b(x)h2ε ist.
Im Fall σ(q) = 1 + q erha¨lt man gerade das einfache Upwind-Schema 1. Wir notieren als
Eigenschaften:
Satz 2 (Eigenschaften des allgemeinen Upwind-Verfahrens)
Es gelte σ(q) > q.
i) Die zum Schema 2 geho¨rende Diskretisierungsmatrix ist eine M-Matrix und das sich
damit ergebende Verfahren bezu¨glich ε gleichma¨ßig stabil in der diskreten Maximums-
norm.
ii) Es gelte zusa¨tzlich |σ(q) − 1| ≤ min{q,mq2} mit einer Konstanten m > 0. Die Kon-
vergenzordnung betra¨gt fu¨r festes ε dann zwei. Sie betra¨gt eins gleichma¨ßig bezu¨glich
ε in Bereichen außerhalb der Grenzschicht. Diese Aussagen beziehen sich alle auf die
diskrete Maximumsnorm.
Beweis: Siehe [102]

Man kann versuchen, solche Upwind-Verfahren mit ku¨nstlicher Diffusion auch fu¨r ho¨her-
dimensionale Probleme einzusetzen, doch ist das Bestimmen der richtigen Menge an hinzu-
zufu¨gender Diffusion im allgemeinen recht schwierig, da zuviel Viskosita¨t ein ”Verschmieren“
der Grenzschichten in der berechneten Lo¨sung bewirkt.
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2.1.2 Gleichma¨ßig konvergente Verfahren in 1D
Aufgrund des Verhaltens der Lo¨sungen innerhalb der Grenzschicht sind die bislang vorge-
stellten Verfahren im allgemeinen nicht bezu¨glich ε gleichma¨ßig konvergent in der diskreten
Maximumsnorm. Schlimmer noch: Man beobachtet, daß in vielen Fa¨llen fu¨r festes ε der Feh-
ler zur exakten Lo¨sung mit zunehmend feiner werdenden Gittern solange wa¨chst, bis die
Maschenweite h die gleiche Gro¨ßenordnung wie der Diffusionsparameter ε erreicht. Erst dann
nimmt der Fehler bei weiterer Verfeinerung wieder ab, wie man es von einem sinnvollen Ver-
fahren erwartet. Fu¨r die Konstruktion von Verfahren, die gleichma¨ßig gut fu¨r alle Werte von
ε funktionieren sollen, haben sich mittlerweile zwei prinzipielle Herangehensweisen herausge-
bildet. Bei der ersten Methode modifiziert man das Gitter entsprechend dem Verhalten der
Lo¨sungen (“fitted mesh methods”). Insbesondere mu¨ssen dazu im Grenzschichtgebiet extrem
kleine Maschenweiten gewa¨hlt werden, was natu¨rlich die Kenntnis des qualitativen Verhaltens
der Lo¨sungen voraussetzt. Es gibt verschiedene Ansa¨tze mit unterschiedlich komplizierten
Gitterkonstruktionen. Viele Ergebnisse und Literaturhinweise findet man in [44, 85]. Um be-
zu¨glich ε gleichma¨ßig konvergente Verfahren zu konstruieren, reichen meist jedoch stu¨ckweise
uniforme Gitter aus, wie Shishkin unla¨ngst gezeigt hat [85]. Die zweite Technik versucht, den
diskreten Operator auf einem gewo¨hnlichen Gitter dem Verhalten lokaler Lo¨sungen anzupas-
sen (“fitted operator methods”). Solche problemangepaßten Diskretisierungen spielen auch
fu¨r die von uns betrachteten Multiskalen-basierten Lo¨sungsverfahren der resultierenden li-
nearen Gleichungssysteme eine wichtige Rolle, wie wir in Kapitel 5 sehen werden. Wir stellen
daher nur die zuletzt genannte Methode vor.
Ausgehend von dem verallgemeinerten Upwind-Schema 2 kann man die folgende notwendige
Bedingung fu¨r ein auf dem gesamten Intervall bezu¨glich ε gleichma¨ßig konvergentes Verfahren
zeigen.
Lemma 1 (Notwendige Bedingung fu¨r gleichma¨ßig konvergente Verfahren)
Schema 2 sei gleichma¨ßig konvergent bezu¨glich ε in der diskreten Maximumsnorm. Es seien
n ∈ IN und ρ = hε fest. Dann gilt mit q(x) = b(x)h2ε
lim
h→0
σ(q(xN−n)) = q(1) coth q(1).
Beweis: Siehe [102]

Schema 3 (Il’in–Allen–Southwell Schema)
Die aufgrund der obigen notwendigen Bedingung natu¨rliche Wahl
σ(q(x)) = q(x) coth q(x)
im verallgemeinerten Upwind-Schema 2 fu¨hrt zum Il’in–Allen–Southwell Schema.
Diese problemangepaßte Diskretisierungstechnik wurde von Allen und Southwell in [2] vorge-
schlagen. Der erste Beweis, daß man damit ein bezu¨glich ε gleichma¨ßig konvergentes Verfahren
erha¨lt, stammt von Il’in [74]. Im Grenzu¨bergang h/ε −→∞ ergibt sich wegen coth z −→ ±1
fu¨r z → ±∞ gerade das einfache Upwind-Schema 1.
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Satz 3 (Eigenschaften des Il’in–Allen–Southwell Schemas)
i) Das Il’in–Allen–Southwell Schema ist bezu¨glich ε gleichma¨ßig stabil und fu¨r festes ε
konsistent von der Ordnung 2 in der diskreten Maximumsnorm.
ii) Das Il’in–Allen–Southwell Schema ist von erster Ordnung gleichma¨ßig konvergent be-
zu¨glich ε in der diskreten Maximumsnorm:
||u− uh||∞,d ≤ Ch mit C 6= C(h, ε).
Beweis: Siehe [102]

Wir skizzieren nun eine weitere Mo¨glichkeit zur Herleitung des Il’in–Allen–Southwell Ver-
fahrens. Betrachtet man den zu Mw := −εw′′ + bw′ formal adjungierten Operator M∗v :=
−εv′′ − (bv)′, so gilt fu¨r hinreichend glatte Funktionen mit homogenen Randwerten∫ 1
0
(Mv)wdx =
∫ 1
0
v(M∗w)dx.
Es seien weiterhin gi fu¨r i = 1, ..., N − 1 die lokalen Greenschen Funktionen zu M∗ bezu¨glich
der Gitterpunkte xi mit Tra¨ger supp(gi) = [xi−1, xi+1]. Fu¨r diese gilt also
0 = M∗gi in ]xi−1, xi[∪ ]xi, xi+1[,
0 = gi(xi−1) = gi(xi+1),
1 = ε(g′i(xi − 0)− g′i(xi + 0)).
Wegen ∫ xi+1
xi−1
(Mu)gidx =
∫ xi+1
xi−1
(f − cu)gidx
erha¨lt man nach partieller Integration die Identita¨t
−εg′i(xi−1)u(xi−1) + u(xi) + εg′i(xi+1)u(xi+1) =
∫ xi+1
xi−1
(f − cu)gidx.
Das damit entstehende Verfahren ist im Falle c = 0 offensichtlich exakt, das heißt die be-
rechnete Lo¨sung stimmt in den Gitterpunkten mit der exakten Lo¨sung u¨berein. (Dies gilt
ebenso im allgemeinen Fall, falls man statt M den gesamten Operator L aus (2.6) in obi-
ger Herleitung verwendet.) Man kann das Schema aber nicht direkt benutzen, da die gi im
Fall variabler Koeffizientenfunktionen im allgemeinen nicht bekannt sind. Ersetzt man die
Funktionen b und f auf den Intervallen ]xi−1, xi+1[ durch die konstanten Werte bi und fi, so
daß die lokalen Greenschen Funktionen dafu¨r bestimmt werden ko¨nnen, so erha¨lt man unter
Verwendung der Quadraturformel∫ xi+1
xi−1
(f − cu)gidx ≈ (fi − ciui)
∫ xi+1
xi−1
gidx
und der Abku¨rzung ρi = bihε das Schema
− e
ρi − 1
eρi − e−ρi ui−1 + ui −
1− e−ρi
eρi − e−ρi ui+1 = (fi − ciui)
h
bi
eρi − 1
eρi + 1
.
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Dieses stimmt, wie man nach Umformen sieht, mit dem Il’in–Allen–Southwell Schema u¨berein.
Hinsichtlich dieser Herleitung des Il’in–Allen–Southwell Verfahrens bieten sich sofort die fol-
genden beiden Verbesserungsmo¨glichkeiten an. Man kann unterschiedliche Konstanten zur
Approximation der Funktionen b und f auf den Intervallen ]xi−1, xi[ und ]xi, xi+1[ benutzen,
zum Beispiel bi := [b(xi−1) + b(xi)]/2 auf ]xi−1, xi[. Mit Hilfe einer verbesserten Quadra-
turformel ergibt sich so genau das El–Mistikawy–Werle Schema, das in zweiter Ordnung
gleichma¨ßig konvergent bezu¨glich ε in der diskreten Maximumsnorm ist [102]. Anstatt des
vereinfachenden Operators M kann man auch den urspru¨nglichen Operator L aus (2.6) ver-
wenden. Die daru¨ber entstehenden Verfahren heißen Verfahren mit vollsta¨ndigem exponenti-
ellen Fitting, da sie alle Terme des zugrundeliegenden Differentialoperators beru¨cksichtigen.
Weitere Mo¨glichkeiten zur Herleitung des Il’in Verfahrens findet man in [101]. Wir zeigen
daru¨berhinaus in Kapitel 5, daß es mo¨glich ist, das Il’in Verfahren auch aus Sicht eines ope-
ratorabha¨ngigen Vergro¨berungsprozeßes zu verstehen, der einer Multilevel-basierten Lo¨sung
der resultierenden linearen Gleichungssysteme dient.
2.1.3 Upwind-Verfahren in 2D
Das Lo¨sungsverhalten von Konvektions-Diffusions Gleichungen in zwei Raumdimensionen
ist wesentlich komplizierter als im eindimensionalen Fall. Neben Einstro¨m- und Ausstro¨m-
ra¨ndern, an denen sich exponentielle Grenzschichten entwickeln ko¨nnen, treten im allgemei-
nen auch charakteristische Ra¨nder auf, an denen die Lo¨sungen parabolische Grenzschichten
ausbilden. Parabolische Schichten ko¨nnen ebenfalls im Inneren des Gebiets entlang Subcha-
rakteristiken entstehen, die von Randpunkten des Einstro¨mrandes ausgehen und an denen
die rechte Seite Unstetigkeiten aufweist. Als Subcharakteristiken bezeichnet man hierbei die
Charakteristiken des reduzierten Problems, das man erha¨lt, wenn man den diffusiven Anteil
des Operators auf Null setzt (d.h. ε = 0) und auf die Randbedingungen am Einstro¨mrand
verzichtet. Dieses ist dann rein hyperbolischer Natur. Weiter fu¨hren im Fall wirbelbehafte-
ter Konvektion geschlossene Subcharakteristiken zu ernsten Schwierigkeiten. Fu¨r eine pra¨zise
Darstellung der auftretenden Pha¨nomene verweisen wir auf [50, 102].
Wir betrachten das zweidimensionale Konvektions-Diffusions Problem
Lu := −ε4u+~b(x, y) · ∇u+ c(x, y)u = f in Ω = ]0, 1[2, (2.12)
u = 0 auf ∂Ω, (2.13)
mit hinreichend glatten Koeffizientenfunktionen ~b(x, y) und c(x, y) sowie glatter rechter Seite
f(x, y) auf Ω¯. Hierbei ist ~b(x, y) ein zweidimensionales Vektorfeld. Es gelte ferner c(x, y) ≥ 0
auf Ω¯, was unter entsprechenden Regularita¨tsannahmen die Existenz einer eindeutig bestimm-
ten klassischen Lo¨sung u ∈ C(Ω¯)∩ C2(Ω) sichert [102]. Die Lo¨sung u zu (2.12), (2.13) genu¨gt
bekanntlich einem Maximumsprinzip, aus dem das nachstehende Vergleichsprinzip folgt [95]:
Lu ≥ 0 in Ω und u ≥ 0 auf ∂Ω =⇒ u ≥ 0 in Ω¯.
Man sagt auch, der Operator L ist invers monoton. Die diskrete Entsprechung hierzu sind
invers monotone Matrizen. Eine Matrix Lh heißt invers monoton, wenn L−1h ≥ 0, das heißt
(L−1h )i,j ≥ 0 fu¨r alle mo¨glichen Indizes i, j gilt. Diese Eigenschaft ist etwas schwa¨cher als die,
eine M-Matrix zu sein. Bei M-Matrizen wird zusa¨tzlich gefordert, daß alle Außerdiagonal-
elemente der Matrix kleiner oder gleich Null sind [60]. Wie man leicht sieht, erfu¨llen invers
monotone Matrizen ein diskretes Vergleichsprinzip:
Lhx ≥ 0 =⇒ x ≥ 0,
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wobei x einen entsprechend dimensionierten reellen Vektor darstellt und die letzte Unglei-
chung komponentenweise zu lesen ist. Die durch Konvektions-Diffusions Gleichungen beschrie-
benen Gro¨ßen stellen oft Dichten oder Konzentrationen dar, die von Natur aus nichtnegativ
sind. Ausgehend von einer Situation, in der keine Quellen oder Senken vorhanden sind, das
heißt f = 0, folgt aus dem Vergleichsprinzip, daß eine Lo¨sung u der homogenen Gleichung
Lu = 0 mit nichtnegativen Randwerten auch im Innern des Gebietes nichtnegativ ist. Diskre-
tisierungen, die als Systemmatrizen keine invers monotone Matrizen ergeben, liefern entgegen
der physikalischen Erwartung dann aber im allgemeinen Lo¨sungen, die negative Werte an-
nehmen. Eine physikalisch sinnvolle Diskretisierung sollte daher eine invers monotone Matrix
ergeben. Invers monotone Diskretisierungsmatrizen ergeben sich zum Beispiel durch die Er-
weiterung des einfachen Upwind-Schemas 1 auf die zweidimensionale Situation. Im Fall, daß
der Reaktionsterm verschwindet, das heißt c = 0, erhalten wir
Schema 4 (Einfaches Upwind-Verfahren in 2D)
Der zum einfachen Upwind-Verfahren in zwei Raumdimensionen geho¨rende diskrete Operator
lautet fu¨r c = 0 lokal in Sternnotation: (Lh,(i,j))∗ =
− ε
h2
 · 1 ·1 −4 1
· 1 ·
+ 1
h
 · · ·−b+1,(i,j) |b1,(i,j)| b−1,(i,j)
· · ·
+ 1
h
 · b
−
2,(i,j) ·
· |b2,(i,j)| ·
· −b+2,(i,j) ·
 , (2.14)
wobei b1,(i,j) := b1(ih, jh), b
+
1,(i,j) := max(b1,(i,j), 0) sowie b
−
1,(i,j) := min(b1,(i,j), 0) sind und
die analogen Bezeichnungen fu¨r die Ausdru¨cke bezu¨glich b2(x, y) gelten.
Das resultierende Verfahren ist konsistent von erster Ordnung und bezu¨glich ε gleichma¨ßig
stabil in der diskreten Maximumsnorm. Es fu¨hrt zu invers monotonen Diskretisierungsma-
trizen, verschmiert aber im allgemeinen die Grenzschichten a¨hnlich wie im eindimensionalen
Fall und kann sogar zu großen Ungenauigkeiten fu¨hren. In [26] wird etwa fu¨r das Beispiel
einer wirbelbehafteten Stro¨mung in einem Kreisring gezeigt, daß der Diskretisierungsfehler
u¨berall von der Ordnung O(1) ist außer am Rand des Gebiets.
Wie bereits erwa¨hnt wurde, lassen sich Upwind-Verfahren alternativ auch dadurch konstru-
ieren, daß man ein gewo¨hnliches Finite-Differenzen Verfahren auf eine Gleichung anwendet,
deren diffusiver Anteil ku¨nstlich erho¨ht wurde. Das Hinzufu¨gen der ku¨nstlichen Diffusion kann
hierbei isotrop oder anisotrop erfolgen. Eine weitere Mo¨glichkeit besteht darin, ausgehend von
einem sinnvollen Upwind-Schema im Eindimensionalen, dies mittels einer Tensorprodukt-
Konstruktion auf den zweidimensionalen Fall zu erweitern. Die Lo¨sungen, die man durch
diesen Ansatz erzielt, verschmieren oft aber in besonderer Weise die Grenzschichtbereiche
der exakten Lo¨sung. Dies liegt daran, daß aufgrund der Tensorprodukt-Struktur der so gebil-
deten Verfahren unter Umsta¨nden Information nicht entlang der Subcharakteristiken sondern
transversal dazu u¨bertragen wird (“crosswind-diffusion”). Um allgemeinere Gebiete behan-
deln zu ko¨nnen, ist entweder eine Randanpassung notwendig, beispielsweise mittels einer
Shortley–Weller Diskretisierung [65], oder man kann dazu u¨bergehen, Dreiecksgitter zu ver-
wenden. Fu¨r beliebige Dreiecksgitter sind die bisher beschriebenen Finiten-Differenzen nicht
mehr direkt anwendbar. Die Diskretisierung des diffusiven Anteils erfolgt deshalb meist mit-
tels einer Finite-Volumen Technik [17]. Der konvektive Anteil wird durch Festlegung eines so-
genannten Upwind-Dreiecks u¨ber eine einseitige Differenz approximiert. Hieraus resultiert der
Upwind-Charakter des Verfahrens. Fu¨r eine genauere Darstellung verweisen wir auf [94, 102].
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2.1.4 Gleichma¨ßig konvergente Verfahren in 2D
Analog zum eindimensionalen Fall la¨ßt sich eine notwendige Bedingung fu¨r gleichma¨ßig kon-
vergente Verfahren in zwei Raumdimensionen finden. Wir erhalten als Erweiterung des Il’in–
Allen–Southwell Verfahrens fu¨r zweidimensionale Probleme im Fall, daß der Reaktionsterm
verschwindet:
Schema 5 (Il’in–Allen–Southwell Verfahren in 2D)
Der zum Il’in–Allen–Southwell Schema in zwei Raumdimensionen geho¨rende diskrete Opera-
tor lautet fu¨r c = 0 lokal in Sternnotation: (Lh,(i,j))∗ =
− ε
h
 · 1 ·1 −4 1
· 1 ·
+ b1,(i,j)
2
 · · ·−1− p 2p 1− p
· · ·
+ b2,(i,j)
2
 · 1− q ·· 2q ·
· −1− q ·
 , (2.15)
mit den lokalen Upwind-Parametern
p = coth
(
b1,(i,j)h
2ε
)
− 2ε
b1,(i,j)h
und q = coth
(
b2,(i,j)h
2ε
)
− 2ε
b2,(i,j)h
.
Im Fall ~b(x, y) = (b1(x), b2(y)) ≥ (b1, b2) > (0, 0) konvergiert das Il’in–Allen–Southwell Ver-
fahren unter gewissen Kompatibilita¨tsbedingungen, die an die rechte Seite zu stellen sind,
gleichma¨ßig bezu¨glich ε in der diskreten Maximumsnorm und hat eine Konvergenzordnung,
die nahe 0.5 liegt [102].
2.2 Finite-Elemente Verfahren
2.2.1 Upwind-Verfahren in 1D
Elliptische Randwertaufgaben ko¨nnen u¨ber ihre schwache Formulierung auch als Variations-
probleme in einem Hilbertraum V dargestellt werden:
Finde u ∈ V : a(u, v) = f(v) ∀v ∈ V. (2.16)
Hierbei ist a(· , ·) eine zum Differentialoperator geho¨rende Bilinearform auf V × V und f(·)
ein durch die rechte Seite der Differentialgleichung gegebenes stetiges lineares Funktional auf
V [22]. Fu¨r Randwertaufgaben zweiter Ordnung ist der Hilbertraum V fu¨r gewo¨hnlich ein
Teilraum des Sobolevraums H1(Ω). Im Fall homogener Dirichletscher Randbedingungen gilt
V = H10(Ω). Der Satz von Lax–Milgram sichert unter den Voraussetzungen
α||v||2V ≤ a(v, v) ∀v ∈ V (V-Elliptizita¨t, Koerzivita¨t),
a(v, w) ≤ β||v||V ||w||V ∀v, w ∈ V (Stetigkeit)
die Existenz einer eindeutigen Lo¨sung zu (2.16). Die Konstanten α und β werden dabei durch
den Differentialoperator und die Koeffizientenfunktionen bestimmt. Die Lo¨sung ha¨ngt stetig
von den Daten ab, die Konstante in der zugeho¨rigen Abscha¨tzung wird aber mit abnehmen-
der V-Elliptizita¨t des Problems zunehmend schlechter. Die Wahl endlichdimensionaler Ra¨ume
Vh, die den kontinuierlichen Lo¨sungsraum V approximieren, fu¨hrt zu endlichdimensionalen
Variationsproblemen, die wiederum nach dem Satz von Lax–Milgram eindeutig lo¨sbar sind
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und u¨ber lineare Gleichungssysteme dargestellt werden ko¨nnen. Die zugeho¨rige Matrix heißt
Steifigkeitsmatrix. Dieses Vorgehen entspricht genau dem Ritz–Galerkin-Verfahren. Es heißt
konform, falls die approximierenden Ra¨ume Vh Unterra¨ume von V sind, was nicht notwendig
der Fall sein muß. Als Finite-Elemente Verfahren bezeichnet man Ritz–Galerkin-Verfahren,
bei denen Vh von stu¨ckweise polynomialen Basisfunktionen mit kompaktem Tra¨ger aufge-
spannt wird. Die zugeho¨rige Steifigkeitsmatrix ist dann im Unterschied zu allgemeinen Ritz–
Galerkin-Verfahren schwachbesetzt.
Wir betrachten wieder das singula¨r gesto¨rte Problem (2.6), nunmehr unter den Vorausset-
zungen b(x) ≥ b > 0 und c(x) − b′(x)2 ≥ c > 0 fu¨r alle x ∈ Ω¯, wobei letztere die Voraus-
setzungen des Satzes von Lax–Milgram sichert. Wir definieren als zugeho¨rige Bilinearform
a(v, w) := ε(v′, w′) + (bv′ + cv, w) und betrachten als approximativen Lo¨sungsraum Vh den
Raum der stu¨ckweise linearen Funktionen bezu¨glich eines a¨quidistanten Gitters Ωh. Eine Ba-
sis von Vh bilden lineare Splines, die sogenannten Hutfunktionen, die fu¨r i = 1, ..., N − 1
ϕi(xj) = δi,j erfu¨llen. Berechnet man in einem damit gebildeten Finite-Elemente Ansatz die
auftretenden Integrale u¨ber die Mittelpunktsregel, so kommt man zu dem Schema
−εD+D−ui + 12(bi+ 12D
+ui + bi− 1
2
D−ui) +
1
2
(ci+ 1
2
+ ci− 1
2
)ui =
1
2
(fi+ 1
2
+ fi− 1
2
),
u0 = uN = 0
fu¨r i = 1, ..., N − 1. Es a¨hnelt sehr dem Verfahren, das man mit Hilfe des klassischen Finite-
Differenzen Schemas (2.2), (2.3) erha¨lt, und stimmt mit diesem im Fall konstanter Koef-
fizienten sogar u¨berein. Klassische Finite-Elemente Verfahren scheitern daher offensichtlich
ebenfalls bei singula¨r gesto¨rten Problemen.
Upwind Finite-Elemente Verfahren kann man fu¨r singula¨r gesto¨rte Aufgaben u¨ber einen
Petrov–Galerkin-Ansatz konstruieren, bei dem bekanntlich unterschiedliche Ansatz- und Test-
ra¨ume Vh und Sh in der schwachen Formulierung des Problems benutzt werden [8]. Verwen-
det man lineare Ansatz- und quadratische Testfunktionen (fu¨r deren genaue Definition siehe
[102]), so erha¨lt man
Schema 6 (Upwind-Verfahren durch einen Petrov–Galerkin-Ansatz)
−εD+D−ui + (b¯i+ 1
2
D+ui + b¯i− 1
2
D−ui) + (c¯i+ 1
2
+ c¯i− 1
2
)ui = (f¯i+ 1
2
+ f¯i− 1
2
),
u0 = uN = 0
fu¨r i = 1, ..., N−1, wobei q¯i± 1
2
:= (12∓κi± 12 )qi± 12 fu¨r q = b, c, f ist und die κi± 12 lokale Upwind-
Parameter bezeichnen, mittels derer die linearen Ansatzfunktionen mit einer quadratischen
Funktion zu den Testfunktionen linearkombiniert werden.
Schema 6 la¨ßt sich ebenfalls in der gefitteten Form (2.10) schreiben.
Fu¨r eine elementare Fehleranalyse, die die Schwierigkeiten von Konvektions-Diffusions Pro-
blemen im Zusammenhang mit einfachen Finite-Elemente Verfahren weiter verdeutlichen soll,
betrachten wir zuna¨chst wieder den Galerkin-Fall. Wir wa¨hlen dazu die problemspezifische
ε-gewichtete H1(Ω)-Norm
||u||2ε := ε|u|21 + ||u||2, (2.17)
die der Energienorm des zugeho¨rigen symmetrischen Problems entspricht. Es gelten dann die
folgenden Koerzivita¨ts- und Stetigkeitsabscha¨tzungen gleichma¨ßig bezu¨glich ε:
α||v||2ε ≤ a(v, v) ∀v ∈ V, (2.18)
|a(v, w)| ≤ β||v||ε||w||1 ∀v, w ∈ V. (2.19)
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Die Abscha¨tzung des Diskretisierungsfehlers durch den Approximationsfehler (Ce´a Lemma)
ergibt nun die bezu¨glich ε gleichma¨ßig geltende Abscha¨tzung
||u− uh||ε ≤ C inf
vh∈Vh
||u− vh||1 mit C 6= C(h, ε). (2.20)
Da fu¨r polynomiale Finite-Elemente Ra¨ume Vh und Probleme mit Grenzschichten im allge-
meinen jedoch inf
vh∈Vh
||u−vh||1 −→∞ fu¨r ε→ 0 gilt, deutet dieser Sachverhalt zusammen mit
Abscha¨tzung (2.20) darauf hin, daß man fu¨r die ε-gewichtete H1(Ω)-Norm mit polynomia-
len Finite-Elemente Ra¨umen keine bezu¨glich ε gleichma¨ßig konvergenten Verfahren erha¨lt.
A¨hnliches gilt auch fu¨r entsprechende Petrov–Galerkin-Verfahren [102].
2.2.2 Gleichma¨ßig konvergente Verfahren in 1D
Wir wenden uns nun der Konstruktion bezu¨glich ε gleichma¨ßig konvergenter Verfahren zu und
untersuchen zuna¨chst der Einfachheit halber den Fall b = const > 0 und c = 0. Ausgehend von
einem a¨quidistanten Gitter Ωh verwenden wir nun im Unterschied zu den bisher betrachteten
polynomialen Finite-Elemente Ra¨umen in einem gewo¨hnlichen Galerkin-Ansatz den Raum
Vh, aufgespannt von sogenannten L-Splines ϕi, die der Lo¨sung exponentiell angepaßt sind.
Sie werden fu¨r i = 1, ..., N − 1 definiert u¨ber die lokalen homogenen Probleme
−εϕ′′i + bϕ′i = 0 auf jedem offenen Teilintervall,
ϕi(xj) = δij in allen Gitterpunkten.
Wir mo¨chten zeigen, daß man fu¨r ein damit gebildetes Finite-Elemente Verfahren eine bezu¨g-
lich ε gleichma¨ßig geltende Fehlerabscha¨tzung in der || · ||ε-Norm erha¨lt. Wir benutzen dazu
die Interpolationsabscha¨tzungen [102]
||u− uI ||∞ ≤ Ch und ||u− uI ||ε ≤ Ch 12 ,
wobei die Interpolanten uI ∈ Vh u¨ber die Bedingung uI(xi) = u(xi) in allen Gitterpunk-
ten erkla¨rt sind. Man beno¨tigt ferner noch eine spezielle Abscha¨tzung der L1(Ω)-Norm der
Ableitungen von Funktionen aus Vh durch deren L2(Ω)-Norm:
||v′h||L1 ≤ Ch−
1
2 ε
1
2 ||v′h||.
Fu¨r einen Beweis verweisen wir ebenfalls auf [102]. Wegen uI−uh ∈ Vh folgt aus der gleichma¨s-
sigen Koerzivita¨tsabscha¨tzung (2.18) und der Orthogonalita¨t des Fehlers
α||u− uh||2ε ≤ a(u− uh, u− uh) = a(u− uh, u− uI) + a(u− uh, uI − uh)
= a(u− uh, u− uI) + 0,
und es genu¨gt, den Term a(u− uh, u− uI) abzuscha¨tzen. Wir erhalten fu¨r dessen diffusiven
Anteil mit Hilfe der Cauchy–Schwarzschen Ungleichung sowie der zweiten Interpolations-
abscha¨tzung
ε|((u− uh)′, (u− uI)′)| ≤ ε
1
2 |u− uh|1ε
1
2 |u− uI |1
≤ C(c1)ε|u− uI |21 + c1ε|u− uh|21
≤ C(c1)Ch+ c1||u− uh||2ε.
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Mit partieller Integration folgt (b(u−uI)′, u−uI) = 0. Daher ergibt sich fu¨r den konvektiven
Anteil, indem wir zusa¨tzlich die erste Interpolationsabscha¨tzung sowie die Ungleichung fu¨r
die Ableitungen verwenden,
|(b(u− uh)′, u− uI)| = |(b(uI − uh)′, u− uI)|
≤ C||(uI − uh)′||L1 ||u− uI ||∞
≤ Ch− 12 ε 12 ||(uI − uh)′|| · Ch
≤ Ch 12 ε 12 (|uI − u|1 + |u− uh|1)
≤ c2ε|u− uh|21 + C(c2)h+ Ch
1
2 ε
1
2 |uI − u|1
≤ c2||u− uh||2ε + C(c2)h+ Ch
1
2h
1
2 .
Durch Wahl hinreichend kleiner Konstanten c1 und c2, was unabha¨ngig von ε mo¨glich ist,
erhalten wir mit Hilfe der soeben gezeigten Abscha¨tzungen die Fehlerabscha¨tzung
||u− uh||ε ≤ Ch
1
2 mit C 6= C(h, ε). (2.21)
Im allgemeinen Fall b 6= const und c 6= 0 approximiert man die Funktionen b, c und f auf
den Teilintervallen, etwa durch b¯ := [b(xi−1) + b(xi)]/2 auf ]xi−1, xi[, und erha¨lt eine modi-
fizierte Bilinearform a¯h(· , ·) zu einem modifizierten Differentialoperator mit ”eingefrorenen“
Koeffizienten L¯ und somit auf analoge Weise als Ansatzfunktionen L¯-Splines. Man kann dann
Abscha¨tzung (2.21) auch im allgemeinen Fall zeigen. Es gilt
Satz 4 (Gleichma¨ßige Fehlerabscha¨tzung fu¨r die || · ||ε-Norm)
Fu¨r ein Galerkin-Verfahren bezu¨glich der modifizierten Bilinearform a¯h(· , ·) und rechten Seite
f¯ , das mittels L¯-Splines gebildet wird, gilt hinsichtlich der || · ||ε-Norm die optimale Fehler-
abscha¨tzung
||u− uh||ε ≤ Ch
1
2 mit C 6= C(h, ε).
Beweis: Siehe [102]

Um ein in der diskreten Maximumsnorm || · ||∞,d bezu¨glich ε gleichma¨ßig konvergentes Finite-
Elemente Verfahren zu entwickeln, ist es gu¨nstig, einen Testraum zu wa¨hlen, der die diskreten
Greenschen Funktionen zu dem formal adjungierten Problem entha¨lt. Definiert man fu¨r i =
1, ..., N − 1 die diskrete Greensche Funktion Gi(x) zum Gitterpunkt xi durch
a¯h(w,Gi) = w(xi) ∀w ∈ H10(Ω),
so erha¨lt man unter der Annahme Gi ∈ Sh als Darstellung der Fehler in den Gitterpunkten
(u− uh)(xi) = a¯h(u− uh, Gi) = (a¯h − a)(u,Gi) + (f − f¯ , Gi). (2.22)
Wir machen im folgenden einen Petrov–Galerkin-Ansatz, wobei fu¨r die Basisfunktionen des
Ansatzraums lediglich ϕi(xj) = δi,j in allen Gitterpunkten gelte. Man kann zeigen, daß die
Gi in dem Raum enthalten sind, der durch L¯∗-Splines ψi fu¨r i = 1, ..., N − 1 aufgespannt
wird. Diese werden definiert u¨ber die lokalen homogenen adjungierten Probleme
−εψ′′i − b¯ψ′i + c¯ψi = 0 auf jedem offenen Teilintervall,
ψi(xj) = δij in allen Gitterpunkten.
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Den Beweis der folgenden Fehlerabscha¨tzung erha¨lt man nunmehr aus der Darstellung des
Fehlers (2.22) zusammen mit den bezu¨glich ε gleichma¨ßig geltenden a priori Abscha¨tzungen
||u||∞ ≤ C, ||Gi||∞ ≤ C sowie ||u′||L1 ≤ C [102].
Satz 5 (Gleichma¨ßige Fehlerabscha¨tzung fu¨r die || · ||∞,d-Norm)
Es seien b¯, c¯ und f¯ Approximationen der Ordnung O(h) an b, c und f . Fu¨r eine Petrov–
Galerkin-Diskretisierung bezu¨glich der modifizierten Bilinearform a¯h(· , ·) mit L¯∗-Splines als
Testfunktionen gilt in der diskreten Maximumsnorm die Abscha¨tzung
||u− uh||∞,d ≤ Ch mit C 6= C(h, ε).
Die zugeho¨rige Steifigkeitsmatrix ist unter den gemachten Voraussetzungen unabha¨ngig von
der Wahl der Ansatzfunktionen.
Beweis: Siehe [102]

Die Steifigkeitsmatrix eines mit L¯-Splines als Ansatzfunktionen gebildeten Petrov–Galerkin-
Verfahrens ist umgekehrt unabha¨ngig von der Wahl der Testfunktionen. (Allerdings sind
die Diskretisierungen der rechten Seite durchaus verschieden.) Deshalb gilt obiges Resultat
auch fu¨r den ersten Finite-Elemente Ansatz dieses Abschnitts. Verwendet man L¯-Splines als
Ansatzfunktionen, so kann man die gleichen Abscha¨tzungen auch bezu¨glich der uniformen
Maximumsnorm || · ||∞ zeigen [102].
2.2.3 Upwind-Verfahren in 2D
Wir betrachten das zweidimensionale Konvektions-Diffusions Problem (2.12), (2.13) mit hin-
reichend glatten Koeffizientenfunktionen ~b, c und rechter Seite f und nehmen weiter an, daß
c(x, y) ≥ 0 sowie c(x, y)− 12∇ ·~b(x, y) ≥ c > 0 auf Ω¯ gelten. Definieren wir als Lo¨sungsraum
V den Sobolevraum H10(Ω) und diesbezu¨glich die Bilinearform
a(v, w) := ε(∇v,∇w) + (~b · ∇v, w) + (cv, w) (2.23)
fu¨r v, w ∈ V, so erhalten wir wie im Eindimensionalen eine schwache Formulierung des Rand-
wertproblems gema¨ß (2.16). Als erfolgreiche Upwind Finite-Elemente Ansa¨tze hierfu¨r erwei-
sen sich beispielsweise Verfahren, die ausgehen von einer Dreieckszerlegung vom schwach
spitzen Typ und eine Sekunda¨rzerlegung verwenden. Die so entstehenden invers monotonen
Verfahren konvergieren bezu¨glich der ε-gewichteten H1(Ω)-Norm in erster Ordnung [60, 102].
Strebt man Verfahren ho¨herer Ordnung an, so ist es unrealistisch zu versuchen, die inver-
se Monotonie des diskreten Problems aufrecht zu erhalten. Schon fu¨r die Diskretisierung
des gewo¨hnlichen Laplace-Operators mit quadratischen Finiten Elementen kann na¨mlich die
inverse Monotonie nur noch in speziellen geometrischen Situationen nachgewiesen werden.
Die Stromliniendiffusions-Methode, die auf dem Hinzuaddieren ku¨nstlicher Diffusion zum ur-
spru¨nglichen Problem in Richtung der Subcharakteristiken beruht, fu¨hrt unter Aufgabe der
inversen Monotonie der Diskretisierung zu Upwind-Verfahren ho¨herer Ordnung. Wir wollen
ihre Grundidee im folgenden kurz skizzieren.
Es sei Vh := {vh ∈ V : vh|T ∈ Pk(T ) ∀T ∈ Th} ⊂ V ein konformer Finite-Elemente Raum
bestehend aus stu¨ckweise polynomialen, stetigen Funktionen zu einer regula¨ren, quasiunifor-
men Triangulierung Th von Ω. Hierbei ist Pk(T ) der Raum der Polynome vom Grad k auf
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dem Element T ∈ Th. Die Grundidee der Stromliniendiffusions-Methode beruht auf der An-
nahme, daß die kontinuierliche Lo¨sung u lokal regula¨r ist und auf den einzelnen Elementen
T ∈ Th im Sinne von L2(T ) der Differentialgleichung genu¨gt:
−ε4u+~b · ∇u+ cu = f ∀T ∈ Th.
Diese lokalen Ausdru¨cke werden nun mit dem Ergebnis der Anwendung des konvektiven
Anteils auf die Basisfunktionen getestet und mit elementweisen Upwind-Parametern δT ge-
wichtet zur gewo¨hnlichen schwachen Form (2.23) aufaddiert. Man erha¨lt mit
aSDh (v, w) := a(v, w) +
∑
T∈Th
δT (−ε4v +~b · ∇v + cv,~b · ∇w)T , (2.24)
fSDh (w) := (f, w) +
∑
T∈Th
δT (f,~b · ∇w)T ,
daß fu¨r die (hinreichend glatt vorausgesetzte) Lo¨sung u dann aSDh (u, vh) = f
SD
h (vh) fu¨r alle
vh ∈ Vh gilt. Wir definieren daher:
Schema 7 (Stromliniendiffusions-Methoden)
Als Stromliniendiffusions-Methoden bezeichnet man Verfahren, die sich mittels der diskreten
schwachen Formulierung
Finde uh ∈ Vh : aSDh (uh, vh) = fSDh (vh) ∀vh ∈ Vh (2.25)
ergeben.
Eine Stromliniendiffusions-Methode kann auch als Petrov–Galerkin-Verfahren angesehen wer-
den, wenn man als Testfunktionen die in Stromrichtung modifizierten Basisfunktionen wh +
δT~b · ∇wh verwendet. Fu¨r stu¨ckweise lineare Elemente (⇒ 4vh|T = 0) schreibt sich die Bi-
linearform (2.24) unter den Annahmen ~b = (b1, b2) = const und c = 0 mit b = |~b| und dem
Gradienten in Stromrichtung ∂~b :=
~b
b · ∇ als
aSDh (vh, wh) = ε(∇vh,∇wh) +
∑
T∈Th
(δT b2(∂~bvh, ∂~bwh)T + (
~b · ∇vh, wh),
was man als lokales Hinzufu¨gen von zusa¨tzlicher Diffusion der Sta¨rke δT b2 in Stromrichtung
interpretieren kann; daher der Name Stromliniendiffusions-Methode. Eine im Vergleich zur ε-
gewichteten H1(Ω)-Norm sta¨rkere Norm, die eine Kontrolle des Gradienten in Stromrichtung
ermo¨glich, ist auf der Basis der Bilinearform (2.24) gegeben durch
||v||SD :=
[
ε|v|21 + c0||v||2
∑
T∈Th
δT ||b · ∇v||2L2(T )
] 1
2
.
Durch geeignete Wahl der Stromliniendiffusions-Paramter δT kann man dafu¨r die Fehler-
abscha¨tzung
||u− uh||SD ≤ C(ε
1
2 + h
1
2 )hk|u|k+1 (2.26)
zeigen. Im Fall dominanter Konvektion sieht man hieraus durch den Vergleich mit entspre-
chenden Interpolationsabscha¨tzungen, daß der L2(Ω)-Fehler des Gradienten der diskreten
Na¨herungslo¨sung in Stromrichtung optimal, der L2(Ω)-Fehler selbst jedoch um die Ordnung 12
kleiner als optimal ist. Abscha¨tzung (2.26) sichert allerdings nicht die bezu¨glich ε gleichma¨ßige
Konvergenz des Verfahrens, da die Halbnorm |u|k+1 im allgemeinen von negativen Potenzen
von ε abha¨ngt.
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2.2.4 Gleichma¨ßig konvergente Verfahren in 2D
Die Konstruktion von nachweislich bezu¨glich ε gleichma¨ßig konvergenten Finite-Elemente
Verfahren ist fu¨r zweidimensionale Konvektions-Diffusions Probleme auf der Basis von Stan-
dardgittern bislang nur in speziellen Fa¨llen gelungen. Einen U¨berblick der Entwicklungen
findet man in [39, 71, 102]. Solche gleichma¨ßig konvergenten Verfahren werden zumeist u¨ber
einen Galerkin- oder Petrov–Galerkin-Ansatz mittels partiell oder vollsta¨ndig gefitteter Basis-
funktionen gebildet, die sich u¨ber Tensorprodukte eindimensionaler exponentiell angepaßter
Splines auf einem quadratischen Tensorprodukt-Gitter berechnen lassen.
Wir betrachten im folgenden wieder die Randwertaufgabe (2.12), (2.13), nun unter den Vor-
aussetzungen ~b(x, y) = (b1(x), b2(y)) ≥ (b1, b2) > (0, 0), c(x, y) − 12∇ ·~b(x, y) ≥ c > 0 sowie
c(x, y) ≥ 0 auf Ω¯. Damit ist eine additive Zerlegung des Konvektions-Diffusions Anteils
von L in die Richtungsanteile LKDx := −ε∂xx + b1(x)∂x und LKDy := −ε∂yy + b2(y)∂y
formal mo¨glich. Man spricht in diesem Zusammenhang daher auch von separabler Kon-
vektion. Die Koeffizientenfunktionen und die rechte Seite seien ferner glatt, und f genu¨ge
zusa¨tzlich der Kompatibilita¨tsbedingung f(0, 0) = f(1, 0) = f(0, 1) = f(1, 1) = 0. Es sei
Ωh := {(xhi , yhj ) ∈ Ω : xhi := ih und yhj := jh fu¨r 0 < i, j < 1/h} ein Tensorprodukt-Gitter
mit Maschenweite h. Eine Mo¨glichkeit zur Konstruktion eines bezu¨glich ε gleichma¨ßig kon-
vergenten Verfahrens besteht darin, nach stu¨ckweise konstanter Approximation der Funktio-
nen b1(x) und b2(y) als Ansatz- und Testfunktionen die Tensorprodukte eindimensionaler L¯-
Splines ϕxi und ϕ
y
j der jeweiligen Richtungsanteile L
KD
x und L
KD
y des Konvektions-Diffusions
Anteils von L zu wa¨hlen. Der Raum Vh, der von den so definierten exponentiell angepaß-
ten Basisfunktionen ϕ(i,j)(x, y) := ϕxi (x)ϕ
y
j (y) aufgespannt wird, besteht dann aus stetigen
Funktionen und wir erhalten ein konformes Finite-Elemente Verfahren. Man kann zeigen,
daß fu¨r das u¨ber die Bilinearform a¯h(v, w) :=
∫
Ω[ε∇v · ∇w + (~¯b · ∇v)w + c¯vw] dxdy mit
einer entsprechenden Approximation von c(x, y) und einer Quadratur der rechten Seite ent-
stehende Galerkin-Verfahren die Fehlerabscha¨tzung (2.21) wie im eindimensionalen Fall gilt.
Der Beweis verla¨uft analog zum eindimensionalen Fall. Fu¨r den Nachweis der entsprechenden
Interpolations- und Gradientenabscha¨tzungen beno¨tigt man jedoch die oben vorausgesetzte
Kompatibilita¨tsforderung an f . Galerkin-Verfahren, die Tensorprodukte von eindimensiona-
len L¯∗-Splines verwenden, fu¨hren zu a¨hnlichen oder je nach Quadraturformel sogar identi-
schen Diskretisierungen und damit ebenfalls zu gleichma¨ßig konvergenten Methoden. In den
numerischen Beispielen in [71] sieht man, daß Petrov–Galerkin-Verfahren, die bilineare Funk-
tionen als Ansatz- beziehungsweise Testfunktionen sowie Tensorprodukte eindimensionaler
L¯∗-Splines als Test- respektive eindimensionaler L¯-Splines als Ansatzfunktionen benutzen,
ebenfalls erfolgreich und dem Galerkin-Verfahren sogar u¨berlegen sind. U¨berraschenderweise
fu¨hrt jedoch die Wahl von Ansatzfunktionen mittels L¯-Splines zusammen mit der Wahl von
Testfunktionen u¨ber L¯∗-Splines zu Instabilita¨ten.
Im Fall nichtseparabler Konvektion ergeben sich in der Regel nichtkonforme Verfahren, da
die u¨ber Tensorprodukte gebildeten Funktionen ϕ(i,j) dann entlang der Zellgrenzen im Innern
ihres Tra¨gers im allgemeinen unstetig sind. Unter sehr restriktiven Voraussetzungen an ~b, so
daß man die gleichen a priori Abscha¨tzungen fu¨r die partiellen Ableitungen der kontinuier-
lichen Lo¨sungen wie im separablen Fall erha¨lt, gelten die gleichen Fehlerabscha¨tzungen wie
dort [102].
Kapitel 3
Multiskalen-Transformation
linearer Gleichungssysteme
Wie wir im vorangehenden Kapitel 2 gesehen haben, fu¨hren die kontinuierlichen Konvektions-
Diffusions Probleme nach einer geeigneten Diskretisierung, zum Beispiel durch einen Petrov–
Galerkin-Ansatz mit einem Finite-Elemente Ansatzraum V0 und Testraum S0 bezu¨glich eines
Gitters Ω0, zu großen schwachbesetzten linearen Gleichungssystemen der Form
T0u0 = f0. (3.1)
Wir gehen nun also zu einer skalenbehafteten Indizierung u¨ber. Wir interessieren uns fu¨r
Multiskalen-Verfahren zur effizienten Lo¨sung der Systeme (3.1) und untersuchen dazu in
diesem Kapitel zuna¨chst, wie sich solche linearen Gleichungssysteme unter den Multiskalen-
Zerlegungen der Tiefe lt
V0 =
lt⊕
k=1
Wk ⊕ Vlt, (3.2)
S0 =
lt⊕
k=1
Fk ⊕ Slt (3.3)
transformieren. Es wird dabei vorausgesetzt, daß die Zerlegungen (3.2) und (3.3) rekursiv fu¨r
k = 1, ..., lt u¨ber Zweiskalen-Zerlegungen Vk−1 = Wk ⊕ Vk und Sk−1 = Fk ⊕ Sk der Ra¨ume
Vk−1 und Sk−1 in Unterra¨ume mit Detail- und grobskaligen Anteilen entstehen. Entgegen
der zum Beispiel bei geometrischen Mehrgitter-Verfahren u¨blichen Notation [62] werden die
gro¨beren Ra¨ume mit gro¨ßeren Indizes, die feineren Ra¨ume mit kleineren Indizes versehen.
Nach einer genauen Untersuchung der Darstellung des diskretisierten Problems auf dem fein-
sten Level k = 0 studieren wir zuna¨chst das Transformationsverhalten von (3.1) im Fall der
einfachen Zerlegungen V0 = W1 ⊕ V1 und S0 = F1 ⊕ S1, fu¨r die lt = 1 ist. Ist die Zerle-
gungstiefe lt > 1, so wird eine natu¨rliche Darstellung von (3.1) relativ zu den Zerlegungen
(3.2) und (3.3) durch den zugeho¨rigen Basiswechsel induziert. Man erha¨lt als Systemmatrix
des entsprechend transformierten linearen Gleichungssystems die sogenannte Standardform
von T0 [19]. Aus algorithmischer Sicht ist das Arbeiten im Standardsystem, das heißt ausge-
hend von der Multiskalen-Basis und der Standardform, meist nicht zu empfehlen. Dies gilt
insbesondere, wenn man an multiplikativen Verfahren zur Lo¨sung von (3.1) interessiert ist.
28 Feingitterdarstellungen des diskretisierten Problems
Die sogenannte Nichtstandardform ist eine alternative Multiskalen-Darstellung des Feingitte-
roperators, die u¨ber den rekursiven Aufbau der Zerlegungen (3.2) und (3.3) definiert ist. Mit
Hilfe der Nichtstandardform lassen sich effiziente Algorithmen im betrachteten Multiskalen-
Kontext formulieren [19, 48, 49], die a¨quivalent zu entsprechenden mittels der Standardform
gebildeten Verfahren sind. Dies ist jedoch erst Gegenstand von Kapitel 4. Im letzten Unter-
kapitel des jetzigen Kapitels zeigen wir, daß die zur Standardform geho¨renden Multiskalen-
Transformationen jeweils auch als Produkte von Erzeugendensystem-Transformationen mit
geeigneten Blockdiagonalmatrizen darstellbar sind. Die Erzeugendensystem-Transformatio-
nen gehen dabei aus einer Multilevel-nodalen Darstellung hervor, die zu einer nichtklas-
sischen Mehrgitter-Sichtweise fu¨hrt [55, 56]. Dies erlaubt es, die von uns vorgeschlagenen
Multiskalen-Methoden auch auf der Basis der dort vorgestellten Erzeugendensysteme zu in-
terpretieren. Wir zeigen schließlich, daß es mo¨glich ist, die Standard- und Nichtstandardform
eines Operators sowie auch seine klassische Erzeugendensystem-Darstellung in eine allgemei-
nere Multiskalen-Erzeugendensystem-Darstellung einzubetten.
Erfolgt die Diskretisierung der kontinuierlichen Randwertaufgabe durch eine Finite-Differ-
enzen oder Finite-Volumen Methode, so kann T0 im allgemeinen nicht mehr direkt als Stei-
figkeitsmatrix interpretiert werden, die aus einem Petrov–Galerkin-Verfahren stammt. Die
zu den Zerlegungen (3.2) und(3.3) geho¨renden Multiskalen-Transformationen sind dann als
algebraische Transformationen der Ansatz- und Testseite anzusehen. Sind die Diskretisie-
rung und die Ra¨ume V0 und S0 jedoch miteinander vertra¨glich, so la¨ßt sich T0 als Petrov–
Galerkin-Diskretisierung eines leicht gesto¨rten kontinuierlichen Operators interpretieren, und
die algebraischen Transformationen erhalten u¨ber diese Interpretation dann einen Sinn. Wir
sprechen in diesen Fa¨llen etwas vereinfachend ebenfalls von T0 als der Steifigkeitsmatrix zu
den Ansatz- und Testra¨umen V0 und S0.
Im folgenden werden wir die entsprechenden Definitionen und Begriffe zuna¨chst fu¨r den
Galerkin-Fall einfu¨hren, bei dem wir davon ausgehen, daß sowohl Ansatz- und Testraum
als auch deren Zerlegungen gleich sind. Die Verallgemeinerung auf den Petrov–Galerkin-Fall
ist danach einfach zu bewerkstelligen. Wir werden dabei durch untere Indizes V und S an-
sonsten gleichbezeichnete Gro¨ßen der Ansatz- und Testseite unterscheiden. Geht aus dem
Zusammenhang klar hervor, auf welche der beiden Seiten sich ein Ausdruck bezieht, so wird
bisweilen auf diese Kennzeichnung verzichtet. Zur Darstellung von (Block-) Vektoren und
(Block-) Matrizen verwenden wir gelegentlich die dafu¨r im Programmiersystem Matlab vor-
gesehene Notation [· , ·] fu¨r die Zusammenfassung passender (Block-) Zeilen sowie [· ; ·] fu¨r
passende (Block-) Spalten.
3.1 Feingitterdarstellungen des diskretisierten Problems
3.1.1 Galerkin-Ansatz
Es sei V0 ⊂ H10(Ω) ein endlichdimensionaler Funktionenraum, der sowohl als Ansatz- als auch
als Testraum zur Diskretisierung des betrachteten Randwertproblems mittels eines Finite-
Elemente Ansatzes diene. Wir definieren unterschiedliche vektorielle Darstellungsmo¨glichkei-
ten von Funktionen aus V0 sowie die Massen- und Steifigkeitsmatrix, die bei der Herleitung
des linearen Gleichungssystems (3.1) aus der schwachen Formulierung auftreten.
Es sei dazu Ω0 := {x0i ∈ Ω : i = 1, ..., N0} (N0 = dim(V0)) die Menge der Gitterpunkte eines
feinen Gitters (dieses werde ebenfalls mit Ω0 bezeichnet), in denen nodale Basisfunktionen
der Basis {ϕ0i,V : i = 1, ..., N0} des Ansatz- und Testraums V0 verankert seien. Der Begriff der
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nodalen Basis wird hier etwas allgemeiner aufgefaßt als es sonst u¨blich ist [22]: Wir nehmen an,
daß es eine eineindeutige Zuordnung zwischen der Menge der Gitterpunkte und der Menge der
Basisfunktionen gibt. Wir fordern weiter, daß die Basisfunktionen ϕ0i,V in dem Sinne lokal sind,
daß ihre Tra¨ger jeweils in einem kleinen Bereich um diejenigen Gitterpunkte zentriert sind,
denen sie zugeho¨ren. Die Knotenbasisdarstellung der Lo¨sung u0(x) =
∑N0
i=1 u0(x
0
i )ϕ
0
i,V(x) des
diskretisierten Problems ist gegeben durch den Vektor
uKBV0 := (u0(x
0
i ))i=1,...,N0 ,
das heißt, man identifiziert u0 ∈ V0 mit dem Vektor uKBV0 ∈ IRN0 . Die Momentendarstellung
von f0, der L2(Ω)-Projektion der rechten Seite f nach V0, ist bezu¨glich obiger Basis definiert
durch den Vektor
fMOMV0 := ((f, ϕ
0
i,V))i=1,...,N0 .
Der Zusammenhang zwischen Momentendarstellung und nodaler Darstellung wird durch die
Massenmatrix
MKBV→MOMV0 := ((ϕ
0
j,V , ϕ
0
i,V))i,j
hergestellt. Wie man leicht nachrechnet, gilt
uMOMV0 = M
KBV→MOMV
0 u
KBV
0 .
Die Massenmatrix transformiert als Matrixdarstellung der Identita¨t u¨ber die schwache For-
mulierung die nodale Darstellung einer Funktion in die zugeho¨rige Momentendarstellung. Die
Steifigkeitsmatrix ist definiert als
TKBV→MOMV0 := (a(ϕ
0
j,V , ϕ
0
i,V))i,j .
Durch Einsetzen von u0 in eine entsprechende diskrete schwache Form, die mittels V0 gebildet
wird, erhalten wir dann wegen
a(
N0∑
j=1
u0(x0j )ϕ
0
j,V , ϕ
0
i,V) = (f, ϕ
0
i,V), (i = 1, ..., N0),
das lineare Gleichungssystem
TKBV→MOMV0 u
KBV
0 = f
MOMV
0 . (3.4)
3.1.2 Petrov–Galerkin-Ansatz
Bei einem Petrov–Galerkin-Verfahren zur Diskretisierung des betrachteten Randwertpro-
blems verwendet man im allgemeinen einen vom Ansatzraum V0 ⊂ H10(Ω) verschiedenen
Testraum S0 zum Aufstellen der diskreten schwachen Form und des linearen Gleichungssy-
stems. Es werde S0 ⊂ L2(Ω) ebenfalls von nodalen Basisfunktionen {ϕ0i,S : i = 1, ..., N0}
aufgespannt. Die Steifigkeitsmatrix wird in diesem Fall definiert durch
TKBV→MOMS0 := (a(ϕ
0
j,V , ϕ
0
i,S))i,j .
Man gewinnt f0 ∈ S0 als die L2(Ω)-Projektion der rechten Seite f auf den Testraum. Durch
Einsetzen von u0 in eine entsprechende diskrete schwache Form, die diesmal mittels V0 und
S0 gebildet wird, erhalten wir dann wegen
a(
N0∑
j=1
u0(x0j )ϕ
0
j,V , ϕ
0
i,S) = (f, ϕ
0
i,S), (i = 1, ..., N0),
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das lineare Gleichungssystem
TKBV→MOMS0 u
KBV
0 = f
MOMS
0 . (3.5)
Wir verzichten im weiteren Verlauf meist auf die mu¨hevolle Darstellungskennzeichnung bei
Vektoren sowie die Abbildungskennzeichnung bei Matrizen. Bisweilen identifizieren wir auch
Funktionen und Abbildungen endlichdimensionaler Funktionenra¨ume mit ihren Darstellungen
durch Vektoren und Matrizen.
3.2 Zweiskalen-Darstellungen des diskretisierten Problems
3.2.1 Galerkin-artige Zweiskalen-Zerlegung
Wir untersuchen in diesem Abschnitt, wie sich das lineare Gleichungssystem (3.4) im Fall der
einfachen Zerlegung des Ansatz- und Testraums
V0 =W1 ⊕ V1, (3.6)
transformiert. Man spricht auch von einer Zweiskalen-Zerlegung, da insgesamt zwei Skalen
daran beteiligt sind. Hierbei sei V1 ein Unterraum, in dem grobskaligere Funktionen von V0
liegen. Wir nehmen an, daß diese mit Hilfe einer weiteren nodalen Basis dargestellt werden
ko¨nnen, die bezu¨glich einem gro¨beren Gitter Ω1 ⊂ Ω0 definiert ist. Der Komplementraum
W1 umfaßt dann Detail-Informationen, die beim U¨bergang von der feineren zur na¨chstgro¨be-
ren Skala vernachla¨ssigt werden. Wir setzen im folgenden voraus, daß sowohl fu¨r die Ra¨ume
grobskaliger Anteile als auch fu¨r die Komplementra¨ume Basen existieren, die in den Gitter-
punkten des gro¨beren sowie in den Fein-ohne-Grobgitterpunkten Ωf0 := Ω0\Ω1 des feineren
Gitters lokalisiert sind:
W1 = span{ψ1i,V : x0i ∈ Ωf0}, V1 = span{ϕ1i,V : x0i ∈ Ω1}. (3.7)
Zwei Beispiele fu¨r solche Zerlegungen sind die einfachen Zerlegungen des Raums der stu¨ckwei-
se linearen Funktionen auf Ω =]0, 1[ mit homogenen Randwerten mittels der hierarchischen
Basis [129] und mittels linearer Prewavelets [91]. In beiden Fa¨llen werden die Ra¨ume V0 und V1
aus skalierten und dilatierten linearen Splines aufgespannt, den bekannten Hut-Funktionen,
die man sich in den Fein- beziehungsweise Grobgitterpunkten eines uniform verfeinerten Git-
ters verheftet denken kann. Die Komplementra¨umeW1 werden im Fall der hierarchischen Zer-
legung von Feingitter-Splines und im Prewavelet-Fall von linearen Prewavelets aufgespannt,
die beide Male in den Fein-ohne-Grobgitterpunkten des feinen Gitters verankert sind. Ab-
bildung 3.1 zeigt auf der linken Seite eine einfache hierarchische und auf der rechten Seite
eine Prewavelet-Zerlegung auf Ω =]0, 1[. Die oberen beiden Bilder zeigen sa¨mtliche Basis-
funktionen des feineren Raums V0 zu einem uniformen Gitter mit Maschenweite h0 = 18 ,
die unteren beiden Bilder die Basisfunktionen der na¨chstgrobskaligeren Ra¨ume, die fu¨r beide
Zerlegungen u¨bereinstimmen. In den mittleren Bildern werden jeweils die Basisfunktionen
der unterschiedlichen Komplementra¨ume dargestellt. Zur besseren Unterscheidung werden
benachbarte Basisfunktionen im Wechsel mit durchgezogenen und unterbrochenen Linien ge-
zeichnet.
Aufgrund des Zweiskalen-Ansatzes und der Inklusionen V1 ⊂ V0 und W1 ⊂ V0 existieren
nun rechteckige Matrizen P 01,V und Q
0
1,V , deren Spalten angeben, wie sich die Basisfunktionen
ϕ1i,V von V1 und ψ1i,V vonW1 gema¨ß den Multiskalen-Gesetzen, das heißt mittels Skalierungs-
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Abbildung 3.1: Einfache klassische hierarchische Basis Zerlegung (links) sowie Prewavelet-
Zerlegung (rechts) auf Ω =]0, 1[, obere Bilder V0, mittlere Bilder W1, untere Bilder V1, h0 = 18 .
und Waveletgleichungen, aus solchen von V0 berechnen lassen [19]. Die zusammengesetzte
schwachbesetzte quadratische Matrix W 01,V := [Q
0
1,V , P
0
1,V ] beschreibt dann den Basiswechsel
von einer Zweiskalen-Darstellung einer Funktion u0 ∈ V0 bezu¨glich der direkten Zerlegung
W1 ⊕ V1 mit der Basis
{θ1i,V : i = 1, ..., N0} := {ψ1i,V : x0i ∈ Ω0\Ω1} ∪ {ϕ1i,V : x0i ∈ Ω1}
in die nodale Feingitterdarstellung bezu¨glich V0. Die Matrix P 01,V wird im Kontext von
Mehrgitter-Verfahren auch als Prolongation bezeichnet und beschreibt eine Grobgitterfunk-
tion des Levels 1 im na¨chstfeineren Raum der Stufe 0 [62]. Die Matrix Q01,V tritt bei klassi-
schen Mehrgitter-Verfahren nicht explizit in Erscheinung. Sie kann ebenfalls als Prolongation
angesehen werden, die Basisfunktionen des Komplementraums W1 auf dem feineren Git-
ter darstellt. Der inverse Basiswechsel, der die nodale Feingitterdarstellung einer Funktion
u0 ∈ V0 in ihre Darstellung bezu¨glich der direkten Zerlegung W1 ⊕ V1 u¨berfu¨hrt, ist als
W 10,V := [Q
1
0,V ;P
1
0,V ] := (W
0
1,V)
−1 gegeben durch rechteckige Matrizen P 10,V und Q
1
0,V mit im
Vergleich zu P 01,V und Q
0
1,V transponierter Gestalt. (Man beachte die unterschiedliche Indizie-
rung!) Im Gegensatz zu P 01,V und Q
0
1,V sind P
1
0,V und Q
1
0,V im allgemeinen jedoch nicht mehr
schwachbesetzt. Eine fundamentale Erkenntnis ist, daß die Matrizen P 10,V und Q
1
0,V a¨hnlich
wie im Fall der klassischen hierarchischen Basis Verfahren [16] nicht explizit zur Implemen-
tierung unserer Multiskalen-Verfahren gebraucht werden. In den Abbildungen 3.2 und 3.3
sind die Zweiskalen-Transformationen W 01,V und ihre Inversen W
1
0,V fu¨r den Fall einer eindi-
mensionalen sowie zweidimensionalen Prewavelet-Zerlegung zu sehen. Die zweidimensionale
Zerlegung geschieht hier mittels eines Tensorprodukt-Ansatzes. Wie wir spa¨ter sehen, erha¨lt
Q01,V dadurch eine dreibandige Struktur. Anhand der Bilder auf den rechten Seiten erkennt
man deutlich, daß die Inversen W 10,V sich aus Matrizen P
1
0,V und Q
1
0,V mit im Vergleich zu
P 01,V und Q
0
1,V transponierter Gestalt zusammensetzen. Aus Gru¨nden der U¨bersichtlichkeit
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Abbildung 3.2: Zweiskalen-Transformation W 01,V (links) und ihre Inverse W
1
0,V (rechts) fu¨r eine
eindimensionale Zerlegung mittels linearer Prewavelets auf Ω =]0, 1[, h0 =
1
256
.
Abbildung 3.3: Zweiskalen-Transformation W 01,V (links) und ihre Inverse W
1
0,V (rechts) fu¨r eine
zweidimensionale Zerlegung mittels linearer Prewavelets auf Ω =]0, 1[2, h0 =
1
16
, Tensorprodukt-
Ansatz.
wird im folgenden auf die Index-Kennzeichnung V bei Transformationsmatrizen verzichtet.
Wir erhalten fu¨r die i-te Zweiskalen-Basisfunktion θ1i,V =
∑N0
m=1(W
0
1 )m,iϕ
0
m,V und damit fu¨r
die Eintra¨ge der Zweiskalen-Darstellung T˜0 der Steifigkeitsmatrix T0
(T˜0)j,i = a(θ1i,V , θ
1
j,V) = [(W
0
1 )
tT0W
0
1 ]j,i, (3.8)
wie man leicht durch Einsetzen der Definitionen erkennt. Das lineare Gleichungssystem (3.4)
transformiert sich dann bezu¨glich der einfachen Zerlegung zu
(W 01 )
tT0W
0
1 u˜0 = (W
0
1 )
tf0
⇐⇒ T˜0u˜0 = f˜0,
(3.9)
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wobei u˜0 := (W 01 )
−1u0 die nodale Zweiskalen-Darstellung der Funktion u0 und f˜0 := (W 01 )tf0
die Momentendarstellung von f0 unter der Zerlegung (3.6) bezeichnen.
Satz 6 (A¨quivalenz zwischen dem urspru¨nglichen und dem einfach transfor-
mierten linearen Gleichungssystem)
Die linearen Gleichungssysteme (3.4) und (3.9) sind a¨quivalent.
Beweis:
Wir verzichten auf die Levelkennzeichung. Es sei u˜ eine Lo¨sung von (3.9) und u := Wu˜.
Dann erfu¨llt u die Gleichung W tTu = W tf und wegen der Invertierbarkeit von W t auch
(3.4). Umgekehrt sei u eine Lo¨sung von (3.4). Dann gilt W−tT˜W−1u = f und u˜ := W−1u ist
Lo¨sung von (3.9).

Aufgrund der speziellen Gestalt von W 01 kann (3.9) auch in der expliziten Block-Form(
A1 B1
C1 T1
)(
du1
su1
)
=
(
df1
sf1
)
(3.10)
mit den Matrizen
A1 := (Q01)
tT0Q
0
1, B1 := (Q
0
1)
tT0P
0
1 ,
C1 := (P 01 )
tT0Q
0
1, T1 := (P
0
1 )
tT0P
0
1
sowie den Block-Vektoren [du1 ; s
u
1 ] := (W
0
1 )
−1u0 und [d
f
1 ; s
f
1 ] := (W
0
1 )
tf0 geschrieben werden.
3.2.2 Petrov–Galerkin-artige Zweiskalen-Zerlegung
Wir betrachten nun das lineare Gleichungssystem (3.5), das man u¨ber einen Petrov–Galerkin-
Ansatz gewinnt, der im allgemeinen voneinander verschiedene Ansatz- und Testra¨ume V0 und
S0 zum Aufstellen der diskreten schwachen Form verwendet. Man erha¨lt zusa¨tzliche Zwei-
skalen-Transformationen aufgrund der einfachen Zerlegung von S0 = span{ϕ0i,S : x0i ∈ Ω0}
als
S0 = F1 ⊕ S1 (3.11)
mit den entsprechenden Basisdarstellungen der Unterra¨ume Detail- und grobskaliger Anteile
F1 = span{ψ1i,S : x0i ∈ Ωf0}, S1 = span{ϕ1i,S : x0i ∈ Ω1}. (3.12)
Das Ausgangssystem (3.5) wird damit transformiert zum dazu a¨quivalenten System
(W 01,S)
tT0W
0
1,V u˜0 = (W
0
1,S)
tf0
⇐⇒ T˜0u˜0 = f˜0,
(3.13)
wobei u˜0 := (W 01,V)
−1u0 die Zweiskalen-Darstellung der Funktion u0 ∈ V0 gema¨ß der Zer-
legung (3.6), f˜0 := (W 01,S)
tf0 die Momentendarstellung von f0 ∈ S0 relativ zur Zerlegung
(3.11) und T˜0 := (W 01,S)
tT0W
0
1,V die Zweiskalen-transformierte Steifigkeitsmatrix im Petrov–
Galerkin-Fall bezeichnen. Mit den Definitionen
A1 := (Q01,S)
tT0Q
0
1,V , B1 := (Q
0
1,S)
tT0P
0
1,V ,
C1 := (P 01,S)
tT0Q
0
1,V , T1 := (P
0
1,S)
tT0P
0
1,V
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sowie den Block-Vektoren [du1 ; s
u
1 ] := (W
0
1,V)
−1u0 und [d
f
1 ; s
f
1 ] := (W
0
1,S)
tf0 la¨ßt sich (3.13)
wieder in einer expliziten Block-Form analog zu (3.10) schreiben.
Wir fassen nun die Abbildungseigenschaften der unterschiedlichen Transformationsmatrizen
und der urspru¨nglichen sowie Zweiskalen-transformierten Steifigkeitsmatrix zusammen. Der
Deutlichkeit halber indizieren wir dabei die Darstellungen vollsta¨ndig mit den Ra¨umen, auf
die sie sich beziehen.
W 01,V : KBW1⊕V1 −→ KBV0 , (W 01,V)−1 : KBV0 −→ KBW1⊕V1 ,
(W 01,V)
t : MOMV0 −→ MOMW1⊕V1 , (W 01,V)−t : MOMW1⊕V1 −→ MOMV0 ,
W 01,S : KBF1⊕S1 −→ KBS0 , (W 01,S)−1 : KBS0 −→ KBF1⊕S1 ,
(W 01,S)
t : MOMS0 −→ MOMF1⊕S1 , (W 01,S)−t : MOMF1⊕S1 −→ MOMS0 ,
T0 : KBV0 −→ MOMS0 ,
T˜0 : KBW1⊕V1 −→ MOMF1⊕S1 .
Es transformiert also beispielsweise W 01,V die Zweiskalen-Darstellung u˜0 einer Funktion u0 ∈
V0 in die zugeho¨rige nodale Feingitterdarstellung. Die transformierte Steifigkeitsmatrix T˜0
ordnet dem Vektor u˜0 den Vektor f˜0 zu, der die Momentendarstellung von f0 = T0u0 bezu¨glich
der einfachen Zerlegung des Testraums S0 beschreibt.
3.3 Standard- und Nichtstandardform
Wir erweitern nun die Betrachtungen des letzten Abschnitts auf Zerlegungen, an denen mehr
als zwei Skalen beteiligt sind. Es wird hier nur der reine Galerkin-Fall untersucht, dem der
Feingitterraum V0 als Ansatz- und Testraum zugrunde liegt. Die U¨bertragung der Konstruk-
tionen auf den Petrov–Galerkin-Fall ist ohne Probleme mo¨glich.
3.3.1 Standardform
Es sei W 0lt,s die Matrix, die die Darstellung einer Funktion u0 ∈ V0 mittels der rekursiv
entstandenen Multiskalen-Basis zur Zerlegung (3.2)
Es :=
lt⋃
k=1
{ψki,V : xk−1i ∈ Ωk−1\Ωk} ∪ {ϕlti,V : xlti ∈ Ωlt} (3.14)
in ihre Darstellung durch die nodale Feingitterbasis von V0 transformiert. Gro¨ßen, die sich auf
die Multiskalen-Basis (3.14) beziehen, werden durch einen unteren Index s gekennzeichnet.
Definition 2 (Standardform)
Wir definieren als Standardform des diskreten Feingitteroperators T0 zur Multiskalen-Basis
(3.14) die Matrix
T˜0,s := (W 0lt,s)
tT0W
0
lt,s. (3.15)
Die Standardform ist also die Darstellung des Feingitteroperators unter dem zugeho¨rigen
Basiswechsel [19]. Das entsprechend transformierte lineare Gleichungssystem lautet
(W 0lt,s)
tT0W
0
lt,su˜0,s = (W
0
lt,s)
tf0
⇐⇒ T˜0,su˜0,s = f˜0,s,
(3.16)
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wobei u˜0,s := (W 0lt,s)
−1u0 die Multiskalen-Darstellung der Funktion u0 und f˜0,s := (W 0lt,s)
tf0
die Momentendarstellung von f0 unter der Zerlegung (3.2) bezeichnen. Wir untersuchen nun
genauer die Struktur der hierbei auftretenden Transformationen, die fu¨r die konkrete Gestalt
des transformierten linearen Gleichungssystems (3.16) von Bedeutung sind. Definiert man fu¨r
k = 1, ..., lt die Synthese-Operatoren
P 0k : Vk −→ V0; P 0k := P 01 · ... · P k−2k−1 · P k−1k , (3.17)
Q0k : Wk −→ V0; Q0k := P 01 · ... · P k−2k−1 ·Qk−1k (3.18)
= P 0k−1 ·Qk−1k
ausgehend vom rekursiven Aufbau der Multiskalen-Zerlegung (3.2) u¨ber einfache Zerlegungen
Vk−1 = Wk ⊕ Vk und den zugeho¨rigen Transformationsmatrizen P k−1k und Qk−1k , so erha¨lt
man W 0lt,s in expliziter Form als
W 0lt,s = [Q
0
1, ..., Q
0
lt, P
0
lt]. (3.19)
Die inverse Matrix W lt0,s := (W
0
lt,s)
−1, welche die nodale Feingitterdarstellung einer Funktion
u0 ∈ V0 in ihre Multiskalen-Darstellung transformiert, kann entsprechend mittels der fu¨r
k = 1, ..., lt erkla¨rten Analyse-Operatoren
P k0 : V0 −→ Vk; P k0 := P kk−1 · P k−1k−2 · ... · P 10 , (3.20)
Qk0 : V0 −→Wk; Qk0 := Qkk−1 · P k−1k−2 · ... · P 10 (3.21)
= Qkk−1 · P k−10
gebildet werden. Die in den obigen Produkten auftretenden Faktoren P kk−1 und Q
k
k−1 sind da-
bei gerade diejenigen Teilmatrizen, aus denen sich die inversen Zweiskalen-Transformationen
W kk−1 := (W
k−1
k )
−1 := [Qk−1k , P
k−1
k ]
−1 als W kk−1 = [Q
k
k−1;P
k
k−1] zusammensetzen. Wir erhal-
ten
W lt0,s = [Q
1
0; ...;Q
lt
0 ;P
lt
0 ]. (3.22)
Definieren wir nun die grobskaligen Anteile suk , s
f
k und Detail-Anteile d
u
k , d
f
k der Vektoren u0
und f0 fu¨r k = (0), ..., lt bezu¨glich der Multiskalen-Zerlegung (3.2) durch
suk := P
k
0 u0, d
u
k := Q
k
0u0,
sfk := (P
0
k )
tf0, d
f
k := (Q
0
k)
tf0,
(3.23)
wobei P 00 := 1V0 als Einheitsmatrix der Dimesion dim(V0) zu setzen ist und du0 sowie df0 nicht
definiert werden, so erhalten wir aufgrund von (3.19) und (3.22) die folgenden Block-Vektor
Darstellungen
u˜0,s = (W 0lt,s)
−1u0 = [du1 ; ...; dult; s
u
lt],
f˜0,s = (W 0lt,s)
tf0 = [d
f
1 ; ...; d
f
lt; s
f
lt].
Wir mo¨chten an dieser Stelle nicht den vollsta¨ndigen Aufbau von T˜0,s mit sa¨mtlichen dar-
an beteiligten Block-Matrizen fu¨r beliebige Zerlegungstiefen beschreiben, was anhand der
expliziten Darstellung (3.19) von W 0lt,s prinzipiell mo¨glich ist. Wir beschra¨nken uns auf die
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Angabe der nachfolgenden Skizze, die den allgemeinen Aufbau einer Standardform im ersten
nichttrivialen Fall lt = 2 zeigt.
C31 C
3
2 T2
C21 A2 B
3
2
A1 B21 B
3
1
T˜0,s =
Die darin auftretenden Blo¨cke sind dann aufgrund von (3.15) und (3.19) wie folgt definiert:
A1 := (Q01)
tT0Q
0
1, B
2
1 := (Q
0
1)
tT0P
0
1Q
1
2, B
3
1 := (Q
0
1)
tT0P
0
1P
1
2 ,
C21 := (Q
1
2)
t(Q01)
tT0Q
0
1, A2 := (Q
1
2)
t(P 01 )
tT0P
0
1Q
1
2, B
3
2 := (Q
1
2)
t(P 01 )
tT0P
0
1P
1
2 ,
C31 := (P
1
2 )
t(Q01)
tT0Q
0
1, C
3
2 := (P
1
2 )
t(P 01 )
tT0P
0
1Q
1
2, T2 := (P
1
2 )
t(P 01 )
tT0P
0
1P
1
2 .
Auch im Fall von Multiskalen-Zerlegungen werden wir die im allgemeinen vollbesetzte inverse
Transformation W lt0,s nicht explizit im Verlauf von Multiskalen-Verfahren verwenden.
Wir zeigen jetzt, daß auch die Transformation W 0lt,s nicht unbedingt explizit aufgestellt zu
werden braucht, um eine Funktion u0 ∈ V0 aus ihrer Multiskalen-Darstellung in die nodale
Feingitterdarstellung bezu¨glich V0 zu u¨berfu¨hren. Man definiert dazu S01,s := W 01 und fu¨r
k = 2, ..., lt die quadratischen Matrizen
Sk−1k,s :=

1W1
. . .
1Wk−1
W k−1k
 ,
wobei 1Wi fu¨r i = 1, ..., k − 1 die Einheitsmatrix mit Dimension dim(Wi) bezeichnet. Damit
la¨ßt sich W 0lt,s auch als das Produkt
W 0lt,s = S
0
1,s · ... · Slt−1lt,s (3.24)
schreiben. Durch Ausnutzen dieser Produktstruktur ist die Berechnung des Matrix-Vektor-
Produkts u0 = W 0lt,su˜0,s = W
0
lt,s[d
u
1 ; ...; d
u
lt; s
u
lt] in effizienter Weise mo¨glich, das heißt mit
einem Aufwand, der proportional zur Anzahl der Feingitterunbekannten ist, und kann wie
folgt in Diagrammform dargestellt werden:
dult d
u
lt−1 d
u
lt−2 · · · du2 du1
Qlt−1lt↘
Qlt−2lt−1
↘ ↘ ↘
Q12↘
Q01↘
sult
P lt−1lt−→ sult−1
P lt−2lt−1−→ sult−2 −→ · · · −→ su2
P 12−→ su1
P 01−→ su0
(3.25)
Es ist klar, daß die transponierte Matrix (W 0lt,s)
t, die die Transformation der Momentendar-
stellung einer Funktion f0 ∈ V0 bezu¨glich der Feingitterbasis hin in die Momentendarstellung
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relativ zur Multiskalen-Basis von V0 beschreibt, ebenfalls in faktorisierter Form geschrieben
werden kann. Wir erhalten fu¨r die Berechnung von f˜0,s = [d
f
1 ; ...; d
f
lt; s
f
lt] = (W
0
lt,s)
tf0 das
Diagramm:
dflt d
f
lt−1 d
f
lt−2 · · · df2 df1
(Qlt−1lt )
t
↖
(Qlt−2lt−1)
t
↖ ↖ ↖
(Q12)
t
↖
(Q01)
t
↖
sflt
(P lt−1lt )
t
←− sflt−1
(P lt−2lt−1 )
t
←− sflt−2 ←− · · · ←− sf2
(P 12 )
t
←− sf1
(P 01 )
t
←− sf0
(3.26)
Der Vollsta¨ndigkeit halber geben wir noch die Diagramme fu¨r Transformationen mittels fak-
torisierter Darstellungen der inversen Transformationen W lt0,s = (W
0
lt,s)
−1 und (W lt0,s)t =
(W 0lt,s)
−t an. Man erha¨lt fu¨r die Berechnung von u˜0,s = [du1 ; ...; dult; s
u
lt] = W
lt
0,su0:
dult d
u
lt−1 d
u
lt−2 · · · du2 du1
Qltlt−1
↖
Qlt−1lt−2
↖ ↖ ↖
Q21↖
Q10↖
sult
P ltlt−1←− sult−1
P lt−1lt−2←− sult−2 ←− · · · ←− su2
P 21←− su1
P 10←− su0
(3.27)
Das Diagramm fu¨r die Transformation f0 = (W lt0,s)
tf˜0,s = (W lt0,s)
t[df1 ; ...; d
f
lt; s
f
lt] lautet:
dflt d
f
lt−1 d
f
lt−2 · · · df2 df1
(Qltlt−1)
t
↘
(Qlt−1lt−2)
t
↘ ↘ ↘
(Q21)
t
↘
(Q10)
t
↘
sflt
(P ltlt−1)
t
−→ sflt−1
(P lt−1lt−2 )
t
−→ sflt−2 −→ · · · −→ sf2
(P 21 )
t
−→ sf1
(P 10 )
t
−→ sf0
(3.28)
Die Schemata (3.25) und (3.26) weisen die gleiche Struktur auf wie die schnelle diskrete
Wavelet-Ru¨ck- und -Hintransformation, die auch als Pyramidenalgorithmen bekannt sind
[81]. Sie bilden die Grundlage fu¨r die effiziente Implementierung additiver, BPX-artiger
Multiskalen-Vorkonditionierer fu¨r diskrete Operatoren, die von elliptischen partiellen Dif-
ferentialgleichungen herru¨hren [24, 33, 130, 137]. Wir gehen hierauf an spa¨terer Stelle noch
genauer ein.
Will man fu¨r solche Probleme hingegen Multiskalen-Verfahren konstruieren, die auf wesent-
lich mehr Information u¨ber den transformierten Operator zugreifen als nur seine (Block-)
Diagonale, so ist die Standardform T˜0,s schon wegen der Anzahl ihrer nichtverschwindenden
Eintra¨ge keine ada¨quate Darstellung mehr. Sie besitzt aufgrund von (3.15) und (3.19) eine
(lt+ 1)× (lt+ 1) Blockstruktur, deren einzelne Blo¨cke die gegenseitigen Kopplungen der an
der Zerlegung (3.2) beteiligten Unterra¨ume durch den Operator beschreiben. Aufgrund der
sich so ergebenden (Multi-)”Fingerstruktur“ von T˜0,s ist klar, daß die Standardform im Falle
uniformer Gitterverfeinerung im allgemeinen wenigstens O(N0(lt + 1)) signifikante Eintra¨ge
besitzt. Abbildung 3.4 zeigt die Besetzungsmuster der Standardform fu¨r den mittels Finite-
Differenzen auf Ω =]0, 1[d (d = 1, 2) diskretisierten Laplace-Operator in einer (links) und
zwei (rechts) Raumdimensionen. Es wurde dazu jeweils eine Prewavelet-Zerlegung des ein-
beziehungsweise zweidimensionalen Feingitterraums durchgefu¨hrt. Die Zerlegung in zwei Di-
mensionen erfolgte u¨ber einen klassischen Tensorprodukt-Ansatz [58]. Alleine das Aufstellen
der Standardform bewirkt, daß ein damit gebildetes Multiskalen-Verfahren nicht mehr mit
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Abbildung 3.4: Standardform T˜0,s fu¨r Finite-Differenzen Diskretisierungen des 1D (links) bzw. 2D
(rechts) Laplace-Operators auf Ω =]0, 1[d (d = 1, 2), h0 =
1
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1
32
(2D), vollsta¨ndige
Zerlegung des Ansatz- und Testraums mittels linearer Prewavelets, Tensorprodukt-Ansatz in 2D.
linearer Komplexita¨t, also mit einem Aufwand proportional zur Anzahl der Feingitterunbe-
kannten, durchgefu¨hrt werden kann. Eine interessante Frage ist daher, ob es fu¨r diskrete Ope-
ratoren T0 mit einem Besetzungsmuster mit O(N0) Eintra¨gen mo¨glich ist, eine Multiskalen-
Darstellung mit ebenfalls nur O(N0) Eintra¨gen zu finden. In [19] wurde im Zusammenhang
mit der Entwicklung schneller Algorithmen fu¨r allgemeine Calde´ron–Zygmund Operatoren
die sogenannte Nichtstandardform eingefu¨hrt, die beispielsweise fu¨r Integraloperatoren nach
Kompression O(N0)-Algorithmen zur schnellen Lo¨sung der zugeho¨rigen Integralgleichungen
ermo¨glicht. Mit ihrer Hilfe la¨ßt sich eine positive Antwort auf die oben gestellte Frage finden.
3.3.2 Nichtstandardform
Die Kernidee zur Konstruktion der Nichtstandardform T˜0,ns des diskreten Feingitteropera-
tors T0 bezu¨glich der Multiskalen-Zerlegung (3.2) besteht darin, rekursiv nur die Grobgitter-
operator-Blo¨cke Tk weiter zu zerlegen, die bei den Transformationen hinsichtlich einfacher
Zerlegungen entstehen.
Definition 3 (Nichtstandardform)
Wir definieren mit Hilfe der Blo¨cke
Ak := (Qk−1k )
tTk−1Qk−1k , Bk := (Q
k−1
k )
tTk−1P k−1k ,
Ck := (P k−1k )
tTk−1Qk−1k , Tk := (P
k−1
k )
tTk−1P k−1k
fu¨r k = 1, ..., lt− 1 als Nichtstandardform
T˜0,ns := {{Ak, Bk, Ck}k=1,...,lt, Tlt}. (3.29)
Die in T˜0,ns enthaltenen Blo¨cke ko¨nnen formal als Untermatrizen in eine erweiterte System-
matrix eingebettet werden, die wir ebenfalls als Nichtstandardform und mit T˜0,ns bezeichen
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Abbildung 3.5: Nichtstandardform T˜0,ns fu¨r Finite-Differenzen Diskretisierungen des 1D (links)
bzw. 2D (rechts) Laplace-Operators auf Ω =]0, 1[d (d = 1, 2), h0 =
1
1024
(1D) bzw. h0 =
1
32
(2D),
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wollen. Die nachfolgende Skizze stellt den allgemeinen Aufbau einer Nichtstandardform im
ersten nichttrivialen Fall lt = 2 dar.
C1
A1 B1
C2
A2
T2
B2
T˜0,ns =
Abbildung 3.5 zeigt die Besetzungsmuster der Nichtstandardform fu¨r den mittels Finite-
Differenzen auf Ω =]0, 1[d (d = 1, 2) diskretisierten Laplace-Operator in einer (links) und
zwei (rechts) Raumdimensionen. Es wurde dazu jeweils eine Prewavelet-Zerlegung des ein-
beziehungsweise zweidimensionalen Feingitterraums durchgefu¨hrt. Hat der Feingitteropera-
tor T0 ein Besetzungsmuster mit O(N0) Eintra¨gen, so ist durch ein Argument mittels der
Geometrischen Reihe klar, daß T˜0,ns ebenfalls nur O(N0) Eintra¨ge ungleich Null besitzt.
Wir geben nun eine Interpretation der Nichtstandardform anhand eines speziellen Multiska-
len-Erzeugendensystems. Da die Nebendiagonalblo¨cke Ck und Bk jeweils Abbildungen der
Unterra¨ume Wk und Vk in die Dualra¨ume V ′k und W ′k bedeuten, ist die Nichtstandardform
eine Multiskalen-Darstellung des Operators, die bezu¨glich der folgenden Erzeugendensystem-
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Darstellung von V0
V0 = (W1 + V1) + (W2 + V2) + ...+ (Wlt + Vlt) (3.30)
mit der u¨berbestimmten ”Basis“
Ens :=
lt⋃
k=1
(
{ψki,V : xk−1i ∈ Ωk−1\Ωk} ∪ {ϕki,V : xk−1i ∈ Ωk}
)
(3.31)
definiert ist. Jede nodale Darstellung einer Funktion u0 ∈ V0 mit Hilfe des erweiterten Sy-
stems (3.31) kann mittels einer Abbildung S0lt,ns in ihre nodale Feingitterdarstellung u¨berfu¨hrt
werden, wobei S0lt,ns auf natu¨rliche Weise in Faktoren zerfa¨llt:
Es sei S01,ns := W
0
1 ;
Fu¨r 2 ≤ k ≤ lt definieren wir Abbildungen
Sk−1k,ns : (W1 × V1)× ...× (Wk × Vk) −→ (W1 × V1)× ...× (Wk−1 × Vk−1)
u¨ber ihre Darstellungen durch die rechteckigen Matrizen
Sk−1k,ns :=

(
1W1
1V1
)
. . . [(
1Wk−1
1Vk−1
)
,W k−1k
]
 .
Dann ist S0lt,ns := S
0
1,ns · S12,ns · ... · Slt−1lt,ns die Produktdarstellung der gesuchten Abbildung.
Die Transformation einer erweiterten nodalen Darstellung [du1 ; s
u
1 ; ...; d
u
lt; s
u
lt] einer Funktion
u0 ∈ V0 in ihre nodale Feingitterdarstellung kann in Diagrammform wie folgt beschrieben
werden:
sult−1 s
u
lt−2 · · · su2 su1
↓ ↓ ↓ ↓
sult
P lt−1lt−→ sult−1
P lt−2lt−1−→ sult−2 −→ · · · −→ su2
P 12−→ su1
P 01−→ su0
Qlt−1lt↗
Qlt−2lt−1
↗ ↗ ↗
Q12↗
Q01↗
dult d
u
lt−1 d
u
lt−2 · · · du2 du1
(3.32)
Die nach unten fu¨hrenden Pfeile auf jeder Stufe bedeuten lediglich ein Hinzuaddieren des
auf diesem Level dargestellten grobskaligen Anteils, auf dessen weitere Zerlegung verzichtet
wurde, zu den gerade interpolierten Werten. Die Bestandteile du1 , s
u
1 , ..., d
u
lt, s
u
lt der so durch-
laufenen Darstellungen bezu¨glich des erweiterten Systems sind nicht identisch mit den durch
(3.23) erkla¨rten Anteilen, da letztere eine eindeutige Darstellung von u0 ergeben.
Die Sequenz fu¨r die transponierte Abbildung (S0lt,ns)
t, die die Momentendarstellung einer
Funktion f0 ∈ V0 in eine erweiterte Momentendarstellung bezu¨glich (3.31) transformiert,
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erha¨lt man dann als
sflt−1 s
f
lt−2 · · · sf2 sf1
↑ ↑ ↑ ↑
sflt
(P lt−1lt )
t
←− sflt−1
(P lt−2lt−1 )
t
←− sflt−2 ←− · · · ←− sf2
(P 12 )
t
←− sf1
(P 01 )
t
←− sf0
(Qlt−1lt )
t
↙
(Qlt−2lt−1)
t
↙ ↙ ↙
(Q12)
t
↙
(Q01)
t
↙
dflt d
f
lt−1 d
f
lt−2 · · · df2 df1
(3.33)
Die nach oben fu¨hrenden Pfeile bedeuten hierbei, daß jeder grobskalige Anteil sfk von f0
explizit in die erweiterte Darstellung aufgenommen wird. Man gelangt so zu einer vollsta¨ndig
redundanten Nichtstandard-Momentendarstellung von f0 ∈ V0
f˜0,ns = [d
f
1 ; s
f
1 ; ...; d
f
lt; s
f
lt] = (S
0
lt,ns)
tf0. (3.34)
Neben den Detail-Anteilen treten na¨mlich zusa¨tzlich auch sa¨mtliche grobskaligen Anteile auf.
Die Matrix T˜0,ns bildet lediglich eine Teilmatrix der zu (3.31) geho¨renden Nichtstandard-
Erzeugendensystem-Darstellung von T0
T˜0,nsezs := (S0lt,ns)
tT0S
0
lt,ns. (3.35)
Im Unterschied zu T˜0,ns ist T˜0,nsezs eine Multiskalen-Darstellung der Steifigkeitsmatrix T0,
die redundante Information entha¨lt. Wir gehen im na¨chsten Unterkapitel noch genauer auf
solche Erzeugendensystem-Darstellungen von Steifigkeitsmatrizen ein.
Die Nichtstandardform T˜0,ns kann nun gerade als diejenige Teilmatrix von T˜0,nsezs verstanden
werden, deren Produkt mit der vollsta¨ndig redundanten Nichtstandarddarstellung
u˜0,ns = [du1 ; s
u
1 ; ...; d
u
lt; s
u
lt] = S
lt
0,nsu0 (3.36)
einer Funktion u0 ∈ V0 eine nichtredundante, erweiterte Momentendarstellung des Produkts
T0u0 bezu¨glich (3.31) ergibt. Die Abbildung Slt0,ns ist hierbei gerade durch die Umkehrung
von Schema (3.32)
sult−1 s
u
lt−2 · · · su2 su1
↑ ↑ ↑ ↑
sult
P ltlt−1←− sult−1
P lt−1lt−2←− sult−2 ←− · · · ←− su2
P 21←− su1
P 10←− su0
Qltlt−1
↙
Qlt−1lt−2
↙ ↙ ↙
Q21↙
Q10↙
dult d
u
lt−1 d
u
lt−2 · · · du2 du1
(3.37)
definiert. Algorithmisch gesehen ist das Matrix-Vektor-Produkt T˜0,nsu˜0,ns a¨quivalent zu ei-
ner rekursiven Berechnung von T0u0 u¨ber die Zweiskalen-Zerlegungen Vk−1 = Wk ⊕ Vk
fu¨r k = 1, ..., lt. Betrachten wir das Produkt T˜0u˜0 ausgehend von der einfachen Zerlegung
(3.6) des feinsten Levels (siehe dazu auch die Block-Darstellung (3.10)), so bildet die Summe
(A1du1 + B1s
u
1) gerade den ersten Detail-Anteil des Ergebnisses und wird als solcher in des-
sen erweiterter Momentendarstellung bezu¨glich (3.31) gespeichert. Der erste Summand von
(C1du1 + T1s
u
1) wird als Bestandteil des grobskaligen Anteils ebenfalls entsprechend abgelegt.
Der zweite Summand T1su1 wird nun im Verlauf der rekursiven Zerlegung erst auf den gro¨beren
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Skalen berechnet und u¨ber seine Detail- und grobskaligen Anteile im erweiterten System dar-
gestellt. Man erha¨lt so eine nichtredundante Nichtstandard-Momentendarstellung fu¨r das
Produkt T0u0, die mit dem Ergebnis des Matrix-Vektor-Produkts T˜0,nsu˜0,ns u¨bereinstimmt.
Nichtstandardformen operieren also auf vollsta¨ndig redundanten Darstellungen und liefern
stets einen Ergebnisvektor in nichtredundanter erweiterter Darstellung zuru¨ck.
Ist (T˜−10 )ns die Nichtstandardform der Inversen T
−1
0 , so wirkt diese auf Vektoren der Ge-
stalt (3.34) und ergibt eine nichtredundante Nichtstandarddarstellung von T−10 f0 = u0. Die-
se kann nun mittels der Abbildung S0lt,ns in die nodale Feingitterdarstellung bezu¨glich V0
zuru¨cktransformiert werden, und wir erhalten
u0 = S0lt,ns(T˜
−1
0 )ns(S
0
lt,ns)
tf0. (3.38)
Im Zusammenhang mit der Matrix-Vektor-Multiplikation konnten wir die Nichtstandard-
form T˜0,ns trotz ihrer speziellen Multiskalen-Struktur als gewo¨hnliche Matrix auffassen. Die
Berechnung von T0u0 u¨ber die rekursive Zerlegung und das Abspeichern von grobskaligen
Bestandteilen des Ergebnisses produziert die gleiche nichtredundante Darstellung wie die
gewo¨hnliche Matrix-Vektor-Multiplikation im Nichtstandardsystem. Wir entwickeln im nach-
folgenden Kapitel 4 multiplikative und additive Multiskalen-Verfahren, die auf unterschied-
lichen Approximationen M˜−10,ns an (T˜
−1
0 )ns beruhen. Zu diesem Zwecke reicht es nicht mehr
aus, T˜0,ns als gewo¨hnliche Matrix anzusehen, da diese unter Umsta¨nden nicht invertierbar
ist. Dies fu¨hrt dazu, daß die Anwendung von M˜−10,ns zumeist u¨ber Prozeduren realisiert wird,
die der zugrundeliegenden Multiskalen-Struktur des Nichtstandardsystems Rechnung tragen.
U¨ber die Anwendung von
M−10,ns := S
0
lt,nsM˜
−1
0,ns(S
0
lt,ns)
t (3.39)
auf Vektoren ko¨nnen wir schließlich M−10,ns als approximative Multiskalen-Inverse des Fein-
gitteroperators fu¨r eine lineare Iteration oder als Multiskalen-Vorkonditionierer fu¨r Krylov-
raum-Verfahren einsetzen.
3.3.3 Konversion zwischen dem Standard- und Nichtstandardsystem
Wir bescha¨ftigen uns nun mit der Frage, wie die Konvertierung von Vektoren und Matrizen
aus ihrer Standard- in die Nichtstandarddarstellung und umgekehrt geschieht. Damit weisen
wir im na¨chsten Kapitel nach, daß die effizient u¨ber die Nichtstandardform erkla¨rten Verfah-
ren a¨quivalent zu entsprechenden Verfahren sind, die mit Hilfe der Standardform formuliert
werden.
Konvertierung von Vektoren
1. u˜0,s −→ u˜0,ns =: (u˜0,s)ns
Es sei u0 ∈ V0 und u˜0,s := W lt0,su0 die zugeho¨rige Standarddarstellung. Die vollsta¨ndig redun-
dante Nichtstandarddarstellung u˜0,ns erhalten wir, indem wir ausgehend von k = lt aus den
Anteilen duk und s
u
k von u˜0,s den Anteil s
u
k−1 mittels W
k−1
k berechnen, diesen abspeichern und
die Prozedur sukzessive fu¨r k = lt− 1, ..., 2 fortsetzen.
Man erreicht dies ebenfalls durch folgenden Umweg u¨ber die nodale Feingitterdarstellung:
u˜0,ns = Slt0,nsW
0
lt,su˜0,s. (3.40)
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2. u˜0,ns −→ u˜0,s =: (u˜0,ns)s
Es sei u0 ∈ V0 und u˜0,ns := Slt0,nsu0 die zugeho¨rige vollsta¨ndig redundante Nichtstandarddar-
stellung. Dann erha¨lt man u˜0,s durch Weglassen aller darin enthaltenen grobskaligen Anteile
bis auf sult.
Ist u˜0,ns hingegen eine nichtredundante Nichtstandarddarstellung, so wird beginnend mit k =
1 der Anteil suk zuna¨chst mittels W
k+1
k in seinen Detail- und grobskaligen Bestandteil zerlegt.
Diese werden zu den entsprechenden Anteilen auf der na¨chstgro¨beren Skala hinzuaddiert,
bevor man diese Prozedur fu¨r k = 2, ..., lt − 1 fortsetzt. Die so erhaltenen Detail-Anteile
bilden zusammen mit dem zuletzt bestimmten Anteil sult bezu¨glich der gro¨bsten Skala die
Block-Vektoren, aus denen u˜0,s besteht.
Man erreicht letzteres ebenfalls durch einen Umweg u¨ber die nodale Feingitterdarstellung:
u˜0,s = W lt0,sS
0
lt,nsu˜0,ns. (3.41)
3. f˜0,s −→ f˜0,ns =: (f˜0,s)ns
Es sei f0 ∈ V0 und f˜0,s := (W 0lt,s)tf0 die zugeho¨rige Standarddarstellung aus Momentensicht.
Die vollsta¨ndig redundante Nichtstandard-Momentendarstellung f˜0,ns erhalten wir, indem wir
ausgehend von k = lt aus den Anteilen dfk und s
f
k von f˜0,s den Anteil s
f
k−1 mittels (W
k
k−1)
t
berechnen, diesen abspeichern und die Prozedur sukzessive fu¨r k = lt− 1, ..., 2 fortfu¨hren.
Man erreicht dies nunmehr durch einen Umweg u¨ber die Feingitter-Momentendarstellung:
f˜0,ns = (S0lt,ns)
t(W lt0,s)
tf˜0,s = (W lt0,sS
0
lt,ns)
tf˜0,s. (3.42)
4. f˜0,ns −→ f˜0,s =: (f˜0,ns)s
Es sei f0 ∈ V0 und f˜0,ns := (S0lt,ns)tf0 die zugeho¨rige vollsta¨ndig redundante Nichtstandard-
Momentendarstellung. Dann erha¨lt man f˜0,s durch Weglassen aller darin enthaltenen grob-
skaligen Anteile bis auf sflt.
Ist f˜0,ns hingegen eine nichtredundante Nichtstandard-Momentendarstellung, so wird begin-
nend mit k = 1 der Anteil sfk zuna¨chst mittels (W
k
k+1)
t in seinen Detail- und grobskaligen
Bestandteil zerlegt. Diese werden zu den entsprechenden Anteilen auf der na¨chstgro¨beren
Skala hinzuaddiert, bevor man diese Prozedur fu¨r k = 2, ..., lt− 1 fortsetzt. Die so erhaltenen
Detail-Anteile bilden zusammen mit dem zuletzt erhaltenen Anteil sflt bezu¨glich der gro¨bsten
Skala die Block-Vektoren, aus denen f˜0,s besteht.
Man erreicht letzteres ebenfalls durch einen Umweg u¨ber die Feingitter-Momentendarstellung:
f˜0,s = (W 0lt,s)
t(Slt0,ns)
tf˜0,ns = (Slt0,nsW
0
lt,s)
tf˜0,ns. (3.43)
Konvertierung von Matrizen
1. T˜0,ns −→ T˜0,s =: (T˜0,ns)s
Ausgehend von der Nichtstandardform T˜0,ns eines Operators T0 erha¨lt man seine Standard-
form T˜0,s, indem man die Blo¨cke Bk und Ck mit Hilfe von Transformationen W klt,s und (W
k
lt,s)
t
fu¨r k = 1, ..., lt jeweils weiter zerlegt und zu einer Matrix der Gro¨ße von T0 ”zusammen-
schiebt“. Die Transformationen W klt,s werden dabei analog zu (3.19) gebildet.
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2. T˜0,s −→ T˜0,ns =: (T˜0,s)ns
Die Konvertierung der Standardform T˜0,s einer Matrix T0 in die entsprechende Nichtstandard-
form T˜0,ns geschieht durch den umgekehrten Prozeß. Hierbei werden sukzessive die inversen
Zweiskalen-Transformationen W k+1k und (W
k+1
k )
t auf die Nebendiagonalblo¨cke von T˜0,s an-
gewandt.
Wie man leicht sieht, sind die Berechnungen des Matrix-Vektor-Produkts im Standard- und
Nichtstandardsystem mit den Konvertierungsroutinen kompatibel, das heißt
T˜0,su˜0,s = ((T˜0,s)nsu˜0,ns)s, (3.44)
(T˜0,nsu˜0,ns)s = (T˜0,ns)su˜0,s. (3.45)
3.4 Einbettung in ein Multiskalen-Erzeugendensystem
Wir fu¨hren in diesem Abschnitt zuna¨chst eine weitere nichtklassische Multilevel-Darstellung
von diskreten Operatoren ein, die auf der gleichzeitigen Betrachtung verschiedener Diskre-
tisierungslevel beruht [55, 56]. Die dazu notwendigen Funktionensysteme werden mit Hilfe
sa¨mtlicher nodaler Basisfunktionen unterschiedlicher Level gebildet. Man betrachtet damit
wie im Fall der Nichtstandardform keine eindeutigen Basen der Ausgangsra¨ume mehr, son-
dern nur noch Erzeugendensysteme. In [55, 56] wurde bewiesen, daß moderne Multilevel-
Lo¨ser fu¨r lineare Gleichungssysteme, wie beispielsweise Mehrgitter-Verfahren und Multilevel-
Vorkonditionierer, sich als klassische iterative Methoden (Gauß–Seidel, Jacobi-Vorkonditio-
nierer) u¨ber den nach Transformation entstehenden semidefiniten Gleichungssystemen in-
terpretieren lassen. Wir zeigen hier, daß die zur Standardform geho¨renden Multiskalen-
Transformationen des vorherigen Abschnitts jeweils auch als Produkte der entsprechenden
Erzeugendensystem-Transformationen zusammen mit geeigneten Blockdiagonalmatrizen dar-
stellbar sind. Damit ko¨nnen die von uns betrachteten Multiskalen-Methoden auch auf der
Basis der Erzeugendensysteme in [55, 56] interpretiert werden, was im folgenden Kapitel 4 ge-
schieht. Sogar noch gro¨ßere Multiskalen-Systeme sind denkbar. Wir zeigen, daß es mo¨glich ist,
sowohl die Standard- und Nichtstandardform eines Operators als auch seine Multilevel-Erzeu-
gendensystem-Darstellung in eine allgemeinere Multiskalen-Erzeugendensystem-Darstellung
einzubetten. Wir beschra¨nken uns in diesem Abschnitt wiederum auf den Galerkin-Fall, da
die U¨bertragung der Konstruktionen auf den Petrov–Galerkin-Fall unproblematisch ist.
3.4.1 Multilevel-Erzeugendensystem
Betrachten wir die folgende Multilevel-Erzeugendensystem-Darstellung des Ausgangsraums
V0 = V0 + V1 + V2 + ...+ Vlt, (3.46)
mit der u¨berbestimmten ”Basis“
Eezs :=
lt⋃
k=0
{ϕki,V : xki ∈ Ωk}, (3.47)
so kann jede Darstellung u˜0,ezs einer Funktion u0 ∈ V0 u¨ber das erweiterte System (3.47)
mittels einer Abbildung S0lt,ezs in ihre nodale Feingitterdarstellung u¨berfu¨hrt werden. A¨hnlich
wie die Transformation S0lt,ns zerfa¨llt S
0
lt,ezs auf natu¨rliche Weise in Faktoren:
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Es sei S01,ezs : V0 ×V1 −→ V0 definiert durch die Darstellung u¨ber die rechteckige
Matrix S01,ezs := [1V0 , P 01 ];
Fu¨r 2 ≤ k ≤ lt definieren wir Abbildungen
Sk−1k,ezs : V0 × V1 × ...× Vk −→ V0 × V1 × ...× Vk−1
u¨ber ihre Darstellungen durch die rechteckigen Matrizen
Sk−1k,ezs :=

1V0
1V1
. . . [
1Vk−1 , P
k−1
k
]
 .
Dann ist S0lt,ezs := S
0
1,ezs·S12,ezs·...·Slt−1lt,ezs die Produktdarstellung der gesuchten Abbildung. Die
Transformation einer Multilevel-nodalen Darstellung [su0 ; s
u
1 ; ...; s
u
lt] einer Funktion u0 ∈ V0 in
ihre nodale Feingitterdarstellung kann in Diagrammform wie folgt beschrieben werden:
sult−1 s
u
lt−2 · · · su2 su1 su0
↓ ↓ ↓ ↓ ↓
sult
P lt−1lt−→ sult−1
P lt−2lt−1−→ sult−2 −→ · · · −→ su2
P 12−→ su1
P 01−→ su0
(3.48)
Die nach unten fu¨hrenden Pfeile auf jeder Stufe bedeuten lediglich ein Hinzuaddieren des
auf diesem Level dargestellten nodalen Anteils zu den gerade interpolierten Werten. Die
Sequenz fu¨r die umgekehrte Transformation Slt0,ezs einer Funktion u0 ∈ V0 aus ihrer nodalen
Feingitterdarstellung in eine Multilevel-nodale Darstellung erha¨lt man als:
sult−1 s
u
lt−2 · · · su2 su1 su0
↑ ↑ ↑ ↑ ↑
sult
P ltlt−1←− sult−1
P lt−1lt−2←− sult−2 ←− · · · ←− su2
P 21←− su1
P 10←− su0
(3.49)
Die nach oben fu¨hrenden Pfeile bedeuten hierbei, daß jeder grobskalige Anteil suk von u0
explizit in die Multilevel-nodale Darstellung aufgenommen wird. Man gelangt so zu einer
vollsta¨ndig redundanten nodalen Darstellung
u˜0,ezs = [su0 ; s
u
1 ; ...; s
u
lt] = S
lt
0,ezsu0 (3.50)
von u0 innerhalb des erweiterten Systems (3.47), da sa¨mtliche grobskaligen Bestandteile
zusa¨tzlich zur Feingitterdarstellung su0 auftreten. Genauso wie im Falle von W
lt
0,s und S
lt
0,ns
sind die Teilmatrizen P k+1k der bei der Faktorisierung von S
lt
0,ezs auftretenden Faktoren im
allgemeinen vollbesetzt. Aufgrund der schwachen Formulierung wird Slt0,ezs jedoch nicht zur
Implementierung von Multilevel-Verfahren gebraucht, sondern lediglich die transponierte Ab-
bildung (S0lt,ezs)
t. Sie beschreibt die Transformation einer Funktion f0 aus ihrer Momenten-
darstellung bezu¨glich der Feingitterbasis von V0 in die vollsta¨ndig redundante Multilevel-
Momentendarstellung
f˜0,ezs = [s
f
0 ; s
f
1 ; ...; s
f
lt] = (S
0
lt,ezs)
tf0 (3.51)
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bezu¨glich des erweiterten Systems (3.47). Wir erhalten dafu¨r das nachfolgende Schema:
sflt−1 s
f
lt−2 · · · sf2 sf1 sf0
↑ ↑ ↑ ↑ ↑
sflt
(P lt−1lt )
t
←− sflt−1
(P lt−2lt−1 )
t
←− sflt−2 ←− · · · ←− sf2
(P 12 )
t
←− sf1
(P 01 )
t
←− sf0
(3.52)
Der Vollsta¨ndigkeit halber geben wir noch das zu (Slt0,ezs)
t geho¨rende Diagramm an:
sflt−1 s
f
lt−2 · · · sf2 sf1 sf0
↓ ↓ ↓ ↓ ↓
sflt
(P ltlt−1)
t
−→ sflt−1
(P lt−1lt−2 )
t
−→ sflt−2 −→ · · · −→ sf2
(P 21 )
t
−→ sf1
(P 10 )
t
−→ sf0
(3.53)
Wir definieren nun mit Hilfe der Erzeugendensystem-Transformation S0lt,ezs und ihrer Trans-
ponierten (S0lt,ezs)
t
T˜0,ezs := (S0lt,ezs)
tT0S
0
lt,ezs, (3.54)
die sogenannte Multilevel-Erzeugendensystem-Darstellung von T0 [55, 56]. Die Matrix T˜0,ezs
ist aufgrund von Nulleigenwerten nur noch semidefinit und besitzt gleichen Rang wie T0. Das
damit analog zum Standardsystem (3.16) entstehende lineare Gleichungssystem
(S0lt,ezs)
tT0S
0
lt,ezsu˜0,ezs = (S
0
lt,ezs)
tf0
⇐⇒ T˜0,ezsu˜0,ezs = f˜0,ns
(3.55)
ist lo¨sbar, da die rechte Seite f˜0,ns := (S0lt,ezs)
tf0 in konsistenter Weise gebildet wird. Die
vollsta¨ndig redundante Multilevel-nodale Darstellung Slt0,ezsu0 der Lo¨sung des Ausgangssy-
stems (3.50) ist jedoch keine Lo¨sung. Aufgrund der Semidefinitheit der erweiterten System-
matrix ist die Lo¨sung zu (3.55) nicht mehr eindeutig bestimmt. Unterschiedliche Lo¨sungen
u˜10,ezs und u˜
2
0,ezs sind aber in dem Sinne a¨quivalent, daß sie nach Anwendung von S
0
lt,ezs den
gleichen Vektor
u0 = S0lt,ezsu˜
1
0,ezs = S
0
lt,ezsu˜
2
0,ezs,
die eindeutig bestimmte Lo¨sung des Ausgangssystems, ergeben. Da T˜0,ezs nicht invertierbar
ist, ist es ungeachtet der Kosten nicht mo¨glich, einen direkter Lo¨ser wie etwa die Gauß-
Elimination zum Lo¨sen von (3.55) im Erzeugendensystem einzusetzen. A¨hnlich wie im Fall
der Nichtstandardform erha¨lt man jedoch durch die Erzeugendensystem-Darstellung der Fein-
gitterinversen (T˜−10 )ezs ein direktes Verfahren. Es gilt
u0 = S0lt,ezs(T˜
−1
0 )ezs(S
0
lt,ezs)
tf0. (3.57)
Man vergleiche dies auch mit der Darstellung (3.38). Stattdessen kann man zur Lo¨sung auch
ein lineares Iterationsverfahren
u˜i+10,ezs = u˜
i
0,ezs − M˜−10,ezs(f˜0,ezs − T˜0,ezsu˜i0,ezs)
= u˜i0,ezs − M˜−10,ezs(S0lt,ezs)t(f0 − T0ui0)
(3.58)
mit invertierbarer Matrix M˜0,ezs heranziehen, wobei ui0 = S
0
lt,ezsu˜
i
0,ezs ist. Durch Linkstrans-
formation mittels S0lt,ezs ist (3.58) auch als lineare Iteration mit Matrix der zweiten Normal-
form [64]
M−10,ezs := S
0
lt,ezsM˜
−1
0,ezs(S
0
lt,ezs)
t (3.59)
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im urspru¨nglichen Feingittersystem interpretierbar. Man vergleiche dies wiederum mit der
Darstellung (3.39). Es kann M˜−10,ezs auch als Vorkonditionierer fu¨r Krylovraum-Verfahren
bezu¨glich des erweiterten Systems eingesetzt werden. U¨ber die Transformation S0lt,ezs ist eine
Interpretation als Multilevel-vorkonditioniertes Krylovraum-Verfahren fu¨r das Ausgangssy-
stem mo¨glich. Der Multilevel-Vorkonditionierer ist dann gerade M−10,ezs, wie in (3.59) definiert.
3.4.2 Standardsystem und Multilevel-Erzeugendensystem
Wir zeigen nun, wie die zur Standardform T˜0,s geho¨renden Multiskalen-Transformationen je-
weils auch als Produkte der entsprechenden Erzeugendensystem-Transformationen mit geeig-
neten Blockdiagonalmatrizen dargestellt werden ko¨nnen. Dazu wird die Transformation W 0lt,s
in einen zweistufigen Prozeß zerlegt, bei dem jeder Detail-Anteil einer in die nodale Feingit-
terdarstellung zuru¨ck zu transformierenden Standarddarstellung u˜0,s einer Funktion u0 ∈ V0
zuna¨chst einmal in einen na¨chstgrobskaligeren Anteil transformiert wird. Dieser Schritt ist
simultan durchfu¨hrbar und erfolgt beispielsweise mit Hilfe der Blockdiagonalmatrix
Q0lt,s := blockdiag(Q
0
1, ..., Q
lt−1
lt ,1Vlt). (3.60)
Man gelangt so zu einer Multilevel-nodalen Darstellung von u0. Anschließend werden in einem
zweiten Schritt alle Multilevel-nodalen Anteile mittels S0lt,s ”aufsummiert“, so daß wir fu¨r die
gesamte Transformation das Produkt
W 0lt,s = S
0
lt,ezsQ
0
lt,s (3.61)
erhalten. Das entsprechende Diagramm setzt sich additiv aus dem ersten Anteil des Dia-
gramms (3.25) und dem zu S0lt,ezs geho¨renden Diagramm (3.48) zusammen:
dult d
u
lt−1 d
u
lt−2 · · · du2 du1
Qlt−1lt↘
Qlt−2lt−1
↘ ↘ ↘
Q12↘
Q01↘
s
dult
lt−1 s
dult−1
lt−2 · · · s
du3
2 s
du2
1 s
du1
0
↓ ↓ ↓ ↓ ↓
sult
P lt−1lt−→ sult−1
P lt−2lt−1−→ sult−2 −→ · · · −→ su2
P 12−→ su1
P 01−→ su0
(3.62)
Die grobskaligen Anteile der explizit erscheinenden Erzeugendensystem-Darstellung werden
hierbei durch diejenigen Detail-Anteile oben indiziert, von denen sie unmittelbar abstammen.
Die transponierte Abbildung (W 0lt,s)
t, die den Wechsel von der Feingitter-Momentendarstel-
lung einer Funktion f0 ∈ V0 hin in die Momentendarstellung bezu¨glich der Multiskalen-Basis
beschreibt, kann damit ebenfalls als das Produkt
(W 0lt,s)
t = (Q0lt,s)
t(S0lt,ezs)
t (3.63)
geschrieben werden. Eine zu transformierende Momentendarstellung f0 bezu¨glich der Feingit-
terbasis wird also zuna¨chst mittels (S0lt,s)
t in eine Multilevel-Momentendarstellung gebracht.
Anschließend wird von jedem Anteil sfk u¨ber die Transformationen (Q
k
k+1)
t der Detail-Anteil
relativ zur na¨chstgro¨beren Skala k+ 1 extrahiert. Das zugeho¨rige Diagramm setzt sich addi-
tiv aus dem ersten Anteil des Diagramms (3.26) und dem zu (S0lt,s)
t geho¨renden Diagramm
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(3.52) zusammen:
dflt d
f
lt−1 d
f
lt−2 · · · df2 df1
(Qlt−1lt )
t
↖
(Qlt−2lt−1)
t
↖ ↖ ↖
(Q12)
t
↖
(Q01)
t
↖
sflt−1 s
f
lt−2 · · · sf2 sf1 sf0
↑ ↑ ↑ ↑ ↑
sflt
(P lt−1lt )
t
←− sflt−1
(P lt−2lt−1 )
t
←− sflt−2 ←− · · · ←− sf2
(P 12 )
t
←− sf1
(P 01 )
t
←− sf0
(3.64)
Man erha¨lt entsprechende Diagramme fu¨r Anwendungen der Produkte
W lt0,s = Q
lt
0,sS
lt
0,ezs, (3.65)
(W lt0,s)
t = (Slt0,ezs)
t(Qlt0,s)
t, (3.66)
wobei Qlt0,s := blockdiag(Q
1
0, ..., Q
lt
lt−1,1Vlt) ist. Sie werden analog zu (3.64) und (3.62) gebil-
det.
3.4.3 Multiskalen-Erzeugendensystem
Es sind selbstversta¨ndlich noch gro¨ßere Multiskalen-Systeme vorstellbar. Wir zeigen zum
Abschluß diese Kapitels eine Mo¨glichkeit, die bislang betrachteten Multiskalen-Darstellungen
eines Operators T0 in eine allgemeinere Multiskalen-Erzeugendensystem-Darstellung einzu-
betten. Wir betrachten dazu die Zerlegung
V0 = V0 + (W1 + V1) + (W2 + V2) + ...+ (Wlt + Vlt) (3.67)
zusammen mit der u¨berbestimmten ”Basis“
Emsezs := {ϕ0i,V : x0i ∈ Ω0} ∪
lt⋃
k=1
{
{ψki,V : xk−1i ∈ Ωk−1\Ωk} ∪ {ϕki,V : xk−1i ∈ Ωk}
}
. (3.68)
Jede Darstellung u˜0,msezs einer Funktion u0 ∈ V innerhalb des erweiterten Systems (3.68)
kann mittels einer Abbildung S0lt,msezs in ihre nodale Feingitterdarstellung bezu¨glich V0
u¨berfu¨hrt werden, wobei S0lt,msezs auf natu¨rliche Weise in Faktoren zerfa¨llt:
Es sei S01,msezs : V0 × (W1 × V1) −→ V0 definiert durch die Darstellung u¨ber die
rechteckige Matrix S01,msezs := [1V0 ,W 01 ];
Fu¨r 2 ≤ k ≤ lt definieren wir Abbildungen
Sk−1k,msezs : V0×(W1×V1)× ...×(Wk×Vk) −→ V0×(W1×V1)× ...×(Wk−1×Vk−1)
u¨ber ihre Darstellungen durch die rechteckigen Matrizen
Sk−1k,msezs :=

1V0 (
1W1
1V1
)
. . . [(
1Wk−1
1Vk−1
)
,W k−1k
]

.
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Abbildung 3.6: Schematische Darstellung der Petrov–Galerkin Multiskalen-Erzeugendensystem-
Darstellung (oben links), der darin enthaltenen Multilevel-Erzeugendensystem-Darstellung (oben
rechts, grau unterlegt) der Standardform (unten links, grau unterlegt) und der Nichtstandardform
(unten rechts, grau unterlegt) im Fall lt = 2.
Dann ist S0lt,msezs := S
0
1,msezs · S12,msezs · ... · Slt−1lt,msezs die Produktdarstellung der gesuchten
Abbildung. Wir erhalten als erweiterte Systemmatrix
T˜0,msezs := (S0lt,msezs)
tT0S
0
lt,msezs, (3.69)
die sowohl die Standard- und Nichtstandardform von T0 als auch die Multilevel-Erzeugen-
densystem-Darstellung gema¨ß [55, 56] als Untermatrizen entha¨lt.
Abbildung 3.6 zeigt fu¨r lt = 2 im allgemeinen Petrov–Galerkin-Fall den schematischen
Aufbau von T˜0,msezs, als grau unterlegte Teilmatrizen die gewo¨hnliche Erzeugendensystem-
Darstellung sowie auch Standard- und Nichtstandardform von T0.
50 Einbettung in ein Multiskalen-Erzeugendensystem
0 500 1000 1500 2000 2500 3000
0
500
1000
1500
2000
2500
3000
nz = 147188
0 500 1000 1500 2000
0
500
1000
1500
2000
nz = 325625
Abbildung 3.7: Multiskalen-Erzeugendensystem-Darstellung T˜0,msezs fu¨r Finite-Differenzen Dis-
kretisierungen des 1D (links) bzw. 2D (rechts) Laplace-Operators auf Ω =]0, 1[d (d = 1, 2), h0 =
1
1024
(1D) bzw. h0 =
1
32
(2D), vollsta¨ndige Zerlegung des Ansatz- und Testraums mittels linearer Prewa-
velets, Tensorprodukt-Ansatz in 2D.
In Abbildung 3.7 sehen wir die Besetzungsmuster der Multiskalen-Erzeugendensystem-Dar-
stellung fu¨r den mittels Finite-Differenzen auf Ω =]0, 1[d (d = 1, 2) diskretisierten Laplace-
Operator in einer (links) und zwei (rechts) Raumdimensionen. Es wurde dazu jeweils eine
Prewavelet-Zerlegung der ein- beziehungsweise zweidimensionalen Ansatz- und Testra¨ume
durchgefu¨hrt.
Kapitel 4
Iterative Verfahren fu¨r
Multiskalen-transformierte lineare
Gleichungssysteme
In diesem Kapitel stellen wir multiplikative und additive Multiskalen-Methoden vor, die der
Lo¨sung des Feingittersystems (3.5) ausgehend von der Standard- und der Nichtstandardform
des diskreten Operators T0 bezu¨glich der Multiskalen-Zerlegungen (3.2) und (3.3) dienen.
Wir betrachten zuerst in recht allgemeiner Weise Matrixsplittings der Standard- und Nicht-
standardform eines diskreten Operators T0 und untersuchen, unter welchen Bedingungen
daru¨ber definierte Iterationsverfahren im Standard- und Nichtstandardsystem einander a¨qui-
valent sind. Daru¨berhinaus wird gezeigt, wie sich diese Iterationen dann auch aus Sicht von
Multilevel-Erzeugendensystemen, das heißt auf der Basis klassischer Multilevel-Verfahren dar-
stellen lassen.
In dem danach folgenden zentralen Unterkapitel 4.2 werden zwei zuna¨chst unterschiedlich
erscheinende multiplikative Multiskalen-Verfahren definiert. Das erste Verfahren basiert auf
einer approximativen Faktorisierung der Nichtstandardform T˜0,ns von T0, die a¨quivalent zu
einer entsprechenden approximativen Faktorisierung der Standardform T˜0,s ist. Man gelangt
so zu einer approximativen Multiskalen-Inversen M−10,ns von T0, die sich effizienter berechnen
la¨ßt als die dazu a¨quivalente u¨ber die Standardform definierte approximative Multiskalen-
Inverse M−10,s . Es kann M
−1
0,ns beispielsweise innerhalb einer linearen Iteration der Form
xi+10 = x
i
0 +M
−1
0,ns(f0 − T0xi0), (i = 0, 1, 2, ...), (4.1)
oder auch als Multiskalen-Vorkonditionierer fu¨r Krylovraum-Verfahren (siehe Anhang) ein-
gesetzt werden. Iteration (4.1) la¨ßt sich zudem als Block-Gauß–Seidel Verfahren im Nicht-
standardsystem interpretieren, das a¨quivalent zu einem entsprechenden Block-Gauß–Seidel
Verfahren fu¨r das Standardsystem ist. Die zweite Technik beruht auf dem sukzessiven appro-
ximativen Lo¨sen der Teilgleichungen fu¨r die Detail- und grobskaligen Komponenten des auf
Nichtstandardform transformierten Systems, wobei die vorhergehenden Korrekturen jeweils
in die darauffolgenden einfließen. Das Verfahren geho¨rt damit zur Klasse der multiplikativen
Unterraumkorrektur-Methoden [127]. Es kann auch als eine Verallgemeinerung der klassischen
Hierarchischen Basis Mehrgitter-Methode (HBMG) angesehen [12, 16] und mittels speziell de-
finierter Gla¨ttungsiterationen sogar als gewo¨hnliches Mehrgitter-Verfahren interpretiert wer-
den. Beide Verfahren werden zuna¨chst im Fall der einfachen Zerlegungen (3.6) und (3.11)
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vorgestellt. Danach werden die entsprechenden Algorithmen anhand der Nichtstandardform
T˜0,ns im Multiskalen-Fall besprochen. Es zeigt sich, daß sie bei jeweils exakter Invertierung
der Blo¨cke Ak (k = 1, ..., lt) a¨quivalent sind. Bei lediglich approximativer Invertierung dieser
Blo¨cke ist die zweite Technik der ersten u¨berlegen, da hierbei in den Nachkorrekturschritten
modifizierte Residuen gebildet werden, die genau zu den zu lo¨senden Teilproblemen passen.
Wir zeigen, daß eine effiziente Implementierung beider Verfahren auch ohne das vollsta¨ndige
Aufstellen der Nichtstandardform mo¨glich ist. Neben den Zweiskalen-Transformationen fu¨r
die Ansatz- und Testseite werden dazu im Fall einer lediglich approximativen Invertierung
der Blo¨cke Ak nur deren approximative Inversen A˘−1k und die jeweiligen Grobgitteroperatoren
Tk bezu¨glich der verschiedenen Skalen sowie der Feingitteroperator T0 beno¨tigt.
Nach dem Vorstellen der Grundversionen der beiden multiplikativen Multiskalen-Algorithmen
diskutieren wir dann Mo¨glichkeiten, diese weiter zu verbessern. Wir schlagen verbesserte Vari-
anten vor, die genauere Schur-Komplement-Approximationen zur Bestimmung der im Verlauf
der Verfahren zu berechnenden verallgemeinerten hierarchischen Residuen verwenden. Diese
verbesserten Varianten sind unseres Wissens in dieser Form bislang nicht in der Literatur
aufgetreten. Daru¨berhinaus vergleichen wir die Verfahren noch mit drei verwandten Ansa¨tze
aus der Literatur. Es sind dies eine in [48, 49] vorgeschlagene schnelle Wavelet-basierte LU-
Faktorisierung, die Multilevel-Vorkonditionierung mittels AMLI (AMLI = Algebraic Multi-
Level Iteration) gema¨ß [5, 6] sowie die Methode der Approximativen Zyklischen Reduktion
[96, 97].
Es wird schließlich noch auf der Basis multiplikativer Verfahren und ihrer Implementierung
mittels der Nichtstandardform eine Herleitung der entsprechenden additiven Variante als
additive Unterraumkorrektur-Methode gegeben [127]. Eine effiziente Realisierung ist hier aber
bereits mit Hilfe des Standardsystems auf einfache Weise mo¨glich.
4.1 Matrixsplittings der Standard- und Nichtstandardform
Wir betrachten in diesem Unterkapitel additive Matrixsplittings der Standard- und der Nicht-
standardform eines diskreten Operators T0. Wir zeigen zuna¨chst, daß es zu jedem Matrix-
splitting der Nichtstandardform T˜0,ns ein a¨quivalentes Splitting der zugeho¨rigen Standard-
form T˜0,s gibt und umgekehrt. A¨quivalent bedeutet hierbei, daß die Anwendung der an einem
Splitting beteiligten Nichtstandardform-Matrizen auf jeden Vektor x˜0,ns in vollsta¨ndig red-
undanter Darstellung nach Konversion ins Standardsystem das gleiche Ergebnis liefert, wie
die Anwendung der entsprechenden Standardform-Matrizen auf den zugeho¨rigen Vektor x˜0,s.
Satz 7 (A¨quivalente Splittings von Standard- und Nichtstandardform)
Jedes Matrixsplitting T˜0,s = M˜0,s + R˜0,s der Standardform eines Operators T0 induziert ein
eindeutig bestimmtes Splitting T˜0,ns = M˜0,ns + R˜0,ns der Nichtstandardform, so daß fu¨r alle
Vektoren x0 ∈ IRN0 die Beziehungen
M˜0,sx˜0,s = (M˜0,nsx˜0,ns)s, (4.2)
R˜0,sx˜0,s = (R˜0,nsx˜0,ns)s (4.3)
gelten. Umgekehrt wird durch ein beliebiges Matrixsplitting T˜0,ns = M˜0,ns + R˜0,ns der Nicht-
standardform von T0 ein eindeutig bestimmtes Splitting T˜0,s = M˜0,s + R˜0,s der Standardform
induziert, so daß fu¨r jeden Vektor x0 ∈ IRN0 die Beziehungen (4.2) und (4.3) ebenfalls erfu¨llt
sind.
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Beweis:
Die Algorithmen zur gegenseitigen Konvertierung von Standard- und Nichtstandardform-Ma-
trizen sind (algebraisch) linear (siehe Kapitel 3.3.3), so daß fu¨r Matrizen Z˜0,s = X˜0,s + Y˜0,s
und Z˜0,ns = X˜0,ns + Y˜0,ns, die die Form solcher Matrizen haben, gilt
(Z˜0,s)ns = (X˜0,s + Y˜0,s)ns = (X˜0,s)ns + (Y˜0,s)ns,
(Z˜0,ns)s = (X˜0,ns + Y˜0,ns)s = (X˜0,ns)s + (Y˜0,ns)s.
Ausgehend von einem Splitting in einem der beiden Darstellungsformate (Standard- oder
Nichtstandardform) beweist dies die Existenz eines entsprechenden Splittings im anderen
Format.
Die Berechnungen des Matrix-Vektor-Produkts in der Standard- und Nichtstandarddarstel-
lung sind kompatibel mit den Konvertierungsroutinen, das heißt fu¨r jeden Vektor x0 ∈ IRN0
haben wir gema¨ß (3.44) und (3.45)
M˜0,sx˜0,s = ((M˜0,s)nsx˜0,ns)s,
(M˜0,nsx˜0,ns)s = (M˜0,ns)sx˜0,s.
Damit folgt die Beziehung (4.2) und ebenso (4.3).
Zum Nachweis der Eindeutigkeit der induzierten Splittings betrachten wir nun zwei Zerleg-
ungen T˜0,ns = M˜0,ns + R˜0,ns = M˜10,ns + R˜
1
0,ns, so daß fu¨r jeden Vektor x0 ∈ IRN0
M˜0,sx˜0,s = (M˜0,nsx˜0,ns)s = (M˜10,nsx˜0,ns)s,
R˜0,sx˜0,s = (R˜0,nsx˜0,ns)s = (R˜10,nsx˜0,ns)s
gelten. Die Algorithmen zur gegenseitigen Konvertierung von Standard- und Nichtstandard-
vektoren sind ebenfalls linear, so daß also gilt
0 = ((M˜0,ns − M˜10,ns)x˜0,ns)s,
0 = ((R˜0,ns − R˜10,ns)x˜0,ns)s.
Hierbei bezeichnet 0 einen Nullvektor passender Gro¨ße. Da das Matrix-Vektor-Produkt im
Nichtstandardsystem eine nichtredundante Darstellung im erweiterten System liefert, folgen
M˜0,ns = M˜10,ns und R˜0,ns = R˜
1
0,ns. Die Eindeutigkeit des induzierten Splittings bezu¨glich der
Standardform wird mit a¨hnlichen Argumenten nachgewiesen.

Zum besseren Versta¨ndnis des obigen Satzes zeigen wir nun detailliert die Mechanismen
zur Konvertierung gegebener Matrixsplittings im Fall lt = 2. Wir betrachten zuna¨chst ein
Splitting der Nichtstandardform T˜0,ns = M˜0,ns + R˜0,ns fu¨r den Ausgangsoperator T0. Die
hierdurch induzierten Matrixsplittings der Blo¨cke A1, A2, T2, B2 und C2 von T˜0,ns liefern
direkt solche der entsprechenden gleichen Blo¨cke innerhalb der Standardform. Ausgehend
von den Zerlegungen
B1 = MB1 + RB1,
C1 = MC1 + RC1
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ergibt sich das gewu¨nschte Splitting der Standardform T˜0,s mit den Definitionen
B21 = B1Q
1
2,V = (
MB1 + RB1)Q12,V =:
MB21 +
RB21 ,
B31 = B1P
1
2,V = (
MB1 + RB1)P 12,V =:
MB31 +
RB31 ,
C21 = (Q
1
2,S)
tC1 = (Q12,S)
t(MC1 + RC1) =: MC21 +
RC21 ,
C31 = (P
1
2,S)
tC1 = (P 12,S)
t(MC1 + RC1) =: MC31 +
RC31 .
Wir betrachten nun ein Splitting der Standardform T˜0,s = M˜0,s + R˜0,s. Die Matrixsplittings
der Blo¨cke A1, A2, T2, B32 und C
3
2 von T˜0,s liefern wiederum solche der entsprechenden gleichen
Blo¨cke innerhalb der Nichtstandardform. Sind
B21 =
MB21 +
RB21 ,
B31 =
MB31 +
RB31 ,
C21 =
MC21 +
RC21 ,
C31 =
MC31 +
RC31 ,
dann definieren wir
MB1 := [MB21 ,
MB31 ] · (W 12,V)−1,
RB1 := [RB21 ,
RB31 ] · (W 12,V)−1,
MC1 := (W 12,S)
−t · [MC21 ;MC31 ],
RC1 := (W 12,S)
−t · [RC21 ;RC31 ].
Man erha¨lt so
B1 = [B21 , B
3
1 ] · (W 12,V)−1 = [MB21 + RB21 ,MB31 + RB31 ] · (W 12,V)−1
= [MB21 ,
MB31 ] · (W 12,V)−1 + [RB21 ,RB31 ] · (W 12,V)−1
= MB1 + RB1,
C1 = (W 12,S)
−t · [C21 ;C31 ] = (W 12,S)−t · [MC21 + RC21 ;MC31 + RC31 ]
= (W 12,S)
−t · [MC21 ;MC31 ] + (W 12,S)−t · [RC21 ;RC31 ]
= MC1 + RC1
und damit das gewu¨nschte Splitting der Nichtstandardform T˜0,ns. Um zu u¨berpru¨fen, ob die
so definierten Zerlegungen miteinander konsistent sind, berechnen wir
MB1Q
1
2,V = [
MB21 ,
MB31 ] · (W 12,V)−1Q12,V
= [MB21 ,
MB31 ] · [1; 0] = MB21 ,
(Q12,S)
tMC1 = (Q12,S)
t(W 12,S)
−t · [MC21 ;MC31 ]
= [1,0] · [MC21 ;MC31 ] = MC21
sowie MB1P 12,V =
MB31 und (P
1
2,S)
tMC1 = MC31 . Hierbei bezeichnen wir mit 1 Einheitsmatriz-
en sowie mit 0 Matrizen, die nur aus Nullen bestehen, und jeweils passende Gro¨ße besitzen.
Fu¨r die R-Ausdru¨cke ergeben sich die analogen Beziehungen.
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Wir weisen schließlich fu¨r dieses Beispiel die Beziehung (4.2) explizit nach und berechnen
dazu den Ausdruck (M˜0,nsx˜0,ns)s, wobei x˜0,ns = [dx1 ; s
x
1 ; d
x
2 ; s
x
2 ] ist. Wir erhalten
(M˜0,nsx˜0,ns)s =

MA1d
x
1 +
MB1s
x
1
MC1d
x
1
MA2d
x
2 +
MB2s
x
2
MC2d
x
2 +
MT2s
x
2

s
=

MA1d
x
1 + [
MB21 ,
MB31 ] · (W 12,V)−1sx1
(W 12,S)
−t · [MC21 ;MC31 ]dx1
MA2d
x
2 +
MB2s
x
2
MC2d
x
2 +
MT2s
x
2

s
=
 MA1dx1 + MB21dx2 + MB31sx2MC21dx1 + MA2dx2 + MB32sx2
MC31d
x
1 +
MC32d
x
2 +
MT2s
x
2
 = M˜0,sx˜0,s.
Beziehung (4.3) kann in der gleichen Weise gezeigt werden.
Sind die Zweiskalen-Transformationen W 12,V und W
1
2,S schwachbesetzt, so besteht das durch
ein Splitting einer Nichtstandardform T˜0,ns mittels schwachbesetzter Matrizen induzierte
Splitting von T˜0,s wieder aus schwachbesetzten Matrizen. Der umgekehrte Sachverhalt ist
nicht unmittelbar einzusehen, da ausgehend von einem Splitting der Standardform T˜0,s mit
schwachbesetzten Matrizen das entsprechende Splitting im Nichtstandardsystem durch die
inversen Basiswechsel W 21,V = (W
1
2,V)
−1 und W 21,S = (W
1
2,S)
−1 induziert wird. Diese sind
aber im allgemeinen vollbesetzt, wie wir in Kapitel 3 gesehen haben. Nehmen wir zum Bei-
spiel an, daß MB21 und
MB31 ein schwaches Besetzungsmuster aufweisen, so denken wir uns
den Block [MB21 ,
MB31 ] entstanden mittels W
1
2,V aus einer notwendig schwachbesetzten Matrix
M B¯1, na¨mlich [MB21 ,
MB31 ] =
M B¯1 ·W 12,V . Damit ist dann aber
MB1 = [MB21 ,
MB31 ] · (W 12,V)−1
= M B¯1 ·W 12,V · (W 12,V)−1 = M B¯1
schwachbesetzt. Die schwachbesetzten Blo¨cke der am Splitting der Standardform beteiligten
Matrizen lassen sich allgemein als solche interpretieren, die im Verlauf der Transformation auf
Standardform aus zwangsla¨ufig schwachbesetzten Blo¨cken vorheriger Zerlegungen entstanden
sind. Die Ru¨cktransformationen mittels der vollbesetzten inversen Basiswechsel fu¨hren gerade
zu jenen schwachbesetzten Blo¨cken, die vorher zerlegt wurden.
Selbstversta¨ndlich gelten die bislang gemachten Aussagen auch fu¨r Fa¨lle, bei denen mehr
als zwei Summanden am Matrixsplitting beteiligt sind. Als konkretes Beispiel kann man das
fundamentale Splitting der Standardform T˜0,s in ihren Block-unteren, Block-diagonalen und
Block-oberen Anteil betrachten, mit dessen Hilfe sich beispielsweise multiplikative Multiska-
len-Verfahren zur Lo¨sung des Feingittersystems formulieren lassen. Es lautet im Fall lt = 2:
C31 C
3
2 T2
C21 A2 B
3
2
A1 B21 B
3
1
=
C31 C
3
2 T
L
2
C21 A
L
2
AL1
+
TD2
AD2
AD1
+
TU2
AU2 B
3
2
AU1 B
2
1 B
3
1
Die oberen Indizes L, U und D kennzeichnen hierbei den strikten unteren und oberen sowie
diagonalen Anteil der jeweiligen Blo¨cke. Das so erzeugte Splitting ist a¨quivalent zum folgenden
Splitting der Nichtstandardform T˜0,ns:
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C1
A1 B1
C2
A2
T2
B2
= C1
AL1
C2
AL2
TL2
+
AD1
AD2
TD2
+
AU1 B1
AU2
TU2
B2
Wir zeigen jetzt, daß ein Iterationsverfahren, das auf einem Matrixsplitting der Standardform
basiert, unter Umsta¨nden auch mittels des Nichtstandardsystems durchgefu¨hrt werden kann,
und machen dazu die folgende Annahme. Es gebe zu einer approximativen Inversen M˜−10,s von
T˜0,s = M˜0,s + R˜0,s eine Prozedur im Nichtstandardsystem, die mit M˜−10,ns bezeichnet werde
und die durch das entsprechende Matrixsplitting der Nichtstandardform T˜0,ns = M˜0,ns+R˜0,ns
induziert wird, so daß fu¨r jeden Vektor x0 ∈ IRN0 die Beziehung
M˜−10,s x˜0,s = (M˜
−1
0,nsx˜0,ns)s (4.4)
erfu¨llt ist. Hierbei bedeutet der Ausdruck M˜−10,nsx˜0,ns die Anwendung der Prozedur auf einen
Vektor in vo¨llig redundanter Nichtstandarddarstellung. Diese Voraussetzung trifft insbeson-
dere auf das fundamentale Splitting zu, wie wir im na¨chsten Unterkapitel sehen werden.
Sie gilt auch, wenn das Splitting der Standardform durch eine unvollsta¨ndige Faktorisierung
mittels unterer und oberer Dreiecksmatrizen L˜0,s und U˜0,s definiert wird:
T˜0,s = L˜0,sU˜0,s + R˜0,s. (4.5)
Das hierzu a¨quivalente Matrixsplitting der Nichtstandardform kann genauso u¨ber die unte-
ren und oberen Nichtstandardmatrizen L˜0,ns := (L˜0,s)ns und U˜0,ns := (U˜0,s)ns, die durch
Konversion ins Nichtstandardsystem entstehen, formuliert werden.
Satz 8 (A¨quivalenz von Iterationsverfahren mittels des Standard- und Nicht-
standardsystems)
Es seien die Matrixsplittings T˜0,s = M˜0,s+R˜0,s und T˜0,ns = M˜0,ns+R˜0,ns a¨quivalent im Sinne
von Satz 7 und es existiere diesbezu¨glich eine Prozedur M˜−10,ns, so daß Beziehung (4.4) erfu¨llt
ist. Unter der Voraussetzung gleicher Startvektoren erha¨lt man durch die damit gebildeten
Iterationsverfahren
i) xi+10 = x
i
0 +W
0
lt,s,VM˜
−1
0,s (W
0
lt,s,S)
t(f0 − T0xi0), (i = 0, 1, 2, ...),
ii) xi+10 = x
i
0 + S
0
lt,ezs,VQ
0
lt,sM˜
−1
0,s (Q
0
lt,s)
t(S0lt,ezs,S)
t(f0 − T0xi0), (i = 0, 1, 2, ...),
iii) xi+10 = x
i
0 + S
0
lt,ns,VM˜
−1
0,ns(S
0
lt,ns,S)
t(f0 − T0xi0), (i = 0, 1, 2, ...),
in jedem Schritt die gleichen Iterierten. Betrachtet man ausgehend von dem Startvektor
x˜00,s := W
lt
0,s,Vx
0
0 das Iterationsverfahren im Standardsystem
iv) x˜i+10,s = x˜
i
0,s + M˜
−1
0,s (f˜0,s − T˜0,sx˜i0,s), (i = 0, 1, 2, ...),
so stimmen dessen Iterierten nach Ru¨cktransformation in die nodale Feingitterdarstellung
mit den Iterierten aus i), ii) und iii) u¨berein.
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Beweis:
Die Gleichheit der Iterierten aus i) und ii) folgt direkt mit den Produktdarstellungen (3.61)
und (3.63). Der Beweis der restlichen Behauptungen erfolgt per Induktion u¨ber die Iterati-
onsschritte. Der Induktionsanfang (i = 0) ist klar nach den Voraussetzungen. Wir nehmen
nun an, daß die Iterierten aus i) und iii) im i-ten Schritt u¨bereinstimmen und fu¨r die Ite-
rierte x˜i0,s aus iv) x
i
0 = W
0
lt,s,V x˜
i
0,s gilt. Es seien dann r
i
0 = f0 − T0xi0, r˜i0,s = (W 0lt,s,S)tri0 und
r˜i0,ns = (S
0
lt,ns,S)
tri0 die Residuen nach dem i-ten Iterationsschritt von i) und iii) in Feingitter-,
Standard- sowie vollsta¨ndig redundanter Nichtstandard-Momentendarstellung. Aufgrund von
(4.4) erhalten wir mit der expliziten Darstellung (3.41) der zugeho¨rigen Konversionsroutine,
da M˜−10,nsr˜
i
0,ns eine nichtredundante Nichtstandarddarstellung ist,
M˜−10,s r˜
i
0,s = W
lt
0,s,VS
0
lt,ns,VM˜
−1
0,nsr˜
i
0,ns.
Ru¨cktransformation beider Seiten mittels W 0lt,s,V zeigt dann, daß bei beiden Iterationen i)
und iii) die gleichen Korrekturen der Iterierten xi0 berechnet werden. Hieraus ergibt sich die
erste Behauptung. Wegen
f˜0,s − T˜0,sx˜i0,s = (W 0lt,s,S)t(f0 − T0W 0lt,s,VW lt0,s,Vxi0)
stimmt r˜i0,s nach Induktionsannahme ebenfalls mit dem Residuum nach dem i-ten Iterations-
schritt von iv) u¨berein. Es wird aus Sicht des Standardsystems also bei der Iteration iv) die
gleiche Korrektur berechnet wie bei i). Damit folgt auch die zweite Behauptung.

4.2 Multiplikative Multiskalen-Verfahren
4.2.1 Multiplikative Verfahren fu¨r einfache Zerlegungen
Wir untersuchen zum besseren Versta¨ndnis der beiden im na¨chsten Abschnitt vorgestellten
Multiskalen-Verfahren diese zuna¨chst im Fall der Zerlegungstiefe lt = 1, das heißt fu¨r ein
Gleichungssystem der Form (3.10), hervorgerufen durch die einfachen direkten Splittings von
Ansatz- und Testraum V0 = W1 ⊕ V1 und S0 = F1 ⊕ S1. Unsere Darstellung erfolgt dabei
direkt im betrachteten Zweiskalen-System, um beide Methoden besser vergleichen zu ko¨nnen.
Symmetrische Block-Gauß-Seidel Iteration
Wir untersuchen die Iteration
x˜i+10 = x˜
i
0 + M˜
−1
0 (f˜0 − T˜0x˜i0), (i = 0, 1, 2, ...), (4.6)
wobei M˜0 u¨ber folgende approximative Faktorisierung von T˜0 erkla¨rt ist:
M˜0 :=
(
A1 0
C1 T1
)(
1 A−11 B1
0 1
)
=: L˜0U˜0. (4.7)
Es entspricht damit (4.6) einer symmetrischen Block-Gauß-Seidel Iteration fu¨r das einfach
transformierte System, da gilt:
M˜0 =
[(
0 0
C1 0
)
+
(
A1 0
0 T1
)](
A1 0
0 T1
)−1 [( 0 B1
0 0
)
+
(
A1 0
0 T1
)]
.
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Mit den Matrizen Aˆ1Aˇ1 := A1 (LU-Faktorisierung), Cˆ1 := C1Aˇ−11 , Bˇ1 := Aˆ
−1
1 B1 und Tˆ1Tˇ1 :=
T1 (LU-Faktorisierung) kann die Faktorisierung von M˜0 auch folgendermaßen geschrieben
werden:
M˜0 =
(
Aˆ1 0
Cˆ1 Tˆ1
)(
Aˇ1 Bˇ1
0 Tˇ1
)
. (4.8)
Die Approximation an T˜0 besteht darin, den bei der Block-Gauß-Elimination der Fein-ohne-
Grobgitterunbekannten aus den transformierten Grobgittergleichungen entstehenden Schur-
Komplement Operator
S1 := T˜0/T1 := T1 − C1A−11 B1
alleine durch dessen ersten Anteil, den Grobgitteroperator T1, zu na¨hern. Eine theoretische
Rechtfertigung hierfu¨r ist im Falle symmetrisch positiv definiter Operatoren die spektrale
A¨quivalenz der Grobgitteroperatoren und der zugeho¨rigen Schur-Komplement Operatoren
[31].
Die Anwendung von M˜−10 = U˜
−1
0 L˜
−1
0 auf f˜0− T˜0x˜i0 wird gema¨ß der Darstellung (4.7) mittels
einer Vorwa¨rts- und Ru¨ckwa¨rtssubstitution realisiert und verlangt das zweimalige Anwenden
von A−11 sowie die einmalige Anwendung von T
−1
1 (zu bestimmende Teilvektoren werden
jeweils innerhalb ihrer Bestimmungsgleichung fett dargestellt):
i) Vorwa¨rtssubstitution
Lo¨se (
A1 0
C1 T1
)(
d1,v
s1,v
)
!=
(
df1 −A1dx
i
1 −B1sx
i
1
sf1 − C1dxi1 − T1sxi1
)
.
Man erha¨lt
d1,v = A−11 (d
f
1 −A1dx
i
1 −B1sx
i
1 ),
s1,v = T−11 (s
f
1 − C1dx
i
1 − T1sx
i
1 − C1d1,v).
ii) Ru¨ckwa¨rtssubstitution
Lo¨se (
1 A−11 B1
0 1
)(
d1,r
s1,r
)
!=
(
d1,v
s1,v
)
.
Man erha¨lt
s1,r = s1,v,
d1,r = d1,v −A−11 B1s1,v.
Insgesamt ergibt sich damit als neue Iterierte
x˜i+10 :=
(
dx
i
1 + d1,r
sx
i
1 + s1,r
)
=
(
dx
i
1 + d1,v −A−11 B1s1,v
sx
i
1 + s1,v
)
. (4.9)
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Sukzessive Unterraumkorrektur
Die zweite Technik basiert auf dem sukzessiven Lo¨sen der Teilgleichungen fu¨r die Detail- und
grobskaligen Komponenten des einfach transformierten Systems (3.10) und kann damit als
Unterraumkorrektur-Methode [127] angesehen werden. Ausgehend von einer Anfangsappro-
ximation x˜i0 = [d
xi
1 ; s
xi
1 ] kann man die erste Korrektur bezu¨glich der Detail-Komponente als
eine Vorgla¨ttung betrachten, die die transformierten Gleichungen in den Fein-ohne-Grobgit-
ter-Freiheitsgraden lo¨st. Dies wird bei dem nachfolgenden Lo¨sen bezu¨glich der grobskaligen
Komponente beru¨cksichtigt. Die approximative Grobgitterlo¨sung hat ihrerseits Auswirkung
auf einen darauffolgenden Nachgla¨ttungsschritt, der den grobskaligen Anteil der bisherigen
Approximation nun aber nicht mehr beeinflußt.
i) Vorkorrektur der W1-Komponente (ausgehend von x˜i0):
Lo¨se
[A1, B1]
(
dx
i
1 + d1,v
sx
i
1
)
!= df1 .
Man erha¨lt
d1,v = A−11 (d
f
1 −A1dx
i
1 −B1sx
i
1 )
und korrigiert zu
x˜
i+ 1
3
0 :=
(
dx
i
1 + d1,v
sx
i
1
)
.
ii) Korrektur der V1-Komponente (ausgehend von x˜i+
1
3
0 ):
Lo¨se
[C1, T1]
(
dx
i
1 + d1,v
sx
i
1 + s1,v
)
!= sf1 .
Man erha¨lt
s1,v = T−11 (s
f
1 − C1dx
i
1 − T1sx
i
1 − C1d1,v)
und korrigiert zu
x˜
i+ 2
3
0 :=
(
dx
i
1 + d1,v
sx
i
1 + s1,v
)
.
iii) Nachkorrektur der W1-Komponente (ausgehend von x˜i+
2
3
0 ):
Lo¨se
[A1, B1]
(
dx
i
1 + d1,v + d1,n
sx
i
1 + s1,v
)
!= df1 .
Man erha¨lt
A1d1,n = d
f
1 −A1dx
i
1 −B1sx
i
1 −A1d1,v −B1s1,v,
wegen A1d1,v = d
f
1 −A1dx
i
1 −B1sx
i
1
d1,n = −A−11 B1s1,v,
und korrigiert schließlich zu
x˜i+10 :=
(
dx
i
1 + d1,v −A−11 B1s1,v
sx
i
1 + s1,v
)
. (4.10)
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Im Fall mehrerer Skalen fu¨hrt das rekursive Anwenden dieses Vorgehens zu einem Verfah-
ren, das von seiner Struktur her einem Mehrgitter-V-(1, 1)-Zyklus entspricht [62], bei dem
außer auf dem gro¨bsten Gitter die levelweisen Korrekturen nur in den jeweiligen Fein-ohne-
Grobgitter-Freiheitsgraden erfolgen.
Der direkte Vergleich der neuen Iterierten aus den Formeln (4.9) und (4.10) liefert die
A¨quivalenz der beiden Verfahren. Das gilt nicht mehr, wenn man die Korrektur der Detail-
Komponente nur noch approximativ durchfu¨hrt. Man erha¨lt dann fu¨r beide Verfahren zwar
d1,v = A˘−11 (d
f
1 −A1dx
i
1 −B1sx
i
1 ),
s1,v = T−11 (s
f
1 − C1dx
i
1 − T1sx
i
1 − C1d1,v),
wenn A˘−11 eine approximative Inverse von A1 bezeichnet. Im Nachkorrekturschritt erhalten
wir aber
d1,n = A˘−11 (d
f
1 −A1dx
i
1 −B1sx
i
1 −A1d1,v −B1s1,v)
mit A1d1,v = A1A˘−11 (d
f
1−A1dx
i
1 −B1sx
i
1 ) 6= df1−A1dx
i
1 −B1sx
i
1 , was das Nichtu¨bereinstimmen
der Verfahren erkla¨rt. Es ist klar, daß das sukzessive Verfahren in diesem Fall bessere Ergeb-
nisse liefert als die Iteration mittels der approximativen Block-Faktorisierung, da man dabei
im Nachkorrektursschritt automatisch das passende Residuum bildet.
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Symmetrische Block-Gauss-Seidel Iteration mittels Nichtstandardform
Wir betrachten nunmehr die Iteration im Knotenbasissystem
xi+10 = x
i
0 +M
−1
0,ns(f0 − T0xi0), (i = 0, 1, 2, ...), (4.11)
wobei M−10,ns mit Hilfe einer u¨ber mehrere Skalen fortgesetzten approximativen Faktorisierung
der in T0 implizit enthaltenen Grobgitteroperatoren erkla¨rt ist. Dies kann auch als approxi-
mative Faktorisierung der Nichtstandardform von T0 interpretiert werden. Im Fall lt = 2
verdeutlicht die nachfolgende Skizze das Vorgehen.
C1
A1 B1
C2
A2
T2
B2
≈ C1
A1
C2
A2
T2
*
1 A−11 B1
1
1
← A−12 B2
Dem damit erkla¨rten Matrixsplitting der Nichtstandardform
T˜0,ns = L˜0,nsU˜0,ns + R˜0,ns (4.12)
entspricht u¨ber die konvertierten Matrizen L˜0,s = (L˜0,ns)s und U˜0,s = (U˜0,ns)s ein a¨quivalentes
Splitting der Form (4.5) im Standardsystem, das auf einer approximativen Faktorisierung von
T˜0,s mittels Block-unterer und Block-oberer Standardform-Matrizen beruht. Wir erinnern da-
zu daran, daß bei der Konvertierung einer Nichtstandardform in ihre Standardform lediglich
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die Nebendiagonalblo¨cke Bk und Ck fu¨r k = 1, ..., lt jeweils weiter zerlegt werden. Die Imple-
mentierung eines Lo¨sers auf der Basis des Splittings (4.12) ist aber effizienter als mittels des
dazu a¨quivalenten Splittings der Standardform, da die Nichtstandardform die Fingerstruktur
der auf Standardform transformierten Operatoren vermeidet (siehe Kapitel 3.3).
Durch das geschickte Anwenden der levelweisen Zweiskalen-Transformationen W kk+1,V auf
der Ansatz- und der transponierten Zweiskalen-Transformationen (W kk+1,S)
t auf der Testseite
kann man ausgehend von der Nichtstandardform T˜0,ns Algorithmen fu¨r eine Multiskalen-
Vorwa¨rts- und -Ru¨ckwa¨rtssubstitution finden, die das explizite Arbeiten im Nichtstandard-
system vermeiden. Sie werden durch die nachfolgenden beiden Prozeduren beschrieben. Der
U¨bersichtlichkeit halber verzichten wir auf die U¨bergabe von T0, T˜0,ns sowie der Folgen der
Zweiskalen-Transformationen {W k−1k,V }k=1,...lt und {W k−1k,S }k=1,...lt als Parameter.
Algorithmus 1a (Multiskalen-Vorwa¨rtssubstitution)
function [d1,v, ..., dlt,v, slt,v] = ms vorsubst(lt, xi0, f0)
1. sres0 = f0 − T0xi0; (Berechnen des Residuums)
2. for k = 1 : lt
(a) [dresk ; s
res
k ] = (W
k−1
k,S )
′sresk−1; (Zerlegen des Residuums)
(b) dk,v = A−1k d
res
k ; (Vorkorrektur)
(c) sresk = s
res
k − Ckdk,v; (Modifikation des grobskaligen Residuen-Anteils)
end
3. slt,v = T−1lt s
res
lt ; (Korrektur der gro¨bsten Komponente)
Algorithmus 1b (Multiskalen-Ru¨ckwa¨rtssubstitution)
function s0,r = ms ru¨cksubst(lt, d1,v, ..., dlt,v, slt,v)
1. slt,r = slt,v;
2. for k = lt : −1 : 1
(a) dk,r = dk,v −A−1k Bksk,r; (Nachkorrektur)
(b) sk−1,r = W k−1k,V [dk,r; sk,r]; (Ru¨cktransformation)
end
Wir erhalten nach Anwenden dieser beiden Prozeduren die neue Iterierte durch
xi+10 := x
i
0 + s0,r. (4.13)
Wu¨rde man bei der Konstruktion der Faktoren L˜0,ns und U˜0,ns der Nichtstandardform jeweils
anstelle der Grobgitteroperatoren Tk die entsprechenden Schur-Komplement Operatoren Sk
als Ausgangspunkt fu¨r die na¨chste einfache Zerlegung verwenden, so erhielte man hierdurch
einen direkten Multiskalen-Lo¨ser. Man rechnet leicht nach, daß Algorithmus 1a das gleiche
Ergebnis liefert wie eine Vorwa¨rtssubstitution mittels L˜−10,s angewandt auf r˜0,s, den Residuen-
vektor r0 = f0 − T0xi0 in seiner Momentendarstellung bezu¨glich der Zerlegung (3.3). Wendet
man im Anschluß daran auf das Ergebnis eine Ru¨ckwa¨rtssubstitution mittels U˜−10,s an und
transformiert den so erhaltenen Vektor in Multiskalen-nodaler Darstellung relativ zur Zerleg-
ung (3.2) zuru¨ck in seine Feingitterdarstellung, so erha¨lt man das gleiche Resultat wie durch
Algorithmus 1b.
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Sukzessive Unterraumkorrektur mittels Nichtstandardform
Exakt die gleichen Iterierten erhalten wir durch den Aufruf
xi+10 = ms v zyklus(lt, 1, x
i
0, f0),
wobei die Prozedur “ms v zyklus“ wie folgt erkla¨rt ist:
Algorithmus 2 (Multiskalen-V(1, 1)-Zyklus)
function x = ms v zyklus(lt, k, x, f);
1. [dres; sres] = (W k−1k,S )
′(f − Tk−1x); (Zerlegen des Residuums)
2. dv = A−1k d
res; (Vorkorrektur)
3. sresm = s
res − Ckdv; (Modifikation des grobskaligen Residuen-Anteils)
4. if (k == lt)
sv = T−1lt s
res
m ;
else
sv = ms v zyklus(lt, k + 1,0, sresm );
5. dn = A−1k (d
res −Akdv −Bksv); (Nachkorrektur)
6. x = x+W k−1k,V [dv + dn; sv]; (Ru¨cktransformation und Korrektur)
Wir nehmen hierbei an, daß die Vektoren x, f und 0 stets die passende Gro¨ße besitzen.
Fu¨r k = 1 stimmen die Schritte 1-3 offensichtlich mit den Schritten 1 und 2.a - 2.c aus der
Vorwa¨rtssubstitutionsroutine u¨berein. Letztere zerlegt dann im Rahmen einer for-Schleife
sukzessive die modifizierten grobskaligen Anteile weiter, um Korrekturen bezu¨glich der Detail-
Anteile und schließlich auf dem gro¨bsten Level eine Grobgitterkorrektur zu berechnen.
Genau die gleichen Zerlegungen werden bei den rekursiven Aufrufen von “ms v zyklus” ge-
macht, da hier jeweils als rechte Seite der gleiche modifizierte grobskalige Anteil zusammen
mit einem entsprechend dimensionierten Nullvektor als Startapproximation u¨bergeben wird.
Man gelangt so innerhalb der Rekursion bis zum gro¨bsten Level lt, wo man die gleiche Grob-
gitterkorrektur berechnet wie in Algorithmus 1a.
Die Multiskalen-Ru¨ckwa¨rtssubstitution durch Algorithmus 1b besteht aus einer Folge von
Nachkorrekturen bezu¨glich der Detail-Anteile, die zusammen mit der jeweils aktuellen Grobs-
kalenkorrektur durch Ru¨cktransformation sukzessive auf die na¨chstfeinere Skala transportiert
werden, um schließlich in einer Feingitterkorrektur der bisherigen Iterierten einzumu¨nden.
Wegen dv + dn = dv + A−1k (d
res − Akdv − Bksv) = dv − A−1k Bksv werden im Falle exakter
Invertierung der Ak in Schritt 5 der rekursiven Prozedur genau die gleichen Nachkorrek-
turen bezu¨glich der Detail-Anteile bestimmt wie mit Algorithmus 1b. Sie werden na¨mlich
jeweils zusammen mit der bisherigen Grobskalenkorrektur durch Ru¨cktransformation auf die
na¨chstfeinere Skala transportiert und direkt zu den Startapproximationen aufaddiert, die bis
auf die Anfangsapproximation xi0 alle Null sind. Die Feingitterkorrektur (4.13) der bisherigen
Iterierten geschieht damit automatisch. Es gilt also der folgende Satz.
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Satz 9 (A¨quivalenz der approximativen Multiskalen-Faktorisierung und des
Multiskalen-V(1,1)-Zyklus)
Im Falle exakter Korrekturen bezu¨glich der Detail-Komponenten, d.h. exakter Invertierung
der Blo¨cke Ak fu¨r k = 1, ..., lt, sind die Iteration mittels der approximativen Multiskalen-
Faktorisierung der Steifigkeitsmatrix und der Multiskalen-V(1, 1)-Zyklus a¨quivalent.
Beweis:
Der Beweis folgt direkt aus der unmittelbar vorangehenden Argumentation.

Im Fall lediglich approximativer Nachkorrekturen sollte der Multiskalen-V(1, 1)-Zyklus auf-
grund der gleichen Argumente wie bei der Diskussion der Verfahren fu¨r die einfache Zerlegung
dann bessere Ergebnisse liefern als die Iteration mittels der approximativen Multiskalen-
Faktorisierung der Nichtstandardform. Die wa¨hrend der Zerlegung des Ausgangsproblems
u¨ber mehrere Skalen entstehenden Teilprobleme sind selbst jedoch nur Approximationen der
Feingittergleichung. Dies kann dazu fu¨hren, daß in gewissen Fa¨llen die erste Variante (Algo-
rithmen 1a, 1b) trotzdem etwas besser abschneidet als die zweite (Algorithmus 2).
Wir zeigen nun, daß unser Multiskalen-V(1,1)-Zyklus auch als gewo¨hnlicher Mehrgitter-
V(1,1)-Zyklus interpretiert werden kann, der eine spezielle Gla¨ttungsiteration auf den einzel-
nen Leveln benutzt. In diesem Zusammenhang sprechen wir dann auch von einem Multiskalen-
Gla¨tter, der zu dem Multiskalen-Verfahren geho¨rt. Ein Gla¨ttungsschritt fu¨r ein gewo¨hnliches
Mehrgitter-Verfahren ist auf dem feinsten Level zumeist durch eine klassische Iteration der
Form
x
i+ 1
3
0 = x
i
0 +M
−1
0 (f0 − T0xi0) (4.14)
gegeben. Ist M0 gleich dem unteren Dreieck von T0, so erhalten wir eine Gauß–Seidel-
Gla¨ttung, ist M0 gleich der Diagonalen von T0, so definiert dies eine Jacobi-Gla¨ttung. Die
Schritte 1 und 2 des Multiskalen-V(1,1)-Zyklus ko¨nnen nun zusammen wie folgt als speziel-
ler Vorgla¨ttungsschritt in einem gewo¨hnlichen Mehrgitter-Verfahren aufgefaßt werden. Das
Feingittersystem wird zuna¨chst in zwei Komponenten fu¨r die jeweils rauhen und glatten An-
teile der Iterationsfehler aufgespalten, was einfach durch eine Zweiskalen-Transformation des
Gleichungssystems geschieht. Eine Korrektur wird dann in Schritt 2 nur bezu¨glich der rauhen
Komponente durch dv = A˘−11 (Q
0
1,S)
t(f0 − T0xi0) (approximativ) berechnet. Wir transformie-
ren nun diese Korrektur mittels Q01,V zuru¨ck in die nodale Darstellung bezu¨glich V0 und
addieren sie zur bisherigen Iterierten, um zu sehen, was sie aus Sicht des Feingittersystems
bedeutet. Man erha¨lt
x
i+ 1
3
0 = x
i
0 +Q
0
1,VA˘
−1
1 (Q
0
1,S)
t(f0 − T0xi0) (4.15)
und wir ko¨nnen damit (4.15) als einen speziellen Gla¨tter ansehen. Im klassischen Mehrgitter-
Verfahren wird nun das nach der Gla¨ttung entstehende neue und vorzugsweise glattere Resi-
duum zur Grobgitter-Korrektur auf das na¨chstgro¨bere Level restringiert. Wir erhalten, indem
wir die Abha¨ngigkeit des Residuums von der Iterierten explizit kennzeichen,
s
res,x
i+ 13
0
1 = (P
0
1,S)
t(f0 − T0xi+
1
3
0 )
= sres,x
i
0
1 − (P 01,S)tT0Q01,VA˘−11 (Q01,S)t(f0 − T0xi0)
= sres,x
i
0
1 − C1dv.
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Genau das gleiche leistet auch Schritt 3 unseres Multiskalen-Zyklus. Der Grobgitterkorrektur-
schritt 4 unterscheidet sich offensichtlich nicht von demjenigen im gewo¨hnlichen Mehrgitter-
Verfahren, und der Nachkorrekturschritt 5 kann wiederum u¨ber unseren speziellen Gla¨tter
(4.15) als Nachgla¨ttungsschritt verstanden werden. Da die gleichen Identifizierungen und In-
terpretationen ebenfalls auf den gro¨beren Leveln gelten, zeigt dies die A¨quivalenz des Multi-
skalen-V(1,1)-Zyklus zu einem gewo¨hnlichen Mehrgitter-V(1,1)-Zyklus, der spezielle Gla¨tter
auf den einzelnen Leveln verwendet.
Satz 10 (A¨quivalenz des Multiskalen-V(1,1)-Zyklus zu einem Mehrgitter-
V(1,1)-Zyklus)
Der u¨ber Algorithmus 2 definierte Multiskalen-V(1, 1)-Zyklus, bei dem die Korrekturen bezu¨g-
lich der Detail-Anteile approximativ mittels A˘−1k fu¨r k = 1, ..., lt erfolgen, ist a¨quivalent zu
einem gewo¨hnlichen Mehrgitter-V(1, 1)-Zyklus, der auf jedem Level k − 1 fu¨r k = 1, ..., lt die
Matrizen M−1k−1 := Q
k−1
k,V A˘
−1
k (Q
k−1
k,S )
t zur Gla¨ttungsiteration benutzt.
Beweis:
Der Beweis folgt direkt aus der unmittelbar vorangehenden Argumentation.

Zur Veranschaulichung des Gla¨ttungsprozesses betrachten wir ein Poissonproblem mit ho-
mogenen Dirichletschen Randbedingungen auf dem Einheitsquadrat und der Lo¨sung Null,
diskretisiert durch einen 5-Punkte Stern und zentrale Differenzen auf einem Gitter mit Ma-
schenweite h0 = 132 . Wir berechnen die Residuenvektoren, die sich ausgehend von einem je-
weils gleichen zufa¨lligen Startvektor fu¨r unterschiedliche Multiskalen-Zerlegungen nach einem
Multiskalen-Vorgla¨ttungsschritt (4.15) auf dem feinsten Level ergeben. Es wird A˘−11 mittels
einer unvollsta¨ndigen Zerlegung bezu¨glich des Besetzungsmusters von A1 (ILU(0)) u¨ber ei-
ne Vorwa¨rts- und Ru¨ckwa¨rtssubstitution realisiert. Zum Vergleich berechnen wir noch die
entsprechenden Residuenvektoren, die man durch den gewo¨hnlichen Gla¨ttungsschritt (4.14)
auf dem feinsten Level mit Hilfe eines Gauß–Seidel Verfahrens und einer u¨ber ILU(0) defi-
nierten Iteration erha¨lt. Die jeweiligen Residuen sind als Gitterfunktionen in Abbildung 4.1
dargestellt.
Implementierung ohne explizite Berechnung der Nichtstandardform
Die beiden vorgestellten multiplikativen Multiskalen-Verfahren beno¨tigen lediglich die An-
wendung der Nebendiagonalblo¨cke Bk und Ck auf entsprechend dimensionierte Vektoren.
Wegen der Beziehungen
Bk = (Qk−1k,S )
tTk−1P k−1k,V und Ck = (P
k−1
k,S )
tTk−1Qk−1k,V (4.16)
fu¨r k = 1, ..., lt ist daher eine effiziente Implementierung der soeben besprochenen Algo-
rithmen auch ohne das explizite Aufstellen der vollsta¨ndigen Nichtstandardform mo¨glich.
Berechnet man (approximativ) die Aktionen der Inversen der Blo¨cke Ak mit Hilfe eines
Iterationsverfahrens, bei dem nur die Anwendung der Ak auf entsprechend dimensionierte
Vektoren verlangt wird, so kann man dazu auch die Darstellungen Ak = (Qk−1k,S )
tTk−1Qk−1k,V
fu¨r k = 1, ..., lt benutzen.
Die bislang in der Literatur gemachten Vorschla¨ge zur Verbesserung von Multilevel- und
Multiskalen-Algorithmen zielen zumeist darauf hin, die Approximation der bei einer exakten
Block-Faktorisierung eigentlich zu verwendenden Schur-Komplement Operatoren Sk durch
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Abbildung 4.1: Obere Bilder: Feingitter-Residuum nach einem Multiskalen-Gla¨ttungsschritt; klas-
sische hierarchische Basis Zerlegung (oben links) und Prewavelet-Zerlegung (oben rechts). Untere
Bilder: Feingitter-Residuum nach einem Mehrgitter-Gla¨ttungsschritt; Gauß–Seidel (unten links) und
ILU(0) (unten rechts) Laplace 5-Punkte Stern, h0 =
1
32
, f0 = 0, zufa¨lliger Startvektor.
die Grobgitteroperatoren Tk zu verbessern. Das bedeutet konkret, letztere so zu modifizie-
ren, daß ihr Verhalten dem der exakten Schur-Komplement Operatoren genauer entspricht.
Oft fu¨hrt eine solche Anpassung zu Grobgitteroperatoren mit gro¨ßer werdenden Sternbrei-
ten, was das rekursive Fortsetzen solcher Prozeduren schwierig macht, wenn der Aufwand
fu¨r die Anwendung des Algorithmus proportional zur Zahl der Feingitterunbekannten blei-
ben soll. Man erreicht eine Verbesserung aber auch implizit durch die geschickte Wahl der
Multiskalen-Transformationen (siehe Kapitel 5 dieser Arbeit sowie [1, 37, 38, 54, 132, 133])
oder auch durch zusa¨tzliche innere Rekursionen. In [5, 6] werden zum Beispiel rekursiv de-
finierte polynomiale Schur-Komplement Approximationen zur Stabilisierung des ersten Ver-
fahrens im Fall der klassischen hierarchischen Basis Zerlegung fu¨r zwei- und dreidimensionale
symmetrisch positiv definite elliptische Probleme vorgeschlagen. Sie fu¨hren zu HBMG-artigen
Verfahren mit einer allgemeineren Zyklus-Struktur als der des gewo¨hnlichen V-Zyklus und im
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Fall des Laplace-Operators zu gitterweitenunabha¨ngigen Konvergenzraten. Der gleiche Effekt
wird auch mit Hilfe eines hierarchischen W-Zyklus erzielt, der fu¨r solche Probleme ebenfalls
zu optimalen Verfahren fu¨hrt [54].
Verbesserte Varianten der vorgestellten Verfahren ergeben sich mo¨glicherweise aber auch da-
durch, daß man fu¨r k = 2, ..., lt in den Formeln (4.16) Schur-Komplement Approximationen
S˘k−1 = Tk−1−Ck−1A˘−1k−1Bk−1 statt der Operatoren Tk−1 verwendet. Im Fall des Multiskalen-
V(1,1)-Zyklus werden zusa¨tzlich noch die S˘k−1 zur Berechnung der Residuen in Schritt 1
benutzt. Man nutzt also Schur-Komplement Approximationen nur bei der Berechnung der
verallgemeinerten hierarchischen Residuen und nicht daru¨berhinaus zur weiteren Zerlegung.
Damit werden feinskalige Einflu¨sse unter Umsta¨nden besser auf die gro¨beren Skalen trans-
portiert. Einen interessanten Ansatz, der daru¨berhinaus explizite Schur-Komplement Appro-
ximationen ebenfalls fu¨r die weiteren Zerlegungsschritte verwendet, findet man in der Arbeit
[89]. Hierbei werden die Multiskalen-Zerlegungen aber lediglich durch eine Multilevel-artige
Anordnung der Freiheitsgrade induziert.
Definiert man S˘0 := T0, so erhalten wir fu¨r k = 1, ..., lt anstelle von (4.16) die Darstellungen
BSk = (Q
k−1
k,S )
tS˘k−1P k−1k,V und C
S
k = (P
k−1
k,S )
tS˘k−1Qk−1k,V . (4.17)
Die sich daru¨ber ergebenden Varianten der Algorithmen sind unseres Wissens neu und in
dieser Form bislang nicht in der Literatur bekannt.
Algorithmus 1a’ (Verbesserte Multiskalen-Vorwa¨rtssubstitution)
function [d1,v, ..., dlt,v, slt,v] = ms vorsubst(lt, xk0, f0)
1. sres0 = f0 − T0xi0
2. for k = 1 : lt
(a) [dresk ; s
res
k ] = (W
k−1
k,S )
′sresk−1;
(b) dk,v = A˘−1k d
res
k ;
(c) sresk = s
res
k − (P k−1k,S )′S˘k−1Qk−1k,V dk,v;
end
3. slt,v = T−1lt s
res
lt ;
Algorithmus 1b’ (Verbesserte Multiskalen-Ru¨ckwa¨rtssubstitution)
function s0,r = ms ru¨cksubst(lt, d1,v, ..., dlt,v, slt,v)
1. slt,r = slt,v;
2. for k = lt : −1 : 1
(a) dk,r = dk,v − A˘−1k (Qk−1k,S )′S˘k−1P k−1k,V sk,r;
(b) sk−1,r = W k−1k,V [dk,r; sk,r];
end
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Im Fall des Multiskalen-V(1,1)-Zyklus werden außerdem die S˘k−1 zur Berechnung der Residu-
en in Schritt 1 verwendet. Fu¨r den rekursiven Algorithmus mit einer allgemeineren µ-fachen
Zyklus-Struktur (µ = Rekursionstiefe) und approximativen Detail-Korrekturen erhalten wir
dann mit den gleichen Berechnungen der Komponenten der verallgemeinerten hierarchischen
Residuen:
Algorithmus 2’ (Allgemeiner Multiskalen-Zyklus)
function x = ms zyklus(lt, k, x, f, µ);
1. [dres; sres] = (W k−1k,S )
′(f − S˘k−1x);
2. dv = A˘−1k d
res;
3. for z = 1 : µ
(a) sv = 0;
(b) sresm = s
res − (P k−1k,S )′S˘k−1W k−1k,V [dv; sv];
if (k == lt)
(c) sh = T−1lt s
res
m ;
else
(d) sh = ms zyklus(lt, k + 1,0, sresm , µ);
end
(e) sv = sv + sh;
end
4. dn = A˘−1k (d
res − (Qk−1k,S )′S˘k−1W k−1k,V [dv; sv]);
5. x = x+W k−1k,V [dv + dn; sv];
In Kapitel 6 werden die Kosten dieser verbesserten Varianten diskutiert. Es zeigt sich, daß
diese recht hoch sind. Die Kosten fu¨r einen verbesserten Multiskalen-V-Zyklus ko¨nnen bei-
spielsweise ho¨her liegen als fu¨r einen gewo¨hnlichen Multiskalen-W-Zyklus. Eine vollsta¨ndig re-
kursive Berechnung der Schur-Komplement Approximationen S˘k−1 = Tk−1−Ck−1A˘−1k−1Bk−1,
die statt Bk−1 und Ck−1 wiederum Darstellungen fu¨r BSk−1 und C
S
k−1 verwendet, ist ebenfalls
mo¨glich. Sie fu¨hrt allerdings zu deutlich ho¨heren Kosten. Man erha¨lt hierdurch außerdem
keine merkliche Verbesserung der Verfahren, da im Verlauf der approximativen Multiskalen-
Faktorisierungen weiterhin die Grobgitteroperatoren als Schur-Komplement Approximatio-
nen zur weiteren Zerlegung verwendet werden.
Werden im Multiskalen-Zyklus Korrekturen der Detail-Komponenten bezu¨glich der Skala k
berechnet, so finden diese aus Sicht des entsprechenden Mehrgitter-Verfahrens auf dem Level
k − 1 statt. Die Korrektur der Detail-Komponente sowie des grobskaligen Anteils bezu¨glich
der gro¨bsten Skala lt geschieht daher in der Mehrgitter-Interpretation auf den Leveln lt − 1
respektive lt. Mit diesen Bemerkungen geben wir abschließend als a¨quivalente Formulierung
von Algorithmus 2’ einen gewo¨hnlichen Mehrgitter-Zyklus an, der gema¨ß Satz 10 auf jedem
Level k − 1 fu¨r k = 1, ..., lt die Matrizen M−1k−1 = Qk−1k,V A˘−1k (Qk−1k,S )t zur Gla¨ttungsiteration
benutzt.
68 Multiplikative Multiskalen-Verfahren
Algorithmus 3 (Multiskalen-Zyklus als Mehrgitter-Verfahren)
function x = ms zyklus(lt, k, x, f, µ);
if (k == (lt+ 1))
x = T−1lt f ;
else
x = x+Qk−1k,V A˘
−1
k (Q
k−1
k,S )
′(f − S˘k−1x);
sres = (P k−1k,S )
′(f − S˘k−1x);
sv = 0;
for z = 1 : µ
sv = ms zyklus(lt, k + 1, sv, sresm , µ);
end
x = x+ P k−1k,V sv;
x = x+Qk−1k,V A˘
−1
k (Q
k−1
k,S )
′(f − S˘k−1x);
end
4.2.3 Vergleich mit a¨hnlichen Methoden
Wir vergleichen in diesem Abschnitt die vorgestellten Verfahren mit drei verwandten Ansa¨tz-
en aus der Literatur, die die Entwicklung unserer Methoden beeinflußt haben. Es sind dies
eine in [48, 49] vorgeschlagene schnelle Wavelet-basierte LU-Faktorisierung, die Multilevel-
Vorkonditionierung mittels AMLI gema¨ß [5, 6] sowie die Methode der Approximativen Zy-
klischen Reduktion [96, 97].
Schnelle Wavelet-basierte LU-Faktorisierung
In [48, 49] wurde eine schnelle Wavelet-basierte LU-Faktorisierung als direkter Lo¨ser fu¨r linea-
re Gleichungssysteme vorgestellt, die durch Diskretisierung von Integralgleichungen mit N0
Freiheitsgraden entstehen. Das Bestimmen der Lo¨sung solcher Gleichungssysteme ist dabei
bis auf eine Genauigkeit ε mit O(N0) Aufwand mo¨glich. Dies ist umso erstaunlicher, wenn
man bedenkt, daß aufgrund der Nichtlokalita¨t von Integraloperatoren der Aufwand zum Auf-
stellen der nodalen Steifigkeitsmatrix schon quadratisch mit der Anzahl der Freiheitsgrade
wa¨chst [63]. Das Verfahren eignet sich ebenfalls zur Lo¨sung linearer Gleichungssysteme, die
von Diskretisierungen partieller Differentialgleichungen herru¨hren. Die Frage, ob man mit der
in [48, 49] vorgeschlagenen Methode zu robusten Lo¨sern fu¨r Konvektions-Diffusions Probleme
gelangt, wird in [107] genauer untersucht. Wir beschra¨nken uns in der nachfolgenden Dar-
stellung auf eindimensionale Probleme. Erweiterungen auf ho¨herdimensionale Fa¨lle sind aber
mo¨glich [31, 48, 107] und werden gegen Ende des Abschnitts diskutiert. Wir ero¨rtern dann
ebenfalls Schwierigkeiten, die mit dieser Methode bei der Lo¨sung von Konvektions-Diffusions
Gleichungen auftreten.
Ausgehend von einer orthogonalen Wavelet-Basis des L2(IR) nutzt die in [48, 49] vorgeschla-
gene Methode die Tatsache, daß Integraloperatoren T der Form
T (f)(x) =
∫
IR
K(x, y)f(y) dy (4.18)
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nach Kompression eine schwachbesetzte Darstellung u¨ber ihre Nichtstandardform besitzen
[19]. Diese Aussage bleibt beim U¨bergang von den kontinuierlichen zu den diskretisierten
Operatoren T0 erhalten. Eine theoretische Grundlage hierfu¨r bietet der nachfolgende Satz,
der eine Aussage u¨ber das Abfallverhalten der Matrixeintra¨ge der Nichtstandardform von
Integraloperatoren im Ganzraumfall macht. Die Beschra¨nkung auf den Ganzraumfall ergibt
sich aus der folgenden U¨berlegung. Die Matrizen Ak, Bk, Ck und Tk haben dann ungeachtet
einer Diskretisierung unendlich viele Eintra¨ge. Wir sagen auch, sie sind bi-unendlich. Geho¨rt
der kontinuierliche Operator T zu einem Randwertproblem bezu¨glich eines Gebiets Ω, so sind
diese Blo¨cke nach Diskretisierung und Transformation Matrizen endlicher Gro¨ße. Fu¨r solche
endlichen Matrizen ist die quantitative Beschreibung des Abfallverhaltens ihrer Eintra¨ge in
Abha¨ngigkeit von der Entfernung von der Diagonalen nicht ohne weiteres mo¨glich, da es sich
dabei um asymptotische Aussagen handelt.
Satz 11 (Abfall der Nichtstandardform-Eintra¨ge von Integraloperatoren)
Es sei T ein Integraloperator der Form (4.18) auf L2(IR) mit Kernfunktion K(x, y), so daß
die Abscha¨tzungen
|K(x, y)| ≤ |x− y|−1, (4.19)
|∂mx K(x, y)|+ |∂my K(x, y)| ≤ C|x− y|−m−1 (4.20)
fu¨r eine natu¨rliche Zahl m erfu¨llt sind. Ist der durch K(x, y) definierte Operator unbeschra¨nkt,
so gelte fu¨r beliebige dyadische Intervalle Ikj := [j2
−k, (j+ 1)2−k[⊂ IR mit j, k ∈ ZZ zudem die
Abscha¨tzung
|
∫
Ikj ×Ikj
K(x, y)dx dy| ≤ C|Ikj |. (4.21)
Hat die verwendete Wavelet-Basis zur Zerlegung von L2(IR) m verschwindende Momente, das
heißt fu¨r das zugeho¨rige Wavelet ψ gilt
∫
IR x
pψ(x) dx = 0 fu¨r alle p = 0, ...,m − 1, so erha¨lt
man fu¨r die Eintra¨ge aki,j, b
k
i,j und c
k
i,j der Blo¨cke Ak, Bk und Ck der Nichtstandardform von
T die Abscha¨tzung
|aki,j |+ |bki,j |+ |cki,j | ≤ C(1 + |i− j|)−m−1. (4.22)
Die Konstante C = C(k,m) ha¨ngt ebenfalls von der jeweiligen Kernfunktion K(x, y) ab.
Beweis: Siehe [19, 83].

Dieser Satz gilt ebenfalls fu¨r die allgemeinere Klasse von Caldero´n–Zygmund-Operatoren [83,
84]. Aufgrund des in Abscha¨tzung (4.22) aufgezeigten Abfallverhaltens, ist es fu¨r numerische
Zwecke oft ausreichend, mit Bandapproximationen von diskretisierten Integraloperatoren zu
rechnen. Sie werden mit einem hochgestellten Index B gekennzeichnet. Bandapproximationen,
die durch Vernachla¨ssigen aller Eintra¨ge der Matrix außerhalb eines Bandes der Weite w ∈ IN
rechts und links um die Hauptdiagonale entstehen, werden auch mit dem hochgestelltem
Index 2w versehen. Wir approximieren nun die vollsta¨ndig zerlegte Nichtstandardform von
T0 (N0 = 2lt) durch eine Bandapproximation T˜B0,ns = T˜
2w
0,ns, die nur Eintra¨ge der Blo¨cke Ak,
Bk und Ck fu¨r k = 1, ..., lt von T˜0,ns innerhalb Ba¨nder der Weite w ≥ 2m rechts und links
um deren Diagonalen beru¨cksichtigt. Man erha¨lt dann aufgrund von (4.22) die fast optimale
Abscha¨tzung des Kompressionsfehlers
|||T˜0,ns − T˜B0,ns|||∞ ≤
C
wm
log2N0. (4.23)
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Hierbei ist ||| · |||∞ definiert als
|||T˜0,ns|||∞ :=
lt∑
k=1
(||Ak||∞ + ||Bk||∞ + ||Ck||∞) + ||Tlt||∞. (4.24)
In [19] wird gezeigt, daß Abscha¨tzung (4.23) auch ohne den logarithmischen Faktor gilt
und damit durch Wahl der Bandweite w ≥ (C/ε) 1m eine Bandapproximation der diskre-
ten Nichtstandardform mit Genauigkeit ε mo¨glich ist. Hierzu verwenden die Autoren ein
Splitting T = L + M + R gema¨ß dem T (1)-Theorem von David und Journe´ [83], wobei
L das Para-Produkt mit einer Funktion β ∈ BMO, M die adjungierte Abbildung eines
solchen Para-Produkts und R eine sogenannte Pseudo-Konvolution darstellt. Fu¨r eine dis-
kretisierte Version des David–Journe´-Splittings findet man, daß der entsprechende Operator
R0 optimal kompressibel ist und durch eine Bandapproximation mit O(N0) Eintra¨gen in der
Nichtstandardform hinreichend gut approximiert werden kann. Die (adjungierten) diskreten
Para-Produkte fu¨hren als bilineare Funktionale nach Kompression zu Matrizen mit ebenfalls
nur O(N0) Eintra¨gen. Man erha¨lt u¨ber den Umweg des David–Journe´-Splittings von T , daß
die oben betrachtete Bandapproximation T˜B0,ns sogar die optimale Abscha¨tzung
|||T˜0,ns − T˜B0,ns|||∞ ≤
C
wm
(4.25)
erfu¨llt.
Nach diesen theoretischen Aussagen u¨ber die Gu¨te der Approximation von diskreten Operato-
ren mittels Bandapproximationen ihrer Nichtstandardform wollen wir uns nun mit der Frage
bescha¨ftigen, wie solche Bandapproximationen effizient, das heißt mit O(N0) Aufwand, be-
rechnet werden ko¨nnen. Fu¨r Differentialoperatoren ist die effiziente Transformation auf Nicht-
standardform trivial mo¨glich, wenn die Diskretisierung durch eine Finite-Elemente, Finite-
Differenzen oder Finite-Volumen Methode erfolgt. Es ergeben sich so als Feinstskalendarstel-
lungen schwachbesetzte Matrizen, und die Transformation dieser auf Nichtstandardform an-
hand der Transformationsmatrizen P kk+1,V/S und Q
k
k+1,V/S ist mit O(N0) Aufwand mo¨glich.
Erfolgt die Diskretisierung eines Differentialoperators T u¨ber ein Petrov–Galerkin Finite-
Elemente Verfahren mit Ansatz- und Testra¨umen V0 und S0 und zugeho¨rigen Multiskalen-
Analysen, die die Zweiskalen-Transformationen W kk+1,V und W
k
k+1,S definieren, so stimmen
die Eintra¨ge der damit berechneten Blo¨cke Ak, Bk, Ck und Tk mit denjenigen u¨berein, die man
durch direkte Integration mittels der Funktionen des Nichtstandard-Erzeugendensystems der
Ansatz- und Testseite erha¨lt:
(Ak)i,j = aki,j = (Tψ
k
j,V , ψ
k
i,S), (Bk)i,j = b
k
i,j = (Tϕ
k
j,V , ψ
k
i,S),
(Ck)i,j = cki,j = (Tψ
k
j,V , ϕ
k
i,S), (Tk)i,j = t
k
i,j = (Tϕ
k
j,V , ϕ
k
i,S).
Wir nennen diese Methode fortan die direkte Transformation auf Nichtstandardform im
Unterschied zum bisher betrachteten algebraischen Verfahren, das mittels der Zweiskalen-
Transformationen erfolgt. Wir diskutieren nun, inwieweit eine effiziente Transformation von
Integraloperatoren auf Nichtstandardform mit diesen beiden Varianten mo¨glich ist.
• Direkte Transformation von Integraloperatoren T auf Nichtstandardform
Es werden hierbei die Eintra¨ge der Blo¨cke Ak, Bk und Ck fu¨r k = 1, ..., lt sowie die
Eintra¨ge von Tlt direkt durch Berechnen der Eintra¨ge der Steifigkeitsmatrix ausgehend
von den Nichtstandard-Erzeugendensystemen fu¨r die Ansatz- und Testseite bestimmt.
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Ist ε die Genauigkeit, mit der eine Approximation T˜B0,ns von T˜0,ns berechnet werden
soll, so existiert aufgrund von Abscha¨tzung (4.25) eine Bandweite w = w(ε,m,K), so
daß dazu nur die Eintra¨ge innerhalb dieser Bandweite um die Diagonalen der jeweiligen
Blo¨cke berechnet werden mu¨ssen. Der Aufwand hierfu¨r betra¨gt O(wN0).
• Algebraische Transformation von Integraloperatoren T auf Nichtstandardform
Die algebraische Transformation eines Integraloperators T auf eine komprimierte Nicht-
standarddarstellung ist in linearer Komplexita¨t nur dann mo¨glich, wenn die zugeho¨rige
Kernfunktion K(x, y) neben den bereits geforderten Abfallgesetzen außerhalb der Dia-
gonalen x = y gewissen Glattheitsbedingungen genu¨gt, durch die eine Interpolation
gestattet wird. Wir skizzieren kurz das Vorgehen:
Zuna¨chst wird eine Approximation TB0 = T
2w
0 des Operators T0 bezu¨glich der feinsten
Skala aufgestellt, indem man nur Eintra¨ge von T0 beru¨cksichtigt, die innerhalb eines
Bandes [−w,w] der Gesamtweite 2w um die Hauptdiagonale liegen. Die Zweiskalen-
Transformation von TB0 liefert nun die Blo¨cke A
B
1 , B
B
1 , C
B
1 sowie T
B
1 , die ebenfalls
Bandgestalt haben. In Abha¨ngigkeit der La¨nge der verwendeten Skalierungsfilter ver-
kleinert sich dabei die Ausgangsbandweite 2w fu¨r TB1 . Wir nehmen der Einfachheit
halber an, daß sich die Bandweite um den Faktor 2 reduziert, so daß also TB1 = T
w
1
nurmehr die Bandweite w besitzt. Um mit der Transformation fortzufahren, wird nun
TB1 mit Hilfe einer Interpolationsformel symmetrisch zu einer Bandmatrix T
2w
1 der ur-
spru¨nglichen Weite 2w erweitert. Wird diese Prozedur sukzessive fortgefu¨hrt, so erha¨lt
man schließlich eine Bandapproximation T˜B0,ns an die im allgemeinen vollbesetzte Nicht-
standardform T˜0,ns von T0. Ist der Aufwand zum Berechnen der interpolierenden Ein-
tra¨ge proportional zur Anzahl der Freiheitsgrade auf der betreffenden Skala, so ist die
Konstruktion von T˜B0,ns ebenfalls mit dem Aufwand O(wN0) durchfu¨hrbar.
Bedenkt man, daß das soeben dargestellte Verfahren aufgrund des mangelnden Ab-
fallverhaltens der Operatoreintra¨ge bezu¨glich der nodalen Basis mit einer eigentlich
unzula¨ssigen Approximation TB0 = T
2w
0 an T0 startet, so fragt man sich zu Recht, wie
damit eine sinnvolle Approximation T˜B0,ns an T˜0,ns mo¨glich ist. Der Grund hierfu¨r ist
die Banderweiterung der resultierenden Grobgitteroperatoren TBk = T
w
k −→ T 2wk fu¨r
k = 1, ..., lt mittels besagter Interpolationsformel. Durch das Erweitern von TB1 = T
w
1
zu T 2w1 wird implizit eine Interpolation von T0 auf den Ba¨ndern [−2w,−w] und [w, 2w]
berechnet und in den Transformationsprozeß miteinbezogen. Durch das Erweitern von
TB2 = T
w
2 zu T
2w
2 geschieht selbiges hinsichtlich der Ba¨nder [−4w,−2w] und [2w, 4w]
von T0, so daß durch das rekursive Fortsetzen der Prozedur schließlich die (vollbe-
setzte) Steifigkeitsmatrix T0 u¨ber eine Interpolation in die algebraische Transformation
miteinfließt.
Der in [48, 49] vorgestellte direkte Lo¨ser beruht auf einer komprimierten Darstellung der Ope-
ratoren u¨ber ihre Nichtstandardform und den Multiskalen-Vorwa¨rts- und Ru¨ckwa¨rtssubstitu-
tionen mittels der Algorithmen 1a und 1b, wobei im Verlauf einer rekursiven Faktorisierung
Bandapproximationen der entstehenden Schur-Komplement Operatoren verwendet werden.
Eine solche Bandapproximation wird durch die nachfolgende Betrachtung — wiederum fu¨r
den Ganzraumfall — motiviert.
Wir definieren ausgehend von dem in Satz 11 gezeigten Abfallverhalten der Matrixeintra¨ge
der Nichtstandardform von Integraloperatoren die folgende Klasse bi-unendlicher Matrizen
72 Multiplikative Multiskalen-Verfahren
mit polynomialem Abfall:
Mα = {(mi,j)i,j∈ZZ : ∃C = C(m) > 0 |mi,j | ≤ C(1 + |i− j|)−α−1}.
Wir fu¨hren zudem noch analog die Klassen
Mkα = {(mi,j)i,j∈ZZ : ∃C = C(m, k) > 0 |mi,j | ≤ C(1 + |i− j|)−α−1}
ein, die in einem spa¨teren Beweis lediglich der besseren Unterscheidung verschiedener Skalen
k dienen. Es gilt nun der grundlegende Satz:
Satz 12 (Eigenschaften bi-unendlicher Matrizen mit polynomialem Abfall)
i) Die Klasse Mkα ist abgeschlossen unter Addition und Multiplikation.
ii) Ist M ∈Mkα invertierbar bezu¨glich des Folgenraums l2, so gilt M−1 ∈Mkα.
Beweis:
Siehe [31, 114].

Mit Hilfe des Konzepts sogenannter H-Matrizen, die in dem Sinne schwach besetzt sind, daß
nur wenige Daten zu ihrer Darstellung gebraucht werden, wird neuerdings auch in [66, 67, 70]
der Aufbau einer Matrix-Klasse mit a¨hnlichen Eigenschaften wie den in Satz 12 beschriebenen
vorangetrieben. Die Klasse der H-Matrizen ist darauf ausgerichtet, daß die Matrix-Vektor-
Multiplikation in (fast) linearer Komplexita¨t mo¨glich ist sowie auch Summen und Produkte
von H-Matrizen durch H-Matrizen in (fast) linearer Komplexita¨t hinreichend genau approxi-
miert werden ko¨nnen. Letzteres gilt ebenfalls fu¨r die Inverse einer H-Matrix, so daß die direk-
te Berechnung einer H-Matrix-Approximation eines Schur-Komplement Operators innerhalb
dieser Klasse effizient durchgefu¨hrt werden kann. Die resultierende Matrizen-Arithmetik dient
ebenfalls der Lo¨sung von Integralgleichungen.
Zusammen mit Satz 11 ergibt sich aus Satz 12 eine Aussage u¨ber das Abfallverhalten der A-,
B- und C-Block Eintra¨ge der im Verlauf einer Multiskalen-Faktorisierung von T0 auftretenden
Schur-Komplement Operatoren.
Satz 13 (Erhaltung des Abfallverhaltens fu¨r die Schur-Komplement Operato-
ren u¨ber endlich viele Skalen)
Es sei T ein Integraloperator der Form (4.18) auf L2(IR) und die zugrundeliegende Wavelet-
Basis erfu¨lle fu¨r diesen die Voraussetzungen von Satz 11. Es seien Sk−1 der Schur-Komple-
ment Operator bezu¨glich einer Skala k − 1 > 0, der im Verlauf einer exakten Multiskalen-
Faktorisierung ausgehend vom Feingitteroperator T0 entsteht, und ASk , B
S
k sowie C
S
k die zu-
geho¨rigen Blo¨cke nach einer entsprechenden Zweiskalen-Transformation. Dann gilt:
i) Es la¨ßt sich Sk−1 darstellen als Summe
Sk−1 = Tk−1 − Fk−1, (4.26)
wobei Tk−1 der Grobgitteroperator zur Skala k−1 ist und Fk−1 zur KlasseMk−1m geho¨rt.
ii) Es liegen ASk , B
S
k und C
S
k in der Klasse Mkm, das heißt die Eintra¨ge ak,Si,j , bk,Si,j und ck,Si,j
dieser bi-unendlichen Matrizen erfu¨llen die Abscha¨tzung
|ak,Si,j |+ |bk,Si,j |+ |ck,Si,j | ≤ C(1 + |i− j|)−m−1. (4.27)
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Die Konstante C = C(k,m) ha¨ngt ebenfalls von der jeweiligen Kernfunktion K(x, y) ab.
Beweis:
Der Beweis erfolgt durch Induktion. Wir starten mit der Projektion T0 von T auf die fein-
ste Skala 0 und den Blo¨cken A1, B1, C1 und T1, die im Verlauf einer einfachen Zerlegung
entstehen. Gema¨ß Satz 11 erfu¨llen die Eintra¨ge der Blo¨cke A1, B1 und C1 die diesbezu¨gliche
Abscha¨tzung (4.22), liegen also in M1m. Ist A1 invertierbar, so gilt nach Satz 12 das gleiche
Abfallverhalten auch fu¨r die Eintra¨ge des Produkts F1 := C1A−11 B1 ∈ M1m. Der Schur-
Komplement Operator
S1 = T1 − F1 = T1 − C1A−11 B1
hat damit die geforderte Darstellung (4.26) und zerfa¨llt im Verlauf der na¨chsten einfachen
Zerlegung in die Blo¨cke AS2 , B
S
2 , C
S
2 und T
S
2 . Diese lassen sich auch als die Differenzen
der entsprechenden Blo¨cke von T1 und F1 schreiben. Die Eintra¨ge der Blo¨cke von T1 haben
wegen Satz 11 das richtige Abfallverhalten. Die Eintra¨ge der Blo¨cke von F1 besitzen ebenfalls
das richtige Abfallverhalten, da sie durch eine einfache Zerlegung von F1 ∈ M1m entstehen.
Damit haben die Eintra¨ge der Differenz-Blo¨cke das geforderte Abfallverhalten, liegen also in
der Klasse M2m, und die Induktionsverankerung ist gezeigt.
Es sei nun Sk−2 = Tk−2 − Fk−2 mit Fk−2 ∈ Mk−2m , und fu¨r die Eintra¨ge der Blo¨cke ASk−1,
BSk−1 und C
S
k−1 gelte die entsprechende Abscha¨tzung (4.27). Ist A
S
k−1 invertierbar, so schreibt
sich der Schur-Komplement Operator zur Skala k− 1 ausgehend von der Zerlegung von Sk−2
als
Sk−1 = TSk−1 − CSk−1(ASk−1)−1BSk−1
= Tk−1 − [TFk−2k−1 + CSk−1(ASk−1)−1BSk−1]
=: Tk−1 − Fk−1,
wobei wir mit TFk−2k−1 := (P
k−2
k−1 )
tFk−2P k−2k−1 die Projektion von Fk−2 auf die na¨chstgro¨bere
Skala k− 1 bezeichnen. Es gilt Fk−1 ∈Mk−1m aufgrund der Algebra-Eigenschaften der Klasse
Mk−1m . Genauso wie die Blo¨cke ASk−1, BSk−1 und CSk−1 liegt na¨mlich auch TFk−2k−1 in der Klasse
Mk−1m , da er durch einfache Zerlegung von Fk−2 ∈ Mk−2m entsteht. Hier verwenden wir die
Induktionsannahme. Damit hat Sk−1 die geforderte Gestalt (4.26) und zerfa¨llt im Verlauf
der na¨chsten einfachen Zerlegung in die Blo¨cke ASk , B
S
k , C
S
k und T
S
k , die sich wieder als
Differenzen der jeweiligen Blo¨cke von Tk−1 und Fk−1 darstellen lassen. Die Eintra¨ge der
Blo¨cke von Tk−1 haben wegen Satz 11 das richtige Abfallverhalten. Die Eintra¨ge der Blo¨cke
von Fk−1 besitzen ebenfalls das richtige Abfallverhalten, da sie durch eine einfache Zerlegung
von Fk−1 ∈ Mk−1m entstehen. Damit haben die Eintra¨ge der Differenz-Blo¨cke ebenfalls das
geforderte Abfallverhalten und der Induktionsschritt ist gezeigt.

Wir diskutieren nun den Algorithmus, der zu dem in [48, 49] vorgestellten direkten Lo¨ser
fu¨hrt. Er kombiniert die oben beschriebene algebraische Transformation auf Nichtstandard-
form mit gewo¨hnlichen LU-Faktorisierungen und liefert eine obere und untere Nichtstandard-
form U˜B0,ns und L˜
B
0,ns, die zusammen mit unseren Multiskalen-Vorwa¨rts- und -Ru¨ckwa¨rts-
substitutionen ein direktes Lo¨sungsverfahren zur Lo¨sung bis auf eine vorgegebene Genauig-
keit ε ergeben. Obwohl das Verfahren urspru¨nglich zur effizienten Multiskalen-Faktorisierung
von Integraloperatoren gedacht war, la¨ßt es sich gleichermaßen auch fu¨r eine Multiskalen-
Faktorisierung von Differentialoperatoren einsetzen.
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Es sei ε die beabsichtigte Lo¨sungsgenauigkeit fu¨r das Verfahren. Wir wa¨hlen dann als Band-
weite w ≥ (C/ε) 1m . Da die Konstante C, die unter anderem die Abha¨ngigkeit von der Kern-
funktion ausdru¨ckt, nicht bekannt ist, nehmen wir an, daß w hinreichend groß ist. Wie im Fall
der algebraischen Transformation auf Nichtstandardform wird zuerst wieder eine Approxima-
tion TB0 = T
2w
0 des Operators T0 bezu¨glich der feinsten Skala aufgestellt, indem man nur Ein-
tra¨ge von T0 beru¨cksichtigt, die innerhalb eines Bandes [−w,w] der Weite 2w um die Haupt-
diagonale liegen. Die Zweiskalen-Transformation von TB0 liefert die Blo¨cke A
B
1 , B
B
1 , C
B
1 sowie
TB1 , die ebenfalls Bandgestalt haben. Mittels einer gewo¨hnlichen LU-Faktorisierung erhalten
wir obere und untere Dreiecksmatrizen AˆB1 und Aˇ
B
1 , die Bandgestalt haben und so daß A
B
1 =
AˆB1 Aˇ
B
1 gilt. In [48, 49] werden ”du¨nne“ Vorwa¨rts- und Ru¨ckwa¨rtssubstitutionen zur Berech-
nung von Bandapproximationen CˆB1 und Bˇ
B
1 der am Aufbau der unteren und oberen Nicht-
standardform beteiligten Nebendiagonalblo¨cke Cˆ1 := CB1 (Aˇ
B
1 )
−1 und Bˇ1 := (AˆB1 )−1BB1 vor-
geschlagen. Da im Verlauf der spa¨teren Multiskalen-Vorwa¨rts- und Ru¨ckwa¨rtssubstitutionen
jedoch nur die Anwendung von Cˆ1 und Bˇ1 auf Vektoren beno¨tigt wird, genu¨gt es, zuna¨chst
nur CB1 und Aˇ
B
1 sowie B
B
1 und Aˆ
B
1 abzuspeichern. In Abha¨ngigkeit der La¨nge der verwen-
deten Skalierungsfilter verkleinert sich, wie bereits erwa¨hnt wurde, die Ausgangsbandweite
2w fu¨r TB1 auf die halbe Weite w. Um rekursiv bezu¨glich der gro¨beren Skalen mit der Zer-
legung und gleichzeitigen Faktorisierung fortzufahren, berechnet man wie folgt eine Band-
approximation SB1 an den exakten Schur-Komplement Operator S1 = T1 − C1A−11 B1. Es
wird TB1 = T
w
1 mit Hilfe einer Interpolationsformel symmetrisch zu einer Bandmatrix T
2w
1
der urspru¨nglichen Weite 2w erweitert und hiervon das nur bezu¨glich dieses Bandes berech-
nete Produkt CˆB1 Bˇ
B
1 ≈ CB1 (AB1 )−1BB1 subtrahiert. Wir nehmen an, daß der Aufwand zum
Berechnen der interpolierenden Eintra¨ge proportional zur Anzahl der Freiheitsgrade auf der
betreffenden Skala ist. Damit betra¨gt der Aufwand zur Berechnung von SB1 gerade O(w2N1).
(Ist T0 die Diskretisierung eines Differentialoperators, so entfa¨llt die Interpolation.) Ausge-
hend von SB1 wird die soeben beschriebene Prozedur bis zum Erreichen der gro¨bsten Skala lt
rekursiv fortgesetzt. Wir erhalten eine untere und obere Nichtstandardform L˜B0,ns und U˜
B
0,ns
mit dem Gesamtaufwand O(w2N0). Die dabei gemachten Bandapproximationen sind durch
Satz 13 gerechtfertigt.
Abbildung 4.2 zeigt eine untere und obere Nichtstandardform, die bei einer Multiskalen-Fak-
torisierung des eindimensionalen diskreten Laplace-Operators auf Ω =]0, 1[ mittels linearer
Prewavelets entstehen. Die Gitterweite betra¨gt hierbei h0 = 11024 , die Bandweite w = 12.
Fu¨r ho¨herdimensionale Probleme sind Bandapproximationen nur recht kompliziert und auf-
wendig zu berechnen [48, 107]. Dies betrifft zum einen die Besetzungsstruktur der zu berech-
nenden Approximationen. Die Beru¨cksichtigung von Kopplungen weiter entfernter Nachbarn
der Grobgitterpunkte fu¨hrt bei Tensorprodukt-Ansa¨tzen zu Multiba¨nder (siehe die rechte
Seite von Abbildung 3.5), die sich vereinfacht gesprochen aus Produkten eindimensionaler
Ba¨nder bezu¨glich der jeweiligen Richtungen ergeben. Betrachtet man beispielsweise ein zwei-
dimensionales Problem auf einem uniformen kartesischen Gitter und beachtet bei der Formu-
lierung der reduzierten Grobgittergleichungen zusa¨tzlich noch die jeweils u¨berna¨chsten Nach-
barn, so werden dadurch 25-Punkte Sterne impliziert, die in den Grobgitterfreiheitsgraden
aufsitzen. Bei lexikographischer Anordnung fu¨hren diese zu einem fu¨nfbandigen Besetzungs-
muster fu¨r die Schur-Komplement Approximation, wobei jedes der fu¨nf Ba¨nder selbst die
Bandweite 5 besitzt. Die Maschenweite muß hierbei wenigstens h = 116 betragen, damit die
zugeho¨rigen Multiba¨nder sich nicht beru¨hren oder u¨berlappen. Beru¨hren sich Multiba¨nder, so
verlieren Datenstrukturen zur Speicherung schwachbesetzter Matrizen ihre Effizenz. Zum an-
deren gestaltet sich in ho¨heren Dimension auch die Berechnung effizienter Schur-Komplement
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Abbildung 4.2: Untere (links) und obere (rechts) Nichtstandardformen L˜B0,ns und U˜
B
0,ns, die bei
einer Multiskalen-Faktorisierung des diskreten 1D Laplace-Operators auf Ω =]0, 1[ mittels linearer
Prewavelets entstehen, h0 =
1
1024
, Bandweite w = 12.
Approximationen innerhalb der Multiba¨nder wesentlich komplizierter als in einer Raumdi-
mension. Es mu¨ssen Approximationen an die Produkte CkA−1k Bk berechnet werden, die auf
subtile nichtlineare Weise den Einfluß der Detail-Anteile auf das grobskalige Verhalten der
Lo¨sung des betrachteten Problems modellieren. In zwei Dimensionen bestehen bei einem
Tensorprodukt-Ansatz die Blo¨cke Ck und Bk aus jeweils drei Unterblo¨cken, die unter dem
Einfluß der Inversen von Ak miteinander wechselwirken. Das Produkt CkA−1k Bk setzt sich so-
mit aus insgesamt neun Summanden zusammen. Schließlich mu¨ssen die Schur-Komplement
Approximationen so geartet sein, daß ein rekursives Fortsetzen der verfolgten Multiband-
Strategie auf gro¨beren Skalen weiterhin mo¨glich ist, ohne die Stabilita¨t des resultierenden
grobskaligen Problems zu verlieren oder die Komplexita¨tsgrenzen zu sprengen.
Fu¨r Konvektions-Diffusions Gleichungen erweist sich selbst fu¨r eindimensionale Fa¨lle gera-
de die Frage nach dem Gelingen der approximativen Faktorisierungen der entsprechenden
Blo¨cke Ak im Verlauf der weiteren Rekursion als problematisch, wie die numerischen Experi-
mente in [107] zeigen. Ein Grund fu¨r die dort aufgezeigten Schwierigkeiten ist die mangelnde
numerische Stabilita¨t der mittels starrer Zweiskalen-Transformationen gebildeten Grobgit-
terprobleme. Weiterhin ist im Konvektions-Diffusions Fall fu¨r zunehmende Bandweiten und
zunehmende Konvektionssta¨rken die Tendenz hin zu einem direkten Lo¨ser nicht mehr klar
zu erkennen. Dies ha¨ngt auch mit einer Verschlechterung der Konstanten in den Abfall-
abscha¨tzungen (4.22) und (4.27) zusammen, die von der zum Differentialoperator geho¨renden
Kernfunktion K(x, y) abha¨ngen.
Fu¨r das Lo¨sen zweidimensionaler diskreter Konvektions-Diffusions Probleme erscheinen da-
her unsere auf approximativen Multiskalen-Faktorisierungen beruhenden iterativen Lo¨ser ge-
eigneter. Unsere numerischen Beispiele in Kapitel 6 zeigen, daß man damit insbesondere
durch den Einsatz von problemabha¨ngigen Vergro¨berungstechniken, die in der Mehrgitter-
Welt seit langem bekannt sind, und geschickten damit verbundenen Petrov–Galerkin-artigen
Multiskalen-Zerlegungen zu robusten Verfahren gelangt.
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AMLI-Vorkonditionierer
In [5, 6] wird mit den sogenannten AMLI-Verfahren (AMLI = Algebraic MultiLevel Iteration)
eine Klasse optimaler Multilevel-Vorkonditionierer zur Lo¨sung großer schwachbesetzter linea-
rer Gleichungssysteme vorgestellt, die durch eine Finite-Elemente Diskretisierung elliptischer
Randwertaufgaben mit symmetrisch positiv definitem Operator T und einer zugeho¨rigen
Bilinearform a(· , ·) entstehen. AMLI-Verfahren basieren auf der hierarchischen Basis Zerleg-
ung [129] und ko¨nnen als eine algebraische Stabilisierungstechnik fu¨r die klassische HBMG-
Methode [12, 16] interpretiert werden, die rekursiv zusa¨tzliche innere Iterationen mittels geeig-
neter Matrixpolynome durchfu¨hrt. Eine a¨hnliche Methode fu¨r Finite-Differenzen Diskretisie-
rungen wird in [78] vorgeschlagen. Der Einsatz geeigneter AMLI-Vorkonditionierer in Bezug
auf Krylovraum-Methoden wie etwa das CG-Verfahren fu¨hrt zu Gitterweiten-unabha¨ngigen
Konvergenzraten der so vorkonditionierten Verfahren. Dies la¨ßt sich ohne besondere Regula-
rita¨tsannahmen im Rahmen einer algebraisch orientierten Konvergenztheorie zeigen, die als
wesentliches mathematisches Hilfsmittel eine verscha¨rfte Cauchy–Schwarzsche Ungleichung
verwendet [12, 42]. Die Konstruktion der AMLI-Vorkonditionierer gru¨ndet auf dem folgen-
den natu¨rlichen Aufbau der hierarchischen Basis ”von grob nach fein”.
Eine Funktion u werde zuna¨chst auf einem relativ groben Gitter Ωlt approximiert, indem
ihre Werte in den Gitterpunkten als Koeffizienten der Entwicklung einer Approximation ult
in einem grobskaligen Raum Vlt, beispielsweise aufgespannt von Hutfunktionen, die in den
entsprechenden Gitterpunkten verankert sind, interpretiert werden. Man gelangt so zu einem
Vektor sult, der die nodale Darstellung der Approximation ult ∈ Vlt beschreibt. Will man die
gegebene Funktion nun genauer bezu¨glich eines feineren Raumes Vlt−1 mit Vlt ⊂ Vlt−1 ap-
proximieren, so fu¨gt man durch (adaptive) Gitterverfeinerung weitere Diskretisierungspunkte
zu den vorhandenen Punkten hinzu, in denen man sich die entsprechenden Hutfunktionen
der na¨chstfeineren Skala verheftet denkt. Sie spannen einen Raum Wlt auf. Anstatt nun die
im allgemeinen großen Werte der zu approximierenden Funktion in den neu hinzugekomme-
nen Punkten zu speichern, kann man sie zuna¨chst anhand von sult darin interpolieren und
lediglich die Differenzen zwischen den interpolierten und ihren tatsa¨chlichen Werten, sozusa-
gen hierarchische U¨berschu¨sse, als Wlt-Anteil dult abspeichern. Aus den Koeffizientenvektoren
bezu¨glich Vlt und Wlt sowie der Kenntnis der Interpolationsvorschrift la¨ßt sich sofort der
Koeffizientenvektor der nodalen Darstellung bezu¨glich Vlt−1, aufgespannt von den feinska-
ligen Hutfunktionen in sa¨mtlichen Diskretisierungspunkten, berechnen. Dieser Basiswechsel
hat bei einer entsprechenden Anordnung der Freiheitsgrade die Gestalt
W lt−1lt,V =
(
1 Jlt
0 1
)
,
wobei der Block Jlt die Interpolationsvorschrift beinhaltet. Aus einer so konstruierten hier-
archischen Darstellung u˜lt−1 = [dult; s
u
lt] einer feineren Approximation erha¨lt man ihre nodale
Darstellung bezu¨glich Vlt−1 als
ult−1 = W lt−1lt,V
(
dult
sult
)
=
(
dult + Jlts
u
lt
sult
)
.
Man erkennt hieran deutlich, daß der Anteil dult lediglich eine Korrektur der aus dem Anteil
sult berechneten Interpolation Jlts
u
lt darstellt. Das rekursive Fortsetzen dieser Prozedur bis
zum Erreichen einer feinsten Skala 0 fu¨hrt zu einer Folge von Zweiskalen-Transformationen
{W kk+1}k=0,...,lt−1, die eine hierarchische Zerlegung des feinsten Raums V0 induzieren.
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U¨ber diesen Zugang zur hierarchischen Basis definiert man rekursiv ”von grob nach fein” die
nachfolgende approximative Faktorisierung der zugeho¨rigen Nichtstandardform T˜0,ns eines
Feingitteroperators T0. Es sei Mlt := Tlt. Wir definieren rekursiv fu¨r k = lt− 1, lt− 2, ..., 0
M˜k :=
(
Ak+1 0
Ck+1 T˘k+1
)(
1 A−1k+1Bk+1
0 1
)
, M−1k := W
k
k+1M˜
−1
k (W
k
k+1)
t,
wobei die Matrizen T˘k+1 u¨ber ihre Inversen wie folgt erkla¨rt sind:
T˘−1k+1 := [1− pµ(M−1k+1Tk+1)]T−1k+1.
Der Ausdruck pµ bezeichnet hierbei ein Polynom vom Grad µ ≥ 1, so daß 0 ≤ pµ(t) < 1
fu¨r 0 < t ≤ 1 und pµ(0) = 1 ist. Ist pµ ≈ 0 auf dem Spektrum von M−1k+1Tk+1, so gilt
approximativ T˘−1k+1 ≈ T−1k+1, und M˜k stellt eine approximative Zweiskalen-Faktorisierung der
einfach transformierten Matrizen T˜k dar. Dies erkla¨rt anschaulich den Stabilisierungseffekt.
Man definiert schließlich als AMLI-Vorkonditionierer fu¨r T0
M−10,AMLI := M
−1
0 .
Die Anwendung von M˜−1k geschieht mittels einer Vorwa¨rts- und Ru¨ckwa¨rtssubstitution. Die
im Verlauf einer Vorwa¨rtssubstitution auftretenden Anwendungen von T˘−1k+1 ko¨nnen ohne
Invertierung von Tk+1 implementiert werden. Aufgrund der Normierung pµ(0) = 1, so daß
pµ(t) = 1−η0t−...−ηµ−1tµ mit geeigneten Koeffizienten η0, ..., ηµ−1 gilt, ist qµ−1(t) := 1−pµ(t)t
ebenfalls ein Polynom mit der Gestalt
qµ−1(t) =
1− pµ(t)
t
= η0 + η1t+ ...+ ηµ−1tµ−1.
Damit erhalten wir fu¨r das Ergebnis wk+1 der Anwendung von T˘−1k+1 auf einen Vektor uk+1
wk+1 = T˘−1k+1uk+1 = qµ−1(M
−1
k+1Tk+1)M
−1
k+1uk+1,
was mit Hilfe des Algorithmus
setze w0k+1 := 0;
for z = 1 : µ
lo¨se Mk+1wzk+1 = ηµ−zuk+1 + Tk+1w
z−1
k+1;
end
setze wk+1 := w
µ
k+1;
berechnet werden kann. Der durch den Polynomgrad bestimmte µ-fache Aufruf eines Grob-
gitterproblems in der obigen for-Schleife entspricht der Zyklus-Struktur, wie man sie von
gewo¨hnlichen Mehrgitter-Verfahren her kennt oder wie sie auch in Algorithmus 2 gegeben
ist. Im Fall µ = 1 erha¨lt man ein V-Zyklus-artiges Verfahren. Der Fall µ = 2 fu¨hrt auf
eine dem W-Zyklus verwandte Struktur. Fu¨r pµ(t) = 1 − t erhalten wir mit M−10,AMLI ge-
nau die gleiche approximative Multiskalen-Faktorisierung von T0 wie diejenige, die durch die
Algorithmen 1a und 1b gegeben ist.
Die Schur-Komplement Operatoren Sk+1 = Tk+1 − Ck+1A−1k+1Bk+1 zu den einfach hierar-
chisch transformierten Operatoren T˜k stimmen fu¨r k = 0, ..., lt − 1 mit denjenigen u¨berein,
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die man mittels einer 2 × 2 Block-Partitionierung von Tk gema¨ß einer Zwei-Level Anord-
nung der Freiheitsgrade von Ωk erha¨lt [118]. Bei einer solchen Zwei-Level Anordnung werden
zuna¨chst die Unbekannten bezu¨glich der Fein-ohne-Grobgitterpunkte Ωk\Ωk+1 und dann die-
jenigen bezu¨glich Ωk+1 aufgelistet. Dies erlaubt eine etwas effizientere Implementierung der
AMLI-Vorkonditionierer anhand der Folge der 2×2 Block-partitionierten Operatoren Tk, oh-
ne die Nichtstandardform T˜0,ns hinsichtlich der hierarchischen Zerlegung aufstellen zu mu¨ssen
[3, 7]. Die Nebendiagonalblo¨cke Bk und Ck innerhalb von T˜0,ns sind na¨mlich etwas sta¨rker
besetzt als die ihnen entsprechenden Blo¨cke der Block-partitionierten Matrizen. Einen detail-
lierteren Vergleich unterschiedlicher Formulierungen der AMLI-Verfahren, auch im Zusam-
menhang mit der klassischen HBMG-Methode, findet man in [119, 120]. In [21] wird auf der
Basis einer Multilevel-Anordnung der Freiheitsgrade eine verwandte Multilevel-ILU Vorkon-
ditionierung vorgestellt, deren Multiskalen-Charakter zusammen mit einer levelabha¨ngigen
“Drop-tolerance”-Strategie ebenfalls auf der oben erwa¨hnten Eigenschaft der rekursiv ent-
stehenden Schur-Komplement Operatoren beruht. An dieser Stelle mo¨chten wir auch noch
auf den ”Zoo“ der von Saad und Zhang entwickelten Multilevel-ILU Varianten hinweisen
[105, 106, 134, 136, 135].
Fu¨r ein Modellproblem mit einem symmetrisch positiv definiten elliptischen Operator zweiter
Ordnung wird in [5] die Optimalita¨t einer AMLI-Vorkonditionierung durch Nachweis der
spektralen A¨quivalenz
(M0,AMLIu0, u0) ≈ (T0u0, u0) ∀u0 ∈ IRN0
und Abscha¨tzen des Aufwands fu¨r die Anwendung von M−10,AMLI gezeigt. Die in der obigen
Norma¨quivalenz auftretenden Konstanten sind abha¨ngig von der Art und dem Grad des ver-
wendeten Polynoms pµ sowie der Konstanten γ := supk=1,...,lt γk, die sich aus den verscha¨rften
Cauchy–Schwarzschen Ungleichungen
|a(dk, sk)| ≤ γk[a(dk, dk)]
1
2 [a(sk, sk)]
1
2 ∀dk ∈ Wk, sk ∈ Vk
ergibt. In [80] wird zum Beispiel gezeigt, daß im Fall der zum gewo¨hnlichen Laplace-Operator
geho¨renden Bilinearform a(u, v) :=
∫
Ω∇u · ∇v dx fu¨r beliebige Triangulierungen eines poly-
gonal berandeten Gebiets Ω ⊂ IR2 und Diskretisierung mittels stu¨ckweise linearer Basisfunk-
tionen die Abscha¨tzung γ2 < 34 gilt. Der Rechenaufwand fu¨r die Anwendung von M
−1
0,AMLI
ha¨ngt maßgeblich ab vom Grad µ des Polynoms und der Art der Gitterverfeinerung. Fu¨r
d-dimensionale Probleme (d=2, 3) und uniform verfeinerte Gitter erha¨lt man durch Wahl
spezieller Tschebyscheff-Polynome einen optimalen Vorkonditionierer, falls
(1− γ2)− 12 < µ < 2d
gilt. Es genu¨gt daher, µ = 2 zu wa¨hlen, um zu einer optimalen AMLI-Vorkonditionierung
des zweidimensionalen Laplace-Operators zu gelangen. Der Aufwand hierfu¨r ist damit aber
ebenso hoch wie der fu¨r einen hierarchischen W-Zyklus.
Im Verlauf der letzten Jahre sind verschiedene Varianten des hier vorgestellten Vorkonditio-
nierers entwickelt worden, insbesondere um die Gesamtkosten zu verringern und auch um
Robustheitsfragen etwa bei anisotropen Diffusions Problemen zu behandeln. In [119] wird die
Verwendung levelabha¨ngiger Polynomgrade µk untersucht. Dabei kann gezeigt werden, daß es
fu¨r eine optimale Vorkonditionierung ausreicht, Polynome ho¨heren Grades nur auf bestimm-
ten Zwischenleveln einzusetzen. In [88] wird die AMLI-Methode fu¨r Konvektions-Diffusions
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Probleme betrachtet, deren Konvektionsfelder ~b sich als Gradienten von Geschwindigkeitspo-
tentialen φ darstellen lassen, das heißt ~b = ∇φ. In solchen Fa¨llen ist die Symmetrisierung des
Problems mittels einer exponentiellen Transformation mo¨glich und der fu¨r das symmetrisierte
Gleichungssystem gewonnene AMLI-Vorkonditionierer kann innerhalb eines PCG-Verfahrens
eingesetzt werden. Die zur symmetrisierten Gleichung geho¨rende Energienorm ist abha¨ngig
von der gewa¨hlten Transformation, in die ihrerseits φ und damit implizit auch~b eingeht. Daher
mu¨ssen Konvergenz- und Abbruchkriterien fu¨r das zugeho¨rige PCG-Verfahren sehr behutsam
und mit großer Vorsicht festgelegt werden (siehe auch unsere diesbezu¨gliche Diskussion im
Anhang sowie [59]). Ein direktes Anwenden der AMLI-Methode auf die nach Diskretisierung
von Konvektions-Diffusions Gleichungen entstehenden unsymmetrischen Gleichungssysteme
ist uns allerdings nicht bekannt. Einen U¨berblick der Entwicklungen der letzten Jahre findet
man in [7, 88, 120].
Im Hinblick auf adaptive Verfahren erscheinen der Aufbau der hierarischen Zerlegung des
Feingitterraums V0 ”von grob nach fein“ und die damit verbundene Definition von M
−1
0,AMLI
recht natu¨rlich. Aber fu¨r die erfolgreiche Behandlung von Problemen mit singula¨ren Sto¨rung-
en wie etwa Anisotropien oder springenden Diffusionskoeffizienten muß man in der Regel je-
doch problemangepaßte Multiskalen-Zerlegungen von V0 betrachten. Diese gewinnt man mit-
tels problemabha¨ngiger Interpolationen, die zum Beispiel durch das Lo¨sen homogener lokaler
Probleme auf gro¨beren Gittern und die daru¨ber erhaltenen lokalen Greenschen Funktionen
definiert werden ko¨nnen. Wir erkla¨ren das Vorgehen am Beispiel von Konvektions-Diffusions
Problemen genauer im nachfolgenden Kapitel 5 und sehen dann, daß die so gewonnenen ope-
ratorabha¨ngigen Interpolationen identisch mit speziellen matrixabha¨ngigen Prolongationen
sind. Sie werden mittels des diskreten Operators zum na¨chstfeineren Gitter berechnet. In der
Praxis ist die Berechnung solcher matrixabha¨ngiger Prolongationen sogar der einzig gangba-
re Weg, da die Integration der homogenen lokalen Grobgitterprobleme im allgemeinen nicht
mo¨glich ist. Aus diesem Blickwinkel heraus erscheint die von uns gewa¨hlte Definition der
Multiskalen-Verfahren ”von fein nach grob“ daher geeigneter.
Approximative Zyklische Reduktion
Die klassische Methode der Zyklischen Reduktion (ZR) [51] verwendet man beispielsweise zur
direkten Lo¨sung linearer Gleichungssysteme mit tridiagonalen Systemmatrizen T0. Sie ent-
stehen etwa bei der Diskretisierung eindimensionaler Probleme mittels 3-Punkte Sternen, wie
wir im zweiten Kapitel gesehen haben. Wir nehmen an, daß sa¨mtliche Diagonaleintra¨ge der
Matrix T0 von Null verschieden sind. Ordnet man die Unbekannten gema¨ß einer (offensicht-
lichen) Rot-Schwarz-Fa¨rbung an [62], die einer Einteilung der Freiheitsgrade in Fein-ohne-
Grobgitterpunkte und Grobgitterpunkte dient, dann la¨ßt sich der Feingitteroperator nach
einer entsprechenden Permutation P 01 exakt faktorisieren zu
T˜0 := (P 01 )
tT0P
0
1 =
(
A1 B1
C1 T1
)
=
(
A1 0
C1 S1
)(
1 A−11 B1
0 1
)
. (4.28)
Dabei ist S1 = T˜0/T1 = T1 − C1A−11 B1 der Schur-Komplement Operator. Die bekannte
Blockgestalt von T˜0 wird hier lediglich durch eine Permutation der Unbekannten entspre-
chend ihrer Fa¨rbung induziert und nicht durch eine zusa¨tzliche Basistransformation W 01 , die
von einer Zweiskalen-Zerlegung des Raums der Feingitterfunktionen herru¨hrt. Da T0 tridia-
gonal ist, sind die nach Permutation entstehenden Blo¨cke A1 und T1 diagonal und S1 hat
eine tridiagonale Gestalt. Ist T0 symmetrisch positiv definit oder allgemeiner eine M-Matrix,
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so gilt dies ebenfalls fu¨r S1 und sa¨mtliche Diagonaleintra¨ge von S1 sind verschieden von
Null [64]. Damit kann die soeben vorgestellte Prozedur rekursiv fortgesetzt werden, was zu
einer sukzessiven Reduktion der Grobgitterunbekannten und schließlich zu einer exakten Fak-
torisierung des permutierten Feingitteroperators fu¨hrt. Diese ist a¨quivalent zur klassischen
Gauß-Elimination und man erha¨lt mittels einer Vorwa¨rts- und Ru¨ckwa¨rtssubstitution ein
direktes Lo¨sungsverfahren.
In [96, 97] werden Verallgemeinerungen des soeben vorgestellten Verfahrens der Zyklischen
Reduktion fu¨r den Fall nicht notwendig tridiagonaler schwachbesetzter Matrizen diskutiert.
Da ihre Multilevel-artige Konstruktion auf Techniken algebraischer Mehrgitter-Verfahren ba-
siert, sollen sie insbesondere der robusten Lo¨sung linearer Gleichungssysteme dienen, die
von singula¨r gesto¨rten Problemen stammen. Voraussetzung ist, daß T0 eine schwach diago-
naldominante M-Matrix ist [65]. Ziel ist es, durch ein geeignetes rekursives Aufteilen der
Freiheitsgrade in Fein-ohne-Grobgitter- und Grobgitterunbekannte sowie damit verbundene
Schur-Komplement Approximationen eine anna¨hernde Faktorisierung des Feingitteroperators
zu berechnen. Die Aufteilung der Unbekannten (Rot-Schwarz-Fa¨rbung) geschieht dabei an-
hand eines algebraischen Kriteriums, das a¨hnlich wie bei algebraischen Mehrgitter-Verfahren
[27, 52, 103, 112] nicht die Kenntnis einer zugrundeliegenden Triangulierung oder eines Gitters
voraussetzt. Hierzu wird der Graph GT0(V,E) der Matrix T0 definiert, dessen Knotenmenge
den Unbekannten und dessen Kantenmenge E den nicht verschwindenden Matrixeintra¨gen
entspricht. Ignoriert man bestimmte ”kleine“ Matrixeintra¨ge, was mit Hilfe eines Parameters
0 ≤ β < 1 gesteuert wird, so gelangt man zum reduzierten Matrixgraphen GT0(V,Es). Ausge-
hend von den so erhaltenen ”starken“ Kopplungen Es wird nun anhand von GT0(V,Es) eine
geeignete Rot-Schwarz-Fa¨rbung der Freiheitsgrade definiert. Die roten Knoten bilden dabei
eine maximal unabha¨ngige Menge, das heißt je zwei Knoten dieser Menge haben keine verbin-
dende Kante im reduzierten Matrixgraphen und es existiert keine echte Obermenge mit dieser
Eigenschaft. Dann ist der zugeho¨rige Block A1 des entsprechend permutierten Operators T˜0
anna¨hernd diagonal. Es gilt
||1−A1Dˇ−11 ||∞ < 1, (4.29)
wobei Dˇ1 diejenige Diagonalmatrix bezeichnet, die man durch Weglassen aller Nebendiagonal-
eintra¨ge von A1 erha¨lt. Zur Definition einer Approximation des Schur-Komplement Operators
nutzt man nun aus, daß Rechtstransformationen der Form
T¯0 := T˜0
(
1 −G1
0 1
)
=
(
A1 B1 −A1G1
C1 T1 − C1G1
)
den Schur-Komplement Operator S1 = T1 − C1A−11 B1 invariant lassen. Es ist dabei G1 eine
beliebige Matrix, die die gleiche Dimension wie B1 besitzt. Es gilt na¨mlich
T¯0/(T1 − C1G1) = T1 − C1G1 − C1A−11 (B1 −A1G1) = S1.
Wir definieren nun ausgehend von
Tˇ
(0)
0 :=
(
Aˇ
(0)
1 Bˇ
(0)
1
Cˇ
(0)
1 Tˇ
(0)
1
)
:=
(
A1 B1
C1 T1
)
=:
(
Aˆ
(0)
1 Bˆ
(0)
1
Cˆ
(0)
1 Tˆ
(0)
1
)
=: Tˆ (0)0 (4.30)
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fu¨r k ∈ IN induktiv die Block-Matrizen
Tˇ
(k)
0 := Tˇ
(k−1)
0
(
1 −Dˇ−11 Bˇ(k−1)1
0 1
)
, (4.31)
Tˆ
(k)
0 := Tˇ
(k−1)
0
(
1 −Dˆ−11 Bˇ(k−1)1
0 1
)
, (4.32)
wobei Dˆ1 := diag(A1 ·1) neben Dˇ1 eine weitere Diagonalmatrix darstellt. Eine Motivation fu¨r
diese hybride Konstruktion wird weiter unten gegeben. Sie la¨ßt sich auch als Petrov–Galerkin
Ansatz interpretieren. Wir erhalten fu¨r alle k ≥ 0
Tˇ
(k)
0 /Tˇ
(k)
1 = S1 = Tˆ
(k)
0 /Tˆ
(k)
1 ,
da die Block-Matrizen einzig durch Rechtstransformationen aus T˜0 hervorgehen. Es gelten
zudem die Formeln
Bˇ
(k)
1 = (1−A1Dˇ−11 )kB1,
Bˆ
(k)
1 = (1−A1Dˆ−11 )(1−A1Dˇ−11 )(k−1)B1.
Aufgrund von (4.29), also der Diagonaldominanz von A1, kann man zeigen, daß die so dar-
stellbaren Nebendiagonalblo¨cke Bˇ(k)1 und Bˆ
(k)
1 fu¨r hinreichend großes k ”klein“ sind und die
Blo¨cke Tˇ (k)1 und Tˆ
(k)
1 im starken Sinne gegen S1 konvergieren. Es ist Tˇ
(k)
1 stets eine schwach
diagonaldominante M-Matrix, und ist S1 nichtsingula¨r, so trifft dies auch auf Tˆ
(k)
1 zu. Daher
ist es sinnvoll, Tˇ (k)1 und Tˆ
(k)
1 als Approximationen fu¨r S1 heranzuziehen. Um ein Auffu¨llen
von Tˇ (k)1 und Tˆ
(k)
1 zu vermeiden, sollte man ein relativ kleines k benutzen. In [96] wird vor-
geschlagen, k = 2 und damit Tˆ (2)1 als Approximationen fu¨r S1 und als Ausgangspunkt fu¨r
die weitere Reduktion zu verwenden. Ist A˘1 eine Approximation an A1, so wa¨hlt Reusken im
Zweilevel-Fall als approximative Faktorisierung von T˜0
M˜0,AZR :=
(
A˘1 0
C1 Tˆ
(2)
1
)(
1 A˘−11 B1
0 1
)
. (4.33)
Zwar erha¨lt man durch Tˇ (k)1 ebenfalls eine stabile Approximation von S1, doch ist die Kon-
vergenz limk→∞ Tˇ
(k)
1 u1 = S1u1 fu¨r ”glatte“ Gitterfunktionen u1 recht langsam [97]. Durch die
Wahl Tˆ (2)1 aufgrund der hybriden Konstruktion (4.30)-(4.32) kann dieser Defekt u¨berwunden
werden. Dies wird in [96] fu¨r einige Modellbeispiele mit periodischen Randbedingungen ((ani-
sotrope) Diffusion, Konvektion-Diffusion) im Zweilevel-Fall quantitativ gezeigt. Obwohl Tˆ (2)1
nach Konstruktion ein schwaches Besetzungsmuster aufweist, ist dieses aufgrund von “fill in”
doch dichter als das von T0. Um ein sukzessives Auffu¨llen der im Verlauf einer mehrstufigen
Zerlegung auftretenden Matrizen zu vermeiden, wird daru¨berhinaus eine ”Lumpingtechnik“
vorgeschlagen, die die betragsma¨ßig kleinsten Matrixeintra¨ge der Schur-Komplement Appro-
ximation auf die Diagonale addiert und diese innerhalb der Matrix auf Null setzt. Die Eigen-
schaft von Tˆ (2)1 , eine schwach diagonaldominante M-Matrix zu sein, bleibt dabei erhalten, so
daß eine Rekursion weiterhin mo¨glich ist.
Wir wollen jetzt M˜0,AZR mit einer approximativen Faktorisierung M˜0 vergleichen, die man
mittels verallgemeinerter hierarchische Basis Transformationen erha¨lt. Dazu bemerken wir,
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daß die Schur-Komplement Approximation Tˆ (2)1 auch u¨ber einen Petrov–Galerkin-artigen
Vergro¨berungsprozeß mit matrixabha¨ngigen Prolongationen und Restriktionen interpretiert
werden kann. Wie man nach einfacher Rechnung sieht, gilt
Tˆ
(2)
1 =
( −C1Dˆ−11 1 ) T˜0( −Dˇ−11 B11
)
. (4.34)
Man vergleiche dies auch mit den folgenden Darstellungen des exakten Schur-Komplement
Operators, bei denen jeweils ∗ einen beliebigen Block passender Gro¨ße kennzeichnet:
S1 =
( −C1A−11 1 ) T˜0( ∗1
)
=
( ∗ 1 ) T˜0( −A−11 B11
)
.
Den permutierten Feingitteroperator T˜0 transformiert man dann ausgehend von (4.34) mittels
einer zugeho¨rigen verallgemeinerten hierarchischen Basis Transformation zu(
1 0
−C1Dˆ−11 1
)(
A1 B1
C1 T1
)(
1 −Dˇ−11 B1
0 1
)
=
(
A1 [1−A1Dˇ−11 ]B1
C1[1− Dˆ−11 A1] Tˆ (2)1
)
. (4.35)
Unsere dafu¨r im Zweilevel-Fall erkla¨rte approximative Faktorisierung
M˜0 :=
(
A˘1 0
C1[1− Dˆ−11 A1] Tˆ (2)1
)(
1 A˘−11 [1−A1Dˇ−11 ]B1
0 1
)
(4.36)
benutzt die leicht modifizierten Nebendiagonalblo¨cke [1−A1Dˇ−11 ]B1 und C1[1−Dˆ−11 A1], nun
allerdings zur Approximation der transformierten Steifigkeitsmatrix. Mo¨glichkeiten
M˜0,AZR mit Hilfe von leicht ”verbogenen“ verallgemeinerten hierarchischen Basis Transfor-
mationen u¨ber unseren Ansatz zu generieren, werden in [94] diskutiert.
Reuskens Methode der Approximativen Zyklischen Reduktion definiert auf rein algebraischem
Wege eine na¨herungsweise Inverse M−10,AZR von T0. Sie la¨ßt sich ebenfalls u¨ber eine verallge-
meinerte hierarchische Basis Transformation interpretieren, wie wir gerade gesehen haben.
Die Unterteilung der Freiheitsgrade in Fein-ohne-Grobgitter- und Grobgitterpunkte erfolgt
dabei mit Hilfe AMG-basierter Prinzipien. Eine naheliegende Idee ist daher, die von uns in
diesem Kapitel vorgestellten Multiskalen-Verfahren direkt u¨ber verallgemeinerte hierarchische
Basen zu definieren, die mit Hilfe von algebraischen Mehrgitter-Verfahren konstruiert werden.
Es werden dazu die rechteckigen Transformations-Matrizen in Formel (4.34) zur Berechnung
der Schur-Komplement Approximationen ersetzt durch Prolongationen und Restriktionen,
die mittels AMG bestimmt werden. Da die AMG-Konstruktionen im Fall des gewo¨hnlichen
Laplace-Operators jedoch auf geometrische Vergro¨berungen und bilineare Interpolationen
zuru¨ckfu¨hren, ist nicht zu erwarten, daß man mittels AMG-basierter hierarchischer Zerleg-
ungen zumindest optimale Multiskalen-Lo¨ser erha¨lt. Unter diesem Nachteil leiden ebenfalls
die durch Approximative Zyklische Reduktion gewonnenen Vorkonditionierer, wie die numeri-
schen Experimente in [98] zeigen und Reusken dort auch eingesteht. Wir zeigen in Kapitel 5.3,
das sich mit algebraisch definierten Multiskalen-Zerlegungen befaßt, eine einfache Mo¨glichkeit
zur Stabilisierung AMG-basierter hierarchischer Basen. Mit ihrer Hilfe gelingt die Konstruk-
tion sowohl Gitterweiten- als auch weitgehend sto¨rungsunabha¨ngiger Multiskalen-Lo¨ser fu¨r
schwierige Probleme, etwa wirbelbehaftete Konvektions-Diffusions Gleichungen, wie unsere
numerischen Beispiele in Kapitel 6 zeigen.
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4.3 Additive Multiskalen-Verfahren
In diesem Abschnitt definieren wir einen additiven Multiskalen-Vorkonditionierer fu¨r das
Feingittersystem (3.5), der ebenfalls auf den Multiskalen-Zerlegungen (3.2) und (3.3) beruht.
Im Unterschied zu multiplikativen Verfahren werden hierbei gleichzeitig und unabha¨ngig von-
einander Unterraumkorrekturen fu¨r alle an der Zerlegung beteiligten Skalen berechnet. Der
so definierte Vorkonditionierer geho¨rt damit zur Klasse der parallelen Unterraumkorrektur-
methoden [127].
A¨quivalente Implementierungen ergeben sich u¨ber die Multiskalen-Vorwa¨rts- und Ru¨ckwa¨rts-
substitutionen sowie den Multiskalen-V-Zyklus durch Weglassen der Modifikationen der grob-
skaligen Anteile (Schritt 2c in Algorithmus 1a bzw. Schritt 3 in Algorithmus 2) und der Nach-
korrektur (Schritt 2a in Algorithmus 1b bzw. Schritt 5 in Algorithmus 2). Die Ru¨ckwa¨rts-
substitutionsroutine sammelt dann nur noch die berechneten Korrekturen auf und transfor-
miert sie geeignet zuru¨ck. Man erha¨lt mit Hilfe der so modifizierten Algorithmen das Ergebnis
fP0 der Anwendung des additiven Multiskalen-Vorkonditionierers auf einen Vektor f0 durch
die Aufrufe
[d1; ...; dlt; slt] = ms vorsubst(lt,0, f0),
fP0 = ms ru¨cksubst(lt, [d1; ...; dlt; slt])
beziehungsweise
fP0 = ms v zyklus(lt, 1,0, f0).
Eine effiziente Implementierung ist ebenfalls auf der Basis des Standardsystems
(W 0lt,S)
tT0W
0
lt,V u˜0,s = (W
0
lt,S)
tf0
mo¨glich. Es ergibt sich hieraus ein additiv Multiskalen-linksvorkonditioniertes System durch
Links-Multiplikation mit der Blockdiagonalmatrix
M˜−10,s := blockdiag(A
−1
1 , ..., A
−1
lt , T
−1
lt ) (4.37)
und anschließende Ru¨cktransformation mittels W 0lt,V . Wir erhalten
W 0lt,VM˜
−1
0,s (W
0
lt,S)
tT0u0 = W 0lt,VM˜
−1
0,s (W
0
lt,S)
tf0.
Der additive Multiskalen-Vorkonditionierer schreibt sich daher als
M−10,s = W
0
lt,VM˜
−1
0,s (W
0
lt,S)
t, (4.38)
und es gilt fP0 = M
−1
0,s f0. Zur Implementierung von M
−1
0,s braucht insbesondere die Standard-
form nicht vollsta¨ndig bekannt zu sein. Man beno¨tigt lediglich deren Diagonalbo¨cke zur Defi-
nition der Blockdiagonalmatrix M˜−10,s sowie die Transformationen W
0
lt,V und (W
0
lt,S)
t, die als
schnelle Wavelettransformationen effizient realisiert werden ko¨nnen. Mit Hilfe der Synthese-
Operatoren Q0k,V und P
0
lt,V sowie der transponierten Synthese-Operatoren (Q
0
k,S)
t und (P 0lt,S)
t
fu¨r k = 1, ..., lt (siehe deren Definitionen (3.17) und (3.18)) kann M−10,s auch als Summe
M−10,s =
lt∑
k=1
Q0k,VA
−1
k (Q
0
k,S)
t + P 0lt,VT
−1
lt (P
0
lt,S)
t (4.39)
geschrieben werden. Hierdurch wird der additive Charakter des Vorkonditionierers ebenfalls
deutlich. Die darin auftretenden Inversen werden selbstversta¨ndlich fu¨r praktische Rechnun-
gen wie schon im multiplikativen Fall durch geeignete approximative Inversen ersetzt.
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Kapitel 5
Multiskalen-Zerlegungen fu¨r
Konvektions-Diffusions Probleme
Im letzten Kapitel haben wir ausgehend von den recht allgemeinen Petrov–Galerkin-artigen
Multiskalen-Zerlegungen (3.2) und (3.3) der Ansatz- und Testseite sowohl multiplikative als
auch additive Multiskalen-Verfahren entwickelt und mit bekannten Methoden verglichen. Es
ist klar, daß die Gu¨te und insbesondere die Robustheit der Verfahren wesentlich von den
Transformationen P kk+1,V/S und Q
k
k+1,V/S (k = 0, ..., lt − 1) abha¨ngt, die implizit die Zer-
legungen (3.2) und (3.3) festgelegen. Sie bestimmen die Blo¨cke der Nichtstandardform T˜0,ns
sowie die Projektionen der Residuenvektoren auf die Ra¨ume grobskaliger Anteile. Mit ihnen
wird außerdem die Ru¨cktransformation der berechneten Korrekturen durchgefu¨hrt. Um robu-
ste Multiskalen-Verfahren zu erhalten, sollte daher die Wahl der Transformationen P kk+1,V/S
und Qkk+1,V/S problemangepaßt erfolgen. Dies unterscheidet unseren Ansatz wesentlich von
den Wavelet-basierten Methoden [29, 30, 49, 92, 93, 100].
In diesem Kapitel diskutieren wir zuna¨chst die problemabha¨ngige Wahl der Prolongationen
P kk+1,V/S , die dazu dient, physikalisch sinnvolle Grobgitterprobleme im Verlauf der rekur-
siven Zerlegung aufzustellen. Problemabha¨ngige Prolongationen P kk+1,V/S ko¨nnen u¨ber eine
durch den Operator induzierte Interpolation berechnet werden, die auf der Lo¨sung lokaler ho-
mogener kontinuierlicher Probleme beruht und mittels operatorabha¨ngiger Finite-Elemente
Basen (L-Splines, siehe Kapitel 2) interpretiert werden kann. Diese lokalen Greenschen Funk-
tionen erfu¨llen verallgemeinerte Skalierungsgleichungen, was den Zusammenhang mit einer
Multiskalen-Analyse herstellt [81]. Mit Hilfe der u¨ber L-Splines berechneten Steifigkeitsmatrix
kann dann eine a¨quivalente matrixabha¨ngige Prolongation durch die Lo¨sung entsprechender
lokaler homogener diskreter Probleme bestimmt werden. Letzteres entspricht gerade einer
lokalen Gauß-Elimination und ist fu¨r Probleme mit variablen Koeffizientenfunktionen der
einzig gangbare Weg zur Bestimmung einer solchen problemabha¨ngigen Prolongation, da die
Lo¨sung der lokalen homogenen kontinuierlichen Probleme im allgemeinen viel zu aufwendig
ist. Nach der Vorstellung problemangepaßter Prolongationen P kk+1,V/S diskutieren wir ihr
Zusammenspiel mit einer mo¨glichen hierarchischen und Wavelet-artigen Wahl der Basen der
zugeho¨rigen Komplementra¨ume, die u¨ber die Transformationen Qkk+1,V/S festgelegt wird.
Wir besprechen zuerst eindimensionale Probleme, fu¨r deren Lo¨sung man selbstversta¨ndlich
kein Multiskalen-Verfahren mit notwendigerweise problemangepaßten Komponenten bemu¨h-
en muß (siehe etwa die Methode der Zyklischen Reduktion in Kapitel 4.2.3), und untersuchen
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dann, inwieweit sich die eindimensionalen Techniken auf zweidimensionale Aufgaben im Rah-
men eines klassischen Tensorprodukt-Ansatzes u¨bertragen lassen.
Die bis dahin diskutierten Multiskalen-Zerlegungen werden anhand einer a priori festge-
legten Gitterhierarchie konstruiert. Wir sprechen daher auch von geometrischen Multiska-
len-Zerlegungen. Im letzten Unterkapitel diskutieren wir noch Mo¨glichkeiten, problemange-
paßte Multiskalen-Zerlegungen auf rein algebraischem Wege zu erkla¨ren. Wir greifen dazu
auf Vergro¨berungsstrategien zuru¨ck, die von algebraischen Mehrgitter-Verfahren her bekannt
sind [27, 52, 112]. Daru¨ber definierte algebraische Multiskalen-Zerlegungen sind insbesonde-
re nu¨tzlich zur Konstruktion robuster Verfahren fu¨r nichtseparable Konvektions-Diffusions
Probleme, etwa fu¨r Aufgaben mit wirbelbehafteter Konvektion.
5.1 Probleme in 1D
5.1.1 Operatorabha¨ngige Prolongationen
Zur Herleitung einer problemangepaßten Prolongation P kk+1,V fu¨r die Ansatzseite betrachten
wir das eindimensionale homogene Konvektions-Diffusions Problem mit konstanter Konvek-
tionssta¨rke b 6= 0 und inhomogenen Dirichletschen Randbedingungen
−u′′ + bu′ = 0 auf ]xk+1i , xk+1i+1 [, u(xk+1i ) = α und u(xk+1i+1 ) = β. (5.1)
Das Intervall ]xk+1i , x
k+1
i+1 [⊂ Ω = ]0, 1[ sei hierbei ein finites Element der La¨nge hk+1 = 2hk
bezu¨glich eines uniformen Gitters Ωk+1 := {xk+1i ∈ Ω : xk+1i := ihk+1 fu¨r 0 < i < 1/hk+1}.
Wir nehmen ferner an, daß das Gitter Ωk+1 eingebettet ist in eine geschachtelte Folge uniform
verfeinerter Gitter Ωlt ⊂ · · · ⊂ Ωk+1 ⊂ Ωk ⊂ · · · ⊂ Ω0. Die Lo¨sung des eindimensionalen
Randwertproblems (5.1) lautet
u(x) = c1 + c2 exp(bx)
mit den durch die Randbedingungen (5.1) festgelegten Konstanten
c1 =
α exp(bxk+1i+1 )− β exp(bxk+1i )
exp(bxk+1i+1 )− exp(bxk+1i )
und c2 =
β − α
exp(bxk+1i+1 )− exp(bxk+1i )
.
Sie ist von xk+1i , x
k+1
i+1 , α, β und der Konvektion b abha¨ngig. Mit Hilfe von u kann eine pro-
blemangepaßte Interpolation im Mittelpunkt xk+1i+1/2 := x
k
2i+1 = (x
k+1
i + x
k+1
i+1 )/2 ∈ Ωk des
betrachteten Intervalls definiert werden, die dem Transport grobskaliger Information auf die
na¨chstfeinere Skala dient. Man berechnet dort den Wert der Lo¨sungsfunktion und interpre-
tiert ihn als das Ergebnis einer Interpolation
u(xk+1i+1/2)
!= pOα+ pWβ
mit zu bestimmenden Interpolationsgewichten pW und pO. Wir erhalten
pW =
exp(bxk+1i+1/2)− exp(bxk+1i )
exp(bxk+1i+1 )− exp(bxk+1i )
und pO =
exp(bxk+1i+1 )− exp(bxk+1i+1/2)
exp(bxk+1i+1 )− exp(bxk+1i )
.
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Mit xk+1i+1 = x
k+1
i +2hk berechnet man hieraus die von x
k+1
i , x
k+1
i+1/2 und x
k+1
i+1 freie Darstellung
der Gewichte
pW =
1− exp(−bhk)
exp(bhk)− exp(−bhk) und pO =
exp(bhk)− 1
exp(bhk)− exp(−bhk) .
Man erha¨lt nach einer weiteren Rechnung
pW =
1
2
(
1− tanh
(
bhk
2
))
und pO =
1
2
(
1 + tanh
(
bhk
2
))
.
Im Hinblick auf Mehrgitter-Verfahren fu¨hrt dieses Vorgehen zu dem eindimensionalen opera-
torabha¨ngigen Prolongationsmoleku¨l
(P kk+1)∗ = [ pW pZ pO ] =
[
1
2
(
1− tanh
(
bhk
2
))
1
1
2
(
1 + tanh
(
bhk
2
))]
, (5.2)
das eine problemabha¨ngige Interpolation mit Hilfe der Lo¨sungsfunktion u zur Randwertauf-
gabe (5.1) definiert. Selbstversta¨ndlich soll ein im Punkt xk+1i gegebener Wert auf feineren
Skalen unvera¨ndert u¨bernommen werden, weshalb pZ gleich 1 zu wa¨hlen ist.
Wir geben nun eine Finite-Elemente Interpretation des Sterns (5.2). Dazu nehmen wir an, daß
Vk+1 ein Finite-Elemente Raum ist, der durch nodale Basisfunktionen ϕk+1i,V aufgespannt wird,
die den Gitterpunkten von Ωk+1 zugeho¨ren. Eine Approximation uk+1 der kontinuierlichen
Lo¨sung u la¨ßt sich dann als Linearkombination
uk+1(x) = αϕk+1i (x) + βϕ
k+1
i+1 (x)
zweier in den Randpunkten des betrachteten Intervalls verankerten Basisfunktionen schrei-
ben. Der lineare Ansatz bei der Wahl der Basisfunktionen ϕk+1i,V fu¨hrt zu linearen Splines,
also den bekannten Hutfunktionen, und liefert auf groben Gittern und fu¨r große Werte von
|b| im allgemeinen keine hinreichend gute Approximation der kontinuierlichen Lo¨sung u auf-
grund des mo¨glichen Grenzschichtverhaltens. Wa¨hlt man hingegen die operatorabha¨ngigen
Basisfunktionen
ϕk+1i,V (x) :=

exp(bx)− exp(bxk+1i−1 )
exp(bxk+1i )− exp(bxk+1i−1 )
, x ∈ [xk+1i−1 , xk+1i [,
exp(bxk+1i+1 )− exp(bx)
exp(bxk+1i+1 )− exp(bxk+1i )
, x ∈ [xk+1i , xk+1i+1 [,
0, sonst,
(5.3)
die als lokale Greensche Funktionen (L-Splines, siehe Kapitel 2) stu¨ckweise mit Hilfe der
Lo¨sungen des homogenen Problems zu den Randwerten 0 und 1 erkla¨rt sind, so ist die Ap-
proximation sogar exakt. Es gilt
u(x) =
α exp(bxk+1i+1 )− β exp(bxk+1i )
exp(bxk+1i+1 )− exp(bxk+1i )
+
(β − α) exp(bx)
exp(bxk+1i+1 )− exp(bxk+1i )
=
α(exp(bxk+1i+1 )− exp(bx)) + β(exp(bx)− exp(bxk+1i ))
exp(bxk+1i+1 )− exp(bxk+1i )
= αϕk+1i,V (x) + βϕ
k+1
i+1,V(x) = uk+1(x).
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Damit lassen sich die Gewichte des soeben definierten operatorabha¨ngigen Prolongationsmo-
leku¨ls (5.2) auch als die Funktionswerte der entsprechenden operatorabha¨ngigen Basisfunk-
tionen an den Stellen xk+1i−1/2, x
k+1
i und x
k+1
i+1/2 interpretieren:
pW = ϕk+1i,V (x
k+1
i − hk), pZ = ϕk+1i,V (xk+1i ) und pO = ϕk+1i,V (xk+1i + hk). (5.4)
Man rechnet leicht nach, daß die durch (5.3) definierten operatorabha¨ngigen Basisfunktionen
eine verallgemeinerte Skalierungsgleichung [36] erfu¨llen:
ϕk+1i,V (x) = pWϕ
k
2i−1,V(x) + pZϕ
k
2i,V(x) + pOϕ
k
2i+1,V(x). (5.5)
Wir werden dieses Resultat spa¨ter noch in gro¨ßerer Allgemeinheit beweisen. Damit kann das
operatorabha¨ngige Prolongationsmoleku¨l (5.2) auch als verallgemeinerter Skalierungsfilter zu
einer verallgemeinerten Multiskalen-Analyse [81] gesehen werden, die durch die geschachtelte
Folge der L-Spline Finite-Elemente Ra¨ume
Vlt ⊂ Vlt−1 ⊂ · · · ⊂ Vk+1 ⊂ Vk ⊂ Vk−1 ⊂ · · · ⊂ V0 ⊂ · · · ⊂ L2(Ω)
gebildet wird. Ebenso wie die klassischen Filter aus der Theorie der Wavelets und Signalver-
arbeitung ist unser verallgemeinerter Skalierungsfilter, der den U¨bergang von einer gro¨beren
Skala k+ 1 zur na¨chstfeineren Skala k beschreibt, o¨rtlich konstant. Im Unterschied zu klassi-
schen Filtern ha¨ngt er jedoch vom betrachteten Level ab. Wir verzichten der U¨bersichtlichkeit
halber aber auf eine entsprechende Kennzeichnung der Prolongationsgewichte. Die Interpre-
tation der Prolongationsgewichte mittels (5.4) la¨ßt vermuten, daß man im allgemeinen Fall
variabler Konvektion sogar ortsabha¨ngige Gewichte betrachten wird. Um den Zusammen-
hang von (P kk+1)∗ mit der Sequenz der L-Spline Finite-Elemente Ra¨ume Vk zu verdeutlichen,
schreiben wir fortan auch (P kk+1,V)∗.
Um im na¨chsten Abschnitt eine zu (5.2) a¨quivalente matrixabha¨ngige Prolongation herleiten
zu ko¨nnen, berechnen wir mit Hilfe der Bilinearform
a(u, v) =
∫
Ω
u′v′ + bu′v dx
eine Steifigkeitsmatrix fu¨r den Konvektions-Diffusions Operator Tu = −u′′ + bu′ relativ zu
einer Skala k. Wir machen dazu einen Petrov–Galerkin-Ansatz, der als Ansatzraum den
Raum Vk der Funktionen benutzt, die von den L-Splines aufgespannt werden. Fu¨r die Basis
des Testraums Sk setzen wir lediglich voraus, daß sie aus hinreichend glatten Funktionen
ϕkj,S besteht, die in den ihnen zugeordneten Gitterpunkten auf 1 normiert sind und jeweils
gleichen Tra¨ger mit den darin verankerten L-Splines haben. Der Testraum sei daru¨berhinaus
eingebettet in eine entsprechende Sequenz geschachtelter Ra¨ume
Slt ⊂ Slt−1 ⊂ · · · ⊂ Sk+1 ⊂ Sk ⊂ Sk−1 ⊂ · · · ⊂ S0 ⊂ · · · ⊂ L2(Ω).
Von den zugeho¨rigen Prolongationsmoleku¨len (P kk+1,S)∗ fordern wir lediglich, daß durch sie
die Werte in den Grobgitterpunkten und die oben erwa¨hnte Tra¨gerbedingung auf der gro¨beren
Skala erhalten bleiben. Letzteres bedeutet, daß (P kk+1,S)∗ maximal drei Eintra¨ge besitzt. Wir
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erhalten dann durch Aufsplitten des Integrals und partielle Integration
a(ϕki,V , ϕ
k
j,S) =
∫
Ω
(ϕki,V)
′[(ϕkj,S)
′ + bϕkj,S ] dx
=
1/hk∑
l=1
∫ xkl
xkl−1
(ϕki,V)
′[(ϕkj,S)
′ + bϕkj,S ] dx
=
1/hk∑
l=1
(ϕki,V)
′ϕkj,S
∣∣xkl
xkl−1
+
∫ xkl
xkl−1
[−(ϕki,V)′′ + b(ϕki,V)′]ϕkj,S dx
=
1/hk∑
l=1
(ϕki,V)
′ϕkj,S
∣∣xkl
xkl−1
,
da die L-Splines ϕki,V die homogene Differentialgleichung im Inneren der Intervalle ]x
k
l−1, x
k
l [
erfu¨llen. Wir berechnen damit nun die jeweiligen Kopplungen im entstehenden 3-Punkte
Stern.
• Zentraler Sterneintrag:
a(ϕki,V , ϕ
k
i,S) = (ϕ
k
i,V)
′ϕki,S
∣∣xki
xki−1
+ (ϕki,V)
′ϕki,S
∣∣xki+1
xki
= (ϕki,V)
′ϕki,S
∣∣
(xki )
− − (ϕki,V)′ϕki,S
∣∣
(xki )
+
= b
(
1
1− exp(−bhk) −
1
1− exp(bhk)
)
= b coth
(
bhk
2
)
.
• O¨stlicher Sterneintrag:
a(ϕki+1,V , ϕ
k
i,S) = (ϕ
k
i+1,V)
′ϕki,S
∣∣xki+1
xki
= −(ϕki+1,V)′
∣∣
(xki )
+
=
−b exp(−bhk)
1− exp(−bhk) =
b
2
(
1− coth
(
bhk
2
))
.
• Westlicher Sterneintrag:
a(ϕki−1,V , ϕ
k
i,S) = (ϕ
k
i−1,V)
′ϕki,S
∣∣xki
xki−1
= −(ϕki−1,V)′
∣∣
(xki )
−
=
b exp(bhk)
1− exp(bhk) = −
b
2
(
1 + coth
(
bhk
2
))
.
Offensichtlich sind die Eintra¨ge unabha¨ngig von der konkreten Gestalt der verwendeten Test-
funktionen ϕki,S . Man vergleiche dies auch mit der Bemerkung im Anschluß an Satz 5 in Ka-
pitel 2. Es sei γk := bhk2 coth
(
bhk
2
)
ein (skalenabha¨ngiger) Viskosita¨tsfaktor. Wir erhalten da-
mit bis auf den Faktor 1/hk (aufgrund des Finite-Elemente Ansatzes) den Finite-Differenzen
Stern des Il’in–Allen–Southwell Schemas (Kapitel 2, Schema 3)
(Tk)∗ := [tw tz to] :=
γk
hk
[
− 1 2 − 1
]
+
b
2
[
− 1 0 1
]
. (5.6)
Hierbei verzichten wir wie bereits im Fall der Prolongationsgewichte auf die Kennzeichnung
der Skalenabha¨ngigkeit der Sterneintra¨ge.
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5.1.2 Matrixabha¨ngige Prolongationen
Das oben beschriebene Vorgehen zur Bestimmung einer operatorabha¨ngigen Prolongation
la¨ßt sich nun mit Hilfe der berechneten Steifigkeitsmatrix Tk ins Diskrete u¨bertragen. Die
Forderung, daß das Ergebnis der Prolongation einer Grobgitterfunktion uk+1 in den Fein-
ohne-Grobgitterpunkten Ωfk := Ωk\Ωk+1 durch die Lo¨sung des homogenen lokalen Problems
bestimmt ist, schreibt sich diskret als
(TkP kk+1,Vuk+1)(x
k
i ) = 0 fu¨r x
k
i ∈ Ωfk . (5.7)
Es sei uk := P kk+1,Vuk+1 die Interpolation einer Grobgitterfunktion aus dem Raum Vk+1 in
den Raum Vk zum na¨chstfeineren Gitter. Dann erha¨lt man aus (5.7) zusammen mit den
Randbedingungen uk(xk+1i−1 ) = 0 und uk(x
k+1
i+1 ) = 0
twuk(xk+1i−1 ) + tzuk(x
k+1
i−1/2) + touk(x
k+1
i ) = 0, d.h. uk(x
k+1
i−1/2) = −
to
tz
uk(xk+1i ),
twuk(xk+1i ) + tzuk(x
k+1
i+1/2) + touk(x
k+1
i+1 ) = 0, d.h. uk(x
k+1
i+1/2) = −
tw
tz
uk(xk+1i ).
Der Vergleich mit (5.2) zeigt, daß die Gewichte pmW := −(to/tz) und pmO := −(tw/tz) der
auf diese Weise matrixabha¨ngig bestimmten Prolongation mit den Gewichten der opera-
torabha¨ngigen Prolongation (5.2) u¨bereinstimmen.
Fu¨r Probleme mit nichtkonstanter Konvektionsfunktion b = b(x) bleiben die soeben gemach-
ten Aussagen bestehen, wenn die Lo¨sung der homogenen kontinuierlichen Gleichungen exakt
erfolgt. Das gilt insbesondere auch fu¨r die Skalierungsgleichung (5.5), da die Finite-Elemente
Basisfunktionen, die man durch exaktes Integrieren bezu¨glich der Elemente des groben Git-
ters Ωk+1 erha¨lt, genauso verbogen sind wie die operatorabha¨ngig gewichteten Summen der
zugeho¨rigen drei feinskaligen L-Spline Basisfunktionen zum Gitter Ωk. In diesem Fall sind
die Prolongationsmoleku¨le (P kk+1,V)∗ und Operatorsterne (Tk)∗ nicht nur skalen- sondern zu-
dem auch ortsabha¨ngig. Man erha¨lt so die in Punkten xk+1i des groben Gitters aufsitzenden
lokalen Sterne
(P kk+1,i,V)∗ = [pW (x
k+1
i ) pZ(x
k+1
i ) pO(x
k+1
i )], (5.8)
die beschreiben, wie beim Wechsel zur na¨chstfeineren Skala in xk+1i befindliche grobskalige
Information an die umgebenden Feingitterpunkte xk2i−1, x
k
2i und x
k
2i+1 weiterzugeben ist.
Satz 14 (Lokale Skalierungsgleichung im eindimensionalen Fall)
Die operatorabha¨ngigen L-Splines zur eindimensionalen Konvektions-Diffusions Gleichung
mit allgemeiner Konvektion b = b(x) erfu¨llen die lokalen Skalierungsgleichungen
ϕk+1i,V (x) = pW (x
k+1
i )ϕ
k
2i−1,V(x) + pZ(x
k+1
i )ϕ
k
2i,V(x) + pO(x
k+1
i )ϕ
k
2i+1,V(x). (5.9)
Beweis:
Um die Notation einfach zu halten, verzichten wir im folgenden auf die Kennzeichnung V .
Der Beweis ergibt sich durch explizites Nachpru¨fen der behaupteten Identita¨t in den vier
relevanten Teilintervallen, in denen die feinskaligen L-Splines ϕk2i−1, ϕ
k
2i und ϕ
k
2i+1 einen
gemeinsamen Tra¨ger mit dem Grobgitter L-Spline ϕk+1i haben.
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i) Nachpru¨fen auf ]xk2i−2, x
k
2i−1[ :
Es sei ϕ˜k2i−1 der skalierte L-Spline in x
k
2i−1, den man u¨ber die elementweise Konstrukti-
on erha¨lt, wenn man dort statt der Randbedingung 1 den Wert ϕ˜k2i−1(x
k
2i−1) = pW (x
k+1
i )
(= ϕk+1i (x
k
2i−1)) fordert. Die dazu verwendeten Randwertaufgaben skalieren aufgrund der
Linearita¨t des Problems mit einem beliebigen Faktor ungleich 0 und es gilt
ϕ˜k2i−1 = pW (x
k+1
i )ϕ
k
2i−1.
Da ϕ˜k2i−1 auf ]x
k
2i−2, x
k
2i−1[ u¨ber die gleiche Differentialgleichung wie ϕ
k+1
i bestimmt wurde
und die Randwerte 0 und ϕk+1i (x
k
2i−1) annimmt, erhalten wir
ϕk+1i |]xk2i−2,xk2i−1[ = ϕ˜
k
2i−1|]xk2i−2,xk2i−1[ = pW (x
k+1
i )ϕ
k
2i−1|]xk2i−2,xk2i−1[.
ii) Nachpru¨fen auf ]xk2i−1, x
k
2i[ :
Es sei jetzt ϕk2i−1,2i die Lo¨sung des kontinuierlichen homogenen Problems auf dem Teilin-
tervall ]xk2i−1, x
k
2i[ mit den linken und rechten Randwerten ϕ
k
2i−1,2i(x
k
2i−1) = pW (x
k+1
i ) und
ϕk2i−1,2i(x
k
2i) = 1. Aufgrund der Linearita¨t des Problems und der Tatsache, daß wir jeweils
nur die homogenen Probleme betrachten, ko¨nnen wir ϕk2i−1,2i durch Superposition als Summe
ϕk2i−1,2i = pW (x
k+1
i )ϕ
k
2i−1|]xk2i−1,xk2i[ + 1 · ϕ
k
2i|]xk2i−1,xk2i[
schreiben. Da ϕk2i−1,2i auf ]x
k
2i−1, x
k
2i[ u¨ber die gleiche Differentialgleichung wie ϕ
k+1
i bestimmt
wurde und die Randwerte ϕk+1i (x
k
2i−1) und 1 annimmt, erhalten wir
ϕk+1i |]xk2i−2,xk2i−1[ = ϕ
k
2i−1,2i = pW (x
k+1
i )ϕ
k
2i−1|]xk2i−1,xk2i[ + 1 · ϕ
k
2i|]xk2i−1,xk2i[.
Das Nachpru¨fen der Behauptung fu¨r die verbleibenden beiden Intervallen geschieht vollkom-
men analog.

Fu¨r variable Konvektion b = b(x) ist die exakte Integration der homogenen kontinuierlichen
Gleichungen im allgemeinen nicht mo¨glich. Ausgehend von einer Feingitterdiskretisierung Tk
wa¨hlt man in der Praxis daher stets die soeben eingefu¨hrte matrixabha¨ngige Prolongation.
Wir bemerken ausdru¨cklich, daß dann in Bedingung (5.7) die lokalen Operatorsterne
(Tk,i)∗ = [tw(xki ) tz(x
k
i ) to(x
k
i )]
zu beachten sind, die zu den lokalen Prolongationsmoleku¨len (5.8) fu¨hren.
Der mittels der Prolongationen P kk+1,V/S durch eine Petrov–Galerkin-Vergro¨berung entste-
hende Grobgitteroperator stimmt wegen der Skalierungsbeziehung fu¨r die L-Splines mit dem
direkt bezu¨glich der gro¨beren Skala diskretisierten Operator u¨berein:
Tk+1 = (P kk+1,S)
tTkP
k
k+1,V . (5.10)
Aufgrund ihrer besonderen Interpolationseigenschaften ist die operatorabha¨ngige Prolongati-
on P kk+1,V also mit dem gewa¨hlten Diskretisierungsverfahren kompatibel. Die Prolongationen
P kk+1,S fu¨r die Testseite ko¨nnen etwa linear oder angepaßt an das transponierte Problem
gewa¨hlt werden. Die zweite Wahl wird im folgenden Abschnitt motiviert.
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Abbildung 5.1: Klassische (links) und mittels L-Splines (rechts) gebildete einfache eindimensionale
hierarchische Zerlegung auf Ω =]0, 1[, obere Bilder V0, mittlere BilderW1, untere Bilder V1, h0 = 18 .
5.1.3 Zur Wahl geeigneter Basen der Komplementra¨ume
Wir bescha¨ftigen uns nunmehr mit der Frage der Wahl geeigneter Basen der Komplemen-
tra¨ume Wk+1 und Fk+1, so daß Vk = Wk+1 ⊕ Vk+1 und Sk = Fk+1 ⊕ Sk+1 gelten. Dies
ist gleichbedeutend mit der Auswahl geeigneter Matrizen Qkk+1,V/S , deren Spalten ange-
ben, wie sich Basisfunktionen der jeweiligen Komplementra¨ume mittels Basisfunktionen der
zugeho¨rigen Feingitterra¨ume darstellen lassen. Es wird lediglich gefordert, daß die Matri-
zen Qkk+1,V/S die bisherigen Prolongationsmatrizen P
k
k+1,V/S zu Basiswechseln der Form
W kk+1,V/S = [Q
k
k+1,V/S , P
k
k+1,V/S ] erga¨nzen.
Hierarchische Wahl
Die einfachste Mo¨glichkeit fu¨r die Wahl einer Basis von Fk+1 auf der Testseite besteht aus
den in den Fein-ohne-Grobgitterpunkten xki ∈ Ωfk verankerten Feingitterfunktionen ϕki,S , was
mit Hilfe des trivialen in den Fein-ohne-Grobgitterpunkten aufsitzenden Moleku¨ls
(Qkk+1,S)∗ = [ 1 ]
realisiert werden kann. Wir nennen diese Wahl fortan auch die hierarchische Wahl. Abbildung
5.1 zeigt links eine klassische und rechts eine mittels L-Splines (b = 15) gebildete einfache
eindimensionale hierarchische Zerlegung auf dem Intervall ]0, 1[. Die oberen Bilder stellen die
feinskaligen Basisfunktionen des Raums V0 fu¨r h0 = 18 , dar. Die unteren Bilder zeigen die
Basisfunktionen des na¨chstgrobskaligeren Raums V1 und die mittleren Bilder die Basen der
hierarchisch aufgespannten Komplementra¨ume. Zur besseren Unterscheidung werden benach-
barte Basisfunktionen im Wechsel als durchgezogene und unterbrochene Kurven gezeichnet.
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Mit der hierarchischen Wahl verschwinden die Eintra¨ge im Block Bk+1 = (Qkk+1,S)
tTkP
k
k+1,V
der Zweiskalen-transformierten Steifigkeitsmatrix T˜k = (W kk+1,S)
tTkW
k
k+1,V . Man erha¨lt fu¨r
die relevanten Eintra¨ge von Bk+1 durch Einsetzen der Skalierungsgleichung (5.9)
(Bk)i+1,i = a(ϕk+1i,V , ϕ
k
2i+1,S) = a(pWϕ
k
2i−1,V + 1 · ϕk2i,V + pOϕk2i+1,V , ϕk2i+1,S)
= 1 · a(ϕk2i,V , ϕk2i+1,S) + pOa(ϕk2i+1,V , ϕk2i+1,S)
= tw(xk2i+1)−
tw(xk2i+1)
tz(xk2i+1)
tz(xk2i+1) = 0,
(Bk)i−1,i = a(ϕk+1i,V , ϕ
k
2i−1,S) = a(pWϕ
k
2i−1,V + 1 · ϕk2i,V + pOϕk2i+1,V , ϕk2i−1,S)
= pWa(ϕk2i−1,V , ϕ
k
2i−1,S) + 1 · a(ϕk2i,V , ϕk2i−1,S)
= − to(x
k
2i−1)
tz(xk2i−1)
tz(xk2i−1) + to(x
k
2i−1) = 0.
Durch die hierarchische Zerlegung des Testraums sind die Grobgitterunbekannten also aus den
transformierten Gleichungen fu¨r die Fein-ohne-Grobgitter-Freiheitsgrade eliminiert worden.
Das folgende Argument zeigt, daß durch eine geeignete Wahl der noch nicht bestimmten
Transfomationen Qkk+1,V und P
k
k+1,S zusa¨tzlich auch der Block Ck+1 := (P
k
k+1,S)
tTkQ
k
k+1,V
von T˜k eliminiert werden kann. Es hat dann T˜k eine blockdiagonale Gestalt. Dies entspricht
der Eliminierung der Fein-ohne-Grobgitterunbekannten aus den transformierten Grobgitter-
gleichungen und man erreicht damit eine Entkopplung des Systems. Wir wa¨hlen dazu P kk+1,S
matrixabha¨ngig von T tk, dem transponierten Feingitteroperator, sowie Q
k
k+1,V hierarchisch.
Der Komplementraum Wk+1 von Vk+1 relativ zu Vk wird also von den in den Fein-ohne--
Grobgitterpunkten befindlichen feinskaligen L-Splines zum urspru¨nglichen Operator T aufge-
spannt. Wir zeigen spa¨ter bei der Besprechung zweidimensionaler Probleme, daß diese Wahl
von P kk+1,S auch durch die zu (5.7) duale Forderung
((P kk+1,S)
tTkuk)(xki ) = 0 fu¨r x
k
i ∈ Ωfk (5.11)
gegeben ist. Vertauschen wir die Ansatz- und Testseite — wir machen dies durch das Symbol
V	S kenntlich — und transformieren die transponierte Steifigkeitsmatrix Tk,V	S = T tk mit
Hilfe der vertauschten Zweiskalen-Transformationen, so erhalten wir
T˜k,V	S := (W kk+1,V)
tT tkW
k
k+1,S
=
(
(Qkk+1,V)
tT tkQ
k
k+1,S (Q
k
k+1,V)
tT tkP
k
k+1,S
(P kk+1,V)
tT tkQ
k
k+1,S (P
k
k+1,V)
tT tkP
k
k+1,S
)
,
Hierbei ist (Qkk+1,V)
tT tkP
k
k+1,S = 0. Durch Transponieren von T˜k,V	S erhalten wir dann wegen
Bk+1 = (Qkk+1,S)
tTkP
k
k+1,V = 0
T˜k = ((W kk+1,V)
tT tkW
k
k+1,S)
t
=
(
(Qkk+1,S)
tTkQ
k
k+1,V 0
0 (P kk+1,S)
tTkP
k
k+1,V
)
,
also die gewu¨nschte blockdiagonale Form. Aufgrund der hierarchischen Wahl der Basen von
Wk+1 und Fk+1 ist Ak+1 = (Qkk+1,S)tTkQkk+1,V diagonal. Da der untere Hauptdiagonalblock
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Tk+1 = (P kk+1,S)
tTkP
k
k+1,V wieder durch einen 3-Punkte Stern gegeben ist, kann die matri-
xabha¨ngige Bestimmung der Prolongationsmatrizen in Bezug auf die Ansatz- und Testra¨ume
rekursiv fortgesetzt werden. Die Standardform T˜0,s des Feingitteroperators T0 zu den so erhal-
tenen problemabha¨ngigen Multiskalen-Zerlegungen der Ansatz- und Testra¨ume V0 und S0 ist
damit diagonal und das transformierte System kann trivial gelo¨st werden. Fu¨r die Nichtstan-
dardform T˜0,ns ergibt sich entsprechend, daß sa¨mtliche Nebendiagonalblo¨cke verschwinden.
Beide Implementierungen des additiven Verfahrens aus Kapitel 4.3 (mittels Standard- und
Nichtstandardsystem) entarten hier also zu einem direkten Lo¨ser.
Werden die Prolongationen P kk+1,S fu¨r den Testraum starr gewa¨hlt, zum Beispiel als lineare
Interpolationen, so verschwinden die Blo¨cke Ck von T˜0,ns fu¨r k = 1, ..., lt im allgemeinen
nicht mehr. Ein Schritt einer Multiskalen-Vorwa¨rtsubstitution liefert hier dennoch die exakte
Lo¨sung (aus Sicht des Standardsystems). In gleicher Weise besitzt T˜0,s untere Dreiecksgestalt
und eine gewo¨hnliche Vorwa¨rtssubstitution des auf Standardform transformierten Systems
ergibt dessen exakte Lo¨sung.
Wavelet-artige Wahl
In ho¨heren Raumdimensionen erweist sich leider die eben besprochene hierarchische Wahl als
ungu¨nstig, denn
• die Elimination der Nebendiagonalblo¨cke ist nur unvollsta¨ndig [54] und
• die Stabilita¨tseigenschaften der dadurch erzeugten Zerlegungen sind nicht mehr optimal
wie im eindimensionalen Fall [91].
Benutzt man zur Konstruktion der Komplementra¨ume in ho¨heren Dimensionen (Pre-) Wave-
lets statt der feinskaligen Basisfunktionen, so kann man zeigen, daß fu¨r symmetrisch po-
sitiv definite Probleme die Standardform T˜0,s spektral a¨quivalent zu einer Diagonalmatrix
ist [18, 33, 75, 91]. Wir bescha¨ftigen uns daher in diesem Abschnitt mit der Konstruktion
eindimensionaler Wavelet-artiger Komplementra¨ume. Mit ihrer Hilfe lassen sich u¨ber einen
Tensorprodukt-Ansatz Wavelet-artige Multiskalen-Zerlegungen in ho¨heren Raumdimensio-
nen einfach konstruieren. Wie wir in Kapitel 4.2 gezeigt haben, erzeugt man damit innerhalb
von Multiskalen-Verfahren Unterraumkorrekturen, die aus Mehrgitter-Sicht verbesserte Gla¨t-
tungseigenschaften gegenu¨ber solchen aufweisen, die durch hierarchische Zerlegungen entste-
hen.
Es seien Vk und Vk+1 zuna¨chst die Ra¨ume, die von eindimensionalen linearen Splines bezu¨glich
Ωk und Ωk+1 aufgespannt werden. Dann gilt nach Definition fu¨r den Raum Wk+1 der zu-
geho¨rigen linearen Prewavelets [91]
Vk =Wk+1 ⊕L2 Vk+1.
Lineare Prewavelets zu eindimensionalen linearen Splines werden als lokale Basisfunktionen
von Wk+1 durch die Forderung bestimmt, daß sie L2(Ω)-orthogonal zu den in den Grobgit-
terpunkten befindlichen grobskaligen Hutfunktionen sind. Sie werden in nicht unmittelbar
randnahen Fein-ohne-Grobgitterpunkten durch das zentral darin aufsitzende Moleku¨l
(Qkk+1,V)∗ = [1 − 6 10 − 6 1]/10
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Abbildung 5.2: Lineare (links) und mittels L-Spline Prewavelets (rechts, b = 15) gebildete einfache
eindimensionale Prewavelet-Zerlegung auf Ω =]0, 1[, obere Bilder V0, mittlere Bilder W1, untere
Bilder V1, h0 = 18 .
beschrieben. Das zum Aufsatzpunkt geho¨rende Gewicht ist unterstrichen. Fu¨r den linken und
rechten randnahen Punkt erha¨lt man die links- beziehungsweise rechtsbu¨ndig aufsitzenden
Moleku¨le
(Qkk+1,V,l)∗ = [9 − 6 1]/10 und (Qkk+1,V,r)∗ = [1 − 6 9]/10.
Die Sterne geben an, wie sich ein im betreffenden Fein-ohne-Grobgitterpunkt befindliches Pre-
wavelet als Linearkombination der umliegenden feinskaligen Hutfunktionen darstellen la¨ßt. Es
werden dadurch Verfeinerungsgleichungen definiert, die die Teilmatrix Qkk+1,V des Basiswech-
sels W kk+1,V : Wk+1 ⊕L2 Vk+1 −→ Vk eindeutig festlegen. Abbildung 5.2 zeigt links (analog
zur linken Seite von Abbildung 5.1) eine mittels linearer Prewavelets gebildete einfache eindi-
mensionale Zerlegung. Die rechten Bilder zeigen eine Prewavelet-Zerlegung, die zu L-Splines
geho¨rt und auf die wir gleich zu sprechen kommen. Im Vergleich zu Abbildung 5.1 haben
sich nur die mittleren Bilder gea¨ndert, die die Basen der neu gewa¨hlten Komplementra¨ume
darstellen.
Wir zeigen nun, wie man die Filterkoeffizienten in den nicht unmittelbar randnahen Fein-
ohne-Grobgitterpunkten berechnen kann. Die beiden Randfilter werden auf analoge Weise
bestimmt. Man setzt dazu ein in einem Punkt xk2i−1 ∈ Ωfk zu konstruierendes Prewavelet
ψk+1i,V als eine Linearkombination von fu¨nf feinskaligen Hutfunktionen an, die sich in den
Gitterpunkten xk2i−3, x
k
2i−2, x
k
2i−1, x
k
2i und x
k
2i+1, befinden:
ψk+1i,V := q1ϕ
k
2i−3,V + q2ϕ
k
2i−2,V + 1 · ϕk2i−1,V + q3ϕk2i,V + q4ϕk2i+1,V . (5.12)
Wir haben dabei den Beitrag von ϕk2i−1,V durch 1 fixiert, was einer Skalierung des Moleku¨ls
entspricht. Es hat ψk+1i dann nur mit den in x
k
2i−4, x
k
2i−2, x
k
2i und x
k
2i+2 verankerten grob-
skaligen Hutfunktionen ϕk+1i−2,V , ϕ
k+1
i−1,V , ϕ
k+1
i,V und ϕ
k+1
i+1,V , einen gemeinsamen Tra¨ger. Durch
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sie erhalten wir dann die folgenden vier Orthogonalita¨tsbedingungen zur Bestimmung der
unbekannten Gewichte q1, ..., q4:
(ϕk+1i−2,V , ψ
k+1
i,V ) = 0, (ϕ
k+1
i−1,V , ψ
k+1
i,V ) = 0,
(ϕk+1i,V , ψ
k+1
i,V ) = 0, (ϕ
k+1
i+1,V , ψ
k+1
i,V ) = 0.
Ersetzt man hierbei die jeweiligen Basisfunktionen aus Vk+1 durch die u¨ber das Prolonga-
tionsmoleku¨l (P kk+1,V)∗ gegebene gewichtete Summe (5.12) feinskaliger Basisfunktionen aus
Vk, so erha¨lt man ein lineares Gleichungssystem fu¨r die vier Unbekannten q1, ..., q4, dessen
Koeffizienten sich aus L2(Ω)-Integralen koppelnder feinskaliger Hutfunktionen ergeben.
Diese Konstruktion la¨ßt sich sofort auf den Fall u¨bertragen, daß Vk und Vk+1 von uniformen
eindimensionalen L-Splines bezu¨glich Ωk und Ωk+1 aufgespannt werden. Es mu¨ssen dann die
L2(Ω)-Integrale koppelnder feinskaliger L-Splines sowie die zugeho¨rigen operatorabha¨ngigen
Prolongationsmoleku¨le (P kk+1,V)∗ beim Aufstellen der linearen Gleichungssysteme zur Berech-
nung der Detailfilterkoeffizienten beru¨cksichtigt werden. Wir erhalten dadurch problemange-
paßte Filter (Qkk+1,V)∗ und damit problemangepaßte Prewavelets, kurz L-Spline Prewave-
lets, die eine problemabha¨ngige Basis des Komplementraums Wk+1 bilden, so daß wiederum
Vk = Wk+1 ⊕L2 Vk+1 gilt. Abbildung 5.2 zeigt rechts (analog zur rechten Seite von Abbil-
dung 5.1) die entsprechende mittels L-Spline Prewavelets gebildete einfache eindimensionale
Zerlegung zur moderaten Konvektionssta¨rke b = 15. Im Fall extremer Konvektion mit
(P k,∞k+1,V)∗ := limb→∞
(P kk+1,V)∗ = [0 1 1]
entarten die daru¨ber gebildeten L-Splines zur bekannten Haar-Funktion [36]. Als zugeho¨rige
L-Spline Prewavelets erha¨lt man wegen
(Qk,∞k+1,V)∗ = [0 − 1 1 0 0], (5.13)
(Qk,∞k+1,V,l)∗ = [1 0 0] und (Q
k,∞
k+1,V,r)∗ = [0 − 1 1] (5.14)
genau das Haar-Wavelet zusammen mit den entsprechenden Randmodifikationen. Der U¨ber-
gang innerhalb unserer operatorabha¨ngigen Skalierungs- und Waveletfilter-Konstruktion zwi-
schen dem Fall b = 0 (reiner Laplace-Operator) und dem Fall b = ∞ (reiner Konvektions-
Operator) ist stetig. Dies wird durch Abbildung 5.3 deutlich. Sie zeigt fu¨r zunehmende Kon-
vektionssta¨rken L-Spline Prewavelets im Innern des Gebiets sowie die zugeho¨rigen Randmo-
difikationen in den unmittelbar randbenachbarten Feingitterpunkten relativ zu den umge-
benden L-Spline Basisfunktionen (mit unterbrochenen Kurven gezeichnet).
Fu¨r Probleme mit nichtkonstanter Konvektionsfunktion lassen sich ausgehend von lokalen in
Punkten xk+1j des groben Gitters befindlichen Moleku¨len (P
k
k+1,j,V)∗ lokale Filter (Q
k
k+1,i,V)∗
berechnen, die in Fein-ohne-Grobgitterpunkten xki ∈ Ωfk verankert sind. Man erha¨lt so lokale
L-Spline Prewavelets und den von ihnen aufgespannten KomplementraumWk+1, der wieder-
um L2(Ω)-orthogonal zu dem von lokal definierten L-Splines aufgespannten Raum Vk+1 ist.
Wir bemerken schließlich, daß eine Basis des Komplementraums Wk+1, die man u¨ber feste
Filtermasken (Qkk+1,V)∗ im Zusammenhang mit einer problemabha¨ngigen Wahl der Ra¨ume
Vk und Vk+1 konstruiert, trotzdem problemabha¨ngig ist. Es werden hierbei Basisfunktionen
von Wk+1 nach einer festen Vorschrift aus problemabha¨ngigen feinskaligen Basisfunktionen
von Vk aufgebaut. Dann gilt allerdings nur noch Vk = Wk+1 ⊕ Vk+1. Aus unseren numeri-
schen Beispielen in Kapitel 6 wird deutlich, daß gerade die Kombination problemabha¨ngiger
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Abbildung 5.3: Entwicklung der eindimensionalen (Rand-) L-Spline Prewavelets fu¨r zunehmende
Konvektionssta¨rke (b = 0, 15, 100, 1000) von links nach rechts.
Skalierungsfilter mit fest gewa¨hlten Detailfiltern, etwa
(Qk−1k,V )∗ = [−1 2 − 1]/2 (Pre-Prewavelet Filter), (5.15)
(Qk−1k,V )∗ = [1 −6 10 −6 1]/10 (Prewavelet Filter) (5.16)
und zugeho¨rige Randmodifikationen, im Rahmen eines Tensorprodukt-Ansatzes die besten
Resultate liefert.
5.2 Probleme in 2D: Tensorprodukt-Konstruktionen
5.2.1 Operatorabha¨ngige Prolongationen
Im folgenden erweitern wir die U¨berlegungen des letzten Abschnitts auf den zweidimensiona-
len Fall. Wir betrachten dazu zuerst den formalen zweidimensionalen Konvektions-Diffusions
Operator mit konstanter Konvektion ~b = (b1, b2) 6= 0 bezu¨glich Ω = ]0, 1[2
T = −4+ b1∂x + b2∂y. (5.17)
Es la¨ßt sich dann T additiv in die Richtungsanteile
Tx := −∂2x + b1∂x und Ty := −∂2y + b2∂y
aufspalten, so daß formal gilt
T = Tx + Ty. (5.18)
Es sei Ωk+1 := {(xk+1i , yk+1j ) ∈ Ω : xk+1i := ihk+1 und yk+1j := jhk+1 fu¨r 0 < i, j < 1/hk+1}
ein uniformes quadratisches Gitter mit Maschenweite hk+1 = 2hk. Wir nehmen an, daß Ωk+1
in eine geschachtelte Folge Ωlt ⊂ · · · ⊂ Ωk+1 ⊂ Ωk ⊂ · · · ⊂ Ω0 dyadisch verfeinerter quadra-
tischer Gitter eingebettet ist. Mittels einer klassischen Vierfarbenunterteilung [62] kann das
na¨chstfeinere Gitter Ωk in vier disjunkte Mengen unterteilt werden:
Ω(1,1)k := {(xki , ykj ) ∈ ]0, 1[2 : xki = ihk, ykj = jhk, 0 < i, j < 1/hk, i ungerade, j ungerade},
Ω(0,1)k := {(xki , ykj ) ∈ ]0, 1[2 : xki = ihk, ykj = jhk, 0 < i, j < 1/hk, i gerade, j ungerade},
Ω(1,0)k := {(xki , ykj ) ∈ ]0, 1[2 : xki = ihk, ykj = jhk, 0 < i, j < 1/hk, i ungerade, j gerade},
Ω(0,0)k := {(xki , ykj ) ∈ ]0, 1[2 : xki = ihk, ykj = jhk, 0 < i, j < 1/hk, i gerade, j gerade},
= Ωk+1.
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Die Punkte aus Ωfk := Ω
(1,1)
k ∪Ω(0,1)k ∪Ω(1,0)k bilden die Fein-ohne-Grobgitterpunkte des Gitters
Ωk, wohingegen Ωck := Ω
(0,0)
k die Menge der Grobgitterpunkte ist, die aufgrund der uniformen
dyadischen Verfeinerung das na¨chstgro¨bere Gitter Ωk+1 darstellt. Wir betrachten nun einen
Gitterpunkt (xk+1i , y
k+1
j ) ∈ Ωk+1. Lo¨st man dort mittels der eindimensionalen Technik aus
dem vorherigen Unterkapitel separat die zugeho¨rigen homogenen Gleichungen bezu¨glich Tx
und Ty zu allgemeinen Randwerten, so ergeben sich fu¨r beide Richtungen die eindimensionalen
Prolongationsmoleku¨le (siehe Formel (5.2))
(P k,xk+1)∗ = [ pW pZ,x pO] =
[
1
2
(
1−tanh
(
b1hk
2
))
1
1
2
(
1+tanh
(
b1hk
2
))]
,
(P k,yk+1)∗ = [ pN pZ,y pS ] =
[
1
2
(
1−tanh
(
b2hk
2
))
1
1
2
(
1+tanh
(
b2hk
2
))]
.
Sie ha¨ngen nur von Tx respektive Ty ab und legen die Werte einer von uns zu bestimmenden
operatorabha¨ngigen Prolongation mit 9-Punkte Sternmuster in den Gitterpunkten aus Ω(0,1)k
und Ω(1,0)k fest:
P kk+1 =
 pNW pN pNOpW pZ pO
pSW pS pSO
 .
Die eindimensionalen operatorabha¨ngigen Prolongationssterne (P k,xk+1)∗ und (P
k,y
k+1)∗ ko¨nnen
mit Hilfe eindimensionaler L-Splines ϕk+1,x(i,j),V und ϕ
k+1,y
(i,j),V interpretiert werden, die jeweils ein-
dimensionale operatorabha¨ngige Finite-Elemente Ra¨ume Vx,jk+1 und Vy,ik+1 entlang der Gitter-
linien y = yk+1j = const und x = x
k+1
i = const definieren. Legt man eine Anordnung der
Gitterlinien in x- und y-Richtung fest, so ko¨nnen diese Ra¨ume zu abstrakten eindimensionalen
Ra¨umen Vxk+1 und Vyk+1 zusammengefaßt werden.
Die so gefundenden eindimensionalen L-Splines liefern die erforderlichen Randbedingungen
zur Bestimmung der verbleibenden Gewichte pNW , pNO, pSW und pSO in den Punkten
(xk+1
i+−1/2
, yk+1
j +−1/2
) ∈ Ωfk u¨ber homogene lokale Probleme. Wir illustrieren das Vorgehen anhand
der Berechnung von pSW in (xk+1i−1/2, y
k+1
j−1/2). Wir lo¨sen dazu das homogene Dirichletproblem
−4u+ b1∂xu+ b2∂yu = 0 (5.19)
auf dem Element ]xk+1i−1 , x
k+1
i [×]yk+1j−1 , yk+1j [ mit den Randbedingungen
u|[(xk+1i−1 ,yk+1j−1 ),(xk+1i ,yk+1j−1 )] = 0,
u|[(xk+1i−1 ,yk+1j−1 ),(xk+1i−1 ,yk+1j )] = 0,
u|[(xk+1i ,yk+1j−1 ),(xk+1i ,yk+1j )] = ϕ
k+1,y
(i,j),V |[(xk+1i ,yk+1j−1 ),(xk+1i ,yk+1j )],
u|[(xk+1i−1 ,yk+1j ),(xk+1i ,yk+1j )] = ϕ
k+1,x
(i,j),V |[(xk+1i−1 ,yk+1j ),(xk+1i ,yk+1j )]
(5.20)
und definieren
pSW := u(xk+1i−1/2, y
k+1
j−1/2).
In analoger Weise werden pNW , pNO und pSO berechnet, so daß zusammen mit pZ := 1
schließlich P kk+1 vollsta¨ndig bestimmt ist.
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Durch Tensorproduktbildung erha¨lt man aus den eindimensionalen Ra¨umen Vxk+1 und Vyk+1
den zweidimensionalen operatorabha¨ngigen Finite-Elemente Raum
Vk+1 := Vxk+1 ⊗ Vyk+1
:=
〈
ϕk+1(i,j),V : ϕ
k+1
(i,j),V(x, y) = ϕ
k+1,x
(i,j),V(x)ϕ
k+1,y
(i,j),V(y) fu¨r 0 < i, j < 1/hk+1
〉
.
(5.21)
Hierbei bezeichnet
〈 〉
den Span der entsprechenden Basisfunktionen. Die Werte des zwei-
dimensionalen Prolongationsmoleku¨ls (P kk+1)∗ in den (x
k+1
i , y
k+1
j ) unmittelbar umgebenden
Punkten des feineren Gitters Ωk ko¨nnen dann direkt als die dortigen Funktionswerte der
zweidimensionalen Finite-Elemente Basisfunktion ϕk+1(i,j),V , die wir im folgenden auch Tensor-
produkt-L-Splines nennen, abgelesen werden:
pN = ϕk+1(i,j),V(x
k+1
i , y
k+1
j + hk), pS = ϕ
k+1
(i,j),V(x
k+1
i , y
k+1
j − hk),
pW = ϕk+1(i,j),V(x
k+1
i − hk, yk+1j ), pO = ϕk+1(i,j),V(xk+1i + hk, yk+1j ),
pZ = ϕk+1(i,j),V(x
k+1
i , y
k+1
j ) sowie (5.22)
pNW = ϕk+1(i,j),V(x
k+1
i − hk, yk+1j + hk), pNO = ϕk+1(i,j),V(xk+1i + hk, yk+1j + hk),
pSW = ϕk+1(i,j),V(x
k+1
i − hk, yk+1j − hk), pSO = ϕk+1(i,j),V(xk+1i + hk, yk+1j − hk).
Das gilt insbesondere auch fu¨r die Funktionswerte in den Punkten xki ∈ Ω(1,1)k . Da T nach
Voraussetzung additiv in die eindimensionalen Richtungsanteile Tx und Ty zerfa¨llt, erfu¨llen die
Einschra¨nkungen der zweidimensionalen Tensorprodukt-L-Splines auf die Elemente von Ωk+1
dort die homogene kontinuierliche Differentialgleichung zusammen mit den oben gestellten
Randbedingungen. Aufgrund der Eindeutigkeit ihrer Lo¨sung stimmen sie also genau mit der
Lo¨sung u von (5.19), (5.20) u¨berein. Man beachte weiterhin, daß die Eckeintra¨ge aufgrund
der Tensorprodukt-Struktur von Vk+1 als Produkte geschrieben werden ko¨nnen:
pNW = pN · pW , pNO = pN · pO,
pSW = pS · pW , pSW = pS · pO.
(5.23)
Die zweidimensionalen Tensorprodukt-L-Splines genu¨gen wiederum einer verallgemeinerten
Skalierungsgleichung und die operatorabha¨ngigen zweidimensionalen Prolongationsmoleku¨le
(P kk+1)∗ ko¨nnen als verallgemeinerte Skalierungsfilter zu einer verallgemeinerten Multiskalen-
Analyse angesehen werden, die durch eine geschachtelte Sequenz eben dieser operatorab-
ha¨ngigen Tensorprodukt-Finite-Elemente Ra¨ume gebildet wird. Um den Zusammenhang von
(P kk+1)∗ mit der Sequenz der Tensorprodukt-L-Spline Finite-Elemente Ra¨ume Vk zu verdeut-
lichen, schreiben wir fortan wieder (P kk+1,V)∗ sowie auch (P
k,x
k+1,V)∗ und (P
k,y
k+1,V)∗.
Zur Herleitung einer entsprechenden matrixabha¨ngigen Prolongation berechnen wir mittels
der Bilinearform
a(u, v) =
∫
Ω
∇u · ∇v + b1(∂xu)v + b2(∂yu)v dxdy
eine Steifigkeitsmatrix fu¨r den Konvektions-Diffusions Operator T = −4+ b1∂x + b2∂y rela-
tiv zu einer Skala k. Wir machen dazu wie im eindimensionalen Fall einen Petrov–Galerkin-
Ansatz mit einem von Vk verschiedenen Testraum Sk, der ebenfalls u¨ber das Tensorprodukt
eindimensionaler Ra¨ume Sxk und Syk entstanden und in eine entsprechende Sequenz geschach-
telter Ra¨ume eingebettet sei. Die am Aufbau von Sxk und Syk beteiligten eindimensionalen
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Ra¨ume Sx,jk und Sy,ik entlang der Gitterlinien mo¨gen die gleichen Voraussetzungen wie im
eindimensionalen Fall erfu¨llen. Es ergeben sich dann ausgehend von den eindimensionalen
Ra¨umen Vx,jk und Sx,jk sowie Vy,ik und Sy,ik als Diskretisierungen der Richtungsanteile Tx und
Ty sowie der eindimensionalen schwachen Identita¨ten bezu¨glich beider Richtungen die Sterne
(T xk )∗ := [tw tz,x to], (T
y
k )∗ := [tn tz,y ts],
(Mxk )∗ := [mw mz,x mo], (M
y
k )∗ := [mn mz,y ms].
Man erha¨lt damit aufgrund des Tensorprodukt-Ansatzes und der Tatsache, daß T separa-
bel ist, als zweidimensionalen Operatorstern die folgende Summe von dyadischen Produkten
eindimensionaler Sterne:
(Tk)∗ = (M
y
k )
t
∗ · (T xk )∗ + (T yk )t∗ · (Mxk )∗. (5.24)
5.2.2 Matrixabha¨ngige Prolongation
Mit Hilfe der gerade berechneten Steifigkeitsmatrix Tk und einer speziellen ”Pla¨ttungstechnik“
la¨ßt sich das oben beschriebene Vorgehen zur Bestimmung einer operatorabha¨ngigen Prolon-
gation ins Diskrete u¨bertragen. In den Punkten aus Ω(0,0)k verwenden wir selbstversta¨ndlich
pmZ := 1 als Wert der matrixabha¨ngigen Prolongation. Zur Berechnung der Gewichte p
m
W , p
m
O ,
pmN und p
m
S in den Punkten aus Ω
(1,0)
k und Ω
(0,1)
k definiert man eindimensionale 3-Punkte Ster-
ne (T˘ xk )∗ und (T˘
y
k )∗ aus den beiden Richtungsanteilen von (5.24) durch diagonales ”Pla¨tten“
der Massensterne (Mxk )∗ und (M
y
k )∗:
(Myk )
t
∗ · (T xk )∗ −→ (T˘ xk )∗ := my · (T xk )∗ mit my := mn +mz,y +ms,
(T yk )
t
∗ · (Mxk )∗ −→ (T˘ yk )∗ := mx · (T yk )∗ mit mx := mw +mz,x +mo.
Aufgrund des Verschwindens der Sternsummen von (T xk )∗ und (T
y
k )∗ la¨ßt sich dies auch als
ein spalten- und zeilenweises Aufsummieren der Eintra¨ge des 9-Punkte Sterns (Tk)∗ interpre-
tieren:  tnw tn tnotw tz to
tsw ts tso
 −→

0 0 0
tnw tn tno
+ tw + tz + to
+ tsw + ts + tso
0 0 0
 ,
 tnw tn tnotw tz to
tsw ts tso
 −→
 0 tnw + tn + tno 00 tw + tz + to 0
0 tsw + ts + tso 0
 .
Die durch Pla¨ttung gewonnenen eindimensionalen Sterne (T˘ xk )∗ und (T˘
y
k )∗ sind lediglich ska-
lierte Versionen von (T xk )∗ und (T
y
k )∗. Die mit ihrer Hilfe definierten Gewichte p
m
W := −t˘o/t˘z,x,
pmO := −t˘w/t˘z,x, pmN := −t˘s/t˘z,y und pmS := −t˘n/t˘z,y in den Punkten aus Ω(1,0)k und Ω(0,1)k sind
daher identisch mit den oben erkla¨rten operatorabha¨ngigen Werten, da sich die Skalierungs-
faktoren bei der Quotientenbildung herausku¨rzen.
Zur Bestimmung der Gewichte pmNW , p
m
NO, p
m
SW und p
m
SO fu¨r die verbleibenden Punkte aus
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Ω(1,1)k addiert man die gepla¨tteten Sterne und gelangt so zu dem 5-Punkte Stern
(T˘k)∗ := (T˘ xk )∗ + (T˘
y
k )
t
∗ =
 t˘nt˘w t˘z,x + t˘z,y t˘o
t˘s
 . (5.25)
Man lo¨st nun in den Punkten aus Ω(1,1)k die durch T˘k gegebenen diskreten homogenen Pro-
bleme zusammen mit den bereits bestimmten Gewichten als den diskreten Randwerten. Wir
erhalten beispielsweise fu¨r pmSW die Bestimmungsgleichung
t˘zp
m
SW + t˘np
m
W + t˘op
m
S = 0.
Durch Umformen und Einsetzen der bekannten Gewichte pmW = −t˘o/t˘z,x und pmS = −t˘n/t˘z,y
ergibt sich
pmSW =
1
t˘z
[
t˘n
t˘o
t˘z,x
+ t˘o
t˘n
t˘z,y
]
=
t˘o
t˘z,x
t˘n
t˘z,y
= pmS p
m
W .
Analog erha¨lt man pmSO = p
m
S p
m
O , p
m
NW = p
m
Np
m
W und p
m
NO = p
m
Np
m
O . Da sich somit die Eck-
gewichte der matrixabha¨ngig bestimmten Prolongation ebenfalls als Produkte der bereits
berechneten Gewichte schreiben lassen, ist wegen (5.23) die matrixabha¨ngige Prolongation
gleich der operatorabha¨ngigen Prolongation. Die Wahl des Testraums Sk beeinflußt unter den
gegebenen Voraussetzungen lediglich die Eintra¨ge der eindimensionalen Massensterne (Mxk )∗
und (Myk )∗ und vera¨ndert damit ho¨chstens die Skalierung der Sterne (T˘
x
k )∗ und (T˘
y
k )∗. Daher
ist die matrixabha¨ngige Prolongation unabha¨ngig von Sk.
Wir betrachten nun den Fall variabler separabler Konvektion ~b = (b1(x), b2(y)). Auch hier
ist eine additive Zerlegung des Konvektions-Diffusions Operators T wie in (5.18) immer noch
mo¨glich. Exaktes Lo¨sen der eindimensionalen Gleichungen fu¨r beide Richtungsanteile Tx und
Ty entlang der Elementkanten hinsichtlich des groben Gitters Ωk+1 mit den Randwerten
0 und 1 liefert verbogene eindimensionale L-Splines. Diese werden zusammen mit homoge-
nen Nullrandwerten entlang der a¨ußeren Kanten der Grobgitterelemente als Randwerte zur
Lo¨sung der homogenen zweidimensionalen Gleichung auf diesen Elementen gesetzt. Aufgrund
der Tatsache, daß T separabel ist, ergeben sich deren Lo¨sungen als die Produkte der verbo-
genen L-Spline Anteile, die als Randwerte dienten. Setzt man die so erhaltenen Lo¨sungen
bezu¨glich der vier an einen Grobgitterpunkt (xk+1i , y
k+1
j ) angrenzenden Grobgitterelemente
stu¨ckweise zusammen, so erha¨lt man lokale zweidimensionale Basisfunktionen relativ zu Ωk+1
und die operatorabha¨ngigen Prolongationsgewichte ko¨nnen wieder als deren Funktionswer-
te in den umliegenden Feingitterpunkten von Ωk interpretiert werden. In diesem Fall sind
die Prolongationssterne (P kk+1,V)∗ und Operatorsterne (Tk)∗ nicht nur skalen- sondern zudem
auch ortsabha¨ngig. Man erha¨lt die in Punkten (xk+1i , y
k+1
j ) des groben Gitters aufsitzenden
lokalen Sterne
(P kk+1,(i,j),V)∗ =
 pNW ((x
k+1
i , y
k+1
j )) pN ((x
k+1
i , y
k+1
j )) pNO((x
k+1
i , y
k+1
j ))
pW ((xk+1i , y
k+1
j )) pZ((x
k+1
i , y
k+1
j )) pO((x
k+1
i , y
k+1
j ))
pSW ((xk+1i , y
k+1
j )) pS((x
k+1
i , y
k+1
j )) pSO((x
k+1
i , y
k+1
j ))
 . (5.26)
Sie beschreiben, wie beim Wechsel zur na¨chstfeineren Skala in (xk+1i , y
k+1
j ) befindliche grob-
skalige Information an die umgebenden neun Feingitterpunkte weiterzugeben ist. Die lokalen
Grobgitter-Basisfunktionen ko¨nnen als Tensorprodukte der stu¨ckweise zusammengesetzten
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verbogenen eindimensionalen L-Splines entlang der Elementkanten geschrieben werden. Da-
her haben die Eckeintra¨ge der lokalen operatorabha¨ngigen Prolongation (5.26) wieder Pro-
duktstruktur. Es gelten damit dann auch verallgemeinerte lokale Skalierungsgleichungen.
Satz 15 (Lokale Skalierungsgleichung im zweidimensionalen separablen Fall)
Die operatorabha¨ngigen L-Splines zur zweidimensionalen Konvektions-Diffusions Gleichung
mit separabler Konvektion ~b = (b1(x), b2(y)) erfu¨llen die verallgemeinerten lokalen Skalie-
rungsgleichungen
ϕk+1(i,j),V(x, y) =
[
pNWϕ
k
(2i−1,2j+1),V + pNϕ
k
(2i,2j+1),V + pNOϕ
k
(2i−1,2j+1),V
+ pWϕk(2i−1,2j),V + pZϕ
k
(2i,2j),V + pOϕ
k
(2i−1,2j),V (5.27)
+ pSWϕk(2i−1,2j+1),V + pSϕ
k
(2i,2j+1),V + pSOϕ
k
(2i−1,2j+1),V
]
(x, y).
Bei den Gewichten handelt es sich um die Eintra¨ge des in (xk+1i , y
k+1
j ) aufsitzenden lokalen
Prolongationsmoleku¨ls (P kk+1,(i,j),V)∗.
Beweis:
Die Behauptung ergibt sich sofort aus der Tensorprodukt-Darstellung von ϕk+1(i,j),V und der
verallgemeinerten Skalierungsgleichung (5.9) im eindimensionalen Fall.

Wie bereits festgestellt wurde, ist fu¨r variable Konvektionsfunktionen die exakte Integration
der kontinuierlichen homogenen eindimensionalen Gleichungen zur Bestimmung der nichtver-
schwindenden Randwerte entlang der Elementkanten im allgemeinen nicht mo¨glich. Ausge-
hend von einer Feingitterdiskretisierung Tk wa¨hlt man in der Praxis daher stets die soeben
eingefu¨hrte matrixabha¨ngige Prolongation. Hat Tk eine Tensorprodukt-Struktur a¨hnlich wie
(5.24), was beispielsweise auf die einfache 5-Punkte Upwind-Diskretisierung (2.14) aus Ka-
pitel 2 zutrifft, so liefert die matrixabha¨ngige Prolongation auch in diesem Fall die gleichen
Gewichte wie die operatorabha¨ngige Prolongation. Dabei mu¨ssen bei der Berechnung dann
lediglich die lokalen Operatorsterne (Tk,(i,j))∗ beachtet werden. Der mittels der Prolonga-
tionsoperatoren P kk+1,V und P
k
k+1,S durch eine Petrov–Galerkin-Vergro¨berung entstehende
Grobgitteroperator stimmt aufgrund der Skalierungsbeziehung fu¨r die L-Spline Ansatzra¨ume
mit dem direkt u¨ber den Petrov–Galerkin-Ansatz bezu¨glich der gro¨beren Skala diskretisierten
Operator u¨berein:
Tk+1 = (P kk+1,S)
tTkP
k
k+1,V . (5.28)
Aufgrund ihrer besonderen Interpolationseigenschaften ist die operatorabha¨ngige Prolonga-
tion P kk+1,V also mit dem gewa¨hlten Diskretisierungsverfahren kompatibel.
Zur Bestimmung einer matrixabha¨ngigen Prologation im allgemeinen Fall nichtseparabler
Konvektion ~b = (b1(x, y), b2(x, y)) verwendet man anstelle der gepla¨tteten die urspru¨nglichen
Operatorsterne. Die damit berechneten Eckgewichte von (P kk+1,(i,j),V)∗ tragen dann eben-
falls zur lokalen Gauß-Elimination bei. Eine verallgemeinerte lokale Skalierungsgleichung wie
(5.27) ist dann aber nicht mehr erfu¨llt und man gelangt insbesondere zu nichtkonformen
Grobgitterra¨umen. Daru¨berhinaus existieren verfeinerte Techniken von de Zeeuw, die zur
Definition matrixabha¨ngiger Prolongationen die Aufspaltung der lokalen Operatorsterne in
ihren symmetrischen und schiefsymmetrischen Anteil verwenden. Fu¨r Einzelheiten ihrer Kon-
struktion verweisen wir auf die Arbeiten [132, 133].
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5.2.3 Zur Wahl geeigneter Basen der Komplementra¨ume
Wir untersuchen im folgenden die Frage nach der Wahl geeigneter Basen fu¨r die Komple-
mentra¨ume Wk+1 und Fk+1, so daß Vk = Wk+1 ⊕ Vk+1 und Sk = Fk+1 ⊕ Sk+1 gelten. Dies
ist wiederum gleichbedeutend mit der Auswahl geeigneter Matrizen Qkk+1,V/S , deren Spalten
angeben, wie sich Punkten (xki , y
k
j ) ∈ Ωfk zugeordnete Basisfunktionen der jeweiligen Kom-
plementra¨ume mittels der Basisfunktionen der zugeho¨rigen Feingitterra¨ume darstellen lassen.
Matrixabha¨ngige Prolongationen P kk+1,V/S fu¨r die Ansatz- und Testseite ko¨nnen zusammen
mit einer hierarchischen Wahl der Prolongationen Qkk+1,V/S fu¨r die Komplementra¨ume als
Transformationen interpretiert werden, die eine approximative Block-Gauß-Elimination des
einfach zerlegten Operators T˜k bewirken. Wir illustrieren diesen Zusammenhang, indem wir
entsprechend dem eindimensionalen Fall nachweisen, daß ideale matrixabha¨ngige Prolonga-
tionen fu¨r die Ansatz- und Testseite zusammen mit einer hierarchischen Wahl der Komple-
mentra¨ume wieder zu einer Block-Diagonalisierung der Zweiskalen-transformierten Steifig-
keitsmatrix fu¨hren. Die ideale matrixabha¨ngige Prolongation fu¨r die Ansatzseite erha¨lt man
durch exaktes Lo¨sen homogener Probleme, die ideale matrixabha¨ngige Prolongation fu¨r die
Testseite durch exaktes Lo¨sen entsprechender dualer Probleme. Dies fu¨hrt aber im allgemei-
nen zu vollbesetzten Matrizen P kk+1,V/S und damit zu nicht mehr effizient durchfu¨hrbaren
Verfahren.
Verwendet man statt der idealen die im letzten Abschnitt berechneten matrixabha¨ngigen Pro-
longationen, so ist die Block-Gauß-Elimination nur noch unvollsta¨ndig. Es ergibt sich außer-
dem die folgende Schwierigkeit. In ho¨heren Raumdimensionen besitzen die u¨ber die hierarchi-
sche Wahl gebildeten Zerlegungen nicht mehr die gleichen optimalen Stabilita¨tseigenschaften
wie im eindimensionalen Fall. Betrachtet man anstelle der hierarchischen Zerlegungen Wave-
let-artige Zerlegungen, so zeigen die daru¨ber gewonnenen Multiskalen-Zyklen optimale Kon-
vergenzeigenschaften [121]. Dies liegt insbesondere an dem sta¨rkeren Einfluß der zugeho¨rigen
Multiskalen-Gla¨tter. Wir bescha¨ftigen uns deshalb mit der Konstruktion Wavelet-artiger Ba-
sisfunktionen fu¨r die Komplementra¨ume mittels eines Tensorprodukt-Ansatzes ausgehend von
den besprochenen eindimensionalen Wavelet-artigen Zerlegungen. Aufgrund unseres allgemei-
nen Petrov–Galerkin-Ansatzes ist es dann mo¨glich, Wavelet-artige Multiskalen-Zerlegungen
mit hierarchischen zu kombinieren, um dadurch in einem multiplikativen Verfahren eine ap-
proximative Elimination beispielsweise der Grobgitterunbekannten aus den transformierten
Feingittergleichungen unter verbesserten Stabilita¨ts- und Gla¨ttungseigenschaften zu erhalten.
Hierarchische Wahl und ideale Prolongationen
Fu¨r die folgende algebraisch gehaltene Betrachtung ordnen wir die Gitterpunkte von Ωk so,
daß wir zuna¨chst die Punkte aus Ωfk = Ωk\Ωk+1 und danach die aus Ωck = Ωk+1 aufza¨hlen.
Dies erreichen wir durch eine einfache Permutation und wir erhalten als permutierten Ope-
rator
Tk :=
(
Ak+1 Bk+1
Ck+1 Tk+1
)
. (5.29)
Die permutierten Matrizen werden mit den gleichen Ausdru¨cken wie die urspru¨nglichen be-
zeichnet. Die Blockgestalt (5.29) wird hierbei also nur durch die Permutation der Unbekann-
ten induziert und nicht durch einen zusa¨tzlichen Basiswechsel. Die Prolongationsmatrizen
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P kk+1,V und P
k
k+1,S haben bezu¨glich der neuen Anordnung die Blockstrukturen
P kk+1,V =
(
P k,fk+1,V
P k,ck+1,V
)
und P kk+1,S =
(
P k,fk+1,S
P k,ck+1,S
)
.
Es seien ferner nf = |Ωfk | und nc = |Ωck| die Anzahlen der Fein-ohne-Grob- sowie Grobgitter-
punkte. Der U¨bersichtlichkeit halber kennzeichnen wir hiermit im folgenden die Gro¨ßen von
Null- und Einheitsmatrizen. Der Wert der Prolongationen P kk+1,V und P
k
k+1,S in den Punkten
aus Ω(0,0)k betrage 1, so daß also P
k,c
k+1,V = 1nc×nc und P
k,c
k+1,S = 1nc×nc sind. Wir erhalten
gema¨ß einem hierarchischen Ansatz fu¨r die Komplementra¨ume
Qkk+1,V =
(
1nf×nf
0nc×nf
)
und Qkk+1,S =
(
1nf×nf
0nc×nf
)
.
Die Forderung, daß das Ergebnis der Prolongation P kk+1,V in den Feingitterpunkten durch die
Lo¨sung des homogenen lokalen Problems bestimmt ist, formulierten wir diskret in (5.7) als
(TkP kk+1,Vuk+1)(x
k
i ) = 0 fu¨r x
k
i ∈ Ωfk .
Die duale Forderung (5.11) zur Bestimmung der Prolongation P kk+1,S lautete
((P kk+1,S)
tTkuk)(xki ) = 0 fu¨r x
k
i ∈ Ωfk .
Hierbei sind uk ∈ Vk und uk+1 ∈ Vk+1 beliebige Funktionen. Unter Beru¨cksichtigung der
neuen Anordnung kann man diese beiden Bedingungen a¨quivalent in Matrixform schreiben:
Ak+1P
k,f
k+1,V +Bk+1 = 0nf×nc , d.h. P
k,f
k+1,V = −A−1k+1Bk+1, (5.30)
(P k,fk+1,S)
tAk+1 + Ck+1 = 0nc×nf , d.h. P
k,f
k+1,S = −A−tk+1Ctk+1. (5.31)
Definieren wir mit Hilfe der so bestimmten idealen Prolongationen fu¨r den Ansatz- und den
Testraum die Zweiskalen-Transformationen
W kk+1,V =
(
1nf×nf −A−1k+1Bk+1
0nc×nf 1nc×nc
)
und W kk+1,S =
(
1nf×nf −A−tk+1Ctk+1
0nc×nf 1nc×nc
)
, (5.32)
so erhalten wir
T˜k = (W kk+1,S)
tTkW
k
k+1,V
=
(
1nf×nf 0nf×nc
−Ck+1A−1k+1 1nc×nc
)(
Ak+1 0nf×nc
Ck+1 Tk+1 − Ck+1A−1k+1Bk+1
)
=
(
Ak+1 0nf×nc
0nc×nf Tk+1 − Ck+1A−1k+1Bk+1
)
.
Der Zweiskalen-transformierte Operator T˜k ist also wie schon im eindimensionalen Fall block-
diagonal. Fu¨r eindimensionale Probleme stimmen die mittels (5.30) und (5.31) algebraisch
definierten idealen Prolongationen mit den in Kapitel 5.1 erkla¨rten operator- beziehungsweise
matrixabha¨ngigen Prolongationen u¨berein.
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Im zweidimensionalen Fall sind Fein-ohne-Grobgitterpunkte anders als im Eindimensionalen
nicht nur von Punkten des gro¨beren Gitters sondern auch von Fein-ohne-Grobgitterpunkten
umgeben. Beispielsweise haben fu¨r ein Gitter Ωk Punkte aus der Menge Ω
(1,1)
k auch Git-
terpunkte aus Ω(0,1)k und Ω
(1,0)
k als direkte Nachbarn. Diese topologische Beziehung fu¨hrt
ausgehend von einem Operator Tk mit 5-Punkte oder 9-Punkte Sternmuster dazu, daß der
Block Ak+1 des permutierten Operators nicht mehr diagonal und damit dessen Inverse A−1k+1
nicht lokal ist. Der mit Hilfe idealer Prolongationen P kk+1,V und P
k
k+1,S fu¨r den Ansatz- und
Testraum berechnete Grobgitteroperator Tk+1−Ck+1A−1k+1Bk+1 ist dann im allgemeinen voll-
besetzt und daher ein rekursives Fortfu¨hren der idealen Vergro¨berung auf effiziente Weise
nicht mo¨glich. Approximationen P˘ kk+1,V und P˘
k
k+1,S an die idealen Prolongationen ko¨nnen
nach dem folgenden allgemeinen Prinzip gefunden werden. Man ersetze die Blo¨cke Ak+1 und
Bk+1 sowie Atk+1 und C
t
k+1 durch A˘k+1 und B˘k+1 respektive A˘
t
k+1 und C˘
t
k+1, so daß die
beiden Forderungen
• A˘k+1 und A˘tk+1 sind einfach zu invertieren und
• A˘−1k+1B˘k+1 und A˘−tk+1C˘tk+1 sind lokale Approximationen an A−1k+1Bk+1 sowie A−tk+1Ctk+1
erfu¨llt sind. Man definiert damit
P˘ kk+1,V :=
( −A˘−1k+1B˘k+1
1nc×nc
)
und P˘ kk+1,S :=
( −A˘−tk+1C˘tk+1
1nc×nc
)
(5.33)
als Approximationen der idealen Prolongationen fu¨r den Ansatz- und Testraum. Sie ko¨nnen
als ideale Prolongationen zu den modifizierten Diskretisierungen des urspru¨nglichen und dua-
len Problems (
A˘k+1 B˘k+1
Ck+1 Tk+1
)
und
(
A˘tk+1 C˘
t
k+1
Btk+1 T
t
k+1
)
angesehen werden.
Wir zeigen abschließend noch, wie die im vorherigen Abschnitt konstruierte matrixabha¨ngige
Prolongation fu¨r den Ansatzraum hieru¨ber verstanden werden kann. Ausgehend von der
Vierfarbenunterteilung von Ωk besitzen die Blo¨cke Ak+1, Bk+1 und Ck+1 der permutierten
Steifigkeitsmatrix (5.29) eine innere Blockstruktur, so daß
Tk =

A11k+1 A
12
k+1 A
13
k+1 B
1
k+1
A21k+1 A
22
k+1 A
23
k+1 B
2
k+1
A31k+1 A
32
k+1 A
33
k+1 B
3
k+1
C1k+1 C
2
k+1 C
3
k+1 Tk+1

gilt. Die erste Blockzeile beschreibt die Kopplungen der Freiheitsgrade aus Ω(1,1)k , die zweite
diejenigen aus Ω(0,1)k , die dritte die aus Ω
(1,0)
k und schließlich die vierte die Kopplungen der
Grobgitterfreiheitsgrade. Der durch Pla¨tten der Massensterne enstehende Operator T˘k mit
dem 5-Punkte Sternmuster (5.25) hat dann die Gestalt
T˘k =

A˘11k+1 A˘
12
k+1 A˘
13
k+1 0
A˘21k+1 A˘
22
k+1 0 B˘
2
k+1
A˘31k+1 0 A˘
33
k+1 B˘
3
k+1
0 C˘2k+1 C˘
3
k+1 T˘k+1
 .
106 Probleme in 2D: Tensorprodukt-Konstruktionen
Hierbei sind die durch 0 gekennzeichneten Blo¨cke Nullblo¨cke passender Dimension und die
Hauptdiagonalblo¨cke A˘iik+1 (i = 1, 2, 3) jeweils diagonal. Die Bestimmung der Gewichte p
m
W ,
pmO , p
m
N und p
m
S in den Punkten aus Ω
(1,0)
k und Ω
(0,1)
k mittels der eindimensionalen Rich-
tungsanteile (T˘ xk )∗ und (T˘
y
k )∗ kann als das Vernachla¨ssigen der Kopplungen A˘
21
k+1 und A˘
31
k+1
verstanden werden, so daß sich die im vorherigen Abschnitt konstruierte matrixabha¨ngige
Prolongation fu¨r den Ansatzraum mittels (5.33) u¨ber die Approximationen
A˘k+1 =
 A˘
11
k+1 A˘
12
k+1 A˘
13
k+1
0 A˘22k+1 0
0 0 A˘33k+1
 und B˘k+1 =
 0B˘2k+1
B˘3k+1

der Blo¨cke Ak+1 und Bk+1 ergibt. Es hat A˘k+1 insbesondere obere Dreiecksgestalt und ist
damit einfach zu invertieren.
Wavelet-artige Wahl
Wir beschreiben jetzt fu¨r den Fall einer Wavelet-artigen Wahl der Komplementraum-Basen
auf der Testseite den allgemeinen Aufbau der zugeho¨rigen Transformationsmatrix Qkk+1,V .
Die Konstruktion der entsprechenden Transformation Qkk+1,S fu¨r die Ansatzseite geschieht
vollkommen analog. Anhand der eindimensionalen Finite-Elemente Ra¨umen Vx,jk und Vy,ik
zur Skala k entlang der Gitterlinien y = ykj = const und x = x
k
i = const erhalten wir
durch Tensorprodukt-Bildung der abstrakten eindimensionalen Ra¨ume Vxk+1 und Vyk+1 den
zweidimensionalen Finite-Elemente Raum
Vk = Vxk ⊗ Vyk (5.34)
mit der natu¨rlichen Tensorprodukt-Basis
{ϕk(i,j),V : ϕk(i,j),V(x, y) = ϕk,x(i,j),V(x)ϕk,y(i,j),V(y) fu¨r 0 < i, j < 1/hk}.
Wir kennzeichnen im folgenden eindimensionale Basisfunktionen mit Hilfe von Indizes zu-
geho¨riger Fein-ohne-Grobgitterpunkte. Wir betrachten die Zerlegungen
Vx,jk = Wx,jk+1 ⊕ Vx,jk+1, (5.35)
Vy,ik = Wy,ik+1 ⊕ Vy,ik+1, (5.36)
mit den Basisdarstellungen
Wx,jk+1 :=
〈
ψk+1,x(i,j),V : 0 < i <1/hk, i ungerade
〉
, Vx,jk+1 :=
〈
ϕk+1,x(i,j),V : 0 < i <1/hk, i gerade
〉
,
Wy,ik+1 :=
〈
ψk+1,y(i,j),V : 0 < j <1/hk, j ungerade
〉
, Vy,ik+1 :=
〈
ϕk+1,y(i,j),V : 0 < j <1/hk, j gerade
〉
.
Dabei bezeichnen ψk+1,x(i,j),V und ψ
k+1,y
(i,j),V Basisfunktionen der entsprechenden Komplementra¨ume.
Die Zerlegungen (5.35) und (5.36) fu¨hren zu abstrakten eindimensionalen Zerlegungen
Vxk = Wxk+1 ⊕ Vxk+1,
Vyk = Wyk+1 ⊕ Vyk+1.
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Durch Einsetzen dieser in die Tensorprodukt-Darstellung (5.34) gelangen wir zu der folgenden
Zerlegung des feinskaligen Ansatzraums Vk:
Vk = (Wyk+1 ⊕ Vyk+1) ⊗ (Wxk+1 ⊕ Vxk+1)
= (Wyk+1 ⊗ Wxk+1) ⊕ (Wyk+1 ⊗ Vxk+1) ⊕ (Vyk+1 ⊗ Wxk+1) ⊕ (Vyk+1 ⊗ Vxk+1)
=: W(1,1)k+1 ⊕ W(0,1)k+1 ⊕ W(1,0)k+1 ⊕ Vk+1.
Wir erhalten dabei als natu¨rliche Basisdarstellungen der drei unterschiedenen Anteile des
Komplementraums Wk+1 =W(1,1)k+1 ⊕W(0,1)k+1 ⊕W(1,0)k+1
W(1,1)k+1 =
〈
ψ
k+1,(1,1)
(i,j),V : ψ
k+1,(1,1)
(i,j),V (x, y) := ψ
k+1,x
(i,j),V(x)ψ
k+1,y
(i,j),V(y)
fu¨r 0 < i, j < 1/hk, i ungerade, j ungerade
〉
,
W(0,1)k+1 =
〈
ψ
k+1,(0,1)
(i,j),V : ψ
k+1,(0,1)
(i,j),V (x, y) := ψ
k+1,x
(i,j),V(x)ϕ
k+1,y
(i,j),V(y)
fu¨r 0 < i, j < 1/hk, i gerade, j ungerade
〉
,
W(1,0)k+1 =
〈
ψ
k+1,(1,0)
(i,j),V : ψ
k+1,(1,0)
(i,j),V (x, y) := ϕ
k+1,x
(i,j),V(x)ψ
k+1,y
(i,j),V(y)
fu¨r 0 < i, j < 1/hk, i ungerade, j gerade
〉
.
Die Basisfunktionen der Detail-Unterra¨ume ko¨nnen auch u¨ber lokale zweidimensionale Sterne
charakterisiert werden, die sich aus den Produkten der berechneten eindimensionalen lokalen
Skalierungs- beziehungsweise Waveletfilter ergeben. Wir gehen davon aus, daß es mo¨glich
ist, fu¨r jeden inneren Gitterpunkt in jeder Gitterrichtung entweder eine Grobfiltermaske der
maximalen La¨nge 3 oder eine Detailfiltermaske der maximalen La¨nge 5 anzugeben. Fu¨r dem
Rand na¨chstgelegene innere Punkte hat die Detailfiltermaske in der entsprechenden Richtung
jedoch die maximale La¨nge 3. Wir erhalten als lokale zweidimensionale Sterne in
(xki , y
k
j ) ∈ Ω(1,1)k : (Qk,yk+1,(i,j),V)t∗ · (Qk,xk+1,(i,j),V)∗,
(xki , y
k
j ) ∈ Ω(0,1)k : (Qk,yk+1,(i,j),V)t∗ · (P k,xk+1,(i,j),V)∗,
(xki , y
k
j ) ∈ Ω(1,0)k : (P k,yk+1,(i,j),V)t∗ · (Qk,xk+1,(i,j),V)∗.
Hierbei bezeichnen Qk,yk+1,(i,j),V und P
k,y
k+1,(i,j),V lokale eindimensionale Filter. Fu¨r die Punk-
te aus Ω(0,1)k wird dem Tensorprodukt-Ansatz entsprechend in y-Richtung ein Detailfilter
gewa¨hlt, da sie (mit Ausnahme der randnahen Punkte) auf einer y-Gitterlinie von Ωk+1 ge-
nau zwischen zwei Grobgitterpunkten sitzen. Fu¨r die Punkte aus Ω(1,0)k wird aus dem gleichen
Grund in x-Richtung ein Detailfilter gewa¨hlt. Die vollsta¨ndige Transformationsmatrix, die den
KomplementraumWk+1v charakterisiert, kann nun mit Hilfe der resultierenden Teilmatrizen
Q
k,(1,1)
k+1,V , Q
k,(0,1)
k+1,V und Q
k,(1,0)
k+1,V zu
Qkk+1,V = [Q
k,(1,1)
k+1,V , Q
k,(0,1)
k+1,V , Q
k,(1,0)
k+1,V ]
zusammengesetzt werden.
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Ausgehend von eindimensionalen hierarchischen Zerlegungen ergibt sich mit der soeben vor-
gestellten Tensorprodukt-Konstruktion nicht die im letzten Abschnitt diskutierte zweidimen-
sionale hierarchische Zerlegung. Der Grund hierfu¨r ist, daß am Aufbau der Transformati-
onsmatrizen Qk,(0,1)k+1,V und Q
k,(1,0)
k+1,V noch die eindimensionalen Skalierungsfilter (P
k,x/y
k+1,(i,j),V)∗
beteiligt sind.
Will man u¨ber mehrere Skalen hinweg matrixabha¨ngige Filter in Punkten aus Ω(0,1)k und
Ω(1,0)k bestimmen, so verlangt dies — selbst im Fall homogener Dirichletscher Randbedingun-
gen — eine besondere Beru¨cksichtigung der Randgitterpunkte. Wir sprechen im folgenden
der Einfachheit halber direkt von Kopplungen der Gitterpunkte anstatt von Kopplungen
der darin aufsitzenden Basisfunktionen. Betrachten wir zum Beispiel einen dem westlichen
Rand von Ω¯k na¨chstgelegenen Punkt aus Ω
(1,0)
k . Dann sitzt gema¨ß der oben beschriebenen
Vorgehensweise darin in x-Richtung ein Detail- und in y-Richtung ein Grobfilter auf. Zur
korrekten Berechnung des (matrixabha¨ngigen) Grobfilters benutzt man die Kopplungen des
na¨chsten no¨rdlichen und su¨dlichen Feingitterfreiheitsgrades inklusive der Kopplungen durch
die Randgitterpunkte. Ein ”abgeschnittener“ Dirichlet-Stern liefert hier falsche Ergebnisse.
Selbst wenn auf dem feinsten Gitter die Kopplungen der randnahen Freiheitsgrade durch
die Randgitterpunkte beru¨cksichtigt werden, indem man die vollsta¨ndigen Operatorsterne
verwendet, mu¨ssen, damit dies auf den gro¨beren Skalen richtig fortgefu¨hrt wird, die jeweiligen
Grobgitteroperatoren ebenfalls inklusive der Kopplungen durch die Randgrobgitterpunkte
richtig aufgestellt werden.
Dies erreicht man, indem man von vornherein den Operator auch in den Randpunkten auf-
stellt und mittels (matrixabha¨ngiger) Prolongationen in den Randgrobgitterpunkten, die
Randkopplungen der randnahen Grobgitterpunkte berechnet. Man bestimmt ebenfalls die
Kopplungen der Randgrobgitterpunkte durch die randnahen Grobgitterpunkte und erha¨lt
damit Grobgitteroperator-Sterne in den Randgrobgitterpunkten, so daß sich die Prozedur
auf gro¨bere Skalen fortsetzen la¨ßt.
5.3 Probleme in 2D: Algebraische Konstruktionen
5.3.1 Algebraische Multiskalen-Zerlegungen
Die im letzten Unterkapitel besprochenen problemangepaßten Tensorprodukt-artigen Multi-
skalen-Zerlegungen sind u¨ber eine fest vorgegebene geometrische Vergro¨berung der zugrunde-
liegenden Gitter entstanden (Vierfarbenzerlegung). Wir bezeichnen sie daher auch als geome-
trische Multiskalen-Zerlegungen. Fu¨r Randwertprobleme in kompliziert berandeten Gebieten
ist ein in diesem Sinne geometrisch orientiertes Multiskalen-Konzept, zumindest was einfache
ungesto¨rte Probleme betrifft, zwar immer noch mo¨glich, es fu¨hrt jedoch schon in diesen ein-
fachen Fa¨llen zu recht komplizierten Konstruktionen [34, 46, 77, 110, 111]. Eine Frage, die in
dem Zusammenhang ebenfalls auftritt, ist, ob sinnvolle Multiskalen-Zerlegungen auch dann
noch definierbar sind, wenn zu dem zu lo¨senden linearen Gleichungssystem kein physikalisches
Gitter mehr vorhanden ist.
Eine Mehrgitter-Variante, die mit Erfolg Multilevel-Lo¨ser fu¨r nur schwer oder tatsa¨chlich
unzuga¨ngliche Geometrien konstruiert, ist die Klasse der algebraischen Mehrgitter-Verfahren
(AMG) [27, 52, 103, 112]. Im Unterschied zu geometrischen Mehrgitter-Verfahren, bei de-
nen die Folge der Grobgitterpunkte vorgegeben ist, werden bei algebraischen Mehrgitter-
Verfahren zuna¨chst geeignete Grobgitterfreiheitsgrade ausgewa¨hlt, was mit Hilfe zweier re-
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eller Parameter α und β u¨ber das Konzept algebraisch glatter Fehler und die Betrachtung
starker und schwacher Kopplungen geschieht. Wir bemerken ausdru¨cklich, daß durch diese
Auswahl die Fein-ohne-Grobgitterfreiheitsgrade automatisch festgelegt sind. Danach werden
zugeho¨rige Prolongationen und Restriktionen problemabha¨ngig berechnet, was die sogenann-
te Setup-Phase abschließt. Sowohl fu¨r die Auswahl der entsprechenden Freiheitsgrade als auch
fu¨r die Berechnung der Prolongationen und Restriktionen wird ausschließlich die Systemma-
trix des zu lo¨senden Gleichungssystems benutzt. Die auf diese Weise algebraisch bestimmten
Prolongationen und Restriktionen ko¨nnen dann innerhalb gewo¨hnlicher Mehrgitter-Lo¨ser ein-
gesetzt werden.
Algebraische Mehrgitter-Verfahren haben sich insbesondere aber auch als sehr robuste Lo¨ser
fu¨r Probleme mit kompliziert gearteten Koeffizientenfunktionen des Differentialoperators
erwiesen, etwa bei der Behandlung von wirbelbehafteten Konvektions-Diffusions Proble-
men [52]. Wirbelbehaftete Stro¨mungen und die daraus abgeleiteten Konvektions-Diffusions
Gleichungen sind nach unserem Wissen eine große Herausforderung fu¨r alle zur Zeit exi-
stierenden Mehrgitter-Lo¨ser, da sie zu hochgradig nichtseparablen Problemen fu¨hren [76,
79, 94, 128]. Aufgrund der einschra¨nkenden Mehrgitter-Interpretation unserer Multiskalen-
Zyklen erscheint es aussichtslos, solch schwierige Probleme mit den bisherigen Tensorprodukt-
Techniken erfolgreich angehen zu ko¨nnen. Sa¨mtliche Versuche, etwa eine Kreisstro¨mung auf
der Basis geometrisch definierter Multiskalen-Zerlegungen und matrixabha¨ngiger Multiska-
len-Transformationen zu behandeln, fu¨hrten zu nicht zufriedenstellenden Ergebnissen. Da das
algebraische Mehrgitter-Konzept bewußt auf speziell definierte Gla¨ttungsprozeduren verzich-
tet, stellt sich die Frage, ob im Fall einer Kreisstro¨mung mit Hilfe AMG-basierter Zerlegungen
und Komponenten ein robuster Multiskalen-Lo¨ser gefunden werden kann, der auf direkten
algebraischen Multiskalen-Zerlegungen beruht.
Eine naheliegende Unterraumzerlegung ist in diesem Zusammenhang durch eine AMG-basier-
te hierarchische Basis Zerlegung gegeben. Hierbei werden auf jedem Level nach Festlegen der
Basen der na¨chstgrobskaligeren Ra¨ume, was mittels der AMG-Prolongationen geschieht, die
zugeho¨rigen Komplemente durch die bisherigen in den Fein-ohne-Grobgitterpunkten befind-
lichen Basisfunktionen aufgespannt. Fu¨r den gewo¨hnlichen Laplace-Operator ergeben sich
mit AMG jedoch (approximativ) wieder geometrische Vergro¨berungen und bilineare Inter-
polationen. Deshalb ist nicht zu erwarten, daß man mittels AMG-basierter hierarchischer
Zerlegungen einen zumindest optimalen Multiskalen-Lo¨ser erha¨lt. Dies ist ein Nachteil, unter
dem auch die Approximative Zyklische Reduktion Reuskens leidet, wie in Kapitel 4 bereits
bemerkt wurde. Mit einem AMG-hierarchischen W-Zyklus wu¨rde man a¨hnlich wie mit AMLI-
Verfahren, die ho¨here Polynomgrade verwenden (siehe Kapitel4), zwar eine Stabilisierung
des Lo¨sers hinsichtlich seiner Gitterweitenabha¨ngigkeit erreichen, fu¨r komplizierte Proble-
me kann ein solcher W-Zyklus aber sehr aufwendig sein. Dies liegt daran, daß die Zahl der
ausgewa¨hlten Grobgitterfreiheitsgrade aufgrund der algebraischen Auswahl nicht notwendig
mit einer geometrischen Rate abfa¨llt. Ein entsprechender W-Zyklus ist dann im allgemeinen
nicht mehr mit einem Aufwand von O(N0) implementierbar, wenn N0 die Dimension des
Gleichungssystems ist.
Man gelangt so zur Frage nach mo¨glichen Wavelet-artigen Stabilisierungen AMG-basierter
hierarchischer Basen. Die Konstruktion AMG-basierter Prewavelets u¨ber eine explizite Or-
thogonalisierung jeweils relativ zum na¨chstgrobskaligeren Raum fu¨hrt — wenn u¨berhaupt
mo¨glich — zu a¨ußerst komplizierten und unu¨berschaubaren Bestimmungsgleichungen fu¨r die
jeweiligen Filterkoeffizienten. Ihr Erfolg ist zudem fraglich, wie unsere Erfahrung mit den
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explizit konstruierten L-Spline Prewavelets zeigt. Auch Lifting-Konstruktionen [113] leiden
in unserem Fall unter a¨hnlichen Schwierigkeiten. Daher haben wir uns fu¨r eine wesentlich
einfachere Mo¨glichkeit entschieden, die sich auf die folgende elementare Beobachtung stu¨tzt.
Betrachtet man den trivialen Fall eindimensionaler Konvektions-Diffusions Probleme, so fa¨llt
auf, daß bei geometrischer Vergro¨berung und verschwindender Konvektion der 3-Punkte Ope-
ratorstern, also die zweite Ableitung mittels zentraler Differenzen, bis auf eine Skalierung mit
dem Pre-Prewavelet Filter (5.15) u¨bereinstimmt. Im umgekehrten Grenzfall verschwinden-
der Diffusion ist der einfache Upwind-Stern mit dem berechneten L-Spline Prewavelet Filter
(5.13) identisch.
Wir schlagen deshalb vor, AMG-basierte Detailfilter als Baupla¨ne der Basisfunktionen der
Komplementra¨ume einfach u¨ber lokale Operatorsterne zu konstruieren, die sich in den ent-
sprechenden Fein-ohne-Grobgitterpunkten befinden. Wir setzen fu¨r einen Punkt (xki , y
k
j ) ∈ Ωfk
(Qkk+1,(i,j),V)∗ := (Tk,(i,j))∗. (5.38)
Die resultierenden Basisfunktionen der Komplementra¨ume bezeichnen wir als AMGlets.
Eine a¨hnliche Idee wird in [73] zur matrixabha¨ngigen Bestimmung von Prolongationsmatrizen
P kk+1,V ausgehend von einer Feingitterdiskretisierung und einer Galerkin-Vergro¨berung ver-
wendet. Es wird dabei P kk+1,V bis auf Skalierung durch (P
k
k+1,(i,j),V)∗ := |(Tk,(i,j))∗|, das heißt
u¨ber die Betra¨ge der Eintra¨ge der Operatorsterne in den entsprechenden Grobgitterpunkten
(xki , y
k
j ) ∈ Ωck gebildet.
Im Verlauf des algebraischen Vergro¨berungsprozesses verbreitern sich bekanntlich zuneh-
mend die u¨ber die Galerkin-Produkte (P kk+1,V)
tTkP
k
k+1,V bestimmten Grobgitteroperator-
Sterne. Die Tra¨ger der so konstruierten AMGlets vergro¨ßern sich natu¨rlich entsprechend.
Man kann versuchen, dem Verbreitern der Grobgitteroperator-Sterne entgegenzuwirken, in-
dem man mittels eines Paramaters γP die Zeilen der an dem Galerkin-Produkt beteiligten
AMG-Prolongationen abschneidet und eine Reskalierung durchfu¨hrt [112]. Ferner werden von
uns danach relativ zum betragsma¨ßig gro¨ßten nicht zentralen Eintrag der resultierenden Ope-
ratorsterne die kleinsten Sterneintra¨ge mit Hilfe eines weiteren Parameters γQ abgeschnitten
und zum zentralen Sterneintrag hinzuaddiert. Wir erhalten damit die Matrizen Qkk+1,V bis
auf die Skalierung u¨ber die abgeschnittenen Sterne
(Qkk+1,(i,j),V)∗ = [(Tk,(i,j))∗]γQ . (5.39)
Ein solches algebraisches Abschneiden entspricht genau der klassischen AMG-Philosophie und
bewirkt anschaulich eine Konzentration und Lokalisierung der AMGlets.
Zusammenfassend erhalten wir die nachfolgende Prozedur zur Bestimmung der Transforma-
tionsmatrizen P kk+1,V und Q
k
k+1,V fu¨r eine Wavelet-artige algebraische Multiskalen-Zerlegung
der Ansatzseite anhand von Tk und AMG(α,β):
1. Auswahl von Ωck und Ω
f
k durch AMG(α,β);
2. Berechnen der AMG-basierten Prolongation P kk+1,V ;
3. Abschneiden von P kk+1,V mittels γP und Reskalierung;
4. Berechnen von Qkk+1,V mittels (5.39);
Die Zweiskalen-Transformationen bezu¨glich gro¨berer Skalen ko¨nnen dann mit Hilfe der u¨ber
Galerkin-Produkte Tk+1 = (P kk+1,V)
tTkP
k
k+1,V bestimmten Grobgitteroperatoren weiter be-
rechnet werden.
Kapitel 6
Numerische Beispiele
In unseren numerischen Beispielen betrachten wir die Konvektions-Diffusions Gleichung
Tu := −4u+ b1∂xu+ b2∂yu = f auf Ω = ]0; 1[2
zusammen mit homogenen Dirichletschen Randbedingungen. Ausgehend von einer geeigneten
Diskretisierung bezu¨glich unterschiedlich feiner uniformer Tensorproduktgitter Ω0 ⊂ Ω unter-
suchen wir numerisch das Konvergenzverhalten der vorgestellten multiplikativen Multiskalen-
Verfahren. Es soll dabei fu¨r verschiedene Testprobleme die Auswirkung unterschiedlicher
Kombinationen von Petrov–Galerkin-artigen Multiskalen-Zerlegungen der Feingitter Ansatz-
und Testra¨ume auf die Konvergenz der Verfahren untersucht werden. Wir studieren die fol-
genden vier Klassen von Konvektions-Diffusions Problemen, die aus Sicht der meisten derzeit
bekannten iterativen Lo¨ser einen zunehmenden Grad an Schwierigkeit aufweisen:
Tα := −∆ + b ∂x, T β := −∆ + b√
2
(∂x + ∂y) ,
T γ := −∆ + b cosω ∂x + b sinω ∂y, T δ := −∆ + 4b x(x− 1)(1− 2y) ∂x
−4b y(y − 1)(1− 2x) ∂y.
Hierbei ist b eine Konstante (b = 0, 101, ..., 106, 108) und der Winkel ω ∈ [0, pi] beschreibt fu¨r
das Beispiel T γ die Richtung der Konvektion relativ zur x-Achse.
6.1 Beschreibung der Experimente
6.1.1 Testumgebung
Zur Diskretisierung der kontinuierlichen Operatoren verwenden wir durchweg die 5-Punkte
Sterne (2.14), die durch Finite-Differenzen und einfaches Upwinding entstehen (Kapitel 2,
Schema 4). Dies geschieht mit der Absicht, schon bezu¨glich des feinsten Gitters Ω0 jeweils
eine stabile Diskretisierung zu erhalten [62]. Wir setzen voraus, daß Ω0 u¨ber eine Hierarchie
von geschachtelten Gittern durch uniforme dyadische Verfeinerung entstanden ist. Hierauf in-
terpretieren wir die Upwind-Diskretisierung als ein Schema, das na¨herungsweise mittels einer
Petrov–Galerkin Finite-Elemente Methode mit operatorabha¨ngigen Ansatz- und Testra¨umen
V0 und S0 entsteht. Gema¨ß der Bemerkung zu Beginn von Kapitel 3 sprechen wir dann
ebenfalls von Multiskalen-Zerlegungen zugeho¨riger Feingitter Ansatz- und Testra¨ume. Um
numerisch stabile Verfahren zu erhalten, skalieren wir die Operatoren der obigen Testbeispiel
mit einem Faktor ε = 1b fu¨r b 6= 0. Wird nicht ausdru¨cklich auf andere Zerlegungstiefen
hingewiesen, so betrachten wir fu¨r die von uns verwendeten gewo¨hnlichen und verbesser-
ten Multiskalen-Zyklen jeweils vollsta¨ndige Zerlegungen der Ra¨ume V0 und S0. Die gro¨bsten
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Gitter bestehen also aus nur einem einzigen inneren Gitterpunkt und im Fall geometrischer
Multiskalen-Zerlegungen gilt lt = − log h0 − 1. Die Korrekturen bezu¨glich der Komponen-
ten der Detailunterra¨ume werden, sofern nicht eine andere Methode genannt wird, u¨ber eine
unvollsta¨ndige Zerlegung (ILU(0)) der jeweiligen Blo¨cke Ak (k = 1, ..., lt) berechnet.
In unseren Experimenten bezu¨glich geometrisch definierter Multiskalen-Zerlegungen hat sich
die klassische hierarchische Basis Transformation zur bilinearen Hut-Funktion als die gu¨n-
stigste Wahl fu¨r die Transformationen W kk+1,S und die dadurch induzierten Multiskalen-
Zerlegungen der Testseite erwiesen. Diese wird daher standardma¨ßig in den zugeho¨rigen
Experimenten betrachtet. Im Fall algebraischer Multiskalen-Zerlegungen verwenden wir ent-
sprechend eine AMG-basierte hierarchische Zerlegung fu¨r die Testseite. Die Zerlegungen der
Ansatzseite ergeben sich durch die Kombination bekannter Prolongationstechniken aus dem
Gebiet der Mehrgitter-Verfahren mit hierarchisch und Wavelet-artig aufgespannten Komple-
mentra¨umen wie in Kapitel 5 beschrieben.
Zur praktischen Beurteilung der Konvergenzgeschwindigkeit unserer Verfahren wird jeweils
die durchschnittliche Reduktionsrate des Iterationsfehler bezu¨glich der l2-Norm
%it,1 :=
( ||eit0 ||
||e10||
) 1
it−1
(6.1)
wa¨hrend einer vorgegebenen Anzahl it = 30 von Iterationen gemessen [64]. Um frei von Start-
effekten zu sein, wird die Messung erst nach dem ersten Iterationsschritt begonnen. Aufgrund
der Linearita¨t der Verfahren kann man sich dabei ohne Einschra¨nkung auf den Nullvektor als
Lo¨sung zur rechten Seite 0 und einen nichtverschwindenden Startvektor x00 beschra¨nken [64].
Da die Fehlervektoren ei0 = x0 − xi0 = −xi0 dann bis auf das Vorzeichen mit den Iterierten
u¨bereinstimmen, lassen sich so auf einfache Weise die Iterationsfehler verfolgen. Die Iteration
wird vorzeitig abgebrochen, wenn der relative Fehler kleiner als 10−10 ist. Die geometrischen
Mittel %it,1 werden dann bezu¨glich der bis dahin gemessenen Fehler berechnet. Um einen Ein-
druck vom asymptotischen Verhalten des Verfahrens zu bekommen, mitteln wir gegebenenfalls
auch nur u¨ber die letzten fu¨nf durchgefu¨hrten Iterationen. Die nachfolgenden Tabellen be-
ziehen sich auf einen normierten und gleichverteilten Zufallsvektor als Startvektor x00, so daß
fu¨r den Startfehler immer ||e00|| = 1 gilt. Die Tabellen beschreiben, wenn nicht ausdru¨cklich
auf etwas anderes hingewiesen wird, das Verhalten der durchschnittlichen Reduktionsraten
%it,1 in Abha¨ngigkeit von der Problemgro¨ße, die u¨ber die Gitterweite h0 des Anfangsgitters
Ω0 gegeben ist, und dem Sto¨rungsparameter b. Die ersten Spalten beziehen sich dabei immer
auf das ungesto¨rte Poissonproblem mit b = 0. Zudem werden noch teilweise die Normen der
Iterationsfehler gezeichnet. Um die Abha¨ngigkeit der Verfahren vom Sto¨rungsparameter b
zu studieren, werden fu¨r feste Gitterweiten h0 die Fehlerkurven zu unterschiedlichen Werten
von b im gleichen Plot nebeneinander dargestellt. Um die Abha¨ngigkeit der Verfahren von
der Gitterweite h0 zu untersuchen, werden fu¨r festes b die Fehlerkurven zu unterschiedlichen
Gitterweiten h0 nebeneinander gezeichnet.
Die Verfahren wurden im Rahmen eines Computerprogramms mit Hilfe der Programmbi-
bliothek PETSc (Version 2.0.28) [9, 10, 11] unter ANSI C implementiert. Die Testbeispiele
Tα, T β und T γ wurden jeweils auf einem PC (Dell Precision 620 mit zwei Pentium III Xeon
CPUs, 933 MHz) mit zwei GigaByte Hauptspeicher gerechnet. Als Compiler wurde hierbei
der GNU C-Compiler in der Version 2.95.2 verwendet. Fu¨r das Testbeispiel T δ wurde eine SGI
Origin 200 (vier MIPS R10000 CPUs, 180 MHz, 1 MB Cache) mit insgesamt vier GigaByte
Hauptspeicher benutzt. Der C-Compiler war diesmal der des Herstellers.
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6.1.2 Rechenaufwand
Entscheidend fu¨r die Beurteilung eines Iterationsverfahrens ist neben den Konvergenzraten,
die wir anhand numerischer Experimente bestimmen, auch der Rechenaufwand C0, der pro
Iteration zu leisten ist. Diesen bestimmt man durch Abza¨hlen der Rechenoperationen. Auf-
grund der rekursiven Struktur unserer Verfahren ist dies jedoch nicht offensichtlich. Wie wir
in Kapitel 4 gesehen haben, ko¨nnen unsere Multiskalen-Zyklen mit Hilfe eines speziell defi-
nierten Gla¨tters auch als gewo¨hnliche Mehrgitter-Verfahren interpretiert und implementiert
werden. Fu¨r solche Implementierungen du¨rfen wir zur Aufwandsabscha¨tzung direkt auf die
entsprechenden Abscha¨tzungen bei Mehrgitter-Verfahren zuru¨ckgreifen.
Die in Algorithmus 3 relevanten Schritte sind die Gla¨ttungsiteration, die Restriktion des nach
dem Vorgla¨ttungsschritt berechneten Residuums sowie das Aufaddieren der prolongierten
Grobgitterkorrektur. Im Fall von gewo¨hnlichen Multiskalen-Zyklen mit S˘k−1 = Tk−1 fu¨r
k = 1, ...lt bezeichnen wir ihren Aufwand mit
• CSNk−1 Operationen fu¨r x = x+Qk−1k,V A˘−1k (Qk−1k,S )t(f − S˘k−1x),
• CRNk−1 Operationen fu¨r sres = (P k−1k,S )t(f − S˘k−1x),
• CCNk−1 Operationen fu¨r x = x+ P k−1k,V sv.
Im Fall der verbesserten Multiskalen-Zyklen, die fu¨r k > 1 die Schur-Komplement-Approx-
imationen S˘k−1 = Tk−1 − Ck−1A˘−1k−1Bk−1 verwenden, erhalten wir entsprechend CS,imp und
CR,imp. Fu¨r zweidimensionale Probleme und Standardvergro¨berung gilt
Nk ≤ Nk−14 . (6.2)
Ist C0,stdN0 der Aufwand fu¨r einen Schritt von Algorithmus 3 im Fall eines gewo¨hnlichen
Multiskalen-Zyklus mit einem Multiskalen-Vor- und Nachgla¨ttungsschritt, so la¨ßt sich dieser
abscha¨tzen durch
C0,stdN0 ≤ (2CS + CR + CC)N0 + µC1,stdN1.
Wir erhalten mit (6.2) C0,std ≤ (2CS + CR + CC) + µ4C1,std und daher
C0,std ≤ (2CS + CR + CC)
[
1 +
µ
4
+ ...+
(µ
4
)lt−1]
+ µlt
Clt,std
N0
,
wobei Clt,std den Aufwand fu¨r die grobskalige Korrektur auf der Stufe lt bezeichnet. Abscha¨tz-
en der geometrischen Reihe ergibt wegen 4ltNlt ≤ N0 schließlich
C0,std ≤ 2CS + CR + CC1− µ4
+O(
(µ
4
)lt
).
Definiert man Cstd := 2CS +CR+CC und Cimp := 2CS,imp+CR,imp+CC , so erhalten wir damit
die folgenden Aufwandsabscha¨tzungen fu¨r die von uns betrachteten Multiskalen-Zyklen:
• Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus: C0,std ≤ 43Cstd +O(
(
1
4
)lt),
• verbesserter Multiskalen-V(1,1)-Zyklus: C0,imp ≤ Cstd + 13Cimp +O(
(
1
4
)lt),
• gewo¨hnlicher Multiskalen-W(1,1)-Zyklus: C0,std ≤ 2Cstd +O(
(
1
2
)lt).
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Benutzen wir im Fall der verbesserten Varianten fu¨r k = 2, ..., lt die Darstellungen
S˘k−1 = Tk−1 − (P k−2k−1,S)tTk−2Qk−2k−1,VA˘−1k−1(Qk−2k−1,S)tTk−2P k−2k−1,V ,
so ist die Anwendung von S˘k−1 im Vergleich zu der von Tk−1 zumindest um einen Faktor neun
teurer. Wir rechnen dabei lediglich die Kosten der Anwendungen von Tk−1 sowie Tk−2 und
gehen von 9-Punkte Sternen aus. Eine solche Implementierung der verbesserten Multiskalen-
Zyklen ist damit sogar aufwendiger als ein gewo¨hnlicher Multiskalen-W-Zyklus.
Durch Abza¨hlen der Rechenoperationen ist der Rechenaufwand fu¨r Multiskalen-Verfahren im
Fall geometrischer Multiskalen-Zerlegungen mit den gerade beschriebenen Formeln unmittel-
bar vorhersagbar. Gleiches gilt auch fu¨r den Speicheraufwand. Das ist anders im Fall algebrai-
scher Multiskalen-Zerlegungen, da die Dimensionen der zerlegenden Unterra¨ume grobskaliger
Anteile nicht von vornherein feststehen und ein Gesetz wie (6.2) im allgemeinen nicht gilt.
Die Dimensionen der grobskaligen Unterra¨ume ergeben sich erst im Verlauf des Algorith-
mus und sind von Problem zu Problem verschieden. Es ist nicht einmal die Gesamtzahl der
mittels AMG bestimmten Skalen zu Anfang festgelegt. Wir definieren daher zwei Kennzah-
len, die Gitterkomplexita¨t Cg und die auf eine AMG-basierte Nichtstandardform ausgerichtete
Nichtstandard-Operatorkomplexita¨t Cons, mit denen sich a posteriori Aussagen u¨ber die Kosten
AMG-basierter Multiskalen-Verfahren treffen lassen:
Cg :=
∑lt
k=0 dim(Vk)
dim(V0) und C
o
ns :=
nnz(T0) +
∑lt
k=1
[
nnz(Ak) + nnz(Tk)
]
nnz(T0)
,
wobei nnz(M) fu¨r eine Matrix M die Anzahl ihrer Eintra¨ge ungleich Null bezeichnet. Die
Gitterkomplexita¨t Cg gibt eine Vorstellung von dem Speicheraufwand fu¨r die im Multi-
skalen-Verfahren verwendeten (Hilfs-)Vektoren. Mit der Nichtstandard-Operatorkomplexita¨t
Cons erha¨lt man ein Maß fu¨r den Speicheraufwand hinsichtlich der fu¨r ein Multiskalen-Ver-
fahren abzuspeichernden Operatoren. Nimmt man an, daß die Anzahl der Fließkommazahl-
Operationen auf jeder Stufe des Verfahrens proportional zur Zahl der Eintra¨ge der Grobgitter-
operatoren ist, kann man mit Hilfe von Cons ebenfalls den Rechenaufwand von V-Zyklus-artigen
Multiskalen-Verfahren sinnvoll abscha¨tzen.
6.2 Testbeispiel T α: Konvektion in x-Richtung
6.2.1 Hierarchische Zerlegungen des Ansatzraums
Betrachtet man als Lo¨sungsverfahren einen gewo¨hnlichen Multiskalen-V(1,1)-Zyklus zusam-
men mit klassischen hierarchische Basis Transformationen fu¨r die Ansatz- und Testseite, so
bricht das daru¨ber definierte Galerkin-artige Multiskalen-Verfahren mit zunehmender Kon-
vektionssta¨rke sehr bald zusammen und divergiert. Das ist nicht weiter verwunderlich, da
bekanntlich die durch diesen Vergro¨berungsprozeß gebildeten Grobgitteroperatoren mit wa-
chensendem b zunehmend instabil werden und die daru¨ber berechneten ”Korrekturen“ die
Konvergenz des Verfahrens zersto¨ren [54, 132].
Deshalb gehen wir auf der Ansatzseite zur Verwendung matrixabha¨ngiger Prolongationen
und zugeho¨riger hierarchischer Zerlegungen u¨ber. Tabelle 6.1 zeigt die durchschnittlichen
Fehlerreduktionsraten %it,1 fu¨r den Fall, daß die Zerlegung des Ansatzraums u¨ber die matri-
xabha¨ngige hierarchische Transformation wie in Kapitel 5.2 definiert wird. Die Raten stei-
gen mit zunehmender Problemgro¨ße, was schon durch das Verhalten der klassischen Hier-
archische Basis Mehrgitter-Methode in Bezug auf das konvektionsfreie Problem mit reinem
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.29 0.38 0.58 0.56 0.58 0.63 0.64 0.64
16 0.36 0.51 0.71 0.78 0.79 0.80 0.78 0.79
32 0.52 0.57 0.81 0.87 0.87 0.87 0.88 0.88
64 0.60 0.67 0.85 0.91 0.93 0.93 0.93 0.94
128 0.64 0.69 0.89 0.93 0.93 0.95 0.96 0.96
256 0.69 0.69 0.90 0.93 0.94 0.96 0.97 0.97
512 0.72 0.75 0.86 0.93 0.94 0.96 0.98 0.98
1024 0.75 0.76 0.88 0.92 0.96 0.95 0.98 0.99
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.1: Beispiel Tα: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.26 0.37 0.59 0.61 0.64 0.64 0.65 0.66
16 0.37 0.50 0.73 0.79 0.79 0.83 0.83 0.80
32 0.50 0.56 0.78 0.87 0.90 0.88 0.90 0.90
64 0.59 0.66 0.85 0.88 0.92 0.93 0.93 0.93
128 0.63 0.69 0.86 0.88 0.92 † 0.94 0.94
256 0.68 0.68 0.87 0.90 0.92 0.94 0.95 0.95
512 0.71 0.75 0.86 0.89 0.92 0.94 0.95 †
1024 0.73 0.78 0.87 0.89 0.92 0.83 0.95 †
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.2: Beispiel Tα: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1,
exakte Gla¨ttung.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.21 0.28 0.42 0.49 0.50 0.52 0.52 0.52
16 0.23 0.27 0.55 0.60 0.63 0.65 0.63 0.64
32 0.24 0.27 0.55 0.72 0.76 0.77 0.77 0.77
64 0.24 0.25 0.50 0.78 0.86 0.89 0.90 0.90
128 0.25 0.25 0.43 0.80 0.93 0.95 0.97 0.96
256 0.25 0.25 0.33 0.77 † † † †
512 0.25 0.25 0.26 0.74 † † † †
1024 0.25 0.25 0.25 0.65 † † † †
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.3: Beispiel Tα: Gewo¨hnlicher Multiskalen-W(1,1)-Zyklus, %it,1.
Laplace-Operator nahegelegt wird (siehe dazu die erste Spalte von Tabelle 6.1). Sie stei-
gen daru¨berhinaus stark fu¨r feste Problemgro¨ße mit wachsender Konvektionssta¨rke. Dies
u¨berrascht, da hierbei die gleichen stabilen Grobgitteroperatoren gebildet werden, die in der
entsprechenden Mehrgitter-Variante mit matrixabha¨ngigen Transferoperatoren schon zusam-
men mit einfachen punktweisen Gla¨ttern zu robusten Verfahren fu¨hren [54].
Die Eintra¨ge der Blo¨cke Ak stimmen mit entsprechenden Eintra¨gen der Matrizen Tk−1 u¨ber-
ein, da sie lediglich u¨ber hierarchische Transformationen berechnet werden. Sie tragen da-
her noch vollsta¨ndig den konvektiven Anteil von Tk−1 bezu¨glich der Fein-ohne-Grobgitter
Freiheitsgrade in sich. Um die Auswirkungen der unvollsta¨ndigen Zerlegung der Blo¨cke Ak
bei zunehmender Konvektion von dem Effekt der matrixabha¨ngigen Bestimmung der Grob-
gitteroperatoren zu trennen, benutzen wir einen iterativen Lo¨ser (BICGSTAB mit ILU-
Vorkonditionierer), um jeweils die Anwendung von A−1k zu realisieren. Damit berechnen wir
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.13 0.08 0.03 0.07 0.07 0.07 0.07 0.07
16 0.15 0.10 0.05 0.13 0.14 0.14 0.14 0.14
32 0.16 0.11 0.08 0.16 0.19 0.20 0.20 0.20
64 0.17 0.12 0.10 0.17 0.23 0.25 0.25 0.25
128 0.17 0.13 0.12 0.18 0.26 0.28 0.29 0.29
256 0.17 0.14 0.12 0.18 0.27 0.31 0.32 0.32
512 0.17 0.14 0.13 0.18 0.27 0.32 0.34 0.35
1024 0.17 0.14 0.13 0.18 0.27 0.33 0.36 0.37
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Pre-Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.4: Beispiel Tα: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.17 0.13 0.08 0.07 0.07 0.07 0.07 0.07
16 0.20 0.16 0.11 0.08 0.08 0.08 0.08 0.08
32 0.24 0.19 0.14 0.11 0.08 0.07 0.07 0.08
64 0.25 0.21 0.17 0.13 0.09 0.08 0.07 0.07
128 0.26 0.23 0.19 0.17 0.11 0.08 0.08 0.08
256 0.27 0.24 0.20 0.19 0.16 0.10 0.08 0.08
512 0.27 0.25 0.21 0.21 0.21 0.13 0.09 0.08
1024 0.28 0.26 0.21 0.22 0.24 0.19 0.11 0.08
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.5: Beispiel Tα: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
die bestmo¨glichen Detailkorrekturen. Tabelle 6.2 zeigt, daß hierdurch, wenn u¨berhaupt, dann
nur eine marginale Verbesserung der durchschnittlichen Reduktionsraten erreicht wird. In ei-
nigen Fa¨llen divergierte das Verfahren sogar. Wir sprechen dabei von Divergenz (gekennzeich-
net in den Tabellen durch †), falls die zugeho¨rige gemittelte Rate gro¨ßer gleich Eins ist. Die
Detailkorrekturen mittels der unvollsta¨ndigen Zerlegungen sind offenbar ”ausreichend“ und
damit ebenfalls die Zahl der Multiskalen-Gla¨ttungsschritte, also der ILU-Schritte wa¨hrend
der Vor- und Nachkorrekturen. Aus Sicht der Mehrgitter-Interpretation des Multiskalen-
Verfahrens kommt der Verlust an Robustheit daher durch einen prinzipiellen Defekt des
hierarchischen Multiskalen-Gla¨tters zustande.
Untersucht man die Auswirkungen, die sich durch die Berechnung der hierarchischen Resi-
duen u¨ber die Schur-Komplement Approximation wie in Algorithmus 2’ ergeben, so stellt
man fest, daß im Zusammenhang mit hierarchischen Zerlegungen durch solche verbesserten
Multiskalen-V(1,1)-Zyklen kaum Verbesserungen der Reduktionsraten im Vergleich zu den
gewo¨hnlichen Verfahren erreicht werden. Wir verzichten auf die Angabe der Ergebnisse.
Betrachtet man einen gewo¨hnlichen Multiskalen-W(1,1)-Zyklus, so erha¨lt man wie erwar-
tet zwar im niederkonvektiven Bereich ein optimales Verfahren mit %it,1 = 0.25, fu¨r große
Konvektionssta¨rken bei kleinen Gitterweiten jedoch Divergenz, wie man direkt Tabelle 6.3
entnimmt. Man gelangt trotz der durch den mehrfachen Aufruf von Grobgitterkorrekturen
zusa¨tzlich geleisteten hierarchischen Gla¨ttungsarbeit zu keinem robusten Lo¨ser.
6.2.2 Wavelet-artige Zerlegungen des Ansatzraums
Wir betrachten nun Wavelet-artige Zerlegungen des Ansatzraums, die u¨ber Zweiskalen-Trans-
formationen W kk+1,V erzeugt werden, deren Teilmatrizen P
k
k+1,V wie schon im hierarchischen
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.10 0.10 0.07 0.06 0.06 0.06 0.06 0.06
16 0.17 0.17 0.12 0.09 0.07 0.07 0.07 0.07
32 0.22 0.23 0.16 0.11 0.08 0.07 0.07 0.08
64 0.24 0.25 0.19 0.14 0.09 0.08 0.07 0.07
128 0.25 0.27 0.23 0.16 0.11 0.08 0.08 0.07
256 0.26 0.28 0.25 0.17 0.14 0.10 0.08 0.08
512 0.27 0.28 0.27 0.19 0.17 0.13 0.09 0.08
1024 0.27 0.29 0.28 0.21 0.19 0.16 0.12 0.08
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : L-Spline Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.6: Beispiel Tα: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1,
lt = − log h0 − 2.
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Abbildung 6.1: Beispiel Tα: Entwicklung der Fehlernormen bei zunehmender Konvektionssta¨rke
fu¨r die feste Gitterweite h0 =
1
1024
, gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, jeweils klassische
hierarchische Zerlegung des Testraums, Pre-Prewavelet-basierte Zerlegung des Ansatzraums (links),
Prewavelet-basierte Zerlegung des Ansatzraums (rechts).
Fall matrixabha¨ngig sind. Die Teilmatrizen Qkk+1,V werden nun allerdings u¨ber die Tensor-
produkt-Konstruktion aus Kapitel 5.2 mittels eindimensionaler Skalierungs- und Waveletfilter
konstruiert.
In Tabelle 6.4 sieht man deutlich den stabilisierenden Einfluß, der durch eine solche Wavelet-
artige Zerlegung des Ansatzraums erreicht wird. Hierbei werden das feste eindimensionale
Moleku¨l [−1 2 − 1]/2 und seine Randmodifikationen [2 − 1 0]/2 sowie [0 − 1 2]/2
zusammen mit matrixabha¨ngig bestimmten eindimensionalen Skalierungsfiltern zum Aufbau
der Matrizen Qkk+1,V eingesetzt. Man stellt eine deutliche Stabilisierung sowohl in Bezug auf
die Gitterweite h0 als auch auf den Sto¨rungsparameter b fest. Verwenden wir das Moleku¨l
[1 − 6 10 − 6 1]/10 und die Randmodifikationen [9 − 6 1]/10 sowie [1 − 6 9]/10 als
eindimensionale Detailfilter, so erha¨lt man offensichtlich ein robustes Verfahren, wie Tabelle
6.5 zeigt. Mit zunehmender Konvektionssta¨rke werden fu¨r feste Gitterweite h0 die zugeho¨rigen
Raten sogar besser. Matrixabha¨ngig berechnete L-Spline Prewavelets fu¨hren zum gleichen
Erfolg, was man anhand von Tabelle 6.6 erkennt. Die Zerlegungstiefe betra¨gt hierbei jedoch
nur lt = − log h0−2, so daß das gro¨bste Gitter aus insgesamt neun inneren Punkten besteht.
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.29 0.37 0.55 0.56 0.54 0.58 0.58 0.59
16 0.36 0.48 0.71 0.73 0.74 0.75 0.75 0.73
32 0.52 0.57 0.79 0.83 0.83 0.80 0.81 0.83
64 0.60 0.67 0.85 0.81 0.88 0.87 0.85 0.87
128 0.64 0.69 0.86 0.88 0.87 0.90 0.88 0.88
256 0.69 0.71 0.86 0.89 0.90 0.90 0.89 0.89
512 0.72 0.76 0.86 0.90 0.91 0.91 0.91 0.90
1024 0.75 0.77 0.87 0.90 0.91 0.91 0.91 0.92
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.7: Beispiel T β: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.26 0.36 0.55 0.53 0.56 0.57 0.57 0.59
16 0.37 0.46 0.71 0.72 0.74 0.75 0.75 0.72
32 0.50 0.58 0.79 0.83 0.84 0.78 0.81 0.84
64 0.59 0.67 0.85 0.83 0.88 0.87 0.85 0.87
128 0.63 0.69 0.85 0.87 0.87 0.90 0.88 0.87
256 0.68 0.71 0.85 0.88 0.89 0.89 0.88 0.88
512 0.71 0.76 0.86 0.88 0.90 0.90 0.90 0.89
1024 0.73 0.77 0.85 0.89 0.90 0.89 0.90 0.90
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.8: Beispiel T β: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1,
exakte Gla¨ttung.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.21 0.23 0.36 0.42 0.39 0.44 0.42 0.42
16 0.23 0.24 0.38 0.49 0.50 0.48 0.50 0.49
32 0.24 0.25 0.40 0.50 0.55 0.53 0.54 0.54
64 0.24 0.24 0.38 0.54 0.56 0.58 0.57 0.57
128 0.25 0.25 0.32 0.54 0.58 0.59 0.59 0.60
256 0.25 0.25 0.26 0.53 0.61 0.62 0.61 0.62
512 0.25 0.25 0.25 0.50 0.62 0.64 0.65 0.66
1024 0.25 0.25 0.25 0.43 0.65 0.68 0.69 0.69
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.9: Beispiel Tα: Gewo¨hnlicher Multiskalen-W(1,1)-Zyklus, %it,1.
Dies erkla¨rt die leichten Unterschiede der ersten Spalten der Tabellen 6.5 und 6.6.
Die Graphen in Abbildung 6.1 zeigen schließlich das Verhalten der Fehlernormen, die bei der
Berechnung der Tabellen 6.4 und 6.5 auftreten. Sie stellen jeweils fu¨r die minimale Gitterweite
h0 = 11024 die Entwicklung der Fehlernormen ||ei0|| bei zunehmender Konvektionssta¨rke dar.
6.3 Testbeispiel T β: Konvektion in Diagonalrichtung
6.3.1 Hierarchische Zerlegungen des Ansatzraums
Fu¨r diagonal gerichtete Konvektion erha¨lt man mit hierachisch basierten Multiskalen-V-Zyk-
len im wesentlichen analoge Ergebnisse wie im achsenorientierten Fall. Wir sehen in Ta-
belle 6.7, daß die matrixabha¨ngige hierarchische Wahl der Ansatzraum-Zerlegung und der
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.17 0.10 0.08 0.09 0.09 0.10 0.10 0.10
16 0.20 0.14 0.13 0.17 0.17 0.17 0.17 0.17
32 0.24 0.17 0.19 0.22 0.26 0.26 0.25 0.25
64 0.25 0.21 0.21 0.27 0.28 0.28 0.28 0.28
128 0.26 0.22 0.21 0.29 0.31 0.31 0.31 0.31
256 0.27 0.23 0.22 0.30 0.37 0.38 0.39 0.39
512 0.27 0.24 0.23 0.33 0.48 0.51 0.51 0.51
1024 0.28 0.25 0.23 0.36 0.76 0.90 0.92 0.92
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.10: Beispiel T β: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.13 0.07 0.09 0.14 0.15 0.15 0.16 0.15
16 0.15 0.09 0.13 0.22 0.24 0.25 0.24 0.24
32 0.16 0.10 0.15 0.27 0.29 0.29 0.29 0.29
64 0.17 0.12 0.17 0.29 0.32 0.32 0.32 0.32
128 0.17 0.13 0.18 0.32 0.36 0.36 0.37 0.37
256 0.17 0.14 0.19 0.35 0.42 0.42 0.42 0.43
512 0.17 0.14 0.20 0.38 0.50 0.53 0.53 0.53
1024 0.17 0.14 0.20 0.40 0.62 0.67 0.68 0.68
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Pre-Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.11: Beispiel T β: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
gewo¨hnliche Multiskalen-V(1,1)-Zyklus wieder zu keinem robusten Verfahren fu¨hren. Der
Vergleich mit Tabelle 6.8, die die Ergebnisse im Fall exakter Detailkorrekturen entha¨lt, zeigt,
daß auch hier der Verlust an Robustheit nicht durch die unvollsta¨ndigen Zerlegungen sondern
durch einen prinzipiellen Defekt des Multiskalen-Gla¨tters im Fall hierarchischer Zerlegung-
en der Ansatz- und Testseite zustande kommt. Verbesserte Multiskalen-V(1,1)-Zyklen liefern
wiederum kaum Verbesserungen der Reduktionsraten im Vergleich zu den gewo¨hnlichen Ver-
fahren.
Ein gewo¨hnlicher Multiskalen-W(1,1)-Zyklus ergibt im schwachkonvektiven Bereich wieder-
um ein optimales Verfahren, fu¨r große Konvektionssta¨rken erweist er sich jedoch ebenfalls als
nicht besonders robust, wie direkt Tabelle 6.9 zu entnehmen ist. Im Unterschied zum Bei-
spiel mit achsenorientierter Konvektion konvergiert das Verfahren aber in allen Fa¨llen. Fu¨r
große Konvektionssta¨rken scheint die Konvergenzrate des Multiskalen-W(1,1)-Zyklus durch
0.7 nach oben hin beschra¨nkt zu sein.
6.3.2 Wavelet-artige Zerlegungen des Ansatzraums
Wir betrachten nun die Ergebnisse, die sich durch Wavelet-artige Zerlegungen des Ansatz-
raums zusammen mit denselben matrixabha¨ngigen Prolongationen P kk+1,V wie im vorherigen
Abschnitt ergeben.
Benutzt man die festen eindimensionalen Moleku¨le [1 −6 10−6 1]/10 sowie [−1 2−1]/2
und ihre zugeho¨rigen Randmodifikationen zusammen mit matrixabha¨ngig bestimmten ein-
dimensionalen Skalierungsfiltern zur Konstruktion der Matrizen Qkk+1,V , so erkennt man im
Vergleich der Tabellen 6.10 und 6.11 mit Tabelle 6.7 wiederum deutlich die Stabilisierung
hinsichtlich der Abha¨ngigkeit von der Problemgro¨ße. Robustheit ist aus beiden Tabellen je-
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.10 0.11 0.15 0.12 0.14 0.14 0.14 0.14
16 0.17 0.18 0.26 0.26 0.26 0.26 0.26 0.26
32 0.22 0.27 0.37 0.37 0.40 0.39 0.40 0.39
64 0.24 0.28 0.49 0.53 0.55 0.56 0.56 0.52
128 0.25 0.29 0.51 0.68 0.75 0.75 0.76 0.76
256 0.26 0.29 0.54 0.88 0.99 † † †
512 0.27 0.30 0.58 0.98 † † † †
1024 0.27 0.30 0.59 0.99 † † † †
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : L-Spline Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.12: Beispiel T β: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.13 0.07 0.10 0.15 0.16 0.16 0.16 0.16
16 0.15 0.09 0.13 0.23 0.24 0.25 0.24 0.24
32 0.16 0.10 0.16 0.27 0.29 0.28 0.29 0.28
64 0.17 0.13 0.18 0.29 0.31 0.31 0.31 0.32
128 0.18 0.14 0.20 0.32 0.36 0.36 0.37 0.36
256 0.18 0.15 0.21 0.36 0.41 0.41 0.41 0.41
512 0.18 0.15 0.21 0.39 0.45 0.46 0.46 0.46
1024 0.19 0.15 0.22 0.41 0.48 0.49 0.50 0.50
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Pre-Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.13: Beispiel T β: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1,
exakte Gla¨ttung.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.13 0.06 0.08 0.10 0.10 0.10 0.10 0.10
16 0.14 0.07 0.10 0.13 0.13 0.13 0.13 0.13
32 0.15 0.09 0.12 0.15 0.16 0.16 0.16 0.16
64 0.15 0.10 0.12 0.17 0.18 0.18 0.18 0.18
128 0.15 0.11 0.13 0.19 0.20 0.20 0.20 0.20
256 0.15 0.11 0.13 0.20 0.24 0.25 0.25 0.25
512 0.15 0.12 0.14 0.21 0.32 0.33 0.33 0.33
1024 0.15 0.12 0.14 0.24 0.41 0.48 0.49 0.49
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Pre-Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.14: Beispiel T β: Verbesserter Multiskalen-V(1,1)-Zyklus, %it,1.
doch nicht herauszulesen. Das gilt insbesondere fu¨r Tabelle 6.10, in deren letzter Zeile die
durchschnittlichen Konvergenzraten sogar auf 0.92 steigen.
Die Verwendung problemangepaßter L-Spline Prewavelet Filter wirkt sich ungu¨nstig aus. Die
damit gebildeten Zyklen sind nicht robust und divergieren sogar fu¨r große Konvektionssta¨rken
und kleine Gitterweiten, wie man in Tabelle 6.12 erkennt. Die Zerlegungstiefe betra¨gt hierbei
wiederum nur lt = − log h0 − 2.
Auch fu¨r Wavelet-artige Zerlegungen benutzen wir wie schon im Fall hierarchischer Zerleg-
ungen einen iterativen Lo¨ser (diesmal ein “least squares”-Verfahren), um mo¨glichst genaue
Detailkorrekturen zu berechnen. Dies geschieht ebenfalls mit der Absicht, die Auswirkungen
der unvollsta¨ndigen Zerlegung der Blo¨cke Ak bei zunehmender Konvektion von dem Effekt der
matrixabha¨ngigen Bestimmung der Grobgitteroperatoren zu trennen. Die dazu dargestellte
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.07 0.06 0.08 0.13 0.15 0.15 0.15 0.15
16 0.08 0.07 0.11 0.23 0.24 0.25 0.24 0.24
32 0.08 0.08 0.11 0.25 0.29 0.29 0.30 0.28
64 0.08 0.08 0.09 0.24 0.30 0.31 0.30 0.31
128 0.08 0.08 0.08 0.20 0.30 0.31 0.31 0.31
256 0.08 0.08 0.08 0.14 0.28 0.31 0.31 0.31
512 0.08 0.08 0.08 0.10 0.26 0.30 0.30 0.30
1024 0.08 0.08 0.08 0.09 0.20 0.28 0.29 0.29
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Pre-Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.15: Beispiel T β: Gewo¨hnlicher Multiskalen-W(1,1)-Zyklus, %it,1.
Tabelle 6.13 fu¨r die Pre-Prewavelet-basierten Zerlegungen des Ansatzraums belegt wiederum
die prinzipielle Schwa¨che der Multiskalen-Gla¨tter. Man erwartet, daß die Verfahren mit exak-
ten Detailkorrekturen zwangsla¨ufig besser konvergieren als die ILU-Varianten. Dem ist jedoch
nicht immer so, was sich sogar im konvektionsfreien Fall beobachten la¨ßt. Man vergleiche dazu
die jeweils ersten Spalten der Tabelle 6.13 mit den entsprechenden Spalten von Tabelle 6.11.
Ein mo¨glicher Grund hierfu¨r ist, daß die wa¨hrend des Vergro¨berungsprozesses berechneten
Grobgitteroperatoren nicht mehr genau zu den Feingitterproblemen passen. Sie liefern ledig-
lich gemittelte Gleichungen und nicht die durch die Schur-Komplement Operatoren definier-
ten reduzierten Gleichungen, die feinskalige Effekte beru¨cksichtigen [31]. Detailkorrekturen,
die mittels unvollsta¨ndiger Zerlegungen der Blo¨cke Ak bestimmt werden, verzeihen dies unter
Umsta¨nden eher als es exakte Korrekturen tun.
Anders als im Fall hierarchischer Zerlegungen erreichen wir bei Wavelet-artigen Zerlegungen
der Ansatzseite mit einem verbesserten Multiskalen-V(1,1)-Zyklus eine merkliche Verbesse-
rung der Fehlerreduktionsraten durch die Schur-Komplement Approximation der verallgemei-
nerten hierarchischen Residuen. Dies zeigt Tabelle 6.14. Man stellt dennoch ein merkliches
Ansteigen der Raten fest. Auch durch die verbesserten Multiskalen-V(1,1)-Zyklen erha¨lt man
also keine robusten Lo¨ser. Wie wir bei der Aufwandsdiskussion zu Anfang des Kapitels gese-
hen haben, sind die Kosten fu¨r die verbesserten Varianten sogar ho¨her als die fu¨r gewo¨hnliche
W-Zyklen. Wir versuchen deshalb den Verlust an Robustheit durch ein Erho¨hen der Zyklu-
stiefe µ zu beheben.
Fu¨r die von uns favorisierten Pre-Prewavelet-Zerlegungen der Ansaztseite findet man in Ta-
belle 6.15 die Ergebnisse, die man mit einem gewo¨hnlichen Multiskalen-W(1,1)-Zyklus erha¨lt,
der die Korrekturen der Detailanteile wie u¨blich u¨ber eine unvollsta¨ndige Faktorisierung der
Blo¨cke Ak berechnet. Wir sehen, daß der mehrfache Aufruf der Grobgitterkorrekturen und
die damit zusa¨tzlich geleistete Multiskalen-Gla¨ttungsarbeit diesmal zu einem anscheinend ro-
busten Verfahren fu¨hrt mit durch 0.31 beschra¨nkten Konvergenzraten fu¨hrt. Zur genaueren
Analyse betrachten wir nun die Verfahren fu¨r große Konvektionssta¨rke im Detail.
Abbildung 6.2 zeigt das Verhalten der Fehlernormen, die bei der Berechnung der Tabel-
len 6.11, 6.13, 6.14 und 6.15 auftreten. Die einzelnen Bilder stellen fu¨r den jeweils festen
Sto¨rungsparameter b = 106 die Entwicklung der Fehlernormen zu unterschiedlichen Git-
terweiten dar. Interessant ist im oberen linken Bild, das die Ergebnisse im Fall gewo¨hnlicher
Multiskalen-V(1,1)-Zyklen wiedergibt, das Ansteigen der Fehlernormen fu¨r Gitterweiten h0 ≥
1
512 wa¨hrend der ersten Iterationsschritte. Die verbesserten Multiskalen-V(1,1)-Zyklen schei-
nen diese Phase sogar noch etwas zu verla¨ngern (siehe das obere rechte Bild von Abbildung
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Abbildung 6.2: Beispiel T β: Entwicklung der Fehlernormen fu¨r unterschiedliche Gitterweiten, b =
106, klassische hierarchische Zerlegung des Testraums, Pre-Prewavelet-basierte Zerlegung des An-
satzraums; gewo¨hnlicher Multiskalen-V(1,1)-Zyklus (oben links), verbesserter Multiskalen-V(1,1)-
Zyklus (oben rechts), gewo¨hnlicher Multiskalen-V(1,1)-Zyklus mit exakter Multiskalen-Gla¨ttung (un-
ten links), gewo¨hnlicher Multiskalen-W(1,1)-Zyklus (unten rechts).
6.2). Dieses Verhalten deutet darauf hin, daß die Multiskalen-Gla¨ttung zu Beginn der Ite-
ration gewissen Schwierigkeiten unterliegt. Im Fall der exakten Multiskalen-Gla¨ttung, de-
ren zugeho¨rige Fehlerentwicklung im unteren linken Bild von Abbildung 6.2 dargestellt ist,
ist die Konvergenz hingegen monoton. Fu¨r das Ansteigen der Fehlernormen wa¨hrend der
ersten Iterationen im Fall approximativer Detailkorrekturen machen wir dementsprechend
Instabilita¨ten verantwortlich, die im Zusammenhang mit den unvollsta¨ndigen Faktorisierun-
gen der Blo¨cke Ak bei sehr großen Konvektionssta¨rken und kleinen Gitterweiten auftreten.
Nach unserer Erfahrung treten solche Instabilita¨ten der ILU-Zerlegung insbesondere im Fall
Prewavelet-basierter Zerlegungen auf, bei denen eindimensionale Detailfilter der La¨nge fu¨nf
verwendet werden. Dies erkla¨rt die schlechten Werte und den Sprung der Konvergenzraten
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ω\ b 103 104 105 106 108 103 104 105 106 108
h0 = 1/256
0 0.18 0.27 0.31 0.32 0.32 0.17 0.26 0.31 0.33 0.33
pi/8 0.21 0.34 0.33 0.34 0.34 0.12 0.20 0.21 0.22 0.21
pi/4 0.30 0.36 0.37 0.37 0.37 0.16 0.17 0.19 0.19 0.19
3pi/8 0.20 0.34 0.35 0.35 0.35 0.20 0.17 0.24 0.25 0.25
pi/2 0.17 0.27 0.31 0.32 0.32 0.17 0.26 0.31 0.33 0.33
5pi/8 0.19 0.29 0.32 0.32 0.31 0.09 0.15 0.17 0.22 0.21
6pi/8 0.31 0.36 0.37 0.38 0.38 0.15 0.16 0.17 0.17 0.17
7pi/8 0.22 0.33 0.33 0.33 0.34 0.16 0.21 0.21 0.22 0.22
pi 0.18 0.27 0.31 0.32 0.32 0.17 0.26 0.31 0.33 0.33
h0 = 1/512
0 0.18 0.27 0.33 0.35 0.35 0.17 0.26 0.32 0.35 0.36
pi/8 0.32 0.50 0.63 0.56 0.58 0.14 0.50 0.79 0.80 0.79
pi/4 0.32 0.43 0.45 0.45 0.45 0.16 0.19 0.20 0.20 0.20
3pi/8 0.30 0.39 0.63 0.69 0.65 0.18 0.37 0.38 0.37 0.37
pi/2 0.18 0.27 0.33 0.35 0.35 0.17 0.26 0.32 0.35 0.36
5pi/8 0.29 0.46 0.76 0.79 0.81 0.14 0.31 0.31 0.32 0.32
6pi/8 0.33 0.42 0.44 0.45 0.45 0.17 0.26 0.25 0.25 0.25
7pi/8 0.32 0.42 0.72 0.69 0.62 0.15 0.41 0.39 0.41 0.40
pi 0.18 0.28 0.33 0.35 0.35 0.18 0.27 0.33 0.35 0.36
h0 = 1/1024
0 0.18 0.27 0.33 0.36 0.38 0.17 0.26 0.33 0.36 0.38
pi/8 0.31 0.59 0.62 0.63 0.63 0.18 † † † †
pi/4 0.34 0.46 0.52 0.55 0.55 0.16 0.27 0.28 0.28 0.28
3pi/8 0.30 0.77 0.94 † 0.97 0.15 0.46 † 0.88 0.87
pi/2 0.18 0.27 0.33 0.36 0.38 0.17 0.26 0.33 0.36 0.38
5pi/8 0.28 0.88 † † † 0.13 0.42 0.62 0.71 0.72
6pi/8 0.38 0.50 0.51 0.51 0.51 0.19 0.20 0.23 0.24 0.24
7pi/8 0.31 0.79 0.95 0.94 0.95 0.15 0.61 † † †
pi 0.18 0.28 0.34 0.36 0.38 0.18 0.27 0.33 0.37 0.38
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Pre-Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.16: Beispiel T γ : Gewo¨hnlicher (erste fu¨nf Spalten) und verbesserter
Multiskalen-V(1,1)-Zyklus (letzte fu¨nf Spalten), %it,it−4.
fu¨r h0 = 11024 in der letzten Zeile von Tabelle 6.10. Auch die Multiskalen-W(1,1)-Zyklen blei-
ben von dem beobachteten Pha¨nomen nicht ganz verschont, wie das untere rechte Bild von
Abbildung 6.2 zeigt. Fu¨r h0 = 11024 springt die Fehlernorm nach dem ersten Zyklus von 1
auf etwa 54, um dann fast parallel zu den entsprechenden Werten fu¨r h0 = 1512 monoton zu
fallen. Man beobachtet dies im gesamten hochkonvektiven Bereich.
6.4 Testbeispiel T γ: Winkelabha¨ngige Konvektion
Um die Abha¨ngigkeit der Multiskalen-Verfahren bei konstantem Konvektionsfeld vom Win-
kel der Konvektionsrichtung zu pru¨fen, untersuchen wir nun die Klasse der Testbeispiele mit
Operator T γ . Die nachfolgenden Tabellen zeigen jeweils fu¨r die drei kleinsten betrachteten
Gitterweiten h0 = 1256 , h0 =
1
512 und h0 =
1
1024 die geometrischen Mittel %it,it−4 der Feh-
lerreduktionsraten in Abha¨ngigkeit des Sto¨rungsparameters b und des Winkels ω, den die
Konvektionsrichtung relativ zur x-Achse einnimmt. Es wird hierbei nur u¨ber die letzten fu¨nf
Iterationen gemittelt, um frei von den bereits im Fall der Diagonalkonvektion beobachte-
ten Anfangseffekten zu sein und damit einen Eindruck vom asymptotischen Verhalten der
Verfahren zu geben.
124 Testbeispiel T γ: Winkelabha¨ngige Konvektion
ω\ b 0.0 101 102 103 104 105 106 108
h0 = 1/256
0 0.09 0.09 0.09 0.09 0.09 0.04 0.01 0.01
pi/8 0.09 0.09 0.09 0.13 0.24 0.26 0.26 0.26
pi/4 0.09 0.09 0.09 0.15 0.30 0.33 0.33 0.33
3pi/8 0.09 0.09 0.09 0.13 0.23 0.25 0.25 0.25
pi/2 0.09 0.09 0.09 0.08 0.08 0.03 0.01 0.01
5pi/8 0.09 0.09 0.09 0.13 0.23 0.25 0.25 0.25
6pi/8 0.09 0.09 0.09 0.15 0.30 0.33 0.33 0.34
7pi/8 0.09 0.09 0.09 0.13 0.23 0.25 0.25 0.25
pi 0.09 0.09 0.09 0.09 0.08 0.03 0.01 0.01
h0 = 1/512
0 0.09 0.09 0.09 0.09 0.09 0.07 0.02 0.01
pi/8 0.09 0.09 0.09 0.11 0.19 0.22 0.23 0.23
pi/4 0.09 0.09 0.09 0.11 0.28 0.33 0.33 0.33
3pi/8 0.09 0.09 0.09 0.10 0.21 0.24 0.25 0.25
pi/2 0.09 0.09 0.09 0.08 0.09 0.06 0.02 0.01
5pi/8 0.09 0.09 0.09 0.10 0.21 0.22 0.22 0.22
6pi/8 0.09 0.09 0.09 0.11 0.28 0.33 0.34 0.34
7pi/8 0.09 0.09 0.09 0.10 0.20 0.18 0.19 0.19
pi 0.09 0.09 0.09 0.09 0.08 0.06 0.02 0.02
h0 = 1/1024
0 0.09 0.09 0.09 0.09 0.09 0.11 0.05 0.01
pi/8 0.09 0.09 0.09 0.09 0.18 0.19 0.22 0.21
pi/4 0.09 0.09 0.09 0.10 0.23 0.31 0.32 0.32
3pi/8 0.09 0.09 0.09 0.09 0.18 0.23 0.24 0.24
pi/2 0.09 0.09 0.09 0.08 0.09 0.11 0.05 0.01
5pi/8 0.09 0.09 0.09 0.09 0.19 0.24 0.25 0.25
6pi/8 0.09 0.09 0.09 0.09 0.24 0.32 0.33 0.34
7pi/8 0.09 0.09 0.09 0.09 0.18 0.19 0.17 0.18
pi 0.09 0.09 0.09 0.09 0.09 0.10 0.04 0.01
Pkk+1,V : matrixabha¨ngig Q
k
k+1,V : Pre-Prewavelet Filter
Pkk+1,S : bilinear Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.17: Beispiel T γ : Gewo¨hnlicher Multiskalen-W(1,1)-Zyklus,
%it,it−4.
6.4.1 Hierarchische Zerlegungen des Ansatzraums
Man erha¨lt fu¨r sa¨mtliche betrachteten Winkel mit unseren Multiskalen-Zyklen im Fall einer
matrixabha¨ngigen hierarchischen Wahl der Ansatzraum-Zerlegungen kombiniert mit klassi-
schen hierarchischen Transformationen auf der Testseite a¨hnlich schlechte Resultate wie be-
reits fu¨r die gezeigten Beispiele achsenorientierter und diagonalgerichteter Konvektion. Wir
verzichten deshalb auf die explizite Wiedergabe von gemittelten Reduktionsraten.
6.4.2 Wavelet-artige Zerlegungen des Ansatzraums
Im Fall Wavelet-artiger Zerlegungen des Ansatzraums betrachten wir zuna¨chst einen gewo¨hn-
lichen Multiskalen-V(1,1)-Zyklus und verwenden den Pre-Prewavelet Filter[−1 2 − 1]/2
und seine zugeho¨rigen Randmodifikationen zusammen mit matrixabha¨ngig bestimmten ein-
dimensionalen Skalierungsfiltern zur Konstruktion der Matrizen Qkk+1,V . Es handelt sich dabei
also um die von uns bereits beim Beispiel diagonalgerichteter Konvektion bevorzugte Zerleg-
ung. Im schwachkonvektiven Bereich b ≤ 102 sind die durchschnittlichen Reduktionsraten
%it,it−4 gleichma¨ßig fu¨r alle Winkel durch 0.2 nach oben hin beschra¨nkt. Die ersten fu¨nf Spal-
ten von Tabelle 6.16 zeigen die gemittelten Reduktionsraten im Fall großer Konvektionssta¨rke
(b = 103, ..., 106, 108). Man erkennt anhand der ersten Spalte von Tabelle 6.16 fu¨r den Wert
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Abbildung 6.3: Beispiel T γ , Entwicklung der Fehlernormen fu¨r unterschiedliche Winkel und
b = 106 zu den Maschenweiten h0 =
1
512
(obere Bilder) und h0 =
1
1024
(untere Bilder), jeweils klas-
sische hierarchische Zerlegung des Testraums, Pre-Prewavelet-basierte Zerlegung des Ansatzraums
zusammen mit matrixabha¨ngiger Prolongation; gewo¨hnliche Multiskalen-V(1,1)-Zyklen (links), ver-
besserte Multiskalen-V(1,1)-Zyklen (mitte), gewo¨hnliche Multiskalen-W(1,1)-Zyklen (rechts).
b = 103 noch deutlich die Stabilisierung hinsichtlich der Abha¨ngigkeit von der Problemgro¨ße.
Man beobachtet allerdings auch deutliche Konvergenzprobleme bei der minimalen Gitterwei-
te h0 = 11024 und nichtdiagonaler oder nichtachsenorientierter Konvektion, das heißt fu¨r die
Winkel ω = pi4 , ω =
3pi
8 , ω =
5pi
8 und ω =
7pi
8 . Dies belegen auch die fu¨r den Sto¨rungsparameter
b = 106 und die Gitterweiten h0 = 1512 und h0 =
1
1024 in den linken Bildern von Abbildung
6.3 gezeichneten Entwicklungen der zugeho¨rigen Fehlernormen.
Im schwachkonvektiven Bereich b ≤ 102 sind fu¨r den entsprechenden verbesserten Multi-
skalen-V(1,1)-Zyklus die durchschnittlichen Reduktionsraten %it,it−4 gleichma¨ßig durch 0.15
nach oben beschra¨nkt. Wir verzichten wiederum auf die explizite Wiedergabe der zugeho¨rigen
Raten und zeigen in den letzten fu¨nf Spalten von Tabelle 6.16 die gemittelten Reduktions-
raten im Fall großer Konvektionssta¨rke (b = 103, ..., 106, 108). Der verbesserte Multiskalen-
V(1,1)-Zyklus zeigt zuna¨chst bis auf den Winkel ω = pi8 bei der Gitterweite h0 =
1
512 recht
gute Resultate in Bezug auf Robustheit. Fu¨r h0 = 11024 ergeben sich jedoch fu¨r sa¨mtliche
nichtdiagonalen und nichtachsenorientierten Fa¨lle ebenfalls große Schwierigkeiten. Um einen
genaueren Eindruck im hochkonvektiven Bereich zu erhalten, zeichnen wir daher die Entwick-
lungen der Fehlernormen fu¨r den Sto¨rungsparameter b = 106 und die Gitterweiten h0 = 1512
sowie h0 = 11024 . Man sieht im Vergleich der mittleren Bildern von Abbildung 6.3 daß das Ver-
fahren bei nichtdiagonaler oder nichtachsenorientierter Konvektion fu¨r h0 = 11024 tatsa¨chlich
divergiert.
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Abbildung 6.4: Beispiel T γ , Entwicklung der Fehlernormen fu¨r unterschiedliche Winkel und
b = 106 zu den Maschenweiten h0 =
1
512
(obere Bilder) und h0 =
1
1024
(untere Bilder), jeweils klas-
sische hierarchische Zerlegung des Testraums, Pre-Prewavelet-basierte Zerlegung des Ansatzraums
zusammen mit matrixabha¨ngiger Prolongation nach de Zeeuw; gewo¨hnliche Multiskalen-V(1,1)-
Zyklen (links), verbesserte Multiskalen-V(1,1)-Zyklen (mitte), gewo¨hnliche Multiskalen-W(1,1)-
Zyklen (rechts).
Der verbesserte Multiskalen-V(1,1)-Zyklus wird fu¨r fast alle betrachteten Winkel vom ge-
wo¨hnlichen Multiskalen-W(1,1)-Zyklus geschlagen, der zu einem robusten Verfahren fu¨hrt,
wie man anhand von Tabelle 6.17 erkennt. Das verdeutlichen auch die rechten Graphen von
Abbildung 6.3. Die achsenorientierten Fa¨llen stechen hier durch ihr extrem gutes Verhalten
etwas heraus. Man erkennt in Abbildung 6.3 allerdings auch, daß fu¨r die nichtachsenorientier-
ten Fa¨lle die Fehlernormen wa¨hrend der ersten paar Iterationen zuna¨chst stark ansteigen. Dies
liegt wieder an Instabilita¨ten, die im Zusammenhang mit den unvollsta¨ndigen Faktorisierun-
gen der Blo¨cke Ak bei sehr großen Konvektionssta¨rken auftreten. Sie erscheinen besonders
deutlich im Fall nichtdiagonaler und nichtachsenorientierter Konvektion.
Es wurden von uns sa¨mtliche Versuche auch mit solchen Zerlegungen des Ansatzraums durch-
gefu¨hrt, die die matrixabha¨ngige Prolongation nach de Zeeuw benutzen [133]. Man erha¨lt
damit qualitativ a¨hnliche Ergebnisse wie mit den bisher verwendeten matrixabha¨ngigen Pro-
longationen. Trotz der ausgefeilteren Technik sind die absoluten Raten, die man mittels der
Prolongationen de Zeeuws erha¨lt, nicht notwendig besser. Wir verzichten hier auf die Angabe
weiterer Tabellen und zeigen lediglich in Abbildung 6.4 die den Kurven aus Abbildung 6.3
entsprechenden Graphen.
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6.5 Testbeispiel T δ: Kreiskonvektion
Aufgrund der einschra¨nkenden Mehrgitter-Interpretation von Multiskalen-Zyklen erscheint es
aussichtslos, wirbelbehaftete Stro¨mungen und die daraus abgeleiteten Konvektions-Diffusions
Probleme mit den bisherigen Tensorprodukt-Ansa¨tzen erfolgreich angehen zu ko¨nnen.
Im Fall geometrischer Vergro¨berung benutzen robuste Mehrgitter-Verfahren meist speziell
konstruierte Gla¨ttungsiterationen, die im Grenzfall entartender Konvektion auf jedem Level
zu einem direkten Lo¨ser entarten [62]. Man erreicht dies etwa durch Anordnungsverfahren,
die die Unbekannten so ordnen, daß sie dem Verlauf der Stro¨mung folgen. Ein gewo¨hnlicher
Gauß-Seidel-Gla¨tter erfu¨llt dann die eben genannte Robustheitsbedingung [17, 79, 94]. Ne-
ben der Notwendigkeit stabiler Grobgitteroperatoren spielt der Gla¨ttungsaspekt mit zu-
nehmender Kompliziertheit der Stro¨mungen eine zunehmend wichtige Rolle. Es ist klar,
daß die zu Multiskalen-Zyklen geho¨renden Gla¨tter das oben genannte Robustheitskriteri-
um nicht erfu¨llen. Dies ist ein prinzipieller Nachteil unseres Zugangs. So fu¨hrten sa¨mtliche
Versuche, Testbeispiel T δ auf der Basis geometrisch definierter Multiskalen-Zerlegungen mit
matrixabha¨ngigen Multiskalen-Transformationen zu behandeln, zu nichtzufriedenstellenden
Ergebnissen. Es sei aber angemerkt, daß auch Anordnungs-basierte geometrische Mehrgitter-
Verfahren hierbei auf ernste Schwierigkeiten stoßen. Will man die Freiheitsgrade so ordnen,
daß sie dem Stro¨mungsverlauf folgen, so treten sogenannte Zyklen von Unbekannten auf, die
”aufgeschnitten“ werden mu¨ssen. Auch ku¨nstlichen Zyklen, die alleine aufgrund der Anord-
nungsalgorithmen entstehen und nicht dem physikalischen Verlauf der Stro¨mung entsprechen,
ko¨nnen zu Problemen fu¨hren. In drei Raumdimensionen ist die Suche geeigneter Anordnungs-
techniken Gegenstand aktueller Forschung und bislang außerhalb fu¨r die Praxis relevanter
Reichweite [17, 76, 79, 94]. Da das algebraische Mehrgitter-Konzept bewußt auf speziell de-
finierte Gla¨ttungsprozeduren verzichtet, stellt sich die Frage, ob im Fall einer Kreisstro¨mung
mit Hilfe AMG-basierter Zerlegungen und Komponenten ein robuster Multiskalen-Lo¨ser in
unserem Sinne gefunden werden kann.
Aufgrund der nichtgeometrischen Auswahl der Grobgitterpunkte von AMG sind Verfah-
ren, die eine Zyklustiefe µ gro¨ßer als Eins besitzen, oft nicht mehr mit linearem Aufwand
durchfu¨hrbar. Wir betrachten daher im Zusammenhang mit algebraischen Multiskalen-Zer-
legungen ausschließlich Multiskalen-V(1,1)-Zyklen. In allen Experimenten verwenden wir fu¨r
die Transformationen P kk+1,V und P
k
k+1,S jeweils die gleichen mittels AMG(α, β, γP ) berech-
neten Prolongationen. Die Komplementra¨ume auf der Testseite werden stets hierarchisch
gewa¨hlt, so daß man insgesamt eine AMG-hierarchische Basis Transformation fu¨r die Testsei-
te erha¨lt. Die Detailkorrekturen werden standardma¨ßig u¨ber unvollsta¨ndige Faktorisierungen
der Blo¨cke Ak berechnet, die sich nach Transformation ergeben.
6.5.1 Hierarchische Zerlegungen des Ansatzraums
Tabelle 6.18 zeigt die Ergebnisse, die man erha¨lt, wenn die Transformation der Testseite
ebenfalls AMG-hierarchisch gewa¨hlt wird. Die AMG-Prolongationen werden dabei insbeson-
dere nicht abgeschnitten. Betrachtet man die erste Spalte der Tabelle, die das Verhalten im
konvektionsfreien Fall beschreibt, so erkennt man ein fu¨r hierarchische Zerlegungen typisches
Ansteigen der gemittelten Fehlerreduktionsraten. Sie liegen jedoch etwas niedriger als beim
zugeho¨rigen klassischen hierarchische Basis Verfahren (siehe z.B. die erste Spalte von Ta-
belle 6.1). Ein Grund hierfu¨r ist, daß wir als AMG-Prolongation eine besonders ”kra¨ftige“
Variante gewa¨hlt haben, die sogenannte Standardprolongation [112, 117]. Ein weiterer Grund
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.02 0.03 0.14 0.06 0.02 0.01 0.01 0.01
16 0.08 0.09 0.18 0.23 0.16 0.14 0.17 0.16
32 0.17 0.17 0.26 0.30 0.28 0.22 0.24 0.25
64 0.21 0.30 0.46 0.52 0.37 0.33 0.29 0.28
128 0.35 0.33 0.43 0.46 0.46 0.32 0.40 0.37
256 0.37 0.42 0.51 0.46 0.52 0.43 0.43 0.49
512 0.45 0.41 0.53 0.51 0.59 0.51 0.46 0.60
1024 0.48 0.52 0.57 0.61 0.59 0.63 0.61 0.66
Pkk+1,V : AMG(0.1, 0.35, 0.0) Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : P
k
k+1,V Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.18: Beispiel T δ: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.03 0.04 0.06 0.03 0.01 0.01 0.01 0.01
16 0.07 0.07 0.08 0.07 0.10 0.05 0.05 0.05
32 0.10 0.09 0.10 0.12 0.09 0.10 0.10 0.10
64 0.11 0.09 0.10 0.18 0.11 0.10 0.10 0.11
128 0.10 0.10 0.12 0.16 0.14 0.11 0.13 0.12
256 0.13 0.11 0.13 0.15 0.16 0.14 0.14 0.12
512 0.12 0.13 0.12 0.14 0.18 0.18 0.14 0.14
1024 0.13 0.12 0.11 0.25 0.32 0.25 0.17 0.22
Pkk+1,V : AMG(0.1, 0.35, 0.0) Q
k
k+1,V : [(Tk−1,(i,j))∗]0.125
Pkk+1,S : P
k
k+1,V Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.19: Beispiel T δ: Gewo¨hnlicher Multiskalen-V(1,1)-Zyklus, %it,1.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 0.04 0.04 0.02 0.02 0.00 0.00 0.00 0.00
16 0.05 0.05 0.04 0.05 0.03 0.03 0.03 0.03
32 0.08 0.07 0.06 0.09 0.05 0.04 0.04 0.04
64 0.09 0.09 0.09 0.12 0.06 0.11 0.05 0.05
128 0.12 0.11 0.11 0.25 0.09 0.08 0.08 0.07
256 0.14 0.14 0.07 0.16 0.12 0.09 0.10 0.10
512 0.15 0.15 0.09 0.22 0.21 0.10 0.10 0.11
1024 0.16 0.17 0.11 0.18 0.38 0.14 0.13 0.12
Tabelle 6.20: Beispiel T δ: AMG(0.1, 0.35, 0.0) basierter Mehrgitter-V(1,1)-
Zyklus, %it,1, Standardprolongation, punktweise Gauß–Seidel Gla¨ttung, bei der
zuerst u¨ber die Fein-ohne-Grobgitterfreiheitsgrade gegla¨ttet wird; abgebrochen
wurde, wenn die L2(Ω)-Norm der Residuen 10−10 unterschreitet.
fu¨r das insgesamt gute Abschneiden des Verfahrens ist die relativ kleine Wahl von α = 0.1.
Man erkennt, daß das Lo¨sungsverhalten nicht robust ist. Wu¨rde das Verfahren lediglich als
Multiskalen-Vorkonditionierer fu¨r eine a¨ußere Krylovraum-Iteration eingesetzt, so wu¨rde die
Gitterweitenabha¨ngigkeit des resultierenden Verfahrens natu¨rlich abgemildert werden [98].
6.5.2 Wavelet-artige Zerlegungen des Ansatzraums
Betrachten wir nun in Tabelle 6.19 die entsprechenden Raten, die man mittels einer AMGlet-
Zerlegung des Ansatzraums erha¨lt. Der Vergleich der Tabellen 6.18 und 6.19 zeigt deutlich
die Stabilisierung der Verfahren bezu¨glich der Abha¨ngigkeit von der Problemgro¨ße, die man
durch die AMGlet-Zerlegung erreicht. Es werden zur Berechnung der Ergebnisse von Tabelle
6.19 γQ = 0.125 und ansonsten die gleichen Parameter wie im Fall von Tabelle 6.18 gewa¨hlt.
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 2.93 2.94 3.44 3.18 3.18 3.18 3.18 3.18
16 3.37 3.36 5.38 4.37 4.18 4.17 4.17 4.17
32 3.77 3.78 7.12 5.51 5.12 5.29 5.23 5.23
64 4.11 4.03 5.20 8.88 5.52 5.64 5.62 5.60
128 4.17 4.17 5.05 10.87 6.33 6.20 6.20 6.22
256 4.34 4.32 4.57 11.81 7.59 6.68 6.66 6.66
512 4.35 4.44 4.44 9.78 10.54 7.19 7.13 7.15
1024 4.38 4.41 4.33 6.58 12.15 7.47 7.60 7.83
Pkk+1,V : AMG(0.1, 0.35, 0.0) Q
k
k+1,V : hierarchischer Filter [ 1 ]
Pkk+1,S : P
k
k+1,V Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.21: Beispiel T δ: Nichtstandard-Operatorkomplexita¨t Cons.
h−10 \ b 0.0 101 102 103 104 105 106 108
8 3.94 3.95 4.11 3.72 3.72 3.72 3.72 3.72
16 4.94 4.92 6.51 5.09 4.93 4.91 4.91 4.91
32 5.66 5.67 8.66 6.53 5.98 6.16 6.11 6.11
64 6.22 6.15 7.09 10.24 6.56 6.62 6.62 6.61
128 6.48 6.46 7.14 12.62 7.43 7.24 7.23 7.24
256 6.73 6.70 6.80 13.80 8.84 7.76 7.76 7.74
512 6.79 6.86 6.80 11.91 12.11 8.31 8.24 8.25
1024 6.84 6.87 6.76 8.77 14.04 8.65 8.73 8.94
Pkk+1,V : AMG(0.1, 0.35, 0.0) Q
k
k+1,V : [(Tk−1,(i,j))∗]0.125
Pkk+1,S : P
k
k+1,V Q
k
k+1,S : hierarchischer Filter [ 1 ]
Tabelle 6.22: Beispiel T δ: Nichtstandard-Operatorkomplexita¨t Cons.
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Abbildung 6.5: Beispiel T δ: Entwicklung der Fehlernormen fu¨r gewo¨hnliche Multiskalen-
V(1,1)-Zyklen, unterschiedliche Maschenweiten h0 und feste Konvektionssta¨rke b = 10
6,
AMG(0.1, 0.35, 0.0) hierarchische Zerlegung (links) und AMGlet stabilisierte Zerlegung (rechts).
Sowohl das Verwenden der Standardprolongation als auch der kleine Wert α = 0.1 sind wie-
derum Grund fu¨r die hervorragenden Resultate, aus denen wir ein insgesamt robustes Konver-
genzverhalten folgern. Fu¨r Gitterweiten h0 ≤ 1512 sind die gemittelten Fehlerreduktionsraten
%it,1 gleichma¨ßig bezu¨glich des Sto¨rungsparameters b durch 0.2 nach oben hin beschra¨nkt.
Fu¨r h0 = 11024 beobachtet man ein leichtes Anwachsen der Werte mit einer maximalen Rate
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h−10 \ b 0.0 101 102 103 104 105 106 108
8 1.88 (5) 1.94 (6) 2.20 (6) 2.22 (6) 2.22 (6) 2.22 (6) 2.22 (6) 2.22 (6)
16 1.73 (6) 1.74 (6) 2.13 (9) 2.25 (8) 2.26 (8) 2.26 (8) 2.26 (8) 2.26 (8)
32 1.70 (7) 1.71 (8) 2.02 (9) 2.22 (11) 2.39 (11) 2.36 (10) 2.36 (10) 2.36 (10)
64 1.69 (8) 1.69 (9) 1.81 (13) 2.22 (14) 2.25 (12) 2.31 (13) 2.32 (12) 2.32 (12)
128 1.68 (9) 1.68 (11) 1.74 (15) 2.17 (16) 2.30 (16) 2.34 (15) 2.37 (16) 2.37 (15)
256 1.67 (10) 1.67 (11) 1.69 (15) 2.07 (19) 2.26 (17) 2.32 (17) 2.32 (16) 2.34 (18)
512 1.67 (11) 1.67 (12) 1.67 (16) 1.90 (22) 2.20 (19) 2.33 (21) 2.33 (21) 2.32 (22)
1024 1.67 (13) 1.67 (13) 1.67 (17) 1.75 (23) 2.15 (23) 2.29 (23) 2.32 (23) 2.34 (24)
Tabelle 6.23: Beispiel T δ: Gitterkomplexita¨t Cg und Anzahl lt der durch
AMG (0.1, 0.35, 0.0) entstehenden Skalen.
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Abbildung 6.6: Beispiel T δ: linkes Bild: Veranschaulichung der ersten fu¨nf groben Gitter, die
durch AMG(0.1, 0.35, 0.0) ausgewa¨hlt werden (gro¨bere Gitter entsprechen dickeren und dunkleren
Punkten), h0 =
1
128
und b = 106; rechtes Bild: zugeho¨riges AMGlet, das durch die Stabilisierung
der AMG(0.1, 0.35, 0.0) hierarchischen Basis Zerlegung der Ansatzseite erzeugt wird.
von 0.32 im Fall b = 104. Es handelt sich hierbei aber nicht um eine konzeptionelle Schwie-
rigkeit des Zugangs mittels AMGlets. Ein leichtes Verschlechtern der Raten la¨ßt sich na¨mlich
aus Tabelle 6.20 auch fu¨r das entsprechende algebraische Mehrgitter-Verfahren ablesen, das
eine punktweise Gauß–Seidel Gla¨ttung benutzt. Man erha¨lt hier fu¨r b = 104 sogar die etwas
schlechtere Rate %it,1 = 0.38. Der stabilisierende Einfluß der AMGlet-Zerlegung wird ebenfalls
durch die in Abbildung 6.5 gezeichneten Fehlernormen deutlich. Auf der linken Seite sehen
wir die Fehlernormen, die sich durch rein AMG-hierarchische Verfahren zu unterschiedlichen
Gitterweiten und fester Konvektionssta¨rke b = 106 ergeben. Rechts sind die entsprechenden
Kurven des stabilisierten Verfahrens abgebildet.
Die Wahl der Basisfunktionen fu¨r die Komplementra¨ume hat keinen Einfluß auf den AMG-
Vergro¨berungsprozeß. Man erha¨lt daher sowohl fu¨r die AMG-hierarische Zerlegung als auch
fu¨r die Zerlegung mittels AMGlets die gleichen Gitterkomplexita¨ten als auch die gleiche
Anzahl von Skalen. Beide Gro¨ßen zeigen ein recht vernu¨nftiges Verhalten, wie man anhand
von Tabelle 6.23 erkennt. Vergleicht man die entsprechenden Nichtstandard-Operatorkom-
plexita¨ten in den Tabellen 6.21 und 6.22, so findet man, daß diese im schwachkonvektiven
Bereich fu¨r das Verfahren mit einer AMGlet-Zerlegung der Ansatzseite ungefa¨hr 56% ho¨her
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liegen als die entsprechenden Komplexita¨ten im Fall AMG-hierarchischer Zerlegungen beider
Seiten. Fu¨r b > 103 ist der Unterschied viel kleiner und liegt bei circa 16%. Vergleichen wir
dies mit den entsprechenden gemittelten Fehlererduktionsraten aus den Tabellen 6.18 und
6.19, so schließen wir, daß der AMGlet-stabilisierte Lo¨ser dem AMG-hierarchischen Lo¨ser
trotz der hohen Kosten vorzuziehen ist.
Abbildung 6.6 zeigt auf der linken Seite die Grobgitterhierarchie, die durch fu¨nf Vergro¨ber-
ungsschritte mittels AMG(0.1, 0.35, 0.0) bei der Gitterweite h0 = 1128 und Konvektionssta¨rke
b = 106 erzeugt wird. Auf dem rechten Bild sehen wir ein zugeho¨riges AMGlet. Es ist deut-
lich zu erkennen, daß die Basisfunktion bestrebt ist, dem Verlauf der Stro¨mung zu folgen.
Man beobachtet ein fu¨r Wavelets charakteristisches ”Durchschwingen“. Die Funktion nimmt
positive und negative Werte an.
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Kapitel 7
Schlußbemerkungen
Die vorliegende Arbeit kann als eine praktisch orientierte Antwort auf die folgende Frage
angesehen werden:
Inwieweit ist es mo¨glich, robuste Multiskalen-Verfahren fu¨r Konvektions-Diffus-
ions Probleme zu entwickeln ausgehend von direkten Unterraumzerlegungen der
zugrundeliegenden Funktionenra¨ume?
Man kann sie als eine Konkretisierung der in [120] gestellten wichtigen Aufgabe verstehen, die
nach der Konstruktion effizienter Multiskalen-Lo¨ser fu¨r allgemeine elliptische Randwertpro-
bleme auf der Basis direkter Unterraumzerlegungen fragt. Die in [120] vorgestellten Antworten
sind nicht ohne weiteres erfolgreich auf das singula¨r gesto¨rte Problem (1.1) anwendbar son-
dern fu¨hren lediglich im ungesto¨rten Fall wie etwa beim Poissonproblem (1.1) mit ~b = 0 zu
Verfahren, die (nachweislich) gitterweitenunabha¨ngige Konvergenzeigenschaften a¨hnlich wie
klassische Mehrgitter-Methoden aufweisen.
Auf dem Weg hin zu robusten Multiskalen-Methoden fu¨r Konvektions-Diffusions Probleme
begegnet man den folgenden drei Hauptschwierigkeiten, die schon zu Beginn in der Einleitung
herausgestellt wurden. Es sind dies
• die Abha¨ngigkeit des Verfahrens von der Feingitterweite h0,
• die Abha¨ngigkeit des Verfahrens von der Konvektion ~b,
• die Stabilita¨t der zur Konvergenzbeschleunigung eingesetzten Grobgitterprobleme.
Dementsprechend besteht die von uns gefundene Antwort auf die oben formulierte Frage aus
drei Teilen. Als erstes ist die problemabha¨ngige Wahl der Prolongationsoperatoren P kk+1,V/S
innerhalb unseres Petrov–Galerkin Multiskalen-Ansatzes unverzichtbar, um physikalisch sinn-
volle Grobgitterprobleme zu erhalten. Wir verwendeten dazu entscheidend Techniken zur
Konstruktion geeigneter Prolongationen, die bei robusten variationellen Mehrgitter-Verfahren
eingesetzt werden. Hierbei konnten die von uns auf der Basis geometrischer Vergro¨berungen
konstruierten problemangepaßten Prolongationen u¨ber ihre Interpretation mittels (Tensor-
produkt) L-Splines in den Kontext verallgemeinerter Multiskalen-Analysen eingeordnet wer-
den. Damit gelingt es, eine Bru¨cke von der Welt der Mehrgitter- und Multilevel-Verfahren
hin zu Wavelet-basierten Methoden zu schlagen. Dies zeigen nicht zuletzt auch unsere Unter-
suchungen der Standard- und Nichtstandardform von Operatoren sowie deren Einbettung in
ein Multiskalen-Erzeugendensystem. Im Fall des herausfordernden Testbeispiels T δ mit einem
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nichtseparablen wirbelbehafteten Konvektionsfeld mußten wir sogar auf Prolongationstech-
niken zuru¨ckgreifen, die von algebraischen Mehrgitter-Verfahren herru¨hren. Es ist ebenfalls
mo¨glich, den Kontext variationeller Vergro¨berungen zu verlassen und stattdessen mit explizi-
ten Diskretisierungen bezu¨glich gro¨berer Gitter zu arbeiten. Man erha¨lt damit jedoch zumeist
schlechtere numerische Ergebnisse, was von traditionellen Mehrgitter-Lo¨sern her ebenfalls be-
kannt ist [62].
Betrachtet man hierarchische Zerlegungen der Feingitter Ansatz- und Testra¨ume V0 und S0,
so erscheint (fu¨r ho¨herdimensionale Probleme) der Wechsel hin zu einer Wavelet-artigen Zer-
legung auf einer der beiden Seiten notwendig fu¨r die Robustheit unserer Verfahren zu sein.
Dies gilt sogar fu¨r das im wesentlichen eindimensionale Testbeispiel Tα. Zwar reichen hier-
archische W-Zyklen aus, um fu¨r das Poissonproblem eine Stabilisierung eines hierarchischen
Multiskalen-Lo¨sers bezu¨glich seiner Gitterweitenabha¨ngigkeit zu erreichen. Im Konvektions-
Diffusions Fall erha¨lt man dadurch jedoch keine Stabilisierung des Verfahrens in Bezug auf
die Konvektionssta¨rke und damit keine Robustheit.
Wavelet-artige Multiskalen-Zerlegungen besitzen fu¨r das Poissonproblem und einen Galerkin-
Ansatz optimale Stabilita¨tseigenschaften hinsichtlich der Abha¨ngigkeit der Konvergenzeigen-
schaften resultierender Multiskalen-Lo¨ser von h0. Diese Stabilita¨tseigenschaften manifestieren
sich in einer Norma¨quivalenz zwischen der zugeho¨rigen Energienorm und einer gewichteten
Multiskalennorm, bei der die Konstanten unabha¨ngig von h0 sind. Dies fu¨hrt zu optimalen ad-
ditiven und multiplikativen Multiskalen-Verfahren. Unsere Experimente zeigen, daß fu¨r multi-
plikative Multiskalen-Verfahren basierend auf unterschiedlichen Zerlegungen der Ansatz- und
Testseite, eine Wavelet-artige Zerlegung auf einer der beiden Seiten fu¨r solche optimalen Lo¨ser
sogar ausreicht. Aus Sicht der Mehrgitter-Interpretation der Multiskalen-Zyklen ist die im
Vergleich zu rein hierarchischen Gla¨ttern verbesserte Gla¨ttungsarbeit auf den einzelnen Skalen
dafu¨r verantwortlich. Die zugeho¨rigen Multiskalen-Gla¨tter erfu¨llen im Fall singula¨r gesto¨rter
Konvektions-Diffusions Probleme trotzdem nicht die von robusten Mehrgitter-Verfahren be-
kannte Forderung nach robusten Gla¨ttern, im Grenzfall sehr starker Konvektion zu exakten
Lo¨sern fu¨r die einzelnen Level zu entarten. Es handelt sich dabei um einen prinzipiellen
Nachteil von Ansa¨tzen, die auf direkten Unterraumzerlegungen beruhen. Dieser kann jedoch
auch als Chance begriffen werden, da im Fall dreidimensionaler wirbelbehafteter Konvektions-
Diffusions Gleichungen robuste Gla¨ttungsiterationen fu¨r gewo¨hnliche Mehrgitter-Zyklen nicht
mehr ohne weiteres effizient konstruiert werden ko¨nnen [17, 76, 79, 94]. Unsere positiven Er-
fahrungen, die wir fu¨r das zweidimensionale Beispiel T δ im Zusammenhang mit algebraischen
Multiskalen-Zerlegungen gemacht haben, geben uns die Hoffnung, mit diesen Ansatz auch
dreidimensionale wirbelbehaftete Probleme erfolgreich lo¨sen zu ko¨nnen. Hierbei ko¨nnte es
nu¨tzlich sein, effiziente Schur-Komplement Approximationen anstelle der Grobgitteroperato-
ren in den rekursiven AMG-Prozeß einfließen zu lassen, worauf bislang in unserem Ansatz
verzichtet wurde.
Der dritte Grund fu¨r den Erfolg der von uns vorgeschlagenen Verfahren ist die Kombination
der hierarchischen Zerlegung auf der Testseite mit einer problemangepaßten Vergro¨berung auf
der Ansatzseite. Wir haben gezeigt, daß dies fu¨r eindimensionale Probleme a¨quivalent zu ei-
ner Entkopplung des transformierten linearen Gleichungssystems ist. Fu¨r ho¨herdimensionale
Probleme ist diese Entkopplung nur noch approximativ mo¨glich. Sie scheint dennoch wesent-
lich fu¨r das Erhalten erfolgreicher Verfahren zu sein, wie weitere numerische Experimente
zeigen.
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Durch das von uns verwendete Petrov–Galerkin Multiskalen-Konzept ist es mo¨glich, alle so-
eben aufgelisteten Ideen, die eng miteinander verzahnt sind, zu vereinigen. Besonders scho¨n
zeigt dies die schematische Abbildung in der Einleitung. Unser Ansatz geht damit weit u¨ber
die uns bekannten Verfahren, die auf direkten Unterraumzerlegungen beruhen, hinaus, wie
der ausfu¨hrliche Vergleich etwa in Kapitel 4.2.3 mit den Methoden aus [5, 6, 48, 49, 96, 97]
verdeutlicht. Die in [48, 49] als direkter Multiskalen-Lo¨ser vorgeschlagene Wavelet-basierte
LU-Faktorisierung scheitert in Bezug auf singula¨r gesto¨rte Konvektions-Diffusions Proble-
me, da sie keine problemangepaßten Multiskalen-Zerlegungen verwendet [107]. Viele andere
Wavelet-Methoden zur Lo¨sung von partiellen Differentialgleichungen leiden unter der glei-
chen Schwierigkeit [29, 30, 49, 92, 93, 100]. Dies trifft auch auf die Vorkonditionierung mit-
tels AMLI zu, die zudem lediglich von hierarchischen Multiskalen-Zerlegungen ausgeht und
daher eine W-Zyklus-artige Stabilisierung hinsichtlich h0 durch innere Rekursionen beno¨tigt.
Die verallgemeinerte Hierarchische Basis Mehrgitter-Methode [14], die auf der Verwendung
problemangepaßter Prolongationen P kk+1,V/S zusammen mit zugeho¨rigen hierarchischen Zer-
legungen beruht, leidet spu¨rbar unter der mehrfach herausgestellten prinzipiellen Schwa¨che
hierarchischer Gla¨tter, was die durchweg schlechten Ergebnisse in [79] auch belegen. Das gilt
ebenfalls fu¨r die Arbeit [35], die einen adaptiven Mehrgitter-Lo¨ser auf der Basis verallgemei-
nerter hierarchischer Basis Transformationen vorstellt. Obwohl die Methode der Approxima-
tiven Zyklischen Reduktion [96] problemangepaßte hierarchische Multiskalen-Zerlegungen auf
der Basis algebraischer Vergro¨berungen verwendet und damit gute Voraussetzungen fu¨r ein
robustes Verfahren erfu¨llt, scheinen die durch sie gewonnenen Verfahren noch mit einer Git-
terweitenabha¨ngigkeit behaftet zu sein. Mit den von uns entwickelten AMGlet-Zerlegungen,
die ebenfalls auf rein algebraischen Prinzipien beruhen, gelingt es, auf einfache Weise hier
Abhilfe zu schaffen. Es ist daru¨berhinaus damit mo¨glich, die fu¨r separable Probleme erfolg-
reichen Tensorprodukt-Ansa¨tze zu verlassen, um schwierige nichtseparable Aufgaben in unter
Umsta¨nden kompliziert berandeten Gebieten zu behandeln. Dies ero¨ffnet den U¨bergang von
Modellproblemen hin zu praxisnahen Fragestellungen.
Wegen der unterschiedlichen Wechselwirkungen der drei Hauptbausteine unseres Konzepts
— problemangepaßte Vergro¨berung, Wavelet-artige Testraumzerlegung und hierarchische An-
satzraumzerlegung — sowie der prinzipiellen Schwa¨che zugeho¨riger Multiskalen-Gla¨tter, ist es
unserer Erfahrung nach ungleich schwieriger, robuste Multiskalen-Verfahren zu konstruieren,
als etwa mittels spezieller Mehrgitter-Techniken. Durch unseren Ansatz ist es unseres Wissens
allerdings erstmalig gelungen, robuste Multiskalen-Methoden fu¨r allgemeine Konvektions-
Diffusions Probleme auf der Basis direkter Unterraumzerlegungen zu konzipieren und prak-
tisch umzusetzen.
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Anhang A
Iterative Verfahren fu¨r lineare
Gleichungssysteme
Die in Kapitel 4 betrachteten Multiskalen-Verfahren ko¨nnen natu¨rlich auch als Vorkonditio-
nierer fu¨r andere Iterationsverfahren wie etwa Krylovraum-Methoden eingesetzt werden. Dies
gestattet es, unter Umsta¨nden einen Multiskalen-Kontext mit Robustheitseigenschaften des
a¨ußeren iterativen Lo¨sers geeignet zu verbinden, so daß man zu insgesamt robusteren Ver-
fahren gelangt [22, 88, 98]. Wir haben davon in unseren numerischen Beispielen in Kapitel 6
abgesehen, da wir die Konvergenzeigenschaften der von uns konstruierten Multiskalen-Lo¨ser
ohne den mo¨glicherweise gla¨ttenden Charakter einer a¨ußeren Iteration untersuchen wollten.
In diesem Anhang bescha¨ftigen wir uns mit einer Konvergenztheorie fu¨r additiv Multiskalen-
vorkonditionierte GMRES-artige Krylovraum-Verfahren. Wir geben dazu der Darstellung in
[125] folgend zuna¨chst eine systematische Herleitung moderner Krylovraum-Lo¨ser und ih-
rer Konvergenzeigenschaften. Ziel ist es, mit Hilfe von Konvergenzabscha¨tzungen, die auf
dem Numerischen Wertebereich der Steifigkeitsmatrix und ihrer Inversen basieren, die Op-
timalita¨t additiv Multiskalen-vorkonditionierter GMRES-artiger Krylovraum-Lo¨ser in einem
etwas allgemeineren Rahmen als in [108, 109] nachzuweisen. Ein Robustheitsbeweis ist mit
diesem Zugang jedoch bislang noch nicht gelungen. Obwohl wir an einer Darstellung der Kon-
vergenztheorie im Zusammenhang mit den von uns gewa¨hlten Petrov–Galerkin Multiskalen-
Zerlegungen interessiert sind, zeigt sich, daß an einigen Stellen die Annahme Galerkin-artiger
Multiskalen-Zerlegungen erforderlich ist. Diese werden klar herausgearbeitet.
Es wird zuna¨chst eine sehr allgemeine Klasse von iterativen Verfahren zur Lo¨sung linearer
Gleichungssysteme eingefu¨hrt, Orthogonalisierungsverfahren, u¨ber die eine einfache Klassifi-
kation der meisten zur Zeit bekannten iterativen Lo¨ser mo¨glich ist [125]. Dies gilt sowohl fu¨r
die modernen Krylovraum-Lo¨ser wie zum Beispiel GMRES, BICGSTAB und ihre zahlreichen
Varianten als auch fu¨r die a¨ltere konjugierte Gradienten und konjugierte Residuen Methode
[104]. Es lassen sich aber auch klassische Iterationsverfahren wie das Jacobi- oder das Gauß–
Seidel-Verfahren als Orthogonalisierungsverfahren ansehen. Orthogonalisierungsverfahren be-
stimmen ausgehend von den bisherigen Iterierten neue Iterierte durch die Forderung, daß die
resultierenden Residuen in einem gewissen Sinne senkrecht auf einer Menge von Suchrich-
tungen stehen, wobei die mo¨glichen Orthogonalisierungsbedingungen mit Hilfe sogenannter
Orthogonalisierungsmatrizen Zk schrittabha¨ngig parametrisiert werden ko¨nnen. Nach ihrer
Definition leiten wir eine allgemeine Konvergenzabscha¨tzung fu¨r die entstehenden Verfahren
her, die den Ausgangspunkt fu¨r genauere Konvergenzuntersuchungen im Zusammenhang mit
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den spezielleren Krylovraum-Methoden bildet. Danach betrachten wir Orthogonalisierungs-
verfahren im Zusammenhang mit schrittabha¨ngig vorkonditionierten Gleichungssystemen und
zeigen, wie diese ausgehend vom urspru¨nglichen System mittels transformierter Suchrichtun-
gen und Orthogonalisierungsbedingungen interpretiert werden ko¨nnen.
Im zweiten Teil dieses Anhangs leiten wir einige derzeit gebra¨uchliche Krylovraum-Methoden
mit Hilfe speziell gewa¨hlter Orthogonalisierungsmatrizen anhand von Orthogonalisierungs-
verfahren her. Uns interessieren dabei weniger Aspekte ihrer Implementierungen als vielmehr
die Frage nach den Eigenschaften der unterschiedlichen Verfahren und mo¨gliche Konver-
genzabscha¨tzungen. Neben den in [125] gezeigten Konvergenzaussagen, die auf dem Spek-
trum der zum linearen Gleichungssystem geho¨renden Systemmatrix beruhen, zeigen wir auch
Abscha¨tzungen auf der Basis des Numerischen Wertebereichs des diskreten Operators [72].
Letzteres tun wir insbesondere im Hinblick auf die bei der Diskretisierung von Konvektions-
Diffusions Gleichungen entstehenden Matrizen. Diese sind im allgemeinen nichtnormal und
die Konvergenz iterativer Lo¨ser ist fu¨r solche Matrizen bekanntlich nicht mehr alleine durch
ihr Spektrum bestimmt [53, 115, 116].
Im dritten Teil untersuchen wir explizit das Verha¨ltnis zwischen Krylovraum-Verfahren fu¨r
das Standardsystem, das heißt fu¨r das Multiskalen-transformierte lineare Gleichungssystem,
und dem additiv Multiskalen-vorkonditionierten Gleichungssystem. Es zeigt sich, daß man
dadurch einander a¨quivalente Verfahren erha¨lt. Dieser Abschnitt kann jedoch beim ersten
Lesen u¨bergangen werden.
Nach diesen Vorarbeiten untersuchen wir in einem abschließenden vierten Teil die Konver-
genzeigenschaften additiv Multiskalen-vorkonditionierter Krylovraum-Verfahren fu¨r Konvek-
tions-Diffusions Probleme. Auf der Basis verallgemeinerter Norma¨quivalenzen zeigen wir,
daß die Konvergenzraten additiv Multiskalen-vorkonitionierter Krylovraum-Verfahren, die
eine durch den Multiskalen-Vorkonditionierer induzierte Norm des Residuums minimieren,
unabha¨ngig von der Anzahl lt der auftretenden Skalen sind.
A.1 Orthogonalisierungsverfahren
A.1.1 Definition von Orthogonalisierungsverfahren
Wir definieren Orthogonalisierungsverfahren zur iterativen Lo¨sung eines linearen Gleichungs-
systems
Ax = b. (1.1)
Es wird vorausgesetzt, daß A ∈ IRn×n eine regula¨re reellwertige Matrix der Dimension n ist
und daß x und b Vektoren des IRn sind. Im gesamten Anhang benutzen wir die Konvention,
daß wenn xk ∈ IRn eine Iterierte ist, rk = Axk − b das zugeho¨rige Residuum bezeichnet.
Definition 4 (Orthogonalisierungsverfahren)
Es seien x0 ein vorgegebener Startvektor und r0 = Ax0 − b das zugeho¨rige Startresiduum.
Ein Orthogonalisierungsverfahren zur iterativen Lo¨sung des linearen Gleichungssystems (1.1)
besteht aus einer Rekursion
xk ∈ x¯k + 〈qk−σk,k, ..., qk−1,k〉 (k ≥ 1)
mit σk ≤ k, Suchrichtungen qk−j,k ∈ IRn und x¯k ∈ 〈xk−σk , ..., xk−1〉, so daß die neue
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Approximation xk den Orthogonalita¨tsrelationen
rtkZkqk−j,k = 0 (j = 1, ..., σk) (1.2)
genu¨gt. Die Matrizen Zk ∈ IRn×n werden dabei als nichtsingula¨r vorausgesetzt und ko¨nnen
schrittabha¨ngig gewa¨hlt werden. Der zweite Index k der Suchrichtungen qk−j,k zeigt an, daß
diese ebenfalls schrittabha¨ngig sein ko¨nnen. Das Verfahren heißt
• exakt, falls im k−ten Iterationsschritt auch k Suchrichtungen zur Berechnung der neuen
Iterierten verwendet werden, das heißt σk = k,
• abgeschnitten, falls ho¨chstens σmax Suchrichtungen zur Berechnung der neuen Iterier-
ten verwendet werden, das heißt σk = min(k, σmax).
Neben exakten und abgeschnittenen Orthogonalisierungsverfahren sind selbstversta¨ndlich
weitere Varianten mo¨glich. Orthogonalisierungsverfahren unterscheiden sich durch die Wahl
der Gro¨ßen qk−j,k, Zk, σk und x¯k. Man kann die Orthogonalita¨tsrelationen (1.2) fu¨r das Re-
siduum rk der neuen Iterierten xk auch ausgehend von einer schwachen Formulierung fu¨r das
Verschwinden des Residuums interpretieren. Durch die Bedingungen (1.2) wird gefordert, daß
jeweils die Projektion des neuen Residuums rk auf den Raum, der von den Vektoren Zkqk−j,k
(j = 1, ..., σk) aufgespannt wird, gleich dem Nullvektor 0 ist. Es seien jetzt
r¯k = Ax¯k − b,
e¯k = x¯k − x.
U¨ber die Darstellung der Iterierten im Schritt k mit Hilfe der Suchrichtungen und geeigneter
reeller Koeffizienten γi,k
xk =
σk∑
i=1
γi,kqk−i,k + x¯k
erhalten wir als Darstellungen fu¨r das entsprechende Residuum und den Fehler
rk =
σk∑
i=1
γi,kAqk−i,k + r¯k, (1.3)
ek =
σk∑
i=1
γi,kqk−i,k + e¯k. (1.4)
Aus den Orthogonalita¨tsrelationen (1.2) ergibt sich damit das folgende lineare Gleichungssy-
stem der Dimension σk zur Bestimmung der γi,k:
σk∑
i=1
γi,kq
t
k−i,kA
tZkqk−j,k = −r¯tkZkqk−j,k (j = 1, ..., σk). (1.5)
Die Lo¨sung des Systems Ax = b der Dimension n wird also ersetzt durch das Lo¨sen kleinerer
Systeme (1.5) der Dimension σk in jedem Iterationsschritt.
Wir zeigen als Beispiel eine Mo¨glichkeit, wie klassische Iterationsverfahren der Form
xk = xk−1 −M−1(Axk−1 − b)
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mit rk = Axk − b = (1 − AM−1)rk−1 in die Klasse der Orthogonalisierungsverfahren ein-
geordnet werden ko¨nnen. Wa¨hlen wir x¯k := xk−1, σk := 1, qk−1,1 := M−1rk−1 und mit
Hilfe einer nichtsingula¨ren, schiefsymmetrischen Matrix S als Orthogonalisierungsmatrizen
Zk := S(M −A), dann erhalten wir
rtkZkqk−1,1 = r
t
k−1(1−AM−1)tS(M −A)M−1rk−1
= rtk−1(1−AM−1)tS(1−AM−1)rk−1 = 0.
Da die Matrix S bis auf die genannten Bedingungen frei gewa¨hlt werden kann, ist die Wahl der
Orthogonalisierungsmatrizen Zk fu¨r ein beabsichtigtes Verfahren nicht eindeutig festgelegt.
A.1.2 Konvergenzeigenschaften
Trotz der großen Allgemeinheit ihrer Definition la¨ßt sich fu¨r Orthogonalisierungsverfahren
relativ leicht eine grundlegende und aussagekra¨ftige Konvergenzabscha¨tzung herleiten. Sie
bildet den Ausgangspunkt fu¨r spa¨tere Konvergenzuntersuchungen im Zusammenhang mit den
spezielleren Krylovraum-Methoden. Wir beno¨tigen zuna¨chst zwei vorbereitende Lemmata.
Lemma 2 Fu¨r ein Orthogonalisierungsverfahren gilt mit beliebigen reellen Koeffizienten ηi
(i = 1, ..., σk)
rtkZkA
−1rk = rtkZkA
−1(
σk∑
i=1
ηiAqk−i,k + r¯k). (1.6)
Beweis:
Mit der Darstellung (1.3) des Residuums im Schritt k erhalten wir
rtkZkA
−1rk = rtkZkA
−1(
σk∑
i=1
γi,kAqk−i,k + r¯k)
= rtkZkA
−1(
σk∑
i=1
ηiAqk−i,k + r¯k),
da aufgrund der Orthogonalita¨tsrelationen (1.2) rtkZkqk−i,k = 0 fu¨r i = 1, ..., σk gilt.
2
Durch Gleichung (1.6) wird als quadratische Form eine geometrische Figur definiert. Man
erha¨lt durch die Beziehung zwischen Fehlern und Residuen eine entsprechende Figur fu¨r
die Fehler. Fu¨r eine geometrische Interpretation dieser Figuren und ihre Bedeutung fu¨r das
Verhalten der Fehler und Residuen im Fall exakter Verfahren verweisen wir auf [124, 125].
Als Konsequenz der dort gefu¨hrten Diskussion notieren wir lediglich: Um im Fall exakter
Verfahren eine wirkliche Fehlerreduktion bezu¨glich der euklidischen Norm zu erreichen, soll-
ten die Orthogonalisierungsmatrizen Zk so gewa¨hlt sein, daß die Singula¨rwerte von Z−1k A
−t
mo¨glichst nahe beieinander liegen. Insbesondere fu¨hrt die Wahl Zk = A−t zu Verfahren, die
die Fehler bezu¨glich der euklidischen Norm minimieren. Hierbei erscheint die Berechnung
der rechten Seite des linearen Gleichungssystems (1.5) zur Bestimmung der Koeffizienten γi,k
jedoch mindestens so aufwendig wie die Lo¨sung des Ausgangsproblems. Diese Schwierigkeit
kann umgangen werden, indem man spezielle Suchrichtungen der Form q˘k−i,k = Atqk−i,k
verwendet.
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Lemma 3 Es seien M ∈ IRn×n eine symmetrisch positiv definite Matrix und R ∈ IRn×n
schiefsymmetrisch. Dann gilt, wenn ρ(R) den Spektralradius von R und λmin(M) den klein-
sten Eigenwert von M bezeichnen,
||1 +M−1R||2M ≤ 1 +
ρ2(R)
λ2min(M)
. (1.7)
Beweis:
Wir erhalten die Abscha¨tzungen
||1 +M−1R||2M = max
x 6=0
xt(1 +M−1R)tM(1 +M−1R)x
xtMx
= max
x 6=0
{
1 +
xtRtM−1Rx
xtMx
}
≤ max
x 6=0
{
1 +
||M−1|| ||Rx||2
λmin(M)||x||2
}
≤ 1 + ρ
2(R)
λ2min(M)
,
da ||M−1|| = 1λmin(M) ist. Daru¨berhinaus ist R normal, so daß
||Rx||
||x|| ≤ ||R|| = ρ(R) gilt.
2
Mit Hilfe der beiden soeben vorgestellten Lemmata kann man die folgende Konvergenz-
abscha¨tzung fu¨r allgemeine Orthogonalisierungsverfahren zeigen.
Satz 16 (Konvergenzabscha¨tzung fu¨r Orthogonalisierungsverfahren)
Es seien die ZkA−1 positiv reell, das heißt ihr symmetrischer Anteil sei positiv definit. Dann
gelten fu¨r die Residuen und Fehler, die durch das zugeho¨rige Orthogonalisierungsverfahren
entstehen, die Abscha¨tzungen
||rk||ZkA−1 ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
min
η1,...,ησk
||
σk∑
i=1
ηiAqk−i,k + r¯k||ZkA−1 , (1.8)
||ek||AtZk ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
min
η1,...,ησk
||
σk∑
i=1
ηiqk−i,k + e¯k||AtZk , (1.9)
wobei Rk = (ZkA−1)sk und Mk = (ZkA−1)sy den schiefsymmetrischen respektive symmetri-
schen Anteil bezeichnen. Daru¨berhinaus gelten, falls die ZkA−1 symmetrisch (und damit auch
symmetrisch positiv definit) sind,
||rk||ZkA−1 = minη1,...,ησk
||
σk∑
i=1
ηiAqk−i,k + r¯k||ZkA−1 , (1.10)
||ek||AtZk = minη1,...,ησk
||
σk∑
i=1
ηiqk−i,k + e¯k||AtZk . (1.11)
Beweis:
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Fu¨r beliebige ηi ist nach der Darstellung (1.6) aus Lemma 2
||rk||2ZkA−1 = rtkZkA−1(
σk∑
i=1
ηiAqk−i,k + r¯k)
= rtkMk(1 +M
−1
k Rk)(
σk∑
i=1
ηiAqk−i,k + r¯k).
Es sei jetzt rˆk ein Vektor mit ||rˆk||ZkA−1 = minη1,...,ησk
||∑σki=1 ηiAqk−i,k + r¯k||ZkA−1 . Dann
folgt aus der Tatsache, daß Mk symmetrisch positiv definit ist, zusammen mit der Cauchy–
Schwarzschen Ungleichung und der Abscha¨tzung (1.7) gema¨ß Lemma 3
||rk||2ZkA−1 = rtkMk(1 +M−1k Rk)rˆk
≤ ||rk||Mk ||(1 +M−1k Rk)rˆk||Mk
≤ ||rk||Mk ||(1 +M−1k Rk)||Mk ||rˆk||Mk
≤ ||rk||ZkA−1
√
1 +
ρ2(Rk)
λ2min(Mk)
||rˆk||ZkA−1 .
Hieraus folgt Abscha¨tzung (1.8). Zum Beweis der entsprechenden Identita¨t im Fall, daß die
ZkA
−1 symmetrisch sind, bemerken wir, daß der schiefsymmetrische Anteil Rk dann jeweils
verschwindet und daher der Wurzelausdruck 1 ergibt (”≤“). Die Richtung ”≥“ ist trivial, da
rk in jedem Fall eine Darstellung der Form besitzt, u¨ber deren Norm das Minimum genommen
wird. Die Aussagen fu¨r die Fehler ek folgen aufgrund der Tatsache, daß rk = Aek ist.
2
Die Abscha¨tzungen (1.8) und (1.9) sowie die Gleichungen (1.10) und (1.11) sind bei na¨herem
Hinsehen aufgrund der Beziehung zwischen Fehlern und Residuen identisch. Sie beschrei-
ben den gleichen Sachverhalt lediglich aus unterschiedlichen Perspektiven, einmal aus der
Sicht der Residuen und zum anderen aus Sicht der Fehler. Die Ausdru¨cke || · ||AtZk stellen
dabei im allgemeinen keine Normen dar, sondern sind als Abku¨rzungen fu¨r
√
(·, AtZk·) zu
lesen, wobei die Skalarprodukte in den betreffenden Fa¨llen stets nichtnegativ sind. Sind die
Suchrichtungen qk−i,k linear unabha¨ngig und ist das Verfahren exakt, so wird (bei exakter
Arithmetik) die exakte Lo¨sung spa¨testens im Schritt n erreicht. Die Suchrichtungen spannen
dann na¨mlich den gesamten Lo¨sungsraum auf, so daß eˆn = 0 ist. Die Orthogonalisierungsbe-
dingungen entsprechen nach dem zweiten Teil des Satzes einer Minimierung, falls die ZkA−1
symmetrisch positiv definit sind. Da sich Minimierungseigenschaften stets u¨ber Orthogona-
lisierungsbedingungen ausdru¨cken lassen [125], bilden Minimierungsverfahren eine Teilklasse
der allgemeinen Klasse der Orthogonalisierungsverfahren. Wegen ||rk|| = ||Aek|| ≤ ||A|| ||ek||
und ||ek|| = ||A−1rk|| ≤ ||A−1|| ||rk|| gelten die Beziehungen
||rk||
||r0|| ≤ κ
||ek||
||e0|| und
||ek||
||e0|| ≤ κ
||rk||
||r0|| ,
wobei κ = ||A|| · ||A−1|| die Kondition der Matrix darstellt. Fu¨r kleine Konditionen κ ≈ 1 sind
demnach Fehler und Residuen eng aneinander gekoppelt, so daß eine Reduktion der relativen
Residuen eine solche der relativen Fehler mit sich bringt und umgekehrt. Terminierungskri-
terien basierend auf der Gro¨ße der relativen Residuen sind also angemessen. Im Fall von
Konditionen κ  1 bewirkt eine Reduktion der relativen Residuen jedoch nicht notwendig
eine entsprechende Reduktion der relativen Fehler und umgekehrt.
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A.1.3 Verfahren fu¨r vorkonditionierte Gleichungssysteme
Wir betrachten eine Folge schrittabha¨ngig vorkonditionierter Gleichungssysteme
PL,kAPR,ky
k = PL,kb, (1.12)
wobei PL,k und PR,k jeweils nichtsingula¨re Vorkonditionierungsmatrizen aus IRn×n darstellen
und die yk die exakten Lo¨sungen der so vorkonditionierten Gleichungssysteme sind. Ziel die-
ses Abschnitts ist die Formulierung von Konvergenzabscha¨tzungen fu¨r Orthogonalisierungs-
verfahren bezu¨glich der vorkonditionierten Systeme (1.12) aus Sicht des Ausgangssystems.
Wir interessieren uns also fu¨r die Frage, was Orthogonalisierungsverfahren bezu¨glich der vor-
konditionierten Systeme ”tatsa¨chlich“ bedeuten. Mit Hilfe der Konvergenzabscha¨tzung des
letzten Abschnitts erhalten wir durch Einsetzen der Darstellungen fu¨r die resultierenden
Iterierten, Residuen und Fehler aus Sicht des urspru¨nglichen Gleichungssystems direkt die
gewu¨nschten Aussagen. Diese erlauben auch eine Interpretation der Verfahren auf der Basis
des urspru¨nglichen Gleichungssystems mittels transformierter Suchrichtungen und transfor-
mierter Orthogonalisierungsbedingungen.
Ein Orthogonalisierungsverfahren entlang der vorkonditionierten Gleichungssysteme (1.12)
berechnet ausgehend von Suchrichtungen qPk−j,k ∈ IRn (j = 1, ..., σk) und Orthogonalisie-
rungsmatrizen ZPk Iterierte
yk =
σk∑
i=1
γi,kq
P
k−i,k + y¯k
u¨ber die Orthogonalisierungsbedingungen
(rPk )
tZPk q
P
k−j,k = 0 (j = 1, ..., σk), d.h.
σk∑
i=1
γi,k(qPk−i,k)
tP tR,kA
tP tL,kZ
P
k q
P
k−j,k = −(r¯Pk )tZPk qPk−j,k (j = 1, ..., σk). (1.13)
Hierbei ist
r¯Pk = PL,kAPR,ky
k − PL,kb.
Definieren wir ferner
e¯Pk = y¯k − yk,
so erhalten wir fu¨r die Iterierten, Residuen und Fehler aus Sicht des urspru¨nglichen Systems
xk = PR,kyk =
σk∑
i=1
γi,kPR,kq
P
k−i,k + PR,ky¯k, (1.14)
rk = P−1L,kr
P
k =
σk∑
i=1
γi,kAPR,kq
P
k−i,k + PR,k r¯
P
k , (1.15)
ek = PR,kePk =
σk∑
i=1
γi,kPR,kq
P
k−i,k + PR,k e¯
P
k . (1.16)
Anhand der Konvergenzabscha¨tzung des letzten Abschnitts ko¨nnen wir nun mit Hilfe die-
ser Darstellungen die nachfolgende Konvergenzabscha¨tzung fu¨r Orthogonalisierungsverfahren
bezu¨glich der vorkonditionierten Gleichungen (1.12) herleiten.
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Satz 17 (Konvergenzabscha¨tzung fu¨r vorkonditionierte Gleichungen)
Es seien die ZPk (PL,kAPR,k)
−1 positiv reell. Dann gelten fu¨r die Residuen und Fehler aus Sicht
des urspru¨nglichen Systems, die durch ein Orthogonalisierungsverfahren fu¨r die entsprechend
vorkonditionierten Systeme entstehen, die Abscha¨tzungen
||rk||P tL,kZPk P−1R,kA−1 ≤
√
1 +
ρ2(RPk )
λ2min(M
P
k )
min
η1,...,ησk
||
σk∑
i=1
ηiAPR,kq
P
k−i,k + r¯k||P tL,kZPk P−1R,kA−1 , (1.17)
||ek||AtP tL,kZPk P−1R,k ≤
√
1 +
ρ2(RPk )
λ2min(M
P
k )
min
η1,...,ησk
||
σk∑
i=1
ηiPR,kq
P
k−i,k + e¯k||AtP tL,kZPk P−1R,k , (1.18)
wobei RPk := (Z
P
k (PL,kAPR,k)
−1)sk und MPk := (Z
P
k (PL,kAPR,k)
−1)sy sind. Daru¨berhinaus
gelten, falls die ZPk (PL,kAPR,k)
−1 symmetrisch sind,
||rk||P tL,kZPk P−1R,kA−1 = minη1,...,ησk
||
σk∑
i=1
ηiAPR,kq
P
k−i,k + r¯k||P tL,kZPk P−1R,kA−1 , (1.19)
||ek||AtP tL,kZPk P−1R,k = minη1,...,ησk
||
σk∑
i=1
ηiPR,kq
P
k−i,k + e¯k||AtP tL,kZPk P−1R,k . (1.20)
Beweis:
Der Beweis folgt direkt aus Satz 16 durch Einsetzen der Darstellungen (1.15) und (1.16) fu¨r
die Residuen und Fehler aus Sicht des urspru¨nglichen Systems.

Vorkonditionierte Orthogonalisierungsverfahren entsprechen daher Orthogonalisierungsver-
fahren fu¨r das urspru¨ngliche System mit gema¨ß
PR,kq
P
k−i,k −→ qk−i,k, (1.21)
P tL,kZ
P
k P
−1
R,k −→ Zk (1.22)
transformierten Suchrichtungen und Orthogonalisierungsmatrizen.
A.2 Krylovraum-Verfahren
A.2.1 Allgemeine Eigenschaften
Zu den gebra¨uchlichsten Orthogonalisierungsverfahren za¨hlen die sogenannten Krylovraum-
Verfahren. Ein Grund hierfu¨r ist, daß man fu¨r ihre Implementierung im wesentlichen nur
Matrix-Vektor-Multiplikationen beno¨tigt. Sie eignen sich daher insbesondere zur Lo¨sung von
linearen Gleichungssystemen mit schwachbesetzten Systemmatrizen. Krylovraum-Verfahren
sind Orthogonalisierungsverfahren mit
qk−i,k ∈ Kk−i(B, z) :=
〈
z,Bz, ..., Bk−iz
〉
,
x¯k = xk−σk ,
wobei B ∈ IRn×n eine gegebene Matrix und z ∈ IRn ein gegebener Vektor sind. Unsere
Definition des Krylovraums Kk(B, z) stimmt nicht ganz mit der in der Literatur u¨blichen De-
finition K¯k(B, z) :=
〈
z,Bz, ..., Bk−1z
〉
u¨berein [104]. Fu¨r Konjugierte Krylovraum-Verfahren
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(Conjugate Krylov Subspace methods, CKS-Verfahren) werden speziell B = A und z = r0
gewa¨hlt. Wir fassen im folgenden Lemma kurz einige einfache Eigenschaften der zugeho¨rigen
Krylovra¨ume und Verfahren zusammen.
Lemma 4 (Elementare Eigenschaften von CKS-Verfahren)
Es sei pmin(A, r0) das Minimalpolynom zum Vektor r0, das heißt pmin(A, r0) sei ein Polynom
minimalen Grades µ, so daß pmin(A, r0) =
∑µ
k=0 αkA
kr0 = 0 mit αk 6= 0 fu¨r mindestens ein
k ∈ {0, ..., µ} gilt. Dann gelten die folgenden Aussagen:
1. dim Km(A, r0) = m+ 1⇐⇒ Grad (pmin(A, r0)) > m.
2. Kµ−1(A, r0) ist invariant bezu¨glich A und Kµ−1(A, r0) = Km−1(A, r0) fu¨r alle m ≥ µ.
3. Die Lo¨sung x = x0− e0 des linearen Gleichungssystems (1.1) liegt in x0 +Kµ−1(A, r0).
Beweis:
Die beiden ersten Aussagen sind offensichtlich. Wir beweisen daher lediglich die dritte Be-
hauptung. Es sei j ≥ 0 der minimale Index, so daß αj 6= 0. Dann gilt
Ajr0 = −
µ∑
k=j+1
αk
αj
Akr0
⇐⇒ r0 = A (−
µ∑
k=j+1
αk
αj
Ak−j−1r0).︸ ︷︷ ︸
=e0∈Kµ−1(A,r0)

Da der Grad µ des Minimalpolynoms stets kleiner als die Dimension n des linearen Glei-
chungssystems ist, ist die Lo¨sung des Gleichungssystems in Krylovra¨umen u¨berhaupt mo¨glich.
Die naheliegendste Basis {r0, Ar0, ..., Akr0} des Krylovraums Kk(A, r0) ist aus numerischer
Sicht fu¨r die Implementierung der Verfahren ungeeignet. Die Vektoren Ajr0 zeigen fu¨r wach-
sendes j unter Umsta¨nden immer sta¨rker in Richtung des dominierenden Eigenvektors von
A (Stichwort ”Powermethode“, siehe [51]) und die resultierende Basis kann im Verfahren nu-
merische Instabilita¨ten hervorrufen. Deshalb verwenden die meisten Krylovraum-Verfahren
nach Mo¨glichkeit orthogonale oder biorthogonale Basen, die u¨ber Arnoldi- und (Bi-)Lanczos-
Prozesse konstruiert werden [104]. Sie fu¨hren im Idealfall zu numerisch stabilen Verfahren
mit kurzen Rekursionen. Letzteres bedeutet, daß zur Bestimmung der Iterierten im Schritt k
nicht die gesamte Menge der den Krylovraum Kk−1(A, r0) aufspannenden Basisvektoren ge-
speichert zu werden braucht, sondern nur einige wenige zuletzt berechnete Vektoren. Die
Orthogonalita¨tsforderungen lassen sich dabei u¨ber verallgemeinerte Projektionen des ur-
spru¨nglichen Systems in die Krylovra¨ume Kk−1(A, r0) interpretieren. In Fa¨llen mit indefiniten
oder nichtsymmetrischen Systemmatrizen ko¨nnen die Prozeduren zum Auffinden orthogona-
ler oder biorthogonaler Basen jedoch versagen (“serious breakdown”) und zur Divergenz des
Krylovraum-Verfahrens fu¨hren.
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A.2.2 Konjugierte Krylovraum-Verfahren
Fu¨r Konjugierte Krylovraum-Verfahren (CKS-Verfahren) liegen die Suchrichtungen qk−i,k im
Krylovraum Kk−i(A, r0). Wegen
xk ∈ x0 +Kk−1(A, r0),
rk ∈ r0 +AKk−1(A, r0),
ek ∈ e0 +Kk−1(A, r0) = e0 +Kk−1(A,Ae0)
= e0 +AKk−1(A, e0)
folgen mit geeigneten Koeffizienten βi,k und ηi,k die Darstellungen
xk =
k∑
i=1
βi,kA
i−1r0 + x0 =
k∑
i=1
ηi,kri−1 + x0, (1.23)
rk =
k∑
i=1
βi,kA
ir0 + r0 =
k∑
i=1
ηi,kAri−1 + r0, (1.24)
ek =
k∑
i=1
βi,kA
ie0 + e0 =
k∑
i=1
ηi,kAei−1 + e0. (1.25)
Fu¨r exakte CKS-Verfahren betrachten wir die beiden naheliegenden Zuordnungen
qk−i,k = rk−i,
qk−i,k = Ak−ir0
und erhalten als zugeho¨rige Orthogonalisierungsbedingungen die a¨quivalenten Forderungen
rtkZkrk−j = 0, (1.26)
rtkZkA
k−jr0 = 0 (j = 1, ..., (σk = k)). (1.27)
Die Bedingungen (1.26) erkla¨ren die Bezeichnung ”Konjugierte Krylovraum-Verfahren“, da
die Suchrichtungen rk paarweise Zk-konjugiert sind. Eine allgemeine Konvergenzabscha¨tzung
fu¨r exakte Konjugierte Krylovraum-Verfahren erha¨lt man unmittelbar aus Satz 16.
Satz 18 (Konvergenzabscha¨tzung fu¨r exakte CKS-Verfahren)
Es seien die ZkA−1 positiv reell. Dann erha¨lt man fu¨r die Residuen und Fehler, die durch
exakte CKS-Verfahren entstehen, die Abscha¨tzungen
||rk||ZkA−1 ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
min
β1,...,βk
||
k∑
i=1
βiA
ir0 + r0||ZkA−1 , (1.28)
||ek||AtZk ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
min
β1,...,βk
||
k∑
i=1
βiA
ie0 + e0||AtZk , (1.29)
wobei Rk = (ZkA−1)sk und Mk = (ZkA−1)sy sind. Sind die ZkA−1 symmetrisch, so gelten
||rk||ZkA−1 = minβ1,...,βk ||
k∑
i=1
βiA
ir0 + r0||ZkA−1 , (1.30)
||ek||AtZk = minη1,...,ησk
||
k∑
i=1
βiA
ie0 + e0||AtZk . (1.31)
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Beweis:
Die Behauptungen folgen mit Satz 16.
2
Wir untersuchen nun, wie sich hieraus verfeinerte Aussagen ergeben und zeigen zuerst Ab-
scha¨tzungen, die insbesondere im Falle normaler Matrizen A zu detaillierteren Konvergenz-
aussagen unter Kenntnis des Spektrums von A fu¨hren. Wir verwenden dazu eine Reihe von
einfachen Lemmata. Fu¨r nichtnormale Matrizen ist die Konvergenz zugeho¨riger iterativer Ver-
fahren bekanntlich nicht alleine durch das Spektrum der Matrizen bestimmt [41, 87, 115, 116].
Wir geben deshalb noch weitere Abscha¨tzungen an, die auf dem Numerischen Wertebereich
von A sowie von A−1 beruhen. Fu¨r noch detailliertere Konvergenzabscha¨tzungen die auf dem
Pseudospektrum und lokal verfeinerten Abscha¨tzungen basieren verweisen wir auf [43].
Lemma 5 Es sei G ∈ IRn×n positiv reell und S := (Gsy) 12 . Dann gilt fu¨r alle x ∈ IRn
||x||
||S−1|| ≤ ||x||G ≤ ||S|| ||x||. (1.32)
Beweis:
Die behaupteten Ungleichungen folgen mit
||x||2G = xtGx = xt
1
2
(G+Gt)x = xtStSx = ||Sx||2 ≤ ||S||2||x||2,
||x|| = ||S−1Sx|| ≤ ||S−1|| ||Sx|| = ||S−1|| ||x||G.
2
Lemma 6 Es sei A ∈ IRn×n eine positiv reelle Matrix. Dann erha¨lt man die Abscha¨tzung
min
α
||1 + αA||2 ≤ 1− λ
2
min
||A||2 , (1.33)
wobei λmin den kleinsten Eigenwert des symmetrischen Anteils von A bezeichnet.
Beweis:
Der Ausdruck
||1 + αA||2 = max
x 6=0
xt(1 + αA)t(1 + αA)x
xtx
= max
x 6=0
(
1 + 2α
xtAx
xtx
+ α2
xtAtAx
xtx
)
nimmt sein Minimum an fu¨r α0 = − xtAxxtAtAx . Damit gilt
||1 + α0A||2 = max
x6=0
(
1− (x
tAx)2
(xtx)2
xtx
xtAtAx
)
≤ 1− λ
2
min
||A||2 ,
da Asy nach Voraussetzung positiv definit und x
tAx
xtx =
xtAsyx
xtx ist.
2
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Lemma 7 Es sei A ∈ IRn×n eine positiv reelle Matrix. Dann gilt die Abscha¨tzung
min
θ1,...,θk
||
k∑
i=1
θiA
i + 1|| ≤
(
1− λ
2
min
||A||2
) k
2
. (1.34)
Beweis:
Mit Hilfe des vorigen Lemmas erhalten wir
min
θ1,...,θk
||
k∑
i=1
θiA
i + 1|| ≤ min
α
||(1 + αA)k||
≤ min
α
||1 + αA||k
≤
(
1− λ
2
min
||A||2
) k
2
.
2
Lemma 8 Es sei J ∈ IRn×n die Matrix der Jordanschen Normalform zur Matrix A ∈ IRn×n,
so daß A = C−1JC fu¨r eine regula¨re Matrix C ∈ IRn×n ist. Dann gilt
min
θ1,...,θk
||
k∑
i=1
θiA
i + 1|| ≤ κ(C) min
θ1,...,θk
||
k∑
i=1
θiJ
i + 1||. (1.35)
Beweis:
Es gilt
min
θ1,...,θk
||
k∑
i=1
θiA
i + 1|| = min
θ1,...,θk
||
k∑
i=1
θiC
−1J iC + C−1C||
≤ ||C−1|| ||C|| min
θ1,...,θk
||
k∑
i=1
θiJ
i + 1||.
2
Lemma 9 Es sei A ∈ IRn×n diagonalisierbar, das heißt es existiere eine Diagonalmatrix
D ∈ IRn×n, so daß A = C−1DC fu¨r eine regula¨re Matrix C ∈ IRn×n ist. Dann gilt
min
θ1,...,θk
||
k∑
i=1
θiA
i + 1|| ≤ κ(C) min
θ1,...,θk
max
λ∈σ(A)
|
k∑
i=1
θiλ
i + 1|. (1.36)
Ist A daru¨berhinaus normal, dann gilt die obige Abscha¨tzung sogar mit κ(C) = 1, da die
Transformation C orthogonal gewa¨hlt werden kann.
Beweis:
Die Behauptung folgt wie Lemma 8.
2
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Satz 19 (Konvergenzabscha¨tzungen anhand des Spektrums)
Es seien A und die ZkA−1 positiv reell. Dann erha¨lt man fu¨r die Residuen und Fehler aus
exakten Konjugierten Krylovraum-Verfahren die Abscha¨tzungen
||rk|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Sk)
(
1− λ
2
min
||A||2
) k
2
||r0||, (1.37)
||ek|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Tk)
(
1− λ
2
min
||A||2
) k
2
||e0||, (1.38)
wobei Rk = (ZkA−1)sk, Mk = (ZkA−1)sy, Sk = ((ZkA−1)sy)
1
2 und Tk = ((AtZk)sy)
1
2 sind.
Daru¨berhinaus gelten
||rk|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Sk) min
θ1,...,θk
||
k∑
i=1
θiA
i + 1|| ||r0||, (1.39)
||ek|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Tk) min
θ1,...,θk
||
k∑
i=1
θiA
i + 1|| ||e0||. (1.40)
Es sei J die Matrix der Jordanschen Normalform zur Matrix A, so daß A = C−1JC fu¨r eine
regula¨re Matrix C ist. Es folgt
||rk|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Sk)κ(C) min
θ1,...,θk
||
k∑
i=1
θiJ
i + 1|| ||r0||, (1.41)
||ek|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Tk)κ(C) min
θ1,...,θk
||
k∑
i=1
θiJ
i + 1|| ||e0||. (1.42)
Ist A diagonalisierbar, das heißt existiert eine Diagonalmatrix D, so daß A = C−1DC fu¨r
eine regula¨re Matrix C ist, dann erha¨lt man
||rk|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Sk)κ(C) min
θ1,...,θk
max
λ∈σ(A)
|
k∑
i=1
θiλ
i + 1| ||r0||, (1.43)
||ek|| ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
κ(Tk)κ(C) min
θ1,...,θk
max
λ∈σ(A)
|
k∑
i=1
θiλ
i + 1| ||e0||. (1.44)
Ist A daru¨berhinaus sogar normal, so gelten die letzten beiden Abscha¨tzung mit κ(C) = 1.
Beweis:
Der Beweis ergibt sich aus Satz 18 durch Anwenden der oben stehenden Lemmata. Die
Ungleichungen (1.39) und (1.40) erha¨lt man mit Hilfe von Lemma 5 aus den Abscha¨tzungen
(1.28) und (1.29). Zusammen mit Lemma 7 folgen dann (1.37) und (1.38), zusammen mit
Lemma 8 und Lemma 9 jeweils (1.41) und (1.42) sowie (1.43) und (1.44).
2
Bekanntlich ist der Numerische Wertebereich von A bezu¨glich eines Skalaprodukts (· , ·)B,
das durch eine symmetrisch positiv definite Matrix B induziert wird, definiert als [72]
WB(A) := { x
∗BAx
x∗Bx
: 0 6= x ∈ C n}. (1.45)
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Der folgende Satz gibt eine Konvergenzabscha¨tzung fu¨r exakte CKS-Verfahren auf der Basis
der Numerischen Wertebereiche von A und A−1 bezu¨glich der Skalarprodukte (· , ·)Mk , wobei
die Mk = (ZkA−1)sy sind.
Satz 20 (Konvergenzabscha¨tzungen anhand des Numerischen Wertebereichs)
Es seien die ZkA−1 positiv reell Wir definieren die Gro¨ßen
τk := inf
w∈IRn
w 6=0
(w,Aw)ZkA−1
(w,w)ZkA−1
, τ¯k := inf
w∈IRn
w 6=0
(w,A−1w)ZkA−1
(w,w)ZkA−1
.
Dann gelten fu¨r die Residuen und Fehler, die durch exakte Konjugierte Krylovraum-Verfahren
entstehen, die Abscha¨tzungen
||rk||ZkA−1 ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
(1− τk · τ¯k)
k
2 ||r0||ZkA−1 , (1.46)
||ek||AtZk ≤
√
1 +
ρ2(Rk)
λ2min(Mk)
(1− τk · τ¯k)
k
2 ||e0||AtZk , (1.47)
wobei Rk = (ZkA−1)sk und Mk = (ZkA−1)sy sind. Sind die ZkA−1 symmetrisch, so gelten
die entsprechenden Abscha¨tzungen ohne die Wurzelausdru¨cke.
Beweis:
Wir gehen von Satz 18 aus und scha¨tzen die Minimumsausdru¨cke auf geschickte Art und
Weise ab. Wir tun dies zuna¨chst fu¨r das Residuum und betrachten dazu die folgende Umfor-
mulierung der Minimumseigenschaft. Es sei Pk der Raum der Polynome vom Grad k, fu¨r die
pk(0) = 1 ist. Dann gilt
min
β1,...,βk
||
k∑
i=1
βiA
ir0 + r0||ZkA−1 = minpk∈Pk ||pk(A)r0||ZkA−1 .
Wir konstruieren nun rekursiv eine spezielle Folge {p˜j}0≤j≤k solcher Polynome durch
p˜0(z) := 1,
p˜j(z) :=
(
1− (Ar˜
j−1, r˜j−1)ZkA−1
||Ar˜j−1||2
ZkA−1
z
)
p˜j−1(z).
mit r˜j−1 = p˜j−1(A)r0 fu¨r j ≥ 1. Damit erhalten wir
||r˜j ||2ZkA−1 = ||p˜j(A)r0||2ZkA−1 = ||r˜j−1 −
(Ar˜j−1, r˜j−1)ZkA−1
||Ar˜j−1||2
ZkA−1
Ar˜j−1||2ZkA−1
=
(
1− (r˜
j−1, Ar˜j−1)ZkA−1
||r˜j−1||2
ZkA−1
(Ar˜j−1, r˜j−1)ZkA−1
||Ar˜j−1||2
ZkA−1
)
||r˜j−1||2ZkA−1
≤ (1− τk · τ¯k)||r˜j−1||2ZkA−1 .
Zusammen mit Satz 18 folgt hieraus die behauptete Abscha¨tzung (1.46) fu¨r die Residuen.
Abscha¨tzung (1.47) fu¨r die Fehler erha¨lt man dann wegen rk = Aek.
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2
Die Gro¨ßen τk und τ¯k sind gerade die Infima der Realteile der Numerischen Wertebereiche von
A beziehungsweise von A−1 bezu¨glich der Skalarprodukte (· , ·)Mk , wobei die Mk = (ZkA−1)sy
sind [109]:
τk = inf{Re(z) : z ∈WMk(A)},
τ¯k = inf{Re(z) : z ∈WMk(A−1)}.
Die entsprechenden Aussagen des obigen Satzes fu¨r vorkonditionierte Systeme lauten:
Satz 21 (Konvergenzabscha¨tzungen im vorkonditionierten Fall)
Es seien die Zk(PL,kAPR,k)−1 positiv reell sowie
τPk := inf
w∈IRn
w 6=0
(w,PL,kAPR,kw)Zk(PL,kAPR,k)−1
(w,w)Zk(PL,kAPR,k)−1
, τ¯Pk := inf
w∈IRn
w 6=0
(w,P−1R,kA
−1P−1L,kw)Zk(PL,kAPR,k)−1
(w,w)Zk(PL,kAPR,k)−1
.
Dann gelten fu¨r die Residuen und Fehler, die durch ein vorkonditioniertes exaktes CKS-
Verfahren entstehen, aus Sicht des urspru¨nglichen Systems die Abscha¨tzungen
||rk||P tL,kZkP−1R,kA−1 ≤
√
1 +
ρ2(RPk )
λ2min(M
P
k )
(1− τPk · τ¯Pk )
k
2 ||r0||P tL,kZkP−1R,kA−1 , (1.48)
||ek||AtP tL,kZkP−1R,k ≤
√
1 +
ρ2(RPk )
λ2min(M
P
k )
(1− τPk · τ¯Pk )
k
2 ||e0||AtP tL,kZkP−1R,k , (1.49)
wobei RPk = (Zk(PL,kAPR,k)
−1)sk und MPk = (Zk(PL,kAPR,k)
−1)sy sind. Sind daru¨berhinaus
die Zk(PL,kAPR,k)−1 symmetrisch, so gelten die entsprechenden Abscha¨tzungen ohne die
Wurzelausdru¨cke.
Beweis:
Der Beweis ergibt sich aus Satz 20 durch Einsetzen der Darstellungen der Residuen und
Fehler aus Sicht des unvorkonditionierten Gleichungssystems.
2
A.2.3 Verallgemeinerte Krylovraum-Verfahren
Verallgemeinerte Krylovraum-Verfahren sind CKS-Verfahren, deren Orthogonalisierungsvor-
schriften nicht mehr vom Iterationsschritt abha¨ngen, fu¨r die also Zk = Z = const ist. Wir
stellen im folgenden einige Verfahren und die sie charakterisierenden Eigenschaften vor, was
auf der Basis der im vorherigen Abschnitt gezeigten Konvergenzabscha¨tzungen einfach durch
Wahl geeigneter Orthogonalisierungsmatrizen geschieht. Fu¨r Details ihrer Implementierungen
verweisen wir auf [104, 125].
Verfahren, die die verallgemeinerte Energienorm des Fehlers ”minimieren“
Wa¨hlt man fu¨r das zu lo¨sende lineare Gleichungssystem (1.1) ein Orthogonalisierungsver-
fahren mit Z = 1, so minimiert das exakte Verfahren gema¨ß Satz (19) die verallgemeinerte
Energienorm des Fehlers im Sinne
||ek||A ≤
√
1 +
ρ2(R)
λ2min(M)
min
β1,...,βk
||
k∑
i=1
βiA
ie0 + e0||A.
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Ist A symmetrisch positiv definit, also insbesondere normal, so erhalten wir daru¨berhinaus
fu¨r die Fehler und Residuen die Abscha¨tzungen
||ek|| ≤ κ(S) min
θ1,...,θk
max
λ∈σ(A)
|
k∑
i=1
θiλ
i + 1| ||e0||,
||rk|| ≤ κ(S) min
θ1,...,θk
max
λ∈σ(A)
|
k∑
i=1
θiλ
i + 1| ||r0||,
wobei S = A
1
2 ist. Durch Substitution des darin auftretenden Polynoms in λ durch ein
normiertes Tschebyscheff-Polynom folgt die bekannte Abscha¨tzung fu¨r das klassische CG-
Verfahren
||ek|| ≤ 2κ(S)
(√
κ(A)− 1√
κ(A) + 1
)k
||e0||.
Ist A symmetrisch, so sind als Verfahren, die die verallgemeinerte Energienorm des Fehlers
im obigen Sinne minimieren, FOM und SYMMLQ zu nennen. Beide beruhen auf den im sym-
metrischen Fall beim Arnoldi-Prozeß entstehenden tridiagonalen Hessenbergmatrizen, wobei
SYMMLQ eine LQ-Zerlegung hiervon berechnet. Sie ko¨nnen daher mit kurzen Rekursionen
implementiert werden. Ist A sogar symmetrisch positiv definit, so fu¨hrt die LU-Faktorisierung
der tridiagonalen Hessenbergmatrizen zusammen mit FOM zum CG-Verfahren. Im Fall posi-
tiv reeller Matrizen bietet ORTHORES eine Verallgemeinerung des CG-Verfahrens fu¨r nicht-
symmetrische Matrizen dieses Typs. Das exakte Verfahren kann außer fu¨r symmetrische Ma-
trizen nicht mit kurzer Rekursion implementiert werden. Fu¨r symmetrisch positiv definite
Matrizen ist ORTHORES mit σk = 1 a¨quivalent zum Verfahren des steilsten Abstiegs und
mit σk = min (k, 2) wiederum a¨quivalent zum CG-Verfahren.
Verfahren, die die euklidische Norm des Residuums minimieren
Wa¨hlt man zur Lo¨sung des linearen Gleichungssystem (1.1) ein Orthogonalisierungsverfahren
mit Z = A, so ist ZA−1 = 1, und wir erhalten nach Satz 19 und Lemma 5 fu¨r die Residuen
und Fehler
||rk|| = min
β1,...,βk
||
k∑
i=1
βiA
ir0 + r0||,
||ek||AtA = min
β1,...,βσk
||
k∑
i=1
βiA
ie0 + e0||AtA
≤ κ(A) min
β1,...,βσk
||
k∑
i=1
βiA
ie0 + e0||.
Es wird also in jedem Schritt die euklidische Norm des Residuums minimiert. Zu den Verfah-
ren, die dies leisten, za¨hlen ORTHOMIN fu¨r symmetrisch positiv definite Matrizen, MINRES
fu¨r symmetrische Matrizen sowie GMRES fu¨r allgemeine Matrizen. Kurze Rekursionen sind
hierbei in der Regel nicht mo¨glich.
Man gelangt auch mittels Orthogonalisierungsverfahren fu¨r die Normalengleichung erster Art
AtAx = Atb (1.51)
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zu Verfahren, die die euklidische Norm der Residuen minimieren. Zwischen den Residuen rNk
eines Iterationsverfahrens fu¨r (1.51) und den Residuen aus Sicht des urspru¨nglichen Systems
besteht die Beziehung
rNk = A
tAxk −Atb = Atrk. (1.52)
Betrachtet man ein Orthogonalisierungsverfahren fu¨r das Normalensystem (1.51) mit Z = 1
– dies entspricht einem gewo¨hnlichen CG-Verfahren fu¨r die Normalengleichung erster Art –,
so folgt aus Satz 18
||rNk ||A−1A−t = min
β1,...,βk
||
k∑
i=1
βi(AtA)irN0 + r
N
0 ||A−1A−t .
Wir erhalten dann fu¨r die Residuen im urspru¨nglichen System aufgrund von (1.52)
||rk|| = min
β1,...,βk
||
k∑
i=1
βi(AAt)ir0 + r0||.
Das Verfahren minimiert also die euklidische Norm des entsprechenden Residuums im ur-
spru¨nglichen System. Fu¨r die Fehler erha¨lt man die Abscha¨tzung
||ek|| ≤ κ(A) min
β1,...,βk
||
k∑
i=1
βi(AtA)ie0 + e0||.
Eine Implementierung im Rahmen des urspru¨nglichen Systems mit kurzer Rekursion ist
CGNR.
Verfahren, die die euklidische Norm des Fehlers minimieren
Betrachten wir zum linearen Gleichungssystem (1.1) die Normalengleichung zweiter Art
AAty = b, (1.56)
so ergibt sich die Lo¨sung x des urspru¨nglichen Problems durch
x = Aty.
Man erha¨lt daher aus den Fehlern eines Iterationsverfahrens fu¨r (1.56) als Fehler im ur-
spru¨nglichen System,
ek = xk − x = Atyk −Aty = AteNk . (1.58)
Wa¨hlt man jetzt Z = 1 und betrachtet damit ein Orthogonalisierungsverfahren fu¨r das
Normalensystem (1.56) – dies entspricht also einem gewo¨hnlichen CG-Verfahren fu¨r die Nor-
malengleichung zweiter Art –, so folgt wiederum aus Satz 18
||eNk ||AAt = min
β1,...,βk
||
k∑
i=1
βi(AAt)ieN0 + e
N
0 ||AAt .
Wir erhalten fu¨r die Fehler im urspru¨nglichen System dann wegen (1.58)
||ek|| = min
β1,...,βk
||
k∑
i=1
βi(AtA)ie0 + e0||.
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Das Verfahren minimiert also die euklidische Norm des entsprechenden Fehlers im urspru¨ngli-
chen System und ist mit einer kurzen Rekursion implementierbar. Es wird mit CGNE bezeich-
net. Die Implementierung im Rahmen des urspru¨nglichen Systems nennt man auch Craig’s
Methode. Fu¨r die Residuen erha¨lt man die Abscha¨tzung
||rk|| ≤ κ(A) min
β1,...,βk
||
k∑
i=1
βi(AAt)ir0 + r0||,
die wir der Vollsta¨ndigkeit halber noch angeben wollen. Es konvergiert CGNE zwar sicher,
im allgemeinen jedoch sehr langsam, etwa wenn die Eigenwerte von AAt sta¨rker in der kom-
plexen Ebene verstreut sind als die von A. Da in die relevante CG-Abscha¨tzung im Falle
von CGNE der im Vergleich zur urspru¨nglichen Konditionszahl quadrierte Wert eingeht, ist
die Konvergenz von CGNE insbesondere langsam fu¨r Matrizen, die (fast) symmetrisch und
schlecht konditioniert sind. Fu¨r allgemeine Matrizen ist dies jedoch nicht notwendig der Fall.
Bi-Lanczos-basierende Verfahren
Wir zeigen nun noch wie Verfahren, die in ihrer klassischen Herleitung auf einem Bi-Lanczos-
Prozeß zur Biorthogonalisierung des Krylovraums beruhen und daher mit kurzen Rekursio-
nen implementiert werden ko¨nnen, ebenfalls u¨ber Orthogonalisierungsverfahren darstellbar
sind. Wir besprechen zuna¨chst das BICG-Verfahren, das eine Grundlage fu¨r die meisten Bi-
Lanczos-basierenden Verfahren bildet. Wir wa¨hlen eine Formulierung ausgehend von dem
”verdoppelten“ System(
A 0
0 At
)(
x
x¯
)
=
(
b
b¯
)
⇐⇒: Aˆxˆ = bˆ (1.62)
mit einem beliebigen Vektor b¯ von gleicher Dimension wie b. Man erha¨lt dann fu¨r die Residuen
und Fehler eines Krylovraum-Verfahrens bezu¨glich (1.62)
rˆk =
(
rk
r¯k
)
=
(
Axk − b
Atx¯k − b¯
)
=
(
pk(A)r0
pk(At)r¯0
)
= pk(Aˆ)rˆ0 ∈ Kk(Aˆ, rˆ0), eˆk = Aˆ−1rˆk,
wobei pk ein Polynom vom Grad k mit pk(0) = 1 ist. Das BICG-Verfahren kann nun als Veral-
lgemeinertes CG-Verfahren u¨ber dem verdoppelten System mit der Orthogonalisierungsma-
trix Zˆ =
(
0 1
1 0
)
angesehen werden. Wir erhalten damit die Orthogonalita¨tsrelationen
rˆTk Zˆrˆk−i = 0, d.h. r
T
k r¯k−i + (r¯k)
T rk−i = 0 (i = 1, ..., k).
Es ist ZˆAˆ−1 zwar symmetrisch jedoch indefinit, so daß die Konvergenzabscha¨tzungen aus
Satz 18 nicht mehr zur Verfu¨gung stehen. Man kann aber zeigen, daß die folgenden beiden
schwachen Minimierungsbedingungen erfu¨llt sind:
|(r¯k)TA−1rk| = min
pk∈Pk
|(r¯k)TA−1pk(A)r0|,
|(e¯k)TAek| = min
pk∈Pk
|(e¯k)TApk(A)e0|.
Das BICG-Verfahren liefert im allgemeinen stark oszillierende Residuen und die schwache
Minimierungsbedingung fu¨r die Iterationsfehler garantiert nicht, daß diese im Verlauf der
Iteration gegen Null streben, da aus (e¯k)TAek = 0 nicht notwendig ek = 0 folgt.
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Im BICG-Algorithmus werden einzelne Biorthogonalita¨tsbedingungen der Gestalt rTk r¯k−i = 0
fu¨r i = 1, ..., k verwendet. Diese lassen sich mit Hilfe der Residuenpolynome pk auch in der
Form
(rk, r¯k−i) = (pk(A)r0, pk−i(At)r¯0) = (pk−i(A)pk(A)r0, r¯0) = 0
schreiben. Berechnet man mittels solcher At-freien Skalarprodukte
rCGSk := p
2
k(A)r0, e
CGS
k := p
2
k(A)e0,
so gelangt man zum CGS-Verfahren. Falls die Folge {pk(A)}k der zum BICG-Verfahren
geho¨renden Matrixpolynome gegen Null konvergiert, so erha¨lt man u¨ber die quadrierte Po-
lynomfolge {p2k(A)}k eine schnellere Konvergenz des CGS-Verfahrens mit bis zu doppelter
Konvergenzgeschwindigkeit im Vergleich zu BICG. Das Konvergenzverhalten von CGS kann
aber durchaus noch irrefu¨hrender sein als beim BICG-Verfahren.
Die Kernidee des BICGSTAB-Verfahrens beruht darauf, die quadrierten Polynome p2k zum
CGS-Verfahren durch das Produkt zweier im allgemeinen unterschiedlicher Polynome qk und
pk zu ersetzen, um so eine glattere Konvergenz und eine stabilere Iteration zu erreichen. Man
erha¨lt fu¨r die Residuen und Fehler damit
rBICGSTABk = qkpk(A)r0, e
BICGSTAB
k = qkpk(A)e0.
Die Polynome qk werden rekursiv definiert durch q0(z) := 1, qj+1(z) := (αj+1z+ 1)qj(z). Der
zugeho¨rige Parameter αj+1 wird dabei durch das eindimensionale Minimierungsproblem
||rBICGSTABj+1 || != minαj+1 ||(αj+1A+ 1)qj(A)pj+1(A)r0||
bestimmt. Sinnvolle Polynome qk lassen sich ebenfalls u¨ber l-dimensionale Minimierungspro-
blem zu gewinnen, was zu den BICGSTAB(l)-Varianten fu¨hrt.
A.2.4 Bemerkungen zur Vorkonditionierung
Die Vorkonditionierung linearer Gleichungssysteme kann auch als Transformation der Glei-
chungssysteme in geeignetere Koordinaten verstanden werden. Sie muß sich dabei nicht nur
an dem vorliegenden Problem sondern auch an den Eigenschaften des vorzukonditionieren-
den Verfahrens orientieren. Es ist außerdem die Frage zu stellen, was ein vorkonditioniertes
und damit (hoffentlich) schneller konvergierendes Verfahren fu¨r die Reduktion des wirklichen
Fehlers, das heißt fu¨r die Reduktion des Fehlers aus Sicht des urspru¨nglichen Koordinatensy-
stems bedeutet. Wir wollen diese Problematik am Beispiel des CG- und GMRES-Verfahrens
verdeutlichen.
Verfahren, die ||ek||A minimieren
Es sei A symmetrisch positiv definit undM eine ebenfalls symmetrisch positiv definite Matrix,
die als Vorkonditionierer fu¨r A dient. Dann erhalten wir als Fehlerabscha¨tzungen fu¨r das CG-
Verfahren im urspru¨nglichen und mittels M transformierten System
||ek||A ≤ 2
(√
κ(A)− 1√
κ(A) + 1
)k
||e0||A,
||ePk ||M 12AM 12 ≤ 2

√
κ(M
1
2AM
1
2 )− 1√
κ(M
1
2AM
1
2 ) + 1
k ||eP0 ||M 12AM 12 , (1.63)
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wobei ePj = M
− 1
2 ej ist. Um eine schnellere Konvergenz im transformierten System zu erhal-
ten, sollte die Transformation M daher so gewa¨hlt werden, daß gilt:
κ(M
1
2AM
1
2 ) < κ(A).
Wir fragen nun, was das vorkonditionierte Verfahren fu¨r die Reduktion des wirklichen Fehlers
bedeutet. Eine zentrale Eigenschaft des vorkonditionierten CG-Verfahrens ist, daß trotz der
Transformation des Systems durch den Vorkonditionierer immer noch die urspru¨nglichen
Fehler in der urspru¨nglichen Energienorm minimiert werden. Wir erhalten aus (1.63) die
Abscha¨tzung
||ek||A ≤ 2

√
κ(M
1
2AM
1
2 )− 1√
κ(M
1
2AM
1
2 ) + 1
k ||e0||A.
Mißt man den aus dem vorkonditionierten Verfahren stammenden urspru¨nglichen Fehler
daher in einer problemunabha¨ngigen Norm wie der euklidischen, so kommt die Kondition
κ(A
1
2 ), die zum urspru¨nglichen Problem und nicht zum vorkonditionierten Problems geho¨rt,
ins Spiel. Es ist also vorstellbar, daß trotz guter Vorkonditionierung und damit schneller Kon-
vergenz, ein PCG-Verfahren fu¨r schlecht konditionierte Probleme keine verla¨ßliche Reduktion
des tatsa¨chlichen Fehlers mit sich bringt.
Verfahren, die ||rk|| minimieren
Die einfache Abscha¨tzung der Residuen fu¨r das GMRES-Verfahren lautet
||rk|| ≤ min
pk∈Pk
||pk(A)r0||. (1.64)
Hieraus ko¨nnen wir wie folgt eine gro¨bere Abscha¨tzung herleiten, die zur Definition eines
geeigneten Vorkonditionierers fu¨r GMRES-Verfahren hilfreich ist. Es sei ||1 − A|| = ρ < 1
und p˜k(z) := (1− z)k ∈ Pk. Dann gilt aufgrund von Abscha¨tzung (1.64)
||rk|| ≤ ||p˜k(A)r0|| ≤ ρk||r0||. (1.65)
Ein GMRES-Verfahren angewandt auf das durch eine nichtsingula¨re Matrix M von links
transformierte System MAx = Mb minimiert die euklidische Norm der transformierten Re-
siduen rPk = Mrk. Um eine schnellere Konvergenz im transformierten System zu erhalten,
sollte gema¨ß Abscha¨tzung (1.65) daher die Transformation M so gewa¨hlt werden, daß gilt:
||1−MA|| < ρ.
Fu¨r das links-vorkonditionierte GMRES-Verfahren erhalten wir als Kopplung der transfor-
mierten Residuen und urspru¨nglichen Fehler
||ek||
||e0|| ≤ κ(MA)
||rPk ||
||rP0 ||
,
da aufgrund der Linkstransformation transformierte und urspru¨ngliche Fehler u¨bereinstim-
men. Falls κ(MA) < κ(A) ist, erwarten wir, daß die transformierten Residuen besser zur
Steuerung der Iteration geeignet sind als die urspru¨nglichen Residuen.
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A.3 Konjugierte Krylovraum-Verfahren im Standardsystem
Die Ausfu¨hrungen in Kapitel 4 haben gezeigt, daß multiplikative und additive Multiskalen-
Verfahren als klassische Iterationsverfahren (Gauß–Seidel-, Jacobi-Verfahren) bezu¨glich des
Standardsystems interpretiert und mit Hilfe der Nichtstandardform effizient implementiert
werden ko¨nnen. In diesem Abschnitt betrachten wir exakte Konjugierte Krylovraum-Verfahr-
en fu¨r das linksvorkonditionierte Standardsystem
M˜−10,s (W
0
lt,S)
tT0W
0
lt,V u˜0,s = M˜
−1
0,s (W
0
lt,S)
tf0
⇐⇒ M˜−10,s T˜0,su˜0,s = M˜−10,s f˜0,s. (1.66)
Hierbei bezeichnet M˜−10,s eine approximative Inverse der Standardform T˜0,s. Wir untersuchen
zuna¨chst ausfu¨hrlich, wie die daru¨ber gewonnenen CKS-Verfahren a¨quivalent aus Sicht des
urspru¨nglichen Gleichungssystems mittels transformierter Suchrichtungen qk−i,k und trans-
formierter Orthogonalisierungsmatrizen Zk formuliert werden ko¨nnen. Dabei sehen wir, daß
die so definierten Verfahren auch als CKS-Verfahren fu¨r die von links durch
M−10,s := W
0
lt,VM˜
−1
0,s (W
0
lt,S)
t
Multiskalen-vorkonditionierte urspru¨ngliche Gleichung aufgefaßt werden kann. Unter den Vor-
aussetzungen von Satz 8, ist eine a¨quivalente Realisierung des Multiskalen-Vorkonditionierers
M−10,s mit Hilfe des Nichtstandardsystems mo¨glich. Damit erhalten wir dann eine meist ef-
fizientere Implementierung der beabsichtigten CKS-Verfahren als direkt u¨ber das linksvor-
konditionierte Standardsystem. Der U¨bersichtlichkeit halber verzichten wir im folgenden auf
die Levelbezeichnungen und kennzeichnen Objekte, die mittels des Standardsystems definiert
sind, lediglich durch einen unteren Index s. Die folgende Diskussion kann selbstversta¨ndlich
auch fu¨r das rechts- oder symmetrisch vorkonditionierte Standardsystem gefu¨hrt werden.
Wir betrachten Krylovraum-Verfahren fu¨r das linksvorkonditionierte standard transformierte
Gleichungssystem (1.66) mit
B = M˜−1s T˜s,
z = r˜0,Ps := M˜
−1
s r˜
0
s = M˜
−1
s (Ws,S)
tr0,
so daß die Suchrichtungen q˜s,k−i,k im Krylovraum Kk−i(M˜−1s T˜s, r˜0,Ps ) liegen. Wegen
r˜k,Ps ∈ r˜0,Ps + (M˜−1s T˜s)Kk−1(M˜−1s T˜s, r˜0,Ps )
existiert eine Darstellung
r˜k,Ps =
k∑
j=1
βj,k(M˜−1s T˜s)
j r˜0,Ps + r˜
0,P
s .
Betrachten wir die Suchrichtungen
q˜s,k−i,k := (M˜−1s T˜s)
k−ir˜0,Ps (i = 1, ..., (σk = k)),
so erhalten wir mit Hilfe nichtsingula¨rer Orthogonalisierungsmatrizen Z˜k die Orthogonalisie-
rungsbedingungen
(r˜k,Ps )
tZ˜k(M˜−1s T˜s)
k−ir˜0,Ps = 0 (i = 1, ..., (σk = k)).
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Sie schreiben sich fu¨r i = 1, ..., (σk = k) auch ausfu¨hrlicher als
k∑
j=1
βj,k(r˜0,Ps )
t[(M˜−1s T˜s)
j ]tZ˜k(M˜−1s T˜s)
k−ir˜0,Ps = −(r˜0,Ps )tZ˜k(M˜−1s T˜s)k−ir˜0,Ps .
Fu¨r Gleichung i dieses Systems erha¨lt man dann
k∑
j=1
βj,k(r0)tWs,SM˜−ts · (Ws,V)tT tWs,SM˜−ts
· ... (j mal)
· (Ws,V)tT tWs,SM˜−ts
· Z˜k
· M˜−1s (Ws,S)tTWs,V
· ... (k − i mal)
· M˜−1s (Ws,S)tTWs,V ·M˜−1s (Ws,S)tr0
= −(r0)tWs,SM˜−ts · Z˜k (1.67)
· M˜−1s (Ws,S)tTWs,V
· ... (k − i mal)
· M˜−1s (Ws,S)tTWs,V ·M˜−1s (Ws,S)tr0.
Im Abschnitt u¨ber Orthogonalisierungsverfahren bezu¨glich vorkonditionierter Gleichungssy-
steme konnten wir die Verfahren alleine anhand der dafu¨r geltenden Abscha¨tzungen auch
aus Sicht des urspru¨nglichen Gleichungssystems mit Hilfe transformierter Suchrichtungen
und transformierter Orthogonalisierungsbedingungen interpretieren. Wir wollen dies nun fu¨r
CKS-Verfahren bezu¨glich des linksvorkonditionierten Standardsystems untersuchen und be-
trachten dazu gema¨ß (1.21) die transformierten Suchrichtungen
qk−i,k = Ws,V q˜s,k−i,k
= Ws,V [M˜−1s (Ws,S)
tTWs,V ]k−iM˜−1s (Ws,S)
tr0
= [Ws,VM˜−1s (Ws,S)
tT ]k−iWs,VM˜−1s (Ws,S)
tr0
und gema¨ß (1.22) die transformierten Orthogonalisierungsmatrizen
Zk = Ws,SM˜−ts Z˜k(Ws,V)
−1.
Durch Ru¨cktransformation eines Residuenvektors
r˜k,Ps =
k∑
j=1
γj,k(M˜−1s T˜s)
j r˜0,Ps + r˜
0,P
s
bezu¨glich des vorkonditionierten Standardsystems mittels Ws,V erhalten wir
Ws,VM˜−1s (Ws,S)
trk =
k∑
j
γj,k[Ws,VM˜−1s (Ws,S)
tT ]jWs,VM˜−1s (Ws,S)
tr0 +Ws,VM˜−1s (Ws,S)
tr0
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und es folgt die Darstellung
rk = (Ws,S)−tM˜s(Ws,V)−1
·[
k∑
j=1
γj,k[Ws,VM˜−1s (Ws,S)
tT ]jWs,VM˜−1s (Ws,S)
tr0 +Ws,VM˜−1s (Ws,S)
tr0]
aus Sicht des urspru¨nglichen Systems. Fordert man nun die Orthogonalisierungsbedingungen
(rk)tZkqk−i,k = 0 (i = 1, ..., (σk = k)),
so erhalten wir fu¨r Gleichung i
k∑
j=1
γj,k(r0)tWs,SM˜−ts (Ws,V)
t· T tWs,SM˜−ts (Ws,V)t
· ... (j mal)
· T tWs,SM˜−ts (Ws,V)t
· (Ws,V)−tM˜ ts(Ws,S)−1
· Ws,SM˜−ts Z˜k(Ws,V)−1
· Ws,VM˜−1s (Ws,S)tT
· ... (k − i mal)
· Ws,VM˜−1s (Ws,S)tT ·Ws,VM˜−1s (Ws,S)tr0
= −(r0)tWs,SM˜−ts (Ws,V)t ·(Ws,V)−tM˜ ts(Ws,S)−1 (1.68)
· Ws,SM˜−ts Z˜k(Ws,V)−1
· Ws,VM˜−1s (Ws,S)tT
· ... (k − i mal)
· Ws,VM˜−1s (Ws,S)tT ·Ws,VM˜−1s (Ws,S)tr0.
Der direkte Vergleich von (1.68) mit (1.67) zeigt, daß man beide Male das gleiche lineare Glei-
chungssystem zur Bestimmung der Koeffizienten βj,k und γj,k erha¨lt. Es gilt damit in jedem
Iterationsschritt βj,k = γj,k fu¨r j = 1, ..., (σk = k). Man beweist durch Induktion, daß da-
mit auch die Iterierten x˜k,Ps im vorkonditionierten Standardsystem nach Ru¨cktransformation
mittels Ws,V jeweils mit den Iterierten xk, die man u¨ber das CKS-Verfahren aus Sicht des
urspru¨nglichen Systems mit den entsprechend transformierten Suchrichtungen und Orthogo-
nalisierungsmatrizen erha¨lt, u¨bereinstimmen.
Das eben beschriebene Vorgehen kann auch als CKS-Verfahren fu¨r die von links mittels
M−1s := Ws,VM˜
−1
s (Ws,S)
t
Multiskalen-vorkonditionierte urspru¨ngliche Gleichung interpretiert werden. Man betrachte
dazu ein Krylovraum-Verfahren fu¨r das so linksvorkonditionierte Gleichungssystem mit
B = M−1s T,
z = r0,P := M−1s r
0,
so daß die Suchrichtungen qk−i,k im Krylovraum Kk−i(M−1s T, r0,P ) liegen, und wa¨hle als
Orthogonalisierungsmatrizen
Zk = Ws,SM˜−ts Z˜k(Ws,V)
−1.
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Fordert man nunmehr die Zk-Orthogonalita¨t der Multiskalen-vorkonditionierten Residuen aus
Sicht des urspru¨nglichen Systems rk = Msrk,P bezu¨glich des Krylovraums Kk−i(M−1s T, r0,P ),
so erha¨lt man wieder die Bestimmungsgleichungen (1.68) und die gleichen Iterierten xk. Will
man hingegen Orthogonalita¨tsbedingungen direkt fu¨r die Multiskalen-vorkonditionierten Re-
siduen rk,P aufstellen, so muß man wegen
(rk)tZk = [(rk,P )t(Ws,V)−tM˜ ts(Ws,S)
−1][Ws,SM˜−ts Z˜k(Ws,V)
−1]
= (rk,P )t(Ws,V)−tZ˜k(Ws,V)−1
dann
ZMk := (Ws,V)
−tZ˜k(Ws,V)−1.
als Orthogonalisierungsmatrizen wa¨hlen. Wir erhalten somit
Satz 22 (A¨quivalenz von (vorkonditionierten) CKS-Verfahren im Standard-
system zu Multiskalen-vorkonditionierten CKS-Verfahren)
Ist M˜−1s eine approximative Inverse der Standardform T˜s und betrachtet man CKS-Verfahren
im damit linksvorkonditionierten Standardsystem, so sind diese a¨quivalent zu den entspre-
chenden CKS-Verfahren fu¨r das mittels M−1s := Ws,VM˜−1s (Ws,S)t Multiskalen-linksvorkondi-
tionierte urspru¨ngliche Gleichungssystem, wenn man fu¨r letztere als Orthogonalisierungsma-
trizen ZMk := (Ws,V)
−tZ˜k(Ws,V)−1 wa¨hlt.
Beweis:
Der Beweis folgt aus der unmittelbar vorangehenden Diskussion.
2
A.4 Additiv Multiskalen-vorkonditionierte Verallgemeinerte
Krylovraum-Verfahren
A.4.1 Eine spezielle Norma¨quivalenz
Im letzten Abschnitt haben wir explizit die A¨quivalenz von (vorkonditionierten) Konjugierten
Krylovraum-Verfahren (CKS-Verfahren) im Standardsystem zu Multiskalen-vorkonditionier-
ten CKS-Verfahren fu¨r das urspru¨ngliche lineare Gleichungssystem gezeigt. Anhand der durch
die Sa¨tze 20 und 21 im vorletzten Abschnitt bereitgestellten Konvergenzaussagen untersuchen
wir jetzt additiv Multiskalen-vorkonditionierte Verallgemeinerte Krylovraum-Verfahren fu¨r
das Konvektions-Diffusions Problem
Tu = −4u+~b · ∇u+ cu = f in Ω = ]0, 1[2 und u = 0 auf ∂Ω (1.69)
mit hinreichend glatten Koeffizientenfunktionen und rechter Seite. Wir starten von der ge-
wo¨hnlichen schwachen Formulierung mittels des Sobolevraums H10(Ω) und zerlegen die zu-
geho¨rige Bilinearform a(v, w) :=
∫
Ω∇v · ∇w + (~b · ∇v)w + cvw dx gema¨ß
asy(v, w) :=
1
2
[
a(v, w) + a(w, v)
]
und ask(v, w) :=
1
2
[
a(v, w)− a(w, v)
]
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in ihren symmetrischen und schiefsymmetrischen Anteil. Partielle Integration ergibt
asy(v, w) =
∫
Ω
∇v · ∇w +
[
c− 1
2
(∇ ·~b)
]
vw dx, (1.71)
ask(v, w) =
∫
Ω
(~b · ∇v)w + 1
2
(
∇ ·~b
)
vwdx. (1.72)
Um Schwierigkeiten, die durch einen indefiniten symmetrischen Anteil entstehen, zu vermei-
den, nehmen wir an, daß ∇·~b = 0 und c ≥ 0 auf Ω sind. Dies gilt in vielen praktisch relevanten
Fa¨llen und kann sogar ohne Beschra¨nkung der Allgemeinheit angenommen werden [86]. Fer-
ner erfu¨lle die wegen asy(v, v) = a(v, v) u¨ber den symmetrischen Anteil der Bilinearform
definierbare verallgemeinerte Energienorm ||v||a := a(v, v) die elementare Norma¨quivalenz
||v||a ≈ ||v||21 ∀v ∈ H10(Ω). (1.73)
Fu¨r den schiefsymmetrischen Anteil gelte die Abscha¨tzung
|ask(v, w)| ≤ γ||v||1||w||0 ∀v, w ∈ H10(Ω). (1.74)
Beides folgt unter geeigneten Voraussetzungen an c und ~b sofort aus den Darstellungen (1.71)
und (1.72). Die Konstante γ ist hierbei offensichtlich von der Konvektion ~b abha¨ngig.
Zur Diskretisierung mittels einer entspechenden diskreten schwachen Formulierung betrach-
ten wir ein Galerkin-Verfahren, bei dem also Ansatz- und Testraum V0 und S0 gleich sind,
und gelangen zu einem linearen Gleichungssystem der Form
T0u0 = f0. (1.75)
Die Voraussetzung S0 = V0 ist notwendig, um u¨berhaupt sinnvoll u¨ber den symmetrischen
Anteil der Bilinearform eine problemabha¨ngige Norm definieren zu ko¨nnen. Fu¨r die Lo¨sung
von (1.75) mit Hilfe eines additiven Multiskalen-Vorkonditionierers nehmen wir weiter an,
daß die Multiskalen-Zerlegungen der Ansatz- und Testseite gleich sind. Obwohl ein solcher
Vorkonditionierer ebenfalls im Falle unterschiedlicher Zerlegungen der Ansatz- und Testseite
definiert werden kann (siehe Kapitel 4.3), ist die Annahme einer Galerkin-artigen Multiskalen-
Zerlegung fu¨r unsere Analyse notwendig. Wir werden auf mo¨gliche Erweiterungen auf den
allgemeineren Petrov–Galerkin-Fall und dabei auftretende Schwierigkeiten jedoch hinweisen.
Deshalb unterscheiden wir im folgenden auch die entsprechenden Transformationsmatrizen
fu¨r die Ansatz- und Testseite.
Approximieren wir die Blo¨cke A−1k der Nichtstandardform T˜0,ns der Steifigkeitsmatrix T0
durch Diagonalmatrizen A˘−1k = h
2
k ·1 fu¨r k = 1, ..., lt und T−1lt durch h2lt ·1, wobei hk die cha-
rakteristische Maschenweite zur Skala k bedeutet, so ergeben sich als additiver Multiskalen-
Vorkonditionierer M−10,s und seine Inverse M0,s (siehe (4.39))
M−10,s =
lt∑
k=1
Q0k,Vh
2
k(Q
0
k,S)
t + P 0lt,Vh
2
lt(P
0
lt,S)
t, (1.76)
M0,s =
lt∑
k=1
(Q0k,S)
−th−2k Q
k
0,V + (P
0
lt,S)
−th−2lt P
lt
0,V . (1.77)
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Damit definieren wir die beiden Skalarprodukte und Multiskalen-Normen
||r0||M−10,s := (M
−1
0,s r0, r0) = h
2
lt||(P 0lt,S)tr0||2 +
lt∑
k=1
h2k||(Q0k,S)tr0||2, (1.78)
||z0||M0,s := (M0,sz0, z0) = h−2lt ||P lt0,Vz0||2 +
lt∑
k=1
h−2k ||Qk0,Vz0||2. (1.79)
Wir setzen ferner voraus, daß eine Norma¨quivalenz zwischen der verallgemeinerten diskreten
Energienorm und der durch M0,s induzierten Multiskalen-Norm besteht:
ca(u0, u0) ≤ h−2lt ||P lt0,Vu0||2 +
lt∑
k=1
h−2k ||Qk0,Vu0||2 ≤ Ca(u0, u0). (1.80)
Die Konstanten seien unabha¨ngig von der Maschenweite h0 des feinen Gitters, der Anzahl
lt der bei der Zerlegung betrachteten Skalen. Wegen ∇ · ~b = 0 auf Ω sind die Konstanten
ebenfalls unabha¨ngig von der Konvektion ~b. Fu¨r Beweise einer solchen Norma¨quivalenz im
Fall Wavelet-artiger Multiskalen-Zerlegungen verweisen wir auf [20, 33, 90, 127, 131]. Fu¨r
zweidimensionale Probleme, die durch eine uniforme Verfeinerung entstanden sind, ha¨ngt im
Fall hierarchischer Multiskalen-Zerlegungen jedoch die Konstante C der oberen Abscha¨tzung
von (1.80) typischerweise quadratisch von der Anzahl der betrachteten Level lt ab. Dies
fu¨hrt zu einer logarithmischen Maschenweitenabha¨ngigkeit der Konvergenzraten zugeho¨riger
hierarchischer Multiskalen-Lo¨ser [129, 131].
Der folgende auf [108] zuru¨ckgehende Satz zeigt, daß die verallgemeinerte Energienorm des
Fehlers einer Approximation an die exakte Lo¨sung des diskreten Problems (1.75) a¨quivalent
zur durch den additiven Multiskalen-Vorkonditionierer (1.76) induzierten Norm des zugeho¨r-
igen Residuums ist. Ist e0 ein Iterationsfehler und r0 = T0e0 das entsprechende Residuum, so
wird die behauptete Norma¨quivalenz
||r0||M−10,s = (M
−1
0,s r0, r0) = (M
−1
0,s T0e0, T0e0) ≈ (T0e0, e0) = a(e0, e0)
versta¨ndlich, wenn man bedenkt, daß M−10,s eine approximative Inverse zu T0 darstellt.
Satz 23 (Verallgemeinete Energienorm des Fehlers ≈MS-Norm des Residuums)
Unter den in diesem Abschnitt gemachten Voraussetzungen sei e0 ∈ V0 der Fehler einer Ap-
proximation an die exakte Lo¨sung des diskreten Problems (1.75) und r0 = T0e0 das zugeho¨rige
Residuum. Dann gelten die Abscha¨tzungen
c
1 + γ2
(
h2lt||(P 0lt,S)tr0||2 +
lt∑
k=1
h2k||(Q0k,S)tr0||2
)
≤ a(e0, e0), (1.81)
a(e0, e0) ≤ C
(
h2lt||(P 0lt,S)tr0||2 +
lt∑
k=1
h2k||(Q0k,S)tr0||2
)
, (1.82)
wobei die Konstanten c und C unabha¨ngig von der Feingittermaschenweite h0, der Anzahl lt
der betrachteten Skalen sowie unabha¨ngig von γ sind.
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Beweis:
Wir unterscheiden im folgenden Beweis trotz der Annahme gleicher Zerlegungen der Ansatz-
und Testseite die entsprechenden Transformationsmatrizen, um die Schwierigkeiten zu ver-
deutlichen, die beim Versuch einer U¨bertragung auf den allgemeineren Petrov–Galerkin-Fall
auftreten. Die kritischen Stellen sind durch (∗) und (∗∗) markiert.
Wir zeigen zuerst die zweite Ungleichung. Aufgrund der Cauchy–Schwarzschen Ungleichung
und der rechten Seite der Norma¨quivalenz (1.80) gilt
a(e0, e0) = (T0e0, e0) = (r0, e0)
= ((W 0lt,S)
−t(W 0lt,S)
tr0, e0) = ((W 0lt,S)
tr0, (W 0lt,S)
−1e0)
= ((W 0lt,S)
tr0,W
lt
0,Se0)
(∗)
= ((W 0lt,S)
tr0,W
lt
0,Ve0)
= (hlt(P 0lt,S)
tr0, h
−1
lt P
lt
0,Ve0) +
lt∑
k=1
(hk(Q0k,S)
tr0, h
−1
k Q
k
0,Ve0)
≤
(
h2lt||(P 0lt,S)tr0||2+
lt∑
k=1
h2k||(Q0k,S)tr0||2
) 1
2 ·
(
h−2lt ||P lt0,Ve0||2+
lt∑
k=1
h−2k ||Qk0,Ve0||2
) 1
2
≤ C
(
h2lt||(P 0lt,S)tr0||2+
lt∑
k=1
h2k||(Q0k,S)tr0||2
) 1
2 · a(e0, e0) 12 .
Hieraus folgt (1.82). Die erste Ungleichung erha¨lt man wegen
h2lt||(P 0lt,S)tr0||2 +
lt∑
k=1
h2k||(Q0k,S)tr0||2
(∗∗)
= (M−10,s r0︸ ︷︷ ︸
=:z0
, r0)
= a(e0, z0) = asy(e0, z0) + ask(e0, z0)
i)
≤ asy(e0, e0) 12asy(z0, z0) 12 + γ||e0||1||z0||1
ii)
≤ asy(e0, e0) 12asy(z0, z0) 12 + Cγa(e0, e0) 12a(z0, z0) 12
iii)
≤ C(1 + Cγ)a(e0, e0) 12 ·
(
h2lt||(P 0lt,S)tr0||2 +
lt∑
k=1
h2k||(Q0k,S)tr0||2
) 1
2
.
Abscha¨tzung i) ergibt sich hierbei durch Anwenden der Cauchy–Schwarzschen Ungleichung
und Ausnutzen der Abscha¨tzung (1.74) des schiefsymmetrischen Anteils. Abscha¨tzung ii)
gilt aufgrund der Norma¨quivalenz (1.73). Die zugeho¨rigen Konstanten ha¨ngen unter den
geforderten Voraussetzungen bis auf γ nicht von der Sta¨rke des unsymmetrischen Anteils ab.
Abscha¨tzung iii) sieht man wie folgt: Wegen z0 = P 0lt,Vh
2
lt(P
0
lt,S)
tr0 +
∑lt
k=1Q
0
k,Vh
2
k(Q
0
k,S)
tr0
gilt P lt0,Vz0 = h
2
lt(P
0
lt,S)
tr0 sowie Qk0,Vz0 = h
2
k(Q
0
k,S)
tr0 fu¨r alle k = 1, ..., lt. Aufgrund der
Norma¨quivalenz (1.80) erhalten wir dann
a(z0, z0) ≤ C
(
h−2lt ||P lt0,Vz0||2 +
lt∑
k=1
h−2k ||Qk0,Vz0||2
)
= C
(
h2lt||(P 0lt,S)tr0||2 +
lt∑
k=1
h2k||(Q0k,S)tr0||2
)
.
2
164 Additiv MS-vorkonditionierte Verallgemeinerte Krylovraum-Verfahren
A.4.2 Verfahren, die ||rk||M−10,s minimieren
Wir zeigen jetzt, daß die Konvergenzraten additiv Multiskalen-vorkonditionierter Verallge-
meinerter Krylovraum-Verfahren, die die durch den Multiskalen-Vorkonditionierer induzierte
Norm des Residuums minimieren, unabha¨ngig von der Anzahl lt der auftretenden Skalen
sind.
Rechtsvorkonditionierung
Wir betrachten das rechts additiv Multiskalen-vorkonditionierte Gleichungssystem auf der
feinsten Skala
T0M
−1
0,s v0 = f0
und wa¨hlen schrittunabha¨ngige Orthogonalisierungsmatrizen Zi = Z, so daß in jedem Itera-
tionsschritt i
||ri0||P tL,iZP−1R,iT−10 = ||r
i
0||ZM0,sT−10
!= ||ri0||M−10,s ,
gilt, also zum Beispiel Z = M−10,s T0M
−1
0,s . Nach Satz 21 erhalten wir die Abscha¨tzungen
||ri0||M−10,s ≤ (1− τ
P · τ¯P ) i2 ||r00||M−10,s , (1.83)
||ei0||T t0M−10,sT0 ≤ (1− τ
P · τ¯P ) i2 ||e00||T t0M−10,sT0 (1.84)
mit den Konstanten
τP = inf
w0∈IRN0
w0 6=0
(w0, T0M−10,sw0)M−10,s
(w0, w0)M−10,s
und τ¯P = inf
w0∈IRN0
w0 6=0
(w0,M0,sT−10 w0)M−10,s
(w0, w0)M−10,s
.
Zum Nachweis des Optimalita¨t des zugeho¨rigen Verfahrens, genu¨gt es zu zeigen, daß
τP > 0 und τ¯P > 0
unabha¨ngig von von der Feingitter-Maschenweite h0 und der Anzahl lt der Skalen gelten.
1. Wir betrachten τP und erhalten fu¨r die Skalarprodukte im Za¨hler und Nenner
(w0, T0M−10,sw0)M−10,s = (M
−1
0,sw0︸ ︷︷ ︸
=:z0
, T0M
−1
0,sw0) = (T0z0, z0)
= a(z0, z0),
(w0, w0)M−10,s = (M
−1
0,sw0, w0) = (M0,sz0, z0)
= h−2lt ||P lt0,Vz0||2 +
lt∑
k=1
h−2k ||Qk0,Vz0||2.
Wegen der Norma¨quivalenz (1.80) folgt τP > c > 0 mit c 6= c(h0, lt, γ).
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2. Wir betrachten τ¯P und erhalten fu¨r die Skalarprodukte im Za¨hler und Nenner aufgrund
Satz 23
(w0,M0,sT−10 w0)M−10,s = (w0, T
−1
0 w0︸ ︷︷ ︸
=:z0
) = (T0z0, z0) = a(z0, z0)
≥ c
1 + γ2
(M−10,sw0, w0),
(w0, w0)M−10,s = (M
−1
0,sw0, w0).
Damit gilt τ¯P > c
1+γ2
> 0 mit c 6= c(h0, lt).
Linksvorkonditionierung
Wir betrachten nun das links additiv Multiskalen-vorkonditionierte Gleichungssystem
M−10,s T0u0 = M
−1
0,s f0
und wa¨hlen konstante Orthogonalisierungsmatrizen Zi = Z, so daß
||ri0||P tL,iZP−1R,iT−10 = ||r
i
0||M−10,sZT−10
!= ||ri0||M−10,s
gilt, etwa Z = T0, da M−10,s symmetrisch ist. Nach Satz 21 erhalten wir fu¨r das entsprechende
Verfahren die gleichen Abscha¨tzungen (1.83) und (1.84) wie im Fall der Vorkonditionierung
von rechts, wobei die darin auftretenden Konstanten jetzt aber wie folgt definiert sind:
τP := inf
w0∈IRN0
w0 6=0
(w0,M−10,s T0w0)M0,s
(w0, w0)M0,s
und τ¯P := inf
w0∈IRN0
w0 6=0
(w0, T−10 M0,sw0)M0,s
(w0, w0)M0,s
.
Wir zeigen, daß diese wiederum unabha¨ngig von h0 und lt von Null weg beschra¨nkt sind.
1. Wir betrachten τP und erhalten fu¨r die Skalarprodukte im Za¨hler und Nenner
(w0,M−10,s T0w0)M0,s = (T0w0, w0) = a(w0, w0),
(w0, w0)M0,s = (M0,sw0, w0)
= h−2lt ||P lt0,Vw0||2 +
lt∑
k=1
h−2k ||Qk0,Vw0||2.
Aufgrund der Norma¨quivalenz (1.80) folgt τP > c > 0 mit c 6= c(h0, lt, γ).
2. Wir betrachten τ¯P und erhalten fu¨r die Skalarprodukte im Za¨hler und Nenner wegen
Satz 23
(w0, T−10 M0,sw0)M0,s = (M0,sw0︸ ︷︷ ︸
=:z0
, T−10 M0,sw0) = (z0, T
−1
0 z0)
= a(e0, e0) (z0 =: T0e0)
≥ c
1 + γ2
(M−10,s z0, z0),
(w0, w0)M0,s = (M0,sw0, w0)
= (M−10,s z0, z0).
Es gilt also τ¯P > c
1+γ2
> 0 mit c 6= c(h0, lt).
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Wir fassen die obigen Ergebnisse zusammen:
Es seien die Voraussetzungen (1.73) und (1.74) in Bezug auf die schwache Formulierung
des Konvektions-Diffusions Problems (1.69) erfu¨llt. Ausgehend von einem Galerkin-artigen
Multiskalen-Ansatz gelte ebenfalls (1.80) und die Konstanten in den Norma¨quivalenzen seien
unabha¨ngig von der Konvektion ~b.
Fu¨r additiv Multiskalen-vorkonditionierte Verallgemeinerte Krylovraum-Verfahren, welche
die durch den Vorkonditionierer induzierte Norm des Residuums in jedem Iterationsschritt
minimieren, gelten dann die Abscha¨tzungen (1.83) und (1.84) mit Konstanten, die nicht von
der Maschenweite der Diskretisierung und der Tiefe der Multiskalen-Zerlegung abha¨ngen.
In den Fa¨llen von Links- und Rechtsvorkonditionierung sind die darin auftretenden Gro¨ßen
τP konvektionsunabha¨ngig. Sie stellen die Infima — genommen u¨ber alle reellen Vektoren
ungleich 0 — der verallgemeinerten Rayleigh-Quotienten der vorkonditionierten Operatoren
bezu¨glich der Skalarprodukte (· , ·)M−10,s (Rechtsvorkonditionierung) und (· , ·)M0,s (Linksvor-
konditionierung) dar. In beiden Fa¨llen sind die Gro¨ßen τ¯P jedoch konvektionsabha¨ngig. Sie
sind die entsprechenden Infima der verallgemeinerten Rayleigh-Quotienten in Bezug auf die
Inversen der vorkonditionierten Operatoren.
Die Gro¨ßen τP und τ¯P ko¨nnen ebenfalls als die Infima der Realteile der numerischen Wertebe-
reiche der vorkonditionierten Operatoren und ihrer Inversen hinsichtlich der entsprechenden
Skalarprodukte angesehen werden.
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