Abstract. Gerstenhaber's theorem states that the dimension of the unital algebra generated by two commuting n × n matrices is at most n. We study the analog of this question for positive matrices with a positive commutator. We show that the dimension of the unital algebra generated by the matrices is at most
Introduction
A classical question in linear algebra asks for the upper bound of the dimension of a commutative algebra of n × n matrices. The basic question was answered by Schur [17] showing that the upper bound for the dimension is ⌊ n 2 4 ⌋ + 1. An important version of the above question asks for the upper bound of the dimension of a unital algebra generated by two commuting matrices. Using algebraic geometry, Gerstenhaber proved the following well-known result.
Theorem 1.1 ([9]).
If n×n matrices A and B commute, then the unital algebra generated by A and B is at most n-dimensional.
As pointed out by Guralnick [10] , the above theorem follows also from the irreducibility of the variety of all pairs of commuting n × n matrices, a result which was first proved by Motzkin and Taussky [14] . All these proofs of Theorem 1.1 use algebraic geometry. Purely linear-algebraic proofs, using generalized Cayley-Hamilton theorem, were provided by Barria and Halmos [3] and by Laffey and Lazarus [13] . We note that Theorem 1.1 fails for commutative algebras generated by more than 3 elements [10] , while the question whether the dimension of an algebra generated by three commuting n × n matrices is bounded by n is still open. See [11] for a recent approach to this problem, and references therein.
In the case of positive matrices it is natural to consider positivity of the commutator. The study of positive commutator of positive matrices and positive operators on Banach lattices was initiated in [4] . Such commutators have interesting properties (see [4] , [8] , [5] ). For example, a positive commutator [A, B] = AB − BA of positive matrices A and B is nilpotent and contained in the radical of the (Banach) algebra generated by A and B. Furthermore, if one of the matrices A and B is ideal-irreducible, then positivity of their commutator implies that they actually commute. In this paper we connect the study of positive commutators of positive matrices with Gersenhaber's theorem. More precisely, we consider the following question. 
What is the upper bound for the dimension of the unital algebra generated by A and B?
We prove that, in general, this dimension is at most n(n+1) 2
. Then we consider Question 1.2 for special types of matrices, where the upper bound can be reduced significantly.
The paper is organized as follows. In Section 2 we gather relevant notation, definitions and properties needed throughout the text.
In Section 3 we answer the general form of Question 1.2. We show that the upper bound for the dimension in the question is n(n+1) 2
. Furthermore, if one of the matrices in the question is ideal-irreducible, then the matrices commute, so that the conclusion is in this case the same as in Gerstenhaber's theorem. We also give an example of two positive semi-commuting matrices where the upper bound n(n+1) 2 is attained. In Section 4 we consider Question 1.2 when one of the matrices is a permutation matrix. We prove that in this case the upper bound is again n. Along the way we completely describe the vector space of matrices that intertwine two cycles of possibly different sizes, and we also determine its dimension.
In Section 5 we confine ourselves to the case when one of the matrices is a companion matrix. In this case, the upper bound in Question 1.2 depends on the algebraic multiplicity of zero as an eigenvalue of the companion matrix. We also prove that only upper-triangular matrices can semi-commute with a given Jordan block.
In Section 6 we consider Question 1.2 for the case of two positive idempotent matrices. When one matrix is assumed to be strictly positive, then the upper bound is 6, and if we additionally assume that its transpose is strictly positive as well, then the matrices commute and the upper bound is 4. In general, we show that in an associative algebra two (not necessarily positive) idempotents E and F satisfying (EF − F E) n = 0 generate a unital algebra of dimension at most 4n. This upper bound can be significantly reduced in the case when E and F are complex idempotent n × n matrices. Gaines, Laffey and Shapiro [7] proved that, in this case, the algebra is at most 2n-dimensional if n is even, and at most (2n − 1)-dimensional if n is odd. Moreover, this result holds also without the assumption on nilpotency of the commutator. In the case of positive semi-commuting idempotent matrices, we show that this bound is actually 9. The latter result holds also in a more general setting of vector lattices.
Preliminaries
Most of our results are obtained for matrices but some of them hold in more general setting of vector lattices. Therefore, we first provide basic definitions and properties of vector lattices.
An ordered vector space L is a real vector space equipped with an order relation ≤ which is compatible with the vector space structure. If L is a lattice with respect to the ordering ≤, then L is said to be a vector lattice or a Riesz space. Vector x is called positive if x ≥ 0. The set of all positive vectors is denoted by L + and is called the positive cone of L. The supremum and the infimum of vectors x and y are denoted by x ∨ y and x ∧ y, respectively. The vector x ∨ −x is called the modulus or the absolute value of x, and is denoted by |x|. An important example of a vector lattice is n-dimensional real vector space R n equipped with the componentwise ordering. Therefore, if x = (x 1 , . . . , x n ) is an arbitrary vector in R n , then |x| = (|x 1 |, . . . , |x n |). Positive vectors in R n are precisely the ones with nonnegative coordinates. Therefore, they are sometimes called nonnegative vectors. A vector x ∈ R n with positive coordinates is said to be strictly positive. An order ideal of a vector lattice L is a vector subspace J of L with the property that conditions 0 ≤ |y| ≤ |x| and x ∈ J imply y ∈ J . In R n the ideals are precisely standard subspaces, i.e., J is an order ideal in R n whenever
for some subset I of {1, . . . , n}. If I = ∅, then J = R n . An order closed ideal is called a band. The disjoint complement S d of a nonempty set S is defined as {x ∈ L : |x| ∧ |s| = 0 for all s ∈ S}.
The set S d is always a band. A band B in L is called a projection band whenever L = B ⊕ B d . The latter direct sum is an order direct sum, i.e., if x = y + z is a vector in L for some y ∈ B and z ∈ B d , then x is positive if and only if y and z are positive. Vector lattice L is said to have the projection property whenever every band in L is a projection band. It is well-known that R n has the projection property and that every standard subspace of R n is a projection band.
If · is a norm on L, then the pair (L, · ) is called a normed vector lattice or a normed Riesz space whenever 0 ≤ |x| ≤ |y| implies x ≤ y . A normed vector lattice that is also a Banach space is called a Banach lattice. A linear operator T : L → L is said to be positive whenever T (L + ) ⊆ L + . We will write T ≥ 0 whenever T is positive.
An operator T is said to be negative if −T is positive. If the commutator AB − BA of operators A and B is positive or negative, then A and B are said to semi-commute. If L = R n is equipped with the componentwise ordering, a linear operator T on L is positive if and only if the matrix that represents T with respect to the standard basis has nonnegative entries. In matrix theory matrices with nonnegative entries are called nonnegative matrices. However, in this paper we adopt the terminology that is usually used in the theory of vector lattices. Therefore the matrices with nonnegative entries will be called positive matrices. In the case of real matrices A and B we will write A ≥ B whenever A − B is positive. It should be noted that A ≥ B if and only if a ij ≥ b ij for all i, j.
The absolute kernel N (T ) of a positive linear operator T on a vector lattice L is defined as the set {x ∈ L : T |x| = 0}. If N (T ) = {0}, then T is said to be strictly positive. Therefore, a positive operator T is strictly positive if and only if the kernel ker T does not contain positive vectors. A positive operator T is called order continuous if for every decreasing net {x α } α with zero as its infimum, the infimum of the net {T x α } α is also zero. It is a standard fact that the absolute kernel of an order continuous operator is always a band.
The set of all bounded linear functionals of a Banach lattice L is well-known to be a Banach space. The Banach space L * can be naturally equipped with the ordering given If not otherwise stated, matrices appearing throughout the text are complex matrices of size n × n. The spectral radius of a positive matrix is always an eigenvalue having a positive eigenvector ([1, Theorem 8.11]). A matrix A is ideal-reducible if there exists a nontrivial ideal of R n that is invariant under A. Therefore, the matrix A is ideal-reducible if and only if there exists a permutation matrix P such that the matrix P T AP is of the form ⋆ ⋆ 0 ⋆ .
From here it is not hard to see that A is ideal-reducible if and only if A T is ideal-reducible. If there exists a permutation matrix P such that P T AP is upper-triangular, then A is said to be ideal-triangularizable. If A is not ideal-reducible, then A is said to be idealirreducible. At this point we would like to stress out that other authors use different terms for ideal-reducibility and ideal-triangularizability. For instance, in [1] and [15] , the terms that authors use are reducible and decomposable, respectively. In [15] the authors also use complete decomposability instead of ideal-triangularizability.
It is easy to see that ideal-irreducible positive matrices are strictly positive. If A is an ideal-irreducible positive matrix, then by the classical Perron-Frobenius theory (see [1, Theorem 8.26 ]) the spectral radius r(A) is positive, and the eigenspace corresponding to r(A) is one-dimensional and spanned by a strictly positive eigenvector.
By a cycle of order n we mean a n × n matrix C n defined by C n e j = e j−1 for all 2 ≤ j ≤ n and C n e 1 = e n where {e 1 , . . . , e n } is the set of all standard basis vectors of the space R n (C n ). It is not difficult to see that the n × n cycle C n is ideal-irreducible. We denote by J n the nilpotent n × n Jordan block.
For details not explained throughout the text regarding the lattice structure of R n and positive matrices we refer the reader to [1] .
We conclude this section with the following lemma in which we prove that positive matrices A and B with a positive commutator AB − BA commute whenever at least one of the matrices A and B is ideal-irreducible. The case when A is ideal-irreducible was considered in the proof of [4, Theorem 2.1]. For the sake of completness we provide a complete proof that also covers the case when the matrix B is ideal-irreducible. We would also like to refer the reader to [ Proof. Suppose first that the matrix A is positive and ideal-irreducible. Then we have r := r(A) > 0, and there exist strictly positive vectors x and y such that Ax = rx and A T y = ry, from where the following identity follows
Since y is strictly positive and AB − BA is positive, we first conclude (AB − BA)x = 0. If z is an arbitrary vector in R n , then there exists λ ≥ 0 such that |z| ≤ λx. From here we obtain
Since (AB − BA)z = 0 for each vector z ∈ R n , we conclude that AB = BA. If B is ideal-irreducible and positive, then by transposing the inequality AB − BA ≥ 0 we obtain
T is ideal-irreducible and positive as well, by the first case of the proof we have that A T and B T commute. This immediately implies AB = BA.
General case
In this section we answer Question 1.2 with Theorems 3.2 and 3.3. First we observe that the answer to the special case when one of the matrices is ideal-irreducible follows immediately from Theorem 1.1 and Lemma 2.1.
Corollary 3.1. Let A and B be semi-commuting n × n matrices. If one of the matrices A and B is positive and ideal-irreducible, then the unital algebra generated by A and B is at most n-dimensional.
The conclusion in Corollary 3.1 is the same as in Gerstenhaber's theorem, since semicommuting matrices actually commute when one of the matrices is positive and idealirreducible. If neither A nor B is ideal-irreducible, then, in general, A and B do not commute, and the dimension of the algebra generated by A and B can be greater than n. We will see that the answer still depends on the structure of matrices A and B. The following theorem considers the most general case. The dimension of the algebra generated by two positive matrices A and B substantially increases if we replace the assumption that A and B commute with the assumption that A and B semi-commute. Theorem 3.2. Let A and B be semi-commuting positive n × n matrices. Then the unital algebra generated by A and B is at most
Proof. Let us denote by A the unital algebra generated by A and B. Let us also denote by C the matrix A + B, and let C :
Since AC − CA = AB − BA, A and C semicommute, so that A and C actually commute by Lemma 2.1. Therefore, A and B commute and the dimension of A is at most n by Theorem 1.1.
Suppose now that k ≥ 2. For every 2 ≤ j ≤ k, let K j be the ideal of R n such that
Since every ideal in C is also invariant under A, with respect to the decomposition
the matrices A and C can be written as
with positive blocks. Therefore, with respect to the decomposition (1) the matrix B can be written as
Furthermore, maximality of the chain C implies ideal-irreducibility of diagonal blocks C ii for all 1 ≤ i ≤ k, so that by Lemma 2.1 the diagonal blocks A ii and C ii commute for all 1 ≤ i ≤ k. Since AC − CA = AB − BA, we have that A ii and B ii commute for all 1 ≤ i ≤ k. By applying the fact that every commuting family of complex matrices is simultaneously triangularizable, A and B are upper-triangular in some basis of the space C n . From this we conclude that the algebra A is at most
From Corollary 3.1 and the proof of Theorem 3.2 we can derive that if
is a maximal chain of ideals invariant under both A and B, then the dimension of the unital algebra generated by A and B is at most
This bound is smaller than n(n+1) 2 if and only if A + B is not ideal-triangularizable, or equivalently, the pair {A, B} is not ideal-triangularizable.
In the following theorem we prove that the upper bound from Theorem 3.2 can be attained.
Theorem 3.3. For every n ∈ N there exists a positive diagonal matrix B such that J n B − BJ n ≥ 0 and the dimension of the unital algebra generated by J n and B is precisely
Proof. Let B be a diagonal matrix with strictly increasing positive entries on the diagonal and let A be the unital algebra generated by J n and B. It is clear that J n , B and J n B−BJ n are positive. Let us prove by induction on j − i that all the matrices E ij where i ≤ j are in A. Since the diagonal entries of B are distinct, it is a standard result that there exist polynomials
Assume now that j − i > 0 and that
By the assumption each matrix E m,
In Theorem 3.3 we have seen that the algebra generated by semi-commuting positive matrices B and J n is the largest possible if B is taken to have a lot of invariant ideals. We will see in Section 5 that every positive matrix that semi-commutes with a Jordan block is upper-triangular. We conclude this section with the following question.
, do there exist positive n × n matrices A and B with a positive commutator AB − BA such that the dimension of the unital algebra generated by A and B is precisely k?
Cycles and permutations
In this section we consider Question 1.2 when one of the matrices A and B is a permutation matrix. In the following lemma which follows easily from Corollary 3.1 we first consider the case when permutation matrices are cycles.
Lemma 4.1. Let C n be a cycle of order n and let A be a matrix that semi-commutes with C n . Then the algebra generated by A and C n is n-dimensional.
Proof. The lemma follows directly from Corollary 3.1, together with the well-known fact that the powers I, C n , C 2 n , . . . , C n−1 n are linearly independent.
In particular, Lemma 4.1 implies that every n × n matrix that semi-commutes with the cycle C n of order n is a polynomial in C n .
We proceed with the case when a given matrix intertwines two cycles of possibly different sizes. In other words, A is a Toeplitz matrix such that for each i the diagonals containing a mi and a 1,i+1 (respectively a in and a i+1,1 ) are the same.
Proof. The proof of (a) can be given by a direct calculation. To see (b), note first that the inequality C m A ≥ AC n is equivalent to a i+1,j ≥ a i,j−1 for all 1 ≤ i ≤ m and 1 ≤ j ≤ n where the indices are taken modulo m and n. However, if we are moving along the diagonals, we come to the beginning after finitely many steps. Therefore the above inequalities are actually equalities. Moreover, by applying (a) we obtain C m A = AC n . In the following theorem we consider general permutation matrices. Theorem 4.5. Let P be a permutation matrix and let A be a matrix such that A and P semi-commute. Then A and P commute and the algebra generated by A and P is at most n-dimensional.
Proof. Suppose first that P A ≥ AP . Then there exists a permutation matrix Q such that
for some cycles C n 1 , . . . , C n k , where n = n 1 + · · · + n k . Since the matrix
This implies that A and P commute, so that A and P commute as well. If AP ≥ P A, then P T A T ≥ A T P T , so that by the first case A T commutes with P T . This immediately implies that A and P commute.
Since in both cases the matrices A and P commute, the unital algebra generated by them is at most n-dimensional by Theorem 1.1.
The above proposition does not hold for generalized permutations. Indeed, as we can see from Theorem 3.3, the upper bound for the dimension of the algebra is n(n+1) 2 .
Companion matrices and Jordan blocks
In this section we consider Question 1.2 in the case when one of the matrices is a companion matrix. By a companion matrix we mean a matrix A of the form
The minimal polynomial m of the companion matrix A is given by m(λ) = λ n −a n−1 λ n−1 − · · · − a 1 λ − a 0 . Recall that the algebraic multiplicity of an eigenvalue λ 0 of a given matrix is equal to the degree of λ 0 as a zero of its characteristic polynomial. In the case of a companion matrix A zero is an eigenvalue of A with algebraic multiplicity k if and only if a 0 = · · · = a k−1 = 0 and a k = 0. Proof. A direct calculation shows that
Suppose first that AB ≥ BA, so that 
Since the product of positive matrices is positive, the inequality
k is also nilpotent for every k ∈ N 0 . Since C is of rank one, we have C 2 = 0, so that e
companion matrix gives us e
for all k = 0, . . . , n − 2, so that
Assume now that BA ≥ AB. Then the inequalities e Since zero is an eigenvalue of J n with algebraic multiplicity n, by Proposition 5.2 the only positive matrices that semi-commute with a Jordan block are upper-triangular ones.
Corollary 5.3. Every positive n × n matrix which semi-commutes with a Jordan block J n is upper-triangular.
As an application of Proposition 5.2 we will determine the upper bound for the dimension of the unital algebra generated by two semi-commuting positive matrices where one of them is a companion matrix. can be attained when B is chosen to be an appropriate diagonal matrix by Theorem 3.3.
Proof. Suppose first that k = 0 and write
Since k = 0 we have a 0 = 0. We claim that A is ideal-irreducible. To prove this, suppose that J is a nonzero ideal invariant under A. Then e j ∈ J for some 1 ≤ j ≤ n. If j > 1, then e l ≤ A j−l e j ∈ J for all 1 ≤ l ≤ j. In particular e 1 ∈ J . Since e n = 1 a 0 Ae 1 ∈ J by the above the ideal J contains all standard basis vectors of R n which implies that A is ideal-irreducible. Since A is ideal-irreducible, the unital algebra generated by A and B is at most n-dimensional by Corollary 3.1. This finishes the proof in the case when k = 0.
Suppose now that 0 < k ≤ n. By Proposition 5.2 the matrix B is of the form
for some upper-triangular k × k-matrix B 1 . Then the matrix A can be written in the form
where A ′ is an ideal-irreducible companion matrix. Since B 1 is upper-triangular, the unital algebra generated by J k and B 1 is at most
and semi-commutes with B 3 , the dimension of the unital algebra generated by A ′ and B 3
is at most n − k by Corollary 3.1. Finally we conclude that the dimension of the unital algebra generated by A and B is at most
Positive idempotents
In this section we consider the case of idempotent positive n × n matrices E and F satisfying EF ≥ F E. By Theorem 3.2 the dimension of the unital algebra A generated by E and F is at most
. This upper bound can be reduced significantly as it is shown in Theorem 6.6. The special cases when E or both E and E T are strictly positive are considered in Theorem 6.4. It is proved that the dimension of A is at most 6 in that case. Theorems 6.4 and 6.6 are proved in the general setting of vector and Banach lattices.
As we have seen in Lemma 2.1, semi-commuting positive matrices commute whenever one of the matrices is ideal-irreducible. If we replace ideal-irreducibility with strict positivity, the following two lemmas show that we still obtain nice algebraic relations between two semi-commuting positive idempotent linear operators. These relations enable us to significantly reduce the dimension of the unital algebra generated by them.
Lemma 6.1. Let E and F be positive idempotent linear operators on a vector lattice L which satisfy EF ≥ F E.
(a) If E is strictly positive, then EF E = F E and F E is an idempotent. (b) If F is strictly positive, then F EF = EF and EF is an idempotent.

Assume additionally that L is a Banach lattice.
(c) If F * is strictly positive, then F EF = F E and F E is an idempotent.
(d) If E * is strictly positive, then EF E = EF and EF is an idempotent.
Proof. To see (a), first note that the positive operator E(EF − F E)E is zero. Since E is strictly positive, for every positive vector x ∈ L we have (EF − F E)Ex = 0. The fact that the positive cone L + of L spans L gives us EF E = F E. By multiplying the equality EF E = F E with F on the left-hand side we obtain (F E) 2 = F E.
To prove (c), assume that F * is strictly positive on the dual Banach lattice L * . Since E and F are idempotents, their adjoint operators E * and F * are idempotents as well.
Since EF ≥ F E also implies F * E * ≥ E * F * , by (a) we obtain F * E * F * = E * F * and that (F E) * = E * F * is an idempotent. This immediately implies that F EF = F E and that F E is an idempotent. We omit the proofs of (b) and (d) since they are very similar to the proofs of (a) and (c), respectively. Proof. If E is strictly positive, then Lemma 6.1 implies
The case when F is strictly positive can be treated similarly.
To prove (b), note that by Lemma 6.1 we can similarly as in (a) obtain (F * E * − E * F * ) 2 = 0. The latter equality immediately implies (EF − F E) 2 = 0. The proof of (c)
immediately follows from Lemma 6.1.
Surprisingly, Lemma 6.2 holds more generally. Proof. To see (a), assume that E is strictly positive. Since E(EA − AE)E = 0, positivity of EA − AE and strict positivity of E imply EAE − AE = (EA − AE)E = 0. Applying the identity EAE = AE we obtain
Since (EA−AE) 2 is positive as a product of positive operators, and since E(EA−AE) 2 =
Since the proof of (b) is similar to the proofs of (a) and Lemma 6.1(c), we omit it. From (a) and (b) we immediately obtain (c).
The upper bound for the dimension of the unital algebra A generated by two semicommuting positive n × n matrices A and B is at most
by Theorem 3.2. Furthermore, if one of the matrices A and B is also ideal-irreducible, then the algebra A is at most n-dimensional by Corollary 3.1. When A and B are idempotents, the upper bound for the dimension of the algebra A can be reduced significantly. In the following theorem we first consider the case when one of idempotents or their adjoints is strictly positive. Since the adjoint operator of a bounded linear operator on a normed space corresponds to the matrix transpose in finite dimensions, Theorem 6.4 can be applied in the case when L is R n ordered componentwise, and the operators in question are matrices.
Proof. Let us denote by A and W the unital algebra generated by E and F and the set of all words in E and F , respectively. To see (a), assume that E is strictly positive. The other case is treated similarly. Note first that by Lemma 6.1 we have EF E = F E. We claim that the algebra A is equal to the linear span L of the set {I, E, F, EF, F E, F EF }. It should be obvious that L ⊆ A. To prove A ⊆ L, it suffices to see that L contains words of arbitrary length. The latter will be proved by induction on the length of words in W.
The equality EF E = F E implies that L contains all words from W of length at most 3. Suppose now that L contains all words from W of length at most n for some n ≥ 3, and let w n+1 ∈ W be an arbitrary word of length n + 1. Then w n+1 starts with either E or F . Suppose that the former happens. Then w n+1 = Ew n for some word w n ∈ W of length n. Since there exist scalars λ 1 , . . . , λ 6 such that
we have
From the last line and the equality EF EF = F EF we can conclude that w n+1 can be written as a linear combination of words from W of length at most 3, and since EF E = F E, w n+1 is contained in L. The case when the word w n+1 starts with F can be dealt similarly. Now it should be obvious that the dimension of A is at most 6.
If one of the operators E * and F * is strictly positive, then by (a) the unital algebra generated by E * and F * , and hence A, is at most 6-dimensional.
To see (c), assume that E and E * or F and F * are strictly positive. By Lemma 6.2
the operators E and F commute. Therefore, an arbitrary word w ∈ W equals to EF whenever E and F both appear in w. This implies that the algebra A is linearly spanned by the set {I, E, F, EF }.
As we have seen in Theorem 6.4, the dimension of the unital algebra generated by two positive idempotents E and F on a Banach lattice with EF ≥ F E can be bounded by 6 if one of the operators E and F is strictly positive. Surprisingly, the dimension of the respective algebra is very small even without the assumption on strict positivity. First we need some technical preparation.
Let us denote the set {I, E, F, EF } by C 0 . For each n ∈ N we define C n inductively as C n = [E, F ] · C n−1 . The set G m is defined as the linear span of the set m n=0
C n for each m ∈ N 0 . Furthermore, let us denote by A and F n the unital algebra generated by E and F and the set of all words in E and F of length n, respectively. If n = 2m for some m ∈ N, then F n .
Lemma 6.5. For each n ∈ N 0 we have
Proof. Since we have
where t n (E, F ) is a sum of words in E and F of length at most 2n + 1, we obtain
By a tedious induction which is left to the reader one can see that G n is spanned by the set of all words of length at most 2n + 2 except (F E) n+1 . Therefore, G n is spanned by the
The conclusion of the lemma now immediately follows.
Lemma 6.5 immediately implies that the algebra A is spanned by the set
Theorem 6.6. Let E and F be positive idempotent linear operators on a vector lattice L with the projection property. If F is order continuous and the commutator EF − F E is positive, then the dimension of the unital algebra generated by E and F is at most 9.
Proof. Since F is order continuous, the absolute kernel N (F ) is a band in L. The fact that L has the projection property implies that the lattice L can be decomposed as
With respect to this decomposition the operators E and F can be decomposed as
where the blocks are positive operators between appropriate vector lattices. We claim that F 22 is strictly positive. Indeed, let x ∈ N (F ) d be a positive vector such that F 22 x = 0. Using idempotency of F we obtain F 12 = F 12 F 22 . Therefore, F 12 x = 0. This implies that the vector 0 x lies in N (F ). So x = 0 which proves the claim. We claim that the unital algebra generated by E and F is spanned by the set Similarly, we have
To show that [E, F ] 2 E is also zero, let I be the order ideal generated by Using (4) and (6) we get
By (4) the ideal I is invariant under F 22 , and since E 22 is idempotent, I is also invariant under E 22 . Therefore (5) implies
Next,
by (3) . Finally, the identity
Since the algebra A is spanned by
C n , the fact that we have [E, F ] 3 = 0 implies that the algebra A is spanned by
2 EF = 0 we conclude that the algebra A is spanned by the set F . This immediately implies that the dimension of A is at most 9.
Since the space R n ordered componentwise has the projection property, and matrices are order continuous on R n , we get an immediate corollary for matrices.
Corollary 6.7. Let E and F be positive idempotent n × n matrices with a positive commutator EF − F E. Then the dimension of the unital algebra generated by E and F is at most 9.
As the following example shows the upper bound in Theorem 6.6 can be obtained. 
A direct calculation shows that the commutator EF − F E is positive, and that the set
which spans the unital algebra generated by E and F is linearly independent.
If we only assume that idempotent matrices E and F satisfy EF ≥ F E ≥ 0, then their commutator EF − F E is nilpotent by [4, Theorem 2.3] . Therefore we study also idempotents with nilpotent commutators without any positivity assumptions. The upper bound for the algebra generated by two idempotent elements of an associative algebra with nilpotent commutator is closely related to the nil-index of their commutator. Theorem 6.9. If idempotents E and F in an associative algebra satisfy (EF − F E) k = 0 for some k ∈ N, then the dimension of the unital algebra generated by E and F is at most 4k.
Proof. Recall that we denoted by A and F n the unital algebra generated by E and F and the set of all words in E and F of length n, respectively. We first prove that V 2k = V 2k+1 . Since V 2k+m 1 ⊆ V 2k+m 2 whenever 0 ≤ m 1 ≤ m 2 , we conclude that V 2k ⊆ V 2k+1 . To prove the opposite inclusion we need to see that F 2k+1 ⊆ V 2k . After expanding the identity (EF − F E) k = 0 and rearranging its terms, we can write
where s k−1 (E, F ) is a sum of some words in E and F of length at most 2k − 1. By multiplying the identity (7) by F on the left-hand side we obtain
Since F s k−1 (E, F ) is a sum of some words in E and F of length at most 2k, we have (F E) k F ∈ V 2k . Similarly we can see (EF ) k E ∈ V 2k , so that V 2k = V 2k+1 . We prove by induction that V 2k = V 2k+m for all m ∈ N 0 . For m = 0 the equality obviously holds. Suppose now that for some m ∈ N 0 we have V 2k = V 2k+m . Then V 2k = V 2k+j for every 0 ≤ j ≤ m, so that
By the definition of V 2k+m+1 we therefore have V 2k+m+1 ⊆ V 2k which finishes the induction step. Since the equality (7) implies that the set {I,
F n spans A, the dimension of A is at most 2 + 2(2k − 1) = 4k.
The above theorem immediately implies that a unital algebra generated by two simultaneously triangularizable idempotent n×n matrices is at most 4n-dimensional. However, this bound is not best possible. Gaines, Laffey and Shapiro [7] proved the following more general result. Theorem 6.10 (Gaines, Laffey, Shapiro). A unital algebra generated by two n×n matrices with quadratic minimal polynomials is at most 2n-dimensional if n is even, and at most
The upper-bound 2n − 1 can be attained (for each n) even if we additionally assume that the matrices are idempotent and simultaneously triangularizable. Indeed, let
and F be an n × n matrix defined by the following properties:
• The diagonal equals (1, 0, 1, 0, 1, . . .).
• The first super-diagonal consists of all ones.
• The 2j-th super-diagonal equals (−C j−1 , C j−1 , −C j−1 , . . .) where
is the (j − 1)-th Catalan number for j = 1, . . . , ⌊ n−1 2
⌋.
• Other entries are zero.
It can be verified that F is an idempotent and that the commutator EF − F E has zero entries everywhere except on the first super-diagonal which equals (1, −1, 1, −1, 1 . . .) . Therefore the matrices
are linearly independent. It can be also verified that
and
Therefore, the unital algebra generated by E and F is (2n − 1)-dimensional, by Lemma 6.5. We do not know whether the bound 2n can be obtained for even n.
Combining [7] [18] and [16] , respectively. Corollary 6.11. Let E and F be real idempotent n×n matrices that satisfy EF ≥ F E ≥ 0. Then the dimension of the unital algebra generated by E and F is at most 2n for even n and 2n − 1 for odd n, and the pair {E, F } is triangularizable.
The dimension of the unital algebra generated by positive idempotent n × n matrices E and F with a positive commutator can be 2n − 1 when n = 3. Indeed, if 
Now it is not hard to see that I, E, [E, F ], [E, F ]E and [E, F ]
2 are linearly independent.
For general n we do not know whether the unital algebra generated by real idempotent n × n matrices E and F with EF ≥ F E ≥ 0 can be 2n-dimensional for even n and 2n − 1-dimensional for odd n.
Question 6.12.
What is the precise upper bound for the dimension of the unital algebra generated by real idempotent n × n matrices E and F which satisfy EF ≥ F E ≥ 0.
However, in infinite dimensions the algebra generated by two simultaneously triangularizable idempotents can be infinite-dimensional as the following example shows. . The proof of the latter fact can be found in [12] , see also [6] for its generalization. Consequently, the Volterra operator is not algebraic.
The operators E and F are simultaneously triangularizable in the sense of Banach spaces by [16, Example 2] . The commutator
is not nilpotent since
and V is not algebraic. Since
and V is not algebraic, the unital algebra generated by E and F is infinite-dimensional.
We conclude this section with the following interesting observation.
Proposition 6.14. Let E and F be simultaneously triangularizable idempotent n × n matrices. Then there exists a basis of C n such that in this basis E is diagonal and F is upper-triangular.
Proof. Without any loss of generality we may assume that E and F are already uppertriangular. Since E is an idempotent, its diagonal entries are either zero or one. Therefore, we can write for some 1 ≤ k ≤ n where the spectrum of each E ii is either {0} or {1}, and the spectra of two consecutive diagonal blocks of E are disjoint. Since every idempotent matrix with spectrum {0} or {1} is the zero matrix or the identity matrix, respectively, the matrices E ii are either zero or identity matrices of appropriate sizes. By exchanging E by I − E (if needed) we can without any loss of generality assume that E 11 is the identity matrix. Let us denote Since E, F and P are upper-triangular, so are P EP −1 and P F P −1 . Furthermore, the diagonal of the matrix P EP −1 is the same as the diagonal of E, while the first superdiagonal of P EP −1 is zero. If k ≥ 3, then the idempotency of E implies that the second super-diagonal of P EP −1 is zero. Therefore, we may assume from the start that the first two super-diagonals of E are zero. Suppose that the first 2j super-diagonals of E are zero for some j, and let us denote by P the block matrix with the following properties:
• The sizes of the blocks are the same as the sizes of the corresponding blocks of the matrices E and F .
• The diagonal blocks are identity matrices.
• The (2j + 1)-st super-diagonal equals (E 1,2j+2 , −E 2,2j+3 , E 3,2j+4 , . . .).
• Other blocks are zero.
Since E, F and P are upper-triangular, so are P EP −1 and P F P −1 . By a direct calculation we can see that the diagonal of the matrix P EP −1 is the same as the diagonal of E, that the first 2j super-diagonals of P EP −1 are zero and that its (2j + 1)-st super-diagonal is also zero. If k > 2j + 2, then the idempotency of P EP −1 implies that its (2j + 2)-nd super-diagonal is zero as well. Therefore, we may assume from the start that the first 2j + 2 super-diagonals of E are zero. By repeating this procedure we get the required form of the matrices after finitely many steps.
