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Abstract 
The accuracy and precision of Orbital Technologies (Orbitec, Madison, WI) 
Thermal and Moisture Acquisition System (TMAS) sensors were investigated for use in 
the WONDER space flight experiment. WONDER is studying the effect of multiple 
wetness level regimes and two different nutrient delivery systems (NDS) on plants grown 
in the microgravity of space. The following research concentrates on the porous tube 
NDS consisting solely of a capillary mat surrounding a bare porous tube usedjbr water 
delivery. Sensors and plants will be attached to the capillary mat, which transports water 
by capillary action. The TMAS sensors, single probe heat-pulse moisture sensors, will 
measure the moisture level of the capillary mat as part of a moisture feedback irrigation 
control regime. Tests were done to determine temperature calibrations and the best mode 
of operation of the sensors in this unique medium. Then, repeatability, sensitivity, and 
verification investigations were completed as part of a moisture calibration. It was 
discovered that increasing the heating duration of the sensors enables better resolution of 
the different wetness level set-points. Furthermore, repeatability testing indicated a lack 
of precision in the sensors when used in this medium as readings on different days 
resulted in significantly different measurements. Relative water content (RWC) level 
differences of 15% were determined to be distinguishable for all sensors, while 
differences of 10% and even 5% were resolvable by some sensors. Also, when the 
moisture calibrations were subjected to verification testing there was found to be a 
dependence of the water content reading not only on the change in temperature of the 
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probe, but also on its initial temperature. Inclusion of the initial temperature reduced the 
maximum mean arithmetic relative error of the calibration from 83.2 to 13.7%. 
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CHAPTER 1: INTRODUCTION 
The human race has an innate yearning to explore and understand its surroundings 
including the realm beyond planet Earth. In order to travel through space, people must 
have some sort of protection from the hazards of this environment, hazards such as 
extremely low pressure (near vacuum), extreme temperatures, space radiation and 
micrometeoroids. To overcome these issues, artificial habitats were created wjth life 
support systems that provide the basics of life, like oxygen, food, water, temperature 
control, and waste management. In the past, these life support systems have been open, 
meaning that everything needed was transported from Earth and the wastes were 
discarded, stored, or returned. While a safe and effective means of supporting life in 
space, an open system is not the most economical method when considering long 
duration missions such as visits to other planetary bodies. The longer the mission, the 
greater the mass that must escape Earth's gravity and, correspondingly, the greater the 
amount of resources (i.e. money) needed to launch a craft carrying such a load. 
In order to avoid this added expense, a closed system may be employed, one that 
carries everything necessary and recycles resources. This type of system would be ideal 
for long duration space missions with the only outside input being solar energy and the 
sole export, in a perfect system, being a loss of heat. Nevertheless, this type of system 
has yet to be made a reality. Systems currently in use do employ regenerative life 
support whereby wastes are recycled into useful products through processes that are 
physical, chemical, or a combination thereof; however, these systems are not completely 
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closed. For instance, they are unable to provide the necessary requirement of food and 
are, therefore, not ideal for extremely long duration missions. An example of 
regenerative life support is reclaiming water from urine and converting it into breathable 
oxygen through electrolysis. Although the additional equipment required for 
regenerative life support would increase the initial cost of launch, the long-term cost 
would decrease with the reduction in the number of resupply missions. 
On the other hand, to establish a completely closed system the food production 
aspect must be added, which can only be done through the inclusion of plants.»The use of 
a bioregenerative, rather than simply regenerative, life support system also has the added 
advantage that the air and water filtration systems are not expendable but renewable. 
Plants are the natural source of food on Earth for heterotrophs, organisms unable 
to produce their own food, a group that includes humans. This occurs either directly 
through their consumption, as with herbivores, or circuitously as the heterotroph 
consumes another heterotroph whose food source is herbivorous. With either path, plants 
are the conduit through which light energy is captured and changed into the more 
functional chemical energy storage form of glucose through photosynthesis. One of the 
main products necessary for photosynthesis to take place is water, and, therefore, plants 
require water to survive whether they are growing in ground-based or space-based 
systems. 
Maintaining adequate levels of soil moisture, therefore, is often considered a 
critical factor in plant development and crop production. Too little water and the plants 
reduce their rate of transpiration, which is the movement of water absorbed through the 
roots up through the plant and into the leaves where it is released as water vapor from the 
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stomata, small openings in the leaf. This reduction of transpiration leads to less 
absorption of water and causes the stomata openings to close. The closed stomata 
openings also reduce the absorption of carbon dioxide, a key component needed for 
photosynthesis. With this decrease in raw materials, photosynthesis is diminished 
stunting plant growth and crop yield. Nevertheless, too much water and the root zone of 
the plant will become water logged preventing oxygen absorption, which is necessary for 
cellular respiration within root tissues. Without enough oxygen the plant's root cells will 
be unable to support themselves, and hence the plant eventually dies. This is yfhy 
overwatering is the most common cause of house plant death. 
To this end, the Water Offset Nutrient Delivery ExpeRiment (WONDER) is a 
spaceflight experiment whose goal is to determine the ideal level of water that must be 
delivered to the root zone when growing plants in reduced gravity. A key concern in this 
experiment is the ability to measure and monitor the specific moisture content of the root 
zone. Also being studied are two different nutrient delivery systems (NDS) including 
both the more traditional substrate-based NDS (SNDS), which is not studied in this 
paper, and a more unique porous tube NDS (PTNDS), the design of which is further 
described in Chapter 2. The monitoring and control of soil moisture will be done 
automatically using soil moisture sensors and feedback control. Consequently, the 
accuracy and precision of these sensors must be well defined to enable successful 
completion of this experiment. 
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OBJECTIVES 
This research was completed to determine how the Thermal and Moisture 
Acquisition System (TMAS) sensors chosen for this experiment function in the capillary 
mat. This information is necessary since the TMAS moisture readings will then be used 
to control the moisture content of the capillary mat as used in the WONDER experiment. 
Objective One 
The sensors determine soil moisture by measuring the change in temperature of 
the media after a heat pulse is applied. Since the sensor output is in digital form, a 
temperature calibration must be performed to change the digital output into temperature 
readings. To change these temperature readings into their final moisture content 
measurements, the sensors must also undergo a moisture calibration. Therefore, the first 
objective is to perform and verify temperature and moisture calibrations of TMAS 
sensors placed within capillary mat material. 
Objective Two 
The TMAS sensors will be used to monitor and control the wetness of the root 
zone in the PTNDS. To maintain the specific wetness level set-points, the sensor 
readings must reliably represent the actual water content of the capillary mat. The second 
objective is to determine the accuracy and precision of TMAS moisture readings as 
specifically related to their application in the WONDER experiment. 
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CHAPTER 2: WONDER 
In past missions, plants have been flown in space for study and for the 
psychological benefits afforded their human caretakers. However, none of these previous 
missions are believed to have attained ideal plant growth conditions, and in fact they 
generally achieved lower growth rates than equivalent ground controls [2, 25, 26, 33]. 
WONDER was developed to investigate the distribution of water in the root zone in order 
to understand one of the major causes for why previous experiments were unable to reach 
their optimum growth. Plants are optimized to grow on Earth where gravity draws water 
down into the soil, but this force is absent in microgravity. In microgravity the dominant 
forces acting on water in porous media become capillary forces and surface tension, 
leading to different water distribution patterns [1,19, 22]. For example, when using a 
particulate- based substrate there are phenomena such as increased air entrapment, altered 
liquid-solid forces, and particle separation, which also lead to secondary effects [19]. 
These issues with air-water distribution in the soil media were also surmised through 
previous plant and soil measurements as the root zone either experienced water-logging 
or severe drying [3, 29, 30, 31]. Because the exact differences of water distribution are 
not yet known, there has been difficulty in determining whether the results of 
experiments flown in space are the result of reduced gravity or the subsequent 
redistribution of water in the root zone [13,19]. 
In order to gain a better understanding of the effect of microgravity on water 
distribution in the root zone and how to overcome problems associated with it, 
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WONDER will be completing a side by side assessment of two different NDSs, SNDS 
and PTNDS, both of which will receive three different wetness level treatments. The 
hardware used to complete this experiment consists of the Porous Tube Insert Module 
(PTIM, Bionetics Inc., Kennedy Space Center, FL), which houses the two NDSs, and the 
Plant Generic Bioprocessing Apparatus (PGBA, BioServe Space Technologies, Boulder, 
CO), the environmental chamber and control system for PTIM. PGBA has flown on 
three previous missions (STS-77, STS-83, and STS-94) with the ability to supply power 
as well as computer controlled temperature, relative humidity, atmosphere, lighting, and 
active nutrient delivery [14,15, 16, 17]. However, these systems are independent 
allowing WONDER to use PTIM's NDSs and camera array, discussed next. 
PTIM is a self-contained module designed to include nutrient delivery, moisture 
control, liquid storage, chamber condensate recovery, airflow generation, and detailed 
image capture [8]. It is composed of six porous tubes to deliver nutrient solution to the 
plants, three which are embedded in substrate filled modules (SNDS) and three which are 
"bare" porous tubes surrounded by thin, cotton capillary mats (PTNDS). Porous tubes 
are hydrophilic ceramic or plastic tubes through which the nutrient solution is forced by 
hydrostatic pressure, or suction (Figure 2.1). 
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Figure 2.1: Illustration of porous tubes used for nutrient delivery in the WONDER 
experiment. 
Also included in PTIM are a moisture sensing system (Chapter 3), a fluid delivery and 
storage system, four axial fans, and a 50 camera array to capture plant growth. The 
porous tubes were chosen for fluid delivery because of the advantages afforded by 
hydroponics in space, their proven ability to support crops in ground-based experiments, 
and their established ability to operate predictably under conditions of altered gravity, 
like KC-135 microgravity and centrifuge hypergravity [5,11,12,21, 34, 35, 36]. 
Surrounding each porous tube in both systems is the capillary mat to which the plant 
seeds are fastened. This mat ensures even distribution of water from the porous tube as 
water is wicked from areas of high concentration to areas of lower concentration, a feat 
that is typically a challenge for fluid delivery in microgravity [Levine, 'unpublished 
paper']. Covering the capillary mat is a thin sheet of polyethylene plastic that helps 
prevent the mat from drying out while still allowing oxygen through to the root zone. 
Figure 2.2 is a photograph of the PTNDS setup showing a porous tube surrounded by the 
capillary mat-plastic covering assembly. 
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Figure 2.2: Porous tube module surrounded by capillary mat and plastic covering as 
used in the PTNDS. 
The advantages of a hydroponic nutrient delivery system apply to the PTNDS, 
which consists solely of the porous tube surrounded by a capillary mat onto which the 
plant seeds are secured. In this NDS there is no need for any particulate-based substrate, 
thereby eliminating the safety issue of loose particles in reduced gravity. There are less 
microbes and bacteria associated with this system as the parts are easily cleaned and lack 
any crevices in which microorganisms may escape sanitation. Aeration of the root zone 
is also less of a concern as the roots do not have the additional separation from the air due 
to the addition of the substrate. A key advantage for spaceflight applications is the fact 
there is significantly less mass in the PTNDS. Less water is needed to keep the root zone 
wet as there is no large substrate compartment. 
Nonetheless, the PTNDS has a much reduced nutrient delivery buffer volume than 
that of the greater mass of the water and substrate in the SNDS. In the SNDS, changes in 
parameters such as the pH occur more slowly. There is also the possibility the plants 
may grow better using the SNDS because the roots would not be competing as much for 
space and nutrients. While the roots of plants using the PTNDS grow directly around the 
limited surface area of the porous tube, those in the SNDS have the entire compartment 
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area through which to spread out. For these reasons, there is no conclusive evidence as of 
yet indicating which system is most suitable for the unique conditions and water 
distribution of space flight. 
For the WONDER experiment, the test plant is Apogee wheat, Triticum aestivum 
cv Yecora Rojo. This particular plant was chosen for its high rate of productivity and its 
flexibility as a food source, being able to be made into many different food items 
including bread. The Apogee wheat also fits better into the smaller plant chambers used 
for spaceflight and produces less stem material given that it is a dwarf variety «f wheat. 
Samples of Apogee wheat that have been grown using both NDSs are shown in Figure 
Figure 2.3: Photograph of PTIM inside PGBA after both were used to grow Apogee 
wheat samples. 
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CHAPTER 3: MOISTURE SENSING 
One of the most important aspects of WONDER is the determination of the root 
zone moisture. To measure and maintain the wetness level of the media, some form of 
moisture sensor is essential. There are a number of terrestrial soil moisture measurement 
techniques including gravimetric, nuclear, electromagnetic, pressure, and others still 
being developed. The most prevalent technique to determine media water content is the 
gravimetric technique, often being the standard against which other moisture sensing 
techniques are tested. The mass of the media is taken before and after drying allowing 
the calculation of water mass. This method is accurate and the water content is easy to 
calculate, but it is not a viable option for WONDER. Besides being a destructive test, it 
takes a long time, requires gravity to measure weights, and cannot be automated. 
Nuclear techniques include neutron scattering, Nuclear Magnetic Resonance 
(NMR) and gamma attenuation. Neutron scattering consists of bombarding the media 
with fast neutrons from a radioactive source and then measuring the number of neutrons 
thermalized, or slowed, by the hydrogen atoms, mostly found as water, in the soil. The 
number of thermalized neutrons is then proportional to the water content. NMR exposes 
the media to static and oscillating magnetic fields with measurements of spin echo and 
free induction decay correlating to the presence of water. With gamma attenuation, 
changes in density associated with changes in moisture content are related to scattering 
and absorption of gamma rays emitted from a radioactive source. Though these nuclear 
techniques are nondestructive and take less than a few minutes, they still are not practical 
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for spaceflight since they are costly and, except for the NMR technique, pose a radiation 
hazard to the crew. 
Another group of moisture sensors is found under the heading of electromagnetic 
techniques, those that rely on measuring changes in electrical properties that are 
dependent on media moisture. One type is resistive sensors, which include general 
resistive sensors and porous block sensors. The first consists of electrodes placed in the 
soil to measure media resistivity between the electrodes. The second is done with a 
material, like a porous gypsum block, that is in equilibrium with the soil. The electrodes 
are then connected to the block allowing the resistivity or electrical resistance to be 
measured and related to soil moisture. While the first method is instantaneous and takes 
little space, porous blocks have a long response time and increased mass with the 
inclusion of the block. Also, both sensor calibrations are not stable over time and the 
equipment is costly. Another electromagnetic technique is measurement of the dielectric 
constant of the media, a value that is directly proportional to moisture content, by 
determining the capacitance between electrodes entered in the soil; however, this method 
has the same disadvantages as the resistive sensor. A final example is the Time Domain 
Reflectometer (TDR), a technique measuring the dielectric constant of the media by 
assessment of the propagation of an electromagnetic wave through the media. This 
method is not currently applicable in space due to its electromagnetic emissions that 
could cause frequency interference with systems on the Shuttle or International Space 
Station. Shielding could be possible but generates added expense. 
Tensiometers are another class of sensor that measures moisture content by 
determining the matric potential of the media, a measurement of the pressure required to 
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release water from the pores of the media, which can be translated to soil moisture 
content. However, this method has problems functioning in space due to fluctuations in 
spacecraft atmospheric pressure, a quantity upon which some sensors depend. Thermal, 
hygrometric (measuring and relating relative humidity to media wetness), and optical 
methods of measuring moisture content are also being developed. Thermal methods in 
particular are being considered for spaceflight and are currently used in space 
(Chapter 4). 
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CHAPTER 4: THERMAL MOISTURE SENSORS 
4.1: Background 
Thermal moisture sensors determine media water content by measuring 
temperature changes in the media after exposure to a heat pulse. Soil thermal properties 
vary depending on the amount of moisture in the media. This method was first applied in 
1967-8 by Bryne et al. when they placed temperature sensors symmetrically around point 
or line sources to measure the distortion in the thermal field thereby quantifying changes 
in soil water [6, 7, 32]. The size of the instruments, however, ended up distorting the 
field resulting in poor agreement between their measurements and accepted theory. 
Further advancement has been seen as smaller instruments that do not distort the thermal 
field were developed, such as the needle probes of Campbell et al. 1991 and Bristow et 
al. 1993, and improvements were made in the methodology and estimations of error [4, 9, 
18,20]. 
Thermal sensors, called heat-pulse probes, exist as single or dual probe varieties 
in which the heating element is either packaged with the temperature sensor in a single 
probe or the two elements are encased independently and are separated by some distance. 
The change in temperature over time can then be related to the media's volumetric heat 
capacity allowing the calculation of water content due to their direct relationship. The 
general transient heat conduction equation for a homogeneous, isotropic medium is: 
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— = -V2T [4.1] 
dt cv 
where Tis temperature (°C), X is thermal conductivity (Wm'^C"1), cv is heat capacity 
(Jm"3oC1), t is time (s), and V is the Laplacian operator. When a single probe is being 
used, the probe is approximated as an infinitely long heated line source constantly 
emitting a heat flux of q (Wm"1). To determine the change in temperature with time 
radial heat flow from the line source is then considered making Equation 4.1: 
dt ~ c„ 
d2T 1 dT 
+ — 
[4.2] 
dr2 r dr 
where r is the radial distance. The solution of this equation is then expressed as: 
T_Tn = q[d + Ht+to)] w h e n ^ L < ( 1 [ 4 3 ] 
4xA, 4 a t 
where T0 is initial temperature (°C), dis a constant (- y - ln(- r2/ 4a)), a is thermal 
diffusivity, and t0 is a time correction factor that can be ignored for probe diameters of 
0.1 cm and less or t > 60s [10]. 
4.2: Thermal and Moisture Acquisition System (TMAS) Sensors 
The specific sensors chosen for use in the WONDER payload are Orbitec's 
TMAS sensors, which are single probe heat-pulse sensors. These sensors consist of two 
diodes placed back to back, one the heating element and the other the temperature sensor, 
encased in a small resin bead of about 2.5 mm x 2.5 mm x 7.6 mm (Figure 4.1). They 
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come with eight sensors to a set and each set has its own signal conditioning box that 
controls the sensors' operation and connects to the computer using a serial port. 
Figure 4.1: Close-up of TMAS sensors on 1 cm square grid paper. 
These sensors were chosen for their small mass, lightweight design, low energy 
requirements, and relatively fast response time. While running a typical measurement, 
the sensors are heated for six seconds and the reading is taken about three seconds after 
cooling has begun. The estimated volume of media measured is 0.75-1 cm3 [24, 27]. 
Because the sensors only determine the local moisture content, it is recommended that 
readings from multiple sensors at various locations in the media be averaged to measure 
bulk moisture levels [24]. In the WONDER experiment, therefore, four sensors will be 
placed in the capillary mat at various locations and their readings will be compared. An 
error checking algorithm will be employed to eliminate anomalous readings, and the 
remaining readings will be averaged. 
In addition, digital TMAS sensor outputs need to be calibrated to return 
measurements in temperature form, since measurements of RWC depend on the change 
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in temperature of the sensor [4.3]. This temperature calibration is required for all sensors 
due to small variations in the materials used and the manufacture of each individual 
sensor. An example of a typical heating curve showing the temperature change over time 
after calibration is seen in Figure 4.2. 
Sample Heating Curve 
10 20 30 
Time (s) 
40 50 
Figure 4.2: Graph of typical heating curve showing how the measurements progress 
during heating and cooling of the TMAS sensor. 
The Orbitec prescribed TMAS measurement used to determine the moisture content of 
the media is the change in temperature (AT) from the start of heating until nine seconds 
after heating has begun. Moisture calibration will be completed for WONDER by 
measuring AT for various water contents in situ and creating a calibration model. These 
sensors will then be used to measure the media water content and maintain the three 
wetness set-points through feedback control of the porous tube irrigation. 
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CHAPTER 5: AREAS OF RESEARCH 
5.1: Preliminary Work 
Before the TMAS sensors can be integrated into the WONDER payload the 
sensors must undergo in depth testing in order to determine their operating capabilities 
and complete instrument calibrations. First, a temperature calibration must be completed 
changing the digital sensor outputs into temperature measurements. Next, the sensors 
must be attached to the capillary mat in the manner that best approximates measurements 
with no form of attachment. 
5.1.1: Temperature Calibration 
The sensors were calibrated for temperature using a water bath at three different 
temperatures (20, 25, 30 °C) with the setup shown in Figure 5.1. An independently 
calibrated alcohol thermometer (Fisher Scientific International, Model 15-041-5D) was 
used to verify the water temperature as it circulated through the bath (Lindberg/Blue). 
The relationship between the sensors' digital outputs and temperature is linear; therefore, 
to calibrate, only the slope and intercept of a linear calibration equation must be 
determined. 
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Figure 5.1: Front and top views of the temperature calibration setup in an agitated water 
bath used to complete a three point calibration at 20, 25, and 30 °C. 
The three different temperatures that the water bath was set to provided three points 
through which to draw the calibration curve. This improved the accuracy of this 
temperature calibration over the prescribed Orbitec calibration using two points. No 
additional temperatures were measured since the correlation coefficients (R2) were almost 
all one, perfect correlation, with only three temperatures. Figure 5.2 gives an example of 
what the calibration curves look like showing the lines for all Box 1 sensors and the 
equations for Sensors 1, 2, and 3. Thus, a calibration file was created to transform the 
sensor outputs into temperatures. 
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Figure 5,2: Example of the three point linear curves used for temperature calibration. 
Shown are the curves for all eight sensors of Box 1 and the equations for the lines of best 
fit for three of the sensors (Sensors 1, 2, and 3). 
5.1.2: Sensor Attachment 
After completing the calibration, work was done with the capillary material (PPR-
433 WL Fibertex, Aalborg, Denmark) that is being used on the bare porous tube side of 
the NDS. Diverse methods of fastening the sensors to the capillary mat were tested to 
determine the ideal method of attachment for use in WONDER including: (A) Velcroing 
another piece of mat on to form a pouch, (B) pulling the mat apart enough with tweezers 
to slide the sensor inside, (C) sewing pockets, (D) heat sealing the polyethylene plastic 
outer covering into a pocket with another piece of mat inside, and (E) using a metal clip 
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to hold two pieces of mat together (Figure 5.3). Method E was discarded due to its 
greater mass, possibility of rusting, and the difficulty of integrating it into the sensors' 
predetermined positions on the mat. 
Figure 5.3: Various pockets for attaching the sensors to the capillary mat. (A) Velcroed 
pockets. (B) Pulled pockets shown with sensors inside to make them visible. (C) Sewn 
pockets. (D) Heat-sealed pockets. Not shown is the metal clip method, (E), since it was 
discarded early in the testing process. 
Starting from saturation, four mats were simultaneously weighed, each one having 
six pockets of the four types listed above, and the sensor outputs were recorded (Figure 
5.4). 
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Figure 5.4: Drying profile setup showing the capillary mat with six sensors placed on a 
balance to compare sensor output to exact gravimetric RWC levels. 
Readings were taken at approximately ten to fifteen minute intervals as the mats were 
supported on a metal grid, shown in Figure 5.4, to minimize contact with the mat and 
promote even drying. Then, from the weight measurements, the relative water content 
(RWC) levels were determined by comparing measured water mass to that at saturation 
(100%) with the dry mass of the mat being subtracted out: 
171 — YYl 
RWC = — [5.1] 
where m is the mass of the wet mat at the level being considered, mmat is the mass of the 
dry mat, and msat is the mass of the mat when saturated, with all in units of kilograms. 
To facilitate matters, the dry setup was initially tared on the balance reading. The RWC 
was then plotted versus time to determine the drying pattern of the mat (Appendix, 
Figures 1-7). In addition, the sensor outputs were plotted versus the RWC to determine 
how well the sensors corresponded to the actual wetness levels (Appendix, Figures 8-13). 
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This process was done first with pockets B, C, and D and then with pockets A, C5 and D 
stuffed with additional capillary mat material that had been pulled apart to generate 
stuffing material. The same procedure was also used with a mat of the same dimensions 
but having no pockets, allowing a comparison of the RWC vs Time graphs to a standard 
to determine which pockets least interfered with the drying process (Appendix, Figure 7). 
5.2: Moisture Calibration 
The next procedure to be done before the sensors can be used to monitor RWC 
and control the growth of plants is a moisture calibration. To complete the moisture 
calibration a number of experiments must first be accomplished including choosing a 
form of RWC level maintenance and a heating duration as well as making a 
determination of the repeatability, sensitivity, and accuracy of the TMAS sensors. Prior 
to the beginning of the moisture calibration, new moisture sensing software and sensor 
boards were developed for all future sensor experiments. These new boards were then 
evaluated, checking for any bugs, and again calibrated for temperature (same procedure 
as described previously, Section 5.1.1; Appendix, Table 1). 
5.2.1: RWC Level Maintenance 
Some way of maintaining the RWC at a constant level, or minimizing 
evaporation, throughout multiple measurements had to first be developed. This was 
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needed to ensure that multiple measurements at a certain RWC could be made without 
water evaporating and changing the amount of water held in the capillary mat and, hence, 
the RWC. To this end, a 22 x 20 x 16.5 cm plastic box with a seal around the open side 
was chosen (Figure 5.5). 
Figure 5.5: Front and Top View of Moisture Calibration Setup. The capillary mat with 
six sensors was placed in a clear plastic box (RWC Box) with a sealed opening, used to 
maintain RWC, on a balance, used to confirm the RWC was not significantly changing. 
As seen in the photograph, the mat was placed inside on an elevated metal rack with the 
sensor wires exiting at the top in the center, and the box was placed on a balance to 
record changes in the mass correlating with changes in the RWC of the mat. The mass of 
the setup with the lead wires disconnected and the mat fully dry was zeroed out to allow 
water contents to be more easily shown on the balance. To make sure the room 
temperature was not interfering with the sensor readings, two temperature sensors, 
thermistors, were used to record the temperature in the box and the room while connected 
to a data-logger that recorded the measurements every thirty seconds. The sensor wires 
23 
along with the thermistor wire were thin enough to pass through the insulation without 
significantly undermining the seal, as shown by a series of experiments comparing the 
change in mass over time without the wires present and with the wires present. 
Following the determination that this means of minimizing evaporation was acceptable, 
the box was used to maintain RWC. 
5.2.2: Heating Duration 
The thermal basis of the sensors made it necessary to establish the appropriate 
length of time the sensors should be heated for application in WONDER. Differing 
levels of media saturation lead to different changes in temperature following a heat pulse 
from the sensor, with greater changes occurring at lower water contents, as explained in 
Section 5.2.2. Looking at a series of curves showing RWC versus measured change in 
temperature it is possible to see this trend as the saturated curve peaks with the lowest 
change in temperature (Figure 5.6). Increasing the heating time could lead to even 
greater resolution of the RWC differences, i.e. a larger separation of the peaks or 
increased differences in AT. 
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Heating Curves for Multiple RWC Levels 
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Figure 5.6: Example of a typical series of heating curves showing the influence of 
variations in RWC level on the measured sensor temperature changes. 
The setup shown in Figure 5.5 was used, without the temperature sensor, to run 
two cycles taking five measurements for four heating times (3, 6, 12, and 20 seconds). 
Thus, one time was less than the Orbitec prescribed heating time of 6 seconds, one the 
same, and two higher. This was done at five RWCs (100, 90, 80, 70, and 60%) with most 
attention paid to the higher levels that will be used in the WONDER experiment, which 
are those that provide enough water to support plant growth. Two cycles were run with 
two different sets of sensors (Sets 1 and 11) using two different boards (Boards 2 and 3) 
to assure the results are not an artifact of the particular sensor set or board used. 
Initially, the five measurements at each water level were graphed together 
showing their changing AT over time (Figure 6.1). These plots were analyzed to 
determine if there was a trend from measurement to measurement, meaning that the heat 
pulses of the probe were noticeably drying the mat and leading to inaccurate 
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measurements. The temperature readings were normalized by subtracting the initial 
value of temperature at time zero from every value, thereby factoring out the effects of a 
changing background temperature and yielding the change in temperature (AT). Next, 
the heating curves of a specific sensor set and heating time were all graphed on the same 
plot to show the change in AT as the RWC changes. Tables were also constructed listing 
the differences in AT at various RWC levels. These results for different sensors were 
then compared and the effect of a longer heating duration determined. 
5.2.3: Repeatability/ Sensitivity 
Based on the results of the previous section, see Section 7.2.2, the chosen heating 
time of twenty seconds was then employed in repeatability testing to determine whether 
the sensor measurements would be consistent at repeated RWC levels in the capillary 
mat. This was done using the same setup as described above, the sealed box and wire 
rack (Figure 5.5). Three repeated cycles of four RWC levels (100, 85, 75, 65%) were 
completed, with three measurements taken each RWC level. These levels were chosen to 
cover the range of water contents capable of sustaining plant life. The testing was done 
on two different sets of sensors associated with separate boards: Sensor Set 1 was used 
with Board 2 while Set 11 was used with Board 3. The measurements were taken every 
twenty minutes to allow enough time for any excess heat from each pulse to dissipate 
before the next reading. 
First, the ATs of the three measurements at a given RWC level were plotted on the 
same graph (Figure 6.6). This allowed a visual check to make sure the subsequent 
26 
readings were not continually increasing due to drying caused by the added energy of the 
heat pulses, and also allowed a visual confirmation that there were no other unexplained 
patterns. Then, the average of the three measurements, the standard deviation, and the 
standard error were calculated giving a general idea of the random error. 
Finally, the repeatability of the measurements for all cycles was evaluated using 
the student's t-test method as a statistical test of significance, at the 5% level. The 
specific test chosen was a two-tailed heteroscedastic t-test assuming two populations of 
unequal variance with the assumption that the distribution of the data follows % normal 
distribution curve. The heteroscedastic test was used because it makes the least number 
of assumptions about the data. This function returns the P-value or the probability that 
any similarities between the two samples, data sets, can be explained by chance. If there 
is a low probability that chance has an influence on the differences between populations 
being compared, then it is known that the two samples differ for other reasons and are 
likely to have come from populations with different means. Therefore, P-values greater 
than 0.05 indicate a result that is not statistically significant (NS), demonstrating that the 
two samples have no significant differences and, therefore, most likely have the same 
underlying mean, while values less than 0.05 indicate a statistically significant result (S), 
or populations with different means. In other words the null hypothesis is that there is no 
difference between the two data sets. The null hypothesis is accepted when P-values are 
greater than 0.05 and is rejected when they are less than 0.05. This, then, is what is 
meant by 'repeatable': In order for the sensors to give repeatable results, the data for the 
same water content on different days must return a NS result. 
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These results were also verified using the average and standard error calculations. 
To this end, these values were plotted for each cycle having the same RWC level (Figure 
6.7). This allowed a visual comparison of whether the measurements are repeatable 
similar to the t-test procedure, since standard error indicates the variation of the mean of a 
data set. Any overlap of the standard error bars between RWC levels shows that the 
measurements are repeatable from cycle to cycle; however, any lack of overlap disproves 
the sensor's repeatability. 
These data were also evaluated to gain a measure of the sensitivity of the sensors. 
The heteroscedastic t-test was again employed, but, instead of comparing data from 
different cycles and the same RWC, the measurements from the different RWCs were 
compared within each cycle. This was done at 10 and 15% RWC intervals to see at what 
separations there are resolvable differences. Therefore, if the sensors have a high 
sensitivity level, the t-test will return an S result when comparing RWCs that only differ 
by a small amount, indicating populations with different means. If, however, the sensors 
have low sensitivity, the RWC interval must be increased in order to achieve the 
anticipated S result, meaning fewer separate water contents can be resolved. Following 
this test, alternative measurements of RWC were also considered and one, using the 
change in peak AT between water contents, was calculated and tested for repeatability 
with the t-test. The means and standard errors were again plotted, but this time they were 
used to verify the t-test sensitivity results. The sensitivity graph was a plot of these 
values for all RWC levels of a single cycle for a single sensor. Should the standard error 
bars overlap in this graph, it would mean those RWC levels were not resolvable for that 
percent difference. 
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5.2.4: New Repeatability/Sensitivity 
Following the results of the previous testing that exhibited a lack of sensor 
repeatability, it was determined that a better method of RWC maintenance was needed to 
attempt to improve repeatability, an issue that was apparent in the previous experiment 
(see Section 7.2.3). The new method needed to have less mass than the previous method 
because of the limitations of the balance used. Previously, the entire sensor apparatus 
was placed inside the insulated plastic box while measurements were taken. In order to 
dry the mat to the next chosen water level, the sensors were removed from their pockets 
while the mat itself was taken out of the box and placed on a separate rack over another 
balance to monitor its mass. When the mat approached to within 0.2 g of the next level, 
it would then be placed back in the box and the sensors would be reinserted into their 
respective pockets. The resolution of the balance was only a tenth of a gram. Since the 
mat did not hold much water, about 1 lg, changes in water content were very small and 
the RWC had to be known with certainty in the tenths place to get accurate water content 
readings. 
Two possible sources of error were determined that could be causing the lack of 
repeatability noticed in the previous experiment. They included the fact that the water 
might not evenly distribute throughout the mat and also the possibility that the sensor's 
area of contact with the mat might vary from cycle to cycle. The former was considered 
less likely since this capillary matting material has been used for many years in the 
agriculture industry and has been proven an industry standard [23]. Also, studying the 
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exact distribution of water throughout the mat was outside the resources of the project. 
Instead, the procedures were changed to focus on making sure the sensors contacted the 
same area of matting in the same orientation for every measurement. 
To this end, the box was exchanged for a low-mass plastic bag with a "zip" 
closure that was large enough to accommodate a new board/sensor/mat apparatus. The 
new apparatus consisted of the sensor board and attached sensors, three circular plastic 
spacers, a plastic board as a base, and a second smaller board with screws allowing the 
mat to be leveled and pulled flat. The bag was filled with water to test for any leaks and 
a number of quick measurements as described in Section 5.2.1 were run with the bag 
closed to verify it could probably maintain the mat's RWC level. Putty was used to 
surround the area where the sensors exited the bag to ensure an airtight seal. 
Figure 5.7: Front and top view of the new repeatability setup using a plastic zip bag to 
maintain RWC. 
Moreover, the sensors were doubly secured by sewing the sensor wire to the mat just 
below the sensor head as well as using Velcro and more putty to restrict the movement of 
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the sensor (Figure 5.7). The plastic bag also has the added benefit of a smaller interior 
volume causing the relative humidity to increase more rapidly, thereby lowering the 
evaporation rate from the mat and allowing better RWC level control. To prevent the bag 
from coming into contact with the moist mat two wire supports were used as seen over 
the mats in the top view (Figure 5.7). 
The repeatability testing was then redone using the new plastic bag setup while 
the heating time was increased to 150 seconds, following the same reasoning as that 
found in Section 6.2.2. Six measurements, the first discarded due to the fact that the first 
measurement was always slightly greater than all subsequent measurements (Section 
6.2.2), were taken at each of seven water contents (100, 90, 85, 80, 75, 70, 60%), and this 
cycle was repeated three times. This was done using Set 11 of Board 3 with 
measurements taken every fifteen minutes. Before each set of measurements the entire 
mass of the system, unconnected from the power supply and computer, was noted to 
allow calculation of the actual RWC. Then, the wires were unrolled and connected, and 
the bag was sealed after the majority of the air within was pushed out. Having set the 
RWC level, five measurements were taken. After these measurements, the wires were 
disconnected and placed on top of the bag and a final mass was taken as another check of 
whether the mat RWC changed. To change the RWC by allowing the mat to dry down to 
the next level, the bag was opened and any condensed moisture was dried off. The bag 
was then left open to the air until it reached the next lower RWC level. After that, it was 
closed and the entire procedure was repeated for each subsequent RWC level down to 
60%. 
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Again the five measurements were plotted in order to evaluate any noticeable 
trend over time, or any other unexplained pattern. Then, the averages and standard 
deviations for all sensors were calculated. In order to evaluate the repeatability and 
sensitivity of the sensors, the t-test was again applied across cycles and between water 
levels within cycles. However, this time more water content levels were used allowing a 
comparison of 5,10 and 15% RWC differences and, hence, a finer resolution of 
sensitivity. Finally, the maximum change in temperature for each measurement was 
plotted versus the actual RWC, the axes were switched to make the RWC the dependent 
variable, and a least squares fit was made. Outliers were identified based upon all usable 
measurements being less than two standard deviations from the trendline. This would 
then statistically account for about 95% of the data and points outside this area, especially 
those far outside, can be attributed to errors. 
5.2.5: Verification 
Next, measurements were taken to verify that the calibration equations from the 
previous section accurately represented the relationship between the measured 
temperature change and the actual RWC indicating an accurate calibration (Section 
5.2.4). Based upon issues discussed in Section 7.2.5 the heating time was reduced to 
sixty seconds. For this experiment the board/sensor/mat apparatus from the previous 
section was used, but the bag was not needed. The apparatus was placed on top of the 
balance with the wires wound on top and mass measurements were taken before and after 
each sensor reading with the wires thus disconnected. At approximately 45-60 minute 
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intervals the wires were connected, a reading taken, and the wires disconnected to take 
the final mass measurement. This way the actual RWC at the time of heating was 
calculated as the average of the two mass readings. The entire procedure consisted of 
five cycles of wetting the mat to saturation and then allowing it to dry down exposed to 
the air while the sensors were read at fairly regular intervals. Afterwards, the calibration 
equations developed in the previous section were used to convert these data into 
predicted RWCs which were then graphed against the actual RWCs measured with the 
balance (Figure 6.13, etc). Should the predicted and actual RWCs be similar, th® data 
would all then lie closely around the 1-1 diagonal line and any trend different than this 
will show some type of unexplained error. The 1-1 line in this graph denotes the line of 
exact correlation between actual and predicted values where all values that are perfectly 
described by the model would appear. The residuals were also plotted against the actual 
RWC to make trends in the errors more apparent (Figures 6.14). 
Other measures of error were also calculated including mean arithmetic relative 
error (MARE), root mean square error (RMSE), and model efficiency (N-S R2). MARE 
is similar to an average percent difference calculation with the first step being the 
calculation of the relative error: 
RWC
 a-RWC p 
relative error = [5.11 
RWCa L J 
where RWCa is the actual relative water content level and RWCp is the predicted 
relative water content level. In order to take into account all measurements and cycles, 
the average is then taken: 
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^relative error 
MARE = ^ [5.2] 
n 
where n is the number of measurements. MARE values close to zero indicate accurate 
models. RMSE is a measure of the average residual, in this instance the difference 
between the actual and predicted RWC level, for all data points with the squaring and 
square root removing the difference between the negative and positive residuals and 
allowing only the magnitude of the error to be considered: 
l i UpperRWC ~ 
RMSE= - X [(RWC^-iRWC,)]2 [5.3] 
V n LowerRWC 
where i is the RWC level. Smaller values indicate a better model that more precisely 
predicts the variable's behavior while a value of zero means all points are explained 
exactly by the model. Meanwhile, model efficiency, also called Nash-Suthcliffe R2 (N-S 
R ), indicates how close correlation between the model and data comes to the 1-1 line: 
iw-t)2 
N-S i?2 = 1 - - ^ [5.4] 
l=l 
where Y is the actual value being studied, Y is the model-predicted value, and Y is the 
mean of the actual values. N-S R values of 1 correspond to a perfect fit. 
5.2.6: Initial Temperature Influence 
Upon completion of the verification test it was seen that all the data points in the 
predicted versus actual RWC graph were offset in the same direction for all sensors, 
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indicating a systematic error. This led to a closer examination of the previous data to 
determine possible sources for this error. While completing this examination it was 
noticed that the initial temperatures for the calibration (New Repeatability/Sensitivity) 
and the verification were greatly different. Those in the first experiment varied slightly 
around room temperature, 23 °C, whereas those from the verification experiment were 
significantly lower, around 16 °C. To further examine this possible explanation a new 
analysis was done on the two data sets, but this time two dependent variables were 
included, the AT after sixty seconds of heating and the initial temperature. 
To examine if there was improvement over the old calibration, a new experiment 
was run in a walk-in growth chamber (Orbital Environmental Simulator OES, EGC, 
Cleveland, OH). In this closed environment, all parameters such as light, temperature, 
and humidity can be closely controlled to study their effects on the growth of plants, thus 
both the temperature and humidity could be constrained and monitored. Three cycles 
with four measurements (first discarded due to issues discussed in Section 7.2.2) at a 
given RWC level were completed in the chamber. Set 11 was employed using the same 
setup as that of Section 5.2.5 with the plastic bag maintaining mat RWC. The chamber 
temperature was set at 30 °C and the humidity at around 50%, which is similar to most of 
the labs in the building, making Tj the only variable. The heating time was again sixty 
seconds. This data set was then used to verify the improvement of the models by 
completing a verification analysis like that described in Section 5.2.5 where graphs of 
predicted versus actual RWC and the resulting residuals were completed. Then, upon 
discovering the calibration including initial temperature did indeed improve the 
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calibration, this data was combined with the other sets to create the final calibration 
equations and new residuals. 
5.2.7: Final Verification 
Subsequently, a revised verification experiment was run using the final calibration 
equations described above. This experiment was completed in a smaller environmental 
growth chamber (Model Espec, Espec Corp, Hudsonville, MI) where five cycles were run 
with two different temperature set-points, 23 °C and 27 °C. One temperature was the 
same as that used in the calibrations, and one was in between the calibration 
temperatures. Relative humidity was set to 75% to allow the mat to dry down, though at 
a fairly slow rate, as sensor readings were taken every half hour to 45 minutes. The setup 
used was the same as the first verification test; however, due to vibrations caused by the 
chamber, the balance was unable to return measurements. To alleviate this problem a 
layer of foam was placed in between the shelf and the balance to absorb the vibrations. 
Wires were run out a hole plugged with a thick foam block in the side of the chamber 
when it was time to take a reading. 
After the data were gathered, the new calibration equation for each sensor was 
applied to the data to evaluate the predicted RWCs, and the residuals were calculated. 
Graphs of predicted versus actual RWC and residual versus actual RWC were then 
completed allowing validation of the TMAS RWC measurement. 
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CHAPTER 6: RESULTS 
6.1: Preliminary Results 
6.1.1: Temperature Calibration Results 
The temperature calibration has improved the temperature readings as evidenced 
by the fact that all eight sensors return readings that vary by less than a degree from each 
other at room temperature when before they could vary by as widely as three degrees. 
This could also evidence that the sensors are changing over time. Occasional 
recalibration, therefore, must be undertaken to keep the sensors operating most 
effectively. 
6.1.2: Attachment Results 
Before moisture calibrations can be completed the sensors must be attached to the 
mat. The methods of attachment considered are all pockets including: (A) Velcroed, (B) 
pulled, (C) sewn, and (D) heat-sealed varieties. Also tested were A, C, and D pockets 
stuffed with additional matting. Fabrication was shortest with the heat-sealed and Velcro 
pocket approaches while sewing was most time consuming and pulling was in the middle. 
With experience production of the second two types improved. Nevertheless, there were 
concerns that the pulled pockets (and the others to a lesser extent) would have a great 
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deal of variability amongst pockets, would not be easily reproduced, and the pulling 
process may degrade the wicking ability of the mat in those areas leading to inaccurate 
readings. Since it is very thin, about a sixteenth of an inch, it is easy to poke through the 
matting and also difficult to stuff. Issues with the heat-sealing approach included the fact 
the heat may change the structure of the mat, especially surrounding the sensors, 
interfering with wicking, and also that the plastic covering will impede evaporation. The 
Velcro pockets were only tested stuffed, because otherwise the sensor would not be in 
contact with the mat on three Velcroed sides. Moreover, the unstuffed pocket would not 
securely hold the sensor in place. 
Drying curves illustrating how the RWC of the mat changes over time were 
created for all pocket types (Appendix, Figures 1-6). All the drying curves except the 
heat-sealed unstuffed pocket were decidedly linear with slopes, corresponding to the 
drying rate, that were fairly close to one another. The sewn unstuffed pockets dried most 
quickly having the greatest negative slope (-277.26 %min"1), while the heat-sealed not 
stuffed pockets took the longest with the smallest negative slope (-171.45 %min"1). 
Furthermore, when the heat-sealed pocket was stuffed, its drying curve more closely 
resembled that of the other pocket types as it dried out more linearly and more rapidly. 
This may be due to the greater amount of mat material which led to an increase in the 
ability to wick water from the center of the pocket, where it could be collecting because 
the plastic covering restricted evaporation, to the rest of the mat, where evaporation more 
readily occurred. However, the stuffing of the sewn pockets increased the drying time 
slightly, possibly as a result of the increased mass holding more water. In this instance, 
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the greater wicking power would not enhance drying time as evaporation was equal 
across the mat. 
Looking at the Sensor Output vs RWC graphs (Appendix, Figures 8-13), a trend 
was seen at the higher RWCs where the line flattened out with a slope of zero. The 
sensors were reading as if there was no difference between saturation and lower water 
levels, which would lead to erroneous moisture readings at these higher RWCs. A 
possible reason for this is the ability of the pockets to retain the water longer than the rest 
of the mat due to their greater mass and other disturbances of the normal structure of the 
mat material caused by the addition of the pocket. Therefore, the sensors read as if they 
were still completely surrounded by water. This is exhibited most strongly with the heat-
sealed stuffed pockets as there was no distinguishable change in sensor outputs down 
until almost 70%, while the sewn unstuffed pockets show little of this area of zero slope. 
The heat sealed imstuffed pockets also show little of this water retention, only from about 
95 to 100%; however, the curve was decidedly nonlinear. The others were fairly 
unchanging down to around 80% RWC, though the pulled pockets were slightly better at 
85%. Other than the heat-sealed unstuffed pockets and the pulled pockets, the graphs 
were relatively linear. Furthermore, there was little variability between any of the 
pockets of the same type as evidenced by the lack of variation in the pattern of the 
graphs. All the sensors followed the same trend although exact outputs may be separated 
due to the individual differences of the sensors. 
Currently, the sewn unstuffed pockets are to be used in subsequent experiments. 
The heat-sealing of the pockets greatly interfered with their drying ability as seen with 
their nonlinear relationship in Appendix, Figure 1. The best fit line also showed that the 
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mat dried at a much slower rate as compared to the control mat with no pockets. The 
Sensor Output vs RWC graph for the heat-sealed pockets was nonlinear as well, a trait 
that is undesirable as the sensor outputs must be directly related to the wetness level to 
control the irrigation process. Stuffing the pockets improved the drying curve as 
described above although it still dried more slowly than the other pocket types and least 
resembled the drying curve of the control mat with no pockets. The inability to detect the 
difference between 80-100% RWC makes this type of pocket even less feasible. It 
appears that either the heat-sealing, the use of the plastic covering, or both contribute to 
making this an undesirable choice whether it is stuffed or unstuffed. 
The Velcro pockets were not chosen because the Velcro interfered with the drying 
showing a significantly shallower slope in Appendix, Figure 5 than the control. They 
also prevented differentiation from 70-100% RWC and showed the greatest amount of 
inconsistency amongst sensors, suggesting these pockets were the least uniform. 
Alternatively, the pulled pockets dried more closely to the control and had less of a 
saturation issue though the slope was not constant. The slightly concave slope may 
indicate these pockets dried out less rapidly as the water level dropped due to the 
impaired wicking ability caused by the pulling process. As there is less water to 
redistribute, this impairment becomes more prominent since it must be moved to the 
surface before it can evaporate. When water is more abundant, most of it is already in 
contact with the surface and has no need to be relocated through wicking. 
On the other hand, the sewn pockets, both stuffed and unstuffed, exhibited drying 
curves that most closely resembled the control, drying most rapidly, and also had the 
most linear graphs. Although stuffing the pocket made the sensor more secure, it also led 
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to a greater problem differentiating between the higher RWCs as more water was retained 
around the sensor. For these reasons, the method of attachment recommended for future 
use is the sewn pockets without stuffing. The improvements in accuracy outweigh the 
longer production time. 
6.2: Moisture Calibration 
6.2.1: RWC Maintenance Results 
The plastic box used to prevent the mat from drying out due to evaporation was 
tested. There was shown to be no noticeable change in the mass of the system other than 
slight fluctuations, both above and below the original mass, probably due to temperature 
fluctuations in the room and a lack of temperature calibration of the balance. This 
indicates that the box reliably maintains a constant RWC level as a significant amount of 
evaporation would be indicated by a noticeable decrease in mass. 
6.2.2: Heating Duration Results 
This experiment tested diverse heating times to determine the ideal duration of the 
heat pulse for the TMAS sensors. Five measurements for five RWC levels were graphed 
together to make sure the heat pulses themselves were not causing a noticeable drying of 
the capillary mat. Figure 6.1 is a typical example of these plots with the initial 
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temperature set to zero and the following temperatures normalized to remove the 
influence of fluctuations in the room temperature. 
70% Heat 20 Normalized Comparison of 5 Trials 
Figure 6.1: Example of Heating Duration comparison of five measurements to observe 
if there was any noticeable pattern of drying as the measurements progressed. This graph 
is for Sensor 3, Set 11 at 70% RWC with a heating pulse of 20 seconds. 
In these graphs, Trial 1 always exhibited noticeably larger temperature changes over time 
whereas all other sensor trials exhibited random variations, a trend most noticeable when 
heating for twenty seconds for reasons discussed below. This systematic error indicated 
that something was consistently happening to the first reading because of some error 
inherent in either the experiment design or the instruments used. Upon closer 
examination of the experimental procedure and equipment used, it was decided that the 
error was probably due to the new signal conditioning electronic boards, and until such 
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time that the boards could be revamped (something that did not occur during this series of 
experiments), the first reading of all consecutive sets would be discounted. Moreover, 
this conclusion was further supported by the fact that new boards, fabricated for use in 
the actual payload experiment, did not show this same trend. In tests of these boards, 
there was no noticeable pattern in the order of the measurements that would indicate the 
persistence of any systematic errors. 
Subsequently, the various water content levels in the mat, having the same heating 
duration, were compared by graphing the change in temperature over time for each RWC 
level (Appendix, Figures 14-21). These graphs make apparent the fact that the greatest 
difference between water levels was seen either shortly after cooling began, especially in 
the lower heating times, or at the peak of the heating portion of the curve, particularly 
when heated longer. In addition, these greater differences at the peak are verified by 
calculation of the actual differences in the ATs (Tables 6.1,2). This trend is exhibited in 
the other sensors and cycles as well (Appendix, Tables 2-5). 
Table 6.1: List of the differences, typical of all sensors, between peak AT of the various 
water contents for sensor three, cycle one. 
RWC(%) 
100-90 
90-80 
80-70 
70-60 
3 
0.00 
0.20 
0.22 
0.20 
Heating Duration (st 
6 
0.16 
0.49 
-0.22 
0.21 
12 
0.99 
1.06 
0.14 
0.49 
I 
20 
1.75 
1.25 
-0.27 
1.18 
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Table 6.2: List of the differences, typical of all sensors, between ATs shortly after 
cooling has begun. These are for the various water contents for sensor three, cycle one. 
RWC(%) 
100-90 
90-80 
80-70 
70-60 
Heating Duration (s) 
Time (s) 
3 
6 
0.25 
0.27 
0.14 
0.16 
9 
0.18 
0.19 
0.06 
0.09 
6 
6 
0.29 
0.36 
-0.14 
0.21 
9 
0.18 
0.26 
-0.07 
0.13 
12 
6 
0.84 
0.74 
0.27 
0.37 
9 
0.63 
0.51 
0.32 
0.35 
20 
6 
1.51 
0.99 
-0.12 
0.83 
9 
1.09 
0.81 
-0.07 
0.63 
Afterwards, the various heating durations themselves were compared in Figure 
6.2. This graph shows the AT values for the TMAS measurements at 100, 90, 80, 70, 
and 60% RWC levels for all heating times. To rule out the possibility the results could be 
an artifact of an individual sensor or might be different in repeated measurements, graphs 
for another measurement (at the same RWC levels) of sensor 3, and one set for sensor 7 
were plotted as well (Appendix, Figures 22-23). These graphs show the measurements at 
100% RWC resulted in the lowest ATs with the lower water contents reaching 
progressively higher ATs, although occasionally the lower RWC curves were not always 
in order. However, this rarely occurred as only two out of the twelve lines showed this 
lack of order. Also, the measurements were very close together, a situation that occurred 
a great deal at the lower RWC levels, even when they appeared in order. Because this 
only occurred at the lower water contents, where plant life is unsustainable, it was not a 
great concern. 
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Comparison of Heating Durations for Sensor 3 
50 60 70 80 90 
Actual RWC (%) 
100 110 
• 3 seconds 
• 6 seconds 
12 seconds 
x 20 seconds 
Linear (3 seconds) 
Linear (6 seconds) 
Linear (12 seconds) 
Linear (20 seconds) 
Figure 6.2: Graph of five RWC level measurements for all four heating durations. The 
data for this plot came from cycle one of Set 11, Sensor 3. 
From this figure the improvement in resolution with increasing heat pulse duration is 
easily seen visually. As heating duration increased, the slope of the best fit line increased 
indicating greater differences between successive RWC levels. Moreover, the trials 
having a heating time of three or six seconds had differences between their RWC levels 
of less than 0.5 °C, at both their peaks and shortly after cooling has begun, while those 
with heating times of twelve and twenty seconds had differences up to about 1.75 °C 
(Tables 6.1, 6.2). 
The increase in AT associated with decreasing water content makes sense 
physically as explained by Fourier's Law of Heat Conduction since heat flux is constant. 
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Heat transfer from the sensor to the surrounding media is the way that moisture content is 
measured in the WONDER experiment, water and air flow being negligible, and heat is 
transferred in this instance through physical contact between the sensor and the 
surrounding media-water-air matrix. When there is a lot of water present in the medium, 
the fraction of the matrix composed of air decreases as it is displaced by the water. Since 
the thermal conductivity of water is greater than that of air, the overall thermal 
conductivity of the matrix increases. However, because the energy output of the sensor is 
constant, that means that the temperature change is inversely related to the thermal 
conductivity and, therefore, will decrease with increasing water content. Also, the 
equation describing the time-dependent temperature rise near a heated source, the sensor, 
shows this inverse relationship [4.3]. 
The solution of the energy balance equation supports the amplified resolution 
with increased heating time [4.3]. The time of heating is related to the temperature by the 
natural logarithm, a function that steadily increases as the independent variable, in this 
cycle the heating interval, increases, which occurs more rapidly at first and slows down 
as it approaches steady state. Moreover, at lower RWC levels, there is a larger 
percentage of air in the media, which has lower thermal conductivity, and, 
correspondingly, the higher heat build up leading to higher temperatures. Coupling this 
difference with the heating increase caused by longer heat pulses, the AT readings at 
different water contents logically should show larger separation as heating duration is 
lengthened, as they do in Figure 5.6. 
Because the greatest differences were seen at the peak, it was determined that the 
sensor response associated with water content levels was the change in temperature from 
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the start of heating until the peak, or the end of the heat pulse. Also, due to the increased 
resolution afforded as the sensor was heated longer, a heating time of twenty seconds was 
chosen for subsequent experiments. Heating times longer than twenty seconds were not 
tested at this time because of the longer recovery times needed between heat pulses. 
Heating for too long without rest would eventually lead to sensor failure as the sensor 
components overheat. 
6.2.3: Repeatability/Sensitivity Results 
The next experiment was done to determine the differences in RWC level that the 
sensors could consistently resolve and how much deviation there was in repeated 
measurements of the same media water content. First, to verify that the setup from 
Figure 5.5 was actually maintaining the relative humidity and preserving the RWC level 
of the mat, a graph was constructed of three measurements. Successive measurements 
(N=3) were checked at all RWC levels showing the change in AT. An example of the 
graph for 100% RWC with Sensor 1, Set 11 is shown below, Figure 6.3, while examples 
for the other water contents using this sensor are found in the Appendix, Figures 24-26. 
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Figure 6,3: Plot of the three measurements for the three cycles using Sensor 1, Set 11 at 
100% RWC. This was done at each point during the heating and cooling cycle to verify 
the mat was not drying out due to the heat pulses. 
As seen in these graphs, the measurements did not consistently result in the higher 
temperature changes indicating mat desiccation, but rather varied randomly. Also, the 
variation amongst measurements was less than 0.3 °C, although the mean for the three 
cycles at the repeated RWC level differed by as much as 0.75 °C, indicating poor 
repeatability (see discussion of repeatability below). 
To examine the repeatability of sensor measurements from cycle to cycle, t-tests 
were used to calculate the P-values of the cycle mean measurements (N=3) at each RWC 
level for two sensor sets. The five repeated cycles were compared at equal RWC. As 
described in Section 5.2.3 values less than 0.05 were given a statistically significant (S) 
result while those with P-values larger were given a not statistically significant result 
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(NS). These results were then summarized in tables for all sensors of the two sensor sets 
(Tables 6.3, 6.4). Furthermore, an example of a typical repeatability graph for sensor one 
showing the average and standard error bars for 100 and 85% RWC is given as Figure 
6.4. The other graphs are not shown but tables of both the mean and standard deviation 
are found as Tables 6-9 in the Appendix. 
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Figure 6.4: Graph of the mean and standard error (N=3) for the three repeated 
measurements (Set 11, Sensor 1) at two RWC levels. 
49 
Table 6.3: P-values resulting from t-tests comparing mean TMAS readings (N=3) at 
repeated RWC levels (Cycles) for Set 1. Those means that were not significantly 
different (NS) are highlighted indicating similar sensor responses at the given RWC 
level. 
B2S1 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycles 
100% 
1-2 
0.0006 
0.0000 
0.0353 
0.9072 
0.0255 
0.0077 
0.0167 
0.0021 
2-3 
0.0006 
0.0072 
0.0001 
0.0015 
0.0112 
0.1008 
0.1266 
0.6639 
3-1 
0.0141 
0.0001 
0.0002 
0.0017 
0.0080 
0.0010 
0.0095 
0.0009 
85% 
1-2 
0.1069 
0.0004 
0.0014 
0.0007 
0.0004 
0.0000 
0.0075 
0.0009 
2-3 
0.0000 
0.0016 
0.0233 
0.4436 
0.0518 
0.0117 
0.4303 
0.0015 
3-1 
0.0039 
0.0003 
0.0080 
0.0001 
0.0022 
0.0003 
0.0002 
0.5614 
RWC 
Cycles 
75% 
1-2 
0.0787 
0.0055 
0.0055 
0.0002 
0.0701 
0.0187 
0.0380 
0.0061 
2-3 
0.0258 
0.0010 
0.7901 
0.1917 
0.1505 
0.0425 
0.0052 
0.0009 
3-1 
0.4618 
0.0713 
0.0027 
0.0158 
0.1451 
0.0051 
0.0002 
0.0259 
65% 
1-2 
0.2604 
0.0028 
0.0387 
0.0397 
0.0844 
0.0002 
0.3987 
0.3571 
2-3 
0.0026 
0.2097 
0.0751 
0.0588 
0.2565 
0.0078 
0.2405 
0.0013 
3-1 
0.0150 
0.0011 
0.0087 
0.0016 
0.2625 
0.6588 
0.9206 
0.0010 
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Table 6.4: P-values resulting from t-tests comparing mean TMAS readings (N=3) at 
repeated RWC levels (Cycles) for Set 11. Those means that were not significantly 
different (NS) are highlighted indicating similar sensor responses at the given RWC 
level. 
B3S11 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycles 
100% 
1-2 
0.0055 
0.0093 
0.0057 
0.9427 
0.0000 
0.0360 
0.0492 
0.0800 
2-3 
0.0003 
0.0010 
0.0074 
0.0337 
0.7595 
0.0051 
0.0833 
0.0032 
3-1 
0.0033 
0.3544 
0.6816 
0.2629 
0.0002 
0.0554 
0.7230 
0.0003 
85% 
1-2 
0.0029 
0.0003 
0.2642 
0.0113 
0.0043 
0.0126 
0.0980 
0.0004 
2-3 
0.0409 
0.0000 
0.0070 
0.0005 
0.0776 
0.0525 
0.0494 
0.2623 
3-1 
0.0010 
0.3071 
0.0057 
0.0013 
0.6128 
0.0000 
0.6136 
0.0002 
RWC 
Cycles 
75% 
1-2 
0.6924 
0.0001 
0.0148 
0.0175 
0.1989 
0.0014 
0.0187 
0.0003 
2-3 
0.0109 
0.0049 
0.1698 
0.7986 
0.2576 
0.2538 
0.0198 
0.0000 
3-1 
0.0864 
0.0037 
0.0107 
0.0666 
0.0474 
0.0040 
0.0018 
0.0040 
65% 
1-2 
0.0155 
0.0034 
0.0015 
0.0106 
0.6502 
0.0060 
0.3769 
0.0005 
2-3 
0.0017 
0.0000 
0.1597 
0.0057 
0.8934 
0.1315 
0.3730 
0.0177 
3-1 
0.0951 
0.0002 
0.0001 
0.0049 
0.5559 
0.0299 
0.1907 
0.0010 
The results of both sensor sets showed no significant trends specific to water 
content, sensor number, or the specific cycles being compared. With Set 1 there was a 
noticeably greater number of NS results (20/29) at the lower water contents, 75% and 
65%; nevertheless, the same trend was not seen in Set 11 as the results were evenly 
distributed (17/34). Furthermore, in both tables the percentage of NS results was low, 
about 30%> with Set 1 and 35%) with Set 11. In the majority of the results, the sensor 
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responses appeared to be from populations with different means. Also, the graphs of the 
average and standard error for each repeated measurement at the given RWC levels 
reinforced the conclusion of poor repeatability as the error bars rarely overlapped. 
Therefore, the sensors did not return repeatable results, i.e. what it reads as a certain 
RWC level one time will not be the same the next. 
On the other hand, to observe what level of sensitivity the sensors have, t-test 
comparisons were done for measurements in the same cycle of RWC level changes, and 
the evaluation of the P-values followed the same process. The results for sensors using 
two different boards are shown in Tables 6.5, 6.6 with the desired result being a 
significant difference (S). In this analysis, the measurements from two different water 
contents should come from populations with different means. This would indicate that 
the sensors can tell the difference between RWC levels varying by this amount. A 
sensitivity graph was also created as the average and standard error bars for all RWC 
levels within a cycle were plotted for individual sensors (Figure 6.5). 
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Figure 6.5: Typical sensitivity graph for sensor one showing the average and standard 
error bars for all RWC levels within a single cycle, cycle one. 
Table 6.5: P-values resulting from t-tests comparing mean TMAS readings (N=3) of 
repeated Cycles at different RWC levels for Set 1. Those means that were not 
significantly different (NS) are highlighted indicating similar sensor responses at the 
given RWC level. 
B2S1 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycle 
100-85% 
1 
0.0000 
0.0004 
0.0015 
0.0000 
0.0000 
0.0002 
0.0010 
0.0002 
2 
0.0003 
0.0000 
0.0000 
0.0000 
0.0001 
0.0004 
0.0001 
0.0000 
3 
0.0000 
0.0000 
0.0003 
0.0000 
0.0036 
0.0000 
0.0012 
0.0014 
85-75% 
1 
0.0003 
0.0000 
0.0002 
0.0000 
0.0115 
0.0063 
0.0008 
0.0015 
2 
0.0005 
0.0000 
0.0001 
0.0021 
0.0001 
0.0002 
0.0033 
0.0025 
3 
0.0133 
0.0001 
0.0005 
0.0083 
0.1629 
0.0068 
0.0000 
0.0102 
75-65% 
1 
0.0038 
0.0259 
0.0020 
0.0057 
0.0088 
0.0000 
0.0044 
0.0005 
2 
0.0018 
0.0151 
0.0129 
0.0252 
0.0312 
0.0529 
0.0021 
0.0128 
3 
0.0187 
0.0028 
0.0001 
0.0012 
0.0072 
0.0078 
0.1972 
0.0046 
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Table 6.6: P-values resulting from t-tests comparing mean TMAS readings (N=3) of 
repeated Cycles at different RWC levels for Set 11. Those means that were not 
significantly different (NS) are highlighted indicating similar sensor responses at the 
given RWC level. 
B3S11 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycle 
100-85% 
1 
0.0004 
0.0001 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
2 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0002 
0.0004 
3 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0003 
0.0004 
0.0000 
85-75% 
1 
0.0000 
0.0008 
0.0000 
0.0004 
0.0022 
0.0015 
0.0002 
0.0010 
2 
0.0002 
0.0028 
0.0006 
0.0003 
0.0002 
0.0034 
0.0027 
0.0000 
3 
0.0009 
0.0000 
0.0000 
0.0002 
0.0002 
0.0015 
0.0011 
0.0001 
75-65% 
1 
0.0012 
0.0000 
0.0004 
0.0006 
0.0002 
0.6039 
0.0078 
0.0734 
2 
0.0002 
0.0000 
0.0060 
0.0060 
0.0142 
0.0008 
0.0456 
0.0049 
3 
0.0002 
0.0179 
0.0085 
0.8038 
0.0008 
0.0014 
0.1257 
0.0008 
For both sensor sets the vast majority of the results were significantly different, 
96% for Set 1 and 94% for Set 11. The first two RWC levels have the largest difference, 
15%), and all means were significantly different demonstrating that a difference of 15% 
can be easily resolved. The other two RWC level changes were 10% different and 
provided the only results that were not significantly different, with most (6/7) being 
between 75-65% and only 2% (1/48) of the 85-75% range having this result. Also, 
Figure 6.5 (etc) shows very little overlap of the standard error bars, which would indicate 
poor resolution. Overlap of the error bars does occasionally occur with difference in 
water contents of 10% in the lower RWC levels. These results indicate that w7hile 
differences of 15% at high water levels can be resolved, a difference of 10% RWC at 
lower RWC levels may not be enough to result in correct moisture readings. This leads 
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to the conclusion that further testing is required with more water level differences, such 
as 15, 10 and 5%, being compared, to get a better estimate of sensor sensitivity. 
Additionally, since using the temperature change from the beginning till the end 
of the heating incident did not give repeatable results, other measurements of RWC were 
considered. First contemplated was the use of the change in the AT from water content to 
water content. If the difference between the various RWC level's peak readings was 
consistent in all the cycles, then the change in water content could be invariably 
quantified. For example, say that the peak AT at 75% was higher than that of 85% RWC 
by five degrees every time and the same was true for any change in RWC of 10%. 
Subsequently, whenever a five degree change in peak AT was measured, it would be 
known that the RWC increased by 10% from whatever the previous water content was. 
Hence, the A(AT) was calculated for the previous repeatability data and the t-test was 
again used to determine repeatability, this time comparing the A(AT) (Tables 6.7, 6.8). 
Table 6.7: P-values resulting from t-tests comparing mean change in TMAS readings 
(N=3) at different RWC levels for repeated Cycles using Set 1. Those means that were 
not significantly different (NS) are highlighted indicating similar sensor responses at the 
given RWC level. 
B2S1 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycles 
100:85% 
1-2 
0.0038 
0.3334 
0.0038 
0.0010 
0.0180 
0.0192 
0.0633 
0.0059 
2-3 
0.0001 
0.9111 
0.0005 
0.0115 
0.0528 
0.0160 
0.2665 
0.0016 
3-1 
0.0712 
0.4244 
0.0910 
0.0088 
0.2261 
0.5198 
0.3098 
0.0206 
85:75% 
1-2 
0.0043 
0.0031 
0.0210 
0.1249 
0.1338 
0.1937 
0.0267 
0.2560 
2-3 
0.0005 
0.3980 
0.3895 
0.2698 
0.0142 
0.0234 
0.0044 
0.0298 
3-1 
0.0039 
0.0044 
0.1067 
1.0000 
0.0071 
0.0201 
0.0834 
0.0221 
75:65% 
1-2 
0.5814 
0.1694 
0.0754 
0.7707 
0.8975 
0.0002 
0.3896 
0.0073 
2-3 
0.0015 
0.0134 
0.4567 
0.1894 
0.6114 
0.0008 
0.0357 
0.0028 
3-1 
0.0026 
0.0037 
0.4299 
0.0224 
0.5281 
0.0056 
0.0045 
0.0156 
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Table 6.8: P-values resulting from t-tests comparing mean change in TMAS readings 
(N=3) at different RWC levels for repeated Cycles using Set 11. Those means that were 
not significantly different (NS) are highlighted indicating similar sensor responses at the 
given RWC level. 
B3S11 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycles 
100:85% 
1-2 
0.4220 
0.0039 
0.0526 
0.0291 
0.0002 
0.0038 
0.2067 
0.0082 
2-3 
0.0037 
0.0009 
0.0033 
0.0007 
0.0942 
0.0007 
0.2251 
0.0094 
3-1 
0.0016 
0.3152 
0.0045 
0.0038 
0.0069 
0.0013 
1.0000 
0.7157 
85:75% 
1-2 
0.0192 
0.0038 
0.0185 
0.8639 
0.0178 
0.8718 
0.0077 
0.0000 
2-3 
0.0036 
0.0004 
0.0136 
0.0177 
0.4953 
0.0562 
0.0207 
0.0004 
3-1 
0.0023 
0.1185 
0.2266 
0.0062 
0.1149 
0.0230 
0.0019 
0.0049 
75:65% 
1-2 
0.0397 
0.0069 
0.0431 
0.0147 
0.1399 
0.0001 
0.0041 
0.0023 
2-3 
0.0229 
0.0010 
0.0829 
0.0270 
0.8562 
0.1870 
0.9655 
0.0207 
3-1 
0.6572 
0.0006 
0.0057 
0.2916 
0.O665 
0.3005 
0.3735 
0.0026 
The results for this method of RWC measurement gave similar results to using 
just AT. Once again no specific patterns are noticeable with regards to RWC levels, 
cycle comparison, or sensor as the NS results were randomly scattered with respect to 
these variables. Nonetheless, this procedure resulted in slightly higher percentages of NS 
P-values for Set 1, 44% as compared to the earlier 30%, while for Set 11 the same 35% 
were NS. With such a high percentage, more than 50%, indicating significantly different 
populations for cycles that should have the same mean, the use of A(AT) did not improve 
repeatability enough to validate its use as a moisture content measurement. Because it 
did not show improved repeatability, this method was not even tested for sensitivity. 
Another technique to quantify RWC considered was to compare the integral of the 
heating curve of the various water contents, but anticipated difficulty of calculating this 
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removed it from consideration. Therefore, other means of improving the repeatability 
were entertained including a new experimental design. 
6.2.4: New Repeatability/Sensitivity Results 
Using the new setup described in Section 6.2.4, the RWC level maintenance was 
again tested by plotting the measurements, in order, for each measurement of a drying 
cycle (Figure 6.6). Figure 6.6 shows that there was no increase in temperature with 
successive heating incidents, which would have been indicative of the heat pulses drying 
out the mat. 
57 
9 
0 8 
5. 7 
£ 5 
•£ 4 
? 2 
D
 1 
Check for Mat Drying 
iMWMf;-i-_L'»-ii;*i' • " 
••'i;'ift 
* * * r 
0 m P f f l II n 1 n IIII1IIII1111 n 111IIII1II11111111111II1II11111IIIIII1IIII111II11IIIIII1II n ii I ii ii II111 
1 9 17 25 33 41 49 57 65 73 81 89 97 
Reading # 
• Case 1 
• Case 2 
Case 3 
Case 4 
» Case 5 
Figure 6.6: Plot of the five measurements for the five cycles using Sensor 1, Set 11 at 100% RWC. This was done at each point 
during the heating and cooling cycle to verify the mat is not drying out due to the heat pulses. 
The difference among mean measurements from each cycle was less than 0.3 °C; 
nevertheless, the variability of measurements can reach up to 1 °C, indicating continuing 
poor repeatability. To mathematically test the repeatability, the t-test was applied 
between all cycles resulting in ten P-values for each RWC level. Below is an example 
showing a table of the significance results for 100% RWC (Table 6.9). The results for 
the other water contents are presented in the Appendix, Tables 10-15. Also, the means 
and standard error bars were again plotted for all RWC levels within a cycle to verify 
repeatability for each sensor (Figure 6.7), with the mean and standard deviation for all 
sensors listed in the Appendix, Tables 16-17. 
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Figure 6.7: Typical repeatability graph showing the mean AT measurements (N=5) and 
standard errors at five RWC levels using Sensor 1. 
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Table 6.9: P-values resulting from t-tests for Set 11 repeatability at 100% RWC 
comparing all five cycles to one another. Those highlighted in yellow indicate a NS 
result. 
B3S11 
Cycle # 
1-2 
2-3 
3-4 
4-5 
1-5 
1-4 
1-3 
2-4 
2-5 
3-5 
RWC (%) 
Sensor 
100% 
1 
0.0000 
0.1564 
0.0120 
0.7051 
0.0000 
0.0000 
0.0000 
0.0526 
0.0014 
0.0027 
2 
0.0001 
0.0000 
0.0013 
0.0038 
0.0000 
0.0024 
0.6911 
0.0217 
0.0230 
0.0000 
3 
0.0001 
0.0007 
0.1222 
0.0032 
0.0329 
0.0239 
0.1458 
0.0586 
0.0000 
0.0033 
4 
0.0001 
0.0000 
0.0172 
0.0005 
0.0000 
0.1451 
0.0132 
0.0309 
0.0000 
0.0000 
5 
. 
-
-
-
-
-
-
6 
0.0001 
0.0000 
0.0032 
0.0028 
0.0355 
0.0003 
0.0000 
0.1527 
0.0072 
0.0000 
7 
0.1938 
0.0000 
0.4007 
0.6605 
0.0007 
0.0122 
0.0053 
0.0060 
0.0002 
0.0638 
8 
0.0013 
0.0000 
0.0018 
0.0595 
0.0078 
0.0023 
0.1379 
0.4304 
0.0237 
0.0004 
This time there was, like times previously, no pattern seen with respect to water 
content or sensor number, except the trend of Sensor 5, described below. However, a 
pattern was seen when looking at the results based on the cycles being evaluated. Those 
that occurred more closely together in time, especially successive cycles, were most 
likely to have come from populations with the same underlying mean. Those spread out 
the furthest over time, such as cycles one and five, almost never gave a NS result (3/56). 
This indicates that the repeatability decreases as they experience more heating incidents 
for some unknown reason. Also, this may explain why, although there is no real pattern, 
more NS results were returned when comparing the lower RWC levels. For the higher 
RWC levels, 100, 90, and 85%, the total was 43/240 NS as opposed to 77/240 at 75, 70, 
and 60% RWC. Sometimes during a cycle the next water content was overshot and, 
therefore, skipped (a fact that was noted) and replaced with measurements taken at a later 
time. This was especially common for the higher RWC levels, and particularly 85% 
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which had only 9/80 results of NS. Regardless, the data is not determined to have 
originated from populations with the same mean for even over 50% of the measurements 
and, hence, the repeated measurements of sensor response at given RWC levels were not 
reproducible. 
A possible explanation for repeatability problems was the temperature drift of the 
diodes used as the heating and temperature elements in the sensors. Based on the specific 
silicon used in diode construction, since different materials have distinctive drift 
characteristics, each diode experiences a drift based on the duration, strength and* 
frequency of heating. Heating above a certain temperature causes the diodes to derate as 
they experience changes in their electrical capabilities. In addition, the two diodes do not 
drift together; each experiences drift specific to it [28]. Further support was found for 
this as sensors that had been in use over many months, as in the previous tests, would 
eventually fail and then recover if given a sufficient enough period of rest. 
Another anomaly that occurred during this test was the damage to Sensor 5. This 
damage was made evident by the significant differences amongst measurements for 
nearly every reading, having 0/560 NS results. The original data was studied to 
determine the cause, and there was found to be a number of '0' measurements. Further 
testing of this sensor by itself upheld this conclusion as the heating curves no longer 
followed the typical pattern and ultimately the sensor returned the same number for every 
point in the heating curve. A probable cause for this damage could be the long duration 
of heating, 150 seconds, which could have caused elements of the circuitry to overheat. 
Alternatively, for the sensitivity testing there were more water contents to 
compare in order to get a more precise estimate of moisture sensitivity. For each sensor, 
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except sensor five which had been determined to be damaged, the t-test was done for 
intervals of 5, 10 and 15% RWC difference. Table 6.10 is an example of the t-test results 
for Sensor 1, while the other sensor results are found in the Appendix, Tables 18-23. A 
typical sensitivity graph presenting the average change in temperature and the error 
associated with this average for one drying cycle of Sensor 1 is shown as Figure 6.8. 
This approach allowed the t-test results to be verified visually as well as statistically. 
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Figure 6.8: Sensor 1 sensitivity graph for one drying cycle portraying the mean AT 
measurements (N=5) and standard errors for multiple RWC levels to show what RWC 
level differences can be resolved. 
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Table 6.10: P-values resulting from t-tests for Sensor 1, Set 11 evaluating the 
relationship between different RWC levels for five cycles, with the yellow highlighting 
indicating NS. 
B3S11-1 
RWC levels (%) 
100-90 
90-80 
80-70 
70-60 
85-75 
90-85 
85-80 
80-75 
75-70 
100-85 
90-75 
85-70 
75-60 
Cycle 
1 
0.0000 
0.0000 
0.0007 
0.0031 
0.0000 
0.0000 
0.0001 
0.0001 
0.0340 
0.0001 
0.0292 
0.0002 
0.0000 
2 
0.0096 
0.0043 
0.0000 
0.0000 
0.0052 
0.0030 
0.3663 
0.0071 
0.0562 
0.0005 
0.0005 
0.0000 
0.0000 
3 
0.0495 
0.0007 
0.0000 
0.0000 
0.0097 
0.0022 
0.1135 
0.0008 
0.0836 
0.0002 
0.0002 
0.0011 
0.0004 
4 
0.0437 
0.0048 
0.0007 
0.0026 
0.0000 
0.8610 
0.0015 
0.0917 
0.0023 
0.0395 
0.0015 
0.0000 
0.0003 
5 
0.0709 
0.0106 
0.0000 
0.0003 
0.0013 
0.1246 
0.0121 
0.0308 
0.0020 
0.0002 
0.0011 
0.0000 
0.0000 
The results of the new sensitivity testing allowed more detailed conclusions about 
sensor resolution to be drawn. No pattern was evident with respect to the cycle number; 
however, the sensitivity of each sensor was slightly different and higher water contents 
resulted in reduced sensitivity. As in the previous sensitivity testing, 15% RWC 
differences were always resolvable as significant differences of mean AT (N=5) were 
returned for all sensors. At a difference of 10% RWC, very few NS conclusions were 
given with two sensors having none, Sensors 2 and 3. Moving to a difference of 5% 
RWC, there was an apparent increase in the number of results indicating the two data sets 
had not originated from different populations. While two sensors, 7 and 8, had no NS 
results, another, Sensor 1, had as high a percentage as 35%. In addition, the sensitivity 
graphs showed the most overlapping of standard error bars, which indicates the 
measurements for those two RWC levels came from the same population, at RWC level 
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differences of 5%. No overlap was seen at differences of 15% RWC, but at 10% RWC 
differences between some sensors exhibited more overlapping of the standard error bars 
than others. In Figure 6.8, an example of this overlapping of standard error bars was seen 
at 80 and 85% RWC level. This demonstrates that for Sensor 1 5% RWC differences 
were not always resolvable. These results lead to the conclusion that differences of 15% 
will always be resolvable by these sensors, while differences of 10 and even 5% may be 
resolvable by some. 
To improve the ability of a sensor to detect such low differences, consistency of 
fabrication must be improved and/or each sensor will have to be individually tested to 
determine its sensitivity. Also, it is possible that if the sensor pockets fitted too tightly 
around the sensor heads, evaporation at higher water contents would be affected. Perhaps 
the pockets remained wetter as the rest of the mat dried down to the next level, making 
RWC levels at this high end, such as 100% and 90%, appear to the sensors to be at the 
same moisture levels. The same effect would not be noticeable at lower RWC levels 
because by then the pockets themselves would be drying at a rate roughly equivalent to 
the whole mat. A second possible explanation of this phenomenon at high RWC levels is 
the possibility that the epoxy of the sensor head is hydrophilic. Thus, at higher wetness 
levels the sensor head occasionally became surrounded by a film of water causing it to 
indicate saturation until the mat became dry enough to pull water from that film and 
allow the sensor to again detect drying conditions. 
To create models of sensor behavior, mat RWC level was graphed versus the 
change in temperature at the peak of the heating curve for all measurements to create a 
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moisture calibration curve. Figure 6.9 shows the calibration graph for Sensor 8 with the 
graphs for the other sensors in the Appendix, Figures 27-32. 
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Figure 6.9: Moisture calibration curve for Sensor 8 plotting the water content as it 
relates to the peak change in temperature of the sensor reading. Shown are two possible 
models, one linear (bottom) and the other a second order polynomial model (top), and 
their corresponding correlation coefficients. 
A line of best fit was calculated, thus generating a calibration equation that describes how 
to obtain moisture information from the sensors' peak temperature change readings. 
Both linear and higher order polynomial calibration equations were created allowing a 
comparison of how well they fit the data. This was accomplished through the use of the 
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correlation coefficient values (R2). The R2 values indicate the reliability that the data can 
be described by the equation of best fit with a result of 1 denoting 100% correlation. 
For most sensors there was not a great gain in correlation when going from linear 
to second order polynomial models. Five out of the seven sensors, sensor five having 
been previously determined to be giving incorrect readings, had R2 improvements of less 
than 1%. The other two sensors, numbers one and six, had greater improvements, about 
8% and 4.5% respectively. But, these two also correlated more poorly to the developed 
models, with linear correlation values of 58% and 80%, while the other five had R2 
values ranging from 87 to 92%. Before the best fit model could be decided on, all data 
were tested for outliers by taking the standard deviation of each data set with all values 
included and then discarding any points that fell greater than two standard deviations 
from the mean. With Sensor 1, a group of data was visually seen to be greatly separated 
from the rest of the data at higher water contents (Appendix, Figure 27). Upon closer 
examination, those points were all determined to be from cycle one, the first set of 
measurements. These stray points did not qualify as outliers, but it was probably a 
random error as not all measurements with the same moisture level had such low ATs. 
Sensor 6, on the other hand, followed a linear pattern except that the measurements for 
100% RWC were excessively low. It was probable that this was just a peculiarity of this 
particular sensor, because it consistently occurred in all measurements and cycles. Since 
the increased complexity of the model did not significantly enhance the correlation for 
the majority of the sensors, the linear models were chosen for use in future experiments. 
Also, the results from Sensors 1 and 6 will be looked at with greater caution due to their 
data's poorer correlation to the calibration equations. 
66 
6.2.5: Verification Results 
The moisture calibration equations were tested by applying them to a new series 
of measurements and then comparing the resulting moisture reading to the actual RWC 
level given by gravimetric means. At first the heating time used was the same as in the 
last experiment, 150 seconds; however, it was soon observed that the sensors started 
giving erroneous readings similar to Sensor 5 previously. The heating curve no Jonger 
follows the typical charging-discharging curve, eventually returning the same 
measurement for each point in the curve. This was believed to be due to overheating as 
other sensors in other experiments (data not shown) were exhibiting the same effect with 
high heating. The sensors were given some time to "rest" and then the heating time was 
dropped to 100 seconds, but this still led to incorrect readings. After a longer "rest" 
period and dropping the heating time to 60 seconds, the sensors started returning typical 
heating curves once more. Moreover, an attempt was made to quantify how long it takes 
and what heating duration was needed for sensor failure. A sensor set that had been used 
often in the recent past was placed in a new mat with the heating duration set to that at 
which the other sets had failed, 150 seconds, and cooling time set to 80 seconds. Cyclic 
heating incidents occurred every 22 minutes and the fatigue experiment took place over 
fourteen days without interruption. During this interval, however, no fatigue was noticed 
as all heating curves exhibited the typical heating and cooling trends. Further 
investigation beyond the scope of this study into the duration and frequency of heating 
necessary to cause sensor fatigue and failure is required. 
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Initially, the predicted RWC level was calculated by inputting the peak AT into 
the individual models from the previous experiment for each sensor. After that, the 
predicted RWC level was graphed against the actual RWC level to see how the two 
compared and expose possible errors (Figure 6.10; Appendix, Figures 33-38). Also, the 
residuals for each measurement were plotted as compared to the actual gravimetric RWC 
level, thereby illustrating trends in the errors (Figure 6.11; Appendix, Figures 39-44). 
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Figure 6.10: Comparison of RWC level predicted by moisture model with actual 
gravimetric moisture content for Sensor 8. 
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Figure 6.11: Residuals showing the deviation of actual data from the calibration for 
Sensor 8. 
All seven verification and residual plots revealed every data point to be offset in the 
positive direction, with measured RWC being greater than actual RWC in every 
measurement. This indicates a systematic error was affecting all data in the same way, 
and a correction factor was required for the relationship to be accurately reflected by the 
moisture calibration. 
Furthermore, measures of error including MARE, root mean square error, and 
model efficiency were calculated allowing a statistical means of verifying the model 
accuracy. The results for the MARE calculation found in Table 6.11 reinforced the 
conclusion that the calibration was not an accurate representation of the moisture content. 
The MARE values for 7 sensors ranged from 48.2 to 83.2 % error where 0% indicates an 
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exact correlation. In addition, the RMSE and N-S R2 exemplified the same trend, having 
high RMSE values and model efficiency values far from one (Appendix, Table 24). 
Table 6.11: Listing of the average MARE values for all measurements by all sensors in 
Set 11. 
Sensor 
Ave MARE (%) 
1 
83.16 
2 
52.80 
3 
62.62 
4 
48.19 
6 
71.05 
7 
74.03 
8 
41.68 
6.2.6: Initial Temperature Difference 
Following the detection of the systematic error referred to above, it was 
determined that the cause could be the difference in initial temperature experienced by 
the sensors when changing experiment location. For this reason, the verification test data 
were added to the data from the final repeatability test, using the interpolated AT to peak 
at sixty seconds, and new calibration equations were developed. To validate the new 
calibration for Sensor 8 another set of data was gathered at a third initial temperature, 30 
°C, and calibrated with the new equations. The graph for Sensor 8 of the new predicted 
versus actual RWC level is seen as Figure 6.12 while the residuals plot is presented in 
Figure 6.13. 
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Figure 6.12: Graph for Sensor 8, Set 11 verifying the accuracy of moisture models 
including the initial temperature as another variable. This data was taken at a third initial 
temperature, 30 °C, which was not included in the calibration. 
20 
g 15 
5 10 
"55 
0) 
-5 
Residuals of 30 Degree Data 
1 
1 
f 
t 
50 60 
1 
70 
| 
$ 
! 
1 
80 
• 
• 
90 
$ 
• 
• 
1|0 1 
Actual RWC (%) 
10 
Figure 6.13: Residuals from 30 °C verification test of Sensor 8, Set 11 illustrating trends 
in the errors of the calibration. 
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A visual inspection of the new graphs shows a reduction in the offset of the 
measurements; nevertheless, they still are not normally distributed around the 1-1 
diagonal line. Also, the range of the residuals did not change, with a difference of 21.5 % 
for Sensor 8 in the first verification test as compared to a difference of 22.5% when 
testing the 30 °C data. To further improve the calibration before the final validation test, 
this data set was then added to the previous two enabling a "three point" calibration 
where the three points correspond to the three different initial temperatures. 
6.2.7: Final Verification Results 
Lastly, the final verification data set was evaluated following the same procedure 
as the first verification. The "actual" versus "predicted" RWC level graph for Sensor 8 is 
Figure 6.14 and the plot of the residuals is Figure 6.15 while those for the other sensors 
are found in the Appendix, Figures 45-56. 
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Figure 6.14: Graph showing the correlation between model-predicted RWC level and 
actual gravimetric RWC level for Sensor 8, Set 11. 
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Figure 6.15: Plot of the differences between the actual and predicted RWC level 
measurements for Sensor 8, Set 11 in residual form. 
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Visually, the measurements now fell around the 1-1 line having normally distributed 
residuals. Also, the statistical measures of verification indicate a model with better fit 
than those created without inclusion of initial temperature. The average MARE for this 
test ranged from 8.8 to 13.7% error, coming closer to exact correlation (Table 6.12). 
Furthermore, RMSE and N-S R2 also show the improvement in the moisture calibration 
equations as RMSE values are closer to zero and model efficiency values approach one 
(Appendix, Table 25). This all indicates that inclusion of the initial temperature in the 
moisture calibration explains some of the error associated with previous calibrations and 
leads to models that better explain the behavior of the sensors with changing RWC level. 
Table 6.12: Listing of the average MARE values for all measurements by all sensors 
using the final verification data. 
Sensor 
Ave MARE (%) 
1 
13.65 
2 
8.89 
3 
12.06 
4 
11.47 
6 
9.53 
7 
8.77 
8 
9.08 
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CHAPTER 7: CONCLUSIONS 
In order to provide reliable feedback irrigation control as desired for the 
WONDER experiment, the accuracy and precision of the TMAS sensors must be 
determined. Several areas of preliminary work were needed to define the assembly and 
operation of TMAS sensors in the environment of a thin, cotton fiber mat material. The 
best method of sensor attachment to the capillary mat was first established, that is the 
mode of attachment that least interferes with the usual drying of the capillary mat* The 
unstuffed sewn pocket attachment method resulted in the most linear drying of the 
capillary mat, and was similar to the drying of the control mat with no sensors attached. 
It was then decided to use the change in temperature from the beginning until the end of 
heating, which is the peak of the heating curve, as the measurement used to correspond to 
the media water content. This was because the greatest differences between water 
contents occurred at this point. Next, the most ideal heating duration was selected as 
twenty seconds, since the longer the sensors were heated, the greater the resolution of the 
various RWC levels. Improved resolution of RWC levels with increased heating times 
was easily visible as the increased slope of the RWC level versus AT plot. 
Using the above conclusions, repeatability and sensitivity testing was completed 
giving an indication of sensor operation. The TMAS sensors had problems with 
repeatability. Testing indicated that sensor readings taken at the same RWC level could 
return significantly different readings. Statistical testing also supported this lack of 
repeatability as the majority of the measurements from multiple cycles were significantly 
different. Possible explanations for this lack of repeatability include diode temperature 
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drift and inconsistent wetting up of the capillary mat. On the other hand, the sensitivity 
testing revealed that all TMAS sensors can consistently detect RWC level differences of 
15%. Some sensors can detect differences of 10% and 5%, but this was not consistently 
true for all sensors. For some sensors, measurements from RWC levels differing by these 
amounts did not have statistically significant differences. One possible explanation could 
be inconsistent sensor fabrication. 
Furthermore, linear models were created relating relative water content level to 
the change in temperature. The first verification testing indicated the calibration h^d a 
systematic error. The measurements were all offset from the 1-1 line in the same 
direction for all sensors. Inclusion of the initial sensor temperature as another 
independent variable in the calibration model corrected for this offset as the verification 
measurements were then more similar to the actual RWC of the capillary mat. Also, the 
MARE values were greatly decreased from a maximum value of 83.2% for the first 
verification test to 13.7% for the second. 
Through this series of tests a better understanding of TMAS sensor accuracy and 
precision was gained. There was seen to be variations between sensors and also between 
measurements taken on separate occasions. For use in the WONDER payload, the 
variations in sensor readings must be explained and a means of increasing repeatability 
determined. Otherwise, the feedback moisture control system must work around this 
large deviation by using a wider range of RWC level set-points in the PTNDS modules. 
Alternatively, different sensors that have increased repeatability in the capillary mat 
media could be used. 
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One area of further research on this topic is developing a measure of the 
temperature drift of the specific diodes used in the TMAS sensors. The amount of drift 
must be related to the length of time the sensor is heated, the length of the rest period 
between heating incidents, and the temperature reached at the peak of heating. Another 
focus for additional research would be to determine where the water actually goes in the 
mat upon wetting up. It is possible that the capillary mat does not ensure completely 
even water distribution. Air bubbles may become trapped around the sensors, or the 
pockets may retain water longer than the surrounding mat. Some way of monitorijig the 
precise water content near the TMAS sensors, such as by thermal imaging, could be 
helpful. These future endeavors may aid in accounting for the lack of repeatability 
exhibited by the TMAS sensors in the capillary mat. If this mechanism can be 
determined, then it can be accounted for and, hopefully, the repeatability will improve. 
Subsequently, the TMAS sensors will provide an accurate description of soil moisture. 
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Table 1: Calibration Settings from the Temperature Calibration for the new boards. 
Box 
2 
1 2 
! 2 
2 
2 
2 
2 
2 
3 
3 
3 
3 
3 
3 
3 
3 
I 4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
1
 4 
1
 4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
Sensor 
0 
1 
2 
3 
4 
I 5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
I 7 
0 
1 
2 
3 
4 
5 
6 
7 
0:0 
0:1 
0:2 
0:3 
0:4 
0:5 
0:6 
0:7 
11 
11 
11 
11 
11 
11 
11 
11 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
7 
Intercept 
5.2461742 
4.9699544 
5.4913776 
4.2573531 
5.0049681 
5.0482356 
5.2039948 
5.3526437 
2.6417442 
3.5179873 
3.0293736 
2.9649391 
3.5186243 
3.2487536 
2.3116055 
3.2688929 
3.4588801 
3.2330590 
3.2333804 
3.4032654 
-45.8015611 
-34.2008798 
3.6298600 
2.7611981 
3.4943594 
3.9074434 
4.1744247 
4.4063520 
4.2275675 
3.5503514 
4.5711950 
3.3049348 
3.6558549 
3.5514773 
3.5761574 
3.4438288 
3.6021601 
3.8935399 
3.6180550 
3.5764058 
4.0842198 
3.8421902 
3.4644621 
3.9999064 
4.1696617 
4.1228103 
3.8179744 
3.9325190 
Slope 
0.0146394 
0.0146982 
0.0146046 
0.0146516 
0.0147094 
0.0146864 
0.0146397 
0.0147298 
0.0146845 
0.0147544 
0.0148739 
0.0147721 
0.0147617 
0.0147149 
0.0150502 
0.0147612 
0.0157485 
0.0158364 
0.0157629 
0.0156674 
0.5448814 
0.5498534 
0.0158304 
0.0158103 
0.0147027 
0.0148075 
0.0147820 
0.0146923 
0.0147205 
0.0146824 
0.0148116 
0.0146486 
0.0149917 
0.0149036 
0.0149925 
0.0149231 
0.0149791 
0.0149756 
0.0150780 
0.0149148 
0.0147181 
0.0146732 
0.0146691 
0.0147000 
0.0147079 
0.0146969 
0.0147535 
0.0147409 
Box 
6 
6 
6 
6 
6 
6 
6 
6 
7 
7 
7 
7 
7 
7 
7 
7 
8 
8 
8 
8 
8 
8 
8 
8 
9 
9 
9 
9 
9 
9 
9 
9 
10 
10 
10 
10 
10 
10 
10 
10 
Sensor 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
7 
0 
1 
2 
3 
4 
5 
6 
7 
Intercept 
7.0093857 
3.4609356 
3.2604649 
1.5858659 
3.4915477 
3.6918412 
3.6535977 
13.9790997 
2.7696510 
22.7145382 
2.0711360 
1.6938511 
6.7852210 
1.7178416 
2.2067107 
28.1627765 
2.9548811 
2.4427225 
2.3255555 
1.6075449 
2.1352727 
1.7148056 
-26.8159708 
1.5272093 
4.9156506 
5.0934503 
4.6539455 
5.0323672 
4.7618460 
4.3430940 
4.9505484 
5.0147154 
3.4897038 
4.3927943 
4.0335229 
1.3201181 
-4.9449052 
5.7709491 
4.0681964 
3.4409108 
Slope 
0.1407850 
0.0147076 
0.0147980 
0.0154607 
0.0146694 
0.0148188 
0.0146873 
0.0884244 
0.0138774 
0.0021133 
0.0147501 
0.0147079 
0.1424378 
0.0147226 
0.0148617 
-0.0051800 
0.0147786 
0.0147538 
0.0146855 
0.0146322 
0.0146375 
0.0147341 
0.4012971 
0.0146392 
0.0149014 
0.0148691 
0.0148649 
0.0148428 
0.0148757 
0.0149242 
0.0148531 
0.0149286 
0.0148767 
0.0148289 
0.0148967 
0.0151647 
0.0214948 
0.0128740 
0.0148166 
0.0148383 
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Figure 1: RWC vsTime for Heat-Sealed 
Pockets 
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Figure 2: RWC vsTime for Pulled Pockets 
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Figure 3: RWC vs Time for Sewn Pockets 
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Figure 4: RWC vs Time for Heat-Sealed 
Stuffed Pockets 
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Figure 5: RWC vs Time for Velcro Stuffed Pockets 
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Figure 6: RWC vsTime for Sewn Stuffed Pockets 
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Figure 7: RWC vs Time for Control (no pockets) 
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Figures 1-7: These figures show how the water content of the capillary mat changes over 
time for all six pocket types and the control mat that has no pockets. 
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Figure 8: Sensor Outputs vs RV\C for Heat-
Sealed Pockets 
Figure 9: Sensor Outputs vs RWC for Pulled Pockets 
Figure 11: Sensor Outputs vs RWC for Heat-Sealed 
Stuffed Pockets 
- Sensor 1 
Sensor 2 
Sensor 3 
—a^- Sensor 4 
-•—Sensor 5 
Sensor 6 
Figure 12: Sensor Outputs vs RWC for 
Velcro Stuffed Pockets 
Figure 13: Sensor Outputs vs RWC for 
Sewn Stuffed Pockets 
Figures 8-13: Graphs of the digital sensor outputs vs RWC level for all pocket types as 
the capillary may dries. 
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Specific Description of Drying Process for Repeatability/Sensitivity Testing 
Purpose: Determine the repeatability of RWC readings and begin moisture calibration. 
Methodology: In order to be useful, the sensors must give consistent results in multiple 
trials. To this end, sets of measurements will be done heating for a prescribed amount of 
time at various wetness intervals. These measurements, if successful, will serve as the 
beginning of the moisture calibrations. 
Methods and Materials: 
-> 3 or 5 cycles of wetness level (Cycles) 
-> 4 or 6 measurements at each wetness level (Measurements) 
^ # wetness levels (100, 85, 75, 65%, etc) 
-> 2 sets with different boards 
- Saturate mat 
o Place mat on rack on a scale (rack will be zeroed out) and add water until 
it starts dripping 
o Dry any drips then note mass and time 
- Complete setup 
o Place mat on rack in box (bag) 
o Place sensors in pockets while connecting wires to the rack with putty to 
secure them 
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o Close and lock box making sure the sensor board wires and the internal 
temperature wire exit at the top center of the opening 
o Take initial mass reading 
Start cyclic reads 
o Take four readings, one every 20 minutes heating for 20 and cooling for 
27 seconds (initial reading to be discarded due to anomalous low temp, 
reading time was varied depending on the particular test being conducted) 
- Upon completion of cyclic reads, reweigh mat (the following describes prcjcess 
when the box was used to maintain RWC:) 
o Open box 
o Pull sensors from mat and place on rack on the first balance 
o Take final mass reading 
- Complete drying cycle 
o Leave on rack until reading almost matches next desired wetness level 
o Record the initial mass reading and time for the next RWC level 
- Repeat above procedure for completing setup and cyclic reads for other two 
wetness levels 
- Repeat entire procedure twice more to determine repeatability 
- Repeat whole cycle again with different board and different sensors 
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S3 Ave Heat 3 Normalized RWC Comparison 
10 
Time (s) 20 30 
Figure 14: Graph of temperature measurements at multiple RWC levels using sensor set 
three and a heating duration of three seconds. These measurements were calculated from 
an average of all trials at each RWC level. Dry mat measurements were also included to 
get an indication of the range of possible ATs. 
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Figure 15: Graph of temperature measurements at multiple RWCs using sensor set three 
and a heating duration of six seconds. These measurements were calculated from an 
average of all trials at each RWC. Dry mat measurements were also included to get an 
indication of the range of possible ATs. 
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S3 Ave Heat 12 Normalized RWC Comparison 
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Figure 16: Graph of temperature measurements at multiple RWCs using sensor set three 
and a heating duration of twelve seconds. These measurements were calculated from an 
average of all trials at each RWC. 
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Figure 17: Graph of temperature measurements at multiple RWCs using sensor set three 
and a heating duration of twenty seconds. These measurements were calculated from an 
average of all trials at each RWC. 
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S7 Ave Heat 3 Normalized RWC Comparison 
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Figure 18: Graph of temperature measurements at multiple RWC levels using sensor set 
seven and a heating duration of three seconds. These measurements were calculated from 
an average of all trials at each RWC level. 
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Figure 19: Graph of temperature measurements at multiple RWCs using sensor set 
seven and a heating duration of six seconds. These measurements were calculated from 
an average of all trials at each RWC. 
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S7 Ave Heat 12 Normalized RWC Comparison 
Figure 20: Graph of temperature measurements at multiple RWCs using sensor set 
seven and a heating duration of twelve seconds. These measurements were calculated 
from an average of all trials at each RWC. 
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S7 Ave Heat 20 RWC Normalized Heat 
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Figure 21: Graph of temperature measurements at multiple RWCs using sensor set 
seven and a heating duration of twenty seconds. These measurements were calculated 
from an average of all trials at each RWC. 
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Table 2: List of the differences between peak AT of the various water contents for sensor 
three, cycle two. 
RWC (%) 
100-90 
90-80 
80-70 
70-60 
3 
0.37 
0.18 
0.16 
0.33 
Heating Duration (s) 
6 
0.18 
0.25 
0.22 
0.18 
12 
1.05 
0.79 
0.62 
0.52 
20 
1.28 
0.97 
0.91 
0.04 
Table 3: List of the differences between ATs shortly after cooling has begun. These are 
for the various water contents for sensor seven, cycle one. 
RWC(%) 
100-90 
90-80 
80-70 
70-60 
3 
0.24 
0.00 
-0.03 
0.23 
Heating Duration (s) 
6 
-0.07 
0.06 
0.37 
0.07 
12 
0.18 
0.48 
0.37 
0.53 
20 
1.68 
0.57 
0.82 
0.20 
Table 4: List of the differences between ATs shortly after cooling has begun. These are 
for the various water contents for sensor three, cycle two. 
RWC (%) 
100-90 
90-80 
80-70 
70-60 
Heating Duration (s) 
Time (s) 
3 
6 
0.32 
0.25 
0.14 
0.22 
9 
0.28 
0.12 
0.19 
0.15 
6 
6 
0.22 
0.33 
0.11 
0.23 
9 
0.22 
0.16 
0.14 
0.13 
12 
6 
0.9 
0.7 
0.45 
0.48 
9 
0.75 
0.51 
0.4 
0.29 
20 
6 
1.12 
0.87 
0.62 
-0.03 
9 
0.92 
0.58 
0.51 
-0.03 
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Table 5: List of the between ATs shortly after cooling has begun. These are for 
the various water contents for sensor seven, cycle one. 
RWC (%) 
100-90 
90-80 
80-70 
| 70-60 
Heating Duration (s) 
Time (s) 
3 
6 
0.31 
0.11 
0.04 
0.08 
9 
0.23 
0.12 
0.02 
0.09 
6 
6 
-0.03 
0.21 
0.37 
0.07 
9 
0.03 
0.17 
0.21 
0.06 
12 
6 
0.35 
0.39 
0.28 
0.58 
9 
0.18 
0.36 
0.29 
0.42 
20 
6 
1.4 
0.56 
0.66 
0.21 
9 
1.08 
0.49 
0.48 
0.27 
Comparison of Heating Durations for Sensor 3, Cycle 2 
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Figure 22: Graph of five RWC level measurements for all four heating durations. The 
data for this plot came from cycle two of Set 11, Sensor 3. 
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Comparison of Heating Durations for Sensor 7 
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Figure 23: Graph of five RWC level measurements for all four heating durations. The 
data for this plot came from cycle one of Set 1, Sensor 7. 
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Figure 24: Plot of the three measurements for the three cycles using Sensor 1, Set 11 at 
85% RWC. 
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Figure 25: Plot of the three measurements for the three cycles using Sensor 1, Set 11 at 
75% RWC. 
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Figure 26: Plot of the three measurements for the three cycles using Sensor 1, Set 11 at 
65% RWC. 
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Table 6: List of the mean measurements for Set 1 from the first Repeatability/Sensitivity 
Testing. 
B2S1 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycles 
> 100% 
1 
3.87 
3.75 
3.92 
3.71 
3.87 
3.71 
3.63 
3.52 
2 
4.48 
4.88 
4.04 
3.71 
4.01 
3.90 
3.82 
3.85 
3 
4.12 
4.62 
4.75 
3.95 
4.57 
3.98 
3.94 
3.87 
85% 
1 
5.10 
4.85 
5.07 
4.64 
4.77 
4.77 
4.43 
4.95 
2 
4.99 
6.05 
5.84 
5.05 
5.11 
5.09 
4.77 
5.77 
3 
5.54 
5.79 
5.66 
5.08 
5.28 
5.01 
4.81 • 
4.89 
RWC 
Cycles 
75% 
1 
5.89 
6.34 
6.19 
5.20 
5.24 
5.21 
4.95 
5.58 
2 
6.04 
6.69 
6.69 
5.51 
5.45 
5.45 
5.11 
6.32 
3 
5.83 
6.47 
6.68 
5.63 
5.38 
5.75 
5.43 
5.31 
65% 
1 
6.48 
6.56 
6.92 
5.71 
5.64 
6.46 
5.49 
6.64 
2 
6.60 
7.04 
7.24 
6.06 
5.87 
5.63 
5.56 
6.55 
3 
6.05 
7.16 
7.47 
6.36 
5.74 
6.52 
5.48 
5.76 
Table 7: List of the standard deviation of measurements for Set 1 from the first 
Repeatability/Sensitivity Testing. 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC (%) 
100 
0.2690 
0.5123 
0.3919 
0.1212 
0.3274 
0.1242 
0.1436 
0.1759 
85 
0.2540 
0.5515 
0.3565 
0.2140 
0.2294 
0.1437 
0.1834 
0.4310 
75 
0.1127 
0.1575 
0.2576 
0.2032 
0.1146 
0.2412 
0.2168 
0.4598 
65 
0.2624 
0.2867 
0.2595 
0.3004 
0.1384 
0.4467 
0.0760 
0.4278 
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Table 8: List of the mean measurements for Set 11 from the first 
Repeatability/Sensitivity Testing. 
B3S11 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycles 
100% 
1 
4.63 
4.63 
4.16 
3.88 
4.35 
3.87 
3.78 
4.22 
2 
4.96 
4.21 
3.97 
3.88 
3.79 
3.72 
3.64 
4.10 
3 
4.34 
4.57 
4.15 
3.94 
3.78 
3.98 
3.76 
3.75 
85% 
1 
5.77 
5.72 
5.50 
6.04 
6.07 
5.53 
4.95 
5.43 
RWC 
2 
6.18 
6.74 
5.45 
6.21 
5.89 
5.11 
4.88 
5.02 
3 
6.38 
5.78 
5.23 
5.64 
6.04 
4.88 
4.94 • 
4.98 
Cycles 
75% 
1 
7.48 
6.56 
6.26 
6.49 
6.75 
6.08 
5.50 
5.75 
2 
7.50 
6.94 
6.00 
6.65 
6.84 
5.65 
5.79 
6.19 
3 
7.15 
7.91 
6.42 
7.59 
7.74 
5.93 
6.17 
6.38 
65% 
1 
7.97 
7.87 
7.10 
6.93 
7.55 
6.11 
6.08 
5.90 
2 
8.16 
8.09 
6.42 
7.67 
7.49 
6.52 
5.99 
6.86 
3 
7.87 
6.88 
6.30 
6.68 
7.51 
6.37 
5.93 
6.52 
Table 9: List of the standard deviation of measurements for Set 11 from the first 
Repeatability/Sensitivity Testing. 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC (%) 
100 
0.2711 
0.2014 
0.0982 
0.0489 
0.2840 
0.1220 
0.0811 
0.2183 
85 
0.2739 
0.5011 
0.1294 
0.2582 
0.0966 
0.2874 
0.0422 
0.2185 
75 
0.0794 
0.1685 
0.1216 
0.0994 
0.0971 
0.2077 
0.2582 
0.2896 
65 
0.1361 
0.5555 
0.3820 
0.4566 
0.1076 
0.1966 
0.1020 
0.4313 
93 
Table 10: P-values resulting from t-tests for Set 11 repeatability at 90% RWC 
comparing all five cycles to one another for the second Repeatability/Sensitivity Testing. 
Those highlighted in yellow indicate a NS result. 
B3S11 
Cycle it 
1-2 
2-3 
3-4 
4-5 
i 1-5 
\ 1-4 
1-3 
2-4 
! 2-5 
3-5 
RWC (%) 
Sensor 
90% ' 
1 
00452 
2 
0.0000 
0.0167 | 0.0688 
0.0033 
0.6668 
0.1923 
0.0839 
0.0053 
0.0083 
0.0181 
0.0060 
0.9835 
0.2127 
0.0026 
0.0003 
0.0398 
0.0004 
0.0002 
0.5435 
3 
0.0028 
0.0001 
0.0104 
0.2713 
0.0686 
0.0186 
0.5996 
0.0792 
0.0067 
0.0454 
4 
0.0013 
0.0216 
0.9683 
0.0048 
0.0000 
0.0340 
0.2804 
0.0007 
0.0000 
0.1116 
5 
. 
. 
-
-
-
-
-
. 
-
-
6 
0.0000 
0.0054 
0.0000 
0.0047 
0.0000 
0.0000 
0.0000 
0.0006 
0.0002 
0.0003 
7 
0.0000 
0.0247 
0.0031 
0.1336 
0.0011 
0.0001 
0.0000 
0.0005 
0.0001 
8 
0.0352 
0.0080 
0.0098 
0.1382 
0.2120 
0.4948 
0.1117 
0.0003 
0.0068 
0.0004 0.2558 | 
Table 11: P-values resulting from t-tests for Set 11 repeatability at 85% RWC 
comparing all five cycles to one another for the second Repeatability/Sensitivity Testing. 
Those highlighted in yellow indicate a NS result. 
B3S11 
Cycle it 
! 1-2 
2-3 
3-4 
4-5 
L is 
I 1-4 
1-3 
2-4 
2-5 
3-5 
RWC (%) 
Sensor 
85% \ 
1 
0.0000 
0.0356 
0.3086 
0.0293 
0.0000 
0.0000 
0.0000 
0.0001 
0.0008 
0.7589 
2 
0.0000 
0.0188 
0.8628 
0.0034 
0.0000 
0.0000 
0.0004 
0.0021 
0.1062 
0.0770 
^ 3 
0.0000 
0.0003 
0.0062 
0.0303 
0.0000 
0.0000 
0.0059 
0.0024 
0.0751 
0.0012 
4 
0.0000 
0.0002 
0.0055 
0.0000 
0.0000 
0.0000 
0.0028 
0.0006 
0.7897 
0.0006 
5 
-
-
-
-
-
-
-
-
-
-
6 
0.0000 
0.0427 
0.0016 
0.0006 
0.0000 
0.0000 
0.0000 
0.0621 
0.0001 
0.0000 
7 
0.0000 
0.0000 
0.0009 
0.0043 
0.0000 
0.0000 
0.0000 
0.0007 
0.5294 
0.0001 
8 
0.0000 
0.0001 
0.0041 
0.0042 
0.0000 
0.0000 
0.0006 
0.0001 
0.0326 
0.0003 
94 
Table 12: P-values resulting from t-tests for Set 11 repeatability at 80% RWC 
comparing all five cycles to one another for the second Repeatability/Sensitivity Testing. 
Those highlighted in yellow indicate a NS result. 
B3S11 
Cycle it 
1-2 
2-3 
3-4 
4-5 
1-5 
1-4 
1-3 
2-4 
2-5 
3-5 
RWC (%) 
Sensor 
80% 
1 
0.0000 
0.6129 
0.0002 
0.1773 
0.0000 
0.0000 
0.0000 
0.0001 
0.0001 
0.0003 
2 
0.0017 
05495 
0.0019 
0.8620 
0.0000 
00000 
0.0008 
0.0011 
0.0013 
0.0024 
3 
0.0003 
0.5605 
0.0969 
0.0245 
0.0000 
0.0001 
0.0003 
0.0303 
0.0000 
0.0012 
4 
00006 
0.7241 
0.1007 
0.0785 
0.0000 
0.0002 
0.0005 
0.0627 
0.0006 
0.0011 
5 
. 
. 
-
-
-
-
-
-
-
-
6 
0.0002 
05810 
0.0000 
0.0000 
0.0000 
0.0000 
0.0002 
0.0000 
0.0007 
0.0015 
7 
0.0000 
0.6496 
0.0852 
00496 
0.0000 
0.0000 
0.0003 
0.1091 
0.0096 
0.0093 
8 
0.0001 
1.0000 
0.1917 
0.1086 
0.0000 
0.0000 
0.0000 
0.2993 
0.0509 
0.0256 
Table 13: P-values resulting from t-tests for Set 11 repeatability at 75% RWC 
comparing all five cycles to one another for the second Repeatability/Sensitivity Testing. 
Those highlighted in yellow indicate a NS result. 
B3S11 
Cycle it 
1-2 
2-3 
3-4 
4-5 
1-5 
1-4 
1-3 
2-4 
2-5 
3-5 
RWC (%) 
Sensor 
75% 
1 
0.0002 
0.0225 
0.7545 
0.6057 
0.0000 
0.0000 
0.0000 
0.0045 
0.0099 
0.9523 
2 
0.1915 
0.0240 
0.4385 
0.5370 
0.0017 
0.0004 
0.0064 
0.0005 
0.0057 
0.8055 
3 
0.2518 
0.0361 
0.6972 
1.0000 
0.0059 
0.0058 
0.0147 
0.0043 
0.0053 
0.7016 
4 
0.0466 
0.0421 
0.9845 
0.5553 
0.0012 
00007 
0.0052 
0.0028 
0.0112 
0.6619 
5 
-
-
-
-
-
-
-
-
-
-
6 
0.0809 
0.1318 
0.7931 
0.4946 
0.0034 
0.0019 
0.0247 
0.0094 
0.0216 
0.5093 
7 
0.0804 
0.0792 
0.6788 
0.9341 
0.0011 
0.0011 
0.0131 
0.0011 
0.0039 
0.6589 
8 
0.0262 
0.1702 
0.7485 
0.6477 
0.0015 
0.0010 
0.0192 
0.0138 
0.0207 
0.5330 
95 
Table 14: P-values resulting from t-tests for Set 11 repeatability at 70% RWC 
comparing all five cycles to one another for the second Repeatability/Sensitivity Testing. 
Those highlighted in yellow indicate a NS result. 
B3S11 
Cycle # 
1-2 
2-3 
3-4 
4-5 
1-5 
1-4 
1-3 
2-4 
2-5 
3-5 
RWC (%) 
_ Sensor 
70% I 
1 
0.0295 
0.0001 
0.1245 
0.3370 
0.0016 
0.0014 
0.0033 
0.0001 
0.0000 
0.0054 
2 
0.3586 
0.0000 
0.0219 
0.0035 
0.0011 
0.0058 
0.0023 
0.0001 
0.0000 
0.1428 
3 
0.7071 
0.0000 
0.0479 
0.0024 
0.0019 
0.0116 
0.0037 
0.0004 
0.0000 
0.0196 
4 
0.2705 
0.0002 
0.3140 
0.2223 
0.0011 
0.0025 
0.0038 
0.0000 
0.0000 
0.0567 
5 
. 
-
. 
. 
-
-
-
-
-
-
6 
0.5575 
0.0003 
0.3801 
0.4128 
0.0041 
0.0018 
0.0039 
0.0003 
0.0000 
0.8630 
7 
0.7454 
0.0001 
0.5238 
0.0713 
0.0050 
0.0150 
0.0102 
0.0000 
0.0000 
0.2255 
8 I 
0.2927 ! 
0.0001 I 
0.0310 
0.0544 
.0.0024 
0.0090 
0.0014 
0.0000 ] 
0.0001 ! 
0.4876 
Table 15: P-values resulting from t-tests for Set 11 repeatability at 60% RWC 
comparing all five cycles to one another for the second Repeatability/Sensitivity Testing. 
Those highlighted in yellow indicate a NS result. 
B3S11 
Cycle* 
\ 1-2 
\ 2-3 
| 3-4 
4-5 
1-5 
1-4 
1-3 
2-4 
2-5 
3-5 
RWC (%) ! 
Sensor 
60% ! 
1 
0.0003 
0.9117 
0.8822 
0.0824 
0.0000 
0.0005 
0.0003 
0.8318 
0.0915 
0.0458 
2 
0.0000 
0.0004 
0.8077 
0.0619 
0.0001 
0.0361 
0.0032 
0.0151 
0.0996 
0.0053 
3 
0.0003 
0.0012 
0.4774 
0.1544 
0.0004 
0.0129 
0.0015 
0.0321 
0.0802 
0.1578 
4 
0.0001 
0.0002 
0.9379 
0.0358 
0.0001 
0.0077 
0.0013 
0.0181 
0.5271 
0.0077 
5 
-
-
-
-
-
-
-
-
-
-
6 
0.0036 
0.0216 
0.4754 
0.1623 
0.0030 
0.0937 
0.0105 
0.1070 
0.5670 
0.1429 
7 
0.0000 
0.0038 
0.7158 
0.0847 
0.0000 
0.0201 
0.0002 
0.0266 
0.1578 
0.0080 
8 I 
0.0000 
0.0452 
0.5191 ! 
0.1399 
0.0000 
0.0029 
0.0002 
0.0350 
0.2328 
0.2616 
96 
Table 16: List of the mean measurements for Set 11 from the second 
Repeatability/Sensitivity Testing. 
B3S11 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC 
Cycles 
100% 
1 
7.54 
7.09 
7.66 
7.15 
6.57 
7.43 
7.42 
7.04 
2 
8.80 
7.85 
8.11 
7.62 
7.48 
6.88 
7.32 
7.59 
3 
8.66 
7.06 
7.76 
6.98 
7.00 
6.25 
7.74 
6.90 
4 
9.03 
7.56 
7.92 
7.32 
6.95 
6.73 
7.84 
7.69 
5 
9.07 
7.99 
7.51 
6.56 
6.93 
7.21 
7.90 
7.39 
90% 
1 
9.13 
7.35 
7.89 
7.48 
6.72 
9.34 
7.44 
7.67 
2 
8.98 
8.30 
8.31 
7.80 
7.73 
8.29 
8.26 
8.18 
3 
8.87 
7.87 
7.94 
7.31 
7.42 
8.08 
8.15 
8.01 
4 
9.31 
7.86 
8.17 
7.51 
7.37 
8.70 
7.89 
7.80 
5 
9.26 
7.74 
8.08 
7.04 
7.01 
8.45 
7.77 
7.92 
RWC 
Cycles 
85% 
1 
7.82 
7.79 
7.88 
7.46 
7.36 
8.16 
8.01 
7.94 
2 
9.15 
8.73 
8.85 
8.17 
7.92 
8.69 
8.66 
8.64 
3 
9.39 
8.47 
8.26 
7.74 
7.62 
8.58 
8.38 
8.22 
4 
9.30 
8.49 
8.61 
7.99 
7.52 
8.79 
8.53 
8.43 
5 
9.42 
8.64 
8.73 
8.16 
7.15 
9.02 
8.68 
8.56 
80% 
1 
8.39 
8.56 
8.60 
7.92 
7.62 
8.51 
8.44 
8.32 
2 
9.19 
8.81 
8.88 
8.26 
8.09 
8.86 
8.86 
8.78 
3 
9.22 
8.85 
8.91 
8.28 
8.15 
8.89 
8.83 
8.78 
4 
9.68 
9.05 
9.01 
8.42 
8.00 
9.77 
8.94 
8.85 
5 
9.58 
9.06 
9.14 
8.56 
7.92 
9.19 
9.05 
8.93 
RWC 
Cycles ) 
75% 
1 
8.92 
9.04 
9.11 
8.41 
8.21 
9.00 
8.95 
8.85 
2 
9.48 
9.16 
9.23 
8.58 
8.44 
9.17 
9.12 
9.03 
3 
9.77 
9.45 
9.47 
8.83 
8.63 
9.41 
9.36 
9.19 
4 
9.79 
9.53 
9.50 
8.83 
8.70 
9.44 
9.40 
9.23 
5 
9.76 
9.48 
9.50 
8.89 
9.07 
9.52 
9.41 
9.27 
70% 
1 
9.27 
9.34 
9.39 
8.61 
8.55 
9.29 
9.30 
9.15 
2 
9.64 
9.43 
9.43 
8.72 
8.63 
9.35 
9.33 
9.25 
3 
9.95 
9.89 
9.85 
9.07 
9.02 
9.71 
9.70 
9.67 
4 
10.04 
9.77 
9.73 
9.12 
0.00 
9.78 
9.67 
9.53 
5 
10.09 
9.97 
9.96 
9.19 
8.96 
9.72 
9.77 
9.63 
97 
Table 16 (cont): List of the mean measurements for Set 11 from the second 
Repeatability/Sensitivity Testing. 
Sensor 
1 
2 
3 
4 
I 5 
6 
7 
8 
RWC(%) 
Cycles 
60% 
1 
9.88 
10.07 
9.99 
9.14 
9.16 
9.75 
9.75 
9.65 
3 
10.44 
10.68 
10.59 
9.69 
9.78 
10.16 
10.38 
10.28 
4 
10.43 
10.37 
10.40 
9.43 
9.61 
10.05 
10.11 
10.11 
5 
10.42 
10.34 
10.33 
9.44 
9.53 
9.97 
10.08 
10.05 
5 
10.60 
10.57 
10.48 
9.65 
4.47 
10.14 
10.28 
10.19 
Table 17: List of the standard deviation of measurements for Set 11 from the second 
Repeatability/Sensitivity Testing. 
Sensor 
1 
2 
3 
4 
5 
6 
7 
8 
RWC (%) 
100 
0.5838 
0.4060 
0.2327 
0.3726 
0.3119 
0.4321 
0.2701 
0.3404 
90 
0.2048 
0.3632 
0.1882 
0.2914 
0.3765 
0.4484 
0.3076 
0.2489 
85 
0.6212 
0.3505 
0.3729 
0.2831 
0.3164 
0.2975 
0.2549 
0.2638 
80 
0.4722 
0.2032 
0.1919 
0.2382 
0.2094 
0.4384 
0.2234 
0.2311 
75 
0.3595 
0.2376 
0.2100 
0.2262 
0.6310 
0.2541 
0.2306 
0.2028 
70 
0.3333 
0.2748 
0.2507 
0.2597 
3.5942 
0.2388 
0.2271 
0.2318 
60 
0.2797 
0.2576 
0.2375 
0.2245 
2.2585 
0.2096 
0.2393 
0.2486 
98 
Table 18: P-values resulting from t-tests for Sensor 2, Set 11 evaluating the relationship 
between different RWC levels for five cycles, with the yellow highlighting indicating NS. 
These results are from the second Repeatability/Sensitivity Testing. 
B3S11-2 
RWC levels (%) 
100-90 
90-80 
80-70 
70-60 
85-75 
90-85 
85-80 
80-75 
75-70 
100-85 
90-75 
85-70 
75-60 
Cycle 
1 
0.0234 
0.0000 
0.0003 
0.0003 
0.0000 
0.0014 
0.0000 
0.0005 
0.0314 
0.0003 
0.0000 
0.0000 
0.0000 
2 
0.0002 
0.0001 
0.0000 
0.0000 
0.0001 
0.0002 
0.1877 
0.0004 
0.0016 
0.0000 
0.0000 
0.0000 
0.0000 
3 
0.0079 
0.0043 
0.0000 
0.0000 
0.0000 
0.0219 
0.0037 
0.0011 
0.0049 
0.0000 
0.0002 
0.0000 
0.0002 
4 
0.0193 
0.0000 
0.0000 
0.0017 
0.0000 
0.0001 
0.0000 
0.0001 
0.0046 
0.0001 
0.0000 
0.0000 
0.0002 
5 
0.0180 
0.0000 
0.0000 
0.0000 
0.0001 
0.0001 
0.0000 
0.0016 
0.0007 
0.0000 
0.0000 
0.0000 
0.0000 
Table 19: P-values resulting from t-tests for Sensor 3, Set 11 evaluating the relationship 
between different RWC levels for five cycles, with the yellow highlighting indicating NS. 
These results are from the second Repeatability/Sensitivity Testing. 
! B3S11-3 
RWC levels (%) 
100-90 
90-80 
80-70 
I 70-60 
85-75 
90-85 
! 85-80 
| 80-75 
• 75-70 
I 100-85 
90-75 
I 85-70 
75-60 
Cycle 
1 
0.0345 
0.0002 
0.0002 
0.0007 
0.0001 
0.8424 
0.0000 
0.0018 
0.0470 
0.0054 
0.0000 
0.0000 
0.0000 
2 
0.0022 
0.0000 
0.0000 
0.0000 
0.0002 
0.0000 
0.5335 
0.0003 
0.0065 
0.0000 
0.0000 
0.0000 
0.0000 
3 
0.0170 
0.0000 
0.0000 
0.0000 
0.0000 
0.0086 
0.0002 
0.0008 
0.0051 
0.0009 
0.0000 
0.0000 
0.0001 
4 
0.0290 
0.0000 
0.0000 
0.0008 
0.0000 
0.0005 
0.0001 
0.0001 
0.0098 
0.0004 
0.0000 
0.0000 
0.0001 
5 I 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0000 
0.0001 
0.0017 
0.0006 
0.0000 
0.0000 
0.0000 
0.0000 
99 
Table 20: P-values resulting from t-tests for Sensor 4, Set 11 evaluating the relationship 
between different RWC levels for five cycles, with the yellow highlighting indicating NS. 
These results are from the second Repeatability/Sensitivity Testing. 
B3S11-4 
RWC levels (%) 
100-90 
90-80 
80-70 
70-60 
85-75 
90-85 
85-80 
80-75 
75-70 
100-85 
90-75 
85-70 
75-60 
Cycle 
1 
0.0005 
0.0001 
0.0004 
0.0017 
0.0000 
0.6797 
0.0002 
0.0003 
0.1073 
0.0005 
0.0000 
0.0001 
0.0000 
2 
0.0004 
0.0003 
0.0000 
0.0000 
0.0000 
0.0001 
0.1121 
0.0004 
0.0156 
0.0000 
0.0000 
0.0000 
0.0000 
3 
0.0674 
0.0011 
0.0000 
0.0001 
0.0000 
0.0298 
0.0000 
0.0015 
0.0551 
0.0000 
0.0000 
0.0000 
0.0014 
4 
0.8850 
0.0000 
0.0000 
0.0060 
0.0000 
0.0001 
0.0013 
0.0007 
0.0013 
0.0016 
0.0000 
0.0000 
0.0001 
5 
0.0000 
0.0000 
0.0000 
0.0001 
0.0005 
0.0000 
0.0000 
0.0091 
0.0100 
0.0000 
0.0000 
0.0000 
0.0001 
Table 21: P-values resulting from t-tests for Sensor 6, Set 11 evaluating the relationship 
between different RWC levels for five cycles, with the yellow highlighting indicating NS. 
These results are from the second Repeatability/Sensitivity Testing. 
! B3S11-6 
RWC levels (%) 
I 100-90 
I 90-80 
80-70 
70-60 
85-75 
90-85 
85-80 
80-75 
75-70 
100-85 
90-75 
85-70 
75-60 
Cycle ! 
1 
0.0000 
0.0000 
0.0005 
0.0034 
0.0000 
0.0000 
0.0000 
0.0007 
0.0258 
0.0000 
0.0027 
0.0001 
0.0001 
2 
0.0000 
0.0000 
0.0000 
0.0000 
0.0003 
0.0001 
0.0111 
0.0029 
0.0393 
0.0000 
0.0001 
0.0000 
0.0000 
3 
0.0000 
0.0000 
0.0000 
0.0005 
0.0017 
0.0000 
0.0004 
0.0102 
0.0633 
0.0000 
0.0002 
0.0000 
0.0048 
4 
0.0000 
0.0000 
0.9049 
0.1213 
0.0000 
0.1440 
0.0000 
0.0004 
0.0032 
0.0000 
0.0001 
0.0000 
0.0045 
5 | 
0.0000 
0.0000 
0.0000 
0.0001 
0.0058 
0.0000 
0.0201 
0.0258 
0.1028 
0.0000 
0.0003 
0.0000 
0.0016 
100 
Table 22: P-values resulting from t-tests for Sensor 7, Set 11 evaluating the relationship 
between different RWC levels for five cycles, with the yellow highlighting indicating NS. 
These results are from the second Repeatability/Sensitivity Testing. 
B3S11-7 
RWC levels (%) 
100-90 
90-80 
80-70 
70-60 
85-75 
90-85 
85-80 
80-75 
75-70 
100-85 
90-75 
85-70 
75-60 
Cycle 
1 
0.7863 
0.0000 
0.0004 
0.0058 
0.0001 
0.0001 
0.0000 
0.0008 
0.0199 
0.0005 
0.0000 
0.0001 
0.0000 
2 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0000 
0.0053 
0.0020 
0.0032 
0.0000 
0.0000 
0.0000 
0.0000 
3 
0.0000 
0.0000 
0.0000 
0.0000 
0.0005 
0.0006 
0.0002 
0.0039 
0.0249 
0.0000 
0.0001 
0.0000 
0.0009 
4 
0.6934 
0.0000 
0.0000 
0.0091 
0.0000 
0.0001 
0.0000 
0.0003 
0.0010 
0.0023 
0.0000 
0.0000 
0.0007 
5 
0.1578 
0.0000 
0.0000 
0.0000 
0.0000 
0.0000 
0.0001 
0.0012 
0.0012 
0.0000 
0.0000 
0.0000 
0.0000 
Table 23: P-values resulting from t-tests for Sensor 8, Set 11 evaluating the relationship 
between different RWC levels for five cycles, with the yellow highlighting indicating NS. 
These results are from the second Repeatability/Sensitivity Testing. 
B3S11-8 
RWC levels (%) 
100-90 
90-80 
| 80-70 
70-60 
85-75 
90-85 
85-80 
80-75 
75-70 
100-85 
90-75 
85-70 
75-60 
Cycle | 
1 
0.0156 
0.0159 
0.0002 
0.0019 
0.0000 
0.1803 
0.0000 
0.0001 
0.0203 
0.0001 
0.0012 
0.0000 
0.0000 
2 
0.0000 
0.0000 
0.0002 
0.0000 
0.0000 
0.0000 
0.0495 
0.0047 
0.0005 
0.0000 
0.0000 
0.0000 
0.0000 
3 
0.0000 
0.0000 
0.0000 
0.0002 
0.0001 
0.0047 
0.0000 
0.0092 
0.0045 
0.0000 
0.0001 
0.0000 
0.0001 
4 
0.4153 
0.0000 
0.0000 
0.0014 
0.0000 
0.0001 
0.0000 
0.0006 
0.0027 
0.0026 
0.0000 
0.0000 
0.0000 
5 i 
0.0002 
0.0000 
0.0000 
0.0000 
0.0002 
0.0001 
0.0001 
0.0042 
0.0032 
0.0000 
0.0000 
0.0000 
0.0000 
101 
110 
100 
90 -j 
0 80 
1
 70 
60 
50 
RWC Calibration Curve for Sensor 1 
y = -5.0265X2 + 78.88x- 215.36 
" R' = 0.6588 
— Linear (model) 
Poly, (model) 
V-TjJ 3/738X + 208,85 
R2 = 0.5776 
8 9 10 
Change in Temp (°C) 
11 
Figure 27: Moisture calibration curve for Sensor 1 plotting the water content as it relates 
to the peak change in temperature of the sensor reading. Shown are two possible models, 
one linear (bottom) and the other a second order polynomial model (top), and their 
corresponding correlation coefficients. 
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Figure 28: Moisture calibration curve for Sensor 2 plotting the water content as it relates 
to the peak change in temperature of the sensor reading. Shown are two possible models, 
one linear (bottom) and the other a second order polynomial model (top), and their 
corresponding correlation coefficients. 
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RWC Calibration Curve for Sensor 3 
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Figure 29: Moisture calibration curve for Sensor 3 plotting the water content as it relates 
to the peak change in temperature of the sensor reading. Shown are two possible models, 
one linear (bottom) and the other a second order polynomial model (top), and their 
corresponding correlation coefficients. 
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Figure 30: Moisture calibration curve for Sensor 4 plotting the water content as it relates 
to the peak change in temperature of the sensor reading. Shown are two possible models, 
one linear (bottom) and the other a second order polynomial model (top), and their 
corresponding correlation coefficients. 
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RWC Calibration Curve for Sensor 6 
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Figure 31: Moisture calibration curve for Sensor 6 plotting the water content as it relates 
to the peak change in temperature of the sensor reading. Shown are two possible models, 
one linear (bottom) and the other a second order polynomial model (top), and their 
corresponding correlation coefficients. 
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Figure 32: Moisture calibration curve for Sensor 7 plotting the water content as it relates 
to the peak change in temperature of the sensor reading. Shown are two possible models, 
one linear (bottom) and the other a second order polynomial model (top), and their 
corresponding correlation coefficients. 
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Figure 33: Comparison of RWC level predicted by the moisture model with actual 
gravimetric moisture content for Sensor 1. This is from the initial Verification Testing. 
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Figure 34: Comparison of RWC level predicted by the moisture model with actual 
gravimetric moisture content for Sensor 2. This is from the initial Verification Testing. 
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Figure 35: Comparison of RWC level predicted by the moisture model with actual 
gravimetric moisture content for Sensor 3. This is from the initial Verification Testing. 
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Figure 36: Comparison of RWC level predicted by the moisture model with actual 
gravimetric moisture content for Sensor 4. This is from the initial Verification Testing. 
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Figure 37: Comparison of RWC level predicted by the moisture model with actual 
gravimetric moisture content for Sensor 6. This is from the initial Verification Testing. 
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Figure 38: Comparison of RWC level predicted by the moisture model with actual 
gravimetric moisture content for Sensor 7. This is from the initial Verification Testing. 
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Figure 39: Residuals showing the deviation of actual data from the calibration for 
Sensor 1 using the data from the initial Verification Testing. 
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Figure 40: Residuals showing the deviation of actual data from the calibration for 
Sensor 2 using the data from the initial Verification Testing. 
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Figure 41: Residuals showing the deviation of actual data from the calibration for 
Sensor 3 using the data from the initial Verification Testing. 
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Figure 42: Residuals showing the deviation of actual data from the calibration for 
Sensor 4 using the data from the initial Verification Testing. 
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Figure 43: Residuals showing the deviation of actual data from the calibration for 
Sensor 6 using the data from the initial Verification Testing. 
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Figure 44: Residuals showing the deviation of actual data from the calibration for 
Sensor 7 using the data from the initial Verification Testing. 
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Table 24: Listing of the average RMSE and N-S R2 values for all measurements by all 
sensors in Set 11 for the first Verification Testing. 
Sensor 
Ave RMSE 
Ave N-S R2 
1 
52.40 
-4.502 
2 
36.20 
-1.609 
3 
27.87 
-0.537 
4 
33.96 
-1.289 
6 
26.40 
-0.394 
{ 7 
L 37.51 
-1.778 
8 
39.91 
-2.157 
Sensor 1 Final Verification 
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• 1 - 1 
35 45 55 65 75 85 95 105 115 125 
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Figure 45: Graph showing the correlation between model-predicted RWC level and 
actual gravimetric RWC level for Sensor 1, Set 11. 
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Figure 46: Graph showing the correlation between model-predicted RWC level and 
actual gravimetric RWC level for Sensor 2, Set 11. 
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Figure 47: Graph showing the correlation between model-predicted RWC level and 
actual gravimetric RWC level for Sensor 3, Set 11. 
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Figure 48: Graph showing the correlation between model-predicted RWC level and 
actual gravimetric RWC level for Sensor 4, Set 11. 
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Figure 49: Graph showing the correlation between model-predicted RWC level and 
actual gravimetric RWC level for Sensor 6, Set 11. 
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Figure 50: Graph showing the correlation between model-predicted RWC level and 
actual gravimetric RWC level for Sensor 7, Set 11. 
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Figure 51: Plot of the differences between the actual and predicted RWC level 
measurements for Sensor 1, Set 11 in residual form. This is from the final Verification 
Testing. 
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Figure 52: Plot of the differences between the actual and predicted RWC level 
measurements for Sensor 2, Set 11 in residual form. This is from the final Verification 
Testing. 
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Figure 53: Plot of the differences between the actual and predicted RWC level 
measurements for Sensor 3, Set 11 in residual form. This is from the final Verification 
Testing. 
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Figure 54: Plot of the differences between the actual and predicted RWC level 
measurements for Sensor 4, Set 11 in residual form. This is from the final Verification 
Testing. 
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Figure 55: Plot of the differences between the actual and predicted RWC level 
measurements for Sensor 6, Set 11 in residual form. This is from the final Verification 
Testing. 
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Figure 56: Plot of the differences between the actual and predicted RWC level 
measurements for Sensor 7, Set 11 in residual form. This is from the final Verification 
Testing. 
Table 25: Listing of the average RMSE and N-S R2 values for all measurements by all 
sensors in Set 11 for the final Verification Testing. 
Sensor 
Ave RMSE 
Ave N-S R* 
1 
11.644 
0.5539 
2 
9.269 
0.7238 
3 
10.314 
0.6448 
4 
11.064 
0.6065 
6 
8.527 
0.9082 
7 
8.594 
0.7626 
8 I 
8.135 
0.7791 I 
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