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Abstract: The risk of a broad range of respiratory and heart diseases can be increased by widespread
exposure to fine atmospheric particles on account of their capability to have a deep penetration
into the blood streams and lung. Globally, studies conducted epidemiologically in Europe and
elsewhere provided the evidence base indicating the major role of PM2.5 leading to more than four
million deaths annually. Conventional approaches to simulate atmospheric transportation of particles
having high dimensionality from both transport and chemical reaction process make exhaustive
causal inference difficult. Alternative model reduction methods were adopted, specifically a data-
driven directed graph representation, to deduce causal directionality and spatial embeddedness. An
undirected correlation and a directed Granger causality network were established through utilizing
PM2.5 concentrations in 14 United Kingdom cities for one year. To demonstrate both reduced-order
cases, the United Kingdom was split up into two southern and northern connected city communities,
with notable spatial embedding in summer and spring. It continued to reach stability to disturbances
through the network trophic coherence parameter and by which winter was construed as the most
considerable vulnerability. Thanks to our novel graph reduced modeling, we could represent high-
dimensional knowledge in a causal inference and stability framework.
Keywords: atmospheric pollution; causality; stability; complex network; PM2.5
1. Introduction
1.1. Background and Rationale
Both local emissions (by both stationary and mobile sources) and regional transport
processes can be the source of atmospheric particulate matter. It is demanding and chal-
lenging to achieve causal inference between primary (emitted directly by the emission
sources) and secondary (originated from the transformation of gaseous pollutants in the
atmosphere). For instance, not only do sources such as road traffic result in the mag-
nitude of anthropogenic PM emissions and give rise to PM2.5 formation [1,2], but also
meteorological conditions can impact PM2.5 concentrations via deposition and dispersion.
Overcoming the high dimensionality challenge and compressing the concentration data
into a two-dimensional (2D) network are necessities, owing to the high data complexity
and dimensionality resulted from the contribution of atmospheric chemistry transport
processes and a range of emission sources in ambient PM2.5 concentrations. Current and
future caps are set on anthropogenic emissions of primary- and secondary-precursor com-
ponents of PM2.5 at national scale and from individual sources by European legislation [3].
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Moreover, it is widely acknowledged that ambient PM originates from both transport and
transboundary emissions [3], so developing efficacious mitigation emissions at local scale
would be challenging [3–6].
A great number of studies have made use of a variety of techniques to tackle chal-
lenges in computational performance of chemical transport models. Solving atmospheric
chemical kinetics is a stiff numerical problem, with choice of solvers used reflecting the
need to ensure numerical stability [7]. As a result, the main componential cost of at-
mospheric chemistry model (e.g., GEOS-Chem) belongs to chemical kinetics integration
(50–90%) [8–10]. Dynamical reduction (adaptive solvers) in solving the chemical mech-
anism was previously demonstrated to increase the efficiency of the integration at the
expense of a reduction in accuracy [11]. Other attempts to reduce the computationally of
chemical kinetics include repro-modeling (utilizing polynomial functions to approximate
the chemical kinetics) [12], approximation of quasi-steady state [13], and separation process
of slow and fast species [14]. Other studies use reduced chemical mechanisms with fewer
species [13,15].
Recent attempts have also used machine learning to replace the use of traditional inte-
grators [16]. For example, using a neural network emulator for an atmospheric chemistry
box model, an order-of-magnitude speed-up was found, but once applied over several
time intervals, the new implementation suffered from fast error reproduction [15]. Nu-
merical emulators are capable in directly forecasting the air pollution levels across future
time intervals [17]. This approach was also applied in chemistry–climate simulations with
the focus on model which can forecast the mean concentrations of special species, such as
hydroxyl radical (OH), and ozone (O3) over several time intervals [18,19]. The replacement
of random forest regression as a suitably trained machine-learning-based approach was
investigated by Keller and Evans (2019) for the gas-phase chemistry in atmospheric chem-
istry transport models such as GEOS-Chem [20]. As noted within this particular study,
this approach suffers also from some limitations, including (a) being only applicable within
the data range used for the training, (b) studying scenarios with significant changes in the
emissions (being outside of used data for the training) can lead to inaccurate predictions
by the model, and (c) algorithm of machine learning might not capture model resolution
caused by the non-linearity of chemistry [20].
The chemical transport models require emission inventory data (local or regionally
originated) and a meteorological core to predict the dispersion and deposition of pollutants
such as PM2.5. Besides the notable amount of required data, high-performance computing
(HPC) platforms are required to deploy and evaluate model outputs, not least including
experience with the pre- and post-processing software environments. As a result, recent at-
tempts have also tried to investigate the feasibility of machine learning in studying the
spatiotemporal distribution of air pollutants such as PM2.5. In previous studies, to over-
come such uncertainty associated with chemistry-transport models (CTMs) in air-quality
models, different techniques, such as a three-layer feedforward neural network (FNN), mul-
tiple additive regression trees (MART), and a deep feedforward neural network (DFNN),
were deployed [21–26]. According to their studies, machine learning has a great capacity
to improve air-quality forecasts, such as estimations with satellite data, including data
gap filling, prediction algorithms, and source estimations. However, its applicability in
air-quality forecasting suffers from some limitations, including (a) the existence of a data
gap for comprehensive investigations, preventing breakthroughs in disruptive predicting
performance improvements; (b) diverse learning algorithms and deep networks, as well
as comprehensive datasets, are required to be compared for extracting the best complex
nonlinear features; and (c) machine-learning techniques for air-quality predictions are
limited in dealing with pollutant observations from ground-level monitoring networks
and meteorological parameters [24,27,28].
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1.2. Importance and Impact
Atmospheric particulate matter influences human health [29,30] and climate change
through radiative forcing [31]. The burden of global health from exposure to ground-
level PM2.5 is considerable. Based on the Global Burden of Disease project in 2005, being
exposed to ambient PM2.5 concentrations caused 76 million disability-adjusted life years
and 3.2 million premature deaths [3,32]. In Europe, exposure to ambient PM2.5 is still
considered a burning health issue. From 2010 to 2012, the European Environment Agency
reported that 10–14% of the urban people in the EU28 countries were exposed to PM2.5 more
than the EU annual-mean PM2.5 reference value (25 µg m−3), while 91–93% were exposed to
concentrations more than the WHO annual-mean PM2.5 (10 µg m−3) [33,34]. In the United
Kingdom, around 29,000 deaths a year can be attributed to long-term exposure to PM
from anthropogenic sources [35,36]. Moreover, the daily emergency hospital admissions
(for respiratory and cardiovascular conditions) and mortality can be escalated because of
acute exposure to air pollution events [37]. Focusing on two air pollution events (March–
April 2014) with the highest PM2.5 concentrations, about 600 casualties were recorded
due to the acute PM2.5 exposure (3.9% of total all-cause death) during these 10 days of air
pollution event.
It is complicated to meet the standards focused on PM2.5 by the notable chemical
heterogeneity. PM long-term exposure has been recognized as more critical than the short-
term (daily) exposure to higher PM concentrations that was first attributed to effects on
human health [38,39]. The foundation has been laid for calculation of health effects from
exposure in Europe and the United Kingdom by long-term impact studies, which are
crucial and significant [35]. Changes in legislation stemmed from changes in the direction
of studies towards PM2.5, related to the evidence that long-term PM levels play a major
role, in company with short-term peaks, regarding health outcomes [40,41].
1.3. Modeling Challenges
Challenges related to conventional modeling of PM evolution to infer local and
regional impacts involve the necessity to embed a range of emission sources, chemical
complexity, and transformative processes in Eularian models. In this pioneering study,
for the first time, the potential for compressing ambient PM2.5 network data into two-
dimensional (2D) network was explored, creating a straightforward graph to infer causality
and stability. A well-timed study and strategic investments in local and national air-quality
monitoring networks necessitate an evaluation on the usefulness, or not, of network design.
Even though a sparse distributed network was focused on in this study, future applications
for local networks across cities are also discussed. For instance, in a graph, each node in
the graph represents a city, which indicates a temporal signal (PM2.5) and is linked to other
cities, if they indicate a strong association with regard to either correlation (undirected)
or Granger causality (directed). It is also possible that we can understand how UK cities
cross-pollute across regional and national distances.
2. Materials and Methods
2.1. Ground-Level PM2.5 Data
PM2.5 concentrations were monitored hourly, at 15 monitoring stations, in various
cities in the UK, from the Automatic Urban and Rural Network (AURN) (https://uk-air.
defra.gov.uk/data/openair) [42], as illustrated in Figure 1, and coordinates given in SI–List
S1 (Supplementary Materials Table S1). The study period was divided into four seasons
(meteorological seasons) (Supplementary Materials Table S2). The validity of the data was
checked before averaging the PM2.5 concentration. Only valid data for 20 h a day were
averaged, representing the daily PM2.5 concentration, and stations with valid data above
85% were chosen to study in this work.
































Figure 1. Studied stations in the UK.
2.2. Calculation of Cross-Correlation for Spatial Distribution of Ambient PM2.5 in the United Kingdom
In the present study, the hourly b sed cross-correlation (XCROSS) using PAST (PAleon-
tological Statistics) [43–46] version 3.25, for all site pairs (106 pair of cities) in four seasonal
windows (spring, summer, autumn, and winter), was calculated in order to analyze and
investigate the similarity of PM2.5 concentration time series between each pair of cities.
These intervals were selected to capture and examine the impact of seasonal variations
on the calculated similarity among ambient PM2.5 concentrations. Based on a previous
similar study conducted in Switzerland to characterize the spatial distribution and sea-
sonal changes of PM10 and PM2.5 concentrations, using long-term monitoring data [34],
we decided to choose 70% as our threshold cross-correlation.
2.3. Calculating Granger Causality in Ambient PM2.5 Network in the United Kingdom
The Granger causality test statistically ascertains if one time series can cause the other.
Therefore, it is used to perceive whether or not previous values of a time series hold the
information about the future values of another time series. This method was implemented
(employing Eviews, version 11) [47] to each pair of cities in the network, throughout
various seasons. Following this, statistically significant results (p < 0.05) were used to
determine which time series contain information about the future values of another.
Both x and y time series (x and y represent PM2.5 concentration series for various
stations in our network) are presumed to be stationary, which was not the case in this study.
Consequently, de-trending was firstly implemented before applying the Granger causality
test [48,49].
To maintain the same degree of freed m (DF) (mathematically, DF symbolizes the
umb r of dimensions of the domain of a ra dom vector, or the number of components
that should be perceived before the vector is completely established), with yearly data, the
lag number is typically small (1 r 2 lags). The suitable lag number is 1 to 8 f r quart rly
data (in our ca e). In the case of having monthly data, 6, 12, or 24 lags are used, given
there are enough data points. The number of lags is cruci l, since a different number of
lags results in different te t results. Consequently, the optimal lag number f 7 ensures the
stability of the model in this case study (based on Akaike Information Criterion (AIC)).
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There is feasibility of causation in one or both directions (x Granger-causes y, and
y Granger causes x). The lowest p-value was considered as a basis to choose direction.
For instance, based on our analysis, we infer that “activities” in Manchester in spring are
statistically impacting on concentrations measured in Preston with a p-value= 5 × 10−29,
whereas Preston is statistically impacting on Manchester with a p-value= 3 × 10−8. Thus,
the first statement aforementioned (pollution from Manchester is impacting on Preston’s
concentrations) is the correct one to be selected, owing to its lower p-value. The language
chosen reflecting the statistical inference for the network analysis is worth being noted.
In addition, the importance of mapping of inference to atmospheric behavior and known
challenges around PM2.5 source apportionment that were discussed should not be ignored.
2.4. Trophic Coherence
Trophic coherence is defined as a way of labeling the hierarchical levels (trophic
levels, as derived from food webs and predation levels) and hierarchically restructuring
a directed network. Trophic levels have been depicted to be an efficacious compressed
metric to infer stability on extensive directed networks with no precise input–output
definition. The bottom (basal) nodes represent where all energy originates (e.g., main
source of pollution), and the coherence of the entire network is considered a proxy for
stability against disturbances. The trophic level (si) of node i represents the mean trophic
level of its in-neighbors:






where kini = ∑j aij is the number of in-neighbors of the node i, and aij is the adjacency
matrix of the graph. Basal nodes kini have trophic level si = 1 by convention [50]. In this
study, the initial stage was introducing basal nodes in order to interpret trophic coherence
in a directed causal network.
Based on this definition, stations with a high trophic level are receptors, while stations
with a low trophic level are PM2.5 sources. The trophic level of a station is the average level
of all the stations from which it receives PM2.5 pollutant plus 1. The associated trophic
difference of each edge equals xij = si − sj. Generally, p(x) (the distribution of trophic
differences) has a mean value of 1, and the variance of this distribution is smaller when
the network is more trophically coherent. The measurement of the trophic coherence of





aijx2ij − 1, (2)
where L = ∑ij aij is the edges (the number of connections) between the nodes (stations)
in the network. Q with the values of more than 0 demonstrates less coherent networks.
However, when q = 0, the network is perfectly coherent.
3. Results
3.1. Spatial Distribution of PM2.5 across the United Kingdom
While analyzing the cross correlation of the hourly values between the different sites,
appealing information about the spatial distribution of the PM2.5 concentrations across the
United Kingdom can be collected. The first group (northern, Group A) includes Preston
(Pre), Birmingham (Bir), Newcastle (New), Liverpool (Liv), Nottingham (Not), Chester-
field (Chest), Manchester (Man), and Leeds, whilst the second one (southern, Group B)
includes Southampton (South), Bristol (Bri), Plymouth (Ply), Oxford (Oxf), Norwich (Nor),
and London (two stations named LonB and LonR). For spring, summer, and autumn (Fall),
the value of XCROSS changes, but the combination of groups does not (Figure 2). In winter,
the combination of cities in and out of clusters changes (Figure 2D). Figure 2 visualizes the
connected cities seasonally, generating a directed dynamic network.















The major result achieved  in  this study shows  that cities with  the strongest cross‐
correlation have the lowest p‐value (below 5%) (Figure 3). As previously mentioned, in 
spring, results statistically indicate that activity in Manchester is causing concentrations 
Figure 2. Cross-correlation-based dynamic network including (A) spring window, (B) summer window, (C) autumn
window, and (D) winter window, in 2017–2018, in the UK.
As the networks are very spatial (i.e., distance is considered a major impedance factor),
a general measure was tudied on how it patially embedded. The pairs of stations
were split up into groups, according to the distance (Table 1). To measure the level f
spatial embedd dne s, relationship between cross-correlatio and distance between each
pair of cities was analyzed and studied (Table 1). Less spatial embeddedness of network
was observed when the distance rose to over 200 km (for all seasons), whilst a very high
spatially embedded part of the network was formed below 100 km for all seasons. A
Sustainability 2021, 13, 2201 7 of 14
major part of the network (100 km) was formed in cluster A, as follows: 89%, 67%, 54%,
and 60% during winter, spring, summer, and autumn, respectively. This value in cluster
A declined (for all seasons) when the distance increased between pairs of cities, reaching
the value of zero during winter and autumn. As the distance between cities in cluster
A was predominantly over 100 km, the significant part of the network in cluster B was
formed below 200 km (100–200 km), with the percentages as follows: 23%, 38%, 52%,
and 46% during winter, spring, summer, and autumn, respectively. This value in cluster
B reduced (for all seasons) when the distance increased between pairs of cities, reaching
the value of zero during autumn, whilst it was 19% for the distance over 200 km during
winter. When the distance between cities was over 200 km, the number of outliers (pairs of
connected cities out of Groups A and B) reached its highest values of 81%, 40%, and 100%
during winter, spring, and autumn, respectively. When the distance was below 100 km (the
same decreasing trend was observed in both groups), the number of paired cities in the
network reduced by 50% between winter and spring. The network was weakened by 50%
for distances below 200 km. Intriguingly, the network was boosted by 17%, compared to
spring, during winter, when the distance between cities rose to above 200 km.
Table 1. The relationship between cross-correlation (XCROSS) of the daily values of PM2.5 and distance of the cities in UK.
Distance Pair of ConnectedCities in Network
Pair of Connected
Cities in Group A
Pair of Connected
Cities in Group B
Outliers (Pair of Connected
Cities Out of Groups)
Spring
<100 km 18 (43%) 12 (67%) 6 (33%) 0
<200 km 42 (81%) 24 (57%) 16 (38%) 2 (5%)
>200 km 10 (19%) 3 (30%) 3 (3%) 4 (40%)
Summer
<100 km 13 (52%) 7 (54%) 6 (46%) 0
<200 km 25 (90%) 12 (48%) 13 (52%) 0
>200 km 3 (10%) 2 (67%) 1 (33%) 0
Autumn
<100 km 15 (54%) 9 (60%) 6 (40%) 0
<200 km 28 (93%) 9 (27%) 13 (46%) 9 (27%)
>200 km 2 (7%) 0 0 2 (100%)
Winter
<100 km 9 (35%) 8 (89%) 1 (11%) 0
<200 km 26 (41%) 14 (54%) 6 (23%) 6 (23%)
>200 km 37 (59%) 0 7 (19%) 30 (81%)
3.2. Granger Causality Test
The major result achieved in this study shows that cities with the strongest cross-
correlation have the lowest p-value (below 5%) (Figure 3). As previously mentioned,
in spring, results statistically indicate that activity in Manchester is causing concentrations
to change in Preston with p-value= 5 × 10−29 (i.e., Manchester past PM2.5 data provide
information about the future PM2.5 values of Preston), and Bristol is causing change in
Oxford with a p-value of 9 × 10−28. Liverpool is causing change in Preston with a p-value
of 7 × 10−17 in summer. Chesterfield is causing change in Nottingham with a p-value of
1 × 10−7 in winter, whilst Manchester is causing change in Preston with p-value = 6 × 10−23
in autumn. The results appear very spatial, and the distance is a crucial impedance factor.
The distance between all paired cities was below 50 km. According to Table 2, the order of
p-value rises when the distance between a pair of cities rises.





















Source  Target  Distance (km)  p‐Value 
Spring 
Manchester  Preston  43.66  5 × 10−29 
Bristol  Oxford  91.78  9 × 10−28 
Summer 
Liverpool  Preston  42.62  7 × 10−17 
Figure 3. Granger-based dynamic network, including (A) spring indow, (B) summer window, (C) autumn wi , and
(D) inter window, in 2017–2018, in the UK.
In an ordered pair, G = (N, E), or a directed graph [51], N is a set of nodes (i.e.,
stations) and E is a set of o dered pairs of nodes, call d edges (i. ., h pr bability values
for F statistics). The hierarchical structure of a directed graph can be shown by its trophic
coherence property. The general idea is that hierarchical systems enjoy fewer feedback
loops and less cascade impacts. To measure the coherence of the seasonal causal network
to demonstrate how trophic distance is firmly associated with edges concentrated around
its mean value (which is always 1), the incoherence parameter (q) was employed [52].
An incoherent network in our seasonal datasets can be seen in Table 3.
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Table 2. Comparison among Granger causality results (p-values) in different seasons.
Source Target Distance (km) p-Value
Spring
Manchester Preston 43.66 5 × 10−29
Bristol Oxford 91.78 9 × 10−28
Summer
Liverpool Preston 42.62 7 × 10−17
Leeds Newcastle 131 5 × 10−11
Autumn
Manchester Preston 43.66 6 × 10−23
Chesterfield Oxford 165.11 3 × 10−20
Winter
Chesterfield Nottingham 36.17 1 × 10−7
Chesterfield Bristol 213.74 7 × 10−6
Table 3. Incoherence factor of seasonal directed networks in current study.





It worth mentioning that, if we had perfect coherence (q = 0), then there would be a
source of pollution that is affecting others. If we had perfect incoherence (q = 1), then all
the cities would be polluting each other equally (Table 3). This gives us an idea of both
the nature and geography of the transport ecosystem for different seasons, as well as its
stability. The bottom (basal) nodes represent where all energy originates (e.g., main source
of pollution in terms of PM2.5 data), and the coherence of the entire network is considered
to be a proxy for stability against disturbances (incoherence parameter (q)) [52]. Based on
this definition, stations with a high trophic level are PM2.5 receptors, while stations with a
low trophic level are PM2.5 sources (Figure 4).
Spring was known as the highly incoherent season, with q = 0.69, while winter was a
less incoherent network (q = 0.35). In Figure 4, based on the parameter definition, the basal
nodes with the low trophic level stand for the major pollution source nodes, whilst stations
that act as receptors in the causal network are the ones with high trophic levels. During
spring, the network was well formed, owing to well mixing of the lower atmospheric layer.
In Group A, Birmingham was known as a pollution source with low trophic level, whilst
in Group B, Southampton represented a pollution source with low trophic level.
Table 3 shows a similar incoherence factor for winter and summer. With a q value of
0.3–0.4, this suggests having similar stability but different source of pollution [50]. The sum-
mer and winter periods have similar values but different sources. Figure 4B (summer)
suggests that the sources of the network are Liverpool, London Road, Southampton, Nor-
wich, and Birmingham. Meanwhile, in winter (Figure 4D), the sources of the network
are Chesterfield, Manchester, Preston, and London Bexely. Winter is also inferred to be
represented as a national network, while summer is more local.





























Figure 4. The hiera chical structure and bas l nodes of causal network, including (A) spring window, (B) sum er window,
(C) autumn window, and (D) winter window, in 2017–2018, in the UK.
4. Discussion
The Impact of Met or logical Par meters on Network Structure
According to the prior analysis, this connection (net or ) t -
or i r l e issio s fro a broad range of com on sources (i.e.,
traffic), rather than locally specific sources and ev nts, dominate he r lative variations of
the concentrations of fine particulate matter for lengthy periods [34]. The meteorology, dur-
ing w tertime, is arked by forming an efficient hindrance for the dis ribution, frequent
inversions, and homogenizati n of PM. Therefore, only fi m spatially embedded parts of
network (belo 100 km with the highest percentage of restored network) could “ ithstand”
meteorological impacts and further parts (over 100 km) commenced to collapse from a
network perspective. In winter, the compelling reason of connecti g the cities out of the
initial network (81% of connected cities were out of the initial network with distance over
200 km) might be the higher average seasonal wind speeds (based on all studied stations),
presumably owing to the balance among further dilution and shorter transport times at
higher wind speeds, which takes less time for PM dispersion and deposition over longer
distances [38].
In fact, it is a well-known fact that PM2.5 concentrations and formation mechanisms
can be substantially influenced by changes in weather condition (e.g., wind speed, wind
direction, rainfall, and temperature) [1,3]. Besides primary sources, secondary sources
are contingent on the abundance of precursors and meteorological conditions. Secondary
aerosols have a major role in PM2.5 concentrations in the United Kingdom, where a signifi-
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cant proportion of transboundary secondary PM2.5 is made of nitrate particles in the form
of ammonium nitrate transferred from Europe [1,3]. Common transboundary sources can
be one compelling reason for connection within a network.
The association among wind direction and PM2.5 can provide a better picture of
the origins of the measured PM2.5 concentrations. Taking this into an account, there is
a remarkable coherence throughout the patterns across the Group A and Group B in
the United Kingdom. As a result, there is a slight change between cities in the south
(Group B) and those in the north or in the vicinity of northern part (Group A) of the United
Kingdom [38]. High PM2.5 concentrations in Group B (southern sites) are more attributable
to winds from the east through to southeast, which are frequently attributable to a blocking
high pressure over the Nordic countries, leading to a south-easterly or easterly air flow
that results in the transportation of emissions from the east of Europe, north of Germany,
and Belgium and the Netherlands to the southern cities in the United Kingdom [38,53].
Besides this, high PM2.5 concentrations in Group A (northern cities or in the vicinity
of northern part) are more paramount attributable to the winds blowing from the northeast
through to east, drawing air flow (probably to commence blowing when a low pressure
goes up the English Channel) northward across European emission sources (to chiefly be
emission sources of precursors of secondary PM), out into the North Sea, then stretching
toward northern parts of the United Kingdom from a north-easterly direction [53].
The general framing of our approach is at the national level, trying to demonstrate (via
a data-driven correlation and causal network) the statistical relationship between data from
multiple cities. This data-driven low-dimensional network enables us to examine seasonal
trends and infer root causal mechanisms. We believe this approach requires evaluations
across multiple scales. Nonetheless, we believe this approach will offer an additional
approach to traditional models where inference of causality remains challenging. Of course,
what our model lacks is the relationship back to the physical flow models, and our future
work will incorporate this. Machine-learning models are used to predict, but we are here
to infer causality and demonstrate topological patterns via the network.
5. Conclusions
In this study, PM2.5 concentrations were applied in 14 cities in the United Kingdom,
for one year, to deduce an undirected correlation and a directed Granger causality network.
Both network cases (Groups A and B) were shown, with two robust spatial communities
split up the United Kingdom into the northern and southern city clusters, with more spatial
embedding in summer and spring.
According to the Granger causality test, it is inferred that PM2.5 data of cities with the
most significant cross-correlation (having the lowest p-value) provide information about
the future PM2.5 values in the network. On the other hand, there are certainly several
caveats with this statement, some of which are mentioned in the discussions around known
impacts from meteorological and source variability. The directed network was used to infer
stability to disturbances through the trophic coherence parameter, whereby it was found
that winter had the highest vulnerability.
As previously mentioned, this connection (network) indicates that relative variations
of the urban background PM2.5 concentrations [34] applying this sparse network data
were dominated by meteorological conditions and emissions from regional origins in
lieu of specific local origins and events. It is known that PM with emission sources from
continental Europe, presumably as secondary PM, can take a major role in impacting PM2.5
levels in different parts of the United Kingdom [38]. However, this study suffers from
some limitations, such as a short period of time over which the network was analyzed.
In addition, to gain a better understanding of network, assessing a predictive network-
based PM2.5 model utilizing meteorological parameters, and contributions from established
clusters in the United Kingdom, would be beneficial. This work has the role of indicator
for information that can be derived from an undirected correlation and a directed Granger
causality network. Further work is required to be done, in parallel with additional data that
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likely support the extracted relationships, i.e., source apportionment data and transport
activity. The approach may be well suited to more local networks, as well, i.e., monitoring
stations throughout a city.
Code availability: The code required to compute the trophic level of each node in
the network, the trophic difference, and, lastly, the trophic coherence (q) of the network,
with all required scripts to replicate the results in the current study, is available at https:
//github.com/kohyar88/PM2.5--Trophic--Coherence-/tree/v1.0.0, with the DOI number
10.5281/zenedo.3661483.
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