Abstract-We study a natural and potentially devastating attack against BitTorrent, namely, attacking the initial seed in a torrent's early stages. The goal of this attack is to diminish the seed's ability to upload blocks. If the attacker can discover and react quickly enough to the new torrent, it can possibly "nip the torrent in its bud," preventing all of the leechers from obtaining the entire file. We consider two natural seed attacks: the bandwidth attack and the connection attack. We take a three-prong approach to analyze these attacks. First, we actually launch and measure the attacks using popular BitTorrent seeds (Azureus, uTorrent, and BitTornado). To this end, because we do not want to interfere with torrents in the wild, we have created our own private torrents within PlanetLab. Second, to gain insight into our empirical results, we carefully analyze the connection management and seeding algorithms in open-source BitTorrent seeds. Third, we construct a simple fluid model which provides additional insights into the empirical results. We have discovered that the three BitTorrent seeds investigated are quite resilient to such an attack. The observations and conclusions in this paper can help P2P developers design highly-resilient P2P systems.
I. INTRODUCTION
Over the past several years, the music industry has been aggressively attempting to curtail the distribution of targeted musical recordings over P2P file sharing networks. Today, BitTorrent is one of the most popular P2P file distribution protocols, particularly for the distribution of large files such as high-definition movies, television series, record albums, and open-source software distributions. Not surprisingly, the music, film, and television industries have begun to hire anti-P2P companies to curtail the distribution of "assets" in BitTorrent. These interdiction attacks represent some of the systematic attacks taking place in the Internet today.
It is important to study how vulnerable the BitTorrent ecosystem is to large-scale, resource-intensive attacks for the following reasons. (i) It is critical that we design future generations of P2P file distribution protocols that are highly resilient to attacks. (ii) Understanding BitTorrent's vulnerabilities will bring insight into the vulnerabilities of broader classes of P2P systems like live streaming and video on demand, for which BitTorrent serves as a blueprint.
In this paper we present a preliminary study on a natural and potentially devastating attack, namely, attacking the initial seed in the early stages of a torrent. (A comprehensive report can be found at [1] .) The goal here is to diminish the seed's ability to upload blocks. If the attacker can discover and react quickly enough to the new torrent, it can possibly "nip the torrent in its bud," preventing all of the torrent's peers from obtaining the entire file. We consider two natural seed attacks: the bandwidth attack and the connection attack. Our contributions are as follows. (i) We launch and measure seed attacks against popular BitTorrent seeds (Azureus, uTorrent, and BitTornado). In designing the attack experiments, we didn't want to interfere with existing torrents in the wild, but nevertheless wanted to attack real BitTorrent seed implementations. To this end, we created our own private torrents on PlanetLab nodes and used this environment to attack Azureus, uTorrent, and BitTornado seeds.
(ii) We have instrumented a BitTorrent attack client by modifying the code of BitTornado, and have developed a BitTorrent traffic analyzer, enabling us to track the rate at which the seed transmits to the leechers and attackers during the attack. (iii) To gain further insight into the seed attacks, and to guide our attack scenario planning, we construct a simple fluid model for attacks against seeds. The model takes into account seed upload bandwidth, the leechers and attackers download bandwidths, the number of leechers and attackers, and the seed's limit on upload slots.
We end this section with a summary of the related work. In Section II we describe the two types of seed attacks: bandwidth attack and connection attack. We describe the experimental setup for our attack experiments in section III. In Sections IV and V we present and analyze the results obtained for various experiments involving bandwidth and connection attacks. Section VI concludes the paper.
A. Related Work
Although significant progress has been made in understanding the strengths and limitations of BitTorrent's protocol and tit-for-tat mechanism [2] , to date, there has been little work on its vulnerabilities to attacks. El Defrawy et. al [3] discusses how BitTorrent can be used to launch DDoS attacks against any host in the Internet. Nikitas et. al [4] analyzed the robustness of BitTorrent against selfish peers who try to download more than their fair share of data and found that BitTorrent is quite robust against such attacks. A simulation analysis of BitTorrent examined two attacks: an attack involving tampered buffer maps, and a connection monopolization attack [5] . In a previous paper [6] we investigated ongoing attacks on BitTorrent leechers and found them to be highly resilient. To the best of our knowledge, this paper is the first study of attacks on BitTorrent seeds. When attacking initial seeds, the attacker attempts to diminish the seeds' ability to upload blocks (and ideally stop the seeds from uploading altogether). If the attacker can discover and react quickly enough to the new torrent, it can possibly "nip the torrent in its bud," preventing all of the torrent's peers from obtaining the entire file. The attacker largely has two options available: bandwidth attacks and connections attacks.
In the bandwidth attack, attackers exploits the vulnerability of BitTorrent seeding algorithm and attempts to clog the seed's upload bandwidth, which is typically much less than its download bandwidth due to its asymmetric access (for DSL, cable, and fiber-to-the-home). In the traditional bandwidth-first seeding algorithm, the seed uploads (unchokes) to at most n leechers where n is typically set to 4 or 5. The seed measures the rate at which it uploads to these n unchoked leechers. Periodically (typically every 30 seconds), it chokes the leecher to which it is uploading at the slowest rate, and replaces it with a randomly selected leecher (optimistically unchokes). In the bandwidth attack, the attackers detect the torrent in its early stages and connect to the seed and try to continuously occupy most of the seed's unchoke slots by downloading at a faster rate than legitimate peers.
A seed has about 50 connection slots (typically configurable). Denote c as the slot number. The seed maintains TCP connections with up to c peers, with up to n of the c peers being unchoked for upload. We refer to attacks that attempt to consume the majority of the seed's connection slots as connection attacks. To be successful, the attacker needs to detect the torrent in its early stages and grab the majority of the connection slots, leaving few connection slots for legitimate peers. To ensure that seeds maintain the connections, the attackers may need to occasionally download blocks.
III. METHODOLOGY
Our attack environment consists of a single seed sharing a file, 30 (legitimate) leechers, a single tracker, and a number of attack peers. The seed is located on our university network. The tracker, 30 leechers, and attackers are located on different PlanetLab nodes.
We created the attacker by modifying the source code for BitTornado 0.3.17. The attacker works by making TCP connection to the seed, downloading blocks from it, and never forwarding blocks to any other peers. The leechers and the tracker used the BitTornado 0.3.17 client. The leechers were capped with a maximum upload bandwidth of 48 KB/sec and a maximum download bandwidth of 192 KB/sec (unless otherwise stated). When selecting nodes in PlanetLab, we were careful in choosing nodes that had bandwidths enough to meet the bandwidth settings as specified. For experiments involving the bandwidth attack, no bandwidth limitations were set for attackers. Since the main idea behind the connection attack is to hinder file distribution without using a lot of bandwidth, for experiments involving connection attack, attackers were capped with a maximum upload bandwidth of 10 KB/sec and a maximum download bandwidth of 20 KB/sec. Table I summarizes the parameter settings of the experiments. 1 As part of the attack environment, we developed a BitTorrent traffic analyser that enables to determine the amount of bandwidth the seed provides to the leechers and attackers over time.
We attacked three different seeds -Azureus (Vuze) 3.1.1, uTorrent 1.7.7, and BitTornado 0.3.17. Azureus and uTorrent are among the most popular seeds in the wild today, whereas Azureus and BitTornado are open source, which greatly facilitates analysis. Because uTorrent had the results similar to BitTornado, in this paper we only present results for Azureus and BitTornado. All the experiments simulated a flash crowd effect, in that, 5 leechers are started first; after all 5 leechers are connected to the seed, all the attackers are started, followed by the remaining 25 leechers. In these experiments, we are exploring an advantageous scenario for the attackers, in which they quickly detect and join the new torrent. For each experiment, the number of unchoke slots and maximum number of connections at the seed were set to 4 and 50 respectively.
IV. BANDWIDTH ATTACK AGAINST INITIAL SEEDS

A. Fluid Model for Bandwidth Attack
At any given instant of the time, the seed will have TCP connections to both legitimate leechers and attackers. Let N A denote the number of connections to attack peers, and N L denote the number of connections to legitimate peers. Suppose all the attackers have the same downstream bandwidth of b A ; and all the legitimate peers have the same downstream bandwidth of b L . For a bandwidth attack, it is reasonable to assume that b A > b L . Denote the seed upstream bandwidth by u and the seed's maximum number of upload slots by n. At any given time, n−1 slots are used by regular unchoked peers, and 1 slot is used by the current optimistic unchoked peer. First observe that each unchoked legitimate peer receives bits from the seed at a rate bounded by min{b L , u/n}; similarly, each unchoked attack peer receives bits from the seed at a rate bounded by min{b A , u/n}. There are two cases: 
B. Attacking Azureus
We now investigate the effectiveness of bandwidth attacks against the Azureus seed. Table II shows the results. In this table, "Delay Ratio" is the ratio of the average time taken to download the file at the 30 leechers in the presence of attackers to that without attackers, with other experiment settings the same. We observe that even with the number of attackers as high as 40 and the seed bandwidth as low as 60 KB/sec, the delay ratio is less than 3. (Table II) . We observe that neither the attackers nor the leechers monopolize the upload bandwidth of the seed. After the leechers finish downloading at around 50 minutes, all the bandwidth is occupied by the attackers.
To interpret the empirical results, we examined the source code of Azureus (Vuze) 3.1.1.0 to understand its seeding algorithm. The peers in the current unchoke list that have higher download rates as well as fewer bytes downloaded from the seed will be near the top of the new unchoke list. The peer at index n in this new list is then choked to make room for the optimistic unchoke.
Even if the attackers download from the seed at a high rate, because they will have downloaded more bytes already, the leechers still get unchoked at regular intervals, resulting in a low delay ratio. Furthermore, all the bandwidth experiments in Table II Table III shows the delay results for the cases that fall into the second scenario (b A ≥ u/n > b L ). It can be observed that even with 40 high bandwidth attackers, the delay ratio is less than 1.5. Even though the attackers have much higher bandwidths compared to the leechers, the second unchoke criterion in the seeding algorithm -lesser amount of data downloaded so far -ensures that the leechers are able to grab unchoke slots from time to time. (Table IV) , despite their high download capacity, the attackers cannot take advantage over the leechers in achieving high download rates.
BitTornado uses a pure bandwidth first algorithm when seeding. However, the bandwidth settings in all experiments in Table IV Table V shows the delay results for BitTornado bandwidth attack when the bandwidth settings correspond to the second scenario described in the fluid model (b A ≥ u/n > b L ). Even in these cases, the delay ratios observed are always less than 4. We observed during the experiments that, 3 out of the 4 unchoke slots at the seed are always occupied by attackers. and the remaining 1 slot (optimistic unchoke) is occupied either by an attacker or a leecher. However, since the leechers can occasionally get optimistic unchoke slots; and when they do, they can get a download bandwidth as high as 40 KB/sec, they can nevertheless download the entire file without much delay.
In summary, both Azureus and BitTornado seeds are quite resilient against bandwidth attacks.
V. CONNECTION ATTACK AGAINST INITIAL SEEDS
A. Attacking Azureus
We launched 800 attackers in various experiments for the connection attacks against Azureus seeds. All the attacks were very successful. Even for the cases with seed bandwidth as high as 140 KB/sec, the download at the leechers was completely stopped. Recall that for each of the experiments, 5 leechers were started at first, followed by all attackers, and then the remaining 25 leechers. In each experiment, the first 5 leechers (that are started at first) obtain the connection slots to the seed but the rest of the connection slots (45) are all occupied by attackers. We plot the bandwidth sharing of the seed bandwidth (140 KB/sec) between attackers and leechers in one typical connection attack experiment in Fig.  3 . We observe that up to around 35 minutes from the start of the attack, leechers occupy most of the seed bandwidth while attackers receive only a small fraction. However, after 35 minutes, there is no seed bandwidth occupied by the leechers. At t = 35 minutes, all the initial 5 leechers have lost connections to the seed and all the 50 slots are occupied by the attackers. Even after t = 35 minutes, the attackers are still using very little bandwidth (roughly 200 kbps = 25 KB/sec). This is indeed a connection attack. In order to understand the connection attack results for Azureus, we further analyzed its source code and determined its connection management algorithm and state-transition procedure (Fig. 4) . In Azureus, as soon as a connection request is received, it is accepted immediately if the total number of connection slots currently occupied has not reached the maximum limit c. Azureus also maintains a finite-size queue called "Discovered Peers" containing peers that have been discovered from the tracker, DHT, and gossiping (PEX). Every second, if there is a free connection slot, the seed initiates a connection to the peer in the front of the "discovered" list, performing an "Optimistic Connect".
Every 30 seconds, if all connection slots are full, the operation of "Optimistic Disconnect" is performed. The peer to which the seed sent data to furthest in the past (provided that data has been sent to the node at least once) is selected. If this value is greater than 5 minutes for the peer, the connection to this peer is closed by the seed.
Even if the attackers have relatively lower bandwidth compared to the leechers, the second unchoke criterion -fewer amount of data bytes downloaded so far -helps them grab some upload slots. Hence, the attackers can together prevent the leechers from obtaining slots for more than 5 minutes. One after another, the initial 5 leechers are disconnected from the seed as the operation result of "Optimistic Disconnect". Note that the attackers may also be optimistically disconnected. However, since they have been configured to continuously attempt to connect to the seed, they quickly reconnect to the seed after the previous disconnection, never giving the seed a chance to initiate connections to or accept connections from legitimate peers in the swarm. Table VI shows the download delay results for connection attacks on BitTornado seeds. The connection attack is again not very effective. This is a direct consequence of the bandwidth-first seeding algorithm used by BitTornado. For the high bandwidth seed, the bandwidth allocated per slot u/n is higher than the download rate of an attacker (20 KB/sec) but lower than that of the leechers. The 5 initial leechers that are connected to the seed always win over the attackers when fighting for unchoke slots. Hence, these 5 leechers can download the entire file quickly and redistribute it to the other 25 leechers.
B. Attacking BitTornado
Since both the bandwidth and connection attacks against BitTornado were not very successful, we also performed tests for combined bandwidth/connection attacks under the second scenario in the fluid model Table VII shows the results. Delay ratio values of up to almost 9 were observed in these cases. In these test cases, we noticed that 3 out of the 4 slots at the seed were always occupied by attackers and the remaining 1 slot (optimistic unchoke slot) was shared among attackers and leechers. Due to the high attacker to leecher ratio (9 : 1) connected to the seed, the optimistic unchoke slot was also mostly occupied by an attacker. Thus, the delay ratio observed is more than double of that observed in the pure bandwidth attack case in the second scenario (Table V; note that all other parameter settings, except the number of attackers, are the same). In summary, although the Azureus seed is vulnerable to connection attacks due to a (perhaps overly) sophisticated connection management algorithm, nevertheless, the vulnerability can be easily fixed. The BitTornado seed, using simpler and more conventional seeding and connection-management algorithms, is more resilient to connection attacks as well as combined bandwidth and connection attacks.
VI. CONCLUSION
In this paper, we investigated two natural attacks against initial seeds in BitTorrent: bandwidth attack and connection attack. To study these attacks, we chose three popular seeds -Azureus, uTorrent, and BitTornado. We developed a simple fluid model for the bandwidth attack, studied a few popular clients, and deployed an attack environment in PlanetLab. Our measurement results showed that bandwidth attacks are largely ineffective against Azureus and BitTornado seeds. We conclude that even when the attackers can detect a target torrent quickly enough and attempt to attack the initial seed, they are not able to "nip the torrent in its bud" rendering BitTorrent resilient to seed attacks.
