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Multiplication and composition operators on the derivative Hardy
space S2(D)
Caixing Gu and Shuaibing Luo
Abstract
In this paper we propose a different (and equivalent) norm on S2(D) which consists of
functions whose derivatives are in the Hardy space of unit disk. The reproducing kernel of S2(D)
in this norm admits an explicit form, and it is a complete Nevanlinna-Pick kernel. Furthermore,
there is a surprising connection of this norm with 3-isometries. We then study composition and
multiplication operators on this space. Specifically, we obtain an upper bound for the norm of
Cϕ for a class of composition operators. We completely characterize multiplication operators
which are m-isometries. As an application of the 3-isometry, we describe the reducing subspaces
of Mϕ on S
2(D) when ϕ is a finite Blaschke product of order 2.
1 Introduction
Let D be the open unit disk of the complex plane C. Let H(D) be the space of all analytic functions
on D. If ϕ is an analytic self-map of D, then the composition operator Cϕ with symbol ϕ is defined
on H(D) by Cϕf = f ◦ϕ for f ∈ H(D). The multiplication operator Mψ with symbol ψ ∈ H(D) is
defined by Mψf = ψf for f ∈ H(D). The power series of f ∈ H(D) is (always) denoted by
f(z) =
∑
n≥0
fnz
n, z ∈ D
Multiplication operators and composition operators on subspaces of H(D) such as the Hardy space,
the Bergman space and the Dirichlet space have been studied extensively in literature [2] [10] [12]
[16].
The definitions of the Hardy spaceH2(D) and the Bergman space A2(D) are standard. There are
two definitions of the Dirichlet space [12], in this paper we take the one connected with 2-isometries.
D2(D)=

f ∈ H(D) : ‖f‖2D2 = ‖f‖2H2 + ∥∥f ′∥∥2A2 =
∑
n≥0
(n+ 1) |fn|2 <∞

 . (1)
The reproducing kernels of H2(D), A2(D), and D2(D) are, respectively,
Kw(z) =
1
1− wz ,Kw(z) =
1
(1− wz)2 ,Kw(z) =
1
wz
ln
1
1− wz . (2)
In this paper we will study composition operators and multiplication operators on the space of
analytic functions whose derivatives are in the Hardy space. It turns out there are three (norm
equivalent) definitions of this space in literature.
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The first definition, denoted by S2(D), is defined by
S2(D)=

f ∈ H(D) : ‖f‖2S2 = |f(0)|2 + ∥∥f ′∥∥2H2 = |f(0)|2 +
∑
n≥1
n2 |fn|2 <∞

 ,
see [4], [17], [18], [24]. Composition operators and linear isometries on Banach space Sp(D) were
studied in 1978 [28] and 1985 [20].
The second definition, which will be denoted by S22(D), is defined by
S22(D)=

f ∈ H(D) : ‖f‖2S22 = ‖f‖2H2 + ∥∥f ′∥∥2H2 =
∑
n≥0
(1 + n2) |fn|2 <∞

 .
Korenblum in 1972 [22] characterized the invariant subspaces of Mz on S
2
2(D). A recent paper
[11] describes the lattice of invariant subspaces of the shift plus complex Volterra operator on the
Hardy space by using Korenblum’s result.
The third definition, which will be denoted by S23(D),
S23(D) =

f ∈ H(D) : f =
∑
n≥0
fnz
n, ‖f‖2S2
3
=
∑
n≥0
(1 + n)2 |fn|2 <∞

 .
The space S23(D) is just one of the Dirichlet type spaces Dα space with α = 2, where
Dα =

f ∈ H(D) : f =
∑
n≥0
fnz
n, ‖f‖2α =
∑
n≥0
(1 + n)α |fn|2 <∞

 ,
see [7] [30]. For α ≥ 0, the space Dα has the complete Pick property, see Corollary 7.41 in [2] where
Dα is denoted by Hs with s = −α.
It is the purpose of this paper to define an equivalent norm on S2(D), and denote this new
space by S21(D).
S21(D)=
{
f ∈ H(D) : ‖f‖2S2
1
= ‖f‖2H2 +
3
2
∥∥f ′∥∥2
A2
+
1
2
∥∥f ′∥∥2
H2
<∞
}
(3)
=

f ∈ H(D) : ‖f‖2S21 =
∑
n≥0
(n+ 1) (n+ 2)
2
|fn|2 <∞

 .
It seems appropriate to call S21(D) the derivative Hardy space. There are three motivations. First,
the reproducing kernel of S21(D) has an ”explicit” form, see Lemma 1.1. Second, the reproduc-
ing kernel of S21(D) is a complete Nevalinna-Pick Kernel. Third, a surprising connection with
3-isometries was made. Namely we will prove that Mz is a 3-isometry on S
2
1(D). In comparison,
S2(D) does not have the complete Pick property, and Mz on S2(D) is not a 3-isometry; S22(D) does
not have the complete Pick property, but Mz on S
2
2(D) is a 3-isometry; the reproducing kernel of
S23(D) is a complete Nevalinna-Pick Kernel, and Mz on S
2
3(D) is also a 3-isometry, but the repro-
ducing kernel of S23(D) does not have an ”explicit” form. In addition, one can define an equivalent
norm on the Dα space (α ∈ N) analogously so that Mz is an m-isometry (m = α+ 1) on it. As an
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application of the 3-isometry Mz on S
2
1(D), we describe the reducibility of Mψ on S
2(D), where ψ
is a finite Blaschke product of order 2.
Questions such as when multiplication operators and composition operators are bounded or
compact have the same answers with respect to equivalent norms. Questions such as when mul-
tiplication operators and composition operators are isometries or normal operators have different
answers with respect to equivalent norms. In Section 2, we make a few remarks about multiplication
operators on S21(D). In particular we present some sharp inequalities for multiplication operators.
As a consequence, we remark that S21(D) is an algebra which is known in literature. In Section 3,
we completely characterize when the multiplication operator Mψ on S
2
1(D) is an m-isometry for
some m ≥ 1. In Section 4, by exploiting the properties of the 3-siometry Mψ on S21(D) and the
norm relation between S21(D) and S
2(D), we obtain the reducibility of Mψ on S2(D) when ψ is a
finite Blaschke product of order 2. In Section 5, we extend the norm estimates for composition
operators on the Hardy space and the Bergman space by Jury [19] to S21(D). In the last section,
we briefly remark that it is possible to extend the results in this paper to the space of analytic
functions whose n-th derivatives are in the Hardy space or the Bergman space, those spaces are
equivalent to Dα with α being a positive integer.
Lemma 1.1 The reproducing kernel of S21(D) is
Kw(z) =
2
(wz)2
[
wz + (wz − 1) ln 1
1− wz
]
.
Proof. Note that for wz 6= 0,
Kw(z) =
∑
n≥0
2
(n+ 1) (n+ 2)
(wz)n =
∑
n≥0
[
2
(n+ 1)
− 2
(n+ 2)
]
(wz)n
=
∑
n≥0
2
(n+ 1)
(wz)n −
∑
n≥0
2
(n+ 2)
(wz)n
=
2
wz
ln
1
1− wz −
2
(wz)2
[
ln
1
1− wz − wz
]
=
2
(wz)2
[
wz + (wz − 1) ln 1
1− wz
]
,
and Kw(z) = 1 when wz = 0.
We remark here that by using Lemma 1.1, one can derive explicit formulas for the adjoints
of linear fractional composition operators Cϕ. Since the formulas for C
∗
ϕ are complicated and we
haven’t found the applications of them, we don’t discuss them here.
2 Some remarks on multiplication operators
The fact that Dα is an algebra for α > 1 was proved [21] in 1969. The fact S
2
2(D) and the analogous
Dn for an integer n ≥ 1 are algebras were also mentioned in [22] by referring to literature in Russian.
The recent paper [4] proved that S2(D) is an algebra, and another recent paper [11] also proved
S22(D) is an algebra. As a consequence, as mentioned both in [30] and [22], the maximal ideal
3
space of Dα for α > 1 (more precisely, the norm-equivalent Banach algebra) is the closed unit disk.
Therefore Mψ is bounded on Dα if and only if ψ ∈ Dα and the spectrum of Mψ is
σ(Mψ) = ψ(D). (4)
This result in the special case S2(D) is also proved as Theorem 4.3 in [4].
Here we will give another proof that S21(D) is an algebra, since the proof is short, the constant
in our inequality is sharp, and we will use this constant in section 5.
We first note that S21(D) contains functions in H(D) whose power series have convergence radius
strictly bigger than 1. Since if
∑
n≥0 |fn| rn <∞ for some r > 1, then |fn| ≤ C(1/rn) and
‖f‖2S2
1
=
∑
n≥0
(n+ 1)(n + 2)
2
|fn|2 ≤ C2
∑
n≥0
(n+ 1)(n + 2)
2r2n
<∞.
Therefore S21(D) contains functions which are analytic in a neighborhood of the closed disk D, in
particular all rational functions whose poles are outside D.
The next proposition is similar to Proposition 2.2 in [4], but here our estimates are tight which
leads to a sharp constant.
Proposition 2.1 Let f ∈ S21(D). Then ‖f‖∞ ≤
√
2 ‖f‖S2
1
. Furthermore the constant
√
2 is sharp.
Proof. Write f(z) =
∑
n≥0fnz
n. Then by Cauchy-Schwarz inequality,
|f(z)| ≤
∑
n≥0
|fn| |z|n =
∑
n≥0
√
(n+ 1)(n + 2)
2
|fn|
√
2
(n + 1)(n + 2
|z|n
≤

∑
n≥0
(n+ 1)(n + 2)
2
|fn|2


1/2
∑
n≥0
2
(n + 1)(n + 2)
|z|2n


1/2
(5)
= ‖f‖S2
1
Kz(z)
1/2 ≤
√
2 ‖f‖S2
1
.
The inequality in (5) becomes an equality (at z = 1) if |fn| = 2(n+1)(n+2) . Indeed, if
f(z) =
∑
n≥0
2
(n+ 1)(n + 2)
zn, (6)
then ‖f‖∞ = f(1) = 2 and ‖f‖S2
1
=
√
2, which shows the constant
√
2 is sharp.
Another short proof will be
|f(w)| = |〈f,Kw〉| ≤ ‖f‖S2
1
‖Kw‖S2
1
≤ ‖f‖S2
1
Kw(w)
1/2 ≤
√
2 ‖f‖S2
1
.
But the argument in the lemma also shows that for |z| ≤ 1,
∣∣∣∣∣f(z)−
N∑
n=0
fnz
n
∣∣∣∣∣ ≤

 ∑
n≥N+1
(n + 1)(n+ 2)
2
|fn|2


1/2
 ∑
n≥N+1
2
(n+ 1)(n + 2)
|z|2n


1/2
≤
√
2
N + 2
‖f‖S2
1
.
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Thus f(z) is the uniform limit of its partial sum, so f(z) extends continuous to the closed disk D and
S21(D) is contained in the disk algebra A(D). Moreover, let A
1(D) = {f ∈ A(D) : f ′(z) ∈ A(D)} .
Then
A1(D) ⊆ S21(D) ⊆ A(D).
It turns out S21(D) is an algebra.
Theorem 2.2 The space S21(D) is an algebra. Furthermore if f, g ∈ S21(D), then
‖fg‖S2
1
≤ 2
√
2 ‖f‖S2
1
‖g‖S2
1
,
and the equality holds only when f = 0 or g = 0.
Proof. Let f, g ∈ S21(D). Then
‖fg‖2S2
1
= ‖fg‖2H2 +
3
2
∥∥f ′g + fg′∥∥2
A2
+
1
2
∥∥f ′g + fg′∥∥2
H2
≤ ‖f‖2∞ ‖g‖2H2 + ‖f‖2H2‖g‖2∞ +
3
2
(
2‖f‖2A2‖g‖2∞ + 2‖f‖2∞‖g‖2A2
)
+
1
2
(
2‖f‖2H2‖g‖2∞ + 2‖f‖2∞‖g‖2H2
)
≤ 2‖f‖2S2
1
‖g‖2∞ + 2‖f‖2∞‖g‖2S2
1
≤ 8‖f‖2S2
1
‖g‖2S2
1
,
where we used Proposition 2.1 in the last inequality. Moreover, the equality holds only when f = 0
or g = 0.
It is well-known that the reproducing kernel Kw(z) is an eigenvector of M
∗
f since M
∗
fKw(z) =
f(w)Kw(z). Thus ‖Mf‖ =
∥∥∥M∗f ∥∥∥ ≥ ‖f‖∞ .We have the following result which is similar to Theorem
3.3 in [4].
Theorem 2.3 Let f ∈ H(D). Then Mf is a bounded linear operator on S21(D) if and only if
f ∈ S21(D). Furthermore,
max
{
‖f‖∞ , ‖f‖S2
1
}
≤ ‖Mf‖ ≤ 2
√
2 ‖f‖S2
1
. (7)
Proof. The upper bound of ‖Mf‖ is by Theorem 2.2. The lower bound of ‖Mf‖ follows by noting
that ‖Mf‖ ≥ ‖Mf1‖S2
1
= ‖f‖S2
1
.
Recall that the multiplier (space) of a holomorphic function space H is the set of f in H such
that Mf is a bounded operator on H. The multiplier of the Hardy space H
2(D) or the Bergman
space A2(D) is H∞(D). The multiplier of Dirichlet space D2(D) is strictly contained in H∞(D)
[12]. It is interesting to note that the multiplier of S21(D) is S
2
1(D) itself as a set. But they carry
different norms. In particular, S21(D) is an algebra, but not a Banach algebra, see Example 2.5
below.
It is interesting to know when the equalities holds in (7). Here we give some examples, and we
will see in the last section that if f is not a constant, then ‖f‖∞ < ‖Mf‖.
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Example 2.4 For each natural number k, ‖Mzk‖ =
∥∥zk∥∥
S2
1
=
√
(k+1)(k+2)
2 . Note that
(n+ k + 1)(n + k + 2)
2
≤ (k + 1)(k + 2)
2
(n+ 1)(n+ 2)
2
, n ≥ 0.
Therefore ∥∥∥zkf∥∥∥2
S2
1
=
∑
n≥0
(n+ k + 1)(n + k + 2)
2
|fn|2 ≤
∥∥∥zk∥∥∥2
S2
1
‖f‖2S2
1
.
This completes the proof.
Example 2.5 ‖M1+z‖ >
√
4.5 > ‖1 + z‖S2
1
= 2. Let f(z) be as in (6),
f(z) =
∑
n≥0
2
(n+ 1)(n + 2)
zn,
Then ‖f‖S2
1
=
√
2. A direct computation shows that
(1 + z)f(z) = 1 +
∑
n≥1
4
n(n+ 2)
zn
‖(1 + z)f‖2S2
1
= 1 +
∑
n≥1
(n+ 1)(n + 2)
2
[
4
n(n+ 2)
]2
= 1 + 8
∑
n≥1
(n+ 1)
n2(n+ 2)
> 1 + 8
∑
n≥1
1
n(n+ 1)
= 9.
Therefore ‖M1+z‖ >
√
4.5. Since
‖(1 + z)f‖S2
1
>
√
9 >
√
8 = ‖1 + z‖S2
1
‖f‖S2
1
,
this example also demonstrates that S21(D) is not a Banach algebra.
3 Finite Blaschke products and m-isometries
It is known that the only inner functions belong to Dirichlet space D2(D) are finite Blaschke
products, so this is also true for the space S21(D). It has been observed in [4] that the only isometric
multiplication operators on S2(D) are the constant multiples of the identity operator. Here we
prove a stronger result that Mf on S
2
1(D) is a 2-isometry if and only if it is a constant multiple
of the identity operator. But we first show that Mz on S
2
1(D) is a 3-isometry, which explains why
there are no nontrivial isometric or 2-isometric multiplication operators on S2(D).
A systematic study of m-isometries was initiated by Agler and Stankus in a series of three
papers, the first one is [3]. The theory for m-isometries on Hilbert spaces has rich connections
to Toeplitz operators, classical function theory, ordinary differential equations and other areas of
mathematics. The work of Richter [25] and [26] on analytic 2-isometries has a connection with the
invariant subspaces of the shift operator on the Dirichlet space. Recently complete characterizations
of m-isometric weighted shifts were obtained [5] [14], from which it follows easily thatMz on S
2
1(D)
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is a 3-isometry. However, finding the connection between a natural function space such as S21(D)
and 3-isometries is exciting, since it may lead to better understanding of both general 3-isometries
and the space S21(D) as in the case of 2-isometries and Dirichlet space. There are also study
of (m, p)-isometries and related operators on Banach spaces recently, see [13] [15] and references
therein.
The operator T on H is an m-isometry for some positive integer m as in [3], if
βm(T ) := (zz − 1)m(T ) =
m∑
k=0
(−1)m−k
(
m
k
)
zkzk|z=T ∗,z=T
=
m∑
k=0
(−1)m−k
(
m
k
)
T ∗kT k = 0,
where T ∗ is always on the left of T . Equivalently
〈βm(T )h, h〉 =
m∑
k=0
(−1)m−k
(
m
k
)∥∥∥T kh∥∥∥2 = 0 for all h ∈ H.
We say T is a strict m-isometry if T is an m-isometry but not an (m− 1)-isometry.
Let {en, n ≥ 0} be the standard bases of l2. The operator T is a unilateral weighted shift with
weight sequence {wn} if Ten = wnen+1, n ≥ 0. The following result is from Corollary 4.6 [14], where
more general results for both unilateral weighted shifts and bilateral weighted shifts on lp space are
obtained.
Lemma 3.1 Let T be a unilateral shift with weights wn on l2. Then T is a strict m-isometry if
and only if there exists a polynomial P (x) of degree m− 1 such that P (n) > 0 for n ≥ 0 and
|wn|2 = P (n+ 1)
P (n)
for n ≥ 0. (8)
Lemma 3.2 The multiplication operator Mz on S
2
1(D) is a strict 3-isometry.
Proof. Note that Mzz
n = zn+1. Thus
Mz
zn
‖zn‖ =
∥∥zn+1∥∥
‖zn‖
zn+1
‖zn+1‖ =
√
(n+ 3)
(n+ 1)
zn+1
‖zn+1‖ .
Hence Mz is a weighted shift with weights wn =
√
(n+ 3)/(n + 1). Note that
w2n =
P (n+ 1)
P (n)
for P (n) = (n+ 1)(n + 2), n ≥ 0.
By previous lemma, Mz is a strict 3-isometry.
Since Mz on S
2(D) is also a weighted shift, a similar argument shows that Mz on S2(D) is not
an m-isometry for any m ≥ 1. Since the spectrum of weighted shifts has been studied extensively
in the past [30], we have that σ(Mz) = D, σe(Mz) = T. Furthermore, for each λ ∈ D, Mz − λ
is left invertible, and ker(M∗z − λI) is one dimensional, in fact, ker(M∗z − λI) is spanned by Kλ.
Therefore, if θ is a finite Blaschke product, then θ(Mz) is well-defined. It is easy to see that θ(Mz)
is the multiplication operator Mθ. The following result is Proposition 2.7 [15], see Theorem 2.10
[15] for a more general result.
7
Lemma 3.3 If T is a strict m-isometry on H and θ is a finite Blaschke product, then θ(T ) is a
strict m-isometry on H.
The following theorem follows directly from the above two lemmas.
Theorem 3.4 Let θ be a finite Blaschke product. Then Mθ on S
2
1(D) is a 3-isometry. That is, for
any f ∈ S21(D), ∥∥θ3f∥∥2 − 3∥∥θ2f∥∥2 + 3 ‖θf‖2 − ‖f‖2 = 0,
where the norm is given by (3).
It is natural to ask if there are other Mθ which are m-isometries. It turns out those identified
in the above theorem are the only ones.
Theorem 3.5 Assume ψ ∈ S21(D) is not a constant. If Mψ is an m-isometry on S21(D) for some
m ≥ 1, then ψ is a finite Blaschke product. Consequently, Mψ is a strict 3-isometry on S21(D).
Proof. By Lemma 1.21 [3], the spectrum of an m-isometry is either equal to D or is contained in
T. If Mψ is an m-isometry, by (4), σ(Mψ) = ψ(D) = D. Also by page 385 in [3], ∀λ ∈ D, Mψ − λ
is left semi-Fredholm, and ind(Mψ − λ) = indMψ. Since
ind(Mψ − λ) = dimker(Mψ − λ)− dimker(Mψ − λ)∗
= 0− dim[S21(D)⊖ (Mψ − λ)S21(D)],
σe(Mψ) ⊇ D or σe(Mψ) ⊆ T. Note that σe(Mψ) = ψ(T). Thus if σe(Mψ) ⊇ D, then ψ(T) = D,
which contradicts the fact that ψ′ ∈ H2(D). So σe(Mψ) = ψ(T) ⊆ T. By maximum modulus
principle, we also have ψ(T) ⊇ T, therefore ψ(T) = T. So ψ is a finite Blaschke product. It then
follows from Theorem 3.4 that Mψ is a strict 3-isometry on S
2
1(D).
Now we study the m-isometry on S2(D). Recall
S2(D)=

f ∈ H(D) : ‖f‖2S2 = |f(0)|2 + ∥∥f ′∥∥2H2 = |f(0)|2 +
∑
n≥1
n2 |fn|2 <∞

 .
For notational simplicity, in the rest of this section and the next section we write ‖f‖ = ‖f‖S2
1
, ‖f‖1 =
‖f‖S2 , D(f) = ‖f ′‖2A2 . Then
2 ‖f‖2 = 2‖f‖2H2 + 3‖f ′‖2A2 + ‖f ′‖2H2 = ‖f‖21 + 2‖f‖2H2 + 3D(f)− |f(0)|2 (9)
Before we study the m-isometry on S2(D), We need some lemmas. We first recall a formula, which
is essentially (1.3) in [3]; see also Theorem 2.7 [14] for several more general formulas on Banach
spaces.
Lemma 3.6 Assume T is an m-isometry. Then
‖T nh‖2 =
m−1∑
k=0
(
n
k
)
〈βk(T )h, h〉 , h ∈ H.
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We also need the following lemma. Recall that
D2(D) =
{
f ∈ H(D) : ‖f‖2D2 = ‖f‖2H2 +
∥∥f ′∥∥2
A2
= ‖f‖2H2 +D(f)
}
is the Dirichlet space.
Lemma 3.7 Let ψ be a finite Blaschke product. Then for f ∈ D2(D), n ≥ 0,
D(ψnf) = D(f) + n[D(ψf)−D(f)].
Proof. By [27, Theorem 4.2], we have Mψ is a 2-isometry on D
2(D), i.e.
‖ψ2f‖2D2 = 2‖ψf‖2D2 − ‖f‖2D2 , f ∈ D2(D).
Since Mψ is an isometry on H
2(D), we obtain
D(ψ2f) = 2D(ψf)−D(f).
ThusMψ is a 2-isometry on the Hilbert space D0 = {f ∈ D2(D) : f(0) = 0, ‖f‖2∗ := D(f)}. It then
follows from Lemma 3.6 that
D(ψnf) = D(f) + n[D(ψf)−D(f)], n ≥ 0.
Proposition 3.8 Let ψ be a finite Blaschke product. Then for f ∈ S2(D), n ≥ 2,
‖ψnf‖21 =
n(n− 1)
2
‖ψ2f‖21 − n(n− 2)‖ψf‖21 +
(n − 1)(n− 2)
2
‖f‖21
− (n− 1)(n − 2)
2
|f(0)|2 − n(n− 1)
2
|ψ2(0)f(0)|2
+ n(n− 2)|ψ(0)f(0)|2 + |ψn(0)f(0)|2.
Proof. By Theorem 3.4, Mψ is a 3-isometry on S
2
1(D). Then by Lemma 3.6, we obtain for n ≥ 2,
‖ψnf‖2 = ‖f‖2 + n (‖ψf‖2 − ‖f‖2)+ n(n− 1)
2
(‖ψ2f‖2 − 2‖ψf‖2 + ‖f‖2)
=
n(n− 1)
2
‖ψ2f‖2 − n(n− 2)‖ψf‖2 + (n− 1)(n − 2)
2
‖f‖2.
Since Mψ is an isometry on H
2(D), by (9) and Lemma 3.7, we get
‖ψnf‖21 − |ψn(0)f(0)|2
=
n(n− 1)
2
(‖ψ2f‖21 − |ψ2(0)f(0)|2)
− n(n− 2) (‖ψf‖21 − |ψ(0)f(0)|2)+ (n− 1)(n − 2)2 (‖f‖21 − |f(0)|2)
The conclusion then follows from the above equation.
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We remark that Mz is also a 3-isometry on S
2
2(D), and
‖f‖2S2
2
(D) = ‖f‖2S2(D) + ‖f‖2H2 − |f(0)|2. (10)
Thus we can also obtain Proposition 3.8 from (10).
Now we can show that Mψ is an m-isometry on S
2(D) if and only if ψ is a constant. The case
for m = 1 was proved in [4]. Notice that Lemma 3.6 shows that if T is a strict m-isometry, then
for some h, 〈βm−1(T )h, h〉 6= 0, so ‖T nh‖2 grows like a polynomial in n of degree m− 1 as n→∞.
Theorem 3.9 Assume ψ ∈ S2(D) is not a constant. Then Mψ can not be an m-isometry on S2(D)
for any m ≥ 1.
Proof. If Mψ on S
2(D) is an m-isometry, the same argument as in Theorem 3.5 shows ψ is a finite
Blaschke product. Note that for h ∈ S2(D),
‖ψnh‖21 = |ψn(0)h(0)|2 + ‖(ψnh)′‖2H2
≤ ‖h‖2∞ +
(
n‖ψ′h‖H2 + ‖h′‖H2
)2
.
That is, ‖Mnψh‖21 grows at most as a polynomial in n of degree 2. Therefore Mψ can not be a strict
m-isometry on S2(D) for m ≥ 4.
If Mψ is a 3-isometry on S
2(D), then for h ∈ S2(D),
‖ψ3h‖21 − 3‖ψ2h‖21 + 3‖ψh‖21 − ‖h‖21 = 0.
Hence by Proposition 3.8, we obtain
−|ψ3(0)h(0)|2 + 3|ψ2(0)h(0)|2 − 3|ψ(0)h(0)|2 + |h(0)|2 = 0.
So −|ψ3(0)|2+3|ψ2(0)|2−3|ψ(0)|2+1 = 0. It then follows that |ψ(0)| = 1, therefore ψ is a constant,
which is a contradiction. Thus Mψ is not a 3-isometry on S
2(D).
If Mψ is a m-isometry on S
2(D) for m ≤ 2, then Mψ is also a 3-isometry on S2(D), which is
impossible. Hence Mψ is not an m-isometry on S
2(D) for m ≤ 2. The proof is complete.
4 Blaschke products and reducing subspaces
The Beurling invariant subspace theorem forMz on the Hardy space H
2 says an invariant subspace
ofMz on H
2 is of the form θH2 for some inner function θ. SinceMθ onH
2 is still an isometry, with a
finite multiplicity if θ is a finite Blaschke product, the invariant subspace ofMθ is essentially known
by using Beurling-Lax-Halmos theorem. The invariant subspace of Mz on S
2
2(D) (equivalently on
S2(D), S21(D), S
2
2(D)) was nicely described by Korenblum in 1972 [22]. Furthermore, by [6], if H0
is an invariant subspace of Mz on S
2
2(D) (in fact for Dα with α > 1), then H0 has the codimension
one property, i.e., the dimension of H0 ⊖ zH0 is one. Since Mθ on S21(D) for a finite Blaschke
product on S21(D) is a 3-isometry, the following question seems to be natural.
Problem 4.1 What are the invariant subspaces of Mθ on S
2
1(D)?
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A first step would be to generalize Korenblum’s result to vector-valued version of S21(D). While
the invariant subspaces ofMθ are the same with respect to equivalent norms, the reducing subspaces
of Mθ could be different with respect to equivalent norms. Starting with the paper [32] in 2000
where the reducing subspaces of Mθ for a Blaschke product of order 2 on the Bergman space were
characterized, there have been intensive research activities to understand the reducing subspaces
of Mθ on the Bergman space for a general Blaschke product, see the recent book [16]. A recent
paper [23] discusses the reducing subspaces of Mθ on the Dirichlet space.
In this section we prove that if ψ is a Blaschke product of order 2, then Mψ is irreducible on
S2(D) unless ψ is equivalent to z2. We are unable to extend this result to other equivalent norms
since a part of our argument exploiting the fact that Mψ on S
2(D) is not a 3-isometry, but close
to being a 3-isometry as shown in Proposition 3.8.
Let ϕα be a automorphism of the unit disk and Pα(ζ) be the Poisson kernel,
ϕα =
α− z
1− αz , Pα(ζ) =
1− |α|2
|ζ − α|2 .
Lemma 4.2 For α ∈ D, k ≥ 0,
〈ϕ′α, zkϕ′α〉H2 =
1 + |α|2
1− |α|2α
k + kαk.
Proof. Note that ϕ′α(z) =
−1+|α|2
(1−αz)2
= (−1 + |α|2)∑n≥0(n+ 1)αnzn. Thus
〈ϕ′α, zkϕ′α〉H2 = (−1 + |α|2)2
〈∑
n≥0
(n+ 1)αnzn, zk
∑
n≥0
(n+ 1)αnzn
〉
H2
= (−1 + |α|2)2
∑
l≥0
(l + k + 1)(l + 1)αl+kαl
= (−1 + |α|2)2
∑
l≥0
(l + 1)2|α|2lαk + kαk. (11)
Since
1
(1− |α|2)3 =
∑
l≥0
(l + 1)(l + 2)
2
|α|2l,
we have ∑
l≥0
(l + 1)2|α|2l = 1 + |α|
2
(1− |α|2)3 .
Hence by (11), we get
〈ϕ′α, zkϕ′α〉H2 =
1 + |α|2
1− |α|2α
k + kαk.
Lemma 4.3 Assume ψ = zϕα, α ∈ D. Then, on S2(D),
M∗ψψ(z) = 3 +
1 + |α|2
1− |α|2 +
∑
k≥1
[
(2k + 2)αk +
1 + |α|2
1− |α|2α
k
]
zk
k2
.
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Proof. Notice that (zϕ′αϕα)(ζ) = Pα(ζ) =
1−|α|2
|ζ−α|2
, ζ ∈ T, we have
〈M∗ψψ, 1〉1 = 〈ψ,ψ〉1 = 〈(zϕα)′, (zϕα)′〉H2
= 〈ϕα + zϕ′α, ϕα + zϕ′α〉H2
= 1 + 2
∫
T
Pα(ζ)
|dζ|
2pi
+ 〈ϕ′α, ϕ′α〉H2
= 3 +
1 + |α|2
1− |α|2 ,
where we used Lemma 4.2 in the last equality.
For k ≥ 1,
〈M∗ψψ, zk〉1 = 〈ψ, zkψ〉1 = 〈(zϕα)′, (zk+1ϕα)′〉H2
= 〈ϕα + zϕ′α, (k + 1)zkϕα + zk+1ϕ′α〉H2
= 0 +
∫
T
Pα(ζ)ζk
|dζ|
2pi
+ (k + 1)
∫
T
Pα(ζ)ζk
|dζ|
2pi
+ 〈ϕ′α, zkϕ′α〉H2
= (k + 2)αk +
1 + |α|2
1− |α|2α
k + kαk
= (2k + 2)αk +
1 + |α|2
1− |α|2α
k.
Therefore
M∗ψψ(z) = 〈M∗ψψ, 1〉1 +
∑
k≥1
〈M∗ψψ, zk〉1
zk
k2
= 3 +
1 + |α|2
1− |α|2 +
∑
k≥1
[
(2k + 2)αk +
1 + |α|2
1− |α|2α
k
]
zk
k2
.
For two finite Blaschke products ψ and φ, ψ is called to be equivalent to φ if there exist
|a| = 1, α ∈ D such that φ(z) = aϕα(ψ(z)). Note that if ψ is equivalent to φ, then Mψ and Mφ
have the same reducing subspaces. Now we can prove one of the main results in this section.
Theorem 4.4 Assume ψ is a finite Blaschke product of order 2. Then Mψ is reducible on S
2(D)
if and only if ψ is equivalent to z2.
Proof. If ψ is equivalent to z2, since Mz2 has two minimal reducing subspaces on S
2(D) [31], we
have Mψ is reducible on S
2(D).
Conversely, if Mψ is reducible on S
2(D), we show that ψ is equivalent to z2. Note that
ϕψ(0)(ψ(z)) = azϕα(z) for some |a| = 1, α ∈ D, thus ψ is equivalent to zϕα. So we can sup-
pose ψ = zϕα, and it is enough to show α = 0. We prove it by contradiction. Suppose
α 6= 0, and M is a reducing subspace of Mψ on S2(D). Since dim(S2(D) ⊖ ψS2(D)) = 2, we
get dim(M⊖ψM) = dim(M⊥⊖ψM⊥) = 1, where M⊥ is the orthogonal complement of M. Let
f ∈ M⊖ ψM, g ∈ M⊥ ⊖ ψM⊥, then f, g ∈ S2(D) ⊖ ψS2(D) = Span{1,Kα} where Kα(z) is the
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reproducing kernel of S2(D) at α. Hence f = a + bKα, g = c + dKα for some a, b, c, d ∈ C. By
Proposition 3.8, for l = 0, 1, 2, 3, we have
‖ψn(f + ilg)‖21 =
n(n− 1)
2
‖ψ21(f + ilg)‖21 − n(n− 2)‖ψ(f + ilg)‖21
+
(n− 1)(n − 2)
2
‖(f + ilg)‖21 −
(n− 1)(n − 2)
2
|(f + ilg)(0)|2,
here we used ψ(0) = 0. Notice that 〈ψnf, ψkg〉1 = 0 for any n, k ≥ 0, therefore
0 = 〈ψnf, ψng〉1 = 1
4
3∑
l=0
il‖ψn(f + ilg)‖21
=
n(n− 1)
2
〈ψ2f, ψ2g)〉1 − n(n− 2)〈ψf, ψg〉1
+
(n− 1)(n − 2)
2
〈f, g〉1 − (n− 1)(n − 2)
2
f(0)g(0)
= −(n− 1)(n − 2)
2
f(0)g(0).
So f(0)g(0) = 0. Without loss of generality, suppose f(0) = 0, then f = a(1 −Kα), a ∈ C, thus
f1 = 1−Kα ∈M. By
0 = 〈g, f〉1 = a[c+ d− c− dKα(α)],
we obtain d = 0, so g1 = 1 ∈ M⊥. Hence
0 = 〈ψg1, ψf1〉1 = 〈ψ,ψ(1 −Kα)〉1 =M∗ψψ(0) −M∗ψψ(α).
But by Lemma 4.3, we have M∗ψψ(0) 6= M∗ψψ(α), which is a contradiction. Therefore α = 0. The
proof is complete.
In the rest of this section, we discuss for a finite Blaschke product ψ, when Mψ is unitarily
equivalent to Mzn .
Proposition 4.5 Let ψ ∈ S2(D). If Mψ is unitarily equivalent to Mzn for some n > 0, then ψ is
a finite Blaschke product with n zeros.
Proof. Note that σ(Mzn) = D. IfMψ is unitarily equivalent to Mzn , then σ(Mψ) = ψ(D) = D and
σe(Mψ) = ψ(T) = T, so ψ is a finite Blaschke product. By dim(S2(D) ⊖ ψS2(D)) = dim(S2(D) ⊖
znS2(D)) = n, we conclude that ψ is a finite Blaschke product of order n.
Lemma 4.6 For k ≥ 0, let b(k) = ∫T Pα(ζ)P−α(ζ)ζk dζ2pi . Then
b(k) =
{
1−|α|2
1+|α|2
α2l, k = 2l,
0, k = 2l + 1.
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Proof. Note that Pα(ζ)P−α(ζ) =
(1−|α|2)2
|ζ2−α2|2
= (1 − |α|2)2
∣∣∣∑n≥0 ζ2nα2n∣∣∣2. Thus if k = 2l + 1, then
b(2l + 1) = 0. If k = 2l, then
b(2l) =
∫
T
Pα(ζ)P−α(ζ)ζ2l
dζ
2pi
=
∫
T
(1− |α|2)2
∣∣∣∣∣∣
∑
n≥0
ζ2nα2n
∣∣∣∣∣∣
2
ζ2l
dζ
2pi
= (1− |α|2)2
∑
n≥0
|α|4nα2l = 1− |α|
2
1 + |α|2α
2l.
Lemma 4.7 Let ψ = ϕαϕ−α, α ∈ D. Then, on S2(D),
M∗ψψ(z) = |α|4 + 2
1 + |α|2
1− |α|2 + 2
1− |α|2
1 + |α|2
+
∑
l≥1
[
1 + |α|2
1− |α|2 2α
2l + 8lα2l +
1− |α|2
1 + |α|2α
2l
]
z2l
4l2
.
Proof. By Lemma 4.2, we have
〈M∗ψψ, 1〉1 = 〈ψ,ψ〉1 = |ψ(0)|2 + 〈ψ′, ψ′〉H2
= |α|4 + 〈ϕ′αϕ−α + ϕαϕ′−α, ϕ′αϕ−α + ϕαϕ′−α〉H2
= |α|4 + 〈ϕ′α, ϕ′α〉H2 + 〈zϕ′αϕ−α, zϕαϕ′−α〉H2
+ 〈zϕαϕ′−α, zϕ′αϕ−α〉H2 + 〈ϕ′−α, ϕ′−α〉H2
= |α|4 + 21 + |α|
2
1− |α|2 + 2
∫
T
Pα(ζ)P−α(ζ)
dζ
2pi
= |α|4 + 21 + |α|
2
1− |α|2 + 2
1− |α|2
1 + |α|2 ,
where in the last equality we used Lemma 4.6.
Also, for k ≥ 1,
〈M∗ψψ, zk〉1 = 〈ψ, zkψ〉1 = 〈ψ′, (zkψ)′〉H2
= 〈ϕ′αϕ−α + ϕαϕ′−α, zkϕ′αϕ−α + zkϕαϕ′−α + kzk−1ϕαϕ−α〉H2
= 〈ϕ′α, zkϕ′α〉H2 + 〈zϕ′αϕ−α, zk+1ϕαϕ′−α〉H2 + 〈ϕ′α, kzk−1ϕα〉H2
+ 〈zϕαϕ′−α, zk+1ϕ′αϕ−α〉H2 + 〈ϕ′−α, zkϕ′−α〉H2 + 〈ϕ′−α, kzk−1ϕ−α〉H2
=
1 + |α|2
1− |α|2α
k + kαk + 2
∫
T
Pα(ζ)P−α(ζ)ζk
dζ
2pi
+ kαk
+
1 + |α|2
1− |α|2 (−α)
k + k(−α)k + k(−α)k
=
1 + |α|2
1− |α|2
(
αk + (−α)k
)
+ 2k
(
αk + (−α)k
)
+ b(k),
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where b(k) is the value in Lemma 4.6. So by Lemma 4.6,
〈M∗ψψ, zk〉1 =
{
1+|α|2
1−|α|2
2α2l + 8lα2l + 1−|α|
2
1+|α|2
α2l, k = 2l,
0, k = 2l + 1.
It follows that
M∗ψψ(z) = 〈M∗ψψ, 1〉1 +
∑
k≥1
〈M∗ψψ, zk〉1
zk
k2
= |α|4 + 21 + |α|
2
1− |α|2 + 2
1− |α|2
1 + |α|2
+
∑
l≥1
[
1 + |α|2
1− |α|2 2α
2l + 8lα2l +
1− |α|2
1 + |α|2α
2l
]
z2l
4l2
.
Now we can prove the following unitarily equivalent case.
Theorem 4.8 Let ψ ∈ S2(D). Then Mψ is unitarily equivalent to Mz2 on S2(D) if and only if
ψ = az2 for some |a| = 1.
Proof. If ψ = az2 for some |a| = 1, then it is clear that Mψ is unitarily equivalent to Mz2 on
S2(D).
Conversely, if Mψ is unitarily equivalent to Mz2 on S
2(D), we show that ψ = az2 for some
|a| = 1. By Proposition 4.5, we have ψ is a finite Blaschke product of order 2. Since Mz2 is
reducible on S2(D) with two minimal reducing subspaces M1 = Span{1, z2, z4, · · · } and M2 =
Span{z, z3, z5, · · · }, we have Mψ is reducible on Mz2 on S2(D). It then follows from Theorem 4.4
that ψ is equivalent to z2, i.e. ψ(z) = aϕλ(z
2) for some |a| = 1, λ ∈ D, thus Mψ also has two
minimal reducing subspaces M1 and M2.
Let α ∈ D be such that α2 = λ, then ψ(z) = −aϕα(z)ϕ−α(z), so Mψ is unitarily equivalent
to Mϕαϕ−α . Without loss of generality, suppose ψ = ϕαϕ−α, and there is a unitary operator V
on S2(D) such that V ∗MψV = Mz2 . It is then enough to show that α = 0. We prove it by
contradiction. Suppose α 6= 0. Let f = V 1, then f is in M1 or M2. By M∗z21 = 0, we get
M∗ψf = 0, so f = c1Kα + c2K−α, c1, c2 ∈ C. Note that VMz21 = MψV 1 = ψf,M∗z2(z2) = 4, we
obtain that
4f = VM∗z2(z
2) =M∗ψV (z
2) =M∗ψ(ψf).
Thus
〈1, 4f〉1 = 〈1,M∗ψ(ψf)〉1 = 〈ψ,ψf〉1 = 〈M∗ψψ, f〉1.
If f ∈ M1, then f = c1(Kα +K−α), so 〈1, 4f〉1 = 8c1, 〈M∗ψψ, f〉1 = c1[M∗ψψ(α) +M∗ψψ(−α)].
Hence M∗ψψ(α) +M
∗
ψψ(−α) = 8. But by Lemma 4.7, we have M∗ψψ(α) +M∗ψψ(−α) > 8, which is
a contradiction.
If f ∈ M2, then f = c1(Kα −K−α). Similarly, by using 〈z, 4f〉1 = 〈M∗ψ(ψz), f〉1, we also have
a contradiction.
The following is the reasoning.
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Since 4f = M∗ψ(ψf), we have 〈z, 4f〉1 = 〈M∗ψ(ψz), f〉1. Note that 〈z, 4f〉1 = 8c1α, and f =
c1
∑
k≥0
2
(2k+1)2α
2k+1z2k+1, thus〈
M∗ψ(ψz),
∑
k≥0
2
(2k + 1)2
α2k+1z2k+1
〉
1
= 8α. (12)
For k ≥ 0, we have
〈M∗ψ(ψz), z2k+1〉1
= 〈(ψz)′, (z2k+1ψ)′〉H2
= 〈ψ′z, (2k + 1)z2kψ〉H2 + 〈ψ′z, z2k+1ψ′〉H2
+ 〈ψ, (2k + 1)z2kψ〉H2 + 〈ψ, z2k+1ψ′〉H2
= 2(2k + 1)α2k + 〈ψ′, z2kψ′〉H2 + 〈1, (2k + 1)z2k〉H2 + 2α2k by Lemmas 4.2, 4,6
= 2(2k + 2)α2k + 2
1 + |α|2
1− |α|2α
2k + 2
1− |α|2
1 + |α|2α
2k
+ 2kα2k + 〈1, (2k + 1)z2k〉H2 .
It is then clear that (12) can not hold.
Therefore α = 0. The proof is complete.
5 Complete Nevanlinna-Pick kernel and some applications
The general Nevalinna-Pick interpolation problem tries to answer the following question.
Problem 5.1 Let H be a Hilbert function space on a set X with the reproducing kernel Kw(z),
let λ1, · · · , λN be points of X, and let w1, · · · , wN be complex numbers. When does there exist a
multiplier φ of H of norm at most one that interpolates each λi to wi?
Since M∗φKλi(z) = φ(λi)Kλi(z) = wiKλi(z), a necessary condition is that the N × N Pick
matrix
[(1− wiwj)Kλi(λj)] (13)
is positive semi-definite. On Hardy space H2(D), the above condition is also sufficient, this is the
solution of classical Nevalinna-Pick interpolation problem. Through the work of Agler, McCarthy,
McCullough, Quiggin and others, the theory of complete Pick kernel emerged, we refer to [2] for
details.
Definition 5.2 A kernel Kw(z) on a set X has the scalar Pick property if the positive semi-definite
condition of Pick matrix as in (13) is also sufficient for Problem 5.1. The kernel Kw(z) has the s×t
matrix Pick property if the the positive semi-definite condition of Pick matrix for the matrix-valued
Nevalinna-Pick interpolation problem is also sufficient. The kernel Kw(z) has the complete Pick
property if it has the s× t matrix Pick property for all positive integers s and t.
The Szego˝ kernel of the Hardy space H2(D) has the complete Pick property. The kernel for the
Dirichlet space D2(D) is also a complete Nevanlinna-Pick kernel [1]. It turns out the complete Pick
property can be characterized nicely while the scalar Pick property or the matrix Pick property is
more difficulty to study. We recall Theorem 7.33 and Lemma 7.38 (Kaluza’s Lemma) [2].
16
Theorem 5.3 [2] Suppose H is a holomorphic Hilbert space on D with kernel function
Kw(z) =
∑
n≥0
an(wz)
n where an = 1/ ‖zn‖2 . (14)
Let the Taylor coefficients of 1/Kw(z) at zero be given by
1∑
n≥0ant
n
=
∑
n≥0
cnt
n.
Then H has the complete Pick property if and only if
cn ≤ 0 for all n ≥ 1.
In particular, if a0 = 1 and an satisfies
a2n ≤ an−1an+1 for all n ≥ 1,
Then H has the complete Pick property.
Theorem 5.4 The space S21(D) has the complete Pick property.
Proof. The proof is by verifying that for all n ≥ 1,
an =
22
(n+ 1)2 (n+ 2)2
<
4
n(n+ 1)(n + 2)(n + 3)
= an−1an+1.
We note that S2(D) or S22(D) does not has the complete Pick property. This again follows from
Theorem 5.3 by verifying that
1
1 +
∑
n≥1 (t
n/n2)
= 1− t+ 3
4
t2 + · · · ,
1∑
n≥0t
n/(1 + n2)
= 1− 1
2
t+
1
20
t2 + · · · .
In fact, S2(D) or S22(D) does not has the scalar Pick property. The following example is adapted
from Problem 3 of Exercises 5.3 in [12], where a similar situation occurs for another definition of
Dirichlet space different from D2(D) as in (1).
Proposition 5.5 The space S2(D) or S22(D) does not have the scalar Pick property.
Proof. The reproducing kernel of S2(D) is
Kλ(z) = 1 +
∑
n≥1
(λz)n
n2
.
If it has the scalar Pick property, then the necessary condition for the existence of ϕ(z) =
∑
n≥0ϕnz
n
such that
ϕ(0) = 0, ϕ(z0) = w0 and ‖Mϕ‖ ≤ 1.
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is the Pick matrix is positive semi-definite, i.e.,[
1 1
1 (1− |w0|2)Kz0(z0)
]
≥ 0. (15)
Equivalently
(1− |w0|2)

1 +∑
n≥1
|z0|2n
n2

 ≥ 1.
On the other hand, ‖Mϕ‖ ≤ 1 implies that ‖Mϕz‖ ≤ ‖Mϕ‖ ‖z‖ ≤ 1. That is,
‖Mϕz‖2 =
∥∥∥∥∥∥
∑
n≥0
ϕnz
n+1
∥∥∥∥∥∥
2
=
∑
n≥1
(n+ 1)2 |ϕn|2 ≤ 1,
since ϕ0 = ϕ(0) = 0. Hence
|w0|2 = |ϕ(z0)|2 =
∣∣∣∣∣∣
∑
n≥1
ϕnz
n
0
∣∣∣∣∣∣
2
≤

∑
n≥1
|ϕn| |z0|n


2
(16)
=

∑
n≥1
(n+ 1) |ϕn| |z0|
n
n+ 1


2
≤
∑
n≥1
|z0|2n
(n+ 1)2
.
Let z0 = 0.5 and w
2
0 = 0.1, then (15) holds since
(1− 0.1) ∗
[
1 +
∞∑
n=1
(0.5)2n
n2
]
≈ 0.9 ∗ 1.2677 ≈ 1.1409 > 1.
But (16) does not holds since
∞∑
n=1
(0.5)2n
(n+ 1)2
≈ 0.0706  0.1.
The proof for S22(D) is similar.
There are several applications of having the complete Pick property. We focus on two applica-
tions related to the multiplication operators and composition operators. The first is the following
(scalar) Toeplitz-Corona theorem, which is a straightforward corollary of the much more general
Theorem 8.57 [2]. But there are hidden multiplication operators on vector-valued S21(D) space in
our statements.
Theorem 5.6 Let ϕ1, · · · , ϕN be in S21(D). The following are equivalent.
(1) There exist functions ψ1, · · · , ψN in S21(D) such that
N∑
i=1
ϕiψi = 1
and
N∑
i=1
‖Mψih‖2 ≤
1
δ2
‖h‖2 for h ∈ S21(D).
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(2) The multipliers Mϕi on S
2
1(D) satisfy the inequality
N∑
i=1
M∗ϕiMϕi ≥ δ2I.
(3) The function [
N∑
i=1
ϕi(w)ϕi(z) − δ2
]
Kw(z)
is positive semi-definite on D×D.
The following result follows from Theorem 2.3.
Corollary 5.7 Let ϕ1, · · · , ϕN be in S21(D). If[
N∑
i=1
ϕi(w)ϕi(z)− δ2
]
Kw(z) (17)
is positive semi-definite, then there exist functions ψ1, · · · , ψN in S21(D) such that
N∑
i=1
ϕiψi = 1 and
N∑
i=1
‖ψi‖2 ≤ 1
δ2
. (18)
Conversely, if (18) holds, then the function as in (17) with δ replaced by δ/2
√
2 is positive semi-
definite.
Proof. If (17) is positive semi-definite, then by Toeplitz-Corona Theorem,
N∑
i=1
‖ψi‖2 =
N∑
i=1
‖Mψi1‖2 ≤
1
δ2
.
Conversely, if (18) holds, then by Theorem 2.3, for h ∈ S21(D),
N∑
i=1
‖Mψih‖2 =
N∑
i=1
‖ψih‖2 ≤
N∑
i=1
8 ‖ψi‖2 ‖h‖2 ≤ 8
δ2
‖h‖2 .
Again by Toeplitz-Corona Theorem, the function as in (17) with δ replaced by δ/2
√
2 is positive
semi-definite.
The second application of the complete Pick kernel of S21(D) is inspired by Theorem 1 in [19],
which derives an upper bound for the norm of a weighted composition operator and provides a new
insight into a known upper bound for the norm of a composition operator on the Hardy space and
weighted Bergman spaces, which says on H2(D), for a self-map ϕ of the disk,
‖Cϕ‖2 ≤ 1 + |ϕ(0)|
1− |ϕ(0)| . (19)
This upper bound is usually proved by Littlewood subordination principle. This upper bound also
says on H2(D), Cϕ is automatically bounded. In general Cϕ is not necessarily bounded on S21(D)
for a self-map ϕ of the disk, the boundedness condition is studied in [24] [8]. One may ask, if Cϕ
is bounded, does a similar inequality holds? The following example shows this is impossible.
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Example 5.8 Note that Czk is a diagonal operator, so we can compute its norm as follows:
‖Czkf‖2 =
∥∥∥∥∥∥
∑
n≥0
fnz
kn
∥∥∥∥∥∥
2
=
∑
n≥0
(kn+ 1)(kn + 2)
2
|fn|2 .
Hence
‖Czk‖2 = sup
n≥0
(kn + 1)(kn + 2)
2
÷ (n+ 1)(n + 2)
2
= k2.
That is ‖Czk‖ = k, and ‖Cϕ‖ ≤ C 1+|ϕ(0)|1−|ϕ(0)| can not hold for any constant C.
Since the multipliers of H2(D) is H∞(D) and ϕ is a self-map of the disk if and only if ‖Mϕ‖ ≤ 1
on H2(D), if we require ‖Mϕ‖ ≤ 1 on S21(D), then we do get a similar upper bound as in (19)
for ‖Cϕ‖ . In fact our proof is valid for a more general reproducing kernel, which even yields a
new upper bound for the norm of a composition operator on the Dirichlet space. We start the
proof similarly as in the proof of Theorem 1 [19] with appropriate modifications, then quickly run
into difficulty because the particular form of Szego˝ kernel makes the Pick kernel has a nice form
(1− ϕ(w)ϕ(z))/(1 − wz), so a couple of new ideas are needed.
Let HK be a holomorphic Hilbert space on D with reproducing kernel Kw(z). Let ϕ ∈ HK be
such that ‖Mϕ‖ ≤ 1 on HK , which is equivalent to the kernel
Kϕw(z) = (1− ϕ(w)ϕ(z))Kw(z) ≥ 0.
The assumption ‖Mϕ‖ ≤ 1 implies that ϕ is a self-map of the disk. Let HK(ϕ) be the (generalized)
de Branges-Rovnyak space with reproducing kernel Kϕw(z). For any f ∈ H(D), there is a densely
defined operator M∗f , defined on the kernel by M
∗
fKw(z) = f(w)Kw(z) and extended linearly.
Similarly C∗ϕ is densely defined on the kernel by C
∗
ϕKw(z) = Kϕ(w)(z). Here M
∗
f and C
∗
ϕ are only
formal adjoints ofMf and Cϕ, and whenM
∗
f and C
∗
ϕ are bounded, they become the actual adjoints.
Theorem 5.9 Assume Kw(z) is of the form
Kw(z) =
∑
n≥0
an(wz)
n where an = 1/ ‖zn‖2 ≤ 1 for all n ≥ 0,
and ϕ ∈ HK satisfies ‖Mϕ‖ ≤ 1 on HK . Then for any f ∈ HK(ϕ), the operator C∗ϕM∗f is bounded
on HK and
∥∥∥C∗ϕM∗f∥∥∥ ≤ ‖f‖HK(ϕ) .
Proof. By rescaling, we can assume ‖f‖HK(ϕ) = 1. We need to prove
∥∥∥C∗ϕM∗f∥∥∥ ≤ 1. Put f0 = f
and chose unit vectors f1, f2, · · · such that {fn, n ≥ 0} is an orthonormal basis of HK(ϕ). Then
Kϕw(z) = (1− ϕ(w)ϕ(z))Kw(z) =
∑
n≥0
fn(w)fn(z),
and the kernel K1
K1 := Kw(z) − f(w)f(z)
1− ϕ(w)ϕ(z) =
∑
n≥1
fn(w)fn(z)
1− ϕ(w)ϕ(z)
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is therefore positive semi-definite being the sum of positive definite semi-definite kernels.
We need to prove
∥∥∥C∗ϕM∗f∥∥∥ ≤ 1. For any N distinct points w1, · · · , wN in D and complex
numbers c1, · · · , cN , let
h =
N∑
i=1
ciKwi(z),
Then
〈
C∗ϕM
∗
fh,C
∗
ϕM
∗
f h
〉
≤ 〈h, h〉 is the same as
〈h, h〉 − 〈C∗ϕM∗f h,C∗ϕM∗fh〉
=
N∑
i=1
cicjKwi(wj)−
N∑
i=1
cicjf(wi)f(wj)Kϕ(wi)(ϕ(wj)) ≥ 0.
In other word, we need to prove the kernel K2
K2 := Kw(z)− f(w)f(z)Kϕ(w)(ϕ(z))
is positive semi-definite. Note that
K2 −K1 = f(w)f(z)
1− ϕ(w)ϕ(z) − f(w)f(z)Kϕ(w)(ϕ(z))
= f(w)f(z)
[
1
1− ϕ(w)ϕ(z) −Kϕ(w)(ϕ(z))
]
= f(w)f(z)

∑
n≥0
[
ϕ(w)ϕ(z)
]n
−
∑
n≥0
an
[
ϕ(w)ϕ(z)
]n
=
∑
n≥0
(1− an)f(w)f(z)
[
ϕ(w)ϕ(z)
]n
is positive semi-definite being the sum of positive semi-definite kernels.
Corollary 5.10 Let Kw(z) be the same as in previous theorem. If ‖Mϕ‖ ≤ 1 on HK , then the
operator Cϕ is bounded on HK and
‖Cϕ‖2 ≤ 1 + |ϕ(0)|
1− |ϕ(0)| .
Proof. Let
f(z) = 1− ϕ(0)ϕ(z).
Then f(z) = Kϕ0 (z) and ‖f‖2HK(ϕ) = 〈K
ϕ
0 (z),K
ϕ
0 (z)〉 = 1− |ϕ(0)|2 . Note also
‖Mf‖ =
∥∥∥I − ϕ(0)Mϕ∥∥∥ ≥ 1− |ϕ(0)| ‖Mϕ‖ ≥ 1− |ϕ(0)| and ∥∥M1/f∥∥ ≤ 1/(1 − |ϕ(0)|).
Hence ∥∥C∗ϕ∥∥2 = ∥∥∥C∗ϕM∗fM∗1/f∥∥∥2 ≤ ∥∥C∗ϕM∗f ∥∥2 ∥∥∥M∗1/f∥∥∥2
≤
(
1− |ϕ(0)|2
)
/(1− |ϕ(0)|)2 = (1 + |ϕ(0)|) /(1− |ϕ(0)|).
The proof is complete.
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Corollary 5.11 Let ϕ ∈ D2(D) be such that ‖Mϕ‖ ≤ 1. Then Cϕ bounded on D2(D), and
1
|ϕ(0)|2 ln
1
1− |ϕ(0)|2 ≤ ‖Cϕ‖
2 ≤ 1 + |ϕ(0)|
1− |ϕ(0)|
where ϕ(0) 6= 0, and ‖Cϕ‖ = 1 when ϕ(0) = 0.
Proof. The lower bound follows from
∥∥C∗ϕ∥∥2 ≥ ∥∥C∗ϕ1∥∥2 = ∥∥C∗ϕK0∥∥2 = ∥∥Kϕ(0)∥∥2 , where Kϕ(0) is
the reproducing kernel of D2(D) as in (2).
The condition ‖Mϕ‖ ≤ 1 is in general only a sufficient condition for Cϕ to be bounded as
Example 5.8 shows. In fact, if ‖Mϕ‖ ≤ 1, then Cϕ on S21(D) is a Hilbert-Schmidt operator.
Hilbert spaces of holomorphic functions on the unit disk, such as S21(D), whose functions extend
continuously to the closure of the unit disk are referred to as boundary-regular spaces. Then, it
follows from Theorem 2.1 in [29] that if ϕ is a self-map of the disk which lies in S21(D), then Cϕ is
compact if and only if ‖ϕ‖∞ < 1. We observe here that, as in the Hardy space, the Bergman space
and the Dirichlet space, if ‖ϕ‖∞ < 1, then Cϕ on S21(D) is a Hilbert-Schmidt operator.
Proposition 5.12 Let ϕ ∈ S21(D) be such that ‖ϕ‖∞ < 1 or ‖Mϕ‖ ≤ 1. Then Cϕ is a Hilbert-
Schmidt operator on S21(D).
Proof. Assume ‖ϕ‖∞ < 1. Note that for n ≥ 1,
‖ϕn‖2S2
1
= ‖ϕn‖2H2 +
3
2
∥∥nϕn−1ϕ′∥∥2
A2
+
1
2
∥∥nϕn−1ϕ′∥∥2
H2
≤ n2 ‖ϕ‖2(n−1)∞
(
‖ϕ‖2H2 +
3
2
∥∥ϕ′∥∥2
A2
+
1
2
∥∥ϕ′∥∥2
H2
)
= n2 ‖ϕ‖2(n−1)∞ ‖ϕ‖2S2
1
.
Therefore
∑
n≥0
∥∥∥∥Cϕ zn‖zn‖
∥∥∥∥
2
= 1 +
∑
n≥1
‖ϕn‖2
‖zn‖2 ≤ 1 +
∑
n≥1
2n2 ‖ϕ‖2S2
1
(n + 1)(n + 2)
‖ϕ‖2(n−1)∞
≤ 1 + 2 ‖ϕ‖2S2
1
/
(
1− ‖ϕ‖2∞
)
.
In the case ‖Mϕ‖ ≤ 1, the result follows by noting that ‖ϕn‖2 = ‖Mϕn1‖2 ≤ ‖Mϕ‖2n ≤ 1.
Now we can show that for ϕ ∈ S21(D), ‖ϕ‖∞ = ‖Mf‖ if and only if ϕ is a constant. Recall that
for a bounded operator T on a Hilbert space H, T is called hyponormal if T ∗T − TT ∗ ≥ 0. If T is
hyponormal, then the norm of T equals the spectral radius of T , i.e. ‖T‖ = r(T ) ([9]).
Corollary 5.13 Assume ϕ ∈ S21(D) is not a constant. Then ‖ϕ‖∞ < ‖Mϕ‖. Consequently, Mϕ is
hyponormal on S21(D) if and only if ϕ is a constant.
Proof. Let ψ = ϕ‖Mϕ‖ , then ‖Mψ‖ = 1. Thus by Proposition 5.12, Cψ is a Hilbert-Schmidt
operator. It then follows from [29, Theorem 2.1] that ‖ψ‖∞ < 1. So ‖ϕ‖∞ < ‖Mϕ‖. Recall from
(4) that σ(Mϕ) = ϕ(D), hence r(Mϕ) = ‖ϕ‖∞. IfMϕ is hyponormal, then ‖Mϕ‖ = r(Mϕ) = ‖ϕ‖∞,
therefore ϕ is a constant. If ϕ is a constant, we have Mϕ is hyponormal.
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Corollary 5.14 Let ϕ ∈ S21(D) be such that ‖ϕ‖S2
1
≤ 1/(2√2). Then Cϕ is a Hilbert-Schmidt
operator on S21(D) and
‖Cϕ‖2 ≤ 1 + |ϕ(0)|
1− |ϕ(0)| .
Proof. Assume ‖ϕ‖S2
1
≤ 1/(2√2). By Theorem 2.3, ‖Mϕ‖ ≤ 1. So Cϕ is a Hilbert-Schmidt
operator. The upper bound for ‖Cϕ‖ follows from Corollary 5.10.
6 Higher order derivative Hardy spaces
Using high order derivatives, for a positive integer m, we may define the following spaces,
K2m(D)=

f ∈ H(D) : ‖f‖2K2m =
∑
n≥0
(n+ 1) · · · (n+m+ 1)
(m+ 1)!
|fn|2 <∞

 .
Then K2m(D) is norm equivalent to Dα with α = m + 1. These spaces are related to the Hardy
space and the Bergman space in the following way: for m = 2k − 1, K2m(D) is norm equivalent to
the space {
f ∈ H(D) : ‖f‖2 = |f(0)|2 +
∥∥∥f (k)∥∥∥2
H2
<∞
}
,
where f (k)(z) is the k-th derivative of f(z), for m = 2k− 2, K2m(D) is norm equivalent to the space{
f ∈ H(D) : ‖f‖2 = |f(0)|2 +
∥∥∥f (k)∥∥∥2
A2
<∞
}
.
Again the reproducing kernel of K2m(D) has a closed form by using logarithmic functions, is a
complete Nevalinna-Pick kernel, and Mz on K
2
m(D) is an (m + 2)-isometry. In fact the following
theorem holds.
Theorem 6.1 Assume ψ is not a constant. Then Mψ on K
2
m(D) is a k-isometry for some k ≥ 1
if and only if k = m+ 2 and ψ is a finite Blaschke product.
Furthermore, Corollary 5.10 is also valid on K2m(D).
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