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In random matrix theory, determinantal random point ﬁelds describe the distribution of
eigenvalues of self-adjoint matrices from the generalized unitary ensemble. This paper
considers symmetric Hamiltonian systems and determines the properties of kernels and
associated determinantal random point ﬁelds that arise from them; this extends work of
Tracy and Widom. The inverse spectral problem for self-adjoint Hankel operators gives
suﬃcient conditions for a self-adjoint operator to be the Hankel operator on L2(0,∞) from
a linear system in continuous time; thus this paper expresses certain kernels as squares of
Hankel operators. For suitable linear systems (−A, B,C) with one-dimensional input and
output spaces, there exists a Hankel operator Γ with kernel φ(x)(s + t) = Ce−(2x+s+t)A B
such that gx(z) = det(I+ (z−1)Γ Γ †) is the generating function of a determinantal random
point ﬁeld on (0,∞). The inverse scattering transform for the Zakharov–Shabat system
involves a Gelfand–Levitan integral equation such that the trace of the diagonal of the
solution gives ∂
∂x log gx(z). When A  0 is a ﬁnite matrix and B = C †, there exists a
determinantal random point ﬁeld such that the largest point has a generalised logistic
distribution.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The purpose of this paper is to introduce some determinantal random point ﬁelds associated with Hamiltonian systems
of ordinary differential equations. In particular, we analyse some examples associated with solitons. This extends work of
Tracy and Widom in [17–19], who introduced differential equations and determinantal random point ﬁelds to describe the
correlation functions for the eigenvalues of certain self-adjoint random matrices. We recall from [16] Soshnikov’s notion of
a determinantal random point ﬁeld, sometimes called a determinantal point process.
Deﬁnition (Conﬁgurations). A conﬁguration on R is an ordered list λ = (λ j)∞j=−∞ such that λ j  λ j+1 for all j ∈ Z; the
conﬁguration is locally ﬁnite if νλ(L) = { j: λ j ∈ L} is ﬁnite for all compact sets L. Let Λ be the space of all locally ﬁnite
conﬁgurations on R. For each bounded and Borel set E , and k = 0,1, . . . , we let
C Ek =
{
λ ∈ Λ: νλ(E) = k
}; (1.1)
now let B be the σ -algebra generated by the C Ek . A random point ﬁeld (P,Λ,B) on R is a probability measure P : B → [0,1].
We let ν(a,b) be the random variable that gives the number of points in (a,b); in particular, ν(x,∞) = { j: λ j > x}. Deﬁne
the generating function of ν(x,∞) to be gx(z) = Ezν(x,∞), so gx(0) = P[ν(x,∞) = 0]. Let IL denote the indicator function of
L. Let P (a,b) : L2(0,∞) → L2(a,b) be the orthogonal projection f → I(a,b) f .
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∑k
j=1 n j = n and disjoint Borel subsets E j of R,
we consider λ ∈ Λ such that νλ(E j) n j for all j. Then
NE j ,n j; j=1,...,k =
k∏
j=1
νλ(E j)!
(νλ(E j) − n j)! (1.2)
gives the number of ways of choosing n j points λ
 from the νλ(E j) points of λ that are in E j , for all j. The correlation func-
tion ρn : Rn → R+ for P is a locally integrable function, which is symmetrical with respect to permutation of its variables,
such that
ENE j ,n j; j=1,...,k =
∫
E
n1
1
. . .
∫
E
nk
k
ρn(x1, . . . , xn)dx1 . . .dxn (1.3)
for all disjoint Borel sets E j ( j = 1, . . . ,k). This is the expected number of conﬁgurations that have νλ(E j) n j for all j.
In random matrix theory, the ρn typically describe the correlation functions for eigenvalues of a random self-adjoint
matrix, and the aim is to analyse the ρn for a given probability distribution on the matrices. Conversely, Soshnikov [16]
observed that one can introduce a random point ﬁeld from the determinants of kernels that satisfy minimal conditions. We
state without proof the following general existence theorem for determinantal random point ﬁelds.
Lemma 1.1. Suppose that K : R+ × R+ → C is a continuous kernel such that
(i) the integral operator with kernel K (x, y) on L2(R+) satisﬁes 0 K  I;
(ii) the kernel I[a,b](x)K (x, y)I[a,b](y) on L2(R+) is of trace class for all ﬁnite a,b.
Then there exists a random point ﬁeld such that the correlation functions satisfy
ρn(x1, . . . , xn) = det
[
K (x j, xk)
]n
j,k=1 (n = 1,2, . . .) (1.4)
and the generating function of ν(a,b) is
Ezν(a,b) = det(I + (z − 1)P (a,b)K P (a,b)) (z ∈ C). (1.5)
Further, the ρn (n = 1,2, . . .) uniquely determine P.
Proof. See Theorem 3 in [16]. 
Deﬁnition (Determinantal random point ﬁeld). If the ρn satisfy (1.4), then (P,Λ, B) is the determinantal random point ﬁeld
generated by K .
In this paper we introduce natural examples of kernels K by means of linear systems; we summarise the construction
in this introduction, and describe the details in Section 2. Let e−t A be a bounded C0 semigroup on the state space H , so
‖e−t A‖ M for some M < ∞ and all t > 0. Consider the linear system
dX
dt
= −AX + BU (X(0) = 0),
Y = C X, (1.6)
where B : C → H is bounded and C : H → C is admissible for A†, so Y ∈ L2(0,∞). We let φ(x) = Ce−xA B and φ(x)(y) =
φ(y + 2x), then introduce the Hankel operators by
Γφ(x) f (y) =
∞∫
0
φ(x)(y + u) f (u)du (1.7)
from a suitable domain in L2(0,∞) into L2(0,∞). We introduce the controllability Gramian
Lx =
∞∫
x
e−t A BB†e−t A† dt (x> 0), (1.8)
the observability Gramian
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∞∫
x
e−t A†C †Ce−t A dt (x> 0) (1.9)
and the operator
Rx =
∞∫
x
e−yA BCe−yA dy. (1.10)
To describe examples from scattering theory, we take e−t A to be the reverse shift semi-group e−t A : f (x) → f (x + t) on
L2(0,∞), which has negative generator A = − ddx on
D(A) = { f ∈ L2(0,∞): f is absolutely continuous; f ′ ∈ L2(0,∞)}. (1.11)
Then C : D(A) → C: C f = f (0) is a bounded linear functional. Further, for β j ∈ R, κ j > 0 and an absolutely continuous
b ∈ L2(R;C) such that b(−k) = b(k), and kb(k) ∈ L2(R;C) and b′(k) ∈ L2(R;C), we introduce
B(x) =
m∑
j=1
β je
−κ j x + 1
2π
∞∫
−∞
eikxb(k)dk (x> 0); (1.12)
so that B(x) is real and B ∈ D(A); further, there is a bounded linear map C → D(A), c → B(x)c. Thus we can realise
φ(x) = Ce−AxB as a linear system. A straightforward calculation gives the following result.
Proposition 1.2. Let A, B and C be as above. Then:
(i) Qx is equal to the orthogonal projection P (x,∞) : L2(0,∞) → L2(x,∞);
(ii) Rx is the integral operator
Rx f (v) =
∞∫
x
B(v + y) f (y)dy; (1.13)
(iii) Lx is the integral operator on L2(0,∞) with kernel
Lx(y, z) =
∞∫
x
B(z + u)B(y + u)du. (1.14)
An important application is to Schrödinger’s equation −ψ ′′ + qψ = k2ψ where q ∈ C∞0 (R;R), as we discuss in Section 4.
By scattering theory, we show how φ arises from B as in (1.12), and then show how to realise φ from (−A, B,C) as in
Proposition 1.2
The fundamentally important kernels in random matrix theory have the form
K (x, y) = f (x)g(y) − f (y)g(x)
x− y (x, y > 0), (1.15)
where f and g satisfy the system of differential equations
m(x)
d
dx
[
f (x)
g(x)
]
=
[
α(x) β(x)
−γ (x) −α(x)
][
f (x)
g(x)
]
, (1.16)
where m,α,β and γ are real polynomials. Tracy and Widom [19] began what amounts to a classiﬁcation of kernels that
arise from such differential equations, and their analysis revealed detailed results about the fundamental ensembles. Of
particular interest is the Airy kernel
Kλ(x, y) = Ai(x− λ)Ai
′(y − λ) − Ai′(x− λ)Ai(y − λ)
x− y (1.17)
on L2(0,∞) where Airy’s function y(x) = Ai(x − λ) satisﬁes −y′′ + xy = λy. Some of the properties of this kernel involve
the remarkable formula
Kλ(x, y) =
∞∫
Ai(x+ u − λ)Ai(u + y − λ)du (1.18)0
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differential equation (1.16) is an example of a symmetric Hamiltonian system, as we can deﬁne more generally. Our aim is
to introduce analogues of (1.18) and thus analyse determinantal random point ﬁelds.
Deﬁnition (Symmetric Hamiltonian system). Let AT denote the transpose and A† the adjoint of A. For an integer m 1, let J
be the matrix
J =
[
0 −Im
Im 0
]
, (1.19)
which satisﬁes J2 = −I2m and J T = − J , and let Ω0(x) and Ω1(x) be (2m) × (2m) real symmetric matrices for each x > 0
such that x → Ω0(x) and x → Ω1(x) are continuous. Then we consider the symmetric Hamiltonian system
J
d
dx
Ψλ =
(
λΩ0(x) + Ω1(x)
)
Ψλ (1.20)
where Ψλ(x) ∈ C2m. See [6] for a general discussion of the spectral theory of such systems. In particular, when Ω0(x) and
Ω1(x) have entries that are rational functions of x, we have (1.16).
Given a solution Ψλ ∈ L∞((0,∞);C2m), we introduce the kernel in the spatial variable x, y by
Ks,λ(x, y) = 〈 JΨλ(x+ s),Ψλ(y + s)〉R2m
x− y (x, y > 0). (1.21)
In Section 3 we give a suﬃcient condition on Ω1 and Ω0 for the kernel to factor as Kλ = Γ †λ Γλ , where Γλ is a vectorial
Hankel operator.
In order to calculate some determinants, we also consider the Gelfand–Levitan integral equation
T (x, y) − Φ(x+ y) −
∞∫
x
T (x, z)Φ(z + y)dz = 0 (0< x y < ∞), (1.22)
where T and Φ are both functions with values in either (1) real scalars, (2) 2 × 2 complex matrices, or (3) 2 × 2 real
diagonal matrices. We state our main theorem as follows.
Theorem 1.3. Suppose that the controllability Gramian Lx : H → H is of trace class and of operator norm ‖Lx‖ < 1; likewise suppose
that the observability Gramian Q x : H → H is of trace class and that ‖Qx‖ < 1.
(1) If C = B† and A = A† , then let gx(z) = det(I + (z − 1)Γφ(x) ) and Φ(x) = φ(x).
(2) Or let gx(z) = det(I + (z − 1)Γφ(x)Γ †φ(x) ) and
Φ(x) =
[
0 φ¯(x)
−φ(x) 0
]
(x> 0). (1.23)
(3) If φ(x) is real, then let gx(z) = det(I + (z − 1)Γ 2φ(x) ) and Φ(x) = diag[−φ(x), φ(x)].
Then in each case there exists a determinantal random point ﬁeld on (0,∞) with generating function gx(z) = Ezν(x,∞) such that
∂
∂x
log gx(0) = trace T (x, x) (x> 0) (1.24)
is given by the diagonal of the solution of the Gelfand–Levitan integral equation (1.22).
We prove cases (1) and (3) of this theorem in Section 5 and (2) in Section 6. The integral equation in cases (1) and (3) is
associated with the inverse scattering problem for the Schrödinger equation on the real line, whereas the integral equation
in (2) is associated with a Zakharov–Shabat system.
When the differential equation has bound states arising from the point spectrum, one can introduce choices of φ that
can be realised by a linear system with rational transfer function. Suppose in particular that φ(x) =∑mj=1 β je−κ j x where
β j  0 for all j. Then Γφ(I + Γφ)−1 generates a determinantal random point ﬁeld on (0,∞) such that the distribution of
the largest point resembles the logistic distribution, as we prove in Section 5.
Further, these are associated with soliton solutions of partial differential equations. In Section 7 we consider the evolution
of the potential in Schrödinger’s equation under the Korteweg–de Vries equation, and the consequently on the corresponding
determinantal random point ﬁeld. Some of the calculations will be familiar to specialists in the theory of scattering from
[1,7,21], but we include them here so that the paper is self-contained.
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The main purpose of this section is to introduce linear systems, Hankel operators and determinants for subsequent
applications.
Deﬁnition (Linear system). Let H be a separable complex Hilbert space, called the state space, and H0 a separable complex
Hilbert space called the output space. Let e−sA be a C0 semigroup on H , such that ‖e−sA‖  M for some M < ∞ and all
s > 0, and let D(A) be the domain of the generator −A, which is a dense linear subspace of H and itself a Hilbert space for
the norm ‖ξ‖D(A) = (‖ξ‖2H + ‖Aξ‖2H )1/2. In the language of linear systems from [13,15], we consider the continuous-time
system
dX
dt
= −AX + BU (t > 0),
Y = C X, X(0) = 0, (2.1)
where B : H0 → D(A) and C : D(A) → H0 are bounded linear operators; this is known as the (−A, B,C) system. Let
φ(x) = Ce−AxB , so φ ∈ L∞((0,∞);B(H0)). We later refer to φ as scattering data. The associated Hankel operator Γφ is the
integral operator
Γφ f (x) =
∞∫
0
φ(x+ y) f (y)dy, (2.2)
deﬁned from some dense linear subspace of L2((0,∞); H0) into L2((0,∞); H0). We introduce the transfer function
φˆ(λ) = C(λI + A)−1B, (2.3)
which we recognise as the Laplace transform of φ(x) = Ce−AxB .
Deﬁnition (Admissible). We say that a bounded linear operator C : D(A) → H0 is admissible for e−sA if Ce−sAξ belongs to
L2((0,∞); H0) for all ξ ∈ H , and there exists KC (A) such that
∞∫
0
∥∥Ce−sAξ∥∥2H0 ds KC (A)2‖ξ‖2H (ξ ∈ H), (2.4)
equivalently, the operator Θ† : H → L2((0,∞); H0) is bounded where Θ†ξ = Ce−sAξ and ‖Θ‖ = KC (A). Examples in [10]
show that admissibility is diﬃcult to characterize simply.
Deﬁnition (Schatten ideals). Let T : H → H be a compact operator, and let s0(T )  s1(T )  . . ., be the singular numbers
of T , namely the eigenvalues of (T †T )1/2, listed according to multiplicity. If (s j(T )) belongs to 
p , then T belongs to cp and
‖T‖cp = (∑∞j=0 s j(T )p)1/p . In particular, c1 is the space of trace-class operators and c2 the Hilbert–Schmidt operators. For a
bounded linear operator S : H → H , the operator norm is ‖S‖.
Proposition 2.1. Suppose that C is admissible for e−sA and that B : H0 →D(A†) has B† admissible for e−sA† . Then there are weakly
convergent integrals giving the observability Gramian
Q x =
∞∫
x
e−sA†C †Ce−sA ds (x> 0) (2.5)
and the controllability Gramian
Lx =
∞∫
x
e−sA BB†e−sA† ds (x> 0), (2.6)
which deﬁne bounded linear operators Q x, Lx : H → H such that:
(1◦) the derivatives satisfy the Lyapunov equations
∂Qx
∂x
= −A†Qx − QxA and ∂Lx
∂x
= −ALx − Lx A† (2.7)
as sesquilinear forms onD(A) ×D(A) andD(A†) ×D(A†), respectively.
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(3◦) Qx and Lx decrease strongly to zero as x increases to inﬁnity.
(4◦) Suppose further that C(iy I + A)−1 is a Hilbert–Schmidt operator for all y ∈ R and that ∫∞−∞ ‖C(iy I + A)−1‖2c2 dy < ∞. Then
Q x is trace class for each x> 0, and
trace Q 0 = 1
2π
∞∫
−∞
∥∥C(ixI + A)−1∥∥2c2 dx. (2.8)
(5◦) Suppose that H0 has ﬁnite dimension m. Then rank ∂Qx∂x m.
Proof. (2◦), (3◦) The integrals converge by the deﬁnition of admissibility, and the integrands are positive semideﬁnite
operators, so the other statements are immediate consequences.
(1◦) For ξ ∈D(A†), the e−sA†ξ is differentiable in H with derivative −e−sA† A†ξ . By the fundamental theorem of calculus
and (3◦), we have
−ALx − Lx A† =
∞∫
x
d
ds
(
e−sA BB†e−sA†
)
ds
= −e−xA BB†e−xA†
= d
dx
∞∫
x
e−sA BB†e−sA† ds (2.9)
as bilinear forms on D(A†) ×D(A†), hence the result.
(4◦) Let (e j)∞j=1 be an orthonormal basis for H . By Plancherel’s formula in Hilbert space, we have
∞∫
0
∥∥Ce−yAe j∥∥2H0 dy = 12π
∞∫
−∞
∥∥C(ixI + A)−1e j∥∥2H0 dx; (2.10)
and summing this identity we deduce that
∞∑
j=1
〈Q 0e j, e j〉 = 12π
∞∫
−∞
∞∑
j=1
∥∥C(ixI + A)−1e j∥∥2H0 dx (2.11)
and hence
trace Q 0 = ‖Q 0‖c1 =
1
2π
∞∫
−∞
∥∥C(ixI + A)−1∥∥2c2 dx, (2.12)
so Q 0 is trace class.
(5◦) From the expression ∂Qx
∂x = −e−xA
†
C †Ce−xA it follows that the rank of ∂Qx
∂x is less than or equal to the rank of C ,
hence is less than or equal to m. 
Remark. (5◦) does not imply that Qx has ﬁnite rank. However, in Theorem 4.2(iii) we obtain cases when H has ﬁnite
dimension.
Proposition 2.2 (Determinant of the observability Gramian). Suppose that the observability operator Θ : L2((0,∞); H0) → H is
Hilbert–Schmidt, where
Θ f =
∞∫
0
e−sA†C † f (s)ds
(
f ∈ L2((0,∞); H0)). (2.13)
(i) Then Q x is trace class as in (4◦) and
det(I − λQx) = det
(
I − λP (x,∞)Θ†Θ P (x,∞)
)
(λ ∈ C, x 0) (2.14)
deﬁnes an entire function of λ that has all its zeros on the positive real axis.
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Θ†Θ  0.
(iii) Suppose still further that H0 = Cm where m < ∞. Then the zeros of det(I − λQx) have order less than or equal to m.
Proof. (i) We have Θ†ξ(t) = Ce−t Aξ and hence ΘΘ† = Q 0. Since the operators Θ and Θ† are Hilbert–Schmidt, we can
rearrange terms in the determinant and obtain
det
(
I − λP (x,∞)Θ†Θ P (x,∞)
)= det(I − λΘ P (x,∞)Θ†)= det(I − λQx). (2.15)
The zeros of det(I − λQx) are 1/λ j , where λ j are the positive eigenvalues of Qx .
(ii) Now
Θ†Θ f (t) = Ce−t A
∞∫
0
e−sA†C † f (s)ds, (2.16)
so Θ†Θ reduces to a Hankel operator when A = A†.
(iii) The (block) Hankel operator with kernel φ(x)(s + t) = Ce(s+t+2x)AC † is nonnegative and compact, and is unitarily
equivalent to the some matrix [a j+k]∞j,k=1 which is made up of m × m blocks. Hence its spectrum consists of 0 to-
gether with a sequence of eigenvalues λ j of multiplicity less than or equal to m which decrease strictly to 0 as j → ∞
by [13, Theorem 2]. Hence the zeros of the function det(I − λP (x,∞)Θ†Θ P (x,∞)) have order less than or equal to m at the
points 1/λ j . 
To express the hypotheses of Proposition 2.2(ii) in terms of spectra, we present the following result, which is known to
specialists. See [14].
Deﬁnition (Carleson measure). Let μ be a positive Radon measure on C+ = {z ∈ C: z > 0}. Then μ is a Carleson measure if
there exists c0 > 0 such that
μ
([0, x] × [y − x, y + x]) c0x (x> 0, y ∈ R). (2.17)
Proposition 2.3. Suppose that A is self-adjoint and has purely discrete spectrum (κ j), with κ j > 0 listed according to multiplicity,
and that (e j) is corresponding orthonormal basis of eigenvectors. Let φ(x) = Ce−xAC † and, with δκ j the Dirac point mass at κ j , let
μ =∑∞j=1 |Ce j|2δκ j .
(i) Then Γφ is bounded if and only if μ is a Carleson measure.
(ii) If
∑∞
j=1 |Ce j|2/κ j converges, then Γφ is of trace class.
Proof. (i) Let H2 be the usual Hardy space on C+ = {z: z > 0} with inner product 〈F ,G〉H2 =
∫∞
−∞ F (iy)G(iy)dy/(2π) as
in [11, p. 149]. By the Paley–Wiener theorem, the Laplace transform f → fˆ gives a unitary map from L2(0,∞) onto H2.
Then
〈Γφ f , f 〉 =
∞∫
0
∞∫
0
∞∑
j=1
|Ce j|2e−(s+t)κ j f (s) f (t)dsdt
=
∞∑
j=1
|Ce j|2
∣∣ fˆ (κ j)∣∣2
=
∫ ∫
C+
∣∣ fˆ (x+ iy)∣∣2 μ(dxdy). (2.18)
Hence Γφ is bounded if and only if there exists c1 such that
∫ ∫
C+
∣∣F (z)∣∣2μ(dz) c1 lim
x→0+
∞∫
−∞
∣∣F (x+ iy)∣∣2 dy
2π
(
F ∈ H2), (2.19)
which holds if and only if μ is a Carleson measure; see [11, p. 258]. Further, ‖Γφ‖ c1  Cc0 for some universal constant C .
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√
2κ j/(z + κ j) is a unit vector in H2, and that 〈F ,kκ j 〉H2 =
√
2κ j F (κ j) for F ∈ H2; so F →
2κ j Fˆ (κ j)/(z + κ j) has rank one and norm one as an operator on H2. Hence Γφ is trace class, since
̂(Γφ f )(z) =
∞∑
j=1
|Ce j|2
2κ j
2κ j fˆ (κ j)
z + κ j
(
f ∈ L2(0,∞))
is given by a convergent series of trace class operators, and traceΓφ =∑∞j=1 |Ce j|2/(2κ j). 
Deﬁnition. The controllability operator Ξ : L2((0,∞); H0) → H is deﬁned by
Ξ f =
∞∫
0
e−t A B f (t)dt. (2.20)
Remarks.
(i) The operator Ξ satisﬁes an obvious analogue of Proposition 2.2. Note that Γφ = Θ†Ξ.
(ii) One can interchange the controllability and observability operators by interchanging (−A, B,C) ↔ (−A†,C †, B†), thus
interchanging Γφ ↔ Γ †φ . Hence Γφ = Γ †φ if and only if the transfer functions satisfy φˆ(λ) = φˆ(λ¯)†. A special case of
self-adjointness occurs when A = A† and B = C † as in Proposition 2.2(ii), and in Theorems 5.2 and 4.2(iii) below.
(iii) For x > 0, the shifted system (−A, e−xA B,Ce−xA) has observability Gramian Qx , controllability Gramian Lx and, with
φ(x)(t) = Ce−(2x+t)A B , the corresponding Hankel operator is Γφ(x) .
Proposition 2.4 (Determinants involving the Hankel operator).
(i) Suppose that the observability operatorΘx and the controllability operatorΞx for (−A, e−xA B,Ce−xA) are Hilbert–Schmidt. Then
the operator Rx : H → H, deﬁned by
Rxξ =
∞∫
x
e−yA BCe−yAξ dy, (2.21)
is of trace class and satisﬁes
det
(
I − λΓφ(x)
)= det(I − λRx). (2.22)
(ii) Suppose that Q x and Lx are Hilbert–Schmidt. Then Q xLx is of trace class, has eigenvalues s j(Γφ(x) )
2 and satisﬁes
det
(
I − λΓφ(x)Γ †φ(x)
)= det(I − λQxLx) (λ ∈ C). (2.23)
Proof. (i) By Proposition 2.2, the operator Rx is trace class. By rearranging, we obtain
det
(
I − λΓφ(x)
)= det(I − λΘ†xΞx)
= det(I − λΞxΘ†x)
= det(I − λRx). (2.24)
(ii) Whereas QxLx need not be positive semideﬁnite, it has positive eigenvalues. To see this, we rearrange the determi-
nant, obtaining
det(I − λQxLx) = det
(
I − λΘ†xΞxΞ †xΘx
)
= det(I − λΓφ(x)Γ †φ(x)).  (2.25)
3. Kernels arising from Hamiltonian systems of ordinary differential equations
In Section 3 we show how some important kernels factorize as K = Γ †Γ for a suitable Hankel operator Γ . Using this
factorization, we shall construct determinantal random point ﬁelds in Section 5.
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bounded and measurable functions ψk and ξk such that
K (x, y) =
m∑
j=1
ψ j(x)ξ j(y)
x− y (x, y ∈ I; x = y)
and
∑m
j=1 ψ j(x)ξ j(x) = 0.
Deﬁnition (Hamiltonian system). Let Ω0(x) and Ω1(x) be (2m) × (2m) real symmetric matrices for each x > 0 such that
x → Ω0(x) and x → Ω1(x) are continuous. Then we consider the symmetric Hamiltonian system
J
d
dx
Ψλ(x) =
(
λΩ0(x) + Ω1(x)
)
Ψλ(x) (x 0) (3.1)
where Ψλ(x) ∈ C2m satisﬁes the initial condition Ψλ(0) = Φλ and Φ¯λ = Φλ¯ where λ → Φλ is entire. We refer to x as a spatial
variable, and λ as a spectral variable.
Deﬁnition (Spatial kernel). Suppose that for some λ ∈ C, the solution Ψλ of (3.1) belongs to L∞((0,∞);Cm). With the bilinear
form 〈(z j), (w j)〉 =∑2mj=1 z jw j , let
Kλ(x, y) = Ψ
T
λ (y) JΨλ(x)
x− y =
〈
JΨλ(x),Ψλ(y)
〉
x− y (x = y); (3.2)
as in l’Hôpital’s rule, the diagonal of the kernel is taken to be
Kλ(x, x) =
〈
Ψλ(x),
(
λΩ0(x) + Ω1(x)
)
Ψλ(x)
〉
(x> 0). (3.3)
Proposition 3.1. Let Kλ be as above. Then
(6◦) Kλ deﬁnes a bounded linear operator on L2(0,∞) for all λ ∈ C.
(7◦) λ → Kλ is analytic on C.
(8◦) K λ¯ = K †λ for all λ ∈ C.
(9◦) Kλ is an integrable kernel.
(10◦) Suppose further thatΩ0 andΩ1 are bounded and thatΨλ ∈ L2((0,∞);C2m) is a solution of (3.1) for some λ ∈ C. Then Kλ(x, y)
deﬁnes a Hilbert–Schmidt kernel on L2((0,∞);dx).
Proof. (6◦) Indeed, the Hilbert transform H with kernel 1/(π(x − y)) is bounded on L2(R) and Kλ is a composition of H
and bounded multiplication operators on L2(a,b), hence is bounded.
(7◦) For each x> 0, the function λ → Ψλ(x) is entire as in [9], so λ → Kλ(x, y) is entire.
(8◦) By uniqueness of solutions of differential equations, Ψλ¯(x) = Ψλ(x), hence we have K λ¯(x, y) = Kλ(y, x) so K λ¯ = K †λ .
(9◦) Observe that 〈 JΨλ(x),Ψλ(x)〉 = 0, since we have the bilinear product; so the formula for Kλ extends by continuity
to a continuous function on (0,∞)2 and Kλ is an integrable kernel.
(10◦) There exist constants c1 and c2 such that ‖Ω0(x)‖  c1 and ‖Ω1(x)‖  c2; hence the differential equation gives
‖Ψ ′λ(x)‖ (c1|λ|+ c2)‖Ψλ(x)‖. We deduce that Ψ ′λ belongs to L2((0,∞);C2m), and it is then easy to see that Ψλ is bounded.
A further application of the differential equation shows that Ψ ′λ is also bounded.
We split the Hilbert–Schmidt integral as
∞∫
0
∞∫
0
∣∣Kλ(x, y)|2 dxdy 
∫ ∫
[|x−y|1]
‖Ψλ(x)‖2‖Ψλ(y)‖2
|x− y|2 dxdy +
∫ ∫
[|x−y|1]
∣∣∣∣
〈
JΨλ(x),
Ψλ(x) − Ψλ(y)
x− y
〉∣∣∣∣
2
dxdy. (3.4)
The preceding estimates show that both of these integrals converge, giving (10◦). 
Deﬁnition (Shift). For t > 0, let St : L2(0,∞) → L2(0,∞) be the shift St f (x) = f (x− t), so that S†t St = I , and St S†t = P (t,∞)
is the orthogonal projection onto L2[t,∞) ⊂ L2[0,∞). The generator is −A† where A† f (x) = f ′(x) on
D(A†)= { f ∈ L2(0,∞): f is absolutely continuous, f (0) = 0, f ′ ∈ L2(0,∞)}. (3.5)
The following extends results from [4]. We relate the notion of positivity from the previous deﬁnition to matrix monotonicity
in Loewner’s sense.
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function such that Ω(x) = Ω(x)† for all x ∈ I and(
Ω(z) − Ω(z)†)/(2i) = Ω(z) 0 (z > 0). (3.6)
Then Ω is a Loewner matrix function on I; equivalently, Ω is said to be matrix monotone.
Theorem 3.2. Suppose that for some ε > 0 the functions z → Ω0(z) and z → Ω1(z) are matrix Loewner functions on (−ε,∞). Sup-
pose further that for λ > 0 there exists a bounded and continuous solution Ψλ ∈ L2((0,∞);R2m) to (3.1) such that Ψλ(x) → 0
as x → ∞. Then for all λ > 0 there exist a Hilbert space H0 , a function φ : (0,∞) → H0 and a bounded Hankel operator
Γφλ : L
2(0,∞) → L2((0,∞); H0) such that Kλ of (3.2) satisﬁes
Kλ = Γ †φλΓφλ (λ > 0), (3.7)
and the family of kernels Kt,λ = S†t KλSt , for λ > 0, is such that:
(11◦) the Lyapunov equation holds
∂
∂s
Kλ(x+ s, y + s) =
(
∂
∂x
+ ∂
∂ y
)
Kλ(x+ s, y + s), (3.8)
as an identity of sesquilinear forms onD(A†) ×D(A†), where A† = ∂
∂x .
(12◦) Ks,λ is bounded and positive semideﬁnite on L2(0,∞).
(13◦) s → Ks,λ is decreasing and converges strongly to 0 as s → ∞.
(14◦) P (a,b)Ks,λP (a,b) is of trace class on L2(a,b) for all ﬁnite a,b.
(15◦) If H0 has ﬁnite dimension, then the operator on H with kernel ∂∂s Ks,λ has ﬁnite rank and is negative semideﬁnite.
(16◦) In particular, if H0 = C, then Γφλ is a scalar Hankel operator and Kλ = Γ †φλΓφλ .
(17◦) Moreover, if H0 = C and φλ is real-valued, then Kλ = Γ 2φλ .
Proof. We need to obtain a suitable φλ for the vectorial Hankel operator. Let D = C \ (−∞, ε], and let Kλ(z,w) be a kernel
on D × D . Then Kλ(z + t,w + t) gives the kernel that represents S†t KλSt , and for comparison the kernel of Γ †φλΓφλ satisﬁes(
∂
∂t
)
t=0
(
Γ
†
φλ
Γφλ
)
(t + z, t + w) = 〈φλ(z), φλ(w)〉 (z,w > 0). (3.9)
We have, from the differential equation,(
∂
∂x
+ ∂
∂ y
)
Kλ(x, y) = −λ
〈
Ω0(x) − Ω0(y)
x− y Ψλ(x),Ψλ(y)
〉
−
〈
Ω1(x) − Ω1(y)
x− y Ψλ(x),Ψλ(y)
〉
. (3.10)
By the hypotheses on Ω0 and Ω1, there exist self-adjoint matrices Ω0,1,Ω1,1  0, self-adjoint matrices Ω0,0 and Ω1,0, and
positive matrix measures ωΩ0 and ωΩ1 such that
Ω0(x) = Ω0,1x+ Ω0,0 +
∞∫
ε
(
u
1+ u2 −
1
u + x
)
ωΩ0(du), (3.11)
and
Ω1(x) = Ω1,1x+ Ω1,0 +
∞∫
ε
(
u
1+ u2 −
1
u + x
)
ωΩ1 (du), (3.12)
hence (3.10) equals
−λΩ0(x) − Ω0(y)
x− y −
Ω1(x) − Ω1(y)
x− y = −λΩ0,1 − λ
∞∫
ε
ωΩ0(du)
(u + x)(u + y) − Ω1,1 −
∞∫
ε
ωΩ1 (du)
(u + x)(u + y) . (3.13)
By a straightforward Hilbert space construction similar to that in [4], we can introduce H0 and φ ∈ L2((0,∞); H0) such that(
∂
∂x
+ ∂
∂ y
)(
Kλ(x, y)
)= −〈φλ(x), φλ(y)〉H0 . (3.14)
Hence we have
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∂
∂x
+ ∂
∂ y
)(
Kλ(x, y) − Γ †φλΓφλ(x, y)
)= 0, (3.15)
and
Kλ(x, y) − Γ †φλΓφλ(x, y) → 0 (x, y → ∞), (3.16)
and hence
Kλ(x, y) = Γ †φλΓφλ(x, y) =
∞∫
0
〈
φλ(s + x), φλ(s + y)
〉
ds. (3.17)
(11◦) Lyapunov’s equation amounts to the identity (3.14) combined with (3.9).
(12◦) Now Γφλ is bounded since Kλ is bounded by Proposition 3.1(6◦). Clearly Kλ = Γ †φλΓφλ  0.
(13◦) Then for any Hankel operator S†tΓφλ = Γφλ St . Hence, S†tΓ †φλΓφλ St = Γ
†
φλ
P (t,∞)Γφλ so that
Kt,λ = S†t KλSt = Γ †φλ P (t,∞)Γφλ (t, λ > 0), (3.18)
which decreases strongly to 0 as t → ∞.
(14◦) The compression of Ks,λ to L2(a,b) is positive semideﬁnite by (12◦) and has continuous kernel; hence by Mercer’s
theorem gives a trace-class operator.
(15◦) When H0 has ﬁnite dimension, the kernel in (x, y) given by
∂
∂s
Kλ(x+ s, y + s) = −
〈
φλ(x+ s), φλ(y + s)
〉
(3.19)
has ﬁnite rank and
∞∫
0
∞∫
0
f (x) f¯ (y)
〈
φλ(x+ s), φλ(y + s)
〉
dxdy  0
(
f ∈ L2(0,∞)). (3.20)
(16◦) When H0 = C, the kernel φλ(x+ y) of the Hankel operator is scalar-valued.
(17◦) Here the Hankel operator with φλ : (0,∞) → R is self-adjoint and Kλ = Γ 2φλ . 
Corollary 3.3. Suppose that Ks,λ is as in Theorem 3.2. Then for all ﬁnite a,b there exists s0 > 0 such that the kernel Ks,λ generates a
determinantal random point ﬁeld on (a,b) for all s > s0 .
Proof. By (12◦) and (14◦) of the Theorem, the kernel I(a,b)(x)Ks,λ(x, y)I(a,b)(y) gives a positive semideﬁnite and trace-class
operator P (a,b)Ks,λP (a,b) on L2(a,b). By Mercer’s theorem,
∥∥P (a,b)Ks,λP (a,b)∥∥c1 
b∫
a
∞∫
s
〈
φλ(x+ u), φλ(x+ u)
〉
du dx, (3.21)
which converges to zero as s → ∞. Hence we can apply Lemma 1.1. 
Corollary 3.4. Suppose that Kλ = Γ †φλΓφλ , as in Theorem 3.2. Then under the Laplace transform L2((0,∞);C2m) →
H2(C+;C2m) : f → fˆ , the nullspace of K is unitarily equivalent to θH2(C+;C2m) for some bounded analytic function θ : C+ →
M2m(C) that has unitary boundary values almost everywhere.
Proof. Assume that Kλ = 0. Then the null space of Kλ equals the null space of Γφλ and hence is a closed linear subspace
of L2((0,∞);C2m) which is simply invariant under (St)t>0. Beurling’s theorem characterizes the images of such subspaces
under the Laplace transform; see [11], [14, p. 10]. 
Examples 3.5. (i) Sonine considered the one-parameter families of functions Zν that satisfy the system
Zν−1 + Zν+1 = 2ν
z
Zν,
Zν−1 − Zν+1 = 2Z ′ν , (3.22)
as in [20, p. 82]; the Bessel functions Zν = Jν give solutions. One can transform the differential equation for Jν into the
system
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dx
[
u
v
]
= J
[−1/x− (1− ν2)/4x2 0
0 −1
][
u
v
]
, (3.23)
which has solution u(x) = √xJν(2√x). This system is matrix monotone when ν = 1.
(ii) Theorem 3.2 applies to the Airy kernel (1.17), which describes the soft edge of certain matrix ensembles. Likewise, the
Bessel kernel describes the hard edge; see [4,18] for details.
4. Realization of scattering data from Schrödinger operators
In this section we construct linear systems, associated with solutions of Schrödinger’s equation, which we shall use in
Section 5 to construct determinantal random point ﬁelds. Let C∞0 be the space of functions f : R → C that are inﬁnitely
differentiable and such that |x| j | f (
)(x)| → 0 as x → ±∞ for j, 
 = 0,1, . . . . We consider a special case of (3.1),
d
dx
[
ψ
ρ
]
=
[
v0 ik
ik −v0
][
ψ
ρ
]
(4.1)
where v0 ∈ C∞0 (R;C) so Proposition 3.1 applies. Let q ∈ C∞0 be q = v ′0 + v20 and suppose that ψ that satisﬁes −ψ ′′ + qψ =
k2ψ ; then ψ gives rise to a solution of the symmetric Hamiltonian system (4.1).
More generally, we consider Schrödinger’s equation in the scattering case by taking q ∈ C∞0 (R;C) as the potential in
− d
2
dx2
ψ(x) + q(x)ψ(x) = λψ(x). (4.2)
In [12], McKean observes that the spectrum on L2(R) has the following properties.
(σ1) Let (λ j)mj=1 be the discrete spectrum of − d
2
dx2
+ q in L2(R), written λ j = −κ2j with κn  · · ·  κ1 > 0. Each κ2j is
associated with a real eigenfunction ψ(x;−κ2j ) that is asymptotic to c(−κ2j )e−κ j x as x → ∞, where we take c(−κ2j ) to be a
real constant such that
∫∞
−∞ ψ(x;−κ2j )2 dx = 1. These are known as bound states.
(σ2) The continuous spectrum is Σc = [0,∞), which has multiplicity two; so we resolve the duplication by taking a
single parameter k ∈ R. Then for λ = k2 > 0, there exists a solution ψ(x;k) to (4.2) with asymptotic behaviour
ψ(x;k) 
{
e−ikx + b(k)eikx, as x → ∞;
a(k)e−ikx, as x → −∞. (4.3)
(σ3) By [12], the reﬂection coeﬃcient b ∈ C∞0 satisﬁes |b(k)| < 1 for k ∈ R \ {0}, b(0) = −1 if |b(0)| = 1, b(−k) = b¯(k) and
as in [11, p. 163]
∞∫
−∞
log(1− |b(k)|2)
1+ k2 dk > −∞. (4.4)
(σ4) As in [12], the transmission coeﬃcient a extends to deﬁne the outer function
a(k) = exp
(
1
2π i
∞∫
−∞
log(1− |b(t)|2)
t − k dt
)
(k > 0) (4.5)
on the upper half-plane such that |a(k)| = (1− |b(k)|2)1/2 for k ∈ R.
Deﬁnition (Scattering). The scattering map q → φ assigns, to the potential q, the function
φ(x) =
m∑
j=1
c
(−κ2j )2e−κ j x + 12π
∞∫
−∞
b(k)eikx dk (x> 0), (4.6)
where knowledge of φ is equivalent to knowledge of the scattering data −κ2j , c(−κ2j ) and b, which satisfy the conditions
(σ1), (σ2) and (σ3). If b = 0, then we say that the spectrum of φ is purely discrete.
The aim of inverse scattering is to recover q, up to translation, from φ. Given data a and b that satisfy (σ3) and (σ4),
this is possible. The following section uses computations which are extracted from [1,2], and originate in other calculations
of inverse problems as in [7,21]. Our route through the inverse spectral problem is
φ → (−A, B,C) → T → q.
The ﬁrst step involves realising φ from a linear system (−A, B,C); the Laplace transform of φ is the transfer function of the
linear system. Then we obtain a kernel T (x, y) from (−A, B,C) which satisﬁes the Gelfand–Levitan integral equation (1.22).
Finally, we recover q from the diagonal T (x, x) of T .
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Hankel operator Γφ : L2(0,∞) → L2(0,∞) is unitarily equivalent to Γ . Say that (−A, B,C) realises φ when φ(x) = Ce−xA B
for all x> 0.
The following lemma gives a characterization up to unitary equivalence of the special class of Hankel operators that can
be realised by linear systems in continuous time.
Deﬁnition (Spectral multiplicity). For a self-adjoint and bounded linear operator Γ on H with spectrum S in R, let H(λ) be
Hilbert spaces and
H =
⊕∫
S
H(λ)μ(dλ) (4.7)
be the spectral resolution, where μ is a bounded positive Radon measure on S , such that Γ f (λ) = λ f (λ). Now let δ(λ) =
dimH(λ) be the spectral multiplicity function for λ ∈ S .
Lemma 4.1. Let Γ be a self-adjoint and bounded linear operator on H such that:
(C1) the nullspace of Γ is zero or inﬁnite-dimensional;
(C2) Γ is not invertible;
(C3′) |δ(λ) − δ(−λ)| 1 for μ almost all λ.
Then there exists a linear system (−A, B,C) with H0 = C such that the Hankel operator Γφ on L2(0,∞), with kernel φ(x + y) =
Ce−(x+y)A B, is unitarily equivalent to Γ .
Proof. This is a special case of Theorem 1.1 on p. 257 of [13]. Not all self-adjoint Hankel operators satisfy the condition (C3′),
but all do satisfy a weaker condition (C3) as in [13, p. 245]. 
Theorem 4.2. Let φ be as in (4.6).
(i) Then Γφ is bounded and self-adjoint; hence φ can be realised by a linear system as in (2.1).
(ii) If c(−κ2j ) = 0 for all j, then there exists an admissible linear system (−A, B,C) that realises φ and such that (e−xA)x∈R is a C0
unitary group.
(iii) The scattering data can be realized by a linear system with ﬁnite-dimensional H and H0 if and only if b = 0. In this case, there
exists an admissible linear system with A = A† and B = C † that realises φ and such that the observability Gramian Q x has ﬁnite
rank.
Proof. (i) For f , g ∈ L2(0,∞), we have
〈Γφ f , g〉L2(0,∞) =
m∑
j=1
c
(−κ2j )2 fˆ (κ j)gˆ(κ j) + 12π
∞∫
−∞
b(k) fˆ (−ik)gˆ(ik)dk; (4.8)
so by Plancherel’s formula, Γφ is bounded. By (σ3), φ(x) is real and hence Γφ is self-adjoint. We apply Lemma 4.1 to
Γ = Γφ to realise φ via (−A, B,C) where φ(x) = Ce−xA B .
(ii) When the discrete part of the spectrum is absent, we introduce b1,b2 ∈ C0(R;C) such that b1(−k) = b1(k), b2(−k) =
b2(k), |b1(k)| = |b2(k)| and b(k) = b1(k)b2(k). Then we realise φ with the linear system (−A, B,C) where
B : C→ L2(R;C), a → b1(k)a (k ∈ R, a ∈ C);
e−xA : L2(R;C) → L2(R;C), f (k) → eixk f (k) (x,k ∈ R);
C : L2(R;C) → C, f → 1
2π
∞∫
−∞
f (k)b2(k)dk
(
f ∈ L2(R;C)). (4.9)
To check that C is admissible for e−xA , we observe that
Ce−xA f = 1
2π
∞∫
−∞
eikxb2(k) f (k)dk (x ∈ R) (4.10)
and hence by Plancherel’s formula, we have
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0
∣∣Ce−xA f ∣∣2 dx
∞∫
−∞
∣∣Ce−xA f ∣∣2 dx = 1
2π
∞∫
−∞
∣∣b2(k) f (k)∣∣2 dk 1
2π
∞∫
−∞
∣∣ f (k)∣∣2 dk, (4.11)
since |b2(k)| 1 by (σ2). Likewise, B† is admissible for e−xA† .
(iii) If b = 0, then we can take ﬁnite-dimensional matrices B = (c(−κ2j ))mj=1 ∈ Rm×1, A = diag(κ j)mj=1 ∈ Rm×m and C = B†
so that φ(x) = Ce−xA B as in (4.6). Since κ j > 0 for all j, there exists δ > 0 such that ‖e−xA‖  e−xδ for all x > 0; so the
linear system is admissible. Further, the observability operator Qx of Proposition 2.1 can be represented as the ﬁnite matrix
[Qx] j,k=1,...,m =
[ ∞∫
x
e−sκ j c
(−κ2j )c(−κ2k )e−sκk ds
]
j,k=1,...,m
=
[ c(−κ2j )c(−κ2k )
κ j + κk e
−x(κ j+κk)
]
j,k=1,...,m
. (4.12)
By a theorem of Fuhrmann [15, p. 346], one can choose A to be a ﬁnite-rank operator if and only if the transfer function φˆ
is a rational function which is analytic on the closure of C+ ∪ {∞}. Suppose that φˆ(λ) is rational, so
r(λ) = φˆ(λ) −
m∑
j=1
c(−κ2j )2
λ + κ j =
1
2π
∞∫
−∞
b(k)dk
λ − ik (4.13)
is also rational. Evidently r(λ) has no poles in {λ: λ > 0}, r(λ) = O (1/λ) as λ → ∞ and r(λ¯) = r(λ). By considering
r(ix + ε) + r(ix − ε) as ε → 0+, we deduce that b(k) is itself a rational function; but as b belongs to C∞0 (R;C), we must
have b = 0. 
5. Determinantal random point ﬁelds
In this section we prove cases (1) and (3) of Theorem 1.3. The main idea is that, for suitable scattering data φ, the
solution T of the Gelfand–Levitan equation gives the generating function of a suitable determinantal random point ﬁeld. We
construct this determinantal random point ﬁeld by means of a linear system. So we begin by solving this integral equation.
Lemma 5.1. Suppose that −A :D(A) ⊆ H → H is a generator of a bounded C0 semigroup, B : H0 →D(A), and C :D(A) → H0 are
linear operators, where H0 has ﬁnite dimension m, and that KC (A), KB† (A
†) 1. Let φ(x) = Ce−xA B.
(i) Then the m ×m matrix kernel
Tλ(x, y) = −Ce−xA(I + λRx)−1e−yA B
(
0< x< y, |λ| < 1) (5.1)
gives a unique solution of the integral equation
Tλ(x, y) + φ(x+ y) + λ
∞∫
x
Tλ(x, z)φ(z + y)dz = 0 (0< x< y); (5.2)
(ii) the kernel Tλ(x, y) satisﬁes
∂2Tλ
∂x2
− ∂
2Tλ
∂ y2
− q(x)Tλ(x, y) = 0 (5.3)
where q(x) = −2λ ddx Tλ(x, x).
(iii) Suppose further that m = 1, and that Θx and Ξx are Hilbert–Schmidt. Then
Tλ(x, x) = d
dx
logdet
(
I + λΓφ(x)
)
(x> 0). (5.4)
Proof. (i) First, we have ‖Rx‖ = ‖ΞxΘ†x‖ 1, so I+λRx is invertible and Tλ(x, y) is well deﬁned. Further, ‖Γφ(x)‖ = ‖Θ†xΞx‖,
so I −λΓ
φ
†
(x)
is invertible; hence solutions to the Gelfand–Levitan integral equation are unique. One checks the identity (5.1)
by substituting the given expression for Tλ into the integral equation (5.2). The key step is the identity
−Ce−xA(I + λRx)−1B + Ce−xA−yA B − λ
∞∫
x
Ce−xA(I + λRx)−1e−zA BCe−zAe−yA B dz = 0,
which follows from the deﬁnition of Rx .
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∂2Tλ
∂x2
− ∂
2Tλ
∂ y2
+ λq(x)φ(x+ y) + λ
∞∫
x
(
∂2Tλ
∂x2
− ∂
2Tλ
∂z2
)
φ(z + y)dz = 0, (5.5)
so by uniqueness
∂2Tλ
∂x2
− ∂
2Tλ
∂ y2
= q(x)Tλ(x, y). (5.6)
(iii) When H0 = C, the kernel takes values in C. Here Rx = ΞxΘ†x is trace class, and we can rearrange the traces and compute
λTλ(x, x) = −λ trace
(
Ce−xA(I + λRx)−1e−xA B
)
= −λ trace((I + λRx)−1e−xA BCe−xA)
= d
dx
trace log(I + λRx)
= d
dx
logdet(I + λΓφ(x) ), (5.7)
where the last step follows from Proposition 2.4(i). 
Our ﬁrst application is to the context of Theorem 1.3(1), where we consider determinantal random point ﬁelds associated
with the observability Gramian.
Theorem 5.2. Suppose that C : H → C is bounded; A = A†; and that Θ : L2((0,∞);C) → H deﬁnes a Hilbert–Schmidt operator, and
‖Θ‖ < 1. Let φ(x) = Ce−xAC † .
(i) Then there exists a determinantal random point ﬁeld ν on (0,∞) such that ν(x,∞) is the number of points in (x,∞) and the
generating function is
Ezν(x,∞) = det(I + (z − 1)Γφ(x)) (z ∈ C, x> 0). (5.8)
(ii) There exists another determinantal random point ﬁeld ω on (0,∞) such that ω(x,∞) is the number of points in (x,∞) and the
generating function is
Ezω(x,∞) = det
(
I + zΓφ(x)
)
det
(
I + Γφ(x)
) (x> 0, z ∈ C). (5.9)
(iii) The kernels
Tλ(x, y) = −λCe−xA(I + λQx)−1e−yAC † (0< x< y, |λ| < 1) (5.10)
satisfy the Gelfand–Levitan integral equation
Tλ(x, y) + λφ(x+ y) + λ
∞∫
x
Tλ(x, z)φ(z + y)dz = 0 (5.11)
and the diagonal satisﬁes
Tλ(x, x) = d
dx
logdet(I + λΓφ(x) ). (5.12)
Proof. (i) The continuous kernel Ce−sAe−t A†C † of Θ†Θ gives an integral operator on L2(0,∞) such that 0  Θ†Θ  I;
hence by Lemma 1.1 this is associated with a determinantal random point ﬁeld such that
Ezν(x,∞) = det(I + (z − 1)Θ†Θ P (x,∞))
= det(I + (z − 1)Θ P (x,∞)Θ†)
= det(I + (z − 1)Qx), (5.13)
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we observe that Ce−(s+t+2x)AC † is the kernel of Γφ(x) = Θ†xΘx , so
det
(
I + (z − 1)Qx
)= det(I + (z − 1)Γφ(x)). (5.14)
(ii) We observe that Kx = Qx(I + Qx)−1 satisﬁes 0  Kx  I and hence by Lemma 1.1 Kx generates a determinantal
random point ﬁeld. Further, by the multiplicative property of determinants, we have
det
(
I + (z − 1)Kx
)= det(I + zQ x)
det(I + Qx) . (5.15)
(iii) The statement about the Gelfand–Levitan equation is a special case of Lemma 5.1, in which we multiply (5.2) by λ
to convert to (5.11). 
Now we state the variant which arises in random matrix theory as in Theorem 3.2(17◦) and Theorem 1.3(3).
Theorem 5.3. Suppose that A, B and C satisfy the hypotheses of Lemma 5.1, that B and C are bounded and further that φ is real. Let
φ(x)(y) = φ(2x+ y).
(i) Then there exists a determinantal random point ﬁeld on (0,∞) such that ν(x,∞) is the number of points in (x,∞) and the
generating function is
Ezν(x,∞) = det(I + (z − 1)Γ 2φ(x)) (z ∈ C, x> 0). (5.16)
(ii) Let Tλ(x, y) = −λCe−xA(I + λRx)−1e−yA B. Then Tλ satisﬁes (5.2) and
d
dx
logdet
(
I − λ2Γ 2φ(x)
)= T−λ(x, x) + Tλ(x, x) (|λ| < 1). (5.17)
Proof. (i) First we check that Kx = Γ 2φ(x) satisﬁes the hypotheses of Lemma 1.1. We have ‖Γφ(x)‖  1, so 0  Kx  I , and
Kx = Θ†x Rx is of trace class. Hence by Lemma 1.1, we can form a determinantal random point ﬁeld with generating function
as above.
To calculate the determinant, one can use the identity
logdet
(
I − λ2Kx
)= logdet(I − λΓφ(x) ) + logdet(I + λΓφ(x) )
= logdet(I − λRx) + logdet(I + λRx). (5.18)
(ii) The terms on the right-hand side satisfy
d
dx
(
logdet(I − λRx) + logdet(I + λRx)
)= T−λ(x, x) + Tλ(x, x) (5.19)
by the Gelfand–Levitan equation as in Lemma 5.1. 
Let ω be the determinantal random point ﬁeld on (0,∞) given by Theorem 5.2(ii), and let ηmax = sup{η: ω({η}) > 0}
be the largest random point. Then ηmax has cumulative distribution function Fmax, where
Fmax(x) =
{
P[ω(x,∞) = 0], if x 0;
0, if x< 0.
(5.20)
We now apply the results of this section to Schrödinger’s equation, as in Section 4. The following result applies in particular
to q ∈ C∞0 (R;R) with q < 0.
Corollary 5.4.
(i) Given T1 as in Lemma 5.1, the function
ψ(x;k) = eikx +
∞∫
x
eiykT1(x, y)dy (5.21)
satisﬁes
− d
2
ψ(x;k) + q(x)ψ(x;k) = k2ψ(x;k) (5.22)
dx2
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ψ(x;k)  eikx (x → ∞). (5.23)
(ii) Suppose that the potential q ∈ C∞0 (R;R) of Schrödinger’s equation has scattering data φ with purely discrete spectrum. Then the
corresponding determinantal random point ﬁeld ω of Theorem 5.2(ii) satisﬁes
Fmax(x) = exp
(
1
2
∞∫
x
(t − x)q(t)dt
)
(x> 0). (5.24)
Proof. (i) This is a straightforward calculation as in [1], based upon (5.3).
(ii) By Theorem 4.2(iii), we can realise the scattering data by a linear system (−A, B,C) with a ﬁnite self-adjoint matrix A
and B = C †; hence we are in the context of Theorem 5.2(ii), and we can introduce the corresponding determinantal random
point ﬁeld ω. We consider the probability that all of the random points lie in (0, x). The operator I + Qx is invertible since
Qx  0, and we have Fmax(x) = 1/det(I + Qx) for x> 0 where
det
(
I + Γφ(x)
)= det(I + Qx) = det
[
δ jk +
c(−κ2j )c(−κ2k )e−x(κ j+κk)
κ j + κk
]
j,k=1,...,m
(5.25)
by (5.14) and (4.12). By Lemma 5.1, we have q(x) = −2 ddx T1(x, x) where T1(x, x) = ddx logdet(I + Γφ(x) ) by (5.7); hence
q(x) = −2 d
2
dx2
logdet
(
I + Γφ(x)
)
. (5.26)
By integrating this differential equation, and recalling that Γφ(x) → 0 as x → ∞, we obtain
Fmax(x) = det
(
I + Γφ(x)
)−1 = exp
(
1
2
∞∫
x
(t − x)q(t)dt
)
.  (5.27)
Example 5.5 (Logistic distribution). We take m = 1 and suppose that q(x) = −2sech2 x is the potential in Schrödinger’s equa-
tion, as in Section 4.4 of [7]. Then −1 is an eigenvalue corresponding to eigenfunction ψ(x;−1) = 2−1/2 sech x, and using
Corollary 5.4 and elementary calculus one can show that Fmax(x) = (1+ e−2x)−1 for x> 0. In statistics, this is known as the
logistic distribution, or the sech2 distribution. The corresponding probability density function p(x) = 2e−2x/(1+ e−2x)2 has
characteristic function such that
∞∫
−∞
eix(t−s)p(x)dx = π(t − s)/2
sinhπ(t − s)/2 (t, s ∈ R). (5.28)
This is variant of a Tracy–Widom kernel [19, p. 35] in which the denominator is a hyperbolic function. In [3] Basor and Yang
consider the kernel in which t − s is replaced by sin(t − s).
One can carry out a similar analysis in the case m = 2 by taking q(x) = −6sech2 x and following the calculation in
Section 4.5 of [7] relating to two-solitons. One obtains thereby a generalization of the logistic distribution.
6. The Zakharov–Shabat system
In this section we prove the remaining case (2) of Theorem 1.3 by introducing a determinantal random point ﬁeld for
the Zakharov–Shabat system. We introduce q ∈ C∞0 (R;C) and consider the Zakharov–Shabat system
d
dx
Ψ (x;k) =
[ −ik q(x)
−q¯(x) ik
]
Ψ (x;k) (6.1)
with Ψ (x;k) ∈ C2. We observe that the coeﬃcient matrix is skew-symmetric with zero trace, so the norm of any solution
in C2 is invariant under the evolution, as is the Wronskian of any pair of solutions; hence the fundamental solution matrix
of (6.1) belongs to SU(2). We combine column vector solutions into the matrix solutions Ψ+(x;k),Ψ−(x;k) ∈ SU(2) such
that
Ψ+(x;k) 
[
e−ikx 0
0 eikx
]
(x → ∞), (6.2)
Ψ−(x;k) 
[
e−ikx 0
0 eikx
]
(x → −∞); (6.3)
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S(k) =
[
α(k) β˜(k)
β(k) −α˜(k)
]
. (6.4)
Now suppose that α and β are analytic on the upper half-plane, and that α has zeros at κ j . As in [7], we introduce the
scattering data
φ(x) =
m∑
j=1
β(κ j)
α′(κ j)
eiκ j x + 1
2π
∞∫
−∞
β(k)
α(k)
eikx dk. (6.5)
The sum contributes a function which decays exponentially as x → ∞ since κ j > 0.
Suppressing the dependence of T ,U and V upon λ, we write
T (x, y) =
[
U¯ (x, y) V (x, y)
−V¯ (x, y) U (x, y)
]
, Φ(x) =
[
0 φ¯(x)
−φ(x) 0
]
, (6.6)
and consider the matricial Gelfand–Levitan integral equation
T (x, y) + λΦ(x+ y) + λ
∞∫
x
T (x, z)Φ(z + y)dz = 0 (0< x< y). (6.7)
We solve this in the following theorem, and then create a determinantal random point ﬁeld.
Theorem 6.1. Suppose that the system (−A, B,C), with B : C→ H and C : H → C bounded, satisﬁes, as in Lemma 5.1, ‖Θx‖ 1 and
‖Ξx‖ 1, and further that Θx and Ξx are Hilbert–Schmidt.
(i) Then there exists a determinantal random point ﬁeld on (0,∞) such that ν(x,∞) is the number of points in (x,∞), and the
generating function is
gx(z) = Ezν(x,∞) = det
(
I + (z − 1)Γφ(x)Γ †φ(x)
)
. (6.8)
(ii) Further ∂
∂x log gx(z) = 2U (x, x), where U is given by the diagonal of the solution T of the Gelfand–Levitan equation (6.7) and
λ2 = z − 1.
Proof. (i) Let Kx = P (x,∞)Θ†LxΘ P (x,∞) , which deﬁnes a continuous and trace-class kernel which satisﬁes 0 Kx  I since
0 Qx, Lx  I . Hence by Lemma 1.1, Kx deﬁnes a determinantal random point ﬁeld on (0,∞) and, as in Proposition 2.4(ii),
the generating function of ν(x,∞) is
det
(
I + (z − 1)Kx
)= det(I + (z − 1)Θ P (x,∞)Θ†Lx)= det(I + (z − 1)QxLx). (6.9)
(ii) This identity is proved in the following two lemmas.
Lemma 6.2. Suppose that H0 = C and let φ(x) = Ce−xA B and Gx = I + λ2QxLx. Then the Gelfand–Levitan integral equation (6.7)
reduces to
V (x, y) + λφ¯(x+ y) + λ2
∞∫
x
∞∫
x
V (x, s)φ(s + z)φ¯(y + z)dsdz = 0 (0< x< y), (6.10)
which has solution
V (x, y) = −λB†e−A†xG−1x e−A
† yC † (0< x< y), (6.11)
U (x, y) = λ
∞∫
x
V (x, z)φ(z + y)dz. (6.12)
Proof. Once we have V , we can introduce U via (6.12), and the resulting matrix T in (6.6) satisﬁes the Gelfand–Levitan
integral equation. To verify Eq. (6.7) for V , we ﬁrst check that Gx is invertible when λ2 > −1. The computation is suggested
by [5, p. 198]. The operators Qx and Lx are Hilbert–Schmidt and positive, so the operator QxLx is trace class, and hence the
determinant satisﬁes
detGx = det
(
I + λ2Q 1/2x LxQ 1/2x
) = 0, (6.13)
since (I + λ2Q 1/2x LxQ 1/2x ) (1− λ2)I , so Gx is invertible.
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this into (6.10), one ﬁnds that X should satisfy
X(x)†e−A† yC † + λB†e−A†(x+y)C † + λ2
∞∫
x
∞∫
x
X(x)†e−A†sC †Ce−A(s+z)BB†e−A†(z+y)C † dsdz = 0; (6.14)
so we want
X(x)†
(
I + λ2QxLx
)+ λB†e−A†x = 0, (6.15)
and we can choose X to satisfy this, since Gx is invertible. 
Lemma 6.3. The diagonal of the solution satisﬁes
U (x, x) = d
dx
1
2
logdet
(
I + λ2Γφ(x)Γ †φ(x)
)
. (6.16)
Proof. From (6.12), we have
U¯ (x, y) = −λ2
∞∫
x
B†e−A†xG−1x e−A
†zC †Ce−A(z+y)B dz (6.17)
= −λ2B†e−A†xG−1x Q xe−Ay B. (6.18)
Hence we can write
U (x, x) = −λ2B†e−A†xG−1x Q xe−AxB = λ2 trace
(
G−1x Q x
d
dx
Lx
)
. (6.19)
We temporarily assume that λ2 is real to derive certain identities, and then use analytic continuation to obtain them in
general. Note that λ2Lx(I +λ2QxLx)−1Qx = I − (I +λ2LxQ x)−1. Using this identity and Proposition 2.1(1◦), after rearranging
various traces we can derive the expressions
λ2 trace
(
G−1x Q x
dLx
dx
)
= trace((G†x)−1A − A + (Gx)−1A† − A†) (6.20)
and likewise
λ2 trace
(
G−1x
dQ x
dx
Lx
)
= trace((G†x)−1A − A + (Gx)−1A† − A†), (6.21)
and since dGxdx = λ2( dQ xdx Lx + Qx dLxdx ), we deduce that
U (x, x) = 1
2
trace
(
G−1x
dGx
dx
)
= 1
2
d
dx
logdetGx
= 1
2
d
dx
logdet
(
I + λ2Γφ(x)Γ †φ(x)
)
. (6.22)
This concludes the proof of the lemma, hence of Theorem 6.1(ii) and Theorem 1.3(2). 
Corollary 6.4. Suppose further that e−xA is exponentially stable, so that ‖e−xA‖  Me−ω0x for all x > 0 for some ω0,M > 0. Let
gx(0) = P[ν(x,∞) = 0] as in (6.8).
(i) Then the functions φ(x), V (x, x) and U (x, x) decay exponentially to zero as x → ∞.
(ii) The tail of the distribution 1− gx(0) decreases exponentially to zero as x → ∞.
Proof. (i) For φ this is clear. By (2.5) and (2.6) we have ‖QxLx‖ → 0 as x → ∞ and hence ‖G−1x ‖ (1 − |λ|2‖QxLx‖)−1 is
uniformly bounded for large x and ﬁxed λ. Hence by (6.5) and (6.11), there exists ω1 > 0 such that U (x, x) = O (e−ω1x) and
V (x, x) = O (e−ω1x) as x → ∞.
(ii) We recall from Theorem 6.1(ii) that ∂
∂x log gx(0) = 2U (x, x); by integrating, we obtain x0, c1,ω2 > 0 such that 0 
log1/gx(0) c1e−ω2x for all x> x0. By solving for gx(0), we obtain the required result. 
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Ψ (x;k) =
[
αeikx
βe−ikx
]
+
∞∫
x
T (x, y)
[
αeiky
βe−iky
]
dy, (6.23)
and τ (x) = −2 ddx T (x, x). Then
− d
2
dx2
Ψ (x;k) + τ (x)Ψ (x;k) = k2Ψ (x;k). (6.24)
Proof. One can follow the proof of Lemma 5.1 and deduce that
∂2
∂x2
T (x, y) − ∂
2
∂ y2
T (x, y) = τ (x)T (x, y). (6.25)
Then one can verify the differential equation for Ψ (x;k) by direct calculation. 
Proposition 6.6. Let (−A, B,C) realise the scattering data φ from (6.5) for the ZS system, suppose that the Gramians Q x and Lx are
Hilbert–Schmidt. Then the potential satisﬁes
∣∣q(x)∣∣2 = 1
2
d2
dx2
logdet
(
I + Γφ(x)Γ †φ(x)
)
. (6.26)
Proof. From the original differential equation (6.1) we have
− d
2
dx2
Ψ (x;k) +
[−|q|2 q′
−q¯′ −|q|2
]
Ψ (x;k) = k2Ψ (x;k); (6.27)
so by equating the matrix potential with τ (x) = −2 ddx T (x, x) as in Lemma 6.5, we obtain[−|q|2 q′
−q¯′ −|q|2
]
= −2 d
dx
[
U¯ (x, x) V (x, x)
−V¯ (x, x) U (x, x)
]
, (6.28)
so we can apply Lemma 6.3. 
7. Evolution of the determinantal random point ﬁelds under KdV
In Theorem 5.3, we introduced a determinantal random point ﬁeld with generating function given by Schrödinger’s
operator − d2
dx2
+ q. The spectrum is invariant when the potential evolves under the KdV ﬂow 4 ∂u
∂t = ∂
3u
∂x3
− 6u2 ∂u
∂x , while the
corresponding scattering data φ(x; t) evolves under a linear operator group. In this section we consider how various kernels
associated with this differential equation evolve, then we consider how the determinantal random point ﬁelds evolves under
the corresponding ﬂow in the scattering data.
In [19, p. 37], Tracy and Widom considered kernels in the spectral variable arising from solutions of Schrödinger’s equa-
tion, and how such solutions behave as the potential evolves according to the KdV ﬂow. Their concern was with the string
equation. Here we form kernels in spectral variables from solutions of a consistent pair of ordinary differential equations in
space and time variables, and note how they evolve with time.
Deﬁnition (Spectral kernels). Suppose that Ψt(x;k) gives a differentiable family of vectors in R2 that satisﬁes a consistent
system⎧⎪⎨
⎪⎩
J
d
dx
Ψ = (kΩ0 + Ω1(x; t))Ψ,
J
d
dt
Ψ = Wt(x;k)Ψ,
(7.1)
with the initial condition Ψt(0;k) = Φt for all k > 0, where Wt(x;k) is a 2×2 real symmetric matrix such that k → Wt(x;k)
is rational and Ω0 is real symmetric and Ω0  0. Then we introduce the spectral kernels
Lt,x(κ,k) = 〈 JΨt(x;κ),Ψt(x;k)〉
κ − k (k, κ > 0) (7.2)
in the spectral variables k, κ with the standard inner product on R2.
We introduce
√
Ω0, the positive semideﬁnite root of Ω0, and for each N < ∞ the linear operator Λx,t : L2([0, x];R2) →
L2([0,N];R) by
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x∫
0
〈√
Ω0Ψt(y;κ), F (y)
〉
dy
(
F ∈ L2([0, x];R2)). (7.3)
Using this operator, we are able to recover some of the conclusions of Theorem 3.2.
Example. Let Ω0 = I2 and Ω1 = 0, and take Ψt(x;k) = column[sinkx, coskx] and F (y) = column[ f (y), g(y)]. Then we re-
cover the sine kernel
Lx,t(κ,k) = sin(κ − k)x
κ − k , (7.4)
and once also checks that
Λx,t F (κ) =
x∫
0
(
f (y) sinκ y + g(y) cosκ y)dy. (7.5)
Proposition 7.1.
(i) Lx,t(κ,k) is an integrable kernel;
(ii) ∂
∂x Lx,t(κ,k) is a ﬁnite-rank kernel in (κ,k);
(iii) ∂
∂t Lx,t(κ,k) is also a ﬁnite-rank kernel in (κ,k);
(iv) Lx,t = Λx,tΛ†x,t as operators on L2([0,N];R);
(v) Lx,t  0 for x> 0 and x → Lx,t is increasing;
(vi) Lx,t(κ,k) is a trace-class kernel.
Proof. (i) The diagonal of the numerator of (7.2) is 〈 JΨt(x;κ),Ψt(x;κ)〉 = 0.
(ii) By direct calculation one veriﬁes that
∂
∂x
Lt,x(κ,k) =
〈
Ω0Ψt(x;κ),Ψt(x;k)
〉
, (7.6)
which evidently gives a ﬁnite-rank kernel since Ω0 is a ﬁnite matrix.
(iii) As the matrices are symmetric, we have
∂
∂t
Lt,x(κ,k) =
〈
Wt(x;κ) − Wt(x;k)
(κ − k) Ψt(x;κ),Ψt(x;k)
〉
. (7.7)
Now one can use the partial fraction decomposition of the entries to express ∂
∂t Lt,x(κ,k) as a sum of products of functions
in the variable κ or k.
(iv) The crucial identity is
Lt,x(κ,k) =
x∫
0
〈
Ω0Ψt(y;κ),Ψt(y;k)
〉
dy (x> 0); (7.8)
which clearly shows that Lx,t = Λx,tΛ†x,t . To prove this, we recall a familiar calculation from Sturm–Liouville theory, where
we have by (7.6)
(κ − k)
x∫
0
〈
Ω0Ψt(y;κ),Ψt(y;k)
〉
dy =
x∫
0
d
dy
〈
JΨt(y;κ),Ψt(y;k)
〉
dy
= 〈 JΨt(x;κ),Ψt(x;k)〉− 〈 JΨt(0;κ),Ψt(0;k)〉 (7.9)
and the ﬁnal term is 〈 JΦt ,Φt〉 = 0. By dividing by (κ − k), we obtain (7.8).
(v) From the integral formula (7.8), it is evident that Lt,x is an integral of positive semi-deﬁnite kernels, hence is positive
semi-deﬁnite.
(vi) Now Lx,t(κ,k) is continuous function of (κ,k) ∈ [0,∞)2; indeed, the solution of a differential equation depends
continuously upon its coeﬃcients as in [9], so the right-hand side of (7.8) is a continuous function of (κ,k). Hence by
Mercer’s theorem, Lx,t is a trace class kernel on L2[0,N]. 
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Dreal(D) =
{
B(x) = 1
2π
∞∫
−∞
eixkb(k)dk: b(k),kb(k) ∈ L2(R); b(−k) = b(k)
}
. (7.10)
Lemma 7.2. ThenD(D) is contained inD(A), and there are C0 unitary group E3(t) = e−2itD3 onD(D) such that:
(i) E3(t) commutes with the unitary group e−isD for all s, t ∈ R;
(ii) φ3(x; t) = E3(t)B(x) satisﬁes the linear KdV equation ∂φ3∂t = 2 ∂
3φ3
∂x3
.
Proof. This is a standard calculation with the Fourier transform. 
Deﬁnition (Evolution group). For a system (−A, B,C), we refer to φ as scattering data. Given a C0 group (E(t))t∈R of bounded
linear operators on H and D(A), we can form the system (−A, B,C E(t)) and introduce φ(x; t) = C E(t)e−xA B; thus the
scattering data evolves with t . The evolution group is (E(t))t∈R .
Deﬁnition (Scattering map). The scattering map is u(x, t) → φ(x; t). The inverse scattering takes
φ(x; t) → (−A, B,C E(t)) → T → u(x; t).
Let v evolve according to the modiﬁed Korteweg–de Vries equation
4
∂v
∂t
= ∂
3v
∂x3
− 6v2 ∂v
∂x
, (7.11)
and introduce functions of (x, t) by
α = −(1/4)vxx + (1/2)v3, β = (1/2)
(
vx + v2
)
, γ = (1/2)(vx − v2), δ = v. (7.12)
With these functions, we follow [8] and introduce the matrices
Vt(x;k) =
[
v k
−k −v
]
and Zt(x;k) =
[
α + δk2 βk + k3
γ k − k3 −α − δk2
]
. (7.13)
Proposition 7.3.
(i) There is a consistent system⎧⎪⎨
⎪⎩
d
dx
Ψt(x;k) = Vt(x;k)Ψt(x;k),
d
dt
Ψt(x;k) = Zt(x;k)Ψt(x;k).
(7.14)
(ii) Suppose that Ψt(x;k) ∈ R2 give a locally bounded family of solutions to (7.14) that is differentiable in (t, x,k) and satisﬁes the
initial condition Ψt(0;k) = Φt for some Φt ∈ R2 . Then the kernels Lt,x are integrable, Lt,x  0 and ∂∂x Lt,x and ∂∂t Lt,x are of ﬁnite
rank.
Proof. (i) We write [V , Z ] = V Z − Z V . As in [8], it follows by direct computation that
∂Vt(x;k)
∂t
− ∂ Zt(x;k)
∂x
+ [Vt(x;k), Zt(x;k)]= 0, (7.15)
so ∂
2
∂x∂tΨ = ∂
2
∂t∂xΨ and the system is consistent. The key idea is that one can equate coeﬃcients of the ascending powers
of k, then one can eliminate the functions α,β,γ and δ by simple calculus.
(ii) As in Proposition 7.1, we calculate the derivatives, and ﬁnd
∂Lt,x
∂t
=
〈[−γ + (k2 + kκ + κ2) δ(k + κ)
δ(k + κ) β + k2 + kκ + k2
]
Ψt(x;κ),Ψt(x;k)
〉
, (7.16)
which gives a kernel of ﬁnite rank, and likewise
∂Lt,x
∂x
= 〈Ψt(x;κ),Ψt(x,k)〉 (7.17)
which also gives a kernel of ﬁnite rank in the variables (κ,k) on L2(R;dk). 
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(i) The function u = ∂v
∂x + v2 satisﬁes the KdV equation
4
∂u
∂t
= ∂
3u
∂x3
− 6u ∂u
∂x
, (7.18)
and as q(x) evolves to u(x, t) the scattering data for u undergoes a linear evolution
φ → E3(t)φ(x) =
m∑
j=1
c
(−κ2j )2e−κ j x−2κ3j t + 12π
∞∫
−∞
b(k)eikx−2ik3t dk. (7.19)
(ii) Suppose that b(k),b′(k) and k2b(k) belong to L2(R;dk) and |b(k)| < 1 for all k ∈ R. Then there exists t0 > 0 such that ΓE3(t)φ
gives a Hilbert–Schmidt operator with ‖ΓE3(t)φ‖ < 1 for all t > t0 .
(iii) For t > t0 , there exists a determinantal random point ﬁeld on (0,∞) such that νt(x,∞) gives the number of points in (x,∞) and
the generating function is
Ezνt (x,∞) = det(I + (z − 1)Γ 2E3(t)φ(x)). (7.20)
Proof. (i) By Miura’s transformation, the function u = ∂v
∂x + v2 satisﬁes the KdV equation; see [7, p. 65]. The evolution of
the potentials u(x,0) → u(x, t) under the KdV ﬂow gives rise to the linear evolution E3(t) on the scattering data. Now let
Ψt(x;k) be a continuous and uniformly bounded family of solutions of the system⎧⎪⎨
⎪⎩
d
dx
Ψt(x;k) = Ut(x;k)Ψt(x;k),
d
dt
Ψt(x;k) = Wt(x;k)Ψt(x;k);
(7.21)
where
Ut(x;k) =
[
0 1
u − k2 0
]
, (7.22)
and
Wt(x;k) = −1
4
[
4ik3 − ∂u
∂x 2u + 4k2
2(u + 2k2)(u − k2) − ∂2u
∂x2
4ik3 + ∂u
∂x
]
. (7.23)
Then by considering the shape of the matrices in (7.23), and the identity[−ik3 −k2
k4 −k3
][
i −i
k k
]
=
[
i −i
k k
][
0 0
0 −2ik3
]
(7.24)
we obtain the asymptotic forms of the solutions
Ψt(x;k)  −ia(k)e−ikx
[
i
k
]
(x → −∞), (7.25)
Ψt(x;k)  −ie−ikx
[
i
k
]
+ ib(k)
[−i
k
]
eikx−2ik3t (x → ∞); (7.26)
hence a(k) → a(k) and b(k) → b(k)e−2ik3t under the ﬂow. Meanwhile the constants evolve as c(−κ2j )2 → c(−κ2j )2e−2κ
2
j t .
By [7, p. 75], there is a group of linear operators E3(t) on the Hilbert space Cm ⊕ L2(R) deﬁned by (7.19) such that u(x, t)
corresponds to E3(t)φ under the scattering map, and ‖E3(t)‖ =max{e−2tκ3m ,1}.
(ii) By (σ3), b(−k) = b(k), so E3(t)φ(x) is real. The Hankel operator with kernel
m∑
j=1
c
(−κ2j )2e−κ j(x+y)−2κ3j t
is of ﬁnite rank and converges to 0 as t → ∞; so we verify that the Hankel Γφ3( ;t) arising from
φ3(x; t) = 1
2π
∞∫
b(k)e−2ik3teikx dk−∞
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∫∞
0
∫∞
0 φ3(x+ y; t)2 dxdy < ∞ by showing that
∞∫
0
(
1+ x2)φ3(x; t)2 dx< ∞, (7.27)
and it suﬃces by Plancherel’s theorem to show that b(k)e−2ik3t and ddk (b(k)e
−2ik3t) belong to L2(R;dk); this follows directly
from the hypotheses. By Plancherel’s formula, the operator norm satisﬁes ‖ΓE3(t)φ‖ < 1 for all suﬃciently large t as in
Corollary 3.3. Hence 0 Γ 2E3(t)φ(x)  I for all suﬃciently large t , and Γ
2
E3(t)φ(x)
is of trace class.
(iii) By (ii) and Lemma 1.1, there exists t0 such that Γ 2E3(t)φ(x) generates a determinantal random point ﬁeld with generat-
ing function as in (7.20) for all t > t0. 
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