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Resumen
En este trabajo se parte de la idea de ampliar el pipeline gra´fico actual,
habilitando la programacio´n de la fase de raster.
Partiendo de esta propuesta se muestra, como aplicacio´n, la posibilidad de
tratar superficies curvas de forma directa, y ajustada a la resolucio´n de salida
requerida.
Se realiza un estudio del estado del arte, tanto en la evolucio´n de los
sistemas de pipeline gra´fico, como de las te´cnicas histo´ricamente empleadas
para la representacio´n de superficies curvas.
Tras una clasificacio´n de estas te´cnicas, se retoman ideas y trabajos menos
evolucionados y se realiza una propuesta de me´todo propia, observando su
viabilidad actual, inconvenientes inherentes y una implementacio´n inicial del
mismo.
Tras ejecutar una serie de pruebas experimentales, se ha podido compro-
bar que el coste computacional (en tiempo de ejecucio´n), aunque mayor que
para el trazado de un triangulo simple, es sensiblemente inferior a aplicar
me´todos de subdivisio´n.
Destacar que este me´todo se aproxima a la curva real de forma continua
y ma´s ajustada que por tramos lineales, y al ser su coste constante y solo
dependiente del a´rea a cubrir, cabe tenerla en consideracio´n para futuros
desarrollos.
Finalmente se describen l´ıneas de continuacio´n del trabajo, tanto en as-
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En base a la evolucio´n del Pipeline gra´fico, se observa que se han ido in-
corporando nuevas te´cnicas para mejorar los resultados obtenidos (texturas,
shaders, LOD), pero que siguen basa´ndose en me´todos que quedaron esta-
blecidos en sus inicios (interpolacio´n lineal y descomposicio´n en superficies
planas –tria´ngulos-), por motivos de potencia y recursos de la e´poca.
Considerando que actualmente hay potencia suficiente para incluir te´cni-
cas ma´s avanzadas para los elementos base, se propone una revisio´n en la fase
de Rasterizacio´n, de modo que se puedan emplear interpoladores no linea-
les. Esta propuesta proporcionar´ıa (entre otras aplicaciones) la posibilidad
de procesar superficies curvas (como tria´ngulos de Be´zier cuadra´ticos), obte-
niendo una representacio´n ajustada a la resolucio´n de salida requerida.
A continuacio´n, en el Cap´ıtulo 2, se realiza una breve presentacio´n de la
evolucio´n de las capacidades gra´ficas y librer´ıas, tanto para un uso gra´fico y
usos generales; concluyendo con una cr´ıtica a esta situacio´n.
Posteriormente, se muestra un estado del arte sobre el tratamiento de super-
ficies curvas.
En el Cap´ıtulo 3 se da paso a la propuesta de incluir la Fase de Ras-
ter Programable. Tras una definicio´n gene´rica de la forma en que esta fase
podr´ıa integrarse en el pipeline actual, en el Apartado 3.2 se propone una
aplicacio´n pra´ctica directa que dar´ıa uso a esta ampliacio´n: El tratamiento
de Superficies Curvas. A lo largo del Cap´ıtulo se hace una recopilacio´n de las
l´ıneas de investigacio´n que han existido hasta el momento para tratar este
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tipo de geometr´ıa. Se clasifican en base a su forma de abordar el problema,
haciendo finalmente una valoracio´n de estas.
El Me´todo Propuesto, principal objeto de este trabajo, es detallado en el
Cap´ıtulo 4.
Tras compararlo con la te´cnica de trazado de tria´ngulos, actualmente aplica-
da de forma fija en la fase de raster, se explica la operativa de esta propuesta
con un pseudoco´digo base para implementar el algoritmo.
Para sustentar la propuesta, se definen los elementos en los que esta se
basa, y los estudios matema´ticos que son de aplicacio´n.
Se detallan los casos y situaciones que el problema presenta, las restricciones
a aplicar para dirigirlo a un entorno manejable, y propuestas para la solucio´n
de este, siempre atendiendo a los objetivos de utilidad y aprovechamiento de
los ca´lculos realizados.
Posteriormente se muestra el desarrollo de una primera implementacio´n.
En el Cap´ıtulo 5 se muestran la serie de experimentos realizados, con el
objeto de tomar medidas de tiempos de ejecucio´n y hacer una valoracio´n final
de la viabilidad y perspectivas de utilidad del me´todo.
Finalmente, en el Cap´ıtulo 6, se comentan una serie de trabajos posibles
por los que continuar en esta l´ınea. Quedan divididos en dos bloques: descri-
biendo variaciones en las te´cnicas empleadas para la resolucio´n de situacio´n
descrita; y apuntando a nuevos objetivos susceptibles de ser tratados con un
me´todo similar al propuesto.
Por ultimo, el Cap´ıtulo 7 presenta las conclusiones que se extraen de este
trabajo, tanto en el a´mbito de la utilidad de la propuesta de adoptar una fase
de raster programable, como del intere´s histo´rico del tratamiento de curvas




2.1. Evolucio´n del Hardware gra´fico
Desde la aparicio´n de los primeros dispositivos gra´ficos, este aspecto de
la informa´tica ha ido evolucionando, tratando de presentar mejoras tanto en
calidad como en rendimiento.
Las primeras tarjetas gra´ficas ofrec´ıan un mecanismo simple de comu-
nicacio´n con el dispositivo de salida (monitor), pero fueron evolucionando
para tratar de especializarse en las tareas propias de representacio´n, dejando
al procesador libre de estas cargas. Comenzaron a disponer de sus propios
bancos de memoria, y hardware especializado para tareas tales como descom-
presio´n de v´ıdeo (MPEG).
La aparicio´n de los gra´ficos 3D, en tiempo real, forzaban a nuevas tareas
de calculo para la generacio´n de la imagen, y ”previas” a la representacio´n
de esta.
En 2001 (con la tarjeta GeForce3) surgio´ el concepto de Unidad de Proce-
so Gra´fico Programable. Permit´ıa modificar el comportamiento de los ca´lcu-
los que se realizaban en la tarjeta gra´fica. Dotaba de esta forma un grado de
libertad, al poder incluir los ca´lculos y nuevas te´cnicas en la tarjeta.
En aquel momento, solo dos fases eran programables: para el procesa-
miento de datos vectoriales (vertex shader), y en la fase final, para la deter-
minacio´n final del aspecto de los pixels de salida (fragment shader).
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Vista General del Pipeline Gráfico. 
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Vista General del Pipeline Gra´fico.
Ma´s recientemente, tanto los fabricantes de tarjetas gra´ficas, como los
desarrolladores de APIs han centrado su avance en 2 aspectos:
Uso Gra´fico
Tratando de evitar cuellos de botella, se busca reducir al ma´ximo el flujo
de informacio´n entre la memoria del sistema y la propia tarjeta gra´fica.
- Datos Retenidos en la Tarjeta
Por una parte, mantener de forma permanente el mayor numero de datos
en memoria gra´fica.
En las ultimas especificaciones tanto de Direct3D como OpenGL, se fuerza
(marcando como obsoletos los me´todos anteriores) a enviar todos los datos
de origen (ve´rtices, ı´ndices, normales, texturas, etc) en bloque, quedando
almacenados en la memoria de la tarjeta gra´fica.
- Generacio´n de Geometr´ıa al vuelo
Para el ahorro de memoria, en cuanto a la descripcio´n de los objetos a
mostrar, se ha an˜adido una nueva fase en el pipeline, que permite la subdivi-
sio´n y generacio´n de nuevas primitivas, a partir de las descritas en la memoria.
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Esta fase tambie´n se ha beneficiado de la posibilidad de ser programa-
ble por el usuario. Concretamente se componen de varios estados: Geometry
Shader, Tesellation Evaluator e Instanced Geometry; situados tras la fase de
vertex-shader, y antes del rasterizado.
Uso General: (General Purpouse Graphic Processing Units)
El otro aspecto que mas esta´ destacando es el uso de los procesadores
gra´ficos para tareas de procesamiento gene´ricas, no directamente relaciona-
das con la generacio´n de ima´genes. Acun˜a´ndose el termino de GPGPU, Uni-
dades de Proceso Gra´fico para Propo´sitos Generales.
Critica al Estado actual
El presente trabajo parte la situacio´n actual observada.
Queda vista la evolucio´n de las fases del pipeline, la inclusio´n de nuevas
fases y como el permitir su programacio´n (programable shaders) ha contri-
buido a la eficiencia del sistema, y han permitido la aplicacio´n de nuevas
te´cnicas, aumentando as´ı la calidad y posibilidades de estos sistemas gra´fi-
cos. [Hillesland13b]
Si bien la tendencia actual es el uso de estas unidades gra´ficas para otras
tareas (GPGPU), estas no tienen un impacto directo en la generacio´n de
gra´ficos 3D en tiempo real, ni en cuanto a eficiencia ni a la mejora de su
calidad. Es de utilidad continuar revisando el pipeline existente, para que
siga avanzando en favor de la tarea para la que fue concebido.
Por esto, se propone la posibilidad de habilitar la programacio´n en fases
actualmente fijas, ma´s concretamente la fase de raster. En base a este mode-
lo, se podra´n tratar problemas actuales de forma distinta.
Concretamente, el presente trabajo, se centra en el estudio del tratamiento
de superficies curvas, y propone un me´todo para ello.
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2.2. Tratamiento de Superficies Curvas
2.2.1. Precedentes
Existen mu´ltiples estudios realizados a lo largo de los an˜os, para la repre-
sentacio´n de superficies y l´ıneas curvas [Goraud71] [Lane80] [Bezier86] [Rock-
wood89] [Hersch93], y otros que denotan intere´s en incorporar estos a los nue-
vos sistemas gra´ficos. [Levin76] [Blinn78a] [Nehab08] [Leben10] [Bruijns98]
Atendiendo a la forma de proceder, se pueden clasificar en 3 tipos:
por subdivisio´n (tessellation)
por trazado de rayos (raytrace)
por rasterizacio´n (scanline)
Por Subdivisio´n (Tesselation)
Estos me´todos se basan en la aproximacio´n por medio de planos contiguos
entre si. Se calculan una serie de puntos de la superficie, en base a una dis-
tribucio´n. Estos puntos forman un entramado de superficies planas de menor
taman˜o, pudiendo ser cuadradas o triangulares. [Loop87]
Para cada cada uno de ellos se genera una nueva primitiva ba´sica, que con-
tinu´a su proceso por el pipeline habitual. [Krishnamurthy07]
En [Vlachos01] se utiliza una primitiva triangular para generar una super-
fice de Be´zier, utilizando las normales de los vertices para curvar la superficie.
Esta aproximacio´n realizaba la subdivisio´n en la CPU, antes de enviar los
pol´ıgonos a la GPU.
Actualmente, se encuentra el Shader Model 4.0 [Microsoft11], por medio
del cual, en la fase de Teselacio´n, se calculan en GPU una rejilla de nuevos
ve´rtices, que posteriormente sera´n modificados al pasar por el Vertex Shader.
La calidad/suavidad de la superficie obtenida dependera´ del nu´mero de
puntos o subdivisiones realizadas a la superficie definida originalmente.
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Si la subdivisio´n no es suficiente, se podra´ percibir la aproximacio´n de
manera evidente. A mayor cantidad de subdivisiones, mayor suavidad de la
representacio´n, pero con mayor coste computacional. Si la subdivisio´n es ex-
cesiva, se estara´n generando un numero elevado de puntos y superficies que
resultara´n en informacio´n redundante. Un valor intermedio provocar´ıa a´reas
de la curva supermuestreadas, mientras que otras carecer´ıan de las divisiones
suficientes.[Dyn90]
Debido a la propia naturaleza no lineal de una superficie Be´zier, no es
posible determinar un valor de subdivisio´n u´nico que satisfaga todas las zonas
de la superficie. El caso extremo se alcanza al realizar divisiones iterativas,
con distribucio´n no regular, en busca de obtener tria´ngulos de 1 pixel de a´rea.
[Catmull74] [Clark79]
Por Trazado de rayos (Raytrace)
Estos me´todos se basan en el calculo individual de cada p´ıxel, respecto a
la superficie. Inicialmente se procesa una geometr´ıa ba´sica (triangulo, quad,
tethaedro, etc), y se rasteriza su a´rea.
Se encuentran dos variantes de estos me´todos:
- Representar una figura completa
Trata de representar una figura completa, visible o contenida en el inte-
rior de la primitiva ba´sica. [Schwarz06]
Para cada punto dentro de la primitiva ba´sica, se calcula interseccio´n de un
rayo a la superficie definida. Este Rayo pasa por coordenadas (x,y) de pan-
talla, previamente convertidas a (u,v) respecto a la primitiva ba´sica.
Esto puede dar lugar a puntos sin interseccio´n, o mu´ltiples intersecciones.
[Blinn78b]
En estos casos, se busca la interseccio´n mas pro´xima a la vista (z = 0).
En [Loop06], se dibuja un tetrahedro (pira´mide de triangulos equilate-
ros), calculando cada pixel como trazado de rayos en la fase de Fragment
Shader. Se basa en una te´cnica anal´ıtica, limitada a superficies de grado4, y
muestra errores de precisio´n. Una extensio´n [Toledo07], utiliza un cubo ocmo
greometr´ıa base y ecuaciones de grado 6.
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Por tanto, estos me´todos realizan ca´lculos de ra´ıces sobre la ecuacio´n que
define la superficie.
- Representacio´n basada en contorno
Se centran en representar un a´rea definida por los ve´rtices de la primitiva
ba´sica, mas unos puntos de control asociados. [Pasko96]
El caso mas simple se centra en representar una curva de Be´zier.
La primitiva ba´sica utilizada es un triangulo, en el que uno de los ve´rtices es
considerado el punto de control de la curva.
Estos me´todos se centran u´nicamente en el “relleno” del a´rea. Es decir,
en determinar si cada p´ıxel concreto pertenece al interior o exterior del con-
torno. [Loop05] [Kokojima06] No tienen en cuenta la interpolacio´n de valores
sobre el a´rea, tales como profundidad o coordenadas de textura, que siguen
siendo interpolados de forma lineal.
Su principal aplicacio´n esta´ dirigida a mejorar me´todos antialiasing de con-
tornos, al poderse obtener un valor de distancia del pixel al contorno de la
curva. [Krishnamurthy07] [Santina11]
Los primeros de estos me´todos esta´n orientados a la representacio´n de super-
ficies definidas matema´ticamente y empleando la “fuerza-bruta” (Trazado de
Rayos).
Los segundos, basa´ndose en una definicio´n de superficie mas concreta por me-
dio de puntos de control, pueden ser fa´cilmente empleados por los disen˜adores




Estos me´todos, aunque similares a los mencionados en el bloque anterior,
se diferencian en que no realizan ca´lculos para posiciones de pixel que quedan
fuera de la superficie a representar.
Los anteriores, al recorrer los pixeles generados por una primitiva ba´sica,
realizaban ca´lculos sobre todos ellos, aunque no pertenecieran a la superficie
final y quedaran descartados. En este aspecto, se podr´ıa considerar que se
esta´n realizando ca´lculos innecesarios, que aumentan el proceso sin obtener
con ellos beneficio alguno.
En este apartado se incluyen te´cnicas que identifican directamente el con-
torno de la superficie a representar, y se centran u´nicamente en recorrer su
interior.
La te´cnica ba´sica, lineal, es la ya incluida en la fase fija de rasterizacio´n
del pipeline actual. Dado un pol´ıgono de 3 lados rectos (triangulo), se re-
corren estos por coordenada Y creciente. Al tratarse de lados rectos, este
recorrido es realizado por interpolacio´n lineal, y se pueden beneficiar de apli-
car te´cnicas como el algoritmo de Bresenham. [Bresenham65]
Esto va generando puntos del contorno, que delimitan lineas horizontales
(scanline) dentro del triangulo. (te´cnica de Flag Fill Algorithm [Ackland81])
De nuevo, se recorren estas lineas, interpolando linealmente los valores aso-
ciados. (u,v, normal, etc.)
Trabajos al respecto han tratado de ampliar este mismo concepto hacien-
do uso de tria´ngulos de Be´zier. Sin embargo, se remontan a momentos en que
no se dispon´ıan de dispositivos de aceleracio´n gra´fica (GPU), y no se pod´ıan
aprovechar de esta potencia de calculo. [Turner78]
Igualmente, se limitaban a determinar el a´rea o contorno de la figura, sin
interpolar (o hacerlo linealmente) los valores de las posiciones internas.
En la mayor´ıa de estos estudios se interpolan los valores internos, como
coordenadas de textura, profundidad-z, etc. de la forma habitual, linealmen-




Tras el estudio de estas l´ıneas de investigacio´n sobre la incorporacio´n de
superficies curvas a los pipelines gra´ficos, se pueden extraer las siguientes
valoraciones:
Los me´todos de subdivisio´n requieren determinar, de antemano o durante
la ejecucio´n, el nivel de subdivisio´n aplicar.
Si se trata de llegar a una representacio´n lo mas fiel a la curvatura, es ne-
cesario llegar a niveles de patches de taman˜o 1 pixel, lo cual implica que los
resultados de cada refinamiento convergen a una misma coordenada final.
Toda la carga queda en las primeras fases del pipeline (entradas al vertex
shader), pudiendo ocasionar aqu´ı un cuello de botella.
Posteriormente, al trazar un triangulo de una a´rea tan ı´nfima, se desaprove-
cha la capacidad de la fase de rasterizado (aun con la implementacio´n fija
actual), de distribuir en paralelo el trabajo de la apariencia final del pixel.
La intencio´n del me´todo propuesto es de no requerir grandes esfuezos en fases
previas, y tratar de aprovechar (no descartar) los ca´lculos que se realicen.
Los me´todos de trazado de rayos consiguen una alta fidelidad a la curva-
tura requerida, sin embargo, entre sus mayores inconvenientes se encuentra
el realizar ca´lculos de alto coste computacional, y que pueden resultar com-
pletamente descartados al comprobar que corresponden a posiciones fuera de
la superficie.
Por ultimo, entre los me´todos basados en rasterizacio´n, se observa que
estos han quedado algo relegados en pro de me´todos de subdivisio´n, proba-
blemente debido a la incorporacio´n en el pipeline de fases que promueven su
uso.
Se centran en el trazado del contorno, sin proporcionar una solucio´n al
recorrido interno de la superficie, interpolando adecuadamente los para´me-
tros sobre ella.
Otra intencio´n del me´todo propuesto es la de reaprovechar en la medida
de lo posible los calculos que se realizan a cada iteracio´n. Por esto, se hace
interesante observar los me´todos de recorrido de curvas por diferencias avan-
zadas.[Bartley97]
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El me´todo de diferencias adaptativas [Lien87] permite avanzar sobre la
curva con una distancia fija (deseable de 1 pixel), y se han realizado experien-
cias con e´l. [Shantz88] [Chang89] A cada paso se calcula la distancia respecto
a la divisio´n anterior, modificando los incrementos para obtener pasos del
taman˜o requerido.
Pero a cada cambio de taman˜o de paso, se descartan y repiten los ca´lculos
desde el paso anterior.
En el me´todo propuesto se intenta no llegar a descartar ningu´n calculo,




3.1. Propuesta de Modelo
Partiendo del estado actual del pipeline, se propone la posibilidad de con-
vertir la actual fase de Rasterizacio´n en una fase programable. (raster-shader)
[Patney13] Esta propuesta abrir´ıa la puerta a la aplicacio´n de te´cnicas per-
sonalizables, que resulten en nuevas capacidades y formas de obtener efectos
finales. [Bruijns98] [Toledo04]
3.1.1. Pipeline con Fase de Raster Programable (Raster
Shader)
Definicio´n:
Otorgar al pipeline gra´fico la posibilidad de incorporar un comportamien-
to dado por el usuario, en sustitucio´n de la actual funcio´n fija de raster. Este
programa ser´ıa ejecutado tras la ultima fase de Vertex/Geometry Shader y
antes de ejecutar los Fragment Shaders.
Datos de Entrada:
Se recibir´ıan todos los datos de salida del VertexShader, junto con infor-
macio´n general de la geometr´ıa.
Tipo de Primitiva a tratar. (POINT, LINE, TRIANGLE, QUAD, EX-
TENDED, etc. . . )
Informacio´n de Ve´rtices. (ya transformados y proyectados)
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Informacio´n adicional asociada al ve´rtice (U,V,W, Normal, Color, etc)
Informacio´n adicional de Geometry Shader (Convex Hull, Control Points...)
Datos de Salida:
Se calcular´ıan los datos que recibira´ como entrada la fase de Fragment
Shader.
Valores interpolados. (x,y,z, u,v,w, normal, color, alpha, etc. . . )
Imitando al actual “Geometry Shader” (generando nuevos ve´rtices “al vuelo”),
esta fase podra´ generar mu´ltiples instancias de ejecucio´n del Fragment Shader.
Posteriormente el pipe line continuar´ıa de la forma habitual, con la ejecucio´n de
los Fragment Shaders y resto del Pipeline.
3.1.2. Aplicaciones para el Modelo Propuesto
Tratamiento directo de superficies curvas.
Representacio´n de materiales multipass sin pasar por las fases previas.
(en un mismo paso del raster pueden generarse multiples fragments a calcu-
lar, para una misma posicio´n)
Efectos de postproceso en linea. (generar varios fragment de salida con alphas
variables para simular desenfoque por profundidad o movimiento)
Control adaptativo de lineas y antialias.
Se podr´ıa personalizar las condiciones en las que generar mu´ltiples fragments
para ajustar as´ı el antialias por zonas cr´ıticas (contornos).
En el dibujado de lineas, podr´ıa ajustarse el grosor en base a para´metros
(p.ej. profundidad) o para an˜adir caracter´ısticas visuales (patrones o grosor
variable)
3.2. Propuesta de Aplicacio´n
Concretamente, el presente trabajo se centra en proponer una programacio´n
alternativa para la fase de rasterizado, que permita hacer un tratamiento directo
de superficies curvas. (Quadratic Be´zier TriPatches)[Farin86]
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Las ventajas de retrasar su tratamiento hasta esta fase se concentrarian en dos
aspectos:
Por una parte, se reducir´ıa la carga de trabajo en fases iniciales, siendo no
necesaria (o en menor medida) la subdivisio´n o generacio´n de geometr´ıa de
teselacio´n.
Por otra parte, la calidad final obtenida se ver´ıa incrementada, al obtenerse
una representacio´n mas pro´xima a la geometr´ıa descrita (superficie curva),
siempre ajustada al taman˜o de salida final.
De hecho, ciertas te´cnicas actuales como el almacenamiento o generacio´n de mu´lti-
ples geometr´ıas por LoD no serian necesarias, as´ı como tampoco los ca´lculos para
estimar su impacto en la imagen a generar, para decidir el LoD a aplicar o nivel
de teselacio´n que generar.
Se reducir´ıa este coste computacional, quedando disponible para otros usos.
Otras ventajas del tratamiento directo de este tipo de primitivas ser´ıan:
Reducir la cantidad de memoria requerida para definir superficies de modelos
orga´nicos.
Reducir la carga de trabajo en Vertex Shader debido a Teselacio´n (incluida
la realizada en GPU).
Mejorar la calidad de la respresentacio´n, con un coste computacional lineal
al a´rea afectada, y no dependiente de la calidad requerida.
Poder evitar trabajos previos, como preparacio´n de mu´ltiples modelos para
LOD, el calculo de estos en tiempo de ejecucio´n, o incluso los ca´lculos para
determinar el LOD a aplicar.
Aplicar esta te´cnica es completamente compatible y en ningu´n momento trata de
sustituir las ya existentes.
Anterior a esta fase se podra´ seguir utilizando subdivisio´n de geometr´ıa, o genera-
cio´n de esta ’al vuelo’.
Igualmente, en fases posteriores se podra´n seguir aplicando te´cnicas como el normal
mapping, parallax, etc. para aumentar el detalle del aspecto final de la geometr´ıa.
Por tanto, el objetivo de este trabajo es el de establecer dicho programa para
tratar de forma directa la representacio´n de superficies curvas.
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Concretamente, y para simplificar una primera aplicacio´n de este tipo de shader
propuesto, se cin˜e al uso de tria´ngulos de Be´zier cuadra´ticos.
Se espera una entrada que defina la superficie Be´zier en los siguientes te´rminos:
3 ve´rtices, formando las esquinas del triangulo.
3 ve´rtices de control, afectando la curvatura de las 3 aristas, y de la propia
superficie.
Asociado a cada ve´rtice (tanto de superficie como de control), se obtendr´ıa
informacio´n de posicio´n (x, y, z), normal (nx, ny, nz), color (r, g, b, a), coor-
denadas de textura (u, v), etc.
El resultado consistira´ en mu´ltiples instancias de datos de salida, que continuara´n
por el pipeline gra´fico habitual.
Para cada una de estas instancias se entregara´n valores interpolados de la infor-
macio´n de entrada. (posicio´n, normal, color, coordenadas de textura, etc). Esta






El objetivo, al iniciar los trabajos para este proyecto, era el de encontrar y pro-
poner un Algoritmo de Representacio´n de superficies curvas (tria´ngulos cuadra´ti-
cos de Be´zier) con un planteamiento equivalente o similar al me´todo de relleno de
tria´ngulos por lineas de raster.
Segu´n se ha descrito en el cap´ıtulo ”Tratamiento de Superficies Curvas”, existen
me´todos que tambie´n tratan el problema de dibujar/rellenar la superficie, en base
a lineas horizontales o raster (”Por Rasterizacio´n”).
En estos me´todos, se utilizan ca´lculos gene´ricos:
Realizan una interseccio´n de superficie con plano horizontal (que coincide
con la linea de raster en el plano de proyeccio´n) [Manocha94] [Manocha95],
o bien recorren la arista curva por medio del calculo directo de su inversa
(con el consiguiente calculo de ra´ız cuadrada) [Blinn78b],
o por aproximaciones iterativas (me´todo de newton).
o por aproximaciones precalculadas en una tabla al inicio del proceso (inter-
polando para obtener resultados en valores intermedios a los presentes en la
tabla)
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En cualquier caso, estos ca´lculos solo pueden ser aproximados, por la propia
naturaleza de la funcio´n ra´ız cuadrada, por su imposibilidad de ser representado
con exactitud (en el campo de la informa´tica), y por su alto coste (en los me´todos
iterativos) para refinar la solucio´n.
Por tanto, no se pretende en este trabajo, obtener una solucio´n matema´tica-
mente precisa, sino u´nicamente aproximar el resultado a las necesidades del pro-
blema. Es decir, obtener una representacio´n visualmente aceptable, en relacio´n a
la resolucio´n y a´rea que sea preciso cubrir.
El me´todo propuesto seguira´ esta segunda filosof´ıa de recorrer progresivamente
la arista curva, pero aplicando ciertas consideraciones para reducir la complejidad
del algoritmo. Se busca obtener una calidad en el contorno ajustada ”al p´ıxel”,
sin depender de niveles de detalle; y al mismo tiempo tratando de realizar una
cantidad de ca´lculos lo mas reducidos y aprovechables posible.
As´ı mismo, se trata de aplicar el me´todo de diferencias avanzadas, para po-
der avanzar sobre la arista con un coste fijo. El coste quedara´ claramente definido
desde el comienzo del tratamiento del problema. Los ca´lculos concretos relativos a
la apariencia, se aplicara´n u´nicamente para cada p´ıxel/fragment generado, siendo
estos validos y no descartables desde su generacio´n.
Por tanto, el me´todo se aleja de toda aproximacio´n por tramos lineales (Tese-
lacio´n), dependientes de una subdivisio´n ajustada a priori; o de la realizacio´n de
ca´lculos que puedan quedar finalmente desechados, como en los casos de Traza de
Rayos, o en la aplicacio´n del me´todo de diferencias avanzadas adaptativas.
4.1.1. Espacio de trabajo
El Me´todo esta´ orientado a la representacio´n de superficies triangulares de
Be´zier (Be´zier Tri-Patch) [Farin86] en base a su contorno.
Esta quedara´ definida en base a sus 3 ve´rtices (extremos de las aristas), y 3 puntos
de control, cada uno asociado a una arista, definiendo su curvatura. Por tanto, las
aristas son, en base, curvas Be´zier cuadra´ticas (grado 2).
Indicar que, todo el trabajo se realiza sobre un espacio de coordenadas ya
proyectado, lo que comu´nmente en el pipeline gra´fico es denominado ”clipping
coordinates”, que han sido tratadas previamente en la fase de ”Vertex Shader”.
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4.1.2. Me´todo para recorrido de superficies triangula-
res cuadra´ticas.
El Me´todo sigue una analog´ıa al me´todo de trazado de tria´ngulos por recorrido
de aristas. Realizare´ una descripcio´n paso a paso, partiendo del me´todo de relleno
de tria´ngulos cla´sico, mostrando las adaptaciones al uso de aristas curvas.
El me´todo esta sujeto a restricciones, que sera´n descritas en pro´ximos cap´ıtulos.
Analog´ıas
Tria´ngulos con aristas rectas. (metodo lineal)
1. Se recorre cada arista por el metodo de bresenham [Bresenham65] (lineal-
mente desde su vertice inicial-superior al final-inferior)
2. Tomando de aqu´ı: un punto inicial y otro final, se conforma una recta hori-
zontal o linea de raster.
3. Se interpola dicha linea de raster linealmente
4. Se repite desde 2, tomando los pro´ximos puntos de cada arista
5. Cuando la 1a arista se completa, se toma la 3a en su lugar y se continua.
Tria´ngulos con aristas curvas. (me´todo propuesto)
1. Se recorre cada arista curva por el me´todo de recorrido propuesto a conti-
nuacio´n.
Adicionalmente se calcula y recorre una linea central sobre la superficie. (que
sera´ denominada ”cuerda central de la superficie”).
2. Tomando de aqu´ı: un punto inicial, otro final, y un punto central (sobre la
cuerda), se conforma la curva horizontal o curva de raster.
Durante el recorrido se toman siempre puntos con igual coordenada Y, por
lo que la curva formada queda siempre horizontal en la vista.
Realmente sigue siendo una curva, al poder variar la coordenada Z
(u otros componentes) no linealmente respecto a su inicio y final.
A partir de la curva definida por los 3 puntos, se pasa a una formulacio´n
basada en pto.inicial pto.final y pto.control equivalente.
De este modo, se podra´ procesar esta curva de igual forma que las aristas.
3. Se recorre esta nueva curva por el mismo me´todo propuesto a continuacio´n.
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4. Se repite desde 2, tomando los pro´ximos puntos de cada arista.
5. Cuando la 1a arista se completa, se toma la 3a en su lugar y se continua.
Tomar en consideracio´n que la arista central (cuerda), debera´ estar definida
para todo el rango a procesar.
 
A cada incremento vertical, 
se calcula el valor t=[0,1] 
Con el valor de t, 
se calculan el resto de 
parámetros interpolábles. 
- coordenada X, Z, 
- vector normal, 
- color, etc… 
Se recorren con el mismo proceso 
las aristas del triangulo: 
izquierda, derecha y central (cuerda) 
Cuerda 
Arista curva que recorre el 














A cada línea de raster  
con los puntos de las aristas, 
se conforma una nueva curva. 
 
Se aplica el mismo proceso. 
A cada incremento horizontal, 
se calcula el valor t=[0,1] 
 
Con el valor de t, se calculan 
el resto de parámetros 
interpolábles: 
- coordenada Z, 
- vector normal, 
- color, etc… 
Proceso de Trazado de 
un Triángulo Bézier. 
(por el Método Propuesto) 
Proceso de Trazado de un Tria´ngulo de Be´zier.
4.1.3. Me´todo para recorrido de curvas cuadra´ticas.
Al igual que en el apartado anterior, realizare´ una comparativa paso a paso,
desde los me´todos utilizados actualmente para recorrer lineas rectas, al me´todo
propuesto para el recorrido de curvas cuadra´ticas.
En ambos casos, se presenta como el recorrido de una funcio´n de dimensio´n 1.
Es directa la extensio´n del me´todo a lineas en entornos de mayor dimensio´n.
Analog´ıas
Lineas Rectas (lineal)
Se presenta la recta X como formula parame´trica en funcio´n de t.
X = f(t) : t = [0, 1]
Se divide t en un numero N de pasos de taman˜o ∆t.





Se toman valores tn avanzando desde t = 0 con pasos ∆t
(diferencias avanzadas con solo 1 nivel de incremento constante ∆t)
Al evaluar repetidamente X en cada tn se obtienen valores Xn
Xn = X(tn)
Al ser una recta, la distribucio´n es lineal, es decir:
∆X = X(tn)−X(tn−1) = cte.
Se puede aplicar directamente diferencias avanzadas sobre X, y obtener el
valor ∆X a aplicar para recorrer la recta.




: N = Xf in−Xini
En rectas de dimensio´n 2 o superior se calculara´ el ∆t que interese (coinci-
diendo con ∆X = 1, o ∆Y = 1), segu´n la direccio´n del eje sobre el que se
quiera avanzar
En general, se calculan valores X(tn), Y (tn) etc. usando y avanzando so-
bre un mismo tn.
Se puede aplicar directamente diferencias avanzadas sobre X e Y , para ob-
tener los ∆X y ∆Y a aplicar.
Lineas Curvas (cuadra´ticas)
Se presenta la curva X como formula parame´trica en funcio´n de t.
X = f(t) : t = [0, 1]
Si (ana´logamente) se divide t en un numero N de pasos de taman˜o ∆t, se




Si se toman valores tn avanzando desde t = 0 con pasos ∆t
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Al evaluar repetidamente X en cada tn se obtienen valores Xn
pero con incrementos no constantes.
Al NO ser una recta, la distribucio´n NO es lineal, es decir:
∆X = X(tn)−X(tn−1) 6= cte.
Esta es la forma habitual para recorrer/evaluar una curva en funcio´n de un para´me-
tro t.[Bartels87]
Al utilizar un valor N demasiado pequen˜o, los valores obtenidos de X pueden
estar demasiado separados. (∆X > 1)
Esto generar´ıa ”huecos”que pueden ser unidos con lineas rectas, pero se
obtiene como resultado un contorno no completamente curvo.
Al utilizar un valor N demasiado grande, los valores obtenidos de X pueden
estar demasiado juntos (∆X < 1)
Esto generar´ıa posiciones (discretas) repetidas, y se estar´ıan realizando ca´lcu-
los innecesarios o descartables.
Esta aproximacio´n sobre-utiliza los recursos.
Ambas aproximaciones esta´n sujetas a ca´lculos iniciales para ajustar el nivel
de detalle.
En cualquier caso, un mismo valor de N presentara´ ambos problemas, ya que
ningu´n ajuste de nivel de detalle inicial es correcto para toda la curva.
Tambie´n es posible ir ajustando el ∆t progresivamente [Lien87], e ir recalculando
sus incrementos (matriz de incrementos en el me´todo de diferencias avanzadas),
sin embargo:
Para controlar este ajuste, se realiza el calculo del siguiente punto, y sobre
el resultado obtenido se decide el ajuste necesario.
A cada momento de ajuste, el calculo realizado es desechado (por estar
demasiado cerca, o demasiado alejado)
De nuevo esta aproximacio´n sobre utiliza recursos, realizando ca´lculos no
aprovechables finalmente.
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4.1.4. Descripcio´n del Me´todo
Tratando de obtener los ı´ndices tn para obtener puntos X a una distancia
cte. [Peters94], y de este modo ni descartar ca´lculos (por repeticio´n), ni ”dejar
huecos”(que deban ser unidos linealmente), se propone el siguiente me´todo:
Buscar una funcion g (que sera´ denominada ”funcio´n interpoladora cuadra´ti-
ca inversa”)
tal que:
t = g(u) : u = [0, 1]
se define la curva parametrizada como:
X = f(g(u))





Al evaluar t en cada un se obtendra´n valores tn (a incrementos no constantes)
Al evaluar X en cada uno de esos tn se obtendra´n valores Xn (a incrementos
constantes)
Se esta´ mapeando el espacio t = [0, 1] sobre un espacio u = [0, 1] de forma que
sobre una interpolacio´n lineal de u (con ∆u constante) se puedan obtener valores
de t suficientes y necesarios para calcular X(t) espaciados adecuadamente.
En curvas de dimensio´n 2 o superior:
Se ajusta el ∆u para obtener incrementos constantes sobre un eje (∆X = 1,
o ∆Y = 1, segu´n el eje a seguir que interese)
Se van obteniendo los valores de t (con incrementos no constantes).
Se calculan valores de X(tn), usando y avanzando sobre un mismo tn
En el eje de referencia (X por ejemplo), se obtendra´n los incrementos constantes
deseados (∆u para obtener ∆X = 1)
En el resto de ejes, se obtendra´n los valores correspondientes a la distribucio´n
cuadra´tica correspondiente, al evaluar la curva sobre el t obtenido.
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4.1.5. Pseudoco´digo
Dibujado de un Triangulo de Be´zier Cuadra´tico por Rasterizacio´n.
Entrada: 3 vertices del triangulo y 3 vertices de control (arista curva).
Salida: Se dibujan los puntos del interior del triangulo
{Definir aristas}
A← arista desde punto mas alto a punto de altura medio.
B ← arista desde punto mas alto a punto mas bajo.
C ← arista desde punto de altura media a punto mas bajo.
Cuerda← arista desde pto. mas alto al mas bajo, por el centro de la superficie.
{Definir interpoladores verticales}
intA← interpolador cuadra´tico que recorre la arista A (a incrementos ∆Y = 1)
intB ← interpolador cuadra´tico que recorre la arista B (a incrementos ∆Y = 1)
intCuerda← interp. cuadra´tico que recorre la arista Cuerda (a incr. ∆Y = 1)
{Recorrer contorno en vertical, generando lineas de raster horizontales}
repetir
{Calcular puntos para la iteracio´n actual}
rasterIni← punto calculado por intA.
rasterF in← punto calculado por intB.
rasterMedio← punto calculado por intCuerda.
{Definir l´ınea actual de raster (horizontal)}
aristaRaster ← arista desde pto. rasterIni a rasterF in, pasando por rasterMedio.
intR← interp. cuadra´tico que recorre aristaRaster (a incrementos ∆X = 1)
{Recorrer linea de raster horizontal}
repetir
{Calcular punto interior}
F ← punto calculado por intR
Dibujar(F )
{Avanzar por linea de raster}
intR→ avanzar 1 paso.
hasta que intR llegue al final
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{Avanzar por contorno de lineas verticales}
si intA no ha llegado al final entonces
{Avanzar por arista A}
intA→ avanzar 1 paso.
si no
{Sustituir arista A por arista C}
intA← interp. cuadra´tico que recorre la arista C (a incrementos ∆Y = 1)
fin si
si intB no ha llegado al final entonces
{Avanzar por arista B}
intB → avanzar 1 paso.
si no
{Sustituir arista B por arista C}
intB ← interp. cuadra´tico que recorre la arista C (a incrementos ∆Y = 1)
fin si
{Avanzar por arista Cuerda}
intCuerda→ avanzar 1 paso.




4.2.1. Definiciones y Herramientas a utilizar.
A continuacio´n se muestra una serie de herramientas matema´ticas que han sido
empleadas en el desarrollo del Me´todo propuesto.
Entre ellas destacar la definicio´n de 2 te´rminos propios: ”Cuerda Be´zier”, e ”Inter-
polador inverso”. Estos te´rminos (no consensuados) identifican los elementos clave
en que se basa el me´todo propuesto, y se les presta una especial atencio´n en su
definicio´n.
Curva de Be´zier Cuadra´tica.
Se toma la definicio´n parame´trica f(t) de Be´zier [Bezier67] y [Casteljau59],
haciendo referencia a sus punto de inicio, punto de control y punto final.
Si bien la definicio´n como polinomio de Be´zier es mas adecuada para realizar
ca´lculos eficientes, repetidamente se hara´ uso de la expresio´n dada por DeCasteljau,
de la cual se pueden extraer mas directamente algunas conclusiones u´tiles.
Conversio´n de Curva sobre 3 puntos a Be´zier.
En ciertas ocasiones se presenta la definicio´n de la curva a utilizar en base
a 3 puntos de la misma. Es importante aplicar una conversio´n a este caso, para
obtener una definicio´n equivalente de la curva, basada en los te´rminos definidos
como curva de Be´zier.
Se toma la definicio´n parame´trica de curva cuadra´tica que pasa por 3 puntos
conocidos. Se toma el me´todo de [Cordero02] para la conversio´n de esta curva a
una en la forma de Polinomio de Be´zier Cuadra´tico, obteniendo las referencias a
su punto de inicio, punto de control y punto final.
La aplicacio´n de este me´todo se resume en:
Dada la expresio´n de una curva como polinomio de Be´zier (basada en la ex-
presio´n de DeCasteljau)
y = t2 · x1 + t · (1− t) · x2 + (1− t)2 · x3
Conocidos los puntos x1, x2, x3, ... para cada valor de t se resuelve la ecuacio´n.
29
Se Toma ahora un punto conocido por el que pasa la curva (valor de y en dicho
punto). Se Tiene por tanto conocidos x1, y, x3, ... por lo que dado t se resuelve x2.
Fijando este valor de t, se obtiene el valor x2 como punto de control de la curva
Be´zier.
Si se trata la curva sobre 3 puntos expresada en funcio´n de un para´metro t,
como la curva que ”pasa”por el punto central dado cuando t = 0,5, y se fija este
valor en la expresio´n anterior, queda despejado el valor para x2 como punto de
control para una curva Be´zier equivalente.
Destacar que es necesario fijar un valor de t correspondiente al momento de
paso por el punto central. En nuestra aplicacio´n, se emplea t = 0,5, considerando
siempre que el punto esta´ situado a mitad de recorrido de la curva de entrada.
Superficie de Be´zier Cuadra´tica.
Se toma la definicio´n parame´trica de Be´zier [Farin88], haciendo referencia a
sus 3 ve´rtices y 3 puntos de control.
Los ve´rtices correspondera´n con los ve´rtices de sus aristas.
Los puntos de control correspondera´n con los puntos de control de sus aristas.
Cuerda sobre superficie de Be´zier. (arista central)
Cada linea de raster sera´ a su vez una curva cuadra´tica.
Para definirla es necesario conocer los puntos iniciales y finales (obtenidos al re-
correr las aristas), pero tambie´n un punto de control, que sera´ el encargado de
determinar la curvatura sobre esta linea de raster.
Se emplea una nueva linea sobre la superficie, cuya extensio´n abarque todo el
rango vertical (eje Y ) del triangulo Be´zier a representar.
Esta ”cuerda” permitira´ obtener puntos sobre la superficie a cada coordenada Y
evaluada (linea de raster).
Inicialmente se propone utilizar como ve´rtices de esta curva: el ve´rtice superior del
triangulo, el ve´rtice inferior del triangulo, y el punto sobre la superficie correspon-
diente a los para´metros s = t = 0,5 (centro de la superficie).
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As´ı mismo, para obtener una sucesio´n de puntos eficiente, se transformar´ıa la
expresio´n de esta curva a polinomio de Be´zier, para (de nuevo) aplicar el me´todo
de recorrido de aristas curvas descrito en este trabajo.
Para cada nueva linea de raster, el punto de la cuerda obtenido sera´ un punto
sobre la superficie (y por tanto punto de la curva).
Transformando de nuevo esta expresio´n de curva a la forma de Be´zier, se obtie-
nen las referencias adecuadas para realizar el recorrido de la linea de raster por el
me´todo propuesto.
Funcio´n Interpoladora Cuadra´tica inversa.
Sea la funcion g tal que:
t = g(u) : u = [0, 1]
Obteniendo la curva parametrizada como:
X = f(g(u))
A partir de la funcio´n cuadra´tica f (de 2o grado), su inversa g es una funcio´n
ra´ız con mu´ltiples soluciones. Para evitar esta situacio´n, se opta por restringir la
curvatura ma´xima de las aristas de entrada a tratar.
Esta definicio´n se complementa y detalla en las siguientes secciones.
Me´todo de diferencias avanzadas.
Se toma el me´todo de Diferencias Avanzadas [Lien87], llega´ndose a aplicar en
este caso sobre ecuaciones de grado 4. [Bartley97]
El principal intere´s en la utilizacio´n de este me´todo, es el de poder avanzar
en el recorrido de las arista, aprovechando ca´lculos anteriores, que no suponga un
calculo completo desde cero.
Este me´todo reduce dra´sticamente el coste computacional al avanzar progresiva-
mente sobre la curva.
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4.2.2. Ana´lisis de la Funcio´n Interpoladora Cuadra´tica
Inversa.
Basa´ndose en la definicio´n de Be´zier de las curvas cuadra´ticas, y aplicando el
teorema de inclusio´n, se pueden determinar en que´ casos se producen situaciones
no deseadas (mu´ltiples soluciones, sin solucio´n, etc.) [Blinn05a] [Blinn05b], y como
acotar los rangos que sean de intere´s.
Entre las propiedades de este tipo de curva se encuentra que:
La tangente en el punto inicial sigue la direccio´n del punto inicial al punto
de control.
La tangente en el punto final sigue la direccio´n del punto de control al punto
final.
La evolucio´n de la tangente es de forma lineal (al reducirse el grado de su
ecuacio´n a 1).
Este tipo de curva tienen, como ma´ximo, un u´nico punto de inflexio´n (cambio
de sentido).
Todos los puntos esta´n incluidos en el triangulo formado por los puntos
inicial, final y control.
 
Si Xctr está fuera 
del rango [Xini, Xfin] 
Xctr < Xini < Xfin 
Xini > Xfin > Xctr 
Se generan 3 tramos con 
múltiples combinaciones 
de solución. 
Soluciones a la Función 
paramétrica inversa de la curva 
según Xctr respecto a Xini e Xfin 










Única Sin Solución 
Función paramétrica 
inversa de la curva. t=f(x) 
Si Xctr está dentro 
del rango [Xini, Xfin] 
Xini < Xctr < Xfin 
Xini > Xctr > Xfin 









inversa de la curva con 
Restricciones. 
t=f(x) 
Conviene aplicar la Restricción: 
( Xini < Xctr < Xfin ) 
Ana´lisis de la curva.
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Ana´lisis de la curva. Situaciones de la solucio´n.
Situacio´n con doble solucio´n.
Visualmente se entiende que, al recorrer la curva (avanzar en el para´metro t),
los valores inicialmente se dirigen hacia el punto de control (aunque sin alcanzarlo
expl´ıcitamente), y se desv´ıan posteriormente en direccio´n al punto final.
Por tanto, para que un mismo valor sucediera 2 veces (mismo resultado para 2
posiciones de t, o lo que es lo mismo 2 posibles soluciones de t en la inversa de la
funcio´n), el recorrido deber´ıa volver sobre valores anteriores, esto es, cambiar su
sentido de avance.
Esto ocurre u´nicamente cuando la tangente inicial (direccio´n de partida) tiene
distinto signo a la tangente final (direccio´n de llegada).
Por tanto, se puede determinar y restringir la situacio´n a curvas mono´tonas.
Es fa´cilmente comprobable por medio del signo de ambas tangentes, calculadas
como la diferencia entre el punto de control y el de inicio/final respectivamente.
Restriccio´n 1.
(taninicial · tanfinal) >= 0 : (Pctrl − Pini) · (Pfin − Pctrl) >= 0
Situacio´n sin solucio´n.
En una curva sin restricciones, el rango de valores queda acotado entre el max.
y min. de los puntos inicial, final y control.
El rango natural sobre el que realizar los ca´lculos podr´ıa ser este, sin embargo,
puesto que la curva no pasa expl´ıcitamente por el punto de control, se obtendr´ıan
situaciones (posibles valores de X) sobre los que no existe una solucio´n para t.
Tratar de calcular la inversa en estos puntos carecer´ıa de sentido y utilidad.
Incluso el tener que detectar cada situacio´n tendr´ıa un coste, sin obtener con ello
un resultado aprovechable.
Se debe acotar mejor el rango a recorrer, o bien, restringir de nuevo la curva
de entrada de forma que se eviten estas situaciones.
33
Situacio´n con Infinitas soluciones.
Este tipo de situacio´n se da cuando la curva queda colapsada completamente
en una coordenada u´nica.
Por ejemplo, si la curva resulta ser una recta (aun expresada como curva
cuadra´tica), y se encuentra en la misma vertical correspondiente al punto X de
bu´squeda. En estos casos, restringir la curva carecer´ıa de sentido, puesto que no
se atender´ıan situaciones que deber´ıan (en principio) ser un problema mas simple
(rectas).
Se Puede optar por dos tratamientos:
Modificar el comportamiento del algoritmo para poder tratar con aristas
tanto curvas como rectas en un mismo problema, aplicando dos me´todos
distintos.
Modificar el problema, para poder seguir trata´ndolo como aristas curvas en
todo momento.
Una modificacio´n simple seria desplazar levemente (un delta mı´nimo) aquel
para´metro que colapse la forma propia de curva, siempre atendiendo a que
esta modificacio´n no sea perceptible en el resultado final.
Ana´lisis de la curva, en base a sus para´metros.
En base a la posicio´n del punto de control respecto a los puntos de inicio y
final, se observan 3 casos de estudio:
Punto de control situado fuera del rango [ini,fin].
Pctrl < Pini o Pctrl > Pfin
Para este ana´lisis se toman Pctrl < Pini, siendo ana´logo/sime´trico el caso con
Pctrl > Pfin
En este caso, la tangente inicial y final tienen signo contrario, por lo que se
produce un cambio de direccio´n de esta.
Dado que la progresio´n de la tangente es lineal desde t0 → taninicial hasta t1 →
tanfinal, el cambio de direccio´n (tan = 0) se producira´ en t = 0,5
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Por tanto, el punto de inflexio´n de la curva sera´ Xinfl = f(t = 0,5)
Se destacan 4 fragmentos de la curva:
a) Desde X.ini hasta X.infl : correspondiente a valores de t en el rango [0, 0,5]
b,c) Desde Xinfl hasta Xfin : correspondiente a valores de t en el rango [0,5, 1]
pudiendo dividirse en:
b) rango [Xinfl, Xini], con valores repetidos con a).
c) rango [Xini, Xfin], con nuevos valores no repetidos.
d) desde Xctrl hasta Xinfl : correspondiente a valores de X fuera de la curva (y
por tanto sin solucio´n en la funcio´n inversa)
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Resumiendo: de extremo izquiero al derecho
rango d) [Xctrl, Xinfl[ = sin solucio´n.
(no existen puntos en este rango que pertenezcan a la curva)
rango a,b) [Xinfl, Xini] = solucio´n doble.
(puntos que pertenece doblemente a la curva, dos valores de t responden a
estos valores de X)
rango c) ]Xini, Xfin] = solucio´n simple.
(puntos que pertenecen a la curva, con un u´nico valor de t correspondiente
a cada valor de X)
Punto de control situado dentro del rango [ini, fin].
Pini <= Pctrl <= Pfin
Las tangentes inicial y final tienen mismo signo, por lo que no existe cambio de
direccio´n, ni punto de inflexio´n correspondiente.
El valor de X es mono´tono (creciente/decreciente), y por tanto la inversa solo
tendra´ una u´nica solucio´n.
As´ı mismo, ambos extremos, por coincidir con los puntos inicial y final, tambie´n
tendra´n solucio´n definida.
En este caso, se puede tomar el rango [Xini, Xfin] como tramo a recorrer.
Aun en el caso en que el punto de control este´ situado sobre uno de los extre-
mos (Pctrl = Pini o Pctrl = Pfin), se tendr´ıa una tangente inicial o final nula,
pero que avanzar´ıa hacia una tangente no nula de forma lineal.
Igualmente, X ser´ıa mono´tona, y la inversa tendr´ıa una solucio´n u´nica, y quedar´ıa
definida en todo el rango.
Esta situacio´n es la mas adecuada para nuestro problema, y se puede garantizar
aplicando la:
Restriccio´n 2.
Pini <= Pctrl <= Pfin
36
Todos los puntos colapsados sobre un mismo valor.
X = Pini = Pctrl = Pfin
En esta situacio´n se no se podr´ıa determinar un valor de t concreto, ya que todos
serian validos, presenta´ndose infinitas soluciones.
La forma de acotar este caso, seria refinando la Restriccio´n 2 como:
Restriccio´n 3.
Pini <= Pctrl <= Pfin : Pini 6= Pfin
Se observar que, la Restriccio´n 3 satisface al mismo tiempo la Restriccio´n 1,
por lo que es la u´nica necesaria a observar.
En realidad, puesto que con la Funcio´n interpoladora cuadra´tica inversa solo se
pretenden obtener valores t para posiciones concretas de Y , solo es necesario com-
probar que la funcio´n es Y mono´tona, restringiendo solo en este eje (ignorando la
forma de la arista en el eje X)
Durante el recorrido de la arista de raster (horizontal), se aplica la misma res-
triccio´n, pero sobre el eje X, ignorando la forma en Y (que particularmente sera´
constante).
Para la generalizacio´n del me´todo, sera´ necesaria una primera fase de prepro-
ceso, capaz de subdividir la superficie de entrada, en otras que cumplan dicha
restriccio´n. En los test realizados, todos los tria´ngulos hacen uso exclusivo de aris-
tas que cumplen esta restriccio´n.
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4.2.3. Calculo de la Funcio´n Interpoladora Cuadra´tica
Inversa.
Calculo directo.
Aun tras acotar los rangos del problema, para asegurar soluciones existentes
y u´nicas sobre el punto a calcular, esta funcio´n sigue una distribucio´n de funcio´n
ra´ız, y hallar el valor exacto es dif´ıcilmente calculable.
Existen me´todos para ello [Dellajustina14] [Banerjee15] [Kwon08], etc. pero su
calculo (aun siendo aproximado) requiere un gran esfuerzo computacional.
Tambie´n hacer constar que estos me´todos esta´n orientados al calculo de un valor
concreto, y ante sucesivos ca´lculos (para recorrer valores contiguos de la funcio´n)
no se aprovecha el esfuerzo anterior realizado.
Es por esto que se descarto´ el uso de un calculo directo, en pro de variantes
aproximadas, pero que puedan aportar soluciones mas eficientes, y con reaprove-
chamiento de esfuerzo anterior.
Calculo por aproximacio´n polinomial.
Se presenta como alternativa la de realizar un calculo por una funcio´n de
aproximacio´n, sobre la cual se pueda hacer un recorrido aplicando te´cnicas itera-
tivas/incrementales.
Inicialmente se definio´ g (funcio´n interpoladora cuadra´tica inversa) para un
rango [0, 1], con la intencio´n de ser recorrida a intervalos constantes.
Puesto que esto es ana´logo al recorrido de una curva cuadra´tica (funcio´n f(t)) en
un mismo rango [0, 1] y a intervalos tambie´n constantes, se puede aplicar a nuestro
problema el me´todo de diferencias avanzadas, siempre y cuando nuestra funcio´n g
aproximadora tenga una forma similar, es decir un polinomio.
En general, el me´todo de diferencias avanzadas puede ser aplicado a polinomios
de cualquier grado, por lo que nuestra funcio´n aproximadora tambie´n puede serlo.
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Claramente, no es posible obtener una buena aproximacio´n de una funcio´n
ra´ız, por medio de un polinomio cuadra´tico. Por este motivo, se realizaron varios
tests, aplicando diferentes configuraciones en los para´metros y grados para tratar
de ajustarse lo ma´s posible a la funcio´n real.
En todo caso, este polinomio vendra´ siempre determinado por los propios
para´metros de la curva (Ptoinicial, Ptoctrl y Ptofinal), siendo los que variara´n
en cada aplicacio´n.
Bu´squeda del polinomio a emplear.
Tomando la expresio´n parame´trica de la curva, en base a sus extremos y punto
de control, hay que centrarse en 3 instantes destacables:
f(0) = X1 ← siendo el punto inicial.
f(0,5) = X2 ← siendo un punto por el que pasa la funcio´n.
(define la intensidad de su curvatura)
f(1) = X3 ← siendo el punto final.
Se define la inversa como:
g(X1) = 0 ← para´metro 0 en el punto inicial.
g(X2) = 0,5 ← para´metro 0.5 en el punto central.
g(X3) = 1 ← para´metro 1 en el punto final.
Se estan sustituyendo los valores por los para´metros t↔ X, esto es:
X = f(t) pasa a ser t = g(X)
Observando las restricciones descritas anteriormente, el rango queda definido
en [0, 1] y se obtiene una solucio´n u´nica para cada valor de t = [0, 1].
Por tanto, estos 3 puntos esta´n definiendo una curva de igual grado, que podr´ıa
considerarse como aproximacio´n a la inversa de la funcio´n/curva original.
Sin embargo, esta funcio´n sigue una distribucio´n de grado 2, y no funcio´n ra´ız
como corresponder´ıa a su inversa; por lo que solo se obtienen valores ”correctos”
en los puntos descritos.
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En la pra´ctica, esta curva ha sido definida por medio de un polinomio de La-
grange, siendo aplicable un recorrido por el me´todo de diferencias avanzadas.
Entre los experimentos realizados en busca de una curva (polino´mica) que
obtenga una mejor aproximacio´n a la funcio´n inversa, se opto´ por probar:
Por una parte, incrementar el grado de la funcio´n, calcula´ndose nuevos va-
lores sobre la funcio´n original, para utilizarlos como puntos de control en la
aproximacio´n.
Ejemplo. para t = 0, t = 0,25, t = 0,5, t = 0,75, t = 1
Se vario´ la distribucio´n de estos valores, de forma que trataran de forzar mas
la aproximacio´n en los rangos con mayor curvatura.
Ejemplo. para t = 0, t = 0,1, t = 0,25, t = 0,5, t = 1
Incluso se tomaron valores fuera del rango [0, 1], basa´ndose en la simetr´ıa
sobre el eje X = 0 de una funcio´n ra´ız.
Ejemplo. para t = −0,5 con valor − f(0,5)
 


































Se toman muestras en la función directa. 
Se usan las muestras para estimar la inversa. 
(Mediante un Polinomio de LaGrange grado 4) 
Este Polinomio será recorrido por el 
método de Diferencias Avanzadas. 
Estimación de la función 
paramétrica inversa de la curva. 
Estimacio´n de la funcio´n inversa de la curva.
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Tal como es conocido para los polinomios de Lagrange [Cordero02], a mayor
grado la funcio´n se vuelve mas inestable en los extremos. Es por esto que, por el
momento, se ha optado por un compromiso en cuanto a su nivel de aproximacio´n,
y estabilidad.
Finalmente, para una primera implementacio´n, se utiliza como funcio´n inversa
la aproximacio´n polinomial de Lagrange de grado 4, basada en muestras para
valores fijos del para´metro t en:
t = 0, t = 0,25, t = 0,5, t = 0,75, t = 1
A futuro se barajan implementar otras aproximaciones para obtener mejores
resultados. Posiblemente, para una curvatura positiva ma´xima seria mas conve-
niente las muestras en t = (0, 0,1, 0,3, 0,6, 1), mientras que en curvaturas negativas
la tendencia ser´ıa al contrario con t = (0, 0,4, 0,7, 0,9, 1); por lo que las muestras a




Para poner en practica lo descrito hasta el momento, se ha realizado un desa-
rrollo ba´sico del me´todo. En primer lugar, describire´ las funciones y estructuras




En general se utilizan unas estructuras de datos (y no modelo de objetos), para
emplear un modelo de memoria esta´tica, conocie´ndose de antemano su taman˜o.
Esto deber´ıa hacer mas fa´cilmente la incorporacio´n al modelo de shaders ya exis-
tente.
Ve´rtice.
Los ve´rtices, en estos tests, solo incluyen las componentes x,y. Siendo del tipo
son float 32 de bits.
En un caso mas general podra´n incluir mas para´metros (z, normal, uv, color, etc),
y ana´logamente al modelo de shaders ya existente, podr´ıan ser recibidos como un
array de datos, establecie´ndose el orden en el cual se encuentra cada uno.
Arista curva.
Estructura con 3 ve´rtices: inicio, medio/control y final.
Adicionalmente (para ayudar en la eficiencia de calculo), se tendra´n los coeficien-
tes del polinomio de Be´zier, de forma que puedan utilizarse para calcular puntos
concretos sobre la curva.
Superficie cuadra´tica.
Almacena la informacio´n de las 3 aristas curvas que definen su contorno.
Adicionalmente, se incluye la arista curva central (cuerda), la cual debe ser valida
en todo el rango Y de la superficie.
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Interpolador Cuadra´tico Inverso. (en Y )
Estructura con los datos necesarios para iterar sucesivamente por una funcio´n
cuadra´tica.
Se tendra´ el u´ltimo valor u´til, y los coeficientes de primer a cuarto orden, para
realizar un recorrido por el me´todo de diferencias avanzadas.
El valor t transcurrira´ desde 0 hasta 1, con incrementos no constantes, pero
que correspondera´n a posiciones de Y a incrementos constantes. A partir de este
valor t se pueden estimar el resto de componentes (X, Z y otros)
El valor Y transcurrira´ desde su valor inicial, con incrementos constantes (de ta-
man˜o unitario), hasta alcanzar su valor final.
Ajustando el incremento (haciendolo menor a la unidad) se pueden obtener mues-
tras ma´s pro´ximas para la aplicacio´n de te´cnicas de ”antialiasing”.
Los valores para X transcurrira´n desde su valores inicial, con incrementos no
necesariamente constantes, hasta alcanzar su valor final. Estos son estimados a
partir del valor t, y los datos generales de la arista recorrida, aplicando la formula
de Polinomio de Be´zier.
Un valor N indicara´ la cantidad de pasos o iteraciones pendientes de realizar.
Con este valor se podra´ determinar (sin errores de precisio´n) cuando el interpolador
ha concluido el recorrido por la arista.
Interpolador Cuadra´tico Inverso. (en X)
Se utiliza la misma estructura que el ”Interpolador Cuadra´tico Inverso (en Y )”.
U´nicamente se diferencia en la funcio´n que inicializa la estructura, haciendo que
los incrementos constantes se produzcan sobre la componente X, para un recorrido
en horizontal, quedando el valor para Y estimado a partir del para´metro t, como
con el resto de componentes.
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Funciones.
Las funciones se basara´n en la manipulacio´n de las estructuras de datos antes
mencionadas.
Funciones de Interpolacio´n Cuadra´tica Inversa.
interp_init_y
Entrada: Una arista curva.
Salida: Un interpolador cuadra´tico inverso (en Y ) inicializado.
En base a los valores de entrada, se estimara´n los coeficientes de la funcio´n de
aproximacio´n inversa. (para la curva en Y )
En base a la longitud (en Y ), se determinara´ el numero de pasos a realizar y a
partir de estos, los valores iniciales e incrementos para un recorrido por el me´todo
de diferencias avanzadas.
interp_init_x
Entrada: Una arista curva.
Salida: Un interpolador cuadra´tico inverso (en X) inicializado.
En base a los valores de entrada, se estimara´n los coeficientes de la funcio´n de
aproximacio´n inversa. (para la curva en X)
En base a la longitud (en X), se determinara´ el numero de pasos a realizar y a
partir de estos, los valores iniciales e incrementos para un recorrido por el me´todo
de diferencias avanzadas.
interp_step
Entrada: Interpolador cuadra´tico inverso (sera´ modificado)
Realizara´ un paso en el recorrido por el me´todo de diferencias avanzadas.
Con esto quedara´ actualizado el valor de t.
Con esto quedara´ decrementado el valor N de pasos restantes.
44
interp_calc
Entrada: Interpolador cuadra´tico inverso.
Entrada: Arista curva.
Salida: Ve´rtice.
Se calculara´n todos los componentes de un ve´rtice, en base a la arista curva y el
valor t actual del interpolador cuadra´tico inverso.
Se utilizara´ (para cada componente) la funcio´n auxiliar curve_calc. Por tanto,
todos los componentes son estimados por calculo directo.
En futuras implementaciones, se propone ampliar la estructura del interpolador
cuadra´tico inverso, de forma que tambie´n aproxime por una funcio´n inversa itera-
ble por diferencias avanzadas, cada uno de los componentes.
Esto requerira´ algo ma´s de espacio en memoria, ca´lculos adicionales en la inicia-
lizacio´n del interpolador, y lo har´ıa dependiente a la cantidad de componentes de
entrada. Sin embargo, reducir´ıa notablemente los ca´lculos de las componentes a
cada iteracio´n.
Al presentarse en el marco de una fase de raster programable, la decisio´n final
queda en manos del usuario.
interp_end
Entrada: Interpolador cuadra´tico inverso
Salida: Boleano indicando si la interpolacio´n ha llegado a su fin.
Ba´sicamente comprueba si el valor N del interpolador es 0.
En cualquier caso, la salida es falsa, indicando que aun no se ha alcanzado el final,




Entrada: Vertices A, B y C
Entrada: Vertices control AB, BC, CA
Salida: Superficie cuadra´tica
Dados los ve´rtices de esquina y control de entrada, quedara´n definidas las 3 arista
de contorno.
Se definira´n de forma que las arista A y B sean las que comiencen mas arriba
(Ymin), siendo la tercera arista C, la que sustituya a la mas corta de las anteriores
durante el rasterizado, hasta alcanzar el punto mas bajo (Ymax).
Por medio de la funcio´n auxiliar surface_central_point se calculara´ el punto
centro sobre la superficie.
Empleando el ve´rtice mas alto (Ymin), el ve´rtice mas bajo (Ymax) y este punto
central, y por medio de la funcio´n auxiliar curve_trought_points se calculara´ la
arista curva central.
Con esta informacio´n se tiene preparada la superficie para ser rasterizada.
Funciones auxiliares
curve_calc_point
Entrada: Coeficientes polinomio Be´zier: A,B,C
Entrada: Valor t
Salida: Valor interpolado sobre la curva, en t
En base al valor t se estimara´ por calculo directo, el valor interpolado sobre la
curva cuadra´tica con los coeficientes de entrada: A,B y C.
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surface_central_point
Entrada: Superficie cuadra´tica (ignorando cuerda central)
Salida: Vertice
Tomando como definicio´n de superficie los ve´rtices y puntos de control, se calcula
un punto sobre la superficie centrado (s = t = 0,5).
A futuro se calcular´ıan todos los componentes del ve´rtice (por el momento, solo
X,Y,Z).
curve_trought_points
Entrada: Arista curva (con punto de control ’falso’, sobre la curva)
Salida: Arista curva (con punto de control ’verdadero’, definiendo curva Be´zier)
Se reciben los ve´rtices de inicio y fin de la curva, y un punto sobre la misma (cen-
tral t = 0,5).
Este punto sobre se recibe como vertice de control, aunque realmente no lo es.
En base a estos 3 puntos sobre la curva, se calcula el punto de control equivalente.
Se obtiene, por tanto, el punto de control real que, junto con los puntos inicio y fin,
determinan una curva cuadra´tica que pasa por los 3 puntos iniciales de entrada.
Esta funcio´n sera´ empleada para calcular la curva de rastreo (horizontal), que sera´
recorrida.
Tambie´n sera´ empleada para calcular una curva central sobre la superficie, a partir
de un punto sobre la superficie.
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Otras funciones ana´logas.
A fin de poder realizar mu´ltiples pruebas de forma automatizada y comparar
los resultados contra me´todos lineales mas habituales, se han generado las siguien-
tes funciones.
interp_lineal_init_y
Entrada: Una arista curva. (se ignora el punto de control)
Salida: Un interpolador lineal inverso (en Y ) inicializado.
En base a los valores de entrada, se estimara´n coeficientes lineales, valor inicial e
incremento constante para un recorrido por el me´todo de diferencias avanzadas.
En base a la longitud (en Y ), se determinara´ el numero de pasos a realizar.
En este caso (al ser lineal), se tendra´ un u´nico coeficiente de incrementos.
interp_lineal_init_x
Ana´logo a la funcio´n interp_lineal_init_y, pero en base a la longitud en X.
render_lineal
Entrada: 3 vertices y 3 vertices de control (los vertices de control son ignorados)
Ana´loga a la funcio´n render, pero en su lugar empleara´ interpoladores inversos
lineales, de forma que se obtendra´ una representacio´n plana de la superficie defi-
nida por los 3 ve´rtices.
Al admitir los mismo para´metros de entrada, se podra´ comparar un mismo caso
con su versio´n cuadra´tica.
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4.3.2. Aplicacio´n de Laboratorio.
Este conjunto de funciones a sido integrado dentro de una aplicacio´n (Evalua-
dor) que las controla y hace uso de ellas.
Pueden ver una versio´n de Pseudoco´digo en capitulo ”Propuesta de Me´todo”.
Una primera implementacio´n, para facilitar la validacio´n del me´todo, ha sido
realizada por medio de la tecnolog´ıa de Adobe Flash y su lenguaje AS3.
Esta v´ıa genero´ una aplicacio´n interactiva, con la que se puede fa´cilmente alterar
los valores de entrada al problema, as´ı como ciertos factores de entorno, como el
taman˜o del canvas de trabajo.
Si bien la velocidad de ejecucio´n no es su principal caracter´ıstica, permite com-
probar si la programacio´n introducida sigue correctamente las pautas del me´todo
descrito.
Se obtiene as´ı mismo una salida visual de su ejecucio´n, pudiendo percibir la forma
en que afectan al resultado los errores por aproximacio´n de la inversa, e incluso
errores por precisio´n de los datos manejados.
Aplicacio´n gra´fica interactiva. (Flash/AS3)
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Para la implementacio´n final, el lenguaje utilizado ha sido C++, tratando en
todo momento de no hacer uso de librer´ıas externas, de forma que el nu´cleo del
me´todo quede lo mas limpio e independiente posible.
Esta implementacio´n (por defecto) no genera ninguna imagen de salida, y es
utilizada u´nicamente para el propo´sito de medir el consumo de recursos, principal-
mente tiempo.
Se controla mediante paso de para´metros por linea de comandos, por medio de los
cuales se pueden establecer diferentes configuraciones con las que operar.
Se controlan las dimensiones del problema, para´metros de entrada y precisio´n re-
querida en las mediciones de tiempo.
En caso de querer obtener una imagen de salida (especificando para´metro -o),
esta es guardada en formato .pgm en escala de gris.
Opciones parametrizables
Concretamente se dispone de las siguiente opciones:
Espacio de trabajo (-c canvas):
Establece el a´rea o extensio´n sobre el que se representa el triangulo a evaluar.
Hace referencia al lado de la imagen cuadrada sobre la que dibujar la figura. A
mayor taman˜o, mayor nivel de detalle se podra´ observar.
Las coordenadas de entrada (expresadas en forma cano´nica) se escalara´n a este
espacio antes de comenzar la evaluacio´n del caso.
Repeticiones (-r repeat):
Puesto que el proceso se estima se complete en un margen de tiempo muy
pequen˜o, las mediciones de su duracio´n pueden resultar imprecisas.
Para ampliar esta precisio´n, se repite el mismo caso repeat veces, midiendo el
tiempo total, y posteriormente obteniendo la duracio´n unitaria del caso.
La aplicacio´n del taman˜o del canvas (escalado desde coordeandas cano´nicas) se
realiza antes de comenzar la medicio´n, para que no sea contabilizado como tiempo
de calculo. La preparacio´n de los interpoladores si se contempla como parte del
coste del proceso.
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Me´todo a emplear (-m me´todo):
Por medio de este para´metro se podra´ emplear una u otra implementacio´n,
para comparar resultados.
Los valores aceptados sera´n: lineal y quad.
lineal Me´todo por interpolador lineal cla´sico, con subdivisio´n jera´rquica.
Se observara´ el para´metro (-l nivel), dibujando el triangulo final de forma
lineal.
quad Me´todo por interpoladores cuadra´ticos inversos.
(me´todo objetivo del presente trabajo)
Para´metro nivel (-l nivel):
Indica el nivel de subdivisio´n jera´rquica que se aplicara´ al triangulo inicial.
A cada nivel se generara´n 4 tria´ngulos, calculando puntos sobre las curvas y nuevos
puntos de control para continuar con siguientes niveles de subdivisio´n.
Por tanto, la cantidad de tria´ngulos finales a dibujar sera´ de 4nivel.
Caso a evaluar (input):
Se indican las coordenadas (X,Y ) de cada ve´rtice y punto de control.
Se esperan que el orden de estos puntos sea el adecuado, concretamente comen-
zando por el ve´rtice superior, ve´rtice final de la arista izquierda, ve´rtice final de
la arista derecha; el punto de control a la arista izquierda, punto de control de la
arista inferior, y punto de control de la arista derecha.
Resultado (output):
Se generara´ una l´ınea de salida, resumiendo los para´metros e indicando la
medicio´n de tiempo obtenida:
output: lineal, 0, 256, 100, 13778, 73.7152, 0.737152
Correspondiendose con la informacio´n de:
me´todo, nivel de subdivisio´n, canvas, num.repeticiones, puntos calculados,
tiempo total y tiempo individual (en milisegundos).
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Aplicacio´n de proceso en lote.
Como apoyo, se ha generado una aplicacio´n para lanzar casos y configuraciones
de forma automatizada. Es u´til para probar diferentes configuraciones, y al mismo
tiempo poder repetir el mismo experimento con otros para´metros.
Esta aplicacio´n toma una serie de ”casos” desde un archivo de texto con coorde-
nadas previamente generadas. (ver a continuacio´n) Permite comparar la variacio´n
de comportamiento respecto a para´metros como el taman˜o de canvas o el me´todo
empleado.
Procesa todos los casos sobre una misma configuracio´n, obteniendo los tiempos
individuales de estos, y calculando finalmente el tiempo medio, ma´ximo y mı´nimo.
Genera una l´ınea de salida con los resultados, junto con la combinacio´n de para´me-
tros empleados. (taman˜o de canvas, me´todo, repeticiones, tiempos y numero de
casos evaluados.
comando:
batch -c 100 -m lineal -r 100 casos.txt
Utilidad de generacio´n de casos.
Esta utilidad se emplea para preparar un conjunto de datos de entrada (coor-
denadas) aleatorio, para ser evaluadas posteriormente.
para´metros: numero de muestras a generar.
Cada linea representa un caso, genera´ndose las coordenadas de 3 ve´rtices y
3 puntos de control. Las coordenadas esta´n expresadas en forma cano´nica [0..1],
para ser independientes del canvas utilizado en su evaluacio´n.
En todo momento, se generan puntos de control que observen las restricciones
del problema: Ve´rtices de control dentro de la caja de contorno de los extremos de





Con las herramientas descritas en el capitulo anterior, se ha procedido a realizar
una serie de experimentos, variando para´metros tales como el taman˜o de canvas,
me´todo a emplear y coordenadas de entrada.
Los diferentes me´todos llegan a calcular los valores de coordenada X e Y , tal
como quedar´ıan dispuestas para enviarlas a la siguiente fase de render (Fragment
Shader), pero sin llegar a realizar ninguna operacio´n de dibujado propiamente.
No se ha realizado ninguna medicio´n sobre el requerimiento de memoria, ya
que, todos los me´todos emplean estructuras de datos esta´ticas, no aumentando en
ningu´n momento, siendo independientes a la situacio´n o taman˜o del canvas.
La ejecucio´n es lineal, sin aplicar ningu´n tipo de optimizacio´n ni paralelizacio´n
de tareas. Esto situ´a a ambos me´todos en un marco similar de recursos disponibles.
Se han preparado dos bloques de muestras a analizar, compuestas por 100 con-
juntos de coordenadas. Estas fueron obtenidas a trave´s de la utilidad de generacio´n
de casos expuesta en el capitulo anterior, la cual provee un conjunto de coordena-
das aleatorias, pero atendiendo a las restricciones iniciales descritas.
As´ı se presentan todo tipo de casos, desde pol´ıgonos con una mayor superficie,
otros mas ”estilizados” y combinando situaciones con aristas de mayor o menor
nivel de curvatura.
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Para cada conjunto de cada bloque, se lanzo´ el algoritmo variando el taman˜o
de canvas en los valores: 256, 512, 1024, 2048 y 4096.
Por tanto, los resultados son la media de 1000 casos por algoritmo, con un total
de 12000 experimentos.
Esto pretende exponer los casos a situaciones de estre´s, al requerir la generacio´n
de un gran nu´mero de puntos de salida.
En las mismas condiciones se han ejecutado las muestras para los algoritmos:
interpolacio´n cuadra´tica: me´todo propuesto.
lineal: empleando u´nicamente los ve´rtices del patch.
subdivisio´n recursiva: generando nuevos puntos sobre la curva, y lanzando 4
tria´ngulos independientes (que a su vez pod´ıan volver a ser subdivididos
recursivamente).
Se han empleado desde 1 a 10 subdivisiones.
(Llega´ndose a generar ma´s de 1 millos de tria´ngulos)
Para obtener una mejor estimacio´n del tiempo empleado, cada ejecucio´n consto´
de 100 repeticiones del mismo caso.
El equipo empleado contaba con un procesador Intel Core i7-4960HQ 2.6GHz co-
rriendo sobre entorno Windows 8.1 Pro.
En las mediciones solo se tiene en cuenta el tiempo empleado para el me´todo
en s´ı, sin incluir la lectura y escalado de las coordenadas de entrada al taman˜o de
canvas indicado en el experimento.
Al comparar el me´todo de subdivisio´n, se tiene en cuenta la generacio´n de las
nuevas coordenadas, puesto que serian unos ca´lculos iniciales no necesarios para
el me´todo propuesto. Comu´nmente esta subdivisio´n se realiza en fases previas del
pipeline, o de forma paralela.
En general, se emplea como marco de referencia los resultados del algoritmo
de subdivisio´n aplicando un nivel 10.
Esta situacio´n genera una cantidad enorme de tria´ngulos a dibujar, llegando a
representar cada uno un u´nico p´ıxel, tomandose como un me´todo que genera la
imagen de mayor precisio´n, siendo por contra la menos eficiente.
En la situacio´n extrema, en un canvas de 256x256 solo existen un ma´ximo de 65.536
p´ıxeles a cubrir, por lo que el generar ma´s de un millo´n de tria´ngulos sobrepasa




De las mediciones obtenidas se muestran a continuacio´n los tiempos medio de
las ejecuciones dentro de una misma configuracio´n.
Los tiempos hacen referencia a milisegundos, con una precisio´n de al menos
mile´simas, para una u´nica ejecucio´n del me´todo.
(precisio´n de 2533207 ticks/sec = 0.000394757ms evaluando sobre 100 casos)
Esta´n sen˜alados los casos en que la subdivisio´n recursiva tiene un coste mayor que
empleando el me´todo propuesto.
me´todo 256 512 1024 2048 4096
lineal 0.2982 1.1310 4.5696 17.9516 73.0835
1 sdiv 0.3249 1.2455 4.8760 18.4243 73.1023
2 sdiv 0.4207 1.3725 5.1482 19.3865 75.1276
3 sdiv 0.5869 1.6716 5.7567 20.4531 76.5365
4 sdiv 1.0789 2.4621 7.1241 23.1178 81.8947
5 sdiv 2.2735 4.4088 10.4634 29.4171 93.0096
6 sdiv 5.6611 8.9390 16.9754 40.1351 116.3750
7 sdiv 17.1670 22.1599 35.3551 69.2826 159.6840
8 sdiv 49.9626 58.1822 76.6251 121.8010 267.4650
9 sdiv 136.7130 136.4400 158.5980 211.2440 457.3470
10 sdiv 541.7340 546.7540 548.9780 637.6560 848.4090
quad 0.4451 1.6584 6.3097 24.6395 96.9871
Tiempos de Ejecucio´n. (en ms.)
Podemos observar que, a pesar de realizar ca´lculos mas complejos, el me´todo
propuesto au´n puede aventajar al de subdivisio´n a ciertos niveles.
En general los tiempos de ejecucio´n han sido menores que a nivel de subdivisio´n 3
y 6, para resoluciones bajas y altas respectivamente.
Tomando como referencia subdivisio´n a nivel 10 (con mas de 1 millo´n de
tria´ngulos), el me´todo propuesto en altas resoluciones representa poco mas del
10 %, y en bajas resoluciones a penas un 0.1 %, debido en gran parte (y como se
analizara´ mas tarde) al ajuste de los ca´lculos en base a la resolucio´n de salida,
frente a la gran redundancia de ca´lculos del me´todo de referencia.
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5.2.2. Similitud de Imagen.
As´ı mismo, se realizo´ una comparacio´n entre ima´genes generadas por el me´todo
propuesto y cada caso de nivel de subdivisio´n, con la intencio´n de poder establecer
un nivel de similitud entre ellas.
En general, ante escenarios de baja resolucio´n (canvas 256 o 512), bajos niveles
de subdivisio´n ya consiguen un resultado visual aceptable y altamente similar al
generado por el me´todo propuesto.
Sin embargo, en escenarios de mayor resolucio´n (canvas 2048 o 4096), es preciso
aumentar el nivel de subdivisio´n a emplear.
 
Comparativa Visual de los Resultados. 








(> millón triángulos) 





Imagen obtenida aumentando el nivel de subdivisio´n.
En la siguiente tabla se muestra el porcentaje de similitud entre las ima´genes
generadas por los diferentes me´todos (propuesto y subdivisio´n a varios niveles),
respecto a la imagen obtenida por subdivisio´n a nivel 10, que se toma como refe-
rencia de mejor representacio´n de la figura.
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me´todo 256 512 1024 2048 4096
lineal 57.9410 % 57.5333 % 57.3262 % 56.1581 % 54.6012 %
1 sdiv 57.9410 % 57.5333 % 57.3262 % 56.1581 % 54.6012 %
2 sdiv 77.7760 % 79.9828 % 81.6062 % 79.8486 % 77.9490 %
3 sdiv 78.7628 % 80.7614 % 82.4000 % 81.0587 % 79.3740 %
4 sdiv 81.3701 % 81.6516 % 82.4827 % 81.1648 % 79.5540 %
5 sdiv 87.1318 % 83.7704 % 83.4063 % 81.1573 % 79.5511 %
6 sdiv 91.7213 % 89.3844 % 84.9050 % 82.2365 % 79.5197 %
7 sdiv 94.7098 % 93.1466 % 90.5781 % 83.3722 % 80.6288 %
8 sdiv 98.4003 % 96.3603 % 94.1591 % 89.0097 % 81.6454 %
9 sdiv 99.5177 % 99.4089 % 97.2609 % 93.6945 % 87.3687 %
quad 81.0416 % 85.0662 % 87.3257 % 84.1072 % 83.0878 %
Cuadro 5.1: % Similitud de imagenes respecto a subdivisio´n 10.
En general, la similitud es mayor conforme se aumenta el nivel de subdivisio´n.
Cuanto mayor es la resolucio´n de la imagen, los errores representan un porcentaje
menor de diferencia, pudie´ndose medir con mas precisio´n.
Hacer constar que debido al uso de una ecuacio´n inversa por aproximacio´n
(ver apartado 4.2.3), la curva obtenida no es completamente correcta, por lo que
tambie´n presenta diferencias de forma respecto a las ima´genes de referencia.
Se observa que el me´todo de triangulo simple presenta un grado de similitud
bajo (entre el 54 % y el 58 %), dejando claro que no es una buena aproximacio´n a
una superficie curva.
Para alcanzar representaciones curvas mas ajustadas es necesario emplear ni-
veles de subdivisio´n entre 5 y 6 en resoluciones bajas (con similitudes en torno
al 87 % y 89 %), llegando a ser necesarios niveles por encima de 7 en resoluciones
altas para alcanzar similitudes que superan el 90 %.
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5.2.3. Redundancia en los ca´lculos.
Uno de los principales objetivos al realizar la propuesta del me´todo, era el de
poder ajustar los ca´lculos realizados a la resolucio´n de salida.
De esta forma se evitan fases previas para ajustar el proceso, y se asegura que en
cualquier situacio´n, la suavidad de la curva no se viera interrumpida, y que no se
realizase proceso por encima de las necesidades.
A este respecto, se han obtenido medidas de la cantidad de puntos finales cal-
culados (y que posteriormente se convertira´n en instancias de proceso para la fase
de Fragment Shader).
Se muestra a continuacio´n los valores medios de generacio´n de puntos de los
experimentos realizados:
me´todo 256 512 1024 2048 4096
lineal 8350 33268 132707 529989 2118999
1 sdiv 8536 33734 134808 538030 2151202
2 sdiv 8672 33916 135301 540235 2159083
3 sdiv 8820 34076 135732 541187 2162640
4 sdiv 8943 34178 136355 542625 2164614
5 sdiv 9616 35729 136647 545030 2170143
6 sdiv 13542 38428 142907 546285 2179636
7 sdiv 26008 54139 153711 571301 2184439
8 sdiv 65536 104032 216544 614723 2285807
9 sdiv 262144 262144 416128 866169 2458829
10 sdiv 1048576 1048576 1048576 1664511 3464605
quad 8514 33879 135332 540588 2161759
Cuadro 5.2: Volumen medio de puntos calculados.
El me´todo de subdivisio´n consigue una mayor definicio´n del contorno en base
a dividir el problema hasta que este sea suficientemente pequen˜o como para no
percibir discontinuidades.
Sin embargo, esto lleva a la generacio´n de una cantidad enorme de subprocesos,
que en muchos casos aportan muy poco a la solucio´n final, puesto que a menudo
coinciden entre s´ı.
En un caso extremo, en un entorno cuadrado de 256 por 256 p´ıxeles, una fi-
gura con un nivel de 10 subdivisiones, llega a generar mas de 1 millo´n de tria´ngulos.
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Pra´cticamente la totalidad de estos afectara´n u´nicamente a 1 p´ıxel de la ima-
gen final, pero teniendo en cuenta que (au´n cuando la figura ocupara todo el a´rea
visible) no se disponen de ma´s de 65536 p´ıxeles, pra´cticamente cada tria´ngulo ge-
nerado estar´ıa sobrescribiendo el mismo punto al menos 16 veces. (si no se cubre
todo el a´rea, la repeticio´n ser´ıa au´n mayor)
Aqu´ı es donde reside la fuerza del me´todo propuesto, al tratar de evitar (en la
medida de lo posible, au´n sin haber sido optimizado) la duplicidad en el calculo
de puntos de salida.
me´todo 256 512 1024 2048 4096
lineal 101.97 % 101.84 % 101.98 % 102.00 % 102.02 %
1 sdiv 99.75 % 100.43 % 100.39 % 100.48 % 100.49 %
2 sdiv 98.18 % 99.89 % 100.02 % 100.07 % 100.12 %
3 sdiv 96.54 % 99.42 % 99.71 % 99.89 % 99.96 %
4 sdiv 95.20 % 99.13 % 99.25 % 99.62 % 99.87 %
5 sdiv 88.54 % 94.82 % 99.04 % 99.18 % 99.61 %
6 sdiv 62.87 % 88.16 % 94.70 % 98.96 % 99.18 %
7 sdiv 32.74 % 62.58 % 88.04 % 94.62 % 98.96 %
8 sdiv 12.99 % 32.57 % 62.50 % 87.94 % 94.57 %
9 sdiv 3.25 % 12.92 % 32.52 % 62.41 % 87.92 %
10 sdiv 0.81 % 3.23 % 12.91 % 32.48 % 62.40 %
Cuadro 5.3: % de puntos ca´lculados por el me´todo propuesto.
En esta tabla se muestra en porcentaje la proporcio´n de puntos generados por
el me´todo propuesto, en contraposicio´n a la subdivisio´n a varios niveles.
Podemos observar como la cantidad de puntos generados es muy similar respecto
a los primeros niveles de subdivisio´n, y como a partir de un punto la diferencia es
mas notable.
Esto se debe al alcanzar el momento en que las subdivisiones comienzan a
generar puntos duplicados, y a realizar proceso no efectivo, mientras que el me´todo
propuesto se contiene en generar solo los puntos necesarios.
A resoluciones mayores este momento de redundancia se retrasa hasta niveles
de subdivisio´n mas altos, pero au´n as´ı, el me´todo propuesto genera al menos un
40 % menos de puntos (incluso mas de un 65 % menos en resoluciones medias).
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5.3. Valoracio´n
Como se puede observar en la siguiente gra´fica, el me´todo lineal siempre es
mas ra´pido que el resto. As´ı mismo, este me´todo es el que peor se aproxima a una
l´ınea o superficie curva. Para mejorar la apariencia de la figura a representar se
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Comparativa en Tiempos de Ejecucio´n.
Comparando los tiempos para niveles de subdivisio´n mayor, claramente se ob-
serva como estos se incrementan, pero son admitidos en pro de una mejor aproxi-
macio´n. El nivel de subdivisio´n debe ser aplicado en funcio´n del taman˜o y curvatura
a mostrar, pudiendo ser necesario generar niveles de subdivisio´n altos. Si bien esta
aproximacio´n es pra´cticamente indistinguible de una curvatura real, se genera un
gran volumen de tria´ngulos a representar, con tendencia a cubrir individualmente
un a´rea ı´nfima.
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Con el me´todo propuesto, esta aproximacio´n se hace invariable al taman˜o, ge-
nerando en cualquier caso una aproximacio´n continua a la curva.
Se observa que el tiempo de ejecucio´n es similar (o sensiblemente inferior) a me´to-
dos con niveles de subdivisio´n medios.
De media, el me´todo propuesto aventaja al uso de subdivisio´n con niveles 3 en
adelante. En escenarios de alta resolucio´n, al cubrir un a´rea mayor, el tiempo au-
menta, pero tambie´n cabe destacar en estos casos la necesidad de emplear mayores
niveles de subdivisio´n para obtener representaciones equivalentes con las te´cnicas
habituales.
El me´todo propuesto es ventajoso comparado con subdivisio´n a niveles 5 y 6
(y superiores). Por tanto, cabe tener en consideracio´n el me´todo propuesto, sobre
todo ante superficies que cubran grandes a´reas, o cuando se requieran ima´genes
de alta resolucio´n.
Las ventajas e inconvenientes de cada me´todo pueden definirse en base a cua-
tro escenarios principales:





poco recorrido por interpolacio´n
quad
preparacio´n constante (mayor)
poco recorrido por interpolacio´n
lineal (baja precisio´n)
baja preparacio´n preproceso
mucho recorrido interp. lineal
quad
preparacio´n constante (mayor)





poco recorrido por interpolacio´n
quad
preparacio´n constante (menor)
poco recorrido por interpolacio´n
lineal
mucho preproceso (mayor)
mucho recorrido interp. lineal
quad
preparacio´n constante (menor)
mucho recorrido (a mayor coste)
Cuadro 5.4: Comparacio´n de Me´todos segu´n Escenario
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En general, el me´todo de subdivisio´n se ve afectado por el coste de una pre-
paracio´n previa (la subdivisio´n) que aumenta conforme se requiere mayor precisio´n.
En este aspecto, el me´todo propuesto mantiene un coste constante en esta fase,
que si bien es mayor comparado con niveles de subdivisio´n bajos, ofrece ventaja
cuando se compara con niveles de subdivisio´n altos.
Respecto a esto, el me´todo propuesto aventaja al cla´sico en las situaciones de altos
niveles de subdivisio´n o requisito de suavidad en la curva a obtener.
Por otra parte, una vez realizadas las tareas de preparacio´n, ambos me´todos
se basan en avanzar recorriendo la superficie por medio de interpolaciones con di-
ferencias avanzadas.
El me´todo lineal tiene un coste mucho menor (grado 1) frente al me´todo pro-
puesto (que emplea ecuaciones de grado 4), por lo que en el momento de recorrer
el interior de las figuras este ultimo tienen un coste mayor. Esto es especialmente
apreciable en casos de a´reas extensas.
Se puede concluir con la observacio´n de que el me´todo propuesto tiene ciertas
ventajas ante niveles de alta subdivisio´n, pero su alto coste de recorrido por inter-
polacio´n (frente al lineal), puede penalizarlo cuando tiene que cubrir grandes a´reas.
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En resumen:
Los tiempos de ejecucio´n obtenidos comparados al uso de tria´ngulos simples
es lo´gicamente mayor, pero al enfrentarse con niveles de subdivisio´n mas altos (en
busca de una mejor representacio´n de la superficie curva) podemos observar que
se obtiene un cierto beneficio.
La precisio´n (y similitud respecto a subdivisio´n nivel 10) de las ima´genes resul-
tantes no alcanzar a ser suficiente, no tanto por la suavidad del contorno mostrado,
si no por la desviacio´n de estas respecto de una curva perfectamente calculada.
Por esto se presenta necesario estudiar nuevas formas de realizar los ca´lculos
de forma mas adecuada.
En cuanto al aprovechamiento de los ca´lculos realizados, y dado que el objetivo
del me´todo propuesto era ajustarse a la resolucio´n de salida, se observa una gran
ahorro. La reduccio´n de puntos redundantes ya supone por s´ı mismo una menor
carga de trabajo para las siguientes fases del pipeline (Fragment Shader, etc), y
por tanto un ahorro de recursos y energ´ıa.
Ante una fase de Raster Shader programable por el usuario soportada por el
hardware gra´fico, ser´ıa susceptible de aplicarse tambie´n otras optimizaciones y pa-
ralelizacio´n al me´todo propuesto, haciendo uso de los recursos que en este entorno
se presentan.
Indicar que, aunque en los tests realizados no ha empleado ningu´n tipo de op-
timizacio´n, la subdivisio´n aprovecha (hoy por hoy) la posibilidad de tratar cada
tria´ngulo de forma paralela.
El me´todo propuesto tambie´n podra´ aprovechar las de unidades de proceso que se
asignen a tareas de Raster.
Cabe esperar que, tras perfeccionar y optimizar el me´todo, se obtengan resul-




6.1. Continuacio´n de los Trabajos
El desarrollo expuesto es una experiencia inicial sobre el problema presentado.
Sobre este trabajo caben futuras ampliaciones y mejoras, entre las que planteo las
siguientes:
6.1.1. Comprobacio´n de aristas rectas.
En la situacio´n en que alguna de las aristas no tuviera curvatura, esto es, fue-
sen lineas rectas, seria interesante detectar este hecho y emplear para su recorrido
un algoritmo lineal.
Esto evitar´ıa la necesidad del calculo y recorrido de la funcio´n interpoladora in-
versa.
6.1.2. Comprobacio´n de la monoton´ıa de las aristas.
(y subdivisio´n de aristas y/o superficie en caso necesario)
En los test expuestos, los casos siempre entran dentro de las restricciones des-
critas. Sin embargo, para permitir aplicar esta te´cnica a situaciones mas generales
sera´ preciso detectar si se encuentra ante un caso que no cumpla las restricciones.
En caso negativo, concretamente en el caso en que la arista tenga una curvatura
excesiva, se encontrar´ıa con que la funcio´n no es mono´tona en el eje a recorrer,
obteniendo grandes errores en la aplicacio´n del me´todo.
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Una primera solucio´n propuesta es la de dividir dicha arista en su punto de in-
flexio´n. Esto generara´ dos nuevas aristas, en cuyo rango s´ı se cumple la monoton´ıa
en el eje. Para realizar esta operacio´n planteo el uso de los estudios de DeCasteljau
en cuanto a la subdivisio´n de una curva en un punto aleatorio. [Alois12]
Posteriormente, y puesto que la arista dividida forma parte del contorno de
una superficie, cabria estudiar la forma en la que esta superficie queda igualmente
dividida. En general, se hace necesario comprobar que esta divisio´n genere siempre
aristas que mantengan la monoton´ıa.
Tambie´n es valorable la posibilidad de realizar una subdivisio´n esta´tica de la
superficie en una fase previa, asegurando as´ı siempre la monoton´ıa de las aristas,
y evitando la convivencia de diferentes topolog´ıas finales.
6.1.3. Adaptacio´n de la direccio´n de raster.
En general, las lineas de raster se tratan horizontalmente.
En nuestro caso, a cada nueva linea de raster, se habra´ realizado un avance en
ambas aristas laterales (contorno), y en la cuerda de superficie. A partir de estos
puntos se genera la curva de raster horizontal, sobre la cual se calcula su funcio´n
interpoladora inversa, para que su posterior recorrido de la linea de raster tiene
un coste menor.
Este calculo inicial por cada linea de raster es notable, y conviene reducirlo al
ma´ximo. Una forma de mejorar este comportamiento es plantear el uso de lineas
de raster verticales.
Ante tria´ngulos con poca variacio´n vertical (frente a su amplitud horizontal)
se obtendra´n mejores resultados, al trazarse un nu´mero menor de lineas de raster.
Sin embargo, en funcio´n de la amplitud horizontal y vertical del triangulo a tratar
se puede escoger una u otra direccio´n de raster.[Hersch88]
De esta forma, siempre se generara´n el menor nu´mero de lineas de raster po-
sible, minimizando los costes de preparacio´n de su interpolador.
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6.1.4. Nuevas funciones de aproximacio´n.
La funcio´n de aproximacio´n empleada en los tests adolece de problemas de pre-
cisio´n, ba´sicamente por la imposibilidad o alto coste de obtener resultados exactos.
Sin embargo, se pueden tratar de buscar nuevas funciones de aproximacio´n, o va-
riar las condiciones actuales que se utilizan para la aproximacio´n presentada.
Aproximar con la combinacio´n lineal de mu´ltiples funciones poli-
nomiales.
Se podr´ıan buscar 2 o mas funciones polinomiales que, combinadas linealmente
(en base al valor t a calcular en cada paso), y dando mayor peso a la funcio´n que
mejor se aproxime en ese punto, resulten en una mejor funcio´n de la inversa.
Aproximar con polinomio de lagrange, con referencias variables.
Esto es, no tomar como referencia unos puntos fijos (t = 0/0,1/0,3/0,6/1,0),
ya que estos puntos de referencia pueden ser adecuados ante una curvatura dada,
pero desastrosos ante otra opuesta.
Sera´ necesario estudiar la distribucio´n adecuada a tomar para estas de referencias,
en base a la curvatura original del caso; que ba´sicamente estar´ıa dada en funcio´n
al punto de control.
Un punto de control centrado (con valor al 50 % entre el valor inicial y final)
expresar´ıa una distribucio´n lineal, pudie´ndose tomar puntos de referencia centra-
dos y equiespaciados. Un punto de control mas pro´ximo a al inicio requerir´ıa mayor
concentracio´n de puntos de control en ese rango; y a la inversa ante un punto de
control mas pro´ximo al valor final, dado que representa una curvatura en sentido
contrario (co´ncava vs convexa).
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6.2. Ampliaciones y Avances a Explorar
El me´todo presentado se centra en un caso concreto y restringido de menor
complejidad, donde ha sido posible explorar los problemas propios de la te´cnica
propuesta. Este me´todo puede ser modificado y mejorado para obtener otras solu-
ciones y adaptarse a nuevas condiciones.
En general, las v´ıas de ampliacio´n sobre las que seria interesante emplear esta
te´cnica podr´ıan ser:
6.2.1. Aplicacio´n sobre otras geometr´ıas base.
Trabajo con superficies cuadradas. (Quads)
Se ha partido de la base de superficies triangulares (tri-patch), por tener ofrecer
una mayor similitud para emplear los algoritmos cla´sicos de procesado de tria´ngu-
los. La evolucio´n directa ser´ıa aplicar la te´cnica sobre superficies con cuatro lados
(quads), pudie´ndose investigar en dos l´ıneas:
Descomponiendo cada pol´ıgono en tria´ngulos, generando una nueva arista
curva a¨l vuelo¨.
Tratando directamente un contorno con 4 lados, sin descomposicio´n previa.
Superficies curvas de grado superior. (Cu´bicas)
Igualmente, en cuanto a la forma matema´tica de las curvas, se ha empleado
grado 2. Son conocidas las limitaciones de este grado, y en general, se suele optar
por curvas de grado 3. Su uso requiere un estudio mas pormenorizado para tratar
de trasladar el me´todo propuesto a estos niveles.
Por una parte, se necesitar´ıan nuevos me´todos o funciones aproximadoras inver-
sas; pero anterior a esto cabr´ıa un ana´lisis [Blinn06a] [Blinn06b] de las restricciones
necesarias a aplicar, para garantizar regiones en que la inversa tenga una solucio´n
u´nica.
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6.2.2. Mejoras en la eficiencia de los ca´lculos a realizar.
Empleo de mu´ltiples interpoladores.
En lugar de emplear el interpolador para obtener valores del para´metro t a ca-
da paso de X, y con e´l calcular el resto de informacio´n (Z, u,v, normal, etc); dado
que el problema esta´ acotado obteniendo unicidad en la funcio´n inversa, se pueden
emplear mu´ltiples interpoladores inversos independientes (o sus aproximaciones)
simulta´neos para cada uno de los para´metros.
Tener en consideracio´n que para el calculo directo de una funcio´n cuadra´tica
ya se dispone de una implementacio´n hardware, dedicada actualmente al muestreo
de texturas, pudiendo ser otra propuesta la generalizacio´n de su uso.
En cualquier caso, al proponer un shader de raster abierto, esta opcio´n queda
abierta a ser empleada por el usuario segu´n la aplicacio´n a desarrollar.
Paralelizacio´n de las tareas.
Se podr´ıa aprovechar el entorno y la naturaleza del problema, realizando ca´lcu-
los de forma paralela.
Concretamente, segu´n se avanza por el contorno (y cuerda central), la linea de
raster queda ya definida, y su recorrido interno puede ser lanzado como tarea in-
dependiente, paralelizando el calculo de estas.
Evaluacio´n de operaciones generales
Dentro del actual contexto reducido, ser´ıa preciso realizar ajustes en ciertas
operaciones generales, como:
Estimacio´n de la cuerda central
Ya que, actualmente, se emplea simplemente un punto de referencia centrado
en la superficie, terminando en el ve´rtice mas inferior.
Esto puede no ser del todo correcto, observa´ndose que si la geometr´ıa finaliza con
la ultima arista en una orientacio´n casi horizontal, esta cuerda se desviar´ıa signi-
ficativamente hacia un lateral.
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Se propone observar la conveniencia de, finalizar la cuerda sobre un punto de
la arista inferior, o generar una nueva cuerda una vez alcanzado el centro de la
superficie.
Estimacio´n de puntos de control
Actualmente, al convertir una curva que pasa por 3 puntos a una curva Be´zier,
se esta´ estimando que el corresponde al valor t = 0,5. Sin embargo, esta aprecia-
cio´n puede no ser correcta, debie´ndose aplicar la conversio´n con un valor distinto
de t, tal vez dependiente de la proximidad del punto a los extremos.
6.2.3. Otras Ampliaciones.
Submuestreo y Multimuestreo
Valorar la viabilidad del me´todo aplica´ndose a problemas de aliasing. Ba´sica-
mente, se podr´ıan realizar recorridos a incrementos constantes, menores de 1 pixel.
Notar que este submuestreo puede ser de diferente nivel en cada eje, y por tanto,
tener niveles de antialising distinto en el contorno que en el interior de la superficie.
Combinacio´n con otros estudios.
Retomando alguno de los trabajos consultados referentes al tema, se podr´ıan
aplicar sobre este me´todo como, por ejemplo, hacer uso de informacio´n de distan-





Al comienzo de este trabajo se planteo´ la posibilidad de ampliar las capacida-
des gra´ficas con la inclusio´n de una fase de raster programable por el usuario.
Un aplicacio´n para esta idea, de forma que fuese atractivo su estudio, ser´ıa el
poder tratar de forma directa superficies curvas, ajusta´ndose perfectamente a la
resolucio´n de salida.
Tras las debidas investigaciones en cuanto a la evolucio´n y estado del arte de
los pipelines gra´ficos, y de los me´todos de representacio´n de superficies curvas, se
ha constatado un intere´s real y actual sobre este tipo de problemas.
Si bien el me´todo propuesto no puede llegar a obtener una precisio´n perfecta,
debido a la propia naturaleza de las funciones que definen la curva y la imposibi-
lidad del calculo de su inversa de forma precisa, no por ello debe ser desechada.
Al igual que otros me´todos (subdivisio´n), una aproximacio´n adecuada es sufi-
ciente para obtener unos resultados visualmente agradables.
El aspecto que en un principio suscitaba mayores dudas era si resultar´ıa com-
petente. Era obvio que el coste computacional ser´ıa mayor que los empleados para
la interpolacio´n lineal, as´ı mismo, estos han tenido ya mucho tiempo para evolu-
cionar y ser cada vez mas o´ptimos.
Su principal baza consiste en poder obtener un mismo nivel de calidad con un
coste constante, u´nicamente dependiente del a´rea a cubrir.
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Al observar los resultados obtenidos tras los experimentos, su coste se situ´a
cerca (e incluso levemente inferior) al correspondiente de aplicar uno o dos niveles
de subdivisio´n. Concluir con esto la utilidad y viabilidad del me´todo.
Si bien, para a´rea reducidas, la aproximacio´n por un u´nico pol´ıgono, o una
u´nica iteracio´n de subdivisio´n puede ser suficiente, para a´reas mayores se hace
necesario aumentar el nu´mero de iteraciones, lo que a su vez incrementa el coste
de computacio´n.
Es en esta situacio´n donde el me´todo propuesto representa una alternativa, no solo
viable, sino ventajosa, obteniendo una representacio´n mas ajustada a la superficie
curva, y a su vez siendo menos costosa que al aumentar el nivel de subdivisio´n, ya
que su coste es constante.
Destacar tambie´n el volumen de puntos calculados, que reducen dra´sticamente
los obtenidos por altos grados de subdivisio´n, evitando redundancia y reduciendo
carga en las siguientes fases del pipeline. (con el mejor aprovechamiento y ahorro
de energ´ıa que esto supone).
Para poder confirmar estos datos, ser´ıa deseable implementar el me´todo con la
ayuda de los sistemas gra´ficos actuales, aprovechando la especializacio´n del hard-
ware, y la paralelizacio´n de los ca´lculos. Sin embargo, mientras la fase de raster no
sea programable, estas pruebas se realizara´n en entornos de computacio´n gene´rica,
no dentro de un pipeline gra´fico real.
En cualquier caso, aun quedan pendientes mu´ltiples tareas para mejorar el
me´todo propuesto, hacie´ndolo lo ma´s eficiente posible y con menores margenes de
error, e incluso ampliar el a´mbito de aplicacio´n, tratando geometr´ıas mas u´tiles e
intuitivas para los disen˜adores gra´ficos.
Finalmente concluir que queda, al menos mı´nimamente, justificada la propuesta
del ”Raster Shader” programable, abriendo tambie´n en esta l´ınea nuevos estudios
de aplicaciones a desarrollar aprovechando esta funcionalidad.
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