Measuring processes and the Heisenberg picture by Okamura, Kazuya
ar
X
iv
:1
51
1.
09
22
8v
3 
 [m
ath
-p
h]
  1
8 A
pr
 20
18
Measuring processes and the Heisenberg picture
Kazuya Okamura
Abstract In this paper, we attempt to establish quantum measurement theory in the
Heisenberg picture. First, we review foundations of quantum measurement theory,
that is usually based on the Schro¨dinger picture. The concept of instrument is in-
troduced there. Next, we define the concept of system of measurement correlations
and that of measuring process. The former is the exact counterpart of instrument
in the (generalized) Heisenberg picture. In quantum mechanical systems, we then
show a one-to-one correspondence between systems of measurement correlations
and measuring processes up to complete equivalence. This is nothing but a unitary
dilation theorem of systems of measurement correlations. Furthermore, from the
viewpoint of the statistical approach to quantum measurement theory, we focus on
the extendability of instruments to systems of measurement correlations. It is shown
that all completely positive (CP) instruments are extended into systems of measure-
ment correlations. Lastly, we study the approximate realizability of CP instruments
by measuring processes within arbitrarily given error limits.
1 Introduction
In this paper, we mathematically investigate measuring processes in the Heisenberg
picture. We aim to extend the framework of quantum measurement theory and to
apply the method in this paper not only to quantum systems of finite degrees of
freedom but also to those with infinite degrees of freedom.
It is well-known that correlation functions are essential for the description of
systems in quantum theory and in quantum probability theory. Typical examples
are Wightman functions in (axiomatic) quantum field theory [45] and several (alge-
braic, noncommutative) independence in quantum probability theory (see [19, 25]
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and references therein), which are characterized by behaviors of correlation func-
tions. In the famous paper by Accardi, Frigerio and Lewis [1], general classes of
quantum stochastic processes including quantum Markov processes were charac-
terized in terms of correlation functions. The main result of [1] is a noncommuta-
tive version of Kolmogorov’s theorem stating that every quantum stochastic process
can be reconstructed from a family of correlation functions up to equivalence. The
proof of this result is made by the efficient use of positive-definiteness of a family of
correlation functions. Later Belavkin [6] formulated the theory of operator-valued
correlation functions, which is more flexible than the original formulation in [1] and
gives an opportunity for reconsidering the standard formulation of qunatum theory.
And he extended the main result of [1]. We apply Belavkin’s theory, with some
modifications, to a systematic characterization of measurement correlations herein.
Measurements are described by the notion of instrument introduced Davies and
Lewis [11]. An instrument I for (M ,S) is defined as a P(M∗)-valued measure
F ∋ ∆ 7→I (∆) ∈ P(M∗), where M is a von Neumann algebra with predual M∗,
P(M∗) is the set of positive linear map of M and (S,M ) is a measurable space.
The statistical description of measurements in terms of instruments can be regarded
as a kind of quantum dynamical process based on the so-called Schro¨dinger pic-
ture. As widely accepted, the Schro¨dinger picture stands on describing states as
time-dependent variables and observables as constants with respect to time, i.e.,
time-independent variables while we treat states as constants with respect to time
and observables as time-dependent variables the Heisenberg picture. To the author’s
knowledge, the Schro¨dinger picture is matched with an operational approach to
quantum theory concerning probability distributions of observables and of output
variables of apparatuses [11, 10, 9, 34]. On the other hand, no systematic treatment
of measurements in the Heisenberg picture, which can compare with the theory
of instruments, has been investigated. In contrast to the Schro¨dinger picture, the
Heisenberg picture focuses on dynamical changes of observables and can naturally
treat correlation functions of observables at different times, so that enables us to
examine the dynamical nature of the system under consideration itself in detail.
The Heisenberg picture is better than the Schro¨dinger picture at this point. There-
fore, inspired by the previous investigations on quantum stochastic processes and
correlation functions [1, 6], we define the concept of system of measurement cor-
relations. This is the exact counterpart of instrument in a “generalized” Heisenberg
picture and defined as a family of “operator-valued” multilinear maps satisfying
“positive-definiteness”, “σ -additivity” and other conditions. An instrument induced
by a system of measurement correlations is always completely positive. In addition,
we redefine measuring process (Definition 9) in order that it becomes consistent
with the definition of system of measurement correlations. In the quantum mechan-
ical case, we show that every system of measurement correlations is defined by a
measuring process. It is, however, difficult to extend this result to general von Neu-
mann algebras. Therefore, we develop another aspect of measurements, which is
deeply analyzed for the first time in this paper. From the statistical viewpoint as the
starting point of quantum measurement theory, we discuss the extendability of CP
instruments to systems of measurement correlations and the realizability of CP in-
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struments by measuring processes. In physically relevant cases, we show that both
are possible within arbitrary accuracy.
The purpose of this paper is to mathematically develop the unitary dilation the-
ory of systems of measurement correlations and of CP instruments. Dilation theory
is one of main topics in functional analysis and enables us to apply representation
theory and harmonic analysis to operators or to operator algebras. Especially, the
unitary dilation theory of contractions on Hilbert space [26, 18] and the dilation the-
ory of completely positive maps [4, 44] have been studied in many investigations
(see [26, 18, 39, 4, 44, 13, 20, 21, 42, 43] and references therein). A representation
theorem of CP instruments on the setB(H ) of bounded operators on a Hilbert space
H [31, Theorem 5.1] (Theorem 1) follows from these results, which shows the ex-
istence of unitary dilations of CP instruments. The proof of this theorem is based on
the theory of CP-measure space [28, 29]. In the case of CP instruments, a unitary
dilation of a CP instrument is nothing but a measuring process which realizes it.
We generalize this representation theorem to systems of measurement correlations
defined on B(H ) in terms of Kolmogorov’s theorem. It should be remarked that
CP instruments defined on general von Neumann algebras do not always admit uni-
tary dilations (see Examples 1 and 2). Next, we consider the extendability of CP
instruments to systems of measurement correlations. It will be shown that all CP in-
struments can be extended into systems of measurement correlations. Furthermore,
we show that every CP instrument defined on general von Neumann algebras can
be approximated by measuring processes within arbitrarily given error limits ε > 0.
If von Neumann algebras are injective or injective factors, measuring processes ap-
proximating a CP instrument can be chosen to be faithful or inner, respectively.
Preliminaries are given in Section 2; Foundations of quantum measurement the-
ory, kernels and their Kolmogorov decompositions are explained. We introduce a
system of measurement correlations and prove a representation theorem of systems
of measurement correlations in Section 3. In Section 4, we define measuring pro-
cesses and their complete equivalence, and in the case of B(H ) we show a unitary
dilation theorem of systems of measurement correlations establishing a one-to-one
correspondence between systems of measurement correlations and complete equiv-
alence classes of measuring processes. In Section 5, we discuss a generalization of
the main result in Section 4 to arbitrary von Neumann algebras, and the extendabil-
ity of CP instruments to systems of measurement correlations. We show that for any
CP instruments there always exists a systems of measurement correlations which
defines a given CP instrument. In Section 6, we explore the existence of measuring
processes which approximately realizes a given CP instrument. We show several
approximate realization theorems of CP instruments by measuring processes.
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2 Preliminaries
In this paper, we assume that von Neumann algebrasM are σ -finite. However, only
in the case of M = B(H ), the von Neumann algebra of bounded operators on a
Hilbert space H , this assumption is ignored.
2.1 Foundations of quantum measurement theory
We introduce foundations of quantum measurement theory herein. To precisely un-
derstand the theory of quantum measurement and its mathematics, the most im-
portant thing is to know how measurements physically realizable in experimental
settings are described as physical processes consistent with statistical characteriza-
tion of measurements. We refer the reader to [35, 37, 29] for detailed introductory
expositions of quantum measurement theory.
The history of quantummeasurement theory is long as much as those of quantum
theory, but the modern theory of quantum measurement began with the mathemat-
ical study of the notion of instruments introduced by Davies and Lewis [11]. They
proposed that we should abandon the repeatability hypothesis [27, 11, 38] as a gen-
eral principle and employ an operational approach to quantum measurement, which
is based on the mathematical description of measurements in terms of instruments
defined as follows. Let S be a system whose observables and states are described by
self-adjoint operators affiliated to a von Neumann algebraM on a Hilbert space H
and by normal states on M , respectively. M∗ denotes the predual of M , i.e., the
set of ultraweakly continuous linear functionals on M , Sn(M ) does that of normal
states on M and P(M∗) does that of positive linear maps on M∗.
Definition 1 (Instrument, Davies-Lewis [11, p.243, ll.21–26]). Let M be a von
Neumann algebra on a Hilbert space H and (S,F ) a measurable space. A map
I : F → P(M∗) is called an instrument for (M ,S) if it satisfies the following
conditions:
(1) 〈I (S)ρ ,1〉 = 〈ρ ,1〉 for all ρ ∈ M∗, where 〈·, ·〉 denotes the duality pairing of
M∗ and M ;
(2) For everyM ∈M , ρ ∈M∗ and mutually disjoint sequence {∆ j} of F ,
〈I (∪ j∆ j)ρ ,M〉= ∑
j
〈I (∆ j)ρ ,M〉. (1)
We define the dual mapI ∗ of an instrumentI by 〈ρ ,I ∗(∆)M〉= 〈I (∆)ρ ,M〉
and use the notation I (M,∆) = I ∗(∆)M for all ∆ ∈F andM ∈M .
It is obvious, by the definition, that every instrument describes the weighted state
changes caused by the measurement. The dual map I :M ×F →M of an instru-
ment I for (M ,S) is characterized by the following conditions:
(i) For every ∆ ∈F , the map M ∋M 7→ I (M,∆) ∈M is normal positive linear
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map of M ;
(ii) I (1,S) = 1;
(iii) For everyM ∈M , ρ ∈M∗ and mutually disjoint sequence {∆ j} of F ,
〈ρ ,I (M,∪ j∆ j)〉= ∑
j
〈ρ ,I (M,∆ j)〉. (2)
Since every map I : M ×F → M satisfying the above conditions is always the
dual map of an instrument for (M ,S), we also call the map I an instrument for
(M ,S).
Davies and Lewis claimed that experimentally and statistically accessible ingre-
dients via measurements by a given measuring apparatus should be specified by
instruments as follows:
Davies-Lewis proposal For every apparatus A(x) measuring S, where x is the
output variable of A(x) taking values in a measurable space (S,F ), there always
exists an instrument I for (M ,S) corresponding to A(x) in the following sense.
For every input state ρ , the probability distribution Pr{x ∈ ∆‖ρ} of x in ρ is given
by
Pr{x ∈ ∆‖ρ}= ‖I (∆)ρ‖= 〈I (∆)ρ ,1〉 (3)
for all ∆ ∈F , and the state ρ{x∈∆} after the measurement under the condition that
ρ is the prepared state and the outcome x ∈ ∆ is given by
ρ{x∈∆} =
I (∆)ρ
‖I (∆)ρ‖ (4)
if Pr{x ∈ ∆‖ρ}> 0, and ρ{x∈∆} is indefinite if Pr{x ∈ ∆‖ρ}= 0.
Although this proposal is very general, it was not evident at that time that how
this is related to the standard formulation of quantum theory. In the 1980s, Ozawa
[30, 31] introduced both completely positive (CP) instruments and measuring pro-
cesses. Following this investigation, the standpoint of the above proposal in quantum
mechanics was settled and the circumstances changed at all. An instrument I for
(M ,S) is said to be completely positive if I (∆) (or I (·,∆), equivalently) is com-
pletely positive for every ∆ ∈ F . CPInst(M ,S) denotes the set of CP instruments
for (M ,S). The notion of measuring process is defined as a quantum mechanical
modeling of an apparatus as a physical system, of the meter of the apparatus, and
of the measuring interaction between the system and the apparatus. Let H and K
be Hilbert spaces. B(H ) denotes the set of bounded linear operators on H and
B(H ,K ) does the set of bounded linear operators of H to K . Let M and N be
von Neumann algebras on H and K , respectively.M⊗N denotes the W∗-tensor
product of M and N . For every σ ∈ N∗, a linear map id⊗ σ : M⊗N → M
is defined by 〈ρ ,(id⊗σ)X〉 = 〈ρ ⊗σ ,X〉 for all X ∈ M⊗N and ρ ∈ M∗. The
following is the mathematical definition of measuring processes:
Definition 2 (Measuring process [29, Definition 3.2]). A measuring process for
(M ,S) is a 4-tuple M = (K ,σ ,E,U) of a Hilbert space K , a normal state σ on
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B(K ), a PVM E : F → B(K ) and a unitary operatorU on H ⊗K satisfying
(id⊗σ)[U∗(M⊗E(∆))U ] ∈M (5)
for allM ∈M and ∆ ∈F .
Let M = (K ,σ ,E,U) be a measuring process for (M ,S). Then a CP instrument
IM for (M ,S) is defined by
IM(M,∆) = (id⊗σ)[U∗(M⊗E(∆))U ] (6)
for M ∈ M and ∆ ∈ F . The most important example of meauring processes is a
von Neumann model (L2(R),ωα ,E
Q,e−iA⊗P/h¯) of measurement of an observable
A, a self-adjoint operator affiliated with M , where α is a unit vector of L2(R), ωα
is defined by ωα(M) = 〈α|Mα〉 for all M ∈ B(L2(R)), and Q =
∫
R
q dEQ(q) and
P are self-adjoint operators defined on dense linear subspaces of L2(R) such that
[Q,P] = ih¯1. Here, EX denotes the spectral measure of a self-adjoint operator X
densely defined on a Hilbert space. Quantum mechanical modeling of appratuses
began with this model [27, 33].
Two measuring processes are statistically equivalent if they define an identical
instrument. As seen above, a measuring process M for (M ,S) defines a CP instru-
ment IM for (M ,S). In the case of M = B(H ), the following theorem, a unitary
dilation theorem of CP instruments for (B(H ),S), is known to hold.
Theorem 1 ([30], [31, Theorem 5.1], [29, Theorem 3.6]). For every CP instrument
I for (B(H ),S), there uniquely exists a statistical equivalence class of measuring
processes M = (K ,σ ,E,U) for (B(H ),S) such that I (M,∆) = IM(M,∆) for
all M ∈ B(H ) and ∆ ∈F . Conversely, every statistical equivalence class of mea-
suring processes for (B(H ),S) defines a unique CP instrument I for (B(H ),S).
A generalization of this theorem to arbitrary von Neumann algebras is shown to hold
not for all CP instruments but for those with the normal extension property (NEP)
in [29] (see Theorem 2). Let (S,F ,µ) be a measure space. L (S,µ) denotes the ∗-
algebra of complex-valued µ-measurable functions on S. A µ-measurable function
f is said to be µ-negligible if f (s) = 0 for µ-a.e. s∈ S.N (S,µ) denotes the set of µ-
negligible functions on S andM∞(S,µ) does the ∗-algebra of bounded µ-measurable
functions on S. It is obvious thatM∞(S,µ)⊂L (S,µ) as ∗-algebra. For any 1≤ p<
∞, Lp(S,µ) denotes the Banach space of p-integrable functions on S with respect
to µ modulo the µ-negligible functions. [ f ] denotes the µ-negligible equivalence
class of f ∈L (S,µ) and L∞(S,µ) does the commutative von Neumann algebra on
L2(S,µ). L∞(S,I ) denotes the W∗-algebra of essentially bounded I -measurable
functions on S modulo the I -negligible functions.
Definition 3 (Normal extension property [29, Definition 3.3]). Let M be a von
Neumann algebra on a Hilbert space H and (S,F ) a measurable space. Let I
be a CP instrument for (M ,S) and ΨI : M ⊗min L∞(S,I )→ M the correspond-
ing unital binormal CP map, i.e., ΨI is normal on M and L
∞(S,I ) and satisfies
ΨI (M⊗ [χ∆ ]) = I (M,∆) for all M ∈ M and ∆ ∈F [29, Proposition 3.3]. I is
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said to have the normal extension property (NEP) if there exists a unital normal CP
map Ψ˜I :M⊗L∞(S,I )→M such that Ψ˜I |M⊗minL∞(S,I ) =ΨI . CPInstNE(M ,S)
denotes the set of CP instruments for (M ,S) with the NEP.
We then have the following theorem, a generalization of Theorem 1.
Theorem 2 ([29, Theorem 3.4]). For a CP instrument I for (M ,S), the following
conditions are equivalent:
(i) I has the NEP.
(ii) There exists CP instrument I for (B(H ),S) such that I˜ (M,∆) = I (M,∆)
for all M ∈M and ∆ ∈F .
(iii) There exists a measuring process M = (K ,σ ,E,U) for (M ,S) such that
I (M,∆) = IM(M,∆) for all M ∈M and ∆ ∈F .
It is also shown that all CP instruments defined on a von Neumann algebra M
have the NEP, i.e., CPInst(M ,S) = CPInstNE(M ,S) if M is atomic [29, Theorem
4.1]. We should remember the famous fact that a von Neumann algebra M on a
Hilbert space H is atomic if and only if there exists a normal conditional expecta-
tion E : B(H )→ M [46, Chapter V, Section 2, Excercise 8]. Then the following
question naturally arises.
Question 1. Let M be a non-atomic von Neumann algebra on a Hilbert space H
and (S,F ) a measurable space. Are there CP instruments for (M ,S) without the
NEP? For any CP instrument I for (M ,S), does there exist a measuring process
M for (M ,S) which realizes I within arbitrarily given error limits ε > 0?
A CP instrument I for (M ,S) is said to have the approximately normal exten-
sion property (ANEP) if there is a net {Iα} of CP instruments with the NEP such
that Iα(M,∆) is ultraweakly converges to I (M,∆) for all M ∈ M and ∆ ∈ F .
CPInstAN(M ,S) denotes the set of CP instruments for (M ,S) with the ANEP.
Contrary to physicists’ expectations, Question 1 was positively resolved in [29,
Section V] for non-atomic but injective von Neumann algebras.
Definition 4 ([29, Definition 5.3]). (1) An instrument I for (M ,S) is called re-
peatable if I (∆2)I (∆1) = I (∆2∩∆1) for all ∆1,∆2 ∈F .
(2) An instrument I for (M ,S) is called weakly repeatable if I (I (1,∆2),∆1) =
I (1,∆2∩∆1) for all ∆1,∆2 ∈F .
(3) An instrument I for (M ,S) is called discrete if there exist a countable subset
S0 of S and a map T : S0 → P(M∗) such that
I (∆) = ∑
s∈∆
T (s) (7)
for all ∆ ∈F .
Proposition 1 ([29, Proposition 5.9]). Let M be a von Neumann algebra on a
Hilbert space H and (S,F ) a measurable space. Every discrete CP instrument
I for (M ,S) has the NEP.
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Theorem 3 ([29, Theorem 5.10]). Let M be a von Neumann algebra on a Hilbert
space H and (S,F ) a standard Borel space. A weakly repeatable CP instrument
I for (M ,S) is discrete if and only if it has the NEP.
In the case where M is non-atomic, there exist CP instruments for (M ,S) with-
out the NEP. The following two CP instruments are such examples.
Example 1 ([32, pp. 292–293], [29, Example 5.1]). Let m be Lebesgue measure on
[0,1]. A CP instrumentIm for (L
∞([0,1],m), [0,1]) is defined by Im( f ,∆) = [χ∆ ] f
for all ∆ ∈B([0,1]) and f ∈ L∞([0,1],m).
A von Neumann algebraM is said to be approximately finite-dimensional (AFD)
if there is an increasing net {Mα}α∈A of finite-dimensional von Neumann subalge-
bras of M such that
M =
⋃
α∈A
Mα
uw
. (8)
Example 2 ([29, Example 5.2]). LetM be an AFD von Neumann algebra of type II1
on a separable Hilbert spaceH . Let A=
∫
R
a dEA(a) be a self-adjoint operator with
continuous spectrum affiliated with M and E a (normal) conditional expectation of
M onto {A}′∩M (the existence of E was first found by [48, Theorem 1]), where
{A}′ = {EA(∆) | ∆ ∈B(R)}′. A CP instrument IA for (M ,R) is defined by
IA(M,∆) = E (M)E
A(∆) (9)
for allM ∈M and ∆ ∈B(R).
By Theorem 3, the weak repeatability and the non-discreteness ofIm andIA imply
the non-existence of measuring processes which define them. These examples are
very important for the dilation theory of CP maps since they revealed the existence
of families of CP maps which do not admit unitary dilations.
The following theorem holds for general σ -finite von Neumann algebras without
assuming any other conditions.
Theorem 4. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. For every CP instrument I for (M ,S), n ∈ N, ρ1, · · · ,ρn ∈
Sn(M ), M1, · · · ,Mn ∈ M and ∆1, · · · ,∆n ∈ F , there exists a measuring process
M= (K ,σ ,E,U) for (M ,S) such that
〈ρ j,I (M j ,∆ j)〉= 〈ρ j,IM(M j,∆ j)〉 (10)
for all j = 1, · · · ,n.
Proof. Let n ∈ N, ρ1, · · · ,ρn ∈ Sn(M ), M1, · · · ,Mn ∈ M \{0} and ∆1, · · · ,∆n ∈
F\{ /0}. Let F ′ be a σ -subfield of F generated by ∆1, · · · ,∆n,S. Let {Γi}mi=1 ⊂
F ′\{ /0} be a maximal partition of S, i.e., {Γi}mi=1 satisfies the following conditions:
(1) For every i= 1, · · · ,m, if ∆ ∈F ′ satisfies ∆ ⊂ Γi, then ∆ is Γi or /0;
(2) ∪mi=1Γi = S;
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(3) Γi∩Γj = /0 if i 6= j.
We fix s1, · · · .sm ∈ S such that si ∈ Γi for all i = 1, · · · ,m. We define a discrete CP
instrument I ′ for (M ,S) by
I
′(M,∆) =
m
∑
j=1
δs j (∆)I (M,Γj) (11)
for allM ∈M and ∆ ∈F . It is then obvious that I ′ satisfies
〈ρ j,I (M j,∆ j)〉= 〈ρ j,I ′(M j,∆ j)〉 (12)
for all j = 1, · · · ,n. By Proposition 1, there exists a measuring process M =
(K ,σ ,E,U) for (M ,S) such that I ′(M,∆) = IM(M,∆) for all M ∈ M and
∆ ∈F . The proof is complete.
Corollary 1. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. Then we have
CPInstAN(M ,S) = CPInst(M ,S). (13)
In the case where M is injective, the result stronger than Theorem 4 is shown in
[29, Theorem 4.2]: for every CP instrument I for (M ,S), ε > 0, n ∈ N, {ρi}ni=1 ⊂
Sn(M ), {∆i}ni=1 ⊂ F and {Mi}ni=1 ⊂ M , there exists a measuring process M for
(M ,S) such that
|〈I (∆i)ρi,Mi〉− 〈IM(∆i)ρi,Mi〉|< ε (14)
for all i = 1,2, · · · ,n, and that I (1,∆) = IM(1,∆) for all ∆ ∈ F . In physically
relevant cases, it is known that every von Neumann algebra M describing the ob-
servable algebra of a quantum system acts on a separable Hilbert space and is AFD.
For example, it is shown in [7] that von Neumann algebras of local observables in
quantum field theory are AFD and acts on a separable Hilbert space under natural
postulates, e.g., the Wightman axioms, the nuclearity condition and the asymptotic
scale invariance. For every von Neumann algebra M on a separable Hilbert space
(or with separable dual, equivalently),M is AFD if and only if it is injective, further-
more, if and only if it is amenable [8, 47]. Hence the assumption of the injectivity
for von Neumann algebras is very natural.
In quantum mechanics, complete positivity of instruments is physically justified
in [35, 37] by considering a natural extendability, called the trivial extendability, of
an instrument I on the system S to that I ′ on the composite system S+S′ con-
taining the original one S, where S′ is an arbitrary system not interacting with S nor
A(x). This justification of complete positivity is obtained as a part of an axiomatic
characterization of physically realizable measurements [35, 37]. Then Theorem 1
enables us to regard the Davies-Lewis proposal restricted to CP instruments as a
statement that is consistent with the standard formulation of quantum mechanics
and hence acceptable for physicists. The above discussion is summarized as fol-
lows.
10 Kazuya Okamura
Davies-Lewis-Ozawa criterion For every apparatus A(x) measuring S, where x
is the output variable of A(x) taking values in a measurable space (S,F ), there
always exists a CP instrument I for (M ,S) corresponding to A(x) in the sense of
the Davies-Lewis proposal, i.e., for every input state ρ and outcome ∆ ∈F both the
probability distribution Pr{x ∈ ∆‖ρ} of x and the state ρ{x∈∆} after the measure-
ment are obtained from I .
2.2 Kernels
Here, we briefly summerize the theory of kernels. We refer the reader to [14, 13, 43]
for standard references.
Definition 5 (Kernel [14, p.11, ll.1–3]). Let C be a set and H a Hilbert space. A
map K :C×C→ B(H ) is called a kernel of C on H . K(C;H ) denotes the set of
kernels ofC on H .
It should be noted that K(C;H ) has a natural B(H )-bimodule structure.
Definition 6 ([14, Definition 1.1]). Let K ∈K(C;H ). K is said to be positive defi-
nite if
n
∑
i, j=1
〈ξi|K(ci,c j)ξ j〉 ≥ 0 (15)
for every n ∈ N, c1,c2, · · · ,cn ∈ C and ξ1,ξ2, · · · ,ξn ∈ H . K(C;H )+ denotes the
set of positive definite kernels ofC on H .
Definition 7 (Kolmogorovdecomposition [14, Definition 1.3]). LetK ∈K(C;H ).
A pair (K ,Λ) of a Hilbert space K and a map Λ :C→ B(H ,K ) is called a Kol-
mogorov decomposition of K if it satisfies
K(c,c′) = Λ(c)∗Λ(c′) (16)
for all c,c′ ∈C. A Kolmogorov decomposition (K ,Λ) of K is said to be minimal if
K = span(Λ(C)H ).
The following representation theorem holds for kernels.
Theorem 5 ([14, Lemma 1.4, Theorems 1.8 and 1.9]). Let C be a set and H a
Hilbert space. For every K ∈ K(C;H ), K admits a Kolmogorov decomposition if
and only if it is an element of K(C;H )+. For every K ∈ K(C;H )+, there exists
a minimal Kolmogorov decomposition (K ,Λ) of K, which is unique up to unitary
equivalence.
This theorem is a key to the proof of the main theorem of the paper. The famous
Stinespring representation theorem is regarded as a corollary of this theorem.
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Theorem 6 (Arveson [4, Theorem 1.3.1], [39, Theorem 12.7]). LetH ,K be Hilbert
spaces, B a unital C∗-subalgebra of B(K ) and V an element of B(H ,K ) such
thatK = span(BVH ). For every A∈ (V ∗BV )′, there exists a unique A1 ∈B′ such
that VA= A1V. Furthermore, the map pi
′ : A ∈ (V ∗BV )′ ∋ A 7→ A1 ∈B′∩{VV ∗}′
is an ultraweakly continuous surjective ∗-homomorphism.
The following theorem holds as a corollary of [12, Part I, Chapter 4, Theorem 3],
[46, Chapter IV, Theorem 5.5]:
Theorem 7. Let H1 and H2 be Hilbert spaces. If pi is a normal representation of
B(H1) on H2, there exist a Hilbert space K and a unitary operatorU of H1⊗K
onto H2 such that
pi(X) =U(X⊗ 1K )U∗ (17)
for all X ∈ B(H1).
This theorem is also a key to the proof of the main theorem of the paper.
3 Systems of Measurement Correlations
In this section, we introduce the concept of system of measurement correlations,
which is a natural, multivariate version of instrument and is defined as a family of
multilinear maps satisfying “positive-definiteness”, “σ -additivity” and other condi-
tions. This is an appropriate abstraction of measurement correlations in the context
of quantum stochastic processes [1]. It is known that the representation theory of
CP instruments contributed to quantummeasurement theory [30, 31, 29]. Hence we
adopt a representation-theoretical approach to system of measurement correlations.
The “positive-definiteness” of systems of measurement correlations enables us to
apply the (minimal) Kolmogorov decomposition to them, so that provides themwith
representation-theoretical structures. As a result, a representation theorem (Theorem
8) similar to that for CP instruments [31, Proposition 4.2] will be shown to hold for
systems of measurement correlations defined on an arbitrary von Neumann algebra.
To precisely understand physics described by systems of measurement correlations
we need a generalization of the Heisenberg picture which is introduced after the
proof of Theorem 8 and is called the generalized Heisenberg picture. The intro-
duction of this new picture is motivated also by the present circumstances that the
understanding of the (usual) Heisenberg picture has not been deepened in contrast
to the Schro¨dinger picture. It should be stressed that the circumstances are never
restricted to quantum measurement theory.
We adopt the following notations.
Notation 3.1 Let T (1) be a set. We define a set T by T = ∪∞j=1(T (1)) j.
(i) For each T ∈ T , |T | denotes the natural number n such that T ∈ (T (1))n.
(ii) For each T =(t1, t2, · · · , tn−1, tn)∈T , we define T # ∈T by T # =(tn, tn−1, · · · , t2, t1).
(iii) For any T = (t1,1, · · · , t1,m),T2 = (t2,1, · · · , t2,n) ∈ T , the product T1×T2 is de-
fined by
12 Kazuya Okamura
T1×T2 = (t1,1, · · · , t1,m, t2,1, · · · , t2,n). (18)
Since it holds that T1× (T2×T3) = (T1×T2)×T3, T1× (T2×T3) is written as T1×
T2×T3.
(iv) For any n ∈ N and −→M = (M1,M2, · · · ,Mn−1,Mn) ∈ M n, we define −→M# ∈ M n
by −→
M# = (M∗n ,M
∗
n−1, · · · ,M∗2 ,M∗1 ). (19)
(v) For any m,n ∈ N, −→M1 = (M1,1, · · · ,M1,m) ∈M m and −→M2 = (M2,1, · · · ,M2,n) ∈
M n, the product
−→
M1×−→M2 ∈M m+n is defined by
−→
M1×−→M2 = (M1,1, · · · ,M1,m,M2,1, · · · ,M2,n). (20)
Since it holds that
−→
M1× (−→M2×−→M3) = (−→M1×−→M2)×−→M3,−→M1× (−→M2×−→M3) is writ-
ten as
−→
M1×−→M2×−→M3.
In addition, for every family {Πt}t∈T (1) of representations of M on a Hilbert
space L , we adopt the notation
ΠT (
−→
M) = Πt1(M1) · · ·Πt|T |(M|T |) (21)
for all T = (t1, · · · , t|T |) ∈T and
−→
M = (M1, · · · ,M|T |) ∈M |T |.
Let (S,F ) be a measurable space. We define a set TS by
TS = ∪∞j=1 (T (1)S ) j, (22)
T
(1)
S = {in}∪F , (23)
where in is a symbol.
We shall define the notion of system of measurement correlations, which is a
modified version of projective system of multikernels analyzed in the previous in-
vestigations [1, 6]. We define and analyze only the case that systems of measurement
correlations do not have explicit time-dependence for simplicity herein.
Definition 8 (System of measurement correlations). A family {WT}T∈T of maps
WT : M
|T | =
|T |︷ ︸︸ ︷
M ×·· ·×M → M is called a system of measurement correlations
for (M ,S) if it satisfies T (1) = T
(1)
S and the following six conditions:
(MC1) For any T ∈ T ,WT (M1, · · · ,M|T |) is separately linear and ultraweakly con-
tinuous in each variableM1, · · · ,M|T | ∈M .
(MC2) For any n∈N, (T1,−→M1), · · · ,(Tn,−→Mn)∈∪T∈T ({T}×M |T |), and ξ1, · · · ,ξn ∈
H ,
n
∑
i, j=1
〈ξi|WT#i ×Tj (
−→
M#i ×
−→
M j)ξ j〉 ≥ 0. (24)
(MC3) For any T = (t1, · · · , t|T |) ∈ T ,
−→
M = (M1, · · · ,M|T |) ∈M |T | andM ∈M ,
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MWT (
−→
M) =W(in)×T ((M)×
−→
M), (25)
WT (
−→
M)M =WT×(in)(
−→
M × (M)). (26)
(MC4) Let T = (t1, · · · , t|T |) ∈T . If tk = tk+1 = in or tk, tk+1 ∈F for some 1≤ k≤
|T |− 1,
WT (M1, · · · ,Mk,Mk+1, · · · ,M|T |) =WT ′(M1, · · · ,MkMk+1, · · · ,M|T |) (27)
for all (M1, · · · ,M|T |) ∈M |T |, where T ′ = (t1, · · · , tk−1, tk ∩ tk+1, tk+2 · · · , t|T |) and
tk ∩ tk+1 =
{
in, (if tk = tk+1 = in)
tk ∩ tk+1, (if tk, tk+1 ∈F ).
(MC5) For any T = (t1, · · · , t|T |) ∈ T with tk = in or S, and (M1, · · · ,M|T |) ∈M |T |
withMk = 1,
WT (M1, · · · ,Mk−1,1,Mk+1, · · · ,M|T |) =WkˆT (M1, · · · ,Mk−1,Mk+1, · · · ,M|T |), (28)
where kˆT = (t1, · · · , tk−1, tk+1, tk+2 · · · , t|T |). In addition,
Win(1) =WS(1) = 1. (29)
(MC6) For any n ∈ N, 1 ≤ k ≤ n, t1, · · · , tk−1, tk+1, · · · , tn ∈ T (1), mutually disjoint
sequence {tk, j} j ⊂F , −→M ∈M n and ρ ∈M∗,
〈ρ ,W(t1,··· ,tk−1,∪ jtk, j ,tk+1,··· ,tn)(
−→
M)〉= ∑
j
〈ρ ,W(t1,··· ,tk−1,tk, j ,tk+1,··· ,tn)(
−→
M)〉. (30)
in and ∆ ∈ F are subscripts that specify the time before the measurement and the
time after the measurement, respectively. InWT (
−→
M), components of
−→
M indexed by
in and those of
−→
M indexed by ∆ ∈F , describe observables before the measurement
and those after the measurement, respectively, for each T ∈ T and −→M ∈ M |T |.
Especially, the latter represents observables of the system after the measurement
in the situation that values of the output variable of the measuring appratus are
restricted to ∆ ∈F . The discussion in Section 4 will support this interpretation.
It is easy to generalize systems of measurement correlations to the case that they
have explicit time-dependence by modifying the definition. For this purpose, T
(1)
S
is replaced by T
(1)
G,S = {in}∪ (G×F ), where G is the set representing time and
is usually assumed to be a subset of R, and, for instance, the condition (MC4) is
replaced by
(MC4′) Let T =(t1, · · · , t|T |)∈T . If tk = tk+1 = in or tk = (g,∆k), tk+1 = (g,∆k+1)∈
G×F for some 1≤ k ≤ |T |− 1, then
WT (M1, · · · ,Mk,Mk+1, · · · ,M|T |) =WT ′(M1, · · · ,MkMk+1, · · · ,M|T |) (31)
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for all (M1, · · · ,M|T |) ∈M |T |, where T ′ = (t1, · · · , tk−1, tk ∩ tk+1, tk+2 · · · , t|T |) and
tk ∩ tk+1 =
{
in, (if tk = tk+1 = in)
(g,∆k ∩∆k+1), (if tk = (g,∆k), tk+1 = (g,∆k+1) ∈G×F ).
Other conditions are also modified in the same manner.
When a system {WT}T∈T of measurement correlations for (M ,S) is given, an
instrument IW for (M ,S) is defined by
IW (M,∆) =W∆ (M) (32)
for all ∆ ∈F andM ∈M , which is seen to be completely positive by the condition
(MC2).
Every system of measurement correlations admits the following representation
theorem.
Theorem 8. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. For any systems {WT}T∈T of measurement correlations for
(M ,S), there exist a Hilbert spaceL , a family {Πt}t∈T (1) of normal (∗-)representations
of M on L and an isometry V from H to L such that
Πin(M)V =VM (33)
for all M ∈M , and that
WT (
−→
M) =V ∗ΠT (
−→
M )V (34)
for all T ∈ T and −→M ∈M |T |.
Proof. Let {WT}T∈T be a system of measurement correlations for (M ,S). We set
C = ∪T∈T ({T}×M |T |). We define a kernel K : C ×C →M by
K(a,b) =WT #1 ×T2(
−→
M#1×
−→
M2) (35)
for all a = (T1,
−→
M1), b = (T2,
−→
M2) ∈ C . By the definition of a system of measure-
ment correlations, K is positive definite. By Theorem 5, there exists the minimal
Kolmogorov decomposition (L ,Λ) of K such that
K(a,b) = Λ(a)∗Λ(b) (36)
for all a = (T1,
−→
M1), b = (T2,
−→
M2) ∈ C . We remark that we use the fact that
span(Λ(C )H ) is dense in L many times in this proof.
For each t ∈ T (1) andM ∈M , we define a map Πt(M) on spanΛ(C )H by
Πt(M)Λ(a)ξ = Λ(a
′)ξ (37)
for all a= (T,
−→
M) = ((t1, · · · , t|T |),(M1, · · · ,M|T |)) ∈ C and ξ ∈H , where
a′ = ((t)×T,(M)×−→M) = ((t, t1, · · · , t|T |),(M,M1, · · · ,M|T |)). (38)
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For all t ∈ T (1), we show that Πt :M 7→ Πt(M) is a normal ∗-representation of M .
By the condition (MC1), it holds that
〈Λ(a)ξ1|Πt(αM+βN)Λ(b)ξ2〉
= 〈ξ1|Λ(a)∗Πt(αM+βN)Λ(b)ξ2〉
= 〈ξ1|WT #1 ×(t)×T2(
−→
M#1× (αM+βN)×
−→
M2)ξ2〉
= α〈ξ1|WT #1 ×(t)×T2(
−→
M#1× (M)×
−→
M2)ξ2〉
+β 〈ξ1|WT #1 ×(t)×T2(
−→
M#1× (N)×
−→
M2)ξ2〉
= α〈ξ1|Λ(a)∗Πt(M)Λ(b)ξ2〉+β 〈ξ1|Λ(a)∗Πt(N)Λ(b)ξ2〉
= 〈ξ1|Λ(a)∗(αΠt(M)+β Πt(N))Λ(b)ξ2〉
= 〈Λ(a)ξ1|(αΠt(M)+β Πt(N))Λ(b)ξ2〉 (39)
for any t ∈T (1), α,β ∈C,M,N ∈M , a= (T1,−→M1), b= (T2,−→M2) ∈C and ξ1,ξ2 ∈
H , so that Πt(αM + βN) = αΠt(M) + β Πt(N) for all t ∈ T (1), α,β ∈ C and
M,N ∈M .
Similarly, by the condition (MC4) it holds that
〈Λ(a)ξ1|Πt(M)Πt(N)Λ(b)ξ2〉= 〈ξ1|Λ(a)∗Πt(M)Πt (N)Λ(b)ξ2〉
= 〈ξ1|WT #1 ×(t,t)×T2(
−→
M#1× (M,N)×
−→
M2)ξ2〉
= 〈ξ1|WT #1 ×(t)×T2(
−→
M #1× (MN)×
−→
M2)ξ2〉
= 〈ξ1|Λ(a)∗Πt(MN)Λ(b)ξ2〉= 〈Λ(a)ξ1|Πt(MN)Λ(b)ξ2〉 (40)
for any t ∈ T (1), M,N ∈ M , a = (T1,−→M1), b = (T2,−→M2) ∈ C and ξ1,ξ2 ∈H , so
that Πt(MN) = Πt(M)Πt (N) for all t ∈T (1) andM,N ∈M .
For any t ∈ T (1), n ∈ N, a1 = (T1,−→M1), a2 = (T2,−→M2), · · · , an = (Tn,−→Mn) ∈ C
and ξ1,ξ2, · · · ,ξn ∈H , the map
M ∋M 7→
n
∑
i, j=1
〈Λ(ai)ξi|Πt(M)Λ(a j)ξ j〉 ∈C (41)
is normal linear functional on M , which is also positive since it holds by the condi-
tions (MC2) and (MC4) that
n
∑
i, j=1
〈Λ(ai)ξi|Πt(M)Λ(a j)ξ j〉=
n
∑
i, j=1
〈ξi|WT #i ×(t)×Tj (
−→
M#i × (M)×
−→
M j)ξ j〉
=
n
∑
i, j=1
〈ξi|WT#i ×(t,t)×Tj (
−→
M #i × (
√
M,
√
M)×−→M j)ξ j〉
=
n
∑
i, j=1
〈ξi|W((t)×Ti)#×((t)×Tj)(((
√
M)×−→M i)#× ((
√
M)×−→M j))ξ j〉 ≥ 0 (42)
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for allM ∈M+ = {M ∈M |M≥ 0}, t ∈T (1), n∈N, a1 =(T1,−→M1), a2 =(T2,−→M2),
· · · , an = (Tn,−→Mn) ∈ C and ξ1,ξ2, · · · ,ξn ∈ H . Thus, for any t ∈ T (1), M ∈ M ,
n∈N, a1 = (T1,−→M1), a2 = (T2,−→M2), · · · , an = (Tn,−→Mn) ∈C and ξ1,ξ2, · · · ,ξn ∈H
we have ∥∥∥∥∥ n∑
i=1
Πt(M)Λ(ai)ξi
∥∥∥∥∥≤ ‖M‖ ·
∥∥∥∥∥ n∑
i=1
Λ(ai)ξi
∥∥∥∥∥ . (43)
For every t ∈ T (1) and M ∈ M , Πt(M) is a bounded operator on L . In addition,
for all t ∈ T (1),M ∈M and a= (T1,−→M1), b= (T2,−→M2) ∈ C ,
〈Λ(a)ξ1|Πt(M)∗Λ(b)ξ2〉= 〈ξ1|(Πt(M)Λ(a))∗Λ(b)ξ2〉
= 〈ξ1|W((t)×T1)#×T2(((M)×
−→
M1)
#×−→M2)ξ2〉
= 〈ξ1|WT #1 ×(t)×T2(
−→
M#1× (M∗)×
−→
M2)ξ2〉
= 〈ξ1|Λ(a)∗Πt(M∗)Λ(b)ξ2〉= 〈Λ(a)ξ1|Πt(M∗)Λ(b)ξ2〉. (44)
Thus, for every t ∈ T (1) Πt is a normal ∗-representation of M on L . By the con-
dition (MC5), Πin and ΠS are nondegenerate, i.e., Πin(1) = ΠS(1) = 1B(L ).
For every t ∈ T and and −→M ∈M |T |, it then holds that
V ∗ΠT (
−→
M)V = Λ((in,1))∗ΠT (
−→
M )Λ((in,1))
=W(in)×T×(in)((1)×
−→
M × (1)) =WT (−→M). (45)
By the above relation and the condition (MC3), we have V ∗Πin(M)V = M for all
M ∈M , and
(Πin(M)V −VM)∗(Πin(M)V −VM)
=V ∗Πin(M)∗Πin(M)V −V ∗Πin(M)∗VM−M∗V ∗Πin(M)V +M∗V ∗VM
=V ∗Πin(M∗M)V −V ∗Πin(M∗)VM−M∗V ∗Πin(M)V +M∗V ∗VM
=M∗M−M∗M−M∗M+M∗M = 0 (46)
for allM ∈M , which implies Πin(M)V =VM for all M ∈M .
Remark 1. By the above proof, we see the following. For every family {WT}T∈T of
maps WT : M
|T | → M satisfying the conditions (MC1), (MC2), (MC4), (MC5)
and (MC6), there exist a Hilbert space L , a family {Πt}t∈T (1) of normal (∗-
)representations of M on L and an isometry V from H to L such that
WT (
−→
M) =V ∗ΠT (
−→
M )V (47)
for all T ∈T and −→M ∈M |T |. Eq.(47) then implies
WT (
−→
M )∗ =WT #(
−→
M#) (48)
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for all T ∈T and −→M ∈M |T |.
As seen the proof of Theorem 8, the following fact holds, which will be used in
the next section.
Corollary 2. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. For any systems {WT}T∈T of measurement correlations for
(M ,S), let (L , {Πt}t∈T (1) , V ) be a triplet in Theorem 8. Then the map F ∋ ∆ 7→
Π∆ (1) ∈ B(L ) is a projection-valued measure (PVM).
Proof. The proof can be easily done in terms of the conditions (MC4), (MC5) and
(MC6).
In [1], a (noncommutative) stochastic process over a C∗-algebra B, indexed by a
set T, is defined by a pair (A ,{ jt}t∈T) of a C∗-algebraA and a family { jt}t∈T of ∗-
homomorphisms fromB intoA . Obviously, a pair (B(L ),{Πt}t∈T (1)) in Theorem
8 is nothing but a stochastic process over a von Neumann algebra M indexed by
T (1) in this sense.
Let M be a von Neumann algebra on a Hilbert space. Let T be a set. We set
TT = ∪∞j=1({in}∪T) j. Let (L ,{Πt}t∈{in}∪T,V ) be a triplet consisting of a Hilbert
space L , a family {Πt}t∈{in}∪T of normal representations of M on L and V
an isometry from H to L such that Πin(M)V = VM for all M ∈ M and that
V ∗ΠT (
−→
M)V ∈M for all T ∈ TT and −→M ∈M |T |. The generalized Heisenberg pic-
ture is then formulated by this triple (L ,{Πt}t∈{in}∪T,V ), which enables us to com-
pare the situtation before the change, specified by a representationΠin, with the situ-
tation after the change, specified by {Πt}t∈T. This interpretation naturally follows
from the intertwining relation Πin(M)V =VM for allM ∈M and from the genera-
tion of correlation functions WT (
−→
M ) =V ∗ΠT (
−→
M)V for all T ∈ TT and −→M ∈M |T |.
For example, in a triplet (L ,{Πt}t∈T (1) ,V ) in Theorem 8, Πin and {Πt}t∈F corre-
spond to a representation before the measurement and those after the measurement,
respectively. The author believes that the generalized Heisenberg picture introduced
here gives a right extension of the description of dynamical processes in the standard
formulation of quantum mechanics since it succeeds to the advantage of the (usual)
Heisenberg picture that we can calculate correlation functions of observables at dif-
ferent times. This topic will be discussed in detail in the succeeding paper of the
author.
4 Unitary Dilation Theorem
As previously mentioned, the introduction of the concept of measuring process was
cruicial for the progress of the theory of quantum measurement and of instruments.
Measuring processes redefined as follows also play the central role in quantummea-
surement theory based on the generalized Heisenberg picture.
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Definition 9. A measuring process M for (M ,S) is a 4-tuple M = (K ,σ ,E,U)
which consists of a Hilbert space K , a normal state σ on B(K ), a spectral mea-
sure E : F → B(K ), and a unitary operatorU on H ⊗K and defines a system of
measurement correlations {WMT }T∈TS for (M ,S) as follows: We define a represen-
tation piin of M and a family {pi∆}∆∈F of those of M on H ⊗K by
piin(M) =M⊗ 1K , pi∆ (M) =U∗(M⊗E(∆))U (49)
for allM ∈M and ∆ ∈F , respectively. We use the notation
piT (
−→
M) = pit1(M1) · · ·pit|T |(M|T |) (50)
for all T = (t1, · · · , t|T |) ∈ T and
−→
M = (M1, · · · ,M|T |) ∈ M |T |. For each T ∈ TS,
WMT : M
|T | →M is defined by
WMT (
−→
M) = (id⊗σ)(piT (−→M)) (51)
for all
−→
M ∈M |T |.
It is easily seen that two definitions of measuring processes for (B(H ),S) are equiv-
alent.
We say that a CP instrument I for (M ,S) is realized by a measuring pro-
cess M for (M ,S) in the sense of Definition 9, or M realizes I if I = IM.
CPInstRE(M ,S) denotes the set of CP instruments for (M ,S) realized bymeasuring
processes for (M ,S) in the sense of Definition 9. Then we have CPInstRE(M ,S)⊆
CPInstNE(M ,S). It will be shown in Section 6 that
CPInstRE(M ,S) = CPInstNE(M ,S). (52)
Definition 10. Let n ∈N. Two measuring processesM1 andM2 for (M ,S) are said
to be n-equivalent ifW
M1
T =W
M2
T for all T ∈ T such that |T | ≤ n. Two measuring
processes M1 and M2 for (M ,S) are said to be completely equivalent if they are
n-equivalent for all n ∈ N.
The n-equivalence class of a measuring processM for (M ,S) is nothing but the set
of measuring processes M′ for (M ,S) whose correlation functions of order less or
equal to n are identical to those defined by M, i.e.,WMT =W
M′
T for all T ∈ T such
that |T | ≤ n. Since a measuring process M for (M ,S) in the sense of Definition
9 is also that in the sense of Definition 2, the statistical equivalence works for the
former. Of course, the 2-equivalence is the same as the statistical equivalence. In
practical situations, dynamical aspects of physical systems are usually analyzed in
terms of correlation functions of finite order. Thus it is natural to consider that the
classification of measuring processes by the n-equivalence for not so large n ∈ N
is valid in the same way. It should be stressed here that causal relations cannot be
verified without using correlation functions (of observables at different times) and
that situations concerned with measurements are not the exception. A successful
Measuring processes and the Heisenberg picture 19
example of causal relations in the context of measurement has been already given by
the notion of perfect correlation introduced in [36], which uses correlation functions
of order 2. One may consider that the complete equivalence of measuring processes
is unrealistic and useless, but we believe that it is much useful since the following
theorem holds.
Theorem 9. Let H be a Hilbert space and (S,F ) a measurable space. Then there
is a one-to-one correpondence between complete equivalence classes of measuring
processesM= (K ,σ ,E,U) for (B(H ),S) and systems {WT}T∈T of measurement
correlations for (B(H ),S), which is given by the relation
WT (
−→
M) =WMT (
−→
M) (53)
for all T ∈ T and −→M ∈M |T |.
Let H1 and H2 be Hilbert spaces. For each η ∈ H2, we define a linear map Vη :
H1 → H1⊗H2 by Vηξ = ξ ⊗η for all ξ ∈ H1. It is easily seen that, for each
η ∈H2, Vη satisfies (X ⊗ 1)Vη =VηX for all X ∈ B(H1). For any x ∈H1\{0}, Px
denotes the projection from H1 onto the linear subspace Cx of H1 linearly spanned
by x. For any x,y ∈H1, we define |y〉〈x| ∈ B(H1) by |y〉〈x|z= 〈x|z〉y for all z ∈H1.
Lemma 1. Let H1 and H2 be Hilbert spaces. Let V be an isometry from H1 to
H1⊗H2. If V satisfies (X⊗1)V =VX for all X ∈B(H1), then there exists η ∈H2
such that V =Vη .
Proof. Let x∈H1\{0}. Since (Px⊗1)Vx=VPxx=Vx, it holds thatVx∈Cx⊗H2.
Hence, for any x∈H1\{0}, there is ηx ∈H2 such thatVx= x⊗ηx and that ‖ηx‖=
1.
For any x,y ∈H1\{0},
〈x|x〉y⊗ηy = 〈x|x〉Vy=V (〈x|x〉y) =V (|y〉〈x|x)
= (|y〉〈x|⊗ 1)Vx= (|y〉〈x|⊗ 1)(x⊗ηx) = 〈x|x〉y⊗ηx (54)
Thus ηx = ηy for all x,y ∈ H1\{0}. This fact implies that the range of the map
H1\{0} ∋ x 7→ ηx ∈H2 is one point. We put η = ηx for some x ∈H1\{0}. By the
linearity of V , V0= 0= 0⊗η . Thus we have V =Vη .
Proof (Proof of Theorem 9). Let {WT}T∈T be a system of measurement correlations
for (B(H ),S). By Theorem 8, there exist a Hilbert space L0, a family {Πt}t∈T (1)
of normal representations of B(H ) on L0 and an isometry V0 from H to L0 such
that
WT (
−→
M) =V ∗0 ΠT (
−→
M )V0 (55)
for all T ∈T and −→M ∈ B(H )|T |.
By Theorem 7, there exist a Hilbert space L1 and a unitary operatorU1 : L0 →
H ⊗L1 such that
Πin(M) =U
∗
1 (M⊗ 1)U1 (56)
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for all M ∈ B(H ). Similarly, by Theorem 7, there exist a Hilbert space L2 and a
unitary operatorU2 : L0 →H ⊗L2 such that
ΠS(M) =U
∗
2 (M⊗ 1)U2 (57)
for allM ∈ B(H ), and by Theorem 6 there exist a PVM E0 :F → B(L2) such that
Π∆ (1) =U
∗
2 (1⊗E0(∆))U2 (58)
for all ∆ ∈F .
We define a linear mapV :H →H ⊗L1 byV =U1V0, which is obviously seen
to be an isometry. Here, it holds that V ∗(M⊗ 1)V =M for all M ∈ B(H ). For all
M ∈ B(H ),
((M⊗ 1)V −VM)∗((M⊗ 1)V −VM)
=V ∗(M∗M⊗ 1)V −V ∗(M∗⊗ 1)VM−M∗V ∗(M⊗ 1)V +M∗V ∗VM
=M∗M−M∗ ·M−M∗ ·M+M∗M = 0. (59)
Thus we have (M⊗ 1)V = VM for all M ∈ B(H ). By Lemma 1, there is η1 ∈L1
such that V =Vη1 .
Let η2 ∈ L2 such that ‖η2‖ = 1. Let ζ be an isomorphism from L1⊗L2 to
L2⊗L1 defined by ζ (ξ1⊗ξ2) = ξ2⊗ξ1 for all ξ1 ∈L1 and ξ2 ∈L2. We define a
unitary operatorU3 from H ⊗L1⊗Cη2 to H ⊗Cη1⊗L2 by
U3(ξ ⊗η2) = (1⊗ ζ )(U2U∗1 ξ ⊗η1) (60)
for all ξ ∈ H ⊗L1. We define a unitary operator U5 from Cη2 to Cη1 by U5x =
〈η2|x〉η1 for all x ∈ Cη2. ThenU3 has the following form:
U3 = (1⊗ ζ )(U2U∗1 ⊗U5). (61)
Since both H ⊗L1⊗Cη2 and H ⊗Cη1⊗L2 are subspaces ofH ⊗L1⊗L2 and
satisfies dim(H ⊗L1⊗Cη2) = dim(H ⊗Cη1⊗L2) by the above observation, it
holds that
dim((H ⊗L1⊗Cη2)⊥) = dim((H ⊗Cη1⊗L2)⊥). (62)
This fact implies that there is a unitary operator U4 from (H ⊗L1⊗Cη2)⊥ to
(H ⊗Cη1⊗L2)⊥. Let Q be a projection operator from H ⊗L1⊗L2 onto H ⊗
L1⊗Cη2, i.e., Q= 1⊗1⊗Pη2 . Let R be a projection operator from H ⊗L1⊗L2
onto H ⊗Cη1⊗L2, i.e., R= 1⊗Pη1⊗ 1. We then define a unitary operatorU on
H byU =U3Q+U4(1−Q). It is obvious thatU satisfiesUQ=U3Q= RU3 = RU .
We define a Hilbert space K by K = L1⊗L2, a normal state σ on B(K ) by
σ(Y ) = 〈η1⊗η2|Y (η1⊗η2)〉 (63)
for all Y ∈ B(K ), and a spectral measure E : F → B(K ) by
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E(∆) = 1⊗E0(∆) (64)
for all ∆ ∈F .
We show that the 4-tupleM :=(K ,σ ,E,U) is a measuring process for (B(H ),S)
such that
WT (
−→
M) =WMT (
−→
M) (65)
for all T ∈T and −→M ∈ B(H )|T |. Since Q= 1⊗ 1⊗Pη2 and
piin(M) =U1Πin(M)U
∗
1 ⊗ 1B(L2) (66)
for allM ∈ B(H ), we have
piin(M)Q = Qpiin(M) (67)
for allM ∈ B(H ). Similarly, we have
pi∆ (M)Q=U
∗(M⊗E(∆))UQ
=U∗(M⊗E(∆))RU3Q
=U∗R(M⊗E(∆))U3Q
=U∗3R(M⊗E(∆))U3Q
=U∗3 (M⊗E(∆))U3Q
= ((1⊗ ζ )(U2U∗1 ⊗U5))∗(M⊗E(∆))((1⊗ ζ )(U2U∗1 ⊗U5))
= (U1U
∗
2 ⊗U∗5 )(M⊗ ζ ∗E(∆)ζ )(U2U∗1 ⊗U5)Q
= (U1U
∗
2 ⊗U∗5 )(M⊗E0(∆)⊗ 1B(L1))(U2U∗1 ⊗U5))Q
= (U1Π∆ (M)U
∗
1 ⊗Pη2)Q
= (U1Π∆ (M)U
∗
1 ⊗ 1B(L2))Q, (68)
and
pi∆ (M)Q = Qpi∆ (M) (69)
for allM ∈ B(H ) and ∆ ∈F . By Eqs. (67) and (69), it holds that
QpiT (
−→
M)Q= Q(U1Πt1(M1) · · ·Πt|T |(M|T |)U∗1 ⊗ 1B(L2))Q (70)
for all T = (t1, · · · , t|T |) ∈T and
−→
M = (M1, · · · ,M|T |) ∈ B(H )|T |.
For all ξ ∈H , T = (t1, · · · , t|T |) ∈ T and
−→
M = (M1, · · · ,M|T |) ∈ B(H )|T |.
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〈ξ |WMT (
−→
M)ξ 〉= 〈ξ |(id⊗σ)(piT (−→M))ξ 〉
= 〈ξ ⊗η1⊗η2|piT (−→M)(ξ ⊗η1⊗η2)〉
= 〈Q(ξ ⊗η1⊗η2)|piT (−→M)Q(ξ ⊗η1⊗η2)〉
= 〈Vξ ⊗η2|QpiT (−→M )Q(Vξ ⊗η2)〉
= 〈Vξ ⊗η2|Q(U1Πt1(M1) · · ·Πt|T |(M|T |)U∗1 ⊗ 1B(L2))Q(Vξ ⊗η2)〉
= 〈Vξ ⊗η2|(U1Πt1(M1) · · ·Πt|T |(M|T |)U∗1 ⊗ 1B(L2))(Vξ ⊗η2)〉
= 〈Vξ |U1Πt1(M1) · · ·Πt|T |(M|T |)U∗1Vξ 〉
= 〈ξ |V ∗U1Πt1(M1) · · ·Πt|T |(M|T |)U∗1Vξ 〉
= 〈ξ |V ∗0 Πt1(M1) · · ·Πt|T |(M|T |)V0ξ 〉
= 〈ξ |WT (−→M)ξ 〉, (71)
which completes the proof.
Remark 2. We adopt here the same notations as in the proof of the above theorem.
Suppose that H is separable and (S,F ) is a standard Borel space. Let {∆n}n∈N
be a countable generator of F , {Mn}n∈N a dense subset of B(H ) in the strong
topology, and {ξn}n∈N a dense subset of H . Let {Cn}n∈N be a well-ordering of the
countable set {Πin(Mn) | n ∈ N}∪ {Π∆m(Mn) | m,n ∈ N}. L0 has the increasing
sequence {L0,n}n∈N of separable closed subspaces, defined by
L0,n = span{C f (1) · · ·C f (n)V0ξk | f ∈ N{1,··· ,n},k ∈ N} (72)
for all n ∈ N, such that L0 = span(∪nL0,n), where N{1,··· ,n} is the set of maps from
{1, · · · ,n} to N. Hence, L0 is separable because we have
L0 = span
{
∞⊕
n=1
(L0,n−1)⊥∩L0,n
}
, (73)
where L0,0 = {0}. It is immediately seen that L1, L2 and K = L1⊗L2 are also
separable.
5 Extendability of CP instruments to systems of measurement
correlations
To beginwith, the following theorem similar to [29, Theorem 3.4] holds for arbitrary
von Neumann algebras M .
Corollary 3. Let M be a von Neumann algebra on a Hilbert spaceH and (S,F ) a
measurable space. For a system {WT}T∈T of measurement correlations for (M ,S),
the following conditions are equivalent:
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(1) There is a system {W˜T}T∈T of measurement correlations for (B(H ),S) such
that
WT (
−→
M) = W˜T (
−→
M) (74)
for all T ∈ T and −→M ∈M |T |.
(2) There is a measuring processM= (K ,σ ,E,U) for (M ,S) such that
WT (
−→
M) =WMT (
−→
M) (75)
for all T ∈ T and −→M ∈M |T |.
The proof of this corollary is obvious by Theorem 9. It is not known that how
large the set of systems of measurement correlations for (M ,S) satisfying the above
equivalent conditions in the set of systems of measurement correlations for (M ,S)
at the present time.
Going back to the starting point of quantummeasurement theory, we do not have
to rack our brain to resolve the above difficulty. This is because we should recall
that each CP instrument statistically corresponds to an appratus measuring the sys-
tem under consideration in the sense of the Davies-Lewis proposal. In addition, the
introduction of systems of measurement correlations was motivated by the necessity
of the counterpart of CP instruments in the (generalized) Heisenberg picture in order
to systematically treat measurement correlations. Hence it is natural to consider that
an instrument I for (M ,S) describing a physically realizable measurement should
be defined by a system of measurement correlations {WT}T∈TS for (M ,S), i.e.,
I (M,∆) = IW (M,∆) (76)
for allM ∈M and ∆ ∈F .
Question 2. Let M be a von Neumann algebra on a Hilbert space H and (S,F ) a
measurable space. For any CP instrument I for (M ,S), does there exist a system
of measurement correlations {WT}T∈TS for (M ,S) which defines I ?
In the case ofB(H ), this question is already affirmatively answered by the existence
of measuring processes for (B(H ),S) for every CP instrument for (B(H ),S) (The-
orem 1). Surprisingly, Question 2 is affirmatively resolved for all CP instruments
defined on arbitrarily given von Neumann algebras.
Theorem 10. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. For every CP instrument I for (M ,S), there exists a system
of measurement correlations {WT}T∈TS for (M ,S) such that
I (M,∆) = IW (M,∆) (77)
for all M ∈M and ∆ ∈F .
Proof. By [31, Proposition 4.2] (or [29, Proposition 3.2]), there exist a Hilbert space
K , a normal representation pi0 of M on K , a PVM E0 : F → B(K ) and an
isometry V : H →K such that
24 Kazuya Okamura
I (M,∆) =V ∗pi0(M)E0(∆)V, (78)
pi0(M)E0(∆) = E0(∆)pi0(M) (79)
for allM ∈M and ∆ ∈F , and that K = span(pi0(M )E0(F )VH ).
We follow the identification
B(H ⊕K ) =
(
B(H ) B(K ,H )
B(H ,K ) B(K )
)
(80)
with multiplication and involution compatible with the usual matrix operations. We
define a normal represetation Πin of M on H ⊕K by
Πin(M) =
(
M 0
0 pi0(M)
)
(81)
for allM ∈M , a PVM E : F → B(H ⊕K ) by
E(∆) =
(
δs(∆)1 0
0 E0(∆)
)
(82)
for all ∆ ∈F , where s ∈ S and δs is a delta measure on (S,F ) concentrated on s,
and a unitary operatorU of H ⊕K by
U =
(
0 −V ∗
V Q
)
, (83)
where Q = 1−VV ∗. For every ∆ ∈ F , we define a representation Π∆ of M on
H ⊕K by
Π∆ (M) =U
∗Πin(M)E(∆)U
=
(
I (M,∆) −V ∗pi0(M)E0(∆)Q
−Qpi0(M)E0(∆)V δs(∆)VMV ∗+Qpi0(M)E0(∆)Q
)
(84)
for allM ∈M . We define a unital normal CP linear map P11 :B(H ⊕K )→B(H )
by (
B(H ) B(K ,H )
B(H ,K ) B(K )
)
∋
(
X11 X12
X21 X22
)
7→ X11 ∈ B(H ). (85)
For every T = (t1, · · · , t|T |) ∈ TS, we define a mapWT : M |T | → B(H ) by
WT (
−→
M) = P11[ΠT (
−→
M)] = P11[Πt1(M1) · · ·Πt|T |(M|T |)] (86)
for all
−→
M = (M1, · · · ,M|T |) ∈M |T |.
We show that the family {WT}T∈TS is a system of measurement correlations for
(M ,S) such that
I (M,∆) =W∆ (M) (87)
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for all M ∈ M and ∆ ∈ F . For this purpose, it suffices to showWT (−→M) ∈ M for
all T ∈ TS and −→M ∈M |T |. Then the set
D =
(
M span(MV ∗A )
span(A VM ) A
)
(88)
is a ∗-subalgebra of B(H ⊕K ), where A is a ∗-subalgebra of B(K ) alge-
braically generated by VMV ∗, pi0(M )E0(F ) and Q = 1−VV ∗. This fact fol-
lows from the usual matrix operations and V ∗A V ⊂ M 1. Since it is obvious that
Πin(M),Π∆ (M
′) ∈ D for all M,M′ ∈M and ∆ ∈F , we have ΠT (−→M) ∈ D for all
T ∈ TS and −→M ∈ M |T |. Therefore, for every T ∈ TS and −→M ∈ M |T |, the (1,1)-
component of ΠT (
−→
M) is also an element of M , which completes the proof.
Remark 3. In the case of an atomic von Neumann algebra M on a Hilbert space
H , we have another construction of a system of measurement correlations which
defines a given CP instrument.
Let E :B(H )→M be a normal conditional expectation.We define a CP instru-
ment I˜ for (B(H ),S) by
I˜ (X ,∆) = I (E (X),∆) (89)
for all X ∈ B(H ) and ∆ ∈ F . By Theorem 1, there exists a measuring process
M= (K ,σ ,E,U) for (B(H ),S) such that
I˜ (X ,∆) = IM(X ,∆) (90)
for all X ∈ B(H ) and ∆ ∈ F . A system of measurement correlations {WT}T∈TS
for (M ,S) is defined by
WT (
−→
M ) = E (WMT (
−→
M)) (91)
for all T ∈T and −→M ∈M |T |. Then IW satisfies
IW (M,∆) = E (W
M
∆ (M)) = E (I˜ (M,∆)) = E (I (E (M),∆)) = I (M,∆) (92)
for allM ∈M and ∆ ∈F .
We should remark that the above construction does not show the existence of
measuring processes for (M ,S) for every CP instrument for (M ,S).
6 Approximate realization of CP instruments by measuring
processes
We discuss the realizability of CP instruments by measuring processes in this sec-
tion. Here, we shall start from the following question similar to Question 2.
1 To show this, we use Q= 1−VV ∗ and Eq.(78).
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Question 3. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. For any CP instrument I for (M ,S), does there exist a mea-
suring processM for (M ,S) which realizes I within arbitrarily given error limits
ε > 0?
We say that a CP instrument I for (M ,S) is approximately realized by a net
of measuring processes {Mα}α∈A for (M ,S), or {Mα}α∈A approximately real-
izes I if, for every ε > 0, n ∈ N, ρ1, · · · ,ρn ∈ Sn(M ), ∆1, · · · ,∆n ∈ F and
M1, · · · ,Mn ∈M , there is α ∈ A such that |〈ρi,I (Mi,∆i)〉−〈ρi,IMα (Mi,∆i)〉|< ε
for all i = 1, · · · ,n. CPInstAR(M ,S) denotes the set of CP instruments for (M ,S)
approximately realized by nets of measuring processes for (M ,S).
Before answering to Question 3, we shall extend the program, advocated and
developed by many researchers [15, 41, 22, 20], which states that physical processes
should be described by (inner) CP maps usually called operations [15] or effects
[22].
Definition 11 ([23, 3]). Let M be a von Neumann algebra on a Hilbert space H .
(1) A positive linear map Ψ of M is said to be finitely inner if there is a finite
sequence {V j} j=1,··· ,m of M such that
Ψ(M) =
m
∑
j=1
V ∗j MV j (93)
for allM ∈M
(2) A positive linear mapΨ of M is said to be inner if there is a sequence {V j} j∈N
of M such that
Ψ(M) =
∞
∑
j=1
V ∗j MV j (94)
for allM ∈M , where the convergence is ultraweak.
(3) A positive linear map Ψ of M is said to be approximately inner if it is the
pointwise ultraweak limit of a net {Ψα}α∈A of finitely inner positive linear maps
such thatΨα(1)≤Ψ(1) for all α ∈ A.
In [3], finite innerness and approximate innerness of CP maps are called factoriza-
tion through the identity map idM :M →M and approximate factorization through
idM , respectively.We refer the reader to [23, 24, 3, 2] for more detailed discussions.
It is obvious that every finitely inner positive linear mapΨ of M is inner. Similarly,
every inner positive linear map Ψ(M) = ∑∞j=1V
∗
j MV j, M ∈ M , is approximately
inner since it is the ultraweak limit of a sequence {Ψj} of finitely inner positive
maps Ψj(M) = ∑
j
k=1V
∗
k MVk, M ∈M , such that Ψj(1) = ∑ jk=1V ∗k Vk ≤Ψ(1) for all
j ∈N. Every approximately inner positive linear mapΨ of M is always completely
positive.
Definition 12. An instrument I for (M ,S) is said to be finitely inner [inner, or
approximately inner, respectively] if I (·,∆) is finitely inner [inner, or approxi-
mately inner, respectively] for every ∆ ∈ F . CPInstFI(M ,S) [CPInstIN(M ,S), or
Measuring processes and the Heisenberg picture 27
CPInstAI(M ,S), respectively] denotes the set of finitely inner [inner, or approxi-
mately inner, respectively] CP instruments for (M ,S).
The following relation holds.
CPInstFI(M ,S)⊂ CPInstIN(M ,S)⊂ CPInstAI(M ,S). (95)
Definition 13 (Inner measuring process).Ameasuring processM= (K ,σ ,E,U)
for (M ,S) is said to be inner ifU is contained in M⊗B(K ).
We then have the following theorem.
Theorem 11. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. For every approximately inner (hence CP) instrument I for
(M ,S), ε > 0, n ∈N, ρ1, · · · ,ρn ∈Sn(M ), M1, · · · ,Mn ∈M and ∆1, · · · ,∆n ∈F ,
there exists an inner measuring process M= (K ,σ ,E,U) for (M ,S) in the sense
of Definition 9 such that
|〈ρ j,I (M j,∆ j)〉− 〈ρ j,IM(M j,∆ j)〉|< ε (96)
for all j = 1, · · · ,n.
Corollary 4. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. We have
CPInstAI(M ,S)⊂ CPInstAR(M ,S). (97)
Only for injective factors the following holds as a corollary of the above theorem.
Theorem 12. LetM be an injective factor on a Hilbert spaceH and (S,F ) a mea-
surable space. For every CP instrument I for (M ,S), ε > 0, n ∈ N, ρ1, · · · ,ρn ∈
Sn(M ), M1, · · · ,Mn ∈ M and ∆1, · · · ,∆n ∈ F , there exists an inner measuring
processM= (K ,σ ,E,U) for (M ,S) in the sense of Definition 9 such that
|〈ρ j,I (M j,∆ j)〉− 〈ρ j,IM(M j,∆ j)〉|< ε (98)
for all j = 1, · · · ,n.
Corollary 5. Let M be an injective factor on a Hilbert space H and (S,F ) a
measurable space. Then we have
CPInstAI(M ,S) = CPInstAR(M ,S) = CPInst(M ,S). (99)
Theorem 12 is a stronger result than [29, Theorem 4.4] for factors, so that Question
3 is affirmatively resolved for injective factors. We use the following proposition for
the proof of Theorem 12.
Proposition 2 (Anantharaman-DelarocheandHavet [3, Lemma 2.2, Remarks 5.4]).
Let M be an injective factor on on a Hilbert space H . Every CP map Ψ of
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M is approximately inner, i.e., it is the pointwise ultraweak limit of a net of
CP maps {Ψθ}θ∈Θ of the form Ψθ (M) = ∑nθj=1V ∗θ , jMVθ , j, M ∈ M , with nθ ∈ N,
Vθ ,1, · · · ,Vθ ,nθ ∈M such thatΨθ (1) = ∑nθj=1V ∗θ , jVθ , j ≤Ψ(1) for all θ ∈Θ .
The following proof is inspired by [40].
Proof (Proof of Theorem 11). Let n ∈ N, ρ1, · · · ,ρn ∈ Sn(M ), M1, · · · ,Mn ∈
M \{0} and ∆1, · · · ,∆n ∈ F\{ /0}. Let F ′ be a σ -subfield of F generated by
∆1, · · · ,∆n,S. Let {Γi}mi=1 ⊂F ′\{ /0} be a maximal partition of ∪ni=1∆i, i.e., {Γi}mi=1
satisfies the following conditions:
(1) For every i= 1, · · · ,m, if ∆ ∈F ′ satisfies ∆ ⊂ Γi, then ∆ is Γi or /0;
(2) ∪mi=1Γi = ∪ni=1∆i;
(3) Γi∩Γj = /0 if i 6= j.
For every i = 1, · · · ,m, there is a net of finitely inner CP maps {Ψθi}θi∈Θi of the
form Ψi,θi(M) = ∑
nθi
j=1V
∗
i,θi, j
MVi,θi, j, M ∈M , with nθi ∈ N, Vi,θi,1, · · · ,Vi,θi,nθi ∈M
such that is pointwisely convergent to I (·,Γi) in the ultraweak topology and
Ψi,θi(1)≤I (1,Γi).
We fix s0,s1, · · · .sm ∈ S such that si ∈ Γi for all i = 1, · · · ,m. For every θ =
(θ1, · · · ,θm) ∈Θ1×·· ·×Θm, we define a finitely inner CP instrumentIθ for (M ,S)
by
Iθ (M,∆) =
m
∑
i=1
δsi(∆)Ψθi(M)+ δsm(∆)Lθ MLθ (100)
for all M ∈M and ∆ ∈F , where δs is a delta measure on (S,F ) concentrated on
s and Lθ =
√
1−∑mi=1Ψi,θi(1).
Let ε be a positive real number. For every i= 1, · · · ,m, there is θ¯i ∈Θi such that
|〈ρ j,I (M j,Γi)〉− 〈ρ j,Ψi,θ¯i(M j)〉|<
ε
2m
(101)
for all j = 1, · · · ,n, and that
〈ρ j,I (1,Γi)−Ψi,θ¯i(1)〉<
ε
2m∑nk=1 ‖Mk‖
(102)
for all j = 1, · · · ,n.
By Eqs.(101), (102), we have
|〈ρ j,I (M j,∆ j)〉−
m
∑
i=1
δsi(∆ j)〈ρ j,Ψi,θ¯i(M j)〉|
= |
m
∑
i=1
δsi(∆ j)〈ρ j,I (M j,Γi)〉−
m
∑
i=1
δsi(∆ j)〈ρ j,Ψi,θ¯i(M j)〉|
≤
m
∑
i=1
δsi(∆ j)|〈ρ j,I (M j,Γi)〉− 〈ρ j,Ψi,θ¯i(M j)〉|<
m
∑
i=1
δsi(∆ j) ·
ε
2m
≤ ε
2
(103)
for all j = 1, · · · ,n, and
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|ρ j(Lθ¯M jLθ¯ )| ≤ ‖M j‖ρ j(L2θ¯ ) = ‖M j‖ · 〈ρ j,
m
∑
i=1
(
I (1,Γi)−Ψi,θ¯i(1)
)
〉
= ‖M j‖ ·
m
∑
i=1
〈ρ j,I (1,Γi)−Ψi,θ¯i(1)〉
< ‖M j‖ ·m · ε
2m∑nk=1 ‖Mk‖
≤ ε
2
. (104)
for all j = 1, · · · ,n. Then the CP instrument Iθ¯ for (M ,S) with θ¯ = (θ¯1, · · · , θ¯m)
satisfies
|〈ρ j,I (M j ,∆ j)〉− 〈ρ j,Iθ¯ (M j,∆ j)〉|< ε (105)
for all j = 1, · · · ,n.
Next, we shall define an inner measuring processM= (K ,σ ,E,U) for (M ,S)
that realizes Iθ¯ . Let η = {η j} j=0,1,···,‖θ¯‖+1 be a complete orthonormal system of
C‖θ¯‖+2. A partial isometry V : H ⊗C‖θ¯‖+2 →H ⊗C‖θ¯‖+2 is defined by
V =
m
∑
i=1
∑ik=1 θ¯k
∑
j=∑
i−1
k=1 θ¯k+1
Vi,θ¯i, j⊗|η j〉〈η0|+Lθ¯ ⊗|η‖θ¯‖+1〉〈η0| (106)
It is obvious that V satisfies V ∗V = 1⊗ |η0〉〈η0|. We define a PVM E : F →
M‖θ¯‖+2(C) by
Eη(∆) = δs0(∆)|η0〉〈η0|+
m
∑
i=1
δsi(∆)
∑ik=1 θ¯k
∑
j=∑i−1k=1 θ¯k+1
|η j〉〈η j |+δsm(∆)|η‖θ¯‖+1〉〈η‖θ¯‖+1|
(107)
for all ∆ ∈F .
We define a Hilbert space K = C‖θ¯‖+2⊗C2, a normal state σ on B(K ) =
M‖θ¯‖+2(C)⊗M2(C), a PVM E :F → B(K ) and a unitary operatorU on H ⊗K
by
σ(X) = Tr [X(|η0〉〈η0|⊗G11)] , X ∈ B(K ), (108)
E(∆) = Eη(∆)⊗ 1, ∆ ∈F , (109)
U =V ⊗G11+(1−VV ∗)⊗G12+(1−V∗V )⊗G∗12−V ∗⊗G22, (110)
respectively, where Tr is the trace onM‖θ¯‖+2(C)⊗M2(C) and
G11 =
(
1 0
0 0
)
, G12 =
(
0 1
0 0
)
, G22 =
(
0 0
0 1
)
. (111)
Since U ∈ M⊗M‖θ¯‖+2(C)⊗M2(C), the 4-tuple M = (K ,σ ,E,U) is an inner
measuring process for (M ,S) satisfying
|〈ρ j,I (M j,∆ j)〉− 〈ρ j,IM(M j,∆ j)〉|< ε (112)
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for all j = 1, · · · ,n.
Proof (Proof of Theorem 12). Let I be a CP instrument for (M ,S). Since M is an
injective factor, I (·,∆) is approximately inner for every ∆ ∈F by Proposition 2.
Thus the proof of Theorem 11 works.
Remark 4. We use the same notations as in the proof of Theorem 11. In the case
where M is factor, we have another construction of a measuring process M for
(M ,S) such that Iθ¯ (M,∆) = IM(M,∆) for all M ∈M and ∆ ∈F .
Let N be an AFD type III factor on a separable Hilbert space L . Let Y be a
partial isometry of N such that Y ∗Y 6= 1 and YY ∗ 6= 1. There then exists a partial
isometry W of M⊗M‖θ¯‖+2(C)⊗N such that W ∗W = 1−V ∗V ⊗Y ∗Y = 1− 1⊗
|η0〉〈η0| ⊗Y ∗Y and WW ∗ = 1−VV ∗⊗YY ∗. We define a unitary operator U of
M⊗M‖θ¯‖+2(C)⊗N by
U =V ⊗Y +W, (113)
and a PVM E : F →M‖θ¯‖+2(C)⊗N by
E(∆) = Eη(∆)⊗ 1L (114)
for all ∆ ∈ F . Let ψ be a unit vector of L such that Y ∗Yψ = ψ . Then we have
W (ξ ⊗η0⊗ψ) = 0 for all ξ ∈H . We define a normal state σ on M‖θ¯‖+2(C)⊗N
by
σ(X) = 〈η0⊗ψ |X(η0⊗ψ)〉 (115)
for all X ∈M‖θ¯‖+2(C)⊗N .
A Hilbert spaceK is then defined byK =C‖θ¯‖+2⊗L . SinceU ∈M⊗M‖θ¯‖+2(C)⊗N ,
the 4-tuple M = (K ,σ ,E,U) is an inner measuring process for (M ,S) satisfying
the desired property.
Not only for factors M , we have the following theorem affirmatively resolving
Question 3 for physically relevant cases.
Definition 14. A measuring process M = (K ,σ ,E,U) for (M ,S) is said to be
faithful if there exists a normal faithul representation E˜ : L∞(S,IM)→ B(K ) such
that E˜([χ∆ ]) = E(∆) for all ∆ ∈F .
This definition is the same as [29, Definition 3.4] except that the definition of mea-
suring process for (M ,S) is different.
Theorem 13. Let M be an injective von Neumann algebra on a Hilbert space H
and (S,F ) a measurable space. For every CP instrument I for (M ,S), ε > 0,
n ∈ N, ρ1, · · · ,ρn ∈ Sn(M ), M1, · · · ,Mn ∈ M and ∆1, · · · ,∆n ∈ F , there exists a
faithful measuring process M = (K ,σ ,E,U) for (M ,S) in the sense of Definition
9 such that
|〈ρ j,I (M j,∆ j)〉− 〈ρ j,IM(M j,∆ j)〉|< ε (116)
for all j = 1, · · · ,n, and that
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I (1,∆) = IM(1,∆) (117)
for all ∆ ∈F .
Proof. Suppose that M is in a standard form without loss of generality. Then there
is a norm one projectionE :B(H )→M and a net {Φα}α∈A of unital CP maps such
that Φα (X)→uw E (X) for all X ∈ B(H ) by [2, Corollary 3.9](, or [29, Proposition
4.2]). For every α ∈ A, a CP instrument Iα for (B(H ),S) is defined by
Iα(X ,∆) = I (Φα(X),∆) (118)
for all X ∈ B(H ) and ∆ ∈F . For every α ∈ A, Iα satisfies
Iα (1,∆) = I (Φα (1),∆) = I (1,∆) (119)
for all ∆ ∈F .
Let ε > 0, n ∈ N, ρ1, · · · ,ρn ∈ Sn(M ), M1, · · · ,Mn ∈ M and ∆1, · · · ,∆n ∈ F .
There exists α0 ∈ A such that
|〈ρi,I (Mi,∆i)〉− 〈ρi,Iα0(Mi,∆i)〉|< ε (120)
for every i= 1, · · · ,n.
By [29, Proposition 3.2] and Theorem 7, there exist a Hilbert space L1, a normal
faithful representationE1 : L
∞(S,Iα0)→B(L1) and an isometryV :H →H ⊗L1
such that
Iα0(X ,∆) =V
∗(X⊗E1([χ∆ ]))V (121)
for all X ∈ B(H ) and ∆ ∈F .
Because the discussion below is not needed in the case of dim(L1) = 1, we
assume that dim(L1) ≥ 2. Let η1 be a unit vector of L1. Let N be an AFD type
III factor on a separable Hilbert space L2. We define a partial isometry U1 : H ⊗
L1⊗L2 →H ⊗L1⊗L2 by
U1(x⊗ ξ ⊗ψ) = 〈η1|ξ 〉Vx⊗ψ (122)
for all x ∈H , ξ ∈L1 and ψ ∈L2. LetU2 be an isometry of B(L1)⊗N such that
U2U
∗
2 = |η1〉〈η1|⊗1.We define an isometryU3 ofB(H ⊗L1)⊗N byU3 = 1⊗U2.
We then define a unitary operatorU of H ⊗L1⊗L2⊗C2 by
U =U1U3⊗G11+[1− (U1U3)(U1U3)∗]⊗G12
+[1− (U1U3)∗(U1U3)]⊗G∗12− (U1U3)∗⊗G22
=U1U3⊗G11+(1−U1U∗1 )⊗G12− (U1U3)∗⊗G22, (123)
where
G11 =
(
1 0
0 0
)
, G12 =
(
0 1
0 0
)
, G22 =
(
0 0
0 1
)
. (124)
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Let η2 be a unit vector of L2. We define a Hilbert space K = L1⊗L2⊗C2, a
normal state σ on B(K ) by
σ(X) = Tr [X(|η1⊗η2〉〈η1⊗η2|⊗G11)] (125)
for all X ∈ B(K ), and a PVM E : F → B(K ) by
E(∆) = E1([χ∆ ])⊗ 1N ⊗M2(C) (126)
for all ∆ ∈F , respectively, where Tr is the trace on B(L1⊗L2)⊗M2(C).
The 4-tuple M = (K ,σ ,E,U) is then a faithful measuring process for (M ,S)
that realizes Iα0 and that satisfies
|〈ρ j,I (M j,∆ j)〉− 〈ρ j,IM(M j,∆ j)〉|< ε (127)
for all j = 1, · · · ,n, and
I (1,∆) = IM(1,∆) (128)
for all ∆ ∈F .
By the proof of Theorem13 and facts in Section 2, we have the following corollaries.
Corollary 6. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. Then we have
CPInstRE(M ,S) = CPInstNE(M ,S). (129)
Proof. Use [29, Theorem 3.4 (iii)].
Corollary 7. Let M be an atomic von Neumann algebra on a Hilbert spaceH and
(S,F ) a measurable space. Then we have
CPInstRE(M ,S) = CPInst(M ,S). (130)
Corollary 8. Let M be a von Neumann algebra on a Hilbert space H and (S,F )
a measurable space. Then we have
CPInstAR(M ,S) = CPInst(M ,S). (131)
Following these results, Question 3 is affirmatively resolved for general σ -finite
von Neumann algebras.
Throughout the present paper, we have developed the dilation theory of systems
of measurement correlations and CP instruments, and established many unitary di-
lation theorems of them. In the succeeding paper, we systematically develop succes-
sive and continuous measurements in the generalized Heisenberg picture. The au-
thor believes that the approach to quantum measurement theory given in the present
and succeeding papers contributes to the categorical (re-)formulation of quantum
theory. On the other hand, though we do not know how it is related to the topic of
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the paper at the present time, the future task is to find the connection with the results
of Haagerup and Musat [16, 17], which develop the asymptotic factorizability of CP
maps on finite von Neumann algebras.
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