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a b s t r a c t
In this work, an improved version of the fractional variational iteration method is
presented, for solving fractional initial value problems. The nonlinear terms of fractional
differential equations are linearized via the famous Adomian series. The fractional
differential functions are employed in the numerical simulation. Two examples are given
as illustrations.
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1. Introduction
Recently, the study of fractional differential equations has been an important topic. In thework on the topic, the Adomian
decomposition method (ADM) and variational iteration method (VIM) are used most often [1–5]. Recently, the fractional
variational iteration method proposed by Wu [5,6] extended the famous variational iteration method and identified the
generalized Lagrange multipliers for solving fractal initial value problems.
As is well known, solutions of the fractional differential equations should be analytical if the fractional derivative is in
the sense of Caputo. Fractal curves are everywhere continuous but nowhere differentiable. As a result, we cannot employ
the Caputo derivative theoretically, as this requires that the function should be differentiable.
Recently, Carpinteri considered the diffusion process on a Cantor-like set which involves fractal boundaries [7] and
Jumarie also considered coarse grain boundary problems [8]. Using the Kolwankar and Gangal fractional differentiable
functions, we discuss such initial value problems for some differential equations in this work via an FVIM implementation
with the Adomian series.
2. Properties of the local fractional calculus
On the basis of Cantor-like sets, Kolwankar and Gangal proposed a concept of a local fractional derivative [9,10]:
Dαx0 f (x) = limx→x0
1
Γ (n− α)
dn
dxn
 x
x0
(x− ξ)n−α(f (ξ)− f (x0))dξ, (1)
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where the derivative on the right-hand side is the Riemann–Liouville fractional derivative, and f (x) is non-differentiable
function.
Chen et al. presented the necessary conditions for [11]
Dαx f (x) = limy→x
Γ (1+ α)(f (y)− f (x))
(y− x)α , 0 < α ≤ 1. (2)
We can obtain the following three useful properties of the Kolwankar–Gangal derivative:
(1) Dαx x
β = Γ (1+ β) x
β−α
Γ (1+ β − α) , m > 0.
(2)
1
Γ (1+ α)
 b
a
g(x)Dαx f (x)(dx)
α = g(x)f (x) |ba−
1
Γ (1+ α)
 b
a
f (x)Dαx g(x)(dx)
α.
(3) f (b)− f (a) = 1
Γ (1+ α)
 b
a
Dαx f (x)(dx)
α = 1
Γ (1+ α)
 b
a
dα f (x).
The property (1) can be obtained using the binomial expansion [12] of fractional differential functions, which arises from
the Taylor series [13]. Readers need to know that the law (2) only holds for fractional differential functions.
3. The FVIM via the Adomian series
Consider the initial value problem
Dµy(x)+ L[y(x)] + N[y(x)] = g(x), µ = mα > 0, 0 < α ≤ 1. (3)
y(kα)(0) = ck, k = 0, 1, . . . ,m− 1,
where Dµ denotes Dα · · ·Dα  
m
, L is a linear operator and N represents a nonlinear operator. The physical meaning of the
fractional initial value is explained by Kolwankar and Gangal [9,10].
A correct function for (3) can be constructed as follows:
yn+1(x) = yn(x)+ 1
Γ (1+ α)
 x
0
λ{y(mα)n (ξ)+ L[yn(ξ)] + N[yn(ξ)] − g(ξ)}(dξ)α, (4)
where the generalized multiplier is
λ = (−1)m (ξ − x)
(m−1)α
Γ (1+ (m− 1)α) .
The nonlinear term N[y(ξ)] can be expanded as
N[y(x)] = N
 ∞
n=0
yn

=
∞
n=0
An(y0, y1, . . . , yn), (5)
where An is the famous Adomian series
An = 1n!

dn
dλn
 ∞
n=0
λiyi

λ=0
. (6)
For example, when N[y(x)] = y2, one can derive the expansion as
A0 = y20, A1 = 2y1y0, A2 = 2y2y0 + y21, . . . . (7)
As a result, the iteration formula of Eq. (1) is presented:
yn+1(x) = yn(x)+ (−1)
m
Γ (1+ α)
 x
0
(ξ − x)(m−1)α
Γ (1+ (m− 1)α) {y
(mα)
n + L[yn] + N[yn] − g}(dξ)α, (8)
where the initial iteration u0 is determined from the Taylor series [13] for non-analytical functions.
4. Applications
To demonstrate the effectiveness of this method, we consider two fractional differential equations.
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Fig. 1. The top line (−−) is the approximate solutionwhenα = 0.99 and themiddle line is thatwhenα = 0.95; the curve at the bottom is the approximate
solution when α = 0.90.
4.1. A linear equation
Consider the following initial value problem:
y(2α) = y+ 1, (9)
y(0) = 0, y(α)(0) = 1.
From (8), the iteration formula for Eq. (9) can be given as
yn+1(x) = yn(x)+ 1
Γ (1+ α)
 x
0
(ξ − x)α
Γ (1+ α) {y
(2α)
n − An − 1}(dξ)α. (10)
The initial iteration is
y0(x) = y(0)+ y(α)(0) x
α
Γ (1+ α) =
xα
Γ (1+ α) .
Now we can obtain the following non-analytical approximate solutions:
y1(x) = x
α
Γ (1+ α) +
x2α
Γ (1+ 2α) +
x3α
Γ (1+ 3α) ,
y2(x) = x
α
Γ (1+ α) +
x2α
Γ (1+ 2α) +
x3α
Γ (1+ 3α) +
x4α
Γ (1+ 4α) +
x5α
Γ (1+ 5α) , (11)
. . . .
We can derive the general nth-order approximation
yn(x) =
n
i=0
xkα
Γ (1+ kα) − 1.
For α = 0.99, 0.95, 0.90, Fig. 1 shows the shape of y1(x) in (11) from above to below.
Readers should note that the functions xkα above are fractional differentiable functions.
4.2. A nonlinear equation
Consider the following initial value problem:
y(2α) = y2(x)+ 1, (12)
y(0) = 0, y(α)(0) = 1.
From (8), the iteration formulation for (12) can be written as
yn+1(x) = yn(x)+ 1
Γ (1+ α)
 x
0
(ξ − x)α
Γ (1+ α) {y
(2α)
n − An − 1}(dξ)α. (13)
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Fig. 2. The top line (−−) is the exact solution when α = 1 and the middle line is the approximate solution when α = 0.95; the curve at the bottom is the
approximate solution when α = 0.90.
From Eq. (7) and the following initial iteration:
y0(x) = y(0)+ y(α)(0) x
α
Γ (1+ α) =
xα
Γ (1+ α) ,
we can obtain
y1(x) = x
α
Γ (1+ α) +
x2α
Γ (1+ 2α) +
Γ (1+ 2α)
Γ 2(1+ α)
x3α
Γ (1+ 3α) , (14)
. . . .
For α = 1, 0.95, 0.90, Fig. 2 shows the shape of y1(x) in (14) from above to below.
We should emphasize that the curves for the approximate solutions in Figs. 1 and 2 are on a large fractal scale. In fact,
they are absolutely non-differentiable solutions when the fractal scale tends to zero.
Conclusion
In this work, we present in detail a way to obtain solutions of nonlinear fractional differential equations with the aid of
the fractional variational iteration method and the Adomian decomposition series which is used to linearize the nonlinear
terms. The method presented provides a potential tool for approximately solving fractal initial value problems.
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