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Abstract
The graded reflection equation is investigated for the Uq[osp(r|2m)(1)] vertex model. We
have found four classes of diagonal solutions with at the most one free parameter and twelve
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1 Introduction
Integrability in classical vertex models and quantum spin chains is intimately connected with solu-
tions of the Yang-Baxter equation [1]. This equation plays a central role in the Quantum Inverse
Scattering Method which provides an unified approach to construct and study physical properties
of integrable models [2, 3]. Usually these systems are studied with periodic boundary conditions
but more general boundaries can also be included in this framework as well. Physical properties
associated with the bulk of the system are not expected to be influenced by boundary conditions
in the thermodynamical limit. Nevertheless, there are surface properties such as the interfacial
tension where the boundary conditions are of relevance. Moreover, the conformal spectra of lattice
models at criticality can be modified by the effect of boundaries [4].
Integrable systems with open boundary conditions can also be accommodated within the
framework of the Quantum Inverse Scattering Method [5]. In addition to the solution of the Yang-
Baxter equation governing the dynamics of the bulk there is another fundamental ingredient, the
reflection matrices [6]. These matrices, also referred as K-matrices, represent the interactions at
the boundaries and compatibility with the bulk integrability requires these matrices to satisfy the
so-called reflection equations [5, 6].
At the moment, the study of general regular solutions of the reflection equations for vertex
models based on q-deformed Lie algebras [7, 8] has been successfully accomplished. See [9] for
instance and references therein. However, this same analysis for vertex models based on Lie su-
peralgebras are still restricted to diagonal solutions associated with the Uq[sl(m|n)] [10, 11] and
Uq[osp(2|2)] symmetries [12] and non-diagonal solutions related to super-Yangians osp(m|n) [13]
and sl(m|n) [14, 15].
The aim of this paper is to touch again in the classification of the solutions of the reflection
equations based in the Lie superalgebras already initialized in [16] with the Uq[sl(r|2m)(2)] vertex
model. Here we will present the most general set of solutions of the reflection equation for the
Uq[osp(r|2m)(1)] vertex model, keeping the structure presented in[16]. This paper is organized as
follows. In the next section we present the Uq[osp(r|2m)(1)] vertex model. This supplies the way for
the analysis of the corresponding reflection equations and in the section 3 we present four classes
of diagonal solutions. In the section 4 we present twelve classes of non-diagonal solutions what we
hope to be the most general set of K-matrices for the vertex model here considered. Concluding
remarks are discussed in the section 5, and in the appendices A and B we present special solutions
associated with the Uq[osp(1|2)(1)] and Uq[osp(2|2)(1)] cases respectively. Finally, in the appendix
C we describe the main steps of our construction.
1
2 The Uq[osp(r|2m)(1)] vertex model
Classical vertex models of statistical mechanics are nowadays well known to play a fundamental
role in the theory of two-dimensional integrable systems [1]. In this sense, it turns out that a
R-matrix satisfying the Yang-Baxter equation gives rise to the Boltzmann weights of an exactly
solvable vertex model. The Yang-Baxter equation consist of an operator relation for a complex
valued matrix R : C→ End (V ⊗ V ) reading
R12(x)R13(xy)R23(y) = R23(y)R13(xy)R12(x), (1)
where Rij(x) refers to the R-matrix acting non-trivially in the ith and jth spaces of the tensor
product V ⊗ V ⊗ V and the complex variable x denotes the spectral parameter. Here V is a finite
dimensional Z2 graded linear space and the tensor products appearing in the above definitions
should be understood in the graded sense. For instance, we have [A⊗B]ilj k = AijBlk(−1)(pi+pj)pl
for generic matrices A and B. The Grassmann parities pi assume values on the group Z2 and enable
us to distinguish bosonic and fermionic degrees of freedom. More specifically, the αth degree of
freedom is distinguished by the Grassmann parity pi = 0(1) for i bosonic (fermionic).
An important class of solutions of the Yang-Baxter equation (1) is denominated trigonometric
R-matrices containing an additional parameter q besides the spectral parameter. Usually such R-
matrices have their roots in the Uq[G] quantum group framework, which permit us to associate
a fundamental trigonometric R-matrix to each Lie algebra or Lie superalgebra G [7, 8, 17]. In
particular, explicit R-matrices were exhibited in [18, 19] for a variety of quantum superalgebras
in terms of standard Weyl matrices, providing in this way a suitable basis for the analysis of the
corresponding reflection equation.
The Uq[osp(r|2m)(1)] invariant R-matrices are given by
R(x) =
N∑
i=1
i 6=i′
(−1)piai(x)eˆii ⊗ eˆii + b(x)
N∑
i,j=1
i 6=j,i 6=j′
eˆii ⊗ eˆjj
+c¯(x)
∑
i,j=1
i<j,i 6=j′
(−1)pipj eˆji ⊗ eˆij + c(x)
N∑
i,j=1
i>j,i 6=j′
(−1)pipj eˆji ⊗ eˆij
+
N∑
i,j=1
(−1)pidi,j(x)eˆij ⊗ eˆi′j′ (2)
where N = r + 2m is the dimension of the graded space with r bosonic and 2m fermionic degrees
of freedom. Here i′ = N + 1− i corresponds to the conjugated index of i and eˆij refers to a usual
N ×N Weyl matrix with only one non-null entry with value 1 at the row i and column j.
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In [20] it was demonstrated that the use of an appropriate grading structure plays a decisive
role in the investigation of the thermodynamic limit and finite size properties of integrable quantum
spin chains based on superalgebras. In what follows we shall adopt the grading structure
pi =

 0 for i = 1, ...,m and i = r +m+ 1, ..., N1 for i = m+ 1, ..., r +m , (3)
and the corresponding Boltzmann weights ai(x), b(x), c(x), c¯(x) and dij(x) are then given by
ai(x) = (x− ζ)(x(1−pi) − q2xpi), b(x) = q(x− 1)(x − ζ),
c(x) = (1− q2)(x− ζ), c¯(x) = x(1− q2)(x− ζ) (4)
and
di,j(x) =


q(x− 1)(x− ζ) + x(q2 − 1)(ζ − 1), (i = j = j′)
(x− 1)[(x − ζ)(−1)piq2pi + x(q2 − 1)], (i = j 6= j′)
(q2 − 1)[ζ(x− 1) θiqti
θjq
tj
− δi,j′(x− ζ)], (i < j)
(q2 − 1)x[(x − 1) θiqti
θjq
tj
− δi,j′(x− ζ)], (i > j)
(5)
where ζ = qr−2m−2. The remaining variables θi and ti depend strongly on the grading structure
considered and they are determined by the relations
θi =


(−1)− pi2 , 1 ≤ i < N+12
1, i = N+12
(−1) pi2 , N+12 < i ≤ N
(6)
ti =


i+ [
1
2
− pi + 2
∑
i≤j<N+1
2
pj], 1 ≤ i < N + 1
2
N + 1
2
, i =
N + 1
2
i− [1
2
− pi + 2
∑
N+1
2
<j≤i
pj],
N + 1
2
< i ≤ N
(7)
The R-matrix (2) satisfies important symmetry relations, besides the standard properties of
regularity and unitarily, namely
PT− Symmetry : R21(x) = Rst1st212 (x)
Crossing Symmetry : R12(x) =
ρ(x)
ρ(x−1η−1)
V1R
st2
12 (x
−1η−1)V −11 , (8)
where the symbol stk stands for the supertransposition operation in the space with index k. In
its turn ρ(x) is an appropriate normalization function given by ρ(x) = q(x − 1)(x − ζ) and the
crossing parameter is η = ζ−1. At this stage it is convenient to consider the Uq[osp(2n|2m)(1)] and
the Uq[osp(2n + 1|2m)(1)] vertex models separately and their corresponding crossing matrix V is
an anti-diagonal matrix with the following non-null entries Vii′ ,
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• Uq
[
osp(2n|2m)(1)]:
Vii′ =


(−1) 1−pi2 q̥(i)1 , 1 ≤ i ≤ N
2
(−1) 1+pi2 q̥(i)2 , N
2
+ 1 ≤ i ≤ N
(9)
• Uq
[
osp(2n+ 1|2m)(1)]:
Vii′ = .


(−1) 1−pi2 q̥(i)1 , 1 ≤ i ≤ N − 1
2
,
(−1) 1−pi2 q̥(i)3 , i = N + 1
2
,
(−1) 1+pi2 q̥(i)4 , N + 3
2
≤ i ≤ N.
(10)
where
̥
(i)
1 = i− 1 + p1 − pi − 2
i−1∑
j=1
pj, ̥
(i)
2 = i− 2− p1 − pi − 2
i−1∑
j=26=N
2
+1
pj,
̥
(i)
3 =
N
2
− 1− p1 − pi − 2
N−1
2∑
j=2
pj , ̥
(i)
4 = i− 2− p1 − pi − 2
i−1∑
j=2
pj . (11)
The construction of integrable models with open boundaries was largely impulsed by Sklyanin’s
pioneer work [5]. In Sklyanin’s approach the construction of such models are based on solutions of
the so-called reflection equations [6, 5] for a given integrable bulk system. The reflection equations
determine the boundary conditions compatible with the bulk integrability and it reads
R21(x/y)K
−
2 (x)R12(xy)K
−
1 (y) = K
−
1 (y)R21(xy)K
−
2 (x)R12(x/y), (12)
where the tensor products appearing in (12) should be understood in the graded sense. The matrix
K−(x) describes the reflection at one of the ends of an open chain while a similar equation should
also hold for a matrixK+(x) describing the reflection at the opposite boundary. As discussed above,
the Uq[osp(r|2m)(1)] R-matrix satisfies important symmetry relations such as the PT-symmetry and
crossing symmetry. When these properties are fulfilled one can follow the scheme devised in [11, 21]
and the matrix K−(x) is obtained by solving the Eq. (12) while the matrix K+(x) can be obtained
from the isomorphism K−(x) 7→ K+(x)st = K−(x−1η−1)V stV .
The purpose of this work is to investigate the general families of regular solutions of the
graded reflection equation (12). Regular solutions mean that the K-matrices have the general form
K−(x) =
N∑
i,j=1
ki,j(x) eˆij , (13)
such that the condition ki,j(1) = δij holds for all matrix elements.
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The direct substitution of (13) and the Uq[osp(r|2m)(1)] R-matrix (2)-(7) in the graded re-
flection equation (12), leave us with a system of N4 functional equations for the entries ki,j(x). In
order to solve these equations we shall make use of the derivative method. Thus, by differentiating
the equation (12) with respect to y and setting y = 1, we obtain a set of algebraic equations for the
matrix elements ki,j(x). Although we obtain a large number of equations only a few of them are ac-
tually independent and a direct inspection of those equations, in the lines described in [9] and [16],
allows us to find the branches of regular solutions. In what follows we shall present our findings for
the regular solutions of the reflection equation associated with the Uq[osp(r|2m)(1)] vertex model.
We have obtained four families of diagonal solutions and twelve families of non-diagonal ones. The
special solutions associated with the cases Uq[osp(1|2)(1)] and Uq[osp(2|2)(1)] are presented in the
appendices A and B respectively.
3 Diagonal K-matrix solutions
The diagonal solutions of the graded reflection equation (12) is characterized by a K-matrix of the
form
K−(x) =
N∑
i=1
ki,i(x)eˆii. (14)
with the entries ki,j(x) related with k1,1(x) in a general form given by
ki,i(x) =
(βi,i − β1,1)(x− 1) + 2
(βi,i − β1,1)(x−1 − 1) + 2k1,1(x) (15)
for i = 2, ..., N − 1 and
kN,N (x) =
(βN,N − βN−1,N−1)(x− 1) + 2
(βN,N − βN−1,N−1)(x−1 − 1) + 2kN−1,N−1(x) (16)
The parameters βi,i =
d
dx
[ki,i(x)]x=1 are constrained by the reflection equations and forced to fall
in the four families of diagonal K-matrices that we shall refer as solutions of type D1 to type D4.
• Solution D1: Family formed by solutions without free parameters characterized by the label
p assuming discrete values in the interval 2 ≤ p ≤ m+ 1.
k1,1(x) = · · · = kp−1,p−1(x) = 1,
kp,p(x) = · · · = kN+1−p,N+1−p(x) = x+ ǫq
2p−1√ζ
x−1 + ǫq2p−1
√
ζ
,
kN+2−p,N+2−p(x) = · · · = kN,N (x) = x2. (17)
Here and in what follows, ǫ is a discrete parameter assuming the values ±1.
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• Solution D2: Family formed by solutions without free parameters. The discrete label p can
assume values in the interval m+ 2 ≤ p < N+12
k1,1(x) = · · · = kp−1,p−1(x) = 1,
kp,p(x) = · · · = kN+1−p,N+1−p(x) = x+ ǫq
4m+3−2p√ζ
x−1 + ǫq4m+3−2p
√
ζ
,
kN+2−p,N+2−p(x) = · · · = kN,N (x) = x2. (18)
In addition to these free parameter solutions we have more two families of one-parameter
solutions valid only for the models with r even,
• Solution D3: Class of solution valid only for r = 2n with n ≥ 1
k1,1(x) = · · · = kn+m−1,n+m−1(x) = 1,
kn+m,m+m(x) =
β(x− 1) + 2
β(x−1 − 1) + 2 ,
kn+m+1,n+m+1(x) =
β(x− q2ζ−1)− 2x
β(x−1 − q2ζ−1)− 2x−1 ,
kn+m+2,n+m+2(x) = · · · = kN,N (x) = x2. (19)
• Solution D4: Class of solution valid only for r = 2n with n ≥ 1
k1,1(x) = · · · = kn+m−1,n+m−1(x) = 1,
kn+m,m+m(x) = · · · = kN,N (x) = β(x− 1) + 2
β(x−1 − 1) + 2 . (20)
In the families D3 and D4 the free parameter is defined by β = βn+m,n+m − β1,1.
Thus, for the osp(2n + 1|2m)(1) we have n +m diagonal solutions without free parameters
and for the osp(2n|2m)(1) we have n+m+1 diagonal solutions from which two solutions have one
free parameter.
4 Non-Diagonal K-matrix Solutions
Analyzing the reflection matrix equation (12) we can see that the non-diagonal elements ki,j(x)
with fermionic labels ( i 6= j = 1, ..,m and i 6= j = m+ r + 1, ..., N) are write in terms of k1,N (x)
ki,j(x) =


F(x) (βi,jc1(x)d1,1(x) + βj′,i′b(x)di,j′(x)) , j < i′
βi,i′
k1,N (x)
β1,N
, i = j′
F(x) (βi,jc2(x)d1,1(x) + βj′,i′b(x)di,j′(x)) , j > i′
(21)
where
F(x) = b
2(x)− a1(x)d1,1(x)
b2(x)d1,2(x)d2,1(x)− c1(x)c2(x)d21,1(x)
k1,N (x)
β1,N
(22)
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and those matrix elements with the bosonic labels i 6= j = m + 1, ...,m + r are write in terms of
km+1,N−m(x)
ki,j(x) =


G(x) (βi,jc1(x)dm+1,m+1(x) + βj′,i′b(x)di,j′(x)) , j < i′
βi,i′
km+1,N−m(x)
βm+1,N−m
, i = j′
G(x) (βi,jc2(x)dm+1,m+1(x) + βj′,i′b(x)di,j′(x)) , j > i′
(23)
where
G(x) = b
2(x)− am+1(x)dm+1,m+1(x)
b2(x)d1,2(x)d2,1(x)− c1(x)c2(x)d2m+1,m+1(x)
km+1,N−m(x)
βm+1,N−m
. (24)
In general, the non-diagonal elements ki,i(x) have the structure
ki,j(x) =


βi,jxG(x), i > j
′
βi,jxG(x), i > j
′
βi,jG(x)Hf (x), i = j
′( fermionic)
βi,jG(x)Hb(x), i = j
′( bosonic)
(25)
Here and in what follows G(x) is an arbitrary function satisfying the regular condition ki,j(1) = δij
and
βi,j =
d
dx
[ki,j(x)]x=1, Hf (x) =
x− ǫq√ζ
1− ǫq√ζ , Hb(x) =
qx+ ǫ
√
ζ
q + ǫ
√
ζ
. (26)
Moreover, the diagonal entries ki,i(x) satisfy defined recurrence relations which depend on the
bosonic and fermionic degree of freedom. However, for the Uq[osp(r|2m)(1)] model we have found
K-matrix solutions with both degree of freedom only for the cases with m = 1 and for the cases
with r = 1 and r = 2.
In this section we shall focus on the non-diagonal solutions of the graded reflection equation
(12). We have found twelve classes of non-diagonal solutions that we refer in what follows as
solutions of type M1 to type M12. Explicitly, we have three classes of solutions: solutions with
only fermionic degree of freedom, named fermionic K-matrices; five classes of solutions with only
bosonic degree freedom, named bosonic K-matrices and four solutions with both degree of freedom,
named complete K-matrices.
4.1 Fermionic K-matrices
Here we shall focus on the non-diagonal solutions of the graded reflection equation (12) turning off
the bosonic degree of freedom i.e. ki,j(x) = 0 for i 6= j = m+ 1, ...,m + r. We have found three
classes of non-diagonal solutions that we refer in what follows as solutions of typeM1 to typeM3:
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4.1.1 Solution M1
The solution of type M1 is valid only for the Uq[osp(r|2)(1)] models with r ≥ 1 and the K-matrix
has the following block structure
K−(x) =


k1,1(x) O1×r k1,N (x)
Or×1 K1(x) Or×1
kN,1(x) O1×r kN,N (x)

 , (27)
where Oa×b is a a× b null matrix and
K1(x) =
[
x− 1
2
β(x− 1)(q2ζ − x)
]
Ir×r. (28)
Here and in what follows Ir×r denotes a r × r identity matrix and the remaining non-null entries
are given by
k1,1(x) = x− 1
2
β(x− 1)(q2ζ + 1),
k1,N (x) =
1
2
β1,N (x
2 − 1), kN,1(x) = −1
2
β2
β1,N
q2ζ(x2 − 1),
kN,N (x) = x− x
2
β(x− 1)(q2ζ + 1). (29)
where β = β2,2 − β1,1 and β1,N are two free parameters. We remark here that this solution for
r = 2 consist of a particular case of the three parameter solution given in the appendix B for the
Uq[osp(2|2)(1)] vertex model.
4.1.2 Solution M2
The Uq[osp(r|4)(1)] vertex models admit the solution M2 whose corresponding K-matrix has the
following structure
K−(x) =


k1,1(x) k1,2(x) k1,N−1(x) k1,N (x)
k2,1(x) k2,2(x) O2×r k2,N−1(x) k2,N (x)
Or×2 K2(x) Or×2
kN−1,1(x) kN−1,2(x) O2×r kN−1,N−1(x) kN−1,N (x)
kN,1(x) kN,2(x) kN,N−1(x) kN,N (x)


, (30)
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where K2(x) = k3,3(x)Ir×r. The non-diagonal entries can be written as
k1,2(x) = β1,2G(x) k2,1(x) = β2,1G(x)
k1,N−1(x) = β1,N−1G(x) kN−1,1(x) =
θN−1qtN−1
θ2qt2
β1,2β2,1
β1,N−1
G(x)
k2,N−1(x) = −β2,1β1,N
β1,2
G(x)Hf (x) kN−1,2(x) = qr−2
β1,2β2,1β1,N
β21,N−1
G(x)Hf (x)
k2,N (x) = −θ2q
t2
θ1qt1
ǫ√
ζ
β1,N−1xG(x) kN,2(x) = −θNq
tN
θ2qt2
ǫ√
ζ
β2,1β1,2
β1,N−1
xG(x)
kN−1,N (x) = −θN−1q
tN−1
θ1qt1
ǫ√
ζ
β1,2xG(x) kN,N−1(x) = −θNq
tN
θ2qt2
ǫ√
ζ
β2,1xG(x)
kN,1(x) =
θN−1qtN−1
θ2qt2
β22,1β1,N
β21,N−1
G(x)Hf (x) k1,N (x) = β1,NG(x)Hf (x), (31)
With respect to the diagonal matrix elements, we have the following expressions
k1,1(x) = [(βN,N − β3,3)x− (βN,N − β1,1 − 2)xHf (x) + β3,3 − β1,1] G(x)
x2 − 1
+[1 + ǫqr−1
√
ζ]
∆(x)
x2 − 1 (32)
for the recurrence relation
k2,2(x) = k1,1(x) + (β2,2 − β1,1)G(x),
k3,3(x) = k1,1(x) + (β3,3 − β1,1)G(x) + ∆(x),
kN−1,N−1(x) = k3,3(x) + (βN−1,N−1 − β3,3)xG2(x) + ǫqr−1
√
ζ∆(x),
kN,N (x) = x
2k1,1(x) + (βN,N − β1,1 − 2) xHf (x)G(x). (33)
where
∆(x) =
β2,1β1,N
β1,N−1
(
x− 1
1− ǫq√ζ
)
G(x) (34)
The diagonal entries (33) depend on the variables βα,α which are related to the free parameters
β1,2, β2,1, β1,N−1 and β1,N through the expressions
β2,2 = β1,1 − 2ǫ
q
1
2
r − ǫ
− β2,1β1,N
β1,N−1
(1− ǫq
√
ζ),
β3,3 = β2,2 +
β2,1β1,N
β1,N−1
,
βN−1,N−1 = β1,1 − 2ǫ
q
1
2
r − ǫ
+
β2,1β1,N
β1,N−1
(q
1
2
r + ǫ)q
√
ζ,
βN,N = β1,1 + 2 +
β2,1β1,N
β1,N−1
(q2 + 1)(ǫq
√
ζ). (35)
where
β2,1 = ǫ
(
β1,2β1,N−1
β1,N
1
q
√
ζ
− 2
(q
1
2
r − ǫ)(1− ǫq√ζ)
)
β1,N−1
β1,N
(36)
Therefore we have a solution with three free parameters.
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4.1.3 Solution M3
This class of solution is valid for all Uq[osp(r|2m)(1)] vertex models with m ≥ 3 and the correspond-
ing K-matrix possess the following general form
K−(x)=


k1,1(x) · · · k1,m(x) k1,r+m+1(x) · · · k1,N (x)
...
. . .
... Om×r
...
. . .
...
km,1(x) · · · km,m(x) km,r+m+1(x) · · · km,N (x)
Or×m K3(x) Or×m
kr+m+1,1(x) · · · kr+m+1,m(x) kr+m+1,r+m+1(x) · · · kr+m+1,N (x)
...
. . .
... Om×r
...
. . .
...
kN,1(x) · · · kN,m(x) kN,r+m+1(x) · · · kN,N (x)


,
(37)
where K3(x) is a diagonal matrix given by
K3(x) = km+1,m+1(x) Ir×r. (38)
With respect to the elements of the last column, we have the following expression
ki,N (x) = − ǫ√
ζ
θiq
ti
θ1qt1
β1,i′xG(x) (39)
i = 2, . . . ,m and i = r +m+ 1, . . . , N − 1,
In their turn the entries of the first column are mainly given by
ki,1(x) =
θiq
ti
θ2qt2
β2,1β1,i′
β1,N−1
G(x), (40)
i = 3, . . . ,m and i = r +m+ 1, . . . , N − 1.
In the last row we have
kN,j(x) = − ǫ√
ζ
θNq
tN
θ2qt2
β2,1β1,j
β1,N−1
xG(x) (41)
j = 2, . . . ,m and j = r +m+ 1, . . . , N − 1,
while the elements of the first row are k1,j(x) = β1,jG(x) for j = 2, . . . ,m and j = r+m+1, . . . , N−
1.
Concerning the elements of the secondary diagonal, they are given by
ki,i′(x) = −q2 θ1q
t1
θi′qti′
(1− ǫq√ζ)2
(q + 1)2
β21,i′
β1,N
G(x)Hf (x)
i = 2, . . . ,m , i 6= i′ and i = r +m+ 1, . . . , N − 1, (42)
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while the remaining entries k1,N (x) and kN,1(x) are determined by the following expressions
k1,N (x) = β1,NG(x)Hf (x)
kN,1(x) =
θN−1qtN−1
θ2qt2
β1,Nβ
2
2,1
β21,N−1
G(x)Hf (x) (43)
The remaining matrix elements ki,j(x) with i 6= j are then
ki,j(x) =


− ǫ√
ζ
θiq
ti
θ1q
t1
(
1−ǫq√ζ
q+1
)
β1,i′β1,j
β1,N
G(x), i < j′ 2 ≤ i, j ≤ N − 1
1
ζ
θiq
ti
θ1q
t1
(
1−ǫq√ζ
q+1
)
β1,i′β1,j
β1,N
xG(x), i > j′ 2 ≤ i, j ≤ N − 1
(44)
and
k2,1(x) =
2(−1)m(ǫq√ζ − 1)qm−2
(1 + ǫ
√
ζ)(q
1
2
r−1 + (−1)mǫ)(q 12 r − (−1)mǫ)
β1,N−1
β1,N
G(x),
k1,m(x) =
2ζ(q + 1)2qm−1
(1− ǫq√ζ)(1 + ǫ√ζ)(q 12 r−1 + (−1)mǫ)(q 12 r − (−1)mǫ)
β1,N
β1,m′
G(x), (45)
and the parameters β1,j are constrained by the relation
β1,j = −β1,j+1 β1,N−j
β1,N+1−j
j = 2, . . . ,m− 1. (46)
With regard to the diagonal matrix elements, they are given by
ki,i(x) =


k1,1(x) + (βi,i − β1,1)G(x), 2 ≤ i ≤ m
k1,1(x) + (βm+1,m+1 − β1,1)G(x) + ∆(x), i = m+ 1
km+1,m+1(x) + (βr+m+1,r+m+1 − βm+1,m+1)xG(x) + ǫqr−1
√
ζ∆(x),
i = r +m+ 1
ki−1,i−1(x) + (βi,i − βi−1,i−1)xG(x), r +m+ 2 ≤ i ≤ N
(47)
The last term of the recurrence relation (47) is identified with
kN,N (x) = x
2k1,1(x) + (βN,N − β1,1 − 2)xG(x)Hf (x) (48)
to find
k1,1(x) = [(βN,N − βm+1,m+1)x− (βN,N − β1,1 − 2)xHf (x) + βm+1,m+1 − β1,1] G(x)
x2 − 1
+[1 + ǫqr−1
√
ζ]
∆(x)
x2 − 1 (49)
where
∆(x) = − 2(x− 1)G(x)
(1 + ǫ
√
ζ)(q
1
2
r−1 + (−1)mǫ)(q 12 r − (−1)mǫ)
. (50)
In their turn the diagonal parameters βi,i are fixed by the relations
βi,i =


β1,1 + Λm
i−2∑
k=0
(−1
q
)k, 2 ≤ i ≤ m
βr+m+1,r+m+1 − (−1)mǫq 12 rΛm
i−r−m−2∑
k=0
(−1
q
)k, r +m+ 2 ≤ i ≤ N
(51)
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and
βm+1,m+1 = β1,1 + Λm
(
q
q + 1
+ (−1)m q
2−m
(q + 1)2
1 + ǫ
√
ζ
ǫ
√
ζ
)
, (52)
βr+m+1,r+m+1 = βm+1,m+1 +
2qr−2(ǫq
√
ζ − 1)
(1 + ǫ
√
ζ)(q
1
2
r−1 + (−1)mǫ)(q 12 r − (−1)mǫ)
, (53)
with
Λm = − 2(−1)
mqm−2(1 + q)2ǫ
√
ζ
(1 + ǫ
√
ζ)(q
1
2
r−1 + (−1)mǫ)(q 12 r − (−1)mǫ)
. (54)
The class of solution M3 has a total amount of m free parameters namely β1,r+m+1, . . . , β1,N .
Here we note that we can take the limit m = 2 in the class M3 to get a two parameter
solution which is a particular case of the three parameter solution of the class M2.
4.2 Bosonic Solutions
Here we will turn off the fermionic degree of freedom, i.e. ki,j(x) = 0, for i 6= j = {1, ...,m} and
i 6= j = {r +m+ 1, ..., N} in order to get K-matrix solutions with only bosonic degree of freedom.
We have found five classes of non-diagonal solutions that we refer in what follows as solutions of
type M4 to type M8:
4.2.1 Solution M4:
This family of solutions is valid only for the Uq[osp(2|2m)(1)] vertex model with m ≥ 1 and the
corresponding K-matrix has the following block diagonal structure
K−(x) =


k1,1(x)Im×n Om×2 Om×m
O2×m
km+1,m+1(x) km+1,m+2(x)
km+2,m+1(x) km+2,m+2(x)
O2×m
Om×m Om×2 kN,N (x)Im×n


(55)
The non-null entries are given by
k1,1(x) = 1 , kN,N (x) = x
2,
km+1,m+1(x) =
x2(1− ζ)
x2 − ζ , km+1,m+2(x) =
β
2
x(x2 − 1)(1 − ζ)
x2 − ζ ,
km+2,m+1(x) =
2
β
x(x2 − 1)ζ
(1− ζ)(x2 − ζ) , km+2,m+2(x) =
x2(1− ζ)
x2 − ζ . (56)
where β = βm+1,m+2 is a free parameter.
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4.2.2 Solution M5:
The family M5 is acceptable by the vertex model Uq[osp(3|2m)(1)] and it is characterized by a
K-matrix of the form
K−(x) =


k1,1(x)Im×m Om×3 Om×m
O3×m
km+1,m+1(x) km+1,m+2(x) km+1,m+3(x)
km+2,m+1(x) km+2,m+2(x) km+2,m+3(x)
km+3,m+1(x) km+3,m+2(x) km+3,m+3(x)
O3×m
Om×m Om×3 kN,N (x)Im×m


. (57)
The non-diagonal matrix elements are given by the following expressions
km+1,m+2(x) = βm+1,m+2G(x) km+2,m+1(x) = βm+2,m+1G(x)
km+3,m+2(x) = βm+3,m+2xG(x) km+2,m+3(x) = βm+2,m+3xG(x) (58)
km+1,m+3(x) = βm+1,m+3G(x)Hb(x) km+3,m+1(x) = βm+3,m+1G(x)Hb(x)
where Hb(x) is given by (26). In their turn the above parameters βi,j are constrained by the
relations
βm+2,m+3 = ǫ
√
q√
ζ
βm+1,m+2, βm+3,m+2 = ǫ
√
q√
ζ
βm+2,m+1,
βm+3,m+1 = βm+1,m+3
(
βm+2,m+1
βm+1,m+2
)2
,
βm+2,m+1 = −ǫ
√
q√
ζ
βm+1,m+2
βm+1,m+3
[ √
q
(q + 1)
β2m+1,m+2
βm+1,m+3
− 2ζ
(q + ǫ
√
ζ)(ǫ
√
ζ − 1)
]
. (59)
The diagonal entries are then given by
k1,1(x) =
[
2
x2 − 1 −
ǫ(qx+ ζ)√
qζx(x+ 1)
βm+1,m+3βm+2,m+1
βm+1,m+2
]
G(x)Hb(x)
−ǫ
√
q√
ζ
β2m+1,m+2
βm+1,m+3
G(x)
x+ 1
km+1,m+1(x) =
[
2
x2 − 1 −
ǫ(q − ζ)√
qζ(x+ 1)
βm+1,m+3βm+2,m+1
βm+1,m+2
]
G(x)Hb(x)
−ǫ
√
q√
ζ
β2m+1,m+2
βm+1,m+3
G(x)
x+ 1
km+2,m+2(x) = km+1,m+1(x) + (βm+2,m+2 − βm+1,m+1)G(x) + ∆(x)
km+3,m+3(x) = km+2,m+2(x) + (βm+3,m+3 − βm+2,m+2) xG(x) + ǫ
√
ζ∆(x)
kN,N (x) = x
2k1,1(x) (60)
where
∆(x) = −
√
q
(q + ǫ
√
ζ)
βm+2,m+1βm+1,m+3
βm+1,m+2
(x− 1)G(x), (61)
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and the parameters βm+1,m+1, βm+2,m+2 and βm+3,m+3 are fixed by the relations
βm+1,m+1 = β1,1 +
ǫ
√
ζ√
q
βm+1,m+3βm+2,m+1
βm+1,m+2
βm+2,m+2 = β1,1 +
2ǫ
√
ζ
(q + ǫ
√
ζ)
+ ǫ
√
ζ√
q
β2m+1,m+2
βm+1,m+3
(62)
βm+3,m+3 = β1,1 + 2 +
ǫ
√
q√
ζ
βm+1,m+3βm+2,m+1
βm+1,m+2
.
The solution M5 possess two free parameters namely βm+1,m+2 and βm+1,m+3.
4.2.3 Solution M6:
The solution M6 is admitted for the Uq[osp(4|2m)(1)] models with the following K-matrix
K−(x) =

k1,1(x)Im×m Om×4 Om×m
O4×m
km+1,m+1(x) km+1,m+2(x) km+1,m+3(x) km+1,m+4(x)
km+2,m+1(x) km+2,m+2(x) km+2,m+3(x) km+2,m+4(x)
km+3,m+1(x) km+3,m+2(x) km+3,m+3(x) km+3,m+4(x)
km+4,m+1(x) km+4,m+2(x) km+4,m+3(x) km+4,m+4(x)
O4×m
Om×m Om×4 kN,N (x)Im×m


.
(63)
The non-diagonal elements are all grouped in the 4× 4 central block matrix. With respect to this
central block, the entries of the secondary diagonal are given by
km+2,m+3(x) = −βm+2,m+1
βm+1,m+2
km+1,m+4(x)
km+3,m+2(x) = −q
2
ζ
βm+1,m+2Γ
2
m
βm+2,m+1β
2
m+1,m+4
km+1,m+4(x) (64)
km+4,m+1(x) =
q2
ζ
Γ2m
β2m+1,m+4
km+1,m+4(x),
and the remaining non-diagonal elements can be written as
km+1,m+2(x) = βm+1,m+2G1(x) km+2,m+1(x) = βm+2,m+1G1(x)
km+1,m+3(x) = βm+1,m+3G2(x) km+3,m+1(x) =
q2
ζ
βm+1,m+2βm+1,m+3Γ
2
m
βm+2,m+1β
2
m+1,m+4
G2(x)
km+2,m+4(x) = −βm+2,m+1βm+1,m+4
Γm
xG1(x) km+4,m+2(x) = −q
2
ζ
βm+1,m+2Γm
βm+1,m+4
xG1(x)
km+3,m+4(x) = −q
2
ζ
βm+1,m+2βm+1,m+3Γm
βm+1,m+4βm+2,m+1
xG2(x) km+4,m+3(x) = −q
2
ζ
βm+1,m+3Γm
βm+1,m+4
xG2(x),
(65)
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where
G1(x) =
[
ζ − q2x
q2(x− 1) +
βm+1,m+3Γm
βm+2,m+1βm+1,m+4
]
q2(x− 1)
(ζ − q2x2)
km+1,m+4(x)
βm+1,m+4
,
G2(x) =
[
ζ − q2x
x− 1 +
ζβm+2,m+1βm+1,m+4
βm+1,m+3Γm
]
(x− 1)
(ζ − q2x2)
km+1,m+4(x)
βm+1,m+4
(66)
and
Γm =
βm+1,m+2βm+1,m+3
βm+1,m+4
+
2ζ
q2 − ζ . (67)
In their turn the diagonal entries are given by the following expressions
k1,1(x) =
{
ζ − q2x
(x+ 1)(ζ − q2x2)
[
βm+1,m+2βm+2,m+1
Γm
+
βm+1,m+2βm+1,m+3
ζβm+1,m+4
(
q2βm+1,m+3Γm
βm+1,m+4βm+2,m+1
+
(ζ + q2x2)
x
)]
+
2
(
ζ − q2x2)
x (x2 − 1) (ζ − q2)
}
km+1,m+4(x)
βm+1,m+4
(68)
with the recurrence relation
km+1,m+1(x) = k1,1(x) + (βm+1,m+1 − β1,1)G1(x) + ∆1(x),
km+2,m+2(x) = km+1,m+1(x) + (βm+2,m+2 − βm+1,m+1)G1(x),
km+3,m+3(x) = km+2,m+2(x) + ∆2(x),
km+4,m+4(x) = km+3,m+3(x) + (βm+4,m+4 − βm+3,m+3)xG2(x),
kN,N (x) = x
2k1,1(x), (69)
where
∆1(x) =
Γm
(
Γmβm+1,m+3q
2x+ ζβm+1,m+4βm+2,m+1
)
β2m+1,m+4βm+2,m+1
(x− 1)km+1,m+4(x)
x(ζ − q2x2)
∆2(x) =
βm+1,m+2
(
ζβ2m+2,m+1β
2
m+1,m+4 − q2β2m+1,m+3Γ2m
)
Γmβ3m+1,m+4βm+2,m+1
x(ζ − q2)km+1,m+4(x)
ζ(ζ − q2x2) .
(70)
The variables βi,j are given in terms of the free parameters βm+1,m+2, βm+2,m+1, βm+1,m+3 and
βm+1,m+4 through the relations here
βm+2,m+2 = β1,1 +
2ζ
ζ − q2 −
βm+1,m+2βm+2,m+1
Γm
βm+3,m+3 = β1,1 +
2ζ
ζ − q2 −
q2
ζ
Γmβm+1,m+2β
2
m+1,m+3
βm+2,m+1β2m+1,m+4
βm+4,m+4 = β1,1 +
2ζ
ζ − q2 −
q2
ζ
βm+1,m+2βm+1,m+3
βm+1,m+4
. (71)
We remark here that the form of this class of solution differs from general form (25), which is
recovered by the condition G1(x) = G2(x), but reducing the number of free parameters.
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4.2.4 Solution M7:
The vertex model Uq[osp(2n|2m)(1)] admits the solution M7 for n ≥ 3, whose K-matrix has the
following block structure
K−(x) =


k1,1(x)Im×m Om×2n Om×m
O2n×m
km+1,m+1(x) · · · km+1,2n+m(x)
...
. . .
...
k2n+m,m+1(x) · · · k2n+m,2n+m(x)
O2n×m
Om×m Om×2n kN,N (x)Im×m


(72)
The central block matrix cluster all non-diagonal elements different from zero. Concerning
that central block, we have the following expressions determining entries of the borders,
ki,2n+m(x) =
ǫ√
ζ
qti−tm+1βm+1,i′xG(x), i = m+ 2, . . . , 2n+m− 1
k2n+m,j(x) =
ǫ√
ζ
qt2n+m−tm+2
βm+2,m+1βm+1,j
βm+1,2n+m−1
xG(x), j = m+ 2, . . . , 2n+m− 1
ki,m+1(x) = q
ti−tm+2 βm+2,m+1βm+1,i′
βm+1,2n+m−1
G(x), i = m+ 3, . . . , 2n+m− 1
km+1,j(x) = βm+1,jG(x). j = m+ 2, . . . , 2n +m− 1 (73)
The entries of the secondary diagonal are given by
ki,i′(x) =


βm+1,2n+mG(x)Hb(x), i = m+ 1
q2mqtm+1−ti′
(
q + ǫ
√
ζ
q + 1
)2 β2m+1,i′
βm+1,2n+m
G(x)Hb(x), i = m+ 2, ..., 2n +m− 1
qt2n+m−1−tm+2
β2m+2,m+1βm+1,2n+m
β2m+1,2n+m−1
G(x)Hb(x), i = 2n+m
(74)
and the remaining non-diagonal elements are determined by the expression
ki,j(x) =


ǫ√
ζ
qti−tm+1
(
q + ǫ
√
ζ
q + 1
)
βm+1,i′βm+1,j
βm+1,2n+m
G(x), i < j′, m+ 1 < i, j < 2n+m
1
ζ
qti−tm+1
(
q + ǫ
√
ζ
q + 1
)
βm+1,i′βm+1,j
βm+1,2n+m
xG(x), i > j′, m+ 1 < i, j < 2n+m
.
(75)
and
km+1,m+n(x) =
2ǫ
√
ζ
(1− ǫ√ζ)(q + ǫ√ζ)
(−1)n(1 + q)2ζ
(qn − (−1)nǫ√ζ)(qn−1 − (−1)nǫ√ζ)
βm+1,2n+m
βm+1,n+m+1
G(x),
km+2,m+1(x) = − 2ǫ
√
ζ
(1− ǫ√ζ)
q(q + ǫ
√
ζ)
(qn − (−1)nǫ√ζ)(qn−1 − (−1)nǫ√ζ)
βm+1,2n+m−1
βm+1,2n+m
G(x). (76)
In their turn the diagonal entries ki,i(x) are given by
k1,1(x) =
(
x− ǫ√ζ
1− ǫ√ζ
)(
xqn − (−1)nǫ√ζ
qn − (−1)nǫ√ζ
)(
xqn−1 − (−1)nǫ√ζ
qn−1 − (−1)nǫ√ζ
)
2G(x)
x(x2 − 1) (77)
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ki,i(x) =


k1,1(x) + Γn(x), i = m+ 1
km+1,m+1(x) + (βi,i − βm+1,m+1)G(x), i = m+ 2, ...,m + n
kn+m,n+m(x), i = n+m+ 1
kn+m,n+m(x) + (βi,i − βn+m,n+m)xG(x), i = n+m+ 2, ..., 2n +m
x2k1,1(x), i = N
(78)
where
Γn(x) = − 2ζ(qx+ ǫ
√
ζ)
(1− ǫ√ζ)(qn − (−1)nǫ√ζ)(qn−1 − (−1)nǫ√ζ)
G(x)
x
. (79)
The diagonal parameters βi,i are then fixed by the relations
βi,i =


β1,1 − q + ǫ
√
ζ
(1 + q)2
∆n, i = m+ 1
βm+1,m+1 +∆n
i−m−2∑
k=0
(−q)k, i = m+ 2, ..., n +m
βn+m,n+m, i = n+m+ 1
βn+m,n+m − ǫ(−1)nq2∆n
i−n−m−2∑
k=0
(−q)k, i = m+ 2, ..., n +m
(80)
and the auxiliary parameter ∆n is given by
∆n =
2ζ(1 + q)2
(1− ǫ√ζ)(qn − (−1)nǫ√ζ)(qn−1 − (−1)nǫ√ζ) . (81)
Besides the above relations the following constraints should also holds
βm+1,m+j = −βm+1,j+m+1 βm+1,2n+m−j
βm+1,2n+m+1−j
j = 2, . . . , n − 1, (82)
and βm+1,m+n+1, . . . , βm+1,2n+m are regarded as the n free parameters. The case n = 2 is a
particular solution of the three parameter class M6.
4.2.5 Solution M8:
For n ≥ 2 the vertex model Uq[osp(2n+1|2m)(1)] admits the family of solutionsM8 whoseK-matrix
is of the form
K−(x) =


k1,1(x)Im×m Om×2n+1 Om×m
O2n+1×m
km+1,m+1(x) · · · km+1,2n+1+m(x)
...
. . .
...
k2n+1+m,m+1(x) · · · k2n+m,2n+m(x)
O2n+1×m
Om×m Om×2n+1 kN,N (x)Im×m


(83)
In the central block matrix we find all non-diagonal elements different from zero similarly to the
structure of the solutionM7. The borders of the central block are then determined by the following
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expressions
ki,2n+m+1(x) =
ǫ√
ζ
qti−tm+1βm+1,i′xG(x) i = m+ 2, . . . , 2n +m
k2n+m+1,j(x) =
ǫ√
ζ
qt2n+m+1−tm+2
βm+2,m+1βm+1,j
βm+1,2n+m
xG(x) j = m+ 2, . . . , 2n+m
ki,m+1(x) = q
ti−tm+2 βm+2,m+1βm+1,i′
βm+1,2n+m
G(x) i = m+ 3, . . . , 2n +m
km+1,j(x) = βm+1,jG(x) j = m+ 2, . . . , 2n +m (84)
The secondary diagonal elements are given by
ki,i′(x) =


βm+1,2n+m+1G(x)Hb(x), i = m+ 1
q2mqtm+1−ti′
(
q + ǫ
√
ζ
q + 1
)2 β2m+1,i′
βm+1,2n+m+1
G(x)Hb(x), i = m+ 2, ..., 2n +m
qt2n+m−tm+2
β´2m+2,m+1βm+1,2n+m+1
β2m+1,2n+m
G(x)Hb(x), i = 2n+m+ 1
(85)
The remaining non-diagonal entries are determined by
ki,j(x) =


ǫ√
ζ
qti−tm+1
(
q + ǫ
√
ζ
q + 1
)
βm+1,i′βm+1,j
βm+1,2n+m+1
G(x), i < j′, m+ 2 < i, j < 2n+m
1
ζ
qti−tm+1
(
q + ǫ
√
ζ
q + 1
)
βm+1,i′βm+1,j
βm+1,2n+m+1
xG(x), i > j′, m+ 2 < i, j < 2n+m
.
(86)
and
km+2,m+1(x) = −(−1)
nq
ζ
(
q + ǫ
√
ζ
q + 1
)2
βm+1,n+mβm+1,n+m+2βm+1,2n+m
β2m+1,2n+m+1
G(x),
km+1,m+n(x) =
ǫ(q + 1)(−1)n
(qm+
1
2 − (−1)nǫ)2
[
qm
β2m+1,n+m+1
βm+1,n+m+2
+
2(q + 1)
√
ζ
(1− ǫ√ζ)(q + ǫ√ζ)
βm+1,2n+m+1
βm+1,n+m+2
]
G(x),
(87)
while the diagonal matrix elements are given by the relations
k1,1(x) =
(
x− ǫ√ζ
1− ǫ√ζ
)(
xqm+
1
2 − (−1)nǫ
qm+
1
2 − (−1)nǫ
)2
2G(x)
x(x2 − 1)
+
qm(xq2m+1 − 1)
(q + 1)
√
ζ
(x− ǫ√ζ)(q + ǫ√ζ)
(qm+
1
2 − (−1)nǫ)2
β2m+1,m+n+1
βm+1,2n+m+1
G(x)
x(x+ 1)
(88)
ki,i(x) =


k1,1(x) + Γ(x), i = m+ 1
km+1,m+1(x) + (βi,i − βm+1,m+1)G(x), i = m+ 2, ..., n +m
km+1,m+1(x) + (βn+m+1,n+m+1 − βm+1,m+1)G(x) + ∆(x), i = n+m+ 1
kn+m+1,n+m+1(x) + (βn+m+2,n+m+2 − βn+m+1,n+m+1)xG(x) + ǫ
√
ζ∆(x) ,
i = n+m+ 2
ki−1,i−1(x) + (βi,i − βi−1,i−1)xG(x), i = n+m+ 3, ..., 2n +m+ 1
x2k1,1(x), i = N
(89)
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The auxiliary functions ∆(x) and Γ(x) are
∆(x) = −q
n(q + ǫ
√
ζ)
ζ(q + 1)2
βm+1,n+mβm+1,n+m+2
βm+1,2n+m+1
(x− 1)G(x)
Γ(x) = (−1)n+1 (xq + ǫ
√
ζ)(q + ǫ
√
ζ)
ǫ
√
ζx(q + 1)2
βm+1,n+mβm+1,n+m+2
βm+1,2n+m+1
G(x), (90)
and the parameters βm+1,m+j are constrained by the recurrence formula
βm+1,j+m = −βm+1,j+m+1βm+1,2n+m+1−j
βm+1,2n+m+2−j
j = 2, . . . , n− 1. (91)
In their turn the diagonal parameters βi,i are fixed by
βi,i =


βm+1,m+1 +Qn,m
i−2−m∑
k=0
(−q)k, i = m+ 2, ..., n +m
βn+m+2,n+m+2 − (−1)nq2m−n+1ǫ
√
ζQn,m
i−3−n−m∑
k=0
(−q)k,
i = n+m+ 3, ..., 2n +m+ 1
(92)
and
βm+1,m+1 = β1,1 − ǫ(−1)nqm−n+
1
2
(
q + ǫ
√
ζ
q + 1
)2
βm+1,n+mβm+1,n+m+2
βm+1,2n+m+1
βn+m+1,n+m+1 = β1,1 − 2ǫ(−1)
n
qm+
1
2 − (−1)nǫ
+
qm(1 + ǫqm−n+
3
2 )(qn − (−1)n)
(q + 1)(qm+
1
2 − (−1)nǫ)
β2m+1,n+m+1
βm+1,2n+m+1
βn+m+2,n+m+2 = βn+m+1,n+m+1 +
q2m+1−n(q + ǫ
√
ζ)2
(q + 1)2
βm+1,n+mβm+1,n+m+2
βm+1,2n+m+1
−q
2m−n+ 1
2 (q + ǫ
√
ζ)
(q + 1)
β2m+1,n+m+1
βm+1,2n+m+1
(93)
where
Qn,m = − 2(q + 1)
2
(ǫ
√
ζ − 1)(qm+ 12 − (−1)nǫ)2
+
qm(q + 1)(q + ǫ
√
ζ)
√
ζ(qm+
1
2 − (−1)nǫ)2
β2m+1,n+m+1
βm+1,2n+m+1
. (94)
This solution has altogether n + 1 free parameters corresponding to the set of variables
βm+1,n+m+1, . . . , βm+1,2n+m+1.
4.3 Complete K-matrices
The complete K-matrices are solutions with all entries different from zero. This kind of solution will
be present only in four class: the models with one or two bosonic degree of freedom, Uq[osp(1|2m)(1)]
and Uq[osp(2|2m)(1)] respectively and those models with only two fermionic degree of freedom,
Uq[osp(2n|2)(1)] and Uq[osp(2n + 1|2)(1)]. The special cases Uq[osp(1|2)(1)] and Uq[osp(2|2)(1)] will
be presented in appendices.
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4.3.1 Solution M9:
The family M9 consist of a solution of the reflection equation where all entries of the K-matrix
are non-null. This solution is admitted only by the Uq[osp(1|2m)(1)] vertex model. The associated
K-matrix is of the general form (13) and the matrix elements of the borders are mainly given by
ki,N (x) = − ǫ√
ζ
θiq
ti
θ1qt1
β1,i′xG(x) i = 2, . . . , N − 1
ki,1(x) =
θiq
ti
θ2qt2
β2,1β1,i′
β1,N−1
G(x) i = 3, . . . , N − 1
kN,j(x) = − ǫ√
ζ
θNq
tN
θ2qt2
β2,1β1,j
β1,N−1
xG(x) j = 2, . . . , N − 1
k1,j(x) = β1,jG(x) j = 2, . . . , N − 1. (95)
The secondary diagonal is characterized by entries of the form
ki,i′(x) =


β1,NG(x)Hf (x), i = 1
−q2 θ1q
t1
θi′qti′
(
1− ǫq√ζ
q + 1
)2 β21,i′
β1,N
G(x)Hf (x), i 6= {1,m+ 1, N}
θN−1qtN−1
θ2qt2
β1,Nβ
2
2,1
β21,N−1
G(x)Hf (x), i = N.
(96)
and the remaining non-diagonal elements are given by
ki,j(x) =


− ǫ√
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q + 1
)
β1,i′β1,j
β1,N
G(x), i < j′, 2 < i, j < N − 1
1
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q + 1
)
β1,i′β1,j
β1,N
xG(x), i > j′, 2 < i, j < N − 1
. (97)
and
k1,m(x) =
i
√
q
q − 1
β21,m+1
β1,m+2
G(x),
k2,1(x) = (−1)m+1q2m
(
ǫq
√
ζ − 1
q + 1
)2
β1,mβ1,m+2β1,2m
β21,N
G(x),
k1,N (x) =
i
2
q(q
3
2 + (−1)mǫ)√
q + (−1)mǫ
(1 + ǫ
√
ζ)(ǫq
√
ζ − 1)√
ζ(q + 1)2
β21,m+1G(x). (98)
In their turn the diagonal entries kα,α(x) are given by the following expression
k1,1(x) = [(βN,N − βm+1,m+1)x− (βN,N − β1,1 − 2)xHf (x) + βm+1,m+1 − β1,1] G(x)
x2 − 1
+
(
1 + ǫ
√
ζ
x2 − 1
)
∆(x),
with
ki,i(x) =

 k1,1(x) + (βi,i − β1,1)G(x), i = 2, ...,mki−1,i−1(x) + (βi,i − βi−1,i−1)xG(x), i = m+ 3, ..., N (99)
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and
km+1,m+1(x) = k1,1(x) + (βim+1,m+1 − β1,1)G(x) + Γ(x),
km+2,m+2(x) = km+1,m+1(x) + (βim+2,m+2 − βm+1,m+1)xG(x) + ǫ
√
ζΓ(x),
where the auxiliary function Γ(x) is given by
Γ(x) = −q
m+2(ǫq
√
ζ − 1)
(q + 1)2
β1,mβ1,m+2
β1,N
(x− 1)G(x). (100)
The parameters β1,j are constrained by the recurrence relation
β1,j = −β1,j+1β1,N−j
β1,N+1−j
, j = 2, . . . ,m− 1 (101)
while βi,i are fixed by
βi,i =


β1,1 +Qm
i−2∑
k=0
(−1
q
)k, i = 2, ...,m
βm,m +∆1, i = m+ 1
βm,m +∆2, i = m+ 2
βm+2,m+2 − (−1)mǫ√qQm
i−m−3∑
k=0
(−1
q
)k, i = m+ 3, ..., N
(102)
where
Qm =
2(−1)mqm−1(q + 1)2ǫ√ζ
(
√
q − (−1)mǫ)(q 32 + (−1)mǫ)(1 + ǫ√ζ)
,
∆1 = − 2[q(1 + ǫ
√
ζ) + ǫ
√
ζ(q + 1)]
(
√
q − (−1)mǫ)(q 32 + (−1)mǫ)(1 + ǫ√ζ)
,
∆2 =
2(q + 1)
(
q − ǫ√ζ)
(
√
q − (−1)mǫ)(q 32 + (−1)mǫ)(1 + ǫ√ζ)
. (103)
In this solution the have a total amount of m free parameters, namely β1,m+1, . . . , β1,2m.
4.3.2 Solution M10:
The series of solutionsM10 is valid for the Uq[osp(2|2m)(1)] model and the correspondingK-matrix
also possess all entries different from zero. In the first and last columns, the matrix elements are
mainly given by
ki,1(x) =
θiq
ti
θ2qt2
β2,1β1,i′
β1,N−1
G(x) i = 3, . . . , N − 1
ki,N (x) = − ǫ√
ζ
θiq
ti
θ1qtt1
β1,i′xG(x) i = 2, . . . , N − 1 (104)
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while the ones in the first and last rows are respectively
k1,j(x) = β1,jG(x) j = 2, . . . , N − 1
kN,j(x) = − ǫ√
ζ
θNq
tN
θ2qt2
β2,1β1,j
β1,N−1
xG(x) j = 2, . . . , N − 1 (105)
In the secondary diagonal we have the following expression determining the matrix elements
ki,i′(x) =


β1,NG(x)Hf (x), i = 1
−q2 θ1q
t1
θi′qti′
(
1− ǫq√ζ
q + 1
)2 β21,i′
β1,N
G(x)Hf (x), i 6= {1,m+ 1,m+ 2, N}
−q2 θ1q
t1
θi′qti′
(q + ǫ
√
ζ)(1 − ǫq√ζ)
q2 − 1
β21,i′
β1,N
G(x)Hb(x), i = {m+ 1,m+ 2}
θN−1qtN−1
θ2qt2
β1,Nβ
2
2,1
β21,N−1
G(x)Hf (x), i = N.
(106)
recalling that
Hb(x) =
qx+ ǫ
√
ζ
q + ǫ
√
ζ
Hf (x) =
x− ǫq√ζ
1− ǫq√ζ . (107)
In their turn the other non-diagonal entries satisfy the relation
ki,j(x) =


− ǫ√
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q + 1
)
β1,i′β1,j
β1,N
G(x), i < j′, 2 < i, j < N − 1
1
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q + 1
)
β1,i′β1,j
β1,N
xG(x), i > j′, 2 < i, j < N − 1
, (108)
and
k1,m(x) =
i(q + 1)
q − 1
β1,m+1β1,m+2
β1,m+3
G(x),
k1,m+1(x) =
2iǫ
√
ζ(q + 1)
q(
√
ζ − (−1)m)(q√ζ + (−1)m)((−1)m − ǫ)
β1,N
β1,m+2
G(x),
k2,1(x) =
i(−1)m+1
qζ
(
q
√
ζ − ǫ
q
√
ζ + ǫ
)(
q2ζ − 1
q2 − 1
)
β1,m+1β1,m+2β1,N−1
β21,N
G(x), (109)
and the parameters β1,j are required to satisfy the recurrence relation
β1,j = −β1,j+1β1,N−j
β1,N−j+1
j = 2, . . . ,m− 1. (110)
Considering now the diagonal entries, they are given by
k1,1(x) = [(βN,N − βm+1,m+1)x− (βN,N − β1,1 − 2)xHf (x) + βm+1,m+1 − β1,1] G(x)
x2 − 1 ,
ki,i(x) =


k1,1(x) + (βi,i − β1,1)G(x), i = 2, ...,m + 1
km+1,m+1(x), i = m+ 2
km+1,m+1(x) + (βi,i − βm+1,m+1)xG(x), i = m+ 3, ..., N
, (111)
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where the parameters βα,α are determined by the expressions
βi,i =


β1,1 +∆m
i−2∑
k=0
(−1
q
)k, i = 2, ...,m
βm,m +
4
√
ζ(1− ǫ√ζ)
(q − 1)(√ζ − (−1)m)(q√ζ + (−1)m)(ǫ− (−1)m) , i = m+ 1,m+ 2
βm+1,m+1 +
[qj−m−2 − qj−m−3 − (−1)j−m(q + 1)]qN−j+1
(q − 1)(qm − (−1)m) , i = m+ 3, ..., N
(112)
with
∆m =
2(−1)m(q + 1)2
q2(q − 1)(1 − (−1)m√ζ)(ǫ− (−1)m) . (113)
This solution has altogether m+ 1 free parameters, namely β1,m+2, . . . , β1,N .
4.3.3 Solution M11:
The class of solutions M11 is valid for the vertex model Uq[osp(2n|2)(1)] and the corresponding
K-matrix contains only non-null entries. The border elements are mainly given by the following
expressions
ki,N (x) = − ǫ√
ζ
θiq
ti
θ1qt1
β1,i′xG(x) i = 2, . . . , N − 1
ki,1(x) =
θiq
ti
θ2qt2
β2,1β1,i′
β1,N−1
G(x) i = 3, . . . , N − 1
kN,j(x) = − ǫ√
ζ
θNq
tN
θ2qt2
β2,1β1,j
β1,N−1
xG(x) j = 2, . . . , N − 1
k1,j(x) = β1,jG(x) j = 2, . . . , N − 1. (114)
The secondary diagonal is constituted by elements ki,i′(x) given by
ki,i′(x) =


β1,NG(x)Hf (x), i = 1
−q2 θ1q
t1
θi′qti′
(
1− ǫq√ζ
q − 1
)(
q + ǫ
√
ζ
q + 1
)
β21,i′
β1,N
G(x)Hb(x), i 6= {1, N}
θN−1qtN−1
θ2qt2
β1,Nβ
2
2,1
β21,N−1
G(x)Hf (x), i = N.
(115)
where the functions Hb(x) and Hf (x) were already given in (107). The remaining non-diagonal
entries are determined by the expression
ki,j(x) =


ǫ√
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q − 1
)
β1,i′β1,j
β1,N
G(x), i < j′, 2 < i, j < N − 1
1
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q − 1
)
β1,i′β1,j
β1,N
xG(x), i > j′, 2 < i, j < N − 1
, (116)
and
k1,n+1(x) =
i
√
ζ(q − 1)
q(qn−1 + (−1)n)(qn−2 + (−1)n)
β1,N
β1,n+2
G(x)
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k2,1(x) =
i(−1)n
(q + 1)qn−1
(
qn−1 + (−1)n
qn−2 + (−1)n
)
β1,N−1
β1,N
G(x).
and the parameters β1,j are required to satisfy
β1,j = −β1,j+1β1,N−j
β1,N+1−j
j = 2, . . . , n. (117)
With respect to the diagonal entries, they are given by
k1,1(x) = [(βN,N − βn+1,n+1)x− (βN,N − β1,1 − 2)xHf (x) + βn+1,n+1 − β1,1] G(x)
x2 − 1 ,
ki,i(x) =


k1,1(x) + (βi,i − β1,1)G(x), i = 2, ..., n + 1
kn+1,n+1(x), i = n+ 2
kn+1,n+1(x) + (βi,i − βn+1,n+1)xG(x), i = n+ 3, ..., N
, (118)
where the parameters βα,α are determined by the expressions
βi,i =


β1,1 − (−1)
n+i
q(q + 1)(qn−2 + (−1)n) [q
i−1 + qi−2 − (−1)i(q − 1)], i = 2, ..., n + 1
βn+1,n+1, i = n+ 2
βn+1,n+1 +
(−1)n(q + 1)
(qn−2 + (−1)n)
i−n−3∑
k=0
(−q)k, i = n+ 3, ..., N − 1
β1,1 + 2− q
2+1
q(q+1)
(
qn−1+(−1)n
qn−2+(−1)n
)
. i = N
(119)
The variables β1,n+2, . . . , β1,N give us a total amount of n+ 1 free parameters.
4.3.4 Solution M12:
The solutionM12 also does not contain null entries and it is valid for the Uq[osp(2n+1|2)(1)] vertex
model. Considering first the non-diagonal entries, we have the following expression determining
border elements,
ki,N (x) = − ǫ√
ζ
θiq
ti
θ1qt1
β1,i′xG(x) i = 2, . . . , N − 1
ki,1(x) =
θiq
ti
θ2qt2
β2,1β1,i′
β1,N−1
G(x) i = 3, . . . , N − 1
kN,j(x) = − ǫ√
ζ
θNq
tN
θ2qt2
β2,1β1,j
β1,N−1
xG(x) j = 2, . . . , N − 1
k1,j(x) = β1,jG(x) j = 2, . . . , N − 1, (120)
and the following one for the entries of the secondary diagonal
ki,i′(x) =


β1,NG(x)Hf (x), i = 1
−q2 θ1q
t1
θi′qti′
(
1− ǫq√ζ
q − 1
)(
q + ǫ
√
ζ
q + 1
)
β21,i′
β1,N
G(x)Hb(x), i 6= {1, i′, N}
θN−1qtN−1
θ2qt2
β1,Nβ
2
2,1
β21,N−1
G(x)Hf (x), i = N.
(121)
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where the functions Hb(x) and Hf (x) were already given in (107). The remaining non-diagonal
entries are determined by the expression
ki,j(x) =


ǫ√
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q − 1
)
β1,i′β1,j
β1,N
G(x), i < j′, 2 < i, j < N − 1
1
ζ
θiq
ti
θ1qt1
(
1− ǫq√ζ
q − 1
)
β1,i′β1,j
β1,N
xG(x), i > j′, 2 < i, j < N − 1
, (122)
and
k2,1(x) =
(−1)n
ζ
(ǫq
√
ζ − 1)2
q2 − 1
β1,n+1β1,n+3β1,N−1
β21,N
G(x),
k1,n+1(x) =
ǫ(−1)n(q + 1)
(
√
q − (−1)nǫ)2
[
β21,n+2
β1,n+3
− 2i(q − 1)
√
ζ
q(q
√
ζ − ǫ)(√ζ − ǫ)
β1,N
β1,n+2
]
G(x), (123)
and the parameters β1,j are required to satisfy
β1,j = −β1,j+1β1,N−j
β1,N+1−j
j = 2, . . . , n. (124)
With respect to the diagonal entries, they are given by
k1,1(x) = [(βN,N − βn+2,n+2)x− (βN,N − β1,1 − 2)xHf (x) + βn+2,n+2 − β1,1] G(x)
x2 − 1
+
(
1 + ǫ
√
ζ
x2 − 1
)
∆(x) (125)
ki,i(x) =


k1,1(x) + (βi,i − β1,1)G(x), i = 2, ..., n + 1
kn+1,n+1(x) + (βn+2,n+2 − βn+1,n+1)G(x) + ∆(x), i = n+ 2
kn+2,n+2(x) + (βn+3,n+3 − βn+2,n+2)xG(x) + ǫ
√
ζ∆(x), i = n+ 3
kn+3,n+3(x) + (βi,i − βn+3,n+3)xG(x), i = n+ 4, ..., N
where
∆(x) =
i(ǫq
√
ζ − 1)
qn−3(q2 − 1)
β1,n+1β1,n+3
β1,N
(x− 1)G(x) (126)
The parameters βα,α are determined by the expressions
βi,i =


β1,1 + (−1)nQn[(−q)i−2(q + 1) + (1− q)], i = 2, ..., n + 1
βn+1,n+1 − iq(q
√
ζ − ǫ)
q − 1
[
β21,n+2
β1,N
− (ǫq +
√
ζ)
qn−1(q + 1)
β1,n+1β1,n+3
β1,N
]
, i = n+ 2
βn+2,n+2 +
iq(q
√
ζ − ǫ)
(q − 1)
[
ǫβ21,n+2√
ζβ1,N
− (ǫq +
√
ζ)
qn−2(q + 1)
β1,n+1β1,n+3
β1,N
]
, i = n+ 3
βn+3,n+3 +
(q + 1)2
qn−3
ǫ
√
ζQn
i−n−4∑
k=0
(−q)k, i = n+ 4, ..., N − 1
β1,1 + 2− iǫ(−1)
n
√
ζ
(
q2 + 1
q2 − 1
)
(ǫq
√
ζ − 1)2 β1,n+1β1,n+3
β1,N
, i = N
(127)
and the auxiliary parameter Qn is given by
Qn =
iǫ(ǫq
√
ζ − 1)√
ζ(q2 − 1)
β1,n+1β1,n+3
β1,N
. (128)
This solution possess n+ 2 free parameters, namely β1,n+2, . . . , β1,N .
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5 Concluding Remarks
In this work we have presented the general set of regular solutions of the graded reflection equation
for the Uq[osp(r|2m)(1)] vertex model. Our findings can be summarized into four classes of diagonal
solutions and twelve classes of non-diagonal ones. Although the R matrix of the Uq[sl(r|2m)(2)]
vertex model is similar to the R matrix of the Uq[osp(r|2m)(1)] vertex model, their K-matrices
solutions are different by the number of free parameters in each solution (see [16]).
It seems too much the number of the K-matrix solutions. We have tried to use a particular
gauge transformation in order to relate them but without success. The main difficult is the difference
of the number of free parameters in each class of solution Mi.
Here we remark that we know from the osp(1|2)(1) and sl(2|1)(2) models that solutions of the
graded Yang-Baxter equation can be mapped to (the A
(2)
2 and B
(1)
1 models, respectively) solutions
of the non-graded equations by graded permutations and gauge transformations [26, 27].
Although our complete solutions were derived from solutions based on superalgebras, we
could use the non-graded formalism in order to construct them. Thus, the K matrices with both
bosonic and fermionic entries are indicating a symmetry breaking at the boundaries but do not
have any contradiction with the corresponding boundary integrability.
These results pave the way to construct, solve and study physical properties of the underlying
quantum spin chains with open boundaries, generalizing the previous efforts made for the case of
periodic boundary conditions [18, 19].
Although we expect that the Algebraic Bethe Ansatz solution of the models constructed
from the diagonal solutions presented here can be obtained by adapting the results of [22], the
algebraic-functional method presented in [23] may be a possibility to treat the non-diagonal cases.
For further research, an interesting possibility would be the investigation of soliton non-
preserving boundary conditions [14, 24] for quantum spin chains based on q-deformed Lie algebras
and superalgebras, which can also be performed by adapting the method described in [9]. We
expect the results presented here to motivate further developments on the subject of integrable open
boundaries for vertex models based on q-deformed Lie superalgebras. In particular, the classification
of the solutions of the graded reflection equation for others q-deformed Lie superalgebras, which
we hope to report on a future work.
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Appendix A: The Uq[osp(1|2)(1)] case
The reflection equation associated with the Uq[osp(1|2)(1)] vertex model admits more general solu-
tions than the corresponding ones obtained from the general series presented in the section 3. In
this case the reflection matrices were previously studied in [25] and we have obtained the following
solutions
K−(x) = Diag(1,
q
3
2 + ǫx
q
3
2 + ǫ
, x2) (A.1)
and
K−(x) =


x− 1
2
β(q + 1)
q
(x− 1) 0 1
2
β13(x
2 − 1)
0 x+
1
2
β
q
(xq − 1)(x− 1) 0
−1
2
β2
qβ13
(x2 − 1) 0 x+ 1
2
β(q + 1)
q
x(x− 1)

 (A.2)
where we have two free parameters β = β22 − β11 and β13.
In addition to the solutions (A.1) and (A.2) we also have a solution in the general form
K−(x) =


k11(x) β12G(x) β13
x
√
q − ǫ√
q − ǫ G(x)
β21G(x) k22(x) −iǫqβ12xG(x)
β13
(
β21
β12
)2 x√q − ǫ√
q − ǫ G(x) −iǫqβ21xG(x) k33(x)

 . (A.3)
where
β21 =
ǫq
3
2
(q − 1)
[
β212
β13
− 2i(
√
q + ǫ)
√
q(q
3
2 − ǫ)
]
β12
β13
(A.4)
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The diagonal entries are then given by
k11(x) =
(x
√
q − ǫ)
(
√
q − ǫ)2
[
x(1 + q2)− ǫ√q(q + 1)
q
3
2 − ǫ
]
2G(x)
x2 − 1
+
[
x
√
q(1 + q2)−√q(q − 1)− ǫ(q + 1)
(
√
q − ǫ)(q − 1)
]
i
√
qβ212
β13
G(x)
x+ 1
k22(x) = k11(x) + (β22 − β11)G(x) + ∆(x)
k33(x) = x
2k11(x) + (β33 − β11 − 2)
(
x
√
q − ǫ√
q − ǫ
)
xG(x), (A.5)
where
∆(x) = − ǫq
2
(
√
q − ǫ)
[
i
√
q
(q − 1)
β212
β13
+
2
(
√
q − ǫ)(q 32 − ǫ)
]
(x− 1)G(x). (A.6)
This solution has altogether two free parameters β1,2 and β1,3 and the remaining variables βi,j are
given by
β22 = β11 − 2ǫq
3
2
(
√
q − ǫ)(q 32 − ǫ)
−
(
1
q − 1 + ǫ
√
q
)
i
√
qβ212
β13
,
β33 = β11 −
2ǫ
√
q(q + 1)
(
√
q − ǫ)(q 32 − ǫ)
−
(
1 + q2
q − 1
)
i
√
qβ212
β13
. (A.7)
Appendix B: The Uq[osp(2|2)(1)] case
The set of K-matrices associated with the Uq[osp(2|2)(1)] vertex model includes both diagonal
and non-diagonal solutions. The three solutions intrinsically diagonal two contain only one free
parameter β and they are given by
K−(x) = Diag(1, x
β(x− 1) + 2
β(x − 1)− 2x, x
β(q4 − x) + 2x
β(xq4 − 1) + 2 , x
2),
K−(x) = Diag(1, 1, x
β(x− 1) + 2
β(x − 1)− 2x, x
β(x− 1) + 2
β(x− 1)− 2x) (B.1)
and one without free parameters
K−(x) = Diag(1, x
q2 + ǫx
xq2 + ǫ
, x
q2 + ǫx
xq2 + ǫ
, x2). (B.2)
We have also found the following non-diagonal solutions
K−(x) =


x+
α− β2
2β
(x− 1) 0 0 β14
2
(x2 − 1)
0 x+
α+ xβ2
2β
(x− 1) 0 0
0 0 x+
α+ xβ2
2β
(x− 1) 0
α
2β14
(x2 − 1) 0 0 x− α− β
2
2β
x(x− 1)


(B.3)
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containing three free parameters α, β and β14, and one free parameter solution in the form
K−(x) =


(
q2x2 − 1
q2 − 1
)
1
x
0 0 0
0 x
1
2
β23(x
2 − 1) 0
0
2
β23
(
q
q2 − 1
)2
(x2 − 1) x 0
0 0 0
(
q2x2 − 1
q2 − 1
)
x


. (B.4)
Concerning the complete solution, we could not find a complete solution for this model.
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Appendix C: The main reflection equations
In this appendix we present the main sequence of the step necessary to get a general solution
of the reflection equation. First we consider the (i,j) component of the matrix equation (12). By
differentiating it with respect to v and by taking v = 0, we obtain N4 algebraic equations E[i, j] = 0
involving the single variable u and N2 parameters βi,j for the matrix elements ki,j(u). Although
there are many equations (N = r+2m, r ≥ 1, m ≥ 1 ) a few of them are actually independent.
Analyzing these E[i, j] = 0 equations, the simplest are those involving only two matrix
elements of the type ki,i′(u) (secondary diagonal)
ki,i′(u) =


βi,i′
β1,N
k1,N (u), i = 1, 2, ...,m
βi,i′
βm+1,N−m
km+1,N−m(u), i = m+ 1, ...,m + r
βi,i′
β1,N
k1,N (u), i = m+ r + 1, ..., N
. (C.1)
Moreover, we can use the following pairs of equations
E[i+ iN −N,N2− iN + j] = 0 and E[N2+1− (N2− iN + j), N2+1− (i+ iN −N)] = 0 (C.2)
for each i = {1, 2, · · · ,m} with j = i+1, · · · , N +1− i, in order to get the matrix elements ki,j(u)
and kN+1−j,N+1−i(u) in terms of ki,i′(u).
This procedure allows to find all non-diagonal entries ki,j(u) with fermionic degree of freedom
(i, j = 1, 2, ...,m and m+ r + 1, ..., N ) in terms of k1,N (u)
ki,j(u) = F (u)[βi,jc1(u)d1,1(u) + βj′,i′b(u)di,j′(u)]
k1,N (u)
β1,N
(i < j′) (C.3)
and
ki,j(u) = F (u)[βi,jc2(u)d1,1(u) + βj′,i′b(u)di,j′(u)]
k1,N (u)
β1,N
(i > j′) (C.4)
where
F (u) =
b2(u)− a1(u)d1,1(u)
b2(u)d1,2(u)d2,1(u)− c1(u)c2(u)d1,1(u)2 (C.5)
and all non diagonal entries ki,j(u) with bosonic degree of freedom ( i, j = m+ 1,m+ 2, ...,m+ r)
in terms of km+1,N−m(u)
ki,j(u) = B(u)[−βi,jc1(u)dm+1,m+1(u) + βj′,i′b(u)di,j′(u)]k1,N (u)
β1,N
(i < j′) (C.6)
and
ki,j(u) = B(u)[−βi,jc2(u)dm+1,m+1(u) + βj′,i′b(u)di,j′(u)]
km+1,N−m(u)
βm+1,N−m
(i > j′) (C.7)
where
B(u) =
b2(u)− am+1(u)dm+1,m+1(u)
b2(u)d1,2(u)d2,1(u)− c1(u)c2(u)dm+1,m+1(u)2 . (C.8)
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Note in these expressions that we have used the identity
di,j(u)dj,i(u) = d1,2(u)d2,1(u), i 6= j, j′. (C.9)
Simultaneously, we can look at the equations of the type E[i, i] = 0, with aid of the property
di,j(u) = dj′,i′(u), in order to get the symmetric relations
ki,j(u)
kj,i(u)
=
βi,j
βj,i
=⇒ βi,j = βj,i
βi′,j′
βj′,i′
, i > j and i 6= j, j′. (C.10)
Next, the equations E [´ı,N + 1 − i] = 0 give us the quadratic relations (ǫ = ±1) between the
parameters βi,j and βj′,i′ :
βi,j = − ǫ√
ζ
θiq
ti
θj′q
tj′
βj′,i′ (C.11)
Substituting these relations into (12), the simplest equation are now those involving the matrix
elements k1,N (u) and km+1,N−m(u):
βm+1,N−mHb(u)k1,N (u) = β1,NHf (u)km+1,N−m(u) (C.12)
where the H{f,b}(u) functions are given by (26) and we get the general structure (25) for the
non-diagonal K-matrix elements.
Solving each pair of equations {E[1, j] = 0, E[1, (j − 1)N + 1] = 0} we find the diagonal
matrix elements {k1,1(u), kj,j(u)}, for j = 2, ..., N − 1. The pair {kN−1,N−1(u), kN,N (u)} can be
obtained solving the equation {E[N2, N2 − 1] = 0, E[N2, N2 −N ] = 0}.
Again, substituting these relations into (12) we can see that several equations of the type
E[m+ 1, j] = 0 give us the constraints between parameters with bosonic and fermionic entries
βm+1,bβ1,f = 0, m+ 1 < b ≤ N −m, m+ r < f ≤ N (C.13)
It means, in general, that we can get solutions with only a type of degree of freedom. For a
particular choice βm+1,b = 0 or β1,f = 0, we will find the solutions M1 to M8 presented in the
section 4 of this paper.
From the reflection equations, we can see for the Uq[osp(1|2m)(1)] case that there is no
relations of the type (C.1) with bosonic degree of freedom and for the Uq[osp(2|2m)(1)] case that
there is only one bosonic relation
kN−m,m+1(u) =
βN−m,m+1
βm+1,N−m
km+1,N−m(u) (C.14)
In addition, for the Uq[osp(r|2)] case wee have only one fermionic relation
kN,1(u) =
βN,1
β1,N
kN,1(u) (C.15)
Therefore, for these cases we can solve the coupled equations (C.12) without making use of the
constraint equations of the type (C.13). Thus, we found the four complete solutions M9 to M12.
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