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The interplay of topology and symmetry in a material’s band structure may result in various
patterns of topological states of different dimensionality on the boundary of a crystal. The pro-
tection of these “higher-order” boundary states comes from topology, with constraints imposed by
symmetry. We review the bulk-boundary correspondence of topological crystalline band structures,
which relates the topology of the bulk band structure to the pattern of the boundary states. Fur-
thermore, recent advances in the K-theoretic classification of topological crystalline band structures
are discussed.
I. INTRODUCTION
Traditionally, the understanding of a material’s band
structure requires knowledge of symmetry representation
theory. During the last decades it became increasingly
clear that not only symmetries, but also concepts bor-
rowed from topology, and often a combination of the
two, are required for a complete understanding of band
structures1–4. In particular, gapped band structures can
be classified into different topological classes (also re-
ferred to as “topological phases”), where two band struc-
tures are in the same class if they can be smoothly de-
formed into each other by changing system parameters,
without closing the excitation gap and without reducing
the symmetry of the band structure at an intermediate
stage. This topological classification of band structures
applies equally well to superconductors if these have a
gapped excitation spectrum in their BCS mean-field de-
scription.
An important practical consequence of the existence
of distinct topological classes of band structures is that a
nontrivial topology of the bulk band structure may imply
the existence of anomalous boundary states. A boundary
state is called “anomalous” if it cannot exist without the
presence of the topological bulk. Anomalous boundary
states are immune to local perturbations and can be re-
moved only by a perturbation that closes the excitation
gap of the bulk band structure or reduces its symme-
try. This connection between a nontrivial topology of
the bulk band structure and the existence of anomalous
boundary states is referred to as bulk-boundary correspon-
dence. For topological phases that are subject to non-
spatial symmetries only, such as time-reversal symmetry
or the particle-hole antisymmetry of the superconducting
Bogoliubov-de Gennes Hamiltonian, the bulk-boundary
correspondence is complete: Each topological class of a
d-dimensional bulk band structure is uniquely associated
with an anomalous boundary state of dimension d − 1
and vice versa5,6.
The question of a bulk-boundary correspondence for
topological phases that are also subject to spatial sym-
metries, such as inversion or mirror symmetries, is more
a) b) c)
FIG. 1. Examples of higher-order boundary signatures: Majo-
rana corner states of a two-dimensional topological crystalline
superconductor (a), chiral hinge states of a three-dimensional
second-order Chern insulator (b), or helical hinge states of a
second-order topological insulator (c).
subtle. In general, in this case the bulk-boundary cor-
respondence is incomplete and requires a degree of com-
patibility of the crystal termination and the crystalline
symmetries. Immediately after the discovery of topologi-
cal crystalline band structures7,8, it was understood that
a conventional bulk-boundary correspondence, in which
the anomalous boundary states of a d-dimensional crystal
have dimension d−1, exists only for a boundary orienta-
tion that is invariant under the action of the crystalline
symmetry group2,7–12. This condition, however, can be
met for a small number of symmetry groups only — mir-
ror symmetry being an example —, and even in those
cases is restricted to selected surface orientations. Re-
cently, following pioneering work by Schindler et al.13,
it was realized that topological crystalline phases may
also have anomalous boundary signatures of dimension
less than d− 113–26, provided the crystal termination as
a whole respects the crystalline symmetry group. Ex-
amples are anomalous states at hinges or corners of a
three-dimensional crystal or anomalous corner states of
a two-dimensional crystal, see Fig. 1. The condition that
the crystal termination as a whole respects the crystalline
symmetry group is a much weaker condition on the sur-
face orientations than the condition that the orientation
of individual crystal faces is invariant under the crys-
talline symmetry. Moreover, it is a condition that can
be met for all crystalline symmetry groups. Topological
phases with this type of boundary signature are called
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2higher-order topological phases, where the order n indi-
cates the codimension of the boundary states. In this
terminology, topological phases that do not rely on crys-
talline symmetries, which have boundary states of dimen-
sion d− 1, are called “first-order”.
Boundary states of codimension n ≥ 2 may also occur
as the anomalous boundary states of nontrivial topolog-
ical phase located on the crystal boundary15,27–29. Since
such states do not have their origin in the topology of the
bulk band structure, they are referred to as extrinsic18;
anomalous boundary states that are rooted in the topol-
ogy of the bulk band structure are called intrinsic. Al-
though they are a property of the crystal termination,
extrinsic anomalous boundary states still have some de-
gree of topological protection. Specifically, extrinsic cor-
ner states cannot be removed by perturbations that re-
spect the crystalline symmetries and do not close the
gaps along hinges or surfaces of the crystal. Similarly,
extrinsic hinge states cannot be removed by symmetry-
preserving perturbations that do not close surface gaps.
In this article we review the arguments that show how
intrinsic higher-order boundary states arise as a conse-
quence of a topologically nontrivial band structure. We
discuss the simplified model systems that appeared in the
original publications and that have become paradigmatic
examples of higher-order topological band structures. We
also discuss the bulk-boundary correspondence for topo-
logical crystalline phases. Such bulk-boundary corre-
spondence was formulated by us for the case of “order-
two” crystalline symmetries that square to the identity,
such as mirror, inversion, or twofold rotation in Ref. 21.
Here, these ideas are extended to more general crystalline
symmetry groups. Throughout the review we restrict
ourselves to “strong” topological phases, which are ro-
bust to a breaking of the lattice translation symmetry
(while preserving the crystalline symmetries, of course).
We note that the relevance of topology to condensed
matter systems is not only limited to understanding band
structures. Indeed, as the pioneering work of Thouless,
Kohmoto, Nightingale, and den Nijs shows30, the topo-
logical classes for quantized Hall systems can be defined
even in the absence of a discrete translation symmetry.
The results for strong topological phases that we consider
in this review, such as the bulk-boundary correspondence
in presence of a crystalline symmetry, remain valid if the
lattice translation symmetry is broken in a manner that
preserves the crystalline symmetries. Some auxiliary re-
sults, such as the definition of topological invariants, rely
on the existence of a band structure.
The remainder of this article is organized as follows:
In Sec. II we briefly review the ground rules for defin-
ing topological equivalence. In Sec. III we discuss three
paradigmatic examples of topological band structures in
one, two, and three dimensions, their boundary signa-
tures, and how and under what conditions the existence
of these boundary signatures is rooted in the topology
of the bulk band structure. Additionally, recent experi-
mental realizations of higher-order topology are reviewed.
In Sec. IV we formulate the formal bulk-boundary cor-
respondence for topological band structures with a crys-
talline symmetry. In Sec. V we discuss a specific example
to make the rather general considerations of Sec. IV more
explicit. We conclude in Sec. VI.
II. TOPOLOGICAL EQUIVALENCE
For a precise topological classification of band struc-
tures and the associated boundary signatures, one has
to define the “rules” of topological equivalence. When
taken literally, the definition of topological equivalence
stated in the first paragraph of the introduction implies
that two band structures with different numbers of oc-
cupied bands belong to different classes. It is customary
to relax this criterion and allow that the separate addi-
tion of (topologically trivial) occupied or empty bands
or sets of bands does not change the topological class
of the band structure. This topological equivalence of
band structures modulo the addition of trivial occupied
or empty bands is known as “stable equivalence”. The
complete bulk-boundary correspondence for topological
band structures subject to non-spatial symmetries was
derived using the rules of stable equivalence5,6.
More precisely, under the rules of stable equivalence
one considers pairs (H, H’) of band structures with
equal number of bands — an approach known as the
Grothendieck construction. Two pairs (H1, H
′
1) and
(H2, H
′
2) are considered topologically equivalent if H1 ⊕
H ′2 can be smoothly deformed into H2⊕H ′1, without clos-
ing the excitation gap and without violating the symme-
try constraints. With this definition, topological classes
acquire a group structure, the group operation being the
direct sum of band structures: Using the pair (H,H ′)
to represent its topological class, the group operation is
(H1, H
′
1)⊕ (H2, H ′2) = (H1 ⊕H2, H ′1 ⊕H ′2). The inverse
group operation is also defined: (H1, H
′
1) 	 (H2, H ′2) =
(H1 ⊕ H ′2, H2 ⊕ H ′1). In this manner, the topological
phases are classified with an Abelian classifying group
K. The corresponding classification scheme is known as
the “K-theory classification”.
For completeness, we mention that the topological clas-
sification based on stable equivalence is not the only
type of classification used in the literature. One example
of a different classification is the “non-stable” classifi-
cation of gapped band structures with a fixed number
of bands. A well studied classification of this kind con-
cerns the Hopf insulator31. The Hopf insulator does not
have a bulk-boundary correspondence of the type men-
tioned above, although generalized bulk-boundary cor-
respondence was formulated recently32. Like the sta-
ble classification, the non-stable classification also has
a group structure, although the group operation can not
be defined by superimposing two band structures, since
the number of bands is kept fixed. For band structures
defined on a d-dimensional sphere instead of the Bril-
louin zone, the group structure is given by concatenation
3completely analogous to the group structure of homotopy
groups33. Another alternative classification scheme is one
that allows for the addition of bands, but only if these
are separated by gaps from the existing bands. With such
classification rules, the resulting group structure of the
classes can be non-Abelian34,35. The “fragile” topological
classification scheme allows the addition of non-occupied
bands or set of bands, but not for the addition of occu-
pied bands36. As a result, the fragile topological classifi-
cation results in a monoid37, in which addition is defined
as a direct sum, but subtraction is not defined. A bulk-
boundary correspondence has been formulated for fragile
topological phases38, although its relevance to condensed
matter systems is unclear at the moment. Finally, one
can define a binary classification that only distinguishes
between “topologically trivial” and “topologically non-
trivial”39, where a band structure is called “trivial” if
it is “Wannierizable”, i.e., it can be obtained from local-
ized states that respect the symmetry constraints. If only
local symmetries are imposed, this definition of topolog-
ical triviality40–42 agrees with the triviality of the sta-
ble equivalence classification. The two definitions dif-
fer when non-local crystalline symmetries are imposed.
In that case, Wannierizable band structures are topo-
logically connected to “atomic-limit phases”. The bi-
nary classification does not have a group structure, since
superimposing two “nontrivial” band structures may or
may not result in a “trivial” band structure.
III. BOUNDARY SIGNATURES OF
TOPOLOGICAL BAND STRUCTURES
In this Section we first consider three examples of
gapped band structures with crystalline symmetries in
dimensions d = 1, 2, and 3. The examples are meant to
illustrate the role of the crystalline symmetries as well as
the non-spatial symmetries for the topological character-
ization of the band structure and the protection of even-
tual boundary states. Subsequently, we review recent
experiments that realize higher-order topological band
strucutres. The last three subsections explain how and
when the boundary signatures derive from the nontrivial
topology of the bulk band structure.
A. One-dimensional model with inversion
symmetry
As a first example, we consider the one-dimensional
model known as the Su-Schrieffer-Heeger model or the
“Kitaev chain” in its non-superconducting or supercon-
ducting realizations, respectively43,44,
H(k) = Γ0[m+ t(1− cos k)] + Γ1t sin k, (1)
with “Dirac gamma matrices” Γ0 = σ1 and Γ1 = σ2. The
model is invariant under particle-hole conjugation P,
H(k) = −UPH(−k)∗UP , (2)
with UP = σ3. If P is not enforced, Eq. (1) repre-
sents a one-dimensional chain with a two-atom unit-cell
and nearest-neighbor hopping amplitudes that alternate
between t and t + m, see Fig. 2a. With particle-hole
symmetry, Eq. (1) represents the Bogoliubov-de Gennes
Hamiltonian of a one-dimensional superconductor with
a one-atom unit-cell, be it with a non-standard form of
the particle-hole conjugation operation. In addition, the
Hamiltonian (1) is also invariant under time-reversal T ,
the “chiral antisymmetry” UC , and inversion I,
H(k) =UTH(−k)∗UT
= − UCH(k)UC
=UIH(−k)UI , (3)
with UT = 1, UC = UPUT = σ3, and UI = Γ0 = σ1.
The inversion operation I commutes with T , but it anti-
commutes with P, so that this model represents an odd-
parity superconductor if P is present.
The model (1) describes a one-parameter family of
Hamiltonians H(k), labeled by the parameter m. The
spectral gap of the model (1) closes at m = 0. To see,
whether this gap closing point represents a topological
phase transition, one looks for the existence of “mass
terms”, perturbations to H(k) that anticommute with
the matrices Γ0 and Γ1. If such mass terms do not ex-
ist, a gap closing can not be avoided when m is tuned
through the gapless point at m = 0 and the gapless point
represents a topological phase transition. If it exists, the
phases below and above m = 0 are topologically equiva-
lent.
By inspection, one easily verifies that the model (1)
allows a single mass term, M = σ3. This mass term is,
however, incompatible with P, C, or I, so that the gap-
less point at m = 0 represents a topological phase transi-
tions if at least one of these three symmetries is present.
With P or C the model (1) is in a first-order (i.e., non-
crystalline) topological phase for −2t < m < 0 with a
(Majorana) zero mode at each end. Without P or C, but
with I, the model no longer has protected zero-energy
end states, but it has an anomalous half-integer “end
charge” if −2t < m < 0. The existence of the end charge
follows from a calculation of the bulk polarization45. It
can also be inferred from the fact that the mid-gap end
state in the presence of P or C symmetrically removes
a half-integer charge from the valence and conduction
bands. If P or C is broken, the end states can be re-
moved, e.g., by a local potential at each end, but the
half-integer end charge is immune to the addition of a
local perturbation, since the inversion symmetry I pre-
vents charge flow through the insulating bulk. If P, C,
and I are broken the existence of the mass term M = σ3
implies that the model is topologically trivial.
Having no anomalous end states, the model (1) with
broken P or C symmetry is an example of a “Wannier-
izable” or “atomic limit” band structure, a band struc-
ture for which there exists a basis of localized “Wan-
nier functions”. That such atomic-limit band structures
4b)
c)
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FIG. 2. Without particle-hole symmetry, the model (1) de-
scribes a one-dimensional lattice with a two-atom unit-cell
and nearest-neighbor hopping amplitudes that alternate be-
tween t and t + m (a). In the “topological phase” −2t <
m < 0 Wannier functions are localized between unit-cells (b),
whereas they are localized in the center of the unit-cells if
m < −2t or m > 0 (c). The two patterns can not be smoothly
deformed into each other in the presence of inversion symme-
try.
can nevertheless be topologically distinct can be seen by
inspecting the model (1) in the limits t/m = −1 and
t/m = 0 in which the system dimerizes and the eigen-
states are trivially constructed. For t/m = 0 the Wan-
nier states are localized in the center of the unit-cells,
whereas for t/m = −1 the Wannier states exist at the
boundary of the unit-cells, see Figs. 2b and c. Since it is
not possible to continuously move Wannier states from
the position in Fig. 2b to the position in Fig. 2c without
breaking the inversion symmetry, the two cases repre-
sent different topological phases. As it is the presence of
a crystalline symmetry that rules out a continuous tran-
sition between the two topological phases, such topolog-
ically different atomic-limit insulators are referred to as
“symmetry-obstructed atomic insulators”39,46.
One-dimensional gapped Hamiltonians with inversion
symmetry, but without particle-hole antisymmetry, have
a Z classification9–12,47, the topological index N corre-
sponding to the difference of the number of occupied odd-
parity bands at k = pi and k = 0. The generator of the
classifying group is the topological equivalence class of
the model (1) with −2t < m < 0. There are no anoma-
lous corner charges, nor any other boundary boundary
signatures, if N is even.
B. BBH model
The first model featuring intrinsic anomalous cor-
ner states was considered by Benalcazar, Bernevig, and
Hughes (BBH)14,48. It is a four-band model,
H(k1, k2) = Γ+(t
′ + t cos k1) + Γ1t sin k1 (4)
+ Γ−(t′ + t cos k2) + Γ2t sin k2,
where t and t′ are real parameters and Γ+ = τ1σ0,
Γ− = −τ2σ2, Γ1 = −τ2σ3, Γ2 = −τ2σ1 are mutually an-
ticommuting hermitian matrices that square to one. The
Hamiltonian (4) satisfies two mirror symmetries Mx,y,
H(k1, k2) =UxH(−k1, k2)Ux
=UyH(k1,−k2)Uy, (5)
with Ux = τ1σ3 and Uy = τ1σ1, as well as a fourfold
rotation symmetry R4 with (R4)4 = −1,
H(k1, k2) = URH(k2,−k1)U†R, (6)
with
UR =
(
0 σ0
−iσ2 0
)
. (7)
Like the previous example, the Hamiltonian (4) is invari-
ant under time-reversal T , particle-hole conjugation P,
and the chiral antisymmetry C,
H(k1, k2) =UTH(−k1,−k2)∗UT
= − UPH(−k1,−k2)∗UP
= − UCH(k1, k2)UC , (8)
with UT = 1, UP = UC = τ3. In the presence of particle-
hole symmetry, the BBH model (4) may be understood
as a superconductor with a two-atom unit-cell. In this
case the order parameter has odd mirror parity, but it
transforms trivially under rotations. Without P, Eq. (4)
has an intuitive explanation in terms of a tight-binding
model on the square lattice with a four-atom unit-cell,
see Fig. 3.
Equation (4) does not have the Dirac-like form of
Eq. (1), which allows a straightforward analysis of its
topological content by counting mass terms. However,
it can be smoothly transformed to a Hamiltonian of that
form. This is most conveniently performed in the vicinity
of the gapless point at t′ = ±t by parameterizing
t′ = −t+m/2 (9)
and rewriting Eq. (4) as
H(k1, k2) = Γ0 [m+ t(2− cos k1 − cos k2)]
+ Γ1t sin k1 + Γ2t sin k2
− Γ4t(cos k1 − cos k2), (10)
where Γ± = −(Γ0 ± Γ4)/
√
2 and we rescaled the terms
proportional to Γ0,4. In the vicinity of the gapless point
m = 0, the term proportional to Γ4 can be sent to zero
without violating any of the symmetries or closing a spec-
tral gap. The remaining three terms have the desired
Dirac-like form [compare with Eq. (1)].
Whether the gapless point at m = 0 represents a topo-
logical phase transition can be easily decided by inspec-
tion of the “mass terms” of the Hamiltonian (10). There
are two such mass terms: M1 = Γ4 and M2 = τ3σ0. The
first of these is compatible with all symmetries discussed
above, except for R4, which implies that the model (4)
is topologically trivial unless R4 is present. The mass
5a)
c)
b)
d)
FIG. 3. Representation of the BBH model as a lattice model
with a four-atom unit-cell and nearest-neighbor hopping (a).
With fourfold rotation symmetry R4 the model exhibits zero-
energy corner states in the presence of P or C. These cor-
ner states are intrinsic: They cannot be removed by an R4-
compatible change of boundary termination (b). With R4,
but without P and C, the corners may have anomalous half-
integer charges. These, too, cannot be removed by an R4-
compatible change of boundary termination (c). If R4 is bro-
ken, zero-energy corner states can be removed by suitably
added decorations, regardless of the presence of the mirror
symmetries Mx and My (d).
term M2 is compatible with T and with twofold rotation
symmetry R2 =MxMy only.
With fourfold rotation symmetry the model (4) has a
nontrivial topological phase for −4t < m < 0. In the
presence of P or C this phase has anomalous zero-energy
(Majorana) corner states. If P or C are broken, the corner
states may be removed by a local perturbation. In this
case, the model (4) is in an obstructed atomic-limit phase
in which — analogously to the one-dimensional example
discussed above — anomalous half-integer corner charges
remain14,48,49. These corner states or corner charges are
intrinsic: they are a consequence of the topology of the
bulk band structure and they exist independently of the
lattice termination, as long as the termination is com-
patible with the fourfold rotation symmetry R450. To
see this, observe that the relevant changes of boundary
termination correspond to “decorating” the boundaries
with one-dimensional chains with a gapped excitation
spectrum. Although such “decorations” may have zero-
energy (Majorana) end states (with P or C) or fractional
end charges (without P and C), the requirement that the
decoration be R4-compatible means that the net number
of zero-energy states added to each corner is even (with
P or C) or that the net charge added to each corner is an
integer (without P or C)49,51, see Fig. 3.
The bulk band structure of Eq. (4) is always trivial if
R4 is broken.52 Nevertheless, if R4 is broken, zero-energy
corner states may also exist if P or C is present. In this
case the corner states are extrinsic: Their existence de-
pends on the lattice termination and they may be re-
moved by decorating the boundaries with one-dimensio-
nal gapped chains, see Fig. 3. The same applies to the
existence of half-integer corner charges for the case that
P and C are broken. The presence or absence of the
two mirror symmetries Mx,y does not affect these con-
clusions.
Two-dimensional gapped Hamiltonians with intrinsic
anomalous corner states realize a second-order topologi-
cal phase. The example of the BBH model shows that the
identification of the relevant non-spatial and crystalline
symmetries is key to deciding whether or not a given band
structure represents a second-order topological phase. In-
deed, the very same model (4) with the same choice of
parameters −4t < m < 0 may be a second-order phase,
an obstructed atomic-limit phase, or a trivial phase de-
pending on whether or not P or C and fourfold rotation
symmetry R4 are enforced.
As in the one-dimensional example discussed in the
previous Subsection, the BBH model is part of a larger
family of topological Hamiltonians. For example, two-
dimensional Hamiltonians with P and R4 have a Z3
classification53–55, where one factor Z describes a first-
order topological phase with chiral (Majorana) edge mo-
des. The second factor Z describes a sequence of topo-
logical phases for which the topological class of the BBH
model (4) with −4t < m < 0 is the generator. There are
no anomalous corner states if the corresponding topo-
logical index is even, consistent with the Z2 nature of
the Majorana corner modes. The last factor Z describes
additional atomic-limit phases without boundary signa-
tures.
C. Three-dimensional example
As a third example we discuss a three-dimensional
generalization of the BBH model originally proposed by
Schindler et al.13,
H(~k) = Γ0 [m+ t(3− cos k1 − cos k2 − cos k3)]
+ Γ1t sin k1 + Γ2t sin k2 + Γ3t sin k3
+ Γ4t
′(cos k1 − cos k2), (11)
where Γ0 = τ3σ0, Γk = τ1σk, k = 1, 2, 3, and Γ4 = τ2σ0.
As in the previous example, see Eq. (10), the last term
proportional to Γ4 may be omitted without closing the
spectral gap or violating any of the symmetries. Without
this last term, the model (11) is invariant under time-
reversal T ,
H(~k) = UTH(−~k)∗UT , (12)
with UT = τ0σ2, as well as a four-fold rotation R4,
H(k1, k2, k3) = URH(k2,−k1, k3)U−1R , (13)
with UR = τ0eipiσ3/4. The model (11) has a single mass
term M = Γ4, which is antisymmetric under T and sym-
metric under R4.
6a) b)
FIG. 4. Configuration of chiral hinge modes of three-
dimensional crystal with T R4 symmetry (a). Configurations
of chiral hinge modes that can be obtained by “decorating”
the boundary have an even number of chiral modes at each
hinge (b).
In the presence of T the gapless point m = 0 is a topo-
logical phase transition between phases with and without
gapless surface states, irrespective of the fourfold rotation
symmetry R4. Schindler et al. observed that the mass
term M = Γ4 is not only antisymmetric under T , but
also under the product T R4, so that if T R4 is a good
symmetry, the gapless point m = 0 still separates topo-
logically different band structures, even if T andR4 sym-
metries are broken individually. In this case, the topolog-
ical phase is not characterized by gapless surface states
(because these are gapped out on a generic surface if
time-reversal symmetry is broken), but by a chiral gap-
less mode running along the crystal “hinges”, see Fig. 4.
This gapless mode is a manifestation of the topological
nature of the bulk band structure and it can not be re-
moved by changing the crystal termination. This can be
understood by noticing that the relevant change of sur-
face termination corresponds to decorating each of the
four crystal faces by a two-dimensional quantized Hall
insulator, which will change the number of chiral modes
running along a hinge by an even number if the surface
decoration is compatible with the T R4 symmetry, see
Fig. 4b. A boundary pattern shown in Fig. 4a, which
has an odd number of chiral modes at each hinge, is
“anomalous” — it cannot exist without a topologically
nontrivial three-dimensional bulk. Because of the exis-
tence of anomalous boundary states of codimension two,
the model (11) is a second-order topological phase.
The same boundary phenomenology can exist in the
absence of crystalline symmetries. An early example was
proposed by Sitte et al., who showed that chiral hinge
modes are generic for a topological insulator in an exter-
nal magnetic field28. Such hinge modes are not anoma-
lous, however, since they can be removed by an appropri-
ate surface decoration, see Fig. 5b. For this reason, the
hinge states of the T R4-symmetric model of Eq. (11) are
intrinsic, whereas hinge states that appear in the absence
of a crystalline symmetry are extrinsic.
Without the term proportional to Γ4, the model (11)
is not only invariant under time reversal and fourfold
rotation, but it also satisfies three anticommuting mir-
ror symmetries Mi : ki → −ki, with UMi = Γ4Γi,
i = 1, 2, 3, and inversion symmetry I : ~k → −~k, with
a) b)
FIG. 5. Schematic picture of an “extrinsic” second-order
topological insulator consisting of a three-dimensional topo-
logical insulator placed in a magnetic field in a generic direc-
tion, as proposed by Sitte et al.28 (a). Each surface has a
finite flux and there are chiral modes along hinges that touch
two faces with opposite sign of the magnetic flux. The gapless
hinge modes may be removed by decorating some of the crys-
tal faces with a two-dimensional anomalous quantized Hall
insulator (b).
UI = Γ0. Since the mass term Γ4 is incompatible
with each of these crystalline symmetries, imposing mir-
ror or inversion symmetry while breaking T also results
in a second-order topological phase for −6t < m <
013,15,18–21.
D. Higher-order topological phases
In general, a crystalline topological phase is called an
nth-order topological phase if it has anomalous boundary
signatures of codimension n if the boundary as a whole
respects the crystalline symmetries. With this defini-
tion, a topological phase that does not rely on crystalline
symmetries for its protection is a first-order topologi-
cal phase. Since topological phases without crystalline
symmetries always have a first-order boundary signature,
higher-order topological phases are necessarily crystalline
topological phases. The above definition of the order of
a topological crystalline phase assumes a crystal termi-
nation for which the codimension of the boundary states
is maximal. For special choices of the termination, an
n-th order topological phase may have boundary signa-
tures of codimension smaller than n. For example, a crys-
tal with a face invariant under the point-group symme-
try G hosts codimension-one boundary states if the bulk
band structure has a nontrivial topology. For a higher-
order topological phase these codimension-one boundary
states disappear for a generic orientation of the faces,
leaving boundary states of a larger codimension behind,
see Fig. 7. Additionally, as the example in Fig. 8a-b
shows, even with an identical orientation of the faces,
a given crystal can exhibit boundary states of different
codimension depending on the details of the termination.
Whereas for the former example, the convention of as-
signing the order of a phase according to the maximal
codimension follows naturally from the observation that
a termination without symmetry invariant faces is more
generic than the one with such faces, for the example in
Fig. 8a-b determining the order of the topological phase
7according to the maximal codimension of the anoma-
lous boundary states is a matter of convention. Lastly,
we note that in the literature, topological phases with
anomalous corner charges (as opposed to corner states)
are sometimes also referred to as higher-order phases, al-
though such obstructed atomic-limit phases fall outside
the boundary-based classification scheme we will use in
this review. (They are captured in the K-theory-based
classification scheme of the bulk band structure.)
E. Experimental realizations of higher-order band
structures
The existence of corner modes in the BBH model
was demonstrated experimentally in various classical sys-
tems. These include electrical56,57 and microwave58 cir-
cuits, as well as coupled mechanical oscillators59. Al-
though the spatial symmetries and the chiral antisym-
metry required to pin the frequency of the corner modes
to the center of an excitation gap are not natural symme-
tries for these platforms, the near-complete control over
device parameters ensures that these symmetries can be
implemented experimentally to a sufficiently high degree.
Corner modes of true quantum-mechanical origin were
observed in an artificial electronic lattice obtained by
placing CO molecules on a Cu(111) surface60, although
the specific lattice model implemented in Ref. 60 has a
topologically trivial band structure with accidental non-
anomalous corner modes.
To date, experimental evidence of higher-order topol-
ogy of three-dimensional band structures was reported
for two materials only: Elemental Bismuth61,62 and the
Van der Waals material Bi4Br4
63. In Bi4Br4, which
is a two-dimensional stacking of quasi one-dimensional
molecules, helical hinge states are protected by a twofold
rotation symmetry along the molecular axis. Noguchi et
al. demonstrate the existence of one-dimensional hinge
states in Bi4Br4 using angle-resolved photoemission spec-
troscopy63, a technical tour-de-force given the low dimen-
sionality of the feature to be resolved spectroscopically.
Hinge states in Bi are protected by inversion symmetry
I. Bismuth has an additional threefold rotation symme-
try R3, leading to a characteristic hexagonal pattern of
helical hinge states for a Bi flake cut perpendicular to the
rotation axis, see Fig. 6a. The experimental demonstra-
tion that Bi has a higher-order band structure is com-
plicated by the fact that Bi is a semimetal with indi-
rect band overlap. Evidence that Bi has a higher-order
band structure is based on a measurement of the current-
phase relationship for the Josephson current through Bi
pillars61,64, which has a sawtooth-like contribution char-
acteristic of ballistic one-dimensional channels. The ob-
servation of one-dimensional states at three out of six
step edges of a hexogonal terrace on a Bi surface pro-
vides further evidence for the higher-order topology of
the Bi band structure. This experimental signature is
not unambiguous, however. Theoretically, for a terrace
a)
c) d)
b)
FIG. 6. a): Hexagonal Bi pillar with threefold rotation axis,
inversion center, and arrangement of anomalous hinge modes
characteristic of a second-order band struture61. b): Hexag-
onal terrace with the edge states consistent with (a). c) and
d): Anomalous one-dimensional modes at the edges of a one-
atomic layer high terrace on the surface of a weak topological
insulator. Whether the one-dimensional modes are centered
at the upper or lower end of the terrace is not fixed by the
weak topology alone and may depend on details of the termi-
nation or on the combined presence of weak and second-order
topology.
(as opposed to a free-standing flake) one expects the pat-
tern of edge modes shown in Fig. 6b if the band struc-
ture has second-order topology. This is most easily seen
in the domain-wall picture (see next Subsection) by ob-
serving that each crystal face has a well-defined sign of
its unique surface mass term that depends on the ori-
entation of that surface only.65 The presence of an even
number of modes at each edge of the terrace means that
the edge modes no longer have topological protection if
the terrace is only one or a few atomic layers thick. Based
on scanning tunneling spectroscopy experiments close to
a screw dislocation, Ref. 62 finds that Bi has a nontriv-
ial weak topology. With weak topology, which may or
may not occur in combination with second-order topol-
ogy of the bulk band structure, a one atomic-layer high
step edge hosts an odd number of helical modes. The
mode patterns corresponding to weak topology, such as
those of Fig. 6c and d, may be difficult to distinguish
experimentally from the mode pattern of Fig. 6b.
F. Domain-wall picture
To understand why a topological band structure with
crystalline symmetries can give rise to higher-order
boundary states, Refs. 15, 18–21 propose a “domain-wall
picture”. In its original form, the domain-wall picture
8a)
b)
FIG. 7. (a) A two-dimensional crystal with a mirror-
symmetric edge, at which the mirror symmetry acts as a local
symmetry (left) and a generic mirror-symmetric termination,
at which the mirror symmetry acts as a “global” symmetry
only (right). (b) A three-dimensional crystal with a rotation-
invariant surface, at which the rotation symmetry acts as a lo-
cal symmetry (left) and a generic fourfold rotation-symmetric
termination, at which the rotation symmetry acts as a global
symmetry (right). In both panels, a configuration of bound-
ary mass terms is shown that corresponds to a second-order
phase.
applies if the crystalline symmetry group G admits a
boundary orientation that is invariant under G. This is
the case, e.g., for a mirror symmetry in two dimensions or
for a rotation symmetry in three dimensions, see Fig. 7.
For such an invariant boundary, the crystalline symme-
try continues to act as a local symmetry at the boundary.
Hence, the bulk-boundary correspondence for non-spatial
symmetries is applicable and guarantees the existence of
an anomalous boundary state on that crystal face. The
low-energy theory of that anomalous (d−1)-dimensional
boundary state has the form of a Dirac Hamiltonian,
H∂(k1, . . . , kd−1) =
d−1∑
i=1
γiki, (14)
with anticommuting gamma matrices γ2i = 1, i =
1, . . . , d − 1. Again, we search for anticommuting mass
terms µ2j = 1 with {µj , γi} = 0, i = 1, . . . , d − 1,
j = 1, . . . , n. If the bulk topological phase is not a first-
order phase there must be at least one such mass term.
The mass terms transform under a real representation
On of the crystalline symmetry group G, which cannot
be the trivial representation, since otherwise H∂ can be
gapped out by a symmetry-preserving perturbation.
Higher-order boundary states appear when we consider
deformations of the invariant boundary, so that G no
longer acts locally, but continues to act on the crystal
boundary as a whole. Examples of such deformations
are shown in Fig. 7. Given the number n of mass terms
and the representation On of G one can derive the pat-
tern of anomalous higher-order boundary states. Such
boundary states of are of second order if d = 2. They
are also of second order if d = 3 and n = 1 or if G
leaves a one-dimensional subset of the deformed crystal
face invariant (as is the case for, e.g., a mirror symme-
try). Otherwise the boundary states are of third order in
three dimensions.
A “trick” to extend this argument to symmetry groups
G without invariant boundary orientation, such as inver-
sion symmetry, was proposed in Ref. 18. The trick in-
volves considering a (d+1)-dimensional topological crys-
talline band structure with a symmetry group G′ ob-
tained by acting with G on the first d coordinates, while
leaving the (d + 1)th coordinate unchanged. For the
(d+1)-dimensional crystal the conditions of the domain-
wall argument are obviously fulfilled, so that one can es-
tablish the existence of higher-order boundary states us-
ing the domain-wall picture outlined above. Reference 18
then makes use of an isomorphism between (d + 1)-
dimensional topological band structures with symmetry
group G′ and d-dimensional topological band structures
with symmetry group G that was originally derived for
non-crystalline topological phases by Fulga et al.66. Since
this isomorphism preserves the order of the anomalous
boundary states12,18, one can directly infer the existence
of higher-order boundary states for the d-dimensional
crystal with symmetry group G.
As an example, we consider the crystal described by
Eq. (11). The T R4 symmetry leaves surfaces at constant
z invariant. The low-energy surface Hamiltonian has the
form
H∂(k1, k2) = k1γ1 + k2γ2, (15)
with γ1 = σ1, γ2 = σ3. The surface Hamiltonian H∂
satisfies the product T R4 of time-reversal and fourfold
rotation symmetry,
H∂(k1, k2) = UT RH∂(−k2, k1)∗U†T R, (16)
with UT R = e−ipiσ2/4. There is a single mass term
µ = σ2, which changes sign under T R4. If one then de-
forms the invariant surface as in Fig. 7b, the faces related
by fourfold rotation have opposite masses, so that there
are domain walls with a sign change of the mass term at
“hinges” between these faces13. The gapless chiral modes
run along the domain walls. The same argument can be
used if the model (11) is considered with a mirror sym-
metry Mx or My instead of with T R4 symmetry13,15.
G. Boundary states from Dirac-like bulk
Hamiltonian
The low-energy Dirac theory of the boundary and the
transformation behavior of the boundary mass terms un-
der the crystalline symmetry group can be obtained by
direct calculation from the Dirac-like form of the bulk
band structure. The starting point is the 2b-band Dirac
9Hamiltonian
H(~k) = mΓ0 +
d∑
j=1
kjΓj , (17)
which is, e.g., the low-energy limit of the models (1), (10),
or (11). Here the matrices Γj are mutually anticommut-
ing 2b× 2b matrices that satisfy Γ2j = 1, j = 0, 1, . . . , d.
The crystal boundary is modeled as the interface be-
tween regions with negative and positive m, with m nega-
tive in the interior of the crystal. Near the sample bound-
ary, the Hamiltonian (17) has the form
H = m(x⊥)Γ0 − i~~Γ · ∂~r, (18)
where x⊥ = ~n · ~r is the coordinate transverse to the
boundary, ~n is the outward-pointing normal, and ~Γ
is a d-component vector containing the matrices Γj ,
j = 1, . . . , d. We choose m(x⊥) > 0 for x⊥ > 0 and
m(x⊥) < 0 for x⊥ < 0, so that the sample interior corre-
sponds to negative x⊥. The Hamiltonian (18) admits b
gapless boundary modes, the projection operator to the
space of allowed 2b-component spinors being
P (~n) =
1
2
[i(~n · ~Γ)Γ0 + 1]. (19)
The effective b-band low-energy surface Hamiltonian
is obtained using the projection operator P (~n). To illus-
trate this procedure, we consider a hypothetical circular
or spherical “crystal” of radius R and use the polar coor-
dinate φ or spherical coordinates (θ, ϕ) to parameterize
~n and the crystal boundary for d = 2 or d = 3, respec-
tively19. We write the projection operator (19) as
P (~n) =Vd(~n)PdVd(~n)
−1, d = 2, 3, (20)
with P2 = P (~ex), P3 = P (~ez), V2(~n) = e
φΓ2Γ1/2, and
V3(~n) = e
(pi−θ)Γ1Γ3/2eϕΓ2Γ1/2. The projected Hamilto-
nian H at the boundary then reads,
P (~n)HP (~n) =V2(~n)P2
(
−iΓ2 1
R
∂
∂φ
)
P2V2(~n)
−1
if d = 2 and
P (~n)HP (~n) =V3(~n)P3
×
(
−iΓ1 1
R
∂
∂θ
− iΓ2 1
R sin θ
∂
∂ϕ
)
× P3V3(~n)−1
if d = 3. Mass terms Mi, i = 1, . . . , n, of the bulk band
structure (17) may be added as a position-dependent per-
turbation to the surface. Although such mass terms lo-
cally violate the crystalline symmetry group G, the posi-
tion dependence of the surface perturbation ensures com-
patibility with G for the crystal as a whole. The matrices
γ2 = P2Γ2P2 (for d = 2) or γ1,2 = P3Γ1,2P3 (for d = 3),
combined with µj = PdMjPd, j = 1, . . . , n, form a set
of anticommuting gamma matrices and mass terms of ef-
fective dimension b. This gives the effective boundary
Hamiltonian
H∂ = γ2
(
−i 1
R
∂
∂φ
)
+
n∑
j=1
mj(φ)µj , d = 2,
H∂ = γ1
(
−i 1
R
∂
∂θ
)
+ γ2
(
−i 1
R sin θ
∂
∂ϕ
)
(21)
+
n∑
j=1
mj(θ, ϕ)µj , d = 3.
The position dependence of the prefactors mj must be
chosen such that the boundary Hamiltonian H∂ as a
whole is compatible with the crystalline symmetry group
G. Hereto, we note that the induced representation ug
of the crystalline symmetry operation g on the boundary
Hamiltonian gives an n-dimensional real representation
On of G,
ugµju
−1
g =
n∑
j′=1
(On(g))jj′µj′ , (22)
so that compatibility with the crystalline symmetry
group is ensured if the functions mj satisfy the require-
ments
mj(~n) =
n∑
j′=1
mj′(g~n)On(g)j′j . (23)
As a first example, we illustrate this procedure for
the BBH model (4). If the BBH model is written in
the form (10), a low-energy Dirac Hamiltonian of the
form (17) is immediately obtained. There is only one
mass term M = Γ4 that is invariant under particle-hole
conjugation P or the chiral antisymmetry C. This mass
term changes sign under the fourfold rotation operation
R4. It follows that the boundary Hamiltonian H∂ is of
the form (21) with the condition
m(φ+ pi/2) = −m(φ) (24)
to ensure compatibility with respect to R4. The condi-
tion (24) implies the existence of four “domain walls” at
which m(φ) changes sign. These domain walls each host
an anomalous zero-energy state.
The second example (which will be considered again in
Sec. V) is a three-dimensional odd-parity superconductor
with point-group C2h, which is generated by commuting
twofold rotation and mirror symmetries R2,z and Mz.
The rotation symmetry is around the z axis; the mir-
ror reflection is in the xy plane, see Fig. 8. Using the
convention that both crystalline symmetries square to
one, R2,z/Mz commute/anticommute with particle-hole
conjugation P, respectively. This model is described
by an eight-band Dirac Hamiltonian of the form (17)
with Γ0 = τ2σ0ρ0, Γ1 = τ1σ3ρ0, Γ2 = τ1σ1ρ0, and
Γ3 = τ3σ0ρ0. The relevant symmetries are represented
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b)a) c)
FIG. 8. A topological three-dimensional superconductor with
mirror and twofold rotation symmetry admits Majorana cor-
ner modes at the rotation axis (a) or a pair of co-propagating
Majorana hinge modes at the mirror plane (b). The difference
between these two boundary signatures is a matter of crystal
termination: The higher-order boundary modes in a crystal
that has corner states as well as hinge modes are extrinsic (c).
by UP = 1, UM = τ2σ2ρ2, and UR = τ0σ2ρ2. There are
two P-symmetric mass terms that break the crystalline
symmetry: M1 = τ1σ2ρ1 and M2 = τ1σ2ρ3. Both mass
terms are symmetric underMz but antisymmetric under
R2,z. Hence, the effective surface theory is of the form
(21) with the condition
mj(θ, ϕ) = −mj(θ, ϕ+ pi), j = 1, 2. (25)
Such a mass term has a singular “vortex”-like structure
at the poles at θ = 0, pi, resulting in the presence of
protected zero modes there, see Fig. 8a. There are no
protected second-order boundary states, since generically
at least one of the two mass terms is nonzero away from
the poles.
It is interesting to point out that in this example one
could also have chosen the single mass term M = τ1σ2ρ0.
This mass term does not admit any further anticommut-
ing mass terms. Since M is odd under Mz but even un-
der R2,z, one would then have concluded that this model
has a pair of co-propagating chiral Majorana modes at
the mirror plane, see Fig. 8b. The difference between this
boundary signature and the third-order boundary signa-
ture with Majorana zero modes at the twofold rotation
axis is extrinsic, since it corresponds to a trivial bulk
band structure. Indeed, by explicit construction, one
verifies that it is possible to construct a boundary dec-
oration that has Majorana corner modes at the rotation
axis and two co-propagating chiral modes at the mirror
plane, see Fig. 8c. Addition of this boundary decoration
switches between the boundary signatures of Figs. 8a and
b. Since the codimension-2 boundary signature of Fig. 8b
can be eliminated in favor of the codimension-3 bound-
ary of Fig. 8a by a suitable choice of termination, this
model must be considered a third-order topological band
structure.
FIG. 9. The K-theory classifying group K classifies all bulk
band structures, regardless their boundary signature. Refined
classification groups K(n) are defined by excluding topological
phases with anomalous boundary states of order ≤ n. The
figure illustrates this procedure for a crystal with inversion
symmetry I, showing generators only. Anomalous boundary
states are indicated in red.
H. Boundary-resolved classification
The K-theory classification classifies topological band
structures without considering boundary signatures. In
general, the classifying group K for a given combina-
tion of non-spatial and crystalline symmetries contains
first-order topological phases, which do not rely on the
presence of the crystalline symmetries for their protec-
tion, higher-order topological phases, as well as atomic-
limit phases that do not have protected boundary states,
but may or may not have boundary charges. To obtain
a boundary-resolved classification, Ref. 21 proposes to
consider a subgroup sequence
K(d) ⊂ K(d−1) ⊂ . . . ⊂ K(1) ⊂ K, (26)
where K(n) contains those elements of K that do not
have intrinsic boundary signatures of order n or lower, see
Fig. 9 for a schematic illustration. One verifies that K(n)
is indeed a subgroup of K, since the “addition” of band
structures (i.e., taking the direct sum) can not lower the
order of the boundary signatures. In the language used
above, this conclusion follows from the observation that
under taking direct sums the number of boundary mass
terms does not decrease. The quotient K(n+1)/K(n) clas-
sifies topological crystalline band structures with exactly
n boundary mass terms on. Many of the examples dis-
cussed above are generators of the topological classes in
these quotient groups.
To illustrate the use of the boundary-resolved classi-
fication (26), we give the subgroup sequences for one-
dimensional inversion-symmetric odd-parity supercon-
ductors, of which the “Kitaev chain” (1) is an example,
2Z ⊂ Z (27)
and for two-dimensional superconductors with fourfold
rotation symmetry R4,
Z× 2Z ⊂ Z2 ⊂ Z3, (28)
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of which the BBH model (4) is an example. These
equations summarize the discussions of the boundary re-
solved classifications of the last paragraphs of Secs. III A
and III B, respectively.
IV. BULK-BOUNDARY CORRESPONDENCE
FOR TOPOLOGICAL CRYSTALLINE PHASES
The bulk-boundary correspondence relates the topo-
logical classification of anomalous boundary states to the
boundary-resolved classification (26) of the bulk band
structure. It states that (i)
K(n)a = K(n−1)/K(n), (29)
where K(n)a is the classification group of anomalous nth-
order boundary states andK(n) is the K-theory classifica-
tion group of topological band structures without intrin-
sic boundary signature of order ≤ n, and that (ii) the
topological crystalline band structures without anoma-
lous boundary signature, which are classified byK(d), can
be continuously deformed to atomic-limit phases. Refer-
ence 21 derives these relations using algebraic methods
for order-two crystalline symmetries, crystalline symme-
tries that square to one. Such a general derivation is
possible because of the existence of a complete K-theory
classification in this case11. We will discuss a heuristic
derivation of the bulk-boundary correspondence for gen-
eral point group G at the end of this Section.
The formal definition of the classifying group Ka of
anomalous higher-oder boundary states and a method to
compute it are presented in Sec. IV A. The right-hand
side of the bulk-boundary correspondence (29) contains
the subgroups K(n) of the classifying group of topologi-
cal crystalline band structures K that classify the higher-
order band structures. Such a refined bulk classification
is obtained by an extension of the method introduced
by Cornfeld and Chapman55, as explained in Sec. IV B.
A constructive proof of the bulk-boundary correspon-
dence (29) consists of independent calculations of the left-
and the right-hand side of Eq. (29) for a given symmetry
group. Here, one needs not only demonstrate a one-to-
one correspondence between the two groups in Eq. (29),
but also that the generators of the groups K(n−1)/K(n)
have the corresponding anomalous boundary states once
terminated. Since the presence or absence of anomalous
boundary states is a topological property, this verification
can be performed for a convenient choice of the bulk band
structure and the termination, such as the low-energy
Dirac-like Hamiltonians with smooth terminations, for
which we can use the domain-wall picture of Sec. III F.
A. Anomalous boundary states
The classification group K(n)a classifies anomalous nth-
order boundary states for a crystal shape that is compat-
ible with the crystalline symmetry group G. We use the
a)
b)
FIG. 10. G-symmetric cellular decompositions of the octa-
hedron for the crystalline symmetry group G generated by
inversion I (a) and for G = C2h, generated by mirror Mz
and twofold rotation symmetry R2,z.
convention that the sum of an nth-order boundary state
and boundary state of order larger than n is considered a
boundary state of order n. The precise definition of the
group K(n)a requires the notion of the G-symmetric cel-
lular decomposition of a crystal67: Denoting the interior
of the crystal by X, one writes
X = Ω0 ∪ Ω1 ∪ · · · ∪ Ωd, (30)
where d is the spatial dimension and Ωk is the a set of
disjoint “k-cells” ck — a k-cell is a k-dimensional subset
of X that is homotopic to the interior or a k-dimensional
sphere — which have the property that each element
g ∈ G either leaves each point in ck invariant or bijec-
tively maps the k-cell ck to a different k-dell ck′ . Fur-
ther, for a pair of k-cells ck and ck′ in Ωd there is one
and precisely one g ∈ G that maps these cells onto each
other. Examples of G-symmetric cellular decompositions
are shown in Fig. 10 for a crystal with inversion symme-
try and for a crystal with mirror and twofold rotation
symmetries.
To construct topological boundary states of dimension
k−1, we first consider the allowed k-dimensional topolog-
ical phases with support on the k-cell ck. Since the only
relevant symmetries acting within ck are local — recall
that each element g ∈ G either leaves each point in ck
invariant or it does not act inside ck — any topological
phase placed on ck satisfies the standard bulk-boundary
correspondence. This establishes a one-to-one correspon-
dence between topological phases with support on ck
and boundary states at its boundary ∂ck. By placing k-
dimensional topological phases on Ωk in a G-compatible
manner, we can generate protected (k − 1)-dimensional
states on the crystal boundary ∂X, provided any topo-
logical boundary states that arise in the interior of the
crystal mutually gap out. This procedure gives a con-
struction of all topological boundary states on ∂Ωk∩∂X,
both extrinsic and intrinsic. Since its “building blocks”,
topological phases defined on the k-cells, have a classi-
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a)
b)
FIG. 11. By attaching a “decoration” consisting of a first-
order topological phase on a boundary of codimension n− 1,
an arbitrary configuration of boundary state of codimension n
can be moved to the subset ∂Ωd+1−n ∩ ∂X. The figure shows
two examples for a three-dimensional crystal with inversion
symmetry: Corner states at generic corners can be moved to
∂Ω1 by changing the crystal termination along two crystal
hinges (a) and hinge states at a generic hinge can be moved
to ∂Ω2 by changing the crystal termination at two crystal
faces (b). In both cases, the hinges or faces at which the
termination is changed are related by inversion.
a)
b)
FIG. 12. G-symmetric cellular decompositions of the bound-
ary of an octahedron for G generated by inversion I (a) and
for G = C2h generated by mirror- and twofold rotation sym-
metry.
fication with a well-defined group structure, the result
of this procedure has a group structure, too. Setting
k = d + 1 − n, we refer to it as K(n), the classifying
group of all n-th order topological boundary states on
∂Ωd+1−n ∩ ∂X. Note that, in principle, codimension-
n boundary states may also appear outside ∂Ωd+1−n,
but such states can be moved to ∂Ωd+1−n by a suitable
change of crystal termination along d+1−n-dimensional
crystal faces, see Fig. 11.
Let us now apply the above general considerations
for the example of the point groups G = Ci (inver-
sion), for which the cellular decomposition is shown in
Fig. 10a. (A second example, corresponding to G = C2h,
see Fig. 10b, will be discussed in Sec. V A.) The first-
order boundary states are generated and classified by
placing a three-dimensional ten-fold-way phase onto one
of the two 3-cells in Ω3 (provided nontrivial phases for
the ten-fold-way class of interest). An inverted copy of
this phase on the other 3-cell, which ensures that the
crystal as a whole is inversion-symmetric. The result-
ing phase has inversion-symmetric first-order boundary
states if the pair of surface states in the interior of the
crystal can be mutually gapped-out. Similarly, to gen-
erate all second-order boundary states, we place a two-
dimensional tenfold-way phase and an inverted copy on
the two 2-cells in Ω2. This way an order-two bound-
ary state is obtained, provided the two one-dimensional
states along the interior boundary between the two 2-cells
gap out. Third-order boundary states are constructed
analogously by placing tenfold-way phases onto the two
1-cells in Ω1.
This construction gives the classifying group K(n) of
all n-th order topological boundary states, both intrin-
sic and extrinsic. To find the classifying group K(n)a of
anomalous (i.e., intrinsic) n-th order boundary states,
one has to divide out the subgroup D(n) ⊂ K(n) of
extrinsic boundary states, i.e., of topological states on
∂Ωd+1−n ∩ ∂X that appear as the boundary states of
topological phases with support entirely within the crys-
tal boundary ∂X. To classify such states that can be
obtained by “decoration” of the crystal boundary ∂X,
we make use of the induced G-symmetric cellular decom-
position of the boundary ∂X,
∂X = Ω∂0 ∪ Ω∂1 ∪ · · · ∪ Ω∂d−1, (31)
where Ω∂k = Ωk+1 ∩∂X. Figure 12 shows the induced G-
symmetric cellular decomposition of the crystal bound-
aries for the examples discussed above. Proceeding as
before, all boundary states classified by D(n) can be ob-
tained by “pasting” non-trivial topological phases (with
the appropriate local symmetries, if applicable) onto k-
cells Ω∂k with k ≥ d+1−n, with the requirement that all
the states of dimension > d− n can be gapped out. The
classifying group K(n)a of anomalous nth-order boundary
states is then
K(n)a = K(n)/D(n). (32)
The importance of considering decorations by phases
of dimension larger than d+ 1−n is that one should also
consider decorations with higher-order topological phases
with support on the crystal boundary. Reference 21 dis-
cusses an example for which this is relevant: A three-
dimensional inversion-symmetric time-reversal invariant
superconductor. For this example, the classifying group
K(3) = Z2 is generated by a boundary state consisting of
two Majorana Kramers pairs positioned on the boundary
0-cell Ω∂0 , see Fig. 12a. Such a configuration of Majorana-
Kramers pairs can also be obtained from a stand-alone
two-dimensional T -symmetric superconductor with sup-
port on the crystal surface: In the G-symmetric cellular
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decomposition of the boundary, the two 2-cells in Ω∂2 host
a two-dimensional T -symmetric superconductor with he-
lical Majorana modes. The two helical Majorana modes
gap out at the interface between the two 2-cells, leaving
behind Kramers-Majorana zero modes at two inversion-
related corners.
To make this construction more specific, we will apply
it to the example of an odd-parity topological supercon-
ductor with crystalline symmetry group C2h in Sec. V.
B. Refined bulk classification
Close to a phase transition between two different topo-
logical phases, the low-energy description of the band
structure can be chosen to take the Dirac form (17).
Since we are interested in classifying strong phases that
are protected by the point-group symmetry G, we may
assume that the gap closing appears in the center of the
Brillouin zone. For this reason, the (strong) topologi-
cal classification of band structures is the same as the
classification of Dirac Hamiltonians.
The key simplifying observation is that close to the
phase transition, the low-wavelength description of the
band structure is very “symmetric” and allows the clas-
sification problem with point-group symmetries to be
mapped to a classification problem with local (i.e., on-
site) symmetries or antisymmetries only11,55,68. With
an onsite symmetry group G the Dirac Hamiltonian
can be block-diagonalized, where each “block” is labeled
by an irreducible representations of G. The individual
blocks are no longer constrained by point-group symme-
tries but only by non-spatial symmetries that have same
mathematical form as the fundamental symmetries P,
T and/or C. Therefore, each block corresponds to one
of the tenfold-way classes, the classification of which is
well known5,6. The realization of a mapping between
point-group symmetries and onsite symmetries was first
provided by Shiozaki and Sato for order-two symme-
tries11, and later extended by Cornfeld and Chapman
to all point-group symmetries55. Below we refer to this
mapping as the “Cornfeld-Chapman isomorphism”.
Once the topological classification K of gapped Dirac
Hamiltonians is known, the next task is to refine this clas-
sification according to the boundary signatures of the dif-
ferent phases (26). This requires finding mass terms that
are incompatible with the crystalline symmetry group G
and evaluating the order of the boundary state associated
with their transformation behavior under G. A compli-
cation is that there may be multiple choices for the mass
terms with different numbers of mass terms and/or dif-
ferent order of the associated boundary signatures. If
this complication occurs, the difference of boundary sig-
natures that correspond to different choices of the mass
terms is extrinsic, i.e., it is associated with a topological
trivial bulk.
To find a proper correspondence between a Dirac
Hamiltonian and its boundary signature, the configura-
tion of mass terms with the maximal order of the bound-
ary states has to be found. For simple examples this
is most easily accomplished by inspection of the Dirac
Hamiltonians corresponding to the generators of K, as
was done in the examples discussed in Sec. III. We now
discuss a systematic procedure that gives the same result.
The calculation of the subgroup K(n) of topological
phases with boundary signature of order not lower than n
proceeds in two steps. First one selects all n-dimensional
real (but not necessarily irreducible) representations On
of the point group G that correspond to (n+ 1)th-order
boundary signatures if n mass terms M1, . . . , Mn were
to transform under G with the representation On. Sec-
ond, the classification group KOn for Dirac Hamiltonians
with mass terms that transform under G in this manner
is obtained. Since Dirac Hamiltonians in KOn satisfy
the full crystalline symmetry group G if the mass terms
M1, . . . , Mn are omitted, there is a natural inclusion
KOn ↪→ K. The subgroup K(n) ⊂ K is generated by the
group K(n+1) and by the images KOn ↪→ K, from all the
representations selected in the first step.
The above procedure is simplified by the following two
observations: First, the calculation of K(d), which is
needed as a starting point, is achieved using the observa-
tion made by Shiozaki69, that it is sufficient to consider
only a single representation of the point group, the “vec-
tor representation” Ovecd , in which the mass terms M1,
. . . , Md transform in the same way as the position vector.
Shiozaki proved this statement by showing that KOvecd
is isomorphic to the classification of zero-dimensional
phases placed onto Ω0, taking into account the symme-
try restrictions imposed by the full crystalline symme-
try group, which acts onsite on Ω0. Since all atomic-
limit phases, in presence of wallpaper or space group
constraints, are obtained by placing zero-dimensional
phases on different Wyckoff positions21,46,70, which for
the case of point-group symmetries reduces to a sin-
gle position c0 ∈ Ω0, one concludes that the image of
KOvecd ↪→ K is precisely K(d). For example, a two-
dimensional system with mirror symmetry does not have
topologically non-trivial atomic limits since Ω0 is empty,
while for three-dimensional system with inversion sym-
metry the non-trivial atomic limits are obtained by plac-
ing a zero-dimensional inversion-symmetric Hamiltonian
on the inversion-symmetric point in Ω0, see Fig. 10a.
The second observation concerns the calculation of K(1),
which classifies Dirac Hamiltonians that are trivialized
once the constraints posed by the point group symme-
tries are lifted. This group is most easily computed as
the kernel of the inclusion K ↪→ KTF, where KTF is the
tenfold-way classifying group without point-group con-
straints. This way, the bulk subgroup sequence (26) is
readily obtained for d = 1, 2. In three spatial dimensions,
the only additional task that needs to be accomplished
is the computation of the subgroup K(2), which requires
considering all two-dimensional real representations O2
corresponding to third-order boundary signatures.
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C. Heuristic proof of bulk-boundary
correspondence
The statement that the bulk classifying group K(d) of
topological crystalline band structures without anoma-
lous boundary signatures precisely describes the atomic-
limit phases follows from the observation that the absence
of anomalous boundary signatures implies that a crystal
can be smoothly “cut” into smaller sub-units without
generating gapless modes at interfaces. Performing this
cutting procedure in a periodic manner gives the desired
connection to an atomic-limit phase.
For the proof of the relation (29) the only nontrivial
part is the surjectivity of the map K(n−1)/K(n) → K(n)a .
In this regard, we note that the construction of the classi-
fying group K(n) in Sec. IV A entails that all (anomalous)
states on the boundary of a G-symmetric crystal X can
be obtained by “embedding”71 (d + 1 − n)-dimensional
topological phases onto (d + 1 − n)-cells from the el-
ement Ωd+1−n of its G-symmetric cellular decomposi-
tion. It remains to be demonstrated that such “em-
bedded” phases can be made translationally invariant.
For order-two symmetries, this was proven with an alge-
braic method that constructs topological crystalline band
structures with a Dirac low-energy description for a given
element from K(n)a 21. Alternatively, for order-two sym-
metries one can invoke a layer-stacking construction72,73.
For an arbitrary symmetry group G, Refs. 38 and 74 pro-
pose the “topological crystal construction”74, in which X
is viewed as a G-symmetric unit-cell of a periodic lattice,
which is repeated periodically in space. In comparison to
the construction of Sec. IV B this construction imposes
one additional condition: Boundary states at the “seam”
between neighboring unit-cells have to be gapped out.
To the best of our knowledge, there is no proof that this
condition is always met for an arbitrary symmetry group
G, although we do not know of any counter examples.
Alternatively, the bulk-boundary correspondence (29)
can be proven by independently calculating the bulk sub-
group sequence and boundary classification using the
methods reviewed in Secs. IV A and IV B. In the follow-
ing Section we illustrate this procedure on one example.
V. EXAMPLE: ODD-PARITY
SUPERCONDUCTOR.
To make the construction of Secs. IV A and IV B more
explicit, we apply it to the example of an odd-parity topo-
logical superconductor with crystalline symmetry group
C2h (the point group generated by mutually commuting
twofold rotation symmetry R2,z and mirror symmetry
Mz). Using the convention R22,z = M2z = 1, Mz anti-
commutes with particle-hole conjugation P, whereas and
R2,z commutes with P. An eight-band Dirac Hamilto-
nian for this symmetry class was discussed and analyzed
in Sec. III G.
Below we carry out the constructive proof of the bulk-
boundary correspondence (29). In Sec. V A we first ob-
tain the left-hand side of Eq. (29), the classification of
anomalous higher-order boundary states. In Sec. V B
we subsequently compute the classification group K of
topological crystalline bulk band structures and its sub-
groups K(n), which classify higher-order band structures.
The bulk classification provides generators of Dirac-like
form, for which we find the anomalous boundary signa-
tures using domain-wall picture. Together, these three
steps give a constructive proof of the bulk-boundary cor-
respondence (29) for this symmetry class. An additional
example in two dimensions can be found in the appendix.
A. Boundary classification
We first show that the boundary classification for this
example is
K(1)a = 0, K(2)a = 0, K(3)a = Z2. (33)
Calculation of the boundary classification groups requires
the G-symmetric cellular decompositions of the crystal
and the crystal boundary, which are shown in Figs. 10b
and 12b, respectively. The result for K(1) follows im-
mediately, as there are no first-order boundary states —
there are no non-trivial three-dimensional superconduc-
tors that can be placed onto 3-cells in Ω3.
Second-order boundary states may be obtained by
placing two-dimensional topological superconductors
with chiral Majorana edge modes on the two 2-cells in
the mirror plane or on the four 2-cells perpendicular to
the mirror plane, see Figs. 13a and b. In the former
case, the local Mz symmetry imposes that the number
of chiral Majorana modes of each of the two topologi-
cal phases is even, since Mz anticommutes with P. At
the interior “seam” between the two 2-cells in the mirror
plane the Majorana modes are counterpropagating and
can be gapped out. Hence, placing topological phases
at the 2-cells in the mirror plane results in a topological
boundary state consisting of two co-propagating chiral
Majorana modes in the mirror plane. The classifying
group of such boundary states is 2Z, the same as the
classification group of two-dimensional topological super-
conductors with an onsite symmetry anticommuting with
P21. Placing two-dimensional topological superconduc-
tors with chiral Majorana edge modes on the four 2-cells
perpendicular to the mirror plane does not result in a
valid topological boundary state, since the chiral Majo-
rana modes are co-propagating at the rotation axis and
cannot be gapped out there, see Fig. 13b. We thus con-
clude that for this example K(2) = 2Z.
To construct third-order boundary states, we place
one-dimensional topological superconducting phases on
the two 1-cells along the rotation axis, see Fig. 13c. Be-
cause of the presence of the localR2,z symmetry commut-
ing with P, such one-dimensional topological supercon-
ducting phases have a Z22 classification, since the Majo-
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FIG. 13. Construction of second-order boundary states for
a crystal with Mz and R2,z symmetries by placing two-
dimensional topological superconductors on the two 2-cells in
the mirror plane (a). Placing two-dimensional superconduc-
tors on the four 2-cells perpendicular to the mirror plane is not
allowed, because the co-propagating chiral Majorana modes
at the interior boundaries between cells can not be gapped
out (b). Third-order boundary states with well-defined R2,z
parity can be obtained by placing one-dimensional supercon-
ductors at the two 1-cells along the rotation axis (c). Extrin-
sic third-order boundary states, consisting of pairs of corner
states with different R2,z parity, arise from one-dimensional
topological phases at the four boundary 1-cells outside the
mirror plane (d).
rana end states have well-defined R2,z-parity. Since Mz
commutes with R2,z, the two mirror-related Majorana
states at the crystal center have the same R2,z-parity
and can mutually gap out. There are no one-dimensional
topological superconductors with an onsite symmetry an-
ticommuting with P21, so placing topological phases onto
the two 1-cells in the mirror plane is not possible. We
thus conclude that K(3) = Z22, corresponding to Majo-
rana corner states on the rotation axis with even or odd
R2,z-parity.
To find the decoration group D(2), we consider two-
dimensional topological superconductors placed on the
eight faces of ∂Ω2, see Fig. 8c. The counter-propagating
Majorana modes at the “seams” between boundary 2-
cells outside the mirror plane are gapped out,75 while the
pairs of co-propagating Majorana modes in the mirror
plane remain. We conclude that D(2) = 2Z and, hence,
K(2)a = 0.
To find D(3) we add one-dimensional topological super-
conductors at the four boundary 1-cells outside the mir-
ror plane, see Fig. 13d. The pairs of Majorana end states
in the mirror plane can mutually gap out because Mz
anticommutes with P. What remains are pairs of Ma-
jorana corner modes at the two R2,z-symmetric corners,
one of each R2,z parity. No one-dimensional topological
superconductors can be pasted onto the four boundary 1-
cells in the mirror plane, because the existence of a local
symmetry anticommuting with P rules out topological
phases there. We conclude that D(3) = Z2 and, hence,
K(3)a = Z2.
B. Bulk classification
We now use the general method outlined in Sec. IV B
to show that from the bulk perspective the odd-parity
superconductor with point group G = C2h is classified
by the subgroup sequence
2Z ⊂ Z ⊂ Z ⊂ Z. (34)
This subgroup sequence is consistent with the boundary
classification (33).
A Dirac Hamiltonian for this class was discussed in
Sec. III G. There, the relevant mass terms could easily
be found by inspection. To illustrate the systematic for-
malism of Sec. IV B, we here rederive the same results
using the Cornfeld-Chapman isomorphism.
We first calculate the full classification group K of
three-dimensional gapped Dirac Hamiltonians
H =mΓ0 + k1Γ1 + k2Γ2 + k3Γ3, (35)
with particle-hole constraint UP with P2 = 1, twofold
rotation symmetry UR and mirror symmetry UM. At
this point no explicit representation of the gamma ma-
trices and of the symmetry representations UP , UR, and
UM needs to be specified. The Dirac matrices Γi pro-
vide a representation UΓR = ie
Γ1Γ2pi/2 of twofold rotation
symmetry and a representation UΓCM = Γ3 of a mirror
antisymmetry. The superscript Γ denotes that these rep-
resentations are constructed from the Dirac Hamiltonian
and that they in general satisfy different algebraic rela-
tions than the point group symmetriesR2,z andMz. Ac-
cording to the Cornfeld-Chapman isomorphism the topo-
logical classification of Dirac Hamiltonians with the point
group G is the same as the topological classification of
Dirac Hamiltonians with the onsite symmetries
UOR =U
Γ
RUR, U
C
M = iU
Γ
CMUM. (36)
Here the superscripts O and C indicate the representa-
tion acts as onsite symmetry or antisymmetry (i.e., chiral
constraint), respectively.
The local symmetries OR and CM obtained in this
manner have different algebraic relations to P than the
original symmetries R and M, although they still mu-
tually commute: OR anticommutes with P, whereas CM
commutes with P. By considering a basis with well de-
fined parity ± under OR, the Dirac Hamiltonian is block-
diagonalized, H = diag (h+, h−). Since P anticommutes
with OR, h+ and h− are related to each other by P, so
that it is sufficient to classify the even-parity block h+.
Since the only constraint on this block is the antisymme-
try CM, it belongs to the tenfold way class AIII, which
has a K = Z classification in three spatial dimensions5,6.
To find the corresponding topological invariant, one has
to write h+ in the Dirac form similar to Eq. (35), with
gamma matrices γi, i = 0, 1, 2, 3, and find the represen-
tation uCM of the onsite antisymmetry within this block.
The topological invariant N then reads69
N = 1
4
tr γ0γ1γ2γ3u
C
M. (37)
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For the calculation of the subgroup K(3) classifying
the atomic limit phases, we consider Dirac Hamiltoni-
ans with three mass terms Mi, i = 1, 2, 3, and the
three-dimensional vector representation Ovec3 (R2,z) =
−Ovec3 (Mz) = diag(−1,−1, 1) of the point group. The
classification group KOvec3 , classifies an extended Dirac
Hamiltonian with three “defect coordinates” x, y, and z,
HOvec3 = H + xM1 + yM2 + zM3, (38)
where H is the Dirac Hamiltonian given in Eq. (35).
Similarly as before, we construct a representation U˜ΓR =
eΓ1Γ2pi/2eM1M2pi/2 of twofold rotation symmetry and
U˜ΓM = iΓ3M3 of mirror symmetry using the gamma ma-
trices and mass terms appearing in Eq. (38). Applying
the Cornfeld-Chapman isomorphism, we map the prob-
lem of classifying the defect Hamiltonian (38) with the
spatially non-local symmetry constraints R and M to
that of the classification with the local symmetry con-
straints
U˜OR = U˜
Γ
RUR, U˜
O
M = U˜
Γ
MUM. (39)
In this case, the onsite symmetry O˜R commutes with
P, whereas O˜M anticommutes with P. We use a ba-
sis with well-defined parity under O˜R to write HOvec3 in
block diagonal form, HOvec3 = diag (h˜+, h˜−). The two
blocks h˜± of even/odd parity states are classified inde-
pendently. Each of these blocks can again be divided into
two subblocks, h˜± = diag (h˜±,+, h˜±,−), defined accord-
ing to the parity under O˜M. The subblocks h˜±,+ and
h˜±,− are not independent, since they are mapped onto
each other by P. Hence, only two independent blocks
remain, say h˜±,+. Each of these is in tenfold-way class
A, because no further symmetry constraints apply. As
shown by Teo and Kane76, the three-dimensional Dirac
Hamiltonian with three defect dimensions (38) has the
same classification as zero-dimensional Hamiltonians in
tenfold-way class A. Accordingly, we have KOvec3 = Z
2.
The image of the inclusion KOvec3 ↪→ K is obtained
by calculating the topological invariant (37) for the two
generators of KOvec3 . At this point, it is helpful to in-
troduce a concrete realization of the Dirac matrices and
mass terms of the generator of KOvec3 with even or odd
O˜R-parity,
γ˜0 = − µ3τ3σ2
(γ˜1, γ˜2, γ˜3) = − (τ3µ3ρ3σ2, τ3µ3ρ2, τ3µ2)
(m˜1, m˜2, m˜3) = (τ3µ3ρ3σ1, τ3µ3ρ1, τ3µ1), (40)
with constraints u˜P = τ1, u˜OM = τ3 and u˜
O
R = ±1. To
calculate the image in K, we first transform back to the
original formulation with spatial symmetries M and R
using the inverse of Eq. (39). This gives UR = ±ρ3σ3
and UM = τ3µ3. Next, we use Eq. (36) to transform
to the onsite constraints UOR = ±ρ2σ1 and UCM = µ1
and project onto the even-parity block h+. Calculating
the topological invariant (37) then gives N = ±2. We
conclude that the image of KOvec3 ↪→ K is K(3) = 2Z.
Finally, to calculate K(2) we need to consider all two-
dimensional representations of two mass terms that cor-
respond to third-order boundary states for all relevant
two-dimensional real representations O2 of C2h. We here
consider the representation O2(Mz) = −O2(R2,z) =
diag(1, 1). Other representations are possible, too, and
can be treated with the same formalism, but do not af-
fect our conclusions. The classifying group KO2 classifies
defect Hamiltonians of form
HO2 = H + xM1 + yM2, (41)
where H is the Dirac Hamiltonian of Eq. (35). The
Cornfeld-Chapman isomorphism maps the point-group
symmetries to local symmetry representations,
U¯OR = e
Γ1Γ2pi/2eM1M2pi/2UR, U¯CM = iΓ3UM, (42)
where O¯R and C¯M commute with P and mutually. Block-
diagonalizing HO2 according to the O¯R-parity gives two
independent blocks h¯±, which are effectively in tenfold-
way class BDI because of the local constraints C¯M and P.
The topological classification of three-dimensional Dirac
Hamiltonians with two defect coordinates x and y is the
same as classification of one-dimensional Dirac Hamilto-
nians76, which have the classifying group Z for class BDI.
Since the two blocks with even and odd OR-parity are in-
dependent, we arrive at the classifying group KO2 = Z2.
To find the image of the inclusion KO2 ↪→ K, we start
from an explicit realization of the two generators of a
three-dimensional Dirac Hamiltonian in class BDI with
defect dimension two,
γ¯0 =µ3τ3σ2,
(γ¯1, γ¯2, γ¯3) = (µ3τ3σ1, µ3τ3σ3, µ3τ1),
(m¯1, m¯2) = (µ3τ2, µ2), (43)
with constraints u¯P = 1, u¯C = µ1, and u¯OR = ±1.
As before, we first map back to the formulation with
the spatial symmetries UM and UR using the inverse of
Eq. (42), which gives UR = ±µ1τ2σ2 and UM = µ2τ1,
and then map to a formulation with the onsite constraints
UOR = ±µ1τ2 and UCM = µ1 using Eq. (36). Finally, we
transform to a basis with well-defined UOR -parity and find
the topological invariants N = ±1. From this, we con-
clude that the K(2) = Z.
VI. CONCLUSION
The discovery of higher-order topological phases13 pro-
vided important insights for the classification of topolog-
ical crystalline insulators and superconductors. In one
set of classification approaches19,26,67,74, one first classi-
fies anomalous higher-order boundaries and symmetry-
obstructed atomic limits, and then, assuming bulk-
boundary correspondence, finds the bulk classification
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group K. A different classification paradigm uses al-
gebraic methods to classify Dirac Hamiltonians9–11,55.
Both approaches provide complete classifications and a
set of generating models; the latter approach provides
minimal Dirac models, whereas in the former one uses
the “topological crystalline construction”74 which typi-
cally results in models with a non-minimal unit cell.
The quest for novel topological materials requires not
only the knowledge of topological classification, but also
an efficient method to relate the given band structure
to its boundary signatures. One possibility in this re-
gard is an algorithm that “deforms” a given band struc-
ture to a form that is close to a Dirac-like phase transi-
tion. The other possibility, which is actively pursued by
many research groups, concerns the construction of easy-
to-compute topological invariants. If furthermore, such
topological invariants are designed to “detect” only band
structures with anomalous boundary states, one refers to
these as symmetry-based indicators39,46,77. Symmetry-
based indicators were initially constructed for insulators,
and recently extended to superconductors70,78–83. Al-
though symmetry-based indicators in general do not pro-
vide a full classification, their construction and subse-
quent application resulted in the discovery of many new
topological insulator materials84,85. It remains to be seen
if the same will be the case for topological superconduc-
tors.
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Appendix A: Bulk and bounday classification for
two-dimensional superconductors with fourfold
rotation symmetry
In this appendix we consider both the boundary and
the bulk classification of a two-dimensional superconduc-
tor with fourfold rotation symmetry with (UR)4 = −1.
We consider the case that the superconducting order pa-
rameter is invariant under the fourfold rotation symme-
try, i.e., that UR commutes with particle-hole conjuga-
tion P. The BBH model discussed in the main text is
one example of a topologically non-trivial second-order
phase in this class.
a)
b)
FIG. 14. G-symmetric celular decomposition for G = C4 (a).
Induced boundary cellular decomposition (b).
1. Boundary classification
We first show that the boundary classification groups
for this example are
K(1)a = Z, K(2)a = Z2. (A1)
The R4 symmetric cellular decomposition is shown in
Fig. 14. First, we note that there can be no stable gapless
points (Majorana fermions) at the 0-cell c0 ∈ Ω0. To see
this, note that since R4 acts onsite at c0, any (Majorana)
zero-energy bound states have well-defined angular mo-
mentum j = 1/2, 3/2, 5/2, or 7/2 (mod 4). Particle-hole
conjugation pairwise connects these angular-momentum
states, so that they can always gapped out.
To classify first-order phases, we place two-dimensional
Chern superconductors onto the four 2-cells from Ω2,
see Fig. 15a. The counter-propagating chiral Majorana
modes can be gapped out on 1-cells from Ω1, whereas, as
shown above, the 0-cell from Ω0 does not support stable
zero-energy states. Since Chern superconductors have a
Z classification, we obtain K(1)a = K(1) = Z.
Anomalous second-order phases are classified by plac-
ing one-dimensional Kitaev chains onto 1-cells from Ω1
and using the fact that Ω0 does not support topologically
protected Majorana zero-states, see Fig. 15b. This gives
us K(2) = Z2. Extrinic states are obtained by placing Ki-
taev chains onto bounday 1-cells from Ω∂1 , see Fig. 15c;
Since all boundary states obtain this way can be gapped
out, it follows D(2) = 0 and, hence, K(2)a = Z2.
2. Bulk classification
The general method outlined in Sec. IV B gives the
bulk subgroup sequence for two-dimensional odd-parity
superconductor with point group G = C4
2Z× Z ⊂ Z2 ⊂ Z3, (A2)
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FIG. 15. Classification of first-order phases by pasting two-
dimensional Chern superconductors onto 2-cells from Ω2
(a). Second-order boundary states are classified by pasting
one-dimensional superconductors onto 1-cells from Ω1 (b).
Extrinsic second-order states are classified by pasting one-
dimensional superconductors onto boundary 1-cells from Ω∂1 .
which is consistent with the boundary classification (A1).
To obtain the bulk classification group K, we first classify
Dirac Hamiltonians
H = mΓ0 + k1Γ1 + k2Γ2, (A3)
subject to the antiunitary antisymmetry P with P2 = 1
and to the fourfold rotation symmetryR4, for which with
the representation UR satisfies U4R = −1 and commutes
with P. To apply the Cornfeld-Chapman isomorphsm,
we construct an additional fourfold symmetry representa-
tion UΓR = e
Γ1Γ2pi/4 from the Dirac gamma matrices. The
Cornfeld-Chapman isomorphism then maps the fourfold
rotation symmetry R4 to the fourfold local symmetry
UO = UΓRUR. (A4)
The local symmetry UO commutes with P and satisfies
U4O = 1. Considering the basis with well defined angular
momentum j = 0, 1, 2, 3 (mod 4), the Hamiltonian (A3)
takes block-diagonal form H = diag(h0, h1, h2, h3). The
blocks hj with even angular momentum are subjected
to particle-hole constraint P and belong to tenfold-way
class D, so that they have a Z classification. On the other
hand, the blocks h1 and h3 are related by particle-hole
conjugation, hence for their classification we need to con-
sider the block h1 only. Since this block does not have
any constraints, it belongs to class A and has a Z classifi-
cation in two spatial dimensions. We thus conclude that
K = Z3. The topological invariants are (Ch0,Ch1,Ch2)
where Chj is the Chern number corresponding to the
block with angular momentum j,
Chj =
1
2
tr[γ
(j)
0 γ
(j)
1 γ
(j)
2 ], j = 1, 2, 3, (A5)
where the Hamiltonian hj is written in the form (A3)
with Γi matrices γ
(j)
i .
To find the group K(2), we calculate the classifying
group KO2 of Dirac Hamiltonians with two defect cordi-
nates x and y,
HO2 = H + xM1 + yM2. (A6)
Similarly as before, we use the Gamma matrices to con-
struct the representation of the fourfold rotation sym-
metry U˜ΓR = e
Γ1Γ2pi/4eM1M2pi/4. The corresponding local
symmetry reads
U˜O = U˜ΓRUR, (A7)
which commutes with P and satisfies U˜4O = −1. In
the basis with well defined angular momentum j =
1/2, 3/, 5/2 ,7/2 (mod 4), the Hamiltonian (A6) takes
block-diagonal form HO2 = diag(h1/2, h3/2, h5/2, h7/2).
Particle-hole symmetry relates the blocks hj and h−j
to each other, thus we need to classify the blocks h1/2
and h3/2 only. These two blocks have no symmetry con-
straints and belong to class A. The classification of two-
dimensional Hamiltonians with two defect dimensions
is isomorphic to the classification of zero-dimensional
Hamiltonians76, i.e., KO2 = Z2.
It remains to find the image of the inclusionK(2) ↪→ K.
Hereto, we calculate the topological invariants Ch0, Ch1
and Ch2 for the two generators of KO2 . We represesnt
these generator by Hamiltonians of the form (A6), with
Gamma matrices and mass terms given by
γ˜0 = −τ3µ3,
(γ˜1, γ˜2) = (τ3µ3σ2, τ3µ2),
(m˜1, m˜2) = (τ3µ3σ1, τ3µ1), (A8)
and with the representations UP = τ1 and u˜O = eiτ3pi/4,
e3iτ3pi/4 for particle-hole conjugation and for the on-site
fourfold symmetry for the two generators, respectively.
(The only difference between the two generators is the
representation of u˜O.) Using Eq. (A7), we find that the
original fourfold rotation symmetry has the representa-
tion UR = eiµ2σ1pi/4eiµ2σ2pi/4u˜O. The corresponding lo-
cal symmetry UO then reads
UO = eiµ2σ1pi/4u˜O. (A9)
For u˜O = eiτ3pi/4 there are four states with angular mo-
mentum j = 0 and four states with odd angular mo-
mentum. Hence, Ch2 = 0, and explicit calculation gives
Ch0 = −2Ch1 and Ch1 = 1. Similarly, for the genera-
tor with u˜O = eiτ33pi/4 we find that Ch1 = −2Ch2 and
Ch2 = 1. Hence, the image of KO2 ↪→ K is generated by
the elements (2,−1, 0) and (0,−1, 2). As a subgroup of
K, the image of KO2 ↪→ K is isomorphic to Z× 2Z.
In order to find the subgroup K(1) one can proceed in
two ways: either one classifies Dirac Hamiltonians with a
single mass term transforming under the one-dimensional
representation O1(R4) = −1 or one finds the kernel of the
homomorphism K ↪→ KTF where the group KTF = Z
classifies two-dimensional phases in class D without ad-
ditional constraints. It is easy to see that this homomor-
phism acts as
(Ch0,Ch1,Ch2)→ Ch0 + 2Ch1 + Ch2, (A10)
hence K(1) = Z2.
For illustration purposes, we also calculate K(1) using
the alternative approach, i.e., by considering the one-
dimensional representation O1(R4) = −1. The group
19
KO1 classifies the Hamiltonians
HO1 = H + (x
2 − y2)M. (A11)
Altough the above Hamiltonian is not in Dirac form,
we find the representation of the fourfold rotation an-
tisymmetry U¯ΓCR = e
Γ1Γ2pi/4M . Using the Cornfeld-
Chapman isomorphism we classify Hamiltonians of the
form of Eq. (A11) with onsite antisymmetry
U¯CR = U¯
Γ
CRUR, (A12)
where (U¯CR)
4 = 1. The twofold rotation symmetry UOR2 =
(UCR)
2 commutes with P, and states with UOR2 = ±1
define two blocks HO1 = diag(h+, h−). The block h+ has
chiral constraint U¯CR that squares to one, thus it belongs
to class DIII. Similarly, we find that the block h− belongs
to class BDI. Therefore, KO1 = Z × Z2. The Z2 part of
KO1 has to be in the kernel of the inclusion KO1 ↪→ K =
Z3. We only need to consider the generator of the free
part of the group KO1 . The generator Hamiltonian reads
γ¯0 = τ3σ2,
(γ¯1, γ¯2) = (τ3σ1, τ3σ3),
m¯ = τ2, (A13)
with symmetries u¯CR = iτ1, UP = 1. The representation
of the crystalline symmetry is UR = eiσ2pi/4τ3. The local
symmetry representation is found to be UO = τ3. Thus
the generator has topological invariants Ch0 = Ch2 = 1
and Ch1 = 0. The product of the subgroup K
(2) ⊆ K
and the subgroup of the elements Ch0 = −Ch1, Ch1 = 0
gives the subgroup K(1) previously found.
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