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for every continuous function. 
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INTRODUCTION 
In this note, we study some possible modifications of Lagrange operators in order to obtain the 
uniform convergence for every continuous function. Our approach consists in replacing the point 
evaluation f(Xn,k) of the function f C C([-1, 1]) at the fixed system of nodes (xn,k)k=l ..... n with 
integral means around the same nodes. This may be performed by fixing continuous functions 
c~,~(x), f~n(x), applying the classical Lagrange operators Ln to the functions 
1 fZ.,~(z) 
gn(x) = ~n(X) - an(X) j,~(x) f(t)  dt, x e [-1,1] 
instead of f and looking for conditions ensuring the convergence of Lngn to f.  For brevity's ake, 
we shall address our discussion only to the model case of Lagrange operators for the system of 
Chebyshev nodes, the simplest and most interesting case. Of course, some results in this direction 
can be obtained starting with trigonometric interpolation on the unit circle with equispaced 
nodes, which amounts to apply Lagrange operators to an integral mean with respect to the 
weight (1 - X2) 1/2. Such a procedure has been investigated by Griinwald [1] and Webster [2] in 
the vein of Bernstein-Rogosinski summation method of Fourier series (see, e.g., [3] or [4], as well 
as the original papers quoted therein). 
With the above notation, we look for the convergence of Lngn to f by estimating IILngn -gn  II 
and Ill -gnl l .  Notice that the rate of decay of IIL,~gn -gnl l  to 0 increases by keeping larger the 
interval [c~n(x), ~n(x)], whereas the convergence of gn to f is improved by faster shrinking the 
same interval to x. We shall see how to balance these opposite behaviors with a suitable choice 
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of aN and B=. If we indicate by s~ the number of Chebyshev nodes in the intervals [aN(x), ~ (z)], 
we shall show that the convergence is ensured by the conditions logn = O(sn) and sn = o(n) 
(see Theorem 2). 
We also analyze the case where the functions an and fin are chosen in such a way that the 
endpoints of the integration interval are also nodes; in this case, if the condition sn = o(n) is 
satisfied, and if sn is odd for every n (see Theorem 4 and Remark 5), the norm of the corresponding 
sequence of modified Lagrange operators is equibounded, and therefore, it strongly converges to 
the identity operator. A counterexample is xhibited in the case sn even and log n/sn unbounded. 
NOTATION. We set I = [-1, 1]; for f : I ~ R continuous, by w(f, .) we indicate the modulus 
of continuity of f ,  i.e.: w(f,6) = sup{If(x) - f(y)]; x,y • I, Ix - y[ < 6}. We denote by [[f[[ 
the supremum norm of the function f ,  and for an operator T acting on bounded functions, 
[]T[[ = sup{l[TfH; I[fl[ -< 1}. Finally, o, O, ~ are the well-known Landau symbols, and we use 
the following symbol for the integral mean: 
- f (x )  dx. f (z )  dx b - a 
MODIF IED LAGRANGE OPERATORS 
Let us recall that the n th classical Lagrange operator Ln : C(I) ~ C(I) is defined by: 
Lnf (z )  = ~ gn,k(x)f(zn,k), 
k=l  
for every f • C(I) and x • I, where for k = 1, . . . ,  n 
(2k - 1)r 
Xn,k = cosv~n,k, with tgn'k = 2n ' 
are the Chebyshev nodes and 
i7£k Xn,  k --  Xn,  i 
are the corresponding fundamental polynomials. 
In the sequel, whenever this will be useful to simplify the notation, we shall identify the variable 
x • I with cos tg, with t9 • [0, r]. So, the polynomials gn,k may also be expressed in terms of the 
variable v9 as follows 
gn,k(COSe) = (--1)k-1 cosnt9 
n cost9 -- cos0~,k sin~n,k. (1) 
We shall define modified Lagrange operators obtained applying the operators Ln to suitable 
integral means of the given continuous function. To this end, let (Pn) and (rn) be sequences of 
positive real numbers. Since Chebyshev nodes are not equispaced, the number of nodes lying in 
the intervals [xn,k -pn,Xn,k "4-~'n] is not constant. For this reason, for every n > 1, we consider 
the intervals [an(Xn,k),~n(X,~,k)], where the functions aN, ~3~ : [-1, 1] --* R are defined by: 
{ cos(p~+r~),  
--1, 
cosO 
i f0<0<rn  
if rn < # < r r -  pn 
i f T r -pn  < # < ~r, 
i f0<#<Tn 
ifT"n < t9 < ~" --Pn 
i f r - -Pn  < # < ~r. 
(2) 
(3) 
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Now, for every n E N and f E C, we define the function fp.,~. E C by 
"T/'•"(=) fp.,~. (x) = J~.(=) f(t) dt. (4) 
By (2), (3), and (4), we have for every O E [0,27r]: 
1 
o f(t) dt, if 0 < t9 < Tn , 
S(pn q-'rn) 
cos(0-r.) 
fon,.. (cos 0) = f(t) dr, if T~ < O < 7r -- p~, (5) Jcos(Oq-pn) 
/_~ cos(p,.+r.,) f(t) dr, 7r - pn 7r. if < 0 < 
Since Chebyshev nodes are equispaced with respect o the variable f ,  the function fo,,~-, is an 
integral mean of f over an interval containing a constant number of nodes given by [2n__~_] + 
[2n_~ ] + 1, where [.] denotes the integral part function. There are other essentially equivalent 
possibilities of defining the functions an and/~n; the previous choice will simplify the study of 
our operators near the endpoints of the interval [-1, 1]. 
Now, for every n E N, we define the operator Ms : C(I) ~ C(I) by (cf. (4)) 
Mnf(x) = Lnfo,.,, (x) = £n,k(X) f(t) dr, (6) 
k=l Jctn(Xn,k) 
and the following lemma holds. 
LEMMA 1. For every n > 1 and f E C, we have 
[[Mnf fll < (x +c l °gn  -- -~T~) -- w(f ,p~ + r~), n Pn 
where C > 0 is independent of n and f . 
PROOF. To simplify the notation, we replace Pn, Tn and fp,,~, with p, T, and g, respectively. 
First notice that [ IM~f- f[[ _< [[Lng- g[[ + Jig- f[[ and that [cos0-  cos tg' I _< [0 -  v~'[ implies 
[[g- fl[ <_ w(f, p + T). Let us now estimate the Lipschitz constant of g(cos~)). Since g(cosO) is 
constant in the intervals 0 < ~9 < r and 7r - p < z9 < 7r, it is enough to estimate dg(cos  O) for 
r < t9 < ~r -- p. We have from (5): 
~ g(costg) = -1  [ (0+(p  [ cos(~-~) 
2sin ( (P+T) ) sin ( tg+ _____ff___~/ cot --T) ) f(t) dt 
+ f (cos(v~ - T)) sin (~ -- T) -- f (COS(0 + p)) sin (~9 + p))] . 
By the mean value theorem there exists ( E] cos(~9 + p), cos(~ - T)[ such that 
-1  [2 sin ( (p  ~_~T) )  (~ (p -  
d--~ 2sin 2 r ) )  sin T ) )  f (()  COS +- -~)  
+f  (COS(~ -- r)) sin (0 -- T) -- f (COS(~9 + p)) sin (~9 + p)) [ 
--1 
2s in ( (P+r ) )s in (  T)) 
x [sin(~9 -- "r) (/(cos(t9 - T)) -- f(~)) -- sin(~9 q- p) (/(cos(~9 -t- p)) - - /(~))],  
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whence: 
g(cos fl) sin(z? - T) + sin(t9 + p) 
d <w( f , r+p)  (p T) (p--T) 
2sin(  + )s in (  O+ ~ ) 
= w(f  , p + T) cot ( (p +2 T) ) -- p + T <-2  cv(f ,p + T). 
Therefore, the Lipschitz constant of g(cos0) does not exceed 2/(p + r) w(f, p + r). Let now P 
be the polynomial of degree less than or equal to n which gives the best uniform approximation 
of g; then the following estimate holds (see [5, p. 147]) 
71" 
lip - gll <- (n -k- 1)(p + r) w(f, p + T). 
Using the estimate IILnll ~ (8 + (~) logn)  (see [6, p. 215]), we infer 
[ IMnf  - fll ~ IlLng - gll + IIg - Yll 
_< IILn(g - P)II + lIP - gll + [ [g -  fll 
--- (llLnll + 1) l iP  - gll + Ilg - fll 
[ <_w(f,p+r) 1+ (n+l ) (p+T)  + 4 log n_ ] (n+ 1) (p+r) J  ' 
and the lemma is proved. 
From the previous lemma, we obtain directly the following convergence theorem. 
THEOREM 2. If the sequences (Pn) and (Tn) satisfy the following conditions: 
lim pn+Tn=O, and logn =O(pn+Tn) asn--~+oO, (7) 
n--*+oo n 
then the sequence (Mnf) converges uniformly to f for every f E C(I). 
In particular, if pn + Tn ~ logn/n we have, for every f E C(I), 
where C > 0 is independent of n and f.  Notice that, in terms of the number of the nodes 
belonging to the integration intervM in (6), Sn -- [2n_~] + [L~] + 1, the conditions given in (7) 
read 
sn =o(n) and logn= O(sn). 
The preceding result gives a general sufficient condition for the uniform convergence of
Lagrange-type operators when arbitrary sequences (Pn) and (rn) of positive real numbers are 
fixed. We now consider separately the case where the endpoints of the integration interval are 
Chebyshev nodes. In this case, our approach is inspired by the papers quoted in the introduction. 
We fix two sequences (An) and (#n) of positive integers and consider integration intervals 
[xn,k+~, Xn,k-~] around Xn,k; the total number of nodes falling in the integration interval, 
An + #n + 1, will be denoted by Sn. We begin with the simplest case An = #n = 1 (more general 
cases are considered in Remark 5 and Example 6). In this case, the functions an and/~n are 
defined as in (2), (3) taking Pn = rn = ~n" We denote by Wn the corresponding operators 
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(see (6)). For every f E C(I), we have (writing xk instead of Xn,k for simplicity) 
1 n-1 fxXt,_ 1 / :n -1  
=e. , l (x )  f f ( t )d t+~_,  g,,,k(x) f(t)dt+g,~,n(x) f ( t )dt  W,,f(x) 
2 k=2 k+l  1 
) - f ( t )  d t  + ~ f ( t )  dt 
x2 ~ 1 - x2 
( xk-1.-- :Ck xk-1 Xk - xk+l 
"4- E en ,k (Z)  kXk_  1 -- Zk+l  f ( t )  dt-q-  
k=2 k Xk -1  -- Xk+l  
f(t) dt + f(t) dt + e'~"~(x) \x ,~_~+ 1 ~ x,~_~ + 1 /1 ± £, f? 
= )~n,l(x) f ( t )d t+ ;~n,k(X) /(t)dt+.~.,,~+l(x) f ( t )dt ,  
1 k=2 - 1 
where 
f(t) dt 
k+l  
g,~,l(X), 
1 - x2 
;~ ,2 (z )  = z l  - z2 e~,a(z)  + z l  - z_______2~ e~,2(x), 
1 -- X 2 3~ 1 -- X 3 
) tn ,k (X)  -~ Xk- l  -- Xk  gn ,k - l (X )  Jr 3Ck- l  -- Xk  gn ,k (X) ,  k=3 . . . .  ,n - i ,  
• k -2  -- Xk  Xk -1  -- Xk+l  
-- Xn -  1 -- Xn  
)~n'n(X)  - -  Xn-2Xn-1 -- xnXn en,n_l(X ) q- ~----n-l'~-T ~n'n(Z) '  
,~n,n+l(X) = Z,~+l + 1 xn-x + 1 gn,n(x). 
In the following proposition, we show that the sequence (W,~) is equibounded. 
LEMMA 3. There exists a constant 7 > 0 such that for every n > 2 
n+l 
IIW,~ll = ~up ~ I~.,k(~)l _< "Y. 
xf i I  k=l 
(s) 
PROOF. To simplify the notation, we drop the index n from xn,k and On,k. 
Since gn,j(x) = O(1) for j = 1,2, n - 1,n, we have 
n+l 
y' l ,X,, ,k(cosO)l-  z l -x2  IcosnOI sin02 
1 - x2 n cos 0 - cos 02 k=l 
rt--1 
Xn-1 - Xn I cosn01 s in0n-1 + ~ I~k(x)l + 
Xn-- 2 -- X n n cos0 - cos 0n-1 k=3 
Since for k = 3 , . . . ,  n - 1 (as we shall verify at the end of the proof) 
sin 0k-1 sin 0k 
(COSO -- COSOk-1)(COSOk-2 -- COS Ok) (COSO -- C05 Ok)(COS Ok- 1 -- C05 Ok+l) 
0 ~i~ [Ok- l ,Ok] 
from (8) and (1), we have for 0 • [Ok-l,Ok] and k = 3 , . . .  ,n  - 1 
IAk(eosO)l = I cosnOl (cosOk-1  - cosOk) 
n 
sin Ok- 1 
x (cosO-  eosOk_ l ) (cosOk_2  -- cosOk) 
+ 0(1).  
>0  
(9) 
_ sin Ok 
(cos 9 - cos 0k) (cos 0k -  1 - cos 0 k+ 1 ) ) " 
CN4kiA 30:3/6-S 
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Hence, fixing p between 1 and n + 1 and ~ •]Op-l,Op[ (with 0-1 = 1 and On+l  ---~ -1 ) ,  we can 
write 
n+l  • 
I~.,k(X)l = A + B + O(1), (10) 
k=l  
where 
and 
A=E 
k=3 
k#p,p+l 
[ cos n0[ sin 0k_ 1 [(cos 0k-  1 -- cos 0k) - (cos 0k_2 - cos 0k-  1)] 
n (cos 0 - cos 0k-  1 ) (cos v~k - 2 - cos 0k ) 
sin 0p 
B = 21 cosn0ln (CO8~9p-1-  COS~qP) (COS0 -- COS0p) '~p-1  -- COS0p+I)  
sin vqp_ 1 
(cos 0 - cos 0p_ 1)(cos 0p_ 2 - 0p) ) COS 
if p = 3 , . . . ,  n, and B = 0 otherwise. By tedious but trivial trigonometric manipulation, we get 
A = 2 sin2 ~n ~ Ic°sn01c°s0k-1 
cos - n sin k=3 
k#p,p+ 1
whence 
n 
Cl 
IAr _< ~ ~ IcosO-cos~)k_l[  -1 
k=3 
kT~p,p+l 
From the inequality Icos v~ - cosOk-l l  _> c2n 2 mink{Ik - p[2, ik _ p _ 1t2}, we infer )1 
IAI < c n{lk -p l  2, Ik -p -  112} -- O(1). 
k=3 
k#p,p+l 
Let us estimate the term B. Since for j = p - 1,p 
sin 05 
cos v~j_l - cos v~j+l 
and 
= O(n) 
J cos n0](cos 0p-1 - cos 0p) = o (1) ,  
[ cos 0 - cos 03[ 
(11) 
we obtain B -- O(1), which, together with (10) and (11), gives the thesis. 
To end the proof, it remains to verify (9). To this end, we write the left-hand side of (9) in 
the form P/Q.  It is easy to see that Q(tg) < 0 exactly for 0k-1 < 0 < V~k; on the other hand, 
P (0)  = acos0  + b, with a = 0 (direct computation) and b > 0 since P(vgk) > 0. II 
From Lemma 3, the following convergence result can be deduced. 
THEOREM 4. There exists a positive constant c, such that, for every f E C and n E N,  
hence the sequence (W,~f) converges uniformly to f in I. 
PROOF. Let us consider first the case f • CI(I); since 
n 
sup ~ [£~,k(x)[ ~ logn, 
xEI k---:l 
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we have, by the definition of Wn 
I lWnf - L J l l  < cl IIf'll l °gn .  
n 
Hence, recall ing that I I L J  - fll <- c2 I lY ' l l logn/n,  we get I IW~f - fl l 
general case, for every $ > 0 define 
since 
it follows 
x+a 
fa(x) = f ( t )  dt; 
. I T  
lira - fll ~ w(f,~) and 
1 
IIf~ll ~ ~w(f,~), 
cl l#l l logn/n. In the 
I lwnf  - fll ~ I lwn( f  - fa)ll + IlWnfa - fall + Ill - fall 
c log n 
< (1 -I- 7)w(f, 6) + ~w(f,t~) n ' 
where 7 is given by Lemma 3. The thesis follows choosing ~ = log n/n .  II 
REMARK 5. More generally, one could consider sequences (An) and (#n) of positive integers uch 
that sn = An + #n + 1 is odd. As it is easy to verify directly by dividing the integration interval 
into subintervals and applying Lemma 3, one would obtain, for the operators Vn defined by this 
choice, the following estimate 
"Vnf  - fl' < c~° ( f ,  sn l °gn)  V fEC.  
This yields the uniform convergence of Vnf  to f provided that sn -- o(n/ logn) ;  on the other 
hand, if logn = O(sn) and Sn = o(n), the convergence, as well as a better estimate, is given by 
Theorem 2. Therefore, to get the uniform convergence it suffices to require sn = o(n). 
The situation is different if Sn is even, as the following example shows. 
EXAMPLE 6. We point out that if the intervals where the integral means are performed contain 
an even number sn of nodes for infinitely many n and if log n/sn  is unbounded, then in general the 
uniform convergence is not ensured. For simplicity, we consider the case #n = 0, An ---- Sn -- 1 odd 
for any n and lim log n/Sn = +oc; we also assume, as usual, Sn = o(n). Then, the corresponding 
modified Lagrange operators Mn may be written in the form (with suitable conventions for 
k + s,~ > n) 
Mnf (X)  = Vnf(X) + en ,k (x )  x___k -- xk+_.____21 f ( t )  dr, 
k=l Xk - -  Xk+s~ k+l  
where the operators Vn involve means over intervals containing An nodes and are equibounded, 
as it can be seen arguing as in Remark 5. Then by (1), for even n, we get 
kTr 7r 
n 1 ~-, s in -  s in -  (2k - 1)Tr 
I[Mnll > ~ len,k(O)l xk - xk+l > -- Z. ,  n 2n tan 
- xk - xk+s, - n 2k + sn - 1 snTr 2n 
k=l k=] sin sin 
2n 2n 
[3n/4] [n/2] 
c (2k - 1)Tr c' n logn 
> ~--~ tan > -- Z n ~ - -  
- nsn ~n - nsn -k  Sn k=[n/ 4] k=[n/ 4l -~ 
We have replaced everywhere the sins with the arcs, which are far away from 0 and 7r in the 
range [n/4] _ k < [3n/4], and we have used the inequality tanx  > c(~ - x) -1. The last estimate 
shows that the convergence fails, as claimed. 
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