This paper studies the problems of estimation and inference in the linear trend model y t 5 a 1 bt 1 u t , where u t follows an autoregressive process with largest root r and b is the parameter of interest. We contrast asymptotic results for the cases 0 r 0 , 1 and r 5 1 and argue that the most useful asymptotic approximations obtain from modeling r as local to unity. Asymptotic distributions are derived for the OLS, first-difference, infeasible GLS, and three feasible GLS estimators. These distributions depend on the local-to-unity parameter and a parameter that governs the variance of the initial error term k. The feasible Cochrane-Orcutt estimator has poor properties, and the feasible Prais-Winsten estimator is the preferred estimator unless the researcher has sharp a priori knowledge about r and k. The paper develops methods for constructing confidence intervals for b that account for uncertainty in r and k. We use these results to estimate growth rates for real per-capita GDP in 128 countries.
I. Introduction
M ANY economic time series display clear trends, well represented by deterministic linear or exponential functions of time. The slope of the trend function represents the average growth in the series (or rate of growth, if the series is in logarithms) and is often a parameter of primary interest. Serial correlation in the data complicates efficient estimation and statistical inference about the trend function, and this paper studies trend estimation and inference when this problem is severe.
To be specific, assume that a series can be represented as y t 5 a 1 bt 1 u t (1)
(1 2 rL)u t 5 v t
where y t is the level or log level of the series and u t denotes the deviations of the series from the trend. These deviations are serially correlated, with a largest autoregressive root of r. The error term v t is an I(0) process. If the u t 's are jointly normally distributed, and the precise pattern of serial correlation is known, then efficient (BUE) estimators of a and b can be constructed by generalized least squares (GLS) and statistical inference can be conducted using standard regression procedures. In practice, the distribution of the errors and the pattern of serial correlation is unknown, so that GLS estimation and exact inference are infeasible.
Applied researchers typically use one of three feasible estimators, motivated by the asymptotic equivalence of these estimators to the infeasible GLS estimator. If 0r0 , 1, so that u t is I(0), then the feasible GLS estimator is asymptotically equivalent to the infeasible GLS estimator, under general conditions. Moreover, the classic result of Grenander and Rosenblatt (1957) implies that the ordinary least-squares (OLS) estimators of a and b are asymptotically equivalent to the GLS estimator. Thus if u t is I(0), OLS or feasible GLS applied to the level of y t is asymptotically efficient. On the other hand, when r 5 1, so that u t is I(1), a can no longer be consistently estimated by any method, and the OLS estimator of b is no longer asymptotically efficient. In this case, the data should be differenced and the Grenander and Rosenblatt result implies that the sample mean of Dy t (the OLS estimator of b in the differenced regression) is asymptotically equivalent to the efficient, but infeasible, GLS estimator of b. In summary, if u t is I(0), then OLS from the levels regression produces the asymptotically efficient estimator, whereas if u t is I(1), then the sample mean of Dy t is the asymptotically efficient estimator.
Inference is just as dependent on the I(0)/I(1) dichotomy. Ideally, in either situation, inference should be carried out using the t-statistic from the infeasible GLS regression. When u t is I(0), this t-statistic can be approximated using the OLS estimator together with a serial-correlation-robust standard error estimated from the OLS residuals. Alternatively, when r 5 1 and the data are I(1), this t-statistic can be approximated using the sample mean of Dy t together with a serial-correlation-robust variance estimated from the first differences of the data. Of course, since most researchers cannot know a priori whether their data are I(0) or I(1), these results are of limited value. In this paper we study inference problems and the behavior of OLS, first-difference, and feasible GLS estimators when the data are either I(0) or I(1) and r is unknown.
Our analysis builds on two literatures. The first is the literature on the linear regression model with AR(1) errors exemplified by Cochrane and Orcutt (1949) and Prais and Winsten (1954) . The second is the literature on inference in regressions with I(1) variables examplified by Dickey and Fuller (1979) , Durlauf and Phillips (1988) , and Elliott et al. (1996) . Much of the former literature focuses on efficient estimation of regression parameters when the errors follow a stationary AR(1) process, and is directly relevant for our analysis when 0r0 , 1 and v t is independently identically distributed (i.i.d.). 1 There are few exact analytic results in this literature because these depend on the specific proper-ties of the regressors and because of complications from the nonlinearity introduced by feasible GLS estimation. 2 Moreover, the asymptotic results summarized above rely on 0r0 , 1 and are not refined enough to discriminate between OLS and feasible GLS estimators. Thus the majority of work in this area has relied on Monte Carlo simulations. Equations (1) and (2) have also been extensively studied in the unit root literature, primarily with a focus on tests for the hypothesis that r 5 1. In most of this literature, the regression coefficients a and b are nuisance parameters, and r is the parameter of interest. 3 One of the purposes of this paper is to highlight what this analysis says about the feasible estimators of b and statistical inference.
We begin our analysis in section II by presenting results on the asymptotic distributions of estimators of b. These include the OLS, first-difference and infeasible GLS estimators, and three different, but commonly used, feasible GLS estimators. We avoid the sharp 0r0 , 1 versus r 5 1 dichotomy in the asymptotic distributions by using local-tounity asymptotics, with the hope that these provide better finite-sample approximations. The asymptotic results for 0r0 , 1 and r 5 1 are not new: they are reported here for completeness and because, particularly when r 5 1, the results may not be widely appreciated by applied researchers. In any event, the local-to-unity results are the most relevant, since in most econometric applications the errors are highly serially correlated, although perhaps not characterized by an exact unit root. These results show sharp differences in the relative efficiencies of the estimators, and four conclusions emerge from the analysis. First, the Cochrane-Orcutt estimator performs very poorly when r is close to one. Second, the OLS estimator is more robust to variations in r than the first-difference estimator. Third, the variance of the initial error term has an important effect on the relative efficiencies of the estimators. Finally, the asymptotic results suggest that the feasible Prais-Winsten estimator is the best estimator in most applied situations. Section II concludes with a finite-sample experiment that indicates that the asymptotics provide reasonable approximations to the finite-sample relative efficiencies.
Section III studies the problem of statistical inference about b. Existing Monte Carlo evidence suggests that methods relying on I(0) asymptotic approximations greatly understate the uncertainty in b when 0r0 , 1 but large. This leads to confidence intervals that are much too narrow and hypothesis tests with sizes that are too large. Asymptotic approximations that rely on r 5 1 have analogous problems. This section uses the local-to-unity asymptotic approximations from section II to construct bounds tests and conservative confidence intervals building on methods developed in Dufour (1990) and Cavanagh et al. (1995) .
In section IV we apply the methods to estimate and construct confidence intervals for real per-capita gross domestic product (GDP) growth rates for 128 countries using postwar data. Consistent with the analysis in section II, we find large differences between the Cochrane-Orcutt and other estimators for many of the countries. There are smaller, but economically important, differences in the other estimators, and this highlights the importance of estimator choice. Finally, for most countries, the high degree of serial correlation and the small sample size lead to wide confidence intervals for b.
We offer a summary and some conclusions in section V, and the appendix contains proofs and other detailed calculations.
II. Estimators
The statistical model for the observations 5y t 6 t51 T is summarized in the following assumptions:
1. The data y t are generated by y t 5 a 1 bt 1 u t for t 5 1, . . . , T. 2. The error term u t is generated by (1 2 r T L)u t 5 v t for t 5 2, . . . , T.
o i50 i0d i 0 ,`. 5. The error term e t is a martingale difference sequence with E(e t 2 0 e t21 , e t22 , . . .) 5 1 and with sup t Ee t 4 ,`.
Assumption 1 says that the data are generated as a linear trend plus noise; the parameter b is the average trend growth in the series and is the parameter of interest. Assumptions 2 and 3 are written to include both I(0) and I(1) processes. When r T 5 r, with 0r0 , 1, then u t is I(0); while when r T 5 1, then u t is I(1). More generally, when r T 5 (1 1 c/T ), then u t follows a ''local-to-unity'' I(1) process, with c 5 0, corresponding to an exact unit root and values of c fi 0 generating data that are less (c , 0) or more (c . 0) persistent than the exact unit root process. 4 We will refer to processes with r T 5 (1 1 c/T) and either c 5 0 or c fi 0 as I(1) processes. (1987) , Park and Mitchell (1980) , Rao and Griliches (1969) , Spitzer (1979) , and Thornton (1987) .
2 Two exceptions directly relevant for our analysis are Prais and Winsten (1954) and Chipman (1979) . The first paper studies equations (1) and (2) when an intercept is excluded from equation (1) and v t is i.i.d., and calculates the relative efficiency of the OLS and first-difference estimators as a function of r and the sample size; Chipman (1979) includes an intercept in equation (1) and calculates the greatest lower bound of the efficiency of the OLS estimator for all T and r # 1. We discuss the Chipman (1979) analysis in more detail in section IIA.
3 Two notable exceptions are Durlauf and Phillips (1988) , which is discussed in more detail in section IIA, and Lee and Phillips (1994) , which studies asymptotic properties of trend estimators in the model without an intercept and with error processes assumed to follow either local-to-unity or long-memory processes.
Assumption 3 incorporates a range of assumptions about the initial condition u 1 , depending on the values of k and r T . For example, when k 5 0, then u 1 5 v 1 , so that the initial value is assumed to be an O p (1) random variable. When k . 0, then u 1 is O p (T 1/2 ) when u t is I(1), but is O p (1) when u t is I(0). When r T 5 r, with 0r0 , 1 and kT =`, then u 1 is drawn from the unconditional distribution of u t , and the process is covariance stationary. 5 Assumption 5 implies that the functional central limit applies to the partial sums of e t , i.e., T 21/2 o t51
[sT ] e t ⇒ W(s), where W (s) is a standard Wiener process. 6 Assumption 4 ensures that the functional central limit theorem also applies to the partial sums of v t , specifically
A. OLS, First-Difference, and GLS Estimators
Let b OLS denote the OLS estimator of b in equation (1)
T Dy t denote the first-difference estimator, and let b GLS denote the infeasible GLS estimator that corrects for nonzero r T . Specifically, b GLS is the OLS estimator in the transformed regression
together with
where s T 2 5 (1 2 r T 2([kT ]11) )/(1 2 r T 2 ) for 0r T 0 fi 1 and s T 2 5 [kT] 1 1 for 0r T 0 5 1. For simplicity, the GLS estimator ignores the I(0) serial correlation associated with d(L). This allows us to focus on the major source of serial correlation, r T fi 0, and leads to no loss of asymptotic efficiency for the models considered here (Grenander (1954) and Grenander and Rosenblatt (1957) ).
In large samples, the behavior of b OLS , b FD , and b GLS is summarized in Theorems 1 and 2.
THEOREM 1 (Behavior of b OLS , b FD , and b GLS with I(0) Errors): Under assumptions 1-5 with r T 5 r and 0r0 , 1,
The limiting distribution of T(b FD 2 b) depends on the distribution of the e's, and so in general is nonnormal.
Proof: Parts (a) and (c) follow from a straightforward application of the central limit theorem. To show part (b), note that T(b FD 2 b) 5 u T 2 u 1 , from which the result follows immediately. N THEOREM 2 (Behavior of b OLS , b FD , and b GLS with I(1) Errors): Let S c (t) 5 (22c) 21 (1 2 e 2tc ). Then under assumptions 1-5, with r T 5 (1 1 c/T):
Proof: See the appendix.
The limiting behavior of the estimators in the exact unit root model follows from evaluating the limiting values of R 1 , R 2 , and R 3 in Theorem 2 as c = 0. These results are given in: COROLLARY 3 (Behavior of b OLS , b FD , and b GLS when r 5 1): Under assumptions 1-5, with r T 5 1:
We highlight five features of these results. First, b OLS , b FD , and b GLS converge to b faster in the I(0) model than in the I(1) model. This result obtains because the variance of the errors is bounded in the I(0) model and increases linearly with t in the I(1) model. Sampson (1991) discusses the implication of this result for long-run forecast confidence intervals.
Second, the averaging in b OLS in the I(0) and I(1) cases and in b FD in the I(1) case leads to asymptotically normal estimators. In contrast, since T(b FD 2 b) 5 [T/(T 2 1)] 3 (u T 2 u 1 ), no such averaging occurs for b FD in the I(0) case so that b FD is not asymptotically normally distributed in general. (See Quah and Wooldridge (1988) and Schmidt (1993) for related discussion.) Third, b GLS is the asymptotically efficient estimator regardless of the value of r, and it corresponds to the BLUE estimator when d(L) 5 d, a constant. The efficiency of the FD and OLS estimators relative to the GLS estimator differs dramatically in the I(0) and I(1) cases. When the errors are I(0), then b FD converges to b more slowly than does b GLS , and thus has an asymptotic relative efficiency of 0. In this case, b OLS is asymptotically efficient, the familiar result from Grenander and Rosenblatt (1957) . When the errors are I(1), b OLS , b FD , and b GLS converge at the same rate and the relative efficiency depends on the parameters c and k. Figure  1 plots the asymptotic relative efficiencies (defined as the ratio of the asymptotic variances of b OLS and b FD to the asymptotic variance of b GLS ) in the I(1) model for a range of values of c and k. When c 5 0, both b OLS and b FD are invariant to u 1 , and so their variances and the relative efficiency do not depend on k. In this case b FD is asymptotically efficient and b OLS has a relative efficiency of 5/6. This result is derived in Durlauf and Phillips (1988) , who study the properties of trend estimators in the model with r 5 1 (equivalently, c 5 0). When c is sufficiently negative, b OLS dominates b FD for all values of k. The intersection point of the b OLS and b FD relative efficiency curves depends on k. For example, when k 5 0, b FD is efficient relative to b OLS for values of 218.6 # c # 1.2, and b OLS dominates b FD for c outside this range. When k 5 1.0, the range narrows to 27.6 # c # 0.9.
Fourth, when k 5 0, so that u 1 is O p (1), the relative efficiency of both b OLS and b FD increases monotonically with c. The relatively poor performance of these estimators when u 1 is O p (1) has been noted elsewhere, notably by Elliott et al. (1996) in the context of unit root tests. On the other hand, when k . 0, so that u 1 is O p (T 1/2 ), the relative efficiency of b OLS is U-shaped, with a minimum that depends on the specific value of k. For example, when k 5 1, the minimum relative efficiency of b OLS occurs at c 5 23.006, where it takes on the value of 0.7535. As k =`, the minimum relative efficiency of b OLS is 0.7538 and occurs at c 5 23.076, a result that was also derived by Chipman (1979) using methods different from those employed here. 7, 8 Finally, when the errors are I(1), the variances of b OLS , b FD , and b GLS are monotonically increasing in c and k. As c increases, the persistence of the errors increases and so does the associated variance of b GLS . Similarly, as k increases, the variance of u 1 increases, leading to an increased variance in b GLS .
B. Feasible GLS Estimators
The efficient GLS estimator relies on two parameters, r and k, whose values are typically unknown. In this section we analyze feasible analogues of b GLS . The parameter r is easily estimated from the data, and as we show below, replacing r with an estimate has little effect on b GLS . On the other hand, it is impossible to construct accurate estimates of k, since this parameter only affects the data through the variance of the single observation u 1 . We therefore analyze three feasible GLS estimators that differ in their treatment of the initial observation. We find large differences in the relative performance of these estimators across different values of k.
To focus attention on the parameter k, we begin by analyzing the estimators assuming that r is known. A simple modification of these results yields the results for unknown r. As above, the GLS estimators ignore the serial correlation associated with the I(0) dynamics in d(L), since the Grenander-Rosenblatt (1957) results imply that OLS or GLS treatment of d(L) has no asymptotic effect on the estimators of b that we consider. Let b CO denote the Cochrane-Orcutt (1949) GLS estimator that ignores the levels information in the first observation; that is, b CO denotes the OLS estimator of b in equation (3). Let b CC denote the GLS estimator constructed under the assumption that u 0 5 0. This assumption is often made in the unit root literature (see, e.g., Elliott et al. (1996) ) and is referred to as the ''conditional case.'' Thus, b CC is the OLS estimator of b from equation (3) together with y 1 5 a 1 b 1 u 1 .
Finally, let b PW denote the Prais-Winsten (1954) estimator; that is, the OLS estimator of b from equation (3) together
The Prais-Winsten estimator is defined for r T # 1 (equivalently c # 0), and we limit our discussion to this situation. In the notation introduced in the last section, b CC corresponds to the GLS estimator constructed using k 5 0, and b PW is the limiting value of the GLS estimator as k =`. When r T 5 r, with 0r0 , 1 (i.e., u t is I(0)), each of the GLS estimators is asymptotically efficient and the large sample distribution is given in Theorem 1. Thus we need only consider the behavior of the estimators in the I(1) model, and this is done in the following lemma:
LEMMA 4 (Behavior of GLS Estimators with I(1) Errors):
Under assumptions 1-5, with r T 5 (1 1 c/T):
Part (a) of the lemma implies that G 1 , the limiting variance of T 1/2 (b CO 2 b), is discontinuous at c 5 0. This occurs because the regression constant term a becomes unidentified as c = 0. For values of c close to zero, a is very poorly estimated, and the collinearity between the two regressors (1, t) in equation (3) means that b CO provides a poor estimate of b. When c 5 0, a disappears from equation (3), and so this source of variance disappears from b CO . Figure 2 shows the efficiency of each of the estimators relative to b GLS . The Cochrane-Orcutt estimator b CO performs very poorly for small values of c regardless of the value of k. This result is consistent with a large literature on 7 Chipman (1979) also shows that when d(L) 5 d, this asymptotic relative efficiency value is the greatest lower bound for the relative efficiency of b OLS for all T $ 2. Because of a slight numerical error in Chipman's paper, his reported numerical results are different from those reported here. (Specifically, the value of c that we report (c 5 23.076) is a more accurate estimate of the root to his polynomial (3.3) than the value reported in his paper (c 5 23.095).) 8 After we had finished this paper, Peter Phillips pointed out an interesting feature of our figure 1. The plots suggest that as c = 2`, the relative efficiency of the OLS estimator does not converge to 1, as one might expect from the asymptotic efficiency of OLS in the I(0) model. This feature is discussed in detail in Phillips and Lee (1996) , where it is shown that the result depends on how quickly c is allowed to approach 2`as T grows large.
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THE REVIEW OF ECONOMICS AND STATISTICS the poor performance of the Cochrane-Orcutt estimator with trending regressors and r close to unity. 9 The relative performance of the other two estimators depends on the values of k and c. When k 5 0, b CC is the asymptotically efficient estimator, while b PW is the efficient estimator as k =`. From figure 2, b PW is approximately efficient even when k is very small. For example, for k 5 0.01 the relative efficiency of b PW is larger than 0.73 for all values of c; for k 5 0.05 the relative efficiency is larger than 0.92; and for all values of k $ 0.10 b PW is essentially efficient. While b CC is efficient when k 5 0, this efficiency gain disappears quickly for moderate values of c as k increases.
We are now ready to discuss the feasible GLS estimators with r T unknown. These estimators are calculated like their infeasible counterparts, using an estimator of r T in equations (3) and (6). These estimators will be denoted by b FCO , b FCC , and b FPW . Analysis of these estimators is complicated by the fact that they implicitly depend on the estimator for r T , and a variety of estimators of r T have been suggested. For b FCO the nonlinear least-squares estimator is often employed, and this estimator is studied by Nagaraj and Fuller (1991) for the model with general regressors. Their analysis can be simplified here because of the special structure of the regressors: equation (1) together with assumption 2 can be combined as
for t 5 2, 3, . . . , T
where a 5 a(1 2 r T ) 1 br T and b 5 b(1 2 r T ). Thus b FCO can be formed from the OLS estimators from equation (7) as b FCO 5 b/(1 2 r T ) for r T fi 1 and b FCO 5 â for r T 5 1, where â, b, and r T are the OLS estimators of the coefficients in equation (7). Equivalently, b FCO can be constructed as the OLS estimator of b in equation (3), using r T in place of r T . Since the asymptotic distribution T(1 2 r T ) is readily deduced when r T 5 (1 1 c/T ), (see Stock (1991) , for example), the asymptotic distribution of T 1/2 (b FCO 2 b) can also be readily deduced. The problem is more complicated when analyzing b FCC and b FPW because these estimators are generally based on iterative schemes for estimating r T , a, and b. Since the limiting distribution of r T depends in important ways on the precise way the data are ''detrended'' (for example, see Schmidt and Phillips (1992) and Elliott et al. (1996) ), the limiting distribution of b FCC and b FPW will depend on the precise specification of the iterations. Rather than present results for specific versions of these estimators, we present limiting representations of b FCC and b FPW written as functions of ĉ, the limiting value of T(r T 2 1). Different estimators of r T will lead to different limiting random variables ĉ and different asymptotic distributions for the estimator of b. A specific example is contained in Durlauf and Phillips (1988, theorem 4.1) , who derive the limiting distribution of b FCO when c 5 0 and ĉ is constructed from the Durbin-Watson statistic calculated from the levels OLS regression.
Before presenting the limiting distributions for the feasible GLS estimators, it is useful to introduce some additional notation. The error term in the feasible GLS version of equation (1) is v t 5 u t 2 r T u t21 , and the limiting values of the feasible GLS estimators can be written in terms of partial sums of v t and the initial condition u 1 . In the appendix we show that
With this notation established, we now present the limiting distribution of the feasible GLS estimators:
THEOREM 5 (Behavior of Feasible GLS Estimators): Suppose that assumptions 1-5 are satisfied, r T 5 (1 1 c/T), and T(r T 2 1) ⇒ ĉ jointly with T 21/2 o t51
[sT ] e t ⇒ W(s). Then:
This theorem allows us to offer practical advice about the choice of estimators. First, notice that ĉ appears in the denominator of the limiting representation of T 1/2 (b FCO 2 b). For most commonly used estimators of r, r T can take on values arbitrarily close to 1 with positive probability, so that ĉ can be very close to zero. This means that b FCO can be very badly behaved, since realizations of ĉ close to zero will often lead to extreme realizations of b FCO . On the other hand, b FCC and b FPW are better behaved, since (1 2 ĉ 1 1 3 ĉ 2 ) . 0 and
(1 2 1 2 ĉ 1 1 12 ĉ 2 ) . 0 for all values of ĉ. This can be seen in figure 3 , which plots the limiting probability densities of
for the case with c 5 0, k 5 1, and d(1) 5 1. 10 Also plotted is the probability density of the exact (infeasible) GLS estimator (which in this case is the standard normal). The estimators b FCC and b FPW have probability distributions very close to the infeasible efficient estimator. On the other hand, the distribution of b FCO is much more disperse, with thicker tails than the other distributions. For example, the limiting probability that 0T 1/2 (b FCO 2 b)0 exceeds 2 is approximately 20%, while the corresponding values for b FCC and b FPW are approximately 5%. Figure 3 suggests that little is lost using either b FCC or b FPW in place of the infeasible efficient estimator, at least for this value of c and k, and that b FCO performs poorly. Additional calculations (not shown) indicate that the relative efficiencies of b FCC and b FPW are close to their infeasible analogues for a wide range of values of c and k.
Table 1 summarizes many of the results in this section by presenting the average mean-squared error for the different feasible estimators and different values of k, averaged over different ranges of c. 11 As a benchmark, the first row of the table shows results for the efficient, but infeasible, GLS estimator. The next two rows are the OLS and firstdifference estimators, followed by two of the feasible GLS estimators. (Results for b FCO are not included because of the estimator's poor performance.) The last row of the table shows results for a ''pretest'' estimator (b PT ) constructed from the OLS and FD estimators. Figure 1 provides the 10 The densities for the feasible GLS estimators are estimates based on 5000 draws from approximations to the asymptotic distributions (constructed using T 5 500). The estimators b FCO and b FCC were constructed using r T constructed as the OLS estimator of equation (5). The Prais-Winsten estimator used min(1, r T ). 11 These MSEs were estimated using the simulations described in footnote 10. Thus this estimator should not be used and is ignored in the remaining discussion.
(ii) For very small values of c (say, 22 # c # 0), b FD is the preferred estimator with a mean-squared error approximately 5% lower than b FCC and b FPW . For this range of values of c, the OLS estimator b OLS has a relative efficiency of approximately 0.75. The pretest estimator performs well, and is 1 to 2.5% less efficient than b FD , depending on the value of k.
(iii) For values of c in the range 210 # c # 22, the relative performance of the estimators depends critically on the variance of the initial error, parameterized by k. When k 5 0, b FCC dominates the other estimators; b FPW is the preferred estimator when k $ 0.10. When k 5 0.05 the feasible GLS estimators and b FD are comparable.
(iv) For values of 230 # c # 210 and when k 5 0, b FCC is the preferred estimator. When k $ 0.05, the variance of b FCC is more than twice as large as the variance of the best estimator b FPW . The first difference estimator also performs poorly relative to b FPW when k $ 0.05.
(v) Items (ii)-(iv) show clearly that the best estimator depends on the values of c and k. Neither of these parameters can be consistently estimated from the data, and so a good choice must depend on either prior knowledge or robustness considerations. Our reading of the results suggests that when c # 0, b FPW is the most robust estimator, with a mean-squared error close to the optimum for all values of the parameters considered. The pretest estimator is a reasonable alternative to b FPW . It has slightly better performance when c is close to 0, but somewhat worse performance for large negative c.
C. Small Sample Properties of Estimators
The asymptotic results summarized in Theorems 1, 2, and 5 are potentially useful for two reasons. First, the asymptotic relative efficiencies can provide a criterion for choosing among the estimators even in finite samples. Second, the asymptotic distributions provide a basis for constructing confidence intervals and carrying out hypothesis tests. We now evaluate the first of these uses, and ask whether the I(0) and I(1) asymptotic variances provide a useful guide for choosing among the estimators in small samples. In the following section we discuss confidence intervals and statistical inference. Table 2 shows the exact relative efficiencies of b OLS , b FD , b FCC , b FPW , and b PT for the model with d(L) 5 d, e t , NIID(0, 1), for various values of T, r, and for k 5 1. 12 (Results for k 5 0 are given in Canjels and Watson (1994) .) Also shown in the table are the relative efficiencies implied by the I(1) asymptotics, calculated using c 5 T(r 2 1). The I(0) asymptotic relative efficiencies are not shown because they do not vary with T, r, or k; from Theorem 1 they are 1.00 for b OLS , b FCC , b FPW , and b PT and 0.00 for b FD . In all cases, the I(0) asymptotic relative efficiency suggests no difference between the four estimators b OLS , b FCC , b FPW , and b PT and suggests that these estimators are preferred to b FD .
When r 5 0.5, the finite-sample results in table 2 suggest that b OLS , b FCC , and b FPW are essentially efficient for all of the sample sizes considered. These estimators are significantly better than b FD . The pretest estimator has a relative efficiency intermediate between b OLS and b FD when T 5 30, and very close to b OLS for larger values of T. Thus the I(0) relative efficiency predictions are quite accurate when r 5 12 The mean-squared errors for b FCC , b FPW , and b PT were estimated using 10,000 Monte Carlo draws, using r 5 o t52
where û t are the OLS residuals from the regression of y t onto (1, t) . This estimator of r is suggested by the simulation results in Park and Mitchell (1980) . 0.5. The predictions based on the I(1) asymptotic relative efficiencies are off the mark. The I(1) asymptotics suggest that b FCC is strongly dominated by both b OLS and b FPW when k 5 1 and strongly dominate the other estimators when k 5 0 (not shown). On the other hand, the estimator with the largest I(1) asymptotic relative efficiency coincides with the largest finite-sample relative efficiency, even when r 5 0.5.
For all of the other values of r considered (0.8, 0.9, 0.95, 1.0) the rankings implied by the I(1) asymptotic relative efficiencies are more accurate than the I(0) rankings. Indeed in all but one of the cases studied in the table, the estimator with the largest I(1) asymptotic relative efficiency has the largest finite-sample relative efficiency as well. Thus this experiment suggests that the I(1) asymptotic relative efficiencies provide a useful criterion for ranking estimators in typical econometric settings.
III. Confidence Intervals
When r , 1 (so that the errors are I(0)), confidence intervals for b can be constructed in the usual way by inverting the t-statistic constructed from any of the asymptotically equivalent estimators b OLS , b FCO , b FCC , b FPW , or b PT . These t-statistics can be formed using an estimator for the variance V 1 in Theorem 1, constructed by replacing r and d(1) with consistent estimators. While these confidence intervals are asymptotically valid, they can greatly understate the uncertainty about b when r is large and the sample size is small. (See Park and Mitchell (1980) for simulation evidence.) Thus in most situations of practical interest, confidence intervals based on I(0) approximations are not satisfactory.
An alternative method pursued here is to construct confidence intervals using approximations based on I(1) asymptotics. As we show below, this method yields confidence intervals with coverage rates closer to their nominal size than the I(0) approximations. Unfortunately the method is also more complicated because the asymptotic distribution of the estimators depends on the nuisance parameters c and k, and these parameters cannot be consistently estimated from the data. Hence the variances of the estimators cannot be consistently estimated, so that t-statistics will not have the appropriate limiting standard normal distribution. While this problem cannot be circumvented entirely, it is possible to construct asymptotically conservative confidence intervals following the procedures developed by Dufour (1990) and Cavanagh et al. (1995) .
Specifically, let B k (c) denote a 100(1 2 a 1 )% confidence interval for b constructed conditional on a specific value of c and k. Similarly, let C k denote a 100(1 2 a 2 )% confidence interval for c conditional on k. Assume that 0 # k # k , where k is a prespecified constant. Then the Bonferoni confidence interval < 0#k#k < c[C k B k (c) is a conservative 100(1 2 a 1 2 a 2 )% confidence interval for b.
This confidence interval requires the conditional confidence interval for b, B k (c), and the marginal confidence interval for c, denoted by C k . Since B k (c) conditions on the nuisance parameters c and k, an asymptotically valid approximation can be constructed using any of the estimators b OLS , b FD , b CC , or b PW , and their asymptotic variances given in Theorem 2 and Lemma 4. (These variances require d(1), which can be consistently estimated using standard spectral estimators.) The set C k , the marginal confidence intervals for c, can be constructed using the methods developed in Stock (1991) . 13 In general this procedure is quite demanding. For each k [ [0, k ], C k must be formed, then B k (c) must be constructed for all c [ C k and the union taken over all of 13 Stock (1991) considers the case with k 5 0 and, using our notation, develops methods for constructing confidence sets C 0 . However, it is easy to modify his analysis for k . 0. Specifically, following Stock, we construct confidence intervals by inverting the Dickey-Fuller t-statistic t t . Under the assumption that k 5 0, Stock shows that t t ⇒ ( N(0, S c (k) ) and is independent of W c (s). Using this result, it is straightforward to show that all of Stock's analysis continues to hold, with W c (s) 1 e sc W c (k), replacing W c (s) in the above limiting representation for t t . Notes: Relative efficiency is the ratio of the variance of the infeasible GLS estimator to the variance of the estimator given in column 1. Columns labeled I(1) are the asymptotic relative efficiencies using c 5 T(r 2 1). The corresponding I(0) relative efficiencies are 1, 0, 1, 1, 1, 1, respectively, for the estimators in column 1 and for all T and 0 r 0 , 1.
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THE REVIEW OF ECONOMICS AND STATISTICS these confidence sets. There are three special features of the linear trend model that simplify this procedure. First, from Theorem 2, the asymptotic variances of b OLS and b FD are monotonically increasing in c. Thus when B k (c) are formed using t-statistics constructed from b OLS or b FD , then
While this simplification does not necessarily hold for the GLS estimators b CC and b PW , experiments we performed suggest that < c[C k B k (c) < B k (c) appears to be a good approximation for confidence sets constructed from these estimators as well.
The second simplifying feature is that the distributions of the statistics used to form C k change little as k changes, so that C 0 < C k for all k. 14 Finally, for all of the estimators, the asymptotic variance is increasing in k and the limit exists as k =`, so that B k (c) # B`(c) for all k. Putting these three results together implies that
where c 5 sup c 5c [ C 0 6. Thus approximate 100(1 2 a 1 2 a 2 )% confidence intervals can be formed by (1) choosing the largest value of c in the 100(1 2 a 2 )% confidence interval constructed using the procedure from Stock (1991) , and (2) constructing a 100(1 2 a 1 )% confidence interval for b using this value of c together with b OLS , b FD , b CC , or b PW and an associated variance from Theorem 2 or Lemma 4 evaluated at k 5`.
We make four points before evaluating the small-sample properties of this procedure. First, since the variance of all of the estimators is increasing in c, smaller confidence intervals for b can be obtained by constructing one-sided confidence intervals for c. Second, when the B k (c) confidence intervals are constructed by inverting the t-statistics for the estimators, the widths of the intervals will be nonrandom conditional on c and k. This implies that the narrowest of the confidence intervals (across all estimators) will also have coverage rate exceeding 100(1 2 a 1 2 a 2 )%. Thus, for example, since b OLS is efficient relative to b FD when c , 27.6 and k is large, the confidence interval can be constructed using b OLS when c , 27.6 and using b FD when c $ 27.6. Third, since these confidence intervals may be conservative for all values of c and k, a tighter (1 2 a)% confidence interval can be constructed by choosing a 1 and a 2 so that sup c,k Pr(b " B a 1 , a 2 ) 5 a, where B a 1 , a 2 is the confidence interval constructed using a 1 and a 2 . (See Cavanagh et al. (1995) .) Finally, since the confidence intervals proposed here are not based on an efficient procedure (like inverting an efficient test statistic), it may be possible to construct smaller confidence regions with the same coverage. Table 3 shows estimated coverage rates for confidence intervals for different values of T and c, calculated as described above using the Prais-Winsten estimator. (Results for analogous experiments using the OLS and FD estimators are reported in Canjels and Watson (1994) .) The design was much the same as in section IIC, i.e., d(L) 5 d and e t , N(0, 1). Results are reported for conservative 90%, 95%, and 99% confidence intervals constructed with a 1 5 a 2 . Results for nonsymmetric a 1 and a 2 are similar and are not reported. The confidence interval for r was constructed from the t t statistic constructed from the regression of y t onto y t21 and (1, t) using the sample t 5 2, . . ., T. The sample residual variance from this regression was used as the estimator of d(1) 2 in the construction of the confidence intervals for b. Since the Prais-Winsten estimator is defined for 0r0 # 1, we restricted the upper limit of the confidence interval to r 5 1. For comparability, this restriction was also used in the b OLS and b FD confidence intervals. Finally, since the bounds are essentially tight for c 5 0, we did not attempt to form tighter bounds by increasing a 1 and a 2 as suggested above.
While the coverage rates are close to their nominal levels for c 5 0, they are conservative when c , 0. This occurs because of the sharp increase in the variance of b PW for small c. For example, when the true value of c 5 25, then c 5 0 is often in the confidence set C 0 , the variance of the 14 When c 5 0 the distribution of t t is invariant to k. This is not strictly true for other values of c, but the distribution changes very little. For example, when c 5 21.0 the 97.5 percentiles for t t are 23.72, 23.70, 23.70, and 23.70 when k 5 0.0, 0.5, 1.0, and 10.0, respectively. The corresponding percentiles are 23.89, 23.84, and 23.84 for c 5 25. 0; 24.20, 24.20, 24.20, and 24.20 for c 5 210.0; and 24.52, 24.54, 24 .54, and 24.54 for c 5 220.0. These percentiles are based on 5000 simulations with T 5 500. estimators is much larger when c 5 0 than when c 5 25, and this leads to a wide confidence interval for b. Table 4 shows estimated annual growth rates of real GDP per capita for 128 countries over the postwar period. The data are annual observations from the Penn World Table   ( version 5.5) described in Summers and Heston (1991) (series RGDPCH). The data set contains 150 countries, and we limited our analysis to those 128 countries with 20 or more annual observations. Since the logarithm of per-capita GDP for many of the countries is reasonably modeled by equations (1) and (2), this data set seems well suited for the methods developed above. (Of course, caution should be Notes: Column labeled ID shows the country ID from the Penn World tables. Estimators b OLS, b FD, b FCO, b PW are described in the text; ĉ is an estimate of the local-to-unity parameter, constructed as T(r 2 1); t t is the augmented Dickey-Fuller t-statistic; bmin and bmax are the end points of the 95% confidence interval for b constructed using the Prais-Winsten estimator, as described in the text.
IV. Economic Growth Rates for Postwar Period
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DETERMINISTIC TRENDS IN THE PRESENCE OF SERIALLY CORRELATED ERRORS exercised in using the estimates for any specific country, since some countries experienced growth far different from that assumed in equations (1) and (2).)
The first column of the table shows the country identification number from the Penn World tables, and the next column shows the country name. Columns 4-7 present four estimates of average trend growth (b OLS , b FD , b FCO , and b FPW , respectively); column 8 shows the estimate of c used to construct the feasible GLS estimates (ĉ); column 9 shows the Dickey-Fuller unit-root test statistic (t t ) used to construct a confidence interval for c, and columns 10 and 11 present lower and upper limits of the approximated 95% confidence interval for b constructed from the b PW (b min and b max , respectively). The Prais-Winsten estimator used min(1, r T ) as an estimator of r. The estimate ĉ and the t t statistic were calculated from the regression of Dy t onto y t21 , p lags of Dy t and (1, t), where p was chosen by BIC. The point estimates from this regression were used to estimate d(1).
We highlight five features of the results. First, for the majority of the countries, the different estimators give similar results. For example, for the Congo (country 12) the estimates range from 2.8% (b FD ) to 3.4% (b FCO ). Second, while the b FCO estimates are usually similar to the other estimates, they occasionally deviate substantially. For example, the estimates for Brazil (country 74) constructed from b OLS , b FD , and b FPW range from 2.8% to 3.5%, while the estimate constructed from b FCO is 265%. Indeed for 9 of the 128 countries, b FCO differs from b OLS by more than 5 percentage points. Third, while the differences in the other three estimators are much smaller, these differences can be quantitatively important. For example, b OLS and b FD differ by more than 1% in 5 cases and by more than 1 2 % in 35 cases. Fourth, the confidence intervals are often wide and include negative values for b. This results from three factors: a small sample size, a large error variance, and a high degree of persistence in the annual growth rates. For example, the approximate 95% confidence interval for Algeria (country 1) is 21.14 # b # 4.06. For Algeria, the Dickey-Fuller t-statistic is 0.297, which implies that c 5 0 (i.e., r 5 1) is contained in the 97.5% confidence interval for c. Thus for this value of c, b PW corresponds to the first-difference estimator. The mean growth rate for Algeria over the sample period is 1.46% (5b FD ), and this is the center of the confidence interval. The standard deviation of the annual growth rates is 7.2%; thus if the annual growth rates were serially uncorrelated, the standard deviation of the sample mean (5b FD 5 b PW ) would be 1.31% (57.2%/OE30). For Algeria, the growth rates are slightly negatively correlated and the estimated standard deviation of b PW used to construct the confidence interval is 1.18%.
Finally, a few of the confidence intervals are quite narrow. For example, the estimated confidence interval for the United Kingdom (series 140) is 2.08 # b # 2.43. This series is less persistent than most of the others, and the Dickey-Fuller t-statistic is 24.63. This leads to a confidence interval for c with an upper limit of c 5 216.8 (corresponding to r 5 0.59). Estimates of b are much more precise when c 5 216.8 than when c 5 0. Indeed the ratio of the asymptotic standard deviation for b PW for c 5 216.8 and c 5 0 is 0.17, which approximately corresponds to the difference between the widths of the confidence intervals for b for the United Kingdom and the United States (country 71).
V. Concluding Remarks
In this paper we study the problems of estimation and inference in the linear trend model. While the structure of the model is very simple, serial correlation in the errors can make efficient estimation and inference difficult. Asymptotic results are presented for I(0) and local-to-unity I(1) error processes, with the latter being the most relevant for econometric applications. The asymptotic distribution of the estimators is shown to depend on two important parameters:
(1) the local-to-unity parameter that measures the persistence in the errors and (2) a parameter that governs the variance of the initial error term.
Three conclusions emerge from our analysis. First, the Cochrane-Orcutt estimator is dominated by the other feasible estimators and should not be used. When the data are highly serially correlated (i.e., the local-to-unity parameter is close to zero), the distribution of the Cochrane-Orcutt estimator has very thick tails, and large outliers are common. Second, the feasible Prais-Winsten estimator is the most robust across the parameters governing persistence and initial variance. This is the preferred estimator unless the researcher has sharp a priori knowledge about these parameters. Finally, inference that ignores uncertainty about r or the variance in the initial error term can be seriously flawed, leading to large biases in confidence intervals for trend growth rates. It is not clear how to optimally account for uncertainty in these parameters, but conservative confidence intervals and tests are easily constructed.
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Thus A 1 5 144d(1) 2 e 0 1 b(s) 2 ds A 2 5 144d(1) 2 S c (k) 3 e 0 1 1 s 2 1 2 2 e sc ds 4 2 .
The first term in R 1 is A 1 after simplification, and the second term is A 2 .
Proof of (b):
T 1/2 (b FD 2 b) 5 T 21/2 u T 2 T 21/2 u 1 5 T 21/2 ũ T 2 T 21/2 u 1 (1 2 r T T21 )
, N (0, d(1) 2 [S c (1) 1 (1 2 e c ) 2 S c (k)]).
Proof of (c):
This GLS estimator is constructed by OLS applied to an equation of the form y t 5 x8 t d 1 e t , where d 5 (a b)8, x 1 5 (s u 1 21 s u 1 21 )8, x t 5 [(1 2 r T ) t 2 r T (t 2 1)]8 for t 5 2, . . . , T. Let Q 5 Sx t x8 t and r 5 Sx t e t , with elements q ij and r i for i, j 5 1, 2. Then (b GLS 2 b) 5 (q 11 q 22 2 q 12 2 ) 21 (q 11 r 2 2 q 12 r 1 ). The various parts of the theorem will be proved by evaluating the relevant expressions for q ij and r i .
Specifically, q 11 5 s u 1 22 1 (T 2 1)(1 2 r T ) 2 q 12 5 s u 1 22 1 (T 2 1)r T (1 2 r T ) 1 (1 2 r T ) 2 o We consider the cases with k 5 0 and k . 0 in turn. k 5 0: By direct calculation,
