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Chapitre 1Introdution
1.1 Méthodes formellesL'évolution tehnologique a onduit au développement de systèmes informatiquesomplexes, dont l'impat soio-éonomique est devenu très fort, dans la mesure où ilsoupent des plaes de plus en plus stratégiques au sein des organisations. De telssystèmes intègrent de nombreux omposants logiiels et matériels et interagissent ave desenvironnements omplexes. Ces systèmes sont devenus ritiques tant par les onséquenesde leur utilisation que par la omplexité de leur développement et de leur évolution.Une lasse importante des systèmes ritiques est elle des systèmes réatifs, systèmesinteragissant de façon ontinue ave un environnement.Les méthodes formelles fournissent un adre mathématique permettant de dérirede manière préise et strite les systèmes et les programmes onçus. Elles ont prouvéleur eaité dans la validation des systèmes. Les exemples de leur utilisation ne sontpas restreints. Les domaines du suès de leur appliation inluent l'industrie automobile[129, 101℄, l'industrie aérospatiale [51, 53℄ et bien d'autres domaines. Parmi les méthodesformelles, nous pouvons iter :- La vériation. Il s'agit d'une proédure automatique qui permet de tester algo-rithmiquement si un modèle donné, le système lui-même ou une abstration du système,satisfait une spéiation logique, généralement formulée en termes de logique temporelle[50, 139, 34℄.- La preuve. À partir d'un système et d'une propriété exprimée dans un langage despéiation, elle permet de prouver, en utilisant des règles de dédution omme pourprouver un théorème mathématique, la validité de la propriété [74, 128℄.- La génération de as de test. Les tehniques de génération des séquenes de test1
2 Chapitre 1. Introdutiononsistent à extraire, à partir d'une spéiation formelle du système sous test et unritère de séletion, un ensemble de sénaris à appliquer sur le système réel en vue de savalidation [143, 41℄.La preuve ainsi que la vériation ne visent pas à ertier n'importe quel systèmeou programme. Elles s'appliquent à des modèles et non à des systèmes réels. Ces modèlesne permettent pas toujours de représenter tous les systèmes réels. La raison est que esderniers dépendent, en général, d'un environnement non ontrlable alors que les modèlesde es systèmes ne peuvent reéter qu'une partie du omportement de et environnement.Le test des systèmes réels vient ompléter es méthodes : il permet de mettre en onditionsréelles les systèmes 1.1.2 Développement d'un systèmeComme toute ativité de fabriation, le développement d'un logiiel requiert plusieursphases : la oneptualisation, la réalisation puis elle où l'on s'assure que le produit nalorrespond aux exigenes. Le génie logiiel est l'ensemble des méthodes mises en oeuvrepour le développement d'un logiiel ; il omprend en outre les mesures prises au ours duyle de développement d'un logiiel pour garantir sa qualité. Ce yle déoupe le dévelop-pement en diérentes phases lés, généralement suessives, qui s'appuient haune sur lerésultat de la phase préédente. Il est onstitué des phases suivantes :1. Analyse des besoins.Une spéiation informelle des besoins, des exigenes et des fontionnalités du logi-iel est rédigée : 'est le ahier des harges établi au début du proessus de dévelop-pement.2. Modélisation.Cette phase onsiste à modéliser le système, i.e. onstruire un objet dans un adreformel bien déni qui reproduit aussi dèlement que possible le omportement dusystème réel (le ahier des harges), pour obtenir e qu'on appelle la spéiation. Lehoix du formalisme dépend des exigenes du système réel et du niveau d'abstrationet de détail que l'on souhaite faire apparaître.3. Vériation du modèle.Une étape préliminaire de la vériation onsiste à modéliser la propriété à vérierdans un langage de spéiation. La vériation onsiste alors à vérier que le modèleonstruit pour le système réel vérie la propriété exprimée dans le langage préité.Pour pouvoir réaliser ela, il est bien entendu néessaire de disposer d'algorithmes devériation qui parourent exhaustivement le modèle du système.4. Implantation.Dans ette phase, le système réel est développé sous forme de ode exéutable. La1Ce qui n'est pas le as ave la vériation et la preuve automatique qui interviennent sur les modèles.
1.3. Systèmes temporisés 3génération du ode est basée sur la spéiation et peut être automatique.5. Test.Il onsiste à soumettre l'implantation du système à une série d'épreuves pour s'as-surer de sa validité. C'est la seule phase où le système est mis en onditions réelles.Contrairement à la vériation qui s'intéresse aux propriétés du modèle du système,le test vise à analyser les propriétés du système réel. Diérents types de test existent.Le hoix d'un type dépend de la validation que l'on souhaite eetuer.Les méthodes formelles s'appliquent en partiulier dans les phases de vériation et de test.Le shéma général de la vériation (resp. du test) est donné dans la Fig.1 (resp. Fig.2).
Monde formel
Monde informel Système réel Propriétévérie-t-il
ϕVériation(Oui/Non)Fig. 1: Vériation.Étant données une spéiation formelle S et une propriété ϕ du système réel, les algo-rithmes de vériation répondent oui dans la as où S vérie ϕ et en général donnentune (ou plusieurs) trae d'exéution orrete 2. Dans le as ontraire, ils génèrent une traed'exéution inorrete.Dans le as du test, un algorithme de génération est déni en tenant ompte d'une ouplusieurs propriétés du système. Une propriété peut être la ouverture de ertains états outransitions de la spéiation ou enore un omportement partiulier du système. Les asde test générés sont exéutés sur l'implantation réelle du système. Un verdit est assoiéà l'exéution d'un as de test. Le verdit Pass signie que l'implantation satisfait leomportement testé. Dans le as d'un verdit Fail, l'implantation est délarée erronée.Dans e doument, nous nous onentrons sur l'étude des méthodesformelles pour la phase du test en partiulier et pour une partie de laphase de vériation1.3 Systèmes temporisésL'analyse formelle des systèmes onsidère plusieurs aspets :2Le as d'une propriété d'aessibilité.










(Pass/Fail)Fig. 2: Test.1. Contrle. L'aspet de base de la onstrution d'un système est l'obtention d'un uxde ontrle, i.e. une dépendane ausale onvenable entre les événements. L'ordretemporel du déroulement des événements est un élément ruial pour l'exatituded'un système. Par exemple, il est évident qu'un onsommateur ne peut pas utiliserun produit si e dernier n'a pas été produit auparavant. L'aspet ontrle est essentieldans l'analyse d'un système et ne peut être négligé.2. Données. De nombreux systèmes sont fortement basés sur la manipulation des don-nées. Les données interviennent sur le ux de ontrle pour es systèmes. Un systèmede gestion d'une base de données est un exemple de tels systèmes. Pour d'autre sys-tèmes, omme 'est le as pour la plupart des protooles, ette dépendane est moinsruiale et les données peuvent être abstraites dans l'analyse formelle.3. Temps. Un système temporisé est un système ontraint par des besoins portants surles ourrenes des événements par rapport au temps (réel). Ces onditions tempo-relles peuvent représenter les performanes aeptables du système ou les délais quidoivent être respetés.Dans e doument, nous étudions et développons des formalismespour l'analyse des systèmes dans lesquels le temps est un fateurritique et important.Le adre formel adopté dans e doument, pour les systèmes temporisés, se ompose deséléments suivants :
1.4. Approhes et ontributions de ette thèse 5Sémantique du modèle : temps ontinu (dense)Nous onsidérons des systèmes qui évoluent ontinuellement dans le temps, ainsi ledomaine du temps est l'ensemble des réels positifs. En dehors des propriétés qualitativesrenseignant sur l'ordre relatif des événements (i.e. l'événement a se produit avant l'événe-ment b), e modèle peut aussi exprimer des propriétés quantitatives du temps, renseignantsur les délais entre les ourrenes des événements (i.e. a se produit 4 unités de temps avant
b). Les délais peuvent être exats, bornés ou non-bornés. Le modèle doit être indépendantdes unités du temps ou des granulations utilisées.Langage de desription des systèmes : automates temporisésNous dérirons un système temporisé en utilisant les automates temporisés (TA) d'Alur-Dill [4℄, qui sont des automates nis munis d'un ensemble ni d'horloges à valeurs réelles.Un TA alterne entre deux modes d'exéutions : le passage du temps dans les états et laréalisation des transitions disrètes (hangement d'état).1.4 Approhes et ontributions de ette thèseLes travaux que nous présentons portent sur la modélisation, l'analyse et le test dessystèmes ommuniants. Ces travaux peuvent être divisés en quatre parties.1.4.1 Modélisation des systèmes ommuniantsL'utilisation des automates omme modèle et adre théorique pour dérire les systèmesommuniants a l'avantage d'orir des failités de dénition d'algorithmes appliablesdans un outil de validation. Cependant, les modèles existants basés sur les automatesprésentent deux limitations au niveau de la desription des aspets de ontrle et dedonnées. Pour l'aspet ontrle, la majorité des modèles existants ne permet que lamodélisation des ommuniations binaires ou sur des ensembles d'événements ommuns.Pour l'aspet données, une modélisation du partage des ressoures entre proessus estrequise. Il est lair que les algèbres de proessus se présentent omme un bon modèle,très expressif. Cependant, l'utilisation des algèbres de proessus présente une diulté dedénition d'algorithmes appliables dans un outil de validation.Nous introduisons le modèle CS omme un modèle de desription des systèmesommuniants. Une desription dans le modèle CS onsidère deux aspets des systèmesommuniants : les ux (ontrle, données et temps) propres aux entités du système etles ux (ontrle et données) partagés entre les entités. La modélisation des ux propresaux entités est basée sur les automates. Le ux de données partagé est modélisé par desvariables et des paramètres. Le ux de ontrle partagé est modélisé par une topologie
6 Chapitre 1. Introdutionde ommuniant qui expliite les diérentes ommuniations possibles dans un état dusystème. La séparation entre les ux propres et les ux partagés d'une part et unesémantique en automate d'autre part, prourent au modèle CS l'aspet graphique desautomates et l'aspet hiérarhique des algèbres de proessus.
1.4.2 Analyse des systèmes temporisésUn diagnosti temporisé est une trae du système ontenant des informations surles hangements disrets du système et les délais exats entre deux transitions disrètes.La vériation des automates temporisés est réalisée à travers l'exploration d'espaesd'états abstraits. Les diagnostis qui peuvent être générés diretement à partir d'une telleexploration sont aussi abstraits. En partiulier, de tels diagnostis manquent souventd'information sur le temps, e qui peut être ruial dans la ompréhension des raisons desatisfation ou de non satisfation d'une propriété. Nous examinons les deux problèmessuivants : l'extration des diagnostis temporisés d'un hemin temporisé et la vériationde l'inlusion des traes entre deux hemins temporisés.Extration des diagnostis temporisés. Nous introduisons deux approhes pourextraire des diagnostis temporisés. La première approhe est basée sur le polyèdre desontraintes assoié à un hemin. La deuxième approhe onsidère un alul symbolique.Pour les deux approhes, nous montrons omment extraire des diagnostis temporisés. Deplus, nous identions des diagnostis temporisés dits de bornes maximales et minimales.L'intérêt de es derniers est qu'ils donnent une représentation nie de l'espae des traesd'un hemin temporisé. Leur nombre varient entre 1 et 2 × (n + 1) diagnostis pour unhemin de longueur n.Vériation d'inlusion des traes. Le problème d'inlusion des traes onsi-dère deux hemins temporisés ρ et ρ′ de taille n tels que ρ est onnu (les diérentesontraintes et mises à jour de ses transitions sont données) et ρ′ n'est pas onnu maisseulement ses traes temporisés de taille n (TTrace(ρ′, n)) sont onnues. La problé-matique onsiste à donner les onditions néessaires et susantes pour montrer que
TTrace(ρ, n) ⊆ TTrace(ρ′, n). Ce problème trouve une appliation intéressante dans ledomaine du test boîte noire. En eet, pour une implantation I d'une spéiation S,vérier que les omportements de S ont été bien implémentés par I onsiste à vérier queles traes de S sont inluses dans elles de I. Nous établirons les onditions néessaireset susantes, basées sur les diagnostis temporisés de bornes, pour montrer ette inlusion.À notre onnaissane, les diagnostis de bornes et le problème d'inlusion des traes sontdes résultats originaux.
1.4. Approhes et ontributions de ette thèse 71.4.3 Test des systèmes ommuniantsDurant la dernière déennie, plusieurs reherhes ont été menées dans le domaine dutest et ont donné diérentes méthodes basées sur diérents modèles formels et diérentesappliations possibles. Toutes es méthodes génèrent ave suès des as de test, mais laplupart d'entre elles ne reposent pas sur des adres formels bien dénis et sourent del'explosion du nombre des as de test générés.Test de onformité. Le test de onformité ompare les omportements de l'im-plantation aux omportements de la spéiation. Le problème majeur à résoudre dansle as des systèmes temporisés est l'explosion ombinatoire des nombres de as de testgénérés due au aratère dense du temps. Nous proposons un adre formel pour le testde onformité des systèmes temporisés. Ce adre englobe une dénition de la onformitéainsi que des méthodes de génération de as de test. Pour la dénition, nous proposonsune extension temporisée de la relation de onformité ioco de Tretmans [144℄. Pour lesméthodes de génération, elle repose sur l'utilisation de l'automate de simulation introduitpar Tripakis [145℄ et l'appliation des résultats du problème d'inlusion des traes. En eet,les tests générés, que e soit pour un testeur digital ou analogique, ne sont pas arbitrairesmais orrespondent aux diagnostis temporisés de bornes. Ainsi, notre approhe ne sourepas de l'explosion ombinatoire du nombre de as de test générés tout en ouvrant l'espaedes états aessibles.Test d'interopérabilité. Ce type de test onsidère plusieurs entités ommuniantes etvise à tester leur aptitude à interagir et à éhanger l'information en vue de rendre desservies attendus. D'une part, nous formalisons la notion d'interopérabilité par le biaisd'une relation d'interopérabilité reliant les diérentes entités à leurs implantations etparamétrée par les interfaes aessibles des implantations. D'autre part, nous montronsomment utiliser des outils de génération des as de test de onformité pour dériver desas de test d'interopérabilité. L'intérêt de notre approhe réside dans le fait que le systèmeglobal n'est pas onstruit. La dérivation se porte uniquement sur les entités du système.Modélisation uniforme du test. Selon la omposition d'un système, l'aessibilité deses omposantes et les propriétés attendues de e dernier, plusieurs types (onformité,interopérabilité, · · · ), approhes (ative et passive) et arhitetures (boîte blanhe, noire,
· · · ) de test peuvent être dénies. Nous montrons qu'il est possible d'appréhender lesdiérents types, approhes et arhitetures du test au sein du même modèle et ave lamême méthodologie. En d'autre termes, nous proposons une modélisation uniforme dees diérents aspets du test. Cette modélisation est basée d'une part, sur le modèledes systèmes ommuniants (CS) et d'autre part, sur la méthodologie des algorithmesgénériques de génération (GGA). Nous montrerons que le modèle CS est un modèlegénérique pour le test dans le sens qu' (i) il ore des méanismes pour modéliser diérentstypes de ommuniations et d'arhitetures de test et (ii) il permet l'appliation du mêmealgorithme générique de génération pour diérents types et approhes de test. L'intérêt
8 Chapitre 1. Introdutionmajeur de ette modélisation est la possibilité de réalisation d'outils de génération detest supportant diérents types et approhes du test. Ainsi, ave le même outil, il estpossible 1) de modéliser diérentes arhitetures de test, 2) de générer des as de testde onformité, d'interopérabilité, et, et 3) de vérier l'appartenane d'une trae (del'implantation) à la spéiation (approhe passive de test). Comme onséquene dee résultat, nous introduisons le onept du test ouvert qui onsiste à vérier que desimplantations satisfassent les spéiations selon une propriété P .1.4.4 Outils et étude de asOutils TGSE. Les résultats présentés dans e de doument ont été implémentésdans l'outil TGSE (Génération de Test, Simulation et Émulation). TGSE représente laontribution pratique de ette thèse. TGSE est un ensemble d'outils qui permettent degénérer des as de test pour les systèmes temporisés paramétrés, de simuler l'exéutiond'un as de test sur une implantation et un émulateur (qui joue aussi le rle de générateurautomatiquement le ode exéutable (en langage C)) qui permet d'exéuter les diérentesomposantes du système en parallèle. Dans sa version atuelle, TGSE supporte la généra-tion automatique des as de test (test atif) et la vériation de l'appartenane d'une traeà une spéiation donnée (test passif). Cei pour une ou plusieurs omposantes et dié-rentes arhitetures de test. TGSE a été inorporé dans la plate-forme Calife réalisée dansle adre des projets RNRT Calife et le projet RNTL Avérroes. Le but de ette plate-formeest de prourer une interfae unique pour une large gamme d'outils de vériation et de test.Protoole CSMA/CS. CSMA/CD est pris omme une étude de as dans e do-ument. D'une part, la modélisation de CSMA/CD fait intervenir des paramètres et deshorloges, aspets traités dans e doument et d'autre part, il présente un bon exemplepour tester la apaité et les performanes de l'outil TGSE.1.5 État de l'artL'état d'art présenté dans ette partie n'a pas la voation d'être exhaustif. Il se porte es-sentiellement sur les travaux relatifs aux diagnostis temporisés et sur le test de onformitépour les systèmes non temporisés. Les travaux qui s'approhent de nos axes de reherheferont l'objet d'une présentation plus détaillée dans les hapitres onernés.Diagnostis temporisésLe problème d'extration d'une exéution temporisée d'un hemin de longueur (nombrede transitions) n a été traité dans [6℄. Les auteurs proposent un algorithme eae pourgénérer l'exéution du umul temporel minimal. Tripakis [145℄ propose une extension dee problème par l'étude de la k-omplétude d'une valuation.
1.5. État de l'art 9Test de onformité non-temporiséLes méthodes formelles de génération de tests se déomposent en plusieurs familles. Lesdeux grandes familles que nous présentons ii ont une base ommune : elles partent de ladonnée d'une spéiation formelle du système.La première famille, la plus anienne, est elle des méthodes fondées sur les automates.Elle est issue des méthodes de test de iruits et des problèmes de reonnaissane de ma-hines. Il existe plusieurs méthodes basées sur le même prinipe et qui dièrent par lapartie identiation de l'état d'arrivée. Cette identiation s'eetue par une séquened'entrées/sorties qui doit permettre d'identier d'une façon ertaine l'état d'arrivée. Lamanière la plus simple d'identier l'état d'arrivée est de supposer l'existene d'une entréestatut à laquelle le système répond par son état ourant. C'est l'hypothèse faite pour laméthode dite de tour de transition (TT) [113℄. La deuxième méthode appelée séquenede distintion (DS) [64℄ suppose l'existene d'une séquene d'entrée DS apable de dié-renier toute paire d'états. La troisième méthode appelée entrée/sortie unique (UIO pourUnique Input Output) suppose que pour haque état, il existe une séquene d'entrées UIO[131, 98, 99℄ qui la diérenie de tout autre état. Finalement, la méthode appelée W [47℄fait l'hypothèse que toute paire d'états peut être diéreniée par une séquene W. DS etUIO sont très prohes. Pour une omparaison des tailles des séquenes générées par esméthodes, ainsi que d'autres méthodes omme la méthode H, se référer à [153℄.La deuxième famille est fondée sur les systèmes de transitions. On distingue ii deuxgrandes approhes. La première approhe est basée sur les LTSs. Brinksma [40℄ introduitla relation de onformité onf qui limite l'observation aux traes de la spéiation pluttque de onsidérer toutes les traes observables possibles. Il en résulte la notion du testeuranonique, onstruit à partir de la spéiation du système. Ce dernier, omposé ave laspéiation, permet de tester exhaustivement la relation onf. La deuxième approheest basée sur la distintion entre les entrées et les sorties dans le modèle [144, 123, 57, 84℄.Quelques outils de vériation et de testHyTeh [69℄. L'outil HyTeh (Hybrid Tehnology) a été développé à l'université de Ber-keley par Tom Henziger, Pei-Hsin Ho et Howard Wong-Toi. Cet outil vise à vérier desréseaux d'automates hybrides très généraux. Il permet même d'analyser des systèmes pa-ramétrés. Il vérie prinipalement des propriétés d'aessibilité et de sûreté.Uppaal [96℄. L'outil Uppaal a été développé onjointement par l'université d'Aalborg auDanemark et l'université d'Uppsala en Suède. Les prinipales personnes ayant partiipéà son développement sont Wang Yi, Kim G. Larsen, Paul Pettersson, Johan Bengtsson,Gerd Behrmann et Kâre I. Kristoersen. Il permet de vérier des réseaux d'automates tem-porisés ave des variables entières bornées, ations urgentes, et. Il vérie prinipalementdes propriétés d'aessibilité et de vivaité ou d'états bloquants. La logique utilisée est un
10 Chapitre 1. Introdutionfragment de TCTL. L'algorithme implémenté est essentiellement un algorithme d'analyseen avant. Uppaal possède une interfae graphique qui permet la saisie du système (desautomates) et son exéution d'une façon interative. Notons nalement qu'il est possiblede générer des as de test en utilisant Uppaal [70, 63℄.Kronos [156℄. L'outil Kronos a été développé au laboratoire Vérimag à Grenoble prin-ipalement par Sergio Yovine, Alfredo Olivero, Conrado Daws et Stravros Tripakis. Cetoutil vise à vérier des réseaux d'automates temporisés. Il vérie prinipalement des pro-priétés énonées dans la logique TCTL. Plusieurs algorithmes sont implémentés : l'analyseen avant et l'analyse en arrière.CMC [93℄. L'outil CMC (Compositional Model-Cheking) a été développé au LaboratoireSpéiation et Vériation à l'ENS de Cahan par François Laroussinie. Cet outil vise àvérier des réseaux d'automates temporisés. Il utilise omme langage de spéiation lalogique TCTL.IF [37℄. L'outil IF (Interhange Format) a été développé au laboratoire Vérimag à Gre-noble prinipalement par Jean-Claude Fernandez, Laurent Mounier, Marius Bozga, LuianGhirvu, Susanne Graf et Jean-Pierre Krimm. IF est tout d'abord un langage de modélisa-tion des systèmes temps-réel asynhrones. Il est devenu le lien d'un ensemble d'outils devalidation, désormais appelé IF validation environment. L'environnement de validation IFse déoupe en trois niveaux de représentation de programme : le niveau spéiation (SDL,OBJECTGEODE,· · · ), le niveau intermédiaire IF (SDL2IF, simulation, · · · ) et enn le ni-veau du modèle de sémantique LTS (CADP, LTS, vériation, · · · ). Signalons nalementque les outils de test TTG [92℄ (Timed Test Generation) et TGV [57℄ (Test Generationusing Veriation tehniques) sont onnetés à l'environnement de validation IF.TGV [57℄. L'outil TGV (Test Generation using Veriation tehniques) a été développéonjointement par le laboratoire Vérimag à Grenoble et le laboratoire Irisa à Rennes. Lesprinipales personnes ayant partiipé à son développement sont Jean-Claude Fernandez,Claude Jard, Thierry Jéron et César Viho. La génération de tests en TGV est orientéeobjetif de test, i.e. on herhe à générer des as de test pour un omportement donnéde la spéiation exprimée en SDL. TGV utilise l'outil ommerial GEODE (VERILOG)pour générer un graphe (à états nis) de omportement et l'outil Aldebaran de la boîte-à-outils CADP [56℄ pour minimiser le graphe ainsi obtenu. La génération des arbres de testsen TGV est basée sur un produit synhrone omme dans l'algèbre des proessus CCS.Durant le parours du produit synhrone, plusieurs aluls sont eetués. L'algorithmealule la onsistane entre la spéiation et l'objetif de test (au ours d'une phase dedesente). Un squelette est synthétisé durant la phase de remontée du graphe. Ce grapheontient des séquenes du produit synhrone menant à un état d'aeptation de l'automate.
1.6. Organisation de e doument 11Les transitions du squelette généré sont alors déorées ave le verdit. Finalement, TGVteste la relation de onformité ioo de Tretmans [144℄.TorX [15℄. L'outil TorX a été développé à l'université de Twente. Les prinipales per-sonnes ayant partiipé à son développement sont Ed. Brinksma et Jan Tretmans. TorX estbasé sur la même théorie du test que TGV : modèles similaires et même relation de onfor-mité. L'algorithme de génération est diérent puisqu'au lieu d'utiliser des objetifs de testpour la séletion des as de test, TorX fait un tirage aléatoire sur les entrées de la spéia-tion ou demande à l'utilisateur d'en hoisir une. D'une part, ette génération simultanée apour onséquene que TorX ne parourt qu'une séquene d'ations observables de la spéi-ation sans avoir besoin de mémoriser les états. D'autre part, pour haque système testé,il est néessaire de développer une ouhe d'adaptation spéique pour passer du niveaudes tests abstraits aux tests exéutables. Une version de de TorX a été développée dansl'outil SPIN pour des spéiations Promela.1.6 Organisation de e doumentCe doument est organisé en six parties.La première partie présente le fond de e doument. Le hapitre 2 introduit les grapheset les polyèdres, utilisés le long de e doument. Dans le hapitre 3, nous présentonsquelques formalismes de desription des systèmes sans ontraintes temporelles, spéiale-ment les systèmes de transitions étiquetés. Dans le hapitre 4, le modèle des automatestemporisés est présenté ainsi que d'autres formalismes onnexes.La deuxième partie représente la partie modélisation de e doument. Le hapitre 5introduit notre modèle CS ainsi que trois exemples de desription dans CS : produteur-onsommateur, exlusion mutuelle et le protoole CSMA/CD.La troisième partie onstitue la partie analyse de e doument et orrespond au orpsthéorique relatif au test des systèmes temporisés. Dans le hapitre 6, nous introduisonsquelques propriétés des polyèdres par le biais des graphes. Le hapitre 7 étudie le problèmed'extration des diagnostis temporisés ainsi que la vériation d'inlusion des traes dedeux hemins temporisés.La quatrième partie de e doument dresse le problème de génération des tests. Lehapitre 8 est une introdution au test. Le adre formel, omprenant la dénition de l'in-teropérabilité et la génération des as de test d'interopérabilité, est présenté dans le hapitre9. Basé sur les résultats du hapitre 7, le hapitre 10 présente un adre formel relatif autest de onformité des systèmes temporisés. Dans le hapitre 11, la modélisation uniformedes diérents types, approhes et arhitetures de test est présentée. Cette modélisationest basée, d'une part sur la formalisation d'un ritère de ouverture sous forme de olo-riage et d'autre part sur la méthodologie des algorithmes génériques de génération. Commeonlusion de hapitre, nous introduisons le onept du test ouvert.
12 Chapitre 1. IntrodutionLa inquième partie introduit les ontributions pratiques de e doument. Le hapitre11 est une implantation des approhes présentées dans la deuxième et la troisième parties.Le hapitre 12 introduit l'outil TGSE développé au ours de ette thèse ainsi que l'étudede as CSMA/CD.Finalement, la dernière partie est onsarée à la onlusion et les perspetives.Conernant la lisibilité de e doument, haque partie dépend de la partie I. Le hapitre10 dépend aussi du hapitre 7. Au delà de es dépendanes, haque hapitre est supposé(espérons le) auto-dépendant. Un environnement spéial est utilisé pour les dénitions etles mots, symboles et opérateurs lés apparaissent en italique lors de leur dénition etpeuvent être retrouvés dans l'index.1.7 Cadre de ette thèseCette thèse s'insrit dans le adre du projet RNTL Avérroes et du projet européenMarie Curie RTN TAROT (MCRTN 505121).
Première partieFormalismes
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15IntrodutionProbablement, la façon la plus simple de dérire le omportement d'un système onsisteà le représenter par un automate. Un automate est un graphe ontenant des noeuds et desars étiquetés. Un noeud représente un état possible du système et un ar (ou transition)l'ativité liant deux noeuds : l'un est l'état avant l'exéution de l'ation et l'autre estl'état atteint après l'ation. Les automates ont été étendus de plusieurs façons et utiliséspour diérents buts. La sémantique de plusieurs langages de spéiation est donnée enterme d'automates. L'utilisation des automates proure un adre mathématique solide,éliminant toute onfusion ou ambiguïté pour la validation des systèmes. Bien que les auto-mates orent une représentation graphique agréable pour la desription des systèmes, ettereprésentation s'avère inexploitable pour des systèmes omplexes inluant des desriptionslarges et détaillées.Pour les systèmes omplexes, il est ruial de disposer d'une approhe struturelle etd'une méthodologie systématique qui permettent la onstrution de grands systèmes àpartir de la omposition de systèmes de tailles réduites. Les algèbres de proessus ontété onçues pour une spéiation hiérarhique des systèmes. Une algèbre de proessus estune algèbre au sens mathématique qui vise la desription des proessus. Chaque élémentd'une algèbre de proessus représente un omportement du système de la même façonqu'un automate le fait. De plus, elle proure des opérations qui permettent la ompositiondes systèmes dans le but de onstruire un système plus omplexe. A l'exemple de haquealgèbre, une algèbre de proessus satisfait des axiomes et des lois, e qui permet d'unepart, la ompréhension des onepts introduits par l'algèbre et d'autre part, l'analyse dessystèmes d'une façon mathématique.Au-delà des programmes séquentiels qui prennent des données en entrée et fournissentdes résultats en sortie, beauoup de systèmes informatiques sont parallèles, i.e. omposésde plusieurs proessus qui s'exéutent simultanément et s'éhangent des informations. Leparallélisme est dit synhrone lorsque le système possède une horloge globale qui, à inter-valles réguliers, pilote l'exéution des proessus. Dans le as ontraire, le parallélisme estdit asynhrone : haque proessus est libre d'évoluer à son propre rythme, mais doit sesynhroniser ave d'autres proessus lorsqu'il veut aéder à des ressoures partagées, and'assurer une ohérene globale. L'étude du parallélisme asynhrone trouve de nombreuseset importantes appliations dans les domaines du logiiel, du matériel et des téléommu-niations. En règle générale, les systèmes asynhrones sont plus diiles à onevoir et àmettre au point que les systèmes séquentiels ou synhrones. En eet, l'amélioration onti-nue des méthodologies et des langages de programmation permet aujourd'hui de onstruiredes systèmes séquentiels omplexes à peu près orrets. Le niveau de orretion atteint estessentiellement déterminé par un problème de oût et d'expertise grâe notamment à desonepts informatiques tels que le typage, la programmation struturée, les modules, les ob-jets, l'analyse statique, les preuves formelles, et. De même, pour les systèmes synhrones,l'apport des langages dédiés [66℄ et des outils pour la génération de ode et la vériationpermet de répondre aux exigenes de séurité pour des appliations ritiques. En revanhe,
16la situation des systèmes asynhrones est beauoup moins avanée, ei pour plusieursraisons : Les systèmes asynhrones sont intrinsèquement indéterministes, i.e. qu'une exéutiondonnée peut ne pas être prédiable ni reprodutible, d'où des diultés pour la miseau point, la vériation et le test 3. Les systèmes asynhrones n'ont pas de propriétés évidentes de ompositionnalité, i.e.qu'il n'est pas aisé de onstruire un système orret par assemblage de sous-systèmesplus simples et prouvés orrets.Selon Hubert Garavel [61℄, un formalisme d'avenir devrait satisfaire quatre ritères essen-tiels : Expressivité. Le formalisme doit permettre de modéliser simplement, sans ontorsionsinutiles, les aratéristiques essentielles des systèmes asynhrones. Universalité. Le formalisme doit être utilisable dans tous les domaines d'ativité oùintervient le parallélisme asynhrone (logiiel, matériel, téléommuniations) et nepas être étroitement dépendant d'un domaine partiulier (omme ESTELLE [80℄ etSDL [82℄ l'ont été pour les téléommuniations). Exéutabilité. Le formalisme doit avoir un aratère exéutable an que les modéli-sations des systèmes asynhrones ne servent pas seulement de doumentation, maispuissent être traitées par des outils de simulation (pour eetuer la mise au point), deprototypage rapide (pour produire du ode exéutable) et de génération automatiquede tests. Vériabilité. Certains systèmes asynhrones sont susamment ritiques pour queleur orretion doive être garantie par des tehniques de vériation ou de preuve.Or elles-i ne peuvent être appliquées que sur des modélisations faites dans desformalismes dont la sémantique est rigoureusement dénie et possède de bonnes pro-priétés de ompositionnalité et d'abstration permettant de repousser les limites del'explosion d'états.MotivationsDepuis le milieu des années 70 (f [106, 125℄) jusqu'à nos jours, de nombreuses étudesthéoriques relatives à la modélisation ont été menées et de nombreux modèles ont étéproposés. Il est quasiment impossible de faire une étude portant sur l'ensemble des modèlesproposés. Le but de ette partie est plutt d'essayer de présenter les plus ourammentutilisés dans la vériation et le test 4. Rappelons que nous ne onsidérons que des modèlesayant un fondement mathématique et par onséquent une sémantique orrete. Le hoixd'un modèle dépend ensuite du type de système que l'on souhaite développer, les onditionsdans lesquelles e système est ensé évoluer et le mode de synhronisation onsidéré.3En général, une ombinatoire exponentielle limite fortement les possibilités de vériation et de testautomatisées.4Pour une omparaison des diérents modèles, se référer à [61, 36℄.
17OrganisationCette partie introdutive se ompose de trois hapitres. Le hapitre 2 fournit un en-semble de notations et de dénitions utilisées le long de e doument. Le hapitre 3 présentequelques modèles de desription dans le adre non-temporisé. Finalement, le hapitre 4 pré-sente essentiellement les modèles temporisés basés sur les automates.
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e doument, R dénote l'ensemble des réels,
Z l'ensemble des entiers relatifs et N l'ensemble des naturels. Pour un domaine T (R ou
Z), T≥0 dénote l'ensemble {x | x ≥ 0, x ∈ T}. Le symbole +∞ (resp. −∞) dénote l'innitépositive (resp. négative) telle que : pour tout t ∈ T, −∞ ≤ t ≤ +∞, t+(+∞) = (+∞)+t =
+∞ et t + (−∞) = (−∞) + t = −∞. T dénote T ∪ {+∞,−∞}.Si X et Y sont deux ensembles, les opérations d'intersetion, union, omplément, ladiérene d'ensembles et le produit artésien sont respetivement notées par X∩Y , X∪Y ,
X, X\Y et X ×Y . L'ensemble vide est noté ∅. L'inlusion et l'inlusion strite sont notéespar X ⊆ Y et X ⊂ Y . L'appartenane d'un élément x à X est notée par x ∈ X. Pour unordre donné sur X, min(X) et max(X) dénotent respetivement le plus petit et le plusgrand élément de X. 2X dénote l'ensemble des sous-ensembles de X. card(X) dénote laardinalité de X si X est ni.Les opérateurs logiques et, ou et non sont respetivement notés par ∧, ∨ et ¬.L'impliation et l'équivalene sont respetivement notées par ⇒ et ≡ et sont dénies de lafaçon habituelle. Finalement, le symbole = teste l'égalité de deux expressions et := aeteune valeur à une variable. 18
2.1. Graphes 192.1 GraphesDans ette setion, nous rappelons quelques notions fondamentales des graphes.2.1.1 Dénitions élémentairesDénition 1 Un graphe G est un ouple (N, E), où N est un ensemble ni d'éléments
{n1, n2, · · · , nk} appelés noeuds et E est un ensemble de paires d'éléments distints de N ,appelées arêtes. 2Dénition 2 Un graphe orienté G est un ouple (N, E), où N est un ensemble nid'éléments {n1, n2, · · · , nk} appelés noeuds et E est un ensemble de ouples d'élémentsdistints du produit artésien N × N , appelés ars. Le ouple (ni, nj) ∈ E, noté ni → nj,représente l'ar de soure ni et de destination nj. 2Soit G un graphe orienté. Nous dénissons les opérations suivantes : src : E 7→ N dénie par : src(ni → nj) = ni. dst : E 7→ N dénie par : dst(ni → nj) = nj . out : N 7→ 2E dénie par : out(ni) = {e ∈ E | src(e) = ni}. in : N 7→ 2E dénie par : in(ni) = {e ∈ E | dst(e) = ni}. − : E 7→ E dénie par : e = nj → ni ave e = ni → nj.
src() (resp. dst()) retourne la soure (resp. destination) d'un ar et out() (resp. in()) alulel'ensemble des ars de soure (resp. destination) un noeud donné. Finalement, pour un ar
e = ni → nj , e dénotera l'ar nj → ni appelé onjugué de e.Dénition 3 Un graphe G (orienté ou non) est étiqueté par l'alphabet L s'il existe unefontion d'étiquetage λG de E vers L. Dans e as, G est noté G = (N, L, E). 2Par abus de notation et lorsque G est orienté, nous utiliserons ni l−→ nj ∈ E pour dénoter
(ni, nj) ∈ E et λG((ni, nj)) = λG(ni → nj) = l. Lorsque l'ensemble L est égal à T, l estappelé le poids de l'ar ni → nj dans G. Dans e as, la fontion d'étiquetage λG est notée
wG. Les graphes onsidérés dans e doument sont tous orientés.L'ensemble des graphes orientés et étiquetés de noeuds N sur l'ensemble L est noté
−→
G (N, L). Un graphe de −→G(N, L) sera simplement dit étiqueté.
20 Chapitre 2. PréliminairesDénition 4 (Graphe omplet) Un graphe est omplet si pour toute paire de noeudsdistints {ni, nj}, les ars ni → nj et nj → ni existent. 2L'ensemble des graphes omplets et étiquetés sur L est noté −→G c(N, L) (−→G c(N, L) ⊆
−→
G (N, L)).Remarque 1 Remarquons que si G = (N, L, E) et G′ = (N, L, E ′) sont deux graphes de
−→
G c(N, L), alors G et G′ sont identiques s'ils sont vus omme de simples graphes, mais ilsdièrent sur les étiquettes des ars. 2Les graphes étiquetés onsidérés dans e doument sont dénis sur T.2.1.2 CheminUn hemin p (ni ou inni) est une séquene d'ars e1.e2 · · · en(· · · ) (les ei sont desars). Un hemin de longueur n est un hemin de n ars. p traverse le noeud nk s'il existe
i ∈ [1, n − 1] tel que dst(ei) = src(ei+1) = nk. Ainsi, un hemin de soure nk n'est pasforement un hemin qui traverse nk. Soit e un ar. Alors pathG(e) dénote l'ensemble deshemins dans G de soure src(e) et de destination dst(e). Un yle de raine nk est unhemin de nk à lui même. Un yle élémentaire est un yle qui ne visite auun noeuddeux fois à l'exeption du noeud raine. Le terme e-yle sera utilisé omme abréviation deyle élémentaire. Un 2-yle est e-yle qui passe exatement par deux noeuds distints(i.e. ni → nj → ni).Les fontions src(), dst() et wG() sont étendues aux hemins de la façon sui-vante : si p = e1.e2 · · · en est un hemin alors src(p) = src(e1), dst(p) = dst(en) et
wG(p) =
∑
i∈[1,n] wG(ei). Par la suite, l'indie G sera omis dans un ontexte sans onfusion.2.2 Espaes densesSoit V = {v1, v2, · · · , vn} un ensemble de variables à valeurs dans R≥0.2.2.1 ValuationUne valuation ν sur V est une fontion :
ν : V 7→ R≥0assoiant une valeur réelle positive à toute variable de V . V(V ) est l'ensemble des valuationsde V . Soient X ⊆ V , d ∈ R≥0 et ν ∈ V(V ). Alors, ν[X := 0], ν + d, ν − d et d.ν sont les
2.2. Espaes denses 21valuations dénies, respetivement, par : ν[X := 0](x) = ν(x) si x 6∈ X et ν[X := 0](x) = 0 autrement. (ν + d)(x) = ν(x) + d pour toute variable x ∈ V . (ν − d)(x) = ν(x) − d pour toute variable x ∈ V . (d.ν)(x) = d × ν(x) pour toute variable x ∈ V .Intuitivement, ν[X := 0] aete à haque variable de X la valeur 0 et laisse le reste desvariables inhangé ; ν +d est obtenue à partir de ν en rajoutant à haque variable la valeur
d. D'une façon similaire, d.ν est la valuation ν ′ telle que ∀x ∈ V , ν ′(x) = d × ν(x)-équivalene [145℄. Soit c ∈ N. Deux valuations ν et ν ′ sur V sont dites -équivalentessi :  pour toute variable x ∈ V , ν(x) = ν ′(x) ou (ν(x) > c et ν ′(x) > c). pour tout ouple (x, y) ∈ V 2, ν(x) − ν(y) = ν ′(x) − ν ′(y) ou (|ν(x) − ν(y)| > c et
|ν ′(x) − ν ′(y)| > c).2.2.2 PolyèdreContrainte de variables. Une ontrainte atomique ompare une seule variable ou ladiérene de deux variables ave une onstante naturelle. Une ontrainte atomique sur Vest une expression de la forme :
x ⊲⊳ n ou x − y ⊲⊳ m avec (x, y) ∈ V 2, (n, m) ∈ N2 et ⊲⊳∈ {≤,≥}.Une ontrainte de la forme x− y ⊲⊳ m est dite diagonale. L'ensemble des formules qui sontonjontions nies de ontraintes atomiques est noté Φ(V ).Polyèdres. Les éléments de Φ(V ) sont appelés des polyèdres sur V 1. Nous érirons falsepour le polyèdre orrespondant à l'ensemble vide ∅, true pour le polyèdre ∧∀x∈V x ≥ 0 etzero pour le polyèdre ∧∀x∈V x ≥ 0 ∧ ∧∀x∈V x ≤ 0.Soient ν ∈ V(V ) et Z ∈ Φ(V ). Alors, ν satisfait Z, notée ν ∈ Z, si ν satisfaittoutes les ontraintes de Z. Z est borné s'il existe un entier d ∈ N tel que pour toute
ν ∈ Z, ν + d 6∈ Z. Z est équivalent à Z ′, noté Z ∼ Z ′, si pour tout ouple (ν, ν ′) ∈ Z × Z ′,on a ν ∈ Z ′ et ν ′ ∈ Z (Z et Z ′ représentent la même portion d'espae, i.e. les mêmesvaluations).1Notons que tout polyèdre sur V peut être vu omme un sous-ensemble de V(V ).






















































































































′Z ∪ Z′Z ∩ Z′
Z′
c
cFig. 3: Opérations sur les polyèdres (1).Remarque 2 Notons qu'un polyèdre Z est un ensemble onvexe : pour toutes les
ν1, ν2 ∈ Z, pour tout 0 < d < 1 ⇒ d.ν1 + (1 − d).ν2 ∈ Z. 22.2.3 Opérations sur les polyèdresPar dénition, les opérations d'intersetion ∩ et de omplément ′\′ sont bien déniessur Φ(V ). La Fig.3 illustre es opérations.-lture [145℄. Étant donné un polyèdre Z, close(Z, c) est le plus grand polyèdre onte-nant Z qui vérie : pour toute ν ′ ∈ Z ′, il existe ν ∈ Z telle que ν et ν ′ sont -équivalentes. In-tuitivement, Z ′ est obtenu à partir de Z en ignorant les ontraintes invoquant des onstantesplus grandes que c. La Fig.3 illustre un exemple de close(Z, c). Finalement, Z est -losesi close(Z, c) = Z.Lemme 1 Soient c, c′ ∈ N.1. Si Z est -lose, alors Z est c′-lose, pour tout c′ > c.2. Si Z et Z ′ sont -lose, alors Z ∩ Z ′ et Z ∪ Z ′ sont -lose.3. Pour tout Z, il existe c tel que Z est -lose.4. Pour toute onstante c, l'ensemble des polyèdres de Φ(V ) -lose est ni. 2Par la suite, cmax(Z) dénotera la plus petite onstante c tel que Z est -lose.Preuve. La preuve du lemme est donnée dans [145℄. 2Soient Z ∈ Φ(V ), X ⊆ V et d ∈ R≥0. Nous notons par :
Z[X := 0] = {ν[X := 0] | ν ∈ Z} [X := 0]Z = {ν |ν[X := 0] ∈ Z}
Z↑ = {ν + d | ν ∈ Z, d ∈ R≥0} Z↓ = {ν − d | ν ∈ Z, d ∈ R≥0}







































































































































Z Z↑ Z↓ [y := 0]Z
Fig. 4: Opérations sur les polyèdres (2).Intuitivement, Z[X := 0] ontient toutes les valuations obtenues à partir des valuations de
Z, en aetant 0 aux variables de X. [X := 0]Z ontient les valuations qui, après avoiraeté 0 aux variables de X, onduisent à une valuation de Z. Z↑ ontient les valuationsobtenues après dilatation des valuations de Z. Z↓ est l'opération inverse. La Fig.4 illustreles diérentes opérations.Le lemme suivant déoule diretement des dénitions des diérentes opérations.Lemme 2 Soient Z ∈ Φ(V ) et X ⊆ V . Alors Z[X := 0], [X := 0]Z, Z↑ et Z↓ sont despolyèdres de Φ(V ). 2
Chapitre 3Modèles pour les systèmesnon-temporisés
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essus . . . . . . . . . . . . . . . . . 32Dans le adre non-temporisé, plusieurs modèles de desription ont été introduits. Danse hapitre, nous rappelons les onepts de base relatives aux modèles : mahines à étatsnis, systèmes de transitions, réseaux de Petri et algèbres de proessus. Le modèle dessystèmes de transitions sera le modèle de base de nos travaux relatifs aux systèmes non-temporisés.3.1 Alphabet.Un alphabet Σ est un ensemble ni de symboles appelés ations ou événements.L'ensemble des séquenes nies et non vides de Σ est noté Σ+. La séquene vide est noté ǫ.
Σ∗ dénote l'ensemble des séquenes de Σ, i.e. l'ensemble Σ+ ∪ {ǫ}. De plus, τ désigne uneation qui n'appartient pas à Σ. τ est dite ation silenieuse ou ation interne. L'ensemble
Σ ∪ {τ} est noté Στ . 24
3.2. Mahine à états finis 25
Une séquene est une suite nie d'ations que l'on note simplement par juxtaposi-tion :
σ = a1a2 · · ·an, ai ∈ ΣLa longueur d'une séquene σ, notée |σ|, est le nombre d'ations qui la omposent. σi dénotela ième ation de σ (l'indie i est ompris entre 0 et |σ|). Le produit de onaténation dedeux séquenes σ1 = a1a2 · · ·an et σ2 = b1b2 · · · bm est la séquene σ :
σ = a1a2 · · ·anb1b2 · · · bmBien entendu, on a ǫ.σ = σ.ǫ = σ et |σ1.σ2| = |σ1| + |σ2|.Exemple 3.1 Les gènes sont des séquenes sur l'alphabet {A, C, G, T}. Les entiersnaturels, érits en base 10, sont des séquenes sur l'alphabet des dix hires déimaux. Leode d'entrée d'un immeuble (le digiodes) est une séquene érite sur un alphabet à 12symboles. 2Soit Σ un alphabet et L une partie de Σ (L ⊆ Σ). Pour toute séquene σ = a1 · · ·an ∈ Σ∗,
σ|L est la séquene projetion de σ sur L dénie par : Pour tout a ∈ Σ : a|L = a si a ∈ L et a|L = ǫ si a 6∈ L, Pour tout σ = a1a2 · · ·an : σ|L = a1|La2|L · · ·an|L.3.2 Mahine à états nisLes mahines à états nis (en anglais FSM pour Finite State Mahine) sont l'un desmodèles les plus aniens. Elles sont issues de la modélisation des iruits logiques. UneFSM est une mahine ayant une quantité nie de mémoire pour représenter les états et quidistingue entre une sortie (signal émis) et une entrée (signal reçu).Il existe deux atégories de mahines à états nis séquentielles : mahine de Moore etmahine de Mealy. Dans une mahine de Moore, les sorties dépendent des états seulement,tandis que dans une mahine de Mealy les sorties dépendent des états et des entrées. Paronséquene, une mahine de Moore a plus d'états et moins de logiques à la sortie et unemahine de Mealy a moins d'états et plus de logiques à la sortie. Une théorie omplètesur FSM peut être trouvée dans [62℄. Nous rappelons ii les notions de base relatives auxmahines de Mealy.Mahine de Mealy. C'est un graphe dérivant le omportement de la spéiation.Les noeuds du graphe dérivent les états internes du système. Les ars (transitions) sontétiquetés par un ensemble de symboles d'entrée et un ensemble de symboles de sortie.Les sorties hangent immédiatement en réation à un hangement d'entrée de manière
26 Chapitre 3. Modèles pour les systèmes non-temporisés
Machine de Mealy
Machine de MooreCiruit Mémoire Ciruit
CiruitMémoireCiruitFig. 5: Mahines à états nis.asynhrone (ontrairement aux sorties d'une mahine de Moore qui sont synhronisées).Seuls les hangements d'états sont synhrones. Formellement,Dénition 5 (FSM) Une mahine de Mealy est un 6-uplet (s0, S, I, O, δ, γ) où :1. s0 est l'état initial,2. S est un ensemble ni d'états,3. I est un alphabet ni d'ations d'entrée,4. O est un alphabet ni d'ations de sortie,5. δ : S × I 7→ S est la fontion de hangement d'états, qui assoie à une entrée i dansun état s, l'état destination s′ = δ((s, i)),6. γ : S × I 7→ O est la fontion de sortie, qui assoie à une entrée i dans un état s,la sortie orrespondante o = δ((s, i)). 2Par onvention, une transition est notée s i/o−→ s′. Si l'entrée i est reçue alors que le systèmeest dans l'état s, la sortie o est produite et le nouvel état du système est s′. Dans e as,
i est aussi appelé le délenheur (trigger). Si une entrée est reçue et qu'auune transitionn'est dénie pour ette entrée, il ne se passe rien (l'entrée est ignorée).Exemple 3.2 La Fig.6 illustre un exemple simple d'une mahine de Mealy. L'alphabetd'entrée et de sortie de ette mahine est {1, 0}. 2Remarque 3 Remarquons que (1) les FSMs ne fournissent pas une dénition hiérar-hique, (2) un état représente l'état omplet du système, (3) le système est dans un seulétat à la fois et nalement (4) une transition est atomique (elle ne peut être déomposée). 2
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0/1 0/00/11/01/0 1/1
s0
s2 s1Fig. 6: Mahine de Mealy.Une mahine de Mealy M = (s0, S, I, O, δ, γ) est dite déterministe si pour tous les états
s, s′, s′′ ∈ S, pour toutes les entrées i, i′ ∈ I et toutes les sorties o, o′ ∈ O, si s i/o−→ s′,
s
i′/o′
−−→ s′′ et s′ 6= s′′ alors i 6= i′.Sémantique d'une mahine de Mealy. La sémantique d'une mahine de Mealy M =
(s0, S, I, O, δ, γ) est la fontion gM I+ 7→ O dénie par les équations réursives suivantes,ave dM une fontion auxiliaire, i ∈ I et t ∈ I∗.
dM(ǫ) = s0, dM(t.i) = δ((dM(t), i)) gM(t.i) = γ((dM(t), i))Finalement, le modèle de base FSM a été (1) étendu de plusieurs façons : modèlede ommuniations, anaux (CFSM) et (2) enrihi par les variables, les paramètres et lesprédiats (EFSM) [62℄.3.3 Système de transitionsTout système réel (par exemple un programme) peut se dérire par un système detransitions, i.e. un ensemble quelonque d'états et de transitions étiquetées par des ationsentre les états. Lorsque l'on se trouve dans l'un des états du système de transitions, ilest possible de hanger d'état en eetuant une ation qui étiquette l'une des transitionssortantes de et état. Une exéution dans un système de transitions est alors une séquened'ations (ai)i∈[1,n] notée a1 · · ·an.3.3.1 Système de transitions étiqueté (LTS)Il est déni en terme d'états et de transition étiquetées entre états, où les étiquettesindiquent le omportement produit durant la transition. Formellement,Dénition 6 (LTS) Un LTS [10, 11℄ est un quadruple (Q, q0, Σ,→) tel que :
28 Chapitre 3. Modèles pour les systèmes non-temporisés Q est un ensemble dénombrable d'états, q0 ∈ Q est l'état initial, Σ est un alphabet dénombrable d'ations, →⊂ Q × Στ × Q est un ensemble de transitions. Un élément (s, a, s′) de → serasimplement noté s a−→ s′. 2Une ation d'un LTS peut prendre plusieurs formes : une entrée, une sortie, un appel deméthode, et. Les états sont souvent une abstration des états du système (habituellement,il est impossible de représenter tous les états du système). Les ations de Σ sont dites ationsobservables. Une transition peut être étiquetée soit par une ation observable, ou par uneation interne (inobservable, ou enore silenieuse) τ .Remarque 4 La diérene majeure entre un automate et un LTS est que l'ensembledes états et des ations d'un automate est ni, e qui peut ne pas être le as pour un LTS. 23.3.2 Composition synhrone des LTSsIl est diile de représenter le parallélisme dans le as des LTSs, mais la ompositionsynhrone entre deux LTSs peut s'exprimer au moyen d'un opérateur de omposition paral-lèle [102, 108, 115℄, noté ‖. Nous verrons dans la setion 4.3.5 une dénition plus généralede la omposition des LTSs.Dénition 7 (Composition) Soient A = (QA, qA0 , ΣA,→A) et B = (QB, qB0 , ΣB,→B)deux LTSs. La omposition synhrone de A et B, notée A‖B, est LTS C = (QC , qC0 , ΣC ,→C
) déni par :1. qC0 = (qA0 , qB0 ),2. QC = {(q1, q2) | q1 ∈ QA, q2 ∈ QB},3. ΣC ⊂ ΣA ∪ ΣB,4. →C est obtenue par l'appliation de l'une des règles suivantes :(a) q1 µ−→A q′1, q2 µ−→B q′2, µ ∈ ΣA ∩ ΣB ⇒ (q1, q2) µ−→C (q′1, q′2)(b) q1 µ−→A q′1, µ ∈ ΣAτ , µ 6∈ ΣB ⇒ (q1, q2) µ−→C (q′1, q2)() q2 µ−→B q′2, µ ∈ ΣBτ , µ 6∈ ΣA ⇒ (q1, q2) µ−→C (q1, q′2). 2Dans la première règle, A et B exéutent simultanément l'ation de synhronisation. Lesdeux autres règles orrespondent à une évolution indépendante de A et de B.
3.4. Système de transitions à entrée/sortie. 293.3.3 Notations standards des LTSsNous introduisons par la suite quelques notations standards des LTSs.Soient M = (Q, q0, Σ,→) un LTS, µ(i) ∈ Στ un ensemble d'ations, α(i) ∈ Σ un ensembled'ations observables, σ ∈ Σ∗ une séquene d'ations observables et q, q′ ∈ Q deux états. q a→ △= ∃ q′ | q a→ q′. q µ1...µn→ q′ △= ∃ q0...qn | q = q0 µ1→ q1 µ2→ ... µn→ qn = q′.Le omportement observable de M est dérit par la relation ⇒ : q ǫ⇒ q′ △= q = q′ ou q τ...τ→ q′. q α⇒ q′ △= ∃ q1, q2 | q ǫ⇒ q1 α→ q2 ǫ⇒ q′. q α1...αn⇒ q′ △= ∃ q0...qn | q = q0 α1⇒ q1 α2⇒ ... αn⇒ qn = q′. q σ⇒ △= ∃ q′ | q σ⇒ q′. q after σ △= {q′ ∈ Q | q σ⇒ q′}, l'ensemble des états atteignables à partir de qpar σ. Par extension, M after σ △= q0 after σ. Traces(q) △= {σ ∈ Σ∗ | q σ⇒}, l'ensemble des séquenes observables tirables àpartir de q. L'ensemble des séquenes observables de M est Traces(M) △= Traces(q0).3.4 Système de transitions à entrée/sortie.La distintion entre les entrées et les sorties néessite un modèle plus rihe. Plusieursmodèles ont été proposés dont les automates à entrée/sortie (IOA pour Input OutputAutomata) de Lynh [104℄, les automates à entrée/sortie (IOSM pour Input Output StateMahines) de Phalippou [123℄ et les systèmes de transitions à entrée/sortie (IOLTS InputOutput Transition Systems) de Tretmans [144℄. Contrairement aux mahines de Mealy dontles transitions portent à la fois une entrée et une sortie, les transitions de es modèles sontsoit des entrées, soit des sorties, soit des ations internes. Ces modèles sont tous similairesainsi que les travaux qui en ont déoulé. Nous nous intéressons ii prinipalement au modèledes IOLTSs.Système de transitons à entrée/sortie. Les IOLTSs sont simplement des LTSs oùl'on distingue deux types d'ations observables : les entrées et les sorties. Formellement,Dénition 8 (IOLTS) Un IOLTS M = (Q, q0, Σ,→) est un LTS dont l'alphabet Σ estpartitionné en deux ensembles Σ = Σo ∪ Σi, ave Σo l'alphabet de sortie et Σi l'alphabetd'entrée. 2





q2 q1Fig. 7: IOLTS.L'ensemble des IOLTSs dénis sur Σ est noté IOLT S(Σ) ou enore IOLT S(Σi, Σo). Uneentrée a ∈ Σi est notée ?a et une sortie a ∈ Σo est notée !a.Exemple 3.3 La Fig.7 illustre un exemple d'un IOLTS. Il est omposé de trois états etsix transitons. L'alphabet Σ orrespond à {!a, ?b} ave Σi = {?b} et Σo = {!a}. 2
Notations des IOLTSs. En plus des notations standards des LTSs, nous utiliserons lesnotations suivantes pour les IOLTSs : Out(q) △= {a ∈ Σo | q a⇒}, l'ensemble des sorties possibles de q. Out(P ) △= {Out(q) | q ∈ P}, l'ensemble des sorties possibles de P ⊆ Q. Out(M, σ) △= Out(M after σ).Exemple 3.4 Prenons enore la Fig.7. q0 !a⇒ q1 △= q0 !a→ q1, q0 ?b⇒ q2 △= q0 ?b→ q2, q1 !a⇒ q0 △= q1 τ→ q2 !a→ q0, q1 !a⇒ q1 △= q1 τ→ q0 !a→ q1, q1 ?b⇒ q1 △= q1 τ→ q2 ?b→ q1, q2 !a⇒ q0 △= q2 !a→ q0, q2 ?b⇒ q1 △= q2 ?b→ q1,Ainsi, on peut déduire que : Out(q0) = Out(q1) = Out(q2) △= {!a}, Out(M, !a) = Out(M, ?b) △= {!a}, Out(M, ?b.!a) = Out(M, !a.?b) △= {!a}. 2Soit M = (Q, q0, Σ,→) un IOLTS. M est dit : déterministe si auun état n'admet plus d'un suesseur par une ation observable.Formellement, pour tout a ∈ Σ, pour tout q ∈ Q, si q a⇒ q1 et q a⇒ q2 alors q1 = q2 observable si auune transition n'est étiquetée par τ . Formellement, si q a→ alors
a 6= τ .
3.5. Réseau de Petri 31 input-omplet s'il aepte toute entrée a dans haque état. Formellement, pour tout
a ∈ Σi, pour tout q ∈ Q, alors q a⇒.Exemple 3.5 Il est faile de voir que l'IOLTS de la Fig.7 est : indéterministe (vu que q1 !a⇒ q1 et q1 !a⇒ q0), inobservable (q1 τ→ q0), input-omplet. 2
3.5 Réseau de PetriLes systèmes informatiques ou de ommande d'automatismes logiques sont onçusomme des ensembles de sous-systèmes. De plus en plus, es sous-systèmes seront autorisésà fontionner en parallèle (le partage des ressoures). Les problèmes dus au parallélisme etsa modélisation ont onduit à des nombreux travaux sur le plan théorique (parallélisme,ommuniation, synhronisation). Tant par l'étendue de leurs résultats théoriques que parla diversité et le nombre de leurs appliations (informatique, logiiel ou matériel), les ré-seaux de Petri onstituent, aujourd'hui, le modèle formel le plus avané et le plus ompletpour la desription logique des strutures du ontrle de parallélisme et du ontrle del'information.Réseaux de Petri (RdP). Les réseaux de Petri sont un formalisme mathématique demodélisation et d'analyse des omportements dynamiques d'un système disret, introduitpar le mathématiien allemand Carl Adam Petri [120, 121℄ durant sa thèse en 1962. Ils ontété développés au MIT (Massahusetts Institute of Tehnology) pour spéier, modéliser etomprendre les systèmes dans lesquels plusieurs proessus sont interdépendants. Un réseaude Petri (RdP) se ompose de quatre objets : Les plaes (graphiquement représentées par des erles) Les transitions (graphiquement représentées par des retangles) Les ux (graphiquement représentés par des èhes) Les jetons (graphiquement représentés par des disques noirs)L'ensemble des plaes permet de représenter les états du système. L'ensemble des tran-sitions permet de représenter l'ensemble des événements dont l'ourrene provoque lamodiation des états du système. Formellement,Dénition 9 (RdP) Un RdP est un quadruplet (P, T, F, B) tel que : P est un ensemble ni de plaes, T est un ensemble ni de transitions, disjoint de P , B est la fontion d'inidene arrière (bakward funtion), reliant des plaes à destransitions, B : P × T 7→ N,
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2 31 2Fig. 8: Réseau de Petri marqué. F est la fontion d'inidene avant (forward funtion), reliant des transitions à desplaes, F : P × T 7→ N. 2Un marquage de RdP est une fontion M de l'ensemble des plaes dans N. Un RdP marquéest un ouple (N, M0) tel que N est un réseau de Petri, M0 : P 7→ N est un marquage initial.Contrairement aux automates, une transition est segmentée en ars entrants et sortants.Chaque ar sortant est valué par un nombre entier représentant le nombre de jetons que laplae de départ doit avoir pour que la transition puisse être franhie. Dans e as, la plaede départ perd e nombre de jetons. De même, haque plae d'arrivée reçoit un nombre dejetons égal à la valuation de l'ar entrant. Un exemple d'un RdP marqué est donné dansla Fig.8.3.6 Terme d'une algèbre de proessusUne algèbre de proessus ontient un ertain nombre de proessus élémentaires et unertain nombre d'opérations qui, appliquées à des proessus, onstruisent d'autres proes-sus. À haque proessus d'une algèbre de proessus, il est possible de onstruire un systèmede transitions représentant son omportement. Cette propriété très générale est largementutilisée dans l'étude des algèbres de proessus. Dans ette setion, nous allons seulementillustrer un exemple simple d'une algèbre de proessus, notée PA inspirée de CCS de Milner[108℄ et LOTOS [39, 102℄.L'ingrédient basique d'une algèbre est une ation/événement élémentaire. Uneation dérit une ativité eetuée par le système. Cette ation est supposée êtreatomique et ainsi ne peut être interrompue lors de son exéution. Nous supposons aussiqu'il existe un ensemble A d'ations élémentaires. Nous utiliserons les opérations suivantes :Préxage. Si p est un proessus et a un élément de A, alors a; p est un proessus
3.6. Terme d'une algèbre de proessus 33qui exéute a puis se omporte omme p (ou qui attend l'événement a et lorsqu'il s'estproduit se omporte omme p). Nous supposons que l'algèbre PA ontient un proessuspartiulier, noté NIL, qui ne fait rien.Renommage. Si p est un proessus qui exéute a puis se omporte omme p′,alors [p] est un proessus qui exéute [a] puis se omporte omme [p′]. [] est une fontionqui renomme haque ation en une autre ation.Alternative gardée ou Choix. Si p et q sont deux proessus et a et b deux a-tions de A, alors a; p + b; q est un proessus qui exéute a puis se omporte omme p ouqui exéute b puis se omporte omme q.Composition parallèle. Si p et q sont deux proessus et B ⊆ A un ensembled'ations, alors p ‖B q est un proessus qui peut avoir trois types de omportements : Si p peut exéuter a 6∈ B puis se omporter omme p′, alors p ‖B q peut exéuter apuis se omporter omme p′ ‖B q. Si q peut exéuter b 6∈ B puis se omporter omme q′, alors p ‖B q peut exéuter bpuis se omporter omme p ‖B q′. Si p peut exéuter a ∈ B puis se omporter omme p′ et q peut exéuter a ∈ B puisse omporter omme q′, alors p ‖B q peut exéuter a puis se omporter omme p′ ‖B q′.Restrition. Si p est un proessus et a un élément de A, alors p\a est un proessus ;si p peut exéuter b 6= a puis se omporter omme p′, alors p\a peut exéuter b puis seomporter omme p′\a.Réursion. Si X est une variable représentant des proessus et p est un proessus,l'équation réursive X = p dénit la valeur de X omme elle qui résout ette équation.Si p peut exéuter a et se omporter omme p′ alors X peut exéuter a et se omporteromme p′. Ainsi, X = a; X est un proessus qui exéute inniment souvent a 1.Dénition 10 (PA) Le langage de PA est déni par la grammaire suivante :
p := NIL | a; p | p\a | p + p | p ‖B p | [p] | Xave a le nom d'une ation appartenant à l'ensemble des noms des ations A et B ⊆ A unensemble de synhronisation. 2Exemple 3.6 Supposons que A = {a, b, c} et onsidérons le proessus suivant dérit dans1En CCS, la réursion est réalisée par p where (x1 = p1, ..., xn = pn) où pi est un proessus et x estune variable de proessus.
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p = ((x = a; x + b; NIL) ‖{a} (y = a; y + c; NIL))\aD'après les règles xant la sémantique opérationnelle de PA, p peut exéuter b dans sonomposant x et se trouver transformé en :
p1 = ((NIL) ‖{a} (y = a; y + c; NIL))\aou exéuter c dans son omposant y et se trouver transformé en :
p2 = ((x = a; x + b; NIL) ‖{a} (NIL))\a.La seule ation que peut exéuter p1 est l'ation c dans son seond omposant et il esttransformé en :
p3 = (NIL ‖{a} NIL)\a.De même, p2 ne peut exéuter que b et se trouver transformer aussi en p3. 2Exemple 3.7 Nous proposons de modéliser, en proessus, la désativation de l'éran deveille d'un terminal par un utilisateur. Lorsqu'un utilisateur n'ative auune touhe dulavier ou de la souris, l'éran de veille est ativé automatiquement après un temps xe.À tout instant, l'éran peut être soit atif, soit inatif et dans e as 'est l'éran de veillequi est atif. L'utilisateur peut être modélisé par un proessus simple qui onsiste à ativerun périphérique :
User = on; UserLe proessus de l'éran de veille est le suivant :
ScreenSaverOff = off ; ScreenSaverOn
ScreenSaverOn = on; ScreenSaverOn + off ; ScreenSaverOff .Le système omplet est dérit par l'interation entre l'utilisateur et l'éran de veille surl'ation on :
System = User ‖on ScreenSaverOff 2La Fig.9 donne la sémantique opérationnelle de PA. A partir de ette sémantique, il estpossible d'assoier un système de transitions à un proessus.Pour plus de détails sur les algèbres de proessus se référer à : ACP de Bergstra et al.[21℄, CSP de Tony Hoare [72℄, CCS de Robin Milner [108, 111℄, MEIJE de Simone [138℄ etLOTOS [39, 102℄.
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−→ [p′ ]Fig. 9: Sémantique opérationnelle de PA en transitions.
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4.1. Alphabet et notion de temps 374.1 Alphabet et notion de tempsSoit Σ un alphabet. Une ation temporisée (ou événement temporisé) sur Σ est unouple u = (a, d) ave a ∈ Σ et d ∈ T≥0 1. Si a est interprété omme l'ourrene del'événement a alors d est interprété omme l'instant d'ourrene de a. Pour une ationtemporisée u, event(u) dénote l'événement assoié à u et time(u) le réel assoié à u. Parexemple, si u = (a, d) alors event(u) = a et time(u) = d.Une séquene temporisée σ = (a1, d1)...(an, dn) sur Σ est un élément de (Σ × T≥0)∗tel que la suite (di)i∈[1,n] est roissante. Par exemple, σ = (a1, 3).(a2, 5) est une séquenetemporisée. Cependant, σ′ = (a1, 3).(a2, 2) ne l'est pas. Le temps passé dans la séquene
σ, noté delay(σ), est l'instant d'ourrene du dernier événement temporisé de σ :delay(σ) =time(σ|σ|), ave delay(ǫ) = 0. Finalement, l'ensemble des séquenes temporiséessur Σ est noté TW (Σ).4.2 Système de transitions temporiséLes systèmes de transitions temporisés sont des systèmes de transitions partiuliers danslesquels deux types d'ations peuvent être distinguées : des ations d'événement qui orrespondent à l'ourrene d'un événement. des ations d'attente qui orrespondent à un éoulement du temps et non à une ationvisible. Une ation attente de d unités sera notée ǫ(d).Une sémantique partiulière est donnée aux exéutions dans les systèmes de transitionstemporisés. Une exéution va être dérite par une séquene temporisée (a1, d1) · · · (an, dn).
di est le réel qui représentant la date à laquelle l'ation ai a été eetuée, e qui orres-pond à la somme des attentes avant l'ation ai. Par exemple, l'exéution 1.2 a 2.2 b va êtrereprésentée par la séquene temporisée (a, 1.2).(b, 3.4).Système de transitions temporisé (TLTS)Dénition 11 (TLTS) Un système de transitions étiqueté et temporisé [94, 34℄ sur l'al-phabet Σ et le domaine de temps T est un système de transitions (Q, q0, Γ,→) ave
Γ = Σ ∪ {ǫ(d) | d ∈ T}. La relation de transition → vérie les propriétés suivantes : Déterminisme temporel : pour tous les états q, q′, q′′ de Q et pour tout d ∈ T, si
q
ǫ(d)
−−→ q′ et q ǫ(d)−−→ q′′ alors q′ = q′′. Additivité du temps : pour tous les états q, q′′ de Q et pour tous les d, d′ ∈ T, si
q
ǫ(d+d′)
−−−−→ q′′ alors il existe un état q′ ∈ Q tel que q ǫ(d)−−→ q′ et q′ ǫ(d′)−−→ q′′.1Une ation temporisée est un élément de Σ × T≥0.
38 Chapitre 4. Modèles pour les systèmes temporisés Attente 0 : pour tous les états q, q′ de Q, q ǫ(0)−−→ q′ si et seulement si q = q′. 2Remarquons que ette dénition n'impose pas que les TLTSs aient un nombre ni d'états.Soit S un TLTS. Une exéution de S est une suite de transitions onséutives de l'étatinitial q0 :
q0
α1−→ q1
α2−→ q2 · · ·
αn−→ qnoù qi−1 αi−→ qi est une transition de S, pour tout i ∈ [1, n] (n ∈ N). Une exéution d'attentede S est une suite de transitions onséutives de l'état initial q0 :
q0
α1−→ q1
α2−→ q2 · · ·
αn−→ qntelle que pour tout i ∈ [1, n], αi = τ ou αi = ǫ(di) pour un ertain di ∈ T. Rappelons que
τ orrespond à une ation invisible. a
τ





















2Notations des TLTSsNous dénissons, par la suite, quelques notations pour les TLTSs. Soient S =
(Q, q0, Γ,→) un système de transitions temporisé sur l'alphabet Σ, q, q′ deux états, d ∈ Tet a ∈ Σ. Alors : q a⇒ q′ △= il existe q′′ ∈ Q tel que q τ→∗ q′′ a→ q′. q ǫ(d)⇒ q′ △= il existe une exéution d'attente q = q0 α1−→ q1 α2−→ q2 · · · αn−→ qn = q′,tel que d = ∑{di |αi = ǫ(di)}.
4.3. Automate temporisé 39où la relation τ−→∗ représente la lture réexive de τ−→. Remarquons que la relation q a⇒ qabstrait uniquement les ations silenieuses qu'il est possible de faire avant l'ation a et que
τ
−→
∗ orrespond à ǫ(0)⇒ . Finalement, pour une séquene temporisée σ = (a1, d1)...(an, dn) ∈
T W(Σ) : q σ⇒ q′ △= il existe une exéution q = q0 ǫ(d′1)⇒ q′1 a1⇒ q1 · · · ǫ(d′n)⇒ q′n an⇒ qn = q′telle que di = ∑1≤j≤i d′j, pour tout i ∈ [1, n].4.3 Automate temporiséSi l'on omparait les modèles à des langages de programmation, nous dirions que lessystèmes de transitions temporisés sont des langages de bas niveau pour la modélisationdes systèmes temporisés. Dans le adre temporisé, des modèles de haut niveau ont étéproposés en adjoignant aux modèles préédents (systèmes de transitions, réseaux de Petriet algèbres de proessus) des notions de temps. Dans ette setion, nous intéressons aumodèle des automates temporisés [2, 4℄, l'extension temporisé du modèle des automatesnis.4.3.1 Variable horlogeLes automates temporisés ont été introduits par R. Alur et D. Dill [2, 4℄ dans les années90. La notion du temps intervient via des variables réelles appelées horloges. Ces horlogesont toutes une pente égale à 1, i.e. elles avanent toutes à la même vitesse (elle du tempsuniversel souvent impliite dans le modèle). Leurs valeurs peuvent être omparées à desonstantes ou entre elles (grâe aux ontraintes de variables dénies dans la setion 2.2.2)et elles peuvent être remises à zéro. Par la suite et lorsque les variables sont des horloges,nous parlerons de ontrainte d'horloges pour designer une ontrainte de variables.
12 1 2 3 4 53horloge x TempsFig. 11: Comportement d'une horloge.Le omportement d'une horloge peut être dérit par le shéma de la Fig.11. Dans eshéma, l'horloge x a été remise à zéro en deux oasions : la première après 3 unitésde temps et la deuxième après deux nouvelles unités de temps. Les automates tempori-sés peuvent alors être dérits omme des automates nis auxquels ont été rajoutées deshorloges. Il y a alors deux types d'évolution possible pour un tel système :
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oule alors que le système reste dans le même état. Dans e as,toutes les horloges avanent d'une valeur égale à la durée d'attente.2. Soit il est possible de franhir une transition et ainsi d'eetuer l'ation indiquée surelle-i. Au préalable, il faut vérier que les valeurs des horloges satisfont la ontrainted'horloges qui est plaée sur la transition, puis, après que l'ation est réalisée, il fautremettre à zéro les horloges spéiées sur la transition.Les automates temporisés ont été très étudiés. Dès leur dénition dans [2℄, une preuvede la déidabilité de l'aessibilité d'un état a été donnée, ainsi que bon nombre d'autresrésultats théoriques. Ensuite, viendront des algorithmes permettant de vérier qu'un au-tomate donné vérie une propriété logique et/ou temporelle et des outils omme Uppaal,Kronos, CMC. Forts de es suès, beauoup de variantes et extensions ont été proposéesau modèle initial qui ne omportait que des gardes sur les transitions. On a vu ajouter unedistintion entre ations urgentes et non urgentes [33, 96℄ omme dans l'algèbre de pro-essus CCS, ainsi que l'introdution des invariants sur les états pour forer l'évolution dusystème. Les gardes des transitons ont été elles aussi étendues (automates temporisés avemises à jour [34℄). Finalement, les systèmes hybrides, dans lesquels les diérentes horlogesn'évoluent pas forément au même rythme, ont été proposés [5℄. Ces derniers sortent duadre de e doument. Pour un historique très lair des diérents modèles se référer à [122℄.4.3.2 Automate temporisé d'Alur et DillRappelons qu'une horloge est une variable qui permet d'enregistrer le passage du temps.Elle prend ses valeurs dans un domaine T. Dans le modèle d'Alur et Dill [4℄, les aetationspermises sur les horloges sont les remises à zéro de la forme x := 0.Dénition 12 Un automate temporisé (TA) sur l'alphabet Σ est un 5-uplet A =
(S, s0, Σ, C,→) tel que : S est un ensemble ni d'états, s0 est l'état initial, Σ est un alphabet, C est ensemble ni d'horloges, →⊆ S × Φ(C) × Στ × 2C × S est un ensemble de transitions. 2
t = (s, Z, a, r, s′) ∈→, notée s Z,a,r−−−→ s′, est la transition de soure s et de destination s′ surl'ourrene de l'événement a gardée par la ontrainte Z 2 et r est l'ensemble des horlogesà remettre à zéro lors du franhissement de t. Remarquons que dans la dénition d'un TA,l'ensemble des ations est Στ = Σ ∪ {τ}.Exemple 4.2 ([4℄) La Fig.12 illustre un exemple d'un automate temporisé (TA). Cetautomate utilise deux horloges x et y et l'ensemble des ations Σ = {a, b, c, d}. La garde2Z est dit la garde de la transition.
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a, y := 0
x < 1, c
x < 1, c
x > 1, d
y = 1, b
s0 s1 s3
s2





−−−−→ s2 · · ·
Zn,an,rn
−−−−−→ sn.4.3.3 Sémantique d'un TALa sémantique d'un TA A = (S, s0, Σ, C,→) est dénie par le système de transitionstemporisé QA = (Q, q0, Γ,→A). Les états Q sont des ouples (s, ν) où s est un état de A(s ∈ S) et ν est une valuation sur C (ν ∈ V(C)). L'état initial q0 orrespond à (s0, ν0),ave ν0 ∈ zero (la valuation nulle). L'alphabet Γ est inlus dans Σ ∪ {ǫ(d) | d ∈ T}. Ondistingue deux types de transitions dans QA : Transitions temporisées. Le hangement d'état est dû au passage du temps : pour unétat (s, ν) et d ∈ T≥0, (s, ν) ǫ(d)−−→A (s, ν + d). Transitions disrètes. Le hangement d'état est dû à la réalisation des ations : pourun état (s, ν) et une transition s Z,a,r−−−→ s′, (s, ν) a−→A (s′, ν[r := 0]) si ν ∈ Z.Les transitions disrètes sont supposées prendre zéro unité de temps. Soient
A = (S, s0, Σ, C,→) un TA et QA = (Q, q0, Γ,→A) sa sémantique. A est dit : observable si auune transition n'est étiquetée par τ . événementiellement déterministe si s Z,a,r−−−→ s′ et s Z′,a,r′−−−→ s′′ implique que s′ = s′′(s, s′, s′′ ∈ S). déterministe si q a−→A q et q a−→A q′′ implique que q′ = q′′ (q, q′, q′′ ∈ Q).
42 Chapitre 4. Modèles pour les systèmes temporisés non-bloquant si pour tout q ∈ Q, pour tout d ∈ T≥0, il existe une exéution
q
α1→A q1 · · ·
αn→A qn de QA tel que d = ∑{di |αi = ǫ(di)}.3Les automates temporisés observables sont nettement moins expressifs que les automatestemporisés non-observables [17, 18℄. La ondition de non-bloquant onsidère que les sys-tèmes sont supposés s'exéuter inniment. En général, ette ondition est modélisée parune boule d'ations internes sur les états sans suesseurs. Une autre propriété essentielled'un système est l'absene de omportements Zenon, i.e. un automate ne peut pas exé-uter une innité d'ations en un temps ni. Cei implique l'absene d'exéutions aveun ensemble inni d'ations et un umul temporel ni. Les automates onsidérés dans edoument vérient es deux onditions.4.3.4 ComputationSoient A = (S, s0, Σ, C,→) un TA et σ ∈ TW (Στ ) une séquene temporisée telle que
|σ| = n. Une omputation r de A sur σ, notée (s, ν), est une séquene nie de la forme :
r : (s0, ν0)
σ1−→ (s1, ν1) ... (sn−1, νn−1)
σn−→ (sn, νn)ave si ∈ S et νi ∈ V(C) pour tout i ∈ [0, n] satisfaisant les onditions suivantes :1. Initiation : pour tout x ∈ C, ν0(x) = 0.2. Suession : pour tout i ∈ [1, n], il existe une transition ti = (si−1, Zi, event(σi), ri, si)de A telle que : νi−1 + (time(σi) − time(σi−1)) ∈ Zi. νi est égale à (νi−1 + (time(σi) − time(σi−1)))[ri := 0].Intuitivement, à l'état initial s0 de A, les valeurs des horloges sont nulles. Lorsqu'unetransition ti+1 de l'état si à l'état si+1 est réalisée, on utilise les valeurs de la valuation
νi + time(σi+1) − time(σi) pour vérier la satisfation de la ontrainte d'horloges assoiéeà ti+1. Cependant, lors du franhissement de la transition ti+1, les valeurs des horlogesremises à zéro dans ti+1 sont nulles. Par onvention, la date time(σ0) du début de laséquene temporisée est égale à zéro.Exemple 4.3 Considérons le TA A de la Fig. 12 et la séquene temporisée :
(a, 0.2)(c, 0.4)(a, 0.8).La omputation orrespondante à ette séquene est donnée i-dessous. Une valuation estdonnée en listant les valeurs de x et y : [x, y].
r : (s0, [0, 0])
(a,0.2)
−−−→ (s1, [0.2, 0])
(c,0.4)
−−−→ (s3, [0.4, 0.2])
(a,0.8)
−−−→ (s1, [0.8, 0]).3Voir la setion 4.2 pour la dénition d'une exéution d'un TLTS.
4.3. Automate temporisé 43Cependant, A n'admet pas de omputation sur la séquene temporisée :
(a, 2)(b, 3)(c, 3).
2L'ensemble des séquenes temporisées admettant une omputation de A est noté Run(A)et il est déni par :
Run(A) = {σ | A admet une computation sur σ ∈ TW (Στ )}.Finalement, les traes temporisées de A sont les projetions sur Σ des séquenes temporiséesadmettant une omputation de A :
TTrace(A) = {σ | ∃σ′ ∈ Run(A), σ = σ′|Σ}.et les traes temporisées de taille n ∈ N sont les séquenes temporisées de taille n :
TTrace(A, n) = {σ | |σ| = n, σ ∈ TTrace(A)}.
4.3.5 Composition synhrone des TAsIl est souvent pratique de déomposer le système à modéliser en sous-systèmes pluspetits. Le problème ensuite est de faire ommuniquer entre eux les diérents sous-systèmespour obtenir un modèle du système original. Alors que dans le adre non temporisé, desnotions de omposition de systèmes semblent d'être lairement dénies, dans le adre tem-porisé, la situation est omplexe qui n'apparaissait pas par exemple ave des modèles àbase de réseaux de Petri. En eet, dans les RdP, on onsidère généralement que la om-position est faite par fusion de plaes et/ou de transitions. Le résultat de la ompositionde deux RdPs reste un RdP. S'il existe des onditions temporelles diérentes sur les plaeset/ou transition que l'on fusionne, on laisse à l'utilisateur le hoix de dénir la nouvelleontrainte portée par le résultat de la fusion.Dans le as de la synhronisation d'automates, il est souvent ourant de dénir unopérateur de omposition. En eet, par l'absene de parallélisme intrinsèque du modèle, laomposition de deux automates rée un automate ave un nombre d'états très important(le nombre d'états de A‖B est de l'ordre du nombre d'états de A multiplié par le nombred'états de B), qui dissuade la onstrution à la main.Nous présentons ii la omposition selon des veteurs de synhronisation introduite parAndré Arnold et Maurie Nivat [118, 9, 10, 11℄.
44 Chapitre 4. Modèles pour les systèmes temporisésDénition 13 (Fontion de omposition) Soient (Ai = (Si, si0, Σi, Ci,→i))i∈[1,n] nautomates temporisés et Σ un alphabet d'ations. Une fontion de omposition est unefontion partielle f : Σ1τ ∪ {•} × · · · × Σnτ ∪ {•} 7→ Στ , ave • un symbole distingué denon-opération, n'appartenant pas à Σi, pour tout i ∈ [1, n].Dénition 14 (Composition selon f) Soient (Ai = (Si, si0, Σi, Ci,→i))i∈[1,n] n auto-mates temporisés, Σ un alphabet d'ations et f une fontion de omposition. La ompositionde (Ai)i∈[1,n] selon f est l'automate temporisé A = (S, s0, Σ, C,→) déni par : S = {s = (s1, ..., sn) | si ∈ Si, ∀i ∈ [1, n]}, s0 = (s10, ..., sn0), C = ⋃i∈[1,n] Ci, →= {(s1, ..., sn) Z,a,r−−−→ (s′1, ..., s′n) | ∃ a = f(a1, · · · , an) tel que ∀i ∈ [1, n], soit
((ai = •) ∧ (si = s
′
i)) ou ((ai 6= •) ∧ (si Zi,ai,ri−−−−→i s′i)) ave Z = Z1 ∧ · · · ∧ Zn et







y = 1, b
y ≤ 5
a, y := 0
true
Fig. 13: Automate temporisé ave invariants.Dénition 15 (TAI) Un automate temporisé ave invariants A sur Σ est un 6-uplet
(S, s0, Σ, C, I,→), ave :4Nous rappelons que ⊲⊳∈ {≤,≥}
4.5. Automate temporisé ave urgene 45 (S, s0, Σ, C,→) un automate temporisé, I : S 7→ ΦI(C) une fontion qui aete à haque état un invariant (une ontraintedans ΦI(C)). 2Exemple 4.4 La Fig.13 illustre un exemple d'un TAI. L'invariant de l'état s0 orrespondà y ≤ 2, e qui implique que l'automate pourra rester dans s0 au plus deux unités de tempsbien que la transition s0 a−→ s2 ait une garde true. Les états s2 et s3 ont un invariant trueet don l'automate pourra rester indéniment dans es états. 2SémantiqueLa sémantique d'un TAI A = (S, s0, Σ, C, I,→) est aussi dénie par un système detransitions temporisé QA = (Q, q0, Γ,→A). On distingue deux types de transitions dans
QA : Transitions temporisées. Le hangement d'état est dû au passage du temps : pour unétat (s, ν) et d ∈ T≥0, (s, ν) ǫ(d)−−→A (s, ν + d) si pour tout 0 ≤ d′ ≤ d, ν + d′ ∈ I(s). Transitions disrètes. Le hangement d'état est dû à la réalisation des ations : pourun état (s, ν) et une transition s Z,a,r−−−→ s′, (s, ν) a−→A (s′, ν[r := 0]) si ν ∈ Z et
ν[r := 0] ∈ I(s′).Ainsi, le passage du temps dans un état est onditionné par la satisfation de l'invariantde l'état. De plus, la propriété de non-bloquant suppose que lorsque l'invariant d'un étatn'est plus satisfait, au moins la garde d'une transition sortante de et état est satisfaite.4.5 Automate temporisé ave urgeneLe travail de vériation et de test rélame d'avoir des modèles failitant la phase demodélisation, d'où la néessité d'avoir des méthodes permettant de représenter aisémentertains phénomènes. On s'intéresse ii à la modélisation des ations urgentes, i.e des ationsoù le système doit réagir immédiatement. Dans e adre, plusieurs solutions ont étéproposées. On trouve : L'utilisation de la notion d'urgene [96℄ provenant de la synhronisation utilisée dansl'algèbre de proessus CCS [111℄ étendue à TCCS [154℄. L'ajout d'un deadline sur haque transition pour modéliser les ations urgentes [33℄.4.5.1 Urgene à l'Uppaal [96℄Soit Act un ensemble d'ations. Celui-i sera déomposé en deux ensembles disjoints,un ensemble lassique Σ et un ensemble d'ations urgentes Σu. Nous supposerons que Act
46 Chapitre 4. Modèles pour les systèmes temporisésest doté d'une fontion onjuguée − : Act 7→ Act telle que pour tout a ∈ Act, a = a.Nous imposons que a ∈ Σ ⇔ a ∈ Σ, pour s'assurer que l'émission orrespondante à laréeption d'un événement urgent est aussi urgente et inversement. La dénition d'urgeneselon Uppaal onsidère que les transitions sur les ations urgentes ont une garde true.Dénition 16 (TAU à l'Uppaal) Un automate temporisé ave urgene (TAU) A =
(S, s0, Act, C,→) sur l'alphabet Act est un automate temporisé sur Act tel que : Urgene : si s Z,a,r−−−→ s′ est une transition de A telle que a ∈ Σu, alors Z est égal àtrue. 2Exemple 4.5 La Fig.14 illustre l'urgene à l'Uppaal. Dans e as, on a Σu = {a} et




ay = 1, b
a, y := 0
Fig. 14: Urgene à l'Uppaal.La sémantique d'un TAU est la même qu'un TA. Dans le modèle Uppaal, la notion d'ur-gene n'intervient que lors de la mise en parallèle des automates ; lorsqu'une ation a esturgente et qu'elle peut se synhroniser ave son omplément a, alors il n'est plus possibled'attendre. Notons aussi que Uppaal utilise la notion d'état ommitted pour forer deuxations à s'eetuer séquentiellement de manière instantanée.4.5.2 Urgene à la Kronos [33℄La solution de [33℄ pour modéliser les ations urgentes onsiste à ajouter un deadlinesur haque transition pour modéliser les ations urgentes.Dénition 17 (TAU à la Kronos) Soit U = {lazy, delayable, eager} un ensemble dedeadline. Une automate temporisé ave urgene (TAU) sur l'alphabet Σ est un 6-uplet
(S, s0, Σ, U, C,→) tel que :




a, lazyy = 1, b, eager
y ≤ 3, a, delayable
Fig. 15: Urgene à la Kronos.Cette dénition d'urgene à une onséquene sur le sémantique du TAU, en partiulier surles transitions temporisées qui sont, dans e as, dénies par : (s, ν) ǫ(d)−−→A (s, ν + d), ave d ∈ T>0 et il n'existe auune transition s Z,a,r,u−−−−→ s′ telleque : soit u = delayable et il existe 0 ≤ d1 < d2 ≤ d tel que ν +d1 ∈ Z et ν +d2 6∈ Z ;soit d = eager et il existe 0 ≤ d1 < d tel que ν + d1 ∈ Z.4.6 Automate temporisé à entrée/sortieLe modèle des TAs de base ne permet pas de faire une distintion entre l'émission et laréeption d'une ation. Or, ette distintion s'avère parfois néessaire, en partiulier, il peut
48 Chapitre 4. Modèles pour les systèmes temporisésêtre utile de savoir si le passage d'une transition se fera à l'initiative de l'environnement dusystème (une entrée) ou, si au ontraire, le système lui même qui délenhera le passage(une sortie). Pour exprimer ette information, une extension des automates temporisés aété dénie : les automates temporisés à entrée/sortie [88℄ (TIOA).Dénition 18 (TIOA) Un automate temporisé à entrée/sortie [88℄ (TIOA) est un auto-mate temporisé sur l'alphabet Σ tel que Σ est divisé en deux ensembles disjoints : l'ensemble des ations d'entrée Σi. l'ensemble des ations de sortie Σo. 2L'ensemble des TIOAs dénis sur Σ est noté T IOA(Σi, Σo). Un élément de Σi (resp. Σo)est noté ?a (resp. !a). Soient A ∈ T IOA(Σi, Σo) et QA = (Q, q0, Γ,→A) sa sémantique. Aest dit : input-omplet si A aepte toute entrée à tout instant. Formellement, ∀q ∈ Q, ∀a ∈
Σi, q a−→A.4.7 Automate temporisé étenduUne autre variante des automates temporisés est les automates temporisés étendus. Cesderniers, en plus des variables ontinues (horloges) utilisent des variables disrètes et desparamètres.Pour un ensemble d'horloges C, un ensemble de paramètres P et un ensemble de va-riables V , l'ensemble des ontraintes d'horloge Φ(C, P, V ) est déni par la grammaire sui-vante :
φ := φ | φ ∧ φ | x ≤ f(P, V ) | f(P, V ) ≤ xave x une horloge de C et f(P, V ) une expression linéaire de P et V .Dénition 19 (ETIOA) Un automate temporisé étendu à entrée/sortie(ETIOA) est un 10-uplet M = (S, s0, Σ, C, P, V, V0, P red, Ass,→) tel que : S est un ensemble ni des états. s0 est l'état initial. Σ est un alphabet ni d'ations, C est un ensemble ni d'horloges. P est un ensemble ni de paramètres. V est un ensemble ni de variables. V0 est un ensemble de valeurs initiales pour les variables de V . Pred = Φ(C, P, V )∪ P̃ [P, V ], P̃ [P, V ] est un ensemble d'inégalités linéaires sur V et
P . Ass = {x := 0 | x ∈ C} ∪ {v := f(P, V ) | v ∈ V } est un ensemble de mises à jour surles horloges et les variables.
4.8. Automate des régions 49 →⊆ S × Pred × Στ × Ass × S est un ensemble de transitions.
t = (s, pred, a, ass, s′) est la transition de l'état s à l'état s′ sur l'ourrene du symbole a.
pred ⊆ Pred est une ontrainte sur C et V et ass ⊆ Ass est un ensemble des mises à jourde C et V .Exemple 4.7 Un exemple d'ETIOA est donné dans la Fig.16. S = {s0, s1, s2, s3} et s0 est l'état initial. L = {!a, ?b, !c, ?d}, C = {x, y}, P = {λ}, V = {v1} et V0 = {2}. Pred = {y ≥ λ, x ≤ 1, v1 ≤ 4}. Ass = {x := 0, y := 0, v1 := v1 + 1}. La transition de soure s2 et de destination s3 est : t = (s2, {x ≤ 1}, !c, {v1 :=






!a y ≥ λ




v1 := v1 + 1Fig. 16: Automate temporisé étendu.4.8 Automate des régionsL'un des avantages d'un modèle formel est la possibilité de validation automatique.La démarhe générale est la suivante : soit S la modélisation d'un système réel dans unethéorie et soit φ une propriété exprimée dans une théorie appropriée. On se demande alorssi le système S vérie la propriété φ.Un automate temporisé ayant par dénition une sémantique innie, l'analyse doit per-mettre de représenter le système de manière nie. Conjointement au modèle des automatestemporisés, Alur et Dill [2, 4℄ proposent une tehnique pour prouver la déidabilité de l'a-essibilité d'un état. Cette tehnique repose sur le partitionnement en lasses d'équivalenede l'espae d'états. Ces lasses d'équivalene (les régions) sont telles que haque état d'unelasse évoluera vers des états de la même lasse.4.8.1 Région d'horlogesSoit A = (S, s0, Σ, C,→) un automate temporisé ayant des ontraintes non diagonales.5Pour toute horloge x ∈ C, notons par cx la plus grande onstante telle qu'une ontrainte5Rappelons qu'une ontrainte diagonale est de la forme x − y ⊲⊳ c.
50 Chapitre 4. Modèles pour les systèmes temporisésd'horloges x ⊲⊳ c apparaisse dans A. L'équivalene des valuations ν et ν ′, notée ν ≡ ν ′, estdénie par :1. Pour toute horloge x ∈ C, soit ⌊ν(x)⌋ = ⌊ν ′(x)⌋ ou ν(x) > cx et ν ′(x) > cx.2. Pour toutes les horloges x, y ∈ C telles que ν(x) ≤ cx et ν ′(x) ≤ cx, fr(ν(x)) =
fr(ν(y)) si et seulement si fr(ν ′(x)) = fr(ν ′(y)).3. Pour toute horloge x ∈ C telle que ν(x) ≤ cx, fr(ν(x)) = 0 si et seulement si
fr(ν ′(x)) = 0.où ⌊c⌋ est la partie entière de c et fr(c) est la partie frationnaire de c. Une région d'horlogesest une lasse d'équivalene des valuations d'horloges induites par ≡. Notons par R(ν) larégion d'horloges dont fait partie ν.
1 2 31 x
2y
Fig. 17: Région d'horloges.Exemple 4.8 Considérons un automate temporisé à deux horloges x et y pour lequel cx = 3et cy = 2. L'ensemble des régions de et automate peut être dérit par le shéma de laFig.17. La région en noir orrespond à la ontrainte :
1 < y < 2 ∧ 2 < x < 3 ∧ y < x.
24.8.2 Automate des régionsSoit A = (S, s0, Σ, C,→) un automate temporisé. L'automate des régions assoié à Aest l'automate RG = (Q, q0, ΣRG,→RG) déni par :1. ΣRG = Σ ∪ R>0,2. Q = {(s, R(ν)) | s ∈ S, ν ∈ V(C)},3. q0 = (s0, R(ν0)), ave ν0(x) = 0 pour toute horloge x de C,4. RG a une transition disrète (s, R(ν)) a−→ (s′, R(ν ′)) si et seulement s'il existe unetransition s Z,a,r−−−→ s′de A telle que ν ∈ Z et ν ′ = ν[r := 0],5. RG a une transition temporisée (s, R(ν)) d−→ (s′, R(ν ′)) sur d > 0 si et seulement si
ν ′ = ν + d.










s1, 0 = y < x < 1 s2, 1 = y < xs1, y = 0, x > 1s1, y = 0, x = 1
s3, x > 1, y > 1s3, 1 = y < xs3, 0 < y < 1 < x
s0, x = y = 0
s3, 0 = y < x < 1
Fig. 18: Automate des régions.Exemple 4.9 La Fig.18 montre l'automate des régions de l'automate de la Fig.12. Lesymbole d (0 < d < 1) est un réel représentant le passage du temps. Contrairement à laFig.17, la Fig.18 ne présente que les régions d'horloges atteignables à partir de l'étatinitial (s0, x = y = 0). 2L'automate des régions orrespond au graphe d'aessibilité d'un automate temporisé, i.e.un état s est atteignable dans un automate A si et seulement s'il existe un état (s, R) dansl'automate des régions assoié à A.4.9 Autres modèlesDe nombreux travaux ont été réalisés sur des extensions des automates temporisés,parmi lesquels : L'ajout des ontraintes d'horloges du type x + y ⊲⊳ c [19℄. L'ajout de ontraintes d'horloges périodiques (du type x ⊲⊳ c mod k) [48℄. L'ajout de mises à jour de la forme x :⊲⊳ c ou enore x :⊲⊳ y + c, ave ⊲⊳∈ {<,≤, =
,≥, >} [34℄. L'ajout de paramètres dans les ontraintes d'horloges [3, 20℄. Les systèmes hybrides : les variables utilisées ne sont plus uniquement des horlogesmais peuvent avoir des pentes diérentes de 1 [5℄.D'autres modèles basés sur les réseaux de Pétri et les algèbres de proessus ont été déve-loppés en parallèle pour tenir ompte de l'aspet temporel des systèmes. On trouve :
52 Chapitre 4. Modèles pour les systèmes temporisés Les RdPs temporisés [107, 125, 137, 149℄, Les RdPs temporels [107℄, Les RdPs stohastiques temporisés [60℄. L'algèbre de proessus temporisée TCCS omme extension temporisée de CCS [154℄.Pour un état de l'art sur les extensions temporelles des RdPs se référer à la thèse de MarBoyer [36℄.
Deuxième partieModélisation des SystèmesCommuniants
53
55IntrodutionUn système ommuniant (entralisé ou distribué) est un système exploitant une ar-hiteture physique onsistant en multiples et autonomes éléments, sans ou ave mémoirepartagée, ommuniant à travers un réseau ou des anaux de ommuniations. Les élémentsdu système ommuniant peuvent être situés sur le même site ou des sites diérents. Unsystème ommuniant réagit alors ave son environnement pour réaliser une fontionnalitédonnée.L'utilisation des automates omme modèle et adre théorique pour dérire les systèmesommuniants a l'avantage d'orir des failités de dénition d'algorithmes appliables dansun outil de validation. Cependant, les modèles existants basés sur les automates présententdeux limitations au niveau de la desription des aspets de ontrle et de données. Pourl'aspet ontrle, la majorité des modèles existants ne permet que la modélisation desommuniations binaires ou sur des ensembles d'événements ommuns. Or, les proessusommuniants ne possèdent pas en général les mêmes ensembles d'événements, i.e. les évé-nements produits par les proessus onsidérés n'appartiennent pas néessairement à unensemble ommun. De plus, on assiste aujourd'hui à l'émergene des appliations multi-médias à aratère de diusion, d'où le besoin de modéliser et de valider e genre de om-muniation. Il est lair que les algèbres de proessus se présentent omme un bon modèle,très expressif. Cependant, l'utilisation des algèbres de proessus présente une diulté dedénition d'algorithmes appliables dans un outil de validation. Pour l'aspet données, unemodélisation du partage des ressoures entre proessus est requise. Une variable peut êtreommune à un ensemble de proessus. Il est don important de modéliser un tel partagepar l'approhe la plus simple possible.MotivationsLes reherhes entamées dans le adre de e doument se veulent à la fois théoriques,par l'étude formelle de la modélisation et la validation et pratiques, par l'implantation desrésultats théoriques. Nous nous intéressons à la modélisation des systèmes ommuniantssynhrones, i.e. la ommuniation se fait par rendez-vous : un message ne peut être en-voyé par un proessus que si le proessus réepteur est apable de reevoir et de traitere message immédiatement. Une telle ommuniation fait abstration des ouhes sous-adjaentes, ainsi que du temps de traitement de es ouhes et de la latene du réseau. Laommuniation par rendez-vous peut onerner deux entités (binaire/uniast), ou plusieursentités (un proessus émetteur et des proessus réepteurs omme dans le as du multiastet du broadast). Pour les protooles assurant un servie able, une telle abstration estréaliste. Pour les systèmes asynhrones ommuniant par des les bornées de type FIFO(First In First Out), la modélisation de es les de ommuniation permet de se plaer dansun adre synhrone et ainsi, un modèle pour les systèmes synhrones peut être étendu auxsystèmes asynhrones.Comme nous venons de le souligner dans l'introdution, la réalisation d'un outil de
56validation basé sur le modèle des automates ou des algèbres de proessus ne répond pasaux diérentes motivations, itées auparavant, relatives à la desription des systèmes om-muniants. En eet, un modèle hybride ombinant l'aspet graphique des automates etl'aspet hiérarhique des algèbres de proessus s'adapterait mieux à un outil de validation.Au delà des motivations relatives à la modélisation des systèmes et des ommuniationsinter-omposantes, un autre point qui motive ette reherhe est l'étude théorique de lapossibilité d'une modélisation uniforme de l'ensemble des éléments intervenant dans le test(arhitetures de test, approhes et types de test, séquenes de test,...).ContributionLa ontribution majeure de ette partie est l'introdution du modèle CS, un modèle dedesription des systèmes ommuniants. Le modèle CS onsidère deux aspets des systèmesommuniants : les ux (ontrle, données et temps) propres aux entités du système etles ux partagés (ontrle et données) entre entités. La modélisation des ux propresaux entités est basée sur les automates. Le ux de données partagé est modélisé par desvariables et des paramètres. Le ux de ontrle partagé est modélisé par une topologiede ommuniant qui expliite les diérentes ommuniations possibles dans un état dusystème.La séparation entre les ux propres et les ux partagés d'une part et une sémantiqueen automate d'autre part, prourent au modèle CS l'aspet graphique des automates etl'aspet hiérarhique des algèbres de proessus. Au delà de l'aspet desription des systèmesommuniants, le modèle CS est au oeur de la modélisation uniforme, présentée dans lasetion 11.2 de la partie IV.OrganisationCette partie ontient un seul hapitre. La setion 5.1 du hapitre 5 introduit le modèleCS. La setion 5.2 illustre des exemples de desription en CS. Finalement, la setion 5.3est onsarée à la modélisation des systèmes synhrones et asynhrones.
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e hapitre d'utiliser les automates pour dérire la ommuniationet le partage de ressoures entre proessus synhrones. Le modèle obtenu, nommé modèledes systèmes ommuniants ou le modèle CS, ombine entre la représentation graphiquedes automates et la dénition hiérarhique des algèbres de proessus. Il dénit un ensemblede ressoures 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ation. Lesentités représentent des proessus. Elles sont modélisées par des automates temporisésétendus à entrée/sortie (ETIOAs). La topologie de ommuniation dérit les diérentessynhronisations possibles entre les entités dans un état global du CS. Les ressoures 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eles variables et les paramètres. Par la suite, nous utiliserons sans distintion les termesomposante et entité pour référener un élément d'un système 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ant.57
58 Chapitre 5. Modèle des systèmes ommuniants5.1 Modèle CS5.1.1 Topologie de ommuniationUne topologie de ommuniation Top d'un ensemble de proessus est un modèle desynhronisation des diérents proessus. Elle dérit les ongurations dynamiques des pro-essus et les synhronisations possibles dans une onguration donnée. La dénition de
Top utilise les veteurs de synhronisation d'Arnold et Nivat [9, 10, 11, 118℄ et elle est ins-pirée de elle de Barros et al. [13℄. Elle dénit un ensemble d'ations globales du système,un ensemble d'ensembles d'ations loales à haque proessus et un traduteur modélisépar un automate à entrée/sortie.Dénition 20 (Topologie) Une topologie de ommuniation Top d'un ensemble de nproessus est un ouple (Σ, T r), ave Σ = {Σi}1≤i≤n un ensemble ni d'ensembles d'ationset Tr (Traduteur) un automate à entrée/sortie Tr = (Str, str0 , Σtr,→tr) tels que :1. Il existe une fontion de omposition 1 f de Σ1τ ∪{•}× · · ·×Σnτ ∪ {•} 7→ Σtrτ , ave •un symbole distingué de non-opération, n'appartenant pas à Σi, pour tout i ∈ [1, n].2. Pour tout élément ag de Σtr, il existe (ai)i∈[1,n], ai ∈ Σi∪{•} tel que ag = f(a1, ..., an).
2Un élément ag de Σtr est appelé une ation globale de synhronisation. Le veteur desynhronisation induit par ag, noté −→v , est le (n + 1)-uplet −→v =< ag, a1, ..., an > ave
ag = f(a1, ..., an). L'ensemble des veteurs induits par Σtr est noté −→Σtr. Un veteur desynhronisation −→v =< ag, a1, ..., an > dérit l'ation ai que le proessus i, i ∈ [1, n], doiteetuer. La synhronisation des diérentes ations donne lieu à l'ation globale ag.Convention. Lors de la représentation graphique d'une topologie de ommuniation (ousimplement topologie) Top = (Σ, (Str, str0 , Σtr,→tr)), les ations de Σtr sont onfonduesave les veteurs de synhronisation de −→Σtr qu'elles induisent. De ette manière, nousonfondons une topologie de ommuniation ave son automate traduteur.Exemple 5.1 La Fig.19 représente trois proessus A, B et C dont les états initiaux sont
a0, b0 et c0, respetivement. Une topologie de ommuniation de es trois proessus estreprésentée par l'automate de la partie droite de la Fig.19. Les trois états de et automateorrespondent aux diérents états des proessus. Cette topologie illustre les diérentesations permises par les diérents proessus dans un état global du système S omposéde A, B et C. Ainsi, dans l'état (a0, b0, c0), seul le proessus A peut émettre le message
x à destination de B, e qui orrespond au veteur <!x, !x, ?x, • > dans Top. Dans e1Pour la fontion de omposition, voir la dénition 13 de la setion 4.3.5.
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Topologie de A, B, C














<!x, !x, ?x, • >
Fig. 19: Topologie de ommuniation.veteur, le proessus C ne hange pas d'état et se met en attente (ation interne d'attente).L'ation globale visible de ette synhronisation est l'émission de x. Après ette ation desynhronisation, le système S se trouve dans l'état (a1, b1, c0). Le proessus B émet alorsle message y en diusion, e qui orrespond au veteur <!y, ?y, !y, ?y > dans Top. Notonsdès maintenant que le hoix de l'étiquette de l'ation globale dépend de la signiationqu'on lui attribue : d'une façon générale, il est possible d'utiliser l'étiquette de l'ationd'émission, vu que l'ation visible de l'émission et la réeption du même événement estl'ation d'émission. 2Terminologie. Lorsqu'un veteur de synhronisation −→v =< ag, •, ..., ai, ..., • > dénitune seule ation, seul le proessus i exéute l'ation ai et hange d'état. Dans e as,le veteur −→v est dit unitaire. Si −→v =< ag, •, · · · , ai, •, · · · , aj , •, · · · , • >, i.e. une syn-hronisation entre deux proessus, alors −→v est dit binaire. Lorsque le nombre d'états dutraduteur Tr est égal à 1, Top est dite statique. Elle est dite libre si tous ses veteurs sontunitaires. Elle est dite binaire si tous ses veteurs sont binaires.L'ériture de la topologie de ommuniation d'un système de proessus est aussi un travailde modélisation. Elle ontient don une ertaine part d'arbitraire. En partiulier, lorsqu'onveut représenter un système, il est souvent possible d'en faire apparaître ertains aspets,soit dans la modélisation des entités du système, soit dans la dénition de la topologie.Signalons aussi que la topologie, grâe à la fontion de omposition, ore la possibilité demodéliser des ommuniations entre un, deux ou plusieurs proessus : uniast, multiastet broadast. Elle peut être utilisée, dans ertains as, omme une sorte de ontrleur surles ations permises par les diérents proessus dans une onguration donnée du systèmeglobal.5.1.2 Systèmes ommuniantsBasé sur la dénition de la topologie de ommuniation, nous dénissons le modèle dessystèmes ommuniants omme étant un ensemble de variables et de paramètres partagés,
60 Chapitre 5. Modèle des systèmes ommuniantsune topologie de ommuniation et des entités.Dénition 21 (Système Communiant) Un système ommuniant CS est un 5-uplet
(SP, SV, SV0, (M
i)1≤i≤n, T op) tel que : SP est un ensemble de paramètres partagés. SV est un ensemble de variables partagées. SV0 est un ensemble de valeurs initiales pour les variables de SV . Top = ((Σi)1≤i≤n, T r) est une topologie. M i = (Si, si0, Li, Ci, P i, V i, V i0 , P redi, Assi,→i) est un ETIOA 2 tel que : Σi ⊆ Li,







TopologieEntité 1 Entité 2
Fig. 20: Modèle CS.La Fig.20 illustre graphiquement un CS. Les entités représentent des proessus. Elles sontmodélisées par des ETIOAs. La topologie de ommuniation dérit les diérentes synhro-nisations possibles entre les entités. Nous avons supposé dans la dénition des entités que
∀i ∈ [1, n], Σi ⊆ Li. Cei permet d'avoir des topologies partielles qui ne dénissent que lessynhronisations permises et ainsi ne onsidèrent que les omportements d'une partie dusystème global (dans la setion suivante, nous donnerons des exemples de telles topologies).Les ressoures ommunes représentent les diérentes données partagées du système. Nousnous restreignons à des données de types variables et paramètres. Les paramètres (resp. lesvariables) peuvent être lus (resp. lues et modiées) par les entités du CS. Ces paramètreset variables partagées peuvent apparaître dans la dénition d'une transition d'une entité.Convention. Nous utiliserons le terme système ommuniant pour référener un en-semble d'entités ommuniantes et le terme CS pour référener le modèle de desriptionde la dénition 21.Remarque 5 Pour un CS (SP, SV, SV0, (M i)1≤i≤n, T op), les variables et les paramètresassoiés à une entité M i ont une porté loale restreinte à M i 3, i ∈ [1, n]. Ainsi, deux enti-tés Mi et Mj peuvent dénir des variables ayant le même nom sans pour autant référener2Voir setion 4.7 pour la dénition d'un ETIOA3Si on suit la logique des langages de programmation, nous dirons que les variables et les paramètresde Mi sont des variables et des paramètres loaux.
5.1. Modèle CS 61la même donnée. Pour les variables SV et les paramètres SP , leur portée est globale danstoutes les entités 4. Dans le as où une variable (resp. un paramètre) d'une entité Mi utilisele même nom qu'une variable (resp. un paramètre) partagée, alors e nom fait référenedans Mi à la variable (resp. le paramètre) loale de Mi. Finalement, les ressoures om-munes sont restreintes aux variables et paramètres. Cependant, le modèle peut être étendupar l'ajout du partage des horloges.5.1.3 Sémantique d'un CSLa sémantique d'un CS est dénie en terme d'ETIOA. Pour simplier, nous supposonsque les variables et paramètres des entités du système sont toutes diérentes et diérentesde elles partagées dans le CS.Dénition 22 (Sémantique) La sémantique d'un CS, SC =
(SP, SV, SV0, (M
i)1≤i≤n, T op), ave M i = (Si, si0, Li, Ci, P i, V i, V i0 , P redi, Assi,→i
) et Top = (Σ, (Str, str0 , Σtr,→tr)), est dénie par l'ETIOA ζ(SC) =










n) de ζ(SC) est onditionnée par l'existene d'une transition de Top de str à
s′tr sur un veteur −→v =< a, a1, ..., an > tel que pour tout i ∈ [1, n], si predi,ai,assi−−−−−−−→i s′i.Finalement, d'après la sémantique dénie i-dessus, seules les ations de la topologie deommuniation, dans un état global du système, peuvent être appliquées.Remarque 6 Étant donné que la sémantique d'un CS est un ETIOA, ei autorisela possibilité de synhronisation ave d'autres systèmes, e qui permet une dénition4Variables et paramètres globaux.
62 Chapitre 5. Modèle des systèmes ommuniantshiérarhique des CSs à l'exemple des algèbres de proessus. Nous donnerons par la suitedes exemples de telles ompositions des CSs. Finalement, l'utilisation de la topologiede ommuniation dans la dénition du modèle CS permet d'étendre la omposition desautomates (selon une fontion) présentée dans la dénition 14 de la setion 4.3.5. 2Terminologie. Soit SC = (SP, SV, SV0, (M i)1≤i≤n, T op) un CS ave M i =
(Si, si0, L
i, Ci, P i, V i, V i0 , P red
i, Assi,→i) et Top = ({Σi}1≤i≤n, T r). SC est dit : libre si Top est statique, libre et ∀i ∈ [1, n], Σi = Li. binaire si Top est statique, binaire et ∀i ∈ [1, n], Σi = Li.Intuitivement, dans un état global s = (str, s1, ..., si, ..., sn) d'un SC libre, haque proessus

















out(s)) (3)En onséquene :








t(M i) × t(Top)) (5)On remarque que le nombre de transitions t(ζ(S)) dans l'équation (4) ne dépend pas dunombre d'états e(Top) de Top et que l'équation (5) est une majoration grossière de t(ζ(S)).Finalement, la modélisation des synhronisations par la topologie n'ajoute pas un superuau niveau de la taille de la sémantique mais il y a un oût lié à la modélisation du ux deontrle assoié à la ommuniation entre entités.5.1.4 CS et algèbre de proessusL'introdution de la topologie de ommuniation dans les CSs, sous forme d'automate,n'est qu'une façon de dériver une omposition parallèle. Une approhe générique pourdénir une omposition parallèle de proessus est elle indiquée dans [151℄, qui repose surles travaux réalisés initialement dans [109, 110, 111℄. Il a été démontré qu'il est possiblede dériver n'importe quelle omposition parallèle en utilisant les trois opérations, produit,restrition et renommage, introduites initialement par : Le produit peut être onsidéré omme étant une omposition parallèle dans laquelletoutes les synhronisations imaginables sont possibles (voir la setion 3.6). La restrition onsiste, omme nous avons déjà vu, à masquer ertains événements. Le renommage onsiste, pour un proessus, à hanger les étiquettes de ses ations.Le prinipe est de réaliser le produit des proessus, d'appliquer la restrition pour éliminerles synhronisations non désirables et le renommage pour hanger les étiquettes de la syn-hronisation. Cette approhe est reprise dans [132℄. Finalement, l'outil CMC [93℄ onsidèreune omposition synhrone des proessus en onjontion ave le renommage.5.1.5 ComparaisonLa omposition synhrone de systèmes de transitions a été introduite par Arnold etNivat [9, 10, 11, 118℄ omme l'opération fondamentale dans la dénition de la sémantiqued'un système de proessus interagissant. Cette omposition est basée sur la dénition desveteurs de synhronisation qui restreignent l'ensemble de toutes les transitions globalesque l'on veut voir apparaître dans le résultat.Madelaine et al. [13℄ reprennent e onept pour modéliser des objets Java distribués.Le modèle CS est étroitement lié aux modèles paramétrés présentés dans [13℄. Ces modèlesparamétrés se veulent généralistes et sont onstitués de réseaux symboliques (pNets) de














Top<prod,•,...,push,•,..,push,•,...><ons,•,...,pop,•,...,pop,•,...>Fig. 22: Consommateur-produteur en CS.Modélisation en CS. Nous proposons de modéliser l'exemple du onsommateur-produteur par le CS S = (∅, ∅, ∅, (Ci)i∈[1,q] ∪ B ∪ (Pj)j∈[1,p], T op) de la Fig.22. L'idéeest de séparer entre le omportement de la le B (automate B) et la gestion de ette der-nière (automate Top). L'automate de la le B ontient deux transitions et un état. B peutstoker (ation push) ou déstoker (ation pop) un produit. Top ontient n+1 états. Noussupposons que les états de Top sont ordonnés et nous utiliserons sk pour référener l'étatd'indie k, k ∈ [1, n + 1]. Chaque état sk (sauf sn+1) dénit p transitions sortantes sur unveteur −→vi , i ∈ [1, p], de la forme < prod, •, ..., push, •, ..., push, •, ... > 5 tel que : L'indie 2 + q + i de −→vi vaut push. L'indie 2 + q de −→vi vaut push.Ces veteurs sortants orrespondent à une synhronisation binaire entre un proessus Piet la le B sur l'ation push. L'ation visible est prod.5Ce qui orrespond à l'ation globale suivie de l'ation de haque Cj , puis l'ation de la le et ennl'ation de haque Pi.
66 Chapitre 5. Modèle des systèmes ommuniantsDe même, haque état sk (sauf sn+1) dénit q transitions entrantes sur un veteur −→v′i ,
i ∈ [1, q], de la forme < cons, •, ..., pop, •, ..., pop, •, ..., • > tel que : L'indie 1 + i de −→v′i vaut pop. L'indie 2 + q de −→v′i vaut pop.Ces veteurs entrants orrespondent à une synhronisation binaire entre un proessus Cjet la le B sur l'ation pop. L'ation visible est cons. Cette modélisation expliite dessynhronisations ne laisse pas de onfusion lors de la onstrution du système global.En onlusion, ette modélisation n'introduit pas un superu vu que l'automate séman-tique de S = (∅, ∅, ∅, (Ci)i∈[1,q] ∪ B ∪ (Pj)j∈[1,p], T op) (Fig.22) est le même que l'automate
C1‖...‖Cq‖Buffer‖P1...‖Pp ave renommage d'ations (Fig.21) 6. Finalement, omme elaa été montré à travers et exemple, il est plus judiieux, dans la modélisation d'un système,de séparer le omportement nominal d'une entité de ses interations (synhronisations) avele reste du système (l'utilisation de la topologie).5.2.2 L'algorithme de PetersonPrinipe. L'algorithme de Peterson gère l'aès de deux proessus P0 et P1 à une setionritique. Il utilise quatre variables globales : deux variables booléennes a et b initialiséesà false, une variable entière round qui ne peut prendre que les valeurs 0 ou 1 et unevariable entière ppid ontenant l'identiant d'un proessus. Nous onsidérons une versionde Peterson basée sur l'algorithme présenté dans [10℄ dont nous proposons une tradutionen langage C. Les proessus P0 (père) et P1 (ls) exéutent la même fontion peterson() :#inlude <sys/types.h>#inlude <unistd.h>#define FALSE 0#define TRUE 1typedef int bool;/* Variables globales */int round = 0;bool a = FALSE, b = FALSE;int ppid=0; /* identifiant du proessus père *//* Algorithme de Peterson */6‖ est la omposition synhrone sur les ations de mêmes étiquettes.
5.2. Exemples 67/* Les deux proessus exéutent une boule tant que dans la fontionpeterson() dont le ode est le suivant. */int peterson(){ while(TRUE){ setion_non_ritique();init();wait();setion_ritique();reset();}}setion_non_ritique(){ /*Code de la setion non ritique*/}/* Initialisation des variables globales selon l'identifiantdu proessus ourant. */init(){ int v = getpid(); /* getpid() retourne le numéro du proessusexéutant la tâhe ourant */if(v == ppid){ a = TRUE; /* Proessus père */round = 0;}else{ b = TRUE; /* Proessus fils */round = 1;}}/* Gestion de l'aes à la setion ritique : le père (resp. fils) nepeut entrer dans la setion ritique que si round vaut 1 (resp. 0) ou b
68 Chapitre 5. Modèle des systèmes ommuniants(resp. a) vaut vrai (resp. faux). Ainsi, haque proessus proède àune attente ative. */wait(){ int v = getpid(); /* getpid() retourne le numero de proessusexeutant la tâhe ourant */if(v == ppid){ while(b == TRUE && round == 0) /* Attente ative du père */;}else{ while(a == TRUE && round == 1) /* Attente ative du fils */;}}setion_ritique(){ /*Code de la setion non ritique*/}/* Le proessus sortant de la setion ritique libèrel'aes à ette zone. */reset(){ int v = getpid(); /* getpid() retourne le numero de proessusexéutant la tâhe ourant */if(v == ppid){ a = FALSE;}else{ b = FALSE;}}
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/* Fontion prinipale : Initialisation de la variable ppid et lelonage du proessus père (fontion standard fork()) pour réer unproessus fils qui exéutera ave son père la fontion peterson(). */int main(){ int fpid = 0; /* identifiant du proessus fils */ppid = getpid(); /* getpid() retourne l'identifiant du proessusappelant */fpid = fork(); /* fork() ree un proessus fils */peterson();} Ce ode ontient six fontions qui sont exéutées par P0 et P1 (la fontion main() n'estexéutée que par P0) et qui seront notées : P() : fontion peterson(). SNC() : fontion setion_non_ritique(). I() : fontion init(). W() : fontion wait(). SC() : fontion setion_ritique(). R() : fontion reset(). M() : fontion main().Nous proposons de modéliser es fontions par des automates. Pour modéliser une fontion
F (), nous suivons la onvention suivante : L'ation BF représente l'appel (début) à la fontion F (). Ainsi, BW représentel'appel à la fontion wait(). L'ation EF représente le retour (n) de la fontion F (). Ainsi, EW représente leretour de la fontion wait().Remarquons que si F () ne termine jamais, alors EF ne peut pas être représentée. Parexemple, la fontion peterson() est exéutée inniment à ause de la boule tant que(while) et don EP ne sera pas présentée.La Fig.23 illustre une modélisation en automates de es fontions. Dans le soui dene pas surharger la gure, les fontions SNC() et SC() ne sont pas modélisées et sontreprésentées par les ations SNC et SC, respetivement.Modélisation en CS. Une modélisation du proessus Pi, i ∈ [0, 1] est le CS Si =
(∅, ∅, ∅, (Fi)i∈[1,4], T op), ave Fi et Top les automates de la Fig.23. Nous avons omis de
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a :=falseb :=false v :=getpid()v 6=ppid v=ppid







a :=trueb :=truev=ppidv :=getpid()v 6=ppidBIEI
F2 : init()





<BR,BR,•,•,BR><BW,BW,•,BW,•><EI,EI,EI,•,•><BI,BI,BI,•,•>Fig. 23: Algorithme de Peterson.représenter tous les veteurs de synhronisation, mais nous supposons que tout veteurunitaire sur toute autre ation non représentée dans la gure de Top est permis. Dansette modélisation, nous onsidérons que les deux proessus ont déjà été réés 7. Une mo-délisation du système omposé de P0 et P1 est le CS libre (i.e. les omposantes s'exéutentindépendamment les unes des autres) déni par S = (∅, V, V0, , (Si)i∈[0,1], T opS), tels que
V = {ppid, a, b, round}, V0 = {0, false, false, 0} et Si le CS du proessus Pi.Remarquons que la fontion getpid() dépend du proessus appelant et don peut êtremodélisée par un paramètre ID qui sera dans e as un paramètre partagé de S ; les setionsritiques et non ritiques sont modélisées par des ations ; et enn v 6= ppid est équivalent7Dans ette hypothèse, nous ne prenons pas en ompte la modélisation de la fontion main(), ei pouravoir des CS identiques pour P0 et P1, mais on peut toujours modéliser la fontion main() pour P0.
























Fig. 24: Modélisation CSMA/CD.Une modélisation d'un émetteur est donnée par l'automate Sender de la Fig.24 (b).L'émetteur est initialement dans l'état Init. Dans et état, il se met à l'éoute du a-nal : il peut essayer de transmettre (!begin), il peut déteter une ollision (?CD), ou ilpeut onstater que le anal n'est pas libre (?busy). Dans l'état Transmit, l'émetteur est entrain d'envoyer les données : lambda orrespond au temps d'émission d'une trame. Danset état, l'émetteur peut terminer son émission (!end), ou reevoir les messages ?busy et
?CD dans le as d'une station qui est en train d'émettre en même temps que lui. L'état
Retry orrespond à un état où l'émetteur a déteté que le anal est oupé ou lors d'uneollision de trames. Sig orrespond au temps de propagation entre les deux stations lesplus éloignées du réseau.
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anal est donnée par l'automate Bus de la Fig.24 (a). Le anal estdans l'état initial Idle. Lorsqu'il reçoit une demande d'émission (?begin), le anal devient
Active. Dans et état, il informe tous les émetteurs de son état (!busy) et revient à l'étatde repos après réeption de ?end. Cependant, si deux stations émettent en même temps,le anal reçoit deux demandes d'émission et dans e as une ollision se produit. Le analinforme tous les émetteurs de la ollision (!CD) et retourne à l'état de repos.
<!CD,?CD,?CD,!CD>
<!busy,?busy,?busy,!busy>
< !end, !end,•, ?end>< !begin, !begin,•, ?begin>< !end,•, !end, ?end>< !begin,•, !begin, ?begin>Fig. 25: Topologie de ommuniation de CSMA/CD.
Modélisation en CS. Une modélisation ontenant un bus et deux émetteursest S = ({Sig, lambda}, ∅, ∅, (Sender, Sender, Bus), T op), ave Top l'automate dela Fig.25 et Sig et lambda deux paramètres de S. Le veteur de synhronisation
<!CD, ?CD, ?CD, !CD > onsiste en une émission de !CD par le bus, une réeption de
?CD par les émetteurs (la ollision est détetée par toutes les stations). L'ation globaleobservable est une émission de !CD.En onlusion, à travers es trois exemples, la démarhe suivie pour modéliser uneappliation (programme ou protoole) onsiste à séparer la modélisation des entités etle ux partagé entre es entités, par l'utilisation de la topologie de ommuniation, desparamètres et des variables partagées.5.3 Communiation synhrone/asynhroneJusqu'à maintenant, nous avons supposé que les proessus ommuniquent d'une façonsynhrone, i.e. un rendez-vous binaire ou multiple entre proessus éhangeant des messages.Cette abstration implique que l'émission d'un message et sa réeption est une ation ato-mique qui prend zéro unité de temps. Or, en pratique, dans un système distribué synhronetemps-réel, l'éhange de messages dépend du temps de traitement des ouhes inférieures etdu temps de propagation du message dans le réseau, e qui peut avoir des onséquenes surle omportement de es systèmes. Nous proposons dans ette setion, en premier lieu, detenir ompte dans la modélisation du temps de ommuniation entre proessus synhroneset en deuxième lieu, de modéliser les les d'attentes pour les systèmes asynhrones.








Tp TpTTx TTyFig. 26: Utilisation d'un anal par un protoole.Considérer que les omposantes d'un système distribué ommuniquent d'une façon syn-hrone est une abstration, au premier regard, grossière. Cependant, il est possible demodéliser l'asynhrone ave du synhrone. En eet, si on onsidère un langage de pro-grammation évolué, en l'ourrene le langage C ou C + +, il est possible d'implanter desfontions d'émission et de réeption (send() et rcv()) bloquantes. D'ailleurs, il existe deslibrairies standards qui le font déjà. Le méanisme derrière une fontion send() bloquanteest que ette dernière ne termine pas (et don le programme est bloqué) tant que le mes-sage n'a pas été bien reçu de l'autre oté, e qui sous entend l'utilisation d'un méanismed'aquittement entre l'émetteur et le réepteur.Diérents temps relatifs à une fontion send() bloquantePrenons le as de l'envoi d'un message M1 par une station Y vers une station X aveune fontion send() bloquante. Le déroulement événementiel simplié du send() est lesuivant : X envoie le message M1 à Y , ette dernière aquitte e message par un message
M2. Lors de la réeption de M2 par X, la fontion send() rend la main au programme quipeut ontinuer son exéution. Ii, nous avons supposé que le anal de ommuniation entre
X et Y est able, i.e. les messages ne sont ni orrompus ni perdus. La Fig.26 représentele shéma d'utilisation de ette fontion. Nous nous intéressons maintenant au temps Ttotalque la fontion send() met depuis son appel jusqu'à sa terminaison pour envoyer le message
M1 (omportement temporel). Les diérents symboles utilisés dans la Fig.26 sont :
Tp = temps de propagation sur une liaison full-duplex entre X et Y ,
TTx = temps de traitement du message par la station X,
TTy = temps de traitement du message par la station Y ,
TXx = temps de transmission du message par la station X,
TXy = temps de transmission du message par la station Y .




= 0.02s, Tp =
3 107
3 108
= 0.12s,Maintenant, supposons que TXx = TXy et TTx et TTy soient négligeables, alors le tempstotal d'envoi du message M1 par la fontion send() est :
Ttotal = 2 × Tp + TXx + TXy + TTx + TTy ≡ 2 × (TXX + Tp) = 0.28s,e qui n'est pas négligeable pour des appliations temps-réel. Par la suite
Ttotal = 2 × Tp + TXx + TXy + TTx + TTy sera appelé le temps de ommuniationentre Y et X et sera noté Ttotal(Y, X). 2Prise en ompte du temps de ommuniation dans la modélisationÀ travers l'exemple du send(), nous avons mis en évidene les diérents temps à onsi-dérer pour une abstration d'une ommuniation synhrone pour les systèmes distribuéstemps-réel. Nous proposons de modéliser les diérents temps de ommuniation dans latopologie de ommuniation étant donné qu'elle représente le ux de ontrle partagé parles diérentes entités. Dans e as, la topologie n'est plus un simple automate mais unTIOA. Pour e faire, nous représentons expliitement le temps de ommuniation relatif àhaque veteur de synhronisation. Intuitivement, un veteur de synhronisation sera divisé(ou remplaé) par deux veteurs. Le premier veteur orrespond à l'ation d'émission etle deuxième orrespond à l'ation de réeption. Par l'intermédiaire d'une horloge, l'ationde réeption ne peut être eetuée qu'après un ertain temps orrespondant au temps deommuniation du veteur de synhronisation initial.< !A, !A, ?B, ?B>
x ≥ Ttotalx :=0 <τ ,•, ?B, ?B>< !A, !A,•,•>Fig. 27: Modélisation de la latene.Soit S = (SP, V P, V0, (Pi)i∈[1,n], T op) un CS. Supposons que t = (si,−→v , sj) est unetransition dans Top ave −→v =< ag, a1, · · · , an > un veteur de synhronisation de nproessus (Pi)i∈[1,n]. Rappelons que les ations ai des Pi se synhronisent et donnent lieu àune ation globale ag. Supposons que a1 est une ation d'émission et don par dénition lesautres ations sont des réeptions. Notons par Ttotal(−→v ) = max({Ttotal(P1, Pi) | i ∈ [2, n]}),
5.3. Communiation synhrone/asynhrone 75le temps maximal pour l'émission de a1. Considérons les deux transitions t1 = (si,−→v1 , s)et t2 = (s,−→v2 , sj) ave −→v1 =< ag, a1, •, · · · , • >, −→v2 =< τ, •, a2, · · · , an > et s un étatadditionnel (ajouté à Top) urgent. Rappelons que dans un état urgent, le système doitquitter et état dès que l'une des transitions sortantes est possible. L'idée est alors deremplaer la transition t dans Top par deux transitions t1 et t2 et d'utiliser une horloge xremise à zéro dans t1 et ontrainte par la garde x ≥ Ttotal(−→v ) dans t2. La Fig.27 illustre latransformation dans le as n = 3 pour le veteur −→v =<!A, !A, ?B, ?B >. Le erle blanreprésente un état urgent. Dans ette transformation, le système global exéute le veteurde synhronisation en deux phases : une phase d'émission de A suivie d'une attente, dansl'état urgent, de Ttotal unités de temps pour s'assurer que le message a été eetivementreçu et une deuxième phase de réeption. On remarque que le nombre de transitions etd'états de Top est doublé et qu'il sut d'une seule horloge additionnelle.En onlusion, nous avons mis en évidene les diérents temps à onsidérer dans lamodélisation d'un système distribué synhrone temps-réel. A travers la topologie deommuniation, il est relativement simple de modéliser es temps de ommuniation endivisant les veteurs de synhronisation et en introduisant une horloge supplémentaire.Dans e as, la topologie de ommuniation est modélisée par un TIOA. Nous nousintéressons par la suite à la modélisation d'un anal de ommuniation dans le as d'unsystème distribué asynhrone.5.3.2 Système distribué asynhroneDans un système distribué asynhrone, haque entité dispose de anaux d'émission pourles messages sortants et de anaux de réeption pour les messages entrants. Ces anauxsont en général nis et de types FIFO (First In First Out). Dans e as, haque entitése omporte d'une façon indépendante des autres entités du système : l'émission (resp. laréeption) d'un message onsiste à le déposer (resp. le retirer) dans/de la le d'émission(resp. de réeption). Nous proposons dans ette partie de modéliser un anal d'émission Fde type FIFO et de taille N ∈ N (la modélisation d'une le de réeption est identique).Modélisation d'une leSoit L un alphabet. Notons par Li l'ensemble des séquenes de taille i (σ ∈ L∗ telque |σ| = i). Avant de présenter ette modélisation, onsidérons les deux transformationssuivantes : →Lis (resp. →Lip) assoie à haque séquene de Li un suxe (resp. préxe) quila transforme en une séquene de Li+1 ou ǫ.
→Lis: L
i × Li+1 7→ L ∪ {ǫ}, →Lis (w, w
′) =
{
a si w′ = wa,
ǫ sinon
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→Lip: L
i × Li+1 7→ L ∪ {ǫ}, →Lip (w, w
′) =
{
a si w′ = aw,
ǫ sinonExemple 5.3 Supposons que L = {a, b} alors : L0 = {ǫ}, L1 = {a, b}, L2 =





































Fig. 28: Modélisation d'une le de taille 2.Modélisation d'une le F de taille NMaintenant, nous proposons de modéliser une le F de tailleN . Supposons qu'une entité
A envoie sur la le F un ensemble de messages qui forme un alphabet L. Par dénition,les éléments de L sont des ations de réeption du point de vue de la le (L∩L = ∅). Dèslors, l'automate à le assoié à L est une modélisation de la le F .Exemple 5.5 La partie droite de la Fig.28 représente une modélisation d'une le F detaille 2 sur l'alphabet L = {?a, ?b}. 2En onlusion, à travers la modélisation des anaux de ommuniation par des automates,pour les systèmes asynhrones, il est possible de modéliser un système distribué asynhronepar un CSs. Dans e as, le anal est onsidéré omme une entité du système et la mo-délisation de la latene est identique à elle présentée dans le as des systèmes distribuéssynhrones. Finalement, dans un système asynhrone, un message peut être destiné à plu-sieurs les sortantes et dans e as, l'utilisation de la topologie de ommuniation permetde tenir ompte de ette situation.5.4 ConlusionL'une des motivations de e hapitre était la modélisation, basée sur une extensiondes automates, des systèmes de proessus ommuniants en vue d'une validation de esproessus. Le hoix des automates omme modèle de base est justié par la possibilité dedénition d'algorithmes appliables dans un outil de validation.Notre ontribution est l'introdution du modèle CS. Le modèle CS a été déni ommel'assoiation de la desription individuelle des proessus (i.e. le ux de ontrle et dedonnées de haque proessus), de la topologie de ommuniation expliitant les synhroni-sations possibles entre proessus (i.e. le ux de ontrle liant les proessus) et les variables
78 Chapitre 5. Modèle des systèmes ommuniantset paramètres partagés représentant les ressoures ommunes (i.e. le ux de données liantles proessus). L'intérêt d'un tel modèle est la modularité de la onstrution du systèmeglobal : séparation entre le ux de ontrle et de données propres à un proessus et le uxde ontrle et de données partagés entre proessus. Un autre point en faveur du modèle CSest la possibilité de modéliser dans un même système, diérents types de ommuniation :uniast sur un ensemble A de messages, multiast ou broadast sur un ensemble B demessages, e qui étend le hamp d'appliation des CSs.Le fait que la sémantique d'un CS soit dénie en terme d'un automate permet, ommedans le as d'une algèbre de proessus, de onstruire des systèmes plus omplexes à partir deomposantes réduites (une dénition hiérarhique). Par l'étude de la taille de la sémantique,nous avons montré qu'une modélisation en CS n'introduit pas un superu, mais 'est unoût de modélisation. À travers les exemples du onsommateur-produteur, l'algorithmede Peterson et la norme CSMA/CD, nous avons montré omment exprimer, en CS, desomposantes habituelles, que e soit un protoole ou un programme en langage évolué.Cette ativité est loin d'être automatique et néessite une ertaine expertise.La dernière setion de e hapitre était onsarée à des extensions du modèle CS en vuede prendre en ompte les diérents temps et méanismes inuant sur l'éhange de messagesdans un système.
Troisième partieAnalyse des Systèmes Temporisés
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n−−−−−→ s′ntels que pour tout i ∈ [1, n], ai = a′i
Aρ (resp. Bρ′) représentera l'automate temporisé induit par le hemin ρ (resp. ρ′).Nous nous intéressons dans ette partie aux deux problèmes suivants.1. Extration des diagnostis temporisés. Dans e problème, on herhe à identierquelques éléments de TTrace(Aρ, n)9.2. Inlusion des traes. Dans e problème, on herhe à vérier l'inlusion des traes
TTrace(Aρ, n) ⊆ TTrace(Bρ′ , n) des deux hemins ρ et ρ′ sahant que :8Dans e doument, nous préférons utilisé le terme diagnosti au lieu de trae.9Rappelons que TTrace(A, n) est l'ensemble des traes temporisées de A de taille n. Voir la setion4.3.4.
82  Aρ est onnu : les diérentes ontraintes (Zi)i∈[1,n] et remises à jour (ri)i∈[1,n] de ρsont données. Bρ′ n'est pas onnu ((Z ′i)i∈[1,n] et (r′i)i∈[1,n] ne sont pas données) mais seulementl'ensemble TTrace(Bρ′, n) est onnu.Le problème d'extration des diagnostis temporisés, omme nous l'avons dit auparavant,trouve une appliation intéressante dans la vériation des propriétés d'un système.Sahant que la majorité des algorithmes de vériation utilisent des graphes abstraits pourl'analyse exhaustive des omportements, l'énumération des diérents états du système esten général impossible. Une onséquene direte est que es algorithmes ne peuvent fournirun diagnosti diret que sous forme de hemins symboliques.Le problème d'inlusion des traes est à notre onnaissane, un problème nouveau.Au delà de la vériation des propriétés, e problème trouve une appliation intéressantedans le test. En eet, dans le as du test de onformité boîte noire des systèmes temporisés,le ode de l'implantation est inonnu et seulement ses traes sont onnues. Ainsi, vérierla onformité de l'implantation par rapport à la spéiation revient en général à unevériation d'inlusion des de l'impantation dans elles de la spéiation.ContributionsL'extration des diagnostis temporisés a été introduit initialement par Alur et al. [6℄qui proposent de aluler la trae temporisée de umul temporel minimal. La méthoded'extration proposée par Tripakis [145℄ onsiste à hoisir aléatoirement des diagnostistemporisés qui n'ont pas forément des propriétés intéressantes omme la minimalitétemporelle.Les ontributions de ette partie se portent sur l'extration des diagnostis tempo-risés et l'étude du problème d'inlusion des traes. Par rapport aux travaux relatifsà l'extration des diagnostis temporisés, la solution que nous proposons onsiste àidentier des diagnostis temporisés ayant ertaines propriétés. Ainsi, nous identions lesdiagnostis temporisés de bornes. Ces derniers onsidèrent des omportements limites dusystème. Leur nombre varie entre 1 et 2 × (n + 1) pour un hemin de longueur n. Leproblème d'inlusion des traes se résume alors à une appliation direte de l'identiationdes diagnostis temporisés de bornes. Deux solutions sont proposées pour aluler esdiagnostis.1. La première solution est basée sur le alul du polyèdre de ontraintes assoié à un he-min. Le polyèdre de ontraintes dénit l'ensemble des ontraintes que doivent vérierune séquene temporisée σ pour pouvoir admettre une omputation de l'automate.2. La deuxième solution repose sur une analyse d'aessibilité en avant et en arrière.L'analyse d'aessibilité est l'une des tehniques d'analyse les plus répandues, d'unepart, du fait qu'elle a un pouvoir d'expressivité assez susant pour formuler un large
83ensemble de propriétés telles l'invariane et la réponse bornée et d'autre part, ellen'est pas oûteuse au niveau implantation. A travers l'analyse d'aessibilité d'unétat, nous apporterons une autre solution aux problèmes d'extration de diagnostistemporisés basée sur la dénition de deux opérateurs, un opérateur post() de aluldes états suesseurs d'un état symbolique donné et un opérateur pred() faisantl'opération inverse.OrganisationCette partie se ompose de deux hapitres. Le hapitre 6 est un hapitre préliminaire.Nous examinons dans e hapitre l'extration des valuations à partir d'un polyèdre. La so-lution proposée est basée sur la dénition d'un ensemble de transformations sur le grapheassoié à un polyèdre. Le hapitre 7 introduit nos deux approhes pour extraire les diag-nostis temporisés de bornes, ainsi qu'un état de l'art et une omparaison ave des travauxsimilaires.
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e hapitre préliminaire, nous montrons omment extraire des valuations à partird'un polyèdre. Cette extration onsiste en l'identiation des valuations de bornes et lak-omplètude. Les graphes et quelques transformations sur es derniers introduits dans lasetion 6.1 sont une base formelle utilisée pour démontrer l'existene des valuations debornes. Les diérents résultats de e hapitre seront exploités par le suite dans le hapitre7 pour extraire les diagnostis temporisés.6.1 Graphe positif et minimalDans le reste de ette setion, N = {n1, n2, · · · , nk} représentera un ensemble de noeuds.Pour les dénitions élémentaires relatives aux graphes, voir la setion 2.1.84
6.1. Graphe positif et minimal 856.1.1 PréliminairesDénition 24 (Graphe positif) Soit G = (N, T, E) ∈ −→G c(N, T) un graphe omplet,orienté et étiqueté. G est positif si et seulement si le poids de tout yle de G est positif. 2Formellement, G est positif si ∀c yle de G, alors w(c) ≥ 0.Propriété 1 G est positif ssi les e-yles (yles élémentaires) sont positifs. 2Preuve. Voir Annexe A. 2Dénition 25 (Graphe minimal) Soit G = (N, T, E) ∈ −→G c(N, T) un graphe ompletet étiqueté. G est dit des plus ourts hemins, ou simplement minimal, ssi pour tout ar
e, son poids w(e) est inférieur au poids w(p) de tout hemin p de path(e). 2Formellement, G est minimal ssi pour tout ar e ∈ E, pour tout hemin p ∈ path(e)





















Fig. 29: Graphes omplets et étiquetés sur T = Z.Exemple 6.1 La Fig.29 illustre l'exemple de deux graphes omplets et étiquetés sur Z telsque N = {n1, n2, n3}. D'après leurs dénitions, entre deux noeuds ni et nj du graphe G(resp. G′), il existe un ar de ni vers nj et un ar de nj vers ni. Il est faile de remarquerque : G et G′ sont tous les deux positifs. En eet, le poids de tout yle élémentaire estpositif dans G et G′. G n'est pas minimal. En eet, wG(n2 → n1) = 7, wG(n2 → n3 → n1) = 6 et paronséquene wG(n2 → n1) > wG(n2 → n3 → n1) G′ est minimal du fait que le poids de tout ar e dans G′ est inférieur au poids dans
G′ de tout hemin de même soure et destination que e. 2
86 Chapitre 6. Graphe, polyèdre et valuationPropriété 2 Soit G un graphe minimal. G est positif si et seulement si les 2-yles de Gsont positifs. 2Intuitivement, si un graphe est minimal, pour montrer qu'il est positif, il sut de montrerque les yles, ayant exatement deux noeuds, sont positifs.Preuve. Voir Annexe A. 2Par la suite, nous introduisons quelques transformations sur les graphes omplets et éti-quetés.6.1.2 Transformation b2m()Considérons la fontion b2m(), qui transforme un graphe omplet et étiqueté G en ungraphe minimal G′, dénie par :
b2m :
−→
G c(N, T) 7→
−→
Gm(N, T)
G → G′telle que pour tout ar e :
wG′(e) = min({wG(p) | p ∈ path(e)}).Intuitivement, le poids d'un ar de soure ni et de destination nj dans le graphe G′ or-respond au poids minimal dans G, de tout hemin de soure ni et de destination nj. Cepoids minimal est soit atteint par un hemin, i.e. il existe un hemin p ∈ path(e) tel que
wG′(e) = wG(p), soit égal à −∞ dans le as où l'ensemble {wG(p) | p ∈ path(e)} n'est pasminoré.Remarque 7 La transformation b2m() est bien dénie, i.e. G′ tel qu'il est onstruit, ap-partient eetivement à −→Gm(N, T). En eet, supposons qu'il existe un hemin p = e1 · · · ekde path(e) tel que wG′(e) ≥ wG′(p) = ∑i∈[1,k] wG′(ei). D'après la onstrution de G′, pourhaque ar ei, il existe un hemin pi de path(ei) tel que wG(pi) = wG′(ei). Dans e as, lehemin p′ obtenu par onaténation des hemins pi (p′ = p1 · · · pk) est dans path(e) et paronséquent wG(p′) = ∑i∈[1,k] wG(pi) = ∑i∈[1,k] wG′(ei) = wG′(p) ≤ wG′(e). Contradition.
2Exemple 6.2 Prenons les graphes de la Fig.29. Il est faile de voir que G′ = b2m(G).En eet, G′ dière de G sur le poids des ars n2 → n1 et n1 → n3 : wG′(n2 → n1) =
wG(n2 → n3 → n1) ≤ wG(n2 → n1) et wG′(n1, n3) = wG(n1 → n2 → n3) ≤ wG(n1 → n3).
2
6.1. Graphe positif et minimal 87Lemme 3 Soit G ∈ −→G c(N, T). Alors, G est positif ssi b2m(G) l'est aussi. 2En autres termes, la transformation b2m() préserve la positivité des yles omme on peutle onstater dans la Fig.29.Preuve. L'idée de la démonstration est la suivante. Pour montrer que G est positif,on ompare les poids des e-yles dans les deux graphes (propriété 1). De même, pourmontrer que b2m(G) est positif, il sut de montrer que ses 2-yles sont positifs selon lapropriété 2. Une preuve omplète est donnée dans l'Annexe A. 26.1.3 Transformation Ri→∗()Rappelons que k est le nombre de noeuds (k = card(N)). Soit i ∈ [1, k]. Considéronsla transformation Ri→∗() dénie par :
Ri→∗ :
−→
G c(N, T) 7→
−→
G c(N, T)
G → G′telle que pour tout ar e :
wG′(e) =
{
−wG(e) si e ∈ in(ni)
wG(e) sinonRappelons tout d'abord que e est l'ar onjugué de e. Ri→∗ fait orrespondre à un graphe






























Fig. 30: Transformations R2→∗ et R∗→2.Exemple 6.3 La Fig.30 illustre un exemple de ette transformation dans le as i = 2pour le graphe G. D'une part, le poids de n1 → n2, dans G, est remplaé dans R2→∗(G)par −6 qui orrespond à l'opposé du poids de n2 → n1 dans G. D'autre part, le poids de
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n3 → n2, dans G, est remplaé dans R2→∗(G) par 3 qui orrespond à l'opposé du poids de
n2 → n3 dans G. Les autres ars onservent le même poids dans G et R2→∗(G). 2Les lemmes suivants énonent quelques propriétés de ette transformation relatives à lapositivité et la minimalité du graphe transformé.Lemme 4 Soient G ∈ −→Gm(N, T) et i ∈ [1, k]. Si G est positif alors Ri→∗(G) l'est aussi.
2Intuitivement, le lemme établit que si un graphe est minimal et positif alors la transforma-tion Ri→∗() préserve la positivité des yles. Cependant, omme nous allons le voir, Ri→∗()ne préserve pas la minimalité.Preuve. Voir Annexe A. 2Lemme 5 Soient G ∈ −→Gm(N, T) et i ∈ [1, k]. Supposons que G est positif. Posons G1 =







wG(e) si e ∈ out(ni)
−wG(e) si e ∈ in(ni)
−wG(e1) + wG(e2) sinonave e1 ∈ in(ni), e2 ∈ out(ni), src(e1) = src(e) et dst(e2) = dst(e). 2Ce lemme donne une méthode pour aluler le graphe minimal après la transformation
Ri→∗(G) en fontion des poids de G.Preuve. Voir Annexe A. 2Complexité. Si G est minimal, alors le alul du graphe minimal G1 à partir de G sefait en O(k).6.1.4 Transformation R∗→i()Cette transformation est semblable à la transformation Ri→∗(). Elle est dénie par :
R∗→i :
−→




6.1. Graphe positif et minimal 89telle que pour tout ar e :
wG′(e) =
{
−wG(e) si e ∈ out(ni)
wG(e) sinonIntuitivement, la seule diérene entre G et G′, obtenu par la transformation R∗→i, est surle poids des ars de soure ni. Pour tout ar e ∈ out(ni), le poids wG′(e) de e dans G′ estégal à l'opposé du poids wG(e) de l'ar e dans G.Exemple 6.4 La Fig.30 illustre un exemple de ette transformation dans le as i = 2pour le graphe G. D'une part, le poids de n2 → n1, dans G, est remplaé dans R∗→2(G)par 5 qui orrespond à l'opposé du poids de n1 → n2 dans G. D'autre part, le poids de
n2 → n3, dans G, est remplaé dans R∗→2(G) par −3 qui orrespond à l'opposé du poidsde n3 → n2 dans G. Les autres ars onservent le même poids dans G et R∗→2(G). 2Les deux lemmes qui suivent rapportent des propriétés de ette transformation semblablesà elles de la transformation Ri→∗(G).Lemme 6 Soient G ∈ −→Gm(N, T) et i ∈ [1, k]. Si G est positif alors R∗→i(G) l'est aussi.
2Preuve. Une preuve similaire à elle du lemme 4. 2Lemme 7 Soient G ∈ −→Gm(N, T) et i ∈ [1, k]. Supposons que G est positif. Posons G2 =







wG(e) si e ∈ in(ni)
−wG(e) si e ∈ out(ni)
wG(e1) − wG(e2) sinonave e1 ∈ in(ni), e2 ∈ out(ni), src(e1) = src(e) et dst(e2) = dst(e). 2Preuve. Une preuve similaire à elle du lemme 5. 2Complexité. Si G est minimal, alors le alul du graphe minimal G2 à partir de G sefait en O(k).
90 Chapitre 6. Graphe, polyèdre et valuation6.1.5 RéapitulationLe shéma de la Fig.31 présente les diérentes transformations et résultats introduitsdans ette setion.1. La transformation b2m() assoie à G le graphe minimal (ou le graphe des plus ourtshemins) G′. Nous avons démontré que G est positif ssi G′ est positif.2. Pour un noeud ni, la transformation Ri→∗() assoie à G′ le graphe G1 dont les valeursdes poids d'ars entrants au noeud ni (les ars de in(ni)) ont été remplaées, pourhaque ar, par l'opposé du poids de l'ar onjugué. Nous avons démontré que si G′est positif alors G1 l'est aussi.3. Finalement, nous avons expliité omment aluler linéairement le graphe minimal






G' est positifb2m b2mb2mG1 est positifG2 est positifG est positif G4G3Lemme 3 Lemme 4 Lemme 5Lemme 7Lemme 6Fig. 31: Transformations et résultats sur les graphes omplets.
6.2 Extration de valuations à partir d'un polyèdreDans le reste de ette setion, V = {v1, ..., vn} dénotera un ensemble de variables àvaleurs dans R≥0, V0 = V ∪ {v0} l'ensemble V muni d'une variable tive v0 qui vaut 0tout le temps et Z un polyèdre de Φ(V ). Nous onfondrons les éléments de Φ(V ) ave leséléments de Φ(V0) et une valuation ν de V ave la valuation ν ′ de V0 qui aete 0 à v0 et
ν(vi) à vi, pour tout i ∈ [1, n] .Le but de ette setion est de montrer omment extraire des valuations à partir d'unpolyèdre. Pour e faire, nous introduisons la forme anonique d'un polyèdre.6.2.1 PréliminairesPar dénition, Z est une onjontion de ontraintes de la forme vi ≤ c | vi ≥ c | vi−vj ≤
c | vi − vj ≥ c. Il se peut que dans la dénition de Z, deux ou plusieurs ontraintes soientdénies pour la même variable (ontraintes redondantes), par exemple Z = vi ≤ c ∧ vi ≤
c′ ∧ Z ′ ou enore Z = vi − vj ≤ c ∧ vi − vj ≤ c′ ∧ Z ′, ave Z ′ ∈ Φ(V ). Dans e as, Z est
6.2. Extration de valuations à partir d'un polyèdre 91équivalent à vi ≤ min(c, c′) ∧ Z ′ ou enore Z est équivalent à vi − vj ≤ min(c, c′) ∧ Z ′. Deplus, remarquons que Z peut être érit sous forme de ontraintes atomiques diaphantiennes,omme l'illustre l'exemple suivant.Exemple 6.5 Supposons que V = {v1, v2} et onsidérons le polyèdre Z = (v1 ≥ 3)∧ (v2 ≤
5) ∧ (v1 − v2 ≤ 4). Souvent, dans la dénition de Z, on ne représente pas les ontraintes



























0 − v1 ≤ −3
v1 − 0 ≤ +∞
v2 − 0 ≤ 5
0 − v2 ≤ 0
v1 − v2 ≤ 4



















v0 − v1 ≤ −3
v1 − v0 ≤ +∞
v2 − v0 ≤ 5
v0 − v2 ≤ 0
v1 − v2 ≤ 4
v2 − v1 ≤ +∞En eet, une ontrainte de la forme vi ≤ c peut être érite sous la forme de vi − 0 ≤ c ouenore vi − v0 ≤ c (par dénition v0 vaut zéro tout le temps). De plus, haque variable viest inférieure à l'innité positive. Ainsi, s'il n'existe pas de ontraintes sur vi de la forme
vi ≤ c alors on peut toujours ajouter la ontrainte vi − v0 ≤ +∞ sans pour autant hangerla portion d'espae dénie par Z. Les mêmes remarques restent valables dans le as d'uneontrainte diagonale (vi − vj ≤ c). En résumé, on peut toujours érire un polyèdre enutilisant des ontraintes atomiques diaphantiennes omme 'est le as pour Z qui s'éritsous la forme :
v0 − v1 ≤ −3 ∧ v1 − v0 ≤ +∞∧ v2 − v0 ≤ 5 ∧ v0 − v2 ≤ 0 ∧ v1 − v2 ≤ 4 ∧ v2 − v1 ≤ +∞.
2Sans perte de généralité et dans un soui de simpliité, nous supposons que les polyèdresonsidérés dans le reste de e hapitre ne ontiennent pas de ontraintes redondantes (vi ≤
c, vi ≤ c′ ou vi − vj ≤ c, vi − vj ≤ c). De plus, nous supposons que haque polyèdre




(vi − vj ≤ lij), lij ∈ R.
6.2.2 Forme anonique d'un polyèdreDeux polyèdres ayant des onjontions de ontraintes diérentes peuvent représenterla même portion d'espae. Dès lors, il est primordial de dénir une forme anonique d'unpolyèdre. Cette forme anonique est dénie à travers le graphe de ontraintes assoié à Z.
92 Chapitre 6. Graphe, polyèdre et valuationDénition 26 (Graphe de ontraintes.) Le graphe de ontraintes assoié à Z =
∧
vi,vj∈V0,vi 6=vj
(vi − vj ≤ lij) est le graphe omplet et étiqueté G(Z) = (V0, R, E) dénipar :
vj
lij
→ vi ∈ E ⇐⇒ vi − vj ≤ lij est un terme de Z.
2Le graphe de ontraintes est obtenu à partir de Z de la façon suivante : haque ontrainte
























Fig. 32: Graphes de ontraintes.Exemple 6.6 Prenons le polyèdre Z = (v1 ≥ 3) ∧ (v2 ≤ 5) ∧ (v1 − v2 ≤ 4) de l'exemple6.5 qui s'érit omme suivant :
Z : v0 − v1 ≤ −3 ∧ v1 − v0 ≤ +∞∧ v2 − v0 ≤ 5 ∧
v0 − v2 ≤ 0 ∧ v1 − v2 ≤ 4 ∧ v2 − v1 ≤ +∞Le graphe de ontraintes assoié à Z est le graphe G(Z) de la Fig.32. 2Dénition 27 (Polyèdre anonique) Z est anonique si son graphe de ontraintes
G(Z) est minimal. 2Rappelons qu'un graphe est minimal (ou des ourts plus hemins) si pour tous les noeuds
vi et vj , le plus ourt hemin (en poids) de vi à vj est l'arête vi → vj 2. Reprenons lepolyèdre Z de l'exemple 6.6. Z n'est pas anonique vu que son graphe de ontraintes G(Z)(Fig.32) n'est pas minimal.1Remarquons que l'on inverse l'ordre des variables dans le graphe.2Voir la dénition 25 de la setion 6.1.1.
6.2. Extration de valuations à partir d'un polyèdre 93Maintenant, notons par Gm(Z) le graphe minimal obtenu à partir de G(Z) par latransformation b2m() 3. Le orollaire 1 déoule de la dénition 27 et de la dénition de




(vi − vj ≤ lij) tel que vj lij−→ vi ∈ E.
2Exemple 6.7 Reprenons enore le as où Z = (v1 ≥ 3)∧ (v2 ≤ 5)∧ (v1−v2 ≤ 4). A partirde son graphe minimal Gm(Z), donné dans la Fig.32, on déduit que :
cf(Z) = (v2 − v0 ≤ 5) ∧ (v0 − v2 ≤ 0) ∧ (v1 − v0 ≤ 9) ∧
(v0 − v1 ≤ −3) ∧ (v1 − v2 ≤ 4) ∧ (v2 − v1 ≤ 2).
2Corollaire 2 Soient Z et Z deux polyèdres. Alors 4 :1. Z ∼ cf(Z).2. Z ∼ Z ′ si et seulement si cf(Z) = cf(Z ′) si et seulement si Gm(Z) = Gm(Z ′).3. Z ⊆ Z ′ si et seulement si cf(Z) ⊆ cf(Z ′). 2Intuitivement, pour le premier point du orollaire, Z et sa forme anonique représentent lamême portion d'espae. Pour le deuxième point, Z et Z ′ représentent la même portion del'espae ssi ils ont le même graphe minimal ssi ils ont la même forme anonique. Finalement,l'espae induit par Z est inlus dans l'espae induit par Z ′ ssi cf(Z) est inlus dans cf(Z ′).Pour la preuve, il sut de voir que ∼ est une équivalene.3Rappelons que la transformation b2m() alule le graphe minimal d'un graphe donné, voir la setion6.1.2.4Pour la dénition de ∼, voir la setion 2.2.
94 Chapitre 6. Graphe, polyèdre et valuationThéorème 1 (Floyd) Z 6∼ false si et seulement si G(Z) est positif. 2Intuitivement, un polyèdre Z ne représente pas une portion vide de l'espae ssi son graphede ontraintes ne ontient pas de yle négatif. Rappelons que selon le lemme 3 de la setion6.1.2, G(Z) est positif si et seulement si Gm(Z) est positif.Preuve. La preuve est donnée dans [58℄. 2Exemple 6.8 Le polyèdre Z déni par :
Z = (v1 ≥ 3) ∧ (v2 ≤ 5) ∧ (v1 − v2 ≤ 4)n'est pas vide ar G(Z) est positif (voir Fig.32). Cependant,
Z ′ = v1 ≥ 3 ∧ v1 ≤ 6 ∧ v2 ≥ 5 ∧ v1 − v2 ≥ 2est vide. Pour ela, il sut de remarquer que le yle v0 6−→ v1 −2−→ v2 −5−→ v0 dans songraphe de ontraintes G(Z ′), donné dans la Fig.32, est négatif. 26.2.3 Valuation de bornesDans la setion 6.2.2, nous avons déni la forme anonique d'un polyèdre à travers songraphe de ontraintes (graphe omplet) et dans la setion 6.1, nous avons introduit quelquestransformations sur les graphes omplets. Ces résultats nous permettent de formuler lethéorème suivant qui identie les valuations de bornes.Théorème 2 Supposons que Z = ∧vi,vj∈V0, vi 6=vj (vi − vj ≤ lij) est anonique, borné et nonvide (Z 6∼ false). Alors, pour tout k ∈ [0, n] :1. Il existe une valuation νMk (Z) de Z telle que : pour tout i ∈ [0, n], i 6= k, νMk (Z)(vi)−
νMk (Z)(vk) = lik.2. Il existe une valuation νmk (Z) de Z telle que : pour tout i ∈ [0, n], i 6= k,
νmk (Z)(vk) − ν
m
k (Z)(vi) = lki. 2Intuitivement, si Z est anonique, borné et diérent de l'ensemble vide, alors pour toutevariable vk ∈ V0, il existe une valuation νMk (Z) (resp. νmk (Z)) qui atteint les bornes




(vi − vk = lik) ∧
∧
vi,vj∈V0, vi 6=vj 6=vk
(vi − vj ≤ lij)




(vk − vi = lki) ∧
∧
vi,vj∈V0, vi 6=vj 6=vk




(vi − vk ≤ lik ∧ vk − vi ≤ −lik) ∧
∧
vi,vj∈V0, vi 6=vj 6=vk




(vk − vi ≤ lki ∧ vi − vk ≤ −lki) ∧
∧
vi,vj∈V0, vi 6=vj 6=vk
(vi − vj ≤ lij)ne sont pas vides (ZMk 6∼ false et Zmk 6∼ false).Remarque 8 Nous avons supposé que Z est borné. Cei est dans le but de garantirl'existene de νMk (Z). Les νmk (Z) existe même si Z n'est pas borné du fait que les variablesde V sont à valeurs dans R≥0. 2Preuve. Soient G(Z) le graphe de ontraintes de Z et k ∈ [0, n]. Z est anoniquedon G(Z) est minimal. Z est non vide don, selon le théorème 1, G(Z) est positif.Maintenant, il sut de voir que le graphe de ontraintes G(ZMk ) (resp. G(Zmk )) de ZMk(resp. Zmk ) n'est autre que le graphe obtenu à partir de G(Z) par la transformation Rk→∗()(resp.R∗→k()) dénie dans la setion 6.1.3 (resp. la setion 6.1.4) : G(ZMk ) = Rk→∗(G(Z))et G(Zmk ) = R∗→k(G(Z)). Ainsi, d'après le lemme 4 (resp. le lemme 6), on déduit que
G(ZMk ) (resp. G(Zmk )) est positif et par onséquent ZMk = 6∼ false (resp. Zmk = 6∼ false).De plus, le lemme 5 (resp. le lemme 7) donne une méthode pour aluler la formeanonique de ZMk (resp. Zmk ). 2Calul de νMk (Z) et νmk (Z)Le théorème 2 établit en même temps l'existene de νMk (Z) et νmk (Z) et leur uniité.En eet, soit k ∈ [0, n]. D'après le premier point de e théorème, Il existe une valuation νMk (Z) de Z telle que : pour tout i ∈ [0, n], i 6= k, νMk (Z)(vi)−
νMk (Z)(vk) = lik.Comme v0 = 0 don ν(v0) = 0 pour toute valuation de V . Selon k on peut avoir l'un desas suivants :
96 Chapitre 6. Graphe, polyèdre et valuation1. Si k=0, alorspour tout i ∈ [1, n],
νMk (Z)(vi) − ν
M
k (Z)(vk) = likest équivalent à
νM0 (Z)(vi) − ν
M
0 (Z)(v0) = li0est équivalent à
νM0 (Z)(vi) − 0 = li0ou enore
νM0 (Z)(vi) = li02. Sinon,pour i = 0,
νMk (Z)(vi) − ν
M
k (Z)(vk) = likest équivalent à
νMk (Z)(v0) − ν
M
k (Z)(vk) = l0kest équivalent à
0 − νMk (Z)(vk) = l0kou enore
νMk (Z)(vk) = −l0kAinsi, on a alulé la valeur νMk (Z)(vk). Par onséquent,pour tout i ∈ [0, n], i 6= k,
νMk (Z)(vi) − ν
M
k (Z)(vk) = likest équivalent à
νMk (Z)(vi) = ν
M
k (Z)(vk) + likou enore
νMk (Z)(vi) = −l0k + likD'où l'uniité de νMk (Z). D'une façon similaire, on obtient l'uniité de νmk (Z). L'uniité del'existene de es valuations est prouvée formellement dans les lemmes 5 et 7.Dénition 29 Les (νMk (Z))k∈[0,n] et les (νmk (Z))k∈[0,n] sont appelées les valuations debornes. Les (νMk (Z))k∈[0,n] (resp. (νmk (Z))k∈[0,n]) sont appelées les valuations de bornesmaximales (resp. minimales). 2
6.2. Extration de valuations à partir d'un polyèdre 97Complexité des alulsTout d'abord, le nombre des valuations de bornes varie entre 1 et 2× (n+1) valuations(n est le nombre des variables de V ). D'après e qui préède, si Z est anonique, le alulde νMk (Z) (resp. νmk (Z)), pour k ∈ [0, n], se fait en temps O(n).Exemple 6.9 Soit Z = (v1 ≥ 3)∧(v2 ≤ 5)∧(v1−v2 ≤ 4). Z est borné. Sa forme anoniqueest cf(Z) = (v2 − v0 ≤ 5) ∧ (v0 − v2 ≤ 0) ∧ (v1 − v0 ≤ 9) ∧ (v0 − v1 ≤ −3) ∧ (v1 − v2 ≤
4) ∧ (v2 − v1 ≤ 2). Une appliation direte du théorème donne :1. Il existe νM0 (Z) ∈ Z, tel que νM0 (Z)(v1)−νM0 (Z)(v0) = 9 et νM0 (Z)(v2)−νM0 (Z)(v0) =
52. Il existe νm0 (Z) ∈ Z, tel que νm0 (Z)(v0)−νm0 (Z)(v1) = −3 et νm0 (Z)(v0)−νm0 (Z)(v2) =
0.3. Il existe νM1 (Z) ∈ Z, tel que νM1 (Z)(v0) − νM1 (Z)(v1) = −3 et νM1 (Z)(v2) −
νM1 (Z)(v1) = 24. Il existe νm1 (Z) ∈ Z, tel que νm1 (Z)(v1)−νm1 (Z)(v0) = 9 et νm1 (Z)(v1)−νm1 (Z)(v2) = 45. Il existe νM2 (Z) ∈ Z, tel que νM2 (Z)(v0)−νM2 (Z)(v2) = 0 et νM2 (Z)(v1)−νM2 (Z)(v2) =




v1 − v0 = 9
v2 − v0 = 5
νm0 (Z) =
{
v0 − v1 = −3
v0 − v2 = 0
νM1 (Z) =
{
v0 − v1 = −3
v2 − v1 = 2
νm1 (Z) =
{
v1 − v0 = 9
v1 − v2 = 4
νM2 (Z) =
{
v0 − v2 = 0
v1 − v2 = 4
νm2 (Z) =
{
v2 − v0 = 5


































98 Chapitre 6. Graphe, polyèdre et valuation6.2.4 k-omplétude d'une valuationDénition 30 Une k-inomplète valuation ν est une valuation sur Vk = {v1, · · · , vk}.On dit que ν peut être omplétée dans Z s'il existe une valuation v′ sur V de Z telle que
ν ′(vj) = ν(vj), pour tout j ≤ k. 2Notons que lorsque k = 0, ompléter une 0-inomplète valuation revient à extraire unevaluation de Z. Ce as a été étudié dans la setion préédente. Rappelons que n est leardinal de V .Lemme 8 Supposons que Z est anonique et soit ν une k-inomplète valuation. Laomplexité en temps de ompléter ou non ν dans Z est de O(n2). 2Preuve. L'idée de la démonstration est la suivante. Supposons que Z = ∧vi,vj∈V0, vi 6=vj (vi−




(vi − v0 ≤ li0 ∧ v0 − vi ≤ l0i) ∧ Z




(vi − v0 ≤ ν(vi) ∧ v0 − vi ≤ −ν(vi)) ∧ Z
′alors, ν peut être omplétée dans Z si et seulement si Zk n'est pas vide (Zk 6∼ false).Par appliation direte du théorème 2 à cf(Zk) (dans le as ou Zk 6∼ false), nous auronsentre 1 et (n + 1) valuations qui omplètent ν dans Z si Zk n'est pas borné et entre 1 et
2×(n+1) valuations de Z dans le as ontraire. La omplexité en temps de O(n2) vient dualul de cf(Z) à partir de Z. Pour plus de détails sur la preuve se reporter à l'Annexe A.2
6.2.5 ConlusionLe tableau suivant résume les diérentes ontributions de e hapitre relatives àl'extration et la omplétude d'une valuation.
6.2. Extration de valuations à partir d'un polyèdre 99Si Z = ∧vi,vj∈V0, vi 6=vj (vi − vj ≤ lij) est anonique, borné et nonvide, alors pour tout k ∈ [0, n],1. La valuation νMk (Z) dénie par : Si k = 0 alors νMk (Z)(vi) = li0. Sinon νMk (Z)(vi) = −l0k + lik, et νMk (Z)(vk) = −l0kpour tout i ∈ [1, n], i 6= k, appartient à Z.2. La valuation νmk (Z) dénie par : Si k = 0 alors νmk (Z)(vi) = −l0i. Sinon νmk (Z)(vi) = lk0 − lki, et νmk (Z)(vk) = lk0pour tout i ∈ [1, n], i 6= k, appartient à Z.Le nombre total de es valuations varie entre 1 et 2 × (n + 1)valuations, (n est le nombre de variables de V ).Le alul d'une valuation de bornes se fait en O(n).Finalement, ompléter une k-inomplète valuation dans Z peutse faire en O(n2).Il reste dans e as le alul de la forme anonique d'un polyèdre. Ce alul dépend desstrutures de données utilisées. Il est présenté dans la setion 12.1.3.6.2.6 Ce que nous allons faireDans e hapitre préliminaire, nous avons proposé, d'une part une méthode en temps
O(n) qui permet d'extraire les valuations de bornes à partir d'un polyèdre anonique, etd'autre part une méthode en temps O(n2) pour ompléter une k-inomplète valuation.Dans le hapitre suivant, nous montrons omment exploiter les résultats de e hapitrepour extraire des diagnostis temporisés.
Chapitre 7Diagnosti temporisé
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n−−−−−→ s′ntels que pour tout i ∈ [1, n], ai = a′i100
7.1. Diagnosti temporisé basé sur le polyèdre de ontraintes 101
Aρ (reps. Bρ′) dénotera l'automate temporisé induit par le hemin ρ (resp. ρ′).Dans e hapitre, nous apportons des réponses aux interrogations suivantes :1. Comment générer des diagnostis temporisés pour un hemin ρ ?2. Comment montrer l'inlusion des traes de longueur n entre deux hemins temporisés
ρ et ρ′ sahant que seules les traes de ρ′ sont onnues ?Nous allons proéder de la manière suivante. Comme nous l'avons fait pour les polyèdres,nous identions, selon deux approhes, les diagnostis de bornes pour les hemins. Dans lapremière approhe, à un hemin ρ, nous assoions un polyèdre de ontraintes qui dénitl'ensemble des ontraintes que doivent satisfaire une séquene temporisée pour admettreune omputation de Aρ. Dès lors, les diagnostis de bornes orrespondent aux valuationsde bornes du polyèdre de ontraintes. La deuxième approhe est basée sur une analysesymbolique en avant et en arrière. Des opérateurs post() et pred() seront introduits.7.1 Diagnosti temporisé basé sur le polyèdre deontraintes7.1.1 Diagnosti temporisé de bornesSoit σ = (a1, d1) · · · (an, dn) ∈ TTrace(Aρ, n). D'après la dénition de TTrace(Aρ, n),les diérents instants (di)i∈[1,n] vérient un ensemble de ontraintes relatives aux transitionsde Aρ omme nous le montrons dans l'exemple suivant.
s0 s1 s2
x ≤ 5, a, y := 0 x ≥ 3 ∧ y ≤ 4, bFig. 33: Automate Aρ.Exemple 7.1 Considérons l'automate de la Fig. 33. Notons par vi, i ∈ [1, 2] l'instant defranhissement, selon une horloge universelle h, de la transition ti reliant l'état si−1 à l'état











0 ≤ v1 ≤ v2
v1 ≤ 5
v2 ≥ 3
v2 − v1 ≤ 4admet une solution. Cei est équivalent à dire que le polyèdre Z déni par :
Z = 0 ≤ v1 ∧ v1 ≤ v2 ∧ v1 ≤ 5 ∧ v2 ≥ 3 ∧ v2 − v1 ≤ 4
102 Chapitre 7. Diagnosti temporisén'est pas vide. Par onséquent, σ = (a, d1).(b, d2) ∈ TTrace(Aρ, 2) si seulement si lavaluation ν dénie par ν(v1) = d1, ν(v2) = d2 appartient à Z. 2D'une façon générale, on peut assoier à Aρ un polyèdre de ontraintes Zρ sur les variables
V = {v1, · · · , vn} tel que : σ ∈ TTrace(Aρ, n) si et seulement si la valuation ν ∈ V(V )dénie par ν(vi) = time(σi), pour tout ∀i ∈ [1, n], appartient à Zρ. Nous allons proposerun algorithme alulant e polyèdre de ontraintes assoié à Aρ.ssPolyèdre de ontraintesSoit lastxi l'indie de la transition inférieure à i (i ∈ [0, n]) où l'horloge x a été remise àzéro pour la dernière fois. Rappelons que ⊲⊳∈ {≤,≥} et V0 = {v0, · · · , vn} et que toutes leshorloges sont mises à zéro dans l'état initial de Aρ. Par exemple, dans la Fig. 33, lasty2 = 1et lastx1 = lasty1 = lastx2 = 0. La onstrution du polyèdre de ontraintes Zρ est illustréedans la Fig. 34.Input : Un automate (liforme) Aρ = t1 · · · tn de taille nOutput : Le polyèdre de ontraintes Zρ ∈ Φ(V )Début /* Initialisation */1. Zρ := true/* (vi)i∈[0,n] est roissante */2. Pour i de 1 à n Faire3. Zρ := Zρ ∧ vi−1 ≤ vi4. Pour x ∈ C Faire5. Si la garde de ti ontient une ontrainte de la forme x ⊲⊳ k Alors6. Zρ := Zρ ∧ vi − vj ⊲⊳ k ave j = lastxi .7. Si la garde de ti ontient une ontrainte de la forme x − y ⊲⊳ k Alors8. Zρ := Zρ ∧ vp − vq ⊲⊳ k ave q = lastxi et p = lastyi .Fin Fig. 34: Polyèdre de ontraintesPour tout i ∈ [0, n], vi représente l'instant de franhissement de la transition ti selon unehorloge universelle. Par onvention, nous supposons qu'il existe une transition t0 où toutesles horloges sont mises à zéro en même temps à l'instant v0 = 0. Le polyèdre de ontraintesest initialisé à true (ligne 1). Les instants de franhissement vi forment une suite roissante.
7.1. Diagnosti temporisé basé sur le polyèdre de ontraintes 103Ils sont ajoutés à Zρ (lignes 2 et 3). Dans l'étape i ∈ [1, n] de l'algorithme, si la garde de latransition ti ontient une ontrainte sur x de la forme x ⊲⊳ k (ligne 5) alors on ajoute à Zρ laontrainte vi − vj ⊲⊳ k tel que x est remise à zéro pour la dernière fois dans j (ligne 6). Parailleurs, si la garde de la transition ti ontient une ontrainte de la forme x − y ⊲⊳ k (ligne7) alors on ajoute à Zρ la ontrainte vp − vq ⊲⊳ k tel que lastxi = q et lastyi = p (ligne 8).En eet, le temps éoulé depuis la dernière remise à zéro de x (resp. y) dans la transition
tq (resp. tp) est égal à vi − vq (resp. vi − vp). Don x − y = (vi − vq) − (vi − vp) = vp − vq.Diagnosti temporisé de bornesComme nous venons de voir, il est possible d'assoier à Aρ un polyèdre de ontraintes
Zρ. Le problème de l'extration d'un diagnosti temporisé pour ρ revient don à extraire desvaluations de Zρ. Soient (νMi (cf(Zρ)))i∈[0,n] et (νmi (cf(Zρ)))i∈[0,n] les valuations de bornesde la forme anonique de Zρ données par le théorème 2 de la setion 6.2.3. Considérons lesdeux suites de séquenes temporisées (σMi)i∈[0,n] et (σmi)i∈[0,n] dénies par : σMi = (a1, νMi (cf(Zρ))(v1)) · · · (an, νMi (cf(Zρ))(vn)). σmi = (a1, νmi (cf(Zρ))(v1)) · · · (an, νmi (cf(Zρ))(vn)).On remarque que, pour tout i ∈ [0, n], σMi ∈ TTrace(Aρ, n) et σmi ∈ TTrace(Aρ, n).Dénition 31 Les séquenes temporisées (σMi)i∈[0,n] et (σmi)i∈[0,n] sont appelées desdiagnostis temporisés de bornes assoiés au hemin ρ. σMi (resp. σmi) est appeléediagnosti temporisé de bornes maximales (resp. minimales). 27.1.2 Inlusion des traesD'une façon générale, montrer que TTrace(A, n) ⊆ TTrace(B, n) est équivalent à mon-trer que cf(Zρ) ⊆ cf(Zρ′) et se fait en temps O(n2) 1. Nous onsidérons ii le as où Zρ estonnu et seulement TTrace(Bρ′, n) est onnu. Nous supposons que Zρ est borné et non vide.Soient (σMi)i∈[0,n] et (σmi)i∈[0,n] les diagnostis temporisés de bornes et (νMi (cf(Zρ)))i∈[0,n]et (νmi (cf(Zρ)))i∈[0,n] les valuations de bornes assoiées au hemin ρ.Corollaire 3 TTrace(Aρ, n) ⊆ TTrace(Bρ′, n) si et seulement si pour tout i ∈ [0, n],
σMi ∈ TTrace(Bρ′, n) et σmi ∈ TTrace(Bρ′, n). 2Intuitivement, le orollaire donne les onditions néessaires et susantes pour montrer
TTrace(Aρ, n) ⊆ TTrace(Bρ′, n). En eet, il sut de montrer que les traes σMi et σmi de
TTrace(Aρ, n) sont aussi des traes de TTrace(Bρ′, n).1Pour ela, il sut de omparer les bornes des ontraintes, voir la setion 12.1.3.
104 Chapitre 7. Diagnosti temporiséPreuve. La démonstration déoule du fait que TTrace(Aρ, n) ⊆ TTrace(Bρ′, n) ssi
Zρ ⊆ Zρ′. Comme (νMi (Zρ))i∈[0,n] et (νmi (Zρ))i∈[0,n] atteignent toutes les bornes de Zρ donsi νMi (Zρ) ∈ Zρ′ et νmi (Zρ) ∈ Zρ′ alors toutes les bornes de Zρ sont inférieures aux bornesde Zρ′. La densité et la onnexité des ensembles Zρ et Zρ′ impliquent que toute ν ∈ Zρ estaussi dans Zρ′. 27.1.3 ConlusionCette setion peut être vue omme une appliation direte des résultats de la setion6.2. En eet, la solution apportée à l'extration des diagnostis temporisés est basée sur lealul du polyèdre de ontraintes Zρ assoié à un hemin, e qui réduit ette extration àune extration de valuations dans Zρ. Nous avons aussi étudié le problème d'inlusion destraes entre deux hemins ρ et ρ′ dans le as où seules les traes de ρ′ sont onnues. Poure dernier point, la solution apportée se base sur les valuations de bornes assoiées à ρ quipermettent de réduire le problème d'inlusion à l'inlusion des valuations de bornes dansles valuations de ρ′. Ce dernier résultat, omme nous l'avons ité auparavant, sera exploitépour minimiser le nombre de as de test temporisés onsidéré pour montrer l'inlusiondes traes de l'implantation dans elles de la spéiation. Dans la setion 7.2, une autresolution basée sur une analyse en avant et une analyse en arrière sera développée. L'intérêtde l'analyse symbolique est le oût réduit de l'implantation des diérentes opérations.7.2 Diagnosti temporisé basé sur une analyse symbo-liqueNous onsidérons dans ette setion le problème d'aessibilité d'un état, à savoir,étant donné un état du système, existe-il une omputation de l'état initial qui atteint etétat. A travers ette problématique, nous apporterons une autre solution, aux problèmesd'extration de diagnostis temporisés et d'inlusion de traes, basée sur la dénition dedeux opérateurs, un opérateur post() de alul des états suesseurs d'un état symboliquedonné et un opérateur pred() faisant l'opération inverse.7.2.1 État symboliqueAvant de présenter notre approhe, nous introduirons quelques notions de base. Consi-dérons un TA A = (S, s0, L, C,→).Dénition 32 (État symbolique) Un état symbolique de A est un ensemble
H = {(s, ν)‖ ν ∈ Z} ave s ∈ S un état de A, Z ∈ Φ(C) un polyèdre et ν ∈ V(C) une
7.2. Diagnosti temporisé basé sur une analyse symbolique 105valuation. 2Pour simplier, H sera simplement noté (s, Z) et sera appelé une zone. Les opérationsd'inlusion et d'intersetion sont étendues aux zones de la manière suivante. Soient H =
(s, Z) et H ′ = (s′, Z ′) deux zones. Alors :1. H ⊆ H ′ si et seulement si s = s′ et Z ⊆ Z ′2. H ∩ H ′ = ∅ si s 6= s′ ou Z ∩ Z ′ = ∅. Sinon H ∩ H ′ = (s, Z ∩ Z ′).Suesseur temporelLe premier opérateur que nous dénissons est le suesseur temporel d'une zone H =
(s, Z) par une transition t = (s, Z ′, a, r, s′) de A :
post(H, t) = (s′, (Z↑ ∩ Z ′)[r := 0])Intuitivement, post() ontient tous les états atteignables à partir des états de H , en laissantd'abord le temps s'éouler dans l'état s (la partie Z↑) tout en respetant la ontrainte Z ′de t (la partie Z↑ ∩ Z ′), puis en faisant une transition disrète sur a pour atteindre s′ (lapartie (.)[r := 0]), omme l'illustre la Fig.35.
aǫ(d)
H post(H, t)Fig. 35: Suesseur temporel.Exemple 7.2 A titre d'exemple, si H = (s, 1 ≤ x ≤ 3), t = s x=1,a,x:=0−−−−−−→ s′ et
t′ = s
x≤1,a
−−−→ s′, alors post(H, t) = (s′, x = 0) et post(H, t′) = (s′, x = 1). 2Le orollaire suivant déoule de la dénition de post().Corollaire 4 Si H est une zone alors post(H, t) est aussi une zone. 2
106 Chapitre 7. Diagnosti temporiséPrédéesseur temporelD'une façon similaire, nous dénissons le prédéesseur temporel d'une zone H = (s, Z)par une transition t = (s′, Z ′, a, r, s) :
pred(H, t) = (s′, ([r := 0]Z ∩ Z ′)↓)Intuitivement, pred() ontient tous les états qui peuvent atteindre H , en laissant le tempss'éouler dans l'état s′, tout en respetant la ontrainte de Z ′ de t, puis en faisant latransition disrète sur a pour atteindre s, omme l'illustre la Fig.36.
aǫ(d)
Hpred(H, t)Fig. 36: Prédéesseur temporel.Le orollaire suivant déoule de la dénition de pred().Corollaire 5 Si H est une zone alors pred(H, t) est aussi une zone. 2Par onvention, si H = (s, false) alors H est dite vide et dans e as post() et pred() sontaussi vides.post/pred-stabilitéSoient H = (s, Z) une zone et t1 = (s1, Z1, a1, r1, s) et t2 = (s, Z2, a2, r2, s2) deuxtransitions. Supposons qu'il existe H1 et H2 tels que H = post(H1, t1) et H = pred(H2, t2).On a alors les propriétés suivantes : pred-stabilité de post : pour tout q = (s, ν) ∈ H , il existe q1 = (s1, ν1) ∈ H1 et d1 ≥ 0tels que ν1 + d1 ∈ Z1 et ν = (ν1 + d1)[r1 := 0]. H est dite pred-stable H1 par t1. q1est dit état prédéesseur de q dans H1. post-stabilité de pred : pour tout q = (s, ν) ∈ H , il existe q2 = (s2, ν2) ∈ H2 et d2 ≥ 0tels que ν + d2 ∈ Z2 et (ν + d2)[r2 := 0] = ν2. H est dite post-stable H2 par t2. q2 estdit état suesseur de q dans H2.
7.2. Diagnosti temporisé basé sur une analyse symbolique 1077.2.2 Analyse symbolique d'un heminSupposons que le hemin ρ s'érit omme ρ : t1 · · · tn, ave ti = (si−1, Zi, ai, ri, si), pourtout i ∈ [1, n] et C l'ensemble des horloges de ρ.Analyse en avantPour tout i ∈ [0, n], posons :
{
Hi = (si, zero) si i = 0
Hi = post(Hi−1, ti) sinon











H0 = (s0, x = y = 0)
H1 = post(H0, t1) = (s1, x ≤ 2 ∧ y = 0)
H2 = post(H1, t2) = (s2, x = 0 ∧ y ≤ 1)On remarque que l'état s2 est atteignable, i.e. TTrace(Aρ, 2) n'est pas vide. 2Le orollaire suivant déoule de la dénition de post().Corollaire 6 L'état nal sn de ρ est atteignable si et seulement si Hn n'est pas vide. 2Au hemin ρ, il est possible d'assoier un hemin symbolique S+(ρ) dont les états sont leszones Hi. S+(ρ) est déni omme suivant :
S+(ρ) : H0
a1−→ H1 · · ·Hn−1
an−→ HnUne transition Hi−1 ai−→ Hi de S+(ρ) sera dite pred-stable.Analyse en arrièrePour tout i ∈ [0, n], posons :
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{
Hi = (si, true) si i = n
Hi = pred(Hi+1, ti+1) sinon











H2 = (s2, x ≥ 0 ∧ y ≥ 0)
H1 = pred(H2, t2) = (s1, x ≥ 0 ∧ y ≤ 1)
H0 = pred(H1, t1) = (s0, x ≤ 2 ∧ y ≥ 0)
2Le orollaire suivant déoule de la dénition de pred().Corollaire 7 L'état nal sn de ρ est atteignable si et seulement si H0 ∩ (s0, zero) n'estpas vide. 2En eet, il n'est pas susant que H0 ne soit pas vide mais que H0 ∩ (s0, zero) le soitaussi, pour la simple raison que les horloges sont lanées simultanément à l'état initial.Par exemple, si au ours de l'analyse en arrière on obtient H0 = (s0, x ≥ 0 ∧ y = 1), l'état
sn n'est pas aessible du fait qu'à l'état initial (s0, x = y = 0), on ne peut atteindre H0en laissant le temps s'éouler.Finalement, de la même façon, au hemin ρ, on assoie un hemin symbolique S−(ρ) dontles états sont les zones Hi. S−(ρ) est déni omme suivant :
S−(ρ) : H0
a1−→ H1 · · ·Hn−1
an−→ HnUne transition Hi−1 ai−→ Hi de S−(ρ) sera dite post-stable.Analyse en avant et en arrièreLe propriété de pred-stabilité de post() garantit que tout q ∈ Hi admet un état pré-déesseur dans Hi−1 . Cependant, elle ne garantit pas que tout q ∈ Hi admet un étatsuesseur dans Hi+1. Ce dernier point est pourtant garanti par la post-stabilité de pred().L'idée est alors de ombiner post() et pred() de la façon suivante :
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{
Hi = (s0, zero) si i = 0
Hi = post(Hi−1, ti) sinonPuis pour i de n à 0
{
H ′i = Hi si i = n
H ′i = Hi ∩ pred(H
′











H0 = (s0, x = y = 0)
H1 = (s1, x ≥ 0 ∧ y = 0)
H2 = (s2, x ≤ 3 ∧ y = 1)On remarque que l'état q1 = (s1, ν1) ∈ H1 déni par ν1(x) = 3 et ν1(y) = 0 possède unprédéesseur dans H0 mais ne possède pas de suesseur dans H2. Maintenant, appliquons










H ′2 = H2 = (s2, x ≤ 3 ∧ y = 1)
pred(H2, t2) = (s1, x ≤ 3 ∧ y ≤ 1 ∧ x − y ≤ 2) ⇒
H ′1 = H1 ∩ pred(H2, t2) = (s1, x ≤ 3 ∧ y = 0 ∧ x − y ≤ 2) = (s1, x ≤ 2 ∧ y = 0)
H ′0 = H0
2Corollaire 8 Soit i ∈ [0, n]. Pour tout état (s, ν) ∈ H ′i, il existe une omputation




a1−→ H ′1 · · ·H
′
n−1
an−→ H ′nUne transition H ′i−1 ai−→ H ′i de S+−(ρ) sera dite post/pred stable.
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omplétude d'une omputationDénition 33 Une k-inomplète omputation est un ouple (s, ν) tel que s est un état et
ν est une valuation de C. On dit que (s, ν) peut être omplétée dans le hemin ρ, s'il existeune omputation r : (s, ν) de ρ sur une séquene temporisée σ telle que νk = ν et sk = s.Dans e as, r est dite une omputation omplétude (ou une k-omplétude) de (s, ν). 2La k-omplétude d'une omputation est similaire à la k-omplétude d'une valuation. Ladiérene est que l'on herhe, dans le premier as, une omputation du hemin ρ quioïnide ave (s, ν) à l'état k alors que, dans le deuxième as, on herhe à ompléter νdans un polyèdre.D'après le orollaire 8, tout élément d'une zone du hemin symbolique S+−(ρ) obtenupar une analyse en avant et en arrière admet une k-omplétude. Par la suite, nous allonsdérire une tehnique pour ompléter une k-inomplète omputation.Passage en avantIl est susant de dérire la onstrution pour une étape i, i ∈ [0, n − 1]. D'une façongénérale, étant donnée une transition post-stable H1 = (s1, Z1) a−→ H2 = (s2, Z2) (H1 =
pred(H2, t) ave t = (s1, Z, a, r, s2)) et q1 = (s1, ν1) ∈ H1, omment hoisir q2 = (s2, ν2) ∈
H2 et d ≥ 0 tels que ν1 + d ∈ Z et (ν1 + d)[r := 0] = ν2 (q2 est un état suesseur de q1dans H2).La reherhe de d peut être faite par le alul du délai minimum pour que ν1 atteint Z,i.e. d = min({d′ | ν+d′ ∈ Z}. Si Z est anonique 2, ela revient à prendre d = min({dx | dx =
cx − ν1(x), x ∈ C} où cx est la borne inférieure de la ontrainte sur x dans Z. Dans e aslà, ν2 prend la valeur (ν1 +d)[r := 0]. Notons que la post-stabilité de la transition H1 a−→ H2garantit l'existene de d.Lemme 9 Pour tout q1 de H1, aluler un état suesseur de q1 dans H2 peut être fait entemps O(p) (p est nombre d'horloges de C). 2Remarque 9 Si on onsidère q1 = (s1, ν1) ∈ H1 omme une zone, i.e. on onfond ν1ave le polyèdre qui ontient uniquement ν1, alors H = post(q1, t) ∩ H2 ontient tous lessuesseurs de q1 dans H2. Dans e as, il sut d'extraire un élément de H qui sera q2.Cependant, la omplexité du alul hange. 22Lors de l'implantation des opérations post() et pred(), on onsidère la forme anonique des polyèdres.
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 temporisé basé sur une analyse symbolique 111Passage en arrièreDe la même façon, étant donnée une transition pred-stable H1 = (s1, Z1) a−→ H2 =
(s2, Z2) (H2 = pred(H1, t) ave t = (s1, Z, a, r, s2)) et q2 = (s2, ν2) ∈ H2, omment hoisir
q1 = (s1, ν1) ∈ H1 et d ≥ 0 tels que ν1 + d ∈ Z et (ν1 + d)[r := 0] = ν2 (q1 est un étatprédéesseur de q2).Sans perte de généralité, supposons que les j horloges non remises à zéro dans r sont
Cj = {x1, · · · , xj}. Soit ν une valuation sur Cj telle que pour tout i ∈ [1, j], ν(xi) = ν2(xi).
ν est une j-inomplète valuation de C. Soient v′ la valuation de C qui omplète ν dans
Z↑1 ∩ Z et d ≥ 0 tel que ν ′ − d ∈ Z1 et pour tout d′ > d, ν ′ − d′ 6∈ Z1. Dans e as, il sutde prendre ν1 = ν ′ − d. Notons que la pred-stabilité de la transition H1 a−→ H2 garantitl'existene de ν ′ et d.Lemme 10 Pour tout q2 de H2, aluler un état prédéesseur de q2 dans H1 peut être faiten temps O(p2) (p est nombre d'horloges de C). 2En eet, la omplexité d'une k-inomplète valuation est de O(p2) 3.Remarque 10 Si on onsidère q2 = (s2, ν2) ∈ H2 omme une zone, i.e. on onfond ν2ave le polyèdre qui ontient uniquement ν2, alors H = pred(q2, t) ∩ H1 ontient tous lesprédéesseur de q2 dans H1. Dans e as, il sut d'extraire un élément de H qui sera q1.
2Passage en avant et en arrièreCorollaire 9 Soit k ∈ [0, n]. Pour tout état q = (s, ν) ∈ H ′k du hemin symbolique S+−(ρ),aluler une k-omplètude omputation de q peut se faire en temps O(n × p2) (n est lalongueur de ρ et p est le nombre d'horloges de C). 2En eet, les H ′k sont post/pred stables. Don le alul d'un suesseur de q ∈ H ′k dans
H ′k+1 se fait en temps O(p) et le alul d'un prédéesseur de q dans H ′k−1 se fait en
O(p2). Ainsi, le alul d'une omputation de ρ qui oïnide ave q se fait en temps O(n×p2)Finalement, une 0-omplètude d'une omputation onsiste à extraire un diagnostitemporisé de ρ. Dans la setion suivante, nous allons montré omment aluler lesdiagnostis de bornes omme nous l'avons vu ave l'approhe utilisant le polyèdre deontraintes.3Si Z est anonique.
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 temporisé7.2.4 Diagnosti temporisé de bornesGénéralement, un automate temporisé utilisant un ensemble d'horloges C possède aussiune horloge universelle (absolue et sans remise à zéro sauf dans l'état initial). Elle estimpliite dans l'automate (non ontrainte dans une transition). Notons par h ette horlogeuniverselle. Par soui de larté, nous supposons que h est expliite dans C, quitte à l'ajouter.Considérons maintenant le hemin symbolique S+−(ρ) obtenu par une analyse en avantet en arrière :
S+−(ρ) : H0 = (s0, g0)
a1−→ H1 = (s1, g1) · · ·Hn−1 = (sn−1, gn−1)
an−→ Hn = (sn, gn)Supposons que les (gk)k∈[0,n] sont bornés et anoniques et onsidérons k ∈ [0, n].Soient νM0(gk) et νm0(gk) les valuations de bornes maximales et minimales, respeti-vement, assoiées à gk données par le théorème 2 de la setion 6.2.3.4 Alors, pour toutevaluation ν ∈ gk, pour toute x ∈ C, νm0(gk)(x) ≤ ν(x) ≤ νM0(gk)(x). Vu que le hemin
S+−(ρ) est post/pred-stable et selon le orollaire 9, νM0(gk) (resp. νm0(gk)) admet une k-omplètude omputation de ρ.Considérons :1. r(M,k) : (s, ν(M,k)) la omputation sur la séquene temporisée σ(M,k) qui omplète
(sk, ν
M0(gk)) telle que : Pour tout j ∈ [0, n− 1], si (ν(M,k)j + dj)[rj+1 := 0] = ν(M,k)j+1 , alors pour tout d < dj,
(ν
(M,k)
j + d)[rj+1 := 0] 6∈ Hj+1.2. r(m,k) : (s, ν(m,k)) la omputation sur la séquene temporisée σ(m,k) qui omplète
(sk, ν
m0(gk)) telle que : Pour tout j ∈ [0, n − 1], si (ν(m,k)j + dj)[rj+1 := 0] = ν(m,k)j+1 , alors pour tout d > dj,
(ν
(m,k)
j + d)[rj+1 := 0] 6∈ Hj+1.Théorème 3 σMk = σ(m,k) et σmk = σ(M,k) telles que σMk et σmk sont les diagnostistemporisés de bornes de la dénition 31, setion 7.1. 2Ainsi σ(M,k) et σ(m,k) sont exatement les séquenes temporisées σMk et σmk identiéesdans la setion 7.1.Preuve. Voir Annexe A. 24Dans le théorème, as valuations sont notées par νM0 (gk) et νm0 (gk), respetivement.
7.3. Comparaison ave des travaux similaires 1137.2.5 Inlusion des traesNous venons d'identier les diagnostis temporisés de bornes maximales et minimales,en se basant, ette fois-i, sur une analyse en avant et en arrière. Dans e as, pour montrerque TTrace(Aρ) ⊆ TTrace(Bρ′), il sut de montrer que les diagnostis de bornes assoiésà ρ sont des traes de Bρ′ .7.3 Comparaison ave des travaux similairesDans le reste de ette setion p est le nombre d'horloges et n la taille du hemin ρ.7.3.1 Travaux d'Alur et al. [6℄Dans l'artile [6℄, les auteurs se sont intéressés à la génération d'un seul diagnostitemporisé. L'approhe utilisée se base aussi sur le polyèdre de ontraintes et en partiuliersur le graphe de ontraintes G assoié à un hemin. La méthode utilisée onsiste non plusà aluler le graphe minimal assoié b2m(G) (et don la forme anonique du polyèdre deontraintes), mais seulement les plus ourts hemins entre le noeud v0 (qui vaut 0) et toutautre noeud du graphe, tout en ignorant les ars étiquetés par +∞. L'algorithme se dérouleen plusieurs étapes i ∈ [1, n] : à l'étape i, Gi est le sous graphe de G ontenant les noeuds d'indie ompris entre 0 et i. b2m(Gi) est alors alulé (graphe minimal). On assoie un autre graphe réduit G′i à Gi, ontenant seulement les noeuds v0, vi etles noeuds ayant un ar sortant vers un noeud d'indie supérieur à i. Le poids d'unar dans G′i est égal à son poids dans b2m(Gi). On ajoute le noeud vi+1 à G′i pour obtenir le nouveau graphe Gi+1.La omplexité de l'algorithme est O(n × p2).7.3.2 Travaux de Tripakis [145, 146℄L'approhe de Tripakis présentée dans [145, 146℄ est très prohe de notre approhebasée sur l'analyse symbolique. Il a étudié la k-omplètude et l'extration des diagnostistemporisés. La solution proposée pour la k-omplètude onsiste à hoisir arbitrairementun prolongement qui vérie les ontraintes de la zone. Pour la génération du diagnostitemporisé, elle est basée sur l'automate de simulation (détaillé dans setion 10.4.2 duhapitre 10). La omplexité est aussi en O(n × p2).
114 Chapitre 7. Diagnosti temporisé7.3.3 Autres travauxDans [94℄, les auteurs montrent l'existene d'un diagnosti temporisé assoié à un he-min symbolique, mais auune méthode n'est proposée pour l'extraire. Dans [70℄, les auteursproposent d'utiliser l'outil Uppaal, basé sur une analyse d'aessibilité, pour générer undiagnosti temporisé optimal orrespondant à un hemin. Dans [114℄, les auteurs donnentplusieurs algorithmes, basés sur l'automate de simulation, pour générer un diagnosti mi-nimal qui atteigne un état donné.7.3.4 Nos ontributionsDans la partie III, nous nous sommes intéressés aux deux problématiques suivantes :1. La génération des diagnostis temporisés pour un hemin ρ, i.e. l'extration dequelques éléments de TTrace(Aρ, n).2. La vériation de TTrace(Aρ, n) ⊆ TTrace(Bρ′, n) pour deux hemins ρ et ρ′ sahantque Aρ est onnu et Bρ′ n'est pas onnu.Pour y parvenir, nous avons proposé deux méthodes. La première méthode était basée surle polyèdre de ontraintes assoié à un hemin. La deuxième méthode utilise une analysesymbolique d'aessibilité en avant et en arrière. Le tableau suivant résume les diérentsrésultats, ainsi que les hypothèses formulées pour les deux approhes.Polyèdre de ontraintes Analyse symboliqueHypothèses anonique (borné) anonique (borné)Diagnostis de bornes O(n) O(n × p2)k-omplètude O(n2) O(n × p2)Inlusion des traes O(n2) O((n × p)2)Fig. 37: Complexités.Notons que la omplexité de l'inlusion des traes est égale à la omplexité d'un diagnostide bornes (O(n× p2)) multipliée par 2× (n + 1) (le nombre des diagnostis de bornes), equi explique les résultats du tableau.Dans les deux approhes présentées, nous avons supposé que les polyèdres manipuléssont anoniques et bornés. L'hypothèse d'une borne assure l'existene des diagnostis tem-porisés maximales. Cette hypothèse n'est pas une limitation, spéialement dans le as dutest qui est une expériene nie et don bornée. Nous n'avons pas abordé la question dualul de la forme anonique. Cependant, il existe des méthodes pour aluler ette forme.La méthode la plus simple et la plus utilisée est elle donnée dans [58℄. Sa omplexité est entemps O(p3). Dans le as de l'approhe basée sur le polyèdre de ontraintes, la omplexitéde la mise en forme anonique sera alors O(n3). Cependant, dans l'analyse symbolique, les
7.3. Comparaison ave des travaux similaires 115polyèdres manipulés sont dans Φ(C) et don le alul de la forme anonique est en temps
O(p3). D'une façon générale, pour un hemin de longueur n, au plus n horloges seront nonredondantes et don n ≥ p. De plus, n est généralement grand devant p.Comme onlusion, au niveau omplexité, l'analyse symbolique est dominante. Auniveau simpliité, nous dirons que l'approhe polyèdre de ontraintes est plus simple parrapport à la dénition d'une analyse en avant et en arrière.A notre onnaissane, l'identiation des diagnostis temporisés de bornes maxi-males et minimales et l'étude de l'inlusion des traes sont des résultats nouveaux. Deplus, la omplexité de notre approhe est la même que dans [6℄ ou [145℄ pour l'identiationdes diagnostis.
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Quatrième partieTest des Systèmes Communiants
117
119IntrodutionUn protoole onstitue un ensemble de règles de fontionnement dénies an de fournirun servie de ommuniation donné. La phase de vériation est néessaire pour s'assurerque le protoole a été bien onçu et fournit le servie de ommuniation attendu. Leprotoole supposé être vérié fait généralement l'objet d'une implantation par diérentsonstruteurs pour devenir un produit ommerialisé.Pourquoi tester ? On pourra iter les deux raisons majeures suivantes :1. Améliorer la qualité d'un système. Une mahine à laver qui tahe les habits n'a pasd'avenir ommerial. Une mahine à laver qui onsomme une importante quantitéd'életriité n'est pas rentable pour un utilisateur. En général, un système doit fournirau minimum un degré de qualité aeptable.2. Maintenir la qualité d'un système. Si Windows XP tombe en panne plus souvent queWindows 20005, Linux deviendra le premier système d'exploitation au monde 6. Enrègle générale, une évolution du système doit fournir aux utilisateurs au moins laqualité du système initial.Pourquoi développer des méthodes formelles pour le test ? Les protooles dénissent dessystèmes relativement omplexes. Les omportements possibles sont nombreux, voire in-nis. La prodution manuelle des tests est : un travail de longue haleine. Cei est dû à l'aspet volumineux et omplexe desspéiations. Lorsque elles-i sont érites textuellement, il est impossible d'en faireun traitement automatique, d'où l'intérêt des méthodes formelles. un travail d'expert. L'ériture des sénaris de test néessite une ertaine expertise duprotoole. un travail répétitif. Lire la spéiation, la omprendre, l'interpréter puis érire destests, 'est le travail éternel d'un ingénieur de test. Sur la base d'un formalisme donnépour la spéiation, il est possible de dénir des stratégies de génération réutilisablesquelque soit le protoole spéié dans le formalisme hoisi.Pourquoi diérents types de test ? Le type de test est déni suivant les objetifs qu'il viseet les spéiités des besoins. On distingue les types de test suivants : Test de onformité. L'objetif est de tester la onformité d'un système donné parrapport à son modèle (sa spéiation). Comme nous le verrons par la suite, e typede test a été déni en détail par les organismes de normalisation ISO (InternationalStandardization Organization) et ITU (International Teleommuniation Union).5reste à vérier ! ! !6Ce jour là viendra sans doute.
120 Test d'interopérabilité. L'objetif est de tester l'aptitude de deux ou plusieurs om-posantes à éhanger l'information et utiliser mutuellement l'information éhangée. Ilvient palier la non exhaustivité du test de onformité et l'ambiguïté des spéiations. Test de robustesse. L'objetif est ii de déterminer le omportement dans un envi-ronnement hostile, i.e dans des onditions anormales de fontionnement, onditionsnon prévues par la spéiation. L'ajout des aléas dans la spéiation augmenteonsidérablement sa taille. Test de performane. Ce test vise à mesurer ertains paramètres de performane dusystème, omme le débit maximal, les délais de transmission, le nombre de onnexionssupportées en parallèle,...Seul le test de onformité a été normalisé. Cette lassiation de test est basée essentielle-ment sur l'objetif du test. La lassiation i-dessous est basée sur le degré d'aessibilitéet d'observabilité du système à tester. Test boîte noire : auune onnaissane du omportement interne du système n'estformulée ; seuls les évènements observables éhangés entre le système et son environ-nement sont pris en ompte. Test boîte blanhe : le omportement interne du système est onnu dans sa totalité. Test boîte grise : dans ette atégorie intermédiaire, on aède à ertaines ommuni-ations entre les diérentes omposantes du système.MotivationsNous nous intéressons dans ette partie au test des systèmes ommuniants. Durantla dernière déennie, plusieurs reherhes ont été menées dans le domaine du test et ontdonné diérentes méthodes basées sur diérents modèles formels et diérentes appliationspossibles. Toutes es méthodes génèrent ave suès des as de test, mais la plupart d'entreelles ne reposent pas sur des adres formels bien dénis et sourent de l'explosion dunombre des as de test générés. En onséquene, la motivation de développer des nouvellesméthodes de génération est enore d'atualité. Ainsi, l'une des motivations de ette partieest la dénition de adres théoriques omprenant des dénitions formelles et des méthodesde génération pour les tests de onformité et d'interopérabilité.Au delà des motivations relatives au développement de adres formels pour la onfor-mité et l'interopérabilité, un autre point qui motive ette reherhe est l'étude théoriquede la possibilité d'une modélisation uniforme des diérents éléments intervenant dans letest (arhitetures de test, approhes et types de test, séquenes de test,...). En eet, uneanalyse approfondie des diérents adres formels, proposés pour les diérents types de test,peut révéler une grande ressemblane entre es adres formels. Par exemple, la plupart desméthodes de génération de as de test de onformité peuvent être adaptées à la générationde as de test d'interopérabilité. Dès lors, développer un adre formel pouvant supporter lesdiérents éléments intervenant dans le test aura deux intérêts majeurs. Le premier intérêtest la possibilité de réalisation d'outils de génération de test supportant diérents types
121et approhes du test. Ainsi, ave le même outil, il est possible 1) de modéliser diérentesarhitetures de test, 2) de générer des as de test de onformité, d'interopérabilité, et,et 3) de vérier l'appartenane d'une trae (de l'implantation) à la spéiation (approhepassive de test). Le deuxième intérêt est la possibilité de la normalisation de l'ativité dutest. En eet, à l'exeption du test de onformité, auun type de test n'a été normalisé parun organisme (national ou international).ContributionsTrois ontributions majeures peuvent être itées.1. Proposition d'un adre formel pour le test d'interopérabilité des systèmes sansontraintes temporelles. D'une part, nous proposons une formalisation de la notiond'interopérabilité par le biais d'une relation d'interopérabilité. La relation d'inter-opérabilité proposée repose sur une omparaison entre les sorties produites par lesimplantations et les sorties autorisées par les spéiations. Elle tient aussi en ompteles interfaes aessibles des implantations. D'autre part, nous proposons une teh-nique de génération de as de test d'interopérabilité à partir d'outils de générationde as de test de onformité. Notre approhe ne soure pas de l'explosion du nombrede as de test générés vue qu'elle ne onstruit pas le système global représentant lesystème ommuniant.2. Proposition d'un adre formel pour le test de onformité des systèmes temporisés.Tout d'abord, rappelons que l'explosion ombinatoire du nombre de as de test,due à la nature dense du temps, est plus arue. D'une part, nous proposons uneextension temporisée de la relation de onformité ioco de Tretmans [144℄ qui permetde dénir la notion de onformité des systèmes réels. L'extension proposée, omparéeà d'autres approhes, ne sépare pas entre le passage du temps dans un état et laréalisation d'une ation. Pour la méthode de génération, elle repose sur l'utilisationde l'automate de simulation introduit par Tripakis [145℄ (pour générer des heminsfaisables) et l'appliation des résultats de la partie Analyse des Systèmes Temporisésde e doument pour générer des as de test temporisés. En eet, dans la partie III,nous avons étudié le problème d'inlusion de traes entre deux hemins et nous avonsmontré que e problème peut être résolu par l'utilisation des diagnostis temporisésde bornes assoiés à un hemin7. Ainsi, nous ne générons que des as de test relatifsà es diagnostis. Par onséquent, notre approhe minimise le nombre de as de testonsidérés tout en ouvrant l'espae temporel des états aessibles.3. Introdution du test ouvert. Comme nous allons le voir, nous nous orientons versune approhe dite ouverte du test, dans le sens qu'elle ne tient pas ompte desdiérents éléments intervenant dans le test. Cette approhe est basée sur le modèleCS introduit dans la partie II. Elle établit une méthodologie pour l'ativité du test.7Les diagnostis temporisés de bornes orent une représentation nie de l'espae des traes assoiéesau hemin.
122 La méthodologie hoisie est elle des algorithmes génériques de génération (gga).Elle est basée sur la dénition d'un ritère de ouverture sous forme de oloriage.Nous montrons que le modèle CS est un modèle générique pour le test dans le sensqu'il permet (i) de modéliser diérents types de ommuniation et d'arhitetures dutest et (ii) d'appliquer le même algorithme générique de génération (gga) pour lesdiérents types et approhes du test. Ce résultat nous motive à introduire le oneptdu test ouvert expliqué dans la setion 11.2.6 du hapitre 11.À notre onnaissane, 1) l'utilisation des outils de onformité pour générer des as de testd'interopérabilité, 2) la minimisation des nombre de as de test temporisés et 3) l'approheouverte du test sont des résultats originaux dans le domaine du test.OrganisationCette partie se ompose de quatre hapitres. Dans le hapitre 8, nous exposons lesdiérents onepts relatifs au test et en partiulier aux tests de onformité et d'interopéra-bilité. Les hapitres 9 et 10 introduisent respetivement deux adres formels pour les testsd'interopérabilité et de onformité. Ces adres omportent des dénitions et des méthodesde génération de test. Finalement, dans le hapitre 11, nous proposons une modélisationuniforme du test. Cette modélisation est basée sur 1) le modèle CS, 2) la dénition d'un ri-tère de ouverture sous forme de oloriage de graphe et 3) la méthodologie des algorithmesgénériques de génération.
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n d'en déduire la 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i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124 Chapitre 8. Introdution au testun test boîte noire ar le ode de l'implantation n'est pas onnu. Le testeur, qui simulel'environnement, interagit ave l'implantation sous test (IUT Implementation Under Test)en exéutant des tests élémentaires, générés auparavant, appelés as de test. Il observe leomportement de ette dernière à travers des interfaes appelées Points de Contrle etd'Observation (PCO). Un verdit est alors formulé en analysant les réations de l'IUT :si pour haque as de test, les sorties de l'IUT oïnident ave elles attendues (i.e. ellesdérivées de la spéiation) alors l'IUT est dite onforme à sa spéiation ; sinon l'IUTest dit erronée et un proessus de diagnosti est entamé pour loaliser et xer l'erreur.Nous dérivons i-dessous quelques termes dénis dans la norme ISO 9646 [81℄.Spéiation, Implantations, Modèles. Une spéiation est la presription d'unomportement à l'aide d'un moyen formel de desription. Une implantation est une entitématérielle et/ou logiielle possédant des interfaes à travers lesquelles elle peut ommuni-quer ave son environnement. La spéiation est un objet formel, tandis que l'implantationest physique. An de pouvoir lier de tels objets (de nature diérente) par la onformité, onsuppose (hypothèse dite de test) que l'implantation peut être modélisée dans un formalismedonné, en général, le formalisme de la spéiation. Cette hypothèse suppose l'existene dela modélisation de l'implantation, mais a priori la desription formelle de la modélisationest inonnue.Conformité. La onformité est une propriété observable sur le omportement d'uneimplantation. Elle est relative au fontionnement spéié. La onformité peut être dénieau moyen d'une relation binaire. Une implantation I est dite onforme à une spéiation
S selon la relation binaire R, si l'on a I R S. La relation R est un moyen d'exprimer lavalidité entre S et I.Testeur. Le testeur est un programme exéutant des tests sur IUT et observant sonomportement.Arhiteture de test. C'est la desription abstraite de la situation du testeur vis àvis de l'IUT, i.e. quelles sont les interfaes ontrlables ou observables par le testeur etomment s'eetue la ommuniation entre le testeur et l'IUT. L'ériture de test dépendétroitement de l'arhiteture hoisie. Il existe plusieurs arhitetures normalisées : loale,distante, et.Cas / suite de tests. Une suite de tests est un ensemble de omportements à exéutersur l'IUT. Chaque élément de et ensemble est appelé as de test. TTCN (Tree and TabularCombined Notation) est un langage de desription de tests issu de ISO 9646.
8.2. Relations de onformité 125Verdits. L'exéution d'un as de test onduit à un verdit {Pass, Fail, In} qui est uneaetation de résultats à l'expériene de test.Objetif de test. L'objetif du test dérit de manière abstraite le but d'un as de test,i.e. la propriété qu'il est supposé tester sur l'IUT. En général, un objetif déoule d'uneexigene de onformité dérivant une propriété que le système (la spéiation et sonimplantation) est ensé vérier.8.2 Relations de onformitéLes relations de onformité sont un moyen de omparer deux systèmes, et omme nous leverrons par la suite, elles permettent d'exprimer e qu'est la onformité d'une implantationpar rapport à une spéiation. En onséquene, une implantation est dite onforme si elleest en relation (de onformité) ave une spéiation donnée.8.2.1 Conept de la relation de onformitéQu'est e que l'on entend par une implantation valide ? La réponse à une telle questionpeut s'obtenir à l'aide du onept de validité par équivalene usuellement renontré dansles tehniques basées sur les algèbres de proessus.Étant données une spéiation M et une relation d'équivalene R, on peut araté-riser l'ensemble des implantations valides de M par l'ensemble des systèmes qui lui sontéquivalents par R, i.e. l'ensemble :
{ I | I R M }Diverses relations d'équivalene ont été proposées [115, 67℄. Bien que de telles relationssoient potentiellement intéressantes, il est reonnu qu'elle ne sont pas indispensables pourexprimer le lien entre une implantation et une spéiation [97℄. En partiulier, le aratèresymétrique de la relation n'est pas indispensable ; un système I peut implémenter un sys-tème M sans que les deux soient équivalents pour autant. Par exemple, il est généralementadmis qu'une implantation réelle soit plus déterministe que sa spéiation [97℄ qui est engénéral plus abstraite. Ainsi, les relations de onformité sont souvent (mais pas toujours)des préordres, i.e. des relations réexives et transitives (pas néessairement symétriques).Les relations de onformité que nous présentons ii ont été souvent utilisées [40, 123, 143℄ar elles s'aordaient assez bien au ontexte de onformité et de test de l'ISO.
126 Chapitre 8. Introdution au test8.2.2 Relation ≤trParmi les notations standards des LTSs (setion 3.3.3), nous avons déni Traces(M)omme étant l'ensemble des séquenes de M de l'état initial. La première relation deonformité que nous présentons est l'inlusion des traes. Cette relation postule que toutetrae de l'implantation est une trae de la spéiation. Formellement,Dénition 34 Soient M, I ∈ IOLT S(Σ) :























τ τFig. 38: Relation ≤tr.Exemple 8.1 Considérons les IOLTSs de la Fig.38. ¬(I1 ≤tr M) vu que la trae ?b.!z de
I1 n'est pas une trae de M . Cependant I2 ≤tr M . Finalement, ¬(I3 ≤tr M) vu que ?a.!zest une trae I3 mais n'est pas une trae de M . 2
8.2. Relations de onformité 1278.2.3 Relation ioonfLa relation ≤tr est basée sur les traes et ne fait pas de distintion entre les entréesqui sont ontrlables par l'environnement du système et les sorties qui sont ontrlablespar le système lui même. Tretmans [144℄ a introduit une relation ioconf qui fait une telledistintion. Cette relation établit qu'une implantation I est onforme à une spéiation
M si, après une trae de M , les sorties produites par I sont prévues par S. Rappelons que
Out(M, σ) est l'ensemble des événements produits par M après l'appliation de la trae σ(setion 3.4). Formellement,Dénition 35 Soient M, I ∈ IOLT S(Σ) :
I ioonf M =∆ ∀σ ∈ Traces(M) ⇒ Out(I, σ) ⊆ Out(M, σ). 2La relation ioconf permet la spéiation partielle et par onséquent, l'implantation peutajouter un traitement additionnel lors d'une entrée non prévue par la spéiation.Exemple 8.2 Considérons enore les IOLTSs de la Fig.38. I1 ioconf M malgré le fait que
I1 a ajouté la branhe dont la trae est ?b.!z. On eet, ?b.!z n'est pas dans Trace(M) mais
Out(M, ǫ) = Out(I1, ǫ) = ∅. De même, I2 ioconf M , malgré que I2 n'a pas implémentél'émission de y après la réeption de a (Out(I2, ?a) = {!x} ⊆ Out(M, ?a) = {!x, !y}).Finalement, ¬(I3 ioconf M), ar Out(I2, ?a) = {!x, !y, !z} 6⊆ Out(M, ?a) = {!x, !y}). 28.2.4 Relation iooLe test permet d'observer le bloage d'un système par l'utilisation de temporisateurs.Le bloage se produit lorsque le système s'arrête d'évoluer.Le bloage ou l'absene d'ation dans un système peut être dû à plusieurs auses. Ondistingue : Bloage de sortie : se produit lorsque le système est en attente dans un état d'uneentrée venant de son environnement. Conrètement, e type de bloage se produitdans un état q lorsque out(q) ⊆ Σi. Bloage vivant (livelok) : se produit lorsque le système diverge par une suite innied'ations internes. deadlok : se produit lorsque le système ne peut plus évoluer. Ce as orrespond à unétat q tel que out(q) = ∅.La théorie ioco de Tretmans onsidère les sorties et les bloages possibles d'une spéia-tion. An de onsidérer l'observation des bloages dans le test, nous avons besoin de mo-déliser eux-i dans la spéiation. En eet, l'observation d'un bloage de l'implantationne doit pas forément produire un verdit Fail, qui orrespond au rejet de l'implantation,ar il se peut que e bloage soit prévu dans la spéiation.
128 Chapitre 8. Introdution au testÀ partir de l'IOLTS M de la spéiation, nous avons besoin de onsidérer un IOLTS
δ(M), appelé automate suspendu, obtenu par l'ajout des informations de bloage. Dans
δ(M), un bloage est modélisé par un événement de sortie !δ visible par l'environnementet ne faisant pas partie des événements de la spéiation. δ(M) est onstruit en ajoutantdes boules q !δ−→ q pour haque état de bloage q. Formellement,Dénition 36 Soit M = (Q, q0, Σ,→) un IOLTS. L'automate suspendu de M est l'IOLTS
































!δFig. 39: Relation ioo.Exemple 8.3 Considérons l'IOLTS M de la Fig.38. L'automate suspendu de M estdonné dans la Fig.39. Dans l'état initial, M ne peut hanger d'état qu'après avoir reçu
?a. Don, dans et état, il y aura un bloage de sortie qui est modélisé dans δ(M) (Fig.39)par la boule !δ sur et état. De même, après l'émission de !y dans M , e dernier atteintun état sans suesseur. Dans e as, il y aura un deadlok modélisé par !δ dans δ(M). 2
8.3. Objetif de test 129Maintenant, la relation de onformité entre I et M est exprimée par la relation ioco déniepar :Dénition 37 Soient M, I ∈ IOLT S(Σ) :
I ioo M =∆ ∀σ ∈ Traces(δ(M)) ⇒ Out(δ(I), σ) ⊆ Out(δ(M), σ). 2
ioco étend ioconf en onsidérant non seulement les traes de M mais aussi les traes avebloages de M , i.e. les traes de l'automate δ(M). La relation ioco est expliquée dansla Fig.39. La première implantation est onforme à la spéiation tandis que les deuxsuivantes ne le sont pas : I1 ioco M : on peut vérier qu'en tout état, les sorties de I1 sont inluses dans ellesde M. I1 permet une entrée supplémentaire par rapport à M mais ei est autorisé :seules les sorties omptent. On peut don faire des spéiations partielles. ¬(I2 ioco M) : le bloage de I2 après la séquene ?a.!x n'est pas autorisé dans laspéiation. ¬(I3 ioco M) : la sortie !z après l'entrée ?a n'est pas autorisée dans la spéiation.8.3 Objetif de testUn objetif de test est une desription abstraite des omportements à tester, en généralune séquene d'ations. C'est un formalisme simple ayant un omportement ni. Pourla synthèse du test, l'objetif de test est utilisé omme un ritère de séletion de test.Pour permettre une séletion ne, on onsidérera deux ensembles distints d'états marquésservant soit à aepter soit à rejeter des séquenes d'ations de la spéiation. Lorsque lesystème testé est dérit dans un formalisme F , l'objetif de test est aussi donné dans lemême formalisme. Nous onsidérons par la suite, le as des formalismes IOLTS et TIOA.Spéiation IOLTSDénition 38 (Objetif de test) Soit M = (Q, q0, Σ,→) une spéiation. Un objetifde test (TP) pour la spéiation M est un IOLTS déterministe, observable et aylique
TP = (QTP , qTP0 , Σ
TP ,→TP ) de même alphabet que M (ΣTP ⊆ Σ) et équipé de deuxensembles d'états naux AcceptTP ⊆ QTP et RejectTP ⊆ QTP . De plus TP vérie : Pour tout état q ∈ QTP , si q 6∈ RejectTP ∪ AcceptTP , alors il existe un hemin desoure q qui atteint un état de AcceptTP . 2Les états AcceptTP représentent les omportements ibles tandis que les états RejectTP sontutilisés pour stopper l'exploration de la spéiation lorsque des ations indésirables sontrenontrées. Nous assumons de plus qu'un état qui n'est ni de AcceptTP ni de RejectTP





Reject AcceptFig. 40: Exemple d'objetif de test.puisse atteindre un état de AcceptTP . Cei permet aussi de stopper l'exploration de laspéiation dès qu'un omportement non désiré est renontré. Finalement, un état de
AcceptTP (resp. RejectTP ) sera dit simplement un état Accept (resp. Reject).Exemple 8.4 La Fig.40 donne un exemple d'un TP pour l'IOLTS M de la Fig.38. Dans
TP , on veut tester le omportement suivant : la réeption de a puis l'émission de y telque entre ses deux ations z n'est pas émis. Dans haque état de TP , on autorise toutomportement sauf elui qui mène vers un état Reject. 2Dénition 39 (Objetif de test omplet) Soient M = (Q, q0, Σ,→) une spéiationet un objetif TP = (QTP , qTP0 , ΣTP ,→TP ) de M . TP est dit omplet si1. ΣTP = Σ.2. L'IOLTS de TP est omplet : ∀q ∈ QTP , ∀a ∈ ΣTP , q a−→TP . 2Un TP omplet signie que haque état autorise toutes les ations. Considérer un objetifde test omplet va à l'enontre de l'utilisation d'un TP . Cependant, pour satisfaire laomplétude, nous utiliserons l'étiquette * dans une transition q ⋆−→TP q omme abréviationde toutes les transitions de soure et de destination q tels que : si q a−→TP q alors il n'existepas de transition q a−→TP q′ ave q′ est un état Reject (q′ 6∈ RejectTP ). En d'autres mots,
q
⋆
−→TP q représente toute transition sur un événement de a ∈ ΣTP ne menant pas vers unétat Reject depuis q.Les transitions q ⋆−→TP q′ sont impliites dans un objetif de test mais expliites dansun objetif de test omplet. Il est évident qu'un objetif de test peut être transformé enun objetif de test omplet. D'une façon générale, nous utiliserons des objetifs de test quine sont pas omplets sauf dans une partie de la setion 11.2.4.
8.4. Verdit, as de test et exéution 131Spéiation TIOADans le as d'une spéiation exprimée par le TIOA A = (SA, sA0 , ΣA, CA,→A), l'objetifde test TP = (STP , sTP0 , ΣTP , CTP ,→TP ) est un TIOA déterministe, observable et ay-lique, ave les mêmes hypothèses de la dénition 38. Comme le test est une expérienenie, l'objetif doit tester un omportement ni. Ainsi, nous assumons que le temps nediverge pas dans TP (TP est dit borné dans e as), i.e. il existe d ∈ R≥0 tel que pour
σ ∈ TTrace(TP ) : delay(σ) ≤ d.Dénition 40 (Produit synhrone) Soient A un TIOA et TP un objetif de test de A.Le produit synhrone de A et TP est le TIOA SP déni par : sSP0 = (sA0 , sTP0 ). SSP = {s1‖s2 |s1 ∈ SA, s2 ∈ STP }. CSP = CA ∪ CTP . →SP et ΣTP sont obtenues par les règles suivantes :1. s1 Z,a,r−→A s′1, a 6∈ ΣTP ⇒ s1‖s2 Z,a,r−→SP s′1‖s2.2. s1 Z,a,r−→A s′1, s2 Z′,a,r′−→ TP s′2, a 6= τ ⇒ s1‖s2 Z∧Z′,a,r∧r′−→ SP s′1‖s′2.Remarquons que la synhronisation sur les événements n'implique pas la ompatibilité desontraintes temporelles. Finalement, nous onsidérons par la suite que le graphe assoié àun TP est un simple arbre.8.4 Verdit, as de test et exéution8.4.1 VerditUn as de test est une expériene réalisée par le testeur sur l'implantation. Nous modé-lisons un as de test par un IOLTS dont le graphe assoié est un arbre. Les branhes d'unas de test dérivent les séquenes d'interations entre le testeur et l'IUT. Le rle d'un asde test est de déteter si l'IUT est onforme à sa spéiation (la onformité étant donnéepar une relation de onformité : ioonf, ioo,...).Pour pouvoir déteter la non onformité d'une implantation par rapport à unespéiation, les as de test sont déorés par des verdits. La signiation des verdits estla suivante :Fail signie que l'IUT n'est pas onforme à la spéiation. Selon la relation deonformité R, un verdit Fail est assigné à haque entrée du testeur ne orrespondantà auune sortie de la spéiation. Cela est réalisé par l'ajout impliite d'une transitionétiquetée par Other et dont la destination est un état étiqueté par Fail, dans haque étatdu as de test. Notons aussi que le verdit Fail est assoié à l'expiration du temporisateurmodélisant le silene.
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Pass signie que l'IUT a atteint, après une séquene d'interations, un état validede la spéiation.In est utilisé lorsqu'une entrée du testeur orrespond à une sortie de la spéia-tion qui mène à un omportement non onsidéré par le as de test, du fait que le test n'estpas exhaustif. Ce genre de verdit est souvent utilisé dans les tehniques de générationorientées objetif de test.8.4.2 Cas de testDénition 41 Un as de test TC pour un système modélisé par un IOLTS M =
(Q, q0, Σ,→) est un IOLTS TC = (QTC , qTC0 , ΣTC ,→TC) dont le graphe assoié estun arbre. TC est équipé de trois ensembles d'états FailTC ⊆ QTC, IncTC ⊆ QTC et
PassTC ⊆ QTC aratérisant le verdit tels que : ΣTC = ΣTCi ∪ΣTCo , ΣTCi ⊆ Σo, ΣTCo ⊆ Σi1.De plus, nous formulons les hypothèses suivantes sur TC : Les états possédant un verdit ne sont atteignables que par des entrées. Formellement,pour tout (q, a, q′) ∈→TC, q′ ∈ PassTC ∪ FailTC ∪ IncTC si et seulement si a ∈ Σi. TC est observable : auune transition n'est étiquetée par un événement interne : pourtout (q, a, q′), si (q, a, q′) ∈→TC alors a 6= τ . TC est ontrlable : il n'existe pas un hoix entre une sortie et une autre ation.Formellement, pour tout q ∈ QTC, pour tout a ∈ ΣTCo , q a−→TC implique que pour tout














−→I‖TC (q2, q3)Ainsi, TC‖I ne peut se bloquer que dans un état ayant un verdit (un état feuille). Le1Remarquons que dans le as de la relation ioco, on a ΣTCi ⊆ Σo ∪ {?δ}.















Fig. 41: Exemple de as de test.verdit assoié à une exéution d'un as de test TC sur I dépend entièrement de l'état nal(feuille) atteint.8.4.4 Propriétés des testsÉtant donné une spéiation M et une suite de tests T , T peut être qualiéed'exhaustive ou/et de orrete (voir dénitions i-dessous). Pour une suite de test T idéale,une implantation est onforme si et seulement si elle ne révèle pas d'erreur lorsqu'on luiapplique T . Cependant, la nature innie des omportements onsidérés entraîne qu'unetelle suite de tests n'est pas toujours appliable en pratique.Exhaustivité. Un test est exhaustif si une implantation qui ne révèle pas d'erreurpendant e test est eetivement une implantation onforme.Corretion. Un test est orret si une implantation qui révèle une erreur pendante test est néessairement non onforme.Complétude. Un test est omplet s'il est exhaustif et orret.Une propriété minimale requise pour une suite de tests est la orretion : une suite detests ne doit pas rejeter des implantations onformes. Cette propriété est possible en géné-ral, mais ne garantit pas la onformité étant donné qu'une suite aeptant toute implan-tation est orrete. La propriété d'exhaustivité garantit la détetion de toute implantation
134 Chapitre 8. Introdution au testnon onforme. Cependant, elle néessite une suite innie de as de test, dû par exemple à laprésene de boules dans la spéiation. Une alternative à ette propriété est la propriétéde l'exhaustivité de la méthode de génération des as de test.
8.5 InteropérabilitéLa réalisation des logiiels ommuniants repose sur l'implantation de protooles four-nissant la fontionnalité souhaitée. Du fait que les diérents équipements sont fournis pardiérents onstruteurs et pour augmenter la onane dans l'implantation de es proto-oles selon les standards internationaux, plusieurs méthodologies de test de protooles ontété introduites. Ainsi, l'approhe du test de onformité a été standardisé par ISO [76℄ etITU-T [79℄. La théorie sous-jaente au test de onformité est que toutes les implantationsonformes doivent interopérer, bien qu'en pratique e n'est pas le as. Une autre approhede test est le test d'interopérabilité qui onsiste en la onfrontation d'une ou plusieursimplantations. Les standards sont utilisés alors omme 1) une référene pour ajuster lesproblèmes et les inompatibilités et omme 2) un guide des fontionnalités à tester et desomportements attendus.Le test de onformité inspire une onane limitée dans la ommunauté des utilisateurs.En revanhe, il fournit un moyen utile aux développeurs, durant les premières phases dudéveloppement d'un logiiel, omme une simple vériation. Parmi les raisons de l'éhedu test de onformité à garantir l'interopérabilité et le bon fontionnement des systèmesommuniants, on peut iter : Les standards des protooles restent ambigus malgré l'eort de formalisation : ils per-mettent souvent des options et des hoix qui peuvent se ontredire. Les implantationsbasées sur diérents hoix peuvent ne pas interopérer. L'eort de vériation n'est pas omplet : seulement des aspets partiuliers sontvériés. Les suites de tests de onformité ne sont pas exhaustives : elle ne permettent pas degarantir la onformité aux standards. Les onsidérations de oût limitent la taille dessuites de tests, ainsi la ouverture du test n'est pas omplète.Il est lair qu'en présene de l'exhaustivité des tests pour une spéiation formelle prouvée,le test d'interopérabilité perd sa motivation. En pratique, l'exhaustivité est en généralimpossible (ressoures limitées). Du fait que le test d'interopérabilité n'a pas été normalisé,on trouve une multitude de dénitions relatives à la dénition de l'interopérabilité, del'ativité du test d'interopérabilité et des arhitetures de test.
8.5. Interopérabilité 1358.5.1 Dénitions de l'interopérabilitéUne dénition préise de l'interopérabilité est quelque hose d'élusive, ependant lasigniation fontionnelle est laire : des omposantes ommuniquent entre elles et four-nissent les servies attendus. Plusieurs dénitions ont été proposées pour dénir l'interopé-rabilité mais auune standardisation d'ISO et d'ETSI n'a été proposée. En revanhe desdénitions ambiguës émergent des deux organismes :1. ISO DTR-10000 [78℄. L'interopérabilité est l'aptitude de deux ou plusieurs ompo-santes à éhanger l'information et à utiliser mutuellement l'information éhangée.2. ETSI ETR [55℄. L'interopérabilité est l'aptitude d'un système distribué à éhangermutuellement les PDUs à travers la plate-forme de ommuniation.Ces deux dénitions s'aordent sur le fait que l'interopérabilité est la apaité ou le degréde ommuniation et d'éhange d'informations entre entités. ETSI ETR onsidère queles entités sont des systèmes distribués ontrairement à ISO DTR-10000 qui onsidèreaussi bien les systèmes distribués que loaux. Par onséquent, 1) un omportement isoléd'une seule entité du système n'est pas un omportement d'interopérabilité et 2) auuneréférene aux standards des spéiations n'est expliite, ontrairement à la onformité.Selon es dénitions, l'interopérabilité est un omportement distint qui omplète laonformité.Du fait de ette ambiguïté sur l'interopérabilité, d'autres dénitions ont été intro-duites. On trouve :3. Kang et al.[85℄. Un ensemble d'objets est onforme en interopérabilité à sa spéia-tion si sa réation (observable) aux événements de son environnement est la mêmeque elle prévue par la spéiation résultante de la omposition des diérentes spé-iations des objets du système (équivalene des traes observables).Les auteurs dénissent alors une relation d'implantation qui onsiste en l'équivalene destraes du système global. Du fait que le système est onsidéré omme une seule entité,l'interopérabilité implique la onformité de haque entité par rapport aux événements del'environnement.4. Koné et al. [90℄. Deux implantations I1 et I2 sont onformes en interopérabilité àdeux spéiations S1 et S2 ssi I1 (resp. I2) est onforme à S1 (resp. I2) et I1‖I2 estonforme à S1‖S2.5. Barbin et al. [12℄. Deux implantations interopèrent si elles vérient une relation d'in-teropérabilité.Pour [90℄, la relation d'interopérabilité est vue omme une relation de onformité. Elle estdénie en terme d'inlusion de la partie observable des traes de l'implantation dans lapartie observable des traes de la spéiation. Cei pour haque entité, ainsi que l'entité
136 Chapitre 8. Introdution au testobtenue par omposition. L'interopérabilité n'est don qu'une onséquene de la onformitéde plusieurs entités. Selon [12℄, elle est dénie en terme de satisfation d'une relationd'interopérabilité. Les auteurs proposent 9 relations qui dépendent de l'arhiteture detest utilisée.8.5.2 Ativités et types du test d'interopérabilitéL'aptitude d'un ensemble d'équipements d'un système à interopérer est une onditionnéessaire pour la bonne oopération du système ou pour l'interfontionnement des dié-rents proessus d'appliations supportées par les équipements. Cette aptitude à interopéreromporte : Une aptitude à interopérer au niveau spéiations. Les diérentes spéiations desomposantes peuvent interopérer. Une aptitude à interopérer au niveau implantations. Les diérentes spéiations desomposantes sont supposées interopérer, ainsi que leurs implantations.On distingue alors, le test d'interopérabilité dont l'objetif est l'interopérabilité desimplantations, de la vériation d'interopérabilité dont l'objetif est l'interopérabilité desspéiations.Selon [135℄, l'ativité de test d'interopérabilité doit vérier seulement les messagesextérieurs qui mènent à une ommuniation inter-omposantes. Ce qui n'est pas le as de[12℄ qui onsidère que l'ativité doit vérier une relation d'interopérabilité.Avant de lturer ette disussion sur l'ativité de test d'interopérabilité, il est utilede iter d'autres dénitions qui nous semblent intéressantes. ASD (Advaned Studies De-partment) du COS (Corporation for Open systems) dénit quatre types d'interopérabilitépar rapport à deux ritères [59℄ :1. Le moyen utilisé pour montrer l'interopérabilité : par preuve (ontexte théorique), oupar test (ontexte pratique). Ce ritère distingue la vériation d'une spéiation etle test d'une implantation.2. Le nombre de ouhes onsidérées dans le système : une ou plusieurs ouhes.Ces deux ritères ombinés dénissent quatre types d'interopérabilité :1. Interopérabilité théorique en ouhe.2. Interopérabilité théorique en système.3. Interopérabilité testable en ouhe.4. Interopérabilité testable en système.Les notions d'interopérabilité en ouhe et en système sont les suivantes : en ouhe esten relation ave les protooles du même système (as des protooles d'OS (Open System)).
8.5. Interopérabilité 137Cette ativité tente à tester/vérier l'interopérabilité de deux omposantes (haune ayantété testée/vériée) à travers leur fontionnalité au niveau du servie partagé ; en systè-me est en relation ave des omposantes de deux ou plusieurs systèmes. Le but est detester/vérier l'interopérabilité des protooles d'un système ave un autre. Notons que [75℄dénit le test horizontal pour interopérabilité testable en système, le test vertial pourinteropérabilité testable en ouhe et le test en diagonal pour l'appel de proédure dans leas des protooles.8.5.3 Arhitetures de testElles dérivent l'emplaement du testeur par rapport à l'IUT ainsi que les points d'aèsaux interfaes de ommuniations de l'IUT ave son environnement. Le degré d'observabi-lité, de ontrlabilité et la onguration du système ommuniant ont une grande inuenesur l'arhiteture à adopter. Plusieurs arhitetures ont été proposées reprenant une ouplusieurs de es dépendanes. Ces arhitetures peuvent être lassées omme suivant :Arhitetures de test pour la onformité- Arhitetures Standards OSI [77℄. OSI dénit 1) un système sous test (SUT)omme un système qui utilise les protooles standards OSI depuis la ouhe physiquejusqu'à la ouhe appliation et 2) une implantation sous test (IUT), une implantationd'un protoole OSI. L'interfae entre une IUT et la ouhe adjaente dans le SUT estappelée point de ontrle et d'observation (PCO). Une IUT possède un (ou deux) PCOsitué en bas ou en haut de l'IUT (dans un aès à distane à l'IUT, e point est situé enbas). Le système de test (TS) qui ommunique ave l'IUT grâe aux PCOs, se omposed'une ou deux omposantes : un testeur supérieur (UT) et/ou un testeur inférieur (LT).La ommuniation entre le UT et le LT est réalisée à travers une proédure de oordina-tion de test (TCP). Le anal de ommuniation entre l'IUT et le TS peut être loal oudistant et supposé able. OSI distingue quatre types d'arhitetures de test pour le test deonformité : la méthode entralisée, la méthode distante, la méthode répartie et la méthodeoordonnée, qui sont dénies essentiellement en terme de oordination entre les testeursdans le proessus de test. Dans la méthode entralisée, deux PCOs sont dénis ave le UTet le LT, mais peuvent être vus omme un port unique vu que l'IUT et le TS se trouventsur le même site. Dans l'arhiteture répartie, un UT et un LT sont dénis. Le LT est loalau système de test et le UT est aédé en distane à travers le servie de ommuniationadjaent grâe à la proédure de oordination TCP. Le testeur ne possède alors qu'unPCO (elui du LT). L'arhiteture oordonnée est semblable à elle répartie, mais utiliseun protoole de oordination (TMP), semblable au TCP, entre l'UT et l'LT. L'arhiteturedistane orrespond à elle distribuée, mais seul le testeur inférieur est utilisé et don unseul PCO.
138 Chapitre 8. Introdution au test- Arhiteture de type Ferry [157, 158℄. Cette arhiteture est un support d'implan-tation des arhitetures OSI. Elle dénit un aès à un protoole grâe à des fontionnalitéssupposées être implémentées dans SUT. Dans le as d'un aès aux bornes supérieure etinférieure de l'IUT dans la pile SUT, l'arhiteture est appelée ferry lip. Le ferry lip oreune médiation entre l'IUT et SUT. Cette arhiteture a été expérimentée dans [152℄. Cedernier élargit les fontionnalités exigées sur le SUT et le ST : rajout de fontionnalité detransfert des informations de ontrle et addition d'un protoole de gestion des suites detest au TS.- Arhiteture Multi-port [150, 103℄. Cette arhiteture généralise les arhiteturesOSI, dans le ontexte d'une IUT ommuniant ave plusieurs entités ISO simultanément.Dans e ontexte, plusieurs UTs et LTs sont assoiés aux diérentes interfaes de l'IUT. Lesystème de test [150℄ possède une fontionnalité de ontrle qui permet de laner l'ensembledes LTs et de oordonner les diérents testeurs dans le as loal (les PCOs sont sur lemême site que le SUT). Dans le as d'interfaes distribuées, [103℄ introduit une méthodequi généralise la synhronisation entre deux testeurs à plusieurs testeurs.Arhitetures de test pour l'interopérabilité- Arhitetures passives et atives. Dans le test passif, le testeur est un agent quiobserve les interations de l'IUT sans interagir ave elle, tandis que dans le test atif, letesteur ontrle et interagit ave l'IUT [59, 73℄. Le Forum ATM [42℄ dénit une arhite-ture qui onsiste à onneter des testeurs aux diérentes IUTs et à plaer des POs entredeux IUTs et des PCOs entre un testeur et une IUT. Dans le as où seuls les POs sontutilisés et plaés entre l'IUT et le testeur [112℄, e genre de test est appelé interopérabilitépure. L'intérêt de e genre d'arhiteture est la failité de mise en oeuvre. Dans ertainessituations, ette arhiteture se présente omme l'unique solution [100℄.- Arhitetures OSI Distribuées [44, 16, 43℄. Les arhitetures d'OSI traitent seule-ment le as d'un protoole isolé dans le SUT. Dans le as des systèmes distribués, Raqet al. [44, 16, 43℄ dénissent des arhitetures équivalentes à elles d'OSI pour le test deonformité. Dans la méthode entralisée, le système de test est réduit à un seul testeuromposé de plusieurs testeurs attahés aux diérents ports du système réparti. Dans lesautres méthodes, le système de test onsiste en plusieurs testeurs. S'il n'existe pas de o-ordination entre les testeurs et que haun d'eux interagit ave le PCO qui lui orrespond,indépendamment des autres, on parle de méthode distantse. Si la oordination entre lestesteurs est prise en harge par le proessus de test, la méthode est dite répartie. Si etteoordination doit suivre un proessus normalisé, la méthode est dite oordonnée. Cettedernière orrespond à un as partiulier de la méthode répartie. La diulté que pose leportage des arhitetures OSI vers les systèmes distribués est en terme de oordinationentre les diérentes entités du TS qui peuvent être physiquement réparties. L'étude de es
8.5. Interopérabilité 139méthodes dans [16, 43℄ établit que la méthode entralisée est la plus puissante des quatreen termes de ontrle et observation et que la méthode à distane est la plus faible. Parailleurs, les auteurs établissent dans [44℄ les ontraintes temporelles qui garantissent uneéquivalene entre la méthode entralisée et la méthode répartie dans le as du test d'appli-ations n'imposant pas de ontraintes temporelles de fontionnement à leur environnement.Notons enn que es arhitetures sont onçues pour un test de type boîte noire, vu quele système distribué est onsidéré omme une seule entité.Arhiteture de test pour la onformité et l'interopérabilité- Arhiteture à heval [124℄(Astride responder). Elle orrespond à la premièrearhiteture de test d'interopérabilité proposée par Omar Raq et Rihard Castanet. Elleonsiste en un testeur entrale pour le test d'un système réparti. Le ontrle et l'observationdes SUTs sont assurés par des PCOs entre TS et SUT. L'arhiteture dénit aussi des POsimplantés entre les SUTs.- Arhiteture Générique [150℄. Une arhiteture générique pour la onformité, l'in-teropérabilité et la qualité de servie est présentée dans [150℄. Cette arhiteture proposeune boîte-à-outils permettant d'exprimer les propriétés spéiques d'une appliation oud'un système réparti à tester. Elle se ompose de plusieurs instanes pour diérents typesde omposantes :1. Implantation sous test (IUT), i.e. une partie du système à tester.2. Interfae de omposante (IC) permet d'interfaer les diérentes IUTs. Les ICs sontdiérentes des PCOs, du fait qu'ils n'aèdent pas diretement aux IUTs (as deomposantes imbriquées).3. Composante de test (TC) assoiée à une IUT, permet de formuler des verdits aprèsune oordination ave les autres TCs.4. Composante de ontrle (CC) permet d'établir l'environnement spéique pour l'exé-ution des tests.Les diérentes omposantes et propriétés d'un système peuvent alors être exprimées grâeà ette boîte à outils.8.5.4 Méthodologie pour l'interopérabilitéContrairement au test de onformité, auune méthodologie standard du test d'inter-opérabilité n'a vu le jour, du fait de la onfusion autour du test d'interopérabilité et de ladiulté à dénir les types de test susamment objetifs pour être ertiés. En revanhe,deux approhes majeures ont été développées et appliquées [126℄. Une approhe développéepar SPAG [140℄ (the Standard Promotion and Appliation Group) appelée PSI (Proess
140 Chapitre 8. Introdution au testfor System Interoperability). Dans ette approhe, le test d'interopérabilité est vu ommeune étape supplémentaire qui suit le test de onformité basé sur un SIS (System Inter-operability Statement). L'autre approhe utilisée par EuroSInet [127℄ onsiste à soumettreles implantations des diérents onstruteurs à un organisme dont le rle est de vérierd'abord la onformité de haque implantation. Les diérents vendeurs de es implanta-tions se mettent d'aord et dénissent un ensemble de sénarios à tester. L'organismede test établit une matrie de résultats ontenant pour haque omposante, les diérentesomposantes ave lesquelles elle a été testée et elle va être testée.
Chapitre 9Cadre formel pour le testd'interopérabilité
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e hapitre, nous proposerons un adre théorique pour le test d'interopérabilité dessystèmes sans ontraintes temporelles. Ce adre englobe des dénitions de l'interopérabilité,ainsi qu'une méthode de génération de as de test d'interopérabilité.9.1 PréliminairesÉtant donné un système ommuniant S omposé d'un ensemble de omposantes (Mi),haque omposante Mi dénit un ensemble d'ations AMi et un ensemble de points d'in-terations (ports ou interfaes) P Mi à travers lesquels Mi ommunique ave les autresomposantes, ainsi que son environnement.Spéiations. Nous supposons que haque omposante Mi peut être modélisée par unIOLTS (QMi , qMi0 , ΣMi,→Mi) tel que haque événement de ΣMi orrespond à une ation de
AMi sur une interfae de P Mi : 141
142 Chapitre 9. Cadre formel pour le test d'interopérabilité ΣMi ⊆ P Mi × AMi ave P Mi un ensemble ni d'interfaes (ports) de ommuniationet AMi l'alphabet des ations éhangées par Mi sur P Mi. ΣMi est partitionné en deuxensembles : ΣMi = ΣMii ∪ ΣMioPour tout (p, a) ∈ ΣMi , (p, a) ∈ ΣMii si a est une ation d'entrée et (p, a) ∈ ΣMio si a est uneation de sortie. Par la suite, p?a dénotera (p, a) ∈ ΣMii , p!a dénotera (p, a) ∈ ΣMio , µ̄ = p!asi µ = p?a et µ̄ = p?a si µ = p!a.Implantations. Nous supposons que haque implantation Ii de Mi peut être modéliséepar un IOLTS (QIi, qIi0 , ΣIi,→Ii) tel que haque événement de ΣIi orrespond à une ationde AIi sur une interfae P Ii ⊆ P Mi.Notations. Rappelons que σ.σ′ est la onaténation de deux traes σ et σ′, σ|L est laprojetion de σ sur l'alphabet L et que M1‖M2 est la omposition synhrone de deuxIOLTSs. Pour dénir formellement la notion d'interopérabilité, nous aurons besoin desnotations additionnelles suivantes : soient X ⊆ P Mi, L ⊆ ΣMi , et σ ∈ Traces(Mi). OutL(Mi, σ) = Out(Mi, σ) ∩ L. Mi visible X est l'IOLTS (QMi , qMi0 , ΣMi visibleX ,→Mi visible X) tel que1. ΣMi visible X = {(p, a) ∈ ΣMi |p ∈ X}2. →Mi visible X est la plus petite relation dénie par (µ ∈ ΣMiτ ) :(a) q µ→Mi q′, µ 6∈ ΣMi visible X ⇒ q τ→Mi visible X q′(b) q µ→Mi q′, µ ∈ ΣMi visible X ⇒ q µ→Mi visible X q′ Mi|X = (QMi|X , qMi|X0 , ΣMi|X ,→Mi|X) est l'IOLTS Mi visible X après déterminisa-tion :1. QMi|X = 2QMi2. ΣMi|X = ΣMi visible X3. qMi|X0 = qMi0 after ǫ.4. →Mi|X est dénie par :
(q, a, q′) ∈→Mi|X si q′ = q after a ave q, q′ ∈ 2QMi et a ∈ ΣMi|X . PMi(σ, X) = {σ′ ∈ Traces(Mi) | σ|ΣMi|X = σ′|ΣMi|X } l'ensemble des traes de Mi quioïnident ave σ sur X.Par la suite, M1‖XM2 dénotera (M1‖M2)|X.9.2 Dénitions de l'interopérabilitéPour déider de l'exatitude d'une implantation, un ritère lair est néessaire. Dansle ontexte du test de onformité, nous avons vu plusieurs relations de onformité qui
9.2. Définitions de l'interopérabilité 143dénissent lairement la notion d'exatitude. Malheureusement, l'interopérabilité n'a pasonnu une telle formalisation.Le point d'entrée du test d'interopérabilité est la donnée des spéiations, des implan-tations de es spéiations dénissant quelques interfaes aessibles et un ritère qui doitêtre vérié par es implantations. Ainsi, deux implantations interopèrent si elles vérient leritère d'interopérabilité. Le adre présenté ii est basé sur la omparaison entre les sortiesdu système à tester et les sorties prévues par les spéiations modulo des projetions surles interfaes aessibles.Soient (Ii) des implantations, (Mi) des spéiations, i ∈ {1, 2} et X ⊆ P M1 ∪ P M2 unensemble d'interfaes.Dénition 42 interop
X
(I1, I2) =∆ ∀σ ∈ Trace(M1‖XM2), ⇒






) 2La première relation dénie est la relation interopX. Elle établit que, durant l'interationentre I1 et I2 lorsqu'une trae σ de M1‖XM2 est injetée au système sous test, les ompor-tements observables du système projetés sur les interfaes aessibles de I1 sont inlus dansl'union des omportements observables (projetés sur les interfaes aessibles) de M1 lorsde l'appliation de la projetion sur X de toute trae σ′ ∈ Traces(M1‖M2) (σ′ oïnideave σ sur X).La relation interopX est paramétrée par les interfaes aessibles de l'implantation.Un as intéressant est lorsque toutes es interfaes sont aessibles (test boîte grise) :
X = P M1 ∪ P M2. Dans e as, pour σ ∈ M1‖M2, nous avons PM1‖M2(σ, PM1 ∪ PM2) = {σ}.La relation interopX s'érit don omme suivant (l'indie X est omis) :
interop(I1, I2) =∆ ∀σ ∈ Trace(M1‖M2)
⇒ OutΣI1 (I1‖I2, σ) ⊆ Out(M1, σ|ΣM1 ).Exemple 9.1 Considérons les deux IOLTS M1 et M2 de la Fig.42. I1 et I2 deux implan-tations de M1 et M2 respetivement. Supposons que X = {p1, p2, p3}. On remarque que
interop(I1, I2). En eet, Traces(M1‖M2) = {p1?a, p1?a.p2!x, p1?a.p2!x.p3!b} Pour σ = p1?a, on a : OutΣI1 (I1‖I2, σ) = ∅ ⊆ Out(M1, σ|ΣM1 ) = {p2!x} Pour σ = p1?a.p2!x, on a OutΣI1 (I1‖I2, σ) = ∅ ⊆ Out(M1, σ|ΣM1 ) = ∅ Pour σ = p1?a.p2!x.p3!b, on a OutΣI1 (I1‖I2, σ) = ∅ ⊆ Out(M1, σ|ΣM1 ) = ∅Ainsi I1 interopère ave I2. Cependant ¬ interop(I2, I1). En eet, Pour σ = p1?a, on a : OutΣI2 (I1‖I2, σ) = {p2!y} 6⊆ Out(M2, σ|ΣM2 ) = ∅.En onlusion, I1 interopère ave I2 mais I2 n'interopère pas ave I1. 2Maintenant, soit Y = P M1 ∩ P M2 l'ensemble des interfaes ommunes à M1 et M2.














Fig. 42: Relation interop.Dénition 43 intercomX(I1, I2) =∆ ∀σ ∈ Trace(M1‖XM2), ∀σ′ ∈ PM1‖M2(σ, X), σ′|Y 6=
ǫ ⇒




intercomX est similaire à interopX, mais ne fait intervenir que les ommuniationsinter-omposantes. Généralement, les omposantes sont testées à la onformité et ainsi
intercomX évite de re-tester la onformité des omposantes. Lorsque toutes les interfaessont aessibles (test boîte grise), intercomX s'érit omme suivant (l'indie X est omis) :
intercom(I1, I2) =∆ ∀σ ∈ trace(M1‖M2) σ|Y 6= ǫ
⇒ OutΣI1 (I1‖I2, σ) ⊆ Out(M1, σ|ΣM1 ).Finalement, remarquons que les deux relations dénies ne dépendent pas de l'arhi-teture de test. Comme résultat, le lemme suivant montre l'équivalene entre interopX et
ioconf .Lemme 11 Supposons que M1, M2, I1 et I2 sont input-omplets et que ΣM1o ∩ ΣM2o = ∅,
ΣM1o ∩ Σ
I2
o = ∅, ΣI1o ∩ ΣM2o = ∅, ΣI1o ∩ ΣI2o = ∅. Alors :
interopX(I1, I2) ∧ interopX(I2, I1) ≡ I1‖XI2 ioconf M1‖XM2Preuve. Voir Annexe B. 2
9.3. Dérivation de as de test d'interopérabilité 1459.3 Dérivation de as de test d'interopérabilitéDans ette setion, nous allons montrer omment générer des as de test pour vérier larelation interopX dans le as d'un système omposé de deux entités M1 et M2 dénissantun ensemble d'interfaes aessibles X. L'approhe présentée utilise un objetif de test TPpour le système M1‖XM2. L'idée est alors de déomposer TP en deux objetifs de test TP1et TP2 pour M1 et M2 respetivement et de générer deux as de test TC1 et TC2 pour TP1et TP2 respetivement. Cependant, la omposition de TC1 et TC2 ne vérie pas en général
TP . Pour ette raison, nous dénissons des ompositions partiulières des objetifs de testet des as de test (pc et tc respetivement).Dénition 44 Soient TP1 = (QTP1, qTP10 , ΣTP1 ,→TP1) et TP2 = (QTP2 , qTP20 , ΣTP2,→TP2)deux objetifs de test pour une spéiation M . La omposition synhrone de TP1 et TP2selon pc, notée TP = TP1 pc TP2, est l'objetif de test TP = (QTP , qTP0 , ΣTP ,→TP ) dénipar : qTP0 = (qTP10 , qTP20 ) QTP = { (q1, q2) | q1 ∈ QTP1, q2 ∈ QTP2 } ΣTP ⊆ ΣTP1 ∪ ΣTP2 et →TP sont obtenus omme suivant (µ ∈ ΣTPτ ) :1. q1 µ→TP1 q′1, µ 6∈ ΣTP2, q2 6∈ RejectTP2 ⇒ q1‖q2 µ→TP q′1‖q22. q2 µ→TP2 q′2, µ 6∈ ΣTP1, q1 6∈ RejectTP1 ⇒ q1‖q2 µ→TP q1‖q′23. q1 µ→TP1 q′1, q2 µ→TP2 q′2 ⇒ q1‖q2 µ→TP q′1‖q′2. 2Les états RejectTP et AcceptTP sont dénis par : RejectTP = {(q1, q2) ∈ QTP | q1 ∈ RejectTP1 ou q2 ∈ RejectTP2} AcceptTP = {(q1, q2) ∈ QTP | q1 ∈ AcceptTP1 et q2 ∈ AcceptTP2}.Dénition 45 Soient TC1 = (QTC1 , qTC10 , ΣTC1 ,→TC1) et TC2 = (QTC2 , qTC20 , ΣTC2 ,→TC2
) deux as de test pour une spéiation M . La omposition synhrone de TC1 et TC2 selon
tc, notée TC = TC1 tc TC2, est le as de test TC = (QTC , qTC0 , ΣTC ,→TC) déni par : qTC0 = (qTC10 , qTC20 ) QTC = { (q1, q2) | q1 ∈ QTC1 , q2 ∈ QTC2 } ΣTC ⊆ ΣTC1 ∪ ΣTC2 et →TC sont obtenus omme suivant (µ ∈ ΣTCτ ) :1. q1 µ→TC1 q′1, µ 6∈ ΣTC2, q2 6∈ FailTC2 ∪ IncTC2 ⇒ q1‖q2 µ→TC q′1‖q22. q2 µ→TC2 q′2, µ 6∈ ΣTC1, q1 6∈ FailTC1 ∪ IncTC1 ⇒ q1‖q2 µ→TC q1‖q′23. q1 µ→TC1 q′1, q2 µ→TC2 q′2 ⇒ q1‖q2 µ→TC q′1‖q′2. 2Les ensembles FailTC , IncTC et PassTC sont dénis par : FailTC = {(q1, q2) ∈ QTC | q1 ∈ FailTC1 ou q2 ∈ FailTC2}
146 Chapitre 9. Cadre formel pour le test d'interopérabilité IncTC = {(q1, q2) ∈ QTC | q1 ∈ IncTC1 ou q2 ∈ IncTC2} PassTC = {(q1, q2) ∈ QTC | q1 ∈ PassTC1 et q2 ∈ PassTC2}.9.3.1 Hypothèses de testNous supposons que TP est un objetif de test de M1‖M21 modélisé par un IOLTS.Nous supposons aussi que les deux spéiations M1 et M2 interopèrent, i.e. pour toute
σ ∈ Traces(M1) (resp. σ ∈ Traces(M2)), il existe σ′ ∈ Trace(M1‖M2) telle que σ = σ′|ΣM1(resp. σ = σ′
|ΣM2
).9.3.2 Algorithme de générationSoit Y = P M1 ∩ P M2 les interfaes de ommuniation ommunes à M1 et M2. L'algo-rithme de génération des as de test pour le système M1‖XM2 est présenté dans la gure43. Input : Trois IOLTS M1, M2 et TP ; des interfaes aessibles X ⊆ P M1 ∪ P M2Output : Cas de test de M1‖XM2.Début1. Calul des projetions : TP1 = TP |P M1 et TP2 = TP |P M2.2. Calul d'un as de test vériant TP1 dans M1 ⇒ TC1.3. Suppression des branhes de TC1 qui mènent vers les verdits Fail, ou Inc etremplaement des étiquettes Pass par Accept. ⇒ T1 .4. Calul de la projetion de T1 sur Y : T2 = T1|Y .5. Réalisation de la omposition d'objetifs de test de TP2 et T2 : TP ′2 = TP2 pc T26. Addition à TP ′2, dans haque état, des synhronisations non envisagées ave M1.Ces synhronisations mèneront à des états Reject.7. Calul d'un de test vériant TP ′2 dans M2 ⇒ TC2.8. Réalisation de la omposition de as de test de TC1 et TC2 : TC = TC1 tc TC2 enrespetant l'ordre d'apparition des événements dans TP .9. Calul de la projetion TC|X.10. Séletion des as de test.Fin Fig. 43: Algorithme de génération de as de test d'interopérabilité.1TP peut ontenir des événements de M1 ou de M2 ou des deux.
9.4. Génération de as de test d'interopérabilité à partir d'outils de onformité147À partir de l'objetif de test TP , on onstruit un objetif de test TP1 (resp. TP2) pourla spéiation M1 (resp. M2) en alulant la projetion de TP sur les interfaes P M1(resp. P M2) (ligne 1). TP1 est alors utilisé pour générer un as de test TC1 pour M1 (ligne2). Les branhes de TC1 qui mènent à un verdit Fail ou Inc sont alors supprimées ; lesétats Pass deviennent des états Accept de T1 (ligne 3) (T1 devient un objetif de test).
TC1 peut amener des synhronisations ave M2 non expliites dans TP et par la suitene gurent pas dans TP2. Ainsi, la projetion de T1 (ligne 4) sur les interfaes ommunesà M1 et M2 ontient don toutes les synhronisations entre es derniers. Le alul de laomposition synhrone des objetifs de test TP2 et T2 (ligne 5) permet de tenir omptedes synhronisations invoquées dans TC1 et TP . Dans TP ′2, on interdit (ligne 6) toutesynhronisation ave M1 non expliite dans TP ′2 pour éviter, lors du alul d'un as detest respetant TP ′2 (ligne 7), l'apparition de synhronisations non prévues dans TC1. Àe stade là, TC1 et TC2 sont deux as de test pour M1 et M2 qui respetent l'objetif detest TP . Les lignes 8, 9 et 10 alulent un as de test global pour M1‖XM2.Remarque 11 Dans le as où TP ne ontient que des événements d'une seule entité, parexemple M1, TP2 peut être vide i.e. TP2 = ∅. Dans e as, l'algorithme transforme un asde test de onformité en un as de test d'interopérabilité. 2Complexité. La omplexité de l'algorithme dépend de la taille (nombre de transitions)de M1, M2 et TP : O(taille(TP ) ∗ (taille(M1) + taille(M2)) + taille(TP )2).9.4 Génération de as de test d'interopérabilité à partird'outils de onformitéDans le as de la onformité, il existe plusieurs outils de génération de as de test(TGV [57℄, TorX [15℄,...). Pour générer des as de test d'interopérabilité de M1 et M2 aveses outils, une première solution onsiste à onstruire le système global par ompositionde M1 et M2. L'inonvénient de ette solution est que la omplexité de génération est en
O(taille(M1)× taille(M2)× taille(TP )). L'autre solution que nous proposons est d'utiliserl'algorithme i-dessus en ajoutant un module externe qui réalise les deux ompositions tcet pc.Exemple d'appliation. Considérons les deux IOLTS M1 et M2 de la Fig.44. M1 et M2partagent les interfaes p2 et p3. Supposons que X = {p1, p2, p3, p4}. TP est un objetif detest de M1‖M2 qui onsiste à tester l'émission de y par M2 suivie de l'émission de b par M1puis d'émission de d par e dernier. Les diérentes étapes de génération d'un as de test quivérie TP sont illustrées dans la Fig.45. Les deux projetions de TP sur l'alphabet de M1et M2 sont réalisées. Notons que la projetion de p3?b sur M1 donne p3!b. TC1 et M1 sont














Fig. 44: Exemple d'appliation.alors utilisés pour générer un as de test qui vérie TC1. TC1 amène la synhronisation
p2?c non expliite dans TP . Ainsi, la omposition de T2 et TP2 permet de tenir ompte deette nouvelle synhronisation dans TP ′2. Ce dernier, par l'ajout des états Reject interdittoute autre synhronisation ave M2 non prévue dans T2 et TP2. TP ′2 est alors utilisé pourgénérer un as de test de M2. Remarquons que TC1 et TC2 vérient TP .9.5 ComparaisonCette omparaison porte essentiellement sur travaux relatifs à la dénition de l'inter-opérabilité, et la génération de as de test d'interopérabilité.Dénition de l'interopérabilité. Dans [12℄, les auteurs proposent 9 relations d'in-teropérabilité basées sur l'arhiteture de test utilisée pour les systèmes asynhrones. Cesrelations se déomposent en trois lasses qui dépendent des interfaes d'implantations onsi-dérées. Ces relations peuvent être obtenues à partir de la relation interopX en dénissantl'ensemble des interfaes onsidérées X. Par exemple, la relation interop est équivalenteà la relation unilatérale totale dénie dans [12℄. Tretmans et al. [31℄ montrent que, sousertaines hypothèses, la relation ioo de onformité est onvenable pour le test d'interopé-rabilité. Dans [90℄, deux implantations I1 et I2 sont onformes en interopérabilité à deuxspéiations S1 et S2 si I1 (resp. I2) est onforme à S1 (resp. I2) et I1‖I2 est onforme à





















































































PassFig. 45: Exemple de génération.
150 Chapitre 9. Cadre formel pour le test d'interopérabilitéMéthodes de génération. La majorité des méthodes du test d'interopérabilitéproposées sont basées sur l'analyse d'aessibilité. [124℄ est l'un des premiers artiles surl'interopérabilité. L'approhe adoptée se base sur le alul du graphe d'aessibilité. Dans[8℄, les diérentes entités ommuniantes sont onsidérées omme une seule entité (boîtenoire). L'idée des auteurs est d'interfaer un outil de test de onformité (TVEDA [123℄)et un outil de test d'interopérabilité (SDE/TCGEN [7℄), dans le but de générer des testsde onformité et d'interopérabilité. La dérivation des tests de onformité (TVEDA) etd'interopérabilité (TCGEN) se fait séparément puis, à la main, les auteurs les ombinentpour réduire le nombre de test. L'inonvénient est que la méthode est non automatique etne permet pas de déterminer la ause de la non interopérabilité (boîte noire). [147℄ présenteune expériene de test d'interopérabilité ave le protoole FTAM. La méthode présentéedans [119℄ identie les états et les transitions du système sous test. Elle onsiste à alulerun graphe du omportement global du système suivant des règles de synhronisationdénies. Pour générer les as de test, pour haque transition à identier dans le systèmeglobal, le préambule est alulé à partir du système global tandis que le posteambule est laonaténation de deux séquenes d'identiation, des deux états loaux onstituant l'étatglobal, alulées séparément dans haque spéiation. L'avantage est la détetion deserreurs de transfert, mais la méthode se onfronte à l'explosion ombinatoire des nombresd'état du graphe du omportement global. Kang, Kim et al. ont proposé un ensemblede travaux relatifs à l'interopérabilité [85, 86, 136, 133, 87, 130, 134, 142, 135℄. Dans[85, 86, 87℄, ils proposent des tehniques de génération pour les protooles symétriquesbasées sur le alul du omportement global. [135℄ traite la dérivation de as de testd'interopérabilité pour la partie ontrle et données des protooles. Une suite de testssquelette pour la partie ontrle est d'abord générée. Chaque as de test est alors para-métré. La suite est alors omplétée en aetant des valeurs aux paramètres. L'approheadoptée dans [65℄ est une approhe un ontre N dans laquelle une seule entité interopèreave le reste du système ommuniant. L'approhe est alors appliquée au système VoIP.Pour éviter l'explosion ombinatoire des nombres de as de test, [91℄ propose un approhebasée sur l'utilisation d'un objetif de test. Le prinipe onsiste à dénir des règles desynhronisation pour la omposition parallèle : pour deux spéiations et un objetif detest, les auteurs onstruisent à la volée un hemin qui respete les trois spéiations. Ceien respetant les règles de synhronisation et en faisant une reherhe en profondeur.Comparé aux autres travaux, le adre introduit dans e hapitre onsidère aussibien la dénition de l'interopérabilité que la dérivation des as de test. Notre approheonsiste utiliser des outils de génération des tests de onformité pour générer des testd'interopérabilité. De plus, la omplexité de génération est inférieure à la omplexité desapprohes onstruisant l'automate de la spéiation globale.
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adre omportent des dénitions de la onformité ainsi que desméthodes de génération de as de test temporisés. Ce hapitre utilise quelques notionsintroduites dans le hapitre 4 et la setion 7.2.151
152 Chapitre 10. Cadre formel pour le test de onformité10.1 IntrodutionLes systèmes temps-réel (RTS) trouvent des appliations dans diérents domaines. Nousles trouvons aussi bien dans la vie de haque jour, omme les systèmes téléphoniques et lessystèmes vidéo, que dans les hpitaux pour le guidage des patients et dans les aéroportspour le ontrle du tra aérien. Tous ses systèmes sont sensibles au temps. Ainsi, leuromportement ne dépende pas que du résultat logique des aluls mais aussi des instantsoù les entrées sont réalisées et des instants où les résultats sont produits. Il est onnu dansla ommunauté de reherhe que les dysfontionnements des RTSs sont généralement dûsà la violation des ontraintes temporelles qui gouvernent le omportement du système. Detels dysfontionnements peuvent avoir des onséquenes atastrophiques sur la vie humaineet l'environnement. Par onséquent, il est important de s'assurer que les implantations desRTSs soient sans erreur avant leur déploiement.Nous nous intéressons dans e hapitre au test de onformité boîte noire. Durant ladernière déennie, plusieurs reherhes ont été menées dans le test des RTSs et ont donnédiérents méthodes basées sur diérents modèles formels temporisés et diérentes appli-ations possibles. Toutes es méthodes génèrent ave suès des as de test temporisésmais la plupart d'entre elles sourent de l'explosion du nombre des as de test générés. Enonséquene, la motivation de développer des nouvelles méthodes de génération est enored'atualité.Spéiations. Nous supposons que la spéiation du RTS à tester est donnée sousforme d'un TIOA A observable, non-bloquant et événementiellement déterministe.Implantations. Nous supposons que l'implantation peut être modélisée par un TIOA Iinput-omplet. Notons que nous n'exigeant pas que I soit onnue, mais simplement qu'elleexiste. La ondition d'input-omplétude est requise, ainsi l'implantation peut aepter lesentrées du testeur dans haque état (elle peut ignorer les entrées illégales ou se déplaervers un état d'erreur.)10.2 Dénitions de la onformitéAn de dénir formellement la notion de onformité entre I et A, nous proposons dansette partie une extension temporisée des relations de onformité ≤tr, ioconf et ioco.10.2.1 RappelsSoient A = (S, s0, Σ, C,→) un TIOA, QA = (Q, q0, Γ,→A) la sémantique de A, a ∈ Σ,
q, q′ ∈ Q, d ∈ R≥0 et σ = (a1, d1)...(an, dn) une séquene temporisée (σ ∈ TW (Σ)). Dansla setion 4.3.4, nous avons déni :
10.2. Définitions de la onformité 1531. Run(A) : l'ensemble des séquenes temporisées admettant une omputation de Adéni par :
Run(A) = {σ | A admet une computation sur σ ∈ TW (Στ )}.2. TTrace(A) : l'ensemble des traes temporisées de A déni par :
TTrace(A) = {σ | ∃σ′ ∈ Run(A), σ = σ′|Σ}.Dans la setion 4.2, nous avons déni :1. q a⇒ q′ △= il existe q′′ ∈ Q tel que q τ→A∗ q′′ a→A q′.2. q ǫ(d)⇒ q′ △= il existe une exéution d'attente q = q0 α1−→A q1 α2−→A q2 · · · αn−→A
qn = q
′ telle que d = ∑{di |αi = ǫ(di)}.3. q σ⇒ q′ △= il existe une exéution q = q0 ǫ(d′1)⇒ q′1 a1⇒ q1 · · · ǫ(d′n)⇒ q′n an⇒ qn = q′telle que di = ∑1≤j≤i d′j, pour tout i ∈ [1, n].où la relation τ−→∗A représente la lture réexive de τ−→A. Remarquons que la relation q a⇒ qabstrait uniquement les ations silenieuses qu'il est possible de faire avant l'ation a etque τ−→∗ orrespond à ǫ(0)⇒ .10.2.2 Relation ≤ttrNous proposons de dénir une extension temporisée de la relation de onformité ≤trdénie dans 8.2.2.Dénition 46 Soient A, I ∈ T IOA(Σ), alors I ≤ttr A =∆ TTrace(I) ⊆ Trace(A). 2
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154 Chapitre 10. Cadre formel pour le test de onformitéExemple 10.1 Considérons la Fig. 46 et supposons que I1, I2 et I3 soient des implan-tations de A. On peut remarquer que les traes temporisées de A sont TTrace(A) =
{ǫ, (?a, d1), (?a, d1).(!b.d1 + d2), (?a, d1).(!c.d1 + d3) | d1 ∈ [0, 8], d2 ∈ [2, +∞[, d3 ∈ [0, 2[}et que :1. I1 ≤ttr A. En eet, TTrace(I1) = {ǫ, (?a, d1), (?a, d1).(!b.d1 + 2) | d1 ∈ [0, 8]} ⊆
TTrace(A).2. I2 ≤ttr A. En eet, TTrace(I2) = {ǫ, (?a, d1), (?a, d1).(!b.d2) | d1 ∈ [0, 4], d2 ∈
[6, +∞[} ⊆ TTrace(A).3. ¬(I3 ≤ttr A). En eet, TTrace(I3) = {ǫ, (?a, d1), (?a, d1).(!b.d2) | d1 ∈ [0, 4], d2 ∈
[5, +∞[} 6⊆ TTrace(A) ar (?a, 4).(!b, 5) ∈ TTrace(I3) et (?a, 4).(!b, 5) 6∈ TTrace(A).
210.2.3 Relation ioconftNous proposons de dénir une extension temporisée de la relation de onformité ioconfdénie dans 8.2.3. Pour e faire, nous aurons besoin des notations supplémentaires sui-vantes. Soit σ ∈ T W(Σ) une séquene temporisée, q ∈ Q et P ⊆ Q. q after σ △= {q′ ∈ Q | q σ⇒ q′}. oute(q) △= {(a, d) ∈ Σo × R≥0 | q ǫ(d)⇒ q′1 a⇒ q1}. oute(P ) △= ⋃q∈P oute(q). Oute(A, σ) △= {(a, d) ∈ Σo × R≥0 | (a, d − delay(σ)) ∈ oute(A after σ)}.
Oute(A, σ) ontient les événements temporisés observables produits lors de l'appliation dela séquene temporisée σ. Remarquons que si (a, d) ∈ Oute(A, σ) alors l'instant d d'émissionde l'événement a est par rapport à l'état initial et non par rapport à l'état d'émission, equi implique que σ.(a, d) ∈ TW (Σ). Maintenant, nous proposons la relation ioconft ommeextension temporisée de ioconf pour les RTSs.Dénition 47 Soit A, I ∈ T IOA(Σi, Σo). Alors
I ioconft A =∆ ∀σ ∈ TTrace(A) =⇒ Oute(I, σ) ⊆ Oute(A, σ). 2
ioconft permet, omme ioconf , (i) une spéiation partielle des omportements et (ii)l'ajout de l'implantation de la sous spéiation.Exemple 10.2 Considérons la Fig. 46 et supposons que I1, I2 et I3 sont des implantationsde A. Soit σ = (?a, d) telle que d ∈ [0, 8]. Alors Oute(A, σ) = {(!c, d+d1), (!b, d+d2)‖ d1 ∈
[0, 2[, d2 ∈ [2,∞[}. On peut remarquer que :1. I1 ioconft A. En eet, Oute(I1, σ) = {(!b, d + 2)} e qui implique que Oute(I1, σ) ⊆
Oute(A, σ).
10.2. Définitions de la onformité 1552. I2 ioconft A. Si d ≥ 4, alors Oute(I2, σ) = ∅ ⊆ Oute(A, σ). Sinon, Oute(I2, σ) =
{(!b, d2) | d2 ∈ [6, +∞[} ⊆ Oute(A, σ). En eet, si I2 émet b à l'instant d2, alors
d2 − d ≥ 2, e qui implique qu'entre la réeption de a et l'émission de b, I2 attend aumoins deux unités de temps.3. ¬(I3 ioconft A). En eet, il sut de voir que pour d = 4, (!b, 5) ∈ Oute(I3, (?a, 4))et (!b, 5) 6∈ Oute(A, (?a, 4)). 210.2.4 Relation iocotDe même, nous proposons de dénir la relation iocot omme extension temporisée de
ioco dénie dans la setion 8.2.4. Pour e faire, dénissons : outǫ(q) △= {(a, d) ∈ {ǫ} × R≥0 | q ǫ(d)⇒ q1}. Outǫ(A, σ) △= {(a, d) ∈ {ǫ} × R≥0 | (ǫ, d − delay(σ)) ∈ outǫ(A after σ)}.L'événement temporisé (ǫ, d) orrespond à l'absene d'ations observables du système du-rant d unité de temps. La dénition de Outǫ(A, σ) est la même que elle de Oute(A, σ)sauf que Outǫ(A, σ) apture les événements non observables qui sont dûs au passage dutemps dans un état, soit la réalisation d'ations internes. Out(A, σ) est dans e as l'unionde Outǫ(A, σ) et Oute(A, σ) : Out(A, σ) = Oute(A, σ) ∪ Outǫ(A, σ).Dénition 48 Soit A, I ∈ T IOA(Σi, Σo). Alors
I iocot A =∆ ∀σ ∈ TTrace(A) =⇒ Out(I, σ) ⊆ Out(A, σ). 2Remarque 12 Pour les automates à entrées/sorties sans urgene ou invariants, les rela-tions ioconft et iocot sont identiques. En eet, la sémantique des TIOAs autorise le passagedu temps dans haque état et ainsi Outǫ(A, σ) = {ǫ} × R≥0.
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Fig. 47: Relation iocot.
156 Chapitre 10. Cadre formel pour le test de onformitéExemple 10.3 Pour illustrer la relation iocot, onsidérons la Fig. 47, une version de laFig. 46 ave invariants. On peut remarquer que I1 ioconft A et I2 ioconft A. Maintenant,1. I1 iocot A. En eet, Out(I1, ǫ) = {(ǫ, d) |d ∈ [0, 4]} ⊆ Out(A, ǫ) = {(ǫ, d) |d ∈ [0, 8]}.2. ¬(I2 iocot A). En eet, Out(I2, ǫ) = {(ǫ, d) |d ∈ [0, +∞[} ⊆ Out(A, ǫ) = {(ǫ, d) |d ∈










Fig. 48: Test analogique et digital.Nous dirons que :1. Un testeur est analogique, s'il utilise des horloges analogiques pour mesurer le temps.
10.3. Cas de test et testeurs 157 digital, s'il utilise des horloges digitales pour mesurer le temps.2. Une IUT est analogique, si elle implémente des horloges analogiques. digitale, si elle implémente des horloges digitales pour mesurer le temps.L'utilisation d'un testeur digital n'implique pas que l'IUT soit digitale, mais seulementla apaité d'observation et de réations du testeur est disrète omme nous allons le voirpar la suite. Pour simplier nous supposons que le testeur peut ontrler le lanement del'IUT et ainsi il démarre en même temps que l'IUT.La Fig.48 illustre le omportement du testeur analogique et du testeur digital pour lemême test. Dans le premier as, le testeur analogique reçoit x à l'instant 0.5, y à 1.8 etémet z à 2.6. Pour le testeur digital, la réeption de x n'est observée qu'au premier tik, yau deuxième tik et il émet z au troisième tik.Ainsi, les testeurs analogiques peuvent mesurer préisément le temps. Ils trouvent uneappliation intéressante dans le as des IUT digitales dont le temps entre deux tiks estinonnu. Cependant, en général, il est diile (sinon impossible) d'implémenter es testeurspour des IUTs analogiques. Les testeurs digitaux en revanhe ne mesurent que les tiksd'une horloge périodique (un ompteur), mais ils sont failes à implémenter pour touteIUT. Au niveau verdit, ils peuvent annoner un verdit Pass à la plae de Fail (on nedistingue pas la réeption de a à 2.3 de la même réeption de a à 2.8 1).10.3.1 Test adaptatif et statiqueUn test analogique ou digital peut être qualié de adaptatif ou statique. Dans un testadaptatif, la réponse du testeur dépend des observations réalisées dans le passé. Il peutêtre vu omme un algorithme dont l'entrée est l'historique observable. Par ontre, dans leas du test statique, la réponse du testeur est la même et elle est onnue à l'avane.L'utilisation de test statique pour un testeur digital est susante du fait que les tikspeuvent être vus omme des événements de sortie et ainsi un test statique peut être déritpar un arbre ni. Cependant, dans le as d'un testeur analogique, il existe une innitéd'instants pour réaliser une ation et en onséquene, un test ne peut être modélisé par unarbre ni et on ne peut qu'utiliser des as de test adaptatifs.10.3.2 Formalisme de as de testLa distintion entre un test analogique et digital d'une part et entre un test statiqueet adaptatif d'autre part, nous onduit à dénir un as de test temporisé (TTC), squelette(STC) et abstrait (ATC).1Pour le testeur digital, es deux événements se produisent au troisième tik.
158 Chapitre 10. Cadre formel pour le test de onformitéDénition 49 Un as de test temporisé TTC, pour un système modélisé par un TIOA
A = (S, s0, Σ, C,→), est un TIOA TTC = (STTC , sTTC0 , ΣTTC , CTTC,→TTC), dont legraphe assoié est un arbre. TTC est équipé de trois ensembles d'états FailTTC, IncTTCet PassTTC. CTTC est restreint à une horloge universelle h bornée et sans remise à zérodans toutes les transitions. 2
Les hypothèses formulées dans la as de test non temporisé (setion 8.4.2) restent valablesdans le as temporisé. Nous supposons que tous les as de test temporisés vérient eshypothèses. Un TTC peut être utilisé par un testeur digital.Dénition 50 Un as de test squelette STC, pour un système modélisé par un TIOA
A = (S, s0, Σ, C,→), est un TIOA STC = (SSTC, sSTC0 , ΣSTC, CSTC ,→STC), dont legraphe assoié est un arbre. STC est équipé de trois ensembles d'états FailSTC, IncSTCet PassSTC. 2
La diérene entre un STC et un TTC est que STC peut dénir plusieurs horloges averemises à zéro tandis que TTC dénit une seule horloge sans remise à zéro.Dénition 51 Un as de test abstrait ATC, pour un système modélisé par un TIOA
A = (S, s0, Σ, C,→), est un automate ATC = (QATC , qATC0 , ΣATC ,→ATC), dont legraphe assoié est un arbre. ATC est équipé de trois ensembles d'états FailATC , IncATCet PassATC. Les états QATC sont des états symboliques (s, Z) tels que s ∈ S et Z ∈ Φ(C).2
Approhe de générationL'approhe de génération de tests digitaux et analogiques que nous introduisons parla suite se déompose en deux phases. La première phase, présentée dans la setion 10.4,onsiste à dériver des test abstraits et squelettes. Cette dérivation est basée sur l'utilisationde l'automate de simulation. Les tests ainsi générés ne sont pas diretement exploitablespar le testeur. La deuxième phase onsiste, à extraire à partir des tests squelettes, des astests temporisés exploitables par le testeur. Pour le testeur digital, ette phase est présentéedans la setion 10.5 et elle repose sur l'utilisation des diagnostis temporisés de bornes.Pour le testeur analogique, ette phase est présentée dans la setion 10.6.
10.4. Dérivation de as de test abstraits et squelettes 15910.4 Dérivation de as de test abstraits et squelettes10.4.1 Hypothèses de testPar la suite et dans le as d'un testeur digital, nous supposons que les bornes desontraintes sur la spéiation sont exprimées en nombre de tiks. Dans le as ontraire,si une unité de temps orrespond à n tiks, alors toutes les bornes des ontraintes sontmultipliées par n. De plus, nous supposons que les as de test (temporisés, squelettes etabstraits) sont de simples arbres tels qu'il existe un seul état étiqueté par Pass et tout étatn'ayant pas de verdit se trouve sur le hemin qui mène vers l'état Pass. Dans le as où ilexiste plusieurs états Pass, le test est déomposé en plusieurs as de test omme le montrela Fig.49.
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160 Chapitre 10. Cadre formel pour le test de onformité10.4.2 Automate de simulationNous rappelons ii l'automate de simulation (graphe de simulation dans [145℄) introduitpar Tripakis [145℄ en vue de son utilisation pour la génération de test.Considérons un TA A = (S, s0, Σ, C,→). Rappelons qu'une zone de A est un ensembled'états H = {(s, ν)‖ ν ∈ Z} ave s ∈ S un état de A, Z ∈ Φ(C) un polyèdre et ν ∈ V(C)une valuation (setion 7.2.1). H est noté simplement (s, Z).Soient H = (s, Z) une zone, t = (s, a, Z ′, r, s′) une transition de A et c ≥ cmax(A) uneonstante naturelle. La lture du suesseur temporel de H est dénie par :
postc(H, t) = {(s
′, close(((Z ∩ Z1)[r := 0])
↑, c))}Intuitivement, postc() ontient tous les états et leurs états -équivalents atteignables àpartir des états de H , en faisant une transition disrète, puis en laissant le temps s'éouler.Remarquons que postc(H, t) est aussi une zone.Maintenant, l'automate de simulation SA(A, c) assoié à A de lture c ≥ cmax(A)est l'automate déni par : les états de SA(A, c) sont des zones. Son état initial est
H0 = (s0, zero
↑). Les transitions de SA(A, c) sont générées en utilisant une reherhe enprofondeur partant de H0. Pour un état Hi = (si, Zi) de SA(A, c) déjà généré et l'état su-esseur Hi+1 = (si+1, Zi+1) = postc(Hi, ti) 6= ∅ ave ti = (si, ai, Zi, ri, si+1) une transitionde A : S'il existe un état déjà généré Hj tel que Hi+1 ⊆ Hj alors Hi ai−→ Hj est une transitionde SA(A, c). Sinon Hi ai−→ Hi+1 est une transition de SA(A, c).Soient σ une séquene temporisée de TW (Στ ) et π = (s0, Z0) a1−→ (s1, Z1) · · · an−→ (sn, Zn)un hemin de SA(A, c). σ est dite insrite dans π s'il existe une omputation r = (s, ν) de
A sur σ telle que pour tout i ∈ [0, n], νi ∈ Zi.Lemme 12 Soient A un TIOA et SA(A, c) son automate de simulation. Alors :1. L'ensemble des états et des transitions de SA(A, c) est ni.2. A admet une omputation sur σ telle que event(σ|σ|) = s ∈ S ssi il existe un noeud de
SA(A, c) de la forme (s, Z) (l'aessibilité d'un état s est préservée dans SA(A, c)).3. Pour tout hemin π de SA(A, c), il existe une séquene σ insrite dans π.4. Pour toute σ admettant une omputation de A, il existe un unique hemin π tel que
σ est insrite dans π.En pratique, SA(A, c) est de taille raisonnable et peut être exploité dans des outils devériation et de test [145℄.Preuve. La preuve est donnée dans [145℄.Le orollaire suivant déoule de la dénition de l'automate de simulation.
10.4. Dérivation de as de test abstraits et squelettes 161Corollaire 10 Si A est événementiellement déterministe alors SA(A, c) est déterministe.
2
10.4.3 Cas de test abstraits et squelettesConsidérons un TIOA A. Selon l'approhe adoptée par le testeur, il est possible dedénir une stratégie de génération exploitant diretement la spéiation A2. Dans e as,les tests générés portent sur l'ensemble des omportements de A. Il est aussi possible dedénir une stratégie de génération guidée par un objetif de test TP . Dans e as, lestests portent uniquement sur les omportements de A‖TP . Par la suite, S dénotera soit laspéiation A, dans le as d'une stratégie de génération direte, soit le produit synhronede A et TP , dans le as d'une stratégie de génération orientée objetif de test.Pour pouvoir générer des as de test pour S, on doit disposer d'une méthode pourdéider de l'aessibilité des états de S. Or, un hemin de S n'admet pas forement uneomputation et ainsi ses états ne sont pas toujours aessibles. Nous proposons d'utiliserl'automate de simulation SA(S, c) assoié à S. D'après le lemme 12, SA(S, c) donne unereprésentation nie de l'espae des états aessibles de S. De plus, tout hemin de SA(S, c)admet une omputation de S et toute omputation de S est insrite dans un hemin de
S. Comme SA(S, c) est un automate non temporisé, il est possible d'utiliser des méthodesde génération lassiques (TT, W, Wp, UIO,...) pour générer des as de test. Les as detest ainsi générés sont abstraits. Notons par ATCM(S) l'ensemble des as de test généréspar la méthode M , M étant l'une des méthodes itées auparavant. Puisque S est événe-mentiellement déterministe alors, selon le orollaire 10 et pour tout ATC ∈ ATCM(S), ilexiste un unique test squelette STC tel que si (s1, Z1) a−→ATC (s2, Z2) alors s1 Z,a,r−−−→STC s2.
STCM(S) dénotera l'ensemble des as de test squelettes ainsi onstruits à partir des asde test abstraits de ATCM(S).Les tests abstraits ou squelettes ne peuvent pas être utilisés diretement omme destests pour S, du fait qu'ils ne déterminent pas les instants de réalisation des ations. Dansla setion suivante, nous utiliserons les tests squelettes pour générer des tests diretementexploitables par le testeur.Notons nalement qu'un élément de STCM(S) peut être alulé à la volée sansonstruire l'automate de simulation et qu'il est possible d'appliquer des ritères de ouver-ture pour SA(S, c) pour séletionner l'ensemble STCM(S). Nous renvoyons le leteur à lasetion 11.1 pour plus de détails sur les ritères de ouverture.2Le testeur peut, par exemple, opter pour une ouverture des transitions ou des états de A.
162 Chapitre 10. Cadre formel pour le test de onformité10.5 Dérivation de tests digitauxDans la setion préédente, nous avons montré omment générer des as de test sque-lettes pour S à partir de l'automate de simulation. Maintenant, nous montrons ommentgénérer des test pour un testeur digital à partir d'un test squelette STC ∈ STCM(S).Comme nous l'avons dit auparavant, un as de test temporisé (statique) est susant pourun testeur digital. Rappelons que STC est un simple arbre qui ne ontient qu'un seulétat étiqueté par Pass. Nous assumons que STC est borné. Cei du fait que le test estune expériene bornée. Dans le as où un STC n'est pas borné, on ajoute une ontraintesupplémentaire qui borne le temps global sur la transition dont l'état de destination est
PassL'algorithme de génération des test digitaux (des as de test temporisés) à partir d'unas de test squelette est donné dans Fig.51. L'idée de l'algorithme est la suivante : àpartir de STC, on onsidère le hemin ρ = t1...tn qui mène vers l'état Pass tel que
ti = (si−1, Zi, ai, ri, si), i ∈ [1, n]. Les hypothèses formulées au début de la setion 10.4impliquent que les états sans verdit de STC sont les états (si)i∈[0,n−1] de ρ. Pour le hemin
ρ, on génère les diagnostis temporisés de bornes (σk) assoiés à ρ dénis dans le hapitre7. Pour haque σk, on déore les diérentes branhes de STC par les verdits qui déoulentde ette dernière.L'entrée de l'algorithme est un STC. En sortie, l'algorithme génère entre 1 et 2(n + 1)as de test temporisés où n est la longueur du hemin ρ de STC qui mène vers un verdit
Pass. Nous ommentons l'algorithme pour la génération de TTCk = (Sk, sk0, Σk, Ck,→k),ave k ∈ [1, 2(n + 1)].
TTCk est initialisé aux états, alphabet de STC. Il utilise une horloge globale h. Aulanement de l'algorithme, l'ensemble de ses transitions →k est vide. Les états verdits de
TTCk (Passk, Inck et Failk) orrespondent à eux de STC (ligne 2). L'algorithme aluledes diagnostis temporisés de bornes (σk)k∈[1,2(n+1)], ainsi que les omputations assoiées
((s, νk))k∈[1,2(n+1)] du hemin ρ (ligne 3). Les transitions ti = (s1−1, Zi, ai, ri, si) du hemin
ρ qui mènent vers le verdit Pass sont ajoutées à TTCk, en remplaçant la ontrainte Ziet la mise à jour ri par Zi := (h = time(σki )) et ri = ∅, pour i ∈ [1, n] (lignes 5 et 6). Ceiorrespond aux instants d'ourrenes des événements qui mènent vers le verdit Pass.Les étapes suivantes de l'algorithme orrespondent à la déoration de TTCk par lesverdits Fail et Inc. Dans un état ourant si de TTCk, haque transition sortante de sidans STC est examinée pour déterminer le verdit. Pour e faire, on ommene à aeter
(si, ν
k
i ) à la zone Hi (ligne 9). νki est alors onfondue ave le polyèdre qui ne ontient que
νki . Pour toute transition t = (si, Z, a, r, s) ∈→STC sortante de si, on réalise les opérationssuivantes (ligne 10) :1. On alule le suesseur, noté H , de Hi par t dans le but de déterminer tous les étatsatteignables à partir de si par la transition t (ligne 11).2. Si l'état destination s de la transition t n'est pas un état qui mène vers le verdit
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Entrée : Un as de test squelette STC = (SSTC, sSTC0 , ΣSTC , CSTC,→STC).Sortie : Cas de test temporisés (TTCk = (Sk, sk0, Σk, Ck,→k))k∈[1,2(n+1)].Données : L'unique hemin ρ = t1...tn de STC qui mène vers le verdit
Pass tel que ti = (si−1, Zi, ai, ri, si), i ∈ [1, n]. (Hi)i∈[0,n−1] et H des zones./* s0 = sSTC0 */Début /* Initialisation des TTCk */1. Pour k de 1 à 2(n + 1) Faire2. Sk = SSTC, sk0 = sSTC0 , Σk = ΣSTC , Ck = {h}, →k= ∅,




i (x)), pour tout i ∈ [0, n], k ∈ [1, 2(n + 1)] */4. Pour k de 1 à 2(n + 1) Faire5. Pour i de 1 à n Faire6. Ajouter (si−1, h = time(σki ), ai, ∅, si) à →k7. Pour k de 1 à 2(n + 1) Faire8. Pour i de 0 à n − 1 Faire9. Hi = (si, νki )10. Pour t = (si, Z, a, r, s) ∈→STC Faire11. Caluler H = (s, Z ′) = post(Hi, t).12. Si s 6= si+1 Alors13. Ajouter (si, min(Z ′, h) ≤ h ≤ max(Z ′, h), a, ∅, s) à →k .14. Sinon Si a est une réeption Alors15. Ajouter (si, min(Z ′, h) ≤ h < νki+1(h), a, ∅, s1) à →k.16. Ajouter (si, νki+1(h) < h ≤ max(Z ′, h), a, ∅, s2) à →k .17. Ajouter s1 et s2 à Inck.Fin Fig. 50: Algorithme de génération des tests digitaux.
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Fig. 51: Spéiation et as de test squelette.
Pass (les états qui mènent vers le verdit Pass sont les si, i ∈ [0, n−1]), alors s a unverdit Inc ou Fail (ligne 12). Dans e as, on alule le temps minimal et maximalà partir de Hi pour atteindre s. Ainsi min(Z ′, h) = d (resp. max(Z ′, h) = d′) si
d′ ≤ h ≤ d′ ∧
∧
h 6=x,y∈CSTC(x − y ≤ cxy) est la forme anonique de Z et on ajoutela transition (si, min(Z ′, h) ≤ h ≤ max(Z ′, h), a, ∅, s) à →k (ligne 13). s garde sonverdit initial.3. Dans le as ontraire (s = si+1), soit l'événement a est une réeption ou une émission.Rappelons que les hypothèses formulées sur le as de test interdisent le hoix entreune sortie et une entrée et elui-i est input-omplet dans un état où une réeptionest possible. Si 'est une émission, dans e as 'est le testeur qui la ontrle et on n'apas besoin d'ajouter un verdit Inc pour les autres états de H . Si 'est une réeption,les instants d'ourrenes selon h ompris entre [min(Z ′, h), max(Z ′, h)] vérient lesontraintes de t, mais ne peuvent pas tous onduire à l'état Pass. Dans e as, onajoute les deux états s1 et s2 à Sk et les deux transitions (si, min(Z ′, h) ≤ h <
νki+1(h), a, ∅, s
1) et (si, νki+1(h) < h ≤ max(Z ′, h), a, ∅, s2) à →k. s1 et s2 seront dondans Inck (lignes 14-17).Notons nalement que pour montrer que les traes d'un STC sont inluses dans l'implan-tation, il sut que l'exéution des 2(n+1) TTCk assoiés STC donne toujours un verdit
Pass.Exemple d'appliation. Considérons la spéiation S de la Fig.51. Un as de testsquelette généré à partir de l'automate de simulation assoié à S est donné dans Fig.52.L'un des diagnostis temporisés de bornes du hemin menant à Pass est σ = (?a, 5).(?b, 9).Le as de test temporisé assoié à ette trae est donné dans Fig.52. L'événement ?otherspéie toutes les réeptions autre que elles renseignées ou des réeptions à des instantsen dehors des intervalles des réeptions renseignées.















Fig. 52: Cas de test temporisé.10.6 Dérivation de tests analogiquesDans le but de réduire l'explosion ombinatoire des nombres de tests, nous proposonsdans ette setion une méthode pour générer des tests analogiques (adaptatifs) à partird'un STC ∈ STCM(S). Ce dernier sera utilisé omme un guide des fontionnalités que letesteur doit réaliser. L'exéution d'un test analogique est vu omme un algorithme.L'idée de la méthode de génération est la suivante. Étant un STC qui peut être qua-lié de statique, le testeur interagit ave l'IUT selon les omportements dérits dans le
STC et retourne un verdit assoié à l'exéution du STC. Le verdit annoné dépend desinterations et de l'état ourant du testeur dans le STC.La Fig.53 illustre l'algorithme de génération. L'entrée de l'algorithme est un test sque-lette. La sortie est un verdit (Fail, Pass, Inc). L'algorithme onsidère l'unique hemin
ρ qui mène vers le verdit Pass, un hemin symbolique S(ρ), ainsi que des zones Hi,
i ∈ [0, n − 1] et H . La première phase de l'algorithme initialise les données utilisées. H0est initialisée à l'état initial de STC et à la valuation nulle ν0 (ligne 1), e qui orrespondà l'instant de démarrage du testeur. S(ρ) est initialisé au hemin symbolique post/predstable assoié à ρ (voir setion 7.2.2).Dans l'itération i, i ∈ [0, n−1], la zone ourante est Hi = (si, νi). D'après les hypothèsesformulées sur les as de test, dans un état donné, soient toutes les transitions sortantessont sur des événements de réeptions (si est un état d'attente), soit une seule transitionsortante sur un événement d'émission. Dans e dernier as, l'état destination ne possèdepas de verdit.Si si est un état d'attente alors le testeur reçoit un événement b après d unités de
166 Chapitre 10. Cadre formel pour le test de onformitéEntrée : Un as de test squelette STC = (SSTC, sSTC0 , ΣSTC , CSTC,→STC).Sortie : Un verditDonnées : L'unique hemin temporisé de STC qui mène vers le verdit PASS
ρ = t1...tn, ti = (si−1, Zi, ai, ri, si), i ∈ [1, n], un hemin symbolique
S(ρ) = t′1...t
′
n,t′i = (H ′i−1 = (si−1, Z ′i−1), ai, H ′i = (si, Z ′i)), H et
(Hi = (si, νi))i∈[0,n−1] des zones /* s0 = sSTC0 */Début /* Initialisation des TTCk */1. H0 = (s0, ν0)2. Initialiser S(ρ) au hemin symbolique post/pred stable assoié à ρ.3. Pour i de 0 à n − 1 Faire/* Les transitions sortantes de si sont étiquetées par une réeption */4. Si si est un état d'attente Alors5. Reevoir l'événement b, après d unités de temps, orrespondantà la transition t = (si, Z, a, r, s) ∈→STC6. Hi+1 = (s, (νi +d)[r := 0]) /* Nouvel état atteint par la réeption de b à d */7. H = post(Hi, t) /* alul de tous les états atteignables par t dans STC */8. Si H ∩ Hi+1 = ∅ Alors /* b n'est pas un état atteignable par t */9. Retourner Fail10. Sinon /* b est un état atteignable par t */11. Si s possède un verdit Alors /* s ne mène pas à Pass */12. Retourner verdit s13. Sinon /* Dans e as, s = si+1 */14. Si Hi+1 ∩ H ′i+1 = ∅ Alors15. Retourner Inc/* La transition sortante de si est étiquetée par une émission */16. Sinon17. Caluler les diagnostis temporisés de bornes (σk)k∈[0,2(n+1)]assoiés au symbolique S(ρ)18. Choisir d parmi {σki+1(h) − νi(h) | k ∈ [0, 2(n + 1)]}19. Émettre a orrespondant à t = (si, Z, a, r, s) ∈→STC après d unités de temps.20. Hi+1 = (si+1, (νi + d)[r := 0])/* Mise à jour du hemin symbolique */21. H ′i+1 = Hi+122. Pour j de i + 2 à n Faire23. H ′j = post(H ′j−1, tj) ∩ H ′jFin Fig. 53: Algorithme de génération des tests adaptatifs.
10.6. Dérivation de tests analogiques 167temps après la dernière ation (ligne 5). Comme la spéiation est événementiellementdéterministe, alors la transition t orrespondante à l'événement b est dénie d'une manièreunique. Après ette réeption, le testeur hange d'état en mettant à jour Hi+1 (ligne 6). Ilalule tous les états atteignables à partir de Hi par t (ligne 7). Deux as se présentent :1. H ∩ Hi+1 = ∅. Dans e as, la réeption de b après d unités de temps n'est pasatteignable à partir de la zone ourante Hi. Le verdit dans e as est Fail (lignes8,9)2. Hi+1 est atteignable à partir de Hi. Si l'état s possède un verdit, e dernier estretourné (lignes 11,12). Sinon, s n'a pas de verdit, e qui implique que s fait partiedu hemin qui mène vers Pass et par la suite s = si+1. Vu que le testeur essaied'atteindre l'état Pass et que tous les états de H ne mènent pas forement à ela, onvérie que Hi+1 ∩ H ′i+1 n'est pas vide. En eet, S(ρ) est post-pred stable, don toutélément de H ′i admet un suesseur. Don, si Hi+1 ∩ H ′i+1 est vide, on déduit que laréeption de b à d est permise, mais elle ne permet pas d'atteindre l'état Pass. Leverdit dans e as est Inc (lignes 13-15).Dans le as où s est un état émission, le testeur ommene par aluler les diagnostistemporisés de bornes assoiés au hemin S(ρ) (ligne 17). Notons qu'entre temps S(ρ) peutse retrouver hangé par rapport à sa première valeur (à ause des mises à jour des lignes21-23). L'émission de l'événement par le testeur ne se fait pas aléatoirement, mais selonun délai qui oïnide ave l'un des diagnostis temporisés de bornes déjà alulés (lignes18,19). Ainsi, le testeur, au lieu de hoisir n'importe quel instant possible d'émission de a,hoisit un instant qui oïnide ave un diagnosti temporisé de bornes. Hi+1 est alors miseà jour (ligne 20). Finalement, le hemin symbolique S(ρ) est mis à jour par le alul desnouvelles zones post-pred stables qui mènent vers l'état Pass (lignes 21-23).L'algorithme est exéuté plusieurs fois pour le même STC. Une ondition susantepour l'arrêt de l'exéution est la ouverture des diagnostis temporisés de bornes de ρ.Dans e as STC est ouvert par l'implantation.HeuristiqueDans le as d'une émission par le testeur, l'algorithme de la Fig.53 alule, à haqueétape, les diagnostis temporisés de bornes du hemin symbolique S(ρ) atualisé, puis hoi-sit un instant qui oïnide ave un diagnosti de bornes. Une autre alternative à e alulrépétitif, est le hoix d'un d orrespondant au délai minimal ou le maximal pour atteindre
H ′i+1 à partir de Hi. Certes, la omplexité de l'algorithme diminue mais en revanhe, ellene garantit pas la ouverture des diagnostis de bornes et par la suite l'inlusion des traesde STC dans elles de l'implantation.
168 Chapitre 10. Cadre formel pour le test de onformité10.7 ComparaisonOn distingue les travaux portant sur la dénition de la onformité de eux qui proposentdes méthodes de génération.10.7.1 Dénition de la onformitéLorsque la spéiation est supposée input-omplète, la relation iocot est équivalente àl'inlusion des traes. Dans [38℄, une relation tiocoM est introduite pour dénir la notion deonformité des systèmes de transitions étiquetés temporisés (TLTS). Les TLTS sont unelasse réduite des TAs qui onsidère une seule horloge remise à zéro dans haque transition.La relation la plus prohe à iocot est la relation tioco dénie dans [92℄. La relation tiocopermet de tester le silene des implantations. Il est lair qu'une implantation iocot est
tioco et inversement. Cependant, la dénition de tioco est basée sur une séparation entre lepassage du temps et l'ourrene des événements. C'est un hoix pragmatique. Cependant,nous pensons que l'assoiation entre l'instant d'ourrene et la réalisation d'un événementest plus naturelle et appropriée au test des systèmes temporisés vu que le testeur ne seraamené qu'à appliquer une ation à un instant absolu et observer une ation à un instantdonné. De plus, omme nous allons le voir par la suite, ette séparation a une onséquenesur la taille des as de test temporisés générés.10.7.2 Dérivation de testsL'approhe présentée dans [92℄ est la plus prohe de la notre. Krihen et al. [92℄ pro-posent une méthode de dérivation de tests digitaux et analogiques, basée sur une analysesymbolique, pour une spéiation modélisée par un automate temporisé ave urgene,non-déterministe et non-observable. Certes, le modèle adopté est plus rihe, ependant laméthode proposée soure des problèmes suivants :1. La méthode de génération des tests digitaux onsidère les tiks de l'horloge ommedes événements observables. Une onséquene direte de e hoix est la présene dehaînes de tiks e qui augmente onsidérablement la taille des tests ainsi géné-rés omme établi dans [92℄ : Digital-lok test an sometimes grow large beausethey ontain a number of hains of tiks. Pour remédier à e onstat, les auteursproposent une heuristique pour ompater les haînes de tiks e qui ne donne pastoujours un test minimal pour un test transformé : Reduing the size of test repre-sentations is a non-trivial problem in general, related to ompression and algorithmiomplexity theory.2. Le hoix par le testeur des instants d'émissions est aléatoire aussi bien pour lestests digitaux qu'analogiques. En onséquene, le nombre de tests générés est trèsimportant omme on peut le onstater dans l'exemple d'appliation donné dans [92℄ :
10.7. Comparaison 169We have obtained 68, 180, 591, and 2243 tests for depth levels 5, 6 , 7 and 8,respetivelyCes problèmes n'apparaissent pas ave notre approhe du fait de l'assoiation entre l'our-rene d'un événement et son instant d'ourrene et l'utilisation des diagnostiques tempo-risés de bornes omme une base pour le hoix des instants d'émissions. Comme nous l'avonsmontré auparavant, l'inlusion des traes de l'implantation dans elle de la spéiationpeut être montrée par les traes assoiées aux diagnostiques de bornes.Une extension de la théorie du test pour les mahines de Mealy dans le as des sys-tèmes temps réel a été proposée par Springintveld et al. [141℄. Les auteurs proposent unedisrétisation de l'automate des régions. La disrétisation proposée tient ompte du nombred'horloges utilisées ainsi que des ontraintes temporelles. A partir du modèle généré, ilsgénèrent des as de test temporisés. Cette extension onduit à un ensemble ni et ompletde tests mais la méthode est fortement exponentielle et non utilisable en pratique.Une autre méthode pour générer des tests pour un automate temporisé déterministedisret est donnée par En-Nouaary et al. dans [54℄. Les auteurs onstruisent un automategrille à partir de l'automate des régions et utilisent la méthode Wp pour la génération enassurant une bonne ouverture de la spéiation initiale. Cependant, le nombre de testsgénérés est important.Dans [89℄, les auteurs onsidèrent le modèle des automates temporisés disrets. Cemodèle est transformé en un automate non-temporisé mais ayant deux événements spéiauxsur les horloges : set et expire. L'avantage de la méthode est la limitation de l'explosionombinatoire. Cependant, ette approhe peut générer des tests non-exéutables ave lesévénements set et expire.Dans [45℄, une horloge impliite est utilisée. Le modèle de base est l'automate temporisédisret. Cette approhe a trois limitations : le temps est disret, e qui restreint les systèmesonsidérés, le test onerne seulement les domaines du temps (et non pas un événementse produisant à un instant préis) et nalement, le nombre de tests générés peut êtreimportant.Dans [49℄, la spéiation du système est basée sur le graphe de ontraintes. À partird'un modèle de fautes, les auteurs dénissent un ritère de test et génèrent des tests selone ritère. L'utilisation du graphe de ontraintes ne permet d'exprimer que les délais entredeux événements suessifs.Dans [105℄, la génération se fait à partir d'une logique temporelle ave une arithmétiquebasée un temps disret.[71℄ propose une méthode de génération basée sur must/may traçabilité. Les auteursproposent d'abord de tester la orretion des états et des transitions de l'implantation.Pour ela, la spéiation est transformée en FSM et la méthode UIOv est utilisée. Pourla orretion des ontraintes des transitions, les auteurs adoptent un modèle de fautes etutilisent la must/may traçabilité méthode pour générer des tests.
170 Chapitre 10. Cadre formel pour le test de onformité[117℄ onsidère des automates à enregistrement d'événements, une sous-lasse des au-tomates temporisés et utilise un must/may préordre.Dans [70℄, les auteurs proposent d'utiliser l'outil Uppaal pour générer l'exéution deumul temporel minimal pour atteindre un état donné.Un problème majeur de es méthodes est le nombre important de tests générés mêmedans le as d'un modèle disret.
Chapitre 11Test ouvert
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omme ritère de ouverture . . . . . . . . . . 17611.1.5 Comment dénir un oloriage et un oloriage ordonné . . . . . . 17811.1.6 Conlusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17911.2 Modélisation uniforme du test . . . . . . . . . . . . . . . . . . . 17911.2.1 Méthodologie des algorithmes génériques de génération . . . . . . 18011.2.2 Modélisation de l'arhiteture de test . . . . . . . . . . . . . . . . 18111.2.3 Modélisation de l'approhe passive du test . . . . . . . . . . . . . 18211.2.4 Modélisation de l'approhe ative du test . . . . . . . . . . . . . 18611.2.5 Comparaison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18811.2.6 Test ouvert . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189La ouverture des tests exéutés par le testeur est un onept de mesure de la qua-lité du test eetué. Dans le ontexte des systèmes non-temporisés, plusieurs ritères deouverture ont été dénis. Une des onséquenes du hoix d'un ritère de ouverture estla dénition d'une méthode de génération propre au ritère onsidéré (états, transitions,variables,...). En onséquene, le hangement du ritère implique le hangement de la mé-thode de génération1. Nous expliquons e onstat par le fait que la ouverture de struturene repose pas sur un formalisme bien déni. Dans le as où un ritère de ouverture estdéni dans un formalisme donné, il est alors possible de dénir une méthode de générationbasée que e formalisme et d'appliquer la même méthode de génération, indépendamment1Par exemple, une méthode de ouverture de variables ne peut pas être appliquée à un ritère deouverture de transitions ou d'états. 171
172 Chapitre 11. Test ouvertdu ritère que le testeur veut onsidérer pour une spéiation donnée. Dans e hapitre,nous introduisons :1. Une formalisation de la notion de ouverture struturelle basée sur le oloriage deouverture. Un oloriage de ouverture est une fontion qui assoie à haque élément(état ou transition) d'un graphe, (i) une ouleur qui détermine le groupe d'apparte-nane de l'élément et (ii) un ensemble friend() qui détermine les ouleurs amies à unélément donné. Nous dénissons alors un ritère de ouverture struturelle ommeétant une famille (un ensemble) de oloriage de ouverture. Comme résultat, nousmontrons que la plupart des ritères de ouverture dénis dans la littérature peuventêtre représentés par une famille de oloriages de ouverture.2. Une modélisation uniforme des diérents types et approhes de test. Cette modélisa-tion est basée sur le modèle CS introduit dans la partie II. La méthodologie retenueest elle des algorithmes génériques de génération (gga). Elle est basée sur la déni-tion d'un ritère de ouverture sous forme d'une famille de oloriage. Comme résultatnal, nous introduisons la notion du test ouvert, ainsi que l'ativité du test ouvert.11.1 Couverture struturelle11.1.1 Critères de ouvertureÉtant données des implantations (Ii) des spéiations (Si) et une relation de satisfa-tion R qui aratérise l'ensemble des implantations valides par rapport à R, vérier que(Ii) sont R valides (Si) onsiste à vérier que (Ii) possèdent un ensemble de omporte-ments dénis par R. Or, et ensemble est généralement inni, en partiulier lorsque (Si)ontiennent des yles/boules. Sahant que le test est une expériene nie, il est alors im-possible de générer une suite nie et omplète de test pour une relation donnée. Cependant,une implantation peut être R valide à un ertain degré. Le testeur opte, en général, pourune stratégie de génération qui permet de ouvrir la spéiation d'une ertaine façon. Ceipermet d'avoir un ertain degré de onane dans l'ativité du testeur.Dans le ontexte des systèmes non-temporisés, plusieurs ritères de ouverture ont étédénis omme les ouvertures de transitions, d'états, de variables et de hemins. Nousappellerons es ouvertures, des ouvertures struturelles. Dans le ontexte des systèmestemporisés, l'espae d'états est inni. Un ritère de ouverture essaie, dans e as, de ouvrirune abstration de et espae d'états que e soit le graphe des régions [141℄ ou le graphede partitions [117℄. Nous appellerons ette ouverture, une ouverture omportementale.Généralement, pour les systèmes temporisés, on ombine les deux types de ouvertures :struturelle et omportementale.Nous rappelons ii quelques ritères de ouverture struturelle utilisés pour le test desprotooles [32, 70, 117, 141, 148℄. Pour les travaux relatifs au test logiiel se référer à[14, 159℄.
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Soient A = (S, s0, L, C, P, V, V0, P red, Ass,→) un ETIOA modélisant un protooleet TS une ensemble de hemins de A de l'état initial.Dénition 52 (Couverture d'états) TS satisfait le ritère de ouverture des états de
A si pour tout élément de S, il existe au moins un hemin de TS qui le traverse. 2Dénition 53 (Couverture de transitions) TS satisfait le ritère de ouverture destransitions de A si pour tout élément de →, il existe au moins un hemin de TS qui leouvre. 2Dénition 54 (Couverture de hemins) TS satisfait le ritère de ouverture deshemins de A si tout hemin p de A est ouvert par au moins un hemin de TS. 2Dénition 55 (Couverture de variables (Dénition-utilisation)) Étant donnéeune variable v ∈ C ∪ V (horloge ou variable disrète), TS satisfait le ritère de ouverturede la variable v si TSouvre tous les hemins dans lesquels v est dénie (v apparaît dansla partie gauhe d'une aetation) et plus tard utilisée (v apparaît dans la dénition d'unegarde ou dans la partie droite d'une aetation). 2Intuitivement, si v est dénie dans la transition td et utilisée dans la transition tu, alors letriplet (v, td, tu) est valide s'il existe un hemin de td à tu dans lequel v n'est pas réaetée.
TS ouvre v si elle ouvre tous les triplets valides de v.0 1 2 3-/ ?a/z :=x-/ ?b/z :=y -/ !/--/ !d/- z>3/ !e/-z<3/ !f/-Fig. 54: Couverture.Quelle est la diérene entre es diérents ritères ? La ouverture d'états onsidère leshemins qui passent par haque état. Ainsi, dans la Fig.54, il sut d'un seul heminpour satisfaire e ritère. De même, la ouverture de transitions onsidère les heminsqui passent par haque transition. Ainsi, dans la Fig.54, il sut de deux hemins poursatisfaire e ritère. La ouverture de hemins onsidère tous les hemins à partir de l'étatinitial. Ainsi, dans la Fig.54, une suite de hemins qui satisfait e ritère ontient huithemins (omparer ave les deux hemins de la ouverture de transitions). Finalement, laouverture de variables onsidère les hemins où une variable est dénie puis utilisée et nonredénie entre une dénition et une utilisation. Par exemple, dans la Fig.54, la variable z
174 Chapitre 11. Test ouvertest dénie pour la première fois dans les transitions qui partent de l'état initial 0. Elle estutilisée dans les gardes des transitions qui partent de l'état 2. Cette ouverture néessitealors quatre hemins. En eet, pour haque dénition de z, il y a deux utilisations de z(les transitions qui partent de l'état 2).Finalement, signalons que la dénition de la ouverture de hemins est une dénitioninformelle qui ne préise pas omment appliquer ette ouverture pour un protoole ayantun omportement inni. De plus, onsidérer des hemins innis va à l'enontre de l'objetifde la ouverture qui tente de séletionner une représentation nie de l'espae des traes.11.1.2 Terminologies et dénitionsSoient G = (N, E) un graphe orienté, color = {b, r, w, · · · } un ensemble de symbolesappelés ouleurs. Un oloriage de G est une fontion de N ∪ E vers color qui assigne àhaque élément de N ∪E une ouleur. Par la suite, nous utiliserons le terme élément pourréférener un noeud ou un ar de G.Dénition 56 (oloriage) Un oloriage de G est une fontion col de NE(G) = N∪E 7→
color. 2Pour simplier, nous supposons que les oloriages onsidérés ouvrent toutes les ouleursde l'ensemble color : ∀c ∈ color, il existe e ∈ NE tel que col(e) = c.Dénition 57 (oloriage ordonné) Un oloriage ordonné de G est une fontion col de
NE(G) = N ∪ E 7→ color × N. 2Un oloriage ordonné de G est une fontion de N ∪E vers color × N qui assigne à haqueélément de N ∪ E une ouleur, un rang. Tout oloriage ordonné col dénit un oloriageassoié, noté colcolor, déni par : colcolor(e) = c si et seulement si col(e) = (c, r).Dénition 58 Une fontion (amie) friend() est une fontion de color 7→ 2color quiassigne à une ouleur c un ensemble de ouleurs amies de c. 2Une ouleur de friend(c) sera dite amie de la ouleur c. Finalement, nous étendons ladénition de oloriage et oloriage ordonné à un ensemble de graphes.Dénition 59 (oloriage distribué) Soient (Gi = (Ni, Ei))i∈I un ensemble de graphes.1. Un oloriage distribué est une fontion col : ⋃k∈I(Nk ∪ Ek) 7→ color.2. Un oloriage distribué ordonné est une fontion col : ⋃k∈I(Nk ∪Ek) 7→ color×N. 2
11.1. Couverture struturelle 17511.1.3 Coloriage omme ritère de ouvertureAvoir un modèle pour la ouverture permet de présenter diérents ritères d'unefaçon uniforme et d'adopter la même méthodologie de génération pour es derniers. Nousproposons de dénir un ritère de ouverture omme un oloriage. Soit A un ETIOA. Asera onfondu, par la suite, ave son graphe assoié.Considérons un oloriage col de A et une fontion amie friend() assoiée à A. Leprinipe d'un oloriage utilisé omme un ritère de ouverture est de séparer les élémentsde A en groupes de ouleurs diérentes puis de ouvrir haque groupe de ouleur c par unesuite TS(c) de hemins de A. En eet, l'ensemble des éléments de A (transitions ou états)de même ouleur c représente un omportement à ouvrir. La manière dont es élémentsdoivent être ouverts dépend de l'ensemble friend(c). Pour une ouleur c, l'ensemble
friend(c) détermine les ouleurs des éléments permises dans les hemins qui ouvrent
c. En d'autres mots, auun hemin qui ouvre la ouleur c ne doit ontenir un élément(transition ou état) olorié par une ouleur de color\(friend(c) ∪ {c}). Formellement,Dénition 60 Soient c une ouleur, col un oloriage de A, friend() une fontion amieassoiée à A et TS(c) un ensemble de hemins de A de l'état initial. TS(c) satisfait leritère de ouverture col pour la ouleur c si et seulement si :1. Tous les hemins de TS(c) sont exéutables.2. Les ouleurs des éléments qui apparaissent dans un hemin p ∈ TS(c) sont dans
{c} ∪ friend(c).3. Pour haque élément de A olorié par c, il existe un hemin p ∈ TS(c) qui le ouvre.Intuitivement, TS(c) satisfait le ritère col pour c si les hemins de TS(c) sont exéutables,i.e. les diérentes ontraintes sont ompatibles. Par exemple, dans le as d'un TIOA, elaorrespond à e que tout hemin de TS(c) admet des diagnostis temporisés. Remarquonsaussi que dans le as où A est un simple automate, tous les hemins sont exéutables. Ladeuxième ondition sur p ∈ TS(c) est que les ouleurs des éléments formant p soient dans
{c} ∪ friend(c). Finalement, tous les éléments de ouleur c sont ouverts.Dénition 61 Soit TS(c) un ensemble de hemins de A qui satisfait le ritère deouverture col pour la ouleur c. La suite TS(c) est dit exhaustive si TS(c) ontient tousles hemins qui ouvrent c. 2En règle général, si TS(c) est exhaustive alors elle est innie (dû à la présene des boules).Exemple 11.1 Prenons le as simple où A est un automate de la Fig.55. Le oloriage colassoié à A est le suivant (l'état initial est n1) : n1, e6, e7 et e8 ont une ouleur rouge.














Fig. 55: Coloriage de A. e1 a une ouleur bleue. Les autres éléments ont une ouleur noire.Supposons que friend(rouge) = {noir}. Considérons les trois suites de hemins suivantes :1. TS1(rouge) = {e3.e4.e6.e7.e8}2. TS2(rouge) = {e3.e5.e7.e8, e3.e4.e6}3. TS3(rouge) = {e1.e6.e7.e8}On remarque que TS1(rouge) et TS2(rouge) satisfont le ritère de ouverture col pour laouleur rouge. Cependant, TS3(rouge) ne satisfait pas e ritère ar la ouleur de e1 n'estpas dans friend(rouge). TS1(rouge) et TS2(rouge) ne sont pas exhaustives. Pour etteexemple, il n'existe pas de TS(rouge) exhaustive et nie. 2Corollaire 11 Les ritères de ouverture transitions, états et hemins peuvent êtrereprésentés par un oloriage. 2Preuve. Pour les transitions, onsidérons le oloriage colt qui assigne le rouge à toutes lestransitions et le noir à tous les états tel que friend(rouge) = {noir}. Une suite TS(rouge)de hemins qui satisfait le ritère colt orrespond à la ouverture de transitions. Pourle ritère d'états, cols inverse les ouleurs (le rouge est assigné aux états et le noir auxtransitions). Pour les hemins, onsidérons colp qui aete la ouleur rouge aux transitionset aux états. Une suite TS(rouge) exhaustive qui satisfait le ritère col pour rouge satisfaitla ouverture des hemins. 211.1.4 Coloriage ordonné omme ritère de ouvertureNous proposons de dénir un ritère de ouverture omme un oloriage ordonné. Soit
col un oloriage ordonné de A. Rappelons que colcolor est le oloriage assoié à col déni














Fig. 56: Coloriage ordonné.Exemple 11.2 La Fig.56 illustre un exemple de oloriage ordonné col déni par (l'étatinitial est n1) : n1, e6, e7 et e8 ont une ouleur rouge. le rang de n1 est 0, de e6 est 1, de e7 est 2 et de e8 est 3. e1 a une ouleur bleue et un rang 0 (non représenté dans Fig.56). Les autres éléments ont une ouleur noire et un rang 0 (non représenté dans Fig.56).Supposons que friend(rouge) = {noir}. Considérons les deux suites de hemins suivantes :1. TS1(rouge) = {e3.e4.e6.e7.e8}2. TS2(rouge) = {e3.e5.e7.e8.e4.e6}On remarque que TS1(rouge) et TS2(rouge) satisfont le ritère de ouverture colcolorpour la ouleur rouge (le même oloriage que dans la Fig.55). Cependant TS2(rouge)ne satisfait pas le ritère col du fait que e7, dont le rang est 2, apparaît avant e6 de rang 1. 2
178 Chapitre 11. Test ouvertCorollaire 12 Les ritères de ouverture transitions, états, hemins et variables peuventêtre représentés par un oloriage ordonné. 2Preuve. Pour les trois premiers ritères, on hoisit col tel que le rang de tout élément soitégal à 0 et on onstruit colcolor omme ela est indiqué dans la preuve du orollaire 11.Considérons maintenant le ritère de ouverture de variables et soit v une variable de A.Notons par Dv l'ensemble des transitions où v est dénie et Uv l'ensemble des transitionsoù v est utilisée. Pour tout élément e de Dv, nous dénissons le oloriage ordonné coledonné par :1. cole(e) = (rouge, 1)2. cole(e1) = (rouge, 2) pour tout élément e1 de Uv.3. cole(e2) = (bleu, 0) pour tout élément e2 de Dv tel que e 6= e2.4. cole(e3) = (noir, 0) pour tout autre élément.5. friende(rouge) = {noir}.Soit TSe(rouge) un ensemble de hemins qui satisfait le ritère cole pour la ouleur rouge.La suite (TSe(rouge))e∈Dv satisfait le ritère de ouverture de l'ensemble (cole)e∈Dv . Ellesatisfait aussi le ritère de ouverture des variables. 211.1.5 Comment dénir un oloriage et un oloriage ordonnéLa dénition d'un oloriage col et d'un oloriage ordonné col′ est générale. Lors del'utilisation de col et col′ omme ritères de ouverture, ertaines règles de dénition doiventêtre respetées :1. Dans le as où on veut ouvrir une transition e de ouleur c ∈ color, col (resp. col′)doit aeter une ouleur à l'état destination de e (dst(e)) dans friend(c) ∪ {c}. Lamême remarque pour l'état soure de e (src(e)).2. Dans le as où on veut ouvrir un état e de ouleur c ∈ color, il doit exister au moinsune transition e′ telle que la ouleur de e′ et de src(e′) sont dans friend(c) ∪ {c}.3. Dans le as de col′, le rang de toute transition e doit être inférieur ou égal au rangde dst(e) et supérieur ou égal au rang de src(e).En général, pour dénir un ritère de ouverture omme un oloriage, on hoisit troisouleurs : rouge, bleu et noir. La ouleur rouge dénit les omportements à ouvrir. Laouleur noire dénit les omportements autorisés (friend(rouge) = {noir}). Enn, laouleur bleue dénit les omportements non autorisés 2. En pratique et omme nous allonsle voir dans la setion 11.2, les omportements à ouvrir portent sur les états.2Dans ertains as, plus d'une ouleur est à ouvrir et par onséquent, une famille (ensemble) deoloriages peut être utilisée.
11.2. Modélisation uniforme du test 179Finalement, signalons que la ouverture d'un élément d'une ouleur donnée, ave lesonditions itées dans les dénitions 60 et 62, n'est pas toujours possible du fait du mauvaishoix du oloriage.11.1.6 ConlusionDans ette setion, nous avons introduit le oloriage et le oloriage ordonné. Un o-loriage est une fontion qui assigne à haque élément (transition ou état) d'un graphe Gune ouleur. L'ensemble des éléments de G de même ouleur c représente un omporte-ment à ouvrir. La manière dont es éléments doivent être ouverts dépend de l'ensembledes ouleurs friend(c) amies à c. L'ensemble friend(c) dénit les ouleurs des élémentspermises dans les hemins qui ouvrent c. En d'autres mots, auun hemin qui ouvrela ouleur c ne doit ontenir un élément (transition ou état) olorié par une ouleur dans
color\friend(c). Le oloriage ordonné étend le oloriage en assignant un rang aux éléments.Ce rang détermine l'ordre relatif d'apparition de l'élément. Nous avons aussi déni un ri-tère de ouverture omme un oloriage (resp. oloriage ordonné). Nous avons montré queles oloriages ordonnés peuvent exprimer les ritères de ouverture de transitions, états,hemins et variables.Cette façon simple de dérire un ritère de ouverture omme un oloriage a l'avantagede dénir un formalisme pour dérire les omportements à ouvrir, indépendant de lasigniation de es omportements. Par onséquent, la méthode de ouverture est aussiindépendante de es omportements.Dans la setion suivante, nous introduisons une méthodologie de génération de as detest basée sur les oloriages et le modèle CS, en vu d'introduire le onept du test ouvert.11.2 Modélisation uniforme du testComme nous l'avons dit auparavant, l'utilisation des spéiations formelles fournit unsupport pour l'automatisation de la génération des tests. Plusieurs modèles de base (LTS,IOLTS,...) et langages de desription (LOTOS, IF, UML,...) ont été proposés pour dérireles protooles et les omportements attendus par es derniers d'une manière formelle. Dûà la nature des protooles (ou fontionnalités) testés, le ontexte atuel du test ore unemultitude de types de test : test de onformité, test d'interopérabilité, test dans le ontexte,dans le as d'une entité ommuniante à travers son environnement, (test de robustesse,...).Les façons pour tester les systèmes ommuniants peuvent être lassées en deux groupesde base. L'approhe la plus naturelle, dite le test atif, dérive les tests à partir de la spéi-ation. L'autre approhe, dite le test passif [1℄, ontrairement à l'approhe atif, ne génèrepas des tests mais plutt vérie la validité d'une trae d'exéution d'une implantation (latrae est une exéution valide de la spéiation).Cette diversité dans les types, les modèles et les approhes traduit la spéiité des
180 Chapitre 11. Test ouvertbesoins. En eet, les diérents types de test sont une onséquene de la omposition dessystèmes à tester et des arhitetures de test : la onformité onsidère seulement une entité,tandis que l'interopérabilité et le test dans le ontexte onsidèrent plusieurs entités om-muniantes interagissant selon une arhiteture de test donnée. La multitude des modèlesde base se justie par des besoins diérents de spéiation : les systèmes ont des om-portements événementiels, peuvent manipuler des données et être soumis à des ontraintestemporelles. Que l'on soit dans le adre du test atif ou bien dans le adre du test passif,nous sommes onfrontés au même problème. Il s'agit d'un problème d'aessibilité d'unétat ou d'une transition de la spéiation.Dans ette setion, nous traitons le test des protooles dans l'optique d'une approhepermettant d'appréhender les diérents types et approhes de test au sein du même modèleet ave la même méthodologie. Le modèle retenu est elui du modèle des systèmes om-muniants CS. La méthodologie hoisit est elle des algorithmes génériques de génération(gga). Elle est basée sur la dénition d'un ritère de ouverture sous forme d'un oloriage.Nous montrons que le modèle CS est un modèle générique pour le test dans le sens qu'ilpermet (i) de modéliser diérents types de ommuniation et d'arhitetures du test et (ii)d'appliquer le même algorithme générique de génération (gga) pour les diérents types etapprohes du test. Ce résultat nous motive à introduire le onept du test ouvert expliquédans la n de ette setion.11.2.1 Méthodologie des algorithmes génériques de générationLa majorité des algorithmes de génération de test est basé sur une reherhe en profon-deur d'un état ou d'une transition ible dans le graphe d'aessibilité. Il est alors possiblede dénir un algorithme générique de génération pour les diérents types de test. Dansette partie, nous montrons omment dénir un tel algorithme. Par soui de simpliation,nous ne traitons pas le as des oloriages ordonnés, mais l'approhe présentée par la suitereste valable dans e as.Dénition 63 Un système ommuniant sous test (CSUT) est un ouple (S, col) tel que
S = (SP, SV, SV0, (Mi)1≤i≤n, T op) est un CS et col est un oloriage de la sémantique de
S (ζ(S)). L'ensemble de tous les CSUTs est noté CSUT . 2Dénition 64 Un algorithme générique de génération (gga) pour CSUT est un algorithmequi alule, pour tout (S, col) ∈ CSUT , pour toute ouleur c, un ensemble de hemins
TS(c) de ζ(S) tel que TS(c) vérie exhaustivement le ritère de ouverture col pour c. 2Un algorithme est gga si pour une ouleur c, gga retourne une suite de hemins TS(c)de ζ(S) qui satisfait col pour la ouleur c tel que TS(c) est exhaustive. Un algorithme
gga ne dépend ni du CSUT onsidéré ni de la ouleur hoisie. Nous supposons seulement
11.2. Modélisation uniforme du test 181l'exhaustivité de l'algorithme et non pas du résultat.Dans la dénition de CSUT, le oloriage col est assoié à ζ(S), e qui impliquesa onstrution. Or, en pratique, col est déni omme un oloriage distribué de
Comp(S) = Top ∪ (Mi)i∈[1,n]. En onséquene, la onstrution de la sémantique du CSn'est plus néessaire. Dans le as d'utilisation d'un oloriage distribué, la dénition de ggasubit une légère modiation.Dénition 65 Un algorithme générique de génération distribué est un algorithme qui al-ule, pour tout système S, pour tout oloriage distribué col et pour toute ouleur c, unensemble de hemins TS(c) de la sémantique ζ(S) de S tel que : pour tout A ∈ Comp(S),
TSA(c) satisfait le ritère de ouverture colA pour la ouleur c, ave :1. TSA(c) est la projetion des hemins de TS(c) sur l'alphabet de A.2. colA est le oloriage restrition de col aux éléments de A. 2Par la suite, nous utiliserons le terme oloriage onjointement pour référener un olo-riage ou un oloriage distribué et le terme gga pour référener un algorithme générique degénération ou un algorithme générique de génération distribué.11.2.2 Modélisation de l'arhiteture de testConsidérons un système S omposé des entités Mi, i ∈ [1, n], n ∈ N. Comme nousl'avons vu dans le setion 5.2, S peut être dérit d'une façon naturelle dans le modèle CS.En eet, lorsque S est omposé d'une seule entité, la desription de S en CS onsidère unetopologie statique (i.e. un seul état) et unitaire (i.e. un événement se synhronise ave luimême). Dans le as où S est omposé de plusieurs entités, la modélisation en CS dépenddes ommuniations autorisées entre les entités (Mi) (broadast, multiast, uniast). Cesommuniations doivent être données expliitement pour pouvoir onstruire la modélisationen CS. Lors d'une ommuniation binaire entres les entités (Mi), i.e. une entité éhangeun message ave une seule entité (le as le plus simple), la onstrution de la desriptionCS est immédiate. En eet, il sut de onsidérer une topologie statique et binaire dontles veteurs de synhronisations expriment les synhronisations possibles entre les entités
(Mi). Par la suite, CS(S) dénotera la desription de S dans le modèle CS.Modélisation de l'arhiteture de testUne arhiteture de test pour S dénit des points d'observation POs (resp. et de ontrlePCOs). Les POs et PCOs déterminent les anaux de ommuniation auxquels le testeurpeut aéder et par onséquent, les synhronisations vues par e dernier. Une synhronisa-tion sur un anal inaessible au testeur ne sera pas visible.
182 Chapitre 11. Test ouvertLa prise en ompte de l'arhiteture de test dans la desription de S (et par onséquentdans la génération de test) est relativement simple. En eet, l'alphabet du traduteur de
CS(S) détermine les ations globales observables des synhronisations. Si une synhroni-sation se fait sur un anal inaessible alors elle n'est plus observable. En onséquene, àpartir de CS(S), il est possible de dénir un CSτ (S) tel que l'ation globale des synhro-nisations inobservables est une ation interne (τ). Cei pour toute arhiteture de test.Ainsi, du point de vue test, le modèle CS n'est pas seulement un modèle de desriptiondes omposantes ommuniantes, mais aussi un modèle apable d'inorporer une arhite-ture de test donnée.Exemple de modélisationSupposons que S est omposé des entités A =
(SA, sA0 , L
A, CA, P A, V A, V A0 , P red
A, AssA,→A) et B =
(SB, sB0 , L
B, CB, P B, V B, V B0 , P red
B, AssB,→B) partageant les paramètres SP et lesvariables SV . SV0 orrespond aux valeurs initiales des variables. Notons par LAB (resp.
LBA) l'ensemble des événements de LA (resp. LB) qui se synhronisent ave un événementde LB (resp. LA). Par exemple, si LA = {?begin, ?end, !busy} et LB = {!end, ?busy, !CD}alors LAB = {?end, !busy} et LBA = {!end, ?busy}. Pour simplier, nous supposons quepour tout a ∈ LAB il existe un unique b ∈ LBA qui se synhronise ave a.Une modélisation en CS de S est donnée par CS(S) = CS1 = (SP, SV, SV0, (A, B), T opS),ave TopS l'automate de la Fig.57 (a). TopS est une topologie statique. Le veteur
< G, LAB, LBA > dénote l'ensemble des veteurs de synhronisation de la forme
< gab, a, b > tels que a ∈ LAB synhronise ave b ∈ LBA et leur synhronisation donne lieuà une ation globale observable gab. De même, le veteur < GA, LAτ \LAB, • > dénote lesveteurs de la forme < ga, a, • > tel que a ∈ LAτ \LAB 3.Maintenant, supposons que la synhronisation des événements de LAB ave les événe-ments de LBA soit inobservable omme 'est le as pour l'arhiteture de test boîte noire.Alors, la modélisation de S en CS est CSτ (S) = CS2 = (SP, SV, SV0, (A, B), T opS ′), ave
TopS ′ l'automate de la Fig.57 (b). Le veteur < τ, a, b > de < τ, LAB, LBA > onsidèreque la synhronisation de a ave b donne lieu à une ation interne τ . D'une façon générale,on peut modéliser la synhronisation en ations internes d'une partie des événements desynhronisations.11.2.3 Modélisation de l'approhe passive du testL'approhe passive du test onsidère des traes d'exéution (observations) d'une im-plantation et vérie leur validité par rapport à la spéiation. Une trae peut ontenir desvaleurs pour les variables et les horloges. Elle ne ommene pas forement de l'état initial3Rappelons que pour deux ensembles L1 et L2, L1\L2 est l'ensemble {a | a ∈ L1 ∧ a 6∈ L2}.










\LAB ,•> <GB ,•,LB
τ
\LBA>Fig. 57: Arhiteture de test.de l'implantation, mais des observations réalisées lors du lanement du testeur qui peut nepas oïnider ave le lanement de l'implantation.Trae passiveUne trae d'exéution peut être vue omme un automate étendu linéaire, i.e dont legraphe assoié est linéaire (un hemin). Nous proposons de modéliser une trae par unETIOA PTrace vériant ertaines onditions. Tout d'abord, PTrace est observable, i.e.auune transition n'est pas étiquetée par τ . PTrace ne possède pas de paramètres vu qu'ilorrespond à une exéution du système et don les paramètres ont été déjà instaniés.L'ensemble des horloges de PTrace est restreint à une seule horloge. Cette horloge peutêtre : globale (universelle) et sans remise à zero notée par h. Dans e as, nous supposonsque l'horloge h est démarrée en même temps que le démarrage de l'implantation.Ainsi, PTrace sera dérit ave h si le testeur onnaît l'instant du démarrage del'implantation. ave remises à zéro (non globale), notée hl. Dans e as, nous supposons que hln'est pas utilisée dans une transition (n'apparaît pas dans la garde d'une transition)avant sa dénition (sa remise à zéro) auparavant dans une transition qui préèdela transition ourante. Ainsi, PTrace sera dérit ave hl si le testeur ne onnaît pasl'instant du démarrage de l'implantation. hl permettra seulement de dérire les délaisentre les observations des événements.Dénition 66 Soit CS1 = (SP, SV, SV0, (Mi)i in[1,n], (Σ, T r = (Str, str0 , Ltr,→tr))) unsystème ommuniant. Une trae passive de CS1 est un ETIOA linéaire et observable
PTrace = (S, s0, L, C, P, V, V0, P red, Ass,→) tel que :1. L ⊆ Ltr,2. C = {h} ou C = {hl},3. P = ∅,4. V ⊆ SV ,5. V0 = ∅,6. Ass = ∅ si C = {h} et Ass = {hl := 0} si C = {hl}. 2
184 Chapitre 11. Test ouvertUne trae passive d'un système modélisé par une CS CS1 est un ETIOA linéaire, observable,sans paramètre et ayant une seule horloge. L'alphabet de PTrace est inlus dans l'alphabetdu traduteur de CS1, étant donné que e dernier orrespond aux ations observables dusystème. Les variables utilisées dans une trae passive sont des variables visibles du système.Nous imposons que ses variables gurent dans les variables partagées du système, vu que esdernières sont visibles par les autres omposantes (et par l'environnement). Remarquonsque, dans le as d'un système ommuniant omposé d'une seule entité A, A peut êtremodélisée par un CS dans lequel les variables de A gurant dans la trae passive sont desvariables partagées du CS.Modélisation du test passifNous proposons de modéliser le test passif de CS1 = (SP, SV, SV0, (Mi)i in[1,n], (Σ, T r =
(Str, str0 , L
tr,→tr))) par la trae passive PTrace = (S, s0, L, C, P, V, V0, P red, Ass,→).Dénition 67 La modélisation passive de CS1 par la trae passive PTrace =
(S, s0, L, C, P, V, V0, P red, Ass,→) est le CS CS ′1 = (SP ′, SV ′, SV ′0 , ((M1)i∈[1,n] ∪
PTrace), PTop′) déni par :1. SP ′ = SP ,2. SV ′ = SV ,3. SV ′0 = SV0,4. PTop′ = (Σ′, T r′ = (Str′, str′0 , Ltr′ ,→tr′)) tel que :(a) Le traduteur Tr′ est déni par : Str′ = {s1‖s2 |s1 ∈ S, s2 ∈ Str} str′0 = s0‖str0 Ltr′ ⊆ L →tr′ est dénie par :i. s1 pred,a,ass−−−−−→ s′1, s2 a−→tr s′2, a 6= τ ⇒ s1‖s2 a−→tr′ s′1‖s′2ii. s2 τ−→tr s′2 ⇒ s1‖s2 τ−→tr′ s1‖s′2(b) Σ′ et la fontion de omposition f ′ sont dénies par (f est la fontion de om-position de CS1) : Σ′ = Σ × (L ∪ {•}) Pour tout a ∈ Ltr′τ tel que a = f(a1, ..., an) :i. a = f ′(a1, ..., an, a) si a 6= τ .ii. a = f ′(a1, ..., an, •) si a = τ . 2Le traduteur assoié à CS ′ a le même omportement observable que PTrace. En eet, lafontion de omposition f ′ synhronise entre haque événement a de PTrace et le même
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a de Tr. Elle autorise aussi le traduteur de CS1 à réaliser des ations internes, du faitque es dernières ne sont pas observables et par onséquent ne gurent pas dans PTrace.Maintenant, onsidérons le oloriage distribué col de Comp(CS ′1) qui aete à l'étatterminal (le dernier état du hemin) de PTrace la ouleur rouge et aux autres élémentsdes omposantes de Comp(CS ′1) la ouleur noire telle que friend(rouge) = {noir}. Soit
gga un algorithme générique de génération pour le système sous test (CS ′1, col).Corollaire 13 Si gga retourne un ensemble non vide de hemins pour la ouleur rougealors PTrace est une trae valide de CS1, sinon elle ne l'est pas. 2Exemples de modélisationNous allons donner deux exemples du test passif dans le as d'un système omposé d'uneseule entité. Ces exemples sont failement exportables dans le as de plusieurs entités.Trae partielle. Soit une spéiation S exprimée sous forme d'un ETIOA A. La mo-délisation CS(S) en CS de S onsidère la topologie statique donnée dans la Fig.58 (a).Supposons que la trae modélisée par l'ETIOA PTrace de la Fig.58 (b) soit une traed'une implantation de S. Dans ette trae, l'implantation a eetuée des ations (le sym-bole '*') puis l'ation a ∈ LA à l'instant 3, puis l'ation b ∈ LA à l'instant 5 selon l'horlogeglobale h telle que la valeur de la variable partagée v vaut 4.La modélisation passive de CS(S) et PTrace est le CS déni par CS ′(S) =
(∅, {v}, ∅, (A, PTrace), PTop), ave PTrace l'ETIOA de la Fig.58 (b) et PTop la to-pologie de la Fig.58 (). Nous avons olorié le dernier état de PTrace ave le rouge et lesautres éléments de A et PTop ave le noir. Ainsi, CS ′(S) et e oloriage forment un CSUT.Dès lors, gga permet de déider si PTrace est une trae valide de A : si gga retourne unensemble vide (TS(rouge) = ∅) alors PTrace n'est pas valide, sinon 'est une trae valide.







* (b) PTrae (partielle) <a,a,a> <b,b,b><τ ,τ ,•> <τ ,τ ,•><LAτ ,LAτ ,•>() PTop (partielle)Fig. 58: Test passif (1)Trae omplète. La Fig.59 (b) illustre la même trae passive que l'exemple préédent maisdans une observation omplète, i.e. le testeur a démarré l'observation de l'implantation au
186 Chapitre 11. Test ouvertdémarrage de ette dernière. Le seule diérene sur PTop est qu'on n'autorise que lasynhronisation sur a et b ou une ation interne de A. C'est une topologie partielle.
h=3/a/− h=5,v=4/b/−(b) PTrae (omplete) <a,a,a> <b,b,b><τ ,τ ,•><τ ,τ ,•> <τ ,τ ,•>(b) PTop (omplete)Fig. 59: Test passif (2)Remarque 13 La trae passive PTrace est onsidérée omme une entité de CS ′ à partentière sans auune distintion par rapport aux autres entités. Cei permet d'étendre laforme des traes que le test passif onsidère à des traes sous forme d'ETIOAs dénissantdes états naux. Finalement, l'exemple du test passif de la spéiation S est un testà une omposante. Dans le as de plusieurs omposantes, il se peut que le testeur neréalise que des observations séparées de haque omposante. La diulté dans e as estde réordonner les diérentes traes pour onstruire une trae globale. Nous pensons queles tehniques d'estampillage et spéialement la tehnique présentée dans [83℄, peuvent êtreutilisées. Ce sujet dépasse le adre de e doument et mérite plus d'investigation. 211.2.4 Modélisation de l'approhe ative du testDans le test atif, la dérivation se fait à partir de la spéiation. Cette dérivation peutne onerner qu'une partie de la spéiation dans le but de limiter l'explosion ombinatoiredes états, omme 'est le as pour la tehnique de génération orientée objetif de test.Contrairement au test passif, les travaux relatifs au test atif onsidèrent une ou plusieursentités ommuniantes [46, 57, 71, 92, 144℄.Dérivation à partir du omportement globalPour un CSUT S, la suite de hemins TS() générés par un algorithme gga peut êtreutilisée pour dériver des as de test de S. gga peut être alors une adaptation des méthodesUIO, Wp,... Nous nous intéressons par la suite à la tehnique de dérivation orientée objetifde test.Modélisation de test atif orienté TPL'utilisation de l'objetif de test omme ritère de séletion permet de res-treindre le omportement testé à une partie de la spéiation. Soit CS =
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(SP, SV, SV0, (Mi)i in[1,n], (Σ, T r = (S
tr, str0 , L
tr,→tr))) un CS. Rappelons qu'un objetifde test (TP) pour CS est un ETIOA aylique TP = (S, s0, L, C, P, V, V0, P red, Ass,→)équipé de deux ensembles Accept ⊆ S et Reject ⊆ S tels que : L ⊆ Ltr, C\{h}∩Ci\{h} = ∅pour tout i ∈ [1, n], P ⊆ SP , V ⊆ SV , V0 = ∅.Nous proposons de modéliser le test atif de CS2 = (SP, SV, SV0, (Mi)i in[1,n], (Σ, T r =
(Str, str0 , L
tr,→tr))) et TP = (S, s0, L, C, P, V, V0, P red, Ass,→) en CS. Pour e faire, noussupposons que TP est omplet (voir la dénition 39 de la setion 8.3) e qui implique que
L = Ltr.Dénition 68 La modélisation ative de CS2 et TP est le CS CS ′2 =
(SP ′, SV ′, SV ′0 , ((M1)i∈[1,n] ∪ TP ), TPTop
′) déni par :1. SP ′ = SP ,2. SV ′ = SV ,3. SV ′0 = SV0,4. TPTop′ = (Σ′, T r = (Str, str0 , Ltr,→tr))5. Σ′ et la fontion de omposition f ′ sont dénis par (f est la fontion de ompositionde CS2) : Σ′ = Σ × (Ltr ∪ {•}) Pour tout a ∈ Ltr′τ tel que a = f(a1, ..., an) :(a) a = f ′(a1, ..., an, a) si a 6= τ .(b) a = f ′(a1, ..., an, •) si a = τ . 2
TP est onsidéré omme une omposante de CS ′2. Le traduteur de CS ′2 est exatementle traduteur assoié à CS2. La fontion de omposition f ′ est une extension de f sur lesévénements de TP .Maintenant, onsidérons le oloriage distribué col de Comp(CS ′2) qui aete aux états
Accept de TP la ouleur rouge, aux états Reject de TP la ouleur bleue et aux autres élé-ments des omposantes de Comp(CS ′2) la ouleur noire telle que friend(rouge) = {noire}.Soit gga un algorithme générique de génération pour le système sous test (CS ′2, col).Corollaire 14 Les hemins TS(rouge) retournés par gga pour la ouleur rouge et leCSUT (CS ′2, col) vérient TP . 2Remarque 14 La modélisation ative de la dénition 68 n'est pas unique pour le testatif. En eet, une autre modélisation possible est donnée par le même CS de la dénition68 tel que son traduteur Tr′ est déni par :1. s2 τ−→tr s′2 ⇒ s1‖s2 τ−→tr′ s1‖s′22. s1 pred,a,ass−−−−−→ s′1, s2 a−→tr s′2, a 6= τ ⇒ s1‖s2 a−→tr′ s′1‖s′2
188 Chapitre 11. Test ouvertExemple d'appliationLa Fig.60 (a) illustre un objetif de test pour une spéiation S (CS(S) a une topo-logie statique). TP teste que l'implantation peut eetuer l'ation a puis l'ation b dansl'intervalle [2, 3] selon l'horloge globale h. De plus, TP interdit l'apparition de l'événement














(b) TP omplet (c) Topologie TPTop
<LS ,LS,LS><τ ,τ ,•>Fig. 60: Test atif d'une omposanteEn onlusion, le test atif orienté objetif de test onsiste en une modélisation en CS, lehoix d'un oloriage et l'appliation de la méthodologie gga.11.2.5 ComparaisonDans ette setion, nous avons montré que les diérents types, approhes et arhite-tures peuvent être traités d'une manière uniforme, basée sur le modèle CS et la méthodo-logie gga, reposant sur la dénition d'un ritère de ouverture omme un oloriage (resp.oloriage ordonné).À notre onnaissane, e sujet ainsi que les résultats obtenus sont nouveaux dans ledomaine du test. Un grand intérêt de es résultats est la possibilité de onstrution d'outilsde test pouvant supporter diérents types, approhes et arhitetures de test.Finalement, onernant le test passif, la majorité des travaux ont été menés par AnaCavalli, David Lee et al. L'approhe adoptée dans [1℄ 4 onsiste en une analyse en arrière4Il existe un grand nombre d'artiles sur le test passif, nous avons hoisi d'en iter que [1℄, vu qu'ilonsidère aussi la partie données dans une trae (mais ne onsidère pas la partie temporelle).
11.2. Modélisation uniforme du test 189de la spéiation ontenant une seule omposante. Notre approhe onsidère une analyseen avant, réalisée par gga, de la modélisation en CS du test passif.11.2.6 Test ouvertNous pensons qu'il n'existe pas d'arguments forts pour diérenier les diérents ritèresrelatifs au test des protooles. Cei nous suggère d'introduire le onept du test ouvert.Dénition 69 (Test Ouvert) Étant donné un ensemble d'implantations (Ii), des spéi-ations (Si) et une propriété P , le test ouvert de (Ii) par rapport à (Si) onsiste à vérierque les (Ii) satisfont les (Si) selon la propriété P :Test ouvert : (Ii) satisfont (Si) selon PLa propriété P peut être l'appartenane d'une trae de (Ii) à (Si) (test passif), la onformitéde (Ii) par rapport à (Si), l'interopérabilité des (Ii) par rapport à (Si),...
Cas de test Oui/Non
Architecture de Test
Spéiation(s)Modélisation (CS)Critère de ouverture IntèrprétationGénération(gga)(oloriage)
Propriété (atif, passif)
Fig. 61: Ativités du test ouvert.Les diérentes ativités du test ouvert sont exprimées dans la Fig.61. Les entrées dutest ouvert sont une spéiation, une arhiteture de test, et une propriété (test passif,test atif, onformité,...) du test. La première étape onsiste à dérire es entrées dans unmodèle. La modèle de desription peut être le modèle CS omme tout autre modèle pouvantsupporter les diérents ritères de test. Dans la deuxième phase, un ritère de ouvertureest hoisi ainsi qu'une méthodologie assoiée. Ii, nous avons représenté le ritère oloriageet la méthodologie gga. Les résultats de la méthodologie sont alors interprétés dans latroisième phase selon la propriété d'entrée (passive ou ative). Dans le as d'une propriétépassive, l'interprétation orrespond à un verdit Oui ou Non. Dans le as ontraire, onobtient des as de test.
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Chapitre 12Implémentation
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12.1 Représentation symboliqueLa manipulation des polyèdres requiert une struture de données pour représenter lespolyèdres. Cette struture de données doit permettre de tester l'inlusion de deux polyèdreset de aluler aisément les diérentes opérations dénies sur les polyèdres, i.e. l'interse-tion, le suesseur et le prédéesseur, l'image par une remise à zéro,... Dans ette setion,nous allons présenter la struture de données DBM (Dierene Bound Matrix), ainsi quel'implantation des diérentes opérations dénies sur les polyèdres.12.1.1 PréliminairesUne borne est un ouple (c,≺) tel que c ∈ Z et ≺∈ {≤, <}. Un ordre total est alorsdéni sur les bornes de la façon suivante : si m = (c,≺) et m′ = (c′,≺′) alors m < m′ ssi
c < c′ ou c = c′ et ≺ est plus strite que ≺′ ; m ≤ m′ si m < m′ ou m et m′ sont identiques.Nous dénissons aussi l'opération d'addition de m et m′ par m + m′ = (c + c′,≺ ∧ ≺′).193
194 Chapitre 12. ImplémentationLe omplément de m = (c,≺), noté −m, est la borne (−c,≺). Finalement, min(m, m′) estégale à m si m ≤ m′ et à m′ sinon.Dans le reste de ette partie, V = {v1, ..., vn} dénotera un ensemble de variables àvaleurs dans R≥0 et V0 = V ∪ {v0} l'ensemble des variables V muni d'une variable tive
v0 qui vaut 0 tout le temps.12.1.2 Représentation symbolique des polyèdres : DBMsIl existe plusieurs strutures de données symboliques qui permettent de représenterles polyèdres. Ii nous nous limiterons à la desription des DBMs [52℄ (Dierene BoundMatrix) ou matrie des bornes, la struture de données introduite par David Dill. Pourplus d'informations sur les autres strutures, se référer à [52, 35℄.Cette représentation est partiulièrement intéressante ar elle donne lieu à des algo-rithmes simples et performants pour le alul de la forme anonique. Par exemple, l'algo-rithme de Floyd-Warshall de reherhe des plus ourts hemins dans un graphe valué [58℄,présenté par la suite, est de omplexité O(n3). Cet algorithme permet à la fois de aluler laforme anonique d'un polyèdre et de tester s'il est vide (en testant la présene des boulesnégatives, i.e. de nombres négatifs sur la diagonale).Dénition 70 Une matrie de bornes (DBM) de dimension n est une matrie arrée (n+
1)× (n + 1), dont les éléments sont des bornes. Si M = (mij) est une DBM, alors mij estl'élément de la ligne i et de la olonne j.L'idée derrière la représentation d'un polyèdre par une DBM M = (mij) est la suivante :un élément mij représentera la borne supérieure de la diérene des variables vi − vj . Parexemple, la ontrainte vi − vj ≤ 5 sera odée par mij := (5,≤), tandis que la ontrainte
vi−vj ≥ 2 sera odée par mji := (−2,≤). La ligne et la olonne d'indie 0 sont utilisées pouroder les ontraintes sur une seule variable, par exemple xi ≤ 3 sera odée par mi0 := (3,≤)et x ≥ 4 sera odée par m0i := (−4,≤).Formellement, onsidérons un polyèdre Z et G(Z) son graphe de ontraintes. Z estreprésenté par la DBM M = (mij) de dimension n, telle que :
{
mij := (lij ,≤) ssi vj
lij
−→ vi est un ar de G, i 6= j
mii := (0,≤)Par exemple, si n = 2, le polyèdre v2 ≤ 2 ∧ v1 ≥ 2 ∧ v1 − v2 ≤ 3 peut être représenté parla DBM M :
M =
v0 v1 v2
v0 (0,≤) (−2,≤) (∞,≤)
v1 (∞,≤) (0,≤) (3,≤)
v2 (2,≤) (∞,≤) (0,≤)




(vi − vj ≤ mij)Par exemple, la DBM
M =
v0 v1 v2
v0 (0,≤) (∞,≤) (−3,≤)
v1 (2,≤) (0,≤) (−1,≤)
v2 (∞,≤) (∞,≤) (0,≤)représente le polyèdre Z = v1 ≤ 2 ∧ v2 ≥ 3 ∧ v1 − v2 ≤ −1 (ou enore v1 ≤ 2 ∧ v2 ≥ 3).Coder un polyèdre par une DBM demande alors O(n2) d'espae mémoire. Plusieursalgorithmes ont été proposés pour réduire l'espae mémoire néessaire pour représenterun polyèdre [155, 95℄. Ces rédutions sont basées, en général, sur des transformations dugraphe de ontraintes.12.1.3 Implantation des opérations sur les polyèdresNous allons à présent dérire l'implantation des opérations sur les polyèdres en utilisantleur représentation sous forme de DBMs.Forme_Canonique(matrie M = (mij)){ Pour k = 0 à n FairePour i = 0 à n FairePour j = 0 à n Faire
mij := min{mij , mik + mkj} ;Si(mii < (0,≤)) Alors retourner M∅ ;retourner M ;} Fig. 62: Mise en forme anonique : algorithme de Floyd-Warshall.Forme anoniqueIl faut noter que deux DBMs diérentes peuvent représenter le même polyèdre. La misesous forme anonique permet d'armer que deux DBMs représentent le même polyèdresi elles sont identiques. Cette forme réduite est obtenue en appliquant un algorithme desplus ourts hemins. L'algorithme est dû à Floyd-Warshall (Fig.62) permet e alul. Si
196 Chapitre 12. Implémentationun élément de la diagonale est négatif, alors le polyèdre représenté par ette matrie estvide et l'algorithme retourne la matrie M∅ dont haque élément est égal à (0, <). Paronvention, M∅ représentera la forme anonique du polyèdre vide.Par la suite, la forme anonique d'une DBM M sera notée cf(M). Si M = cf(M),alors M est dite anonique. Soient M = (mij) et M ′ = (m′ij) les DBMs anoniques dedimension n représentant respetivement les polyèdres Z et Z ′.Test d'inlusion : Z ⊆ Z ′
Z ⊆ Z ′ ssi ∀ 0 ≤ i, j ≤ n, mij ≤ m
′
ijAinsi, tester l'inlusion de deux polyèdres se fait en temps linéaire (taille de la matrie).Intersetion : Z ∩ Z ′
Z ∩ Z ′ est représenté par la DBM M ′′ = (m′′ij) telle que :
m′′ = min(mij , m
′
ij)Notons qu'il peut arriver que M ′′ ne soit pas anonique.Suesseur : Z↑
Z↑ est représenté par la DBM anonique M ′ = (m′ij) telle que :
m′ij =
{
(∞,≤) si j = 0
mij sinonPrédéesseur : Z↓
Z↑ est représenté par la DBM (pas forement anonique) M ′ = (m′ij) telle que :
m′ij =
{
(0,≤) si i = 0
mij sinon
12.1. Représentation symbolique 197Suesseur après ré-initialisation : Z[X := 0]Soit X ⊆ V un ensemble de variables à remettre à zéro. Soit la fontion totale λ :
V0 7→ V0 dénie par : pour toute vi ∈ V0,
λ(vi) =
{
vi si vi 6∈ X
v0 sinonNotons d'abord que la remise à zéro d'une horloge vi ∈ X est équivalent à remplaer
vi par v0 = λ(vi). Maintenant, lorsqu'on remplae vi par vj , alors vi et vj deviennentégales et toutes les ontraintes sur vj deviennent des ontraintes sur vi. Ainsi Z[X := 0]est représenté par la DBM (pas forement anonique) M ′ = (m′ij) telle que pour toutes
vi, vj ∈ V0,
si λ(vi) = vj alors lignei(M
′) = lignej(M) et colonnei(M
′) = colonnej(M)où lignei(M) (resp. colonnei(M)) représente la ligne (resp. olonne) de M d'indie i. Ainsi,
M ′ est obtenue par des remplaements de lignes et de olonnes.Prédéesseur après ré-initialisation : [X := 0]ZRappelons qu'une variable vi de [X := 0]Z est remplaée dans Z par λ(vi). Maintenant,supposons qu'on a deux ontraintes vk −vl ≤ lkl et vr −vs ≤ vrs et qu'on remplae (i) vk et
vr par vi et (ii) vl et vs par vj. On obtient alors les ontraintes vi − vj ≤ vkl et vi − vj ≤ vrset ainsi vi − vj ≤ min(vkl, vrs). Ainsi, [X := 0]Z est représenté par la DBM M ′ = (m′ij)telle que pour toute vi ∈ V0 :
m′ij = min{mkl | λ(vk) = vi ∧ λ(vl) = vj}-lture : close(Z, c)







(0,≤) si mij > (c,≤)
(−c,≤) si mij + (c,≤) < (0,≤)
mij sinonAinsi, une borne supérieure telle que vi ≤ c′, ave c′ > c, est remplaée par vi ≤ ∞ et uneborne inférieure telle que vi ≥ c′, ave c′ > c, est remplaée par vi ≥ c. Les autres bornesrestent inhangées.
198 Chapitre 12. ImplémentationExtration de valuations de bornesLe alul des valuations de bornes (minimales et maximales) est diret. Pour tout
k ∈ [0, n] :1. La valuation νMk (Z) est dénie par : Si k = 0 alors νMk (Z)(vi) = mi0. Sinon νMk (Z)(vi) = −m0k + mik, et νMk (Z)(vk) = −m0kpour tout i ∈ [1, n], i 6= k.2. La valuation νmk (Z) est dénie par : Si k = 0 alors νMk (Z)(vi) = −m0i. Sinon νmk (Z)(vi) = mk0 − mki, et νmk (Z)(vk) = mk0pour tout i ∈ [1, n], i 6= k.12.2 Trae symboliqueDans ette setion, nous étudierons l'exéutablité d'un hemin dans un ETIOA à traversla dénition de la trae symbolique.12.2.1 PréliminairesConsidérons un ETIOA M = (S, s0, L, C, P, V, V0, P red, Ass,→) et un hemin ρ =
t1...tn de M de l'état initial tel que ti = (si−1, predi, ai, assi, si) pour tout i ∈ [1, n].Dénition 71 ρ est dit exéutable (ou faisable) s'il existe des valeurs pour les paramètres







−−−−→ s3ave p un paramètre et v une variable. On peut remarquer que : Le prédiat v ≥ 5 de la transition de soure s2 et de destination s3 est vérié si etseulement si p ≥ 4. En eet, la dernière valeur de v avant ette transition orrespondà l'aetation v = p + 1. Le prédiat x ≥ p∧y ≤ 2 de la transition de soure s2 et de destination s3 est vérié siet seulement si p ≤ 4. En eet, le temps d'attente maximale dans l'état s1 orrespondà la borne de y ≤ 2 du fait que y est remise à zéro dans la transition entrante à s1,e qui implique que la valeur de x est inférieure à 4.
12.2. Trae symbolique 199En onlusion, la seule valeur de p pour que le hemin ρ soit exéutable est 4. Une traetemporelle dans e as est (?a, 2).(!b, 4).(?c, 5). 2Comme nous venons de le voir dans et exemple, pour déider de l'exéutabilité d'unhemin, on est amené à résoudre un système de ontraintes assoié à ρ. Dans la setion quisuit, nous allons dérire omme onstruire le système de ontraintes assoié à ρ à traversle alul de la trae symbolique.12.2.2 Trae symboliqueTout d'abord, rappelons que pour un ETIOA M = (S, s0, Σ, C, P, V, V0, P red, Ass,→),l'ensemble des prédiats Pred et l'ensemble des mises à jour Ass sont dénis par 1 : Pred = Φ(C, P, V ) ∪ P̃ [P, V ] tel que :1. P̃ [P, V ] est un ensemble d'inégalités linéaires sur V et P .2. Φ(C, P, V ) est déni par :
φ := φ1 |φ2| φ1 ∧ φ2, φ1 := x ≤ f(P, V ), φ2 := f(P, V ) ≤ xave x une horloge de C et f(P, V ) une expression linéaire de P et V . Ass = {x := 0 | x ∈ C} ∪ {v := f(P, V ) | v ∈ V }Par la suite, nous supposons que pour l'ETIOA M = (S, s0, Σ, C, P, V, V0, P red, Ass,→)et le hemin ρ = t1...tn de M partant de l'état initial, les ensembles C, V et V0 sont dénispar : C = {c1, ..., ck}, V = {v1, ..., vm} et V0 = {v01, ..., v0m}.Pour pouvoir déider de l'exéutabilité de ρ, la première étape onsiste à remplaerles ourrenes des variables par leurs valeurs qui peuvent hanger d'une transition àl'autre. Dans la deuxième étape, les diérentes horloges sont remplaées, dans haquetransition, par leurs instants de tir. Le hemin ne ontenant que des paramètres et desinstants de tir de haque transition ainsi obtenu est appelé la trae symbolique de ρ. Laproédure SymboliTrae de la Fig.63 alule la trae symbolique assoiée à un hemin
ρ.L'entrée de l'algorithme est un hemin ρ de M . La sortie est un hemin ρ′ dont le prédiat,de haque transition, est en fontion des paramètres P , des valeurs V0 et de l'ensemble
{h1, ..., hn} orrespondant aux instants de franhissement des transitions selon une horlogeglobale h. La proédure utilise deux veteurs V 1 et V 2. V 1 ontient les valeurs ourantesdes variables V dans haque étape de la proédure. Ces valeurs peuvent être en fontion desparamètres P . V 2 est un veteur d'entiers : V 2[q] stoke l'indie de la dernière transition où1Pour plus de détails, voir la setion 4.7
200 Chapitre 12. ImplémentationProédure SymboliTrae :Entrée : Un hemin initial ρ = t1...tn, ti = (si−1, a, predi, assi, si), d'un ETIOA
M = (S, s0, Σ, C, P, V, V0, P red, Ass,→).Sortie : Une trae symbolique ρ′ = t′1...t′n, t′i = (si−1, a, pred′i, ∅, si).Variables Temporaires : Deux veteurs de ontexte V 1 de taille m et V 2 detaille k.Début /*Initialisation des veteurs */1. Pour i := 1 à m Faire2. V 1[i] := v0i3. Pour i := 1 à k Faire4. V 2[i] := 0/*Mise à jour des veteurs */5. Pour i := 1 à n Faire6. pred′i := UpdatePredicates(predi, V 1, V 2, i) ;7. UpdateContext(assi, V 1, V 2, i) ;Fin Fig. 63: Proédure SymboliTrae.l'horloge cq ∈ C a été réinitialisée. SymbolicTrace se ompose d'une phase d'initialisationdes veteurs (lignes 1-4) et une phase de mise à jour des veteurs (lignes 5-7).Dans la phase d'initialisation, la valeur ourante de haque variable vi orrespond à savaleur initiale v0i dans V0 : V 1[i] := v0i. De plus, toutes les horloges sont initialisées dansl'état initial : V 2[i] := 0.Dans la phase de mise à jour, le prédiat predi de la transition ourante ti (ligne 6) estutilisé pour aluler le nouveau prédiat pred′i de t′i. Predi est obtenu en remplaçant lesvariables et les horloges de predi par leurs valeurs ourantes dans V 1 et V 2. Ce remplae-ment est réalisé par l'appel à la proédure UpdatePrediates. L'aetation assi de ti estalors utilisée pour aluler les nouvelles valeurs des variables de V 1 ainsi que les nouvellesremises à jour des horloges dans V 2, après le franhissement de ti. Cette mise à jour estréalisée à travers l'appel à la proédure UpdateContext (ligne 7).La proédure UpdatePrediates est illustrée dans la Fig.64. Rappelons qu'un prédi-at s'érit omme une onjontion d'une ontrainte d'horloges p1(c1, ..., ck, P, v1, ..., vm) etune ontrainte de variables p2(P, v1, ..., vm). Dans la ontrainte d'horloges, toute horloge cpréinitialisée pour la dernière fois dans la transition tV 2[p] est remplaée par hi − hV 2[p], où iest l'indie de l'étape ourante (ligne 1, partie p1(hi −hV 2[1], ..., hi −hV 2[k], P, ...)). En eet,
hi − hV 2[p] orrespond au temps éoulé depuis la dernière ré-initialisation de cp. Dans la
12.2. Trae symbolique 201Proédure UpdatePrediates :Entrée : Un prédiat pred = p1(c1, ..., ck, P, v1, ..., vm) ∧ p2(P, v1, ..., vm), un indie
i, V 1 et V 2 deux veteurs.Sortie : Un prédiat predUpdated.Début1. predUpdate := p1(hi − hV 2[1], ..., hi − hV 2[k], P, V 1[1], ..., V [m])





i est vrai pour ertaines valeurs des paramètres P et des instants detirs (hi)i∈[1,n]. 2
Chapitre 13L'outil TGSE
Sommaire13.1 Arhiteture du générateur de test de TGSE . . . . . . . . . . 20213.2 Algorithme de génération gga . . . . . . . . . . . . . . . . . . . 20813.3 TGSE et le projet Calife . . . . . . . . . . . . . . . . . . . . . . 21013.4 Étude de Cas : CSMA/CD . . . . . . . . . . . . . . . . . . . . . 211TGSE pour génération de test, simulation et émulation (Test génération, simulationand emulation) est un ensemble de logiiels regroupant diérentes ativités du test quenous avons développé au LaBRI. Il omporte un générateur de séquenes de test, pourles systèmes temporisés et étendus, basé sur 1) le modèle CS, 2) le ritère de ouvertureexprimé sous forme de oloriage et 3) la méthodologie gga. Il omporte aussi un simulateur,à travers la plate-forme Calife, permettant l'exéution graphique d'une séquene généréepar TGSE. Finalement, l'émulateur temps réel de TGSE permet l'exéution réelle desdiérents systèmes. L'émulateur joue aussi le rle d'un générateur de ode.Par la suite, nous allons dérire les prinipes et les algorithmes mis en oeuvre dans legénérateur de test de TGSE.13.1 Arhiteture du générateur de test de TGSEL'arhiteture du générateur de test de TGSE est illustrée dans la Fig.66. Elle omporteplusieurs fontionnalités réalisées par diérents modules.Module CompilationL'entrée de TGSE est une desription du système sous une syntaxe simple permettantde dénir les diérentes entités du système. Dans un soui de réutilisation des omposantes,202
































































Cas de Test (XML)
Paramètres Reherheála
voléeSpéiation (Système ommuniant)Générateur de Test
Fig. 66: Arhiteture logiiellehaque entité est dénie dans un hier séparé. Un hier système dérit les hemins d'aèsaux entités ainsi que les veteurs de synhronisation. Dans la version atuelle, TGSE nesupporte qu'une topologie statique. La syntaxe de desription des entités est la suivante.Lorsqu'une entité dénit un état à ouvrir, la variable nal_states est positionnée à l'indiede et état. Cei est équivalent à olorier et état par la ouleur rouge. Une transition estdérite par six hamps :1. (numéro_état,étiquette),2. événement (nop pour une ation interne),3. prédiat_horloges (# pour un prédiat vrai),4. prédiat_variables (# pour un prédiat vrai),5. mise_à_jour_horloges (de la forme x := 0 et # pour l'absene de reset)6. mise_à_jour_variables (de la forme v := v + p et # pour l'absene d'aetation).Finalement, le module de ompilation traduit le système sous test en strutures de données
C utilisées par le module de synhronisation. Ci-dessous, des hiers d'entrées du protooleCSMA/CD omposé d'un bus, deux émetteurs et un objetif de test :**********************************************P_AUTO Sender{nb_states = 4initial_state = 10loks = x(10,Wait), (10,Wait), ?CD, #, #, x:=0, #(10,Wait), (11,Transmit), !begin, #, #, x:=0, #
204 Chapitre 13. L'outil TGSE(10,Wait), (12,Retry), ?busy, #, #, x:=0, #(10,Wait), (12,Retry), ?CD, #, #, x:=0, #(11,Transmit), (12,Retry), ?CD, x[0,Sig[, #, x:=0,#(11,Transmit), (11,Transmit), ?busy, #, #, #, #(11,Transmit), (13,Finish), !end, #, x[lambda,lambda℄, #, #(12,Retry), (11,Transmit), !begin, x[0,2*4℄, #, x:=0,#(12,Retry), (12,Retry), ?CD, x[0,2*Sig℄, #, x:=0,#(12,Retry), (12,Retry), ?busy, x[0,2*Sig℄, #, x:=0,#(13,Finish), (10,Wait), nop, #, #, x:=0, #}*****************Sender.aut*****************************************************************TESTER TP{nb_states = 2initial_state = 10final_states = 11(10,toto), (11,titi), ?busy, #, #, #, #}*********************Tp.aut*****************************************************************P_AUTO Bus{nb_states = 3initial_state = 10loks = y(10,Idle), (11,Ative), ?begin, #, #,y:=0, #(11,Ative), (10,Idle), ?end, #, #, y:=0, #(11,Ative), (12,Collision), ?begin, y[0,Sig[, #, y:=0,#(11,Ative), (11,Idle), !busy, y[Sig,+inf℄, #, #,#(12,Collision), (10,Idle), !CD, #, #, #, #}*****************Bus.aut**********************
13.1. Arhiteture du générateur de test de TGSE 205**********************************************SYSTEM CSMA_CD_2{nb_automatons:3nb_vetors: 8loks : Sparameters = Sig Lambdaautomaton_files:[../Example/Sender.aut ../Example/Bus.aut../Example/Sender.aut ℄tester_file: Tp.autVECTORS<?busy ,!busy ,?busy ,?busy><* ,?end ,!end ,*><* ,?begin ,!begin ,!begin><!end ,?end ,* ,*><!begin ,?begin ,* ,!begin><* ,?begin ,!begin ,*><!begin ,?begin ,* ,*><?CD ,!CD ,?CD ,*>}******************CSMA-CD.sys*****************Module SynhronisationCe module implémente les fontionnalités relatives au alul de la sémantiquedu système ommuniant. Ce alul est réalisé à la volée. Il implémente l'API
SynchronizationOnV ectors() qui permet de hoisir une synhronisation possible dansl'état ourant du système, en se basant sur les veteurs de synhronisation. Cette APIretourne une struture de donnée Element qui ontient les états d'arrivée, les transitionshoisies, ainsi que le ontexte relatif à ette synhronisation. Le hoix des transitions, desveteurs de synhronisation ainsi que des automates qui les réalisent est paramétré par desvariables pour haque donnée. Les valeurs possibles de es variables sont RANDOM, pourun hoix aléatoire et FIFO pour un respet de l'ordre d'apparition dans la dénition dusystème. La onstrution de la sémantique est paramétrée par le nombre maximal d'appa-ritions de la même transition dans un hemin. Ainsi, à haque transition, on assoie unevariable Lock qui ontient le nombre maximal d'apparitions de ette dernière dans un asde test généré. Ce module implémente aussi les APIs getInitialStates qui retourne l'étatinitial de ζ(S) et getSuccessors qui retourne les suesseurs d'un état ourant de ζ(S).
206 Chapitre 13. L'outil TGSESous-module Contexte. Il implémente des fontionnalités relatives à la mise àjour des variables, des prédiats, de la trae symbolique (les APIs UpdateContext,
UpdatePredicates, SymbolicTrace,...).Sous-module DBM. C'est une librairie qui implémente les opérations sur polyèdreset le alul des diagnostis de bornes. Ses prinipales APIs utilisables par le module degénération sont post(), pred(), T imedDiagnostics().Sous-module Paramètres. Pour une trae symbolique, e sous-module implémente lesAPIs checkSymbolicTrace et getParameterV alues. checkSymbolicTrace onstruit le sys-tème de ontraintes assoié à la trae symbolique, interagit ave l'outil de programmationlinéaire lp_solve et détermine si le système admet une solution. getParameterV aluesinstanie les valeurs des paramètres dans le as où le système de ontraintes admet unesolution.Module Générateur de TestC'est le oeur de l'outil. Il implémente un algorithme gga de reherhe en profondeurà la volée de l'automate sémantique du système. L'algorithme gga alule d'une manièrealéatoire et uniforme (qui dépend des paramètres d'entrée) un hemin de l'état initial quise termine dans un état à ouvrir. Le hemin ainsi généré est déoré par les diérentsverdits. La setion suivante présente en détail gga.Sous-module API pour TC. Ce sous-module implémente spéialement l'API TC()qui déore un hemin obtenu par gga par les diérents verdits.Module PrinterLa génération de as de test se termine par l'API writeTrace() du module Printer.
writeTrace() transforme les strutures de données du as de test généré en format XML.Un exemple de la sortie de TGSE est i-dessus.<?xml version="1.0" enoding="ISO-8859-1"?><!DOCTYPE Trae SYSTEM "trae.dtd"><Trae Label="CSMA_CD_2"><StateSyn><State Index="1" Component="Sender"><Lo Label="Wait"/><Bounds/></State>
13.1. Arhiteture du générateur de test de TGSE 207<State Index="2" Component="Bus"><Lo Label="Idle"/><Bounds/></State><State Index="3" Component="Sender"><Lo Label="Wait"/><Bounds/></State><State Index="4" Component="TP"><Lo Label="init"/><Bounds/></State><Diag/><Glob/></StateSyn><Ation Label="Ation"><Comp Label="epsilon" Index="0"/><Comp Label="begin" Type="Wait" Index="1"/><Comp Label="begin" Type="Send" Index="2"/><Comp Label="epsilon" Index="3"/></Ation><StateSyn><State Index="1" Component="Sender"><Lo Label="Wait"/><Bounds/></State><State Index="2" Component="Bus"><Lo Label="Ative"/><Bounds/></State><State Index="3" Component="Sender"><Lo Label="Transmit"/><Bounds/></State><State Index="4" Component="TP"><Lo Label="init"/><Bounds/></State><Diag/><Glob/>
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><Ation Label="Ation"><Comp Label="busy" Type="Wait" Index="0"/><Comp Label="busy" Type="Send" Index="1"/><Comp Label="busy" Type="Wait" Index="2"/><Comp Label="busy" Type="Wait" Index="3"/></Ation><StateSyn><State Index="1" Component="Sender"><Lo Label="Transmit"/><Bounds/></State><State Index="2" Component="Bus"><Lo Label="Collision"/><Bounds/></State><State Index="3" Component="Sender"><Lo Label="Transmit"/><Bounds/></State><State Index="4" Component="TP"><Lo Label="Final"/><Bounds/></State><Diag/><Glob/></StateSyn></Trae>Signalons nalement que dans le as où auun état à ouvrir n'est aessible dans le par-ours ourant, l'algorithme gga est relané automatiquement pour une nouvelle tentative(le lanement est paramétrable). De plus, il est possible de générer un as de test minimalen nombre de transitions pour un nombre de tentatives donné.13.2 Algorithme de génération ggaDans sa version atuelle, TGSE ne supporte pas tout le adre formel présenté dans edoument et qu'il est en ours d'extension. Nous ne présentons ii que la partie supportéepar TGSE.
13.2. Algorithme de génération gga 209Fontion gga() :BeginStates := getInitialStates(), SymboliState = ∅, Element := NULL, Path := ∅,SymboliTrae := ∅, SymboliPath := ∅DoElement := SynhronizationOnVetors(States) ;push(Element,Path)If (Element 6= NULL) ThenIf type = Extended Thenpush(SymboliTrae, SymboliTrae(Element))If hekSymboliTrae(SymboliTrae) = false Thenpop(SymboliTrae)pop(Path)ElseSymboliState = post(SymboliTrae,Element)If SymboliState 6= ∅ Thenpush(SymboliTrae,SymboliState)Elsepop(Path)States := getSuessors(Element) ;Elsepop(Path)States := getSuessors(top(Path))If AeptStates(States) = true Thenexit(EXIT_SUCCESS)While Path 6= ∅If Path 6= ∅If type = Extended ThengetParameterValues(SymboliTrae)ElseTimedDiagnostis(SymboliPath)TC(Path) ;End Fig. 67: Algorithme de génération gga.
210 Chapitre 13. L'outil TGSEHypothèses. L'algorithme gga implémenté onsidère un système ommuniant sous test
(S, col) tel que :1. S est une topologie statique,2. col est un oloriage distribué à trois ouleurs : rouge, noir et bleu tel que
friend(rouge) = {noir}. Le rouge dénit les états à ouvrir (Accept) et le bleules états à éviter (Reject).Ainsi, un état d'un automate est modélisé par un ouple (s, couleur).Strutures de données. Nous utilisons les strutures de données suivantes : States : un (n+1)-uplet (str, s1, ..., sn). Context : une struture ontenant deux hamps V ariable et Reset :1. V ariable : un veteur ontenant les valeurs des variables disrètes.2. Reset : un veteur d'entiers ontenant, à haque étape i, les indies de transitionsoù les horloges ont été remises à zéro pour la dernière fois. Transitions : un tableau de n + 1 hamps. Transition[i] orrespond à un pointeursur la transition ourante de l'automate Mi de Comp(S). Element : une struture de donnée ontenant trois hamps : un hamp de type
States, un hamp de type Context et un hamp de type Transitions. Path : une pile d'éléments. Elle est gérée par les opérations push, top et pop.Desription de gga. L'algorithme de génération gga, appliqué à un CS S, réalise unereherhe en profondeur de ζ(S). Durant la traversée de ζ(S), gga alule un heminsymbolique (SymboliPath) dans le as d'une spéiation temporisée, et une trae sym-bolique (SymboliTrae) dans le as d'une spéiation étendue (type =Extended). Lors-qu'un état à ouvrir est renontré, la traversée s'ahève par l'appel à SymbolicPath ou à
SymbolicTrace. Dans e as, l'appel à l'API TC() permet de déorer le hemin ainsi hoisipar les diérents verdits. La Fig.67 illustre le pseudo-ode en langage C de gga.13.3 TGSE et le projet CalifeLe projet RNRT Calife et son suesseur Averroès sont des projets aadémiques et in-dustriels regroupant un ensemble de partenaires (Frane Teleom R&D, CRIL Tehnologie,LaBRI, LSV, Loria, LRI). Le but de Calife est de dénir une plate-forme générique (OpenSoure) permettant d'interfaer des outils de vériation et de génération de test. Dans leadre de e projet, la partiipation du LaBRI onsiste, en outre, à intégrer TGSE dansette plate-forme.
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Editeur Calife Simulateur Calife
TGSEFig. 68: Interfaes de TGSE ave Calife.Plate-forme Calife. La plat-forme Calife omporte un éditeur et un simulateur. L'édi-teur fournit une interfae agréable pour manipuler les diérents types d'automates (tempo-risés, hybrides, étendus,...). Son simulateur permet de simuler graphiquement l'exéutiond'un ensemble d'automates. Cette plate-forme supporte deux types d'utilisation : un uti-lisateur normal qui modélise sa spéiation et utilise les outils que la plate-forme fournitpour vérier ou générer des as de test, et le mode expert qui permet d'intégrer un outil àla plate-forme.TGSE sous Calife. Nous avons intégré une partie de TGSE dans alife en dénissant lesdiérentes transformations requises. TGSE peut être utilisé en mode graphique à traversCalife. Dans e as, la saisie des spéiations se fait à travers l'éditeur Calife qui permet,signalons le, la génération automatique des veteurs de synhronisation. Il ore le hoixd'une synhronisation par rendez-vous, broadast, la synhronisation binaire d'Uppaal, oupar labels identiques. Cei pour une topologie statique. L'appel à TGSE se fait à traversl'interfae graphique. Calife génère dans e as les hiers d'entrée de TGSE. TGSE produitun as de test, en format XML selon une DTD Calife, qui pourra être simulé sous Calife.Le shéma de la Fig.68 représente les ommuniations entre Calife et TGSE.13.4 Étude de Cas : CSMA/CDNous avons expérimenté TGSE ave le protoole CSMA/CD à un bus, plusieurs émet-teurs et un objetif de test onsistant à déteter une ollision !CD à un instant inférieurà 5 unités de temps. Cei sous un portable DELL INSPIRON 5100, de proesseur IntelP4 (2,4GHZ) et à 256Mo de RAM sous Mandrake 10.0 (TGSE a été aussi testé sous Win-dowsNT et RedHat). Dans le tableau de la Fig.70, la olonne Lock représente le nombrede fois qu'une transition peut gurer dans un as de test, Taille du TC représente la taillemoyenne d'un as de test généré, Nb Sender orrespond au nombre des émetteurs onsidéréset Temps CPU est le temps moyen de génération.On peut remarquer que la génération ave Lock = 1 prend plus de temps. Cei s'expliquepar le fait que l'algorithme gga atteint des états dont les transitions sont saturées et ainsiil est obligé de dépiler plusieurs fois.
























Fig. 69: Modélisation CSMA/CD.Finalement, bien que le protoole CSMA/CD soit de taille réduite, l'utilisation deplusieurs émetteurs augmente sa omplexité. Les résultats obtenus sont très enourageantset des améliorations sont en ours.Lok Nb Sender Taille du TC Temps CPUs (s)1 2 3 0.0771 5 3 0.3031 10 3 0.6211 20 3 0.914
103 2 18 0.027
103 5 55 0.098
103 10 79 0.234
103 20 130 0.793Fig. 70: Expérimentation.
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Chapitre 14ConlusionAu ours de e doument, trois thèmes ont été abordés : la modélisation des systèmesommuniants, l'analyse des systèmes temporisés et le test des systèmes ommuniants.Nous avons introduit le modèle CS omme une desription des systèmes ommuniants.L'approhe du modèle CS onsiste à séparer la modélisation des entités, la modélisation duux de ontrle partagé et la modélisation des ressoures ommunes. Les entités sont mo-délisées par des automates temporisés étendus, le ux de ontrle partagé est modélisé parune topologie de ommuniation (automate) et les ressoures ommunes par des variableset des paramètres. L'utilisation du modèle CS a été illustrée par trois exemples : l'exempledes p produteurs et q onsommateurs, l'exlusion mutuelle et la norme CSMA/CD.Pour l'analyse des systèmes temporisés, nous avons abordé le problème d'extrationdes diagnostis temporisés et d'inlusion des traes temporisées entre deux hemins. L'ex-tration des diagnostis trouve une appliation intéressante lors de la vériation d'unepropriété du système du fait qu'elle permet une bonne ompréhension des raisons derrièrela satisfation ou la non satisfation de la propriété. Le problème d'inlusion des traess'avère important dans le domaine du test pour montrer l'inlusion des traes de l'implan-tation dans elles de la spéiation. Pour es deux problèmes, la solution proposée reposesur l'identiation des diagnostis des bornes (maximales et minimales) qui orrespondentà des exéutions limites du système. Nous avons montré omment aluler es diagnos-tis, soit par la résolution de ontraintes à travers le polyèdre de ontraintes, soit par uneanalyse symbolique en avant et en arrière.Pour le test que nous qualions de test lassique, nous nous sommes intéressés au testd'interopérabilité des systèmes sans ontraintes temporelles et au test de onformité dessystèmes temporisés. Pour les deux tests, nous avons introduit un adre formel omportantdes dénitions formelles des tests, ainsi que des méthodes de génération. Dans la dénitiondes méthodes de génération, nous nous sommes foalisés sur l'appliabilité des méthodeset de leurs résultats. Ainsi, la méthode de génération des tests temporisés, basée sur lesdiagnostis de bornes, que nous avons proposée ne soure pas de l'explosion du nombrede as de test générés du fait que les as de test onsidérés orrespondent aux diagnostis215
216 Chapitre 14. Conlusiontemporisés de bornes. Ces derniers prourent une représentation nie de l'espae des traesrelatives à un hemin.Notre proposition de l'approhe ouverte du test se veut un aboutissement de l'étudemenée sur le test lassique d'une part et la modélisation des systèmes ommuniants d'autrepart. En eet, nous avons montré qu'il est possible d'appréhender les diérents types,approhes et arhitetures de test au sein d'un même modèle et ave la même méthodologie.Nous avons proposé une modélisation uniforme de es diérents aspets de test. Cettemodélisation était basée d'une part, sur le modèle des systèmes ommuniants (CS) etd'autre part sur la méthodologie des algorithmes génériques de génération (GGA) quionsidère les ritères de ouverture struturels sous la forme de oloriage ou de oloriageordonné de graphes. Le onept du test ouvert est relativement simple : des implantationssatisfont des spéiations selon une propriété P . P peut être l'appartenane d'une traed'implantation à la spéiation (test passif), la onformité des implantations par rapportaux spéiations, l'interopérabilité des implantations,...Conrètement, les résultats de ette thèse ont été implémentés dans notre outil TGSE(Génération de Test, Simulation et Émulation). Dans sa version atuelle, TGSE supporte lagénération automatique des as de test (test atif) et la vériation de l'appartenane d'unetrae à une spéiation donnée. TGSE a été inorporé partiellement dans la plate-formeCalife réalisée dans le adre des projets RNRT Calife et Averroès.Finalement, le protoole CSMA/CD a été pris omme une étude de as dans e do-ument. D'une part, la modélisation de CSMA/CD fait intervenir des paramètres et deshorloges, aspets traités dans ette thèse et d'autre part, il présente un bon exemple pourtester la apaité et les performanes de l'outil TGSE.PerspetivesAu ours de e doument nous avons traité ertains aspets relatifs au test. Certainsd'autres n'ont pas été abordés. Comme perspetives de e travail, nous itons les inqpoints suivants :1. Normalisation du test. À l'exeption du test de onformité, il n'existe auunenorme dénie pour les autres types de test. À travers une étude plus approfondie etdétaillée du onept du test ouvert introduit dans e doument, nous pensons qu'ilest possible de dénir une norme unique pour le test.2. Relâhement des ontraintes sur le modèle temporel. Le adre formel pré-senté dans e doument repose sur le modèle des automates temporisés événementielsdéterministes et observables. Or, les domaines d'appliation de e modèle restent re-lativement limités. Dans le as des automates temporisés non-déterministes et non-observables, des tehniques de déterminisation à la volée peuvent être appliquées.Cependant, ils sourent de l'explosion ombinatoire du nombre de as de test géné-rés.
2173. Étude de la ouverture. Due à la nature non-exhaustive du test, la mesure dela ouverture d'une suite de test permet d'avoir un ertain degré de onane dansl'ativité du testeur. La plupart des travaux relatifs à la mesure de ouverture datentdes années 90s et ils n'ont pas eu un réel suès dans le domaine industriel. Nouspensons que la formalisation des ritères de ouverture et des hypothèses du testest un sujet à approfondir qui permettrait de dénir des métriques signiatives etpratiques. Une première étape est déjà réalisée par la dénition du oloriage. Nousenvisageons de dénir une métrique qui mesure le nombre d'éléments ouverts parune suite de test pour une ouleur donnée, ei sous l'hypothèse d'uniformité.4. Test de ode. La programmation orientée objet et les approhes basées sur lesomposantes sont largement utilisées dans le développement des logiiels. Par onsé-quene, le test de es logiiels néessite des tehniques basées sur des modèles à états.Nous envisageons d'étudier l'appliabilité de ertaines méthodes de génération de testde protooles dans le domaine logiiel.5. Extension de l'outil. Seule une partie des résultats présentés dans e doument ontété implémentés dans l'outil TGSE. Nous envisageons d'étendre TGSE, de l'interfaerave d'autres outils, ainsi que de réaliser l'étude de as du protoole CSMA/CAprévue dans le adre du projet Calife.
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w(eci).En onséquene, ∀i ∈ [1, n], w(eci) ≥ 0 ⇒ w(c) ≥ 0. 2Propriété 2.Preuve. G minimal et positif implique que les 2-yles sont positifs est trivial. Montronsque si les 2-yles de G sont positifs alors tout yle de G est positif (et par onséquene
G sera positif). Soit ec un e-yle de G qui traverse les noeuds ni et nj . Alors ec peut etreeris sous la forme de pi.pj tel que pi ∈ path(ni → nj) et pi ∈ path(nj → ni). Comme Gest minimal, alors
w(ni → nj) ≤ w(pi), w(nj → ni) ≤ w(pj)Par onséquene,
w(ni → nj → ni) = w(ni → nj) + w(nj → ni) ≤ w(pi) + w(pj) = w(ec)Comme ni → nj → ni est un 2-yle et il est positif, on déduit alors que ec l'est aussi. 2Lemme 3.Preuve. Soit c un e-yle qui traverse les k ars ei : c = e1 · · · ek.229
230 Annexe A. Preuves de la partie III
⇐: D'après la onstrution de b2m(G) :
wb2m(G)(ek) ≤ wG(e1 · · · ek−1) et wb2m(G)(ek) ≤ wG(ek),Don,
wb2m(G)(ek.ek) = wb2m(G)(ek) + wb2m(G)(ek) ≤ wG(e1 · · · ek−1) + wG(ek) = wG(c).Comme b2m(G) est positif et minimal alors selon la propriété 2, les 2-yles sont posi-tifs. ek.ek est un 2-yle don wb2m(G)(ek.ek) est positif et par onséquene wG(c) est positif.
⇒: Soit e un ar. Par onstrution de b2m(G), il existe deux hemins p1 et p2 tels que :
wG(p1) = wb2m(G)(e) et wG(p1) = wb2m(G)(e)Il sut alors de remarquer que e.e est un 2-yle, p1.p2 est un yle et
wG(p1.p2) = wb2m(G)(e.e)Comme G est positif, alors e.e est positif et d'après la propriété 2, b2m(G) est positif. 2Lemme 4.Preuve. Soit c un e-yle. Si c ne traverse pas le noeud ni alors son poids est identique dans
G et Ri→∗(G). Maintenant, soit c = p.e.p′ est un e-yle tel que dst(e) = ni (e ∈ in(ni)), et
p′.p ∈ path(e). Remarquons que src(p′.p) = ni et qu'il ne traverse pas ni. Don son poidsest le même dans G et Ri→∗(G).
wRi→∗(G)(c) = wRi→∗(G)(p) + wRi→∗(G)(e) + wRi→∗(G)(p
′).Par onstrution de Ri→∗(G), on déduit que :
wRi→∗(G)(c) = wG(p) − wG(e) + wG(p
′)Si wRi→∗(G)(c) < 0 alors :
wG(p) + wG(p
′) < wG(e).Comme p′.p ∈ path(e), alors ontradition ave le fait que G est minimal. 2
231Lemme 5.Preuve. D'après le lemme 4, on déduit que Ri→∗(G) est positif. Avant de présenterla preuve, remarquons que pour un graphe positif G′ et un ar e, s'il existe un hemin
p ∈ path(e) qui traverse un noeud deux fois tel que wG′(p) ≤ wG′(e), alors il existe unhemin p′ ∈ path(e) qui ne traverse auun noeud deux fois tel que wG′(p′) ≤ wG′(e). Ceiest une onséquene direte de la positivité de G′. Ainsi, les poids, des hemins de path(e),potentielllement inférieurs au poids de e dans G′ sont eux des hemins qui ne traversentauun noeud deux fois. Par la suite, nous ne onsidérons que des hemins de path(e) quine traverse auun noeud deux fois.Soit e un ar et p un hemin de path(e). Par onstrution de Ri→∗(G), seuls lesars de in(ni) ont été hangés par rapport à G.Cas 1 : e ∈ out(ni). p ne passe pas par un ar de Ri→∗(G) dont le poids a étéhangé par rapport à G. Alors wRi→∗(G)(p) = wG(p) ≥ wG(e) = wRi→∗(G)(e) (G estminimal). Par onséquene, wG1(e) = wG(e).Cas 2 : e ∈ in(ni). Supposons que wRi→∗(G)(p) < wRi→∗(G)(e) = −wRi→∗(G)(e). Sa-hant que p ∈ path(e), don c = p.e est e-yle dont le poids est négatif. Contraditionave le fait que Ri→∗(G) est positif. Don, wRi→∗(G)(p) ≥ wRi→∗(G)(e) = −wG(e). Paronséquene, wG1(e) = −wG(e).Cas 3 : e 6∈ out(ni) ∪ in(ni). Dans e as wRi→∗(G)(e) = wG(e).1. Si p ne traverse pas le noeud ni alors wRi→∗(G)(p) = wG(p) ≥ wG(e) = wRi→∗(G)(e) (Gest minimal).2. Si p passe par ni. Soient e1 ∈ in(ni) et e2 ∈ out(ni) tels que src(e1) = src(e) et
dst(e2) = dst(e). D'après les deux as préédents, pour tout p1 ∈ path(e1), pourtout p2 ∈ path(e2), wRi→∗(G)(p1) ≥ wRi→∗(G)(e1) et wRi→∗(G)(p2) ≥ wRi→∗(G)(e2).Comme p peut être déomposé en p1 ∈ path(e1) et p2 ∈ path(e2) : p = p1.p2,alors wRi→∗(G)(p) ≥ wRi→∗(G)(e1) + wRi→∗(G)(e2). Il sut de voir que wG1(e) =
min{wRi→∗(G)(e), wRi→∗(G)(e1) + wRi→∗(G)(e2)}, et qu' à partir des deux points sui-vants, wG1(e) = −wG(e1) + wG(e2).(a) e2 ∈ out(ni) implique wG(e2) ≤ wG(e1) + wG(e), i.e. −wG(e1) + wG(e2) ≤ wG(e)(G est minimal).(b) wRi→∗(G)(e) = wG(e), wRi→∗(G)(e1) = −wG(e1) et wRi→∗(G)(e2) = wG(e2). 2Lemme 8.Preuve. Supposons que Z peut être érit sous la forme




(vi − v0 ≤ li0 ∧ v0 − vi ≤ l0i) ∧ Z




(vi − v0 ≤ ν(vi) ∧ v0 − vi ≤ −ν(vi)) ∧ Z
′S'il existe i ∈ [1, k] tel que ν(vi) > li0 ou ν(vi) < −l0i, alors ν ne peut pas être omplétédans Z ar on aura Zk 6⊆ Z. Maintenant nous proposons de aluler cf(Zk). Soit G(Z)(resp. G(Zk)) le graphe de ontraintes assoié à Z (resp. Zk). G(Z) est minimal ar Zest anonique. Considérons maintenant le graphe GM(Zk) = (V0, Z, E) onstruit par lesétapes suivantes :Pour tout i ∈ [1, k],
wGM(Zk)(vi → v0) = wG(Zk)(vi → v0), wGM(Zk)(v0 → vi) = wG(Zk)(v0 → vi)Pour tout i ∈ [k + 1, n],
wGM(Zk)(vi → v0)
=
min({wG(Zk)(vi → vj) + wG(Zk)(vj → v0) | j ∈ [1, k]} ∪ {wG(Zk)(vi → v0)}),et
wGM(Zk)(v0 → vi)
=
min({wG(Zk)(v0 → vj) + wG(Zk)(vj → vi) | j ∈ [1, k]} ∪ {wG(Zk)(v0 → vi)})Pour tout i ∈ [1, n], pour tout j ∈ [1, n], i 6= j 6= 0,
wGM(Zk)(vi → vj) = min(wGM(Zk)(vi → v0) + wGM(Zk)(v0 → vj), wG(Zk)(vi → vj))Il sut de voir alors que GM(Zk) est minimal et qu'il orrespond à Gm(Zk) = GM(Zk).D'après la propriété 2, GM(Zk) est positif si et seulement si ses 2-yles sont positif.En onlusion, la onstrution de Gm(Zk) donne la forme anonique cf(Zk) de Zk.Cette onstrution se fait en O(n2). Vérier que cf(Zk) 6∼ false se fait aussi en O(n2)grâe aux 2-yles. Si cf(Zk) 6∼ false alors, l'appliation direte du théorème 2 à cf(Zk)(dans le as ou Zk 6∼ false), nous donne entre 1 et (n + 1) valuation qui omplète νdans Z si Zk n'est pas borné et entre 1 et 2×(n+1) valuations de Z dans le as ontraire. 2
233Théorème 3.Preuve.Nous montrons le théorème dans le as où k = 0. Pour k 6= 0 la preuve est simi-laire. Montrons d'abord que pour toute séquene σ admettant une omputation de ρ,
time(σ
(M,0)
k ) ≤ time(σk) ≤ time(σ
(m,0)
k ).L'idée de la preuve est de montrer que les omputations (s, ν) et (s, ν ′)) dénies respeti-vement par :1. ν0(x) = 0 pour tout x ∈ C, et νi = (νi−1 + time(σMi )− time(σMi−1))[ri := 0] pour tout
i ∈ [1, n].2. ν ′0(x) = 0 pour tout x ∈ C, et ν ′i = (ν ′i−1 + time(σmi )− time(σmi−1))[r′i := 0] pour tout
i ∈ [1, n].sont des omputation de ρ sur σM et σm respetivement. Nous donnerons une preuve pour
σM . La preuve pour σm est similaire. La preuve est par réurrene.Pour i = 0 il est lair que ν0 ∈ H0. Supposons que pour tout j ∈ [0, i], νj ∈ Hj etmontrons que νi+1 ∈ Hi+1. Rappelons que Hi+1 = (si+1, gi+1) et que gi+1 est anonique etborné. Soit ν1 = νM0 (gi+1) la valuation de bornes maximale assoiée à gi+1 et donnée parle théorème 2. Cette valuation vérie que pour toute valuation ν ∈ gi+1, pour toute x ∈ C,
ν(x) ≤ ν1(x). Vu que le hemin S+−(ρ) est post/pred-stable, alors selon le orollaire 8, ilexiste une omputation r : (s, ν ′′) sur un mot temporisé σ, tel que : s = si+1 et ν ′′i+1 = ν1.Pour toute horloge x ∈ C, soit px l'indie inférieur à i + 1 de la transition tpx où x a étéremise à zéro pour la dernière fois. Si ν1(x) = 0 alors νi+1(x) = 0. Sinon, ν1(x) = ν ′′i+1(h) − ν ′′px(h) ≥ νi+1(h) − νpx(h) = νi+1(x). Comme vi admet unsuesseur dans Hi+1 (le hemin S+−(ρ) est post/pred-stable), alors il existe ν2 ∈ Hi+1telle que pour toute x, y ∈ C non remise à zéro dans ti+1, ν2(x) − ν2(y) = νi(x) −
νi(y) = νi+1(x)− νi+1(y) ≤ ν
1(x)− ν1(y). Cei est une onséquene de l'évolution enmême rythme des horloges.En onlusion, νi+1 ∈ Hi+1. Par onséquent, σ(M,0) (resp. σ(m,0)) est la séquene σM0(resp.σm0 =) donnée par la dénition 31, setion 7.1.
Annexe BPreuves de la partie IVCette partie présente quelques propriétés des IOLTSPropriété 3 Soient M1 et M2 deux IOLTS, X un ensemble d'interfaes et σ ∈
Traces(M1‖XM2). Alors
Out(M1‖XM2, σ) = ∪σ′∈PM1‖M2(σ,X)OutΣ(M1‖M2)|X (M1‖M2, σ
′). 2Preuve. Pour montrer l'égalité de la propriété, nous montrerons l'inlusion des deuxensembles dans les deux sens.
⇐) Soient σ′ ∈ PM1‖M2(σ, X) et !a ∈ OutΣ(M1‖M2)|X (M1‖M2, σ′). Alors,













⇒M1‖XM2, et ainsi !a ∈ Out(M1‖XM2, σ).
⇒) Soit Let !a ∈ Out(M1‖XM2, σ). Par onstrution la seule diérene entre M1‖XM2et M1‖M2 réside dans les transitions sur les événement n'appartenant pas à Σ(M1‖M2)|X .Ces dérniers sont remplaés dans M1‖XM2 par τ . Ainsi, si (qM10 , qM20 ) σ.!a⇒M1‖XM2, alors ilexiste σ′ ∈ M1‖M2 telles que (qM10 , qM20 ) σ′.!a⇒ M1‖M2 et σ′/Σ(M1‖M2)|X = σ/Σ(M1‖M2)|X = σ. 2Propriété 4 Supposons que M1 et M2 sont input-omplets. Alors
∀σ ∈ Traces(M1‖M2) ⇒ Out(M1‖M2, σ) = Out(M1, σ/ΣM1 ) ∪ Out(M2, σ/ΣM2 ). 2234
235Preuve. Pour montrer l'égalité de la propriété, nous montrerons l'inlusion des deuxensembles dans les deux sens.
⇒) Trivial.
⇐) Soit !a ∈ Out(M1, σ/ΣM1 ). Deux as sont alors possibles : Si !a 6∈ ΣM2 (!a n'est pas un événement de synhronisation). Dans e as, M1 évolueindenpendamenet de M2, et ainsi !a ∈ Out(M1‖M2, σ). Si !a ∈ ΣM2 . Comme M2 est input-omplet, alors la synhronisation entre M1 et M2est possible et ainsi !a ∈ Out(M1‖M2, σ).Le même raisonnement reste valable pour !a ∈ Out(M2, σ/ΣM2 ). 2Propriété 5 Supposons que M1 et M2 sont input-omplets et que ΣM1o ∩ΣM2o = ∅. Alors :
Σ
(M1‖M2)|X
o ∩ ΣM1o = Σ
M1|X
o , et Σ(M1‖M2)|Xo ∩ ΣM2o = ΣM2|Xo . 2Preuve. Du fait que M1 et M2 sont input-omplets, toute émission possible dans unétat q de M1 ou M2 est aussi possible dans un état gloable de M1‖M2 ontenant q etréiproquement. Ainsi, ΣM1‖M2o = ΣM1o ∪ ΣM2o et Σ(M1‖M2)|Xo = ΣM1|Xo ∪ ΣM2|Xo . Vu que
ΣM1o ∩ Σ
M2
o = ∅ alors ΣM1|Xo ∩ ΣM2|Xo = ∅. Ainsi Σ(M1‖M2)|Xo ∩ ΣM1o = ΣM1|Xo . Le mêmeraisonnement pour le deuxième point de la propriété. 2Corollaire 16 Supposons que M1 et M2 sont input-omplets et que ΣM1o ∩ ΣM2o = ∅. Soit
σ ∈ Traces(M1‖XM2), alors OutΣM1 (M1‖XM2, σ) = ∪σ′∈P M1‖M2(σ,X) OutΣM1|X (M1, σ′/ΣM1 ). OutΣM2 (M1‖XM2, σ) = ∪σ′∈PM1‖M2(σ,X) OutΣM2|X (M2, σ′/ΣM2 ).Preuve. Selon la propriété 3
Out(M1‖XM2, σ) = ∪σ′∈PM1‖M2(σ,X) OutΣ(M1‖M2)|X (M1‖M2, σ
′)e qui implique que
OutΣM1 (M1‖XM2, σ) = ∪σ′∈PM1‖M2(σ,X) OutΣ(M1‖M2)|X∩ΣM1 (M1‖M2, σ
′).Et selon la propriété 5, on obtient :
OutΣM1 (M1‖XM2, σ) = ∪σ′∈PM1‖M2(σ,X) OutΣM1|X (M1‖M2, σ
′)D'apres la propriété 4, on déduit que :











).Comme ΣM1o ∩ ΣM2o = ∅ alors ΣM1|Xo ∩ ΣM2o = ∅, et ainsi
OutΣM1(M1‖XM2, σ) = ∪σ′∈PM1‖M2(σ,X) OutΣM1|X (M1, σ
′
/ΣM1 )
2Lemme 11.Preuve. Soit σ ∈ Traces(M1‖XM2).
⇒) I1 et I2 sont input-omplets, alors selon la preuve de la propriété 5,
Out(I1‖XI2, σ) = OutΣI1 (I1‖XI2, σ)
⋃
OutΣI2 (I1‖XI2, σ)Comme interopX(I1, I2) implique que
OutΣI1 (I1‖XI2, σ) ⊂ ∪σ′∈PM1‖M2(σ,X)OutΣM1|X (M1, σ
′
/ΣM1 )ou enore interopX(I2, I1) implique
OutΣI2 (I1‖XI2, σ) ⊂ ∪σ′∈PM1‖M2(σ,X)OutΣM2|X (M1, σ
′
/ΣM2 )Comme,
Out(M1‖XM2, σ) = OutΣM1(M1‖XM2, σ)
⋃
OutΣM2(M1‖XM2, σ)par appliation du orollaire 16, on déduit que
Out(I1‖XI2, σ) ⊂ Out(M1‖XM2, σ)
⇐) I1‖XI2 ioconf M1‖XM2 implique que
OutΣI1 (I1‖XI2, σ)
⋃
OutΣI2 (I1‖XI2, σ) ⊂ OutΣM1 (M1‖XM2, σ)
⋃
OutΣM2 (M1‖XM2, σ)ar M1, M2, I1 et I2 sont input-omplets. Nous avons supposé que ΣI1o ∩ ΣM2o = ∅, e quiimplique que
OutΣI1 (I1‖XI2, σ) ∩ OutΣM2(M1‖XM2, σ) = ∅et ainsi
OutΣI1 (I1‖XI2, σ) ⊂ OutΣM1 (M1‖XM2, σ)Par appliation du orollaire 16, on déduit que
OutΣM1(M1‖XM2, σ) = ∪σ′∈Pδ(M1‖M2)(σ,X) OutΣM1|X (M1, σ
′
/ΣM1 )et ainsi interopX(I1, I2). La même preuve pour interopX(I2, I1).
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es entrees dernières. Nous montrons aussi omment traiter le as des systèmes asynhrones et tenirompte des latenes du réseau. Dans une seonde partie, nous abordons l'analyse des systèmestemporisés, en partiulier, l'extration des diagnostis temporisés pour un hemin symbolique.Nous montrons aussi omment extraire des valuations dites de bornes à partir d'un polyèdrereprésenté par matrie de bornes (DBM). Dans une troisième partie, nous onsidérons la générationautomatique des tests temporisés. Nous introduisons un adre formel, omportant une dénition dela notion de onformité pour les systèmes temporisés et une approhe de génération automatiquedes tests de onformité. Dans une quatrième partie, nous proposons une modélisation uniforme desdiérents types, approhes et arhiteture de test. Cette modélisation est basée sur les algorithmesgénériques de génération et la dénition d'un ritère de ouverture struturelle sous forme deoloriage (ordonné) de graphe. Comme onlusion de ette partie, nous introduisons la notion dutest ouvert.Finalement, nous avons réalisé l'outil TGSE (Test Generation, Simulation and Emulation)développé dans le adre du projet Calife et l'étude de as CSMA/CD.Mots-lés : Systèmes Temps-Réel, Systèmes Communi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Temporisé, Test, Conformité, Interopérabilité, Couverture, Minimisation de Test, Test Ouvert.Modeling, Analyzing and Testing Real-Time Communianting Systems :Towards an Open Approah of TestingAbstrat : The topis of this thesis are modeling, analyzing and testing ommuniating systems,speially real-time systems, embedded systems and omponent-based systems.The rst part of this thesis is related to the study of models for the desription of systems. Weintrodue the CS model as a desription of ommuniating systems whih denes a set of ommonresoures, a set of entities, and a topology of ommuniation. The seond part onsiders theanalyze of real-time systems, speially the extration of timed diagnostis for a symboli path. Weshow how to extrat bounded valuation from a DBM (Dierene Bounded Matrix). The third partof this thesis is devoted to test ase generation. We introdue a formal framework for onformaneand interoperability testing. The forth part fouses on testing methodologies adapted to protooltesting. We give a formal denition of a generi generation algorithm (GGA). We demonstratethat the CS model with a GGA supports various 1) test arhitetures, 2) test types : onformane,interoperability, embedded, omponent testing, and 3) test approahes : passive and ative testing.The last part of this thesis presents the main harateristis of the TGSE tool (Test Generation,Simulation, and Emulation). TGSE is made-up of a test ase generator, a graphi simulator ofthe exeution of a sequene generated by TGSE, and a real-time emulator.Keywords :Modeling, Analyze, Timed Diagnosti, Testing, Conformane, Interoperability, Real-Time Systems, Communianting Systems, Coverage, Test Cases Minimization, Open Testing.Thèse en informatique, préparée au LaBRI (Université Bordeaux I, 351 ours de la Libération,33405 Talene).
