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Abstract
Divergences are quantities that measure discrepancy between two probability distributions and play an important role in
various fields such as statistics and machine learning. Divergences are non-negative and are equal to zero if and only if two
distributions are the same. In addition, some important divergences such as the f-divergence have convexity, which we call
“convex divergence”. In this paper, we show new properties of the convex divergences by using integral and differential
operators that we introduce. For the convex divergence, the result applied the integral or differential operator is also a
divergence. In particular, the integral operator preserves convexity. Furthermore, the results applied the integral operator
multiple times constitute a monotonically decreasing sequence of the convex divergences. We derive new sequences of the
convex divergences that include the Kullback-Leibler divergence or the reverse Kullback-Leibler divergence from these
properties.
Keywords: convex function, monotonically decreasing sequence, f-divergence, Bregman divergence, Kullback-Leibler
divergence, mixture distribution, polylogarithm
1. Introduction Let (Σ,M) be a measurable space (Billingsley, 2008) where Σ denotes the sample space andM denotes
the σ-algebra on Σ. Let P denotes the set of probability distributions (measures) with common support on (Σ,M).
Divergences are quantities that measure discrepancy between probability distributions P,Q ∈ P, and they are defined as
functions that satisfy the following properties (Amari & Cichocki, 2010).
Let D : P × P → [0,∞]. For any P,Q ∈ P,
D(P‖Q) ≥ 0
D(P‖Q) = 0 ⇐⇒ P = Q.
The f -divergence (Ajjanagadde, Makur, Klusowski & Xu, 2017; Csisza´r & Shields, 2004; Sason & Verdu, 2016) and
the Bregman divergence (Bregman, 1967; Nishiyama, 2018) are well-known classes of divergences. For a strictly convex
function f : (0,∞)→ R and f (1) = 0, the f -divergence is defined as
D f (P‖Q) :=
∫
q f
(
p
q
)
dµ,
where p and q are the Radon-Nikodym derivatives of P and Q, respectively and µ denotes a positive measure (e.g. the
Lebesgue measure or the counting measure). The integral is defined on the support of P. For a differentiable strictly
convex function F : (0,∞)→ R, the Bregman divergence is defined as
BF(P‖Q) :=
∫ (
F(p) − F(q) − F′(q)(p − q)
)
dµ,
where F′(x) denotes the derivative with respect to x. For example, the Kullback-Leibler divergence (KL-divergence)
KL(P‖Q) :=
∫
p log
p
q
dµ (Kullback, 1997; Cover & Thomas, 2012) is the most fundamental divergence and it belongs to
both the f -divergence and the Bregman divergence, where log denotes the natural logarithm. The f -divergence is convex
in the first and the second argument and the Bregman divergence is convex in the first argument. The convexity in the
second argument is defined as follows. For probability distributions P,Q1,Q2 ∈ P and a parameter λ ∈ [0, 1],
λD(P‖Q1) + (1 − λ)D(P‖Q2) ≥ D(P‖λQ1 + (1 − λ)Q2).
The convexity in the first argument is defined in the same way. When divergences are convex in the first or the second
argument, we call these divergence “convex divergence”.
In this paper, we introduce integral and differential operators and show the following properties.
(a) The result applied the integral operator for a convex divergence is a convex divergence of which value is less than or
equal to the original divergence.
(b) The convex divergences applied the integral operator multiple times constitute a monotonically decreasing sequence.
(c) The result applied the differential operator for a convex divergence is a divergence of which value is larger than or
equal to the original divergence.
Furthermore, we show a specified examples applied these results to the KL-divergence and the reverse KL-divergence.
Although the Re´nyi divergences Dα(P‖Q) := 1α−1 log
∫
pαq1−αdµ constitute a divergence sequence that includes the KL-
divergence, this sequence is a monotonically increasing (Van Erven & Harremos, 2014). In contrast, we derive new
monotonically decreasing sequences of divergences including the KL-divergence or the reverse KL-divergence by using
the polylogarighm (Wood, 1992).
2. Definitions
We show some definitions and notations in this paper. Consider probability distributions P,Q ∈ P with common support.
Let R(t) ∈ P be a mixture distribution defined as R(t) := (Q − P)t + P for t ∈ [0, 1].
If a divergence D(P‖Q) is convex in the first argument, we call it “left-convex divergence” and if a divergence D(P‖Q) is
convex in the second argument, we call it “right-convex divergence”.
If a divergence D(P‖Q) is left-convex, by putting Dˆ(P‖Q) = D(Q‖P), Dˆ is right-convex. Hence, it doesn’t lose any
generality if we only consider the right-convex divergences.
Before we introduce the integral and differential operators, we prove the following important lemma.
Lemma 1.
∫ t
0
1
s
D(P‖R(s))ds and t d
dt
D(P‖R(t)) don’t depend on t explicitly. That is, they only depend on P and R(t).
Proof of Lemma 1. LetG(P,R(t)) :=
∫ 1
0
1
s
D(P‖(R(t)−P)s+P)ds =
∫ 1
0
1
s
D(P‖R(ts))ds. We prove that
∫ t
0
1
s
D(P‖R(s))ds =
G(P,R(t)). When t = 0, we have
∫ t
0
1
s
D(P‖R(s))ds = 0 =
∫ 1
0
1
s
D(P‖P)ds = G(P,R(0)). (1)
When t > 0, we have
G(P,R(t)) =
∫ 1
0
1
s
D(P‖R(ts))ds =
∫ t
0
1
s′
D(P‖R(s′))ds′, (2)
where s′ = ts. Hence, the result follows.
Next we prove that t d
dt
D(P‖R(t)) = H(P,R(t)), where H(P,R(t)) := d
ds
D(P‖(R(t) − P)s + P)
∣∣∣
s=1
.
When t = 0, we have
t
d
dt
D(P‖R(t)) = 0 = d
ds
D(P‖P)
∣∣∣∣∣
s=1
= H(P,R(0)). (3)
When t > 0, we have
H(P,R(t)) =
d
ds
D(P‖R(ts))
∣∣∣∣∣
s=1
= t
d
d(ts)
D(P‖R(ts))
∣∣∣∣∣
s=1
= t
d
dt′
D(P‖R(t′))
∣∣∣∣∣
t′=t
, (4)
where t′ = ts. Hence, the result follows.
From this lemma, we can introduce integral and differential operators as follows.
Definition 1 (Integral operator). Let D be a divergence. When 1
t
D(P‖R(t)) is integrable on [0, 1] for the Lebesgue
measure, we define an integral operator Ψ as follows.
Ψ[D](P‖R(t)) :=
∫ t
0
1
s
D(P‖R(s))ds. (5)
Definition 2 (Differential operator). Let D be a divergence. When D(P‖R(t)) is differentiable with respect to t ∈ [0, 1],
we define a differential operator Ψ−1 as follows.
Ψ−1[D](P‖R(t)) := t d
dt
D(P‖R(t)). (6)
We can define the integral and differential operators for D(R(t)‖P) in the same way.
From the definitions, we can easily check that Ψ ◦ Ψ−1 = Ψ−1 ◦ Ψ = 1. For k ≥ 0, we define Ψk[D] recursively as
Ψk+1 := Ψ ◦ Ψk and Ψ0 denotes an identity operator.
3. Main Results
3.1 Properties of convex divergences
We show some results for the right-convex divergences. As we mentioned in the previous section, the same results hold
for the left-convex divergences. In the following, P,Q ∈ P denote probability distributions and R(t) denotes mixture
distributions (Q − P)t + P for t ∈ [0, 1] as with the previous section.
Theorem 1 (Basic theorem). Let t ∈ [0, 1]. Let D be a right-convex divergence and let 1
t
D(P‖R(t)) be integrable with
respect to t. Then, Ψ[D](P‖R(t)) is also a right-convex divergence and
D(P‖R(t)) ≥ Ψ[D](P‖R(t)) ≥ 0. (7)
If P , Q, the divergence Ψ[D](P‖R(t)) is strictly increasing with respect to t. Furthermore, 1
t
Ψ[D](P‖R(t)) is integrable
with respect to t.
Theorem 2 (Monotonically decreasing sequence). Let t ∈ [0, 1]. Let D be a right-convex divergence and let 1
t
D(P‖R(t))
be integrable with respect to t. Then,Ψk[D](P‖R(t)) are right-convex divergences for k ≥ 1 and {Ψk[D](P‖R(t))} constitute
a monotonically decreasing sequence.
D(P‖R(t)) ≥ Ψ[D](P‖R(t)) ≥ Ψ2[D](P‖R(t)) ≥ · · · ≥ Ψk[D](P‖R(t)) · · · ≥ 0. (8)
If P , Q, the divergence Ψk[D](P‖R(t)) are strictly increasing with respect to t.
Theorem 3 (Monotonically decreasing sequence 2). Let t ∈ [0, 1]. Let D be a differentiable right-convex divergence.
Then, Ψ−1[D](P‖R(t)) is a divergence and Ψk[D](P‖R(t)) are right-convex divergence for k ≥ 1. They constitute a
monotonically decreasing sequence.
Ψ−1[D](P‖R(t)) ≥ D(P‖R(t)) ≥ Ψ[D](P‖R(t)) ≥ Ψ2[D](P‖R(t)) ≥ · · · ≥ Ψk[D](P‖R(t)) · · · ≥ 0. (9)
If P , Q, the divergence Ψ−1[D](P‖R(t)) and Ψk[D](P‖R(t)) are strictly increasing with respect to t.
Corollary 1. Let D be a differentiable right-convex divergence. If P , Q, D(P‖R(t)) is strictly increasing with respect
to t.
Proof. When P , R(t), Ψ−1[D](P‖R(t)) = t d
dt
D(P‖R(t)) > 0 holds from Theorem 3. Since P , R(t) holds when t > 0 and
P , Q, the result follows.
3.2 Proofs of main results
We first show the following lemmas.
Lemma 2. Let x, y ∈ R and let g : R→ R be a convex function. Then,
g(x) ≥ g(y) + g′(y)(x − y) (10)
and g′(x) ≤ g′(y) for x < y.
The inequality (10) is equivalent to the condition that g is convex (Boyd & Vandenberghe, 2004). By taking the sum of
(10) and the inequality with x and y exchanged in (10), we have (y − x)(g′(y) − g′(x)) ≥ 0.
Lemma 3. If D is a right-convex divergence, D(P‖R(t)) is convex in t.
Proof. For λ ∈ [0, 1],
λD(P‖R(t1)) + (1 − λ)D(P‖R(t2)) ≥ D(P‖λR(t1) + (1 − λ)R(t2)). (11)
Since R(t) = (Q − P)t + P, we have λR(t1) + (1 − λ)R(t2) = R(λt1 + (1 − λ)t2). By combining this equality and (11), the
result follows. 
Proof of Theorem 1. When P = R(t), since P = R(t) holds if and only if P = Q or t = 0, Ψ[D](P‖R(t)) = 0 holds from
the definition of the integral operator Ψ. When P , R(t), Ψ[D](P‖R(t)) > 0 holds as well. Hence, Ψ[D](P‖R(t)) is a
divergence.
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If P , Q, since P , R(t) holds for t > 0 and D(P‖R(t)) is positive, we can easily confirm that Ψ[D](P‖R(t)) is strictly
increasing with respect to t.
We prove the convexity of Ψ[D](P‖R(t)). For λ ∈ [0, 1], R1(t) = (Q1 − P)t + P and R2(t) = (Q2 − P)t + P,
λΨ[D](P‖R1(t)) + (1 − λ)Ψ[D](P‖R2(t)) =
∫ t
0
1
s
(
λD(P‖R1(s)) + (1 − λ)D(P‖R2(s))
)
ds (12)
≥
∫ t
0
1
s
D(P‖λR1(s) + (1 − λ)R2(s))ds =
∫ t
0
1
s
D(P‖(λQ1 + (1 − λ)Q2 − P)s + P)ds
= Ψ[D](P‖(λQ1 + (1 − λ)Q2 − P)t + P)) = Ψ[D](P‖λR1(t) + (1 − λ)R2(t)),
where we use the convexity of D. Hence, Ψ[D](P‖R(t)) is a right-convex divergence.
Next, we prove (7). Let g(t) := Ψ[D](P‖R(t)).
Since g(t) is convex from the convexity of Ψ[D](P‖R(t)) and Lemma 3, by applying Lemma 2, we have
g(0) ≥ g(t) + g′(t)(0 − t). (13)
Since g(0) = 0 and g′(t) = 1
t
D(P‖R(t)), we have (7).
Since 1
s
D(P‖R(s)) is integrable, by dividing D(P‖R(s)) ≥ Ψ[D](P‖R(s)) ≥ 0 by s and integrating with respect to s from 0
to t, we showed that 1
s
Ψ[D](P‖R(s)) is integrable. 
Proof of Theorem 2. From Theorem 1, the result of applying the integral operator to an integrable right-convex divergence
is also an integrable right-convex divergence. Hence, by applying Theorem 1 repeatedly, the result follows. 
Proof of Theorem 3. We first prove that Ψ−1[D](P‖R(t)) ≥ D(P‖R(t)). Let h(t) := D(P‖R(t)). Since h(t) is convex from
Lemma 3, by applying Lemma 2, we have
h(0) ≥ h(t) + h′(t)(0 − t). (14)
Since h(0) = 0 and h′(t) = d
dt
(P‖R(t)), we have Ψ−1[D](P‖R(t)) ≥ D(P‖R(t)).
When P , R(t), from Ψ−1[D](P‖R(t)) ≥ D(P‖R(t)) > 0, we have Ψ−1[D](P‖R(t)) > 0. Since P = R(t) holds if and only if
t = 0 or P = Q, t d
dt
D(P‖R(t)) = 0 for t = 0 and t d
dt
D(P‖P) = 0 for P = Q. Hence, Ψ−1[D](P‖R(t)) is a divergence.
For t2 > t1 ≥ 0,
Ψ−1[D](P‖R(t2)) −Ψ−1[D](P‖R(t1)) = (t2 − t1)h′(t2) + t1(h′(t2) − h′(t1)). (15)
When P , R(t), the first term in RHS is positive from h′(t) = 1
t
Ψ−1[D](P‖R(t)). From Lemma 2, because the second term
in RHS is non-negative,Ψ−1[D](P‖R(t)) is strictly increasing.
Since D(P‖R(t)) is continuous from the differentiable assumption and limǫ→+0 D(P‖R(ǫ))ǫ = ddtD(P‖R(t))|t=0 < ∞, 1t D(P‖R(t))
is integrable.
By applying Theorem 2, we can prove the rest part of the theorem. 
4. Examples of divergence sequences
In this section, we show a specified example of divergence sequences by applying theorems in the previous section.
4.1 Convex divergence sequences that include the KL-divergence
We introduce new divergences by using the polylogarithm and we show that they constitute monotonically decreasing
sequence that include the KL-divergence or the reverse KL-divergence.
Definition 3. We define PLk : P × P → R for k ≥ 0 as follows.
PLk(P‖Q) :=
∫
pLik
(
1 − q
p
)
dµ, (16)
where Lik(z) is the polylogarithm. The polylogarithm is defined as Li0(z) :=
z
1−z and
Lik(z) :=
z
Γ(k)
∫ ∞
0
xk−1
ex − zdx, (17)
4
for k > 0, where z is the complex argument.
The polylogarithm satisfies
Lik+1(z) =
∫ z
0
Lik(x)
x
dx, (18)
Lik(0) = 0 (19)
and
Li1(z) = − log(1 − z). (20)
We name PLk after “PolyLogarithm”.
Proposition 1. For k ≥ 0, PLk(P‖R(t)) = Ψk[PL0](P‖R(t)). Furthermore, PLk(P‖R(t)) are right-convex divergences and
{PLk(P‖R(t))} constitute a monotonically decreasing sequence.
From the definition of the polylogarithm and PLk, we can easily confirm that
PL0(P‖R(t)) =
∫
p(p − r(t))
r(t)
dµ =
∫
(r(t) − p)2
r(t)
dµ = χ2(P‖R(t)) (21)
and
PL1(P‖R(t)) = KL(P‖R(t)), (22)
where χ2(P‖Q) :=
∫
(q−p)2
q
dµ is the Neyman χ2-divergence. We have derived a lower bound for the KL-divergence by
using the result of this theorem KL(P‖R(t)) = Ψ[χ2](P‖R(t)) in (Nishiyama, 2019).
Definition 4. We define SLk : P × P → R for k ≥ 0 as follows. For k = 0,
SL0(P‖Q) := J(P,Q). (23)
For k ≥ 1,
SLk(P‖Q) := J(P,Q) −
k∑
j=1
PL j(P‖Q), (24)
where J(P,Q) is the Jeffreys divergence defined as J(P,Q) := KL(P‖Q) + KL(Q‖P) (Jeffreys, 1946).
We name SLk after “Sum of polyLogarithm”.
Since PL1(P‖R(t)) = KL(P‖R(t)), we have SL1(P‖R(t)) = KL(R(t)‖P).
Proposition 2. For k ≥ 0, SLk(P‖R(t)) = Ψk[SL0](P‖R(t)). For k ≥ 1, SLk(P‖R(t)) are right-convex divergences and
{SLk(P‖R(t))} constitute a monotonically decreasing sequence for k ≥ 0.
Hence, the right-convex divergence sequences {PLk} and {SLk} include the KL-divergence and the reverse KL-divergence,
respectively.
4.2 Squared Hellinger distance
The squaredHellinger distance is defined as Hel2(P,Q) := 1
2
∫
(
√
q−√p)2dµ. Since the squaredHellinger distance belongs
to the f -divergence and differentiable, it satisfies assumptions in Theorem 3. We calculate Ψ−1[Hel2] and Ψ[Hel2].
Ψ−1[Hel2] is
Ψ−1[Hel2](P‖R(t)) = 1
2
∫
(r(t) − p)
√
r(t) − √p
√
r(t)
dµ =
1
2
∫
(
√
r(t) +
√
p)
(
√
r(t) − √p)2
√
r(t)
dµ (25)
= Hel2(P,R(t)) +
1
2
∫
(
√
r(t) − √p)2
√
p
r(t)
dµ.
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Ψ[Hel2] is
Ψ[Hel2](P‖R(t)) = 1
2
∫ ∫ t
0
1
s
(
√
r(s) − √p)2dsdµ = 1
2
∫ ∫ r(t)
p
1
s′ − p (
√
s′ − √p)2ds′dµ (26)
=
1
2
∫ ∫ r(t)
p
√
s′ − √p√
s′ +
√
p
ds′dµ,
where s′ = r(s) = (q − p)s + p.
Since
∫ √
x−√p√
x+
√
p
dx = −4√p√x + 4p log(√x + √p) + x + const., we have
Ψ[Hel2](P‖R(t)) = 2 − 2
∫ √
p
√
r(t)dµ + 2
∫
p log
(
√
p +
√
r(t))
2
√
p
dµ (27)
= 2Hel2(P‖R(t)) + 2
∫
p log
(
√
p +
√
r(t))
2
√
p
dµ,
where we use
∫
pdµ =
∫
r(t)dµ = 1.
4.3 Proofs of propositions
Proof of Proposition 1. First, we show that 1
t
PL0(P‖R(t)) is integrable. From (21), since PL0(P‖R(t)) =
∫
(r(t)−p)2
r(t)
dµ =
χ2(P‖R(t)) holds,
∫ t
0
1
s
PL0(P‖R(s))ds =
∫ t
0
1
s
∫
(r(s) − p)2
r(s)
dµds =
∫
(q − p)
∫ t
0
r(s) − p
r(s)
dsdµ (28)
=
∫ ∫ r(t)
p
s′ − p
s′
ds′dµ =
∫
p log
p
r(t)
dµ = KL(P‖R(t)),
where s′ = r(s) = (q − p)s + p and we use
∫
pdµ =
∫
r(t)dµ = 1.
In addition, since the χ2-divergence belongs to the f -divergence, PL0(P‖R(t)) satisfies assumptions in Theorem 2.
Hence, if we prove that PLk(P‖R(t)) = Ψk[PL0](P‖R(t)), we can also show the rest part of the proposition from Theorem
2.
We prove this equality by the induction.
The case k = 0 is trivial.
Suppose that PLl(P‖R(t)) = Ψl[PL0](P‖R(t)) for k = l, we prove the same equality for k = l + 1. From the assumption of
the induction,
Ψl+1[PL0](P‖R(t)) = Ψ[PLl](P‖R(t)) =
∫ t
0
1
s
∫
pLil
(
1 − r(s)
p
)
dµds =
∫
p
∫ t
0
1
s
Lil
(
1 − r(s)
p
)
dsdµ. (29)
When p , r(s), by putting s′ = 1 − r(s)
p
= − (q−p)s
p
and using (18), we have
∫ t
0
1
s
Lil
(
1 − r(s)
p
)
ds =
∫ 1− r(t)
p
0
1
s′
Lil(s
′)ds′ = Lil+1
(
1 − r(t)
p
)
. (30)
When p = r(s), from (19), the same equality holds. By substituting this equality into (29), we have
Ψl+1[PL0](P‖R(t)) =
∫
pLil+1
(
1 − r(t)
p
)
dµ = PLl+1(P‖R(t)). (31)
Then, the result follows. 
Proof of Proposition 2. As mentioned in the previous subsection, SL1(P‖R(t)) = KL(R(t)‖P) holds. Since the reverse
KL-divergence is differentiable and belongs to the f -divergence, SL1(P‖R(t)) satisfies assumptions in Theorem 3.
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If we prove that SL1(P‖R(t)) = Ψ[SL0](P‖R(t)) and SLk(P‖R(t)) = Ψk−1[SL1](P‖R(t)) for k ≥ 1, we can prove the whole
proposition from Theorem 3.
First, we show that SL1(P‖R(t)) = Ψ[SL0](P‖R(t)). Since the Jeffreys divergence is written as J(P,Q) = KL(P‖Q) +
KL(Q‖P) =
∫
(p − q) log p
q
dµ,
Ψ[SL0](P‖R(t)) =
∫ t
0
∫
1
s
(r(s) − p) log r(s)
p
dµds =
∫
(q − p)
∫ t
0
log
r(s)
p
dsdµ (32)
=
∫
p
∫ r(t)
p
1
log s′ds′dµ =
∫
r(t) log
r(t)
p
dµ = KL(R(t)‖P) = SL1(P‖R(t)),
where s′ = r(s)
p
=
(q−p)s
p
+ 1 and we use
∫
pdµ =
∫
r(t)dµ = 1. Hence, we have the result. From the definition of SL1, we
have
Ψ[J](P‖R(t)) = Ψ[SL0](P‖R(t)) = SL1(P‖R(t)) = J(P,R(t)) − PL1(P‖R(t)). (33)
Next, we prove SLk(P‖R(t)) = Ψk−1[SL1](P‖R(t)) for k ≥ 1 by the induction.
The case k = 1 is trivial. Suppose SLl(P‖R(t)) = Ψl−1[SL1](P‖R(t)) for k = l ≥ 1, we prove the same equality for k = l+1.
From Proposition 1, we have Ψ[PLk](P‖R(t)) = PLk+1(P‖R(t)). By combining this equality, (24) and (33), we have
Ψl[SL1](P‖R(t)) = Ψ[SLl](P‖R(t)) = J(R(t), P) − PL1(P‖R(t)) −
l∑
j=1
PL j+1(P‖R(t)) = SLl+1(P‖R(t)). (34)
Then, the result follows. 
5. Conclusion
We focused on the convex divergences and showed some properties through the integral and differential operators. The
integral operator preserves the convexity and the properties of divergence, and the differential operator preserves the
properties of divergence. We showed that the convex divergence applied the integral operator multiple times constitute a
monotonically decreasing sequence of convex divergences. In addition, we defined new decreasing sequences of diver-
gences that include the KL-divergence, the reverse KL-divergence, the χ2-divergence and the Jeffreys divergence by using
the polylogarithm.
It is our future work to study properties of the convex divergences in more detail.
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