Abstract. Let µ be a probability measure on the real line with finite moments of all orders. Apply Gram-Schmidt orthogonalization process to the system {1, x, · · · , x n , . . . } to get a sequence {Pn} ∞ n=0 of orthogonal polynomials with respect to µ. In this paper we explain a method of deriving a generating function ψ(t, x) for µ. The power series expansion of ψ(t, x) in t produces the explicit form of polynomials Pn, n ≥ 0.
Gaussian measure and Hermite polynomials
Let µ be the Gaussian measure on the real line with mean 0 and variance σ 2 ,
It is well-known that the Hermite polynomials
n! 2 k k!(n − 2k)! (−σ 2 ) k x n−2k , n = 0, 1, 2, . . . , (1.2) form an orthogonal basis for the space L 2 (µ). Moreover, we have the well-known generating function Now we raise the questions: (1) How to derive the Hermite polynomials from the Gaussian measure µ? (2) How to derive the generating function ψ(t, x) = e tx−σ 2 t 2 /2 from the Hermite polynomials or the measure µ? Of course, one can say that the Hermite polynomials can be derived by applying the Gram-Schmidt orthogonalization process to the system {1, x, x 2 , . . . , x n , . . . }. But this derivation is impractical since it does not give the explicit form of the n-th Hermite polynomial H n (x; σ 2 ). On the other hand, suppose we know the answer to the second question, then we can just expand the generating function as a power series in t to obtain the Hermite polynomials. Therefore, the real problem is to find the generating function ψ(t, x) = e tx−σ 2 t 2 /2 in Equation (1.3). The idea to find an answer to this naive problem comes from the multiplicative renormalization introduced by Hida in his book [5] . Consider the function ϕ(t, x) = e tx .
(1.4) (The issue of how to find this function will be addressed in Section 3.) Regard x as a random variable with distribution given by µ in Equation (1.1) and take the
Then define the multiplicative renormalization of ϕ(t, x) by
Thus we have derived the generating function in Equation (1.3) by the multiplicative renormalization of the function in Equation (1.4) with respect to the Gaussian measure µ. Note that ψ(t, x) is a smooth function of t and so has a series expansion
On the other hand, ψ(t, x) can also be expanded as
From Equations (1.6) and (1.7) we see clearly that P n (x) is exactly the Hermite polynomial in Equation (1.2). Thus we have derived Hermite polynomials from the Gaussian measure µ via the functions ϕ(t, x) in Equation (1.4) and ψ(t, x) in Equation (1.5). Moreove, it can be easily checked that for any t and s,
The fact that E µ ψ(t, ·)ψ(s, ·) is a function of the product ts implies that the Hermite polynomials are orthogonal with respect to the Gaussian measure µ.
Poisson measure and Charlier polynomials
Next we consider the Poisson measure with parameter λ > 0,
How to proceed to find a complete orthogonal sequence of polynomials for µ and the corresponding generating functions? Consider the function
(The issue of how to find this function will be addressed in Section 3.) Regard x as a random variable with distribution given by µ in Equation (2.1) and take the expectation to get
Hence the multiplicative renormalization of ϕ(t, x) is given by
This function can be expanded as a power series in t as follows:
where p x,0 = 1 and p x,n = x(x − 1) · · · (x − n + 1) for n ≥ 1. In view of Equation (2.4) we define the n-th Charlier polynomial C n (x; λ) by
Then we have the equality
Moreover, we can easily check that for any t and s,
Since E µ ψ(t, ·)ψ(s, ·) is a function of the product ts, the Charlier polynomials are orthogonal with respect to the Poisson measure µ. Thus the function ψ(t, x) in Equation (2.3) is a generating function for the Charlier polynomials.
General case
Now, consider a general probability measure µ on the real line R. Assume that R |x| n dµ(x) < ∞ for all n = 0, 1, 2, . . . . Then we can apply the Gram-Shcmidt orthogonalization process to the system {1, x, x 2 , . . . , x n , . . . } to get a sequence {P n ; n = 0, 1, 2, . . . } of orthogonal polynomials such that P 0 = 1 and P n is a polynomial of degree n with leading coefficient 1.
Question: How to find the explicit form of the polynomial P n (x)?
Being motivated by the examples in the previous sections, we consider a function of the form
where g n (x) is a polynomial of degree n satisfying the condition lim sup
Let ψ(t, x) be the multiplicative renormalization of ϕ(t, x) defined by
Then we have the following fact. For details, see the papers [1] and [2] .
Theorem:
The function E µ ψ(t, ·)ψ(s, ·) is a function of the product ts if and only if ψ(t, x) is a generating function for µ, i.e., it has the series expansion
where Q n (x) is a polynomial of degree n and the polynomials Q n 's are orthogonal with respect to the measure µ.
Let a n be the leading coefficient of Q n . Then the polynomials we are looking for in the above question are given by P n (x) = Q n (x)/a n . Moreover, we have the equality
Thus here is the Answer to the above Question: Find a function ϕ(t, x) in Equation (3.1) so that its multiplicative renormalization ψ(t, x) in Equation (3.2) satisfies the condition that E µ ψ(t, ·)ψ(s, ·) is a function of ts. Then the power series expansion of ψ(t, x) in t will produce the polynomials P n (x).
But then the key point is to find such a function ϕ(t, x). At the present time we can handle functions of the following type: 1. ϕ(t, x) = e ρ(t)x with ρ(t) being determined by the above theorem.
Here are some examples:
Laguerre 2. ϕ(t, x) = 1 − ρ(t)x c with ρ(t) and c being determined by the above theorem.
Note that the Legendre and Chebyshev of the second kind are the special cases of Gegenbauer with β = 1/2 and β = 1, respectively. However, although the measure for the Chebyshev of the first kind is a special case of the Gengenbauer with β = 0, we cannot obtain the corresponding ϕ(t, x), ψ(t, x), and the polynomials from those of Gegenbauer by letting β = 0. Moreove, we want to point out that in some books (e.g., page 25 in [3] ) the generating function of the Chebyshev polynomials of the first kind is stated in the form: 4) where the Chebyshev polynomial T n (x) of the first kind is defined by T n (x) = cos(n arccos x), n ≥ 0.
However, our Chebyshev polynomials of the first kind in the above chart are defined (through our method of deriving P n 's from the generating function) by
By expanding the left-hand side of Equation (3.5) as a power series in t, we can easily check that the polynomials T n (x) are given by:
The polynomials T n and T n are related by
With this relationship we see that Equation (3.5) implies Equation (3.4). We mention that another formulation of the generating function for T n (x) is given by (see e.g., page 89 in [6] )
For the derivation of the generating functions in the above chart and further information, see our papers [1] and [2] . Below we give a new example of generating function and the corresponding orthogonal polynomials. Consider the negative binomial distribution µ with parameters 0 < p < 1 and r = 1, 2, . . . given by
Try the function of the first type, i.e., ϕ(t, x) = θ(t) x by putting e ρ(t) = θ(t). It is easily checked that E µ ϕ(t, ·) = p r 1 − qθ(t) −r , q = 1 − p.
Hence the multiplicative renormalization of ϕ is given by ψ(t, x) = 1 − qθ(t) r p r θ(t) x .
Then we can check that for any t, s, E x ψ(t, x)ψ(s, x) = q r p r 
