ABSTRACT Projection regression is an important tool for process soft sensing in order to eliminate redundant information and obtain proper data features. As most industrial process is intrinsically nonlinear and process variables are collected in random noise environment, it is significant to adopt probabilistic nonlinear latent variable model to carry out dimension reduction for feature extraction before regression modeling. Generative topographic mapping (GTM) is such a probabilistic nonlinear model. However, GTM is an unsupervised method, in which the extracted features may include irrelevant ones with the output information. Thus, it may result in inaccuracy of soft sensor performance. To deal with this problem, a generative topographic mapping regression is developed based on supervised GTM in this paper, which incorporates the output information to guide feature extraction and projection regression. By utilizing the output to jointly generate the latent variables, output-related features can be extracted for output prediction. The effectiveness and flexibility of the proposed method are validated on a numerical example and an industrial process.
I. INTRODUCTION
During the past decades, soft sensors have played an important role in the industrial processes. In soft sensors, the hardto-measure key process variables are predicted by the easy-tomeasure ones through some mathematical models, which can provide important real-time information for effective process monitoring, control and optimization [1] - [7] . Compared to hard sensors, soft sensors have a lot of advantages, like the fast response, low expense and easy maintenance. Generally, there are mainly two different categories of soft sensors: the model-driven methods [8] and the data-driven [9] , [10] approaches. Model-driven methods often construct soft sensor models by the in-deep physicochemical background and expert experience of the process plants. In many situations, it may be very difficult or costly to obtain process knowledge and expert experience, especially for complicated largescale industrial processes. As alternatives, data-driven soft sensor methods have been largely developed and widely implemented since a large number of data are collected in industrial processes. By far, many soft sensor modeling methods, like principal component regression(PCR) [11] , partial least squares (PLS) [12] , artificial neural networks (ANN) [13] , [14] and support vector machine (SVM) [15] , have been successfully applied to chemical, metallurgical, pharmaceutical industries [16] - [19] .
Since a large amount of abundant sensors are often instrumented on industrial plants for data sampling and collection, there is high data collinearity and information redundancy in process data. This may cause the soft sensor algorithms ill-conditioned and unstable, as well as increase the computational cost if all these variables are used for the soft sensor models. Hence, it is desirable and necessary to adopt projection regression techniques [20] to obtain lowdimensional projections for dimension reduction and feature representation [21] . Then, regression model is constructed between the output and projections. Principal component regression (PCR) is a basic projection regression method that consists of feature representation step by principal component analysis (PCA) [22] and a regression step by least squares. In PCA, the main variance of data is retained in the first few principal components, which can effectively reduce the dimensionality of data and extract proper features for data representation. However, PCA is a deterministic approach that lacks a probabilistic interpretation for data. As a matter of fact, process data are usually measured in noisy environment or with random disturbances, which indicates that modeling data for soft sensor may be contaminated by random noises and can be treated as random variables. To enhance the modeling performance, probabilistic principal component analysis (PPCA) [23] was proposed for feature representation by taking the noises and data uncertainty into probabilistic modeling framework. Compared to deterministic methods, PPCA has many advantages such that they can deal with missing values and avoid the calculation of high-dimensional covariance matrix. However, these methods are limited to linear processes due to the linear assumption between variables. For nonlinear processes, neither PPCA or PCA can capture data structure well since variable relationships are strongly nonlinear. Thus, it is expected to carry out probabilistic nonlinear modeling to improve the performance of soft sensors.
Apart from the randomness, most industrial processes are inherently nonlinear so that there are strongly nonlinear relationships between process variables. However, traditional probabilistic methods like PPCA can only model the linear relationship between data. To the best of our knowledge, few probabilistic nonlinear methods have been developed for soft sensing of nonlinear processes. In literature [24] , Ge and Song introduced a generative topographic mapping (GTM) for nonlinear process monitoring. GTM is a probabilistic nonlinear latent variable model that seeks a low-dimensional feature explanation for the high-dimensional observed variables [25] . For GTM, a set of predefined grid points are first specified in the latent space. The probability distribution of latent variables consist of a sum of delta functions centered on these grid points. By defining a smooth nonlinear mapping function from the latent variable space to the observed variable space, it is shown that the distribution of the observed variables corresponds to a constrained Gaussian mixture model. Thus, the model parameters can be determined by the expectation-maximization (EM) [26] algorithm with maximum likelihood. Hence, nonlinear features can be effective extracted by GTM from data space. In this way, GTM has been applied to many different areas like data visualization and process monitoring [27] , [28] .
However, there is still no report about GTM for soft sensor applications. Hence, GTM is introduced into soft sensor area for probabilistic nonlinear latent variable modeling in this paper. Still, it can be seen that GTM is an unsupervised feature representation method, which indicates that it aims to retain the information of observed input data itself but neglects the relevance of features with the output variables. In soft sensor application, it is necessary to obtain features that can have relationship with the output as much as possible. Hence, GTM cannot guarantee the latent variables are relevant with the output variables. For the latent variables, they may reconstruct the original input data accurately. However, they may contain much irrelevant latent information for output prediction. To extract nonlinear features that are mostly related to the output variables, the labeled output information should be used to guide the procedure of latent variable modeling. Thus, generative topographic mapping regression (GTMR) is designed for soft sensor in this paper, which is based on supervised generative topographic mapping (SGTM) [28] . In SGTM, the observed input and output variables are assumed to generated from their shared latent variables by smooth nonlinear mapping functions. By this constraint, the latent variables are determined by both the inputs and outputs. Hence, the extracted latent variables can be more relevant to the output variables, which can make the output prediction more accurate.
The remainder of this paper is structured as follows. In section II, preliminaries about generative topographic mapping are briefly introduced. Then, the generative topographic mapping regression is described in detail in section III, which includes the form of SGTM, the parameter estimation by EM algorithm and online soft sensor by GTMR. In section IV, the effectiveness and flexibility of the proposed method is evaluated on a numerical example and an industrial process example. At last, conclusion and prospect are reached in section V.
II. GENERATIVE TOPOGRAPHIC MAPPING(GTM)
GTM is a probabilistic nonlinear latent variable model, which seeks to explain the observed input variables with a smaller number of latent variables. GTM allows for nonlinear mappings from latent variables to the observed variables. Here, x ∈ R d x and z ∈ R d z are used to denote the observed input variable vector and latent variable vector, respectively. In GTM, the prior probabilistic distribution of the latent varibles z are assumed to be a set of K equally weighted delta functions centered on a regular grid, which can be expressed as
where c k , k=1,2,...,K ∈ R d z are the center nodes of the regular grid; the total number K and the center nodes can be selected in advance. Then, a nonlinear mapping from the latent variable space to the observed variable space is formed as
where φ denotes the nonlinear mapping function, with its model parameter being W x ; e x is the Gaussian noises with zero mean and variance of ε x . Hence, the conditional distribution of x given z is
Then, the marginal distribution of x can be obtained by integration over the latent variable z
which corresponds to a constrained Gaussian mixture model. In general, the integral over z of Eq. (4) is analytically intractable for nonlinear mappings. However, by specifying the distribution of z with Eq. (1), the marginal integral can also be performed analytically. For a given dataset of observation
It is desired to obtain the parameter set {W x , ε x } by maximizing the log-likelihood function on the observed data, which is
For particular parameterized form of nonlinear function φ(z, W x ) that are differentiable to W x , standard optimization methods like conjugate gradients can be used to optimize the parameter set. Since the distribution of observed data is a mixture distribution, EM algorithm can be easily carried out for parameter optimization, in which the E-step is to calculate the posterior probabilities and the M-step corresponds to solve a set of linear equations. Details can be found in reference [25] .
III. GTMR
In the original GTM algorithm, the features are extracted from the observed input space, which is an unsupervised approach. For soft sensor applications, there may be irrelevant information in the latent space with the output variables in GTM. Hence, it is desirable to incorporate the output information to guide the feature extraction procedure and carry out projection regression. Thus, GTM regression based on supervised GTM is developed in this part.
A. FORM OF SGTM
With additional to the observed input variable vector x ∈ R d x , we denote the observed output variable vector as y ∈ R d y , where d y is the dimension of the output variables. The input and output variables are assumed to generated from their shared latent variable vector z ∈ R d z , which can be written as
where φ x and φ y are the nonlinear mapping function from the latent space to the input and output space, respectively; W x and W y are their model parameters, respectively; e x and e y are the corresponding Gaussian noises, with zero means and variance levels of ε x and ε y , respectively. It is easily seen that the conditional distributions of input and output variables over the latent variable are p(x|z,
and p(y|z, W y , ε y ) ∼ N (y|φ 2 (z, W y ), ε y I), respectively. In a similar way with GTM, the marginal distributions of input and output variables can be obtained by intergrating over the latent variables, respectively. That is
The joint distribution of input and output variables can also be integrated over the latent variable as
It can be easily seen that the joint distribution of input and output variable is a mixture of K components of Gaussian product. Given a finite dataset of i.i.d. (independent and identically distributed) observed input and output sample points y 2 ) , . . . , (x n , y n )}, we can obtain the likelihood function of them with this model
To estimate the model parameters W x , W y , ε x , ε y , it is necessary to maximize the likelihood function for the observed data. However, it is more common to work with the log-likelihood function as
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Usually, the standard nonlinear optimization algorithms can be utilized for parameter optimization. However, it is more convenient and efficient to employ the expectationmaximization (EM) algorithm to optimize the parameters.
B. EM ALGORITHM FOR PARAMETER ESTIMATION
In the EM algorithm, the E-step and the M-step is computed iteratively for parameter optimization. Given some initial values for W x , W y , ε x , ε y , the E-step is used to evaluate the posterior probabilities of Gaussian product component for each sample. Then in the M-step, the posteriors are utilized to update model parameters by maximizing the log-likelihood function. Iteratively repeat the two steps until the convergence condition is obtained. The details are provided as follows.
In the E-step, it is necessary to calculate the posterior probabilities p(z|x, y). This can be estimated by the Bayesian rules
This correpsonds to the evaluation the following posteriors of Gaussian product component for each sample
where R ki is the posterior probability that the kth Gaussian product component is responsible for the ith sample data. Then, the M-step can be utilized to update the model parameters after the posterior probabilities are obtained. Hence, the expectation of the log-likelihood function on the complete data is
To maximize the expectation of the log-likelihood function, it is necessary to obtain the derivatives of Eq. (13) with respect to W x , W y , ε x , ε y , respectively. Here, we can choose any parameterized forms for φ 1 (c k , W x ) and φ 2 (c k , W y ) only if there are differentiable functions of W x and W y , respectively. However, it is more convenient to choose a generalized linear regression model, which can make the solution of the M-step correspond to a set of linear equations. Usually, the form of generalized linear regression model is as follows
where ϕ 1 (c k ) ∈ R M 1 and ϕ 2 (c k ) ∈ R M 2 are composed of M 1 and M 2 fixed basis functions of ϕ 1i (c k ) and ϕ 2j (c k ), respectively; W x ∈ R d x ×M 1 and W y ∈ R d y ×M 2 . Usually, the radial basis functions can be selected as the nonlinear basis function due to its generalization ability and smoothness. Take the derivative of the expectation of the log-likelihood function with respect to each model parameter and set the derivative to zero. Then, the updating forms in the M-step can be obtained. First, maximizing (13) with respect to W x , we can obtain
By some mathematical manipulation, it is very easy to write this in matrix notation as
where X ∈ R n×d x is the input data matrix; R is a K ×n matrix;
In a similar way, the updating form for W y is
R n×d y is the output data matrix. Then, taking the derivative of the expectation of the loglikelihood function with respect to ε x and setting it to zero, it can be easily obtained the corresponding updating form as
Also, the updating equation for ε y is
By executing the E-step and M-step iteratively, the model parameters can be obtained until the convergence conditions are reached.
C. GTMR FOR DATA RECONSTRUCTION AND SOFT SENSOR
After the SGTM model is constructed and the parameters {W x , W y , ε x , ε y } are obtained by the EM algorithm, it can be used for data reconstruction of training dataset and online output prediction for new dataset.
For each training data sample {(x i , y i )}, the corresponding posterior probability for the kth Gaussian product component is R ki after the EM algorithm is converged. The reconstruction for the input part of this sample iŝ
Also, the reconstruction for the output part iŝ
Then, the output can be predicted for new testing smaples. Assume the input vector of the new data sample is x new . To estimate its output, it is necessary to calculate the posterior probabilities for each Gaussian component. Since only the input data is available for the this new sample, its posterior probabilities is calculated by the Bayesian inference as
This corresponds to the posteriors
Then, the final predicted output is obtained as the summation of all the K Gaussian centers of the output variablẽ
To evaluate the prediction performance of the proposed soft sensor method, the root mean square error (RMSE) index is used, which is defined as (26) where N T is the number of testing samples,ŷ i and y i are the predicted and labeled values of the ith output in the testing dataset, respectively. In addition, the coefficient of determination index R 2 , which represents a squared correlation between the actual output and estimated output, is also utilized to evaluate the developed method. R 2 is defined as (27) whereȳ is the mean of outputs in the testing set. R 2 can give information about how much of the total variance in the output variable data can be explained by the model.
IV. CASE STUDIES
In this section, the feasibility and efficiency of the proposed method are validated on a numerical example and an industrial process application.
A. NUMERICAL EXAMPLE
In this example, a nonlinear example is used to demonstrate the performance of GTMR. The input and output variables are set as follows.
where the shared unobserved variable t obeys the uniform distribution; x and y are two-dimensional input and onedimensional output variables, respectively. Also, Gaussian noises with zero mean and variance of 0.01 are added to each input variable and the output variable. It can be seen that there is nonlinear relationship between the input and output variables. First, t is uniformly sampled from the region of 0 to 3.15 by step of 0.05 to generate training samples. For the testing data, t is uniformly sampled from 0.2 to 3 by step of 0.07. Then, GTMR is used for feature extraction and projection regression. Also, GTM is utilized to compare the prediction performance and validate the feasibility of the proposed method. The number of latent variable is set as 1 for dimensionality reduction. There are totally 20 center nodes on the regular grid that are generated from normal Gaussian distribution. The number of radial basis functions are set as 5. Hence, there are totally 5 centers for the radial basis functions.
By applying GTM and GTMR on the training data, the latent variables can be obtained to represent the original input data. Also, the latent variables can be used to reconstruct the original input data. Fig. 1 shows the comparison between the real and the reconstructed input data by GTM and GTMR, respectively. From Fig. 1 , it is easily seen that GTM can reconstruct the input data much better than GTMR. This is because GTM aims to obtain the latent variables with the object of maximizing the log-likelihood of the observed input data. While for GTMR, the latent variables are shared by both the input and output variables. They are obtained in order to represent both input and output information as much as possible. Thus, GTM only focus on the input space to extract the features, while GTMR tries to represent both input and output space. In this way, GTM can construct the input data better than GTMR.
However, GTM is totally unsupervised, which only extract features from the input information. The latent variables can only represent the input data. Hence, it cannot guarantee the features are mostly related to the output variable. There may be much irrelevant information with the output variable. However, in GTMR, the features are extracted with the supervision of the output information. They are more related with the output variable and more suitable for output prediction modeling. TABLE 1 provides the prediction performance on the testing data with GTM and GTMR. Compared to GTM, it can be seen that the RMSE of GTMR can be largely reduced from 1.3491 to 0.3217. Also, the R 2 can be improved VOLUME 6, 2018 FIGURE 1. Reconstruction data by GTM and GTMR. from 0.5107 to 0.9722. Thus, GTMR is better than GTM since it can obtain output-related features for prediction task.
Furthermore, we have investigated the detailed prediction performance of GTM and GTMR. Fig. 2 shows the predicted and real values of the output variable on the testing dataset. It is easily seen that many of the predicted output values deviates from the real ones for GTM. While for GTMR, most of the predicted output values can track well with the actual output values since its extracted features are really related to the output information.
B. DEBUTANIZER COLUMN
The debutanizer column is one part of the industrial refinery process for desulfuration and naphtha split, in which propane and butane are removed from the naphtha stream [29] . A flowchart of this process is given in Fig. 3 . In this process, the content of butane in the debutanizer bottom is required to be minimized. Hence, the real-time measurement of the butane content is of significant importance for improving the control performance of the debutanizer column. However, this is usually measured by chromatograph, which often results in a large time delay. In this way, soft sensor is utilized to estimate the concentration of butane in the bottom of the debutanizer. A number of sensors are installed on the plant for process variable collection. There are totally seven variables chosen as input variable for the soft sensor, which include the pressures, temperatures and flows in the plant. TABLE 2 gives a detailed description of these variables.
A total of 2394 data samples were collected from the debutanizer column, which came from a real industrial process in Syracuse, Italy. The measured data were collected at a sampling rate of 10 minutes. For model training and testing, half of them are used as training data and another half are for testing dataset. In this process, there are strong nonlinear relationships between the output and input variables. Moreover, data samples are contaminated by random noises. Therefore, probabilistic nonlinear method is expected to be used to model output-input relationship and predict the output variable. In this way, GTMR is adopted for feature representation and output prediction. Also, PPCA and GTM are also adopted to construct the feature extraction model for performance comparison. To construct the GTM and GTMR models, the number of latent variable is set as 2 for feature representation. There are totally 225 latent nodes on the regular grid that are generated from normal Gaussian distribution. The number of radial basis functions is set as 20 by trial and error. Hence, there are totally 20 centers for the radial basis functions. The centers of the radial basis functions are determined by applying K-means cluster on the latent nodes. For PPCA, the number of latent variables is determined as 3 by trial and error. Then, GTMR, GTM and PPCA based models are trained on the training dataset and tested on the testing dataset. TABLE 3 gives the prediction results of the two methods on the testing dataset of debutanizer column.
From TABLE 3, it can be seen that GTMR can achieve better prediction accuracy than GTM. Compared to GTM, the prediction RMSE of GTMR is improved from 0.1479 to 0.1288 and the R 2 index is increased from 0.1217 to 0.3431. As GTM is an unsupervised method, it only extract features from input information. Though the features of GTM can represent the input data structure well, they cannot guarantee their relevance with the output variable. That is to say, there may be much irrelevant information in the extracted features of GTM. In this way, if they are utilized for output prediction, the prediction performance may be reduced. However, GTMR is different from GTM that it aims to represent features from the input data by introducing additional output information to guide the procedure. Thus, the features not only try to represent the input data structure, but also have strong relationship with the output information as much as possible. Hence, they are more suitable for output prediction. In this way, GTMR can provide much better prediction performance than original GTM. Also, it can be seen that GTM outperforms PPCA with a smaller RMSE and larger R 2 indices. Though GTM and PPCA are both unsupervised method, GTM can achieve better prediction accuracy since it is a nonlinear latent variable model. For linear PPCA, it cannot describe the complicated nonlinear data structure. Thus, it gives the worst prediction performace among the three methods. By considering both the nonlinearity and output relevance of data, GTMR can provide the best prediction accuracy.
Specifically, the detailed prediction performance is investigated on the testing dataset for PPCA, GTM and GTMR. Fig. 4 provides the detailed real and predicted output values on the testing samples for the three methods. It is easily seen that the predicted output values can track better with the trend of actual output values for GTMR than GTM and PPCA since its extracted features are more related to the output information. As for GTM and PPCA, there are larger prediction errors between the predicted and actual output values. Hence, GTMR is more proper to extracted outputrelated features for output prediction.
V. CONCLUDING REMARKS
In this paper, the limitation of unsupervised generative topographic mapping is focused in soft sensor applications. A novel probabilistic nonlinear projection regression method has been developed, which is based on GTMR. In GTMR, the output information is utilized to guide the feature representation procedure from the input space. Thus, outputrelated features can be extracted for output prediction. In this way, GTMR can improve the prediction performance over that of GTM, as clearly demonstrated both on a numerical example and an industrial application. Since 2003, she has been with the School of Information Science and Engineering, Central South University, where she was an Associate Professor at first and is currently a Professor. Her research interests include the modeling, optimization and control for complex industrial processes, intelligent control, and process simulation.
