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Abstract 
A popular theory of markets is that they are 
efficient: all available information is deemed to 
provide an accurate valuation of an asset at any time.  
In this paper, we consider how the content of market-
related news articles contributes to such information.  
Specifically, we mine news articles for terms of 
interest, and quantify this degree of interest.  We then 
incorporate this measure into traditional models for 
market index volatility with a view to forecasting 
whether the incidence of interesting news is correlated 
with a shock in the index, and thus if the information 
can be captured to value the underlying asset.  We 
illustrate the methodology on stock market indices for 
the USA, the UK, and Australia. 
1. Introduction 
The efficient market hypothesis states that an 
efficient market immediately incorporates all available 
information to provide an accurate value of the asset at 
any given time.  Information in the stock market can 
broadly be categorised as numerical or textual.  
Numerical information is often used by traders in 
models to predict future market behaviour or to 
exercise a trade when certain conditions are met.  
Textual information often needs to be interpreted by an 
industry expert to determine whether it will be likely to 
affect the value of the asset.  Numerous studies have 
found that textual information can cause specific asset 
markets to react [1]. 
The sheer volume of information available 
immediately electronically makes it difficult for an 
investor to keep track of all information for a single 
asset, and impossible to keep abreast of all information 
for every asset [2].  Models based on numerical 
information can perform efficiently even with high-
frequency data and multiple assets, and are often used 
by traders for this purpose.  However, it is not as 
simple to process textual information, as different news 
providers can use different terminology to refer to the 
same thing.  Therefore it is often necessary for an 
industry expert to interpret the ramifications of its 
content. 
If an institutional investor was only concerned with 
a limited number of assets then they could hire a fixed 
number of industry experts to process all new textual 
information.  However, an automated system for 
processing asset specific news (i.e., news which is 
relevant to the asset in question) could handle larger 
volumes of information.  However, institutional 
investors would demand a high degree of accuracy, and 
would most likely only use the system to highlight 
documents likely to affect the market for the experts to 
examine. 
Furthermore institutional investors are more 
concerned with sudden large changes in the value of an 
asset, as there is an increased chance of losing money 
on their investments.  Therefore the ability to forecast 
whether the incidence of particular content of a 
document correlates with abnormal volatility is more 
valuable than forecasting slightly higher returns. 
A major problem is the difficulty of knowing how 
long it will take the market to react to news.  
Ederington and Lee showed that foreign exchange 
markets can react to macroeconomic news within 10 
seconds [3].  However, macroeconomic news is 
released by governments at scheduled times and 
therefore investors can react quickly based on the 
difference between their expectation and the actual 
content.  Most asset specific news isn’t scheduled and 
therefore investors need to read news periodically to 
notice when new information is available. 
Previous studies by other authors have shown that 
the content of various types of news can be used to 
predict future behaviour for specific assets [4-6].  Only 
Mittermayer investigated the intraday effect of news, 
and only processed press announcements which are a 
fraction of all asset specific news [5]. 
In this paper the viability of using a system to 
forecast the market reaction to asset specific news is 
investigated for stocks traded in the US, UK and 
Australia.  Ways to reduce the dimensionality of the 
problem, without sacrificing accuracy, are analysed.  
The paper is divided into sections covering the data, 
methodology, results and conclusions. 
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2. Data 
All data for this research were obtained using the 
Bloomberg Professional® service.  The dataset consists 
of stocks which comprised the S&P 100, FTSE 100, 
and ASX 100 indices as at July 2005 and which 
continued to trade through to November 2006, which is 
a total of 283 stocks.  Trading data and news were 
collected for the period beginning May 2005 through 
to and including the October 2006.  For each stock all 
relevant documents (news articles), sourced from over 
200 news providers, were downloaded.  The dataset 
consists of over 500,000 documents which, to our 
knowledge, the largest used for this type of test. 
To investigate the effect of news it is necessary to 
produce a homogenous time series of stock prices for 
each day when the stock was traded.  We need an entry 
for every minute of the business day, and therefore the 
last actual traded price is used for periods when there 
was no trading.  Furthermore a list of when each 
document was released to the market is stored, 
excluding any news released within the first and last ∆τ 
minutes of the business day.  This is to ensure that 
documents which occurred after hours and as the 
market opens are excluded as we found evidence that 
the market behaves differently at the start of trade [1].  
Also documents which are released without enough 
time for the market to react are excluded from the 
dataset. 
All documents are pre-processed to remove 
numbers, URLs, email addresses, meaningless 
symbols, and formatting.  Each term in the document is 
stemmed using the Porter stemmer algorithm [7].  The 
Porter stemmer removes suffixes from words such that 
words with the same stem are considered to be the 
same word.  For example the stems of “finance”, 
“finances”, “financed”, and “financing” are the same. 
3. Methodology 
In this section we describe how the documents are 
categorised, how training and test sets are selected, 
how terms are chosen for the classifier, the type of 
classifiers used, and how their performance is 
measured. 
In order to classify documents it is first necessary to 
categorise the documents and determine which 
documents are of more interest.  To do so it is 
necessary to perform time series analysis on the trading 
data and categorise each document according to how 
the market behaved shortly after its arrival. 
The return time series in Eq. (1) gives the log 
returns over the period ∆t for the stock (s), where P(s,t) 
is the price at time t for the stock.  At high frequencies 
it is impossible to predict returns as the market is far 
too noisy. 
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Realised volatility, given by υ2 in Eq. (2), is more 
commonly used within the finance community to 
estimate the risk of owning an asset. 
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There are many methods used to forecast volatility, 
though the  GARCH (Generalised Autoregressive 
Conditional Heteroskedasticity) model is one of the 
most common [8].  The forecast volatility σ2, where σ  
is given by Eq. (3)), combines autoregression in the 
variance with the lagged conditional variance. 
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We apply the GARCH model by calculateing the 
error in Eq. (4).  This is the difference between the 
forecast and realised volatility. 
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This highlights periods where the GARCH model is 
poor at forecasting the volatility.  The parameters for 
the model are optimised using the previous month’s 
trading data, to ensure that they are not fitted to the 
given month’s trading conditions.  Full details on how 
parameters are optimised are provided by Bollerslev 
[8].  We have previously demonstrated that abnormal 
GARCH forecast errors have a strong correlation with 
the arrival of asset specific news, as the market 
experiences a shock [1]. 
The category of each document is determined by the 
forecast error within ∆τ minutes of the release of the 
document.  If the error exceeds δ standard deviations 
from the mean error for the asset then the document is 
categorised as interesting, for same δ.  Note that the 
mean and standard deviation are calculated at the start 
of each day using the past 20 trading days for the 
stock. 
Documents are grouped together to form a large 
dataset based on the country in which the stock is 
traded.  Each document is then categorised using the 
forecast error time series with the chosen parameters.  
Training sets are created by taking N documents, of 
which R are categorised as interesting (i.e., those which 
correlated to abnormal behaviour), and the rest are not.  
The test set is a subset of the documents not included 
in the training set. 
A dictionary is created for each term which appears 
in at least one document for a stock in the training set.  
The term count (dj) is the total number of times the 
given term appears in all documents in the training set.  
The document count (dfj) is the total number of 
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documents which contain the given term.  The 
interesting document count (r) is the total number of 
documents which are categorised as interesting in the 
training set which contain the given term. 
A sub-dictionary is formed by taking the top φ 
terms based on a given term ranking algorithm.  
Firstly, we choose the term frequency inverse 
document frequency (TFIDF) algorithm given by Eq. 
(5).  The inverse document frequency helps to bias 
against terms which occur in every document.  The 
term frequency helps to favour terms which occur 
frequently.  Note that, typically, TFIDF is used to 
measure the effect of a term within a document, whilst 
here we measure the effect within the training set. 
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Secondly, the binary version of the gain ratio 
introduced by Quinlan [9], given by Eq. (7), was 
chosen.  This method selects terms which provide the 
most information, i.e., splits the data between the 
classes most effectively.  In Eq. (7) E(R, N) is the 
entropy value (Eq. (6)) for the ratio of interesting 
documents (R) to documents (N) in the training set.  
The next part calculates the entropy value for the ratio 
of interesting documents to documents which contain 
the term, scaled by the ratio of documents which 
contain the term.  This helps to select terms which 
occur frequently in interesting documents.  The last 
part of the equation calculates the entropy value for the 
ratio of uninteresting documents to documents which 
contain the term, scaled by the ratio of documents 
which do not contain the term.  This helps to select 
terms which do not occur in interesting documents, i.e., 
documents which do not contain the term are 
interesting. 
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Finally, the BM25 algorithm (Best Match) [10] was 
adapted to get the Average Document BM25 value 
(ADBM25) given by Eq. (8), where k1 and b are 
constants, dl(i) is the length of the document i, and avdl 
is the average document length for documents in the 
training set.  The ADBM25 algorithm is the same as 
the BM25 algorithm if N were equal to 1, or in other 
words if there were only one document.  The first part 
of the equation normalises the term frequency by 
taking into account the length of the document which 
contains the term and the average document length.  
This ensures that if a term occurs frequently in a very 
long document, it is not given unwarranted 
significance.  The log part of the equation normalises 
results by factoring in the number of interesting 
documents which contain the term (r), the number of 
documents which contain the term (dfj) and the total 
number of interesting documents (R) and documents 
(N).  This favours terms which provide more 
information, i.e., splits the two classes most efficiently. 
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(8) 
A binary vector is created for each document in the 
training and test sets where each entry specifies 
whether the given term occurred in the document.  
These vectors are used to train and test the C4.5 
decision tree [9], and the support vector machine 
(SVM) [11] using the SVM Light Classifier [12]. 
The Accuracy, which is the percentage of vectors 
correctly classified, is used to compare classifiers.  
Furthermore the True and False Positive Rates are used 
to examine the classifiers.  The True Positive Rate is 
the percentage of documents whose incidence 
correlated with abnormal behaviour which were 
correctly classified.  The False Positive Rate is the 
percentage of documents whose incidence did not 
correlate to abnormal behaviour which were 
incorrectly classified. 
4. Results 
The results are presented in three sections.  The first 
deals with the problem of selecting a time window to 
measure abnormal market behaviour.  The second 
assesses how much historical news is required to 
produce the best classifiers.  The final determines 
whether the classifiers make rational decisions. 
4.1. Choice of Time Window 
In order to choose an effective news classifier it is 
first necessary to determine an effective time window 
for measuring abnormal behaviour.  For this purpose 
the documents are categorised using various time 
window sizes (∆t=∆τ) and δ=6 standard deviations for 
the forecast error time series with P=Q=3 
(approximately the 99.7th percentile for 30 minute 
returns [1]). 
There were 10 training sets created by selecting 
N=1,000 documents and R=500 documents at random 
which correlated to abnormal market behaviour from 
the entire collection of news documents for the 
country.  The test set for the respective training sets 
contained all the documents for the country which 
were not included in the training set.  An equal 
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allocation of documents which correlated to abnormal 
behaviour and those that did not was chosen so as not 
to bias the classifier.  Tests were run using both the 
SVM and the C4.5 classifiers and each term ranking 
algorithm with varying φ values (100, 200, 500, 1,000, 
2,000, and 5000 terms). 
The results in Table 1 show the number of 
documents, and interesting documents for the forecast 
error time series for each country with varying time 
window sizes (∆t=∆τ).  A cursory glance shows that 
there are significantly more documents in the US than 
the other two countries.  This is because the US has the 
largest stock market in the world and therefore more 
news providers and analysts are prepared to cover it, 
with more investors are interested in the information.  
The UK and Australian markets actually have 
approximately the same number of documents though 
most documents released to the Australian market 
occur after hours and are therefore excluded from the 
tests. 
Table 1.  Characteristics of Dataset. 
 US Documents UK Documents AU Documents 
∆t,∆τ Total Int. Total Int. Total Int. 
5 133,019 1,595 81,528 1,203 33,165 580 
10 129,370 2,070 80,245 1,807 31,728 851 
15 124,616 2,195 78,871 2,225 30,455 1,043 
30 112,907 2,306 74,664 2,907 27,054 1,126 
45 100,245 2,046 70,054 3,190 23,910 1,059 
60 89,159 1,851 65,230 3,155 20,835 950 
90 68,056 1,438 54,230 2,766 14,588 652 
 
 
In Figure 1 the effect of increasing the time window 
size (∆t=∆τ) on the mean accuracy of the classifiers 
using every variation of φ terms is investigated.  The 
most accurate term ranking algorithm and classifier 
combination are displayed. 
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Figure 1.  Effect of Time Window Size on Accuracy. 
The most accurate results (i.e., those with the 
highest mean accuracy) for every country are achieved 
within 5 minutes.  As the time window size is 
increased there is a slight reduction in the accuracy in 
the UK, though a substantial reduction in Australia.  
The US is a little more stable than Australia but not as 
efficient as the UK.  Therefore it appears that investors 
in all countries react quickly and decisively to news.  
This indicates that investors in all countries are 
rational.  Increasing the time window size reduces the 
accuracy as ∆τ increases the number of documents 
which spuriously correlate to abnormal market 
behaviour.  Increasing the value of ∆t however could 
yield better results as there is too much noise in the 
market at extremely high frequencies. 
In Table 2 the details of the best classifier for each 
country and each value of φ are provided.  This 
includes the term ranking algorithm, the classifier, the 
time window size and the mean and standard deviation 
of the accuracy.  The mean and standard deviation are 
calculated across the 10 training and test sets.  The 
classifier with the highest mean accuracy for each 
country has been bolded. 
Table 2.  The Effect of the Term Count on Accuracy. 
Country Terms 
(φ) 
Term 
Ranking 
Classifier ∆t=∆τ Accuracy 
US 100 ADBM25 SVM 10 78.20±01.57% 
US 200 GAIN SVM 90 77.72±01.90% 
US 500 ADBM25 SVM 5 77.17±01.22% 
US 1,000 ADBM25 SVM 5 77.56±01.31% 
US 2,000 ADBM25 SVM 5 77.83±01.33% 
US 5,000 ADBM25 SVM 5 78.46±01.43% 
UK 100 GAIN C4.5 5 84.89±01.39% 
UK 200 GAIN C4.5 10 80.89±01.96% 
UK 500 GAIN SVM 5 77.76±01.14% 
UK 1,000 ADBM25 SVM 5 76.83±01.78% 
UK 2,000 ADBM25 SVM 5 76.96±02.00% 
UK 5,000 ADBM25 SVM 5 77.34±01.85% 
AU 100 TFIDF SVM 5 84.74±00.80% 
AU 200 ADBM25 SVM 5 83.81±01.00% 
AU 500 ADBM25 SVM 5 84.02±00.75% 
AU 1,000 ADBM25 SVM 5 84.42±00.75% 
AU 2,000 ADBM25 SVM 5 84.67±00.81% 
AU 5,000 ADBM25 SVM 5 84.57±01.20% 
 
The ADBM25 algorithm seems to produce the best 
results for the majority of tests in each country.  This 
indicates that the training set is indicative of the test set 
as terms which correlate to abnormal market behaviour 
in the training set also do so in the test set.  The GAIN 
term ranking algorithm produces the most accurate 
classifier in the UK when there is less than 1,000 
terms.  This implies that there are many terms which 
do not effectively split the data (other than the top 500 
terms).  Alternatively this could indicate that terms 
which have GAIN values which are not ranked within 
the top 500 tend to occur frequently in long documents.  
Therefore the classifier is unable to distinguish 
between the remaining terms, though the ADBM25 
algorithms can assist in this regard. 
The TFIDF term ranking algorithm yielded the most 
accurate classifier in the Australian market.  However, 
the difference between results for the TFIDF and 
ADBM25 algorithms were not statistically significant.  
It could be that news providers in the Australian 
market use different terminology and therefore terms in 
the training set are less relevant in the test set. 
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The SVM provides the most accurate results for all 
tests except the 100 and 200 term tests in the UK.  This 
should be expected as support vector machines tend to 
be far better classifiers for many problems.  The C4.5 
classifier however achieved the highest accuracy in the 
UK.  This could indicate that the SVM eliminates 
terms which individually have little effect, whilst C4.5 
is more thorough. 
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Figure 2.  ROC Curve. 
The ROC curve in Figure 2 shows that the most 
accurate classifiers for each country outperform the 
line of no discrimination, and that there are low false 
and true positive rates. 
4.2. Choice of Historical Window 
The tests in the previous section were useful for 
highlighting the time window size (∆t=∆τ) to use for 
classifying news.  However, it is not practical to use a 
classifier trained on a sample of all documents.  This is 
because it is possible that priori information is used to 
classify the document.  Therefore it is necessary to 
produce classifiers for each month which have no 
knowledge of the immediate future. 
The training sets were created using the past Ω 
months.  Documents are categorised using the forecast 
error time series with P=Q=3, ∆t=∆τ=5 minutes, and 
δ=6 standard deviations.  Each document categorised 
as interesting during this period (R) is included in the 
training set.  To avoid biasing the classifier we use 
N=2R and therefore chose R uninteresting documents 
at random in the same period.  In the event that there 
are not Ω months prior to the given month then extra 
months from the end of the dataset are used.  It is 
unlikely that an event which caused a major shock will 
be referred to in a document released a long time 
afterwards. 
A training set is created for each month and each Ω 
value (3, 6, 9 and 12 months) using both the SVM and 
the C4.5 classifiers and each term ranking algorithm 
with varying φ values (100, 200, 500, 1,000, 2,000, and 
5000 terms). 
The results in Figure 3 show the mean accuracy of 
the best classifier for each Ω value.  It is clear that 
more historical knowledge is advantageous as it 
provides the classifier with a wide selection of 
different types of documents which correlated to 
shocks.  If the classifier were only trained on 
documents which were released during annual 
reporting season, it is likely that there would be a 
strong bias towards words such as “earnings”, “profit”, 
and “loss”.  These words are less likely to cause a 
shock throughout the rest of the year, unless the 
document reports an unexpected large profit or loss.  
Note that the mean and standard deviation of classifiers 
which are trained on only immediate history are very 
similar to those which also use months from the end of 
the dataset. 
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Figure 3.  Effect of History on Accuracy. 
The results in Table 3 show the classification details 
for the best classifier for each country, where Class is 
the classifier type, and Acc. is the mean accuracy.  The 
mean true and false positive rates are provided in the 
TPR and FPR columns respectively.  The Ω=12 value 
yielded the best results for the US and UK, whilst the 
Ω=9 value produced the best results for Australia. 
Table 3.  Characteristics of Best Classifiers. 
Country Class Term 
Ranking 
Terms 
(φ) 
Acc. TPR FPR 
US SVM ADBM25 100 80.31% 42.26% 80.77% 
UK C4.5 GAIN 100 88.25% 25.60% 89.18% 
AU SVM ADBM25 2,000 85.19% 37.07% 86.04% 
 
It is interesting that the mean accuracy for each 
country is actually higher than the results reported in 
the previous section.  This is possibly to do with only 
including historical news, and therefore not using 
apriori information to skew the classifier.  It could also 
be that increasing the number of documents in the 
training set provides enough examples to eliminate 
some spurious decisions. 
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4.3. Are the Classifiers Rational? 
The results shown so far are encouraging but it is 
necessary to investigate whether a black box solution is 
reliable.  It is virtually impossible to extract any 
meaning out of an SVM, but the C4.5 decision tree 
provides a summary of how decisions are made.  It is 
beyond the scope of this research to investigate how 
decisions are made within the SVM.  However, the 
C4.5 decision tree produces the most accurate results 
for the UK.  Therefore in this section one such tree is 
examined to determine if it appears to have any 
meaning. 
The C4.5 decision tree trained for the last month of 
data in the UK, using the forecast error time series with 
P=Q=3, ∆t=∆τ=5 minutes and Ω=12 months using δ=6 
standard deviations, was calculated and the decisions 
examined.  The stemmed terms included “cautionari”, 
“infring”, “unqualifi”, “divest”, and “distort”.  These 
words could be inflammatory if taken in context (e.g., 
a “cautionary” report, company “infringed” on 
copyright, annual report “distorted” the facts, company 
plans to “divest” their investments), whilst accounting 
terms like “unqualified” (used in accounting reports to 
say that auditors have not verified the figures) are also 
likely to cause a substantial market reaction.  It is 
likely that an industry expert would classify documents 
containing these terms in a similar fashion.  Therefore 
it appears that the classifiers are making rational 
decisions. 
5. Conclusions 
In this paper evidence has been presented to support 
the theory that the content of asset specific news can be 
used to predict abnormal market behaviour.  The 
results show that over 80% classification accuracy can 
be achieved for every country. 
The most directly comparable results by other 
authors are those found by Mittermayer, where 58% 
accuracy was achieved for press announcements in the 
US [5].  However, it should be noted that Mittermayer 
was trying to predict the direction of the return, not just 
whether the market would react, which is harder to do. 
The results reveal that the choice of term ranking 
algorithm is important as the ADMB25 and GAIN 
algorithm consistently yield better results than TFIDF 
in the US and UK, though not in Australia for the tests 
in section 4.1.  This most likely means that the training 
sets in the US and UK are indicative of the entire 
dataset, whilst this is not necessarily the case in 
Australia.  It could be that news providers in Australia 
do not use consistent terminology making forecasts 
more difficult. 
Furthermore it is clear that the choice of time 
window is of vital importance, as the 5 minute time 
window is best for the all countries when using the 
forecast error of the GARCH model with P=Q=3. 
Finally, details of the decisions made by the 
classifiers were analysed and it appears that they are 
making rational decisions.  This gives us confidence 
that the methodology could be accepted by institutional 
investors and leads us to believe that forecasting the 
market reaction to news is a viable option. 
In future work we will investigate the effect of 
incorporating these decisions into a volatility 
forecasting model. 
Note that due to space requirements not all 
references could be included, though a more 
comprehensive list is available in [1]. 
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