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DISAMBIGUATION:
A GRAPH-BASED SEMANTIC RELATEDNESS APPROACH
Anna Lisa Gentile, Ziqi Zhang, Lei Xia, Jose´ Iria
Abstract. One of the ultimate aims of Natural Language Processing is to
automate the analysis of the meaning of text. A fundamental step in that
direction consists in enabling effective ways to automatically link textual
references to their referents, that is, real world objects. The work presented
in this paper addresses the problem of attributing a sense to proper names
in a given text, i.e., automatically associating words representing Named
Entities with their referents. The method for Named Entity Disambiguation
proposed here is based on the concept of semantic relatedness, which in this
work is obtained via a graph-based model over Wikipedia. We show that,
without building the traditional bag of words representation of the text,
but instead only considering named entities within the text, the proposed
method achieves results competitive with the state-of-the-art on two different
datasets.
1. Introduction. Reading a written text implies comprehension of the
information that words are carrying. Comprehension is an intrinsic capability
ACM Computing Classification System (1998): I.2.7.
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for a human, but not for a machine. Providing machines with such an ability,
by “anchoring” meaning to words, is considered a task with great significance for
Artificial Intelligence.
The focus of this work is on proper names, that is, on those words within text that
represent entites: we want to attribute a meaning to such pieces of text since they
carry high information value. This task is called Named Entity Disambiguation
(NED). Many computational tasks may benefit from the additional metadata
provided by NED. For example, since many web search queries concern named
entities, NED is arguably a valuable pre-processing step to Information Retrieval
techniques.
We propose an automatic method to associate a unique sense (the referent, that
will also be designated in the remainder of this work asmeaning, concept or simply
sense) to each entity (the reference within the text), exploiting Wikipedia1 as
a freely available knowledge resource. Our proposed method constitutes a novel
approach to the named entity disambiguation problem. We empirically show the
effectiveness of the proposed methodology with two experimental sessions.
Our contributions are twofold. Firstly, we show the use of a random
walk-based semantic relatedness approach to NED. Graph-based models have
previously been applied to Word Sense Disambiguation (WSD) [1, 2, 3, 4] but
not explored for the problem of NED. To the best of our knowledge, previous
approaches to NED were based on the vector space model, treating concepts
and context text as a bag of words [5, 6]. On the other hand, graph-based
models have been utilized only for a specific type of NED, that of Person Name
Disambiguation [7], or for specific domains, such as bibliographic citations [8].
Secondly, we introduce and show the efectiveness of an alternative way to model
the context of a target entity, which, rather than consisting of the surrounding
words, is only composed of the neighbor named entities present in the text.
The approach presented in this paper has the advantage of a clear sep-
aration of two concerns: the computation of semantic relatedness and the dis-
ambiguation of the named entities given the computed relatedness. In this way,
the two independent steps can studied and improved separately. Compared to
the best previously reported results by Cucerzan [6], an accuracy of 91.4% and
of 88.3%, our method achieves a competitive accuracy of 91.5 % and 89.8% re-
spectively, while adding the benefit of having two clearly separate steps, which
expectedly opens the way to further improving each of the steps.
The work is structured as follows: Section 2 proposes an overview of the
NED task, with focus on available solutions exploiting Wikipedia. Section 3
1http://en.wikipedia.org/wiki/Wikipedia
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presents the proposed NED methodology, describing in details the four designed
steps. Section 4 presents the experiments carried out to validate the proposed
solution and finally conclude the paper with some remarks and an outline of
future work.
2. Related Work. In Natural Language Processing, Named Entity
Disambiguation is the problem of mapping mentions of entities in a text with
the object they are referencing. It is a step further from Named Entity Recogni-
tion (NER), which involves the identification and classification of so-called named
entities: expressions that refer to people, places, organizations, products, com-
panies, and even dates, times, or monetary amounts, as stated in the Message
Understanding Conferences (MUC) [9]. NED associates names with entities that
are predefined in an external repository, which we will refer as name inventory :
the task establishes a unique mapping between a mention of name in a text, the
surface form, and the real world object in the name inventory. It can be assumed
to have a dictionary of all possible entity entries.
Definition 1. Named Entity Disambiguation is the task of mapping the
list of entities appearing in a text with the correct unique real-world objects respec-
tively referred. The occurrence of an entity in the text will be denominate with
the term reference and the addressed real world object with the term referent.
It is assumed the availability of an entity inventory, containing all possible ref-
erents, and that each reference has associated a set of candidate entities, that is,
all real-world objects that a single reference could refer.
Previous work on NED can be characterized as Knowledge-based meth-
ods, which comprehend Rule-based, Ontology-based, Wikipedia-based methods,
Learning methods and Graph-based methods. In what follows we will give a
panorama of such methods.
Peng et al. in [10] proposed a knowledge-based approach of processing
documents to disambiguate not all types of Named Entities but only those repre-
senting locations. Their method automatically extract training data from large
collection of documents based on local context disambiguation, and then sense
profiles based on global context are generated automatically for disambiguation
use. Local context of a location mention is direct neighbor words of the mention
in a document. Global context of a sense is frequently co-located words of the
sense in a collection of documents. The hypothesis behind this work is that every
sense of location entity has different global context, so building a profile based on
this kind of information could be useful to disambiguate location entity, by look-
ing for similar context in profiles. To build these profiles the authors generate
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some training data from English newspaper articles (TDT4 collection2), auto-
matically disambiguating a small portion of location mentions extracted with an
Entity Recognition Tool, matching local context and information from a world
gazetteer3: if the context of an entity appears in the parent or child node of a
sense in the gazetteer, than that entity is stored as training data. All acquired
training data have then been used to generate profiles, which have been indexed
with a search engine tool. Disambiguation is then performed by querying the
search engine over the profiles with ambiguous location. The answer to the query
is obtained linearly combining three different scores: ranking position, local con-
text, and the popularity of individual location sense. Results over 300 articles
from the collection, manually annotated to construct a ground truth, show that
weighting different scores could conduct to better results.
Aswani et al. [11] propose an instance unification methodology, that is,
determining whether two instances to the same object in the real world. They
focus on person names within an ontology containing publications, titles, authors,
abstracts, etc., where different instances of these are created from bibliography
records. The ontology population has been performed automatically, assuming
that all authors of all publications are different and a corresponding instance is
created in the ontology for each of them. Then the addressed instance unifica-
tion task is to determine the number of distinct authors and insert the required
“sameIndividualAs”statements in the ontology. The proposed approach combines
the use of citation information (abstract, initials, titles and co-authorship infor-
mation) with web mining and charge the attention at identifying which features
lead to the best performance on the author disambiguation task. Results show
that the information mined from the web contributes substantially towards the
successful handling of highly ambiguous cases which lowered the performance of
previous methods.
Several NED methods used a name inventory in the form of an ontology.
Garc´ıa et al. [12] proposed a method for NED in the news domain that uses the
NEWS ontology as name inventory. The proposed method, named IdentityRank,
is inspired by PageRank algorithm [13]. The basic idea of the work is the sematic
coherence of entities, that is, instances of a certain type usually occur in news of
a certain category. Also the occurrence of an entity in a text gives information
about other entities: similarly to what PageRank does with web pages, Iden-
tityRank finds and ranks entities within a text, assuming that an instance has
high rank if the sum of the ranks in the news item of the instances that typi-
2http://projects.ldc.upenn.edu/TDT4/
3http://www.world-gazetteer.com/
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cally co-occur with it is high. The evaluation is done using a self-built corpus
containing two ambiguous entities (Alonso, Georgia) with two different metrics:
global and relative accuracy. Global accuracy is measured as total number of
correct assignment entity/intance of the ontology divided by the total number of
assignments. Relative accuracy for the entity used to build the corpus concerns
the total number of correct assignment on the decisions of that entity divided by
the total number of decisions of that entity. Results shown are mostly above the
theoretically built baseline.
Hassell et al. [14] proposed a novel method for NED which utilizes back-
ground knowledge in the form of a populated ontology. The method works on
unstructured text and uses different relationships in a document as well as from
the ontology to provide clues in determining the correct entity. Successful ex-
periments have been carried out on a collection of DBWorld4 posts using a large
scale, real-world ontology extracted from the DBLP bibliography website5. The
authors argue that rich semantic metadata representations allow a variety of ways
to describe a resource. The first step of the approach is specifying which entities
from a populated ontology are to be spotted in text and later disambiguated.
To do this,the authors indicate which literal property is the one that contains
the “name” of entities to be spotted. After spotting entity names in text every
potential match with the ontology is given a confidence score. The confidence
score for each ambiguous entity is then adjusted based on whether existing infor-
mation of the entity from the ontology matches accordingly to the relationship
types found in the ontology (such as text-proximity, text co-occurance, seman-
tic relationsships). Evaluation has been carried out on a manually constructed
dataset, consisting of 20 documents from DBLP. Each entity appearing within
documents has been labelled with the corresponding DBLP author’s page: this
link has been used within the ontology as the URI that uniquely identifies a re-
searcher. Results are calculated in terms of precision and recall. Given the set of
unique names from the dataset and the set of entities identified by the proposed
algorithm, precision is the proportion of correctly identified entities with regard
to B and recall is the proportion of correctly disambiguated entities with regard
to A. The method reported a precision of 97.1% and a recall of 79.4%.
Nguyen and Cao [15] present a method that overcomes the problem of the
shortage of available training data, by automatically generating an annotated
corpus based on a specific ontology. They employ a machine learning model
to disambiguate and identify named entities, by using an unsupervised method,
4http://www.cs.wisc.edu/dbworld/
5http://www.informatik.uni-trier.de/ ley/db/
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based on Harris’ Distributional Hypothesis [16], stating that words occurring in
similar contexts tend to have similar senses. The proposed method also aims
at exploring meaningful features for representing NEs in texts and a Knowledge
Base (KB), then assigning each NE referred to in a text to the contextually
most similar instance in the KB. Empirical evaluation shows that, while the
ontology provides basic features of named entities, Wikipedia is a fertile source for
additional features to construct accurate and robust named entity disambiguation
systems.
Many studies that exploit Wikipedia as a knowledge source have emerged
[17, 18, 19]. In particular, Wikipedia turned to be very useful for the problem
of Named Entities due to its greater coverage than other popular resources, such
as WordNet [20], resembling more to a dictionary, has little coverage over named
entities [18]. Previous works exploited Wikipedia for the task of NER, e.g.,
to extract gazetteers [21] or as an external knowledge of features to use in a
Conditional Random Field NER-tagger [22], to improve entity ranking in the
field of Information Retrieval [23]. On the other hand, little has been carried out
on the field of NED. The most related works on NED based on Wikipedia are
those by Bunescu and Pasca [5] and Cucerzan [6].
Bunescu and Pasca consider the problem of NED as a ranking problem. The
authors define a scoring function that takes into account the standard cosine
similarity between words in the context of the query and words in the page
content of Wikipedia entries, together with correlations between pages learned
from the structure of the knowledge source (mostly using Wikipedia Categories
assigned to the pages). Their method achieved accuracy between 55.4% and
84.8% [5].
Cucerzan proposes a very similar approach: the vectorial representation of the
document is compared with the vectorial representation of the Wikipedia entities.
In more details the proposed system represents each entity of Wikipedia as an
extended vector with two principal components, corresponding to context and
category information; then it builds the same kind of vector for each document.
The disambiguation process consists of maximizing the Context Agreement, that
is, the overlap between the document vector for the entity to disambiguate and
each possible entity vector. Cucerzan proposed the Vector Space Model as a
solutuion for the NED problem and the best result for this approach is an accuracy
of 91.4% [6].
Both presented works [5, 6] are based on the Vector Space Model, which
means that a pre-computation on the Wikipedia knowledge resource is needed to
build the vector representation. What is more, their methods treat content in a
Graph-based Semantic Relatedness for Named Entity Disambiguation 223
Wikipedia page as a bag-of-words (with the addition of categories information),
without taking into account other structural elements in Wikipedia.
Han et al. [24] identify the key problem of Named Entity Disambiguation
in measuring the similarity between occurrences of names. Traditional methods
measure the similarity using essentially two kind of models: the bag of words
(BOW) or Social networks. Both kind of measures have some limitations: BOW-
based measures ignore all the semantic relations such as social relatedness be-
tween named entities, associative relatedness between concepts, polysemy and
synonymy between key terms. Social networks can only capture the social relat-
edness between named entities. To overcome these deficiencies, Han and Zhao
propose to use Wikipedia as the background knowledge for disambiguation, which
surpasses other knowledge bases by the coverage of concepts, rich semantic infor-
mation and up-to-date content and allow to measure the similarity between occur-
rences of names more accurately. Given the computed similarities, name observa-
tions are disambiguated by grouping them according to their represented entities,
using the hierarchical agglomerative clustering (HAC) algorithm. The proposed
method has been evaluated on the disambiguation of personal name, over the
standard WePS data sets6 using WePS proposed measures: Purity (homogeneity
of the observations of names in the same cluster), Inverse purity (completeness of
a cluster) and F-Measure (harmonic mean of purity and inverse purity). Empir-
ical results show that the disambiguation performance of our method gets 10.7%
improvement over the traditional BOW-based methods and 16.7% improvement
over the traditional social network based methods.
Similarly to these methods, in our work we use Wikipedia as dictionary
of all possible entity entries, yet proposing a novel method, which uses a graph
model combing multiple features extracted from Wikipedia. We calculate se-
mantic relatedness over this graph and we exploit obtained relatedness values to
resolve the problem of NED.
In the ambit of NED, Learning methods, both supervised and unsuper-
vised, have been mostly used on a subtask of NED, Person Name Disambiguation.
Person Name Disambiguation is a particular kind of Entity Disambiguation and
focuses the attention on persons instead of entities of whatever category. Disam-
biguation of person names can turn to be crucial in a Web-searching scenario, has
also recognized by popular press; Reuters (March 13, 2003) observed the problem
of name ambiguity to be a major stumbling block in personal name web searches.
The problem has also been faced in one of SEMEVAL 2007 task7, with the goal
6http://nlp.uned.es/weps/weps-1/weps-1-data
7http://nlp.uned.es/weps/
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of grouping documents referring to the same individual.
Sugiyama et al. in [25] propose a semi-supervised clustering approach for
the task of Personal Name Disambiguation. They integrate similar documents
into a labeled document then they use agglomerative clustering: initially, each
Web page is an individual cluster, and then two clusters with the largest similarity
are iteratively merged to generate a new cluster until this similarity is less than
a predefined threshold. The authors claim that if a seed page that describes a
person is introduced, the clustering for personal name disambiguation would be
much more accurate. Therefore, they use two kinds of seed page: (a) the article
on each person in Wikipedia, and (b) the top-ranked Web page in the Web
search results. Results show that this method, compared to pure agglomerative
clustering, generates a smaller number of clusters, making easier for a user the
task of browsing Web pages based on each personal entity.
A cross-document Person Name Disambiguation system is presented in
[26]. The goal is to cluster documents: each cluster must contain all documents
referring to the same person. The authors introduce entity profiles, information
collected for each ambiguous person in the entire document collection. Also,
they represent entities in a vector-space model (VSM), using a modified term
frequency-inverse document frequency (TF-IDF) weighting scheme. Disambigua-
tion is then performed via single-link hierarchical agglomerative clustering. Ex-
periments are carried out on two corpora: the Bagga Baldwin corpus [27], which
contains one ambiguous name and the English Boulder name corpora, a news cor-
pus acquired from a web search, containing four sub corpora each corresponding
to one of four different ambiguous person names, already used by [28]. Results
show an improvement to the state of the art on same corpora, with an F-measure
of 94.03%.
Han et al. [29] consider the problem of author names ambiguity in publi-
cations or bibliographies. They propose the use of a K-means clustering algorithm
based on an extensible Naive Bayes probability model. The algorithm is based
on three features collected from citations: co-author names, the title of the paper
and the title of the journal or proceedings. The work is based on the assumption
that a researcher usually has research areas that are stable over a period and
tends to co-author papers with a particular group of people during that period.
The disambiguation system, given an author name, clusters the citations of dif-
ferent similar named entities. However, their method uses manually collected
publications pages, where the correct publication pages are identified manually
among the results returned by Google with a query consisting of the author name
and “publication”as a keyword. The approach is evaluated on two names “J An-
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derson”(6) and “J Smith”(9) with accuracy of 70.6% and 73.6% respectively.
The work has been improved further in [30] by using information about aliases
and name invariants from a database. Two supervised learning approaches are
proposed to disambiguate authors in the citations, one based on naive Bayes
probability model, the other based on Support Vector Machines (SVMs). Both
approaches utilize the same three types of citation attributes as previous work:
co-author names, the title of the paper, and the title of the journal or proceeding
and assume the existence of a citation database (training data) indexed by the
canonical name entities, i.e., a name that is, the minimal invariant and complete
name entity for disambiguation. Based on the observation that an author’s ci-
tations usually contain the information of the author’s research area and his or
her individual patterns of coauthoring, the authors conjecture that a generative
model like naive Bayes is a promising choice due to the fact that it can create
other examples of the data and capture all authors’ writing patterns. They also
investigate the use of a discriminative model, such as Support Vector Machines,
for this task. In the SVM approach citations are represented in a vector space
and each author is considered as a class: a new citation is classified to the clos-
est author. Unlike naive Bayes SVM can learn from both positive and negative
training citations. Another difference between SVM and naive Bayes is that the
first classifies a citation using distance measures while the second is based on
probabilities. Experimental settings have been established as follows: given a full
citation with the query name implicitly omitted the goal is to predict the most
likely canonical name from the citation database. Two experimental datasets
have been used: one collected from the web, the other collected from the DBLP
citation databases. SVM outperforms nayve Bayes, except in the case of using
coauthor information alone. The reason is that SVM can better capture and rank
the features unique to a class, while naive Bayes assume all features to have the
same distribution.
Mann et al. [31] present a set of algorithms for distinguishing personal
names with multiple real referents in text, based on little or no supervision. The
approach utilizes an unsupervised clustering technique over a rich feature space of
biographic facts, which are automatically extracted via a language-independent
bootstrapping process. The feature vectors for each document, have been gen-
erated using different methods, such as using all words (plain) or only Proper
Nouns (nnp), using most relevant words (tf-idf), employing basic or extended
biographical features. Performance is evaluated on a test set of hand-labeled
multi-referent personal names and via automatically generated pseudonames.
Chen and Martin [28] attack the problem of automatically separating sets
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of news documents generated by queries containing personal names into coher-
ent partitions. They propose clustering as a solution, with a range of syntactic
and semantic features, beyond bag of words contextual features or biographical
information. In particular they extract noun phrase features, named-entity fea-
ture, target entity, local entity (locally co-occurring entity with the target one),
non-local entity. The proposed methodology follows a common architecture for
named-entity disambiguation: the detection of ambiguous objects, feature ex-
traction and representation, similarity matrix learning, and finally clustering.
Evaluation over the Bagga and Baldwin corpus [27] and against their achieved
results, shows an overall improved performance.
Pedersen et al. [32] make a parallel between name discrimination, the
problem of grouping occurrences of a name based on the underlying entity’s
identity, and word sense discrimination, the process of examining a number of
sentences that contain a given polysemous word, and then grouping those in-
stances based on the meaning of that word (unlike word sense disambiguation,
the process of assigning a sense to a polysemous word from a predefined set of
possibilities). The authors present an unsupervised approach that resolves name
ambiguity by clustering the instances of a given name into groups, each of which
is associated with a distinct underlying entity. They use statistically significant
bigrams that occur in the same context as the ambiguous name as features that
represent the context of the ambiguous name. They generate a high dimensional
“instance by word ”matrix (by manipulating bigrams) and reduce it to its most
significant dimensions by Singular Value Decomposition (SVD). The different
“meanings”of a name are discriminated by clustering these second order context
vectors with the method of Repeated Bisections. The proposed method has been
evaluated over an ad-hoc built corpus of text containing ambiguous pseudo-names
and proved to be more accurate than the majority classifier, and the best results
are obtained by having a small amount of local context to represent the instance
along with a larger amount of context for identifying features, or vice versa.
The problem of Entity Reference Resolution has been addressed from a
graph based data analysis point of view by [8]. Usually knowledge about entities
and the relationships among them resides in numerous documents and datasets
distributed across a variety of data sources. Information Extraction has made
possible to extract such entities and relationships automatically (at least in lim-
ited domains) which traditionally were manually collected from analysts. A key
issue in constructing graphs from diverse sources is that of resolving the refer-
ences to entities in these datasets. In the ideal world each entity would have
a unique identifier and, whenever this entity is referred to, its unique identifier
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is specified so that there is no uncertainty. In the real world, however, entities
are often referred to by descriptions that may be created by multiple persons
and collected from various sources. Entities might be referred by different de-
scriptions and also multiple entities might end up matching the same description.
The authors compare two different kind of approaches to such problem: Feature
Based Similarity (FBS) approach against their innovative Reference Disambigua-
tion Approach (RDA). FBS uses features extracted from text while RDA builds
a graph of entities and adopts a probabilistic model to estimate the strength of
relationships between them. The authors use an undirected graph to represent
entities and their relations.
The RDA algorithm consists of a Probabilistic Model (PM) over the graph
that makes use of feature-based similarity and relationship-based similarity to cal-
culate connection strength between two entities. Experiments have been carried
out on the author matching problem, which considers authors and papers: the
goal is authors disambiguation. Results over three datasets (one real and two
synthetic) show high disambiguation accuracy.
Nuray and Turan [33] focus the attention on calibrating a connection
strength (CS) measure from training data in the context of reference disambigua-
tion problem, that is, identifying for each reference the unique entity it refers to.
Given any two nodes u and v in the graph G, the connection strength c(u, v)
returns how strongly u and v are interconnected in G. Generally, a domain ex-
pert determines a mathematical model to compute c(u, v), which describes the
underlying dataset best. The authors propose a supervised learning algorithm
that learns the importance of CS, among the classified entities and makes the
approach self-tunable to any underlying domain. The algorithm uses a graphical
methodology; the disambiguation decisions are made according to object features
and inter-object relationships, including indirect ones that exist among objects.
Experiments have been carried out on two synthetic datasets taken from two
domains: Movies (from Stanford Movies Dataset) and Publications (CiteSeer
dataset). Stanford Movies Dataset contains three different entity types: movies
(11453 entities), studios (992 entities) and people (22121 entities) and five types
of relationships: actors, directors, producers, producing studios and distributing
studios. CiteSeer dataset contains four different types of entities: author, paper,
department, and organization and three types of relationships: author-paper,
author-department, and department-organization. The authors introduce uncer-
tainty in both datasets manually. Results are expressed in terms of accuracy and
show an increase of the quality of the disambiguation technique, compared to the
state of the art Random-Walk model.
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Malin [34] investigates unsupervised methods which simultaneously learn
the number of entities represented by a particular name and observations cor-
responding to the same entity. The disambiguation methods leverage the fact
that an entity’s name can be listed in multiple sources, each with a number of
related entity’s names, which permits the construction of name-based relational
networks. The author proposes two different methods which differ with respect
to the type of network similarity exploited for disambiguation. The first method
relies upon exact name similarity and employs hierarchical clustering of sources,
where each source is considered a local network and represented as a boolean vec-
tor si = [ei1, . . . , ein], eij = 1 if ej is in source si and 0 otherwise. In contrast, the
second method employs a less strict similarity requirement by using random walks
between ambiguous observations on a global social network constructed from all
sources, or a community similarity. The graph has been built with putting a
node for every distinct name in S and an edge between two nodes if the names
collocate in a source at least one time. Experiments have been conducted on
a subset of the Internet Movie Database. Results demonstrate that community
equivalence (the second method) provides an advantage over exact equivalence
(first method) for measuring similarity and, subsequently, disambiguation.
Graph-based models have also been applied to Person Name Disambigua-
tion, usually benefiting from the social networks in people-related tasks. Minkov
et al.[7] consider extended similarity metrics for documents and other objects
embedded in graphs, implemented via a lazy graph walk. They provide an in-
stantiation of this framework for email data, where content, social networks and a
timeline are integrated in a structural graph. The suggested framework is evalu-
ated for two email-related problems: disambiguating names in email documents,
and threading. Resolving the referent of a person name is also an important
complement to the ability to perform named entity extraction for tasks like so-
cial network analysis or studies of social interaction in email. The authors model
this problem as a search task: based on a name-mention in an email message m,
they formulate query distribution Vq, and then retrieve a ranked list of person
nodes. Experiments carried out on the Cspace corpus [35], manually annotated
with personal names, show that reranking schemes based on the graph-walk sim-
ilarity measures often outperform baseline methods, with a maximum accuracy
of 83.8%.
The main differences between these method and the one we propose within
this work is that our method is applicable to all kind of proper names because it
does not rely on resources such as social networks and relatedness scores can be
used oﬄine after they have been calculated.
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Semantic relatedness between words or concepts measures how much two words or
concepts are related by encompassing all kinds of relations between them, such
as hypernymy, hyponymy, antonymy and functional relations. There is plenty
of literature on computing semantic relatedness between words or concepts us-
ing knowledge extracted from Wikipedia, such as [18] and [36]. However, the
main limitation of these methods is that they only make use of one or two types
of features; and they generally adapt WordNet-based [37, 20, 38] approaches by
employing similar types of features extracted from Wikipedia. In contrast, we be-
lieve that other information content and structural elements in Wikipedia can be
also useful for the semantic relatedness task; and that combining various features
in an integrated model in the semantic relatedness task is crucial for improving
performance. For this reason, we propose a random graph walk model based
on a combination of features extracted from Wikipedia for computing semantic
relatedness.
3. Methodology. Given a set of surfaces and their corresponding con-
cept relatedness matrix R, our NED algorithm returns for each surface one sense
(concept), collectively determined by other surfaces and their corresponding con-
cepts. To achieve this goal the proposed method performs four main sequential
steps: 1) each text is reduced to the list of surfaces of appearing entities; 2) for
each surface, Wikipedia is used to retrieve all its possible meanings (also denoted
as concepts) and build a feature space for each of them; 3) all concepts, their
features and relations are transformed into a graph representation: a random
graph walk model is then applied to combine the effects of features and derive
a relatedness score; 4) for each surface a single meaning is chosen, taking into
account semantic relation within the entity graph.
3.1. Concept Retrieval. In more details, as a starting point for the
proposed methodology we assume that each text has been reduced to the list of its
contained named entity surfaces, as it is simply obtainable with a standard NER
system as Yamcha [39]. Then for each surface Wikipedia is used to retrieve all
its possible meanings and build a feature space for each of them. More precisely
we query Wikipedia using surface to retrieve relevant pages. If a surface matches
an entry in Wikipedia, a page will be returned. If the surface has only one sense
defined in Wikipedia then we have a single result: the page describing the concept
that matches the surface form. We refer to this page as the sense page for the
concept. Alternatively a disambiguation page may be returned if the surface has
several senses defined in Wikipedia. Such a page lists different senses as links to
other pages and with a short description for each one. For the purpose of this
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work, we deliberately choose the disambiguation page for every surface, which
means we query Wikipedia by adding the string “(disambiguation)” to the surface
words and follow every link on the page and keep all sense pages for that surface.
This is done by appending the keyword “(disambiguation)” to a surface as a
query. Thus, for every surface, we obtain a number of concepts (represented as
sense pages) as input to our disambiguation algorithm. Once we have identified
relevant concepts and their sense pages for the input concept surface forms, we
use the sense page retrieved from Wikipedia for each concept to build its feature
space. We identify the following features that are potentially useful:
1. Words composing the titles of a page (title words): words in the title of a
sense page; plus words from all its redirecting links in Wikipedia (different
surfaces for the same concept).
2. Top n most frequently used words in the page (frequent words n): prior
work makes use of words extracted from the entire page [18], or only those
from the first paragraph [36]. In our work, we use the most frequent words,
based on the intuition that word frequency indicates the importance of the
word for representing a topic.
3. Words from categories (cat words) assigned to the page: each page in
Wikipedia is assigned several category labels. These labels are organized
as a taxonomy. We retrieve the category labels assigned to a page by per-
forming a depth limited search of 2, and split these labels to words.
4. Words from outgoing links on the page (link words): the intuition is that
links on the page are more likely to be relevant to the topic, as suggested
by Turdakov and Velikhov [40].
Thus, for each concept, we extract above features from its sense page, and
transform the text features into a graph conforming to the random walk model,
which is used to compute semantic relatedness between meanings belonging to
different surfaces.
3.2. Random Graph Walk Model. A random walk is a formalization
of the intuitive idea of taking successive steps in a graph, each in a random
direction [41]. Intuitively, the harder it is to arrive at a given node starting
from another, the less related the two nodes are. The advantage of a random-
walk model concerns on seamlessly combining different features to arrive at one
single measure of relatedness between two entities [42]. Specifically, we build an
undirected weighted typed graph that encompasses all concepts identified in the
page retrieval step and their extracted features. We build the graph following
Definition 2.
Definition 2. The graph is a 5-tuple G = (V, E, t, l, w), where:
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Fig. 1. The Graph representation model of concepts, features, and their relations. Circles
indicate nodes (V) representing concepts and features; bold texts indicate types (T) of
nodes; solid lines connecting nodes indicate edges (E), representing relations between
concepts and features; italic texts indicate types (L) of edges. Different concepts may
share features, enabling walks on the graph
V is the set of nodes representing the concepts and their features;
E = V × V is the set of edges that connect concepts and their features, repre-
senting an undirected path from concepts to their features, and vice versa;
t : V → T is the node type function
T = {t1, . . . , t|T |} is a set of types (e.g., concepts, title words, cat words,
. . . );
l : E → L is the edge label function
L = {l1, . . . , l|L|} is a set of labels that define relations between concepts and
their features;
w : L→ R is the label weight function that assigns a weight to an edge.
Figure 1 shows an abstract piece of the graph with types and labels de-
scribed within Defintition 2, while Figure 2 shows a small portion of graph for the
concept Paris, the capital of France. The concept node contains the Wikipedia
URI for Paris, capital of France; other nodes contain information extracted from
links, categories, descriptions and so on.
We define weights for each edge type, which, informally, determine the
relevance of each feature to establish the relatedness between any two concepts.
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Fig. 2. A piece of graph for the concept Paris, capital of France
Let Ltd = l(x, y) : (x, y) ∈ E ∩ T (x) = td be the set of possible labels for edges
leaving nodes of type td. We require that the weights form a probability distrib-













(i, j) ∈ E
0 otherwise
where Wij is the i
th-row and jth-column entry of W, indexed by V. The above
equation distributes uniformly the weight of edges of the same type leaving a given
node. The weight model (wm), that is, weights associated to each type of edges
in the graph, has been determined applying a simulated annealing method [43].
The algorithm explores the search space of all possible combinations of feature
weights and iteratively reduces the difference between a gold standard solution
and that of our system. The algorithm allows us to run our method on one
dataset in an iterative manner, where in each iteration, the algorithm generates
a random wm for the feature set and scores our system results obtained with
that model against the gold standard. If a wm obtained in the current iteration
produces better results than the previous, the simulated annealing algorithm will
attempt to adjust weights based on that model in iterations. Thus, by running
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simulated annealing for relatively large number of iterations, we expect the system
performance to converge; by which we obtain the final optimum weight model for
that feature set. This tuning has been done in advance using a standard testing
dataset for semantic relatedness, the WordSimilarity-353 Test Collection [44], and
empirically derived the optimum weight model for our chosen feature set.
To simulate the random walk, we apply matrix transformation using the
formula P (t)(j | i) = [(D−1W )t]ij , as described by Iria et al. in [42], where D is the
diagonal degree matrix given by Dii =
∑
kWik, and t is a parameter representing
the number of steps of the random walk. In our work, we have set t = 2 in order
to compute the relatedness for walks that start in a concept and traverse one
feature to arrive at another concept. Unlike PageRank [13], we are not interested
in the stationary behavior of the model. The resulting matrix of this transition
P (t)(j | i) is a sparse, non-symmetric matrix filled with probabilities of reaching
node i from j after t steps. To transform probability to relatedness, we use the
observation that the probability of walking from i to j then coming back to i is
always the same as starting from j, reaching i and then coming back to j. Thus
we define a transformation function as:
(2) Rel(i | j) = Rel(j | i) =
P (t)(j | i) + P (t)(i | j)
2
and we normalize the score to range {0, 1} using:




We will give a semplified example of relatedness score. Let us assume to
have the following text: “Robert Taylor went to Paris and then to Canada”. In
this small text we can spot three concept surfaces: Robert Taylor (c1), Paris
(c2), Canada (c3).
Assuming that each of them has 2 possible meanings, we will use the following
abbreviations:
– c1.1: Robert Taylor, actor
c1.2: Robert Taylor, computer scientist
– c2.1: Paris, France
c2.2: Paris, Virginia
– c3.1: Canada, country in northern North America
c3.2: Canada, New France
Given the above six concepts we calculate the relatedness scores indicated
in Table 1 (note that scores do not indicate actual values). Relatedness scores
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Table 1. An example of relatedness score between the concepts
c1.1, c1.2, c2.1, c2.2, c3.1, c3.2 associated to the surfaces
c1, c2 and c3
c1.1 c1.2 c2.1 c2.2 c3.1 c3.2
c1.1 — — 0.7 0.3 0.1 0.8
c1.2 — — 0.5 0.2 0.6 0.2
c2.1 0.7 0.5 — — 0.9 0.5
c2.2 0.3 0.2 — — 0.1 0.6
c3.1 0.1 0.6 0.9 0.1 — —
c3.2 0.8 0.2 0.5 0.6 — —
are calculated between concepts belonging to different surfaces (e.g. relatedness
between Paris France and Paris Virginia is not to be calculated).
3.3. Named Entity Disambiguation. The final step of the method-
ology consists of choosing a single meaning (concept) for each entity surface, ex-
ploiting semantic relatedness scores derived by the graph. Given S = {s1, . . . , sn}
the set of surfaces in a document, C = {c1k , . . . , cmk} (with k = 1 · · · | S |), the
set of all their possible senses (concepts) and R the matrix of relatedness Rel(i | j)
with each cell indicating the strength of relatedness between concept cik and con-
cept cj
k′
(where k 6= k′, that is, cik and cjk′ have different surface forms), we
define the entity disambiguation algorithm as a function f : S → C, given a
set of surfaces S returns the list of disambiguated concepts, using the concept
relatedness matrix R. We define different kind of such functions f and compare
results in Section 4.
As first and simple disambiguation function we define the highest me-
thod : we build the list of candidates winner concepts for each sk surface in the
text, candki , with i being the candidate concept for surface sk (k = 1 · · · | S |); if
some of surfaces sk has more that one candidate winner, for eachsk surface with
multiple i values, we simply pick the concept that among the candidates has the
highest value in the matrix R.
The combination method calculates for each concept cik the sum of
relatedness with all different concepts cj
k′
from different surfaces (such as j 6= i,
k′ 6= k). Given V = {v1, . . . , v|C|} the vector of such values, the function returns
for each surface sk the concept cik with max vi.
The propagation method works as follows: taking as seed the highest
similarity value in the matrix R we fix the 2 concepts i and j giving that value:
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for their surface form k and k′ we delete rows and columns in the matrix R
coming from other concepts for the same surfaces ( all ctk and ctk′ with t 6= i
and t 6= j). This step is repeated recursively, picking next highest value in R.
The stop condition consists of having one concept row in the matrix R for each
surface form.
In the following section we present our experiments and evaluation.
4. Experiments. We performed the experiment with an “in vitro eval-
uation”, which consists of testing systems independently of any application, using
specially constructed benchmarks. What we want to prove is that the use of se-
mantic relatedness scores is profitable for the issue of NED and that the graph of
interconnections between entities is influent for the disambiguation decision. As
benchmark to test our system we used data provided by Cucerzan in [6], which is
publicly available8. Test data consist of two different datasets. Each dataset con-
stists of several documents containing a list of Named Entites, labelled with the
corresponding page in Wikipedia. As described in Section 3 we retrieve concepts
for each surface and we build a graph with all identified possible concepts for
each text. After running the Random Walk on the built graph and transforming
the transition matrix in a relatedness matrix we obtain an upper triangular ma-
trix with a score of relatedness between different concepts, belonging to different
surfaces.
The first dataset we used for experiments, referred in what follows as
NEWS, consists 20 news stories: for each story is provided the list of all entities,
annotated with the corresponding page in Wikipedia. The number of entities in
each story can vary form 10 to 50. Some of the entities have a blank annota-
tion, because they do not have a corresponding page in the Wikipedia collection:
among all the identified entities, 370 are significantly annotated in the test data.
As input for our system we started from the list of entities spotted in the bench-
mark data and for each entity the list of all possible meaning is retrieved, e.g.,
for surface “Alabama” following concepts are retrieved:
Alabama −→ [AlabamaClaims | Genus | CSSAlabama | AlabamaRiver | Alabama(people) |
Noctuidae | Harvest(album) | USSAlabama | Alabamalanguage | Alabama(band) | Moth |
UniversityofAlabama | Alabama, NewY ork]
The second dataset, referred in what follows as WIKI, consists of 350
Wikipedia entity pages selected randomly. The text articles contain 5,812 entity
8http://research.microsoft.com/users/silviu/WebAssistant/TestData
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surface forms. We performed our evaluation on 3,136 entities, discarding all non-
recallable surfaces, that is, all those surfaces having no correspondance in the
Wikipedia collection. Indeed, an error analysis carried out by Cucerzan on this
dataset showed that it contains many surface forms with erroneous or out-of-date
links, as reported in [6].
We evaluate performance in terms of accuracy, that is, the ratio of number
of correctly disambiguated entities on total number of entities to disambiguate.
Results obtained applying all defined disambiguation functions to the related-
ness matrix are shown in Table 2 for the NEWS dataset and in Table 3 for the
WIKI dataset. Both tables also report figures obtained by Cucerzan on the same
datasets [6].
In the first experiment the best result equals the best available system,
with an accuracy of 91.5% (slightly higher) and all proposed functions are above
the baseline of 51.7% (baseline returns always the first available result). Be-
tween three proposed methods, the combination method obtained the best result,
equalling the best available system. The highest method achieves results below
the state of the art of 91.4%, but with an accuracy of 82.2% is far over the base-
line of 51.7% (baseline returns always the first available result). The motivation
can be that it takes into account only the best relatedness score for each concept
to decide sense assignment, without considering the rest of the scores. The prop-
agation method works even worse because adds to the disadvantage of the first
one also the propagation of errors. It reaches an accuracy of 68.7%, which is in
the middle between the baseline and the state of the art.
Table 2. Comparison of proposed Named Entity Disambiguation
Functions on NEWS dataset
Literature Systems Accuracy Function Accuracy
Cucerzan baseline [6] 51.7% Highest 82.2%
Cucerzan [6] 91.4% Combination 91.5%
Propagation 68.7%
To consolidate this result we conducted the same experiment on theWIKI
dataset.
The second experiment definitively confirms the trend reported in the first
one. The three proposed disambiguation functions have the same behavior on the
WIKI dataset. The combination method is the best one: it achieves an accuracy
of 89.8%, outperforming the accuracy of 88.3% reported by the state-of-the art
system. The highest method is between the baseline and the state-of-the-art
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Table 3. Comparison of proposed Named Entity Disambiguation
Functions on WIKI dataset
Literature Systems Accuracy Function Accuracy
Cucerzan baseline [6] 86.2% Highest 87.1%
Cucerzan [6] 88.3% Combination 89.8%
Propagation 84.3%
system, with an accuracy of 87.1%. The propagation method is the worst one:
with an accuracy of 84.3 % is under the baseline of 86.2%.
As expected and already assessed in the NEWS experiment, the com-
bination method performs much better than others, outperforming the state of
the art system on the WIKI dataset. The motivation can be found in the fact
that it considers relatedness scores in their entirety, thus taking into account the
interaction of all concepts instead of couples of concepts. We consider such value
as an encouraging outcome for the proposed novel method: the second experi-
ment reinforces results of the first one and affirms the correctness of the proposed
methodology.
5. Conclusions. In this work we proposed a novel method for Named
Entity Disambiguation. Experiments showed that the paradigm achieves signifi-
cant results: the overall accuracy is 91.5% and 89.8% on two different datasets,
which is a result competitive to the state of the art. The successful accuracy
reached hints at the usefulness of semantic relatedness measures for the process
of NED.
The decision of using Wikipedia as entity inventory imposes some limitations in
terms of lexical coverage, especially with reference to specific domains. Specific
technical areas, such as Medicine, Biology, specific fields of engineering, etc., can
have little or no coverage within the Wikipedia source. However, the methodol-
ogy is still applicable when the entity inventory is a different Knowledge Base:
the only requirement is that we have coverage for entities of interest and that it
is possible to calculate relatedness scores between them. We could easily change
Wikipedia with a domain ontology, obtaining relatedness scores and then apply-
ing the same proposed NED step. Theoretically we might expect this to be true
but obviously, experiments are needed to prove the efficacy of such approach and
future work can follow this direction. Also, as future work, we plan to design new
disambiguation functions over the relatedness matrix to achieve better results.
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