Urban land use information is essential for a variety of urban-related applications 10 such as urban planning and regional administration. The extraction of urban land use from 11 very fine spatial resolution (VFSR) remotely sensed imagery has, therefore, drawn much 12 attention in the remote sensing community. Nevertheless, classifying urban land use from 13 VFSR images remains a challenging task, due to the extreme difficulties in differentiating 14 complex spatial patterns to derive high-level semantic labels. Deep convolutional neural 15 networks (CNNs) offer great potential to extract high-level spatial features, thanks to its 16 hierarchical nature with multiple levels of abstraction. However, blurred object boundaries 17 and geometric distortion, as well as huge computational redundancy, severely restrict the 18 potential application of CNN for the classification of urban land use. In this paper, a novel 19 object-based convolutional neural network (OCNN) is proposed for urban land use 20 classification using VFSR images. Rather than pixel-wise convolutional processes, the 21 OCNN relies on segmented objects as its functional units, and CNN networks are used to 22
analyse and label objects such as to partition within-object and between-object variation. 23
Two CNN networks with different model structures and window sizes are developed to 24 predict linearly shaped objects (e.g. Highway, Canal) and general (other non-linearly shaped) 25 objects. Then a rule-based decision fusion is performed to integrate the class-specific 26 classification results. The effectiveness of the proposed OCNN method was tested on aerial 27 photography of two large urban scenes in Southampton and Manchester in Great Britain. The 28 OCNN combined with large and small window sizes achieved excellent classification 29 accuracy and computational efficiency, consistently outperforming its sub-modules, as well 30 as other benchmark comparators, including the pixel-wise CNN, contextual-based MRF and 31 object-based OBIA-SVM methods. The proposed method provides the first object-based 32 CNN framework to effectively and efficiently address the complicated problem of urban land 33 use classification from VFSR images. 225 The object convolutional position analysis (OCPA) is employed based on the moment 226 bounding (MB) box of each object to identify the position of LIW-CNN and those of SIW- , 2016; Zhang et al., 2006) . The MB box theory is briefly described hereafter.
Object convolutional position analysis (OCPA)

231
Suppose that (x, y) is a point within a planar polygon (S) (Figure 2 ), whose centroid is ) , ( y x C .
232
The moment of inertia about the x-axis ( xx I ) and y-axis ( yy I ), and the product of inertia ( xy I )
233
are expressed by Equations 2, 3 and 4, respectively.
Note, dA (= dy dx  ) refers to the differential area of point (x, y) (Timoshenko and Gere 1972).
239
Figure 2 A patch (S) with centroid C ( y x, ), dA is the differential area of point (x, y), Oxy is the geographic 240 coordinate system.
241
As illustrated by Figure 3 , two orthogonal axes (MN and PQ), the major and minor axes, pass 242 through the centroid (C), with the minimum and maximum moment of inertia about the major 243 and minor axes, respectively. The moment orientation MB  (i.e. the orientation of the major 244 axis) is calculated by Equations 5 and 6 (Timoshenko and Gere, 1972). 
255
The CNN convolutional positions are determined by the minor axis (PQ) and the bisector of Given the length of a MB box as l, the number (n) of SIW-CNNs is derived as:
The convolutional positions of the SIW-CNN are assigned to the intersection between the 263 centre of the bisector (EF) as well as its parallel lines and the polygon S. The points (G1, G2, …, 264 G5) in Figure 3 illustrate the convolutional positions of SIW-CNN for the case of n = 5. 265
LIW-CNN and SIW-CNN model training 266
Both the LIW-CNN and SIW-CNN models are trained using image patches with labels as input are used for model inference in the next stage.
LIW-CNN and SIW-CNN model inference 271
After the above steps, the trained LIW-CNN and SIW-CNN models, and the convolutional 
Fusion decision of LIW-CNN and SIW-CNN 279
Given an object, the two LIW-CNN and SIW-CNN model predictions might be inconsistent 280 between each other, and the distinction might also occur within those of the SIW-CNN models.
281
Therefore, a simple majority voting strategy is applied to achieve the final decision of the SIW- 
The total classification error (TCE) of Mi is designed to integrate the over-classification and 299 under-classification error as:
All three indices (i.e. OC, UC, and TCE) represent the average of all the classified objects for 302 each land use category in the classification map to formulate the final validation results. 305 In this research, two UK cities, Southampton (S1) and Manchester (S2), lying on the Southern 306 coast and in North West England, respectively, were chosen as our case study sites (Figure 4) .
Study area and data sources
307
Both of the study areas are highly heterogeneous and distinctive from each other in land use 308 characteristics, and are thereby suitable for testing the generalization capability of the proposed 309 land use classification algorithm.
310
Aerial photos of S1 and S2 were captured using Vexcel UltraCam Xp digital aerial cameras on 311 22/07/2012 and 20/04/2016, respectively. The images have four multispectral bands (Red, 312 Green, Blue and Near Infrared) with a spatial resolution of 50 cm. The study sites were subset 313 into the city centres and their surrounding regions with spatial extents of 5802×4850 pixels for 314 S1 and 5875×4500 pixels for S2, respectively. Land use categories of the study areas were 315 defined according to the official land use classification system provided by the UK government 316 Department for Communities and Local Government (DCLG). Detailed descriptions of each 317 land use class and its corresponding sub-classes in S1 and S2 are listed in Tables 1 and 2,   318 respectively. 10 dominant land use classes were identified within S1, including high-density 319 residential, commercial, industrial, medium-density residential, highway, railway, park and 320 recreational area, parking lot, redeveloped area, and harbour and sea water. In S2, nine land 321 use categories were found, including residential, commercial, industrial, highway, railway, 322 park and recreational area, parking lot, redeveloped area, and canal. Figure 4 The two study areas of urban scenes: S1 (Southampton) and S2 (Manchester). 
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614
A sensitivity analysis was conducted to further investigate the effect of different input window 615 sizes on the overall accuracy of urban land use classification (see Figure 10 ). The window sizes 616 varied from 16×16 to 144×144 with a step size of 16. From Figure 10 , it can be seen that both 617 S1 and S2 demonstrated similar trends for the proposed OCNN and the pixel-wise CNN (CNN).
618
With window sizes smaller than 48×48 (i.e. relatively small windows), the classification 619 accuracy of OCNN is lower than that of CNN, but the accuracy difference decreases with an 620 increase of window size. Once the window size is larger than 48×48 (i.e. relatively large 621 windows), the overall accuracy of the OCNN increases steadily until the window is as large as 622 128×128 (up to around 90%), and outperforms the CNN which has a generally decreasing trend 623 in both study sites. However, an even larger window size (e.g. 144×144) in OCNN could result 624 in over-smooth results, thus reducing the classification accuracy. Figure 10 The influence of CNN window size on the overall accuracy of pixel-wise CNN and the proposed 627 OCNN method for both study sites S1 and S2. 
Discussion
