Abstract-In this work, we investigate the problem of constructing codes capable of correcting two deletions. In particular, we construct a code that requires redundancy approximately 8 log 2 n + O(log 2 log 2 n) bits of redundancy, where n denotes the length of the code. To the best of the authors' knowledge, this represents the best known construction in that it requires the lowest number of redundant bits for a code correcting two deletions.
I. INTRODUCTION
The problem of creating error-correcting codes that correct one or more deletions (or insertions) has a long history, dating back to the early 1960's [13] . The seminal work is by Levenshtein, who showed in [10] that the Varshamov-Tenengolts (VT) asymmetric error-correcting code (introduced in [14] ) also corrects a single deletion or insertion. For single deletioncorrecting codes, Levenshtein introduced a redundancy lower bound of log 2 (n) − O(1) bits, showing that the VT code, which requires at most log 2 (n) redundancy bits, is nearly optimal.
The elegance of the VT construction has inspired many attempts to extend this code to correct multiple deletions. Such an approach is found in [8] where the authors introduce a number-theoretic construction that was later shown in [1] to be capable of correcting two or more deletions. Unfortunately, even for the case of just two deletions, the construction from [8] has a rate which does not converge to one. Other constructions for multiple insertion/deletion-correcting codes such as those found in [11] , [12] rely on (d, k)-constrained codes, and consequently, these codes also have rates less than one.
To the best of our knowledge, the best known construction for two deletions (in terms of the minimum redundancy) can be found in the recent work by Brakensiek et al. [2] . The authors show that it possible to construct a t deletioncorrecting code with c t ·log 2 n bits of redundancy where c t = O(t 2 log 2 t). The construction from [2] is for general t and does not report any improved results for the case where t is small. However, it can be shown that their methods result in a construction requiring at least 128 log 2 n bits of redundancy for the case of t = 2. The best known lower bound for the redundancy of a double deletion-correcting code is 2 log 2 n − O(1) bits [9] ; thus, there remains a significant gap between the upper and lower bounds for t deletion-correcting codes even for the case where t = 2. This motivates the effort to search for more efficient codes.
We note that using a counting argument such as the one found in [10] , it can be shown that there exists a t deletioncorrecting code with redundancy at most 2t log 2 n − O(t). However, these codes require the use of a computer search to form the codebooks along with a lookup table for encoding/decoding. Such codes do not scale as n becomes large and there is no efficient search mechanism that scales subexponentially with n. Bits of Redundancy
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Codes from [2] Our Two Deletion Code The contribution of this work is a double deletioncorrecting code construction that requires 8 log 2 n + O(log 2 log 2 n) bits of redundancy. To the best of the authors' knowledge this represents the best construction for a double deletion-correcting code in terms of the redundancy; it is within a factor of four of the optimal redundancy. In Figure 1 , we compare our construction and the construction from [2] where we plot the code length on a log scale. Although both constructions approach rate 1 for long enough code lengths, our construction approaches rate one much faster than the construction from [2] .
The paper is organized as follows. In Section II, we provide the main ideas behind our construction and provide an outline of our approach. Section III introduces our first construction. Afterwards, an improved construction is described in Section IV. The proofs of the results in this paper are available at [7] .
II. MAIN IDEAS AND OUTLINE
The idea behind our approach is to isolate the deletions of zeros and ones into separate sequences of information, and to then use error correction codes on the substrings appearing in the string. We also use a series of constraints that allow us to detect what types of deletions occurred, and consequently we are able to reduce the number of codes in the Hamming metric which are used as part of the construction. As a result, we present a construction which achieves the advertised redundancy.
Let C(n) ∈ F n 2 denote our codebook of length n that is capable of correcting two deletions. Suppose vector x ∈ C(n) is transmitted and y ∈ F n−2 2 is received, so that y is the Our approach is to use a series of detection codes to attempt to delineate between the 6 scenarios enumerated above. In addition, and similarly to [2] , we make use of substrings that are not affected by the deletions. The main difference between our approach here and the one used by [2] is that we use a series of detection codes that allow us to place error-correcting codes on fewer substrings occuring in our codewords. We provide an example which illustrates the basic ideas behind the approach in [2] and highlights some notation.
Let L(x, 00) be an integer which denotes the maximum number of bits between any two occurrences of the substring 00 in x. Notice that L(x, 00) = 4. For shorthand, let L(x, 00) = s and let f s :
be an injective mapping where ∅ denotes the null string. Then,
Thus, if there are k occurrences of the substring 00, then the sequence F f4 (x, 00) has length k + 1. Suppose y = (1, 1, 0, 0, 0, 1, 0, 1, 0, 0) is received where y is the result of two deletions occurring to x. Notice that
In particular, notice that d H (F f4 (x, 00), F f4 (y, 00)) = 2, where d H denotes the Hamming distance. Thus, if F f4 (x, 00) belongs to a double error-correcting code, it is possible to recover F f4 (x, 00) from y and thus to recover x.
Notice in the previous example that all occurrences of the substring 00 were preserved (we will more rigorously define this notation shortly). In this example, it is easy to see that if a deletion occurred where a substring 00 is deleted in x and therefore does not appear in y, then we can no longer claim d H (F f4 (x, 00), F f4 (y, 00)) = 2.
In order to overcome this issue, the approach taken in [2] was to require that the sequence F f4 (x, w) belongs to a double error-correcting code for many different choices of w. In particular, the approach in [2] is to enforce that F fs (x, w) holds for every binary string w of length m, where, according to Theorem 5 from [2] , we need 2 m > 2t · (2m − 1). Since any two-error correcting code of length n requires approximately 2 log 2 n bits of redudancy and t = 2 for our setup, this implies that using the construction from [2] , we need m 6 and so the overall construction requires approximately 2 6 · (2 log 2 n) = 128 log 2 n bits of redudancy. Our approach, instead, is to use a series of detection codes along with different mappings and more carefully choose which substrings to place error-correcting codes on. Consequently, we show it is possible to construct a code with fewer redundant bits than the approach outlined in [2] for the case of two deletions.
From the above example if we use the constraints F fs (x, w 1 ), F fs (x, w 2 ), F fs (x, w 3 ), and F fs (x, w 4 ) (for some appropriately chosen substrings w 1 , . . . , w 4 ), we must use a series of double error-correcting codes defined over an alphabet of size approximately 2 s . To reduce the size of this alphabet, we make use of the following lemma.
, such that for all x ∈ {0, 1} s , given any y ∈ D 2 (x) and h s (x), the string x can be recovered.
Codes constructed according to Lemma 1 can be found using brute force attempts such as finding an independent set on a graph with 2 n vertices for which no polynomial-time algorithms (with respect to n) exist. Note, however, that if s = O(log 2 n), then using an algorithm for determining a maximal independent set on a graph which is polynomial with respect to the number of vertices in the graph (such as [6] for instance) results in a code of length s that can be constructed in polynomial time with respect to n.
At first, we will make use of the sequences F hs (x, 0000), F hs (x, 1111), F hs (x, 11011), and F hs (x, 110011) where x ∈ C(n). In particular, we will require that each of these sequences belongs to a code with minimum Hamming distance 5 over an alphabet of size approximately s. Assuming s = O(log 2 n), then these constraints together require approximately 4 · 7 3 log 2 n bits of redundancy if we use the non-binary codes from Dumer [5] . Afterwards, we alter one of the maps used in conjunction with our Hamming codes and show it is possible construct a code with 8 log 2 n + O(1) bits of redudancy. We now turn to some additional notation before presenting the construction.
For a vector
be the result of deleting the symbols in x in positions i 1 and i 2 where 1 i 1 < i 2 n. For example if x = (0, 1, 0, 1, 0, 0), then D(2, 4, x) = (0, 0, 0, 0). Using this notation, we have
Let w ∈ {0, 1} m . Suppose y ∈ D 2 (x). Then we say that the substring w ∈ {0, 1} m is preserved from x to y if, for
. . . , y i1+m−3 ),. . . , (y i1−m+1 , y i1−m+2 ,. . . , y i1 )}, 4) w ∈ {(y i2−2 , y i2−1 , . . . , y i2+m−3 ), (y i2−3 , y i2−2 , . . . , y i1+m−4 ),. . . , (y i2−m , y i1−m+1 ,. . . , y i2−1 )}. In words, the first two statements above require that any substring w is not deleted from x and the last two statements require that no new appearances of w are in y that were not also in x. If w is not preserved from x to y, and the first two conditions above are violated, then we say that w was destroyed from x to y. If w is not preserved, and the last two conditions above are violated, then we say that w was created from x to y. Notice that in order for w to be preserved from x to y, 1)-4) have to hold for at least one pair of i 1 , i 2 such that we can write y = D(i 1 , i 2 , x), since the choice of i 1 , i 2 may not be unique. The following example illustrates this idea. Notice that (1, 1, 1) is not preserved from x to y and in particular (1, 1, 1) is destroyed.
For a vector x ∈ F n 2 , let N 0 (x) denote the number of zeros in x. Similarly, let N 1 (x) be the number of ones that appear in x. Furthermore, let N 0 (x), N 1 (x), N 11011 (x) be the number of appearances of the substrings 0000, 1111, and 11011 respectively. We illustrate these notations in the following example. 
III. CONSTRUCTION -FIRST ATTEMPT
We now turn to describing out code. Let C T (n, s) denote the following set
As we will see, our main construction is a sub-code of C T (n, s).
Let c ∈ F . Our construction is the following: a 0 , a 1 , a 110011 , a 11011 , c, s) = x ∈ C T (n, s) :
where C 2 (n, q, a) is a code over F q of length n. If any of the sequences above that are required to be in codes of length n have lengths M < n, then we simply assume the last n − M components of the sequences are equal to zero.
Let H be a parity check matrix for a double errorcorrecting code (min. Hamming distance 5) from [5] so that H ∈ F r×q N −1 q . We define the double error correcting code C 2 (n, q, a),
We now show that given any y ∈ D 2 (x), it is possible to recover x ∈ C (n, a 0 , a 1 , a 110011 , a 11011 , c, s) . For shorthand, we refer to C (n, a 0 , a 1 , a 110011 , a 11011 , c, s) as C(n). For the remainder of the section, we always assume x is a codeword from C(n) and y ∈ D 2 (x).
The following claims will be used throughout the section.
Claim 1. Suppose a zero is deleted from a run of length one in x and the deletion causes 1) 11011 to be created/destroyed, 2) 1111 to be created, then the substring 110011 is preserved from x to y.
As an example, the previous claim will be concerned with the following type of deletion:
, where × indicates a symbol which is either zero or one and ¡ 0 represents a deletion (in this case of a symbol with value 0). Claim 2. Suppose a symbol with value b ∈ F 2 is deleted from a run of length 4 and a symbol with value b is deleted from a run of length 1 where
Under this setup, if b = 1, the substring 110011 is preserved. Otherwise, if b = 0 and 11011 is not preserved from x to y, then 110011 is preserved.
For example, the previous claim is concerned with the following setups. If b = 0, then one instance of the claim is
. We begin with the cases where either y is the result of deleting two zeros or two ones from x. The first two lemmas handle Scenarios 1) and 2) from the previous section.
Lemma 2. Suppose N 1 (x) − N 1 (y) mod 7 = 2. Then, x can be recovered from y.
Ex: (×, ×, ×, ×, ¡ 1, ×, ×, ×, ×, ×, ×, ×, ×, ¡ 1, ×, ×, ×). Next we turn to the case where two zeros have been deleted. Lemma 3. Suppose N 0 (x) − N 0 (y) mod 7 = 2. Then, x can be recovered from y.
As a result of the previous two lemmas, we assume in the remainder of this section that y is the result of deleting a symbol with a value 1 and a symbol with a value 0. The next 3 lemmas handle the case where N 0 (x) N 0 (y) or N 1 (x) N 1 (y). The next lemma covers Scenario 3). 
For example, we will be concerned with the following setup: C(n, a 0 , a 1 , a 110011 , a 11011 , c, s) can correct two deletions.
In the next section, we make some modifications to the code discussed in this section and afterwards we discuss the redudancy of the resulting code.
IV. AN IMPROVED CONSTRUCTION
In this section, we modify the construction in the previous section to obtain a code with redudancy 8 log 2 n + O(log 2 log 2 n). Our construction uses the same substrings to partition our codewords as in the previous section, but we make use of a different hash function in place of h s from Lemma 1, denoted h (R) s . Consequently we show that we can replace the constraint F hs (x, 11011) ∈ C 2 (n, q, a 11011 ) with the constraint that F h (R) s (x, 11011) belongs to a code with Hamming distance 3 (rather than Hamming distance 5). Our analysis and the subsequent proof will mirror the previous section in light of these modifications. This section is organized as follows. We first describe our code construction in detail and then show it has the advertised redudancy. Afterwards, we prove the code can correct two deletions. Let C T 2 (n, s) denote the following set where, for a binary vector v, τ (v) is the length of the longest run of of zeroes or ones in v,
In the following, for a vector v ∈ F n 2 , let r 1 (x) denote the run-length representation of the runs of ones in x. For example, if v = (1, 1, 0, 1, 0, 1, 1, 1), then r 1 (v) = (2, 1, 3) . Furthermore, let r 2 be the run-length representation of ones in x with lengths at least 2. For example, r 2 (v) = (2, 3).
Let Q be the smallest prime greater than s. We now turn to describing the map h
be the parity check matrix for a code C L with Hamming distance at least 3 over F Q . For a vector v ∈ {0, 1} s we define h Let c ∈ F and r 2 1 + N 2 . In the following, let b ∈ Z s+1 . Our construction is: C (2) (n,a 0 , a 1 , a 110011 , a 11011 , c, b, s) = x ∈ C T 2 (n, s) :
N 0 (x) mod 7 = c 1 , N 1 (x) mod 7 = c 2 , N 0 (x) mod 7 = c 3 , N 1 (x) mod 7 = c 4 , N 110011 (x) mod 7 = c 5 , N 11011 (x) mod 7 = c 6 F hs (x, 0000) ∈ C 2 (n, q 1 , a 0 ), F hs (x, 1111) ∈ C 2 (n, q 1 , a 1 ), F hs (x, 110011) ∈ C 2 (n, q 1 , a 110011 ), is an element of order q N2 2 − 1) or a coset of such a code. If any of the sequences above that are required to be in codes of length n have lengths M < n, then we simply assume the last n − M components of the sequences are equal to zero.
Since c, a 0 , a 1 , a 110011 , a 11011 , and b can be chosen arbitrarily, it follows from an averaging argument that there exists a choice of these parameters that satisfies .
Assuming that the image of the map h s has cardinality 2 4 log 2 (s) and s = 128 log 2 (n) then we can approximate q 1 = 2018 IEEE International Symposium on Information Theory (ISIT)
