Self-oscillation modes in control systems of data transmission networks negatively affect the characteristics of these networks. To investigate the self-oscillation mode for systems with a control module, the analytical model of the active queue management module was developed. The problem of verification of the obtained theoretical results arises in the study. Previously, a software system was developed for software emulation of the router. However, its use has caused some difficulties. Alternatively, the simulation model of network with active queue management module was developed. The paper describes a software package for verifying theoretical calculations based on the NS-2 simulation system. For illustration, a numerical example is given.
INTRODUCTION
When modeling technical systems, there is often a question of verification of results. Either there is no access to data on the functioning of such systems, or the acquisition of data is associated with large resource and time costs. But some simulation experiments can be seen as a solution to this problem.
The problem of the occurrence of self-oscillatory regime in systems with control is considered (see Lautenschlaeger and Francini (2015) ). In particular, the active queue management modules with RED-like algorithms were studied. Based on the theoretical model (see Misra et al. (1999) ; Kulyabov et al. (2018) ) of the functioning of the RED module, the parameters of self-oscillating regimes were investigated. However, for completeness of the study, the verification of the results is necessary. We have developed the installation for a full-scale experiment on the basis of emulation of images of network equipment (see Velieva et al. (2015) ). However, this approach required some extra resources, which were not at authors disposal. So, as a substitute, it was suggested to use the simulation model.
In this paper, the simulation model based on the NS-2 network protocol simulation tool is described. This approach proved to be more flexible in comparison with the full-scale experiment on the basis of emulation of network operating systems.
RED ADAPTIVE CONGESTION CONTROL MECHANISM
The RED algorithm (see Adams (2013) ; Kushwaha and Shwer (2013) ; Kushwaha and Gupta (2014) ) uses a weighted queue length as a factor determining the probability of packets drop. As the average queue length grows, the probability of packets drop also increases. The algorithm uses two threshold values of the average queue length to control the drop function.
Here p(Q) is the packets drop function (drop probability),Q is the exponentially-weighted moving average of the queue size average, Q min and Q max are the thresholds for the weighted average of the queue length, p max is the the maximum level of the packets drop. The RED algorithm is quite effective due to simplicity of its implementation in the network hardware, but it has a number of drawbacks. In particular, for some parameters values there is a steady oscillatory mode in the system, which negatively affects the quality of service (QoS) indicators (see Jenkins (2013) ; Ren et al. (2005) ; Lautenschlaeger and Francini (2015) ). Unfortunately there are no clear selection criteria for RED parameters values, at which the system does not enter in self-oscillating mode.
SIMULATION MODEL
The full-scale experiment often involves certain difficulties. For example, the real equipment is not always available. Also the use of a virtual stand is associated with high demands on computer equipment (see Velieva et al. (2015) ). In addition, since the simulation takes place in real time, the whole process is extremely long.
To save resources and time, simulation tools are usually used. The package ns2 (see Issariyakul and Hossain (2012) ; Altman and Jiménez (2012) ) is a tool for network protocols simulating. This package was created as a reference modeling tool, so it is often used as an alternative to the full-scale experiment.
For an imitation experiment, we will use the so-called dumbbell topology (see Fig. 1 ). Additional TCP sessions are emulated by addition of extra sources.
The program for ns2 is written in TCL language (see Welch and Jones (2003) ; Nadkarni (2017) ).
First, we need to create a simulator object. Let's set the experiment time. We may write the data for the nam visualization tool (see Fig. 2 ). In the final version of the script, we will disable this feature to save resources.
# set nf [open out.nam w] # $ns namtrace−all $nf
Let's set the number of TCP sessions (sources).
set numSrc 60
The current experiment is connected with the study of thresholds values influence on the occurrence of selfoscillation mode. Therefore, the threshold values are set as arguments.
In ns2, there are implementations of three varieties of the RED discipline: the original RED Floyd and Jacobson (1993) algorithm, the ARED algorithm, and the Gentle RED algorithm. The settings of the algorithms are controlled by parameters.
• bytes_: turns on (true) or turns off (false) the mode byte mode, in which the size of the package affects the probability of their tagging to drop; • Queue-in-bytes_: if the value of the parameter is set to true, then the average queue length will be measured in bits. Also, the thresh_ and maxthres_ will be measured by the calculated average packet size (mean_pktsize_). The default value is false; • thres_: the minimum queue length threshold q min ;
• maxthres_: the maximum queue length threshold q max ; • mean_pktsize_: an approximate estimation of the packet size in bytes. The default value is 500; • q_weight_: the w q weighting factor is used in calculating of the average queue length; • wate_: this option allows to maintain the interval between drops packets if its valueis set as a true; • linterm_: the inverse of the parameter p max . The default is 10; • setbit_: takes the value false, if RED discards marked packets. If the value is set as |true|,a congestion bit is added to the marked packets; • drop-tail_: when the value is true and the buffer is overflowed then the active queue management algorithm switches to the Drop Tail algorithm. The default values for the parameters q_weight_, maxthresh_ and thres_ are 0.002, 15 and 5 respectively.
Queue/RED set q weight 0.002 # Queue/RED set drop tail true Queue/RED set setbit false Queue/RED set bytes false Queue/RED set queue in bytes false Queue/RED set gentle false Queue/RED set mean pktsize 1000 Queue/RED set cur max p 0.1 Two nodes that will play the role of routers are created.
Using a loop, we create the nodes that will simulate a TCP session. 
# Connect n($i ) and s( $i ) $ns connect $tcp( $i ) $sink ( $i )

}
The queue is connected to the link between the routers. Since we are only interested in traffic in the forward direction, the discipline Drop Tail is set to the link in the opposite direction.
set flink [$ns simplex−link $R1 $R2 15Mb 35ms RED] $ns simplex−link $R2 $R1 15Mb 35ms DropTail $ns queue−limit $R1 $R2 300
One of the most important objects in ns2 is the queue monitor. It allows to gather information not only about the length of the queue, but also about arriving, departing and dropped packets. Here curq_is the current size of the queue, ave_ is the average queue size. As a result, the output file consisting of three columns is obtained. The first column contains the flag Q (the current queue size) or a (average queue size). The other columns are the time and value of the observed parameter.
The size of the windowWe will be under control. 
The process of simulation is started:
$ns at 0.0 "$ftp ( $i ) start " $ns at $simTime "$ftp($i ) stop" # $ns at $simTime "calc throughput $tcpsrc ( $j ) ← $j $simTime" } $ns at $simTime "finish" $ns run If the file with the model is named as red.tcl. Then, in order to run the simulation, the ns red.tcl command should be executed.
PROCESSING OF THE SIMULATION RESULTS
After the simulation experiment a large amount of raw data is obtained and it is necessary to process this data.
By using the output data the parameters of self-oscillations may be obtained. Here are the fragments of the program in the Julia language (see Joshi and Lakhanpal (2017) ), in which the spectral portrait of the self-oscillatory mode is constructed on the basis of the Fast Fourier Transform algorithm (see Rao et al. (2010) ).
The file being processed is passed as an argument. In addition, we may derive the point values of the spectrum in order to build a graph on it later.
for ( f , A) in zip(frequency , amplitude spectrum) println ( f , " , " , A) end As in the current experiment the dependence of selfoscillations on the threshold values of the RED algorithm is investigated, we will generate files with different threshold values. This data will be used in carrying out the simulation.
# !/ usr / bin /env python3 import itertools import numpy as np DIR = 'parameters' Q START = 10 Q STOP = 90 Q DELTA = 1
with open(" ./{0}/{1:04 d}".format(DIR, i) , ← mode='w', encoding='utf−8') as f :
In order to collect all the elements together, we will use the Snakemake assembly system [https://snakemake.readthedocs. io]. This system is ideologically similar to the Make assembly system. However, it is not aimed at assembling software, but for reproducible and scalable data analyses. The syntax of Snakemake language is similar to the Python language.
rule all :
input:
touch(" . status ") rule fft : input: "parameters /{ file }" output :
"4 fft /{ file }" shell :
"ns red . tcl ' cat {input }' > {output}" rule spectrum: input: rules . fft . output output :
"spectrum/{ file }" shell :
" julia spectrum. jl {input} > {output}"
The resulting set of programs can be parallelized according to the SPMD ideology (single program, multiple data) (see Darema (2001) ).
SIMULATION EXPERIMENT
As an illustration, we give a concrete example. Let's set the following parameters of the RED algorithm: the number of sessions N = 60, round-trip time T p = 0.075 s, thresholds Q min = 75 packages and Q max = 150 packets, drop probability p = 0.1, parameter w q = 0.002.
In the study examines the impact of the parameters on the character of the self-oscillation mode. Let us investigate the dependence of self-oscillation on the link capacity C. The Fig. 3 and Fig. 4 show the behavior of the average queue length for link capacity C = 5 Mbps and C = 20 Mbps. In the second case clearly shows the presence of the selfoscillation mode. Theoretically obtained characteristic of this mode: oscillation frequency ν = 0.6 Hz, oscillation amplitude A = 150 packets. In the spectral study of the results of the simulation, we obtained the following characteristics: the frequency of self-oscillations ν = 0.5 Hz, the amplitude of the oscillations A = 169 packets (see Fig. 5 and Fig. 6 ). As can be seen, the theoretical and experimental values are very close. Thus, our program complex can serve the purposes of verification of theoretical studies of the self-oscillatory regime in control systems.
CONCLUSION
The authors have developed the set of programs for simulation experiment in order to investigate the self-oscillation mode of control systems and to verify theoretical results. It is assumed that this experiment will confirm the analytical model of the active queue management module with the RED-like algorithm proposed by the authors.
