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Abstract
Advances in the areas of robotics have greatly increased the complexity and number of
problems that groups of robots are able to solve. This work deals with the use of homogeneous and autonomous robots to dynamically form teams in order to solve a multi-threat
containment problem. The multi-threat containment problem has the robot teams surround
a number of threats which may occur randomly. Approaches with and without utilizing
wireless communication are proposed and analyzed with a focus on the effects of using
wireless. Simulation results show the benefit of the proposed integrated algorithm and its
performance in different scenarios.
Simulations will be run in the MAHESHDAS simulator, a simulation tool designed
for modeling of autonomous robots. MAHESHDAS allows for the simulation of dynamic
robot teams and wireless communication between robots. Simulated scenarios will also
examine known issues that have been found in previous work in multi-threat containment.
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Chapter 1
Introduction
Technological advances on many fronts have enabled numerous capabilities in robot teams.
Autonomous robots utilizing wireless communications, advanced contention resolution,
distributed computing among others open possibilities to solve problems never before possible. As autonomous robots become more full-featured, they are being applied in a number
of different problem areas where it is difficult for humans to provide close supervision[10].
Problems such as chemical spills or radioactive contamination present scenarios requiring
a number of autonomous robots to form dynamic teams in a potentially widespread terrain.
The use of robot teams has been investigated in research problems such as exploration[1],
target tracking[10], target pursuit[6] and the coordinated movement of objects[15][16].
More recently, the containment of both immobile and mobile threats has drawn attention
in cooperative robotics[12]. For example, robot swarms were applied by Cui et al.[4] in
the detection and localization of an aerosol threat and required the robot swarm to stay together while searching for the emission source. Cui et al.’s work, however, only considered
a single threat. Also, Stancil et al.[17] is currently utilizing a central station to interpret
images captured by camera-based robots and to direct robots in containing foreign objects.
A differing approach based on Artificial Potential Fields (APF) employs a completely distributed solution to the threat containment problem. This approach relies only on local
sensing and APFs to perform threat containment and collision avoidance[12].
This work will discuss and propose a solution using distributed robot teams for a multithreat containment problem. In the multi-threat containment problem, robots are required
1

to form teams whose end goal is to surround a specific threat. The threats are intended
to represent an event such as a chemical spill which would require the robots to surround
the threat in order to dispose of the threat or minimize its impact. Multi-threat containment expands on the original definition of threat containment as the requirement is added
that multiple threats may exist simultaneously in the environment. These threats may be
spatially close or spread out; a well designed system should be able to handle both cases.
The high level objective of this system is illustrated in Figures 1.1 and 1.2. Figure
1.1 shows the system such that robots are in the process of searching for a threat, and
several have just appeared. The overall goal of the multi-threat containment problem is for
the robots to quickly and effectively surround each of the threats as shown in Figure 1.2.
Another more subtle goal of the system is shown in Figure 1.2, such that several robots are
not actively involved in the surrounding of the threats. This efficient use of robots not only
allows the system to complete its goal, but also to continue to search for any additional
threats which may appear.

Figure 1.1: Robots searching for threats
The primary focus of this work is to use autonomous yet cooperative robots to form
temporary dynamic teams, each of which must contain a threat in a timely manner. The
groups of robots will not have a central controlling authority, and each robot will be considered independent and indistinguishable. The system is designed to be similar to a swarm
system where individuals do not contain a large amount of intelligence (avoiding complex
2

Figure 1.2: Robots surrounding threats
and expensive robots) and it is primarily through the interactions between robots that the
behavior of the system emerges. This work will introduce an algorithm to contain threats
along with some methods to increase effective cooperation among the robots. Wireless
communication is used to extend the horizon of visibility for the robots in threat search, as
well as to coordinate during dynamic team formation.

3

Chapter 2
Related Work
The multi-threat containment problem describes threats which randomly appear in a confined environment and which are required to be contained in a timely manner. The robots,
with no central control and no common global knowledge, must dynamically form teams
to surround one or more simultaneously existing threats. Since the end goal of the system
is to efficiently and quickly contain threats, it is necessary to monitor the state of the solution in these terms. The rate of containment is defined as the inverse of the time required
for a group of robots to surround a threat, and it provides a convenient way to measure
performance in multi-threat containment.
A number of different techniques are leveraged to provide both a scalable and effective
solution for the multi-threat containment problem. The field of cooperative robotics, in
conjunction with dynamic robot teams and distributed control, provide an array of strategies
for solving problems such as dynamic task decomposition and completion[7]. Cooperative
robotics provides applications involving robots that work together to perform a set of tasks
[3] and has been used in a variety of scenarios, including the location and movement of
objects, playing soccer[18], and exploration[1]. These approaches lend themselves well to
solving the multi-threat containment problem.

4

2.1 Robot Teams
Robot teams have been used in a variety of ways in research over the years. Teams have
been deployed in scenarios including exploration, playing games, treasure hunting, target
tracking and coordinated movement of objects. One of the major advantages is that robot
teams allow a group of smaller and inexpensive robots to be configured for a various number of roles or jobs. On the other hand, robots that are built to handle tasks on their own
tend to be more complicated and expensive [3].
The actual structure of the robot teams has been as diverse as their uses, ranging from
predefined groups of robots to dynamically formed teams[7]. Teams have been created
using only homogeneous robots as well as groups of heterogeneous robots which provide
specialization in different tasks. The robots can then be dynamically grouped based on
the type of task being performed. The solution proposed by Jones et al.[7] designates a
leader robot that is responsible for coordinating actions in the dynamic group/team. This
concept of the dynamic selection of a leader which is then responsible for coordination of
group activities will be key for this work’s formation of wireless neighborhoods. A similar
approach is shown in work by Chaimowi[3]. Stone and Veloso[18] present a method in
which a number of roles are defined in contrast to a leader-based structure. Pre-determined
plans are used to provide a set of roles required to accomplish a selected task. The robots are
capable of dynamically switching roles to efficiently solve the task, and are only required
to communicate periodically.
Methods have also differed in the amount of communication between robots and the
amount of computation that individual robots are required to perform. The approach used
by Spletzer et al.[16] relies primarily on the individual to make decisions and to react
based on the robot’s view of the world. This behavior is leveraged to allow the robots to
move in formation. Other works, including Stone and Veloso[18], attempt to minimize the
amount of necessary communication without sacrificing the ability to cooperate. The main
objective of this work includes the proposal of a solution which is able to function without
any communication between robots. Intelligent communication between the robots will
5

then be added to quantify if this addition is worth the effort.

2.2 Robot Formations
Robot formations is a research field that has grown from a combination of cooperative
robotics and robot teams. The general idea behind robot formations is that a group of
robots is able to form into a desired shape on its own. The approaches to this problem can
be divided between a centralized controlling authority and a distributed methodology. This
work focuses on the distributed aspect of robot formations, since the number of robots and
widespread nature of the multi-threat containment problem would make centralized control
difficult at best and impossible at worst.
Suzuki et al.[19], being pioneers in this field, have established some of the foundations
for distributed robot formation. Similar to Suzuki et al.’s work and others, this work considers an n-sided polygon to approximate a circle as the shape to contain a threat. The theory
and methodologies behind robotic formations have been applied in a number of uses including robotic vehicles for use in armed forces by Balch and Arkin[1], Stone and Veloso’s
[18] soccer playing robots, and smaller robots for moving objects by Spletzer et al.[16].
Within the area of distributed robotic formations, a number of different ideas have been
presented. The approach taken by Suzuki et al.[19] originally had each robot attempt to calculate the center of the circle based on the mid-point of its local neighbors and its neighbors
across the circle. Suzuki et al.[19] also worked on proving the effectiveness of oblivious
and non-oblivious algorithms. Oblivious algorithms define robots as moving toward the
mid-point of itself and a neighbor, while non-oblivious algorithms base actions upon measured neighbor movements. Balch and Arkin[1] create a formation by allowing individuals
to adjust themselves based on the detected positions of other individuals. This approach
has been shown to work well in obstacle avoidance and way-point navigation while maintaining the designated arrangement. Michael[13] presents a method for creating a circular
formation without any communication among team members by using only the relative

6

angles to the two closest neighbors. The reliance on only the closest robots provides a solution that does not require the individual to track the formation as a whole. This method
of determining the desired position of an individual based on relative neighbor locations
will form the basis of the proposed threat containment algorithm.

2.3 Swarm Intelligence
Swarm intelligence has been a very interesting field of research since its introduction in
1995 by J. Kennedy and R. Eberhart in [8]. The system was proposed to allow the modeling
of distributed systems, such as the flocking of birds or schools of fish. One of the key
advances in this approach was the introduction of a ‘social’ component to the formulas that
determined where individuals moved in a system. This ‘social’ component allowed for an
individual not only to make decisions based on their own previous experiences, but also to
gain feedback from the group as a whole or selected neighbors. The swarm intelligence
paradigm has spawned a number of biology-inspired research areas with particle swarm
optimization and ant foraging being among the more popular.
Particle Swarm Optimization (PSO) is generally applied to the solving of problems
which involve finding the global minimum or maximum of a given utility function. It
has been found that the particle swarm is particularly well-suited to solve problems that
involve a number of dimensions, [5] and [9], as the particles of the swarm ‘move’ through
each dimension and make adjustments based on the function that is being solved as well as
input from the rest of the swarm.
Ant foraging involves the modeling of a system similar to way that ant colonies find
and gather food. This method involves the laying of a ‘pheromone’ that other ‘ants’ are
able to detect. The level of pheromone that is present is then incorporated into the decision
process along with some randomness to allow for additional exploration. This algorithm
has been used extensively in search algorithms as well as the self-organization of sensor
networks [14] in order to optimize energy usage.

7

In the implementation of swarm intelligence, it is often required to limit the number of
neighbors that an individual includes in the ‘social’ component. Many times these neighbors are simply static references to other individuals within the swarm, while limitations
imposed by spatial locality are ignored or minimized. The dynamic nature of the multithreat containment problem requires that individuals are able to interact with a dynamically
changing group of neighbors. Individual robots are also limited by a local sensor range;
this limit introduces a spatial locality that can severely limit the amount of global-level
knowledge an individual robot is able to acquire. It is this limit on global knowledge that
presents one of the major challenges in multi-threat containment and distributed robotic
solutions in general.

2.4 Potential Field based Approaches
The use of Artificial Potential Fields (APF) as a solution for distributed cooperative robotics
has been applied to a variety of research problems. Using pre-determined formulae, a
robot uses nearby objects and robots to determine direction and speed of movement. APF
uses relative distances between robots and objects to create a group of ‘force’ vectors.
These forces are then then summed to form a new motion vector for the robot, which will
determine the direction and speed at which the robot will move.
Potential fields provide a flexible solution to deal with groups of robots and objects
and have been used for both the coordinated movement of objects[15] and the multi-threat
containment problem[12]. The MUltiple Threat Containment Algorithm (MUTCA) proposed by Mehendale and Yang[12] uses the potential fields in a number of ways, including
attraction of robots toward threats, avoiding collisions, and shape formation around threats.
MUTCA utilizes quadratic APFs, resulting in motion vectors that are linear to the distances obtained through local sensors. The simplicity of MUTCA presents advantages in
the utilization of cost-effective swarm robots.
In the use of potential fields for multi-threat containment, Mehendale and Yang[12]

8

detail several weaknesses in a purely APF approach. These weaknesses must be addressed
during the investigation and subsequent solution of the multi-threat containment problem.
The weaknesses include the ‘8-shape’ problem as well as the rate at which threats are
contained with a small number of robots.
Figure 2.1 shows one type of the ‘8-shape’ problem, where a total of 11 robots surround
two threats. While this scenario is considered a failure by Mehendale and Yang[12], this
work considers it a success, as long as the position of the robots completely surround both
threats. Additional precautions are taken in this work to ensure that each robot is close
enough to their immediate neighbors to ensure a complete containment. Pure reliance on
the APF will cause failures in this case due to the summing effects of the APF from each of
the threats. The end result is that the potential value between the two threats is high enough
such that no robots are ever able to close this gap in the containment circle.

Figure 2.1: ‘8 shape’ scenario 1
Figure 2.2 is the second form of the ‘8-shape’ problem. This particular form is considered a failure in MUTCA as well as in this work, as the robots are effectively indecisive
about which threat to help contain. This is another case where the summing effects of the
APF can have a negative effect on the robot’s ability to contain the threat. While in the first
scenario, the APF caused a local maximum value that prevent robots from entering, this
scenario creates a local minimum that draws all nearby robots in. The problem is that this
local minimum can be outside the containment radius for the threats. The end result is that
neither threat is successfully contained even though enough robots may be present.

9

Figure 2.2: ‘8 shape’ scenario 2

10

The issue with the rate of threat containment involves the method in which robots surround a given threat. In MUTCA, the robots use a potential field to ‘push’ each other around
the threat. This method works well when a large number of robots (≥ 8) are present, but
does not work well with fewer robots. The inability to quickly surround is because the
APF that governs how robots are moved around the threat cannot override the strength of
the APF that keeps robots at a proper distance from the threat itself. This restriction limits the ability of the APF to spread robots around the threat quickly, especially when the
number of robots is small.

11

Chapter 3
Methodology
The multi-threat containment problem requires a number of robots to cooperatively perform a variety of different actions. Required actions include searching for existing threats
as well as the containment of threats once they are found. Leveraging existing work on
threat containment and robot swarm algorithms, this work proposes to divide multi-threat
containment into three sub-problems: (1) uniform and reliable threat search by autonomous
robots, (2) responsive threat approach, and (3) efficient and collision-free robot formation
for surrounding threats.
Given that the number of robots applied to this problem could be quite large, it is
evident that the coordination of all robot activities by a single entity would require a large
amount of processing power. Centralized control would also require each robot to transfer
knowledge of its perceived environment back to the central control before decisions could
be made. This communication requirement may present unacceptable overhead in terms of
propagation and processing delays.
The use of a distributed approach to the multi-threat containment problem alleviates a
number of issues associated with centralized control, but it introduces its own set of difficulties. One of the major difficulties associated with a distributed solution is that individual
robots must determine their own actions through only their local perception of the environment. A great deal of research has been conducted to coordinate robot activities under
distributed scenarios - recall Section 2.1. This work proposes a multi-layer approach, in
which a robot’s local sensors and wireless communication are combined to extend the view
12

Parameter
dt
dnl
θnl
dnr
θnr

Description
Distance from the current robot to the threat
Distance to the immediate left neighbor
Angle to the immediate left neighbor
Distance to the immediate right neighbor
Angle to the immediate right neighbor

Table 3.1: Quick reference to parameters provided from sensors
of the robot and to facilitate advanced coordination among the robots. Information gathered
through sensors and wireless communication is combined to create the robot’s viewpoint
of the environment. From this viewpoint, each robot is able to determine its own actions
and to serve to accomplish the overall task.
Given that the goal of this work is to minimize the amount of work, it is important
to specify the abilities of the individual robots. The robots are each equipped with local
sensors that are limited by a maximum sensor range on a simulation basis. Sensors are able
to determine both the distance and relative angle to threats and other robots that are within
range. The sensors are unable to distinguish between different threats or robots. Table 3.1
provides a list of sensor provided parameters that are important for the proposed solution.
Figure 3.1 illustrates how angles are calculated and used by the robot algorithms.
Figure 3.2 shows a high level view of individual robot intelligence by integrating the
robot’s local sensors with wireless communication. Note that the three aforementioned
sub-problems provide natural boundaries of robot behavior. These independent high-level
states of robot behavior are integrated into an overall state machine as shown in Figure 3.3.
The three sub-problems of multi-threat containment dictate robot behavior when no
threats are detected (THREAT SEARCH), when a threat is detected but not within the containment range (THREAT APPROACH), and finally when the threat is within containment
range (THREAT CONTAIN). Each of the three states will be discussed in the following
sections, with the exception of THREAT OBSERVE. The THREAT OBSERVE state provides a method for contention resolution between robots, and requires robots to wait a
13

Figure 3.1: Angles are measured counter-clockwise between current robot and threat

Figure 3.2: High Level View of the Robot Intelligence
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Figure 3.3: High Level State Machine
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random period of time when attempting to contain a threat under a specific set of circumstances which will become evident later.

3.1 Threat Search
The ability of robots to quickly find threats is a key component of the multi-threat containment problem. This work employs robots which use local sensors to detect a threat that is
within a finite sensing range. Ideally, the sensing range of the robots would be very large,
so that robots could easily detect far away threats, but this is often impractical, especially
considering the desire for a large number of inexpensive robots. For example, ultra-sonic
or infrared sensors are typically limited to a few meters of accurate sensing range, if not
smaller. Given these considerations, the sensing range of the robots in this work is purposely chosen to be much smaller than the overall search space in order to simulate realistic
conditions. The challenge is for the individual robots to intelligently and collaboratively
cover the entire region of interest. Consequently, a number of robots must actively monitor
the region and search for threats with the goal of complete coverage at all times.
A number of prior works that may be applied for threat searching have been discussed
in Chapter 2. Given that the number of robots in use may vary significantly, it was deemed
unreasonable to assume that stationary robots would be able to accurately cover the entire space. Coordinated searching was another possibility, but additional overhead and
processing would be required for this approach since the robots would not be moving in
formation. The random mobility models used in wireless mobile ad hoc networks provided
a reasonable method for controlling robot movements while searching and had been used
previously in work by Bhushan and Yang [12]. These models also avoid one of the more
complex problems associated with coordinated searching, which assumes that robots know
the location of other robots in terms of some common reference point or coordinate system.
While on the surface this may not seem difficult, when expensive solutions such as GPS are
unavailable, it becomes a very difficult problem which years of research have not provided
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a definitive solution.
The Random Direction mobility model was chosen for controlling robot actions during
the search phase to provide thorough coverage. The mobility model dictates that individuals
choose a random direction and proceed in that direction until an edge of the search area is
reached. Once the edge is found, a new direction toward the interior of the search space is
randomly chosen. Random Direction mobility has been shown to avoid a concentration of
entities in the center of a search space, which is a known problem with the Random Walk
mobility model [2]. This approach avoids complex interaction between robots, and only
requires the robots to know when a boundary of the search field was encountered.
Recognizing the sensor range limitation, wireless communication is used by the robots
to aid in detection of threats which are out of local sensor range. In other words, wireless
communication extends the horizon of the sensors’ visibility in the Threat Search phase.
Robots now need to determine what action to take both when a threat is detected through
local sensors as well as through the wireless system. While the specifics of the wireless
system will be discussed in Section 3.4, the main component used during Threat Search
uses a global communication channel on which all robots may listen. Given these descriptions of the robot behavior, the searching algorithm has been termed Random Direction
with Global Listen.

3.2 Threat Approach
Once a threat has been detected, it is imperative for a robot to quickly decide on a course of
action with respect to the threat. The Threat Approach phase was designed to dictate robot
behavior in the time period between threat detection and the start of threat containment.
The primary goal of Threat Approach is for the robot to aid in the surrounding of a threat,
but it is possible that help may not be needed. If the threat is already contained, then it is
desirable for the robot to ignore the detected threat and continue the search for new threats.
This purposeful ignoring of threats helps to avoid clustering of a larger number of robots
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around a threat, when only a few may be needed. Figure 3.4 shows the state machine that
the robots use in Threat Approach.

Figure 3.4: Threat Approach State Machine
When a threat is detected, the robot will enter either the GLOBAL LISTEN WITH THREAT
(GLWT) or NEIGHORHOOD LISTEN states, depending on whether the threat is detected
using the robot’s sensor (i.e., the threat is within the sensing range) or via wireless communication. The GLWT state allows robots to listen for a particular threat over the wireless
communication when the threat is within sensor range, but the containment distance has not
yet been reached. Upon reaching the containment distance from the threat, a robot will either attempt to create a wireless neighborhood, or join an existing one. If a robot has previously detected a wireless neighborhood, it will enter the NEIGHBORHOOD LISTEN state
and monitor neighborhood communications until it is ready to attempt joining. Through
the observation of neighborhood communications, incoming robots will be able to learn if
help is still needed before periodic global updates.
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3.3 Threat Contain
Once a robot has reached the containment distance from the threat, it is considered to be
in the Threat Contain phase. The containment strategy includes how the robots will form a
shape around the threat, the number of robots allowed to help surround, and whether robots
are required to spread out evenly. A containment strategy must also be able to function
when a small number of robots are available, as well as to provide a method for handling
the ‘8-shape’ problem. For the purposes of this work robots are required to evenly spread
around the threat and to use the minimal number of robots to perform the containment.
One of the major challenges involved with a containment strategy is the implementation
of a flexible and efficient solution in a distributed manner. This can be particularly challenging when communication between robots is limited or unavailable. A key restriction
placed on distributed solutions of this type is that only a small amount of information may
be present at a particular robot. Given this restriction, a robot must still attempt to make a
decision that aids in the overall problem solution.
Algorithms can and have been proposed to overcome some of the limitations of distributed solutions with limited visibility, and are quite effective in a number of scenarios;
recall Chapter 2. These algorithms illustrate both the flexibility and potential of distributed
solutions, however; the need for sophisticated and coordinated actions among robots is apparent; reference Section 2.4. It is at this junction where dynamic teams and inter-robot
coordination becomes necessary for the efficient extension of the base algorithms. Interrobot coordination provides additional knowledge that can be leveraged in a variety of
ways. This work uses this knowledge to improve the overall efficiency of the robots as well
as the logical extension of the local sensor range.
The proposed containment strategy for this thesis work consists of a purely distributed
approach that is able to solve the multi-threat containment problem without requiring communication among robots. The approach also includes dynamic team formation to provide
increased efficiency and coordination among the robot team members. The goal of the containment strategy is to provide a solution that only requires the first level of coordination,
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at the local sensor level, where intelligent communication between robots is not used. The
proposed solution will add, in addition to this, a second level where wireless communication is used to allow for intelligent coordination beyond the ability of local sensors.
The first level consists of the Mid-Angle Formation Algorithm (MAFA) while the second level contains the Wireless Neighborhood communication system. The MAFA has
individual robots move autonomously to evenly distribute themselves around the threat,
and functions independently of the wireless system. While the MAFA focuses on robot
positioning, the wireless system is able to focus on higher level system problems, such as
efficient allocation of robotic resources. The wireless system helps to avoid a large number
of robots being drawn to one threat. This would leave large areas of the search space with
few robots, which is inadequate to cover additional threats. The wireless communication
also helps to provide additional knowledge to the robots through global ‘calls for help’
and threat containment state messages. Section 3.4 will discuss the wireless neighborhood
algorithm in detail.
MAFA takes advantage of the strengths of APF approaches through the use of APFs for
managing distances from the threat and collision avoidance as in MUTCA[12]. In order to
overcome the shortcoming of APF in terms of containment speed, MAFA determines the
next destination for a robot by referring to its two nearest neighbor robots - see Figure 3.5.
Two robots, the left and right neighbors, are referred to as immediate neighbors, and are the
neighbors with the smallest relative angle between the current robot and the threat. Each
robot will attempt to move to the middle position between the two immediate neighbors as
determined by the mid-angle, θm = (θnl − θnr ) + π, where θnl is the left angle and θnr is
the right angle. By having all robots move to the middle, this ensures that the robots will
spread out evenly around the threat. The robots will also maintain a distance of dcf from
the threat.
In order to alleviate the ‘8-shape’ problem, several additions were made to the base
MAFA algorithm. The first change involved a side effect of the APFs in which multiple
threats that were in sensor range could pull a robot away from a threat it was attempting
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(a) Mid-Angle Determination

(b) New Destination

Figure 3.5: Steps of the Mid-Angle Formation Algorithm
to contain or track. When two threats were close, the summing effect of the APFs could
prevent a robot from getting to the containment distance. A loyalty factor was introduced
that forces a robot to continue tracking a particular threat. A robot can only begin to track
a different threat if the first threat dies, or if it is specifically told to ignore the first. The
loyalty factor only allows a robot to be pushed closer to a threat it is tracking, and not drawn
away from it.
Threats that appeared very close together also caused issues with the base MAFA algorithm. The base MAFA solution would allow successful containment in this situation, but
could run into problems with robots forced to be very close to a threat they were not containing, see Figure 3.6. APFs provide useful properties for solving this issue, and the robots
were adjusted to take into account APFs from all threats that were within sensing range,
see Figure 3.7. Taking into account the additional threat APFs leads to the containment
distance equation shown in (3.1):

dc = min(dcf , |

dit /2
|)
cos(θm − θit )

(3.1)

where dit is the inter-threat distance, θit the relative angle between the threats, and dc is the
destination distance from the contained threat. The adjustment of using Equation 3.1 allows
robots to help contain both threats by attempting to be equidistant between the threats
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Figure 3.6: Base MAFA algorithm robots only track the current threat

Figure 3.7: Adjusted MAFA takes into account other threats that are nearby
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when both are within the containment radius. The minimum between the known threat
containment distance, and the calculated value allows the robots to move closer if required,
but also stops the robots from being pulled away by additional threats.

3.4 Wireless Neighborhoods
One of the primary purposes of this work is to investigate whether the addition of intelligent wireless communication provides benefit when used in the multi-threat containment
problem. All three sub-problems include situations which wireless communication could
provide aid in multi-threat containment. Some examples where wireless communication
could be helpful are listed in Table 3.2.
Sub-Problem
Threat Search
Threat Approach

Threat Contain

Scenarios
Sensor range extension
Coordinated threat search
Sensor range extension
Knowledge of threat containment status
Limit number of robots around threat
Knowledge of threat containment status
Limit number of robots around threat
Call for help if more robots are needed

Table 3.2: Wireless Capabilties
The proposed algorithm utilizes wireless communication to (1) allow robots to detect
threats outside their sensing range, (2) limit the number of robots surrounding each threat,
and (3) establish the loyalty of robots for each threat to alleviate the ‘8-shape’ problem.
The overall wireless solution consists of the previously mentioned global communication
channel that all robots are able to use, as well as a set of individual communications channels. The multi-threat containment problem requires that small groups of robots work
together to surround a specific threat, and it is a similar model for which the wireless will
accommodate. The small groups of robots used in the containment algorithm are known as
neighborhoods. The group of robots that joins together through the wireless system, while
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theoretically the same as the formation neighborhood, is considered the wireless neighborhood for the threat.

3.4.1 Wireless Neighborhoods at a High Level
Using wireless communication in conjunction with the multi-threat containment problem
presents several different challenges. The major tenet behind multi-threat containment is
that the system as a whole must be able to handle simultaneously existing threats. In the
case of the wireless system this presents a problem in that multiple groups of robots may
desire to communicate about different threats at the same time. To further complicate matters, the overall system requires a large number of simple robots. Smaller and simpler
robots generally limit the ability to take advantage of extremely sophisticated communication techniques, in addition; the range at which transmitters and receivers are effective is
limited.
The proposed solution of Wireless Neighborhoods is designed to handle the issues that
are present when using wireless communication for multi-threat containment. To address
the issue of simultaneously existing threats, the use of individual wireless channels is proposed; see Figure 3.8. Each channel is used for communication about a single threat,
and provides a logical separation of threats. Channels are in this case defined as different
wireless frequencies, which is in accordance with a Frequency Division Multiple Access
(FDMA) approach to allowing simultaneous wireless communications. This separation of
threats also avoids additional complication and coordination that would be necessary if
multiple threats and robot teams used a single shared channel. The channels will be stored
as a hard-coded list within each robot so that robots can easily reference a channel number.
The use of channel numbers also limits overhead among the robots so that channel parameters such as modulation, frequency, and data rate do not require run-time negotiation. This
method is in line with other project priorities of simple robots, so avoiding this additional
overhead is preferred.
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Figure 3.8: Channels are divided among different frequencies
Once multiple independent channels are chosen as the approach for keeping threats independent, a few other things must also be decided. In particular, the method of channel
selection as well as avoiding collisions on the channel are of utmost importance in order
to provide a reliable environment for the robots to communicate with each other. Another
more subtle issue is that if different channels are in use, how does the solution allow any
possible combination of robots to dynamically form a team, and also allow for the communication between the team members? The answer to this question is that at some level, a
global method of communication must be available in order to accommodate for this.
The proposed Wireless Neighborhoods solution provides a global communication channel that all robots are able to transmit and receive on. While this global channel does provide a solution to allow any combination of robots to communicate and form a team, it
comes with additional risks that must be taken into account. These risks, such as an increased chance of transmission collisions, require careful attention to provide the reliable
communication medium that is expected. One of the first methods for reducing the chance
of collisions is to minimize both the number and duration of transmissions that are made
on the global channel. Another method includes well-known approaches similar to Ethernet, in which the channel is monitored for activity and includes back-off protocols in
the event of a collision. Wireless Neighborhoods implement both of these approaches to
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minimize the chance of wireless collisions. By only allowing transmissions in the global
channel for a very small number of cases, the number of messages is limited. In conditions
where messages are being transmitted, the individual robots will also monitor the channel
for transmissions. This final step works not only for collision avoidance on the channel, but
can also aid in other areas. See Section 3.4.3 for additional details on these precautionary
measures.

3.4.2 Access Control
The individual wireless neighborhood consists of a dynamic team of robots that have already selected a non-global channel for communication and are working together to surround a particular threat. In order to control access within this independent wireless channel, Time Division Multiple Access (TDMA) is used. TDMA was chosen for this role
because it provides a well-known method of sharing a common resource, in this case, a
wireless channel. Another primary motivation for TDMA is that other multiple access protocols can require complex hardware and software, and one of the goals of this work is to
utilize inexpensive robots. A final reason that TDMA was chosen is that given the dynamic
nature of the multi-threat containment problem, it is impossible to know ahead of time
which robots will play which roles unless specific robots are selected beforehand, which
would invalidate the goal of a group of homogeneous robots.
The TDMA frame format was designed to allow a large number of robots to exist within
the wireless neighborhood in defined member slots. The large number of member slots also
helps to reduce the likelihood that two robots attempting to join the neighborhood at the
same time would attempt to use the same slot. Additional precautions are taken to avoid
this problem, and are discussed further in the Section 3.4.3. The frame format also includes
time slots for the master node to broadcast neighborhood information, as well an additional
slot for broadcasting on the global channel. Guard slots have also been included in the
frame to allow for propagation delay of the RF signals through the environment, and is a
standard requirement in TDMA based systems. Figure 3.9 shows the TDMA frame that is
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used for Wireless Neighborhoods.

Figure 3.9: Wireless Neighborhood Frame Format
The details of the timing for the different TDMA slots is based upon the maximum
length of message that can be sent during that slot, and the channel data rate. The details of
the messages will be discussed in Section 3.4.4. Due to reliance on the channel data rate,
the exact timing of the frame will be discussed in conjunction with specific simulations in
Chapter 5.

3.4.3 Controlling the Neighborhood
When an individual wireless neighborhood is created, a single robot designated as the
neighborhood’s master node will broadcast an announcement that the neighborhood is being created as well as which communication channel it will use. It is through this announcement that other robots are notified both of a new threat’s existence, as well as the
fact that a neighborhood is being created. As a robot moves into position to help contain
the threat, it requests to join the neighborhood and, if granted, will become a member of
the neighborhood. Both master and member nodes have specific functions within the wireless neighborhood; the state machines for each are shown in Figures 3.10(a) and 3.10(b),
respectively.
Master Node
The primary roles of the master node consist of managing requests for robots to join the
wireless neighborhood, and determining the status of threat containment. The master node
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(a) Master Node State Machine

(b) Member Node State Machine

Figure 3.10: Wireless State Machines
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is also responsible for using the global communication channel to either request additional
help or to inform the remaining robots that help is no longer required and that the threat has
been contained. Once the threat has been contained, the master is able to deny entry to any
additional robots who request to join the neighborhood, which allows only the necessary
number of robots to be present at a given threat.
The majority of the master node’s responsibilities are completed within the JOIN AS MASTER
state and the master will only begin its final task once the threat is no longer considered
alive. This final task is the coordinated destruction of the neighborhood to ensure that all
robots are released from the neighborhood in the NEIGHBORHOOD DESTROY state.
Neighborhood destruction is completed via the broadcasting of a message informing all
robots in the neighborhood that the threat is dead and that the neighborhood is being taken
down. Once all member robots have responded to the message, the master node transitions
to the NEIGHORHOOD LEAVE state, which will cause a global announcement that the
threat is gone, and that the neighborhood communication channel is now available.
Member Nodes
The remaining robots within the wireless neighborhood are considered member nodes. The
process by which a robot becomes a member of a particular neighborhood is multi-step, in
order to give the master node as fine-grain control as possible. A robot will only attempt
to join a neighborhood once it has nearly reached containment distance ( ≤ 115% ). The
restriction by distance from the threat not only reduces the number of robots that may
attempt to join at a single time, but it also gives the robots a longer time to listen for threat
status updates.
The first step that a robot must take in order to join a wireless neighborhood is the
selection of the TDMA slot that it will use for communication with the rest of the neighborhood. The process is defined to minimize channel collisions between robots who accidentally attempt to use the same member slot in the frame. In order to prevent these types
of collisions the robot will listen to the neighborhood communication for a defined period
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of time, currently three complete frames. The robot will synchronize with neighborhood
timing based upon receipt of the master information message, and will then tally the number of messages received in each time slot. Once the three frames have passed, the robot
will randomly choose a slot from among the slots where no messages were received. If no
slot is found to be available, the robot will assume that the neighborhood is full and ignore
the threat that is being tracked by the neighborhood. The state machine used by the robots
during this phase of slot resolution is shown in Figure 3.11.

Figure 3.11: Member Slot Resolution
The second step a robot uses to join a wireless neighborhood involves obtaining permission from the master node of the neighborhood to officially join. The method for doing so
involves the transmission of a join request message to the master node in the slot that was
previously selected during the slot resolution process. The master node will receive and
process this message, and then respond in the member slot in the following frame. Master
node responses to join requests were chosen to be sent in the member node slots so that
multiple member node requests can be processed within the same frame without adding
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additional overhead (or slots) to the wireless frame. The master node may deny or grant
the request to join the neighborhood. If the request is denied, the robot is then required
to ignore the current threat. If the request is granted, the robot is required to aid in the
containment of the threat. Figure 3.12 illustrates the sequence of messages required for a
robot to become a member node in a wireless neighborhood.

Figure 3.12: Member Join Sequence
Once a member node has been granted permission to join the wireless neighborhood, it
has one primary purpose: to inform the master node whether from its own perspective the
threat is contained. Since it is not practical for each member node to track the entire group
of robots that may be helping to contain the threat, the member node is only responsible for
its ‘piece of the pie.’ In other words, the member node only takes into account if it is within
the specified distance for containment from both of its immediate neighbors. Not only does
this approach help simplify the amount of work that the member nodes are required to do,
it is able to reuse information that is already known for the containment algorithm. The
member node then transmits a vote to the master node, which tallies the votes to determine
the overall neighborhood’s opinion of threat containment. Member nodes are also required
to leave the neighborhood when commanded to by the master node. If the member node
detects the threat has died before the master does, it will inform the master node through a
Leave Neighborhood message and leave of its own accord.
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3.4.4 Neighborhood Messages
The coordination and operation of a wireless neighborhood requires that a number of different messages among robots be exchanged. The lengths of these messages also help to
dictate the minimum sizes for the frame slots in which they are used. With this requirement
in mind, the number and sizes of messages was kept small, but the framework was designed
to be easily expandable in the future. Table 3.3 shows all messages which a master node is
responsible for transmitting, along with the contents and sizes in bytes. Table 3.4 lists the
messages which are transmitted from member nodes.
Message Name

Transmit Slot

Size (bytes)

Join Response

Member

4

Master Info

Master

5

Destroy Neighborhood

Master

5

Reserve Channel

Broadcast

5

Release Channel

Broadcast

5

Contents
Threat ID
Message ID
Response (GRANT/DENY)
Threat ID
Message ID
Nodes in Neighborhood
Threat Surrounded (YES/NO)
Threat ID
Message ID
Merge to channel (unused)
Threat Surrounded (YES/NO)
Threat ID
Message ID
Channel
Help Needed (YES/NO)
Threat ID
Message ID
Channel

Table 3.3: Master Node Transmit Messages
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Message Name

Transmit Slot

Size (bytes)

Join Request

Member

3

Member Response

Member

4

Leave Neighborhood

Member

4

Contents
Threat ID
Message ID
Threat ID
Message ID
Threat Surrounded Vote (YES/NO)
Threat ID
Message ID
Slot

Table 3.4: Member Node Transmit Messages
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Chapter 4
Simulation Environment
In order to test the proposed algorithms for multi-threat containment, a simulation environment capable of modeling robot behavior and interaction was necessary. The MAHESHDAS simulation environment [11] was well suited for this work, and was therefore leveraged as the base simulator. MAHESHDAS provides a powerful event-driven environment
that has been used in simpler robotic scenario testing as well as some previous work on
multi-threat containment [12].
The MAHESHDAS simulator consists of two main components; see Figure 4.1. The
first component is the main user interface, which is written in Java and is designed to be a
portable front end to the simulator which can be run on any computer. The simulation core
is the second main component, and is written in C++ and built against specific platforms.
These two components communicate through a socket interface, allowing a great deal of
flexibility in the deployment of the simulator. The socket interface allows a remote computer to run the GUI component while a separate computer runs the core; it is also possible
to run the core in a mode in which the GUI is totally unused.
The GUI component of the simulator provides a valuable tool for visualizing what is
happening during a simulation. In conjunction with the ability of the simulator to script
actions, such as the creation of threats, it provides an easy way to test specific scenarios.
Figure 4.2 illustrates the view of the system while running a test using 25 robots with 2
threats currently active.
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Figure 4.1: High level simulator components

4.1 Event Model
The MAHESHDAS architecture uses discrete time events to control and perform all actions
during the simulation. There are a variety of events, including a robot moving a small
distance, threat creation, and the start of a wireless transmission. The events are grouped
into three logical categories including Threat, Robot, and Wireless. The Threat category
consists of the events related to threat birth, death, and movement. Robot-based events
are contained within the Robot category, and consist primarily of robot movement events.
The Wireless category not only consists of wireless events, but is also responsible for the
processing and generation of all events related to wireless communication that occur while
the system is running. All three event systems are contained within the simulator core in
the Environment class; see Figure 4.3.
As previously mentioned, the Wireless event system is more than a simple list of events.
The WirelessSubSystem consists of a number of different classes related to event processing. The event structure for the wireless system is shown in Figure 4.4. A wireless event
is considered either a transmit (TX) or a receive (RX) event. Both RX and TX events
contain a reference to a WirelessTransceiver as well as a set of WirelessParameters. The
WirelessTransceiver is the entity in charge of scheduling transmit events and of processing
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Figure 4.2: GUI view of the simulator with 25 robots and two active threats
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Figure 4.3: Event hierarchy
receive events, but this will be discussed in detail later.

Figure 4.4: Wireless Event Hierarchy
WirelessParameters contains a number of values required to calculate the RF properties
of the message that is being transmitted or received. These properties include the distance
and angle between receiver and transmitter, RF power of the transmitter, and signal data
rate. For TX events, these parameters are used to schedule RX events for receivers based
on the TX power, as well as calculation of the receive signal strength. Distances between
receiver and transmitter are used to calculate receive signal strength in order to determine if
the noise level in the environment is greater than the received signal. If the signal-to-noise
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ratio (SNR) is quite low, the message will be dropped and the receiving station will not be
aware of the message transmission. Currently the incidence angle between transmitter and
receiver is only used for estimation of transmitter direction, but this could be leveraged in
the future to aid in the modeling of various antennas.

4.2 Robot Model
Individual robots are modeled in number of separate classes within the simulator core that
provide several different modeling capabilities. Models for sensors, motors, and power
sources are included in the simulation environment. Robots (or nodes) also consist of an
intelligence class which is responsible for controlling robot actions, including movement
as well as a wireless control class. Figure 4.5 illustrates the overall structure of the Node
class, which is used as the robot model in the core.
The brain of the individual robot is modeled within the ModelNodeIntelligence class.
The ModelNodeIntelligence class is responsible for the creation of robot movement events,
the overall robot state machine, and application level wireless processing. In order to allow
the robot to move, sensors are read to determine distances from threats and other robots
that are within sensing range. These distances are fed into the movement and intelligence
algorithm (MIA), MidAngleIntelligenceAlgorithm. The separation of this movement intelligence into a different class allows the simulator to be easily extended with new movement
algorithms. Another benefit is that various algorithms could be used in different robots and
the effects measured.
The movement and intelligence algorithm takes into account the effects of other robots
and threats. The MIA will calculate the potential fields from all visible robots and calculate
the collision avoidance effect. The Collision Avoidance Effect (COA) is a measure of
the collision avoidance system’s effect on the final reachable destination. The collision
avoidance system will always be taken into account in order to prevent collisions between
robots. Along with the collision avoidance effect, the movement and intelligence algorithm
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Figure 4.5: Robot Model
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will calculate robot movements while threats are being tracked by the robot. If the robot is
not tracking a threat, the ModelNodeIntelligence will use the Random Direction mobility
model to control robot movement.

4.2.1 Movement
The modeling of movement within the simulation core is the responsibility of the ModelLocomotion class. Using configurable parameters, the ModelLocomotion class will model
a number of different motor values, including rotational speed and distance as well as forward velocity and distance. ModelLocomotion is also tied to the ModelBattery class, which
allows modeling of power sources as they relate to the active running of the robot motor.
This functionality allows for future expansion where algorithms take into account power
levels as well as the possible comparison of algorithms based on power and energy efficiency.
One of the primary purposes of the ModelLocomotion is to calculate the time which is
required to move a robot between two points. When calculating the movement vector, it is
necessary to take into account the rotational as well as the forward velocities. ModelLocomotion will calculate the distance that a robot is able to move within the defined event time
interval. This will allow robots to take full advantage of the motor, as well as to provide
a fine-grain control of the overall movement to the brain of the robot. Also available is
the ability to model the effects of friction on the motor and other mechanical aspects of
the robot, although these features are currently unused and therefore modeled as loss-less
operations.

4.2.2 Sensors
Given that sensors are the only method of measuring the environment that the robots possess, it is important to focus on an accurate representation of their capabilities. Sensors are
modeled in the ModelSensors class, in which the detection of both threats and other robots
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is handled. When a sensor is queried by a higher level class, usually the ModelNodeIntelligence class, a list of either the threats or the robots in range will be returned. Based
on configurable parameters, the sensor will also provide an estimate of the distance to the
threat/robot, as well as the angle with respect to the front of the given robot. The values
that are returned will also take into account errors that could have been introduced, in that
random sensing errors will be introduced based on the configuration. Similar to the model
of the motor, sensors are also connected to the model of the robot power source and provide
the ability to measure power draw due to sensor usage. MAHESHDAS provides both a set
of ideal sensors, as well as a model for a commonly used sensor, the SRF04 Sonic Range
Finder.

4.2.3 Power Consumption
The MAHESHDAS simulator provides a mechanism to model power consumption through
the ModelBattery class. This particular class will model battery characteristics such as
maximum current draw, voltage drain and battery lifetime. All entities that use power
(motor, sensors, etc.) are required to make use of the ModelBattery class which allows
both overall robot power measurements and accurate modeling of individual pieces.

4.2.4 Wireless
Each robot is capable of wireless communication through the inclusion of a wireless transceiver;
see Figure 4.6. From the perspective of the individual robot, wireless communication is
modeled through the WirelessTransceiver class. The transceiver is responsible for both the
transmission and reception of data on a given frequency and modulation. For the purposes
of transmission, the transceiver is simply told when and what to transmit, and it is the responsibility of higher level software to coordinate transmissions. Similarly, in reception,
the WirelessTransceiver is only responsible for receiving the data, and not the interpretation
of it. In this manner, the WirelessTransceiver class is similar in behavior to the Physical
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Figure 4.6: Robot wireless classes
layer of the standard 5-layer network stack. Figure 4.7 illustrates the software structure of
the wireless neighborhood communication system compared to the standard 5-layer network stack.
With the physical layer in place, it is necessary to provide the next layer in the network
stack for the wireless communication. This next software layer, the network layer, is represented by the WirelessNeighborhoodMac class. The WirelessNeighborhoodMac class is
also responsible for managing the timing of the TDMA which defines the link layer. Along
with managing timing, the WirelessNeighborhoodMac class contains the state machines of
the wireless neighborhood for both the master and member robots. Along with handling actions associated with these state machines internally, commands and responses may be sent
and received from the Application layer of the stack, which is represented by the ModelNodeIntelligence class. This link back to the main robot state machine provides the means
by which the wireless neighborhoods are informed of threat detection, death, and nearby
neighbors.
The final class shown in Figure 4.6 is the WirelessMessageAdapter class. This class is
responsible for translating the messages that are received by the WirelessTransceiver class
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Figure 4.7: Wireless neighborhood communication stack
into function calls for the WirelessNeighborhoodMac class. The WirelessMessageAdapter
class is also responsible for updating other tracking variables related to wireless communication; these variables are used to measure such things as timestamps for the last message
received, as well as received message incidence angles.
The introduction of wireless communication into the multi-threat containment problem
is key to the ability of the robots to cooperate at a higher level than what local sensors
would allow. Wireless communication itself does not simply enable this higher level of
cooperation, however. The communication must be tied into the intelligence of the local
robots, and was the reasoning behind the implementation of the wireless neighborhood
networking stack shown in Figure 4.7. With robot intelligence at the highest level of the
stack, the end result of the wireless communication is to enable communications between
the intelligence of different robots.
The MAHESHDAS simulation environment provides the majority of the robot level
intelligence within the ModelNodeIntelligence class, as previously mentioned. In the modeling of the wireless neighborhood stack, the ModelNodeIntelligence class represents the
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application layer of the stack, which is in overall control of the robot. The connection
between this top-level robot intelligence and the wireless neighborhood communication
system is shown in Figure 4.8.

Figure 4.8: Wireless Organization
Figure 4.8 presents a view of the connection between robot intelligence and an initial
look at the organization of the wireless communication model; see Section 4.3. From this
representation, it is important to note that the wireless state machine (WirelessNeighborhoodMac) can both provide feedback to the higher level robot intelligence, as well as be
commanded to take certain actions. This feedback is presented in terms of the WirelessCallbackClient interface, and is implemented by the WirelessNeighborhoodMac class.
Another key point in the implementation of the wireless neighborhoods is that each
robot is designed to only communicate on a single channel and to be involved in a single
wireless neighborhood. The WirelessNeighborhoodMac also connects to the WirelessSubSystem class, which is responsible for managing wireless events and channels. As previously mentioned, the WirelessNeighborhoodMac controls the RF hardware through the
WirelessTransceiver.

44

4.3 Wireless Communication Model
The wireless modeling in MAHESHDAS was not intended to be a replacement for tools
like OPNet or Matlab. This led to physical modeling of the RF based on simple scenarios of
propagation functions and the avoidance of multi-path modeling for RF signals. It was also
deemed unnecessary to use a complex RF noise model, as the focus of the work was not
what type of RF hardware would be necessary, but simply whether wireless communication
could provide a benefit.
MAHESHDAS is an event-driven simulation environment. The dynamic and independent nature of the wireless communication used in wireless neighborhoods presented a couple of challenges in terms of implementation in an event based model. The first challenge
involved the use of independent channels for robot communication. Another challenge is
the requirement for robots to be able to schedule RF transmissions in the future, in order to
facilitate the TDMA-based scheme of the wireless neighborhoods.
Along with the aforementioned challenges, there was also a desire for simplicity in the
components of the simulator which required interaction with the wireless system. Components making use of the wireless system should only require knowledge about which
channel they would like to transmit or receive on, the data being sent, and the time at which
to send it. The design for the wireless system is shown in Figure 4.9.
The primary component of the wireless system is the WirelessSubSystem class. It is
through this class that all external components interact with the wireless system, and it
provides the simple interface desired. The WirelessSubSystem class manages the entire
wireless system and is responsible for keeping track of all wireless events and for providing
those events to the main simulation environment for processing at the appropriate time.
The WirelessSubSystem class is composed of a number of channels, which are represented by the WirelessChannel classes. A WirelessChannel consists of a queue of receive
and transmit events, as well as a list of all the current robots listening to the channel. Each
channel is responsible for ordering all events internal to the channel so that the WirelessSubSystem is only required to evaluate the front of the queue in order to determine the next
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Figure 4.9: Wireless Event Structure
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wireless event.
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Chapter 5
Results
5.1 Simulation Setup
Monte Carlo simulations are run in a modified Maheshdas[11] simulator to test the proposed algorithm, especially to examine the benefits of utilizing wireless communication.
Simulations were run both with and without wireless communication while varying several
parameters, which are central to the MAFA solution as well as to multi-threat containment
in general.
The simulations are conducted assuming a 12m x 12m square simulation area, where
the threats are allowed to appear within a 10m x 10m square contained inside the overall
simulation area. Threats arrive as a Poisson process with a default rate of 0.01 (1/sec)
and a constant lifetime of 60 seconds. Table 5.1 shows the default parameters used for all
simulations. Each data point within the results is the average of 10 independent runs, each
lasting for 6000 seconds. The simulator allows the specification of a random seed, which
is used for generating threat arrival times in order to allow for reproduction of results. The
random seeds used for each of the simulation runs are shown in Table 5.2.
Once some of the simulation parameters have been defined, it is possible to calculate
the remaining wireless parameters. In particular, the wireless neighborhood guard slot time
was dependent upon the maximum distance the RF signal was expected to propagate. With
the simulation area defined as a 12m x 12m square, the maximum propagation time can be
calculated using the following formula:
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Parameter
Maximum Forward Velocity
Maximum Sense Radius Robots or Threats can be Detected
Radius of Containment Circle
Max Angular Velocity
Robot Radius
Number of Robots
Threat Arrival Rate
Table 5.1: Simulation default parameters

Run
1
2
3
4
5
6
7
8
9
10

Seed
1201832710
1201832801
1201832892
1201832983
1201833076
1201833077
1201833078
1201833079
1201833080
1201833081

Table 5.2: Test Point Random Seeds

49

Value
0.1 m/s
1m
.75 m
2π
rad/s
3
.05 m
25
.01 1/s

tp =

√

2 × d2
c

(5.1)

where tp is the propagation time, c is the speed of light, and d is the simulation size of
12m. This results in a propagation delay of 0.00000096s from one corner of the simulation
area to the opposite corner. Given this minimum value, a larger value of .00001s was
chosen to guarantee that no issues would result from this problem.
The other key parameter for calculating the timing for the wireless neighborhoods is the
channel data rate. A standard data rate of 16 kbps was chosen for all of the channels. Using
this data rate in conjunction with the guard slot time provides the timing values shown in
Table 5.3:
Parameter
Value
Guard Slot
.00001 s
Byte Transmission Time .0005 s
Broadcast Slot Time
.0025 s
Master Slot Time
.0025
Member Slot Time
.002
Table 5.3: Wireless Timing

5.2 Varying number of robots
In the first experiment, the number of robots vary from 15 to 65, with and without the
robots utilizing wireless communication. Figure 5.1 shows the average time taken for a
threat to be surrounded, with all parameters at the default except the number of robots. The
percentage of threats contained before their lifetime expires (60 sec) is also shown on the
graph. In order for a threat to be considered contained, at least 3 robots must have been
evenly spread around the given threat at the correct containment distance.
Table 5.4 lists the standard deviations of the different groups of simulations. This table
shows that the proposed algorithm provides a stable solution to the multi-threat containment
problem, as well as the ability to quickly surround a number of threats. Also of note is
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Figure 5.1: Average containment time and success rate when varying the number robots

Robots No Wireless Wireless
20
9.255%
9.113%
25
13.302%
9.440%
30
8.501%
12.321%
35
13.113%
11.135%
40
7.333%
11.612%
45
9.374%
12.868%
50
9.740%
9.308%
55
7.981%
13.441%
60
8.989%
11.243%
65
9.730%
14.268%
Table 5.4: Percent standard deviation of range of robot simulations
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that the wireless-based simulations are quite close, if not better, in terms of the standard
deviation with a nearly consistent 10% improvement in the number of threats contained.
Another view of the simulation data is presented in Figure 5.2. This graph illustrates
the differences between wireless and non-wireless scenarios. The containment percentage
and average containment time between the two scenarios is compared, and clearly shows
the improvement that wireless provides. The percentage improvement is calculated using
the following formula:
xw − xnw
xnw
where xw is the wireless value and xnw is the non-wireless value.
p=

(5.2)

Figure 5.2: Percent improvement of wireless vs non-wireless
Figure 5.1 shows clearly that the use of wireless communication improves containment
both in terms of time to contain and success rate. As expected, the more robots, the better
the performance. When the number of robots is extremely small, only a small percentage
of threats can be contained, and wireless can only help contain more threats (but does not
help much in terms of time-to-contain). While this set of results illustrates that the wireless
system does provide a benefit, additional simulations will be run to determine the effect of
sensor range and threat arrival rate in both wireless and non-wireless scenarios.
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Another method of measuring the performance is to see how effective the addition of
robots to the system is. Figure 5.3 shows the effect of adding more robots. The graph
illustrates the base percentage of threats that are surrounded when the wireless is not used,
as well as the additional percentage when wireless is used. This graph also shows that
additional robots when wireless is used provides a relatively linear increase in the percentage of threats that are contained. The progression continues until around 60 robots when
the effect of additional robots begins to level off. The wireless is clearly able to surround
more threats, but also provides a lower level at which additional robots are able to make a
significant impact. The non-wireless scenarios also see a small step effect starting around
45 robots, where performance will be relatively close until a large enough group of robots
is added to the system. This effect is seen occasionally during the non-wireless scenarios
because large number of robots can still be drawn in to a single threat.

Figure 5.3: Threat containment percentage by number of robots
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5.3 Sensing range
The simulation results shown in Figure 5.4 measure the system performance over a variety
of sensing ranges. On the low end, the range of the local sensors was just slightly larger
than the containment radius, while on the high end each robot can see a large portion of
the simulation area. The results show that wireless communication does have a significant
effect on the ability of the system to quickly contain a threat, especially when both the
sensing radius and the number of robots are small. With a sensing radius between 1 m and
1.5 m, there is a 15% - 20% improvement in average time to surround with 25 robots. The
65 robot case provides a nearly 30% improvement using wireless, with the sensing range
being between 1 m and 1.25 m. With large sensing range and a large number of robots, the
proposed algorithm will perform well even without wireless, using less than 10 seconds to
contain more than 99% of the threats.

Figure 5.4: Average containment time and success rate for local sensing radius
Table 5.5 shows the standard deviation of the simulations for sensing range across the
54

different measured values. These results again show that using wireless provides advantages in terms of overall algorithm stability and performance. As the sensing range of the
robots increases, the standard deviation also decreases even though the number of threats
that are contained increases.
Sensing Radius
1.000
1.250
1.500
1.750
2.000
2.250
2.500

25 Bot
65 Bot
No Wireless Wireless No Wireless Wireless
13.302%
9.440%
9.730%
14.268%
8.463%
6.551%
13.955%
14.531%
15.505%
8.705%
12.398%
17.833%
6.861%
12.738%
6.344%
8.189%
13.852%
5.827%
15.371%
7.714v%
6.404%
8.165%
7.367%
12.504%
9.360%
10.041%
10.911%
10.589%

Table 5.5: Percent standard deviation of threat sensing range simulations
The percent improvement graph shown in Figure 5.5 provides some additional details
about the workings of the proposed solution. The percent improvement is again calculated
using Equation 5.2. One of the more interesting points illustrated by this graph is that there
are cases in which the wireless has a slower average containment rate, but still provides
benefit in terms of the number of threats contained. This is a natural extension of containing
additional threats, because some of the threats that are now contained could very well have
taken much longer to contain than others. While the percentages in some cases present a
negative picture for the wireless, it must be noted that these situations occur at a time when
containment time is below 10 seconds and the number of threats contained is nearly 100%.
Figure 5.6 illustrates the percentage change among the different sensing ranges. One of
the key points shown is that the performance of the system begins to level off at the higher
end of the sensing range. This limitation is imposed in part by the limit on forward velocity
of the robots; .1 m/s for all runs. Figure 5.7 show the same graphs for the 65 robot case.
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Figure 5.5: Percent improvement of wireless vs non-wireless for 25 bot and 65 bot cases

Figure 5.6: Threat containment percentage by sensing range steps for 25 robots
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Figure 5.7: Threat containment percentage by sensing range steps for 65 robots
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5.4 Threat arrival rate
Another critical factor that may affect system performance is the rate at which threats are
created in the environment. Figure 5.8 shows the results of varying the threat arrival rate
between .005 and .1. The simulations again show that using the wireless neighborhoods
has significant impact on both the ability of the robots to quickly contain a threat as well
as the percentage of threats contained. As the threat arrival rate increases, the wireless has
a diminishing effect, just as it did with a very large sensing range. As the threat arrival
rate increases, there are more threats simultaneously existing in the simulated area, and it
is likely that each of them will be sensed by the robots without the use of wireless. The
large number of threats also lowers the chances for a robot to call for help in containing a
threat, since other robots may already be preoccupied with another threat. Table 5.6 lists
the standard deviation of the threat containment times for the different simulation runs.

Figure 5.8: Average containment time and success rate when varying threat arrival rate
Figure 5.9 shows the percentage improvement graph for the threat arrival rate. The
graph shows that at the lower end of the threat arrival rates, the wireless system is able to
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Arrival Rate
.005
.01
.02
.05
.1

25 Bot
65 Bot
No Wireless Wireless No Wireless Wireless
17.849%
15.484%
15.996%
10.631%
11.389%
10.372%
13.962%
8.945%
2.589%
11.140%
8.184%
9.920%
5.384%
4.50%
5.273%
5.876%
3.499%
3.672%
2.489%
4.705%

Table 5.6: Percent standard deviation of threat arrival simulations
provide a nearly 33% improvement in both the 25 bot containment percentage and the 65
bot average surround time. As the arrival rate increases performance does decrease, but
even with a threat arriving every 10 seconds, the 65 robot case is still able to maintain an
80% containment.

Figure 5.9: Percent improvement for threat arrival rate, 25 bot and 65 bot cases
Figure 5.10 illustrates the percentage change between the different threat arrival rates.
One of the key points for this series of simulations is that the wireless is able significantly
help at the lower arrival rates, but less so in the higher rates. While this does illustrate
a limitation of the wireless, these scenarios also show that there are no additional robots
available to help. With the primary focus of the wireless communication to bring in help
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and limit robots around threats, the case where there are just too many threats for the robots
to handle is shown here. Figure 5.11 show the same graphs for the 65 robot case.

Figure 5.10: Threat containment percentage for threat arrival rate with 25 robots

5.5 Robot speed
The ability of robots to quickly move through an environment presents a possibility for
the improvement of overall system performance. The ability of the proposed solution to
function with a variety of robot speeds is also key. Simulations were run with both slower
robot velocities as well as faster ones in order to observe the effect on system performance.
Both the forward velocity and angular velocity were adjusted in relation to one another.
Figure 5.12 shows the results for the velocity based simulations:
One of the more interesting results shown by this set of simulations is the increase in
the average time to surround threats as the speed of the robots increases. This increase is
due to the robots overshooting the threats during the search phase. In order to truly take
advantage of a large increase in robot speed, the sensor range must also increase in order
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Figure 5.11: Threat containment percentage for threat arrival rate with 65 robots

Figure 5.12: Average containment time and success rate when varying robot velocity
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to minimize this overshooting effect. Even with this effect, the proposed solution is able to
provide over 96% threat containment with an average surround time of just over 20s when
the wireless capability is utilized.
25 Bot
65 Bot
Velocity No Wireless Wireless No Wireless Wireless
0.050
15.482%
10.829%
13.366%
12.396%
0.075
8.966%
8.362%
7.883%
8.362%
0.100
11.389%
10.372%
8.945%
13.962%
0.200
7.545%
10.750%
7.271%
8.589%
0.300
5.703%
7.680%
7.880%
7.098%
0.500
7.251%
12.055%
7.154%
10.256%
Table 5.7: Percent standard deviation of robot velocity simulations
As with the previous simulations, a percentage improvement graph is presented for the
simulation data. Figure 5.13 presents the differences between containment percentage and
average containment time for both the 25 robot and 65 robot cases. This particular graph
is interesting because in every single case the wireless provides a benefit, while in other
simulations the wireless would often provide benefit in some scenarios, but not all. This
effect is due to the robots being able to detect threats outside of the sensor range and to
very quickly close on and help surround the threat.
Figure 5.14 illustrates the percentage change between the robot forward velocity values.
One of the key points for this series of simulations is again a limitation of the wireless
benefit is seen at the upper bounds of the simulation. As with previous velocity simulations,
this doesn’t necessarily reflect an inherent weakness in the wireless system, but instead
that when robots are able to move incredibly quickly this must be specifically taken into
account. Figure 5.15 show the same graphs for the 65 robot case.

5.6 Mobile threats
Recently, much research has been focused on the ability of a group of robots to track a
mobile target or threat. Given the importance that this application has seen recently, the
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Figure 5.13: Percent improvement for robot velocity, 25 bot and 65 bot cases

Figure 5.14: Threat containment percentage for robot velocity with 25 robots
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Figure 5.15: Threat containment percentage for robot velocity with 65 robots
abilities of the proposed solution were run through some scenarios in which threats were
able to move. Since the objective of this work was not to study the ability of the system
to track threats, the ability of the robots to maintain containment of a mobile threat was
investigated. This measurement provides some idea of the stability of the containment
algorithm, as well as providing a basis for some future work.
The primary factor of investigation for threat mobility was whether or not the robots
could maintain containment of a threat while it was in motion. The experiment involved a
simulation under similar conditions to previous ones, except that after the standard lifetime
of 60s, the threat would begin moving. The threat would then move using the Random
Direction mobility model for an additional 60 seconds. Simulations were run with both 25
and 65 robot configurations, with all other system parameters at default values. The speed
at which the threats were able to move was varied between .01 m/s to .1 m/s.
Figures 5.16 - 5.19 shows the results of the mobile threat experiments. The graphs are
divided into 3 sections, which represent the state of threat containment during different
points in the threat’s lifetime. The first, Time to Surround, indicates the average amount
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Figure 5.16: Threat lifetime graph for 25 robot case with no wireless

Figure 5.17: Threat lifetime graph for 25 robot case with wireless
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Figure 5.18: Threat lifetime graph for 65 robot case with no wireless

Figure 5.19: Threat lifetime graph for 65 robot case with wireless
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of time taken before a threat is contained for the first time. The second section, Time
Surrounded, shows the average amount of total time that a threat was surrounded during its
lifetime. The final piece, Surround Time Gap, shows the amount of time that a threat was
considered not contained after its initial containment. Ideally, this time should be zero, but
as can be seen in the graphs the ability of the threats to move does have an impact on this,
especially once the speed of the threat is near the maximum possible speed of the robots.
One of the more interesting results shown by the mobile threat experiments is that as
the speed of the threats increases, the wireless solution, in its current form, can actually
decrease the amount of time the mobile threat is able to stay contained. There are a few
reasons for this apparent discrepancy. The first reason is that the objective of the wireless
is to limit the number of robots around a threat. Oftentimes, this limit leads to a lower
number of robots around the threat, whereas the non-wireless solution does not have this
limit. Therefore with a larger number of robots attempting to follow and track the threat,
the odds of a successful containment increase. The other side effect of the wireless is that
robots will intentionally avoid a threat they believe is already surrounded. While this is
desired in a non-mobile case, a more dynamic status is needed for mobile cases, especially
when robots are not able to keep up with the threat.

5.7 Summary
The results have shown that the use of wireless communication to extend the horizon of
sensors can have a significant impact on overall system performance. This impact is very
clearly seen in scenarios in which the number of robots or the sensing range is limited with
respect to the overall size of the environment. Wireless may not bring significant benefit in
all scenarios, but it certainly enhances the ability of autonomous robots to collaboratively
contain multiple threats.
Another important result that has been shown consistently through the results is the
ability of the MAFA algorithm to quickly contain threats. This algorithm is able provide
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significant advantages over a base APF approach not only in terms of the rate of containment, but also in the number of robots required to perform the containment. MAFA was
consistently able to surround threats with only 3 or 4 robots while purely APF approaches
many times required in upwards of 8. The final solution was also able to leverage the benefits of the APF approach when solving the ‘8-shape’ problem without sacrificing the speed
and flexibility of MAFA.
The proposed solution has also shown that a distributed solution only requiring local
information can be very effective in solving the multi-threat containment problem. The
problem of the ‘8-shape’ has also been shown to be minimized through the use of robot
loyalty to threats. The proposed layered approach has also been shown to be flexible in a
number of different scenarios.
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Chapter 6
Conclusion and Future Work
The ability to contain threats using teams of robots provides a source for a number of
different areas of research. Containment of threats in this work involved the formation of a
circle around a threat. The threats were primarily stationary and of a fixed size; while some
simulations were run with mobile threats, this was not a major focus of the work.
The properties of the threats offer a number of possibilities for future work. Mobile
threats can be used for the investigation of threat tracking and additional coordination
among robot teams. With mobile threats, such possibilities as threats that attempt to evade
containment or even threats that are able to ‘fight back’ and damage or disable robots are
open for investigation. The physical nature of the threats themselves could also be modeled. Instead of threats being modeled as a fixed size, threats could be allowed to grow
and expand; this could allow for models of chemical spills, aerosol-based agents, or other
phenomena such as fires.
In addition to new scenarios for threats, the interactions between threats and robots
present a number of areas for future work. Some existing problems such as mine detection
and clearing involve groups of robots working together to actively disable the ‘threats’
in the environment. The introduction of specialized robots that would be able to destroy
threats presents another type of scenario that would present some additional dynamics into
the problem. In this scenario, a group of robots may surround a threat and then contact
one of the specialized robots to destroy the threat. A number of hunter-killer scenarios,
including the call for something akin to an air strike, could be modeled in this way. This
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type of interaction would require a new type of cooperation among the robots, especially if
combined with mobile threats. Future work may also involve attempts to reduce the number
of robots needed to complete tasks, such as multi-threat containment to lower levels than
achieved in this work. Key aspects such as the introduction of wireless communication and
the ability to coordinate at a higher level as presented in this work are likely to play key
roles. Wireless communication could also be expanded to include integration with wireless
sensor networks which could allow for a further reduction in the number of required robots.
As the robots begin to move closer to solving real world problems, additional work
in modeling robot behavior as affected by batteries and sensors are areas that could be
explored. With the introduction of wireless communication, the detailed modeling of the
wireless and RF hardware such as antennae open up as well. Even before intricate models
of these different processes are built, the option of implementing the proposed algorithms
in actual robots, at least in part, is also a very real possibility. It is clear that a large amount
of future work is possible in the areas of robotic teams and multi-threat containment.
In conclusion, this work has presented a multi-level approach to the multi-threat containment problem. This thesis has looked at the benefits of using wireless communication to
extend the range of local sensors and to distribute knowledge throughout robot teams. The
advantages of wireless communication become apparent in situations where small numbers of robots are present or where robots have a limited sensing range. The use of wireless
neighborhoods provides a flexible solution that allows the robot team to make intelligent
decisions based on the current state of the multi-threat containment problem. These intelligent decisions allow more efficient use of robot resources, as the robots themselves are
now able to know when a threat has been contained. This ability allows additional robots
to continue searching for other threats, providing a larger coverage of the search area while
threats are being contained elsewhere in the system. The overall solution not only provides an advanced method of coordination among robot team members, but does so in a
distributed manner without requiring extremely complex robots.
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