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SHARP REVERSED HARDY–LITTLEWOOD–SOBOLEV INEQUALITY ON
THE HALF SPACE Rn+
QU ˆO´ C ANH NG ˆO AND VAN HOANG NGUYEN
ABSTRACT. This is the second in our series of papers concerning some reversed Hardy–
Littlewood–Sobolev inequalities. In the present work, we establish the following sharp
reversed Hardy–Littlewood–Sobolev inequality on the half space Rn+ for any nonnegative
functions f ∈ Lp(∂Rn+), g ∈ Lr(Rn+), and p, r ∈ (0, 1), λ > 0 such that (1 −
1/n)1/p+1/r − (λ− 1)/n = 2. Some estimates for Cn,p,r as well as the existence of
extrema functions for this inequality are also considered. New ideas are also introduced in
this paper.
1. INTRODUCTION
This is the second in our series of papers concerning some reversed Hardy–Littlewood–
Sobolev (HLS) inequalities which tell us how to bound ∫ ∫ f(x)|x−y|λg(y)dxdy in terms
of ‖f‖p‖g‖r for suitable numbers p and r. In the literature, the classical HLS inequality
named after Hardy–Littlewood [HL28, HL30] and Sobolev [Sob38] concerns the following
estimate∫
Rn
∫
Rn
f(x)g(y)
|x− y|−λ
dxdy 6 Nn,λ,p
( ∫
Rn
|f |pdx
)1/p( ∫
Rn
|g|rdx
)1/r
(1.1)
for some constant Nn,λ,p > 0 and for all f ∈ Lp(Rn) and g ∈ Lr(Rn) where the positive
constants p and r are related via the following 1/p + 1/r − λ/n = 2 for some λ < 0
is crucial. As the impact of the HLS inequality on quantitative theories of solutions of
(partial) differential equations is now clear, the HLS inequality as well as its variants have
captured much attention by many mathematicians.
In one way or another, the HLS inequality and other famous inequalities are related to
each other; see [Bec93]. To see this more precise, it is quite a surprise to remark that the
HLS inequality and the Sobolev inequality are indeed dual for certain families of expo-
nents. First, we let λ = n − 2s in (1.1) and rewrite the right hand side of (1.1) with the
fact that 2−2sπ−n/2Γ(n/2− s)/Γ(s) is simply the Green function of the operator (−∆)s
in Rn for each s ∈ (0, n/2) to get∫
Rn
f(−∆)−s(f)dx 6 Sn,s
( ∫
Rn
|f |2n/(n+2s)dx
)1+2s/n
. (1.2)
Hence, the sharp HLS inequality can imply the sharp Sobolev inequality. Further seminal
works also reveal that the sharp HLS inequality can also imply the Moser–Trudinger–
Onofri inequality and the logarithmic HLS inequality [Bec93], as well as the Gross log-
arithmic Sobolev inequality [Gro75]. Clearly, all these inequalities have many important
applications in analysis and geometry, as well as in quantum field theory.
Although the HLS inequality (1.1) (not in the sharp form) was proved earlier, it took
quite a long time to find the sharp version with the precise sharp constant of (1.1); see
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[Lie83]. Although Lieb was able to prove the existence of optimizers for (1.1) for any p
and r, neither the sharp constant nor the precise form of optimizers are known except in
the diagonal case p = r. In this special case, p = r = 2n/(2n + λ), the sharp constant
Nn,λ,p is
Nn,λ,p = Nn,λ = π
λ/2Γ(n/2− λ/2)
Γ(n− λ/2)
(
Γ(n)
Γ(n/2)
)1−λ/n
.
As we have already mentioned before, in the last two decades, the classical HLS inequal-
ity (1.1) has captured much attention by many mathematicians. Some remarkable exten-
sions and generalizations have already been drawn, for example, one has HLS inequalities
on Heisenberg groups, on compact Riemannian manifolds, and on weighted forms; see
[FL12a, HZ15, SW58] for details.
Among extensions and generalizations in the literature, let us mention the following
two results. The first result concerns a so-called reversed HLS inequality which recently
proved by Dou and Zhu in [DZ15] for the case of the whole space Rn. By using an
extension of the classical Marcinkiewicz interpolation theorem applying to certain singular
integral operators, Dou and Zhu established a reversed HLS inequality in the whole space
R
n which turns out to be useful when studying some curvature equations with negative
critical Sobolev exponents; see [Zhu14]. Their result can be stated as follows.
Theorem 1 (see [DZ15]). Let p, r ∈ (0, 1) and λ > 0 such that 1/p+1/r−λ/n= 2. Then
there exists a best constant Cn,p,r > 0 such that for any nonnegative functions f ∈ Lp(Rn)
and g ∈ Lr(Rn), we have∫
Rn
∫
Rn
f(x)|x − y|λg(y)dxdy > Cn,p,r
(∫
Rn
|f |pdx
)1/p(∫
Rn
|g|rdx
)1/r
. (1.3)
In the first paper of our series [NN15], we provided an alternative way to reprove Theo-
rem 1 which is simpler and more direct that the method used in [DZ15]. We also calculated
the sharp constant Cn,λ in the diagonal case p = r = 2n/(2n+ λ). It it quite interesting
to note that the sharp constant Cn,λ also takes the same form as Nn,λ. (However, the value
of Cn,λ and Nn,λ are different since we require λ < 0 in Nn,λ and λ > 0 in Cn,λ.)
The second result that we wish to address is a so-called HLS inequality on the upper
half space Rn+ which can be seen as an extension of (1.1) which was established by Dou
and Zhu in [DZ15h].
In order to state this result, some notation and conventions are needed. First, given
n > 3, by Rn+, we mean the Euclidean half space given by
R
n
+ = {y = (y
′, yn) ∈ R
n : y′ ∈ Rn−1, yn > 0}
and by ∂Rn+, we mean the boundary of Rn+; hence we can identify ∂Rn+ = Rn−1. Upon
using the above notations and for the sake of simplicity, for each y ∈ Rn+ and x ∈ ∂Rn+,
we can write
|x− y| =
√
|y′ − x|2 + y2n
with, of course, y = (y′, yn). Conventionally and for the sake of clarity, throughout the
present work, by x we usually mean a point in ∂Rn+ while by y we mean a point in Rn+.
We are now in a position to state the HLS inequality on the upper half space Rn+ in
[DZ15h].
Theorem 2 (see [DZ15h]). For any n > 2, λ ∈ (1 − n, 0) and p, r > 1 satisfying (n −
1)/(np) + 1/r − λ/n = 2− 1/n, there exists a best constant N +n,α,p > 0 depending only
SHARP REVERSED HARDY–LITTLEWOOD–SOBOLEV INEQUALITY ON Rn+ 3
on n, α and p such that for any nonnegative functions f ∈ Lp(∂Rn+) and g ∈ Lr(Rn+), it
holds∫
∂Rn+
∫
Rn+
f(x)g(y)
|x− y|−λ
dydx 6 N +n,α,p
(∫
∂Rn+
|f |pdx
)1/p(∫
Rn+
|g|rdy
)1/r
. (1.4)
Motivated by Theorems 1 and 2, the aim of the present paper is to propose a reversed
version of the classical HLS inequality on the upper half space Rn+. The following theorem
is our main result of the paper.
Theorem 3. For any n > 2, λ > 0 and p, r ∈ (0, 1) satisfying
n− 1
n
1
p
+
1
r
−
λ
n
= 2−
1
n
, (1.5)
there exists a best constant C+n,α,p > 0 depending only on n, α and p such that for any
nonnegative functions f ∈ Lp(∂Rn+) and g ∈ Lr(Rn+), there holds∫
Rn+
∫
∂Rn+
f(x)|x−y|λg(y)dxdy > C+n,α,p
(∫
∂Rn+
|f |pdx
)1/p( ∫
Rn+
|g|rdy
)1/r
. (1.6)
To prove Theorem 3, we adopt the standard approach, based on the layer cake repre-
sentation, for the classical HLS inequality onRn; see [LL01, Section 4.3]. Once we can
establish Theorem 3, it is natural to ask whether the extremal functions for the reversed
HLS inequality (1.3) actually exist. To this purpose, inspired by [DZ15h], let us first intro-
duce an “Laplacian-type extension” operator Eλ for any function f on ∂Rn+ to a function
on Rn+ as follows
(Eλf)(y) =
∫
∂Rn+
|x− y|λf(x)dx
for y ∈ Rn+. (Note that Eλf does not agree with f on ∂Rn+ since (Eλf)(y′, 0) =∫
∂Rn+
|x − y′|λf(x)dx.) Then the reversed HLS inequality (1.6) is equivalent to the fol-
lowing inequality ( ∫
Rn+
|Eλf |
qdy
)1/q
> C+n,α,p
(∫
∂Rn+
|f |pdx
)1/p
(1.7)
for any non-negative function f ∈ Lp(∂Rn+) with q < 0 satisfies
1
q
=
n− 1
n
(
1
p
− 1
)
−
λ
n
(1.8)
which can be computed in terms of r as follows: 1/q = 1 − 1/r. As a convention,
for any ϑ < 1 any any function φ : Ω → R, by the notation φ ∈ Lϑ(Ω), we mean∫
Ω
|φ|ϑ < +∞ although this integral is no longer a norm for Lϑ(Ω) with ϑ < 1 since
the triangle inequality fails to hold. Being a linear topological space, it is well-known that
Lϑ(Ω) with ϑ ∈ (0, 1) has trivial dual.
Similar, one can consider the “restriction” operator Rλ which maps any function g on
R
n
+ to a function on ∂R
n
+ as the following
(Rλg)(x) =
∫
Rn+
|y − x|λg(y)dy
for x ∈ ∂Rn+. Note that the operators Iλ andRλ are dual in the sense that for any functions
f on ∂Rn+ and g on Rn+, the following identity∫
Rn+
(Iλf)(y)g(y)dy =
∫
∂Rn+
f(x)(Rλg)(x)dx
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holds, thanks to the Tonelli theorem.
Once we introduce Rλ, we can easily see that the reversed HLS inequality (1.6) is
equivalent to the following inequality( ∫
∂Rn+
|Rλg|
qdx
)1/q
> C+n,α,p
(∫
Rn+
|g|rdx
)1/r
(1.9)
for any non-negative function g ∈ Lr(Rn+) with q < 0 satisfies
1
q
=
n
n− 1
(
1
r
− 1
)
−
λ
n− 1
(1.10)
which can be computed in terms of p as follows: 1/q = 1− 1/p.
In view of (1.7), to study the existence of extremal functions for (1.3), it is equivalent
to studying the following minimizing problem
C
+
n,α,p := inf
f
{
‖Eλf‖Lq(Rn+) : f > 0, ‖f‖Lp(∂Rn+) = 1
}
. (1.11)
It is elementary to verify that extremal functions for (1.6) are those solving the minimizing
problem (1.11). In the following result, we prove that such a extremal function for (1.6)
indeed exists.
Theorem 4. There exists some function f ∈ Lp(∂Rn+) such that f > 0, ‖f‖Lp(∂Rn+) = 1
and ‖Eλf‖Lq(Rn+) = C
+
n,α,p. Moreover, if f is a minimizer of (1.11) then there exist a
non-negative, strictly decreasing function h on [0,+∞) and some x0 ∈ ∂Rn+ such that
f(x) = h(|x+ x0|) a.e. x ∈ ∂R
n
+.
To prove the existence of extremal functions for (1.6), we borrow Talenti’s proof of the
sharp Sobolev inequality by considering (1.11) within the set of symmetric decreasing rear-
rangements. In view of (1.11), if we denote by f⋆ the symmetric decreasing rearrangement
of some function f ∈ Lp(∂Rn+), then it is easy to see that ‖f⋆‖Lp(∂Rn+) = ‖f‖Lp(∂Rn+).
Therefore, it suffices to compare ‖Eλf‖Lq(Rn+) and ‖Eλf
⋆‖Lq(Rn+). The key ingredient in
our analysis is to characterize Eλf⋆ by showing that it depends on two parameters: one is
the distance from the boundary and the other is some radial variable on this boundary; see
Lemma 2. Using the characterization of Eλf⋆, we successfully obtain the existence result.
We now turn our attention to the extremal function found in Theorem 4 above. In order
to discuss further, let us first denote the following functional
Fλ(f, g) =
∫
Rn+
∫
∂Rn+
f(x)|x − y|λg(y)dxdy
for any nonnegative functions f ∈ Lp(∂Rn+) and g ∈ Lr(Rn+). Then, in order to study
the existence of extremal functions, it is necessary to minimize the functional Fλ along
with the following two constraints
∫
∂Rn+
|f(x)|pdx = 1 and
∫
Rn+
|g(y)|rdy = 1. Upon a
simple calculation, with respect to the function f , the first variation of the functional Fλ is
nothing but
Df (Fλ)(f, g)(h) =
∫
∂Rn+
( ∫
Rn+
|x− y|λg(y)dy
)
h(x)dx
while the first variation of the constraint
∫
∂Rn+
|f(x)|pdx = 1 is as follows
p
∫
∂Rn+
|f(x)|p−2f(x)h(x)dx.
SHARP REVERSED HARDY–LITTLEWOOD–SOBOLEV INEQUALITY ON Rn+ 5
Therefore, by the Lagrange multiplier theorem, there exists some constant α such that∫
∂Rn+
(∫
Rn+
|x− y|λg(y)dy
)
h(x)dx = α
∫
∂Rn+
|f(x)|p−2f(x)h(x)dx
holds for all h defined in ∂Rn+. From this we know that f and g must satisfy the following
equation
α|f(x)|p−2f(x) =
∫
Rn+
|x− y|λg(y)dy.
Interchanging the role of f and g, we also know that f and g must fulfill the following
β|g(y)|r−2g(y) =
∫
∂Rn+
|x− y|λf(x)dx
for some new constant β. The balance condition guarantees that α = β = 1/Fλ(f, g).
Hence, up to a constant multiple and simply using the following changes u = fp−1 and
v = gr−1, the two relations above lead us to studying the following integral system

u(x) =
∫
Rn+
|x− y|λv(y)1/(r−1)dy,
v(y) =
∫
∂Rn+
|x− y|λu(x)1/(p−1)dx.
(1.12)
Note that the exponents 1/(r − 1) and 1/(p− 1) in (1.12) are all negative. Concerning to
the integral system (1.12), in the case when 1 − n < λ < 0 and when r = 2n/(2n+ λ)
and p = 2(n − 1)/(2n + λ − 2), all non-negative integrable solutions of (1.12) was
already classified in [DZ15h, Section 3] using an integral form of the well-known method
of moving spheres. In the literature, the method of moving spheres was first introduced by
Li and Zhu in [LZ95], see also [Li04, Xu05], which is a variant of the well-known method
of moving planes introduced by Aleksandrov [Alek58], see also [Ser71, GNN79, CGS89,
CL91, CLO05, CLO06].
The main result in [DZ15h, Section 3] is to show that, up to translations and dilations,
any non-negative, measurable solution (u, v) of (1.12) must be the following form

u(x) =a1
(
|x− x|2 + b2
)(α−n)/2
,
v(x, 0) =a2
(
|x− x|2 + b2
)(α−n)/2
,
where a1, a2, b > 0 and x, x ∈ ∂Rn+. Motivated by the above classification by Dou and
Zhu, in the last part of our present paper, we also classify solutions of integral systems
of the form (1.12) where λ > 0. To be precise, we are interested in classification of
nonnegative, measurable functions of the following general system

u(x) =
∫
Rn+
|x− y|λv(y)−κdy,
v(y) =
∫
∂Rn+
|x− y|λu(x)−θdx,
(1.13)
with λ, κ, θ > 0. To achieve that goal, we first establish the following necessary condition.
Lemma 1. For n > 3, λ > 0, κ > 0 and θ > 0, then a necessary condition for κ and θ in
order for (1.13) to admit a C1 solution (u, v) defined in ∂Rn+×Rn+ is
n− 1
n
1
θ − 1
+
1
κ− 1
=
λ
n
. (1.14)
The condition (1.14) usually refers to the critical condition for (1.13). Then, we provide
the following classification result for solutions of (1.13) in the case κ = θ + 2/λ.
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Proposition 1. Given n > 3, suppose that λ > 0, κ > 0 and θ > 0 satisfy κ = θ + 2/λ.
Let (u, v) be a pair of nonnegative Lebesgue measurable functions defined in ∂Rn+×Rn+
satisfying (1.13). Then κ = 1 + 2n/λ and hence θ = 1 + (2n − 2)/λ and for some
constants a, b > 0 and some point x ∈ ∂Rn+, u and v take the following form
u(x) = v(x, 0) = a(|x− x|2 + b2)λ/2
for x ∈ ∂Rn+.
To prove Proposition 1, we make use of the method of moving spheres introduced in
[LZ95]; see also [LZ03]. For the classical HLS inequality, it is deserved to note that Frank
and Lieb [FL10] successfully used reflection positivity via inversions in spheres to replace
the moving spheres argument. It is likelihood that the inversion positivity could be used in
this new scenario and we hope we could treat this issue elsewhere.
As an immediate consequence of Proposition 1, we can explicitly compute the sharp
constant in the reversed HLS inequality (1.6) for the special case when λ = 2. Note that in
this special case, there hold p = (n− 1)/n and r = n/(n+ 1).
Corollary 1. Let n > 2, then
C
+
n,1−1/n,n/(n+1) =
2−1+1/n
π
(
Γ(n)
Γ(n/2)
)1/n(
Γ(n− 1)
Γ((n− 1)/2)
)1/(n−1)
. (1.15)
Again, we note that Corollary 1 only applies to the case λ = 2. For 0 < λ 6= 2, it is
not easy to obtain a precise value for the sharp constant C+n,α,p. This is because we do not
know much information of v out of the boundary ∂Rn+. For general case, it has just come
to our attention that the usage of the Gegenbauer polynomials could be useful and we will
address this issue in future work; see [FL10, FL11, FL12a].
Finally, we study the limiting case of (1.6) when λ = 0 which will be called the log-HLS
inequality on half space; see [CL92].
Theorem 5. Let n > 2. There exists a constant Cn such that for any positive functions
f ∈ L1(∂Rn+) and g ∈ L1(Rn+) such that
∫
∂Rn+
f(x)dx =
∫
Rn+
g(y)dy = 1, and∫
∂Rn+
f(x) ln(1 + |x|2)dx < +∞, and
∫
Rn+
g(y) ln(1 + |y|2)dy < +∞,
then there holds
−
∫
Rn+
∫
∂Rn+
f(x) ln(|x− y|)g(y)dxdy
6
1
2(n− 1)
∫
∂Rn+
f(x) ln f(x)dx +
1
2n
∫
Rn+
g(y) ln g(y)dy − Cn. (1.16)
The constant Cn is given by
Cn =−
1
2(n− 1)
ln |Sn−1|+
1
2(n− 1)|Sn−1|
∫
∂Rn+
f0(x) ln f0(x)dx
−
1
2n
ln
( ∫
Rn+
exp
(
−
2n
|Sn−1|
∫
∂Rn+
ln(|x− y|)f0(x)dx
)
dy
)
, (1.17)
with
f0(x) =
(
2
1 + |x|2
)−n+1
, x ∈ ∂Rn+ .
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Moreover, the inequality (1.16) is sharp, and equality occurs if f = f0/|Sn−1| and
g(x) = cn exp
(
−
2n
|Sn−1|
∫
∂Rn+
f0(x) ln |x− y|dx
)
,
where the constant cn is chosen in such a way that
∫
Rn+
g(y)dy = 1.
In the forthcoming article [NN15H], we shall study the reversed HLS inequality on the
Heisenberg group Hn.
2. PROOF OF REVERSED HLS INEQUALITY IN Rn+: PROOF OF THEOREM 3
In this section, we prove the reversed HLS inequality (1.6). By homogeneity, we can
normalize f and g in such a way that ‖f‖Lp(∂Rn+) = ‖g‖Lr(Rn+) = 1. For each point
y ∈ Rn, let us denote
Bc(x) = {z ∈ R
n : |z − y| 6 c}.
In the special case when y = 0, we simply denote Bc(0) by Bc; hence Bc = {y ∈ Rn :
|y| 6 c}. For a, b > 0, we also denote
u(a) = L n−1({x ∈ ∂Rn+ : f(x) > a})
and
v(b) = L n({y ∈ Rn+ : g(y) > b}),
where L k stands for the k-dimensional Lebesgue measure with positive integers k. Then
by the layer cake representation [LL01, Theorem 1.13] and our normalization it follows
that
p
∫ ∞
0
u(a)ap−1da = ‖f‖pLp(∂Rn+)
= 1
and
r
∫ ∞
0
v(b)br−1db = ‖g‖rLr(Rn+) = 1.
Next we denote λ = α− n > 0 and
I(f, g) =
∫
Rn+
∫
∂Rn+
f(x)|x− y|α−ng(y)dxdy.
As the first step, we establish a rough form for (1.6) by showing that there is some constant
C > 0 depending only on n, p, λ such that I(f, g) > C. To this purpose, by applying the
layer cake representation again, we obtain
f(x) =
∫ ∞
0
χ{f>a}(x)da, g(y) =
∫ ∞
0
χ{g>b}(y)db,
and
|x− y|λ = λ
∫ ∞
0
cλ−1χRn\Bc(x− y)dc.
From this and the Fubini theorem, it follows that
I(f, g) = λ
∫ ∞
0
∫ ∞
0
∫ ∞
0
cλ−1I(a, b, c)dadbdc, (2.1)
where
I(a, b, c) =
∫
Rn+
∫
∂Rn+
χ{f>a}(x)χRn\Bc(x− y)χ{g>b}(y)dxdy.
Step 1. Our first step to prove (1.6) is to claim the following: There holds
I(a, b, c) >
u(a) v(b)
2
(2.2)
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for any c satisfying
c 6 max
{( u(a)
2ωn−1
)1/(n−1)
,
(v(b)
ωn
)1/n}
(2.3)
where ωk denotes the volume of unit ball in the k-dimensional space Rk, that is, ωk =
vol(Bk). Indeed, there are two possible cases regarding to the right hand side of (2.3).
Case 1.1. Suppose that (u(a)/(2ωn−1))1/(n−1) 6 (v(b)/ωn)1/n. Then by the Fubini
theorem, we can estimate I(a, b, c) as follows
I(a, b, c) =
∫
∂Rn+
χ{f>a}(x)L
n
(
{g > b} ∩ {y ∈ Rn+ : |x− y| > c}
)
dx
=
∫
∂Rn+
χ{f>a}(x)
(
v(b)−L n
(
{g > b} ∩ {y ∈ Rn+ : |x− y| 6 c}
))
dx
>
∫
∂Rn+
χ{f>a}(x)
(
v(b)−
ωn c
n
2
)
dx
>
u(a) v(b)
2
,
which implies (2.2).
Case 1.2. Otherwise, we suppose that (v(b)/ωn)1/n 6 (u(a)/(2ωn−1))1/(n−1). In this
scenario, by repeating the same arguments as above, we can also bound I(a, b, c) from
below as I(a, b, c) > u(a)v(b)/2. Hence we conclude that (2.2) holds.
Step 2. Using (2.1), (2.3) and the nonnegativity of function I(a, b, c), we get
I(f, g) >
∫ ∞
0
∫ ∞
0
(
λ
∫ max{(u(a)/(2ωn−1))1/(n−1),(v(b)/ωn)1/n}
0
cλ−1I(a, b, c)dc
)
da db
>
∫ ∞
0
∫ ∞
0
u(a) v(b)
2
(
max
{( u(a)
2ωn−1
)1/(n−1)
,
(
v(b)
ωn
)1/n})λ
da db
> C
∫ ∞
0
∫ ∞
0
u(a) v(b) max
{
u(a)λ/(n−1), v(b)λ/n
}
da db,
(2.4)
where C > 0 depends only on n. In the sequel, we use C to denote a positive constant
which depends only on n, p, λ (or equivalently, on n, p, α) and whose value can be changed
from line to line.
Denote β = np/((n − 1)r). We split the integral
∫∞
0
evaluated with respect to the
variable b into two integrals as follows
∫∞
0
=
∫ aβ
0
+
∫∞
aβ
. Thus, the integrals in (2.4) can
be estimated from below as the the following∫ ∞
0
∫ ∞
0
u(a) v(b) max
{
u(a)λ/(n−1), v(b)λ/n
}
da db,
>
∫ ∞
0
u(a)
∫ aβ
0
v(b)1+λ/ndbda+
∫ ∞
0
u(a)1+λ/(n−1)
∫ ∞
aβ
v(b)dbda,
=
∫ ∞
0
u(a)
∫ aβ
0
v(b)1+λ/ndbda+
∫ ∞
0
v(b)
∫ b1/β
0
u(a)1+λ/(n−1)dadb
=I + II.
(2.5)
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Step 3. We continue estimating the two integrals I and II in (2.5). First, by using the
reversed Ho¨lder inequality, we get∫ aβ
0
v(b)1+λ/ndb =
∫ aβ
0
v(b)1+λ/nb(r−1)(1+λ/n)b−(r−1)(1+λ/n)db
>
(∫ aβ
0
v(b)br−1db
)1+λ/n( ∫ aβ
0
b(r−1)(1+λ/n)λ/ndb
)−λ/n
= Cap−1
( ∫ aβ
0
v(b)br−1db
)1+λ/n
.
(2.6)
Similarly, we also get∫ b1/β
0
u(a)1+λ/(n−1)da > Cbr−1
( ∫ b1/β
0
u(a)ap−1da
)1+λ/(n−1)
. (2.7)
Upon using our normalization 1 = r
∫∞
0 v(b)b
r−1dr and the fact that 1 + λ/n < 1 +
λ/(n− 1), we deduce
( ∫ aβ
0
v(b)br−1db
)1+λ/n
> C
(∫ aβ
0
v(b)br−1db
)1+λ/(n−1)
(2.8)
for any a > 0. Setting γ = 1 + λ/(n − 1) and plugging (2.6), (2.7), and (2.8) into (2.5),
we eventually arrive at∫ ∞
0
∫ ∞
0
u(a) v(b) max
{
u(a)λ/(n−1), v(b)λ/n
}
da db
>C
∫ ∞
0
u(a)ap−1
(∫ aβ
0
v(b)br−1db
)γ
da
+ C
∫ ∞
0
v(b)br−1
(∫ b1/β
0
u(a)ap−1da
)γ
db.
Using the relation r
∫∞
0 v(b)b
r−1dr = p
∫∞
0 u(a)a
p−1da = 1 and the convexity of the
function Φ(t) = tγ we obtain, thanks to the Jensen inequality, the following∫ ∞
0
∫ ∞
0
u(a) v(b) max
{
u(a)λ/(n−1), v(b)λ/n
}
da db
> C
( ∫ ∞
0
u(a)ap−1
∫ aβ
0
v(b)br−1dbda
)γ
+ C
( ∫ ∞
0
v(b)br−1
∫ b1/β
0
u(a)ap−1dadb
)γ
.
(2.9)
Also by the convexity of the function Φ(t) = tγ , we have the following elementary in-
equality Aγ + Bγ > 21−γ(A + B)γ for all A,B > 0. By applying this elementary
inequality to (2.9) and again using the Fubini theorem, we conclude that∫ ∞
0
∫ ∞
0
u(a) v(b) max
{
u(a)λ/(n−1), v(b)λ/n
}
da db,
> C
( ∫ ∞
0
u(a)ap−1
∫ aβ
0
v(b)br−1dbda+
∫ ∞
0
v(b)br−1
∫ b1/β
0
u(a)ap−1dadb
)γ
= C
( ∫ ∞
0
u(a)ap−1
∫ aβ
0
v(b)br−1dbda+
∫ ∞
0
u(a)ap−1
∫ ∞
aβ
v(b)br−1dbda
)γ
= C
( 1
pr
)γ
. (2.10)
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Combining (2.4) and (2.10) gives the estimate I(f, g) > C for some constantC > 0. From
this, the sharp reversed Hardy-Littlewood-Sobolev inequality on the upper half space (1.6)
follows where the sharp constant C+n,α,p is characterized by (1.11).
3. EXISTENCE OF EXTREMAL FUNCTIONS FOR REVERSED HLS INEQUALITY: PROOF
OF THEOREM 4
Recall that p, r ∈ (0, 1) and λ > 0 satisfy (n − 1)/np + 1/r − λ/n = 2 − 1/n. As
in Introduction and for the sake of simplicity, we still denote q = r/(r − 1) < 0. Clearly,
1/p−λ/n = 1+1/q. Let f be a function on ∂Rn+ which vanishes at infinity, its symmetric
decreasing rearrangement is denoted by f⋆; see [LL01] or [Bur09] for definition. It is
well-known that if f ∈ Lp(∂Rn+) with p > 0, then f⋆ ∈ Lp(∂R
n
+) and ‖f‖Lp(∂Rn+) =
‖f⋆‖Lp(∂Rn+).
We start the proof of Theorem 4 by the following simple lemma which says more about
the interaction between f and f⋆.
Lemma 2. We have the following claims:
(i) There exists a positive function F on R2+ which is strictly increasing in each vari-
able (when the other is fixed) such that
(Eλf
⋆)(x′, xn) = F (|x
′|, xn)
for any (x′, xn) ∈ Rn+.
(ii) For any non-negative function f ∈ Lp(∂Rn+), there holds∫
Rn+
|Eλf |
qdy 6
∫
Rn+
|Eλf
⋆|qdy, (3.1)
where q = r/(r − 1) < 0 with the equality occurs if and only if f⋆ is a strictly
decreasing and there exists x0 ∈ ∂Rn+ such that
f(x) = f⋆(x+ x0)
a.e. x ∈ ∂Rn+.
Proof. The Lemma is immediately derived from the definition of the extension Eλ and
Lemma 1 in [NN15]. 
We are now in a position to prove Theorem 4. The radial symmetry and strictly de-
creasing of the minimizers for (1.11) immediately follow from Lemma 2. We only have to
prove the existence of a minimizer for this problem. For the sake of clarity, we divide our
proof into several steps.
Step 1. Selecting a suitable minimizing sequence for (1.11).
We start our proof by letting {fj}j be a minimizing sequence for the problem (1.11),
so is the sequence {f⋆j }j . Hence, without loss of generality, we can assume at the very
beginning that {fj}j is nonnegative radially symmetric and non-increasing minimizing
sequence.
By abusing notations, we shall write fj(x) by fj(|x|) or even by fj(r) where r = |x|.
Under this convention, by the normalization ‖fj‖Lp(∂Rn+) = 1, we have
1 =(n− 1)ωn−1
∫ ∞
0
fj(r)
prn−2dr > ωn−1fj(R)
pRn−1
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for any R > 0. From this, we obtain the following estimate 0 6 fj(r) 6 Cr−(n−1)/p for
any r > 0 and for some constant C independent of j.
In order to go further, we need the following lemma whose proof mimics that of [DZ15,
Lemma 3.2]; see also [Lie83, Lemma 2.4].
Lemma 3. Suppose that f ∈ Lp(Rn) is non-negative, radially symmetric, and
f(|y|) 6 ǫ|y|−(n−1)/p
for all y ∈ ∂Rn+. Then for any p1 ∈ (0, p), there exists a constant C1 > 0, independent of
f and ǫ such that ∫
Rn+
|Eλf |
qdy 6 C1ǫ
q(1−p)/p1
( ∫
∂Rn+
|f |pdx
)q/p1 (3.2)
where q = r/(r − 1) < 0.
Proof. Define F : R→ R by setting
F (t) = e(n−1)t/pf(et).
Then we can easily see that∫
∂Rn+
|f |pdx = (n− 1)ωn−1
∫ +∞
−∞
|F |pdt (3.3)
and that
‖F‖L∞(R) 6 ǫ, (3.4)
where, as before, ωk = 2πk/2/kΓ(k/2) is the volume of the k-dimensional unit ball Bk.
Writing y = (y′, yn) ∈ Rn+, it is easy to see that Eλf is radially symmetric in y′. Now we
define H : R×R+ → R by letting
H(t, yn) = e
nt/q(Eλf)(e
t, etyn).
By a simple change of variables, we then obtain
(n− 1)ωn−1
∫
R2+
|H(t, yn)|
qdtdyn =
∫
Rn+
|Eλf |
qdy. (3.5)
Thanks to (1.5) and recall 1/q = 1− 1/r from the beginning of this section, we know that
n/q+λ/2 = −(n−1)(1−1/p)−λ/2. If for each real number s > 0 we use−→s to denote
some vector sitting in ∂Rn+ with length s, then we clearly have
H(t, yn) =e
nt/q
∫
∂Rn+
∣∣∣|−→et − x|2 + e2ty2n∣∣∣λ/2f(x)dx
=ent/q+tλ/2
∫
∂Rn+
∣∣et(1 + y2n) + e−t|x|2 − 2−→1 · x∣∣λ/2f(x)dx
=e(n/q+λ/2)t
∫ +∞
−∞
∫
∂Bn−2(0,es)
∣∣et−s(1 + y2n) + e−(t−s) − 2−→e−s · x∣∣λ/2×
× es(1+λ/2)f(es)dσds
=e(n/q+λ/2)t
∫ +∞
−∞
∫
Sn−2
∣∣et−s(1 + y2n) + e−(t−s) − 2−→1 · ξ∣∣λ/2×
× es(n−1+λ/2)f(es)dξds.
Hence, thanks to n/q + λ+ n− 1 = (n− 1)/p, we can readily obtain an explicit form of
H as follows
H(t, yn) =
∫ +∞
−∞
L(t− s, yn)F (s)ds,
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where L(s, yn) = e(n/q+λ/2)sZ(s, yn) with
Z(s, yn) =


∫
Sn−2
(
es(1 + y2n) + e
−s − 2
−→
1 · ξ
)λ/2
dξ if n > 3,((
es(1 + y2n) + e
−s − 2
)λ/2
+
(
es(1 + y2n) + e
−s + 2
)λ/2) if n = 2.
Clearly, there exists a constant c > 0 such that L(t, yn) > c for all (t, yn) ∈ R2+ and
L(t, yn) ∼ (e
t(1 + y2n) + e
−t)λ/2
as t2 + y2n → +∞. Since n/q + λ = (n − 1)(1/p− 1) > 0, we know that λq + 1 < 0.
From this we conclude, for any s < 0, that∫
R
(∫ ∞
0
Lq(t, yn)dyn
)s/q
dt < +∞. (3.6)
For any p1 ∈ (0, p), we choose s1 such that 1/p1 + 1/s1 = 1 + 1/q. Since p1 ∈ (0, 1)
and q < 0, we clearly have s1 < 0. In addition, it follows from s1/p1 < s1 that q/s1 > 1.
From these facts and by the reversed Young inequality [DZ15, Lemma 2.2], for any yn > 0
we have ∫
R
|H(t, yn)|
qdt 6
(∫
R
|L(t, yn)|
s1dt
)q/s1( ∫
R
|F |p1dt
)q/p1
.
which, by integrating both sides with respect to yn over [0,+∞), implies∫
R2+
|H(t, yn)|
qdtdyn 6
( ∫
R
|F |p1dt
)q/p1 ∫ ∞
0
( ∫
R
L(t, yn)
s1dt
)q/s1
dyn. (3.7)
To estimate the right hand side of (3.7), on one hand, we observe by the Minkowski in-
equality that
(∫ ∞
0
( ∫
R
Ls1(t, yn)dt
)q/s1
dyn
)s1/q
6
∫
R
(∫ ∞
0
Lq(t, yn)dyn
)s1/q
dt. (3.8)
Thanks to q/s1 > 0, we conclude from (3.6) and (3.8) that∫ ∞
0
(∫
R
Ls1(t, yn)dt
)q/s1
dyn < +∞,
which then helps us to conclude from (3.7) that∫
R2+
|H(t, yn)|
qdtdyn 6 C
( ∫
R
|F |p1dt
)q/p1
. (3.9)
On the other hand, if we write F p1 = F pF p1−p > F p‖F‖p1−pL∞(R), then thanks to (3.4) and
(3.3) we get ∫
R
|F |p1dt > Cǫp1−p
∫
∂Rn+
|f |pdx. (3.10)
Simply plugging (3.10) into (3.9) gives∫
R2+
|H(t, yn)|
qdtdyn 6 Cǫ
q(1−p)/p1
( ∫
∂Rn+
|f |pdx
)q/p1
. (3.11)
Thus, combining (3.11) and (3.5) gives (3.2) as claimed. 
Step 2. Existence of a potential minimizer f0 for (1.11).
For each j we set
aj = sup
r>0
r(n−1)/pfj(r)
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which obviously belongs to [0, C]. Thanks to the normalization ‖fj‖Lp(∂Rn+) = 1 and
the fact ‖Eλfj‖Lq(Rn+) → C
+
n,p,λ < +∞, we obtain from Lemma 3 the following es-
timate aj > 2c0 for some c0 > 0. For each j, we choose λj > 0 in such a way that
λ
(n−1)/p
j fj(λj) > c0. Then we set
gj(x) = λ
n/p
j fj(λjx).
From this, it is routine to check that {gj}j is also a minimizing sequence for problem
(1.11), and gj(1) > c0 for any j by our choice for λj . Consequently, by replacing the
sequence {fj}j by the new sequence {gj}, if necessary, we can further assume that our
sequence {fj}j obeys fj(1) > c0 for any j.
Similar to Lieb’s argument in [Lie83], which is based on the Helly theorem, by passing
to a subsequence, we have fj → f0 a.e. in ∂Rn+. It is now evident that f0 is non-negative
radially symmetric, non-increasing and is in Lp(∂Rn+). The rest of our arguments is to
show that f0 is indeed the desired minimizer for (1.11).
By Lemma 2, we know that (Eλfj)(y′, yn) is radially symmetric and strictly decreasing
in y′ and strictly increasing in yn for any j. Moreover, for all y ∈ Rn+, there holds
(Eλfj)(y) > c0
∫
|x|61
|x− y|λdx > C2(1 + |y|
λ) =: g(y) (3.12)
for some new constant C2 independent of j.
Step 3. The function f0 is indeed a minimizer for (1.11)
For each y ∈ Rn+, set
k(y) = lim inf
j→∞
(Eλfj)(y).
By (3.12), we have k(y) > g(y) for any y ∈ Rn+. It is easy to see that
g(y)q − k(y)q = lim inf
j→∞
(g(y)q − (Eλfj)(y)
q).
Again by (3.12) and the Fatou lemma, we have∫
Rn+
(g(y)q − k(y)q)dy 6 lim inf
j→∞
∫
Rn+
(g(y)q − (Eλfj)(y)
q)dy
=
∫
Rn+
g(y)qdy −
(
C
+
n,p,λ
)q
.
Therefore ∫
Rn+
g(y)qdy >
∫
Rn+
k(y)qdy >
(
C
+
n,p,λ
)q
. (3.13)
These inequalities imply that the set {y ∈ Rn+ : 0 < k(y) < +∞} has positive measure.
Hence we can take a point y1 ∈ Rn+ and extract a subsequence of Eλfj , still denoted by
Eλfj , such that
lim
j→+∞
(Eλfj)(y1) = a1 ∈ (0,+∞).
Repeating the above arguments and extracting a subsequence of Eλfj if necessary, we can
choose a point y2 ∈ Rn+ such that y2 6= y1 and that
lim
j→+∞
(Eλfj)(y2) = a2 ∈ (0,+∞).
Then there exists some constant C5 > 0 such that (Eλfj)(yi) 6 C5 for i = 1, 2 and for
all j > 1. Using the simple inequality |a + b|λ 6 max{1, 2λ−1}(|a|λ + |b|λ) for any
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a, b ∈ Rn, we have
|y1 − y2|
λ
∫
∂Rn+
fj(x)dx 6max{1, 2
λ−1}
∫
∂Rn+
|y1 − x|
λfj(x)dx
+max{1, 2λ−1}
∫
∂Rn+
|y2 − x|
λfj(x)dx
=max{1, 2λ−1}
(
(Eλfj)(y1) + (Eλfj)(y2)
)
62max{1, 2λ−1}C5.
Thus, there exists another constant C6 > 0 such that
∫
∂Rn+
fj(x)dx 6 C6 for all j > 1.
On one hand, for any R > 2|y1|, there holds |y1 − x| > |x|/3 for any x in the region
{3R/4 6 |x| 6 R}. Therefore, by a simple variable change, we can estimate
C5 >
∫
{3R/46|y|6R}
|y1 − x|
λfj(x)dx
>3−λfj(R)R
n−1+λ
∫
{3/46|x|61}
|x|λdx.
Note that in the preceding estimate, we have used the fact that fj is radial symmetric and
non-increasing. Hence, there exists some C7 > 0 such that fj(r) 6 C7r−n−λ+1 for any
r > 2|y1| and for all j > 1.
Making use of the above estimate fj(r) 6 C7r−n−λ+1, for any r > 2|y1|, we further
have ∫
{|x|>R}
fj(x)
pdx 6Cp7
∫
{|x|>R}
|x|−p(n+λ−1)dx
=−
(n− 1)ωn−1q
np
Cp7R
np/q.
(3.14)
Thanks to
∫
Rn
fj(x)dx 6 C6, we also have∫
{fj>R}
fj(x)
pdx 6 Rp−1
∫
∂Rn+
fj(x)dx 6 C6R
p−1. (3.15)
In view of (3.14) and (3.15), for arbitrary ǫ > 0, we can select R > 2|y1| sufficiently large
in such a way that ∫
{|x|>R}
fj(x)
pdx <
ǫ
2
and that ∫
{fj>R}
fj(x)
pdx <
ǫ
2
.
We now set gj(x) = min{fj(x), R} for each j > 1. Since
∫
∂Rn+
fj(x)
pdx = 1, we have∫
{|x|6R}
gj(x)
pdx >
∫
{|x|6R}∩{fj6R}
fj(x)
pdx
= 1−
∫
{|x|6R}∩{fj>R}
fj(x)
pdx−
∫
{|x|>R}
fj(x)
pdx > 1− ǫ.
For each R fixed, the dominated convergence theorem guarantees that
lim
j→∞
∫
{|x|6R}
gj(x)
pdx =
∫
{|x|6R}
(min{f0(x), R})
p
dx.
Therefore, by sending R→ +∞, we arrive at∫
∂Rn+
f0(x)
pdx > 1− ǫ,
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for any ǫ > 0. From this we can conclude
∫
∂Rn+
f0(x)
pdx > 1. On the other hand,
by the Fatou lemma, we have
∫
∂Rn+
f0(x)
pdx 6 1. Therefore, we have just proved
‖f0‖Lp(∂Rn+) = 1.
In the last part of the step, to realize that f0 is indeed a minimizer for (1.11), we apply
the Fatou lemma once again to get
k(x) = lim inf
j→∞
Eλfj(x) > Eλf0(x),
for a.e. x in Rn+. Hence, combining the preceding estimate and (3.13) gives
C
+
n,p,λ = C
+
n,p,λ‖f0‖Lp(∂Rn+) 6 ‖Eλf0‖Lq(Rn+) 6
( ∫
Rn+
k(y)qdy
)1/q
6 C+n,p,λ.
This shows that f0 is a minimizer for (1.11); hence finishing the proof.
4. BASIC PROPERTIES OF (1.13) AND PROOF OF LEMMA 1
In this section, we first establish some basic properties of the system (1.13) which shall
be needed to prove Lemma 1 and Proposition 1.
4.1. Preliminaries. In this subsection, we setup some preliminaries necessarily for our
analysis. Here and in what follows, by . and & we mean inequalities up to p, q, and
dimensional constants. For the sake of simplicity, we denote B∂Rn+(x,R) = {ξ ∈ ∂R
n
+ :
|ξ − x| 6 R} and BRn+(x,R) = {η ∈ R
n
+ : |η − x| 6 R}. We also denote
Σn−1x,R = R
n
+ \BRn+(x,R), Σ
n
x,R = ∂R
n
+ \B∂Rn+(x,R).
We now establish the most important part of this section known as a prior estimates for
solutions of (1.13) as stated in Lemma 4 below.
Lemma 4. For n > 1 and λ, κ, θ > 0, let (u, v) be a pair of non-negative Lebesgue
measurable functions in ∂Rn+×Rn+ satisfying (1.13). Then there hold∫
∂Rn+
(1 + |x|λ)u(x)−θdx < +∞,
∫
Rn+
(1 + |y|λ)v(y)−κdy < +∞, (4.1)
and
lim
|x|→+∞
u(x)
|x|λ
=
∫
Rn+
v(y)−κdy, lim
|y|→+∞
v(y)
|y|λ
=
∫
∂Rn+
u(x)−θdx, (4.2)
and u and v are bounded from below in the following sense
1 + |x|λ
C
6 u(x) 6 C(1 + |x|λ) (4.3)
for all x ∈ ∂Rn+ and
1 + |y|λ
C
6 v(y) 6 C(1 + |y|λ) (4.4)
for all y ∈ Rn+ for some constant C > 1.
Proof. To prove our lemma, we first observe from (1.13) that both u and v are strictly
positive everywhere in their domains and are finite within a set of positive measure. Hence
there exist some R > 1 sufficiently large and some Lebesgue measurable set E ⊂ Rn+
such that
E ⊂ {z : u(z) < R, v(z) < R} ∩B
Rn+
(0, R) (4.5)
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with L n(E) > 1/R. Using this, we can easily bound v from below as follows
v(y) >
∫
E
|x− y|λu(x)−qdx >
1
Rq
∫
E
|x− y|λdx =
1
Rq
∫
E+y
|x|λdx
for any y ∈ Rn+. Now we choose ε > 0 small enough and then fix it in such a way that
vol(BRn+(0, ε)) < L
n(E)/2. Then we can estimate∫
E+y
|x|λdx >
∫
E+y\BRn
+
(0,ε)
|x|λdx
> ελ
∫
E+y\BRn
+
(0,ε)
dy
= ελ
(
L
n(E + y)− vol(BRn+(0, ε))
)
.
From this, it is clear that v is bounded from below by some positive constant. The same
reason applied to u shows that there exists some constant C0 > 0 such that
u(x), v(y) > C0 (4.6)
for all x ∈ ∂Rn and y ∈ Rn.
Proof of (4.3). To prove this, we first consider |x| > 2R where R is defined through (4.5).
Note that for every y ∈ E ⊂ B
Rn+
(0, R), there holds |x − y| > |x| − |y| > |x|/2, thanks
to |x| > 2R. Using this we can estimate
v(y) >
1
Rq
∫
E
|x− y|λdx >
vol(E)
(2R)λ
|y|λ
for any |y| > 2R. A similar argument also shows u(x) > vol(E)(2R)−λ|x|λ in the region
{x : |x| > 2R}. Hence, it is easy to select a large constant C > 1 in such a way that (4.3)
holds in the region {|x| > 2R}. Thanks to (4.6), we can further decrease C, if necessary,
to obtain the estimate (4.3) in the ball {x ∈ Rn+ : |x| 6 2R}; hence the proof of (4.3)
follows.
Proof of (4.1). We only need to estimate v since u can be estimated similarly. To this
purpose, we first show that u−q ∈ L1(∂Rn+). Clearly for some x satisfying 1 6 |x| 6 2,
there holds ∫
∂Rn+
|x− x|λu(x)−θdx = v(x) ∈ (0,+∞).
Observer that for any x ∈ ∂Rn+ \B∂Rn+(0, 4), there holds |x− x| > |x| − |x| > 1; hence∫
∂Rn+ \B∂ Rn+
(0,4)
u(x)−θdx <
∫
Rn
|x− x|λu(x)−θdx < +∞.
In the small ball B∂Rn+(0, 4), thanks to (4.3), it is obvious to verify that∫
B∂ Rn
+
(0,4)
u(x)−θdx .
∫
B∂ Rn
+
(0,4)
(1 + |x|λ))−θdx < +∞.
Thus, we have just shown that u−θ ∈ L1(∂Rn+). In view of (4.1), it suffices to prove that∫
∂Rn+
|x|λu(x)−θdx < +∞. (4.7)
To see this, we again observe that |x| 6 2|x−x| for all x ∈ ∂Rn+ \B∂Rn+(0, 4). Therefore,∫
∂Rn+ \B∂ Rn+
(0,4)
|x|λu(x)−qdx .
∫
∂Rn+ \B∂ Rn+
(0,4)
|x− x|λu(x)−θdx < +∞.
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In the small ball B∂Rn+(0, 4), it is obvious to see that∫
B∂ Rn
+
(0,4)
|x|λu(x)−θdx .
∫
B∂ Rn
+
(0,4)
u(x)−θdx < +∞,
thanks to u−θ ∈ L1(∂Rn+). From this, (4.7) follows, so does (4.1).
Proof of (4.2). We only consider the limit |y|−λv(y) as |y| → +∞ since the limit
|x|−λu(x) can be proved similarly. Indeed, using (1.13), we first obtain
lim
|y|→+∞
v(y)
|y|λ
= lim
|y|→+∞
∫
∂Rn+
|x− y|λ
|y|λ
u(x)−θdx. (4.8)
Observe that as |y| → +∞, (|x − y|/|y|)λu(x)−θ → u(x)−θ almost everywhere y in
R
n
+. Hence we can apply the Lebesgue dominated convergence theorem to pass (4.8) to
the limit to conclude (4.1) provided we can show that |x− y|λ|x|−θu(x)−q is bounded by
some integrable function. To this end, we observe that |x − y|λ . |x|λ + |y|λ; hence, if
|x| > 1 then (
|x− y|
|y|
)λ
u(x)−θ . (1 + |x|λ)u(x)−θ .
Our proof now follows by observing (1 + |x|λ)u(x)−θ ∈ L1(∂Rn+) by (4.1).
Proof of (4.4). To see this, we first observe from (4.2) that there exists some large number
k > 1/R such that
u(x)
|x|λ
< 1 +
∫
Rn+
v(y)−κdy
in ∂Rn+ \B∂Rn+(0, kR). In the ball B∂Rn+(0, kR), it is easy to estimate |x − y|
λ .
|x|λ + |y|λ which helps us to conclude that
u(x) . (kR)λ
∫
Rn+
(1 + |y|λ)v(y)−κdy
in the ball B∂Rn+(0, kR). From this and our estimate for u outside B∂Rn+(0, kR), we
obtain the desired estimate in ∂Rn+. Our estimate for v follows similarly; hence we obtain
(4.4) as claimed. 
Inspired by (4.1), we prove the following simple observation.
Lemma 5. There holds u ∈ L1−θ(∂Rn+) and v ∈ L1−κ(Rn+). Moreover,∫
∂Rn+
u1−θ(x)dx =
∫
Rn+
∫
∂Rn+
v(y)−κ|x− y|λu−θ(x)dxdy =
∫
Rn+
v1−κ(y)dy.
Proof. To see u ∈ L1−θ(∂Rn+), we observe from (4.1) and (4.3) that∫
∂Rn+
u1−θ(x)dx .
∫
∂Rn+
(1 + |x|λ)u(x)−θdx < +∞.
A similar argument shows v ∈ L1−κ(Rn+) as claimed. The way to obtain the desired
relation is elementary since
u1−θ(x) = u−θ(x)
∫
Rn+
v(y)−κ|x− y|λdy
and
v1−κ(y) = v(y)−κ
∫
∂Rn+
|x− y|λu−θ(x)dx.
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Integrating both sides over suitable domains gives the desired result. 
In the following result, we prove a regularity result similar to [Li04, Lemma 5.2] ob-
tained by Li.
Lemma 6. For n > 1 and λ, κ, θ > 0, let (u, v) be a pair of non-negative Lebesgue
measurable functions in ∂Rn+×Rn+ satisfying (1.13). Then u and v are smooth.
Proof. Our proof is similar to that of [Li04, Lemma 5.2]. Let R > 0 be arbitrary, first we
decompose u and v into the following way
u(x) =
(
u1R + u
2
R
)
(x) =
( ∫
|y|62R
+
∫
|y|>2R
)
|x− y|λv(y)−κdy,
v(y) =
(
v1R + v
2
R
)
(y) =
( ∫
|x|62R
+
∫
|x|>2R
)
|x− y|λu(x)−θdx.
Thanks to (4.1), we immediately see that we can continuously differentiate u2R and v2R
under the integral sign for any x ∈ ∂Rn+ satisfying |x| < R. Consequently, u2R ∈
C∞(B∂Rn+(0, R)) and v
2
R ∈ C
∞(BRn+(0, R)).
In view of (4.3) and (4.4), we know that u−θ ∈ L∞(B∂Rn+(0, 2R)). This and the
following elementary inequality
∣∣|x − y|λ − |z − y|λ∣∣ . |x − z|min{λ,1} for all x, z ∈
B(0, R) and all y ∈ B(0, 2R) conclude that v1R is at least Ho¨lder continuous inBRn+(0, R).
Similar reasons tell us that u1R is also at least Ho¨lder continuous in B∂Rn+(0, R). Hence,
we have just proved that u and v are at least Ho¨lder continuous in B(0, R), so are at least
Ho¨lder continuous in ∂Rn+ and Rn+ respectively since R > 0 is arbitrary.
Standard bootstrap argument shows u ∈ C∞(∂Rn+) and at the same time v ∈ C∞(Rn+)
follows the same lines. 
4.2. Proof of Lemma 1. To prove this lemma, we borrow the idea in [Lei15]. As the
first step in the proof, we make use of the integrability of u and v in L1−θ(∂Rn+) and
in L1−κ(Rn+) respectively to derive (4.12) and (4.13) below. For this purpose, we let
ζ : [0,+∞)→ [0, 1] be a smooth cut-off function such that
ζ(t) =
{
0 if t > 2,
1 if 0 6 t 6 1,
and ζ′ ∈ [0, 1]. Then for some fixed N > 0, by integration by parts, we obtain∫
B∂ Rn
+
(0,N)
ζ
( |x|
R
)
〈∇u1−θ(x), x〉dx =− (n− 1)
∫
B∂ Rn
+
(0,N)
ζ
( |x|
R
)
u1−θ(x)dx
−
∫
B∂ Rn
+
(0,N)
〈
∇ζ
( |x|
R
)
, x
〉
u1−θ(x)dx
+
∫
∂B∂ Rn
+
(0,N)
ζ
( |x|
R
)
u1−θ(x)
〈
x,
x
|x|
〉
dσ.
(4.9)
For fixed R, by taking N > 2R, we deduce from the definition of ζ that the last term on
the right hand side of (4.9) vanishes. III = 0. Therefore, taking the limit as N → +∞
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gives ∫
∂Rn+
ζ
( |x|
R
)
〈∇u1−θ(x), x〉dx =− (n− 1)
∫
∂Rn+
ζ
( |x|
R
)
u1−θ(x)dx
−
∫
∂Rn+
〈
∇ζ
( |x|
R
)
, x
〉
u1−θ(x)dx
=I + II.
(4.10)
To estimate II , we note by a standard computation that∣∣∣〈∇ζ( |x|
R
)
, x
〉∣∣∣ 6 2|x|
R
holds. From this one can conclude that II → 0 as R→ +∞ since∫
∂Rn+
〈
∇ζ
( |x|
R
)
, x
〉
u1−θ(x)dx =
∫
∂Rn+ ∩{R6|x|62R}
〈
∇ζ
( |x|
R
)
, x
〉
u1−θ(x)dx
64
∫
∂Rn+ ∩{R6|x|62R}
u1−θdx.
Thus, by the dominated convergence theorem, we obtain
lim
R→+∞
∫
∂Rn+
ζ
( |x|
R
)
〈∇u1−θ(x), x〉dx = −(n− 1)
∫
∂Rn+
u1−θ(x)dx. (4.11)
As a consequence of (4.11), we obtain∫
∂Rn+
〈∇u1−θ(x), x〉dx = −(n− 1)
∫
∂Rn+
u1−θ(x)dx. (4.12)
A similar argument shows∫
Rn+
〈∇v1−κ(y), y〉dy = −n
∫
Rn+
v1−κ(y)dy. (4.13)
Notice that by the Fubini theorem, there holds
κ
κ− 1
∫
Rn+
〈∇v1−κ(y), y〉dy =
∫
Rn+
〈∇v−κ(y), y〉v(y)dy
=
∫
Rn+
〈∇v−κ(y), y〉
∫
∂Rn+
|x− y|λu(x)−θdxdy
=
∫
∂Rn+
u(x)−θ
∫
Rn+
|x− y|λ〈∇v−κ(y), y〉dydx.
(4.14)
For µ > 0, we set y = µz. A simple variable change tells us that
u(µx) =
∫
Rn+
|µx− y|λv(y)−κdy = µn+λ
∫
Rn+
|x− z|λv(µz)−κdz.
Differentiating with respect to µ gives
〈x, (∇u)(µx)〉 =(n+ λ)µn+λ−1
∫
Rn+
|x− z|λv(µz)−κdz
+ µn+λ
∫
Rn+
|x− z|λ〈z, (∇v−κ)(µz)〉dz,
which implies, after setting µ = 1 and using (1.13), the following
〈x,∇u(x)〉 =(n+ λ)u(x) +
∫
Rn+
|x− z|λ〈z, (∇v−κ)(z)〉dz. (4.15)
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Hence, by multiplying both sides of (4.15) by u−θ and making use of (4.14), we have just
shown that∫
∂Rn+
〈∇u(x), x〉u−θ(x)dx =(n+ λ)
∫
∂Rn+
u1−θ(x)dx +
κ
κ− 1
∫
Rn+
〈∇v1−κ(y), y〉dy.
(4.16)
Thanks to (4.12) and (4.13), it follows from (4.16) that
−
n− 1
1− θ
∫
∂Rn+
u1−θ(x)dx = (n+ λ)
∫
∂Rn+
u1−θ(x)dx −
κn
κ− 1
∫
Rn+
v1−κ(y)dy.
Thus, we have just proved that(
n+ λ−
n− 1
1− θ
)∫
∂Rn+
u1−θ(x)dx =
κn
κ− 1
∫
Rn+
v1−κ(y)dy.
Thanks to Lemma 5, we conclude that (1− 1/n)/(θ− 1) + 1/(κ− 1) = λ/n as claimed.
It is worth noticing that the necessary condition (1.14) is exactly the same as the con-
dition (1.5) in the reversed HLS inequality (1.6) if one replaces κ and θ by 1/(1− r) and
1/(1− p) respectively.
Lemma 7. For n > 1, λ > 0, κ > 0 and θ > 0 satisfying θ = κ− 2/λ, there holds
2n− κλ+ λ > 0, 2n− 2− θλ+ λ > 0.
Proof. Suppose that κ > 1+2n/λ and hence θ > 1+(2n−2)/λ, we make use of Lemma
1 to conclude that λ > 0 and κ > 0 fulfill (1.14), that is, (n−1)/(n(θ−1))+1/(κ−1) =
λ/n. Resolving this equation with the condition θ = κ − 2/λ gives κ = 1 + 2n/λ and
θ = 1 + (2n − 2)/λ. From this we obtain the equalities since 2n − κλ + λ = 0 and
2n− 2− θλ+ λ = 0.
Otherwise, there holds κ < 1 + 2n/λ and hence θ < 1 + (2n − 2)/λ. Form this, it is
immediate to see that 2n− κλ+ λ > 0 and 2n− 2− θλ+ λ > 0. 
5. A CLASSIFICATION OF SOLUTIONS OF (1.13): PROOF OF PROPOSITION 1
Recall that κ = 1 + 2n/λ and that θ = 1 + (2n − 2)/λ, thanks to (1.14) and our
hypothesis κ = λ+ 2/θ.
5.1. The method of moving spheres for systems. Let w be a positive function on Rn+
where we denote Rn+ = Rn+ ∪∂Rn+. For x ∈ ∂Rn+ and ν > 0 we define
wx,ν(ξ) =
(
|ξ − x|/ν
)λ
w(ξx,ν) (5.1)
for all ξ ∈ Rn+ where ξx,ν is the Kelvin transformation of ξ with respect to the ball
BRn+(x, ν) ⊂ R
n
+, given as follows
ξx,ν = x+ ν2
ξ − x
|ξ − x|
2 . (5.2)
It is important to note that in the whole moving spheres arguments in this section, only
spheres centered on the boundary hyperplane ∂Rn+ can be used. This provides a reason
why we cannot capture further information for v out of ∂Rn+ as indicated in Proposition
1. Clearly, upon the change of variable y = zx,ν with z ∈ Rn+, we then have
dy =
{
(ν/|z − x|)2n dz if z ∈ Rn+
(ν/|z − x|)
2n−2
dz if z ∈ ∂Rn+ .
(5.3)
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Lemma 8. For any solutions (u, v) of (1.13), we have
ux,ν(ξ) =
∫
Rn+
|ξ − z|λvx,ν(z)
−κdz
for any ξ ∈ ∂Rn+ and
vx,ν(η) =
∫
∂Rn+
|η − z|λux,ν(z)
−θdz
for any η ∈ Rn+.
Proof. Using our system (1.13), we obtain
ux,ν(ξ) =
(
|ξ − x|
ν
)λ
u(ξx,ν) =
(
|ξ − x|
ν
)λ ∫
Rn+
|ξx,ν − y|λv(y)−κdy
=
∫
Rn+
|ξ − z|λ
(
λ
|z − x|
)2n−κλ+λ
vx,ν(z)
−κdz.
From this we obtain the desired formula for u, thanks to 2n − κλ + λ = 0. The formula
for v follows the same line as above with a little difference since we need to integrate over
∂Rn+. 
Next, we estimate ux,ν(ξ)−u(ξ) and vx,ν(η)−v(η). Since the computation is elemen-
tary and well-known in other contexts, we omit its details.
Lemma 9. For any solutions (u, v) of (1.13) any λ > 0 and any x ∈ ∂Rn+, we have
ux,ν(ξ)− u(ξ) =
∫
Σnx,ν
k(x, ν; ξ, z)
[
v(z)−κ − vx,ν(z)
−κ
]
dz,
for any ξ ∈ ∂Rn+ and
vx,ν(η)− v(η) =
∫
Σn−1x,ν
k(x, ν; η, z)
[
u(z)−θ − ux,ν(z)
−θ
]
dz,
for any η ∈ Rn+ where
k(x, ν; ζ, z) =
(
|ζ − x|
ν
)λ
|ζx,ν − z|λ − |ξ − z|λ.
Moreover, k(x, ν; ζ, z) > 0 for any |ζ − x| > λ > 0 and |z − x| > λ > 0.
In the following lemma, we prove that the method of moving spheres can get started
starting from a very small radius.
Lemma 10. For each x ∈ ∂Rn+, there exists some ν0(x) > 0 such that for any ν ∈
(0, ν0(x))
ux,ν(ξ) > u(ξ)
for any point ξ ∈ Σn−1x,ν and
vx,ν(η) > v(η)
for any point η ∈ Σnx,ν .
Proof. Since u is a positive C1-function in ∂Rn+ and λ > 0, there exists some r0 > 0
small enough such that
∇ξ
(
|ξ − x|−λ/2u(ξ)
)
· (ξ − x) < 0
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for all ξ ∈ ∂Rn+ with 0 < |ξ − x| < r0. Consequently, we can estimate
ux,ν(ξ) =
(
|ξ − x|
ν
)λ
u(ξx,ν) = |ξ − x|λ/2|ξx,ν − x|−λ/2u(ξx,ν) > u(ξ)
for all ξ ∈ ∂Rn+ with 0 < λ < |ξ − x| < r0. Note that in the previous estimate, we made
use of the fact that if |ξ − x| > λ then |ξx,ν − x| < λ. Note that for small ν0 ∈ (0, r0) and
for each 0 < λ < ν0, we have
ux,λ(ξ) >
(
|ξ − x|
ν
)λ
inf
B(x,r0)
u > u(ξ)
for all |ξ−x| > r0. Hence, we have just shown that ux,λ(ξ) > u(ξ) for all point ξ ∈ ∂Rn+
and any λ such that |ξ − x| > λ with 0 < ν < ν0. A similar argument also shows that
vx,λ(η) > v(η) for all point η ∈ Rn+ and any λ such that |η− x| > λ with 0 < λ < λ1 for
some λ1 ∈ (0, r1). Simply setting ν0(x) = min{ν0, λ1} we obtain the desired result. 
For each x ∈ ∂Rn+ we define
ν(x) = sup
{
µ > 0 : ux,ν(ξ) > u(ξ), vx,ν(η) > v(η), ∀0 < ν < µ, ξ ∈ Σ
n−1
x,ν , η ∈ Σ
n
x,ν
}
.
In view of Lemma 10 above, we get 0 < ν(x) 6 +∞. In the next few lemmas, we show
that whenever ν(x) is finite for some point x, we can write down precisely the form of
(u, v).
Lemma 11. If ν(x0) <∞ for some point x0 ∈ ∂Rn+ then
ux0,ν(x0) ≡ u, vx0,ν(x0) ≡ v
in ∂Rn+ and Rn+, respectively. In addition, we obtain q = 1 + 2n/p.
Proof. By the definition of ν(x0), we know that
ux0,ν(x0)(ξ) > u(ξ), vx0,ν(x0)(η) > v(η) (5.4)
for any ξ ∈ Σn−1x0,ν(x0) and η ∈ Σ
n
x0,ν(x0)
. In view of Lemma 9, we obtain
ux0,ν(x0)(ξ)− u(ξ) =
∫
Σn
x0,ν(x0)
k(x0, ν(x0); ξ, z)
[
v(z)−κ − vx0,ν(x0)(z)
−κ
]
dz, (5.5)
and
vx0,ν(x0)(η)− v(η) =
∫
Σn−1
x0,ν(x0)
k(x0, ν(x0); η, z)
[
u(z)−θ − ux0,ν(x0)(z)
−θ
]
dz. (5.6)
Keep in mind that 2n− κλ+ λ > 0 and 2n− 2 − θλ + λ > 0 by Lemma 7; hence there
are two possible cases:
Case 1. Either ux0,ν(x0)(ξ) = u(ξ) for any ξ ∈ Σn−1x0,ν(x0) or vx0,ν(x0)(η) = v(η) for any
η ∈ Σnx0,ν(x0). Without loss of generality, we assume that the formal case occurs. Using
(5.5) and the positivity of the kernel k, we get that 2n−κλ+λ = 0 and that vx0,ν(x0)(η) =
v(η) for any η ∈ Σnx0,ν(x0). Hence by (5.5) we conclude that ux0,ν(x0)(ξ) = u(ξ) in
the whole ∂Rn+. A similar argument also shows that 2n − 2 − θλ + λ = 0 and that
vx0,ν(x0)(η) = v(η) in R
n
+ and we are done.
Case 2. Or ux0,ν(x0)(ξ) > u(ξ) for any ξ ∈ Σn−1x0,ν(x0) and vx0,ν(x0)(η) > v(η) for any
η ∈ Σnx0,ν(x0). In this case, we derive a contradiction by showing that we can slightly
move spheres a little bit over ν(x0) which then violates the definition of ν(x0).
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In order to achieve that goal, first we can estimate
ux0,ν(x0)(ξ)− u(ξ) >
∫
Σn
x0,ν(x0)
k(x0, ν(x0); ξ, z)
[
v(z)−κ − vx0,ν(x0)(z)
−κ
]
dz, (5.7)
thanks to the positivity of the kernel k.
Estimate of ux0,ν −u outside B∂Rn+(x0, ν(x0)+1). First, by the Fatou lemma and (5.7),
we obtain
lim inf
|ξ|→+∞
(
|ξ|−λ(ux0,ν(x0) − u)(ξ)
)
> lim inf
|ξ|→+∞
∫
Σn
x0,ν(x0)
|ξ|−λk(x0, ν(x0); ξ, z)
[
v(z)−κ − vx0,ν(x0)(z)
−κ
]
dz
>
∫
Σn
x0,ν(x0)
((
|z|/ν(x0)
)λ
− 1
)[
v(z)−κ − vx0,ν(x0)(z)
−κ
]
dz > 0.
As a consequence, outside a large ball, we would have (ux0,ν(x0) − u)(ξ) & |ξ|λ while
in that ball and outside of B(x0, ν(x0) + 1) we would also have (ux0,ν(x0) − u)(ξ) &
|ξ|λ thanks to the smoothness of ux0,ν(x0) − u and our assumption ux0,ν(x0)(ξ) > u(ξ).
Therefore, there exists some ε1 > 0 such that
(ux0,ν(x0) − u)(ξ) > ε1|ξ|
λ
for all |ξ − x0| > ν(x0) + 1. Recall that ux0,ν(x0)(ξ) = (|x0 − ξ|/λ)λu(ξx0,ν(x0)); hence
there exists some ε2 ∈ (0, ε1) such that
(ux0,ν − u)(ξ) =(ux0,ν(x0) − u)(ξ) + (ux0,ν − ux0,ν(x0))(ξ)
>ε1|ξ|
λ + (ux0,ν − ux0,ν(x0))(ξ) >
ε1
2
|ξ|λ
(5.8)
for all |ξ−x0| > ν(x0)+1 and all λ ∈ (ν(x0), ν(x0)+ε2). Repeating the above arguments
shows that (5.8) is also valid for vx0,ν − v, that is
(vx0,ν − v)(η) >
ε1
2
|η|λ (5.9)
for a possibly new constant ε1 > 0.
Estimate of ux0,ν −u inside B∂Rn+(x0, ν(x0)+1). Now for ε ∈ (0, ε2) to be determined
later and for λ ∈ (ν(x0), ν(x0) + ε) ⊂ (ν(x0), ν(x0) + ε2) and for λ 6 |ξ − x0| 6
ν(x0) + 1, from (5.7), we estimate
(ux0,ν − u)(ξ) >
∫
Σn
x0,ν(x0)
k(x0, ν; ξ, z)[v(z)
−κ − vx0,ν(z)
−κ]dz
>
∫
ν(x0)+1>|z−x0|>λ
k(x0, ν; ξ, z)[v(z)
−κ − vx0,ν(z)
−κ]dz
+
∫
ν(x0)+3>|z−x0|>ν(x0)+2
k(x0, ν; ξ, z)[v(z)
−κ − vx0,ν(z)
−κ]dz
>
∫
ν(x0)+1>|z−x0|>λ
k(x0, ν; ξ, z)[vx0,ν(x0)(z)
−κ − vx0,ν(z)
−κ]dz
+
∫
ν(x0)+3>|z−x0|>ν(x0)+2
k(x0, ν; ξ, z)[v(z)
−κ − vx0,ν(z)
−κ]dz
=I + II.
As we shall see later, there holds I + II > 0 provided ε > 0 is small enough. To see this,
we estimate I and II term by term.
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Estimate of II . Thanks to (5.9), there exists δ1 > 0 such that
(
v−κ − v−κx0,ν
)
(z) > δ1 for
any ν(x0) + 2 6 |z − x0| 6 ν(x0) + 3. By the definition of k given in Lemma 9 we note
that
k(x0, ν; ξ, z) = k(0, ν; ξ − x0, z − x0)
and that
∇ξk(0, ν; ξ, z) · y
∣∣
|ξ|=ν
= p|ξ − z|λ−2
(
|z|2 − |ξ|2
)
> 0
for all ν(x0)+2 6 |z| 6 ν(x0)+3. Hence, there exists some constant δ2 > 0 independent
of ε such that
k(0, ν; ξ, z) > δ2(|ξ| − ν)
for all ν(x0) 6 ν 6 |ξ| 6 ν(x0)+1 and all ν(x0)+2 6 |z| 6 ν(x0)+3. Simply replacing
y by y−x0 and z by z−z0 and making use of the rule k(x0, ν; ξ, z) = k(0, ν; ξ−x0, z−x0),
we obtain with the same constant δ2 > 0 as above the following estimate
k(x0, ν; ξ, z) > δ2(|ξ − x0| − ν)
for all ν(x0) 6 ν 6 |y − x0| 6 ν(x0) + 1 and all ν(x0) + 2 6 |z − x0| 6 ν(x0) + 3.
Thus, we have just proved that
II > δ1δ2(|ξ − x0| − ν)
∫
ν(x0)+3>|z−x0|>ν(x0)+2
dz. (5.10)
Estimate of I . To estimate I , we first observe that |v−κx0,ν − v
−κ|(z) . ν − ν(x0) . ε for
all z satisfying ν(x0) 6 ν 6 |z − x0| 6 ν(x0) + 1 and all ν(x0) 6 ν 6 ν(x0) + ε and
that ∫
λ6|z−x0|6ν(x0)+1
k(x0, ν; ξ, z)dz
=
∫
λ6|z|6ν(x0)+1
k(0, ν; ξ − x0, z)dz
6
∫
λ6|z|6ν(x0)+1
∣∣∣(|ξ − x0|/λ)λ − 1∣∣∣|(ξ − x0)0,λ − z|λdz
+
∫
λ6|z|6ν(x0)+1
(
|(ξ − x0)
0,λ − z|λ − |(ξ − x0)− z|
λ
)
dz
6C(|ξ − x0| − λ) + C|(ξ − x0)
0,λ − (ξ − x0)|
6C(|ξ − x0| − λ).
where C > 0 is constant independent of ε. Thus, we obtain
I > −Cε
∫
ν(x0)+1>|z−x0|>λ
k(x0, ν; ξ, z)dz. (5.11)
By combining (5.11) and (5.10), for some small ε > 0 we have
(ux0,ν − u)(ξ) >
(
δ1δ2
∫
ν(x0)+3>|z−x0|>ν(x0)+2
dz − Cε
)
(|ξ − x0| − ν) > 0
for ν(x0) 6 ν 6 ν(x0) + ε and ν 6 |y − x0| 6 ν(x0) + 1.
Estimates of ux0,ν − u in B∂Rn+(x0, ν(x0) + 1) and vx0,ν − v in BRn+(x0, ν(x0) + 1).
Combining the preceding estimate for ux0,ν −u inside the ball B(x0, ν(x0)+ 1) and (5.8)
above gives
(ux0,ν − u)(ξ) > 0
for ν(x0) 6 ν 6 ν(x0) + ε and ν 6 |y − x0|. Again by repeating the whole procedure
above for the difference vx0,ν − v, we can conclude that
(vx0,ν − v)(y) > 0
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for ν(x0) 6 ν 6 ν(x0) + ε and ν 6 |y − x0| where ε could be smaller if necessary; thus
giving us a contradiction to the definition of ν(x0). 
In the last lemma of the current section, we prove that whenever ν(x0) < ∞ for some
point x0 ∈ ∂Rn+, there must hold ν(x) <∞ for any point x ∈ ∂Rn+.
Lemma 12. If ν(x0) < ∞ for some point x0 ∈ ∂Rn+ then ν(x) < ∞ for any point
x ∈ ∂Rn+; hence
ux,ν(x) ≡ u, vx,ν(x) ≡ v
for all x ∈ ∂Rn+.
Proof. Suppose that there exists some x0 ∈ ∂Rn+ such that ν(x0) < ∞, by Lemma 11
and for ξ ∈ ∂Rn+ with |ξ| sufficiently large, we have
|ξ|−λu(y) = |ξ|−λux0,ν(x0)(ξ)
= |ξ|−λ
(
ν(x0)
|ξ − x0|
)−λ
u
(
x0 + λ(x0)
2 ξ − x0
|ξ − x0|
2
)
= ν(x0)
−λ
(
|ξ − x0|
|ξ|
)λ
u
(
x0 + λ(x0)
2 ξ − x0
|ξ − x0|
2
)
which implies
lim
|ξ|→+∞
|ξ|−λu(ξ) = ν(x0)
−λu(x0). (5.12)
Repeating the above argument then gives
lim
|η|→+∞
|η|−λv(η) = ν(x0)
−λv(x0). (5.13)
Let x ∈ ∂Rn+ be arbitrary, by the definition of ν(x) we get
ux,ν(ξ) > u(ξ), vx,ν(η) > v(η)
for all 0 < ν < ν(x) and all ξ ∈ Σn−1x,ν and η ∈ Σnx,ν . Then by a direct computation and
thanks to (5.12), one can easily see that
lim inf
|ξ|→+∞
|ξ|−λu(ξ) 6 lim inf
|ξ|→+∞
|ξ|−λux,ν(ξ)
= lim inf
|ξ|→+∞
|ξ|−λ
(
ν
|ξ − x|
)−λ
u
(
x+ ν2
ξ − x
|ξ − x|
2
)
= ν−λu(x)
(5.14)
for all 0 < λ < ν(x). Combining (5.12) and (5.14) gives ν(x0)−λu(x0) 6 ν−λu(x) for
all 0 < λ < ν(x). From this, we conclude ν(x) < +∞ for all x ∈ Rn as claimed. 
5.2. Proof of Proposition 1. To conclude Proposition 1, we make use of the following
three lemmas from [LZ03, Appendix B]. The first lemma concerns functions f satisfying
the inequality fx,ν(ξ) 6 f(ξ), which can be the case in view of Lemma 10.
Lemma 13. For ν ∈ R and f a function defined on ∂Rn+ and valued in [−∞,+∞]
satisfying ( ν
|ξ − x|
)λ
f
(
x+ ν2
ξ − x
|ξ − x|2
)
6 f(ξ)
for all x, ξ ∈ ∂Rn+ satisfying |x−ξ| > ν > 0. Then f is constant or is identical to infinity.
In the second lemma, if the inequality in Lemma 13 becomes equality, then we can
characterize the function f completely; see also Lemma 11.
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Lemma 14. For ν ∈ R and f a continuous function in ∂Rn+. Suppose that for every
x ∈ ∂Rn+, there exists λ(x) > 0 such that( ν(x)
|ξ − x|
)λ
f
(
x+ ν(x)2
ξ − x
|ξ − x|2
)
= f(ξ),
for all ξ ∈ ∂Rn+ \{x}. Then
f(x) = ±a
(
d+ |x− x|2
)−λ/2
for some a > 0, d > 0 and x ∈ ∂Rn+.
It is worth noting that Lemma 14 also holds for a larger class consisting measures,
known as the characterization of inversion invariant measures; see [FL10, Theorem 1.4].
The last lemma is in the same fashion of Lemma 14 above for functions defined on Rn+.
Lemma 15. For ν ∈ R and f a function defined on Rn+ and valued in [−∞,+∞] satis-
fying ( ν
|y − x|
)λ
f
(
x+ ν2
y − x
|y − x|
2
)
6 f(y)
for all x ∈ ∂Rn+ and y ∈ Rn+ satisfying |x − y| > ν > 0. Then f restricted to ∂Rn+ is
constant or is identical to infinity. In other words, f depends only on the last coordinate.
With all ingredients above, we are now in a position to prove Proposition 1. First, there
are two possible cases:
Case 1. If ν(x) = ∞, then for any x ∈ ∂Rn+ we know that ux,ν(ξ) > u(ξ) for all λ > 0
and for any x ∈ ∂Rn+ and ξ ∈ ∂Rn+ satisfying |ξ − x| > λ. By Lemma 13, u must be
constant, say u0. Similarly, Lemma 15 tells us that v depends only on the last coordinate
in the sense that
v(y) = v(0, yn) =
∫
∂Rn+
∣∣|x|2 + y2n∣∣λ(u0)−θdx.
Upon a change of variables, we deduce that
v(y) = v(0, yn) = Cy
2λ+n−1
n
∫ +∞
0
∣∣ρ2 + 1∣∣λρn−2dρ.
From this we conclude that v(0, yn) = +∞ provided yn 6= 0 since λ > 0 and n− 2 > 0.
Thus, (u, v) does not solve (1.13).
Case 2. Otherwise, there exists some x0 ∈ ∂Rn+ such that ν(x0) < ∞. Then by Lemma
12, we deduce that ν(x) <∞ for any point x ∈ ∂Rn+. We are now in a position to apply
Lemma 14 to conclude that u is of the form
u(x) = a(b2 + |x− x|2)λ/2 (5.15)
for some a, d > 0 and some point x ∈ ∂Rn+. Using the form of u and the equation
satisfied by v in (1.13), we get
v(y) = a
∫
∂Rn+
|x− y|λ
(b2 + |x− x|2)n−1+λ/2
dx
for any y ∈ Rn+. If we restrict y to ∂R
n
+, we clearly get
u(y|∂Rn+) = a
∫
∂Rn+
|x− y|∂Rn+ |
λ
(b2 + |x− x|2)n−1+λ/2
dx.
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From this, we obtain v(y|∂Rn+) = u(y|∂Rn+). Hence, v is of the following form
v(x, 0) = a(b2 + |x− x|2)λ/2. (5.16)
Our proof of Proposition 1 is now complete.
Finally, we conclude this section by giving the proof of Corollary 1. Recall that under
the current situation we have λ = 2. By Proposition 1 and up to a constant multiplication,
translation, and dilation, we know that the extremal function f has the following form
f(x) = (1 + |x|2)−n, x ∈ ∂Rn+,
and thanks to our system
g(y) = α
( ∫
∂Rn+
|x− y|2f(x)dx
)−n−1
, y ∈ Rn+,
for some constant α > 0. An easy computation shows that∫
∂Rn+
(1 + |x|2)−ndx =
∫
∂Rn+
(1 + |x|2)−n|x|2dx =
π(n−1)/2Γ((n+ 1)/2)
Γ(n)
. (5.17)
Therefore we conclude that
g(y) = β(1 + |y|2)−n−1
for some β > 0. Denote h(y) = (1 + |y|2)−n−1, it is evident that
C
+
n,1−1/n,n/(n+1) =
∫
Rn+
∫
∂Rn+
f(x)|x − y|2h(y)dxdy
‖f‖L(n−1)/n(∂Rn+)‖h‖Ln/(n+1)(Rn+)
. (5.18)
We now estimate (5.18) term by term. First, in view of (5.17), we have∫
Rn+
∫
∂Rn+
f(x)|x−y|2h(y)dxdy =
π(n−1)/2Γ((n+ 1)/2)
Γ(n)
∫
Rn+
(1+|y|2)−ndy. (5.19)
Regarding to ‖f‖L(n−1)/n(∂Rn+) and ‖h‖Ln/(n+1)(Rn+), it is easy to check that∫
∂Rn+
(1 + |x|2)−n+1dx = π(n−1)/2
Γ((n− 1)/2)
Γ(n− 1)
, (5.20)
and that ∫
Rn+
(1 + |y|2)−ndy =
πn/2
2
Γ(n/2)
Γ(n)
. (5.21)
Plugging (5.19), (5.20) and (5.21) into (5.18), we obtain (1.15) as claimed.
6. A LOG-HLS INEQUALITY ON HALF SPACE: PROOF OF THEOREM 5
Throughout this section, we choose p = 2(n−1)/(2(n−1)+λ) and r = 2n/(2n+λ).
The benefit of this particular choice for p and r is that there exists an optimizer pair (f, g)
with f(x) = u(x)1/(p−1) = (1+ |x|2)1−n−λ/2 on ∂Rn+ and g(y′, 0) = v(y′, 0)1/(r−1) =
(1 + |y′|2)−n−λ/2, up to dilations and translations. Consider the stereographic projection
S : Rn → Sn given by
S(x) =
( 2x1
1 + |x|2
,
2x2
1 + |x|2
, . . . ,
1− |x|2
1 + |x|2
,
2xn
1 + |x|2
)
.
It is easy to see that S transforms Rn+ into Sn+ = {(ξ1, · · · , ξn+1) ∈ Sn : ξn+1 > 0} and
transforms ∂Rn+ into Sn0 = {(ξ1, · · · , ξn+1) ∈ Sn : ξn+1 = 0} which can be identified
with Sn−1. It is well-known that the Jacobian of S at any x ∈ Rn is
JS(x) =
(
2/(1 + |x|2)
)n
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and the Jacobian of S|∂Rn+ at any y ∈ ∂R
n
+ is nothing but
JS|∂ Rn
+
(y) =
(
2/(1 + |y|2)
)n−1
.
Let f, g be nonnegative functions on ∂Rn+ and Rn+, respectively. We let F : Sn0 → R and
G : Sn+ → R be functions given by the following
f(y) = F (S|∂Rn+(y))JS|∂ Rn+
(y)1/p, y ∈ ∂Rn+,
and
g(x) = G(S(x))JS (x)
1/r, x ∈ Rn+ .
We then can readily check that∫
∂Rn+
f(y)pdy =
∫
Sn0
F (η)pdη,
∫
Rn+
g(x)rdx =
∫
Sn+
G(ξ)rdξ, (6.1)
where dξ and dη denote the Lebesgue measure on Sn and on Sn0 , respectively. (Note that
the Lebesgue measure on Sn0 is also the Lebesgue measure on the sphere Sn−1.) Recall
that for x, y ∈ Rn, there holds
|S(x) − S(y)|2 =
2
1 + |y|2
|x− y|2
2
1 + |x|2
. (6.2)
From (6.2), we easily imply that∫
Rn+
∫
∂Rn+
g(x)|x − y|λf(y)dxdy =
∫
Sn+
∫
Sn0
G(ξ)|ξ − η|λF (η)dξdη. (6.3)
Combining (1.6), (6.1), and (6.3) gives us a spherical forms of the reversed HLS on the
half space as follows∫
Sn+
∫
Sn0
G(ξ)|ξ − η|λF (η)dξdη > C(n, λ)‖F‖Lp(Sn0 )‖G‖Lr(Sn+), (6.4)
for any nonnegative functions F ∈ Lp(Sn0 ) and G ∈ Lr(Sn+) with the sharp constant
C(n, λ) = ‖Eλf0‖Lq(Rn+)‖f0‖
−1
Lp(∂Rn+)
and the optimizer function
f0(y) =
(
1 + |y|2
)1−n−λ/2
.
Similar to the classical HLS inequality on Rn which can be lifted to the sphere Sn for
which the competing symmetries argument can be used. In view of the spherical form
(6.4) of (1.6), it seems that a competing symmetries argument could work in this scenario.
Recall that q = −2n/λ, from this it is easy to check that
C(n, λ) = |Sn−1|−λ/2(n−1)
( ∫
Sn+
(∫
Sn0
|ξ − η|λdσ(η)
)−2n/λ
dξ
)−λ/2n
, (6.5)
where dσ is the normalization of the Lebesgue measure on Sn0 in the sense that σ(Sn0 ) = 1.
The next Proposition gives us the behavior of the constant C(n, λ) when λ tends to
zero.
Proposition 2. Let n > 2, there holds
C(n, λ) = 1−
λ
2(n− 1)
ln |Sn−1|−
λ
2n
ln
(∫
Sn+
e
−2n
∫
Sn
0
ln(|ξ−η|)dσ(η)
dξ
)
+ o(λ) (6.6)
with the error o(λ)/λ→ 0 as λ→ 0.
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Proof. We first observe that there exists a constant C > 0 which is independent of ξ ∈ Sn+
such that ∫
Sn0
(
ln |ξ − η|
)2
dσ(η) 6 C
for all ξ ∈ Sn+. Hence∫
Sn0
|ξ − η|λdσ(η) = 1 + λ
∫
Sn0
ln |ξ − η|dσ(η) + o(λ)
uniformly in ξ ∈ Sn+ when λ→ 0. For the sake of simplicity, let us denote
H(ξ) =
∫
Sn0
ln |ξ − η|dσ(η)
for each ξ ∈ Sn+. Since H is bounded, we obtain∫
Sn0
|ξ − η|λdσ(η) = (1 + λH(ξ))(1 + o(λ))
uniformly in ξ ∈ Sn+ when λ→ 0. Therefore, we have(∫
Sn+
(∫
Sn0
|ξ−η|λdσ(η)
)−2n/λ
dξ
)−λ/2n
= (1+o(λ))
( ∫
Sn+
(1 + λH(ξ))
−2n/λ
dξ
)−λ/2n
.
Thanks to the boundedness of H , we then have(
1 + λH(ξ)
)−2n/λ
= e−2nH(ξ)(1 + o(1))
uniformly in in ξ ∈ Sn+ when λ→ 0. Hence( ∫
Sn+
(
1 + λH(ξ)
)−2n/λ
dξ
)−λ/2n
= (1 + o(λ))
( ∫
Sn+
e−2nH(ξ)dξ
)−λ/2n
.
Finally, we have( ∫
Sn+
(∫
Sn0
|ξ − η|λdσ(η)
)−2n/λ
dξ
)−λ/2n
= (1 + o(λ))
( ∫
Sn+
e−2nH(ξ)dξ
)−λ/2n
.
(6.7)
The expansion (6.6) now follows from (6.5) and (6.7). 
We are now in a position to prove Theorem 5.
Proof of Theorem 5. It is clear that p, r → 1 when λ → 0, and by Proposition 2 we have
C(n, λ) → 1 when λ→ 0. Our assumptions on f and g ensure that
lim
λ→0
1
λ
( ∫
Rn+
∫
∂Rn+
g(x)|x − y|λf(y)dxdy − 1
)
=
∫
Rn+
∫
∂Rn+
g(x) ln |x− y|f(y)dxdy.
From this, we obtain
lim
λ→0
C(n, λ)‖f‖Lp(∂Rn+)‖g‖Lr(Rn+) − 1
λ
= −
∫
∂Rn+
f(y) ln f(y)dy −
∫
Rn+
g(x) ln g(x)dx
−
1
2(n− 1)
ln |Sn−1| −
1
2n
ln
(∫
Sn+
e
−2n
∫
Sn0
ln |ξ−η|dσ(η)
dξ
)
.
It is easy to see that
Cn = −
1
2(n− 1)
ln |Sn−1| −
1
2n
ln
(∫
Sn+
e
−2n
∫
Sn0
ln |ξ−η|dσ(η)
dξ
)
.
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The proof of Theorem 5 is then finished. 
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