IDET is a research project active at the University of Bologna and aimed at the development of a mobility aid for the visually impaired. VIDET's approach consists in the conversion of depth data gathered through a stereo-vision system into a 3D model perceivable by the user by means of a wire-actuated haptic interface. In this paper we describe VIDET's PC-based, real-time, stereo-vision system. As for system's description, we outline the structure of the stereo-matching algorithm and address in more detail the optimization strategies that lead us to a fast PC-based implementation. These involve massive reduction of redundant calculations and use of the parallel multimedia instructions available in current general-purpose microprocessors. We provide experimental results showing that the system is capable of recovering correctly the 3D structure of the observed scene and allows for prompt perception of the depth changes generated by moving objects. We also report execution time measurements and compare our stereo system with the PC-based systems from SRI and Point Grey Research.
Introduction
During the last decade a number of research projects have dealt with the development of systems dedicated to helping mobility of the visually impaired [1] [2] [3] [4] . This topic is also under investigation at the University of Bologna in the context of the VIdeo DEcoder by Touch (VIDET) project.
The project is aimed at developing and testing a complex wearable system, shown in Figure 1 , capable of providing a visually impaired user with a virtual 3D model of a portion of the surroundings. The 3D model is obtained using a real-time stereo-vision system and is perceived by the user through a tactile sensation provided by a wire-actuated ''haptic-interface'' capable of constraining the movement of one's finger according to the shape of the model. Basically, the user should be able to interact with the surroundings by ''touching'' a scaled ''bas-relief'' model of the scene acquired by a pair of cameras. So far the VIDET project has led to the development of two prototypes of the haptic-interface [5, 6] , based, respectively, on one (shown in Figure 2 ) and three wires, and a real-time stereo-vision system, which is described in this paper.
Stereo-matching algorithms can be classified into area and feature based. Area-based algorithms produce dense depth maps but are computationally very expensive. On the other hand, feature-based algorithms are potentially faster, and also typically more robust, but can yield only sparse depth maps. As far as VIDET is concerned, the stereo system should be able to provide a depth map as dense as possible, so as to build a model of the environment which enables perception of scene's structure by tactile exploration. Moreover, since a stereo algorithm generates a spatially sampled set of depth data (i.e. depth is defined at pixel locations), the depth map obtained by the VIDET stereo system must be interpolated with suitable surface patches in order to build a continuous bas-relief model with which the user can interact through the haptic device. A widely used approach to interpolation of depth data is Delaunay triangulation. However, the availability of a dense map allows for the use of a much faster, local triangulation method (developed within the VIDET project and described in [7] ) which, unlike the standard Delaunay approach, enables easy and efficient real-time interaction between the haptic device and the bas-relief model. Hence, our choice has fallen on area-based matching algorithms. Since these are computationally very expensive, one major goal of our work has been the deployment of optimization strategies aimed at meeting VIDET's real-time requirements.
Related Work
Many works in literature have dealt with area-based stereo for depth reconstruction but only recently realtime systems based on standard PCs [8, 9] have been proposed. Some systems work with two cameras while others use multiple cameras to increase robustness, as well as the number of matched points, but at the cost of a higher computational load. In the context of the VIDET project, the stereo algorithm has been developed using as execution platform a standard PC since, perspectively, the stereo system should be incorporated into a compact wearable PC. In this section, we briefly review the most significative contributions in the direction of real-time stereo matching which inspired our work. We have separated the approaches into two classes: those based on dedicated hardware architectures and those running on standard personal computers.
Systems based on dedicated hardware
The system developed at CMU by Kanade et al. [10] provides reliable depth maps using multiple cameras (up to 6) and works at video rate with 200 Â 200 pixels images using a custom DSP machine. The matching measure is the sum of squared differences (SSD) and a global value (SSSD) is computed adding the contributes given by the different matches between the various views. Images are preprocessed by a LOG filter in order to compensate for illumination differences. Kanade's algorithm [10] provides 1/10 sub-pixel measurements of depth. The stereo system developed at INRIA by Faugeras et al. [11] uses an imaging system with three cameras and the normalized cross-correlation (NCC) as matching measure. Illumination distortions are compensated subtracting from the pixel intensity the mean value computed around each pixel. Match validation is carried out by the left-right consistency check [12] and analyzing the peaks of the correlation function. The algorithm was implemented on dedicated DSP machines and provides sub-pixel measurement of depth. Interval Research [13] developed a fast FPGA-based board which fits into a standard PCI board. The system executes 42 disparity measurements per seconds using as input a stereo pair from two cameras at 320 Â 240 pixels 
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L. DI STEFANO AND S. MATTOCCIA of resolution. The matching core is based on the census transform [13] . Another FPGA-based stereo system which relies on the census transform was developed by Corke et al. [14] . It does not perform the left-right check nor sub-pixel refinement of disparity and delivers 30 fps with 256 Â 256 stereo pairs and a disparity range of 32. Both interval research and Corke et al. stereo systems are based on the nonparametric census transform which is suited to hardware implementation. Sarnoff Corporation developed a video processing chip [15] capable of performing video-rate stereo matching with two images of 320 Â 240 pixels. The stereo module uses the sum of absolute differences (SAD) as similarity measure and can deploy the left-right consistency check at the cost of doubling the computational load. The chip is also available on a PCI-based board.
PC-based systems
The system developed at SRI [8] provides real-time stereo matching. It was implemented both on a DSP and on a standard PC. It does disparity estimation using two images, acquired using an inexpensive imaging system [16] , which are preprocessed via the LOG filter and then matched on the basis of the SAD measure. SRI's algorithm provides 1/16 sub-pixel measurements of depth and discards unreliable matches by means of the left-right check [12] and of an ''interest'' operator which detects low textured regions. The PC based version of the algorithm delivers disparity maps at video rate [17] on a Pentium III 700 MHz processor with 320 Â 240 pixels images and a disparity search interval equal to 32; it seems the fastest PC-based implementation of area-based stereo matching currently available. Point Grey Research [9] developed a stereo system made out of three cameras and stereo algorithm based on the SAD measure. Matching validation is performed locating low textured areas and analyzing the peaks of the SAD function. Sub-pixel precision of 1/256 can be turned on and the input images can be preprocessed through an edge-detection operator to improve results. It delivers 8.6 and 12 fps, respectively, with three and two 320 Â 240 pixels images and with a disparity range of 32 pixels, on a Pentium III 800 MHz [18] .
Stereo Algorithm
The area-based matching algorithm developed within the VIDET project, referred to as Videt Stereo Algorithm and abbreviated as VSA, processes stereo pairs acquired with a binocular imaging system and can be summarized as in Figure 3 .
Preprocessing
First, the two images are preprocessed in order to compute the mean and variance of the intensity distribution in a small window centered at each pixel. Then, the mean-value images are subtracted from the original images. This normalization step is useful to compensate for possible gray-level variations due to slightly different settings of the cameras [11] .
To carry out the matching process we assume that the epipolar lines coincide with corresponding scanlines in the two images (i.e. the two images are in the so-called standard form). This is achieved using as imaging system an integrated stereo-head [16] based on two mechanically aligned sensors. The system provides two cameras that are very close to the ideal aligment and in which the residual misalignemt can be compensated by a vertical translation of one of the two images.
Matching
The normalized images are then matched based on the SAD measure; each point of the left image is associated with a point of the right image by searching for the minimum SAD along the corresponding epipolar line (i.e. scanline) and within a given disparity range (d r =d max Àd min ).
Validation
It is well known that the set of matches obtained at this stage by an area-based algorithm may be highly unreliable and therefore a validation step must be incorporated into the algorithm to increase robustness REAL-TIME STEREO WITHIN THE VIDET [8, 11, 19] . Typically, the validation step exploits several constraints aimed at detecting and discarding wrong matches.
A major source of matching errors are occluded points, i.e. points that due to depth discontinuities observed by two different viewpoints can be seen only in one of the two images acquired by the stereo pair. Since it is impossible to solve the correspondence problem at occluded points, the matching step of Figure 3 will necessarily match wrongly the occluded points of the left-image. Occlusions may be partially dealt with using more than two cameras and taking advantage of multiple SAD scores [10] . This approach has proven to be effective, yielding a significant improvement in the number of correct matches. However, compared to a binocular approach, it has the disadvantage of requiring a much more complex imaging system as well as additional computational resources to carry out multiple matching phases. Since VIDET's goal is to develop a compact wearable device, our choice has fallen to a binocular system, this implying that the stereo algorithm can only detect and discard occluded points. To this purpose, VSA's validation step exploits the left-right consistency constraint [2] that can be described as follows. Reverse the role of the two images and for each point of the right image find the best match into the left image; then, validate only those matches that turn out to be coherent when matching left-to-right and right-to-left. This approach has proven to be effective in detecting and rejecting occluded points [8, 11, 12] since these typically do not yield coherent matches in the direct (i.e. left-to-right) and reverse (i.e. right-to-left) matching processes.
Other important sources of matching errors are the low-textured regions of the image. To deal with uniform regions, the safest solution is to reject all matches found at points exhibiting poor local texture [8, 11] . Therefore, we estimate local texture by the variance of the intensity distribution [20] , which is computed and stored in the preprocessing step, and then, in the validation step, discard matches found at points where the variance is below a given threshold.
Sub-pixel measurement
VSA's resolution in disparity measurements was initially 1-pixel. However, experiments aimed at evaluating the degree of tactile perception achievable through the haptic interface have pointed out the need of sub-pixel resolution. Therefore, a sub-pixel measurement step ? of the minimum of the parabola which interpolates the SAD function in a neighborhood of the integer position, d, found by the matching core. We adopted a minimumlocalization method which relies only on integer operations, since, as we will show in Section 4.2, the optimized VSA's implementation makes use of MMX-instructions and in the Pentium architecture swapping between the floating-point and MMX states causes a significant performance penalty [21] . ?
It is worth observing that numerator of Eqn (1) embodies information about the sign of the sub-pixel refinement. In order to provide an integer-valued disparity map with 1 8 -pixel accuracy, disparities are scaled (see Figure 5 ) from the original range ½d max ; d min to the range ½8d max ; 8d min . The scaled integer-valued disparity with sub-pixel accuracy, calledd d and shown in Figure 5 , can be obtained as where D represents the integer-valued sub-pixel refinement.
However, this method would require floating-point operations. To obtain D by means of integer computations only we do not make use of Eqs (1) and (3) but instead determine the lowest D value which satisfies the following inequality:
Regularization and interpolation
Since the validation step rejects potentially wrong matches, the disparity maps obtained at this stage typically contain unmatched points. This can be handled by providing a ''complete'' disparity map together with a ''confidence map'' [19] or by marking with a special label the low-confidence (i.e. unmatched) points in the disparity map [8] . However, the fast triangulation algorithm used in the VIDET system requires disparity values to be defined at every location of the pixels grid.
To accomplish this, we first regularize disparity data by a morphological smoothing operator and then propagate the available disparity information by means of a simple and fast interpolation scheme incorporating a disparity-gradient constraint aimed at preserving depth discontinuities. The scheme works as follows. When we find along a scanline a group of n consecutive unmatched points bounded by two valid disparities, a and b, we evaluate the quantity G ¼ b À a j j=n. If G is below a certain threshold T, we hypothesize that the unmatched points belongs to a poorly textured, approximately planar region and we fill them in with disparity values obtained interpolating linearly between a and b. Otherwise, we hypothesize that the unmatched points belong to an occluded region associated with a depth discontinuity, and hence assign them the smaller between the two valid disparities a and b.
It is worth pointing out here that, as far as occlusions are concerned, VSA handles them by means of the Validation step as well as the Regularization and Interpolation step. The former detects occlusions via the left-right check, so as to avoid to assign wrong disparities to occluded points. The latter deploys a ''smart'' interpolation method aimed at recovering missing disparities within the occluded regions associated with depth discontinuities.
VSA's Optimization
Initially, VSA was coded in C and used only in ''static experiments'', i.e. experiments in which the depth map extracted by the vision system was stored on disk and explored at a later time with the haptic device. These experiments were aimed at assessing the degree of haptic perception provided by VIDET in simple, static scenes (e.g. detection of objects from background, determination of relative distances between objects, recognition of simple shapes, etc.).
However, we were also very interested in ''dynamic experiments'', aimed at evaluating the ability to perceive promptly the changes in scene's contents due to motion (e.g. the presence of a new obstacle). Dynamic experiments require real-time interaction between the stereo system and the haptic device, with the stereo system continuously updating the depth map under exploration. In such a context, the map should be updated as rapidly as possible (ideally, at video rate) since the faster the frame rate provided by the stereo system the higher the suddenness with which the user can perceive the changes in the scene.
Since VSA basic C-implementation was far too slow to meet the real-time requirements of dynamic experiments, we carefully and extensively optimized the initial implementation. The optimization process has been based on two stages: first, we have massively deployed incremental calculation schemes [22] throughout all the computation-intensive algorithm's steps, so as to minimize the amount of new calculations to be executed at each new point (or disparity value). This stage, referred
. Integer-valued sub-pixel refinement.
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to as computational optimization, led us to an optimized C-version that, as we will show in Section 5, turned out to be remarkably fast. Then, we achieved significant additional speed-up by using the multimedia instructions available in modern general-purpose processors to exploit the data-parallelism embedded into large parts of the optimized C-code. The final result is a very fast VSA implementation, now used successfully in VIDET's dynamic haptic-perception experiments.
Computational optimization
The most expensive task performed by VSA is the computation of SAD scores, which are needed to carry out the direct matching as well as the reverse matching required by the left-right consistency check.
Suppose that SAD(x,y,d) is the SAD score between a window of size (2n+1) (2n+1) centered at coordinates (x, y) in the left image and the correspondent window centered at (x+d, y) in the right image:
Observing Figure 6 , it is easy to notice that SAD(x,y+1,d) can be attained from SAD(x,y,d):
SADðx; y þ 1; dÞ ¼SADðx; y; dÞ þ Uðx; y þ 1; dÞ ð 6Þ with U(x,y+1,d) representing the difference between the SADs associated with the lowermost and uppermost rows of the matching window (shown in light gray in Figure 6 ):
Furthermore, U(x,y+1,d) can be computed from U(xÀ1,y+1,d) by simply considering the contributes associated with the four points shown in dark-gray in Figure 6 :
This allows for keeping complexity small and independent of the size of the matching window, since only four elementary operation are needed to obtain the SAD score at each new point.
The computational scheme of Eqs (6) and (8) A similar incremental-calculation approach has been adopted in the stereo algorithms developed at INRIA [11] and CMU [10] . However, the scheme shown in [10, 11] , makes use of a vertical translation to obtain the updating term and of an horizontal translation to obtain the correlation (INRIA) or SSD (CMU) scores. Hence, in order to sustain the incremental calculation the INRIA-CMU scheme requires storing the W Á d r values of the updating term associated with the previous row and the d r values of the matching-function (correlation or SSD) scores associated with the previous point along the row. Figure 7 compares the scheme used in VSA with the INRIA-CMU scheme.
VSA's scheme requires the same memory occupancy as the INRIA-CMU scheme. Yet, the former is much more suited to a stereo-matching algorithm that embodies the left-right consistency check since storing 
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L. DI STEFANO AND S. MATTOCCIA the matching-function values for an entire row allows for carrying out the check without any additional calculation of the matching function. Conversely, the INRIA-CMU scheme relies on storing the values of the updating term for an entire row. These values can be used only to sustain the incremental computation, while to perform the left-right check the scores of the matching function should be recalculated or stored into an additional array. This implies increasing significantly the computational load or the memory occupancy.
As mentioned in Section 3, VSA's preprocessing step requires computation of the mean and variance of the two images. Considering for example the left image, and posing N 2 ¼ ð2n þ 1Þð2n þ 1Þ, the mean is given by
while the variance can be expressed [23] as
Since Eqns (9) and (10) rely on the same basic operation, namely scanning the image and summing-up intensities -or squared intensities, it can be easily verified that the computation of mean and variance can be carried out using the following schemes:
Exploiting multimedia instructions VSA exhibits a quite regular, data-parallel computational structure, which is suited to deploy the single instruction multiple data (SIMD) parallel instructions available in state-of-the-art general-purpose processors (GPP) from Intel [24] [25] [26] [27] , Hewlett-Packard [28] , Sun [29] , AMD [30] and Motorola [31] . These instructions are referred to as multimedia extensions and provide the concept of sub-word or packed parallelism [28, 32] . Multimedia extensions can be regarded nowadays as a quite standard feature provided by GPPs and their usage in image-processing and vision applications appears to be ever-increasing.
In this sub-section we address the major topics concerning the parallelization of VSA code by means of multimedia extensions. Though our target multimedia instruction set has been Intel's MMX-technology [23] , we make use here of machine-independent pseudocode, so as to provide guidelines for implementation on various GPP with multimedia extensions (referred to as GP-SIMD from now on). To this purpose, we define a basic execution model, which can be easily identified in many GPP-SIMD, as well as a pseudo-language used to express SIMD parallel instructions. We consider the typical case of a GPP-SIMD with 64-bit data parallelism for SIMD instructions, though some recent machines provide higher parallelism (e.g 128 bits for Intel's Pentium 4 [26] and Motorola's Power PC [31] . In such a framework, GPP-SIMDs are equipped with a rather limited set of 64-bit multimedia registers (e.g. 8 in the MMX technology) providing operands for parallel instructions. With multimedia extensions a word can be seen as a group of smaller data items processed in parallel: in our execution model we assume that the 64 bits stored in a multimedia register (or in memory) can be seen as eight bytes (B), four words (W), two double words (D) or one quadword (Q). Multimedia registers will be referred to as MR0, MR1, MR2 . . . . The SIMD instructions working on multimedia data will have the prefix M, with the type of the data items processed in parallel specified through a suffix following the operation's name. Hence, in our pseudo-language a generic SIMD parallel instruction will be expressed as
M_ðOPÞ_ðTÞ op#1; op#2
where OP2{AND,OR,NOT,ADD,SUB,. . .} encodes the operation and T2{Q,D,W,B} specifies the type of the smaller data items packed into operands op#1 and op#2. Both operands can be a multimedia register or a memory location. Since instructions have only two operands, the first acts as source and destination.
Load and store operations between memory and multimedia registers, as well as data-transfers between multimedia registers, will be handled by the M MOV op#1;op#2 instruction, which transfers 64 bits from the source operand (op#2) to the destination operand (op#1). Both can be a memory location or a multimedia register. This is the only instruction of our pseudo-language that does not require specification of the type of the data items packed into the operands. Saturation arithmetic, provided by most GPP-SIMD, automatically handles overflows (underflows) associated with arithmetic operations on packed data by clamping results to the nearest representable number. Instructions using saturation arithmetic will be denoted inserting the ''SAT'' mnemonic between the operation (OP) and type (T) specifiers. Hence, a generic SIMD instruction using saturation arithmetic will have the form M ðOPÞ SAT ðTÞ op#1; op#2 with OP2{ADD,SUB,. . .} and T2{Q,D,W,B}. Saturation arithmetic can be deployed to parallelize efficiently the evaluation of the absolute differences required by the SAD calculation. In fact, assuming that registers MR0 and MR1 have been packed with eight data representing 8-bit pixel intensities, it is possible to obtain eight absolute differences by computing two parallel saturated differences and then ORing the results:
; the eight pixels in MR0 ; are copied into MR2 M_MOV MR2, MR0 ; saturated differences, ; negative results are set to 0 M_SUB_SAT_B MR0, MR1 ; saturated differences, ; negative results are set to 0 M_SUB_SAT_B MR1, MR2 ; parallel OR M_OR_B MR0, MR1
Let us consider now the incremental calculation scheme adopted in VSA to carry out the SAD computation. For each point ðx; y þ 1Þ and disparity value, d, we need to evaluate the following four absolute differences: 
using the previous parallel absolute difference scheme by preliminarily filling a multimedia register with eight copies of the corresponding pixel belonging the left image. For example, considering A, we load MR1 from memory with Rðx þ d þ n; y þ n þ 1Þ:::Rðx þ d þ n þ 7; y þ n þ 1Þ and fill MR0 with eight copies of Lðx þ n; y þ n þ 1Þ. The pixel-filling operation can be 446 L. DI STEFANO AND S. MATTOCCIA executed efficiently within the CPU using simple logical multimedia instructions.
It is also worth pointing out that, for each of the A; B; C; D calculations, the pixel-filling operation must be carried out only one time at each ðx; y þ 1Þ position. Then, for all A; B; C; D, we can execute d r =8 times the parallel absolute differences operation to obtain vectors Aðx; y þ 1; d min . . . GPP-SIMD processors provide instructions to pack and unpack data within multimedia register, mostly to allow casts from different data types. To show how U is updated in parallel we need to define instructions to unpack data from a data type to the next, bigger type. Since this operation turns the original 64 bits within a multimedia register into 128 bits, we define two groups of instructions: one to unpack the lower 32 bits (L) of the register, the other to unpack the higher (H) 32 bits. Hence, the generic unpacking instruction will be expressed as
M_UNPCK_(P)_(T) op#1
where P 2 fH; Lg is used to denote unpacking of the higher or lower 32 bits, T 2 fD; W; Bg specifies the original data type and op#1 the multimedia register to be unpacked. The following instruction unpacks the lower 4 bytes within MR0 into four words:
M_UNPCK_L_B MR0
as shown in Figure 8 , the most significant bytes of the resulting word data items are set to zero.
Assuming now that the register pair MR0-MR1 contains eight successive U values (which are 16-bit data) and that MR2 contains eight A values, the following pseudo-code fragment shows how U is updated in parallel:
; MR2 is copied into MR3 M_MOV MR3,MR2 ; converts to 16-bit the ; 4 ''low'' 8-bit sub-words in MR2 M_UNPCK_L_B MR2 ; converts to 16- Also, the incremental calculations of the means and variances (see Eqns (13) and (16)) can be parallelized using SIMD instructions. From Figure 6 it can be noticed that the four points used to update U S 1 , U S 2 at ðx; y þ 1Þ are adjacent in memory to those used to update U S 1 , U S 2 at ðx þ 1; y þ 1Þ. This allows to perform in parallel the operations needed to obtain the terms appearing in square brackets in Eqns (16) and (13) for eight successive points read from memory as a 64-bit block. However, U S 1 and U S 2 cannot be updated simultaneously due to the constrained calculation order associated with the incremental scheme.
Another feature found in most GPP-SIMD is the class of parallel compare instructions. These individually compare the data items packed into two multimedia registers and generate a set of masks which depend on the result of the comparisons. Parallel compare instructions allow to extract selectively data items with common properties within multimedia registers by means of simple logical operations. We define a generic parallel compare instruction as follows:
where the two operands are two multimedia register and C is used to specify the condition to be checked by the instruction. This can be equal (C=EQ), greater (C=G), smaller (C=S), greater or equal (C=GE), smaller or equal (C=SE). As usual, T denotes the type of the data items within the multimedia register (T 2 fQ; D; W; Bg). Once the conditions have been checked on the corresponding pairs of data items stored into the two source registers, a set of masks having the same size as the original items is stored into the destination register: each mask is filled with ones or zeros depending on whether A critical section of VSA's scalar code turned out to be the detection of the SAD minimum. Since the search for the minimum consists in comparing each SAD value against the current minimum, it implies as many as d r branch instructions at each ðx; yÞ position. This considerable amount of branches tends to yield a high number of mispredictions which in modern GPP can significantly slow down the execution. Therefore, we have tried to keep the number of branches as low as possible by deploying massively parallel compare instructions. Thanks to this approach it is possible to perform the search for the minimum by a small and fixed (i.e. independent of the disparity range size) number of branches.
Hence, let us suppose that register pair MR0-MR1 contains eight 16-bit SAD values. Furthermore, since we are interested in detecting the location of the minimum within the disparity interval, let us suppose also that MR2-MR3 contains the indexes, loaded from a constant vector initialized at algorithm's start-up, associated with the SAD values in MR0-MR1. Then, the following pseudo-code fragment enables to isolate, respectively, in MR4 and MR3, the values and the positions of a set of four candidates which necessarily includes the minimum (within the examined disparity interval).
; MR0 is copied into MR4 M_MOV MR4,MR0 The process can be iterated so as to examine all the disparity range and to end-up with two multimedia registers containing the SAD values and the indexes of the four candidates associated with the entire range. At this stage only three branches are needed to detect the minimum, together with its position within the disparity range.
Experimental Results
VIDET's imaging system is an integrated stereo-head (STH-V1) by Videre Design [16] , which consists of a compact motherboard with two carefully aligned, genlocked, 320 Â 240 pixels, CMOS cameras. STH-V1 features a ''line-interlace'' operation mode in which alternate horizontal lines from each camera are combined into a single NTSC video signal. This allows to acquire images simultaneously from the two cameras using a single frame-grabber. VSA runs on a Pentium III PC connected to the stereo imaging system through a PCI frame-grabber. In the current configuration of the VIDET system, the stereo and control subsystems run on two different PCs communicating through an ethernet link.
Stereo matching
VSA has been tested extensively with stereo pairs captured with the stereo head and with standard test images available on the Web. We show here some results obtained using VIDET's imaging system. An extensive Figures 10 and 11 show the left images of two frames of a stereo-sequence representing a person playing with a ball. Figures 12 and 13 show the disparity maps obtained by VSA before the final ''Regularization and Interpolation'' step (the ROI is delimited by the white box superimposed to the images). Disparity values are encoded with 256 gray levels, with brighter levels representing points closer to the camera and unmatched points represented in white. Both maps present wide unmatched area in correspondence of low-textured regions, such as the wall and the furniture behind the person. Also the occluded points near the major depth discontinuities of the two frames, such as those between the person and the background, the ball and the background, the person and the ball, have been left unmatched. This confirms the ability of the left-right consistency constraint to detect occluded points. Within matched areas, most disparity measurements have been recovered correctly and consequently both maps reproduce neatly the basic structure of the 3D scene.
The final, regularized and interpolated, disparity maps are shown in Figures 14, and 15 . The comparison between Figures 14, 15 and 12, 13 shows that the simple and fast interpolation scheme used to fill-in unmatched regions succeeds in recovering properly most of the missing disparity values. This occurs within uniform regions as well as at occluded points, where the adopted interpolation method allows for preserving depth discontinuities. Figure 14 shows also how the sub-pixel measurement step enables to perceive the smooth depth variation associated with the left arm of the person.
As discussed in Section 4, the stereo algorithm has been carefully optimized to meet VIDET's real-time requirements. Table 1 shows VSA's performance in terms of frame-per-second (fps) with a disparity range of 32 pixels for three different disparity-map sizes. Measures were obtained on a 800 MHz Pentium III processor. The first size we have considered (128 Â 128 pixels) is the disparity map size currently supported by the haptic device control system and hence is that used in the context of VIDET's dynamic experiments. The second (320 Â 240 pixels) corresponds to the format provided by STH-V1 in line-interlace mode: images coming from the stereo head are digitised into the standard NTSC format (640 Â 480 pixels) and then deinterlaced to obtain two 320 Â 240 pixels stereo images. The third (640 Â 480 pixels) is the size we plan to use in the next future with a new, higher resolution, digital imaging system by Videre Design [16] . Table 1 points out that the optimised C implementation is remarkably fast and that the MMX-version is roughly twice faster. With regard to the other PC-based systems, Table 2 summarizes the performance of the three algorithms with a disparity range of 32 pixels and stereo pairs of 320 Â 240 and 640 Â 480 pixels. As for SRI's algorithm, we obtained the measurements shown in the table running software library version 2.0 on a 800 MHz Pentium III processor (the system used to measure VSA's performance). With regard to Point Grey's algorithm, the data shown in the table, which refer to a 800 MHz Pentium III processor, were obtained from the benchmarks available at Point Grey's web site [18] .
Observing Table 2 , it turns out that VSA is slower than SRI's algorithm. Conversely, VSA seems to be faster than Point Grey Research's algorithm, although the measurements with 640 Â 480 pixels images are not available for the latter algorithm.
As far as the dynamic experiments are concerned, our results show that the stereo system is fast enough to allow prompt tracking of the variations of depth associated with motion in simple dynamic scenes. For example, if an object under exploration is suddenly moved very far from the cameras the user feels promptly that one has some free space in front of the finger and can move it forward until one touches the object again in the new position. Similarly, with the same 
Haptic-perception experiments
We have designed and carried out a program of experiments aimed at assessing the degree of haptic perception provided by the overall VIDET system. The experiments, conducted with 22 normally sighted users unfamiliar with the haptic interface and with bandaged eyes, addressed three major issues:
Experiment A: Perception of presence/absence of objects in the scene. In this experiment while the user is exploring the surroundings through the haptic interface a new object appears in the scene and its presence must be promptly perceived. The experiment is aimed at assessing VIDET's capability to allow for the perception of obstacles.
Experiment B: Perception of the direction of movement of the objects in the scene. In this experiment a new object enters in the scene and moves in various directions. The user must be able to track the moving object.
Experiment C: Recognition of the shape of simple objects. The user is asked to recognize the shape of two simple objects present in the scene by carrying out a tactile analysis of the surfaces recovered by the stereo system. The objects to be perceived were simple shapes such as cubes, spheres, cylinders, and cones. In order to obtain quantitative results, a score based on the correctness of the results and on the time required to answer was given to each user's answer. All the experiments were conducted with the user moving freely in the working space and with the depth map updated in real time by the stereo system. Figure 16 summarizes the results of the three experiments.
All of the 22 users involved in the program have been able to promptly perceive the presence of the object which was placed in the scene (Experiment A) as well as to track an object moving rapidly in various directions (Experiment B). On the other hand, only 45 percent of the users were capable of correctly recognizing objects' shape (Experiment C).
As far as the stereo-vision system is concerned, the major cause of the relatively low percentage of success in Experiment C has been identified with the temporal variation of depth occurring at several points which instead should produce constant measurements. These spurious depth variations tend to trigger vibrations of the user's finger that can render difficult the task of recognizing an object's shape by tactile exploration. This effect is visible in the two videos mentioned in the previous subsection.
The problem occur at points belonging to image regions where matches are particularly sensitive to noise. Points having an average intensity variance close to the selected threshold can either be discarded or matched wrongly, thus generating spurious depth measurements over time. Obviously, the problem may be dealt with by selecting a higher threshold, but this approach has the severe drawback of forcing the algorithm to discard also a large number of points which instead can be matched correctly. Temporal variations of disparity have also been observed at the boundaries of occluded regions. These points can, over time, either be matched coherently or discarded by the left-right check; in the latter case, they may be filled in by the interpolation process with a disparity value different from that arising from the coherent matches.
Conclusions and Future Work
We have described the main features of the PC-based stereo system currently used within the VIDET project. Based on an integrated stereo-head and an area-based matching algorithm (VSA), the system is capable of generating dense depth maps which correctly reproduce the basic 3D structure of the observed scene. Thanks to the development of suitable optimization strategies, the stereo algorithm can generate depth data for the hapticinterface control subsystem at a rate even faster than the standard video rates (with image size 128 Â 128 pixels and a disparity range of 32 pixels). This allows for integrated real-time operation of the overall VIDET system. With respect to the other PC-based systems currently available, VSA is slower than SRI's and seems faster than Point Grey Research's.
VSA's computational optimization relies on the massive use of incremental calculation schemes aimed at eliminating redundant calculations. In particular, the SAD calculation deploys a scheme which is different from that known from previous work from INRIA-CMU and allows for carrying out the left-right consistency check without any additional calculation of the stereo matching function. The optimized algorithm has been further optimized by exploiting the multimedia-oriented, SIMD style, parallel instructions provided by the MMX technology. Yet, these kinds of instructions, referred to as multimedia extensions, are nowadays a standard feature available in most generalpurpose CPUs. Therefore, to provide guidelines for implementation on various architectures we have described the parallel mapping of VSA's code using a general execution model and a machine-independent SIMD pseudo-language.
A program of haptic-perception experiments conducted with 22 users unfamiliar with the VIDET device has shown that the system enables neat detection of the presence of a new object appearing in the scene (e.g. an obstacle) as well as prompt perception of the depth variations associated with motion, which in turn provides for the ability to track rapidly-moving objects. The more challenging task of recognizing shapes by tactile exploration seems difficult to accomplish with current VIDET's configuration. It has been found that the major problem associated with the stereo system consists in the spurious temporal variations of depth measurements occurring at the points where matches are more sensitive to noise. Indeed, these tend to trigger spurious vibrations in the device which render difficult the task of properly exploring objects' surfaces. To improve the degree of shape-perception provided by VIDET, we are currently working on a temporalfiltering technique aimed at cleaning-up spurious depth variations. The technique under development is based on the introduction of suitable temporal-coherence constraints into the disparity maps sequence generated by VSA, and make use of a simple motion estimation step to help distinguish between the undesired variations generated by noise, which should be suppressed, and the true, structural depth changes associated with moving objects, which should be perceived as promptly as possible.
The analysis of our experimental results suggested also that the degree of shape-perception may be considerably improved by the use of higher-resolution and better SNR imaging devices. Therefore, we plan to upgrade VIDET with a new generation, high-resolution, digital stereo-head recently developed by Videre Design [16] . Yet, to benefit from high-resolution stereo-pairs a much larger data set must be processed in real time; we plan to deal with this by further algorithmic optimizations as well as by exploiting the streaming SIMD extension (SSE) parallel instructions [25] , available from Pentium III-class processors, which seem particularly suited to further speed-up VSA's core.
