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Abstract. In this paper we start the study of Schur analysis in the quaternionic
setting using the theory of slice hyperholomorphic functions. The novelty of our ap-
proach is that slice hyperholomorphic functions allows to write realizations in terms
of a suitable resolvent, the so called S-resolvent operator and to extend several results
that hold in the complex case to the quaternionic case. We discuss reproducing ker-
nels, positive definite functions in this setting and we show how they can be obtained
in our setting using the extension operator and the slice regular product. We define
Schur multipliers, and find their co-isometric realization in terms of the associated de
Branges-Rovnyak space.
1. Introduction
In this paper we develop Schur analysis, and in particular the Schur algorithm, and a
theory of linear systems when the complex numbers are replaced by the skew-field of
quaternions. An important tool is the theory of slice hyperholomorphic functions. So
there is a combination of a non-commutative setting (since the quaternions lack the
commutativity property) and of analyticity (via the slice hyperholomorphic functions).
Since the paper is aimed at two different audiences, namely researchers from Clifford
analysis and researchers from operator theory and classical linear system theory, we
will survey the basic definitions from both fields needed in the paper.
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We denote by S the set of functions analytic and contractive in the open unit disk
D ⊂ C. Such functions bear various names, and we will call them Schur functions
in the present paper. Let s ∈ S, and assume that |s(0)| < 1 (and therefore, by the
maximum modulus principle, s is not equal to a unitary constant, but takes strictly
contractive values in D). Then, the function
(1.1) s(1)(z) =

1
z
s(z)− s(0)
1− s(z)s(0)
, z 6= 0,
s′(0)
1− |s(0)|2
, z = 0,
also belongs to S. More generally, the recursion
s(0) = s(z)
s(n+1)(z) =

1
z
s(n)(z)− s(n)(0)
1− s(n)(z)s(n)(0)
, z 6= 0,
(s(n))′(0)
1− |s(n)(0)|2
, z = 0,
(1.2)
defines a sequence, finite or infinite, of Schur functions s(0), s(1), . . .. The sequence is
infinite if
s(n)(0) ∈ D, n = 0, 1, . . . ,
while it stops at rank n if |s(n)(0)| = 1. The construction of this sequence is the cele-
brated Schur algorithm, developed by I. Schur in 1917. See [72, 73, 58]. The numbers
ρn = s
(n)(0) are called the Schur coefficients associated to s, and the sequence (finite
or infinite) of Schur coefficients uniquely determines s.
Let us already make the following remark at this point. In the Schur algorithm one
makes use of Schwarz’s lemma and of the elementary fact that if u and v are in the
open unit disk, so is
(1.3)
u− v
1− uv
.
Let us denote by B the open unit ball of the quaternions. If one replaces in (1.3) u and
v by quaternions of norm strictly less than 1, then both
(u− v)(1− uv)−1 and (1− uv)−1(u− v)
are still in B. But, as we shall see, these transformations will not keep the property of
being slice hyperholomorphic, and a different approach will be needed. Note that the
Schwarz lemma will not help to develop a Schur algorithm here because of the lack of
commutativity. If s is slice hyperholomorphic into B (and in particular |s(0)| < 1), the
functions
(1− s(p)s(0))−1(s(p)− s(0)),
or
(s(p)− s(0))(1− s(p)s(0))−1
are indeed contractive in B, but they will not be slice hyperholomorphic. So there is
no direct counterpart of (1.1). One needs to use the notion of Schur multipliers and
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the slice regular product.
Schur analysis originates with the works of Schur, Herglotz, and others (see [55] for
reprints of the original works), and can be seen as a collection of questions pertaining
to Schur functions and their various generalizations to other settings. Among the
problems we mention in particular:
(1) Classical interpolation problems such as Carathe´odory-Feje´r and Nevanlinna-Pick
problems, and their matrix-valued versions; see for instance [51, 52]. The case of
boundary interpolation is of special importance. See for instance [26] for related recent
results.
(2) Realization of Schur functions in the form s(z) = D + zC(I − zA)−1B, where the
operator matrix (
A B
C D
)
is subject to various metric constraints, namely coisometric, isometric and unitary. See
[28, 29, 5].
(3) Schur functions are closely related to the theory of linear systems. The term linear
system encompasses a wide range of situations. Here we have in mind input output of
the form
yn =
n∑
m=0
smun−m, n = 0, 1, . . . ,
where s0, s1, . . . is a sequence of matrices of C
M×N (the impulse response), (un)n∈N0 is
a sequence of vectors of CN (the input sequence), and (yn)n∈N0 is a sequence of vectors
of CM (the output sequence). The function s(z) =
∑
∞
n=0 snz
n is a Schur function if
and only if the ℓ2 norm of the output sequence is always less or equal to the ℓ2 norm
of the input sequence. In other words, Schur functions are the transfer functions of
time-invariant dissipative linear systems.
(4) Yet another direction of research is related to inverse scattering; see [32, 49, 6, 7].
(5) Last but not least we mention the connection with fast algorithms; see [70, 71].
These various questions make sense in more general settings, of which we mention
in particular the several complex variables case, the indefinite case, the time-varying
case, the non-commutative case, the case of compact Riemann surfaces, and the case
of several complex variables, to name a few. References are given in the last section of
the paper. In the present work we present a counterpart of Schur functions and of the
Schur algorithm in the quaternionic setting.
The main tool that we use to extend Schur analysis to the quaternionic setting is the
theory of slice hyperholomorphic, or slice regular, functions. Some references for this
theory of functions are [56, 33, 38]. For the generalization to functions with values in a
Clifford algebra, called again slice hyperholomorphic or slice monogenic functions, we
refer the reader to [44, 46, 45], and to [57] for functions with values in a real alterna-
tive algebra. Finally, we mention that it exists a non constant coefficients differential
operator whose kernel contains slice hyperholomorphic functions defined on suitable
domains, [35]. The theory of slice regular functions allows to define the quaternionic
functional calculus and its associated S-resolvent operator. The importance of the
S-resolvent operator is in the definition of the quaternionic version of the operator
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(I − zA)−1 that appears in the realization function s(z) = D + zC(I − zA)−1B. It
turns out that when A is a quaternionic matrix and p is a quaternion then (I − pA)−1
has to be replaced by (I−p¯A)(|p|2A2−2Re(p)A+I)−1 which is equal to p−1S−1R (p
−1, A)
where S−1R (p
−1, A) is the right S-resolvent operator associated to the quaternionic ma-
trix A. For some results on the quaternionic functional calculus we refer the reader
to [34, 37, 39, 41]. Slice monogenic functions admit a functional calculus for n-tuples
of operators and for this theory we mention [43, 40, 36]. The book [47] collects some
of the main results on the theory of slice hyperholomorphic functions and the related
functional calculi.
Finally we mention the paper [15, 16, 14], where Schur multipliers were introduced and
studied in the quaternionic setting using the Cauchy-Kovalesvkaya product and series
of Fueter polynomials, and the papers [59, 68, 67], which treat various aspects of a
theory of linear systems in the quaternionic setting. Our approach is quite different
from the methods used there.
The paper consists of eight sections besides the introduction, and its outline is as
follows: in Section 2 we review the main aspects of the theory of slice hyperholomorphic
functions and the S-resolvent operators. In Section 3 we study the counterpart of
state space equations in the slice hyperholomorphic setting. This leads us naturally
to the notion of rational function, defined and studied in Section 4. In Section 5
we study certain positive definite functions. This paves the way to the definition of
Schur multipliers and to a version of Schwarz’ lemma in Section 6. In Section 7 we
exhibit a coisometric realization of a Schur multiplier. Section 8 is devoted to the Schur
algorithm in the present setting. In the last section we discuss briefly future directions
of research.
2. Slice hyperholomorphic functions and the S-resolvent operators
In this section we introduce the preliminary results related to the theory of slice hyper-
holomorphic functions and the quaternionic S-resolvent operators. In the next section
we will use these tools to define in a suitable way the quaternionic slice hyperholomor-
phic transfer function associated to quaternionic linear systems.
By H we denote the algebra of real quaternions p = x0 + ix1 + jx2 + kx3 which can
also we written as p = Re(p) + Im(p) where x0 = Re(p) and ix1 + jx2 + kx3 = Im(p).
By S we indicate the set of unit purely imaginary quaternions, i.e.
S = {p = x1i+ x2j + x3k : x
2
1 + x
2
2 + x
2
3 = 1}.
In the literature there are several notions of quaternion valued hyperholomorphic func-
tions. In this paper we will consider a notion which includes power series in the
quaternionic variable, the so-called slice regular or slice hyperholomorphic functions.
The main reference for the material in this section is the book [47].
Definition 2.1. Let Ω ⊆ H be an open set and let f : Ω→ H be a real differentiable
function. Let I ∈ S and let fI be the restriction of f to the complex plane CI := R+IR
passing through 1 and I and denote by x+ Iy an element on CI.
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(1) We say that f is a left slice regular function (or slice regular or slice hyperholo-
morphic) if, for every I ∈ S, we have:
1
2
(
∂
∂x
+ I
∂
∂y
)
fI(x+ Iy) = 0.
(2) We say that f is right slice regular function (or right slice hyperholomorphic)
if, for every I ∈ S, we have
1
2
(
∂
∂x
fI(x+ Iy) +
∂
∂y
fI(x+ Iy)I
)
= 0.
Definition 2.2. Given p ∈ H, if q is not real we can define Ip := Im(p)/|Im(p)|, so p =
Re(p)+Ip|Im(p)|. We denote by [p] the set of all elements of the form Re(p)+J |Im(p)|
when J varies in S. We say that [p] is the 2-sphere defined by q.
Definition 2.3. Let Ω be a domain in H. We say that Ω is a slice domain (s-domain
for short) if Ω ∩ R is non empty and if Ω ∩ CI is a domain in CI for all I ∈ S. We
say that Ω is axially symmetric if, for all p ∈ Ω, the 2-sphere [p] is contained in Ω.
In the sequel we will work mainly on the unit sphere in H with center at the origin,
which is trivially an axially symmetric s-domain.
Theorem 2.4 (Representation Formula). Let Ω ⊆ H be an axially symmetric s-
domain. Let f be a left slice regular function on Ω ⊆ H. Then the following equality
holds for all p = x+ Ipy ∈ Ω:
(2.1) f(p) = f(x+ Ipy) =
1
2
[
f(z) + f(z)
]
+
1
2
IpI
[
f(z)− f(z)
]
,
where z := x+ Iy, z := x− Iy ∈ H. Let f be a right slice regular function on Ω ⊆ H.
Then the following equality holds for all p = x+ Ipy ∈ Ω:
(2.2) f(x+ Ipy) =
1
2
[
f(z) + f(z)
]
+
1
2
[
f(z)− f(z)
]
IIp.
The Representation Formula allows to extend any function f : Ω ⊆ CI → H defined
on an axially symmetric open set Ω intersecting the real axis and in the kernel of the
Cauchy-Riemann operator to a function f : Ω˜ ⊆ H → H slice regular where Ω˜ is
the smallest axially symmetric open set in H containing Ω by means of the extension
operator
(2.3) ext(f)(p) :=
1
2
[
f(z) + f(z)
]
+
1
2
IpI
[
f(z)− f(z)
]
, z, z¯ ∈ CI .
Slice regular functions satisfy an identity principle, specifically, two of them coincide
in a domain Ω intersecting the real axis if they coincide on a subset of Ω ∩ R having
an accumulation point. As a consequence we have:
Proposition 2.5. Any quaternion valued real analytic function defined in (a, b) ⊆ R
extends uniquely to a slice regular function defined in a suitable open set containing
(a, b).
Proof. Let f : (a, b) ⊆ R → H be a real analytic function. Then it can be uniquely
extended to a suitable domain D containing (a, b), by extending its real components,
to a function f˜ : D ⊆ C→ H which is in the kernel of the Cauchy-Riemann operator.
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By using the extension operator (2.3) f˜ extends to a slice hyperholomorphic function
defined on the smallest axially symmetric open set Ω˜ containing D. The uniqueness
follows from the identity principle. 
Given two slice regular functions their product is not, in general, slice regular. It
is possible to introduce a suitable product denoted by ⋆, see [47, Definition 4.3.5, p.
125] (note that in the literature this product is denoted by ∗ but here we use this
symbol in order to avoid confusion with adjoint of operators). Here we describe the
⋆-product which gives a left slice regular product. It is possible to define an analog
product to multiply two right slice regular functions and obtain a function with the
same regularity. Let Ω ⊆ H be an axially symmetric s-domain and let f, g : Ω → H
be slice regular functions. Fix I, J ∈ S, with I ⊥ J . The Splitting Lemma guarantees
the existence of four holomorphic functions F,G,H,K : Ω ∩ CI → CI such that for
all z = x+ Iy ∈ Ω ∩ CI
fI(z) = F (z) +G(z)J, gI(z) = H(z) +K(z)J.
Define the function fI ⋆ gI : Ω ∩ CI → H as
(2.4) fI ⋆ gI(z) = [F (z)H(z)−G(z)K(z¯)] + [F (z)K(z) +G(z)H(z¯)]J.
Then fI ⋆ gI(z) is obviously a holomorphic map and hence we can give the following
definition.
Definition 2.6. Let Ω ⊆ H be an axially symmetric s-domain and let f, g : Ω → H
be slice regular. The function
f ⋆ g(p) = ext(fI ⋆ gI)(p)
is called the slice regular product of f and g.
Remark 2.7. It is immediate to verify that the ⋆-product is associative, distributive
but, in general, it is not commutative.
When slice regular functions are defined on a ball BR ⊆ H with center at the origin
and radius R then they admit power series expansions. Suppose that on BR we have
f(p) =
∑
∞
n=0 p
nan and g(p) =
∑
∞
n=0 p
nbn, then the ⋆-product is given by
(2.5) (f ⋆ g)(p) =
∞∑
n=0
pncn, cn =
n∑
r=0
arbn−r.
In other words, the coefficient sequence (cn)n∈N0 is the Cauchy product, or the convo-
lution product, of the sequences of coefficients associated to f and g. See for instance
[54, (2) p. 199] for the Cauchy product in a non -commutative setting.
Remark 2.8. From Proposition 2.5, it immediately follows that f ⋆ g is uniquely
determined by f(x)g(x), x ∈ BR ∩ R.
We observe that another product in Clifford analysis (see [27, 42]), namely the Cauchy-
Kovaleskaya product which allows to obtain Cauchy-Fueter regular functions or mono-
genic functions, can be seen as a (different) convolution. More generally, pointwise
product is often best replaced by convolution of underlying coefficient sequences. See
[27]. We mention as an example the Wick product in white noise space analysis. See
[60], and see [10, 11] for applications to linear system theory.
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Remark 2.9. Let f(p) =
∑
n p
nan and g(p) =
∑
n p
nbn. If f has real coefficients then
f ⋆ g = g ⋆ f .
Given a slice regular function f it is possible to construct its slice regular reciprocal,
denoted by f−⋆. We do not provide the general construction, which can be found in
[47] since it is sufficient to construct the inverse of a polynomial or a power series with
center at the origin. Given f(q) as above, let us introduce the notation
f c(p) =
∞∑
n=0
pna¯n, f
s(p) = (f c ⋆ f)(p) =
∞∑
n=0
pncn, cn =
n∑
r=0
ara¯n−r.
Note that the series f s has real coefficients. The slice regular reciprocal is then defined
as
f−⋆ := (f s)−1f c.
In an analogous way on can define the right slice regular reciprocal f−⋆ := f c(f s)−1,
of a right regular function f(p) =
∑
n anp
n.
We do not introduce a specific symbol in order to distinguish the left and the right slice
regular reciprocal, since the context will clarify the case we are considering. There is
however a remarkable case of reciprocal that deserves further explanations. Consider
the function
S(r, p) := p− q, p, q ∈ H.
Its slice regular reciprocal can be constructed in four possible ways: we can construct
a reciprocal which is left (resp. right) regular with respect to the variable p or left
(resp. right) regular with respect to the variable q. Accordingly to these possibilities
we obtain the function (see [47])
S−1L (p, q) = −(q
2 − 2qRe(p) + |p|2)−1(q − p)
which corresponds to the left slice regular reciprocal in the variable q. The function
S−1L (p, q) is left regular in the variable q by construction and it turns out to be right
regular with respect to p. While the other possibility gives
S−1R (p, q) := −(q − p¯)(q
2 − 2Re(p)q + |p|2)−1,
which is right slice regular in q and left slice regular with respect to p.
Remark 2.10. When no confusion will arise we will write instead of (p−q)−⋆ its explicit
expression using S−1L (p, q) or S
−1
R (p, q), according to the left or right slice regularity
required.
It is possible to show that both kernels can be written in two different ways
S−1L (p, q) = −(q
2 − 2qRe(p) + |p|2)−1(q − p) = (p− q¯)(r2 − 2Re(q)p+ |q|2)−1,
and
S−1R (p, q) = −(q − p¯)(q
2 − 2Re(p)q + |p|2)−1 = (p2 − 2Re(q)r + |q|2)−1(r − q¯),
thus we have
S−1R (p, q) = −S
−1
L (q, p).
Given two polynomials P (p), Q(p) it is possible to define two possible ”quotients” as
P−⋆ ⋆ Q or Q ⋆ P−⋆ and due to the noncommutativity of quaternions, these quotients
do not coincide. Thus it is necessary to make a choice between the left and the right
quotient of P and Q and this will be one of the various definitions of rational functions.
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A number of equivalent characterization of rational functions are given in Section 4.
The realization of Schur functions in the form s(z) = D + zC(I − zA)−1B, where one
wishes to replace the complex variable z by a quaternionic variable, and where the
operator matrix (
A B
C D
)
is now a quaternionic operator matrix, requires a new concept to replace the classical
resolvent operator (I − zA)−1. This new object is the so called S-resolvent operator
associated to the quaternionic functional calculus. Let V be a two sided quaternionic
Banach space, we denote by B(V ) the quaternionic Banach spaces of all bounded linear
(left or right) operators endowed with the natural norm. A remarkable fact is that
the following theorem holds in the case in which the components of the quaternionic
operator A do not commute.
Theorem 2.11. Let A ∈ B(V ). Then, for ‖A‖ < |r|, we have
(2.6)
∞∑
n=0
Anr−1−n = −(A2 − 2Re(r)A+ |r|2I)−1(A− rI),
(2.7)
∞∑
n=0
r−1−nAn = −(A− Ir)(A2 − 2Re(r)A+ |r|2I)−1,
where I denotes the identity operator.
The notion of S-spectrum of a quaternionic operator A is suggested by the definition
of S-resolvent operator that is the kernel for the quaternionic functional calculus; see
(2.6) and (2.7).
Definition 2.12 (The S-spectrum and the S-resolvent sets of quaternionic operators).
Let T ∈ B(V ). We define the S-spectrum σS(A) of T as:
σS(A) = {r ∈ H : A
2 − 2 Re(r)A+ |r|2I is not invertible}.
The S-resolvent set ρS(A) is defined by
ρS(A) = H \ σS(A).
Remark 2.13. We have proved that the S-spectrum σS(A) is a compact nonempty
set and if p ∈ H belongs to σS(A), then all the elements of the sphere [p] are contained
in σS(A).
Definition 2.14 (The S-resolvent operator). Let V be a bilateral quaternionic Banach
space, A ∈ B(V ) and r ∈ ρS(A). We define the left S-resolvent operator as
(2.8) S−1L (r, A) := −(A
2 − 2Re(r)A+ |r|2I)−1(A− rI).
We define the right S-resolvent operator as
(2.9) S−1R (r, A) := −(A− Ir)(A
2 − 2Re(r)A+ |r|2I)−1.
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Theorem 2.15 (The S-resolvent equation). Let V be a bilateral quaternionic Banach
space, A ∈ B(V ) and r ∈ ρS(A). Then the left S-resolvent operator defined in (2.8)
satisfies the equation
(2.10) S−1L (r, A)r − AS
−1
L (r, A) = I.
and the right S-resolvent operator defined in (2.9) satisfies the equation
(2.11) sS−1R (s, A)− S
−1
R (s, A)A = I.
Moreover, S−1L (r, ·) : ρS(A)→ B(V ) is right slice regular in the variable r and S
−1
R (r, ·) :
ρS(A)→ B(V ) is left slice regular in the variable r.
The notation introduced in Remark 2.10 is not necessarily valid when we replacing
operators in place of the quaternionic variables. We prove that it is still the case in
the following proposition which is crucial and can be proved by suitably modifying the
proof of Theorem 2.11.
Proposition 2.16. Let H be a two sided quaternionic Hilbert space and let A be a
bounded right linear quaternionic operator from H into itself. Then, for |p| ‖A‖ < 1
we have
(2.12)
∞∑
n=0
pnAn = p−1S−1R (p
−1, A) = (I − p¯A)(|p|2A2 − 2Re(p)A+ I)−1,
and
(2.13) (I − pA)−⋆ =
∞∑
n=0
pnAn.
Proof. From (2.7), it is immediate that
∞∑
n=0
pnAn = p−1S−1R (p
−1, A)
and by writing explicitly S−1R (p
−1, A) we obtain
p−1S−1R (p
−1, A) = −p−1(A−
p
|p|2
I)(A2 − 2
Re(p)
|p|2
A +
1
|p|2
I)−1
and with some computations we get the second equality in (2.12). To prove (2.13) we
consider the function p−1 − q and its slice regular reciprocal with respect to q which
is obtained using the formula f−⋆ = f c(f s)−1, see Section 2. We obtain (p−1 − q)−⋆ =
S−1R (p
−1, q) and, by the functional calculus, we can substitute q by a quaternionic oper-
ator A (it is crucial to observe that the components of A do not necessarily commute)
and we obtain:
(p−1I − A)−⋆ = −S−1R (p
−1, A) = −(A− p¯−1I)(A2 − 2Re(p−1)A+ |p−1|2I)−1
since
p−1(p−1I −A)−⋆ = [p(p−1I − A)]−⋆ = (I − pA)−⋆.
By using (2.12) we obtain (2.13). 
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3. State space equations and realization
We now show that if we consider the quaternionic linear system
(3.1)
{
xn+1 = xnA+ unB, n = 0, 1, ...
yn = xnC + unD,
where A, B, C, D are given quaternion matrices, then the quaternionic ”transfer
function” cannot be defined by simply taking Z-transform as in the complex case. The
following considerations show the problem that arises: Given a sequence of quaternions
(or of quaternionic matrices of common size) U = {un}n∈N, we define the quaternionic
Z-transform as
Z(U) := U(p) :=
∞∑
n=0
pnun,
so the Z-transform is right linear
Z(UA) = Z(U)A.
Since Z(U) is a power series centered at the origin it is slice hyperholomorphic. The
main properties of the classical Z(U)-transform still hold in the quaternionic setting.
In particular, if we set
τ−1U := (u1, u2, . . .)
we have
Z(τ−1U) = p
−1Z(U) if u0 = 0.
If we apply the Z-transform to system (3.1) we get
(3.2)
{
p−1X (p) = X (p)A+ U(p)B, n = 0, 1, ...
Y(p) = X (p)C + U(p)D.
The natural definition of the transfer function of the system is
H(p) := (U(p))−1Y(p)
so we have to solve the quaternionic equation
p−1X (p)− X (p)A = BU(p)
which has the solution
X (p) =
∞∑
n=0
pnBU(p)An+1.
Because of the term B, this expression need not be slice hyperholomorphic. By replac-
ing this solution in the second equation in (3.2), we obtain
Y(p) =
∞∑
n=0
pnBU(p)An+1C + U(p)D.
It turns out that H(p) depends on U(p), in fact
H(p) := (U(p))−1
( ∞∑
n=0
pnBU(p)An+1C + U(p)D
)
= (U(p))−1
∞∑
n=0
pnBU(p)An+1C +D,
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and need not be slice hyperholomorphic. We now follow an approach based on slice
hyperholomorphic to overcome the above difficulty and to give a good definition of
transfer function.
Theorem 3.1. Let A, B, C, D be given matrices of appropriate size with quaternionic
entries. Suppose that {un}n∈N0 is a given sequence of vectors with quaternionic entries,
and of appropriate size. Consider the system
(3.3)
{
xn+1 = Axn +Bun, n = 0, 1, ...
yn = Cxn +Dun,
and define its slice hyperholomorphic transfer function matrix-valued as
H(p) := Y(p) ⋆ (U(p))−⋆
where Y(p) and U(p) are the slice hyperholomorphic extensions of the Z-transforms of
yn and of un, respectively. Then we have
(3.4) H(p) = D + pC ⋆ (I − pA)−∗B.
Moreover, in terms of the right S-resolvent operator (3.4) can be written as
(3.5) H(p) = C ⋆ S−1R (p
−1, A)B +D.
Proof. Let us first consider system (3.3) in the complex plane CI , for a fixed I ∈ S,
where A, B, C, D, now denoted by a, b, c, d, are given element in CI . Suppose that
{un}n∈N0 is a given sequence of complex numbers in CI :
(3.6)
{
xn+1 = axn + bun, n = 0, 1, ...
yn = cxn + dun.
By setting
z := u+ Iv ∈ CI
and by taking the classical Z-transform we get
(3.7)
{
X (z) = za X (z) + zb U(z)
Y(z) = c X (z) + d U(z).
On CI all the objects commute, thus we have:
(3.8)
{
X (z) = (1− za)−1 zb U(z),
Y(z) = c X (z) + d U(z).
All the functions in the complex variable z involved in system (3.8) are holomorphic
on the plane CI , thus we can use the extension operator (2.3) to obtain a function in
the quaternionic variable p which is slice hyperholomorphic and since
ext(f(z)g(z)) = ext(f(z) ⋆ g(z)) = f(p) ⋆ g(p)
we get
(3.9)
{
X (p) = (1− pa)−⋆ ⋆ (pb) ⋆ U(p),
Y(p) = c ⋆ X (p) + d ⋆ U(p)
from which
(3.10)
{
X (p) = (1− pa)−⋆ ⋆ (pb) ⋆ U(p),
Y(p) = c ⋆ (1− pa)−⋆ ⋆ (pb) ⋆ U(p) + d ⋆ U(p).
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Since we have defined H(p) as
H(p) := Y(p) ⋆ (U(p))−⋆
we obtain
H(p) =
(
c ⋆ (1− pa)−⋆ ⋆ (pb) ⋆ U(p) + d ⋆ U(p)
)
⋆ (U(p))−⋆
= c ⋆ (1− pa)−⋆ ⋆ (pb) + d.
This function is slice hyperholomorphic in p with values in the quaternions so it makes
sense to consider a, b, c and d as quaternions. In order to get a matrix valued function
it is sufficient to replace a, b, c and d, respectively, with the matrices A, B, C, D, of
appropriate size and with quaternionic entries. We obtain the quaternionic transfer
function
H(p) = D + C ⋆ (I − pA)−⋆ ⋆ (pB) = D + pC ⋆ (I − pA)−⋆B
which is a slice regular function. Finally, using (2.12), we obtain the equality (3.5). 
Remark 3.2. Using the explicit expression for (1− pA)−⋆ we can also write
H(p) = D + C ⋆ (I − p¯A)(|p|2A2 − 2Re(p)A+ I)−1 ⋆ (pB),
and if we remove the ⋆-product we get
H(p) = D + (pC − |p|2CA)(|p|2A2 − 2Re(p)A+ I)−1B.
4. Rational functions
Motivated by the discussion in the previous section, we now give various equivalent
definitions of rationality. We first consider the case of HM×N -valued functions of a real
variable, and give a definition and some preliminary lemmas.
Definition 4.1. A function f(x) of the real variable x and with values in HM×N will
be said to be rational if it can be written as
(4.1) f(x) =
M(x)
m(x)
,
where M is a HM×N -valued polynomial and m ∈ R[x].
Clearly sums and products of rational functions of appropriate sizes stay rational. The
case of the inverse is considered in the next lemma.
Lemma 4.2. Let f be a rational function from R into HN×N , and assume that f(x0)
is invertible for some x0 ∈ R. Then, f(x) is invertible for all x ∈ R, at the possible
exception of a finite number of values, and f−1 is a rational function.
Proof. We proceed by induction. When N = 1, a polynomial in H[x] can be seen as a
matrix polynomial in R4×4[x], and this latter is invertible for all but at most a finite
number of real values of x. Let now r(x) = t1(x)
t(x)
, where t1 ∈ H[x] and t ∈ R[x]. Assume
t 6≡ 0. Then, since x is real, we may write
t−1(x) =
t(x)
t(x)t(x)
=
t(x)
(tt)(x)
.
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This ends the proof for N = 1 since (tt)(x) ∈ R[x].
Assume now the induction proved at rank N and let R be a H(N+1)×(N+1)-valued
rational function, invertible for at least one x0 ∈ R. Then identifying H
(N+1)×(N+1)
with R4(N+1)×4(N+1) we see that R is invertible for all, but at most a finite number of
real values of x
R(x) =
(
a(x) b(x)
c(x) d(x)
)
.
Without loss of generality, we can assume that a(x) is not identically equal to 0 (oth-
erwise, multiply R on the left or on the right by a permutation matrix; this does not
change the property of R or of R−1 being rational). We write (see for instance [52,
(0.3), p. 3])(
a(x) b(x)
c(x) d(x)
)
=
(
1 0
c(x)a(x)−1 In
)
×
×
(
a(x) 0
0 d(x)− c(x)a(x)−1b(x)
)(
1 a(x)−1b(x)
0 In
)
,
and so d(x)− c(x)a(x)−1b(x) is invertible for all, but at most a finite number of, values
x ∈ R. We have
R−1(x) =
(
1 −a(x)−1b(x)
0 In
)
×
×
(
a(x)−1 0
0 (d(x)− c(x)a(x)−1b(x))−1
)(
1 0
−c(x)a(x)−1 In
)
.
(4.2)
The induction hypothesis at rank N implies that (d(x)− c(x)a(x)−1b(x))−1 is rational,
and so is R−1, as seen from (4.2). 
Lemma 4.3. Consider a polynomial M(p) ∈ HN×N [p]:
M(p) =
J∑
j=0
pjMj .
Then
M(p) = D + pC ⋆ (I − pA)−⋆B,
where D =M0,
A =

0N IN 0N · · ·
0N 0N IN 0N · · ·
...
...
0N · · · · · · 0N IN
0N 0N · · · 0N 0N
 ,
B =

0N
0N
...
IN
 , C = (MJ MJ−1 · · · M1) .
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Proof. The equality easily follows from the fact that
(I − pA)−⋆ =

IN pIN p
2IN · · · p
JIN
0N IN pIN · · · p
J−1IN
...
...
0N · · · · · · IN pIN
0N 0N · · · 0N IN
 .

Assume now that the HN×N -valued function f(p) can be written as
(4.3) f(p) = D + pC ⋆ (I − pA)−⋆B,
where A,B,C and D are matrices with entries in H and of appropriate sizes, and that
D is invertible. Then,
(4.4) f(p)−1 = D−1 − pD−1C ⋆ (I − p(A− BD−1C))−⋆B
We also recall the following formula. See for instance [24] for the case of rational
functions of a complex variable. The proof is as in the classical case, and will be
omitted.
Lemma 4.4. Let
fj(p) = Dj + pCj ⋆ (INj − pAj)
−⋆Bj , j = 1, 2
be two functions admitting realizations of the form (4.3), and respectively HM×N and
HN×R-valued. Then the HM×R-valued function f1 ⋆ f2 can be written in the form (4.3),
with D = D1D2 and
A =
(
A1 B1C2
0 A2
)
, B =
(
B1D2
B2
)
, C =
(
C1 D1C2
)
.
The proof of the following Lemma is immediate.
Lemma 4.5. Let
fj(p) = Dj + pCj ⋆ (INj − pAj)
−⋆Bj , j = 1, 2
be two functions admitting realizations of the form (4.3), and respectively HM×N and
HM×R-valued. Then the HM×(N+R)-valued function
(
f1 f2
)
can be written in the form
(4.3), with D =
(
D1 D2
)
and
A =
(
A1 0
0 A2
)
, B =
(
B1 0
0 B2
)
, C =
(
C1 C2
)
.
In the following theorem,
f(p) =
∞∑
n=0
diag (pn, pn, . . . , pn)︸ ︷︷ ︸
M times
fn,
which we will denote for short by
f(p) =
∞∑
n=0
pnfn,
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is a series of the quaternionic variable p, with coefficients in HM×N , converging in a
neighborhood of the origin. We say that f is rational if any of the five conditions listed
in the theorem holds.
Theorem 4.6. Let f be a HM×N -valued function, slice hyperholomorphic in a neigh-
borhood of the origin. Then, the following are equivalent:
(1) There exist matrices A,B and C, of appropriate dimensions, and such that
(4.5) fn = CA
n−1B, n = 1, 2, . . . f0 = D.
(2) f can be written as (4.3)
f(p) = D + pC ⋆ (I − pA)−⋆B.
(3) The right linear span M(f) of the columns of the functions R0f, R
2
0f, . . . is a finite
dimensional right quaternionic Hilbert space.
(4) The function f(x) is a rational function from R into HM×N .
(5) The entries of f are of the form P ⋆ Q−⋆, where P and Q are slice holomorphic
polynomials, and Q(0) 6= 0.
Proof. In the proof we adapt well known arguments from the theory of matrix-valued
rational functions to the present case. For similar arguments in the classical case, see
for instance [24].
Assume that (1) is in force, and set D = s0. Then, for p such that |p| · ‖A‖ < 1, the
series
∑
∞
n=0 p
nAn converges in HN×N , and
∞∑
n=0
pnAn = (I − pA)−⋆, where I = IN ,
and we can write
∞∑
n=0
pnfn = D + pC ⋆ (I − pA)
−⋆B,
so that (2) is in force.
Assume now (2). Then,
Rn0f = C ⋆ (I − pA)
−1An−1B, n = 1, 2, . . . ,
so that M(f) is spanned by the columns of D and the columns of the function
C ⋆ (I − pA)−⋆, and is in particular finite dimensional, so that (3) is in force.
Assume now (3). Then there exists an integer m0 ∈ N such that for every m ∈ N and
v ∈ Hq, there exist vectors u1, . . . , um0 such that
(4.6) Rm00 fv =
m0∑
m=1
Rm0 fum.
Of course, the uj need not be unique. Let E denote the H
p×m0q-valued slice hyperholo-
morphic function
E =
(
R0f R
2
0f . . . R
m0
0 f
)
.
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Then, in view of (4.6), there exists a matrix A ∈ Hm0q×m0q such that
R0E = EA,
so that
E(p)− E(0) = p ⋆ E(p)A = E(p) ⋆ pA,
and so
E(p) = E(0) ⋆ (I − pA)−⋆
and
(R0f)(p) = E(p)

Iq
0
...
0
 .
Thus we have
f(p)− f(0) = pE(0) ⋆ (I − pA)−⋆

Iq
0
...
0
 .
It follows that f is of the form (4.3), and so (2) holds. Since (2) implies trivially (1), we
have shown that the first three claims are equivalent. We now turn to the equivalence
with the other two characterizations.
Assume that (3) holds. Then, the restriction of (4.3) to p = x ∈ R gives
f(x) = D + xC(I − xA)−1B.
and thus f is a rational function of x in view of Lemma 4.2, that is (4) is in force.
Assume now (4), and let f(x) = M(x)
m(x)
as in (4.1). Since f is assumed defined the origin,
we may assume that m(0) 6= 0, and f(x) is the restriction to the real line of the slice
hyperholomorphic function
f(p) = M(p) ⋆ m(p)−⋆ = m(p)−⋆ ⋆ M(p).
Note that since m has real coefficients we also have m(p)−⋆ ⋆M(p) = m(p)−1M(p). So
(5) holds. Assume now (5) in force. Then, in view of Lemma 4.4, each of the entries
of f admits a realization, and the result follows since the property of realization stays
under concatenation. Use Lemma 4.5 and its counterpart for columns rather than
rows. 
We note that a short introduction to realization theory in forms of a sequence of
exercises can be found in [3, pp. 328-329].
5. Positive definite functions and reproducing kernels
The H-valued function k(u, v) defined for u, v in some set Ω (in the present paper, Ω
will be most of the time the unit ball of H) is called positive definite if it is Hermitian:
(5.1) k(u, v) = k(v, u), ∀u, v ∈ Ω,
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and if for every N ∈ N, every u1, . . . , uN ∈ Ω and c1, . . . , cN ∈ H it holds that
N∑
ℓ,j=1
cℓk(uℓ, uj)cj ≥ 0.
(Note that the above sum is a real number in view of (5.1)). As in the complex-valued
case, associated to k is a uniquely defined reproducing kernel quaternionic (right)-
Hilbert space H (k), with reproducing kernel k(u, v), meaning that:
(1) The function u 7→ k(u, v)c belongs to H (k) for every choice of v ∈ Ω and c ∈ H,
and
(2) it holds that
cf(v) = 〈f(·), k(·, v)c〉H (k)
for every choice of f ∈ H (k) and of u ∈ Ω and c ∈ H. See for instance [13, Theorem
8.4, p. 456] for a proof and [13, Proposition 9.4, p. 458] for a proof of a result that,
with similar techniques, proves also the following lemma.
Lemma 5.1. Let H (k) be a right reproducing kernel quaternionic Hilbert space of H-
valued functions defined on a set Ω, with reproducing kernel k(u, v). Then, the function
f belongs to H (k) if and only if there exists M > 0 such that the kernel
k(u, v)−
f(u)f(v)
M2
≥ 0.
The smallest such M is equal to the norm of f in H (k).
Reproducing kernels are a main tool in operator theory. Reproducing kernels of the
form c(zw¯), z, w ∈ C, where c(t) =
∑+∞
n=0 cnt
n, cn ≥ 0, for all n ∈ N is an analytic
function is a neighborhood of the origin are an important case. In the case of Hardy
space, Bergman space, and Dirichlet space the functions c(t) are given by
c(t) =
1
1− t
c(t) =
1
(1− t)2
c(t) = − ln(1− t).
We will consider the generalization of these kernels to the case in which the variables
considered are quaternions, i.e. we will consider
(5.2) c(pq¯) =
+∞∑
n=0
cnp
nq¯n, q, p ∈ H.
Note that due to the noncommutative nature of quaternions, the series in (5.2) does
not coincide with
∑+∞
n=0 cn(pq¯)
n.
Theorem 5.2. Let A ⊂ N0 and let (cn)n∈A be a sequence of strictly positive numbers,
and assume that
R =
1
lim supn∈A c
1/n
n
> 0.
Then, the function
k(p, q) =
∑
n∈A
cnp
nqn
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is positive definite in the ball |p| < R. The associated reproducing kernel Hilbert space
consists of the functions
f(p) =
∑
n∈A
pnfn,
with coefficients fn ∈ H such that ∑
n∈A
|fn|
2
cn
<∞.
In the case of the Hardy space we have
Proposition 5.3. The sum of the series
∑+∞
n=0 p
nq¯n is the function k(p, q) given by
(5.3) k(p, q) = (1− 2Re(q)p+ |q|2p2)−1(1− pq) = (1− p¯q¯)(1− 2Re(p)q¯ + |p|2q¯2)−1.
The kernel k(p, q) is defined for p 6∈ [q−1] or, equivalently, for q 6∈ [p−1]. Moreover:
a) k(p, q) is left slice regular in p and right slice regular in q;
b) k(p, q) = k(q, p).
Proof. Consider the function
kq(z) =
1
1− zq¯
, z = x+ Iy.
The proof of the first equality is an application of the representation formula (2.1).
Consider now the function
kp(w) =
1
1− pw¯
;
the representation formula (2.2) gives k(p, q) = (1− p¯q¯)(1− 2Re(p)q¯ + |p|2q¯2)−1. The
function (1 − p¯q¯)(1 − 2Re(p)q¯ + |p|2q¯2)−1 is right slice regular in the variable q by
construction and it is slice regular in the variable p in its domain of definition, since it
is the product of a slice regular function and a polynomial with real coefficients. By
the identity principle it coincides with the first expression which is slice regular in p by
construction. Assertion a) follows. Point b) follows from the chain of equalities
k(q, p) = [(1− p¯q¯)(1− 2Re(p)q¯ + |p|2q¯2)−1]
= (1− 2Re(p)q + |p|2q¯2)−1(1− qp) = k(q, p).

We note (see for instance [50, 2]):
Theorem 5.4. The following are equivalent:
(1) The function s is analytic and contractive in the open unit disk.
(2) The function s is defined in D and the operator of multiplication by s is a contraction
from the Hardy space H2(D) into itself.
(3) The function s is defined in D and the kernel
ks(z, w) =
1− s(z)s(w)
1− zw
is positive in the open unit disk.
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We prove in Theorem 6.2 the counterpart of the above theorem in the quaternionic
setting.
Note that ks can be rewritten as
ks(z, w) =
∞∑
n=0
zn(1− s(z)s(w))wn.
This is the form which will be used in the quaternionic setting. See (6.3) in Section 6.
The reproducing kernel Hilbert space with reproducing kernel ks(z, w) was first intro-
duced and studied by de Branges and Rovnyak; see [29, 28]. This space will be denoted
by H (s). It is equal to the operator range ran
√
I −MsM∗s , where Ms denotes the
operator of multiplication by s from H2(D) into itself, that is, Ms is the commutative
version of the operator defined by (6.2) in the following section.
The space H (s) is the state space for a coisometric realization of s. Furthermore, s is
a Schur function of and only if the function s♯ defined by
(5.4) s♯(z) = s(z)
is a Schur function. The space H (s♯) is the state space for an isometric realization of
s. A unitary realization for s is given in terms of the reproducing kernel Hilbert space
with reproducing kernel
(5.5) Ds(z, w) =
 ks(z, w) s(z)− s(w)z − ws♯(z)− s♯(w)
z − w
ks♯(z, w)
 .
For more information on the Schur algorithm, see for instance the papers [61] and the
books [2, 19, 48].
6. Schur multipliers and Schwarz’ lemma
We will define a finite energy quaternionic signal as a sequence x = (x0, x1, . . .) of
quaternions such that
‖x‖2
def.
=
∞∑
n=0
|xn|
2 <∞,
that is, an element of ℓ2(N0,H). Note that ℓ2(N0,H) is a quaternionic right Hilbert
space when endowed with the H-valued inner product
[x, y] =
∞∑
n=0
ynxn, where y = (y0, y1, . . .).
To x ∈ ℓ2(N0,H) we associate the function
fx(p) =
∞∑
n=0
pnxn
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of the quaternionic variable p. We denote by H2 the right quaternionic vector space of
such power series, endowed with the inner product
[fx, fy] =
∞∑
n=0
ynxn.
To ease the notation, we will use the notation x(p) rather than fx(p):
(6.1) x(p) =
∞∑
n=0
pnxn.
Definition 6.1. We set ℓ(N0,H) denote the set of sequences of quaternions, indexed
by N0, and ℓ0(N0,H) denote the set of sequences of ℓ(N0,H) for which at most a finite
number of elements are non-zeros.
The slice regular product of x ∈ ℓ2(N0,H) and y ∈ ℓ0(N0,H) is defined by
(x ⋆ y)n =
n∑
m=0
xmyn−m, n = 0, 1, . . .
Note that
x ⋆ 1 = x, where 1 = (1, 0, 0, . . .).
We now state the counterpart of Theorem 5.4 in the quaternionic setting:
Theorem 6.2. Let s ∈ ℓ(N0,H) (see Definition 6.1). Then, the following are equiva-
lent:
(1) The map x 7→ s ⋆ x, first defined for x ∈ ℓ0(N0,H), extends to a contraction from
ℓ2(N0,H) into itself.
(2) The series s(p) =
∑
∞
n=0 p
nsn converges in B and the operator
(6.2) (Msx)(p) =
∞∑
n=0
pns(p)xn
is a contraction from the quaternionic Hardy space H2(B) into itself, where x(p) =∑
∞
n=0 p
nxn ∈ H2(B).
(3) The series s(p) =
∑
∞
n=0 p
nsn converges in B, and the function
(6.3) ks(p, q) =
∞∑
n=0
pn(1− s(p)s(q))qn = (1− s(p)s(q)) ⋆ (1− pq)−⋆
is positive definite in the unit ball B of H.
Proof. We first assume that (1) is in force. Since s ⋆ 1 = s we note that in fact
s ∈ ℓ2(N0,H). The power series s(p) makes thus sense for every p in the open unit
ball of H. We denote by Ms the image of the operator x 7→ s ⋆ x under the map (6.1).
Then, for x ∈ ℓ0(N0,H) we have
(6.4)
∞∑
n=0
pns(p)xn =
∞∑
n=0
pn(
∞∑
m=0
pmsm)xn =
∞∑
n=0
pn(s ⋆ x)n,
where the sum is finite since x ∈ ℓ0(N0,H). Since in a reproducing kernel Hilbert
space, convergence in norm implies pointwise convergence, we see that the operator
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Ms is given by (6.4) for every x ∈ ℓ2(N0,H), and hence (2) is in force.
Assume now that (2) holds. Consider the kernel k(p, q) in (5.3), which on |pq| < 1
admits the power series expansion
k(p, q) =
∞∑
n=0
pnqn.
For sake of simplicity we will write kq(p) instead of k(p, q). Let q1, q2 ∈ B and c1, c2 ∈ H
and compute
c2 (M
∗
s kq1c1) (q2) = [M
∗
s kq1c1 , kq2c2]H2(B)
= [kq1c1 , Ms(kq2c2)]H2(B)
= [kq1c1 ,
∞∑
n=0
pns(p)q2
nc2]H2(B)
= [
∞∑
n=0
pns(p)q2
nc2 , kq1c1]H2(B)
= c2
(
∞∑
n=0
qn2 p1q1
nc1
)
.
Thus, the adjoint of Ms is given by the formula:
(M∗s (k(q))(p) =
∞∑
n=0
pns(q)nqn,
and (3) is just a rewriting that the operator I −MsM
∗
s is non negative.
Assume now that (3) holds. We consider the relation Rs (that is, the linear subspace)
in H2(B)×H2(B) spanned by the pairs(
∞∑
n=0
pnqnc ,
∞∑
n=0
pns(p)s(q)qnc
)
,
where p runs in B and c in H. The domain of Rs is dense, and the positivity of the
kernel implies that Rs is a contraction, meaning that if (f, g) ∈ Rs, then
‖g‖H2(B) ≤ ‖f‖H2(B).
It follows that Rs extends to the graph of an everywhere defined contraction, which we
will denote by T . We now compute T ∗:
c2(T
∗kq1c1)(q1) = [T
∗kq1c1 , kq2c2]H2(B)
= [kq1c1 ,
∞∑
n=0
pns(q2)q2
nc2]H2(B)
= c2
(
∞∑
n=0
q2s(q2)q1
nc1
)
= c2 (Ms(kq2c1)) (q1).
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Thus T ∗ = Ms. We obtain (1) by looking at the operator Ms on each p
n. 
We note that the kernel ks can also be written as
ks(p, q) = (1− 2Re(q)p+ |q|
2p2)−1(1− pq) ⋆ (1− s(p)s(q))
= (1− 2Re(q)p+ |q|2p2)−1(1− pq − s(p)s(q) + ps(p)qs(q)).
The operator Ms is the non-commutative version of the operator of multiplication by
s. We note the following properties of the operators Ms:
Proposition 6.3. Let s1, s2 and s be Schur multipliers depending on the quaternionic
variable p. Then:
Ms1Ms2 = Ms1⋆s2 ,(6.5)
MsMp = MpMs = Mps.(6.6)
Proof. The first equality follows from the associativity of the ⋆-product. The second
property is a consequence of Remark 2.9 while the last one follows from the previous
ones. 
The proof of the following proposition follows the case of analytic functions in the
open unit disk (see [63, Lemma 1, p. 301] for instance for the latter), and is given
for completeness. In the case of analytic functions in a half-plane, the corresponding
result is more difficult to prove, and is called the Bochner-Chandrasekharan theorem.
See [25, 74].
Remark 6.4. We now discuss a feature which arises because we are working in a
non-commutative setting. When considering a vector space on H, the set of right
linear operators acting on V has a structure of vector space over H only if V is a two
sided vector space, in fact right linear operators form a left vector space, see Section
2. However, if in V it is defined a multiplication ⋆ among vectors compatible with the
right vector space structure, or at least, if for some w ∈ V the multiplication w ⋆ v is
an operation in V for all v ∈ V , then this multiplication allows to define right linear
operators which form a right linear vector space. Thus, in this case, it is not necessary
to require that V is two sided vector space. Indeed, we can define a right linear operator
Mw:
Mw(v) := w ⋆ v.
The linearity is obvious and the structure of right linear space on the operators is given
by
(Mwλ)(v) := wλ ⋆ v, λ ∈ H.
In particular, if V = H2(B) and M is the multiplication on the left by s(p) ∈ V
(assuming that the multiplication is defined for every element in V ) then we have
Ms(f)(p) = s(p)⋆f(p) and if π(p) = a0+pa1+ · · ·+p
nan thenMs(π)(p) = s(p)⋆π(p) =
s(p)a0 + ps(p)a1 + . . .+ p
ns(p)an.
Proposition 6.5. Let T be a right-linear contraction from H2(B) into itself, which
commutes with Mp. Then T = Ms for some Schur multiplier s.
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Proof. Denote s(p) = (T1)(p). Then, for a ∈ H ⊂ H2(B) (in other words, in (6.7) and
(6.8) below we view a ∈ H as a function in H2(B) and, by the assumed right linearity,
we have Ta = (T1)a)
(6.7) ((TMp)(a)) (p) = (Mp(Ta))(p) = ((Mp(T1))a)(p) = ps(p)a.
More generally, an induction shows that
(6.8) ((TMpn)(a)) (p) = (Mpn(Ta))(p) = p
ns(p)a, n = 2, 3, . . .
Thus, for every polynomial
π(p) = a0 + pa1 + · · ·+ p
nan,
we have
(6.9) (Tπ)(p) =
n∑
j=0
pjs(p)aj.
Let now f ∈ H2(B), with power series expansion
f(p) =
∞∑
j=0
pjaj,
and let fn be the polynomial
fn(p) =
n∑
j=0
pjaj .
We have limn→∞ ‖f − fn‖H2(B) = 0, and so, by continuity of T ,
lim
n→∞
‖Tf − Tfn‖H2(B) = 0
In a reproducing kernel Hilbert space convergence in norm implies pointwise conver-
gence. Thus we have that, for every p ∈ B,
(Tf)(p) =
∞∑
j=0
pjs(p)aj,
where we have used (6.9). Thus, T = Ms. Finally, s is a Schur multiplier since T is
assumed contractive. 
The following result is a counterpart of Schwarz’s lemma for Schur multipliers.
Theorem 6.6. Let s be a Schur multiplier, and assume that s(0) = 0. Set s(p) =
ps(1)(p). Then s(1) is also a Schur multiplier.
Proof. Let H (s) be the reproducing kernel quaternionic Hilbert space with reproducing
kernel ks(p, q). Since s(0) = 0 we have that 1 = ks(p, 0) ∈ H (s), and ‖1‖
2
H (s) =
ks(0, 0) = 1. Hence the kernel
ks(p, q)− 1
is positive definite in B; see Lemma 5.1. Thus
∞∑
n=0
pn
(
1− ps(1)(p)s(1)(q)q
)
qn ≥ 1,
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which can be rewritten as
p
(
∞∑
n=0
pn
(
1− s(1)(p)s(1)(q)
)
qn
)
q ≥ 0.
Thus,
∞∑
n=0
pn(1− s(1)(p)s(1)(q))qn ≥ 0,
and s(1) is a Schur multiplier. 
We conclude this section with the following characterization of the space H (s):
Theorem 6.7. Let s be a Schur multiplier. Then the associated reproducing kernel
Hilbert space H (s) is equal to the operator range ran (I −MsM
∗
s )
1/2 endowed with the
norm
‖(I −MsM
∗
s )
1/2u‖H (s) = ‖(I − π)u‖H2(B),
where π is the orthogonal projection on the kernel of (I −MsM
∗
s )
1/2.
The proof is as in the classical case and will be omitted. See [8, Theorem 3.2 p. 16]
for instance and [4, Theorem 8.3, p. 119] for a similar proof in the setting of upper
triangular operators. We refer to [53] for more on operator ranges and for their relations
with de Branges Rovnyak spaces.
7. Realizations of Schur multipliers
The purpose of this section is to prove the following result, which is the counterpart
in the quaternionic setting of the realization result for Schur functions. We first recall
the following definition (see for instance [5, p. 14] in the complex case).
Definition 7.1. Let H be a right quaternionic Hilbert space. The pair (C,A) ∈
L(H ,Hp)× L(H ) is called closely outer connected if
(7.1)
∞∨
n=0
ran A∗nC∗ = H .
The following is the counterpart of [5, Theorem 2.2.1, p. 49] in the setting of slice
holomorphic functions.
Theorem 7.2. Let s be a function from the open unit ball of H into H. Then, s is a
Schur multiplier if and only if there exist a right quaternionic Hilbert space H and a
coisometric operator
(7.2)
(
A B
C D
)
: H ⊕H −→ H ⊕H
such that s can be written as a power series
s(p) =
∞∑
n=0
pnsn
where
(7.3) sn =
{
D, n = 0,
CAn−1B1, n = 1, 2, . . .
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Assume the pair (C,A) closely outer connected. Then, it is unique up to an isometry
of right quaternionic Hilbert spaces.
We note that the realization (7.3) is called closely outer connected when the pair (C,A)
is closely outer connected.
Using formula (2.12) we have for ‖pA‖ < 1
∞∑
n=1
pnCAn−1B = C ⋆ (
∞∑
n=1
pnAn−1)B = C ⋆ S−1R (p
−1, A)B,
and so
(7.4) s(p) = D + C ⋆ S−1R (p
−1, A)B = D + pC ⋆ (I − pA)−∗B.
The strategy of the proof is as follows. Let s be a Schur multiplier, and let H (s) be
the associated reproducing kernel quaternionic Hilbert space. As in the classical case,
we want to show that H (s) is the state space, in an appropriate sense in the present
setting, of a coisometric realization of s. We use the same method as in [5] (see in
particular p. 50 there), suitably adapted to the non commutativity of H. One considers
the reproducing kernel quaternionic right Hilbert space with reproducing kernel ks(p, q),
and define the relation R (that is the right vector subspace of (H (s)⊕H)×(H (s)⊕H)
defined as the right linear span of elements of the form{(
ks(p, q)qu
qv
)
,
(
(ks(p, q)− ks(p, 0))u+ ks(p, 0)qv
(s(q)− s(0))u+ s(0)qv
)}
.
We claim that the relation R is densely defined and isometric. It will follow that R
can be extended in a unique way to the graph of an isometric operator from H (s)⊕H
into itself. This operator (or more precisely its adjoint) will give the realization. We
first prove some preliminary lemmas and then give the proof of the theorem along the
above lines.
Lemma 7.3. The relation R is isometric and densely defined.
Proof. We want to prove that
[ks(p, q1)q1u1, ks(p, q2)q2u2]H (s) + [q1v1, q2v2]H =
= [(ks(p, q1)− ks(p, 0))u1 + ks(p, 0)q1v1, (ks(p, q2)− ks(p, 0))u2 + ks(p, 0)q2v2]H (s)+
+ [(s(q1)− s(0))u1 + s(0)q1v1, (s(q2)− s(0))u2 + s(0)q2v2]H
(7.5)
for all choices of u1, u2, v1, v2 ∈ H and q1, q2 in the open unit ball of H. We rewrite
this equality as
u2M1u1 + v2M2v1 + v2M3u1 + u2M4v1 = u2N1u1 + v2N2v1 + v2N3u1 + u2N4v1,
and we will show that Mi = Ni for i = 1, 2, 3, 4. We write out in details the case i = 1,
and only outline the other cases.
Checking M1 = N1: Using the reproducing kernel property, we see that
M1 = q2ks(q2, q1)q1.
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Still with this same property, we have
N1 = ks(q2, q1)− ks(q2, 0)− ks(0, q1) + ks(0, 0)+
+ (s(q2)− s(0))(s(q1)− s(0))
= ks(q2, q1)− (1− s(q2)s(0))− (1− s(0)s(q1)) + 1− |s(0)|
2+
+ s(q2)s(q1)− s(q2)s(0)− s(0))s(q1) + |s(0)|
2
and thus the to prove the equality M1 = N1 is equivalent to check that
ks(q2, q1)− q2ks(q2, q1)q1 = 1− s(q2)s(q1),
but this is a direct consequence of the definition of the kernel ks.
Checking M2 = N2: We now have M2 = q2q1 and
N2 = q2ks(0, 0)q1 + q2|s(0)|
2q1 = q2q1 = M2.
We have M3 = M4 = 0 and so we now need to check that N3 = N4 = 0.
Checking N3 = 0: This amounts to verify that
q2(ks(0, q1)− ks(0, 0)) + q2(s(0)(s(q1)− s(0)) = 0,
but this is clear from the definition of the kernel since
ks(0, q1) = 1− s(0)s(q1) and ks(0, 0) = 1− |s(0)|
2.
Checking N4 = 0: This amounts to verify that
(ks(0, 0)− ks(0, q2))q1 + (s(0)− s(q2))s(0)q1 = 0,
but this is also plain from the definition of the kernel ks. 
Lemma 7.4. R is the graph of a densely defined isometry. Let us denote by(
A B
C D
)
∗
: H (s)⊕H −→ H (s)⊕H
its extension to all of H (s)⊕H. Then
(Af)(p) =
{
p−1(f(p)− f(0)), p 6= 0
f1, p = 0,
(Bv)(p) =
{
p−1(s(p)− s(0))v, p 6= 0
s1, p = 0,
Cf = f(0),
Dv = s(0)v.
(7.6)
Proof. We first check that R is the graph of a densely defined isometry. By definition,
the domain of R is the set of F ∈ H (s) ⊕ H such that there exists G ∈ H (s) ⊕ H
such that (F,G) ∈ R. It is therefore dense by construction since the kernels ks(·, q)qu
are dense in H (s). The isometry property implies that
(0, G) ∈ R =⇒ G = 0.
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We can thus introduce a densely defined operator T such that
G = TF ⇐⇒ (F,G) ∈ R.
T is a densely defined isometry since R is isometric. As in the case of complex Hilbert
spaces, it extends to an everywhere defined isometry. We now compute the operator
A. Let q ∈ B and u ∈ H. We have
A∗(ks(·, q)q)u = (ks(·, q)− ks(·, 0))u.
Hence, for f ∈ H (s) it holds that:
uq(Af)(q) = [Af, ks(·, q)qu]H (s)
= [f, ks(·, q)− ks(·, 0)]H (s)
= u (f(q)− f(0))
and hence
q(Af)(q) = f(q)− f(0).
Similarly we have
B∗(ks(·, q)q)u = (s(q)− s(0))u,
so that we can write for v ∈ H:
uq(Bv)(q) = [Bv, ks(·, q)u]H (s)
= [v, (s(q)− s(0))u]H
= u(s(q)− s(0))v
and hence the formula for B. To compute C we note that C∗(qv) = ks(·, 0)qv for every
q, v ∈ H. So, for f ∈ H (s) we have:
vqCf = [Cf, qv]H = [f, ks(·, 0)qv]H (s) = vqf(0),
and so Cf = f(0). Finally, it is clear that D = s(0). 
With these results at hand we turn to the proof of the realization theorem.
Proof of Theorem 7.2: We note that the pair (C,A) in (7.6) is closely outer con-
nected. Let f ∈ H (s), with power series
f(p) =
∞∑
n=0
pnfn.
We have the formulas
fn = CA
nf, n = 0, 1, 2, . . .
and
f(p) = C ⋆ (I − pA)−⋆f, f ∈ H (s).
Applying these formulas to the function B1 we obtain
s(p)− s(0) = pC ⋆ (I − pA)−⋆B1.
We now turn to the converse and assume that s is given by a power series which
converges in B and for which the coefficients are of the form (7.3). To prove that s is
a Schur multiplier, we will check the formula
(7.7) 1− s(p)s(q) = U(p)(U(q))∗ − pU(p)(U(q))∗q, p, q ∈ B,
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where
(7.8) U(p) =
∞∑
n=0
pnCAn.
We have
1− s(p)s(q) = 1− (D +
∞∑
n=1
pnCAn−1B1)(D +
∞∑
m=1
qmCAm−1B1)∗
= 1−DD∗ −
∞∑
m=1
DB∗(Am−1)∗C∗q¯m −
∞∑
n=1
pnCAn−1BD∗+
−
∞∑
n,m=1
pnCAn−1BB∗(Am−1)∗C∗qm
= CC∗ +
∞∑
m=1
C(Am)∗C∗q¯m +
∞∑
n=1
pnCAnC∗+
−
∞∑
n,m=1
pnCAn−1(I − AA∗)(Am−1)∗C∗qm
= U(p)(U(q))∗ − pU(p)(U(q))∗q,
where U is as in (7.8) and we have used the fact that the operator matrix (7.2) is
coisometric.
It follows from (7.7) that
(7.9)
∞∑
n=0
pn(1− s(p)s(q))qn = U(p)U(q)∗,
is positive definite in B, and so s is a Schur multiplier.
Finally we turn to the uniqueness claim. Let(
A1 B1
C1 D1
)
: H1 ⊕H −→ H1 ⊕H
and (
A2 B2
C2 D2
)
: H2 ⊕H −→ H2 ⊕H
be two closely outer-connected coisometric realizations of s, with state spaces right
quaternionic Hilbert spaces H1 and H2 respectively. From (7.9) we have
U1(p)(U1(q))
∗ = U2(p)(U2(p))
∗,
where U1 and U2 are built as in (7.8) from the present realizations. It follows that
C1A
n
1 (A
m
1 )
∗C∗1 = C2A
n
2 (A
m
2 )
∗C∗2 , ∀n,m ∈ N0.
In view of the presumed outer-connectedness, the relation in H1 ×H2 defined by
((A∗1)
mC∗1u, (A
∗
2)
mC∗2u), u ∈ H, m ∈ N0,
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is a densely defined isometric relation with dense range. It is thus the graph of a
unitary map U such that:
U ((A∗1)
mC∗1u) = (A
∗
2)
mC∗2u, m ∈ N0, and u ∈ H.
Setting m = 0 leads to UC∗1 = C
∗
2 , that is
(7.10) C1 = C2U.
With this equality, writing
(UA∗1)((A
∗
1)
mC1) = A
∗
2(A
∗
2)
mC∗2 = A
∗
2UU
∗(A∗2)
mC∗2 = (A
∗
2U)((A
∗
1)
mC1),
and taking into account that both pairs (C1, A1) and (C2, A2) are closely outer-connected,
we obtain A1U
∗ = U∗A2, that is
(7.11) UA1 = A2U.
Since clearly D1 = D2 = s(0), it remains only to prove that UB1 = B2. This follows
from the equalities (where we use (7.10) and (7.11))
sn = C1A
n−1
1 B1 = C2A
n−1
2 B2 = C1A
n−1
1 U
∗B2, n = 1, 2, . . .
and from the fact that (C1, A1) is closely outer connected. 
We note that we have followed the arguments in [5] suitably adapted to the present
case. In particular the proof of the uniqueness is adapted from that of [5, Theorem
2.1.3, p. 46].
The preceding theorem gives a characterization of all Schur multipliers. A simple
example is given by the choice(
A B
C D
)
=
(
a
√
1− |a|2√
1− |a|2 −a
)
,
where a ∈ B. The corresponding Schur multiplier sa(p) is
sa(p) = −a + (1− |a|
2)(1− pa)−⋆ = (p− a) ⋆ (1− a)−⋆,
and is the counterpart of an elementary Blaschke factor. The corresponding space
H (sa) is finite dimensional and spanned by the function (1 − pa)
−⋆. We postpone to
a future publication the study of finite dimensional (possibly indefinite) de Branges
Rovnyak spaces in the present setting.
We also note that (7.7) suggests an equivalent definition of Schur multiplier: The
function s is a Schur multiplier if there is a function k(p, q) positive definite in B, and
such that
(7.12) 1− s(p)s(q) = k(p, q)− pk(p, q)q, p, q ∈ B,
See also (9.1), (9.2). These equations, as well as (7.12), can be rewritten as sums of
positive definite functions, which induce an isometry. For instance, we can rewrite
(7.12) as
1 + pk(p, q)q = k(p, q) + s(p)s(q), p, q ∈ B,
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We will not pursue this line of idea here, which is also called the lurking isometry
method; see [22], and postpone it to a work where we consider functions of several
quaternionic variables.
Proposition 7.5. The reproducing kernel ks can be written as
uks(p, q)v = [(C ⋆ (I − qA)
−⋆)∗v , (C ⋆ (I − pA)−⋆)∗u]H (s)
= u
(
∞∑
n=0
pnCAnA∗nC∗qn
)
v.
(7.13)
Proof. Indeed, both ks(p, q) and U(p)(U(q))
∗ = (
∑
∞
n=0 p
nCAnA∗nC∗qn) satisfy the
equation
X − pXp = 1− s(p)s(q).

8. The Schur algorithm in the quaternionic setting
Recall that we have denoted by S the set of functions analytic and contractive in the
open unit disk D. We rewrite the recursion (1.2) in a way which is used in signal
processing, and is conducive to generalization to more general cases, and in particular
to this case. We write(
1 −s(z)
)( 1 s0
s0 1
)(
z 0
0 1
)
=
(
z(1− s(z)s0) −(s(z)− s0)
)
= (1− s(z)s0)
−1
(
z −zs(1)(z)
)
= (1− s(z)s0)
−1z
(
1 −s(1)(z)
)
.
(8.1)
Let s(p) =
∑
∞
p=0 p
nsn be a Schur multiplier, and assume that |s0| < 1. We now want
the counterpart of (8.1) in the quaternionic setting. We set
s(p)− s(0) = pσ(1)(p).
Then, the counterpart of (8.1) in the quaternionic setting is:(
I −Ms
)( I Ms0
Ms0 I
)(
Mp 0
0 I
)
=
(
(I −MsMs0)Mp −(Ms −Ms0)
)
= (I −MsMs0)
(
Mp −(I −MsMs0)
−1MpMσ1
)
= (I −MsMs0)Mp ⋆
(
I −(I −MsMs0)
−1Mσ1
)
.
The function s(1) defined by
Ms(1) = (I −MsMs0)
−1Mσ1
will be called the Schur transform of s. In view of Theorem 6.6 it is a Schur multiplier.
When |s(1)(0)| < 1, the preceding procedure can be iterated. This is the quaternionic
counterpart of the Schur algorithm.
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9. Concluding remarks
Schur analysis has been extended to wide range of other settings. We mention in par-
ticular the definitions of the Schur-Agler classes for functions analytic in the polydisk
or the unit ball. See [1, 21, 20, 22, 62]. Other settings include the non-commutative
case, [9, 23], Riemann compact surfaces [17] functions defined on an homogeneous tree,
[18], and others. See for instance [4] for the time-varying case, [10] for the stochastic
case and [12] for the case of multi-dimensional systems.
We mentioned in the paper a number of problems which will be considered in future
publications. We here list some more:
(1) We have presented a coisometric realization of a Schur multiplier. There are also iso-
metric and unitary realizations, associated associated to the reproducing kernel Hilbert
spaces H (s♯) and H (Ds), where s
♯ and Ds are defined in (5.4) and (5.5) respectively.
Their counterpart in the setting of slice holomorphic functions will be presented else-
where.
(2) Let J ∈ Hn×n such that J = J∗ = J−1. A Hn×n-valued function Θ defined in an
open subset Ω of B will be called J-contractive if the kernel
KΘ(p, q) =
∞∑
n=0
pn(J −Θ(p)J(Θ(q))∗)qn = (1−Θ(p)J(Θ(q))∗) ⋆ (1− pq)−⋆
is positive definite. The study of these functions, and their relations to interpolation
problems for Schur multipliers, are an important topic in Schur analysis. In the clas-
sical case, these functions Θ are called J-contractive, and are characteristic operator
functions; see [65, 64, 66, 30, 31]. Their structure has been described in [69].
(3) We have mentioned Schur-Agler classes associated to the unit ball and the poly-disk.
Their counterpart in the setting of Fueter series were presented in [16, 14]. The study
of Schur multipliers slice hyperholomorphic in several quaternionic variables should be
a topic of interest. Let p = (p1, . . . , pN) and q = (q1, . . . , qN) vary in B
N . A Schur-Agler
function is defined as a function s(p) such that the
(9.1) 1− s(p)s(q) =
N∑
j=1
(kj(p, q)− pjkj(p, q)qj), (polydisk case),
or
(9.2) 1− s(p)s(q) = k(p, q)−
N∑
j=1
pjk(p, q)qj , (unit ball case),
where the kj and k are positive definite kernels.
References
[1] J. Agler. On the representation of certain holomorphic functions defined on a polydisk, volume 48
of Operator Theory: Advances and Applications, pages 47–66. Birkha¨user Verlag, Basel, 1990.
32 D. ALPAY, F. COLOMBO, AND I. SABADINI
[2] D. Alpay. The Schur algorithm, reproducing kernel spaces and system theory. American Mathe-
matical Society, Providence, RI, 2001. Translated from the 1998 French original by Stephen S.
Wilson, Panoramas et Synthe`ses. [Panoramas and Syntheses].
[3] D. Alpay. A complex analysis problem book. Berlin: Springer, 2011.
[4] D. Alpay, P. Dewilde, and H. Dym. Lossless inverse scattering and reproducing kernels for upper
triangular operators. In I. Gohberg, editor, Extension and interpolation of linear operators and
matrix functions, volume 47 of Oper. Theory Adv. Appl., pages 61–135. Birkha¨user, Basel, 1990.
[5] D. Alpay, A. Dijksma, J. Rovnyak, and H. de Snoo. Schur functions, operator colligations, and
reproducing kernel Pontryagin spaces, volume 96 of Operator theory: Advances and Applications.
Birkha¨user Verlag, Basel, 1997.
[6] D. Alpay and H. Dym. Hilbert spaces of analytic functions, inverse scattering and operator
models, I. Integral Equation and Operator Theory, 7:589–641, 1984.
[7] D. Alpay and H. Dym. Hilbert spaces of analytic functions, inverse scattering and operator
models, II. Integral Equation and Operator Theory, 8:145–180, 1985.
[8] D. Alpay and H. Dym. On applications of reproducing kernel spaces to the Schur algorithm
and rational J-unitary factorization. In I. Gohberg, editor, I. Schur methods in operator theory
and signal processing, volume 18 of Operator Theory: Advances and Applications, pages 89–159.
Birkha¨user Verlag, Basel, 1986.
[9] D. Alpay and D. S. Kalyuzhny˘ı-Verbovetzki˘ı. Matrix-J-unitary non-commutative rational formal
power series. In The state space method generalizations and applications, volume 161 of Oper.
Theory Adv. Appl., pages 49–113. Birkha¨user, Basel, 2006.
[10] D. Alpay and D. Levanony. Linear stochastic systems: a white noise approach. Acta Applicandae
Mathematicae, 110:545–572, 2010.
[11] D. Alpay, D. Levanony, and A. Pinhas. Linear stochastic state space theory in the white noise
space setting. SIAM Journal of Control and Optimization, 48:5009–5027, 2010.
[12] D. Alpay and M. Mboup. Discrete-time multi-scale systems. Integral Equations and Operator
Theory, 68:163–191, 2010.
[13] D. Alpay and M. Shapiro. Reproducing kernel quaternionic Pontryagin spaces. Integral Equations
and Operator Theory, 50:431–476, 2004.
[14] D. Alpay, M. Shapiro, and D. Volok. Espaces de de Branges Rovnyak: le cas hyper–analytique.
Comptes Rendus Mathe´matiques, 338:437–442, 2004.
[15] D. Alpay, M. Shapiro, and D. Volok. Rational hyperholomorphic functions in R4. J. Funct. Anal.,
221(1):122–149, 2005.
[16] D. Alpay, M. Shapiro, and D. Volok. Reproducing kernel spaces of series of Fueter polynomials. In
Operator theory in Krein spaces and nonlinear eigenvalue problems, volume 162 of Oper. Theory
Adv. Appl., pages 19–45. Birkha¨user, Basel, 2006.
[17] D. Alpay and V. Vinnikov. Finite dimensional de Branges spaces on Riemann surfaces. J. Funct.
Anal., 189(2):283–324, 2002.
[18] Daniel Alpay, Aad Dijksma, and Dan Volok. Schur multipliers and de Branges-Rovnyak spaces:
the multiscale case. J. Operator Theory, 61(1):87–118, 2009.
[19] M. Bakonyi and T. Constantinescu. Schur’s algorithm and several applications, volume 261 of
Pitman Research Notes in Mathematics Series. Longman Scientific & Technical, Harlow, 1992.
[20] J. Ball and V. Bolotnikov. Realization and interpolation for Schur-Agler-class functions on do-
mains with matrix polynomial defining function in Cn. Preprint.
[21] J. Ball and T. Trent. Unitary colligations, reproducing kernel Hilbert spaces and Nevanlinna–Pick
interpolation in several variables. J. Funct. Anal., 157:1–61, 1998.
[22] J. Ball, T. Trent, and V. Vinnikov. Interpolation and commutant lifting for multipliers on repro-
ducing kernel Hilbert spaces. In Proceedings of Conference in honor of the 60–th birthday of M.A.
Kaashoek, volume 122 of Operator Theory: Advances and Applications, pages 89–138. Birkhauser,
2001.
[23] Joseph A. Ball and Dmitry S. Kaliuzhnyi-Verbovetskyi. Conservative dilations of dissipative mul-
tidimensional systems: the commutative and non-commutative settings.Multidimens. Syst. Signal
Process., 19(1):79–122, 2008.
SCHUR FUNCTIONS IN THE SLICE HYPERHOLOMORPHIC SETTING 33
[24] H. Bart, I. Gohberg, and M.A. Kaashoek.Minimal factorization of matrix and operator functions,
volume 1 of Operator Theory: Advances and Applications. Birkha¨user Verlag, Basel, 1979.
[25] S. Bochner and K. Chandrasekharan. Fourier transforms. Princeton University Press, 1949.
Reprinted with permission of the original publishers, Kraus Reprint Corporation, New-York,
1965.
[26] Vladimir Bolotnikov. On higher order boundary derivatives of an analytic self-map of the unit
disk. J. Approx. Theory, 163(4):568–589, 2011.
[27] F. Brackx, R. Delanghe, and F. Sommen. Clifford analysis, volume 76. Pitman research notes,
1982.
[28] L. de Branges and J. Rovnyak. Canonical models in quantum scattering theory. In C. Wilcox,
editor, Perturbation theory and its applications in quantum mechanics, pages 295–392. Wiley,
New York, 1966.
[29] L. de Branges and J. Rovnyak. Square summable power series. Holt, Rinehart and Winston, New
York, 1966.
[30] M. S. Brodski˘ı. Triangular and Jordan representations of linear operators. American Mathemat-
ical Society, Providence, R.I., 1971. Translated from the Russian by J. M. Danskin, Translations
of Mathematical Monographs, Vol. 32.
[31] M. S. Brodski˘ı and M. S. Livsˇic. Spectral analysis of non-self-adjoint operators and intermediate
systems. Uspehi Mat. Nauk (N.S.), 13(1(79)):3–85, 1958.
[32] A. M. Bruckstein and T. Kailath. Inverse scattering for discrete transmission-line models. SIAM
Rev., 29(3):359–389, 1987.
[33] Fabrizio Colombo, Graziano Gentili, Irene Sabadini, and Daniele Struppa. Extension results for
slice regular functions of a quaternionic variable. Adv. Math., 222(5):1793–1808, 2009.
[34] Fabrizio Colombo, Graziano Gentili, Irene Sabadini, and Daniele C. Struppa. Non commutative
functional calculus: bounded operators. Complex Anal. Oper. Theory, 4(4):821–843, 2010.
[35] Fabrizio Colombo, Jose´ Oscar Gonzalez-Cervantes, and Irene Sabadini. A non constant coefficients
differential operator associated to slice monogenic functions. To appear in Transactions of the
American Mathematical Society.
[36] Fabrizio Colombo and Irene Sabadini. The F -spectrum and the SC-functional calculus. To appear
in Proceedings of the Royal Society of Edinburgh, Section A.
[37] Fabrizio Colombo and Irene Sabadini. On some properties of the quaternionic functional calculus.
J. Geom. Anal., 19(3):601–627, 2009.
[38] Fabrizio Colombo and Irene Sabadini. A structure formula for slice monogenic functions and some
of its consequences. In Hypercomplex analysis, Trends Math., pages 101–114. Birkha¨user Verlag,
Basel, 2009.
[39] Fabrizio Colombo and Irene Sabadini. On the formulations of the quaternionic functional calculus.
J. Geom. Phys., 60(10):1490–1508, 2010.
[40] Fabrizio Colombo and Irene Sabadini. The Cauchy formula with s-monogenic kernel and a func-
tional calculus for noncommuting operators. J. Math. Anal. Appl., 373(2):655–679, 2011.
[41] Fabrizio Colombo and Irene Sabadini. The quaternionic evolution operator. Adv. Math.,
227(5):1772–1805, 2011.
[42] Fabrizio Colombo, Irene Sabadini, Franciscus Sommen, and Daniele C. Struppa. Analysis of Dirac
systems and computational algebra, volume 39 of Progress in Mathematical Physics. Birkha¨user
Boston Inc., Boston, MA, 2004.
[43] Fabrizio Colombo, Irene Sabadini, and Daniele C. Struppa. A new functional calculus for non-
commuting operators. J. Funct. Anal., 254(8):2255–2274, 2008.
[44] Fabrizio Colombo, Irene Sabadini, and Daniele C. Struppa. Slice monogenic functions. Israel J.
Math., 171:385–403, 2009.
[45] Fabrizio Colombo, Irene Sabadini, and Daniele C. Struppa. Duality theorems for slice hyperholo-
morphic functions. J. Reine Angew. Math., 645:85–105, 2010.
[46] Fabrizio Colombo, Irene Sabadini, and Daniele C. Struppa. An extension theorem for slice mono-
genic functions and some of its consequences. Israel J. Math., 177:369–389, 2010.
34 D. ALPAY, F. COLOMBO, AND I. SABADINI
[47] Fabrizio Colombo, Irene Sabadini, and Daniele C. Struppa. Noncommutative functional calculus,
volume 289 of Progress in Mathematics. Birkha¨user/Springer Basel AG, Basel, 2011. Theory and
applications of slice hyperholomorphic functions.
[48] T. Constantinescu. Schur parameters, factorization and dilation problems, volume 82 of Operator
Theory: Advances and Applications. Birkha¨user Verlag, Basel, 1996.
[49] T. Constantinescu, A. Sayed, and T. Kailath. Inverse scattering experiments, structured matrix
inequalities, and tensor algebra. Linear Algebra Appl., 343/344:147–169, 2002. Special issue on
structured and infinite systems of linear equations.
[50] W.F. Donoghue. Monotone matrix functions and analytic continuation, volume 207 of Die
Grundlehren der mathematischen Wissennschaften. Springer–Verlag, 1974.
[51] V. Dubovoj, B. Fritzsche, and B. Kirstein.Matricial version of the classical Schur problem, volume
129 of Teubner–Texte zur Mathematik. B.G. Teubner Verlagsgesellschaft, Stuttgart–Leipzig, 1992.
[52] H. Dym. J–contractive matrix functions, reproducing kernel Hilbert spaces and interpolation.
Published for the Conference Board of the Mathematical Sciences, Washington, DC, 1989.
[53] P.A. Fillmore and J.P. Williams. On operator ranges. Advances in Mathematics, 7:254–281, 1971.
[54] M. Fliess. Matrices de Hankel. J. Math. Pures Appl. (9), 53:197–222, 1974.
[55] B. Fritzsche and B. Kirstein, editors. Ausgewa¨hlte Arbeiten zu den Urspru¨ngen der Schur–
Analysis, volume 16 of Teubner–Archiv zur Mathematik. B.G. Teubner Verlagsgesellschaft,
Stuttgart–Leipzig, 1991.
[56] Graziano Gentili and Daniele C. Struppa. A new theory of regular functions of a quaternionic
variable. Adv. Math., 216(1):279–301, 2007.
[57] R. Ghiloni and A. Perotti. Slice regular functions on real alternative algebras. Adv. Math.,
226(2):1662–1691, 2011.
[58] I. Gohberg, editor. I. Schur methods in operator theory and signal processing, volume 18 of
Operator theory: Advances and Applications. Birkha¨user Verlag, Basel, 1986.
[59] M. Hazewinkel, J. Lewis, and C. Martin. Symmetric systems with semisimple structure algebra:
the quaternionic case. Systems Control Lett., 3(3):151–154, 1983.
[60] H. Holden, B. Øksendal, J. Ubøe, and T. Zhang. Stochastic partial differential equations. Proba-
bility and its Applications. Birkha¨user Boston Inc., Boston, MA, 1996.
[61] T. Kailath. A theorem of I. Schur and its impact on modern signal processing. In I. Gohberg,
editor, I. Schur methods in operator theory and signal processing, volume 18 of Oper. Theory Adv.
Appl., pages 9–30. Birkha¨user, Basel, 1986.
[62] D. S. Kalyuzhniy-Verbovetzky. On J-conservative scattering system realizations in several vari-
ables. Integral Equations Operator Theory, 43(4):450–465, 2002.
[63] P.D. Lax. Translation invariant spaces. In Proc. Internat. Sympos. Linear Spaces (Jerusalem,
1960), pages 299–306. Jerusalem Academic Press, Jerusalem, 1961.
[64] M.S. Livsˇic. Isometric operators with equal deficiency indices, quasi-unitary operators. Mat.
Sbornik N.S., 26(68):247–264, 1950.
[65] M.S. Livs˘ic. On a class of linear operators in Hilbert spaces. Math. USSR-Sb., 61:239–262, 1946.
English translation in: American mathematical society translations (2), vol. 13, p. 61-84 (1960).
[66] M.S. Livs˘ic. Operator colligations, waves, open systems. Transl. Math. Monog. AMS. AMS, Prov-
idence, R.I., 1973.
[67] Ricardo Pereira, Paula Rocha, and Paolo Vettori. Algebraic tools for the study of quaternionic
behavioral systems. Linear Algebra Appl., 400:121–140, 2005.
[68] Ricardo Pereira and Paolo Vettori. Stability of quaternionic linear systems. IEEE Trans. Automat.
Control, 51(3):518–523, 2006.
[69] V.P. Potapov. The multiplicative structure of J-contractive matrix–functions. Trudy Moskow.
Mat. Obs., 4:125–236, 1955. English translation in: American mathematical society translations
(2), vol. 15, p. 131–243 (1960).
[70] A. H. Sayed and T. Kailath. Fast algorithms for generalized displacement structures and lossless
systems. Linear Algebra Appl., 219:49–78, 1995.
[71] A. H. Sayed and T. Kailath. A look-ahead block Schur algorithm for Toeplitz–like matrices. SIAM
J. Math. Anal., 16:388–414, 1995.
SCHUR FUNCTIONS IN THE SLICE HYPERHOLOMORPHIC SETTING 35
[72] I. Schur. U¨ber die Potenzreihen, die im Innern des Einheitkreises beschra¨nkten sind, I. Journal
fu¨r die Reine und Angewandte Mathematik, 147:205–232, 1917. English translation in: I. Schur
methods in operator theory and signal processing. (Operator theory: Advances and Applications
OT 18 (1986), Birkha¨user Verlag), Basel.
[73] I. Schur. U¨ber die potenzreihen, die im Innern des Einheitkreises Beschrankt sind, II. Journal
fu¨r die Reine und Angewandte Mathematik, 148:122–145, 1918. English translation in: I. Schur
methods in operator theory and signal processing. (Operator theory: Advances and Applications
OT 18 (1986), Birkha¨user Verlag), Basel.
[74] G. Weiss. Representation of shift-invariant operators on L2 by H∞ transfer functions: an ele-
mentary proof, a generalization, and a counterexample for L∞∗. Mathematics of Control, Signals
and Systems, 4:193–203, 1991.
Department of Mathematics, BenGurion University of the Negev, Beer-Sheva 84105
Israel, dany@math.bgu.ac.il
Politecnico di Milano, Dipartimento di Matematica, Via E. Bonardi, 9, 20133 Milano,
Italy, fabrizio.colombo@polimi.it
Politecnico di Milano, Dipartimento di Matematica, Via E. Bonardi, 9, 20133 Milano,
Italy, irene.sabadini@polimi.it
