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対しスケーラブルな性能を与えるシストリック計算メモリ (Systolic Computational-Memory, SCM) 
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アーキテクチャを提案した。 SCM アーキテクチャでは、演算回路とメモリを持つ計算要素 (Processing
Element, PE) を格子状に配置し、これらをメッシュネットワークにより接続することにより、台数
効果の高い大規模並列計算を実現する。このようなハード、ウェア構造においては、 SCMA の演算性能、




対しアレイ型専用計算機 (SCM a町aぁ SCMA) のメモリ帯域は十分であり、高い演算器稼働率が得
られることを明らかにした。



















(Systolic Computational-Memory Array for Finite-Difference Method, SCMA-FDM) を設計し、







に、 SCM アーキテクチャに広域非同期・局所同期設計 (Globally Asynchronous and Locally 
Synchronous, GALS) を導入し、クロックドメインの分割手法について議論した。半導体デ、バイスの
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限られる 110 帯域を有効利用するため、時分割通信による帯域削減機構 (Bandwidth Reduction 
Mechanism, BRM) を提案した。同期された 2 つの FPGA より構築した 1 次元 FPGA アレイを用し、
た試作実装により、 FPGA 聞の帯域が十分であれば、アレイ型計算機は FPGA数に比例した計算性能
を持つことが明らかにした。また、 2 次元 FPGA アレイの実装において、 BRM の帯域削減効果によ
り、 FPGA 聞に求められる帯域を十分に低く抑えることが可能であることが明らかにした。さらに、
近年の FPGA における性能向上の傾向から、 FPGA の微細化・大規模化に伴い RBM がより高い帯域
削減効果を得ることができることが明らかになった。
一方で、 GALS の導入に伴し、必要となったクロックドメイン聞のデータ同期に関して、局所・広域
ストール機構(Localand Global Stall Mechanism, LGSM) を提案した。互いに独立したクロックド
メインを持つ 3 つの FPGA を用いた試作実装の結果、 LGSM の正常動作およびデータの同期が保障
されることを確認できた。また、ストールの割合はクロックを生成する水晶振動子の精度に依存し、








プログラミング言語(Domain-Spec迫.c Language for Stencil Computation, DSLSC) を提案した。
高性能計算のために理想に近い演算器稼働率を与える命令列を生成できるコンパイラ (SCMA






































第 4 章では， SCMAに対しステンシル計算を容易にフログラムできるようにするために，
宣言型プログラミングに基づくステンシル計算専用言語とそのコンパイラを提案している。
特に，コンパイラの核となる，ステンシル計算の自動並列化と SCMA向けの演算スケジュ
ーリングアルゴリズムを提案し，複数のステンシル計算について演算器稼働率の高い命令列
が得られることを明らかにしている。これはSCMAのプログラミングを容易化し生産性を
向上させる点で有益な成果である。
第 5 章は結論である。
以上要するに本論文は，ステンシル計算のための SCMアーキテクチャに関し，大規模実
装とプログラミングの点で実用的なシステム構築のためのハードウェア設計，専用言語，お
よびコンパイラを提案し，試作実装によりその有効性を示したもので，情報基礎科学ならび
に計算機科学の発展に寄与するところが少なくない。
よって，本論文は，博士(情報科学)の学位論文として合格と認める。
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