A redundant robot has more degrees of freedom than what is needed to uniquely position the robot end-effector. In a usual robotic task, only the endeffector position trajectory is specified. The joint position trajectory is unknown, and it must be selected from a self-motion manifold for a specified end-effector. In many situations the robot dynamic parameters such as link mass, inertia and joint viscous friction are unknown. The lack of knowledge of the joint trajectory and the dynamic parameters make it difficult to control redundant robots.
This paper is organized in seven sections. In section 2, the redundancy resolution is discussed, and a model for the redundancy resolution is developed. The redundancy resolution problem is formulated as a differential equation involving the joint velocity tracking a computed reference signal. In section 3, an adaptive control scheme that leads to the convergence of the joint velocity tracking error is derived. This velocity tracking scheme is based on the redundancy resolution scheme formulated in section 2. In section 4, we inves-CH3229-2/92/0000-0602$1 .OO 0 1992 IEEE tigate the boundedness of the joint motions and the boundedness of the control torques. The boundedness of the velocity tracking error leads to a differential equation perturbed by decaying term. We show that the boundedness of the decayed perturbation system is guaranteed by the boundedness of the solution of the unperturbed system. In section 5, The overall stability of the adaptive redundancy resolution algorithm is discussed. We find that the overall stability can be investigated in two parts as the unperturbed system can be transformed into a cascade system. One component of the cascade system corresponds to the dynamics on the self-motion manifold, the other component corresponds to the dynamics in the end-effector coordinates. Connections between the well established concept of zero dynamics and the joint dynamics on the self-motion manifold, are also shown in section 5. The overall stability of the adaptive system is proved for a class of objective functions used for redundancy resolution. In section 6, the performance of the adaptive system is evaluated through simulations and numerical verification of theoretical results. Finally, summary and conclusions are given in section 7. (Due to space limitations please consult with the authors regarding the introduction, references and other sections of the paper not included here.)
Asymptotic Resolution of the Redundancy 2.1 Some Prerequisites
Consider a kinematically redundant manipulator with the end-effector positioned in the workspace at point x E X, and the joints positioned in the joint space at q~ Q. The differentiable kinematic mapping relatingxand yis K:Q+Xsuchthat,
with the workspace X c R" and the joint space Q c R" and m c n. Further the degree of redundancy is r = n -m. Therefore for an end-effector point x=xo in the workspace, there exists a set of joint positions, QN, which lie on the self-motion manifolds in the joint space such that Q N = (~E Q Ix=xo=K(q)]. In order to determine a unique solution of the joint vector additional requirements on the joint vector must be found. In order to do this, we will state several properties of the kinematic mapping given by (1). We will denote the Jacobian of the kinematic map byt J ( q ) , J=* E RmW. Further we note the relationship
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between the end-effector and joint velocities, as,
X=Jq.
(2) Thus, if I, is the n by n identity matrix then the projection operator onto the null space of J is denoted by PJ(q)=I,-J+JEIR"", and the right inverse of J (assuming rank(J)=m) will be denoted as J+=JT(JJT)-'. We will let all the columns of the matrix NJ(q) E Wnxr be the normalized bases of ker(J), ( k r ( J ) is the null space of J. Hence we have, The bases vectors of the matrix N j represent the local tangents of the self-motion manifold QN. The matrix Nj has the following properties, 
From the above properties we can conclude that the pairs (J,N$) and ( J + , N j ) are orthogonal complement operator pairs.
Statement of the Redundancy Resolution Problem
A joint position 4 can be found from the specification of the end-effector position x and the optimization of an objective function H ( 4 ) . This is known as the redundancy resolution, and it results in a constrained optimization of the objective function H. The problem can be formulated as follows, given a desired positionxd, find the joint position 4 such that,
We can conclude from the Lagrange multiplier method that the necessary condition for the optimization of problem (6) satisfies the following set of "constrained" differential equations:
To develop the control problem, we will define the end-effector path tracking error, e , as Y Pj(y)VH(q)=O and X&(4).
e:=K(q)-xd =x-xd,
then we desire the "asymptotic resolution of the redundancy problem" such that, i+O, e+O, and Therefore the "asymptotic resolution of the redundancy problem" can be expressed by the conditions on the differential equations given by (10). These conditions result in the joint velocity vector approaching its desired value, meanwhile the joint position vector would be at the solution of a set of constraint equations. Notice that the redundancy resolution problem is characterized by the fact that the desired joint positions are unknown in advance. This fact prevents us from directly using the existing adaptive schemes that achieve joint position tracking. Now by denoting v E R" as, r the asymptotic redundancy resolution of the problem can be solved by a scheme that ensures the velocity tracking error i-v+O, as t+m. In the next section we will develop such an adaptive scheme.
Parameter Update Law and the Control Law 3.1 Dynamic Model and Properties
The dynamics of a rigid robot with n joints can be represented explicitly in terms of the structural parameters by the following Euler-Lagrange equation :
where, 8 E W s is the vector of structural parameters of the manipulator and s is the number of unknown parameters. The inertia matrix is D E R"". Further, C E Wr'xn is the Coriolis and centrifugal matrix, and g E R" is the gravitational force term. The dynamics of the manipulator has the following properties, (Pl) Positive definiteness of the inertia matrix,
D (~; B ) = D~( Y ;~)
> o with e € wS and 4 E R"
pT (i,(y;e)-2c(q,ij;e) ) p = 0, for any p E R" .
= ~(~; e ) i i + c (~, i j ; e ) i j + g ( q ; e )
,
(P3) Linear parameterization of the dynamical equations.
The Euler-Lagrange equation (12) Notice that it is not necessary to satisfy a = i .
A similar relation_to (16) NOW consider a controftorque of the form, wherethematrixK,=KrT>O. Using (12), (16), (17) and (18). this control torque leads to the following composite (error) system: where the parameter error is defined as 6:=&8. The vectors a and v in equation (1 8) will be determined in a way to resolve the redundancy.
The convergence of the above control law can be improved (this will be seen later), if we use a scalar positive time increasing function w, as follows, Then the composite system (19) can be written as,
( 1 8 The next theorem asserts that the stability of the above closed loop system is guaranteed when the following par-ter update law is used:
where the constant gain matrix r=TT>0. The "a-modification" scheme [12] is used to prevent the drift of the parameter estimates in an unbounded manner in the presence of unmodeled disturbances. The scalar function a(r) is chosen as,
where the constant e is an upper bound of the norm of the actual parameters, such that e > llflll, and q, is a positive constant. (12), (1 8) and (22).
We now define the velocity tracking error 6, as,
G,(q,r):=q-v . In this sechon we will show that the boundedness of q, q, and 7 , is dependent on the stability of a perturbed differential equation. From the results of theorem 1 and equations (24) and (26), the velocity tracking error can be expressed as a perturbed dynamical system with a decaying perturbation, thus, Recall from corollary 1 that ~~6 , ( y , r )~~~~( t ) + O , thus the perturbation 6, is bounded and tends to zero as t +-.
We will prove the boundedness of q in the perturbed system described by equation (30) by ensuring the boundedness of 4 in the unperturbed system given by 4=v(4). In the following, we will establish the relationship between the boundedness of the perturbed and unperturbed systems. The first important result needed to achieve this is the result of Markus and Opial (see [8] , p. 282). Lemma 1 (Stability of the perturbed system.) [8] Consider the perturbed differential equation with f :R" + A V a d z s , 6(zg,t)EWnr such that, This dynamic system is called "asymptotically autonomous" if (1) 6(zg,t)+0 as t+-uniformly for z in an arbitrary compact set R in W", or (2) 6(zg,t) E L for all zs(t) which are bounded and continuous on R for t10. Then, the positive limit sets (i.e., the set with t E R+ and t+-) of the solutions of (3 1) are invariant sets of the original stable differential equation, where z~ LY .
4=v(y)+6,(y7t).
( 30) is=f(z&t6(Zg.t) with z~(O)=Z" .
Recall that the set S is said to be an invariant set Assume that the perturbed system (31) is an asymptotically autonomous system. Then the limit solution set of (31) is the limit solution set of (32). If the positive limit set of (32) is bounded, then 11z~-z11 is bounded as t+-. Proof: Let V be a continuous Lyapunov function defined on the set G cW". We define E to be the set of all points in the closure [2 13 of G, ( the closure of G will be denoted-by c),
Then LaSalle's invariance theorem [14] asserts that every solution of (32) approachesME as t+m. Thus the result of lemma 1 yields that the positive limit set of (31) is the positive limit set of (32), hencezs tends to some limit points of the unperturbed system in (32). Moreover, if the positive limit set of (32) is bounded, thenIlzs-zllis bounded as f+m.
From lemma 2, we can deduce that if Ah is the diameter of a ball which contains the limit set of (32) (i.e., Ilzs(r)-z(t)ll<Ah as t +-), then given any number h > A h , we can always find a time th, such that for t > fh we have Ilzs(t )-z(t)ll<h. The next lemma enables us to show that the trajectory of (31) fort E [O,t,] is bounded. Lemma 3 (Boundedness of the perturbed system). Consider the perturbed differential equation (31) and suppose that the mapping f: LY+P has a Lipschitz constant C,>O for llzll<-, and suppose that the perturbation Sv(zg,t) (31) and (32) 4.2 Boundedness of the Joint Motions using lemma 2 and lemma 3 to solve the asymptotic redundancy resolution problem, we arrive at the following propositions.
Proposition 1 ("he boundedness of q and 6) 1l we assume that the function v(q) in (1 1) is Lipschitz, then we can find a set Rqo (the set of the initial joint positions) such 'that the solutions of the adaptive control system (i.e., the parameter estimates and the joint positions) &e bounded for any time. Therefore with the adaptive control law given by (18) and (22), the solution of (12) is bounded for any time t, if the solution of the unperturbed system isboundedinl?,,.
Proof:
The adaptive system given by (12), (1 8) and (22) is an asymptotically autonomous system, as we have shown in corollary 1 that the perturbation term is a uniformly bounded time decreasing function. The set Iq I 114-v(q)11~Bp) can be taken as the compact set R in lemma 1. Thus lemma 2 and lemma 3 guarantee the boundedness of the adaptive system for all c if 4 the solution of (34) is bounded.
The boundedness of the unperturbed system will be studied in the next section. To obtain the boundedness of the control torque, we require the following assumptions. Assumptions '(Al) The desired paths nd(t), id(?) and id@) are bounded for all time t.
(A2) The Jacobian J ( 4 ) is a full rank continuously differentiable function matrix, that is, J ( q ) is of class C', r22 (i.e.. at least twice differentiable). (A3) The objective function H ( q ) given in (6) is a twice differentiable real valued function.
In assumption (A2) the full rank restriction of 
Jq=Xar ( Proposition 2 (The boundedness of q ).
Based on assumptions (Al), (A2) and (A3) Proof: Based on assumptions (Al), (A2) and (A3), and the boundedness of q and q, the reference velocity, v, and the reference acceleration, a, given by (28) and (29) respectively are bounded. Therefore the control torque is bounded. In the below, we will examine the boundedness of the unperturbed system by using a homeomorphic transformation of the coordinates. Recall that a homeomorphismt maps a continuous function to another continuous function, and a homeomorphism preserves the topological properties such as the openness, connectedness, and the convergence of a set [21] . We will find a homeomorphism which transforms the joint coordinates 4 into a decomposable coordinates 6 and c. Therefore the unperturbed system q=v(y) will be transformed into a cascade dynamic system, c=v&,5), and 6=v&). It will be shown that 6 is homeomorphic to the workspace coordinates x. The variable will be used to represent the dynamics on the self-motion manifold. The boundedness of q will be deduced from the boundedness of 5 and c. To find the homeomorphism, we will adopt the method used to prove the sufficiency of the Frobenius' theorem [ 131. We will construct a diffeomorphism which is based on the self-motion manifold. For any given x, all the joint positions q such that x=K(q), lie on the leaf of the selfmotion manifold. (The leaf of the self-motion manifold, a sub-manifold, will be denoted by Q?), this sub-manifold Qg is a connected region. By assumption N J ( q ) is nonsingular, thus the distribution A = k r (J)= span (Nj) is nonsingular. ' Ihe null space of a regular Jacobian matrix is always completely integrable, hence A is involutive. The distribution A has an annihilator A1 which is spanned by J, and Jis the exact differentials of the kinematic map K. The integrability of A allows us to construct the integral manifold by piecewise integration of every column of Here C(yo) is used to denote the connected regions of the self-motion manifold and C(qo) passes through the initial joint configuration yo.
We shall show that for c=<,+...+<,, K(q(t))=K(qo). Sincex=K(q), it suffices to show that x is unchanged whenever < varies locally, i.e., * Furthermore, this mapping is a diffeomorphism because it is a composition of the diffeomorphisms Q?. Hence this mapping satisfies to be a parameterization of the manifold. Lemma 5 (Decomposition of the coordinates). Given a kinematic mapping x=K(q), let U be the image of the joint space Q. At any point qEQcR", there exists a diffeomorphism F-':Q+U cw" which decomposes q into <ER and &W", such that
[<]-F-'(q). The mapping <(q) maps a point q on the self-motion manifold QN into <.
Proof:
We will construct the desired diffeomorphism on the given leaf of the self-motion manifold. Recall that N j is the orthogonal complement of the matrix J+. Assuming that the matrix J is of full rank and has the right inverse J', J+=JT(JJT)-', then the range space of J+ and the range space of JT are equal. As the domain space of any matrix is the directsum of its row space and its null space, then the domain of J is I? ' In the next lemma we will determine the relationships between the derivatives of (&5) and that of the joint position q.
As the distribution A=ker(J) is involutive, the diffeomorphism F has the property, (see 
