Fault diagnosis is an important technology to ensure the safe and reliable operation of equipment. Deep learning driven by big data brings new opportunities for fault diagnosis. Due to the diversity and complexity of the actual fault data distribution, a fault diagnosis algorithm based on non-negative sparse constrained deep neural networks (NSCDNN) and Dempster-Shafer theory (DST) is proposed in this paper. The deep neural network is trained by non-negative constraint and sparse constraint, which can learn part-based representation of fault data. The improved DST is combined with the classification confidence and accuracy of NSCDNN model, which can deal with the uncertainty of information from different sensors. Experimental results of the data provided by Case Western Reserve University Bearing Data Center show that the proposed NSCDNN-DST algorithm can improve the accuracy of fault diagnosis effectively. INDEX TERMS Fault diagnosis, deep learning, sparse autoencoders, Dempster-Shafer theory, sensors fusion.
I. INTRODUCTION
The safety and reliability of modern equipment operations directly affect the economic and social characteristics of industrial systems [1] . The fault diagnosis method, as the basic technology of equipment management, has become an important topic to ensure the reliable operation of equipment. In mechanical equipment, large rotating machinery such as fans, compressors and steam turbines are key production tools in modern enterprises such as petroleum, chemical, metallurgical and electric power [2] . An effective fault feature of a rotating machinery is that the machine is accompanied by abnormal vibration and noise during operation, and its vibration signal reflects the machine fault information in real time from the amplitude domain, the frequency domain and the time domain [3] . Therefore, extracting fault features of the rotating mechanical signal and then performing in-depth analysis is an important meanses of fault diagnosis.
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A. LITERATURE REVIEW 1) FAULT DIAGNOSIS METHODS
Fault diagnosis methods can generally be divided into two categories: mathematical model based methods and data-driven based methods. The mathematical model based approach builds accurate models through signal decomposition and then identifies faults through a complete mathematical derivation. Fu et al. [4] proposed a fault diagnosis method based on ensemble empirical mode decomposition (EEMD) and optimized Elman-AdaBoost, which realized the accurate diagnosis of rolling bearing fault under random noise. In [5] , a dynamic model of a high-voltage circuit breaker was established using the Lagrangian method, and then a mathematical analysis of the faults generated in the travel curve was performed to find the exact source of the fault. These methods based on signal processing and analysis have achieved great success in fault diagnosis. However, the mathematical model based methods rely on professional knowledge to extract features.
In contrast, data-driven based methods rely less on prior knowledge, which have been used in the field of fault diagnosis in recent years. The machine learning algorithm can distinguish faults based on statistical information of the signals. In [6] , a nonlinear manifold learning technique was developed to compress fault features, and then hierarchical neural network structures were used to perform fault classification. In [7] , an intelligent fault diagnosis scheme based on wavelet packet transform (WPT), distance estimation technique (DET) and a support vector regression (SVR)-based generic multi-class solver was proposed, in this case, the experiments were performed and validated using datasets from bearing and gearbox test rigs. Furthermore, a vibration-based commutator motor (CM) fault diagnosis method was proposed, which used MSAF-RATIO-50-SFC and RSoV to obtain the feature vectors, then the analysis was performed using classification methods such as nearest mean (NM) classifiers, linear discriminant analysis (LDA), and backpropagation neural networks(BNN) [8] . These machine learning methods can automatically identify faults based on artificial features, thus greatly reducing the manual work required for recognition. However, the traditional machine learning methods with shallow architectures highly rely on artificially extracted features as inputs. It is difficult to determine the most suitable features for extraction, and different features may lead to different diagnostic results [9] .
2) DEEP LEARNING-BASED APPROACHES
Deep learning is considered to be a significant breakthrough in machine learning, which can be used to further learn high-level essential features automatically based on inputs [10] , [11] . Unlike the traditional machine learning method which depends on the input itself, the deep learning method can learn the complex nonlinear relationship of input. These extracted high-level features are key to achieving satisfactory fault agnosis performance. As an unsupervised model, stacked autoencoder is one of the most widely used deep learning algorithms [12] . Tao et al. [13] proposed a deep neural network framework based on stacked autoencoder and softmax regression for bearing fault diagnosis, in addition, an integrated deep neural network method consisting of ten different structural parameter networks was proposed, which has better generalization capabilities. Hosseini-Asl et al. [14] demonstrated a new deep learning autoencoder network trained by a nonnegativity constraint algorithm that can learn features based on partial data representation. In order to overcome the disadvantages that traditional deep learning algorithms cannot extract high-level output-related features, a novel variable weight stacked automatic encoder (VW-SAE) was proposed for feature representation output layer-by-layer [15] . Through correlation analysis with the output variables, the network can identify important variables from the input layer of each autoencoder and assign different weights to the variables, and then stack them to form a deep network.
3) MULTI-SENSOR INFORMATION FUSION
Fault diagnosis is one of the most important methods for reliability analysis. However, it is difficult and unreliable to diagnose faults with only a single fault feature or sensor. In order to solve this problem, the fault diagnosis method based on multi-sensor information fusion has become a research hotspot [16] . Due to environmental and some other factors, the fault information provided by multiple sensors may have a certain degree of uncertainty [17] - [19] . Various theories have been proposed to deal with all kinds of uncertainties, such as Dempster-Shafer Theory (DST) [20] , evidential network [21] , [22] , belief entropy [23] , [24] , belief function [25] , Z-number [26] , [27] , D-number [28] - [30] , and so on [31] , [32] . As a generalized Bayesian theory [33] , DST [34] , [35] , also known as evidence theory, is a typical uncertainty reasoning method that can effectively deal with uncertain information. DST can process evidence when the prior information is unclear [36] , so it can be applied to a wide range of fields such as information fusion and decision making in uncertain environments. Basir and Yuan [37] introduced evidence theory into the field of fault diagnosis. They fused the multi-sensor evidence related to engine quality and gave fault diagnosis criteria by using the confidence and likelihood probability. In [38] , the transformation of the data obtained by the neural network method to the basic probability distribution was completed, the output of the local neural network or the decision tree classifier is expressed by DST, and combined to determine the fault detection and location in the system. These researches show that DST can deal with the inaccuracy and uncertainty of information effectively. These characteristics make it widely used in the field of information fusion, and it also plays a very important role in fault diagnosis.
However, further research has found that DST may lead to counterintuitive conclusions when dealing with high conflict evidences [39] . The methods to solve this problem can be roughly divided into two categories [40] . One is to modify the combination rule. Some researchers have proposed many improved combination rules, such as Yager method [41] , Dubois and Prade method [42] , Smets method [43] and so on [44] , [45] . A representative approach of them is a generic framework developed by Lefevre et al. [46] that unifies several classic combination rules. The other category of method is to modify the original data. The main idea is that the Dempster combination rule itself is not wrong, but the data may become highly conflicted during the fusion process. So many scholars choose to modify the original data to solve the problem. A typical approach is to incorporate average belief into the combination rule, which was proposed by Murphy [47] . Compared with other methods, it can not only deal with conflicts effectively, but also has a faster convergence rate. However, the disadvantage of this approach is that it does not consider the correlation between the evidence. Since different sensors have different reliabilities, it is unreasonable to assume that each evidence has equal weights in sensor fusion [48] . Therefore, it is important to determine the weight of each evidence before information fusion.
B. CONTRIBUTION
The analysis of most previous works indicates that the mathematical model based fault diagnosis method rely on professional knowledge to extract features, which are time consuming and difficult to implement. Traditional deep learning method doesn't perform well in terms of data reconstruction and robustness, and doesn't consider the problem of multi-sensor fusion. As a result, it can not deal with the uncertainty of information effectively and can not get reliable diagnosis results. In addition, deep learning networks generally require a large amount of data during the training process, a small amount of data may cause the deep network to appear as an underfitting problem. In order to enhance fault feature variability and deal with the uncertainty of information, we propose a fault diagnosis algorithm based on non-negative sparse constrained deep neural networks (NSCDNN) and improved DST. The contributions of this paper are as follows: (a) Non-negativity and sparsity constraints are imposed on the stacked autoencoders to improve data reconstruction and robustness. The NSCDNN model with stronger feature expression ability is applied to the field of fault diagnosis, which will further improve the accuracy of fault classification effectively. (b) An improved DST is proposed for sensor fusion or feature fusion. The algorithm uses the classification accuracy of NSCDNN as the weight of each sensor, and the weighted average operation is used to fuse information, which improves the accuracy of fault diagnosis effectively. (c) The NSCDNN model combined with DST is tried to apply in the few-shot fault diagnosis. A random extraction method is proposed to generate experimental data in time series to achieve data expansion. The experimental results indicate that the proposed NSCDNN-DST algorithm can achieve accurate diagnosis of faults in the few-shot condition. The rest of this article is organized as follows. In Section 2, the stacked autoencoder model and the DST are briefly introduced. In Section 3, the NSCDNN-DST algorithm is described in detail and compared to existing algorithms. Then, the proposed method was verified with the data from the Case Western Reserve University Bearing Data Center and the few-shot data of the motor rotor in Section 4. Finally, in the Section 5, the main contributions of this paper are summarized and the future work prospects are put forward.
II. PRELIMINARIES A. DEEP LEARNING USING STACKED AUTOENCODERS WITH FINE-TUNING
An autoencoder neural network uses unsupervised learning to reconstruct its input vector at the output through a hidden layer [49] , the basic structure of the autencoder is shown in Figure 1 . Essentially, an autoencoder tries to learn a function 2 } are the weights and biases of encoding and decoding layers. Firstly, the input vector is mapped to the hidden layer during the encoding process
, which is an elementwise application of the logistic sigmoid. Then, the generating hidden representation h is mapped to the reconstructed vectorx during the decoding processx
Finally, the average reconstruction error is used to minimize the mean square error of each sample in each dimension
where m is the number of training samples. Hinton et al. [50] proposed to build a deep network using greedy layerwise training algorithm, where each layer is pre-trained separately by unsupervised feature learning. In this method, the deep autoencoder network is pre-trained, that is, the multi-layer autoencoders are gradually trained. Then, the hidden activities of the previous layer are used as the input of the next layer to form stacked autoencoders(SAE), the hidden activities of the last autoencoder are entered into the softmax classifier for training in supervised mode. The cost function of the softmax classifier is defined as
where m is the number of samples, k is the number of classes, w p is the input weight vector of the pth softmax node, and W is the weight matrix of all nodes in the softmax layer. Finally, stack the trained SAE and softmax layers, and fine tune the network in supervised mode. The cost function for finetuning the deep network is
where W DN contains the input weights of SAE and softmax layer, b DN is the input bias of SAE layers. The structure of SAE deep network with supervised fine-tuning process is shown in Figure 2 . 
B. DEMPSTER-SHAFER THEORY
The DST is a kind of uncertain reasoning theory, also known as evidence theory, which was first proposed by Dempster [34] and further developed by Shafer [35] . In this section, we focus on introducing some of the basic concepts used in DST. Let be an exhaustive set of all possible values of the variable x, and the elements in are mutually exclusive, then is called the identification framework
The power set of is defined as 2 , when the elements number of is n, the elements number of 2 is 2 n , and each element of the power set corresponds to a proposition (subset) about the possible value of variable x. Assume there is a subset A(proposition) belonging to , map it to the basic probability assignment(BPA) m(A) by function m, which satisfies the following formula
where the basic probability assignment m(A) indicates the degree of evidence support for proposition A, and φ represents an empty set. If A ⊆ and A = 0, we call A is a focal element of m.
Due to different sources of information, different probability assignment functions are often obtained for the same identification framework. Within the framework of DST, data fusion consists in obtaining a single belief function by combining multiple belief functions from different information sources. Dempster proposed to use orthogonal sum method to combine these function:
Suppose m 1 , m 2 , . . . , m n are n basic probability assignment functions (also known as belief function) on 2 , Dempster's rule of combination is defined as
The significance of combining belief functions with the orthogonal sum operator is scaling the fusion results proportionally to the conflicting mass k. This method can realize normalization to preserve some basic properties of the belief functions, and studies show that it is logical [51] . The Dempster's rule of combination can realize the fusion of evidence without priori information, and can represent and process uncertain information more effectively than probability theory. In addition, it has some interesting mathematical properties such as commutativity and associativity. These characteristics have made it widely used in the field of information fusion.
III. A NEW FAULT DIAGNOSIS METHOD BASED ON NSCDNN-DST MODEL
In order to improve the feature expression ability of the traditional SAE model and fuse fault information from different sensors, this paper proposes a new fault diagnosis method based on NSCDNN-DST model. The new algorithm can not only improve the data reconstruction ability and robustness, but also deal with the uncertainty of information effectively in combination with evidence theory, thereby further improve the accuracy of fault diagnosis. The proposed model is mainly composed of two aspects: improving the stacked autoencoders algorithm for fault classification and improving the DST for information fusion. A brief framework diagram of the proposed NSCDNN-DST algorithm is shown in Figure 3 . The fault classification model is established by NSCDNN, which has strong feature expression ability and good robustness. Next, the classification confidence obtained by NSCDNN is input into the DST model for information fusion. 
A. DEEP LEARNING USING THE NON-NEGATIVE SPARSE CONSTRAINED STACKED AUTOENCODERS
In this part, a new deep learning network for fault classification is proposed, which is trained by the non-negative sparse constrained stacked autoencoders to learn a sparse, parts-based representation of data. The parts-based representation in the autoencoder network can improve its ability to disentangle the hidden structure of the data, and produce a better reconstruction of the data. One perspective is that perception of the whole based on perception of its parts. Ideally, the part-based representation is implemented by decomposing the data into multiple parts that, when combined, they generate original data. In [52] the authors demonstrated an algorithm for non-negative matrix factorization, which is distinguished from other methods by its use of non-negativity constraints. These constraints lead to a parts-based representation because they allow only additive, not subtractive combinations. To achieve this goal, we impose the non-negative constraint and sparsity on the weights W , which means that only a small number of entries in each column vector of W could remain non-zero [14] .
Sparse autoencoder provides a simple interpretation of the input data by imposing meaningful limitations on the parameters, which helps to discover the underlying structure of the data. An effective way to impose sparsity is using the Kullback-Leibler (KL) divergence function to limit the activation degree of the hidden layer [53] . In sparse autoencoder model, the average activation of a hidden unit j is defined aŝ
where h j (x (r) ) is the activation of hidden unit j for the input x (r) . We impose sparsity by limiting the average activationp j = p (p is the sparsity parameter), that is, minimizing the KL divergence betweenp j and p
wherep is the vector of average hidden activities. In addition, to prevent overfitting, we add a weight decay term to the cost function [54] . So the final cost function for the sparse autoencoder network is (12) where β and λ are parameters of the sparsity penalty term and the weight decay penalty term respectively, and s l denotes the size of the lth layer.
In order to impose a non-negative constraint on the weight W , we replace the weight decay term in equation (12) with a quadratic function [55] . The cost function for NSCDNN is
β and α are parameters of the sparsity penalty term and the non-negative weights constraint penalty term respectively, and α ≥ 0. Minimizing the cost function of NSCDNN can reduce the average reconstruction error, increase the hidden layer activation sparsity, and reduce the non-negative weights per layer.
The back propagation algorithm [56] is used to update the weights and biases in the cost function of NSCDNN, where the derivative with respect to the weights consists of three items: ∂ Then, multi-layer of non-negative sparse constrained autoencoders(NSCAE) are gradually trained to form a deep network. Each layer of NSCAE is pre-trained separately by unsupervised feature learning, and the hidden activities of the previous layer are used as the input of the next layer to form a non-negative sparse constrained stacked autoencoders. Then, the hidden activities of the last autoencoder are entered into the softmax classifier for training in a supervised mode. In our method, the weights of the softmax classifier during training is also subject to non-negative constraints, therefore, the cost function of non-negative constrained softmax classifier is defined as
where s L represents the number of hidden nodes of the last autoencoder layer, and f (·) is used to penalize the negative weights in the softmax layer. The final step of the deep network training is to fine tune the network for optimal classification in a supervised mode. The cost function of fine-tuning the deep network is
where W DN represents the input weights of NSCDNN and softmax layer, b DN represents the biases input of NSCDNN layers. The structure of NSCDNN deep network with supervised fine-tuning process is shown in Figure 4 , and the structure diagram of non-negative sparse constrained autoencoder in the deep network is shown in Figure 5 (taking the first layer of NSCDNN as an example).
B. SENSORS FUSION USING THE IMPROVED DEMPSTER-SHAFER THEORY
In the Dempster-Shafer combination rule, k is a coefficient that measures the conflict degree between evidences, called the conflict coefficient. When k → 0, it means that there is almost no contradiction between m 1 and m 2 , while if k → 1, it indicates a high degree of conflict between them. Although the Dempster's rule of combination can represent and process uncertain information more effectively, when evidences are highly conflicting, the combination result is always contrary to common sense. Zadeh has given an example as follows [39] : Assuming the identification framework = {A, B, C}, there are two BPAs assigned as The original evidences m 1 and m 2 both highly support the focal elements A and C, and the support degree for B is very low. However, the fusion result show that it is fully supported for the focal element B, which is unreasonable.
In this section, on the basis of Murphy's method [47] , we propose a new method based on the classification accuracy output by the NSCDNN model, and the calculation process is shown in Figure 6 . The proportion of NSCDNN classification accuracy is used as the weight of each evidence, then the weighted average of the multi-source evidence is calculated, and finally the information is fused by the Dempster combination rule. This method not only remains all the advantages of Murphy's method, for example, it has stronger robustness and faster convergence speed, but also considers the correlation between the evidence.
The NSCDNN model is used to establish the mapping from the fault feature space to the evidence space. The fault data corresponding to different sensors is input into the network, and the deep network outputs the confidence value corresponding to the fault mode to be diagnosed. Suppose that the identification framework has j fault modes, which are detected by q sensors, then a certain hypothesis set = {{F 1 }, {F 2 }, . . . , {F j }}, and the original evidence is established by normalizing the network output results:
where p ij is the confidence value which is output by the NSCDNN deep network. The weight of each sensor can be calculated using the classification accuracy of the NSCDNN:
Acc s i (20) where Acc s i is the classification accuracy of each sensor output by the NSCDNN deep network. Then, by weighted average combination method we can get a new piece of evidencem(F), which is represented as
In the end, we should combine the new BPA for (q − 1) times by Dempster combination rule, the fusion result can be obtained
The direct use of Dempster combination rule can't determine the fault type of equipment accurately when dealing with high conflict evidence. Murphy's method hope to make up for this deficiency by averaging the evidence, but it still can't judge accurately without considering the correlation between the evidence. The improved DST proposed in this paper uses the confidence value output by the NSCDNN network to generate BPA, and determines the weights of evidence according to the classification accuracy of sensors, then performs weighted average fusion. One advantage of this approach is that the determination of evidence weights is entirely data driven and doesn't require a priori information from the sensors. Another advantage is that the evidence still remains the set of BPA properly and the redundant information is left for the conflicting information. So we can still fuse information effectively in the event of high conflicts. From this perspective, the new approach has stronger robustness, and further improves the accuracy of decision making by NSCDNN network.
C. NSCDNN-DST METHOD
The detailed process of fault diagnosis method based on the NSCDNN-DST algorithm can be summarized as follows:
Step 1: Pre-training process of the NSCDNN model. (a) The fault data obtained by the sensors is taken as the original input x, which is input into the non-negative sparse constrained autoencoders. The encoding and decoding process are performed in an unsupervised mode. The weights are limited by non-negative constraints, and the active nodes in the hidden layer are limited by sparsity constraints. The first hidden layer h 1 is obtained by minimizing the reconstruction error ofx and x in equation (13) using a backpropagation algorithm. (b) When training the second layer, using the first hidden layer h 1 as the input layer, repeat step (a) and obtain the second hidden layer h 2 . The training process of the third layer is similar with the second layer. Then, the unsupervised pretraining NSCDNN process is completed layer by layer, and all hidden layers are acquired to form the stacked non-negative sparse constrained autoencoders. Step 3: Sensors fusion using the improved DST. (d) From step (c), the NSCDNN deep network outputs the confidence value corresponding to the fault mode to be diagnosed, then the original evidence(basic probability assignment) is established by normalizing the network output results. (e) Calculate the weight of each sensor based the classification accuracy which is output by the NSCDNN network during the test process, then, we can get a new evidence using the weighted average method. Finally, we should combine the new BPA for (n − 1) times by Dempster combination rule, the fusion result can be obtained, that is, the final result of the fault diagnosis. The overall structure of the NSCDNN-DST network is shown in Figure 7 .
IV. EXPERIMENTAL VERIFICATION
This section reports the proposed method for performance testing of a baseline fault data set and a few-shot fault data set in the fault diagnosis application. A deep network using NSCDNN as a building block is trained, and the improved DST is used for information fusion. We use Mechanical-datasets as the baseline fault data to evaluate the diagnosis performance of this new method. In addition, the motor rotor data set is used as a few-shot data set to demonstrate the effectiveness of our proposed method for fault diagnosis in few-shot situations.
A. FAULT DIAGNOSIS FOR THE BASELINE FAULT DATASET 1) DATA DESCRIPTION
Mechanical-datasets are obtained from the Case Western Reserve University Bearing Data Center website [57] . The structure of the bearing test bench is shown in Figure 8 . It consists of an electric motor, a torque sensor, a dynamometer and control electronics. The single-point faults are introduced into the test bearings, and the bearing test stand detects the fault data of different fault diameters corresponding to each fault position under different bearing loads. The data set includes VOLUME 8, 2020 three fault positions (bearing rolling element, inner raceway, outer raceway), each fault position is corresponding to three fault diameters (0.007 inches, 0.014 inches, 0.021 inches), and the fault data for each fault diameter is measured under 4 kinds of bearing loads (0, 1, 2, 3) . The detail information of the fault data is shown in Table 1 . For example, for the fault position of bearing rolling element, the fault data corresponding to 0.007 inches diameter under 0 bearing load constitutes a matrix with the size of 122571 × 3.
Under different loads, the fault signal waveforms of three fault types corresponding to each fault diameter are shown in Figure 9 . It can be seen from the figure that it is difficult to distinguish different fault types due to the similarity of some signals. In this experiment, the fault data corresponding to different fault diameters is taken as the detection data of different sensors, and the detection data under four bearing loads represents four characteristics of the fault respectively. Therefore, three sample sets with 4 dimensions are generated.
2) EXPERIMENT PROCESS AND RESULTS
For the model construction and testing, 50% of the samples are used as the training set, and 50% are used as the testing set. All training samples and testing samples are randomly generated. The NSCDNN adopts the structure of three hidden layers, and the number of nodes in each layer is 4-64-16-4-3. The non-negative constraint parameter is set to 3e-4, and the sparsity parameter is set to 0.45. The maximum number of network iterations is set to 800.
During the experiment, we investigate the extracted features of fault data by the proposed network. Some features extracted by the NSCDNN model are plotted in Figure10. From this we can see that the features extracted by the deep network become sparser and easier to identify than the original signal data. When the training process is completed, the trained network is used to predict the fault labels of the testing set. The Average Accuracy (AA) and Kappa Coefficient (KC) are calculated for evaluating the classification results of our method, which are shown in Table 2 . For each sensor, 10 trials are performed to obtain an average value. From the testing results it can be seen that with the NSCDNN deep network, the Average Accuracy of the three sensors is 56.029%, 79.437%, and 74.106%, respectively. After the information fusion using the improved DST, the accuracy of the fault diagnosis is up to 89.965%, which is higher than the classification results of any single sensor. 
3) COMPARISON AND DISCUSSION
In order to verify the effectiveness of the NSCDNN algorithm, SAE network with the same structure is also used for fault classification. The comparison between SAE and NSCDNN is also shown in Table 2 . The result shows that comparing with the traditional SAE network, the accuracy of three sensors using the NSCDNN algorithm are all improved to some extent, indicating the effectiveness of the NSCDNN model in fault classification applications. In addition, the experiment also combines SAE with the improved DST and compares it with the NSCDNN-DST method proposed in this paper. The experimental results show that the Average Accuracy of the NSCDNN-DST algorithm for fault diagnosis is 5.378% higher than the SAE-DST algorithm, and the Kappa Coefficient is 8.066% higher, which proves the validity of the proposed NSCDNN-DST algorithm. To show the effectiveness of the proposed NSCDNN-DST algorithm more intuitively, the four algorithms are compared in Figure 11 .The fault diagnosis accuracy of SAE network is represented by the average of three sensors test accuracy, and the calculation result of Average Accuracy is 67.735%.
The Average Accuracy of SAE-DST network for fault diagnosis is 84.587%, and the improvement is 16.852%. Similarly, the Average Accuracy of NSCDNN is 69.857%, and the Average Accuracy of NSCDNN-DST network is 89.965%, with an increase of 20.108%. Comparing NSCDNN and SAE-DST, we can see that the accuracy of NSCDNN is lower than that of SAE-DST, this result shows that the improvement of the NSCDNN algorithm over the SAE algorithm is still not comparable to that of the DST algorithm. It also proves that the performance of the non-negative and sparsity constraints will affect the quality of the SAE algorithm, but it is not sufficient to rely solely on improving the constraints. The comparison between SAE and SAE-DST shows that the Average Accuracy can be improved by 16.852%, while the accuracy of NSCDNN-DST grows by 22.230% compared with that of the SAE. This comparison indicates that the proposed DST algorithm is better when combined with NSCDNN.
B. FAULT DIAGNOSIS FOR THE FEW-SHOT FAULT DATASET 1) DATA DESCRIPTION AND PROCESSING
The effectiveness of the proposed method in few-shot situation is verified by taking the motor rotor fault diagnosis as an example. The experimental equipment is a ZHS-2 multi-functional flexible rotor test stand, and the vibration displacement sensor and the acceleration sensor are arranged in the horizontal and vertical directions of the rotor support respectively to collect the rotor vibration signal [58] . The vibration signal is transmitted to the upper computer through the HG8902 collection box, and then the fault feature data is obtained by using the HG8902 data analysis software in the LabVIEW environment. The experiment set up three types of faults, including unbalanced rotation, rotor misalignment and pedestal looseness. Three features corresponding to each fault are collected, and each feature is represented by a 200-dimension vector, which is shown in Table 3 . In this paper, the few-shot fault data is divided into three categories according to the fault type and the corresponding three labels are set. The waveforms of the fault signals for each fault type are shown in Figure 13 . Due to the small amount of original data, a random extraction method is used to generate experimental data in time series to achieve data expansion. The specific method is: Extracting 100 data from the 200-dimension vector of each feature and taking them as a group, randomly extracting 20 dimensions from each group as a time series, extracting 1000 times repeatedly, that is, 1000 samples are generated, then for three fault types under one feature, a matrix with the size of 20 × 3000 can be generated as the training data. Similarly, 20-dimension data is also randomly extracted from the remaining 100 data of each feature, and 2000 extractions are repeated. Finally, the testing data with the size of 20 × 6000 is generated for one fault feature.
2) RESULTS AND DISCUSSION
During the experiment process, the NSCDNN model adopts the structure of two hidden layers, and the number of nodes in each layer is 20-196-20-3. The non-negative constraint parameter is set to 3e-6, and the sparsity parameter is set to 0.45. The maximum number of network iterations is set to 5000. During the experiment, we investigate the extracted features of fault data by the proposed network. Some features extracted by the NSCDNN model are plotted in Figure10. From this we can see that the features extracted by the deep network become more abstract and regular than the original signal data. In order to facilitate comparison with traditional methods and verify the effectiveness of the proposed method, the SAE network with the same structure is also set for fault classification. When the training process is completed, the trained network is used to predict the labels of testing data.
The accuracy is calculated for evaluating the classification results of the deep learning algorithms, which is shown in Table 4 . For each feature, 10 trials are performed to obtain an average value. From the testing results it can be seen that with the SAE deep network, the Average Accuracy of the three features is 82.133%, 70.900%, and 66.800%, respectively. And for the NSCDNN algorithm, the Average Accuracy of the three features is 75.533%, 88.950%, and 72.933%, respectively. Compared with the SAE network, the classification accuracy of feature 2 and feature 3 are both higher when using the NSCDNN algorithm, indicating that the feature extraction performance of NSCDNN is better. In addition, the experimental results show that the random extraction method proposed by this paper is effective for data expansion, which makes the possibility of fault classification in few-shot situation using deep learning method to be realized.
In order to show the effectiveness of the proposed NSCDNN-DST algorithm more intuitively, the four algorithms are compared in Figure 14 . The fault diagnosis accuracy of SAE and NSCDNN is also represented by the average of three features test accuracy, and the calculation results of Average Accuracy are 73.278% and 79.139%, respectively. After the information fusion using the improved DST, the Average Accuracy of the SAE-DST algorithm is 99.700%, while the result of NSCDNN-DST algorithm is up to 100%, which are large improvements comparing with the directly using of SAE and NSCDNN. This indicates that the proposed NSCDNN deep network combined with DST algorithm can achieve accurate diagnosis of faults in the few-shot condition. 
V. CONCLUSION
s In this paper, a fault diagnosis algorithm named NSCDNN-DST is proposed to learn effective features and fuse information from multiple sensors. Experimental results from the data provided by Case Western Reserve University Bearing Data Center demonstrate that the proposed NSCDNN-DST model is able to enhance the performance of fault diagnosis. The NSCDNN algorithm is trained with non-negative and sparse constraints, which is proved to learn features that show part-based representation of fault data. The improved DST is proposed to fuse the classification confidence of different sensors, which can deal with uncertainty and instability of information effectively. Moreover, another experiment with few-shot data indicates that the proposed NSCDNN-DST algorithm can achieve accurate diagnosis of faults in the few-shot condition.
Future research can use the generative adversarial nets(GAN) to achieve data expansion, and further extend the applicability of deep learning methods under few-shot conditions for fault diagnosis.
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