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Abstract 
Convoy Movement Problem (CMP) is a network optimization problem which consists of routing and scheduling military convoys 
between specific origin-and-destination pairs adhering to certain strategic constraints. This being an NP-hard problem intrinsically, 
the practical difficulty in obtaining exact solutions even for problems of modest size necessitates for quick solution procedures. As 
there is hardly any work related to the usage of Ant Colony Optimization (ACO) algorithms on CMP in the literature, this study 
examines the efficacy of ACO on CMP. The proposed version of ACO considers multiple ant colonies and introduces penalties 
while updating the trail as well as in the objective function whenever there is a violation of certain constraints. In this algorithm, a 
separate ant colony with unique pheromone deposits is assigned to each convoy and accordingly the trail of each colony is updated 
disregard to the pheromone trails of other colonies. The results obtained from this procedure are quite encouraging for a good 
number of problem instances. Sensitivity analysis is performed to assess the relationship between the number of ants (N) present 
in each colony, quality of the final solution and computational time. Lower the value of N, better the computational time but the 
quality of solution declines if N is chosen less than a certain threshold value due to insufficiency of ants. 
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1. Introduction 
1.1. Convoy Movement Problem (CMP) 
To undertake missions such as armed conflict, humanitarian relief and peacekeeping, defense establishment would 
need to move large number of personnel and equipage from their home bases to the regions of conflict, threat or crisis 
as swiftly as possible. During the process of military deployment, each unit moves as a convoy, consisting of fleet of 
vehicles which include food, clothing, medicines and personnel involved in support services apart from arms and 
ammunition. The group of vehicles in each convoy travel nose to tail with a gap of 50-100m between them. Each 
convoy is associated with an origin-and-destination pair between which it has to travel across a limited route network 
to achieve the objectives of the mission. Specially designed high capacity transporting vehicles, called as transporters 
are used to carry Armored Fighting Vehicles (AFVs) such as tanks and armored personnel carriers in order to reduce 
the physical wear and mechanical failures that might occur to them when moved directly over the ground. During 
emergency situations like wartimes or calamities, convoys continue to move until they reach their respective 
destinations without halting en route except for very few minor halts for food or out of fatigue. However, during 
peacetimes, the convoys are allowed to halt at nodes for considerable amount of time as and when required depending 
on time and several other traffic risks with an intention to have the least disruption of regular activities. 
 
The term conflict is referred to a circumstance where two or more convoys cross each other along the same road 
(edge), which is strictly forbidden. Moreover, when two convoys travel along the same road in the same direction, the 
roads (edges) may not have enough load bearing capacity and/or width to accommodate two convoys simultaneously. 
Hence, a minimum headway has to be maintained between them to avert accidents. This problem of efficient planning 
of the movement of convoys from their respective source nodes to the corresponding destination nodes in order to 
minimize the sum of arrival times of all the convoys at their respective destinations adhering to certain strategic 
constraints like, no convoy stops en route and no two convoys cross or overtake each other along the same road with 
the minimum headway time always being maintained is known as Convoy Movement Problem (CMP). 
1.2. Ant Colony Optimization (ACO) 
Ant colony optimization is a meta-heuristic technique which uses artificial ants to find solutions to combinatorial 
optimization problems. It is a part of larger field of swarm intelligence in which scientists study the behavior patterns 
of ants, bees and many other social insects in order to simulate the processes. The artificial ants which mimic the 
behavior of real ants possess enhanced abilities such as 
x Knowledge about distance to other locations 
x Not being completely blind. 
x Memory of past actions. 
x Living in an environment where time is discrete. 
A chemical substance known as pheromone trail is responsible for the communication among the ants. When an 
ant travels, it lays a constant amount of pheromone along the path, thus marking the path by a trail of this substance. 
When each ant moves in a somewhat random fashion and encounters a pheromone trail along a path, there is a high 
probability that it follows the path. Thus it reinforces the trail with its own pheromone and increases the probability 
of the next ant choosing the path. Therefore, the more ants that travel on a path, the more attractive the path becomes 
for subsequent ants, similar to autocatalytic behavior. Hence, the process is characterized by a positive feedback loop, 
where the probability with which an ant chooses a path increases with the number of ants that previously chose the 
same path. 
Secondly, an ant using a shorter route to a food source will return to the nest sooner and therefore, mark its path 
twice, before other ants return, which directly influences the selection probability of the next ant leaving the nest. 
Over the course of time, as more number of ants traverse through the shorter paths, faster accumulation of pheromone 
takes place along these paths. The evaporation of pheromone makes routes less desirable to travel. However, with the 
5 Kasinadhuni Shyama Krishna and P.N. Ram Kumar /  Procedia - Social and Behavioral Sciences  189 ( 2015 )  3 – 16 
continued random selection of paths by individual ants, alternate routes are discovered and successful navigation is 
insured around the obstacles that interrupt a route. Hence the general ACO simulates the behavior of ant colonies in 
nature as they forage for food and finds the most efficient routes from their nest to food sources based on the 
pheromone trials laid by the ants. 
 
As CMP is an adaptation of the model proposed by Higgins et al. for scheduling trains on single track, which has 
been proved to be an NP-Hard, the necessity for quick solution procedures is due to the practical difficulty in obtaining 
exact solutions even for problems of modest size. For such problems, the use of heuristics is considered to be a 
reasonable approach in finding solutions and this work proposes a meta-heuristic algorithm which is a modified Ant 
Colony Optimization (ACO) based on multiple ant colonies. In this work, we consider the CMP during wartime and 
allocate a unique ant colony to each convoy i.e., the pheromone trial of each ant colony is distinct. Accordingly, the 
trial of each ant colony is updated disregard to the pheromone trials of other ant colonies. Moreover, penalties are 
considered while updating the trail and in the objective function whenever there is a violation of the constraints. 
 
The remainder of this paper is organized as follows: Section 2 presents a brief literature review. Section 3 provides 
a detailed description of the proposed ACO algorithm, followed by the test data sets used to illustrate the performance 
of it in Section 4. While Section 5 analyzes the results obtained, Section 6 and 7 discusses the scope for further work 
and summary, respectively. 
2. Literature review 
The literature available on Convoy Movement Problem is sparse. The models that address the problem of convoy 
routing and scheduling are categorized under the name of military mobility models. Only the models that are 
considered to be most relevant to CMP are presented here. 
 
Bovet et al. (1991) proposed a convoy scheduling problem for scheduling the movements of a collection of convoys 
along the same road to reach different destinations. The movements were subjected to two key constraints, namely, 
(i) each convoy has to depart from its origin during a pre-specified time window and (ii) Convoys must not pass or 
cross each other along the road. Two formulations were proposed for this problem: one, based on integer programming 
and the other, based on graphs. Tabu search was used in solving the problem and compared with a mixed integer 
programming package.  
 
Lee et al. introduced the convoy movement problem and described three approaches for minimizing the total travel 
time and the travel span of convoys: 
1. A branch-and-bound algorithm for solving a basic version of the CMP with delays. 
2. A hybrid approach based on Genetic Algorithms (GA) and branch-and-bound (GA to compute the delays and 
B&B algorithm to compute the paths) 
3. A pure GA based approach to compute the delays as well as paths associated with convoys. 
All the proposed approaches were tested on hypothetical data as well as on real life scenarios. The authors 
concluded that incorporating start delays improves the quality of the convoy routes. They stated that the quality of the 
solutions could enhance further by allowing delays at certain intermediate nodes. 
 
Based on the concept of a time-space network for a simplified version of the model, Chardaire et al. introduced an 
integer programming model. Lagrangian relaxation was applied and the dual function was evaluated using a modified 
version of Dijkstra’s algorithm. Though the authors acknowledged the existence of constraints against crossing and 
overtaking, they had simplified their model by dropping them. They suggested the development of mathematical 
models incorporating convoy waiting at intermediary nodes as a possible extension to their work. Kress addressed a 
related problem of moving military units quickly and efficiently from one zone to another using transporters that carry 
the armored fighting vehicles (AFVs). Three generic transportation strategies were examined by the authors, viz., 
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Fixed unloading point, Variable unloading point and Flexible strategy in which both loading and unloading points 
may vary from one tour to another. The efficiency of each specific transportation plan, within a given generic strategy 
was evaluated on the criterion of minimum accumulation time. 
 
Akgun and Tansel introduced the Deployment Planning Problem (DPP) which can be defined as the problem of 
planning the physical movement of military units stationed at geographically dispersed locations from their home 
bases to their destinations, subject to the constraints on routing, scheduling and on various types of transportation 
assets. A mixed integer program model was proposed where the problem begins at a point when the routing decisions 
have been already taken and focus is on the optimization of transportation. Assuming convoys to be of zero length, 
they considered an online version of the CMP, where convoy demands arise dynamically over time and proposed 
approximate algorithms for solving the problem. 
 
Noting that there is hardly any usage of ACO algorithms on CMP and most of the existing models solve the problem 
by relaxing critical constraints, this work proposes a modified ACO algorithm by considering all the strategic 
constraints of CMP based on the model developed by Kumar and Narendran in Integer Programming formulation for 
Convoy Movement Problem. 
3. Modified Ant Colony Optimization (ACO) algorithm 
3.1. Overview 
In this work, a separate ant colony with unique pheromone deposits is assigned to each convoy. Unique pheromone 
deposits imply that, the route of an ant of a particular ant colony is dependent on the pheromone trail of that ant colony 
only and the pheromone deposits of other ant colonies play no part in determining the route of this ant. The main 
reasoning behind the consideration of multiple ant colonies is that the routes of the convoys are independent of each 
other except for a few constraints, viz.: 
a) No-overtaking constraints. 
b) No-crossing constraints. 
These are taken care by introducing penalties while updating the trail as well as in the objective function, whenever 
there is a violation of the above two constraints. 
3.2. Route construction 
During the initialization phase, all the edges are filled with an initial trail of some value. The respective source 
nodes and the destination nodes of all the ants for a particular ant colony are the same. The first element in the tabu 
list of all the ants of each colony is set to the corresponding source node of the ant colony. Every tabu list of an ant 
consists of the nodes already visited by the ant. Thereby, it is taken care that the already visited nodes are not re-
visited. The tabu lists of each ant are updated until all the ants reach their respective destination nodes. A transition 
probability function determines the node to be traversed from the present node. It consists of two desirability 
measures, namely, trail (W) and visibility (K). Trail is the pheromone deposit of the ants of the considered ant colony 
along the edge and visibility is the reciprocal of distance of the edge. The probability function which is responsible 
for the route construction is, 
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where, ߬௜௝௖  is the amount of pheromone trail of cth ant colony along the edge (i,j); ߟ௜௝ is the visibility factor along the edge (i,j); 
ݐܾܽݑ௖௞ is the tabu list of kth ant of cth colony; α and β are the parameters that control the relative importance of the trial versus 
visibility; ݌௜௝௖௞ is the transition probability from node i to node j for the kth ant of cth colony. 
 
Accordingly, for each set of probabilities from the present node to the rest of the untraversed nodes, a random 
number between 0 and 1 is generated. The probabilities are added cumulatively and the node, at which the sum exceeds 
the random number, is selected to be the node to be traversed next. This random procedure helps in exploring the 
routes untouched by giving more weightage to the probabilities. 
 
After the tabu lists of ants of all colonies are filled completely until their respective destination nodes, the tour 
lengths of all the ants are computed.  
3.3. Computation of penalties and objective function 
An ant representing a convoy is selected from every ant colony making up a combination. Thus there is only one 
ant from an ant colony in a combination. All the possible combinations are generated and for each such combination, 
penalties are computed whenever there is a violation of the two constraints stated above. Both penalties and objective 
function are calculated for every combination. 
 
Identification of violation of constraint a: 
 
As each ant colony represents a convoy, for a pair of ant colonies in a particular combination, if there exists a 
common edge among them and if the difference in the time taken to travel from the respective initial nodes to the 
common node for both the ants is less than the minimum headway time then, a penalty is assigned to the pair of ant 
colonies. Likewise, the penalties are computed for all possible pairs of ant colonies and are summed up to give the 
overall penalty in violating the no-overtaking constraint in the combination. 
 
Identification of violation of constraint b: 
 
Similar to the estimation of penalty for the constraint a, for a pair of ant colonies in a particular combination, if an 
edge is common to the two ants and if the difference in the time taken to travel from the respective initial nodes to a 
node of the common edge for both the ants is less than the time taken to traverse through the common edge, then a 
penalty is assigned to the pair of ant colonies. The sum of penalties of all possible pairs gives the penalty in violating 
the no-crossing constraint in a combination. 
 
The sum of the tour lengths of all ant colonies and the penalties gives the value of the objective function (H) for a 
combination. For all the combinations, objective function is computed and the minimum of all is finally stored in H. 
3.4. Trial updating 
The pheromone trails of the ants are to be updated to reflect the ant’s performance and the quality of the 
solutions found. This updating helps in the improvement of subsequent solutions and is a key element to the adaptive 
learning technique of ACO. After the completion of a cycle, the trail is updated according to the following equation. 
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where, ο߬௜௝௖௞is the quantity per unit of length of trail substance laid on edge (i,j) by the kth ant of the cth colony and max_ants is 
the total number of ants in each ant colony. 
 
Here, among all the generated combinations, the best combination in which the objective function takes the 
minimum value is chosen. ο߬௜௝௖௞is calculated only with respect to the corresponding best ant(k) in each colony in the 
following manner. 
For every colony ‘c’, 
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here, k is the best ant of cth colony corresponding to the best combination only. ܳ is a constant, ܮ௖௞ is the tour length of the kth 
ant of cth colony. ܩ௖ is the total penalty due to the two constraints by the cth colony in the best combination. i.e., it includes the 
penalties of the pairs of ant colonies in which the colony ‘c’ is present. ܮ௠௔௫ is the maximum tour length among all the ants and ܯ 
is the minimum penalty. 
 
Instead of conventionally setting a value of zero when an ant doesn’t traverse through an edge, a value of 
ܳ
ሺܮ௠௔௫ ൅
ெ
ଶሻ
൘  is given to account for the positive updating of trial along the edges in which conflicts/overtaking are 
present and hence to explore the untouched edges. i.e., if there are any violations of the constraints, ܩ௖would be 
greater than or equal to ܯ and the trail is incremented along the traversed edges to a little extent even when there 
are conflicts/overtaking. Since these are to be strictly avoided, this value is given to the untraversed edges in order to 
counterbalance the increment of the trail when there are violations. 
 
This updating encourages the use of shorter routes along which there are no violations of the constraints and the 
probability that the subsequent routes include the arcs contained in the best solution, increases. For a predetermined 
number of iterations, this process is repeated and the best solution from all of the iterations is presented as an output 
of the model, which represents a good approximation of the optimal solution for the problem. 
3.5. Algorithm 
1. Set an initial value of trial over all the edges present and set NC = 1. 
2. Clear all the elements of all tabu lists and set the source node of each convoy as the first element of tabu lists 
of all ants of the colony corresponding to the convoy. 
3. Find all the probabilities from the present node to the rest of the untraversed nodes for an ant. 
4. Generate a random number R between 0 and 1. 
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5. Add the probabilities cumulatively until this value V exceeds the random number generated. 
6. Set the node at which the value V exceeds R to be the next node in the tabu list. 
7. Perform the steps 3 to 6 until the ant reaches its destination node. 
8. Repeat the steps 3 to 7 for all the ants of all ant colonies. 
9. Calculate the tour lengths for all the ants from their tabu lists. 
10. Generate all possible combinations (e) by selecting an ant from each colony. 
11. Set pen1ecd = 0 and pen2ecd = 0 for all combinations(e) and pairs of colonies(c,d) ; c≠d 
12. Set h1 = 0 and h2 = 0 
13. For a pair of colonies (c,d), if the difference in the time taken to travel from the respective initial nodes to a 
common node for both the ants is less than the minimum headway time provided a common edge exists, 
assign a penalty of M to the pair of ant colonies as pen1ecd = M 
14. If the difference in the time taken to travel from the respective initial nodes to a node of a common edge for 
both the ants is less than the time taken to traverse through the common edge provided the common edge 
exists, assign a penalty of M to the pair of ant colonies as pen2ecd = M 
15. Perform the steps 13 and 14 for all common nodes of the pair of ant colonies as,    
 pen1ecd = pen1ecd + M  and   pen2ecd = pen2ecd + M 
16. Repeat the steps 13, 14 and 15 for all possible pairs of ant colonies (c,d) ; c≠d 
17. Sum the penalties of all pairs of colonies (c,d) ; c≠d      
 h2 = h2 + pen1ecd + pen2ecd  
18. Sum the tour lengths of all ant colonies c.       
 h1 = h1 + Lck   where k is the ant of colony c in a combination. 
19. Compute the value of objective function as        
 He = h1 +h2 
20. Repeat the steps 12 to 19 for all the generated combinations (e) 
21. Chose the value of H as min {He} for all e; i.e., the minimum value among all of them is selected as the value 
of H and the corresponding combination as x. 
22. For c =1 to n do, for the best combination x,                                    
 for d =1 to n do,         
 Set ܩ௖=0; ܩ௖ = ܩ௖ + pen1xcd + pen2xcd i.e., compute the penalties due to colony c 
      if edge (i,j) is traversed by kth ant of cth colony, set   ο߬௜௝௖௞ = ܳ ሺܮ௖௞ ൅ ܩ௖ሻൗ      
 else, set   ο߬௜௝௖௞ = ܳ ሺܮ௠௔௫ ൅
ெ
ଶሻ
൘   ;where k is the ant in the combination x 
23. For c=1 to n do,          
 set ο߬௜௝௖  = ο߬௜௝௖௞ ; as only one ant is present in each ant colony in a combination. 
24. Update the trail according to the following equation for all ant colonies(c) and edges(i,j):  
 ߬௜௝௖ ൌ ߩ൫߬௜௝௖ ൯ ൅ο߬௜௝௖ ;        and  NC = NC + 1  
25. Repeat the steps 2 to 24 until NC ≤ NCmax 
26. Print the smallest value of H found among all the cycles which is the final result. 
4. Test data sets 
Each data is characterized by the total number of nodes and the total number of convoys. A total of 90 problem 
instances were randomly generated with 9 distinct network sizes ranging from 10 nodes and 3 convoys to 45 nodes 
and 9 convoys, each consisting of 10 problem instances. Arc Density Factor (ρ) determines the sparseness of the 
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networks generated. It is defined as the ratio of degree of a node to the total number of nodes in the network. It governs 
the connectivity of a node to the rest of the nodes. 
   Table 1. Network sizes 
Network Number of 
nodes 
Number of 
convoys 
N1 
N2 
N3 
N4 
N5 
N6 
N7 
N8 
N9 
10 
15 
15 
20 
25 
30 
35 
40 
45 
3 
4 
5 
5 
6 
7 
8 
9 
9 
 
In this work, a value of 0.8 is chosen to be the maximum arc density factor for all the networks. The value of node-
convoy ratio which is the ratio of number of nodes to the number of convoys varies between 3 and 5 for the various 
networks generated. The time taken to traverse between any two interconnected nodes varies from 100 units to 1000 
units and the minimum headway time between two convoys is chosen to be 200 units in the data obtained. 
5. Experimentation and analysis of results 
As the network size of the problem increases, the total number of possible combinations increases immensely due 
to the need in increasing the total number of ants in each colony with the network size, which in turn poses a challenge 
to a processor of limited capacity for computation of the algorithm. The computational time also increases with the 
total number of possible combinations. If the total numbers of ants in each ant colony are insufficient in number, then 
the resulting solutions may not be as good as expected since the possible routes that they traverse reduce. To a machine 
of limited capacity and RAM, the total number of ants which it can handle, reduces with increase in the network size 
of the problem, thereby reducing the accuracy of the solutions. Further, if the total ants in each colony are sufficient 
in number, which is a characteristic depending on the network size of the problem, then the quality of the solutions 
doesn’t improve on further increment of the total number of ants. 
 
All the generated problem instances were solved using ILOG CPLEX 12.6 optimizer by allowing them to run until 
the desired optimal criterion is attained. The modified ACO meta-heuristic was coded in ANSI C language and all the 
instances were solved using an Intel Core i3, 32bit 3.3GHz processor with 2GB of RAM. The results are summarized 
in tables 2 and 3. Table 2 gives the comparison of the solutions generated using modified ACO to those of the optimal 
solutions generated using CPLEX. Due to the unavailability of powerful computers, the total number of ants in each 
ant colony for the networks N6, N7, N8 and N9 couldn’t be given beyond 7, 5, 4 and 4 respectively, whereas 10 ants 
were given in each colony for the rest of the networks. The effect of insufficiency of ants in the former networks is 
clearly seen in the % Gap obtained. Table 3 gives the contrast between the total number of ants, quality of the solution 
and computational time. With decrease in the total number of ants beyond a certain threshold value, though the 
computational time decreases, the quality of the solutions is affected because of insufficient number of ants. The run 
times for certain instances, where solution doesn’t improve after certain cycles could be reduced by terminating the 
process instead of running them for a predetermined number of iterations as done in this work. 
 
As it is only the quantity trial in the probability function which considers the violations of constraints, α was given 
a larger value than β apart from the conventional values of ACO. Depending on the total number of ants, α was chosen 
to be between 9 and 12 whereas β was between 2 and 3. ρ was set to be 0.8 and Q was given a value between 20 and 
100. CPLEX couldn’t terminate with an optimal solution beyond a problem size of network N9 under a stipulated 
time of 8 hours and hence only these network sizes were considered. 
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Table 2. Summary of results for the generated networks using Modified ACO 
Network Instances CPLEX optimal solution 
Modified ACO 
solution % Gap
† 
N1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1072 
1319 
930 
1338 
1749 
1448 
1990 
1598 
1633 
2157 
1072 
1319 
930 
1541 
1749 
1448 
2067 
1598 
1633 
2157 
0.000 
0.000 
0.000 
15.172 
0.000 
0.000 
3.869 
0.000 
0.000 
0.000 
N2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
784 
1595 
1528 
1206 
2034 
1860 
1759 
2229 
2563 
1834 
784 
1641 
1528 
1403 
2034 
1866 
1759 
2333 
2563 
1986 
0.000 
2.884 
0.000 
16.335 
0.000 
0.323 
0.000 
4.666 
0.000 
8.288 
N3 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3091 
2876 
2657 
1641 
1828 
2491 
2278 
2449 
2458 
3181 
3223 
2904 
2681 
1641 
1974 
2491 
2278 
2449 
2564 
3181 
4.270 
0.974 
0.903 
0.000 
7.987 
0.000 
0.000 
0.000 
4.312 
0.000 
N4 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2258 
2066 
1963 
1869 
2321 
2182 
1130 
2426 
2171 
2603 
2280 
2359 
1963 
1992 
2377 
2182 
1315 
2490 
2185 
2613 
0.974 
14.182 
0.000 
6.581 
2.413 
0.000 
16.372 
2.638 
0.645 
0.384 
N5 
1 
2 
3 
2154 
2549 
2602 
2154 
2718 
2633 
0.000 
6.630 
1.191 
 
 
† % Gap = ((ACO solution - optimal solution)/optimal solution) X 100 
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4 
5 
6 
7 
8 
9 
10 
2967 
2151 
1769 
2899 
2393 
2585 
2474 
3189 
2405 
2056 
3014 
2573 
2689 
2474 
7.482 
11.808 
16.224 
3.967 
7.522 
4.023 
0.000 
N6 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2288 
2136 
2142 
2736 
2465 
2538 
2946 
2656 
2938 
3150 
2464 
2311 
2219 
2741 
2681 
2677 
3145 
2736 
3112 
3705 
7.692 
8.193 
3.595 
0.183 
8.763 
5.477 
6.755 
3.012 
5.922 
17.619 
N7 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2813 
2833 
2657 
2853 
3105 
2195 
3323 
3354 
2650 
3039 
3237 
3386 
3103 
3020 
3127 
2343 
4029 
4009 
3057 
3283 
15.073 
19.520 
16.786 
5.853 
0.709 
6.743 
21.246 
19.529 
15.358 
8.029 
N8 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3385 
2628 
3262 
3673 
2958 
2574 
3058 
3448 
2898 
3280 
4002 
2978 
3823 
4372 
3166 
3105 
3554 
3816 
3238 
4143 
18.227 
13.318 
17.198 
19.031 
7.032 
20.629 
16.220 
10.673 
11.732 
26.311 
N9 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3094 
3833 
2973 
2543 
3005 
2661 
3354 
2701 
3563 
3277 
3859 
4694 
3339 
2936 
3792 
3141 
3825 
3269 
4111 
3854 
24.725 
22.463 
12.311 
15.454 
26.190 
18.038 
14.043 
21.029 
15.380 
17.608 
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Table 3. Sensitivity analysis for the total number of ants in each colony using Modified ACO 
Netw
ork 
Inst
ance CPLEX Modified ACO 
Total 
ants  
Opti
mal Time (s) 
M1 
Soluti
on 
M1 
Time(s) 
M1 
% Gap 
M2 
Solution 
M2 
Time(s) 
M2 
% Gap 
M3 
Solution 
M3 
Time(s) 
M3 
% Gap 
N1 
 
‡M1=
10 
M2=
4 
M3=
1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
1072 
1319 
930 
1338 
1749 
1448 
1990 
1598 
1633 
2157 
0.13 
0.11 
0.09 
0.22 
0.26 
0.09 
0.11 
0.11 
0.13 
0.09 
1072 
1319 
930 
1541 
1749 
1448 
2067 
1598 
1633 
2157 
0.327 
0.343 
0.296 
0.373 
0.314 
0.3 
0.34 
0.343 
0.358 
0.374 
0.000 
0.000 
0.000 
15.172 
0.000 
0.000 
3.869 
0.000 
0.000 
0.000 
1150 
1359 
1193 
1594 
1878 
1448 
2239 
1814 
1633 
2500 
0.093 
0.078 
0.171 
0.093 
0.094 
0.069 
0.14 
0.093 
0.077 
0.109 
7.276 
3.033 
28.280 
19.133 
7.376 
0.000 
12.513 
13.517 
0.000 
15.902 
1822 
2391 
3626 
2409 
2518 
2119 
5328 
4778 
3616 
4023 
0.031 
0.077 
0.046 
0.031 
0.036 
0.048 
0.062 
0.061 
0.046 
0.046 
69.963 
81.274 
289.892 
80.045 
43.968 
46.340 
167.739 
198.999 
121.433 
86.509 
N2 
 
M1= 
10 
M2=
4 
M3=
1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
784 
1595 
1528 
1206 
2034 
1860 
1759 
2229 
2563 
1834 
0.45 
0.64 
0.47 
0.75 
0.69 
0.61 
0.48 
0.80 
0.56 
0.62 
784 
1641 
1528 
1403 
2034 
1866 
1759 
2333 
2563 
1986 
2.82 
3.369 
2.854 
3.462 
3.432 
3.603 
3.478 
3.977 
3.634 
3.166 
0.000 
2.884 
0.000 
16.335 
0.000 
0.323 
0.000 
4.666 
0.000 
8.288 
784 
1759 
1528 
1450 
2449 
2052 
1844 
2537 
2998 
2035 
0.218 
0.249 
0.312 
0.296 
0.34 
0.343 
0.28 
0.358 
0.234 
0.265 
0.000 
10.282 
0.000 
20.232 
20.403 
10.323 
4.832 
13.818 
16.972 
10.960 
3448 
4909 
3584 
5638 
7442 
5902 
5234 
7977 
7851 
7108 
0.109 
0.124 
0.108 
0.28 
0.171 
0.234 
0.093 
0.156 
0.171 
0.14 
339.796 
207.774 
134.555 
367.496 
265.880 
217.312 
197.555 
257.873 
206.321 
287.568 
N3 
 
M1= 
10 
M2=
4 
M3=
1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3091 
2876 
2657 
1641 
1828 
2491 
2278 
2449 
2458 
3181 
0.92 
1.08 
0.92 
0.86 
1.73 
0.80 
1.39 
1.06 
1.45 
1.03 
3223 
2904 
2681 
1641 
1974 
2491 
2278 
2449 
2564 
3181 
10.81 
9.762 
12.617 
9.782 
11.216 
9.318 
8.314 
8.781 
11.477 
14.005 
4.270 
0.974 
0.903 
0.000 
7.987 
0.000 
0.000 
0.000 
4.312 
0.000 
3647 
3018 
2947 
1898 
2119 
2546 
2278 
2542 
2620 
3504 
0.748 
0.234 
0.249 
0.577 
0.733 
0.702 
0.717 
0.702 
0.764 
0.811 
17.988 
4.937 
10.915 
15.661 
15.919 
2.208 
0.000 
3.797 
6.591 
10.154 
7505 
9826 
11577 
7264 
8423 
12554 
10758 
10578 
11458 
10537 
0.14 
0.202 
0.062 
0.156 
0.265 
0.264 
0.218 
0.218 
0.249 
0.171 
142.802 
241.655 
335.717 
342.657 
360.777 
403.974 
372.256 
331.931 
366.151 
231.248 
N4 
 
M1= 
10 
M2=
4 
M3=
1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2258 
2066 
1963 
1869 
2321 
2182 
1130 
2426 
2171 
2603 
3.49 
1.80 
2.23 
2.11 
2.26 
1.90 
2.06 
3.03 
2.31 
2.37 
2280 
2359 
1963 
1992 
2377 
2182 
1315 
2490 
2185 
2613 
11.481 
13.913 
9.716 
14.145 
13.621 
15.77 
15.613 
13.759 
15.462 
14.395 
0.974 
14.182 
0.000 
6.581 
2.413 
0.000 
16.372 
2.638 
0.645 
0.384 
2550 
2398 
2174 
2155 
2489 
2336 
1443 
2665 
2287 
3026 
0.982 
0.421 
0.405 
1.669 
1.31 
1.31 
1.341 
1.716 
1.45 
1.825 
12.932 
16.070 
10.749 
15.302 
7.238 
7.058 
27.699 
9.852 
5.343 
16.250 
8612 
7112 
11280 
6524 
8699 
9345 
6635 
11001 
6498 
11760 
0.39 
0.296 
0.39 
0.639 
0.374 
0.857 
0.436 
0.748 
0.561 
0.515 
281.399 
244.240 
474.631 
249.064 
274.795 
328.277 
487.168 
353.462 
199.309 
351.786 
N5 
 
M1= 
10 
M2=
4 
M3=
1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2154 
2549 
2602 
2967 
2151 
1769 
2899 
2393 
2585 
2474 
6.85 
10.40 
10.86 
6.07 
10.31 
5.98 
9.45 
8.11 
9.22 
8.39 
2154 
2718 
2633 
3189 
2405 
2056 
3014 
2573 
2689 
2474 
72.268 
81.146 
83.12 
79.23 
85.321 
77.36 
79.49 
81.26 
83.95 
80.35 
0.000 
6.630 
1.191 
7.482 
11.808 
16.224 
3.967 
7.522 
4.023 
0.000 
2394 
2818 
3065 
3628 
2667 
2122 
3173 
2900 
2957 
2533 
5.101 
5.74 
6.958 
5.132 
3.65 
4.274 
4.929 
4.29 
6.708 
3.588 
11.142 
10.553 
17.794 
22.278 
23.989 
19.955 
9.452 
21.187 
14.391 
2.385 
11407 
9322 
10912 
12465 
11323 
11872 
12182 
14745 
10845 
12369 
1.528 
1.84 
1.466 
0.951 
1.06 
1.7 
0.624 
1.575 
0.951 
2.121 
429.573 
265.712 
319.370 
320.121 
426.406 
571.114 
320.214 
516.172 
319.536 
399.960 
N6 
 
M1=
7 
1 
2 
3 
4 
2288 
2136 
2142 
2736 
25.68 
21.03 
24.85 
21.98 
2464 
2311 
2219 
2741 
120 
119.63 
114.51 
121.65 
7.692 
8.193 
3.595 
0.183 
2697 
2311 
2429 
2973 
10.45 
8.47 
11.23 
18.45 
17.876 
8.193 
13.399 
8.662 
3463 
2500 
3672 
3956 
1.887 
2.308 
2.962 
2.822 
51.355 
17.041 
71.429 
44.591 
 
 
‡ M1, M2, M3 are the total no. of ants in each colony in 3 different cases 
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M2=
4 
M3=
2 
5 
6 
7 
8 
9 
10 
2465 
2538 
2946 
2656 
2938 
3150 
22.89 
26.85 
21.50 
23.20 
24.55 
30.89 
2681 
2677 
3145 
2736 
3112 
3705 
116.24 
118.8 
119.6 
125.31 
113.2 
121.7 
8.763 
5.477 
6.755 
3.012 
5.922 
17.619 
2841 
2779 
3297 
2978 
3192 
3745 
14.391 
17.32 
18.63 
16.13 
19.35 
22.192 
15.254 
9.496 
11.914 
12.123 
8.645 
18.889 
3708 
4035 
4190 
4594 
3998 
3780 
4.443 
4.336 
4.43 
3.4 
3.806 
3.666 
50.426 
58.983 
42.227 
72.967 
36.079 
20.000 
N7 
 
M1=
5 
M2=
3 
M3=
2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
2813 
2833 
2657 
2853 
3105 
2195 
3323 
3354 
2650 
3039 
64.01 
71.81 
61.00 
56.00 
66.69 
75.19 
76.25 
58.41 
75.22 
56.27 
3237 
3386 
3103 
3020 
3127 
2343 
4029 
4009 
3057 
3283 
139.62 
141.6 
136.8 
129.79 
149.72 
141.36 
147.23 
141.35 
142.5 
137.7 
15.073 
19.520 
16.786 
5.853 
0.709 
6.743 
21.246 
19.529 
15.358 
8.029 
3422 
3872 
3864 
4247 
3308 
2526 
4252 
4152 
3074 
4041 
24.24 
23.69 
25.31 
24.96 
24.35 
24.39 
27.69 
21.68 
26.352 
25.785 
21.649 
36.675 
45.427 
48.861 
6.538 
15.080 
27.957 
23.792 
16.000 
32.971 
6108 
3973 
4522 
4724 
5800 
5639 
5196 
5012 
4027 
5476 
14.819 
12.412 
13.011 
14.742 
10.389 
12.3 
17.307 
15.838 
14.664 
14.215 
117.135 
40.240 
70.192 
65.580 
86.795 
156.902 
56.365 
49.434 
51.962 
80.191 
N8 
 
M1=
4 
M2=
3 
M3=
2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3385 
2628 
3262 
3673 
2958 
2574 
3058 
3448 
2898 
3280 
137.80 
101.57 
110.14 
153.12 
70.72 
123.30 
143.88 
170.90 
147.56 
134.33 
4002 
2978 
3823 
4372 
3166 
3105 
3554 
3816 
3238 
4143 
181.32 
179.6 
189.5 
190.13 
172.64 
193.2 
191.1 
182.89 
181.6 
187.5 
18.227 
13.318 
17.198 
19.031 
7.032 
20.629 
16.220 
10.673 
11.732 
26.311 
4813 
3191 
4532 
5632 
3484 
3211 
4020 
4630 
3340 
4842 
46.452 
48.32 
39.16 
39.65 
43.517 
46.63 
48.1 
41.35 
42.4 
43.7 
42.186 
21.423 
38.933 
53.335 
17.782 
24.747 
31.458 
34.281 
15.252 
47.622 
6152 
5091 
6235 
6290 
5131 
3781 
5048 
5619 
3728 
5552 
22.944 
19.734 
21.793 
20.155 
18.907 
16.036 
19.462 
19.78 
15.6 
22.12 
81.743 
93.721 
91.140 
71.250 
73.462 
46.892 
65.075 
62.964 
28.640 
69.268 
N9 
 
M1=
4 
M2=
3 
M3=
2 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
3094 
3833 
2973 
2543 
3005 
2661 
3354 
2701 
3563 
3277 
178.05 
165.17 
323.3 
100.95 
182.31 
311.6 
305.9 
170.37 
177.63 
193.8 
3859 
4694 
3339 
2936 
3792 
3141 
3825 
3269 
4111 
3854 
185.3 
187.14 
204.68 
181.79 
179.36 
201.34 
213.62 
193.15 
187.56 
191.21 
24.725 
22.463 
12.311 
15.454 
26.190 
18.038 
14.043 
21.029 
15.380 
17.608 
4258 
5970 
3531 
3287 
3901 
3389 
4300 
3715 
4400 
4118 
61.64 
62.3 
67.31 
56.12 
63.719 
61.316 
68.2 
59.097 
64.318 
66.68 
37.621 
55.753 
18.769 
29.257 
29.817 
27.358 
28.205 
37.542 
23.491 
25.664 
4504 
5569 
3739 
3731 
5504 
3885 
4985 
3943 
4206 
4075 
24.63 
22.214 
25.786 
26.393 
26.848 
21.328 
26.598 
27.299 
27.078 
27.044 
45.572 
45.291 
25.765 
46.716 
83.161 
45.998 
48.629 
45.983 
18.047 
24.352 
 
 
The following inferences were drawn from the data obtained in Table 3: 
x The computational time for the networks N1 to N6, when 4 ants (M2) were considered in each colony, is 
considerably good apart from the solutions being decent in quality. 
x As the network size increases, the quality of the solutions worsens in the worst case scenario of 1 ant in the 
networks N1 to N5. 
x The ‘M1’ number of ants given to the networks N1 to N6 are sufficient in number and hence the % Gap for most 
of those problem instances is under 10% 
x For the networks N7, N8 and N9, the given ‘M1’ number of ants were insufficient due to their large problem 
sizes and this insufficiency of ants is reflected in the % Gap obtained. 
x Even for small size networks like N1 and N2, the quality of solutions obtained using just an ant (M3) in each 
colony is quite poor due to the insufficiency of ants. 
6. Scope for further work 
6.1. Alternate heuristic for CMP similar to Modified ACO 
Total number of combinations can also be reduced without decreasing the total number of ants in each ant colony. 
After the calculation of tour lengths of ants of all colonies, only the top 4 to 5 ants which have the least tour lengths 
in their respective ant colonies are selected from each colony and combinations are taken for only those ants rather 
than considering all the ants present. Trial updating is done in the same way as performed in the Modified ACO. This 
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process is continued in every cycle and the solutions obtained by this procedure are quite encouraging and provides 
more scope to explore further in the elimination of redundant combinations. 
6.2. Alternate trial updating 
In the proposed algorithm, after the generation of all combinations, the best combination has to be identified for 
which the combinations are to be stored. Instead if the trial updating is done for every combination, unlike in the 
modified ACO, less working memory is required as the storage of combinations can be avoided, as a result computers 
with limited processor speed and RAM can handle the data efficiently. In this method, the combinations can be 
generated in a regular manner or can be generated randomly and the trail is updated in the following way, which also 
results in solutions closer to the optimal solutions to a good extent. 
 
'
 
 ck ckij ij
all combinations
W W'  '¦  

ܩ௖ is calculated for each combination and accordingly ο߬Ԣ௜௝௖௞ are computed. 
 
                          ;              
'   ;                 100*( (1 ))
    0                            ; 
ck
ck
ij
ck
c
Q if AL
Q if BML
G
otherwise
W
­°°° '  ®° °°¯
 
 
ܣ ׷ ݁݀݃݁ሺ݅ǡ ݆ሻ݅ݏݐݎܽݒ݁ݎݏ݁݀ܾݕ݇௧௛ܽ݊ݐ݋݂ܿ௧௛ܿ݋݈݋݊ݕܽ݊݀ܩ௖ ൌ Ͳ  
ܤ ׷ ݁݀݃݁ሺ݅ǡ ݆ሻ݅ݏݐݎܽݒ݁ݎݏ݁݀ܾݕ݇௧௛ܽ݊ݐ݋݂ܿ௧௛ܿ݋݈݋݊ݕܽ݊݀ܩ௖ ൐ Ͳ  
 
When the value of ܩ௖ is positive, a negative value is given to acknowledge the fact that the edges along which the 
violation of constraints occur must be less preferred to traverse when compared to the so far untraversed edges. As 
the value of ܩ௖ increases due to more conflicts/overtaking, more quantity of trail is reduced along those edges. 
7. Discussion and concluding remarks 
The proposed meta-heuristic which is based on ACO provides great results for problems of low network sizes both 
in the quality of solutions and the computational time. It could have produced solutions for larger network sizes at 
similar high standards provided the availability of powerful computers with higher RAM capacity. Nevertheless the 
combinations could be reduced for problems of larger network sizes as stated above but may not always yield solutions 
of such high quality. For the networks N7, N8 and N9 the programs were run at insufficient number of ants resulting 
in the decrease of quality of solutions. The computational time for large size problems could be improved by using a 
processor of high capacity and also by terminating the programs when the solutions converge as stated before. 
Problems of smaller network sizes are easily handled by regular computers but for larger network sizes, powerful 
processors are required, otherwise either the computational time or the quality of the solution generated is to be 
compromised due to the insufficiency of ants. Hence, a high performance system can yield much better results both 
in terms of computational time and the quality of solution. 
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