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Abstract
This paper deals with the existence of curved front solution of a partial differential equation coming from
a mathematical model of stroke. The equation is of reaction–diffusion type in a cylinder of radius R and
of diffusion and absorption type outside of the cylinder. We prove the nonexistence of a travelling front
when R is small enough and the existence if R is large enough using a recent energy method. We construct
the travelling front as the limit in time of a solution with a well-chosen initial condition, in a travelling
referential.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The existence of travelling fronts solutions of reaction–diffusion equations and the conver-
gence of solutions toward these fronts is an important mathematical problem. Indeed reaction–
diffusion equations take place in a lot of physical or biological models such as combustion,
cinetic, genetic. See [1] or [14] for a list of examples. Here we will have interest in the following
equation:
∂u
∂t
−u = g(u)1Ω − αu1RN \Ω, t ∈R, X ∈RN, (1)
E-mail address: guillemette.chapuisat@math.u-psud.fr.
1 Present address: CMLA, ENS Cachan, 61 av. du Président Wilson, 94235 Cachan cedex, France.0022-0396/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2007.01.021
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teristic function and Ω is a cylinder of radius R > 0.
This equation comes from the modelling of spreading depressions (SD) [5]. SD are travelling
waves that appear in the brain of a lot of species during stroke, migraine with aura or epilepsy
[10]. SD follow a reaction–diffusion mechanism in the gray matter of the brain and are pro-
gressively absorbed in the white matter [20]. Experiments on rodent brain have shown the great
importance of SD on the after-effects of stroke [15]. One question of biologists is the existence
of these SD in the human brain where the thickness of the layer of gray matter is smaller than in
other species [2,21].
First let us introduce some notations that will be used in the following.
For any n  1, B(X, r) will designate the ball of center X ∈ Rn and radius r  0 for the
Euclidean norm in Rn.
In this paper, we work in RN with N  2 and we will take Ω = R × B(0,R) an infinite
cylinder of radius R > 0.
The space variable X ∈ RN will be written as X = (x, z) with x ∈ R the direction of the axis
of the cylinder and z ∈RN−1 the cross direction.
We will note by ∂tu the derivation with respect to t and ∂xu the derivation with respect to x.
Precisely, we study the bounded solutions of the following problem that are C1 with respect
to X ∈RN :
(P )
⎧⎨
⎩
∂tu−u = g(u)1{|z|R} − αu1{|z|>R}, t > 0, (x, z) ∈RN,
u(t = 0, x, z) = u0(x, z), (x, z) ∈RN,
u(t, x, z) → 0 for |z| → +∞, t > 0, x ∈R.
The main question is the existence or not of travelling fronts in function of the radius of the
cylinder R.
A travelling front solution of (1) is a function U of RN such that u(t, x, z) = U(x − ct, z) is a
solution of (1) for a constant c ∈R and where moreover limx→−∞ U(x, z) and limx→+∞ U(x, z)
exist and are distinct. All the limits are supposed uniform. A travelling front is thus a C1-solution
of the following system for a constant c ∈R to be determined
(TF)
{
U + c∂xU + g(U)1{|z|R} − αU1{|z|>R} = 0, (x, z) ∈RN,
U(x, z) → 0 when |z| → ∞, x ∈R.
A first natural question is the existence of the asymptotic profiles φ± = limx→±∞ U . These
functions are solutions of the problem:
(P∞)
{
zφ + g(U)1{|z|R} − αU1{|z|>R} = 0, z ∈RN−1,
φ(z) −→|z|→∞ 0.
0 is clearly a solution of this equation, but a travelling front must have two different profiles at
−∞ and +∞.
In this paper, we will prove the following two theorems depending on the dimension N .
Theorem 1. If N = 2, there exists R0 > 0 such that:
• if R <R0, φ ≡ 0 is the only C1-solution of (P∞),
• if R >R0, (P∞) admits at least 3 C1-solutions 0, φ− and φ+.
G. Chapuisat / J. Differential Equations 236 (2007) 237–279 239Theorem 2. If N  3, there exists R1 R0 > 0 such that
• if R <R0, φ ≡ 0 is the only radial C1-solution of (P∞),
• if R >R1, (P ) admits at least 2 C1-solutions 0 and φ > 0.
There is an easy corollary of these theorems.
Corollary 3. If N = 2 (respectively N  3), there exists no travelling wave (respectively no
cylindrical travelling wave) solution of (1) for R <R0.
Now the problem of the existence of a travelling front when there exist possible different
limits is more complicate. There are two possible approaches. One uses essentially the maximum
principle and/or some linearizations, the other uses energy estimates in travelling referentials.
Historically, the study of travelling front and of convergence in one dimension in space begins
with Aronson and Weinberger in [1] and Fife and Mc Leod in [7,8]. They worked in the phase
plane to obtain the existence of a travelling front and then used sub- and supersolutions to prove
the convergence toward these fronts. Then Berestycki and Nirenberg [3], Vega [22] and Roque-
joffre [18] studied travelling fronts in cylinders and the convergence of solutions toward these
fronts for various boundary conditions. In these papers, they use maximum principles, but they
also study the linearized equation so they have to work on bounded cylinders. Finally, Hamel,
Monneau and Roquejoffre studied the conical fronts of reaction–diffusion equation [11]. They
work on RN , but their proof uses the existence of travelling front in one dimension in space.
Indeed a conical front looks like a planar front at infinity and the progression of the conical front
is mostly influenced by the behaviour of the front at infinity. So they a priori know the speed of
the conical front and thus they can use sub- and supersolutions to construct it.
Another approach has been developed by Risler and Gallay in [17]. In this work, he has
interest in vectorial travelling front in one dimension in space. This type of travelling front arises
in chemical kinetic. The problem is that these systems have no maximum principle. A possible
solution to deal with the existence of multidimensional travelling fronts is to use the Leray–
Schauder index as Volpert and Volpert do in [23], but for compacity reasons they have to work
on cylinders with a bounded radius, moreover they do not have any result for the convergence
toward these fronts. On the other hand, Risler proves the existence of travelling fronts and the
“convergence” toward them with an energy method in a travelling referential for special initial
conditions. In fact, the point is to find a travelling referential where a solution of (P ) will tend
to a constant nonzero solution. An interesting point of his method is that he does not need to
a priori know the travelling speed, he determines it by studying the energy of the solution in
various referentials.
In our case, there exists a maximum principle (see Appendix A), but there are two difficulties.
First we work on RN and not on a cylinder with a bounded radius, so most compacity properties
are lost. This is not completely true since we work with exponentially decreasing functions so the
compacity can very likely be proved. Second the speed of the travelling front is totally unknown.
Indeed the behaviour of the front is mostly influenced by the “absorption” part of the equation
and that could not be linked with any travelling front in one dimension (for which the speed
is well known). So here we have decided to use the method developed by Risler in [17] with
some simplifications due to the maximum principle. We will prove the following main existence
theorem.
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solution of speed c > 0.
In the next section, we will make a list of the properties of the solutions of (P ) that will be
used throughout the paper. Then in Section 3, we will study the possible asymptotic profiles of the
fronts in the propagation direction and prove Theorems 1 and 2. This will enable us to conclude
with the nonexistence of travelling front of (1) if the radius of the cylinder R is small enough.
Then in Sections 4 to 9, we will construct a travelling front of (1) as a limit of the solution of
(P ) for some special initial condition. And finally we will prove in Section 10 that such initial
conditions exist for R large enough.
2. Preliminaries
2.1. Some definitions
In the following, we will study the solution of problem (P ) in the uniformly local Sobolev
space H 1ul(R
N,R), introduced by Kato in [13], but this presentation can easily be adapted in
C1(RN,R).
First we recall the definition of the uniform Sobolev spaces. For k ∈N, we set
Hkul
(
R
N,R
)= {u ∈ Hkloc(RN,R) ∣∣ ‖u‖Hkul < +∞, limX→0‖TXu− u‖Hkul = 0
}
where TXu(Y ) = u(Y −X) and ‖u‖Hkul = supX∈RN ‖u|B(X,1)‖Hk(B(X,1),R).
Hkul(R
N,R) is a Banach space and C∞b is dense in H
k
ul(R
N,R).
Now we introduce the space H of H 1ul-functions exponentially decreasing with respect to |z|:
H = {u ∈ H 1ul(RN,R) ∣∣ ∃C > 0, 0 umin(1,Ce−β|z|) and |∇u|Ce−β|z|}
where β = N−12R +
√
(N−12R )2 + α.
2.2. Existence of solutions and regularity
First, if u0 ∈ H , there exists a global solution of (P ). Indeed, 0 and 1 are respectively sub-
and supersolutions of (P ) and according to the comparison principle, we can easily construct a
global solution of (P ) (see [6] or [19]).
In the following, u will always refer to the solution of (P ) when u0 has been specified. We
will note u(t) the function (x, z) 	→ u(t, x, z).
For all t  0, u(t) ∈ H . Indeed, by the comparison principle, we have 0 u 1 and according
to the choice of β , (t, x, z) 	→ Ce−β|z| is also a supersolution of (P ) for C large enough, so
u(t, x, z) Ce−β|z| for all t  0 and all (x, z) ∈ RN . Then we can use local estimates to bound
the gradient.
In addition, we have the mild equation
(M) u(t,X) =
∫
RN
G(t,X − ξ)u0(ξ) dξ +
t∫
0
∫
RN
G(t − τ,X − ξ)g˜(u(τ, ξ), ξ)dξ dτ
where G(t,X) = 1 N/2 e−
|X|2
t e−αt and g˜(u, z) = (g(u)+ αu)1|z|R .(4πt)
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sup
t0
∥∥u(t)∥∥
H 1ul
< +∞. (2)
Another important point that will be used several times is the bound on the gradient of u.
Indeed there exists M0 > 0 independent of u0 ∈ H such that
∀t > 0 ∀X ∈RN ∣∣∇u(t,X)∣∣M0. (3)
Moreover, u has regularity properties.
First for all t > 0, u(t) ∈ C1,b (RN) and
∀ε > 0 sup
tε
∥∥u(t)∥∥
C
1,
b (R
N)
< +∞.
Second, u is clearly Hölder-continuous with respect to t > 0 and this continuity is uniform in
X ∈ RN . Moreover, except in |z| = R, u is C1 (and even C∞) with respect to t ∈ ]0,+∞[ and
∂tu is uniformly bounded. Thus we can prove that
u ∈ C1(]0,+∞[,L2ul). (4)
2.3. Compactness
In this presentation, we will use several times the following compactness argument. Let us fix
u0 ∈ H . For any sequences (xn)n∈N and (tn)n∈N with xn ∈ R and tn  0, tn n→+∞−−−−−→ +∞, we
define
wn(x, z) = u(tn, x + xn, z) and w¯n(x, z) = ∂tu(tn, x + xn, z)
for (x, z) ∈RN and any n ∈N.
According to the regularity properties above, and up to the extraction, there exist w∞ ∈
H 1ul(R
N) and w¯∞ ∈ L2ul(RN) such that for all L> 0,
wn → w∞ in H 1
(
B(0,L)
)
and w¯n → w¯∞ in L2
(
B(0,L)
)
.
And by passing to the limit in Eq. (1), we have
w¯∞ = w∞ − αw∞ + g˜(w∞, z).
Hence the convergence of (wn)n∈N is even H 2ul.
2.4. Sketch of the proof
First let us rewrite the problem (P ):
(P )
⎧⎨
⎩
∂tu−u+ f (u, z) = 0, t > 0, (x, z) ∈RN,
u(t = 0, x, z) = u0(x, z), (x, z) ∈RN,
u(t, x, z) → 0 for |z| → ∞, t > 0, x ∈R,
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f (u, z) =
{−g(u) if |z|R,
αu if |z| >R.
We will assume θ < 1/2. We define the “potential functions” F(u, z) = ∫ u0 f (v, z) dv and
G(u) = ∫ u0 g(v) dv.
First, we will study the possible asymptotic profiles of the fronts in the propagation direction
in dimension N = 2 in space. The problem is to glue a solution of the equation u′′ + g(u) = 0
with a solution of u′′ − αu = 0 in z = ±R. We will prove Theorem 1 by studying the solution
of these equations in the phase plane. Then we will use this result to construct a subsolution in
higher dimension. This will prove Theorem 2.
Let us remark that in Theorem 2, we have added the hypothesis that we consider only radial or
cylindrical solutions of our equations, but this fact could very likely be suppressed by adapting
the results of Gidas, Ni and Nirenberg [9] and Berestycki and Nirenberg [4] to the case of an
unbounded domain with an exponential decrease.
The proof of Theorem 4 will have six steps and actually we will prove the following theorem.
Theorem 5. Let us fix a sequence (tn)n∈N with tn  0 such that tn → +∞. There exists δ > 0
such that if u0 ∈ H verifies
lim sup
x→+∞
x+1∫
x−1
∫
RN−1
(
u0(x, z)
2 + ∣∣∇u0(x, z)∣∣2)dzdx  δ
and
0∫
L
∫
RN−1
( |∇u0(x, z)|2
2
+ F (u0(x, z), z)
)
dzdx
L→+∞−−−−−→ −∞,
there exists x˜(t) independent of the sequence (tn)n∈N and U a travelling front of speed c > 0
with U x→+∞−−−−−→ 0 and U x→−∞−−−−−→ φ > 0, such that for all L> 0, up to extraction,
sup
y∈[−L,+∞[, z∈RN−1
∣∣u(tn, x¯(tn)+ y, z)−U(y, z)∣∣ n→+∞−−−−−→ 0.
Moreover, x˜′(t) t→+∞−−−−→ c.
First in Section 4, we will prove that there exists a maximal speed cmax > 0 such that if the
initial condition u0 of problem (P ) is near 0 far to the right, then any more stable state could
not invade 0 faster than the speed cmax. The fact that the solution is “near 0” is defined using
energy. Then in Section 5, we can define the point x˜(t) where the solution escapes from 0 in the
energy sense. The first problem will be to prove that this escape point travels with an asymptotic
constant speed.
We will study the speed of the escape point using the energy of the solution in several different
referentials. So Section 6 is devoted to the definition of the energy in a travelling referential and
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escape point travels with a constant speed c > 0 for t → +∞. If it was not the case, then there
would exist a travelling referential in which the escape point makes large excursions to the left
followed by large excursions to the right. This would contradict the energy estimates established
in the preceding sections. Indeed large excursions of the escape point to the left mean that the
energy of the solution is bounded from below by 0 and large excursions to the right imply a
strong dissipation. Once we know the asymptotic speed of the escape point, we will be able to
prove the convergence of the solution toward a stationary solution in a referential travelling at this
speed with energy methods in Sections 8 and 9. Finally, in Section 10, we will have to prove that
there exist initial conditions that verify the hypothesis of Theorem 5. So we will have to study
the energy of the asymptotic profiles of the front in the propagation direction. We will prove that
for R > 0 large enough there exists an asymptotic profile more stable than 0 and then construct
an initial condition that suits.
3. Profile of a travelling front at infinity
Before studying the existence of travelling fronts, we will study their possible asymptotic
profiles in the direction of propagation. This will be sufficient to prove Theorem 3. Indeed we
will prove that 0 is the only possible profile at infinity if the radius R of the cylinder is small
enough, and by definition a travelling front must have two different profiles at +∞ and −∞.
This section is thus concerned with the existence of nonzero profile at infinity for travelling front
solution of (1).
A travelling front solution of (1) is a solution of the following system
(TF)
{
U + c∂xU + g(U)1{|z|R} − αU1{|z|>R} = 0, (x, z) ∈RN,
U(x, z) → 0 when |z| → ∞, x ∈R,
for c ∈ R and where limx→−∞ U(x, z) and limx→+∞ U(x, z) exist and are distinct. In this sec-
tion, we are thus interested in the following problem:
(P∞)
{
zφ + g(φ)1{|z|R} − αφ1{|z|>R} = 0, z ∈RN−1,
φ(z) −→|z|→∞ 0.
Of course, φ = 0 is a solution. The problem is to determine if there exist other solutions of (P∞).
3.1. Case of dimension N = 2: Proof of Theorem 1
If N = 2, the system (P∞) becomes an ordinary differential equation:
(ode1)
{
φ′′ + g(φ)1{|z|R} − αφ1{|z|>R} = 0, y ∈R,
φ(z) −→|z|→∞ 0.
We want to prove that there exists R0 > 0 such that:
• if R <R0, φ ≡ 0 is the only C1-solution of (ode1),
• if R >R0, (ode1) admits at least 3 C1-solutions 0, φ− and φ+.
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(E1) φ
′′ + g(φ) = 0
and
(E2) φ
′′ − αφ = 0.
In order to obtain a solution of (ode1), we have to glue a solution of (E1) with a solution of (E2)
in z = R and z = −R so that the solution we obtain is C1.
The solutions of (E2) are well known:
φ(z) = Ae−
√
αz +Be
√
αz
for some A and B in R. Since φ(z) |z|→∞−−−−→ 0 and 0  φ  1 by the maximum principle (see
Appendix A), we must have φ(z) = Be√αz for some B ∈ [0, e√αR] for z < −R, and φ(z) =
Ae−
√
αz for some A ∈ [0, e√αR] for z > R.
The problem is to find a solution of (E1) such that
(BC1) φ′(−R) = √αφ(−R) and φ′(R) = −√αφ(R).
We will work in the phase plane of (E1). By multiplying (E1) by φ′ and integrating, we have
1
2
φ′(z)2 +G(φ(z))= 1
2
φ′(0)2 +G(φ(0))
where G(s) = ∫ s0 g(t) dt is the potential function. Remember that θ < 1/2.
An example of phase plane for (E2) is given in Fig. 1.
It is easy to prove that (BC1) is equivalent to
(BC2) φ′(0) = 0 and φ′(R) = −√αφ(R).
Before we turn to the proof of the existence of a solution of (E1) that verifies (BC2), we need
some definitions.
First we will say that a trajectory of (E1) is an acceptable trajectory if it cuts the x-axis of the
phase plane between [0,1].
Now for any φc ∈ [0,+∞[, we will note Φ as the trajectory of the phase plane of (E1) that
goes through the point (φc,−√αφc). φc is thus the abscissa of an intersection of the trajectory
φ of (E1) and the line φ′ = −√αφ in the phase plane.
We define φmax in ]0,1[ such that for all φc ∈ [0, φmax] the trajectory Φ is an acceptable
trajectory and for any ε > 0 the trajectory φ for φc = φmax + ε is not an acceptable trajectory
(see Fig. 2).
For φc ∈ ]0, φmax[, we note φ0 the abscissa of the intersection of Φ and the x-axis in [θ,1].
Remark that since φ0 ∈ [θ,1], it is unique.
Finally for φc ∈]0, φmax[, we define Tc(φc) ∈ [0,+∞] the minimal time for the trajectory Φ
to join (φ0,0) to (φc,−√αφc).
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Fig. 2. Superposition of the phase plane for (E1) and of the trajectories of (E2). Above for
√
α  θ and down for√
α < θ .
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goal will be to show that the graph of Tc in function of φc lies above a line Tc = R0 and moreover
that it tends to infinity on both extremities of [0, φmax]. This will indeed prove Theorem 1.
Let us first study the nonzero trajectory that cuts φ′ = −√αφ in φc = 0. This trajectory takes
an infinite time to reach the stable equilibrium 0, so Tc(0) = +∞ and by continuity of the flow
of (E1) with respect to the initial conditions, Tc(φc)
φc→0+−−−−→ +∞.
On the other hand, for the trajectory that cuts φ′ = −√αφ in φc = φmax, we also have
Tc(φmax) = +∞. Indeed this nonconstant trajectory comes from the equilibrium 1. So according
to the continuity of the flow of (E1) with respect to the initial conditions, Tc(φc)
φc→φ−max−−−−−→ +∞
and φc 	→ Tc(φc) is continuous on ]0, φmax[. Thus we can define R0 > 0 the minimum of
φc 	→ Tc(φc) on ]0, φmax[. This means that for r < R0, it is impossible to construct a nonzero
solution of (ode1), whereas for R >R0, we can construct two different nonzero solutions.
Actually we have not considered all the possible solutions of (ode1) in the preceding para-
graph. Indeed we have only considered the solutions of (E1) that directly join a solution of (E2)
without cutting the x-axis φ′ = 0 another time. However, the time before these nonconsidered
solutions cut the line φ′ = −√αφ is necessarily bigger than R0.
3.2. Case of dimension N  3: Proof of Theorem 2
Using Theorem 1 and the comparison principle announced in Appendix A, we will now prove
Theorem 2.
First, we will show the nonexistence of radial nonzero profile when R < R0. Then if R is
large enough, we will construct a nonzero subsolution of (P∞) using the solution of (ode1) for
a slightly different nonlinearity f .
3.2.1. If R <R0
Let us choose R0 as defined by Theorem 1 and let us suppose by contradiction that there exists
φ(z) = ψ(|z|) a radial nonzero solution of (P∞).
0ψ  1 by the maximum principle, and ψ is a solution of the following equation:
(ode2)
{
ψ ′′ + N−2
r
ψ ′ + g(ψ)1{rR} − αψ1{r>R} = 0, r > 0,
ψ(r) −→
r→∞ 0, ψ
′(0) = 0.
If we had ψ ′  0, ψ would be a subsolution of (ode1). Unfortunately, it does not hold generally,
but up to reduction of R, we are going to construct a subsolution of (ode1).
We consider E = {r  0, ψ ′(r) > 0}. We set r∗ = supE  0. This supremum exists by the
strong elliptic maximum principle since ψ(r) −→
r→∞ 0.
We will prove that φ(z) = ψ(|z| + r∗), z ∈ R, is a nonzero subsolution of (ode1) where R is
replaced by R − r∗ ∈ ]0,R0[. This will contradict Theorem 1.
First let us show that R − r∗ > 0. We have ψ ′(r∗) = 0 and ψ ′′(r∗) 0, so
g
(
ψ
(
r∗
))
1{r∗R} − αψ(r∗)1{r∗>R}  0.
Hence r∗  R and ψ(r∗)  θ and moreover by the strong elliptic maximum principle on
[R,+∞[, r∗ <R.
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{
ψ ′′ + g(ψ)1{rR−r∗} − αψ1{r>R−r∗} = −N−2r ψ ′  0, r > 0,
ψ(r) −→
r→∞ 0, ψ
′(0) = 0.
Thus φ(z) = ψ(|z|) is a subsolution of (ode1) with (BC1) where R is replaced by R − r∗ ∈
]0,R0[. Moreover, 1 is a supersolution of (ode1) and ψ  1, so there is a solution φ of (ode1)
with ψ  φ  1 and this contradicts Theorem 1.
3.2.2. If R is large enough
The aim of this proof is to construct a nonzero subsolution ψ of problem (P∞). To do this, we
will have to study in more details the solutions of (ode1). Particularly, we will need the following
lemmas.
Lemma 6. For any ε > 0 there exists R1 > 0 such that for all R > R1 a solution φ of (ode1)
verifies φ(0) > 1 − ε.
Proof. If we consider φ+ the largest solution of (ode1), we have φ0 → 1 for R → +∞. Since 1
is a stationary point of (E1), we have this lemma by continuity of the flow of (ode1) with respect
to the initial condition. 
Lemma 7. Let us fix η > 0 as small as wanted and ρ > 0 as large as wanted. There exists R1 > 0
such that for all R >R1 a solution of (ode1) verifies
∀r ∈ ]0, ρ] |φ
′(r)|
r
 η. (5)
It is a solution of (ode1) that will be used to construct a subsolution of (P∞).
Proof of Lemma 7. Due to Lemma 6, it is sufficient to show (5) for φ(0) > 1 − ε for some
ε > 0.
Let us fix ε > 0 such that g(φ0) η/2 for all φ0 ∈ [1 − ε,1].
We have φ
′(r)
r
= φ′′(0) + rm2 φ′′′(rm) for some rm ∈ ]0, r[. Moreover, φ′′(0) = −g(φ(0)) and
by the maximum principle there exists M ′′′ > 0 independent of ε > 0 such that |φ′′′|M ′′′. We
set δ = η/M ′′′. Then for any φ0  1 − ε, we have
∀r  δ |φ
′(r)|
r
 η.
Let us now bound |φ
′(r)|
r
for r ∈ [δ,ρ]. As in the proof of Theorem 1, we study the time before
the trajectory of (E1) issued of (φ0,0) cuts the line φ′ = −√αφ with α = (δη)2.
Up to reducing ε > 0, we have for all φ0 > 1 − ε, Tc > ρ. Hence
∀r  ρ ∣∣φ′(r)∣∣√αφ(r) = δηφ(r) δη.
This implies ∀r ∈ [δ,ρ] |φ′(r)|  η and the lemma is thus proved. r
248 G. Chapuisat / J. Differential Equations 236 (2007) 237–279Let us now turn to the proof of Theorem 2. Using the preceding lemma, we will construct a
subsolution of (ode2). We begin with some notations.
First, let us set μ> 0 such that g′(1)+μ< 0 and g( 12 )− μ4 > 0.
We define the function g0 by g0(u) = g(u)−μu(1 − u) for u ∈R.
By definition of μ, we have g0(u) = λ0u(u − θ0)(1 − u) for some λ0 > 0 and θ0 ∈ ]0,1/2[.
Moreover, g0(u) < g(u) on ]0,1[.
Now let us set 0 < θ1 < θ < θ2 < 1 such that g′(u) < 0 for u ∈ ]0, θ1[ ∪ ]θ2,1[ and g′(u) > 0
for u ∈ ]θ1, θ2[ (see Fig. 3). There exists x1 ∈ ]θ1,1/2[ such that g0(x1) = g(θ1). And we define
x2 ∈ ]0,1[ such that g0(x2) = max[0,1] g0. We have x2 < θ2.
For u ∈ [θ1, x2], we can define
ε(u) = max{ε > 0, ∀ζ ∈ [0, ε[, g(u− ζ )− g0(u) > 0} ∈ ]0,+∞].
By implicit function theorem, u 	→ ε(u) is continuous on ]x1, x2[ and by continuity of g and g0,
ε(u)
u→x+1−−−−→ ε(x1) > 0 and ε(u) u→x
−
2−−−−→ ε(x2) > 0. Thus there exists εmin = min{ε(u), x1  u
x2} > 0. On [θ1, x1[, ε(u) = +∞.
Let us set ε > 0 such that ε < εmin/2.
By definition of εmin, g(u − ε) − g0(u) > 0 on [θ1, x2], thus there exists η > 0 such that
g(u− ε)− g0(u) > η for u ∈ [x1, x2]. Now up to reducing η > 0, we can prove that g(u− ε)−
g0(u)  η > 0 for u ∈ [ε,1]. Indeed for u ∈]x2, θ2 + ε], g0 is decreasing and g(. − ε) is still
increasing, for u ∈ ]0, θ1/2] ∪ ](θ2 + 1)/2,1], we have g(u− ε)− g(u)M ′ε where
M ′ = max{−g′(u), u ∈ ]0, θ1/2] ∪ ](θ2 + 1)/2,1]}> 0
and g  g0, and for u ∈ ]θ1/2, θ1] ∪ ]θ2 + ε, (θ2 + 1)/2], g is decreasing and μu(1 − u) η.
Now we recall that for φ the solution of (ode1) described in the proof of Theorem 1,
we have for any r ∈ [0,R], φ′(r) = −√2(G(φ(0))−G(φ(r))). Let us set ρ > 0 such that
N−2
ρ
√
2(G0(1)−G0(θ)) < η where G0(u) =
∫ u
0 g0. Let us fix γ > α. Due to Lemma 7, there
exists R > 0 such that the function φ(r) build in the proof of Theorem 1 verifies⎧⎨
⎩
φ′′ + g0(φ)1rR − γφ1r>R = 0,
N−2
r
|φ′(r)| < η, r ∈ [0, ρ],
φ(r) > θ2 + , r ∈ [0, ρ].
Fig. 3. g and g0.
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r
|φ′(r)| < η for all r  R. Now up to increase R,
we may assume
β = N − 2
2R
+
√(
N − 2
2R
)2
+ α √γ .
And we define the subsolution
ψ(r) =
{
φ(r)− ε, r ∈ [0,R],
(φ(R)− ε)e−β(r−R), r ∈ ]R,+∞[.
We have ψ(0) > 0 and ψ ′  0. Then for r ∈ [0,R[,
ψ ′′(r)+ N − 2
r
ψ ′(r)+ g(ψ) = N − 2
r
φ′(r)+ g(φ − ε)− g0(φ)
−η + g(φ − ε)− g0(φ) 0.
And for r ∈ ]R,+∞[,
ψ ′′(r)+ N − 2
r
ψ ′(r)− αψ ψ ′′(r)+ N − 2
R
ψ ′(r)− αψ = 0.
Finally in r = R, ψ is continuous. Moreover,
lim
x→R−
ψ ′(r) = lim
x→R−
φ′(r) = −√αφ(R)−√βφ(R)−√β(φ(R)− ε)= lim
x→R+
ψ ′(r).
ψ is thus a H 1-subsolution of (P∞) and 1 is a supersolution with ψ  1, we can thus construct
φ a solution of (P∞) such that ψ  φ  1. φ ≡ 0 and by the strong maximum principle, φ > 0.
4. Maximal speed for invasion
Now as we have studied the possible profiles for travelling fronts solution of (1), we will
assume R >R1 and we will prove Theorem 4.
In this section, we will study the solutions of (P ) that are near 0 far to the right. We will show
that whatever the solution is to the left, an eventually more stable state could not “invade the state
0” faster than a maximum speed cmax > 0. By the way we will study the conditions on u0 so that
the solution u of problem (P ) “stays near 0” when x tends to +∞.
4.1. Definition of a local energy function
For any regular and integrable function η :R→R, we have
d
dt
∫∫
η(x)
( |∇u(t, x, z)|2
2
+ F (u(t, x, z), z))dx dz
= −
∫∫
η(x)∂tu(t, x, z)
2 dx dz−
∫∫
η′(x)∂tu∂xudx dz
and
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dt
∫∫
η(x)
u(t, x, z)2
2
dx dz = −
∫∫
η(x)f
(
u(t, x, z), z
)
u(t, x, z) dx dz
−
∫∫
η|∇u|2 dx dz+
∫∫
η′′ u
2
2
dx dz.
In order to precisely estimate the solution of (P ) when it is near 0, we need to define the following
constants.
Let us set λmin = min(α,λθ) and λmax = max(α,λθ).
By definition of f and F , there exists vst ∈ ]0, θ [ such that for all v ∈ [0, vst] and for all
z ∈RN−1 we have
λmin
2
v  f (v, z) 2λmaxv and (6)
λmin
4
v2  F(v, z) λmaxv2. (7)
If we were considering the simple ordinary differential equation that corresponds to (1) (i.e.
without the diffusion term), [0, vst] would be an “asymptotic stability area” for the equilibrium 0,
i.e. that a trajectory that enters this area will finally tend to 0.
Let us now fix α0 ∈ ]0, 12λ(1+θ) ] so that
∀v ∈ [0,1] ∀z ∈RN−1 α0F(v, z)−v
2
4
. (8)
Last we set β0 = min(1,√λmin/2), ψ0(x) = exp(−β0|x|) for x ∈R and Txψ0 :y → ψ0(y − x).
Finally we can define the local energy function Ψ0(t, x) by
Ψ0(t, x) =
∫∫
Txψ0(y)
(
α0
( |∇u(t, y, z)|2
2
+ F (u(t, y, z), z))+ u(t, y, z)2
2
)
dy dz.
Ψ0(t, x) corresponds to an energy of the solution of (P ) around x at time t where the equilibrium
state 0 is favoured. Indeed by definition of α0, we have the following “coercivity” inequality
Ψ0(t, x)min
(
α0
2
,
1
4
)∫∫
Txψ0(y)
(∣∣∇u(t, y, z)∣∣2 + u(t, y, z)2)dy dz. (9)
This inequality links the energy Ψ0 with the value of u. Indeed, for all v ∈ H and for all
z ∈RN−1 we have
v(0, z)2 = ψ0(0)v(0, z)2  12
∫
R
∣∣∂y(ψ0(y)v(y, z)2)∣∣

∫
ψ0(y)
∣∣v(y, z)2 + ∂yv(y, z)2∣∣dy

∫
ψ0(y)
(
v(y, z)2 + ∣∣∇v(y, z)∣∣2)dy.
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Ψ0(t, x)min
(
α0
2
,
1
4
) ∫
RN−1
u(t, x, z)2 dz.
And as stated in (3), |∇u| is bounded by M0 and this bound is independent of u0 ∈ H . So let us
set v1 > 0 with v1 < vol( vst2M0 )
v2st
4 where vol(ρ) is the volume of the ball of radius ρ in R
N
.
If
∫
RN−1 u(t, x, z)
2 dz v1, then for all z ∈RN−1, u(t, x, z) vst.
Thus let us set εst = min(α02 , 14 )v1. Finally, we get
Ψ0(t, x) εst ⇒ ∀z ∈RN−1 u(t, x, z) vst. (10)
Now we want to study the evolution of Ψ0(t, x) in function of time t . Since |ψ ′0(x)| = β0ψ0(x)
and ψ ′′0 = β20ψ0 − 2β0δ where δ is a Dirac mass in 0, we have
∂tΨ0(t, x)
∫∫
Txψ0
(
α0β20
4
∂xu
2 − |∇u|2 + β
2
0
2
u2 − uf (u, z)
)
dy dz

∫∫
TxΨ0
((
α0β20
4
− 1
)
|∇u|2 + β
2
0
2
u2 − uf (u, z)
)
dy dz
and by definition α0β
2
0
4 − 1− 34 .
In order to clearly link ∂tΨ0 and Ψ0, we introduce
λmin
4(α0λmax + 1/2)
(
α0F(u, z)+ u
2
2
)
and we obtain
∂tΨ0(t, x)−
∫∫
Txψ0
(
3
4
|∇u|2 + λmin
4(α0λmax + 1/2)
(
α0F(u, z)+ u
2
2
))
dy dz
+
∫∫
Txψ0
(
λmin
4(α0λmax + 1/2)
(
α0F(u, z)+ u
2
2
)
+ β
2
0
2
u2 − uf (u, z)
)
dy dz
−ε1Ψ0(t, x)
+
∫∫
Txψ0
(
λmin
4(α0λmax + 1/2)
(
α0F(u, z)+ u
2
2
)
+ β
2
0
2
u2 − uf (u, z)
)
dy dz
where ε1 = min( 32α0 , λmin4(α0λmax+1/2) ). Now we set
Sfar(t) =
{
x ∈R ∣∣ ∃z ∈RN−1, u(t, x, z) > vst}.
According to the choice of λmin , for y /∈ Sfar(t) or |z| >R,4(α0λmax+1/2)
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4(α0λmax + 1/2)
(
α0F
(
u(t, y, z), z
)+ u(t, y, z)2
2
)
+ β
2
0
2
u(t, y, z)2
− u(t, y, z)f (u(t, y, z), z) 0.
Hence
∂tΨ0(t, x)−ε1Ψ0(t, x)+
∫
Sfar(t)
K1Txψ0 dy (11)
where
K1 = vol(R) λmin4(α0λmax + 1/2) (α0M + 1/2)+
β20
2
+m
with vol(R) the volume of a ball of radius R in RN−1, M = max[0,1](−G) and m =
max[0,1](−g).
4.2. Localization of the energy
In this section, we want to prove that if the solution is near 0 far to the right in the sense
defined by the energy Ψ0, then a more stable state could not invade 0 faster than a maximum
speed cmax > 0.
For technical reason, it is not sufficient to directly study whether Ψ0(t, x)  εst, that is why
we have to define the function χ below.
Let us set L = 2
β0
log( 2K1
ε1εstβ0
). This constant is defined in order to have K1
∫ −L2−∞ ψ0 = ε1εst2 .
And we define χ :R→ R¯ by
χ(x) =
⎧⎨
⎩
+∞ if x < 0,
εst(1 − 12Lx) if 0 x  L,
εst
2 if x > L.
In the following, we will consider the next important assertion that expresses that u is near 0 far
to the right:
P(t, x0): ∀x ∈R Ψ0(t, x) χ(x − x0).
Particularly, if P(t0, x0) holds, then u(t0) vst right from x0.
Lemma 8. There exists cmax > 0 depending only on f such that for all x0 ∈R and for all t0  0
P(t0, x0) holds ⇒ ∀t  t0 P
(
t, x0 + cmax(t − t0)
)
holds.
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tion can not travel.
Proof of Lemma 8. We set cmax = 4LK1εstβ0 > 0.
Let us fix x0 ∈R and t0  0 such that P(t0, x0) holds and let us suppose by contradiction that
E = {t > t0 ∣∣P(t, x0 + cmax(t − t0)) does not hold}
is not empty.
First, remark that if P(t, x) holds then P(t, x¯) holds for all x¯  x.
Let us set t1 = infE and x1 = x0 + cmax(t1 − t0). By continuity of Ψ0(t, x) with respect to t ,
P(t1, x1) holds.
We are going to prove that cmax has been chosen large enough so that for all s  0 small
enough, P(t1 + s, x1 + cmaxs) holds. This will be a contradiction with the definition of t1.
In order to simplify the writing, we set χ˜ (s, x) = χ(x − x1 − cmaxs) for x ∈R and s  0.
Remember that
P(t1 + s, x1 + cmaxs) holds ⇔ ∀x  x1 + cmaxs Ψ0(t1 + s, x) χ˜ (s, x).
Now let us show the right part inequality for small s and x > x1 +L. Since P(t1, x1) holds,
∀x > x1 + L2 Ψ0(t1, x)
3εst
4
.
Thus with the same reasoning as in inequality (10), we obtain
∀x > x1 + L2 ∀z ∈R
N−1 u(t1, x, z)
√
3εst
2
and by continuity of u with respect to t uniformly in (x, z) ∈RN , there exists ε > 0 such that
∀s < ε ∀x > x1 + L2 ∀z ∈R
N−1 u(t1 + s, x, z) εst.
Hence for s < ε, Sfar(t1 + s) ⊂ ]−∞, x1 + L2 [ and by (11), we have
∀s < ε ∀x > x1 +L ∂Ψ0
∂t
(t1 + s, x)−ε1
(
Ψ0(t1 + s, x)− εst2
)
 0.
Thus for s < ε and x > x1 +L, Ψ0(t1 + s, x) εst2  χ˜ (s, x).
Let us now study the case where x ∈ [x1 + cs, x1 + L]. The result is due to the choice of c
large enough.
Indeed for all s  0 and x ∈ R we have ∂tΨ0(t1 + s, x) 2K1β0 and for x ∈ [x1 + cmaxs, x1 +
cmaxs +L], ∂χ˜∂s (s, x) = cmaxεst2L . According to the choice of cmax, we thus have
∀s  0 ∀x ∈ [x1 + cmaxs, x1 + cmaxs +L] Ψ0(t1 + s, x) χ˜ (s, x)
and the lemma is proved. 
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to the right. Let us define a particular set of initial conditions.
A=
{
u0 ∈ H
∣∣∣ lim sup
x→+∞
u(t, x, z)
t→+∞−−−−→ 0
}
where the limit is uniform with respect to z ∈RN .
Corollary 9. The following two assertions are equivalent:
(1) u0 ∈A.
(2) There exist t0 > 0 and x0 ∈R such that P(t0, x0) holds.
Proof. If lim supx→+∞ u(t, x, z)
t→+∞−−−−→ 0, then lim supx→+∞ |∇u(t, x, z)| t→+∞−−−−→ 0 by local
estimates. Hence if t0 and x0 are large enough, P(t0, x0) holds.
Conversely, due to Lemma 8,
∀t  t0 Sfar(t) ⊂
]−∞, x0 + cmax(t − t0)].
Thus ∀t  t0, ∀x > x0 + (cmax + 1)(t − t0)
∂Ψ0
∂t
(t, x)−ε1Ψ0(t, x)+K1
x0+cmax(t−t0)∫
−∞
e−β0|y−x| dy
−ε1Ψ0(t, x)+ K1
β0
e−β0(t−t0).
Hence
Ψ0(t, x) εste−ε1(t−t0) + K1
β0(ε1 − β0)
(
e−β0(t−t0) − e−ε1(t−t0))
and
sup
xx0+(cmax+1)(t−t0)
Ψ0(t, x)
t→+∞−−−−→ 0
which proves that u0 ∈A. 
The condition P(t, x) is not very practical to handle, so the following corollary exhibits more
explicit conditions on u0 so that u0 ∈A.
Corollary 10. There exists δ > 0 such that for all u0 ∈ H
lim sup
x→+∞
x+1∫
x−1
∫
RN−1
(
u0(x, z)
2 + ∣∣∇u0(x, z)∣∣2)dzdx  δ ⇒ u0 ∈A.
Proof. Due to the definition of Ψ0(t, x), it is clear that P(0, x) will hold for x large enough. So
with the preceding corollary u0 ∈A. 
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In the preceding section, we have found a sufficient condition so that the solution u of problem
(P ) with initial condition u0 converges to 0 for x near +∞ when t tends to +∞. Now we will
look for extra conditions so that a nonzero state invades the domain. We already know that this
invasion will occur with a maximal speed cmax > 0.
Let us first define the set of initial data that creates “invading” solution of (P ):
Ainv =
{
u0 ∈A
∣∣∣ ∃ε > 0, lim sup
t→+∞
sup
xεt, z∈RN−1
u(t, x, z) > 0
}
.
In the following, this set will be assumed not empty. The conditions that ensure this property
will be established in Section 10.
So let us fix u0 ∈Ainv.
Since u0 ∈A, up to changing the origin of time, we assume that there exists x0 ∈ R so that
P(0, x0) holds (see Section 4.2 for the definition of P).
We recall that ∀t  0 P(t, x0 + cmaxt) holds and that if P(t, x) holds, then for all y  x,
P(t, y) holds.
Moreover, since u0 ∈Ainv, {x ∈ R | P(t, x) holds} cannot be R or for all superior time, this
set would also be R which contradicts the definition of Ainv.
Thus we may define x˜(t) for t  0 by
x˜(t) = inf{x ∈R ∣∣P(t, x) holds}
and by continuity of Ψ0, we have
{
x ∈R ∣∣P(t, x) holds}= [x˜(t),+∞[.
As Risler does in [17], we will refer to this point x˜(t) as the escape point. In fact, this point is
the first point, starting from +∞ in x, where the solution “escapes” from 0 in the energy sense
defined by Ψ0.
By definition of P(t, x) and εst, we have
∀x  x˜(t) u(t, x) εst. (12)
We want to study the evolution of x˜(t) in function of the time t and to do so we will work
in travelling referentials “following” the escape point, thus for all s  0 we define the maximal
advance of the escape point
X˜(s) = sup
t0
(
x˜(t + s)− x˜(t)).
According to Lemma 8, we have X˜(s) cmaxs for s  0.
Let us now define the “speeds” of the escape point
c˜− = lim inf
t→+∞
x˜(t)
t
, c˜+ = lim sup x˜(t)
t
, and c∗ = lim sup X˜(s)
s
.t→+∞ s→+∞
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ing to Lemma 1, for all ε > 0
sup
xεt
Ψ0(t, x)
t→+∞−−−−→ 0
and this would contradict u0 ∈Ainv.
The aim of Section 7 will be to demonstrate that these three speeds are equal using energy in
a travelling referential. So first we have to define the energy in a travelling referential.
6. Energy in a travelling referential
In the following, we will have to study the energy of the solution u of (P ) in several different
travelling referentials. Indeed, in order to prove the convergence of u toward a travelling front,
we will try to show the convergence toward a stationary solution in a referential travelling at the
same speed as the escape point. Hence in this part, we show general results for the energy of
a solution of (P ) in a referential travelling at a constant speed. We keep the same notations as
preceding.
6.1. Estimation of the “energy” in a travelling referential
Let us fix c > 0 with c  cmax the speed of the referential. We give ourselves tinit  0 and set
xinit = x˜(tinit), the escape point at the initial time.
We work in a referential travelling at speed c in the direction of the x-axis, hence the coordi-
nate z is unchanged and the other coordinates are given by
s = t − tinit and y = x − xinit − cs.
We set v(s, y, z) = u(t, x, z) the solution of (P ) in this new referential, then v is a solution of
the following equation
∂v
∂s
− c ∂v
∂y
−v + f (v, z) = 0. (13)
The definition of the “global energy” of the solution will thus be slightly different from the energy
in the initial referential.
For η(s, y) a sufficiently regular and integrable function, we have
d
ds
∫∫
η
( |∇v|2
2
+ F(v, z)
)
dy dz = −
∫∫
η∂sv
2 dy dz
+
∫∫
∂sη
( |∇v|2
2
+ F(v, z)
)
dy dz
+
∫∫
(cη − ∂yη)∂vv∂yv dx dz
and
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ds
∫∫
η
v2
2
dy dz = −
∫∫
η
(|∇v|2 + f (v, z)v)dy dz
+
∫∫ (
∂sη + ∂2yη − c∂yη
)v2
2
dy dz.
Formally, we would like to define the energy by
Φ(s) =
∫∫
ecy
( |∇v|2
2
+ F(v, z)
)
dy dz.
Hence, we would have
Φ ′(s) = −
∫∫
ecy |∂sv|2 dy dz
and the convergence toward a constant solution in time (i.e. a travelling front) would be easy to
prove. The problem is that the solutions of (P ) are not necessarily integrable. So we have to cut
off the exponential.
In order to define the “cut off” function, we fix the following parameters:
β1 = min
(
1,
λmin
8(cmax + 1)
)
, γ1 = min
(
λmin
8λmax
,
λmin
8(cmax + 1)
)
and y0 ∈R.
Now we define the new “exponential” function ϕ(s, y) (see Fig. 4) by
ϕ(s, y) =
{
ecy if y  y0 + γ1s,
e−β1ye(c+β1)(y0+γ1s) if y  y0 + γ1s,
and we set for s  0
Φ(s) =
∫∫
ϕ
( |∇v|2
2
+ F(v, z)
)
dy dz.
We will refer to Φ as the global energy of the solution of (P ) in a travelling referential.
The parameters have been chosen so that ∂sϕ = cϕ − ∂yϕ = 0 if y  y0 + γ1s and if y 
y0 + γ1s, we have ∂sϕ = γ1(c + β1)ϕ and cϕ − ∂yϕ = (c + β1)ϕ. Hence
Φ ′(s)−
∫∫
ϕ∂sv
2 dy dz
+
∫
RN−1
+∞∫
y0+γ1s
ϕ
(
γ1(c + β1)
( |∇v|2
2
+ F(v, z)
)
+ ∂sv
2
2
+ (c + β1)2 ∂yv
2
2
)
dy dz.
Thus if we set C1 = sup0<w1 −G(w)w2 < +∞ and
C2 = max
(
γ1(cmax + β1) + (cmax + β1)
2
, γ1(cmax + β1)max(C1, α)
)
,2 2
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we have
Φ ′(s)−1
2
D(s)+C2
∫
RN−1
+∞∫
y0+γ1s
ϕ
(|∇v|2 + v2)dy dz (14)
where D(s) = ∫∫ ϕ∂sv2 dy dz is the dissipation energy.
We can observe that since we have cut off the exponential weight function in the definition
of these energies, it is impossible to directly link the global energy and the dissipation energy.
There is another flux of energy and we have to control this pollution term to bound the variations
of Φ . So in order to estimate the second part of the right-hand side of (14), we define a “fire-wall”
functional Ψ (s) (see Fig. 5). We first set
ψ(s, y) =
{
e(c+β1)ye−β1(y0+γ1s) if y  y0 + γ1s,
e−β1ye(c+β1)(y0−γ1s) if y  y0 + γ1s
and α1 = min(1, α0, 1(cmax+1)2 ). Then we set for all s  0
Ψ (s) =
∫∫
ψ
(
α1
( |∇v|2
2
+ F(v, z)
)
+ v
2
2
)
dy dz
Like in Section 4, this term is an energy that “favors” the equilibrium 0. This is logical since this
term is build in order to control the flux of energy due to the cut off and it would naturally be less
important if the solution was near 0.
Since α1  α0, we have
Ψ (s)min
(
α1
2
,
1
4
)∫∫
ψ
(|∇v|2 + v2)
and therefore
Φ ′(s)−1
2
D(s)+K2Ψ (s) (15)
where K2 = C2
min( α12 ,
1
4 )
.
Now we want to control the behaviour of Φ . So first we estimate the variations of the dissipa-
tion energy D(s),
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ds
∫∫
ϕ
∂sv
2
2
dy dz =
∫∫
∂sϕ
∂sv
2
2
dy dz−
∫∫
ϕ
((
∂s |∇v|
)2 + ∂sv2∂vf (v, z))dy dz
+
∫∫
(cϕ − ∂yϕ)∂sv∂syv dy dz.
So we have D′(s) CD(s) where
C = γ1(cmax + β1)+ 2 sup
0w1, z∈RN−1
(−∂vf (v, z))+ (cmax + β1)2
which means that the dissipation cannot increase too fast. The problem is now to control Ψ (s).
6.2. Control of the “fire-wall” functional
Since |∂sψ | γ1(c + β1)ψ , |cψ − ∂yψ | (c + β1)ψ and ∂2yψ − c∂yψ  β1(c + β1)ψ , we
have
Ψ ′(s)
∫∫
ψ
((
α1γ1(c + β1)
2
+ α1(c + β1)
2
4
− 1
)
|∇v|2
+ α1γ1(c + β1)|F(v, z)| − vf (v, z)+ (γ1 + β1)(c + β1)2 v
2
)
dy dz.
But α1, β1 and γ1 have been chosen so that this inequality becomes
Ψ ′(s)
∫∫
ψ
(
−|∇v|
2
2
+ λmin
8λmax
∣∣F(v, z)∣∣− vf (v, z)+ λmin
8
v2
)
dy dz.
And by adding and deducting
∫∫
ψ
λmin
4(α1λmax + 1/2)
(
α1F(v, z)+ v
2
2
)
dy dz,
we obtain
Ψ ′(s)
∫∫
ψ
(
−|∇v|
2
2
− λmin
4(α1λmax + 1/2)
(
α1F(v, z)+ v
2
2
))
dy dz
+
∫∫
ψ
(
λmin
4(α1λmax + 1/2)
(
α1F(v, z)+ v
2
2
)
+ λmin
8λmax
∣∣F(v, z)∣∣− vf (v, z)+ λmin
8
v2
)
dy dz.
Let us once again define
Sfar(s) =
{
y ∈R ∣∣ ∃z ∈RN−1, v(s, y, z) > vst}.
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negative for y /∈ Sfar(s) and for any z with |z|R. Hence for all s  0
Ψ ′(s)−ε3Ψ (s)+C3Θ(s) (16)
with Θ(s) = ∫
Sfar(s)
ψ(s, y) dy, ε3 = min( 1α1 , λmin4(α1λmax+1/2) ) and
C3 = vol(R) max
0w1
{
λmin
4(α1λmax + 1/2)
(
−α1G(w)+ w
2
2
)
+ λmin
8λmax
∣∣G(w)∣∣+wg(w)+ λmin
8
w2
}
where vol(R) is the volume of the ball of radius R in RN−1.
It remains to estimate Θ(s). Let us call y˜(s) = x˜(t) − xinit − cs. We know that Sfar(s) ⊂
]−∞, y˜(s)[ and since ψ(s, y) ec+β1ye−β1(y0+γ1s), we obtain
Θ(s) 1
β1
e−β1y0e(c+β1)y˜(s)−β1γ1s .
Now we had chosen xinit = x˜(tinit), so we have y˜(s) X˜(s)− cs, thus
Θ(s) 1
β1
e−β1y0e−
1
2 β1γ1se(c+β1)(X˜(s)−c∗s)e((c+β1)(c∗−c)−
1
2 β1γ1)s
and X˜(s)− c∗s  0 for s large. So if we have the important condition
(c + β1)
(
c∗ − c) 1
4
β1γ1, (17)
i.e. the speed of the referential c is close enough to c∗, we obtain
Θ(s)C4e−β1y0e−
1
2 β1γ1s
where C4 = 1β1 exp(sups0{(cmax + β1)(X˜(s)− c∗)s − 14β1γ1s}).
Then with (16) we can estimate Ψ (s¯) for s¯  0 like its integral. We have
Ψ (s¯) Ψ (0)− ε3
s¯∫
0
Ψ (s) ds + 2C3C4
β1γ1
e−β1y0
and since Ψ (s¯) 0, we have
+∞∫
0
Ψ (s) ds  1
ε3
Ψ (0)+K3e−β1y0 (18)
where K3 = 2C3C4 .ε3β1γ1
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The aim of this section is to control the escape point, that means that we will study its as-
ymptotic speed for t → +∞. To do so, we will use the preceding estimations for the energy of a
solution in a travelling referential. We recall that c˜−  c˜+  c∗  cmax and c˜+ > 0 (see Section 5
for the definitions of these speeds).
Proposition 11. We have c˜− = c˜+ = c∗.
Proof. Let us suppose by contradiction that c˜− < c∗.
• For any c > 0 such that
c˜− < c < c∗ < c + γ1 and (c + β1)
(
c∗ − c) β1γ1
4
, (19)
the computations of Section 6 in a referential travelling at speed c hold. So let us fix c > 0 that
verifies (19). In any referential travelling at speed c, the escape point will make large excursions
to the left followed by large excursion to the right and moreover, the cut off point in the definition
of Φ will always be to the right of the escape point (where the solution is near 0).
• Take any sequence (sn)n∈N that tends to +∞ such that X˜(sn)sn tends to c∗.
For all n ∈N we set tn  0 such that x˜(tn + sn)− x˜(tn) X˜(sn)− 1.
Let us fix n ∈N. We will apply the computations of the preceding section with
tinit = tn, xinit = x˜(tn), y0 = 0
and c > 0 chosen above.
We will use the same notations as in the preceding section with an exponent (n), hence Ψ
becomes Ψ (n).
• First let us show that the global energy Φ(n)(s) cannot tend to −∞ for s → +∞ due to the
large excursions to the left of the escape point.
We have y˜(n)(s) = x˜(tn + s)− x˜(tn)− cs, thus
lim inf
s→+∞
y˜(n)(s)
s
= c˜− − c < 0.
So lim infs→+∞ y˜(n)(s) = −∞. Moreover, by definition of y˜(n), for all y  y˜(n)(s) and all z ∈
R
N−1
, we have v(n)(s, y, z)  vst and then F(v(n)(s, y, z), z)  0. By definition of F , for all
|z|R and for all y ∈R, we have
F
(
v(n)(s, y, z), z
)= α
2
v(n)(s, y, z) 0.
We thus have for all s  0,
Φ(n)(s) vol(R) min
0w1
(−G(w))
y˜(n)∫
−∞
ecy dy
and lim sups→+∞ Φ(n)(s) 0.
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Φ(n)(0) =
∫∫
ϕ(0, y)
( |∇u(tn, x˜(tn)+ y, z)|2
2
+ F (u(tn, x˜(tn)+ y, z), z)
)
dy dz
is bounded from above with respect to n ∈N.
• Likewise, since t 	→ ‖u(t)‖H 1ul is bounded, Ψ
(n)(0) is also bounded from above with respect
to n ∈ N and according to the preceding section and Eq. (18), ∫ +∞0 Ψ (n)(s) ds  1ε3 Ψ (n)(0) is
bounded with respect to n ∈N.
• Hence the dissipation must also be bounded with respect to n ∈ N. Indeed by (15), we
have
∫ +∞
0 D(n)(s) ds < +∞ and uniformly bounded with respect to n ∈ N. Moreover, we have
shown in the preceding section that D′(s)  CD(s) with C independent of n ∈ N and since
∂tu is bounded for t  1, D(n)(1) is bounded with respect to n ∈ N. Hence D(n)(s) is bounded
uniformly with respect n ∈N and s ∈ [1,+∞[ and we will prove that it is contradictory with the
fact that the escape point makes large excursions to the right.
• In fact, the bound on D(n)(s) implies that ∂sv(n) tends to 0 in quadratic norm. Indeed, we
have by definition of D(n)(s),
D(n)(s)
∫
RN−1
γ1sn∫
−∞
ecy∂sv
(n)(sn, y, z)
2 dy dz.
And if we set y = y˜(n)(sn)+ y¯, we have
D(n)(s) ecy˜(n)(sn)
∫
RN−1
γ1sn−y˜(n)(sn)∫
−∞
ecy¯∂sv
(n)
(
sn, y˜
(n)(sn)+ y¯, z
)2
dy¯ dz.
But due to the choice of tn, y˜(n)(sn) → +∞ and γ1sn − y˜(n)(sn) → +∞. Indeed we have
X˜(sn)− 1 − csn  y˜(n)(sn) = x˜(tn + sn)− x˜(tn)− csn  X˜(sn)− csn
which means that y˜(n)(sn) ∼ (c∗ − c)sn and γ1sn − y˜(n)(sn) ∼ (γ1 + c − c∗)sn → +∞.
Since D(n)(s) is bounded and ecy˜(n)(sn) → +∞, necessarily for all L> 0∥∥∂sv(n)(sn, y˜(n)(sn)+ ., .)∥∥L2(B(0,L)) n→+∞−−−−−→ 0.
• But we have
∂sv
(n)
(
sn, y˜
(n)(sn)+ y, z
)
= ∂tu
(
tn + sn, x˜(tn + sn)+ y, z
)+ c∂xu(tn + sn, x˜(tn + sn)+ y, z).
So we set for all (y, z) ∈RN
wn(y, z) = u
(
tn + sn, x˜(tn + sn)+ y, z
)
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w¯n(y, z) = ∂tu
(
tn + sn, x˜(tn + sn)+ y, z
)
.
By compactness (see Section 2.3) up to extraction, there exist w∞ ∈ H 2ul(RN) and w¯∞ ∈
L2ul(R
N) such that for all L > 0, wn → w∞ in H 2ul(B(0,L)) and w¯n → w¯∞ in L2ul(B(0,L)).
By passing to the limit, we have
w¯∞ + c∂xw∞ = 0.
• Now to conclude, let us show that w∞ = 0. First notice that the preceding computations
could have been done with any c that respects conditions (19), but wn and w¯n (and thus their
limits neither) do not depend on c.
Thus w¯∞ = 0 and ∂xw∞ = 0, so w∞ only depends on z ∈ RN−1. By passing to the limit in
(P ), we obtain
zw∞ − f (w∞, z) = 0.
This equation has been studied in Section 3 and it is easy to see that we have w∞ ≡ 0 or there
exists z0 ∈ RN−1 such that w∞(., z0)  θ . But by definition of wn, for all z ∈ RN−1 we have
w∞(0, z) vst < θ , hence w∞ ≡ 0.
• But this contradicts the definition of x˜(tn + sn). In particular, for any y < 0, there exists
yn ∈ [y, y +L] such that Ψ0(t − n, x˜(tn + sn) + yn) εst/2. Thus by compacity and continuity
of Ψ0, there exists y∞ such that
∫∫
Ty∞ψ0(y)
(
α0
( |∇w∞(y, z)|2
2
+ F (w∞(y, z), z)
)
+ w∞(y, z)
2
2
)
dy dz εst
2
,
this contradicts w∞ = 0. 
In the following, we will note c˜ = c˜− = c˜+ = c∗ and we have c˜ > 0.
8. Relaxation
We keep the same notations as in the preceding sections. The aim of this section is to prove
the convergence of the solution u of (P ) toward a travelling front in L2ul-norm. Precisely, we will
prove the following proposition.
Proposition 12.
∀L> 0 ∥∥∂tu(t, x˜(t)+ ., .)+ c˜∂xu(t, x˜(t)+ ., .)∥∥L2ul(B(0,L)) t→+∞−−−−→ 0.
Proof. Let us first remark that
∂tu
(
t, x˜(t)+ ., .)+ c˜∂xu(t, x˜(t)+ ., .)= ∂sv(s + tinit, ., .)
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Let us now suppose by contradiction that there exist L0 > 0, ε0 > 0 and a sequence (tn)n∈N with
tn
n→+∞−−−−−→ +∞ such that
∀n ∈N ∥∥∂tu(tn, x˜(tn)+ ., .)+ c˜∂xu(tn, x˜(tn)+ ., .)∥∥L2ul(B(0,L))  ε0. (20)
For all n ∈N, we define wn(y, z) = u(tn, x˜(tn)+ y, z) for (y, z) ∈RN .
By compacity, there exists w∞ ∈ H 2ul(RN) such that for all L> 0, wn → w∞ in H 2ul(B(0,L)).
Let us fix n ∈N. By definition of c˜, we have x˜(tp)−x˜(tn)
tp−tn
p→+∞−−−−−→ c˜. So we define
p(n) = min
{
p ∈N, tp − tn  n and
∣∣∣∣ x˜(tp)− x˜(tn)tp − tn − c˜
∣∣∣∣ 1n
}
.
We set sn = tp(n) − tn and cn = x˜(tp(n))−x˜(tn)tp(n)−tn . We clearly have sn → +∞ and cn → c˜. Moreover,
due to Lemma 8, we have cn  cmax.
In the following, we will assume that n is large enough so that c˜/2 < cn  cmax and
(cn + β1)(c˜ − cn)  β1γ1/4. Hence we can once again apply the computations of Section 6
with tinit = tn, xinit = x˜(tinit), c = cn and y0 > 0 to be chosen below. The quantities defined in
Section 6 are once more denoted with the same notations plus (n) as exponent.
Let us remark that this referential has been constructed in order to “follow the escape point,”
i.e. we have y˜(n)(0) = y˜(n)(sn) = 0.
Moreover, v(n)(0, y, z) = wn(y, z) and v(n)(sn, y, z) = wp(n)(y, z).
We are going to prove a contradiction thanks to the 5 following claims.
First we prove that the dissipation cannot tend to 0.
Claim 13. There exist N0 ∈N and εdissip > 0 such that for all nN0 and for all y0  0
1
2
sn∫
0
D(n)(s) ds  εdissip.
Proof. By definition, D(n)(s) is increasing with y0 ∈ R, thus it is sufficient to prove the in-
equality with y0 = 0. Let us suppose by contradiction that there exists a sequence (nk)k∈N with
nk → +∞ such that
snk∫
0
D(nk)(s) ds k→+∞−−−−−→ 0.
Since we have D′  CD with C independent of n ∈ N, we have D(nk)(s)  D(nk)(snk )ec(s−snk )
for s  snk . So necessary we obtain D(nk)(snk ) k→+∞−−−−−→ 0.
On the other hand, we have
D(nk)(snk )
∫
N−1
γ1snk∫
−∞
ecnk y∂sv
(nk)(snk , y, z)
2 dy dz.R
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∥∥∂sv(nk)(snk , ., .)∥∥L2([−L,L]×RN−1) k→+∞−−−−−→ 0
for all L> 0. Now
∂sv
(nk)(snk , y, z) = ∂tu
(
tp(nk), x˜(tp(nk))+ y, z
)+ cnk ∂xu(tp(nk), x˜(tp(nk))+ y, z)
and this would contradict the beginning hypothesis (20). 
Now we define Φ(∞) ∈R.
Claim 14. Φ(∞) = ∫∫
RN
ec˜y(
|∇w∞|2
2 + F(w∞, z)) dy dz is a converging integral.
Proof. Let us fix y0 > 0 just for this proof.
Since c˜/2 < cn  cmax and t 	→ ‖u(t)‖H 1ul is bounded, Φ
(n)(0) and Ψ (n)(0) are bounded from
above with respect to n ∈ N. Thus according to (18), ∫ sn0 Ψ (n)(s) ds is also bounded from above
and according to (15), there exists C > 0 such that for all n ∈N, Φ(n)(sn) C.
Now we have chosen sn in order that y˜(n)(sn) = 0, so for all y  0, F(v(n)(sn, y, z), z)  0
and thus
Φ(n)(sn)
∫
RN−1
γ1sn∫
−∞
ecny
( |∇wp(n)|2
2
+ F(wp(n), z)
)
dy dz.
Then for all L> 0 and for all n ∈N large enough,
∫
RN−1
L∫
−∞
ecny
( |∇wp(n)|2
2
+ F(wp(n), z)
)
dy dz C
and passing to the limit in n, we obtain
∫
RN−1
L∫
−∞
ec˜y
( |∇w∞|2
2
+ F(w∞, z)
)
dy dzC
with C independent of L. The result is thus proved. 
In the next claim, we will study the behaviour of Φ(n)(0).
Claim 15. There exists N(y0) ∈N such that for all nN(y0)
Φ(n)(0)Φ(∞) + εdissip
4
.
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First, for (y, z) ∈RN we set
h(n)(y, z) = ϕ(n)(y,0)
( |∇wn(y, z)|2
2
+ F (wn(y, z), z)
)
.
We have
Φ(n)(0) =
∫∫
RN
h(n)(y, z) dy dz.
Now we set
ϕ(∞) =
{
ec˜y if y  y0,
e−β1ye(c˜+β1)y0 if y  y0
and
h(∞)(y, z) = ϕ(∞)(y)
( |∇w∞(y, z)|2
2
+ F (w∞(y, z), z)
)
.
For any y ∈ R, we have ϕ(n)(0, y) n→+∞−−−−−→ ϕ(∞)(y). Moreover, since c˜/2 < cn  cmax, for a
fixed y0  0, we can overestimate ϕ(n)(y,0) by an integrable function of y independent of n ∈N
and by Lebesgue’s dominated convergence theorem, we have h(n) tends to h(∞) in L1(RN) for
n → +∞.
Finally we set
k(∞)(y, z) = ec˜y
( |∇w∞(y, z)|2
2
+ F (w∞(y, z), z)
)
.
We have
Φ(∞) =
∫∫
RN
k(∞)(y, z) dy dz
∫∫
RN
h(∞)(y, z) dy dz.
Indeed, for y  0 and for all z ∈ RN−1, we have wn(y, z)  vst and passing to the limit,
w∞(y, z) vst so F(w∞, z) 0. And Claim 15 follows. 
Now we will study the behaviours of Φ(n)(sn).
Claim 16. There exists N0 ∈N such that for all nN0 and for all y0  0
Φ(n)(sn)Φ(∞) − εdissip4 .
Proof. We now set
k(n)(y, z) = ϕ(n)(y, sn)
( |∇wp(n)(y, z)|2 + F (wp(n)(y, z), z)
)
2
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∫∫
RN
k(n)(y, z) dy dz. Set L> 0 such that
∫
RN−1
L∫
−∞
k(∞)(y, z) dy dzΦ(∞) − εdissip
8
.
For all y  y0+γ1sn (then for all y  γ1sn), ϕ(n)(y, sn) = ecny n→+∞−−−−−→ ec˜y and c˜/2 < cn  cmax,
so by Lebesgue’s dominated convergence theorem, we have k(n) tends to k(∞) in L1(]−∞,L]×
R
N−1) uniformly in y0.
Finally
Φ(n)(sn)
∫
RN−1
L∫
−∞
k(n)(y, z) dy dz
since wp(n)(y, z) vst for all y  0 and L> 0. Claim 16 is thus proved. 
Finally, we bound the pollution term.
Claim 17. For y0 large enough and nN(y0),
K2
sn∫
0
Ψ (n)(s) ds  εdissip
4
.
Proof. First according to (18), we have
K2
sn∫
0
Ψ (n)(s) ds  K2
ε3
Ψ (n)(0)+K2K3e−β1y0 .
For y0 large enough, we have K2K3e−β1y0  εdissip8 . Let us show that for y0 and n large enough,
we have Ψ (n)(0) ε4 where
ε4 = ε3εdissip8K2 .
We will use the following notations. We set, for (y, z) ∈RN
l(n)(y, z) = ψ(n)(y,0)
(
α1
( |∇wn(y, z)|2
2
+ F (wn(y, z), z)
)
+ wn(y, z)
2
2
)
and we have Ψ (n)(0) = ∫∫
RN
l(n)(y, z) dy dz.
Now we set
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{
e(c˜+β1)ye−β1y0 if y  y0,
e−β1ye(c˜+β1)y0 if y  y0,
l(∞)(y, z) = ψ(∞)(y)
(
α1
( |∇w∞(y, z)|2
2
+ F (w∞(y, z), z)
)
+ w∞(y, z)
2
2
)
and Ψ (∞) = ∫∫
RN
l(∞)(y, z) dy dz. For any y ∈ R, we have ψ(n)(0, y) n→+∞−−−−−→ ψ(∞)(y) and
since c˜2 < cn  cmax, for any fixed y0  0, we can apply Lebesgue’s dominated convergence
theorem and thus l(n) tends to l(∞) in L1(RN) for n → +∞. Thus for any y0 fixed, there exists
N0(y0) ∈N such that for all nN0
Ψ (n)(0) Ψ (∞) + ε4
2
.
It remains to prove that Ψ (∞)  ε42 for y0 large enough.
We set
l¯(∞)(y, z) = ec˜y
(
α1
( |∇w∞(y, z)|2
2
+ F (w∞(y, z), z)
)
+ w∞(y, z)
2
2
)
.
We recall that due to the choice of α1, l(∞) and l¯(∞) are nonnegative functions. We set Ψ¯ (∞) =∫∫
RN
l¯(∞)(y, z) dy dz. This integral is indeed converging since for y  0, w∞  vst so w2∞ ∼
CF(w∞, z) and we can then use Claim 14.
Since l(∞)(y, z)  l¯(∞)(y, z) and moreover for y  y02 , we have l(∞)(y, z) 
e−β1y0/2 l¯(∞)(y, z), we have
Ψ (∞)  e−β1y0/2Ψ¯ (∞) +
+∞∫
y0/2
l¯(∞)(y, z) dy dz.
Thus for y0 large enough, we have Ψ (∞)  ε42 . Claim 17 is then proved. 
Conclusion: All these claims together lead to a contradiction with Eq. (15). The proposition is
thus proved. 
9. Existence of travelling fronts and convergence
Now we are able to conclude with the proof of Theorem 4. Let us fix any sequence (tn)n∈N
with tn → +∞.
We set
wn(y, z) = u
(
tn, x˜(tn)+ y, z
)
for (y, z) ∈RN
and we have the following lemma.
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all L> 0
sup
(y,z)∈B(0,L)
∣∣wn(y, z)−w∞(y, z)∣∣ n→+∞−−−−−→ 0.
This lemma proves Theorem 4 if Ainv is not empty.
Proof of Lemma 18. Let us write for (y, z) ∈RN
w¯n(y, z) = ∂tu
(
tn, x˜(tn)+ y, z
)
.
By compacity, there exist w∞ ∈ H 2ul(RN) and w¯∞ ∈ L2ul(RN) such that, up to extraction, for all
L> 0
wn → w∞ in H 2
([−L,L]N ) and w¯n → w¯∞ in L2([−L,L]N ).
According to Proposition 12 we have w¯∞ + c˜w∞ = 0 and passing to the limit in (P ), we see that
w∞ is a solution of the equation
w + c˜∂xw − f (w, z) = 0.
w∞ is a travelling front since for all y  0 and for all z ∈ RN−1, 0  w∞  vst, hence by the
parabolic maximum principle w∞ x→+∞−−−−−→ 0 uniformly in z ∈ RN−1 and by definition of x˜,
w∞ ≡ 0.
Now ψ− = limx→−∞ w exists uniformly for z ∈RN−1 and is positive since the energy
x 	→
∫
RN−1
|∇zw∞(x, z)|2
2
+ F (w∞(x, z), z)dz
increases with respect to x (c > 0).
Now the uniform convergence on B(0,L) for any L> 0 is easy to prove.
Indeed (as shown in Section 2) ∇wn and ∇w∞ are bounded uniformly in n and (y, z), so if
there exists ε > 0 such that for all n
sup
(y,z)∈B(0,L)
∣∣wn(y, z)−w∞(y, z)∣∣ ε,
the L2-convergence is contradicted. 
In fact, we have a slightly better result exposed in Theorem 5. Indeed the solution is exponen-
tially decreasing in |z|, thus for z large enough sup|wn(y, z)−w∞(y, z)| tends to 0 and the same
manner, for y large enough sup|wn(y, z) −w∞(y, z)| tends to 0 when n → +∞. Indeed w∞ is
uniformly exponentially decreasing toward 0 when y → +∞ and wn too due to the parabolic
maximum principle and Eq. (6).
So we obtain uniform convergence on [−L,+∞[ ×RN−1 for all L> 0.
The problem would now be to prove that this limit travelling front do not depend on the
sequence (tn). We know that c˜ depends only on f and not on (tn)n∈N, but for the moment we
have not found any result on unicity of travelling front up to shifting for this nonlinearity.
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10.1. A sufficient condition for invasion to occur
This subsection is devoted to the proof of the following proposition.
Proposition 19. Let us choose u0 ∈A. If
0∫
L
∫
RN−1
( |∇u0(x, z)|2
2
+ F (u0(x, z), z)
)
dzdx
L→+∞−−−−−→ −∞,
then u0 ∈Ainv = {u0 ∈A | ∃ε > 0, lim supt→+∞ supxεt, z∈RN−1 u(t, x, z) > 0}.
The proof of this proposition will need the following lemma.
Lemma 20. For any h ∈ L∞(R), if ∫ 0−L h(x)dx L→+∞−−−−−→ −∞, then ∫ 0−∞ ecxh(x) dx c→0+−−−−→−∞.
Proof. Let us set
H(x) =
0∫
x
h(y) dy and I (c) =
0∫
−∞
ecxh(x) dx.
Since H ′(x) = −h(x), by integrating by part, we obtain
I (c) =
0∫
−∞
cecxH(x)dx.
Let us fix M > 0 as large as wanted. There exists L> 0 such that H(x)−M for x −L, thus
we obtain
I (c)−Me−cL + (1 − e−cL) max
x∈[−L,0]
H(x).
The right-hand side converges toward −M when c → 0+, the lemma is thus proved. 
Let us now turn to the proof of the proposition.
• First let us prove that the hypothesis of the proposition implies that
∀t  0
0∫ ∫
N−1
( |∇u(t, x, z)|2
2
+ F (u(t, x, z), z))dzdx L→+∞−−−−−→ −∞.
−LR
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ϕL(x) =
⎧⎨
⎩
ex+L if x −L,
1 if −L x  0,
e−x if x  0,
and
ΦL(t) =
∫∫
ϕL
( |∇u|2
2
+ F(u, z)
)
dx dz.
According to the calculations of the beginning of Section 4, we have
Φ ′L(t) = −
∫∫
φL∂tu
2 dzdx −
∫∫
φ′L∂tu∂xudz dx

∫ ∫
x /∈[−L,0]
φL|∇u|2 dzdx
 C
∥∥u(t)∥∥
H 1ul
.
Φ ′L is thus bounded with respect to t and L and since ΦL(0)
L→+∞−−−−−→ −∞, the above result is
proved.
• For t  0, we set
x¯(t) = sup{x ∈R ∣∣ ∃z ∈RN−1, u(t, x, z) > vst} ∈ [−∞,+∞].
x¯(t) = −∞ if the set is empty. Up to changing the origin of time, we may assume that ∀t  0
x¯(t) < +∞ since u0 ∈A. According to the lemma (with h(x) =
∫
RN−1
|∇u|2
2 + F(u, z) dz) and
to the preceding point, we have
0∫
−∞
∫
RN−1
ecx
( |∇u(0, x, z)|2
2
+ F (u(0, x, z), z))dzdx c→0+−−−−→ −∞. (21)
• Now we will prove that lim supt→+∞ x¯(t)t > 0. This will indeed implies that u0 ∈A. Let us
suppose by contradiction that lim supt→+∞
x¯(t)
t
 0.
We will study the energy of the solution in a travelling referential of speed c > 0 with tinit = 0
and xinit = 0. c will be chosen small enough to have a contradiction. As in Section 6, we define
Φ(s),D(s), Ψ (s) and Θ(s) = ∫
Sfar(s)
ψ(s, y) dy. Proceeding as in Section 6.2 and since Sfar(s) ⊂
]−∞, y¯(s)] and y¯(s) = x¯(s)− cs s→+∞−−−−→ −∞, we have
Θ(s)C5e−β1γ1s
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+∞∫
0
Ψ (s) ds  1
ε3
Ψ (0)+ C3C5
β1γ1
and since Ψ (0) is bounded with respect to c > 0,
∫ +∞
0 Ψ (s) ds is also bounded with respect to
c > 0.
• Moreover, since y¯(s) s→+∞−−−−→ −∞, we have lim infs→+∞ Φ(s) 0 as in Section 7.
• To conclude, we recall that
Φ(s)Φ(0)+K2
s∫
0
Ψ (s) ds
and according to Eq. (21), Φ(0) c→0+−−−−→ −∞ which implies a contradiction with
lim infs→+∞ Φ(s) 0.
10.2. Construction of u0 ∈Ainv
In order to construct u0 ∈Ainv, we have to study in more details the possible profiles of the
travelling front and specially their energy.
Lemma 21. There exists R2 > 0 such that for all R >R2 a solution φ > 0 of (P∞) verifies
E(φ) =
∫
RN−1
( |∇φ|2
2
+ F(φ, z)
)
dz < 0.
Using this lemma, it is easy to construct a function u0 ∈Ainv. For example, we can set
u0(x, z) =
{
φ(z) if x  0,
φ(z)e−x if x > 0.
This function clearly satisfies all the hypotheses.
Let us now turn to the proof of the lemma.
Proof of Lemma 21. Let us recall the equation. For a profile φ of a travelling front, we have
(P∞) −φ + f (φ, z) = 0, z ∈RN−1,
φ ∈ C1(RN−1) and exponentially decreasing in |z| → +∞.
Multiplying (P∞) by φ and using Green–Riemann formula, we obtain∫
N−1
(|∇φ|2 + f (φ, z)φ)dz = 0,
R
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E(φ) =
∫
RN−1
(
F(φ, z)− 1
2
f (φ, z)φ
)
dz
for a solution of (P∞). For |z| > R, we have F(φ, z) − 12f (φ, z)φ = 0. The problem is thus to
study F(φ, z)− 12f (φ, z)φ = −G(φ)+ 12g(φ)φ for z ∈ B(0,R).
Clearly, φ 	→ −G(φ)+ 12g(φ)φ is continuous on [0,1] so it is bounded by a constant C6 > 0
and moreover −G(1)+g(1)/2 = −G(1) < 0 since θ < 12 . Let us fix ε ∈ ]0,G(1)[. We can define
φl < 1 such that for all φ  φl , we have −G(φ)+ 12g(φ)φ < −ε.
We now have to compare the sizes of the sets {z ∈ B(0,R) | φ(z)  φl} where −G(φ) +
1
2g(φ)φ < −ε and {z ∈ B(0,R) | φ(z) < φl} where −G(φ)+ 12g(φ)φ ∈ [−ε,C6] for a profile φ.
First we will study the case of dimension N = 2. So here φ refers to the solution φ+ con-
structed in Theorem 1 for R large enough. We have already shown that if R is large enough, then
φ(0) = φ0 > φl . Now, we recall that we have
1
2
φ′(z)2 +G(φ(z))= G(φ(0)).
So if we set zl = max{z 0 | φ(z) φl} > 0, we have
zl = 1√
2
φ0∫
φl
du√
G(φ0)−G(u) (22)
while
R − zl = 1√
2
φl∫
φ(R)
du√
G(φ0)−G(u) (23)
where φ(R) ∈ [0,1].
The right-hand part of Eq. (23) can be bounded by C7 with respect to R, while zl can be as
large as wanted if φ0 is close enough to 1 which comes down to R large enough. To sum up,
E(φ) < 0 for R large enough.
Finally, if N  3 the solution constructed in Theorem 2 for R large enough is greater than the
solution φ+ constructed in Theorem 1 if N = 2 for a similar equation. Thus we obtain
E(φ)−vol(B(0,1))zN−1l ε +C7C8
and zl → +∞ for R → +∞. 
11. Conclusion
In this paper, we have proved the existence of a travelling front solution of a biological
problem, precisely a reaction–diffusion equation of bistable type in a cylinder coupled with an
274 G. Chapuisat / J. Differential Equations 236 (2007) 237–279equation of diffusion and absorption outside the cylinder, if the radius of the cylinder is large
enough. We have used the method developed by Risler and Gallay in [17] with some modifica-
tions. This method gives us the existence of a front and a beginning of proof for the convergence
toward this front, but it is impossible to conclude about convergence without the unicity of trav-
elling front up to shifting.
To prove the unicity up to shifting of the travelling fronts, we could try to adapt the method
of Berestycki and Nirenberg in [3] and Vega in [22] which has been developed on bounded
cylinders.
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Appendix A. Maximum principle
A.1. Theorem
We set
Pu(t, x, z) = ∂tu(t, x, z)−u(t, x, z)− g
(
u(t, x, z)
)
1{|y|R} − αu(t, x, z)1{|y|>R}.
Let Ω1 = {(x, z) ∈RN, |z| <R} and Ω2 = {(x, z) ∈RN, |z| >R}.
In the following, all the functions are supposed to have the same regularity as exposed in
Section 2.
Theorem 22. Let u+ and u− be two bounded uniformly continuous functions defined on R×RN .
We suppose
Pu−  Pu+ t ∈R, (x, z) ∈RN,
lim sup
|z|→∞
u− − u+  0, t ∈R, x ∈R,
where the limits are uniform with respect to t and x. If, moreover, g is nonincreasing on
]−∞, supu−], then u−  u+ on R×RN .
Remark. If the functions are independent of the time t , we obtain an elliptic comparison princi-
ple.
This theorem has been proved by F. Hamel in [12] in the case where the functions are twice
derivable in space on the whole domain. This proof is largely inspired by Hamel’s proof.
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Since u+ and u− are bounded, for ε > 0 large enough we have u− − ε  u+ on R×RN . We
set
ε∗ = inf
{
ε > 0
∣∣ u− − ε  u+ on R+ ×RN}.
By continuity, we have u− − ε∗ = u+. Our goal is to show that ε∗ = 0.
Suppose that ε∗ > 0.
Let εk be a positive sequence such that εk < ε∗ and εk → ε∗ for k → ∞.
Let (tk, xk, zk) ∈R+ ×RN such that
u−(tk, xk, zk)− εk > u+(tk, xk, zk).
Since
lim sup
|z|→+∞
u− − u+  0
and ε∗ > 0, {zk} is bounded. Up to extraction of some subsequence, we can suppose zk → Z for
Z ∈RN−1.
We can also suppose tk → T ∈ [−∞,+∞].
We set
u−k (t, x, z) = u−(t + tk, x + xk, z+ zk)
and
u+k (t, x, z) = u+(t + tk, x + xk, z+ zk)
for t ∈R and (x, z) ∈RN . Finally, we set
wk = u+k − u−k + ε∗.
Since u+ and u− are uniformly continuous, C1 and piecewise C2 in space, up to extraction of
some subsequence, there exists z such that wk → w locally uniformly and in C0,1loc (]−∞,+∞[×
R
N) and in C1,2loc (]−∞,+∞[ ×ΩZ1 ∪ΩZ2 ) in space, where
ΩZ1 =
{
(x, z) ∈RN, |z +Z| <R} and ΩZ2 = {(x, z) ∈RN, |z +Z| >R}.
We have
w  0 on ]−∞,+∞[ ×RN
by definition of ε∗ and
w(0,0,0) = 0
by definition of tk , xk and zk .
Moreover,
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(
u+k
)= ∂tu+k −u+k − g(u+k )1{|z+zk |R} − αu+k 1{|z+zk |>R}
 ∂tu−k −u−k − g
(
u−k
)
1{|z+zk |R} − αu−k 1{|z+zk |>R}
 ∂t
(
u−k − ε∗
)−(u−k − ε∗)− g(u−k − ε∗)1{|z+zk |R}
− α(u−k − ε∗)1{|z+zk |>R}
since Pu−  Pu+ and g is nonincreasing on ]−∞, supu−].
Finally, since u+ and u− are bounded and g is locally Lipschitz, there exists C  0 such that
∂twk −wk +Cwk  0.
By passing to the limit as k → +∞ locally uniformly in R×RN , we obtain
∂tw −w +Cw  0.
There are two cases.
If |Z| = R and w(t, x, z) > 0 for |z + Z| = R (if not we can applied the case |Z| = R with
another point that (0,0,0)), by the strong maximum principle on ΩZ1 (see for example [16,
p. 174]), we have
∂w
∂ν1
(0,0,0) < 0
where ν1 is the outward normal vector of ΩZ1 . And by the strong maximum principle on Ω
Z
2 , we
have
∂w
∂ν2
(0,0,0) < 0
where ν2 = −ν1 is the outward normal vector of ΩZ2 . Thus we get a contradiction since w is C1
in space.
If |Z| = R, there are once again two cases.
• If (0,0,0) ∈ ΩZ2 , we choose a domain D ∈ RN large enough so that w > ε∗/2 somewhere
near the border and D ∩ΩZ1 = ∅. It is possible since
lim sup
|z|→+∞
u− − u+  0.
Then by the strong maximum principle, we obtain w = 0 on R × D. And we get a contra-
diction with w > ε∗/2 near the border.
• If (0,0,0) ∈ ΩZ1 , then by the parabolic maximum principle, w = 0 on R− ×ΩZ1 . Hence by
continuity of w, w = 0 for t  0 and (x, z) ∈ ∂ΩZ1 and by continuity of the first derivative,
∂w = 0 for t  0 and (x, z) ∈ ∂ΩZ1 .∂ν1
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∂w
∂ν2
= 0 for t  0 and (x, z) ∈ ∂ΩZ2 .
Hence the minimum is also reached in ΩZ2 and we can apply the preceding case.
A.3. Corollaries and extension
With almost the same proof, it is easy to show the following theorem.
Theorem 23. Let u+ and u− be two bounded uniformly continuous functions defined on
R+ ×RN .
We suppose
Pu−  Pu+, t ∈R∗+, (x, z) ∈RN,
u−  u+, t = 0, (x, z) ∈RN,
lim sup
|z|→∞
u− − u+  0, t > 0, x ∈R
where the limit is uniform in t and x. Then u−  u+ on R+ ×RN .
The proof of this theorem is almost the same as the one of the preceding theorem, but we can
use the classical parabolic maximum principle that applies whatever the monotony of g is.
The following classical corollaries are important too.
Corollary 24. A bounded solution of Pu = 0 with u → 0 for |z| → +∞ and with limit for
x → ±∞ verifies
0 u 1.
Corollary 25. A bounded solution of Pu = 0 with initial condition u = u0 for t = 0, with u → 0
for |z| → +∞ and with limit for x → ±∞ verifies
0 u 1
if 0 u0  1.
Indeed for u+ = 1, we have Pu 0.
We have a slightly better estimation. Let us set
β = N − 2
2R
+
√(
N − 2
2R
)2
+ α.
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u → 0 for |z| → +∞.
We suppose that u has limits for x → ±∞. Moreover, we suppose that there exists C > e√βR
such that 0 u0 min{1,C exp(−√β|z|)}. Then 0 umin{1,C exp(−√β|z|)}.
Proof. Let us set u+(t, x, z) = C exp(−√β|z|) and u− = u.
We have Pu(t, x, z) 0 for |z| >R , but not necessarily for |z|R. Moreover, u+ is not C1
in z = 0, but with the same notations as in the theorem, it is easy to show that Z > R. Indeed
C > e
√
βR implies u+(t, x, z) > 1 for |z|R and by the preceding corollary, u− = u 1. Since
Z >R, the end of the proof is exactly the same as in the theorem. 
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