I N T RO D U C T I O N
Full waveform inversion (FWI) is now widely recognized as a powerful tool to extract information on subsurface structures from recorded seismic data (see Virieux & Operto 2009, for review) . FWI is a data-fitting approach, minimizing the difference between observed and modelled data using an adjoint state technique (e.g. Tromp et al. 2005; Plessix 2006 ). The initial framework of FWI in the time-distance domain was proposed by Lailly (1983) and Tarantola (1984) . Since FWI takes into account all information embedded in seismic data, including amplitudes and phases, models obtained using FWI have by definition a better resolution than those obtained using conventional approaches such as traveltime tomography, dispersion curve analysis, etc. Moreover, since FWI is in general an automated methodology, for example, it does not require human eye-ball procedures such as traveltime picking, it is very suitable for analysing a large amount of seismic data, particularly those acquired by seismic industry, but at a rather high computational cost. These advantages make the technique very attractive for seismic imaging and thus FWI has already found wide range of applications in the geophysical community. For example, (i) FWI results are used as starting velocity models for seismic migration (e.g. Plessix et al. 2013) . (ii) FWI is used in global seismology for imaging crustal, lithospheric and deep mantle structures (e.g. Ravaut et al. 2004; Operto et al. 2006; Arnulf et al. 2012) . Recently, Kawai et al. (2014) and Konishi et al. (2014) inverted for localized deep mantle structures in detail using Hessian matrix and gradient calculated for 1-D Earth. Fichtner et al. (2009) are working on the upper mantle waveform tomography by calculating gradient and approximated Hessian. Lekić & Romanowicz (2011) and French et al. (2013) use asymptotic Hessian kernel, which is cheap to calculate, and reveal its capacity to image sharp structure in the whole mantle. (iii) FWI is also used at reservoir scale for monitoring (Gosselet & Singh 2007; During that time, FWI was mainly applied to near offset reflection data. Although the early 2-D FWI results were encouraging, the industry opted for 3-D migration of seismic reflection data as a main tool for seismic imaging because of its quality of images and cost effectiveness. Shipp & Singh (2002) included inversion of long offset reflection and refraction data and showed that it can provide accurate medium to short wavelength of velocity information. Pratt et al. (1996) showed that inverting a single discrete frequency from refraction data and increasing the frequency, one can retrieve medium wavelength velocity information very efficiently. The method was applied to wide-aperture data using acoustic approximation and has been recently extended to 3-D geometry (Ben-Hadj-Ali et al. 2008; Plessix 2009; Sirgue et al. 2010) .
However, the acoustic approximation could lead to erroneous updates in the velocity model in the inversion (e.g. Plessix et al. 2013) . This becomes particularly important in the presence of strong elastic contrasts where errors arise due to overfitting of the observed elastic data by acoustically modelled synthetics (e.g. Barnes & Charara 2009 ). Several studies succeeded in reconstructing 2-D elastic parameters independently, in particular, V p and V s for both marine (e.g. Sears et al. 2008) and land long offset (e.g. Brossier et al. 2009 ).
However, there are two problems in performing 2-D elastic FWI. The first problem is associated with 3-D scattering effect that cannot be handled correctly using 2-D FWI (e.g. Mufti 1989 ). The second problem is due to the 2-D approximation used for sources (line source) in computing synthetic data where the real sources are in 3-D (point source), leading to erroneous amplitude due geometrical spreading. Generally, a temporal scaling using √ t could be applied to correct the amplitude, but it is not as accurate as expected (e.g. Wapenaar et al. 1992b) , particularly for the inversion of S-wave velocity models.
In the reality, however, the Earth is three-dimensional, elastic and highly heterogeneous, and therefore, one would require a full 3-D elastic inversion for more accurate imaging. Recently, 3-D elastic FWI has been developed and tested on synthetic data sets (Borisov & Satish 2013; Butzer et al. 2013; Vigh et al. 2013 ) and applied to small-scale real data sets with shallow targets (Guasch et al. 2012; Vigh et al. 2014) . Borisov & Singh (2015) have shown that both 2-D elastic and 3-D acoustic approximation provide poor inversion results as compared to 3-D elastic FWI. However, the application of 3-D FWI to realistic model dimensions remains challenging even with modern computational resources. One can reduce the computational cost by extrapolating or redatuming the surface data in depth performing 3-D FWI in a localized area, for example in the vicinity of a reservoir. Dong et al. (2009) used a ray-based Kirchhoff 's method to efficiently redatum the data close to the target, and then performed one-way wave-equation migration. Yang et al. (2012) used a similar approach for redatuming and performed acoustic FWI to time-lapse seismic data. However, in order to perform the wavefield extrapolation, one needs to know accurately about the base-line model between the Earth's surface and the target region. We suggest that a 3-D elastic FWI should be applied first to whole low frequency data to get the base-line velocity model.
In this paper, we develop an efficient way to perform 3-D elastic waveform inversion of time-lapse seismic data using FiniteDifference Injection Method (FDIM; Robertsson & Chapman 2000) . FDIM allows us to calculate synthetic seismograms efficiently after model alterations in a localized region. The method is based on the wavefield superposition and its representation integral along the boundary. It requires only one calculation for a full volume and then iterates calculations in the subvolume and its neighbourhood, allowing significant reductions in computational time and memory requirements. A similar approach was used by Monteiller et al. (2013) and Masson et al. (2013) to compute synthetic data in spherical earth model. Our inversion approach here is based on the 2-D FWI initially developed by Royle (2010) and Singh & Royle (2010) .
F O RWA R D M O D E L L I N G
Throughout this study, we calculate synthetic seismograms using a 3-D staggered grid based on a fourth-order accuracy in space and second-order accuracy in time (e.g. Randall 1989; Graves 1996) . Fig. 1 shows a schematic illustration of our staggered FD grid in a 2-D slice. Note that particle velocity, stress components and elastic parameters are stored at different locations, hence we are obliged to interpolate those values when we need to know different kinds of variables at a certain point. For this purpose we used a simple linear interpolation. One can apply more sophisticated techniques, such as approximation using the sinc function tapered with a Kaiser function (Hicks 2002) , which might improve the accuracy but it is out of scope in this paper.
Consider a strong form of first-order partial differential equations, which describes the 3-D elastic wave propagation in a velocitystress formulation in a 3-D Cartesian coordinate system:
where υ i is the ith component of particle velocity, τ ij a stress tensor, f i source term, ρ density and C ijkl elastic moduli. If we assume an isotropic medium, the fourth-order elastic tensor reduces to
where λ, μ denote the Lamé elastic parameters, and δ is a Kronecker's delta. Eqs (1a) and (b) can be re-written in the following form: In this study, we restrict our calculations to isotropic elastic medium. However, the effects of attenuation and anisotropy can be included in a straightforward manner. Since FWI spends most of its computational time on forward modelling, the successfulness of the inversion strongly depends on the balance between accuracy, efficiency and representation of physics included in the forward modelling solver. Our modelling algorithm is heavily parallelized using a domain decomposition technique on a distributed memory platform, allowing for an accurate and efficient wavefield computation for a 3-D geometry. Un-split convolutional perfectly matched layers (C-PMLs) are used to efficiently absorb undesirable reflections from the model boundaries (Komatitsch & Martin 2007) .
We review briefly representation theorems for specific geometries before detailing our strategies for a localized waveform inversion since it is an important step to extrapolate the sources to the small region of calculation. Here we consider a reciprocity theorem for elastic equation of motion. First, in analogy to eq. (1), we define Green's functions in velocity-stress formulation with a source located at x B :
with
where
is the ith component of particle velocity and
a stress tensor for a point source g i at x B with an origin time t = t 0 . δ denotes either Kronecker's delta or Dirac's delta function. We arrange the sum of convolution of eq. (1a) and G B il and convolution of eq. (4a) with υ i , taking integral over an arbitrary volume V surrounded by surface S, we obtain a convolution-type representation theorem:
where n j is an outward normal to the surface S, as parentheses of the second and third terms in the right-hand side are tractions, and the star denotes convolution in time. Note that this representation theorem can be used for any arbitrary volume V.
When we have a source distribution f i non-zero uniquely outside volume V, the first term on the right-hand side vanishes and we obtain:
We call the right-hand side 'representation integral' (e.g. Aki & Richards 2002) . This representation theorem relates itself to convolution-type interferometry (e.g. Halliday & Curtis 2010) . The key idea is that we can express seismic records by interfering wavefields due to the source distribution f i and Green's functions from the receivers over a certain closed surface. However, in our localized inversion approach and in many other situations in exploration geophysics, it is not possible to place the receivers all around the closed surface. In these cases, we use a 'truncated version' of representation integral
supposing that the quantity
vanishes, when we takeS infinitely far and deep. In this paper, we set the truncated surface S horizontally below or on the surface of the Earth and reconstruct virtual sides of either source or receiver.
F I N I T E -D I F F E R E N C E I N J E C T I O N M E T H O D
The FDIM was originally proposed by Alterman & Karal (1968) for implementation of a point source in the FD method and was later on adopted by Robertsson & Chapman (2000) to perform efficient seismic modelling after a local model alteration. This approach is referred to as the full field/scattered method in the electromagnetism community (e.g. Taflove & Hagness 2005) . Several studies proposed in computational seismology to use hybrid modelling for efficient calculation of synthetic seismograms. In hybrid methods the computational domain is divided into several domains in which wave propagation is computed separately, often with different methods (e.g. Capdeville et al. 2002 Capdeville et al. , 2003 Bouchon & Sánchez-Sesma 2007; Godinho et al. 2009; Opršal et al. 2009; Monteiller et al. 2013) . Masson et al. (2013) introduced general concept of timereversal mirrors for regeneration of forward and backward propagations in an arbitrary localized region by finding local equivalent body forces. Within the FDIM, the numerical simulations achieved by injecting the wavefield inside a subdomain in the manner described in the next subsection, without re-calculating the wavefield over the whole model space. The implementation is entirely based on the traditional FD schemes (e.g. Boore 1972; Madariaga 1976; Virieux 1986; Levander 1988) .
In the next section we briefly recall the theory of the FDIM. Then, we demonstrate a synthetic time-lapse example, where FDIM was used to efficiently calculate the updated seismic records after local model perturbations within the 3-D elastic medium.
Wavefield injection
The main idea of the FDIM is to satisfy the principles of superposition and continuity of the wavefield. Since the method depends on a connecting solution in different regions, the main computational domain is divided into several subvolumes. These subvolumes and their surrounding surfaces play a crucial role. Fig. 2 (a) schematically illustrates a conventional seismic survey, where the source and receivers placed close to the surface of the Earth, while the zone of interest is located at some depth. Fig. 2(b) illustrates new virtual locations of the source and receivers employed within the FDIM. The region where the physical properties are altered (e.g. producing oil/gas reservoir or a reservoir for CO 2 storage) is referred to injection subvolume V i . The injection surface S i encloses this altered region and essentially, this surface replaces the point source used in the conventional modelling. Alterman & Karal (1968) showed that it is possible to introduce a wavefield into a subvolume from a source located outside by injecting an analytical solution along a closed surface. Similarly, the wavefield recorded along the closed surface S i can be used as a source to compute the wavefield within the interior region. Submesh V e surrounding the subvolume V i is used to limit the part of the initial model where the seismic wavefield will be recomputed. The associated surface S e simply acts as an absorbing boundary, which is regularly employed on the horizontal and lower edges of the model in order to prevent undesirable reflections from the artificial borders. As our localized inversion strategy requires seismic records to be within the subvolume V e , we denote the location of virtual receivers by surface S e .
Suppose that the initial response to the unaltered model equals to {υ 
The updates for the stress components (or pressure) can be described in the same way. The integral in eq. (9c) corresponds to a truncated version of the representation integral as in eq. (7), that is, S e should be in fact a closed surface but there is little interaction through the other masked surfaces and thus we can ignore them. The Green's functions are calculated in the initial unaltered model, by inducing impulsive point sources from the receivers located on the Earth surface to the point of integration located at the level S e . In practice, band-limited Green's functions between two points can be used to solve eqs (9) if an accurate estimation of the model is available (Wapenaar et al. 1992a; Dong 2008) . Therefore, eq. (9c) is used to extrapolate to the surface the wavefield that was recorded at the datum located in the proximity of the target area. For localized approach, before applying inversion one would prefer to extrapolate initially observed wavefield from the surface receivers to some level closely located to the zone of interest using the same eq. (9c). From eqs (9b) and (c) one can conclude that FDIM requires the initial wavefield {υ only. During these local simulations, at each time step the recorded wavefield is injected into the staggered grid in the manner illustrated in Fig. 3 for tractions where two different situations are shown. If the update is performed for the components located inside V i (Fig. 3,  left) , the wavefield is supposed to propagate in the whole medium. Velocity fields are thus added at the positions where the parts of the fourth-order stencil go outside the V i (eq. 9b). If the update is performed for the components located outside V i (Fig. 3, right) , it is assumed that there is no wavefield injection. Therefore, the velocity fields subtracted at the positions where the parts of the fourth-order stencil situated inside the subvolume V i (eq. 9a).
The wavefield recalculated in such a manner can provide accurate seismic response after local model alterations (Robertsson & Chapman 2000) . The amplitude of the variations can be arbitrarily large. The only missing part in the recalculated seismograms is the so-called long-range interactions, resulting from the altered wavefield interaction with the unaltered model outside the FD-submesh S e , which propagates back. However, wavefield generated by such interactions would arrive after the primary altered wavefield, and would have a limited effect on localized FWI. If the model just above the submesh has a strong velocity contrasts, then this part of the model should be included in the submesh in order to avoid adverse effect. One can also use an exact boundary condition to address the issue of high-order long-range interactions (van Manen et al. 2007 ), but in this study we do not follow such an extension due to the increased complexity in the implementation and the significant additional computing efforts associated with the calculation of a larger number of the Green's functions, particularly for inversion.
Example of forward modelling using the FDIM
Here we illustrate a synthetic example, where the FDIM is used for an efficient re-calculation of the seismograms, after local model perturbations. For this purpose we use a horizontally layered model (Fig. 4a) , where P-and S-wave velocities are linked to each other through a simple arithmetic factor of 1.5. The density parameter is derived from the P-wave velocity using the empirical relationships of Gardner et al. (1974) and Hamilton (1978) . The minimal value of S-wave velocity below the water layer is equal to 1200 m s −1 . Although such high S-wave velocity corresponds to a high-contrast seafloor, which is relatively rare, we use this high S-wave velocity in this numerical experiment in order to discretize the medium sparsely.
The model contains a volume of 8 × 4 × 8 km in inline (x), depth (z) and crossline (y) directions, respectively. We discretize . Update for the normal component of stress is illustrated within fourth-order accurate FD scheme (stencil is shown on both pictures with notation specified in Fig. 1) . Left: when the stress is updated inside V i , the velocity component recorded during the full FD simulation should be added at the position indicated by red circles, where the stencil intersects the surface S i (eq. 9b). Right: when the stress is updated outside V i , the velocity component recorded during the full FD simulation should be subtracted at the position indicated by red circles, where the stencil intersects the surface S i (eq. 9a). Blue and green lines indicate the location of the stress components where the addition and subtraction of particle velocity components are required, respectively. (Fig. 4b) . The velocity perturbation is placed at 2.8 km depth and consists of two lens bodies with P-and S-wave anomalies of ±0.3 km s −1 and ±0.15 km s −1 , respectively. C-PMLs were used at all boundaries of 10-grid point length. We use a Ricker wavelet with 7 Hz dominant frequency as a source, placed in water layer at 10 m depth and at horizontal coordinates of (1.0, 4.0) km in x, y directions. Fig. 5 shows the recalculated wavefield along a vertical slice going through the middle of the crossline direction on initial and modified models, which correspond to the models before and after removal of the lens-shaped anomaly, respectively. The initial V p model is presented in Fig. 5(a) . obtained after 2.1 s of the source insertion from the full FDsimulation on this initial model. As it was described previously, during the full modelling at each time step the wavefield from three grid points around the injection surface S i is stored in an external file. By injecting this wavefield using eqs (9a) and (9b), the response inside the submesh V e can be calculated on the initial and modified models. If the injection volume contains the initial model (Fig. 5c) , then the wavefield inside V e ∩V i would be equal to zero (Fig. 5d) . While for the case of model with the removed anomaly (Fig. 5e) , the wavefield inside V e ∩V i corresponds to the difference between the wavefields from the initial and modified models (Fig. 5f) . To obtain updated seismograms on the surface, the residual wavefield from some recording array S e should be extrapolated to the surface receiver positions using the Green's function and subsequently added to the initial response (eq. 9c).
In this example, by restricting the FD-simulation to the small subvolume V e , the wavefield was re-computed about 25 times faster than the modelling inside the whole 3-D volume. Therefore, the FDIM can produce synthetic data sets for a localized waveform inversion in a very efficient manner. Another potential benefit of FD-injection for time-lapse inversion is that little energy will be incident on absorbing boundary of the truncated model (most of it is attenuated by the injection surface). The width of the absorbing boundaries can therefore be made a lot smaller (J.O. Robertsson, personal communication, 2014) .
The next section briefly covers the main theoretical and computational aspects of 3-D elastic waveform inversion.
3 -D E L A S T I C F U L L WAV E F O R M I N V E R S I O N
The goal of elastic FWI is to obtain a detailed seismic structure by fitting synthetic data to observed data. The inversion scheme implemented in this study is based on the theoretical frameworks of Tarantola (1984) and Mora (1987) . In this section we recall the methodology briefly but more details on 3-D elastic FWI can be found in Borisov & Singh (2015) .
The algorithm is driven by an iterative minimization of the difference between the synthetics (d syn (m)) for model m and the observed data (d obs ) in the least-squares sense (l 2 -norm) for all shots:
where S is a misfit function, t is a time step and T is a total recording time and d is discretized vector for all the shots and all the time increments of data d. Local minimization of S in the vicinity of m ends up with a set of normal equations:
with Jacobian Matrix J:
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which can be expressed as a cross-correlation of the forward modelled wavefield, − → u and the back-propagated residuals ← − ψ . In our inversion we assume the Hessian matrix J T J as an identity matrix and use conjugate gradient methods using g direction for each iteration.
Eq. (13) allows us to determine the gradient for the Lameé parameters (δλ, δμ) in terms of the stress components:
As Lamé parameters are poorly resolved (e.g. Tarantola 1986), these values are converted to the gradient for P-and S-wave velocities (δV p , δV s ) using following equations (Mora 1987) :
The density parameter being difficult to resolve is not inverted and simply updated by linking to the V p using Gardner et al. (1974) and Hamilton (1978) relationships, depending on the depth. At the end of each iteration (n), the model m is updated using the following expression
where c is a conditioned gradient direction and η is an optimal step length at iteration n, calculated with a linear assumption (Pica et al. 1990 ):
In eq. (17), the term d pert represent synthetics generated by a small known model perturbation ε, which is generally assumed to be less than one per cent of maximal P-wave velocity. Eq. (17) constrains the inversion to remain in the vicinity of the current model and requires a linear approximation. We have implemented inversion in the time domain and the algorithm enables the simultaneous inversion of both P-and S-wave velocities. As compared to the frequency domain approach (Virieux et al. 2012) , it provides straightforward and efficient implementation using parallel computing facilities, and affordable memory requirements for 3-D elastic FWI (Borisov & Singh 2015) .
Example of 3-D elastic inversion in the full volume
Before we perform the localized inversion for time-lapse mode, we demonstrate an example of elastic waveform inversion in timelapse mode for a full 3-D isotropic model, shown in Fig. 4 . In this experiment, a lens-body perturbation is included in the baseline model, which was completely removed in the time-lapse model. In our approach, we assume that the velocity model from the baseline survey is previously established by means of FWI and is perfectly known. The baseline model is considered as a starting model for the inversion in order to retrieve the local time-lapse perturbation. The seismic data were generated using a point source, represented by a Ricker wavelet with a dominant frequency of 7 Hz. In order to reduce the computational time, the minimum S-wave velocity was specifically chosen to be high (about 1.3 km s −1 ). 'Low' seafloor with S-wave velocities less than 1.0 km s −1 is more frequently encountered in the typical lithologies than the 'high' velocity (e.g. Sheriff & Geldart 1995; Sears 2007) . However, the S-wave velocity allowed us to reduce the computational time significantly by using a bigger space and time discretization. For the geological configurations with low S-wave velocities, where the amplitude of mode-converted waves at sea bottom is small, an efficient hierarchical strategy can be implemented to improve the V s results in the manner of Sears et al. (2010) . In order to model the elastic wavefield accurately in this example, the space and time discretization were chosen to be 20 m and 3 ms, respectively. Each source is placed in water layer at a depth of 10 m, which is a realistic value for a standard marine survey. The overall computational time in our implementation linearly increases with the number of sources. Therefore, to accelerate the delivery of inversion results only forty-nine sources were used, providing a sparse mesh of 7 × 7 shots, placed in a horizontal plane 1 km apart. 8281 (91 × 91) ocean bottom cable receivers regularly spaced at 80 m interval were placed at the seafloor at 200 m depth. Each receiver measured three velocity components. C-PML was implemented at all boundaries with 10-grid point length. This allowed for efficient wavefield absorption from all boundaries of the model. Therefore, a free surface was not implemented in this synthetic study, and thus the surface multiples were not taken into account.
The results of 3-D elastic inversion using 1024 processor cores are shown in Figs 6-8. Fig. 6 illustrates 4-D model perturbations for Pwave (panel a) and S-wave velocities (panel b) retrieved after 30 FWI iterations. After comparison with the true perturbation (Fig. 4b) , the shape of the anomaly could be easily recognized. Fig. 7 illustrates three vertical slices going through the middle of crossline direction of the model shown in Fig. 6 , for both P-wave (panel a) and S-wave velocities (panel b). One can note that the result for the shear wave velocity has a better resolution, which is explained by the shorter wavelength of S wave. In Fig. 8 , the velocity profiles for P-and S-wave velocities (panels a and b, respectively) going through the middle of the inline direction further demonstrate a good agreement between the true and recovered perturbations. The data (vertical velocity component, υ z ) from one shot located in the middle of the model are shown in Fig. 9 . There is a significant reduction of the residual amplitude after 30 inversion iterations in comparison with the initial residuals (Figs 9e and d, respectively) . The final values of the normalized FWI misfit are less than 20 per cent (Fig. 14) .
We suppose that the quality of the FWI results could be further improved if a more dense sources and receivers coverage was used in the experiment. Additional 10-20 iterations could be beneficial for the quality of the inversion results as well, but due to the limitations in the available computer resources we could not afford to further iterate the inversion. In general, for a given experimental setup and for the available frequency range, our 3-D elastic FWI code applied in the full volume provides adequate velocity updates and retrieves the 4-D anomaly well enough. Successfulness of the inversion in this example is explained by the combination of several favourable factors, which strongly benefit synthetic FWI: perfectly known source wavelet, absence of noise, very accurate estimate of the starting model. In reality, these factors will definitely play a crucial role and make the FWI application much more challenging. In this synthetic study, we do not tackle these well-known obstacles. We are rather interested in comparison of the inversion results performed in the full domain with the localized FWI approach, presented in the next section.
Example of localized 3-D elastic inversion
Here we present an example of efficient reservoir monitoring with the aid of localized time lapse FWI. The example demonstrates the application of the localized FWI on the model used for full volume inversion.
We started by integration of the localized forward modelling scheme within the 3-D elastic FWI algorithm. To simplify the experiment, we initially placed all receivers at some datum close to the zone of interest (Fig. 2, surface S e ) . This was done in order to calculate directly the difference between observed and modelled data inside the subvolume V e , thus avoiding the extrapolation step.
As it was previously described, the data observed on the surface can be propagated to a new depth assuming that the velocity model is well constrained for a baseline survey using eq. (9c). The redatuming of the observed data will not significantly increase the total computational time as it should be done only once before the first inversion iteration. The corresponding geometry with seismic receivers at depth can also represent a real situation, for example, a deep horizontal well or a vertical seismic profile survey.
As in the case of the full domain FWI experiment, there are 49 sources represented by the Ricker wavelet with the dominant frequency of 7 Hz and sparse spacing of 1 km. Due to the reduced number of receivers in the subvolume, we use smaller grid spacing here in this case: the distance between receivers is 40 m in both horizontal and vertical directions. This time only 56 × 56 geophones were used, providing smaller receiver coverage of 2.2 × 2.2 km. The reduced maximum offset will occur when we extrapolate the wavefield close to the target reflector. The extrapolation will also increase moveout, increasing the sensitivity of the waveform inversion. Indeed, one can notice that higher wavenumbers are retrieved in the localized approach (Fig. 12) due to the reduced offset in comparison with the full-volume experiment (Fig. 8) . After integration of the FDIM within the FWI, the inversion results were achieved on a regular desktop computer with only eight processor cores. The obtained results equally demonstrate a good recovery of main features for both P-and S-wave velocities (Figs 10-12) . The zoom on the 3-D anomaly is shown in Fig. 10 , where the lens shape of the anomaly could be easily recognized. Fig. 11 demonstrates three vertical slices that pass through the middle of the crossline direction in the Fig. 10 . In Fig. 12 , the velocity profiles for P-and S-wave velocities (panels a and b, respectively) through the middle of the inline direction further demonstrate a good agreement between the true and recovered perturbations. (Figs 13d and c, respectively) . In this example, the final values of the normalized FWI misfit are reduced by more than 95 per cent after 30 iterations (Fig. 14) . Comparison of the waveform inversion results from the full domain and using the localized strategy demonstrate that our strategy allows recover accurately 4-D model perturbation in a very efficient manner. One can also note that full-volume FWI has a slower convergence and bigger final values of the misfit. This is due to the fact that the conventional FWI inverts for a very large number of the parameters in the entire volume, and the gradient direction for such a large number of parameters will be more complicated than those for localized FWI where the number of model parameters is much smaller. Second, the moveout for the localized inversion is much larger than that for the full volume inversion, making the local inversion more robust.
Computational efficiency
Most of the work presented here was performed on a CURIE supercomputer. We used the computer nodes that were specifically targeted for MPI parallel codes. Each node consisted in 2 eightcore Intel processors Sandy Bridge EP (E5-2680) 2.7 GHz, 64 GB of RAM (Random Access Memory), and 1 local SSD (Solid-State Drive) disks as a data storage. The use of SSD discs in our implementation provided significant improvements in the efficiency, because they allow the acceleration of an inter-node communication due to faster input/output operations. This was particularly important when a large number of processors were used. A typical submitted job for the 3-D elastic waveform inversion utilized simultaneously 64 nodes or 1024 cores, and took about 1 day of continuous calculation. Table 1 shows the comparison of some computational parameters for two cases: (1) FWI using surface geometry, which was undertaken within the whole model and (2) the localized inversion using the FDIM. By reducing the model space, significant computational savings were obtained, which allowed to perform inversion on a regular desktop with only eight processor cores instead of using highperformance cluster. We sped up the computations by a factor of 25, while the memory requirements (RAM) were reduced by a factor of 30. Only the memory storage on a hard disk was increased from 300 GB to 600 GB in order to keep the data used for wavefield injection. However, this does not represent a critical issue, because currently the disk space of such volume is quite cheap and affordable. Potentially, the total computational time within localized inversion could be further reduced, if only a part of the total recording time was considered. Indeed, significant amount of time is generally required for the wavefield to propagate from the sources located on the surface to the target, and then back to the surface receivers. In the localized approach the receivers are placed close to the zone of interest, therefore, some part of the total recording time (i.e. at the beginning and in the end of the wavefield propagation) could potentially not be taken into account. 
D I S C U S S I O N S A N D C O N C L U S I O N S
We have developed a 3-D elastic FWI scheme using an FDIM and successfully applied it to synthetic time-lapse data, demonstrating the feasibility of our algorithm. We have also compared the results from the conventional FWI, performed on the whole model and FDIM based FWI using synthetic time-lapse experiment. The velocity models obtained from the localized strategy have shown no degradation in the final results. Moreover, the computational time was reduced by a factor of 25, and memory requirements (RAM) were reduced by a factor of 30. This significant decrease in computation time allowed us to perform all calculations on a regular desktop with only eight processor cores instead of using computer cluster with a large number of processors. The obtained dramatic computational savings show a big potential for time-lapse monitoring for real data applications, where the seismic vintages are frequently acquired over the same area, using prohibitively expensive but more accurate and realistic 3-D elastic formulation. This makes the algorithm extremely useful for production-oriented applications with well-identified reservoir sequences for a time-lapse survey.
In this short synthetic study, we do not perform the extrapolation process and the wavefield was recorded directly at virtual receivers. The extrapolation could provide seismic records at different datum with sufficient level of accuracy, assuming the background velocity model used for calculation of Green's functions is well constrained between the surface and virtual receivers. We expect that the quality of the extrapolated data should be well reproduced at all offsets for our geometry, if an adequate receivers sampling is chosen. This is because the regions with most important contribution for the calculation of the extrapolated wavefield, which we can call as 'phase stationary regions' (Snieder et al. 2006) , are concentrated essentially in the vicinity of ray paths, which are covered in this experiment. Therefore, we do not expect any significant degradation at the model edges in this geometry. We also suggest that the resulting errors should lie within the domain of applicability of the waveform inversion. However, future work should be carried out to explore the influence of some aspects as the errors in overburden, 4-D repeatability and noise on the inverted parameters.
It is worth noting that in practice the storage requirements of the injection wavefield would be a hindrance because the memory requirement is proportionally related to the size of zone of interest and 
Formulation
Conventional Localized (1) / (2) FWI (1) FWI (2) CPU time (h) ≈22 000 ≈900 ≈25 (speedup) RAM (Gb) ≈1012 ≈33 ≈30 Memory storage (Gb) ≈300 ≈600 ≈0.5
to the number of seismic sources used in the survey. Therefore, the localized approach could be especially attractive in cases when the zone containing the model perturbations is much smaller than the full seismic survey area. Potential benefit of FDIM for time-lapse inversion is that little energy will be incident on absorbing boundary of the truncated model (most of it is attenuated by the injection surface). The width of the absorbing boundaries can therefore be made a lot smaller. The further extension could include incorporation of more physics, that is attenuation or anisotropy, or more computationally intensive optimization techniques as Gauss-Newton and Newton methods. Another aspect, which can be explored, is increasing of the resolution far beyond the frequency range provided by the traditional waveform inversion. Currently, the results of the waveform inversion are limited to the low frequencies and incorporation of higher frequency can increase the computational expenses dramatically. Therefore, the accelerations provided by the localized inversion strategy can help with enlarging the bandwidth of the inverted data. For example, one can use a low-frequency inversion for the base model using the whole data and use high-frequency inversion in the localized area using our FDIM, increasing the resolution significantly.
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