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1. Introduction
We study the global existence and asymptotic behavior of solutions to the initial–boundary value
problem on a half-line for the Ott–Sudan–Ostrovskiy equation
⎧⎪⎨⎪⎩
ut + uux − |α|uxxx + R 12 ux = 0, t > 0, x > 0,
u(x,0) = u0(x), x > 0,
u(0, t) = ux(0, t) = 0, t > 0,
(1.1)
where α ∈ C,
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2Γ (α) sin(π2 α)
+∞∫
0
φ(y)
|x− y|1−α dy
is the modiﬁed Riesz potential (see [16]).
Modern mathematical physics is almost exclusively a mathematical theory of nonlinear models-
equations describing various physical processes. We outline a number of physical problems leading
to nonlinear nonlocal equations. The Korteveg–de Vries (KdV) equation [8] ut + uux + αuxxx = 0 is
well known in the theory of water surface waves. This equation contains the nonlinear term uux of
the shallow water theory and the term αuxxx describing simple diffusion. Ott, Sudan and Ostrovskiy
[14,15] proposed the following generalizations of the KdV equation in the case of the hole line x ∈ R:
ut + uux + αuxxx +
+∞∫
−∞
sign(x− y)uy(y, t)√|x− y| dy = 0,
ut + uux + αuxxx +
+∞
−
∫
−∞
uy(y, t)
x− y dy = 0,
ut + uux + αuxxx −
+∞∫
−∞
1− sign(x− y)uy(y, t)√|x− y| dy = 0,
describing the ion-acoustic waves in plasma with Landau damping. The Benjamin–Ono equation [1]
ut + uux + 1
π
+∞
−
∫
−∞
uyy(y, t)
x− y dy = 0
describes long internal waves in a stratiﬁed ﬂuid of inﬁnite depth. The intermediate or Joseph equa-
tion [2]
ut + uux +
+∞
−
∫
−∞
[
1
δ
coth
π(x− y)
2δ
− 1
2δ
sign(x− y)
]
uyy(y, t)dy = 0
describes long internal waves in a stratiﬁed ﬂuid of ﬁnite depth δ. Besides the above-mentioned
equations, other particular cases of nonlinear nonlocal equations are found in nonlinear acoustics, for
example, the equation
ut + uux + βu + αuxxx + γ
x∫
0
uy(y, t)√
x− y dy = 0,
proposed by Kobelev and Ostrovskiy [11] and by Nakoryakov and Shreiber [12]. In conclusion, we em-
phasize that the description of all the above-mentioned examples of physical problems are described
in a uniﬁed way by the following nonlinear nonlocal equation
ut + uux + Ku = 0,
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Ku = 1
2π
∞∫
−∞
eipxK (p)̂u(p, t)dp,
here û(p, t) is the direct Fourier transform of u(x, t). Note that the symbol K (p) usually is a non-
analytic nonhomogeneous function in the complex plane, this fact is well acceptable for the case of
Fourier theory. A great number of publications have dealt with asymptotic representations of solutions
to the Cauchy problem for nonlinear evolution equations in the last years. The existence, uniqueness
and some qualitative properties of the solutions to the Cauchy problems for some classes of nonlin-
ear nonlocal dissipative equations were studied in [4,5,7,13] and literature cited therein. Large time
asymptotic behavior of solutions to the Cauchy problem for dissipative and dispersive nonlinear non-
local equations was investigated in the book [5].
In the present paper we study the initial–boundary value problem (1.1), which plays an impor-
tant role in the contemporary mathematical physics. The boundary value problems are more natural
for applications, however their mathematical investigations are more complicated. For example, it
is necessary to answer the question of the well-posedness of the problem, in particular, how many
boundary values should be given in the problem for its solvability and the uniqueness of the so-
lution. And after that it is also interesting to study the inﬂuence of the boundary data on the
qualitative properties of the solution. The general theory of nonlinear equations on a half-line was
developed in book [6], where the pseudodifferential operator K on a half-line was introduced by
virtue of the inverse Laplace transformation. In this deﬁnition it was important that the symbol
K (p) must be analytic in the complex right half-plane. We emphasize that the pseudodifferential
operator −|α|uxxx +
∫ +∞
0
sign(x−y)uy(y,t)√|x−y| dy in Eq. (1.1) has a nonanalytic nonhomogeneous symbol
K (p) = −|α|p3 + p√|p| and the general theory from book [6] cannot be applied to the problem (1.1)
directly. As far as we know there are few results on the initial–boundary value problems with pseu-
dodifferential equations having a nonanalytic symbol. The case of rational symbol K (p) which has
some poles in the complex right half-plane was studied in paper [9], where it was proposed a new
method for constructing the Green operator based on the introduction of some necessary condition at
the singular points of the symbol K (p). Recently in paper [10] it was considered the initial–boundary
value problem for a pseudodifferential equation with a nonanalytic homogeneous symbol K (p) = |p| 12
and a nonlinearity |u|σ u, where the nontrivial arguments of complex analysis like the theory of sec-
tionally analytic functions was implemented for proving the well-posedness of the initial–boundary
value problem. Since the symbol K (p) = |p| 12 does not grow fast at inﬁnity, so there were no any
boundary data in the corresponding problem. In the case of problem (1.1) under study the symbol
K (p) = −|α|p3 + p√|p| grows suﬃciently rapidly at inﬁnity, therefore some boundary data are needed.
From the mathematical and physical point of view problem (1.1) is different and requires a new ap-
proach. For constructing the Green operator in the present paper we follow the idea of paper [10]
reducing the linear problem (1.1) to the corresponding Riemann problem. This Riemann problem now
has some additional necessary conditions for solvability due to the growth of the of the nonana-
lytic nonhomogeneous symbol K (p) = −|α|p3 + p√|p| . Therefore we will show below that exactly two
boundary values are necessary and suﬃcient in the problem (1.1) for its solvability and uniqueness.
We believe that the method developed in this paper could be applicable to a wide class of dissipative
nonlinear nonlocal equations. Also our approach is ﬂexible enough to allow some more general types
of the boundary conditions.
To state precisely the results of the present paper we give some notations. We denote 〈t〉 = 1+ t ,
{t} = t〈t〉 . Direct Laplace transformation Lx→ξ is
û(ξ) ≡ Lx→ξu =
+∞∫
e−ξxu(x)dx
0
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u(x) ≡ L−1ξ→xû = (2π i)−1
i∞∫
−i∞
eξxu(ξ)dξ.
Weighted Lebesgue space Lq,a(R+) = {ϕ ∈ S ′; ‖ϕ‖Lq,a < ∞}, where
‖ϕ‖Lq,a =
( +∞∫
0
(1+ x)aq∣∣ϕ(x)∣∣q dx) 1q
for a > 0, 1 q < ∞ and
‖ϕ‖L∞ = ess. sup
x∈R+
∣∣ϕ(x)∣∣.
Sobolev space H1∞(R+) = {ϕ ∈ L∞; ‖(1+ ∂x)ϕ‖L∞ < ∞}.
We introduce Λ(s) ∈ L∞(R+) by formula
Λ(s) = 1
2π i
+i∞∫
−i∞
eps−
√|p|p−
1
4 dp. (1.2)
We deﬁne the linear operator f :
f (φ) =
+∞∫
0
(
e−|α|
− 25 y − 1)φ(y)dy. (1.3)
Now we state the main results.
Theorem 1. Suppose that for small a > 0 the initial data u0 ∈ Z = L1,a(R+)∩ L∞(R+) are such that the norm
‖u0‖Z  ε
is suﬃciently small. Then there exists a unique global solution
u ∈ C([0,∞);L1,a(R+))∩ C((0,∞);L∞(R+))
to the initial–boundary value problem (1.1). Moreover the following asymptotic is valid
u = AΛ(xt−2)t− 32 + O (t− 32−2γ ), (1.4)
for t → ∞ in L∞ , where γ ∈ (0,min(1,a)) and
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+∞∫
0
f
(N (u))dτ ,
N (u) = uux.
The rest of the paper is organized as follows. In Section 2 we construct the Green operator of the
linear problem corresponding to (1.1) and obtain time decay estimates in some Lebesgue norms. After
that Section 3 is devoted to the proof of Theorem 1.
2. Preliminaries
In subsequent consideration we shall have frequently to use certain theorems of the theory of
functions of complex variable, the statements of which we now quote. The proofs may be found in
[3]. Let L be a smooth contour and φ(q) a function of position on it.
Deﬁnition 1. The function φ(q) is said to satisfy on the curve L the Hölder condition, if for two
arbitrary points of this curve
∣∣φ(q1) − φ(q2)∣∣ C |q1 − q2|λ,
where C and λ are positive numbers.
Theorem 2. Let φ(q) be a complex function, which obeys the Hölder condition for all ﬁnite q and tends to a
ﬁnite limit φ(∞) as q → ∞, such that for large q the following inequality holds
∣∣φ(q) − φ(∞)∣∣ C |q|−μ, μ > 0.
Then Cauchy type integral
F (z) = 1
2π i
i∞∫
−i∞
φ(q)
q − z dq
constitutes a function analytic in the left and right semi-planes. Here and below these functions will be denoted
F+(z) and F−(z), respectively. These functions have the limiting values F+(p) and F−(p) at all points of
imaginary axis Re p = 0, on approaching the contour from the left and from the right, respectively. These
limiting values are expressed by Sokhotzki–Plemelj formula
F±(p) = 1
2π i
i∞
−
∫
−i∞
φ(q)
q − p dq ±
1
2
φ(p). (2.1)
Subtracting the formula (2.1) we obtain the following equivalent formula
F+(p) − F−(p) = φ(p), (2.2)
which will be frequently employed hereafter.
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ut − |α|uxxx +
+∞∫
0
sgn(x− y)uy(y, t)√|x− y| dy = 0, t > 0, x > 0, α < 0,
u(x,0) = u0(x), x > 0,
u(0, t) = ux(0, t) = 0, t > 0.
(2.3)
Setting
K (q) = −|α|q3 + q|q|− 12 , K1(q) = −|α|q3 + q 12 (2.4)
we deﬁne
G(t)φ =
+∞∫
0
G(x, y, t)φ(y)dy,
where the function G(x, y, t) is given by formula
G(x, y, t) = − 1
2π i
1
2π i
i∞∫
−i∞
dξeξt
i∞∫
−i∞
epx
Y−(p, ξ)(p − k(ξ))
K1(p) + ξ I
−(p, ξ, y)dp, (2.5)
where
I(z, ξ, y) = 1
2π i
i∞∫
−i∞
1
q − z
(
e−qy − 1
q − k(ξ)
)
1
Y+(q, ξ)
dq, (2.6)
for x> 0, y > 0, t > 0. Here and below
Y± = eΓ ± , (2.7)
Γ +(p, ξ) and Γ −(p, ξ) are a left and right limiting values of sectionally analytic function Γ (z, ξ)
given by formula
Γ (z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z ln
{
K (q) + ξ
K1(q) + ξ
}
dq, (2.8)
k(ξ) is one root of equation K1(z) = −ξ such that Rek(ξ) > 0 for all Re ξ > 0.
All the integrals are understood in the sense of the principal values.
Proposition 1. Let the initial data u0 ∈ L1 . Then there exists a unique solution u(x, t) of the initial–boundary
value problem (2.3), which has integral representation
u(x, t) = G(t)u0. (2.9)
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there exists a solution u(x, t) of problem (2.3), which is continued by zero outside of x> 0:
u(x, t) = 0 for all x < 0.
Let φ(p) be a function of the complex variable p, which obeys the Hölder condition for all ﬁnite
p and tends to 0 as p → ±i∞. We deﬁne the operator
Pφ(z) = Pp→z
{
φ(p)
}= − 1
2π i
i∞∫
−i∞
1
p − zφ(p)dp.
Since the operator P is deﬁned by a Cauchy type integral it is readily observed that Pφ(z) consti-
tutes a function analytic in the entire complex plane, except for points of the contour of integration
Re z = 0. Also by Sokhotzki–Plemelj formula we have for Req = 0:
P
+
p→q
{
φ(p)
}= − 1
2π i
i∞
−
∫
−i∞
1
p − qφ(p)dp −
1
2
φ(q),
P
−
p→q
{
φ(p)
}= − 1
2π i
i∞
−
∫
−i∞
1
p − qφ(p)dp +
1
2
φ(q). (2.10)
Here P+p→q{φ(p)} and P−p→q{φ(p)} are limits of Pp→z{φ(p)} as z tends to p from the left and right
semi-plane, respectively.
We have for the Laplace transform
Lx→q
{ +∞∫
0
sgn(x− y)uy(y, t)√|x− y| dy
}
= Pp→q
{
p|p|− 12
(
Lx→p{u} − u(0, t)
p
)}
.
Also we have
Lx→q
{|α|uxxx}= |α|q3(Lx→q{u} − 3∑
j=1
∂
j−1
x u(0, t)
q j
)
.
Since Lx→q{u} is analytic for all Req > 0 we have
û(q, t) = Lx→q{u} = Pp→q
{̂
u(p, t)
}
. (2.11)
Therefore applying the Laplace transform with respect to x to problem (2.3) we obtain for t > 0:⎧⎪⎨⎪⎩ Pp→q
{
ût + K (p)̂u(p, t) − K (p)
p
u(0, t) − |α|pux(0, t) − |α|uxx(0, t)
}
= 0,
û(p,0) = û0(p),
(2.12)
M.P. Árciga Alejandre, E.I. Kaikina / J. Differential Equations 250 (2011) 4262–4288 4269where
K (p) = −|α|p3 + p|p|− 12 .
We rewrite (2.12) in the form⎧⎨⎩ ût + K (p)̂u(p, t) −
K (p)
p
u(0, t) − |α|pux(0, t) − |α|uxx(0, t) = Φ(p, t),
û(p,0) = û0(p),
(2.13)
with some function Φ(p, t) such that for all Re p > 0,
Pp→q
{
Φ(p, t)
}= 0 (2.14)
and for |p| > 1,
∣∣Φ(p, t)∣∣ C 1
|p| 12
.
Applying the Laplace transformation with respect to time variable to problem (2.13) we ﬁnd for
Re p > 0: ⎧⎪⎨⎪⎩ û(p, ξ) =
1
K (p) + ξ
(
K (p)
p
û(0, ξ) + B(p, ξ) + Φ̂(p, ξ)
)
,
B(p, ξ) = û0(p) − |α|pûx(0, ξ) − |α |̂uxx(0, ξ),
(2.15)
where û(p, ξ) = Lt→ξ {̂u(p, t)},
B(p, ξ) = û0(p) − |α|pûx(0, ξ) − |α |̂uxx(0, ξ). (2.16)
Here the functions Φ̂(p, ξ), û(0, ξ), ûx(0, ξ) and ûxx(0, ξ) are the Laplace transforms for Φ(p, t),
u(0, t), ux(0, t) and uxx(0, t) with respect to time, respectively. We will ﬁnd the function Φ̂(p, ξ)
using the analytic properties of function û in the right-half complex planes Re p > 0 and Re ξ > 0.
We have for Re p = 0
û(p, ξ) = − 1
π i
i∞
−
∫
−i∞
1
q − p û(q, ξ)dq. (2.17)
In view of Sokhotzki–Plemelj formula via (2.15) the condition (2.17) can be written as
Θ+(p, ξ) = −Λ+(p, ξ), (2.18)
where the sectionally analytic functions Θ(z, ξ) and Λ(z, ξ) are given by Cauchy type integrals
Θ(z, ξ) = 1
2π i
i∞∫
1
q − z
1
K (q) + ξ Φ̂(q, ξ)dq (2.19)
−i∞
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Λ(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
1
K (q) + ξ
(
K (q)
q
û(0, ξ) + B(q, ξ)
)
dq, (2.20)
where the function B was deﬁned by (2.16).
To perform the condition (2.18) in the form of nonhomogeneous Riemann problem we introduce
the sectionally analytic function
Ω(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
K (q)
K (q) + ξ Φ̂(q, ξ)dq. (2.21)
Taking into account the assumed condition (2.14) and making use of Sokhotzki–Plemelj formula
(2.1) we get for limiting values of the functions Ω(z, ξ) and Θ(z, ξ)
Ω−(p, ξ) = −ξΘ−(p, ξ). (2.22)
Also observe that from (2.19) and (2.21) by formula (2.2)
K (p)
(
Θ+(p, ξ) − Θ−(p, ξ))= K (p)
K (p) + ξ Φ̂(p, ξ) = Ω
+(p, ξ) − Ω−(p, ξ).
Substituting (2.18) and (2.22) into this equation we obtain nonhomogeneous Riemann problem
Ω+(p, ξ) = K (p) + ξ
ξ
Ω−(p, ξ) − K (p)Λ+(p, ξ). (2.23)
It is required to ﬁnd two functions for some ﬁxed point ξ , Re ξ > 0: Ω+(z, ξ), analytic in Re z < 0
and Ω−(z, ξ), analytic in Re z > 0, which satisfy on the contour Re p = 0 the relation (2.23).
Here, for some ﬁxed point ξ , Re ξ > 0, the functions
W (p, ξ) = K (p) + ξ
ξ
and g(p, ξ) = −K (p)Λ+(p, ξ)
are called the coeﬃcient and the free term of the Riemann problem, respectively.
Note that bearing in mind formula (2.21) we can ﬁnd unknown function Φ̂(p, ξ) involved in the
formula (2.15) by the relation
Φ̂(p, ξ) = K (p) + ξ
K (p)
(
Ω+(p, ξ) − Ω−(p, ξ)). (2.24)
The method for solving the Riemann problem A+(p) = ϕ(p)A−(p) + φ(p) is based on the following
results. The proofs may be found in [3].
Lemma 1. An arbitrary function φ(p) given on the contour Re p = 0, satisfying the Hölder condition, can be
uniquely represented in the form
φ(p) = U+(p) − U−(p)
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These functions are determined by formula
U (z) = 1
2π i
i∞∫
−i∞
1
q − zφ(q)dq.
Lemma 2. An arbitrary function ϕ(p) given on the contour Re p = 0, satisfying the Hölder condition, and
having zero index,
indϕ(t) := 1
2π i
i∞∫
−i∞
d lnϕ(p) = 0,
is uniquely representable as the ratio of the functions X+(p) and X−(p), constituting the boundary values of
functions, Y+(z) and Y−(z), analytic in the left and right complex semi-plane and having in these domains no
zero. These functions are determined to within an arbitrary constant factor and given by formula
Y±(z) = eΓ ±(z), Γ (z) = 1
2π i
i∞∫
−i∞
1
q − z lnϕ(q)dq.
In the formulations of Lemmas 1 and 2 the coeﬃcient ϕ(p) and the free term φ(p) of the Rie-
mann problem are required to satisfy the Hölder condition on the contour Re p = 0. This restriction
is essential. On the other hand, it is easy to observe that both functions W (p, ξ) and g(p, ξ) do not
have limiting value as p → ±i∞. So we cannot ﬁnd the solution using lnW (p, ξ). The principal task
now is to get an expression equivalent to the boundary value problem (2.23), such that the condi-
tions of Lemmas 1 and 2 are satisﬁed. First, let us introduce some notation and let us establish certain
auxiliary relationships. Setting
K1(z) = −|α|z3 + z 12 ,
we introduce the function
W˜ (p, ξ) = K (p) + ξ
K1(p) + ξ .
We make a cut in the plane z from point 0 to point −∞. Owing to the manner of performing the
cut the function K1(z) is analytic for Re z > 0.
We observe that the function W˜ (p, ξ) given on the contour Re p = 0, satisﬁes the Hölder condition
and under the assumption Re K1(p) > 0 it does not vanish for any Re ξ > 0. Also we have
ind W˜ (p, ξ) = 1
2π i
i∞∫
−i∞
d ln W˜ (p, ξ) = 0.
Therefore in accordance with Lemma 2 the function W˜ (p, ξ) can be represented in the form of the
ratio
W˜ (p, ξ) = Y
+(p, ξ)
− , (2.25)Y (p, ξ)
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X±(p, ξ) = eΓ ±(p,ξ), Γ (z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z ln W˜ (q, ξ)dq.
Now we return to the nonhomogeneous Riemann problem (2.23). Multiplying and dividing the
expression K (p)+ξ
ξ
by 1K1(p)+ξ and making use of the formula (2.25) we get
W (p, ξ) = K (p) + ξ
ξ
= Y
+(p, ξ)
Y−(p, ξ)
(
K1(p) + ξ
ξ
)
. (2.26)
Replacing in Eq. (2.23) the coeﬃcient of the Riemann problem W (p, ξ) by (2.26) we reduce the
nonhomogeneous Riemann problem (2.23) to the form
Ω+(p, ξ)
Y+(p, ξ)
=
(
K1(p) + ξ
ξ
)
Ω−(p, ξ)
Y−(p, ξ)
− 1
Y+(p, ξ)
K (p)Λ+(p, ξ). (2.27)
Now we perform the function Λ(z, ξ) given by formula (2.20) as
Λ(z, ξ) = Λ1(z, ξ) + Λ2(z, ξ), (2.28)
where
Λ1(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
1
K1(q) + ξ
(
K1(q)
q
û(0, ξ) + B(q, ξ)
)
dq, (2.29)
Λ2(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
K1(q) − K (q)
(K (q) + ξ)(K1(q) + ξ)
(
−ξ
q
û(0, ξ) + B(q, ξ)
)
dq (2.30)
and the function B was deﬁned by (2.16).
Firstly we calculate the left limiting value Λ+1 (p, ξ). Since −|α| < 0 there exists only one root k(ξ)
of equation K1(z) = −ξ such that Rek(ξ) > 0 for all Re ξ > 0. Therefore, taking limit z → p from the
left-hand side of complex plane, by Cauchy’s theorem we get
Λ+1 (p, ξ) = −
k′(ξ)
p − k(ξ)
(
− ξ
k(ξ)
û(0, ξ) + B(k(ξ), ξ)).
The last relation implies that (K1(p) + ξ)Λ+1 (p, ξ) can be express by the function Λ3(z, ξ) which is
analytic in Re z > 0,
(
K1(p) + ξ
)
Λ+1 (p, ξ) = Λ−3 (p, ξ), (2.31)
where
Λ3(z, ξ) = −k′(ξ)
(
K1(z) + ξ
z − k(ξ)
)(
− ξ
k(ξ)
û(0, ξ) + B(k(ξ), ξ)). (2.32)
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right limiting value Λ−2 (p, ξ) as
Λ+2 (p, ξ) = Λ−2 (p, ξ) + g˜1(p, ξ),
where
g˜1(p, ξ) = K1(p) − K (p)
(K (p) + ξ)(K1(p) + ξ)
(
− ξ
p
û(0, ξ) + B(p, ξ)
)
. (2.33)
Bearing in mind the representation (2.28) and making use of (2.31), (2.33) and (2.26) after simple
transformations we get
−K (p)Λ+ = −Y
+
Y−
[
Λ−3 +
(
K1(p) + ξ
)
Λ−2
]+ ξΛ+ − g1(p, ξ), (2.34)
where
g1(p, ξ) =
(
K (p) + ξ )˜g1(p, ξ).
Replacing in Eq. (2.27) −K (p)Λ+(p, ξ) by (2.34), we reduce the nonhomogeneous Riemann problem
(2.27) in the form
Ω+1 (p, ξ)
Y+(p, ξ)
= Ω
−
1 (p, ξ)
Y−(p, ξ)
− 1
Y+(p, ξ)
g1(p, ξ), (2.35)
where
Ω+1 (p, ξ) = Ω+(p, ξ) − ξΛ+(p, ξ), (2.36)
Ω−1 (p, ξ) =
(
K1(p) + ξ
)(
ξ−1Ω−(p, ξ) − Λ−2 (p, ξ)
)− Λ−3 (p, ξ). (2.37)
In subsequent consideration we shall have to use the following property of the limiting values of
a Cauchy type integral, the statement of which we now quote. The proofs may be found in [3].
Lemma 3. If L is a smooth closed contour and φ(q) a function that satisﬁes the Hölder condition on L, then the
limiting values of the Cauchy type integral
Φ(z) = 1
2π i
∫
L
1
q − zφ(q)dq
also satisfy this condition.
Since g1(p, ξ) satisﬁes on Re p = 0 the Hölder condition, on basis of this lemma the function
1
Y+(p,ξ) g1(p, ξ) also satisﬁes this condition. Therefore in accordance with Lemma 1 it can be uniquely
represented in the form of the difference of the functions U+(p, ξ) and U−(p, ξ), constituting the
boundary values of the analytic function U (z, ξ), given by formula
U (z, ξ) = 1
2π i
i∞∫
1
q − z
1
Y+(q, ξ)
g1(q, ξ)dq. (2.38)−i∞
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Ω+1 (p, ξ)
Y+(p, ξ)
+ U+(p, ξ) = Ω
−
1 (p, ξ)
Y−(p, ξ)
+ U−(p, ξ).
The last relation indicates that the function
Ω+1
Y+ +U+ , analytic in Re z < 0, and the function
Ω−1
Y− +U− ,
analytic in Re z > 0, constitute the analytic continuation of each other through the contour Re z = 0.
Consequently, they are branches of unique analytic function in the entire plane. According to Liou-
ville’s theorem, this function is some arbitrary constant A. Thus, bearing in mind the representations
(2.36) and (2.37) we get
Ω+(p, ξ) = Y+(A − U+)+ ξΛ+, (2.39)
Ω−(p, ξ) = ξ
K1(p) + ξ Y
−(A − U−)+ ξ(Λ+1 + Λ−2 ).
There exists only one root k(ξ) of equation K1(z) = −ξ such that Rek(ξ) > 0 for all Re ξ > 0. There-
fore, in the expression for the function Ω−(z, ξ) the factor ξK1(z)+ξ has a pole in the point z = k(ξ).
Also the function ξΛ+1 has a pole in the point z = k(ξ). Thus in general case the problem (2.23) is
unsolvable. It is soluble only when the functions U−(z, ξ) and ξΛ+1 satisﬁes additional conditions. For
analyticity of Ω−(z, ξ) in points z = k(ξ) it is necessary that
Resp=k(ξ)
{
1
K1(p) + ξ Y
−(A − U−)+ Λ+1 }= 0. (2.40)
We reduce Eq. (2.40) to the form
AY−
(
k(ξ), ξ
)− Y−(k(ξ), ξ)U−(k(ξ), ξ)+(− ξ
k(ξ)
û(0, ξ) + Ξ(k(ξ), ξ))= 0. (2.41)
Multiplying the last relation by 1Y−(k(ξ),ξ) and taking limit ξ → ∞ we get that A = 0. This implies that
for solubility of the nonhomogeneous problem (2.23) it is necessary and suﬃcient that the following
condition is satisﬁed
Y−
(
k(ξ), ξ
)
U−
(
k(ξ), ξ
)+ ξ
k(ξ)
û(0, ξ) − B(k(ξ), ξ)= 0, (2.42)
where
B
(
k(ξ), ξ
)= û0(k(ξ))− |α|k(ξ )̂ux(0, ξ) − |α |̂uxx(0, ξ).
Therefore, we need to ﬁx in the problem (2.3) two boundary data and the rest of boundary data can
be found from Eq. (2.42). Thus, for example, if we put u(0, t) = 0 and ux(0, t) = 0, from Eq. (2.42) we
obtain for the Laplace transform of uxx(0, t),
α
[
Y−
(
k(ξ), ξ
)
Υ1
(
k(ξ), ξ,0
)− 1]̂uxx(0, ξ)
= û0
(
k(ξ)
)− Y−(k(ξ), ξ) 1
2π i
i∞∫
1
q − k(ξ)
û0(q)
Y+(q, ξ)
K1(q) − K (q)
K1(q) + ξ dq, (2.43)−i∞
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Υ1(z, ξ, y) = 1
2π i
i∞∫
−i∞
1
q − z
1
Y+(q, ξ)
K1(q) − K (q)
K1(q) + ξ e
−qy dq. (2.44)
Now we prove that the coeﬃcient of ûxx(0, ξ) does not vanish for all Re ξ > 0. To calculate the func-
tion Υ1(z, ξ, y) we will use the following identity
1
Y+(q, ξ)
K (q) + ξ
K1(q) + ξ =
1
Y−(q, ξ)
. (2.45)
Observe that the function 1Y−(q,ξ) is analytic for all Req > 0. Therefore, setting the relation (2.45) into
deﬁnition of Υ1(z, ξ, y) and making use of Cauchy Theorem we ﬁnd for Re z > 0
Υ1(z, ξ, y) = 1
2π i
i∞∫
−i∞
1
q − z
(
1
Y+(q, ξ)
− 1
Y−(q, ξ)
)
e−qy dq
= 1
2π i
i∞∫
−i∞
1
q − z
1
Y+(q, ξ)
e−qy dq + e
−zy
Y−(z, ξ)
. (2.46)
Thus, from (2.46) we obtain the following relation for the function (k(ξ), ξ),
Υ1
(
k(ξ), ξ,0
)= 1
Y−(k(ξ), ξ)
− 1. (2.47)
Substituting this formula into (2.43) we get
αûxx(0, ξ) = − û0(k(ξ))
Y−(k(ξ), ξ)
+ 1
2π i
i∞∫
−i∞
1
q − k(ξ)
û0(q)
Y+(q, ξ)
K1(q) − K (q)
K1(q) + ξ dq. (2.48)
Now we return to problem (2.23). From (2.39) under the conditions u(0, t) = ux(0, t) = 0 and (2.48)
the limiting values of solution of (2.23) are given by formula
Ω+(p, ξ) = −Y+U+ + ξΛ+2 ,
Ω−(p, ξ) = − ξ
K1(p) + ξ Y
−U− + ξΛ−2 . (2.49)
From (2.49) with the help of the integral representations (2.38) and (2.30), for sectionally analytic
functions U (z, ξ) and Λ2(z, ξ), making use of Sokhotzki–Plemelj formula (2.1) and relation (2.26) we
can express the difference limiting values of the function Ω(z, ξ) in the form
Ω+(p, ξ) − Ω−(p, ξ) = −1
2
K (p)
K (p) + ξ g1(p, ξ)
− K (p)
K (p) + ξ Y
+(p, ξ) 1
2π i
i∞
−
∫
1
q − p
1
Y+(q, ξ)
g1(q, ξ)dq. (2.50)−i∞
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solution û(p, ξ) of the problem (2.3). Replacing the difference Ω+(p, ξ) − Ω−(p, ξ) in the relation
(2.24) by formula (2.50) we get
Φ̂(p, ξ) = K (p) + ξ
K (p)
(
Ω+(p, ξ) − Ω−(p, ξ))
= −1
2
g1(p, ξ) − Y+(p, ξ) 1
2π i
i∞
−
∫
−i∞
1
q − p
1
Y+(q, ξ)
g1(q, ξ)dq,
where the function g1(p, ξ) is given by formula (2.33),
g1(p, ξ) = K1(q) − K (q)
K1(q) + ξ
(̂
u0(q) − |α |̂uxx(0, ξ)
)
. (2.51)
It is easy to observe that Φ̂(p, ξ) is boundary value of the function analytic in the left complex semi-
plane and therefore satisﬁes our basic assumption for all Re z > 0,
P{Φ} = 0.
Having determined the function Φ̂(p, ξ) bearing in mind formula (2.15) and conditions u(0, t) =
ux(0, t) = 0 we determine required function û,
û(p, ξ) = 1
K (p) + ξ
(̂
u0(p) − |α |̂uxx(0, ξ) + Φ̂(p, ξ)
)
.
Now we prove that, in accordance with last relation, the function û(p, ξ) constitutes the limiting
value of an analytic function in Re z > 0.
With the help of the integral representations (2.38), (2.20) and (2.30), for sectionally analytic func-
tions U (z, ξ), Λ(z, ξ) and Λ2(z, ξ), and making use of Sokhotzki–Plemelj formula (2.1) we arrive at
the following relation
û = Λ+1 − Λ−1 −
1
K1(p) + ξ Y
−U−, (2.52)
where by virtue of (2.29) and (2.42),
Λ+1 − Λ−1 =
1
K1(p) + ξ
(̂
u0(p) − |α |̂uxx(0, ξ)
)
.
Thus the function û is the limiting value of an analytic function in Re z > 0. Note the fundamental
importance of the proven fact, that the solution û constitutes an analytic function in Re z > 0 and, as
a consequence, its inverse Laplace transform vanish for all x < 0. We now return to solution u(x, t) of
the problem (2.3).
Under assumption u(0, t) = 0 and ux(0, t) = 0 the integral representation (2.38) takes form
U (z, ξ) = 1
2π i
i∞∫
1
q − z
1
Y+(q, ξ)
K1(q) − K (q)
K1(q) + ξ
(̂
u0(q) − |α |̂uxx(0, ξ)
)
dq,−i∞
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transform with respect to time and inverse Fourier transform with respect to space variables and
using relation (2.46) we obtain
u(x, t) = G(t)u0 =
∞∫
0
G(x, y, t)u0(y)dy,
where the function G(x, y, t) was deﬁned by formula (2.5).
Proposition 1 is proved. 
Now we collect some preliminary estimates of the Green operator G(t).
Lemma 4. The following estimates are true, provided that the right-hand sides are ﬁnite∥∥∂nxG(t)φ∥∥Ls,μ  C˜t−( 1r − 1+μs )−n∥∥φ(·)∥∥Lr + t˜−( 1r − 1s )−n∥∥φ(·)∥∥Lr,μ , (2.53)∥∥Gφ − t− 32 f (φ)∥∥L∞  Ct− 32−2μ∥∥〈x〉μφ∥∥L1 , (2.54)
where t˜ = {t} 13 〈t〉 32 , small μ > 0, 1 r  s∞, n = 0,1, and f (φ) is given by (1.3).
Proof. On the basis of deﬁnitions (2.6), (2.7) and in accordance with the Sokhotzki–Plemelj formula
(2.1) we have
I−(p, ξ, y) = I+(p, ξ, y) −
(
e−py − 1
p − k(ξ)
)
1
Y+(p, ξ)
,
Y−(p, ξ) = Y+(p, ξ)
(
K1(p) + ξ
K (p) + ξ
)
. (2.55)
Introducing these expressions into deﬁnition (2.5) we ﬁnd
G(x, y, t) = J1(x, y, t) + J2(x, y, t), (2.56)
where
J1(x, y, t) = 1
2π i
i∞∫
−i∞
epx−K (p)t
(
e−py − 1)dp (2.57)
and
J2(x, y, t) = − 1
2π i
1
2π i
i∞∫
−i∞
dξ eξt
i∞∫
−i∞
epx
Y+(p, ξ)(p − k(ξ))
K (p) + ξ I
+(p, ξ, y)dp. (2.58)
Denote by
J j(t)φ =
+∞∫
J j(x, y, t)φ(y)dy, x > 0.0
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∥∥∂nxJ1(t)φ∥∥Ls,μ  C˜t−( 1r − 1+μs )−n∥∥φ(·)∥∥Lr + t˜−( 1r − 1s )−n∥∥φ(·)∥∥Lr,μ . (2.59)
Now we estimate J2(t)φ. Let the contours Ci are deﬁned as
C1 =
{
p ∈ (∞e−i( π2 +ε1),0)∪ (0,∞ei( π2 +ε1))}, (2.60)
C2 =
{
q ∈ (∞e−i( π2 −ε2),0)∪ (0,∞ei( π2 −ε2))}, (2.61)
C3 =
{
ξ ∈ (∞e−i( π2 +ε3),0)∪ (0,∞ei( π2 +ε3))}, (2.62)
where ε j > 0 are small enough, can be chosen such that all functions under integration are analytic
and Rek(ξ) > 0 for ξ ∈ C3. In particular, for example, K (p) + ξ = 0 outside the origin for all p ∈ C1
and ξ ∈ C3.
From the integral representation (2.6), making use of (2.55) and estimate
∣∣Y±∣∣ C
we have for y > 0, ξ ∈ C3 and p ∈ C1,
I+(p, ξ, y) = lim
z→p
Re z<0
1
2π i
i∞∫
−i∞
1
(q − z)(q − k(ξ))
1
Y+(q, ξ)
e−qy dq
= lim
z→p
Re z<0
1
2π i
i∞∫
−i∞
1
(q − z)(q − k(ξ))
1
Y−(q, ξ)
K1(q) + ξ
K (q) + ξ e
−qy dq
= O
( ∫
C2
1
|q − p|
1
|q − k(ξ)|e
−C |q|y dq
)
.
Here
K (p) =
{
|α|p3 + (−ip) 12 , Im p > 0;
|α|p3 + (ip) 12 , Im p < 0.
After this observation in accordance with the integral representation (2.57) by Hölder’s inequality we
have arrived at the following estimate for r > 1, s > 1, l−1 = 1− r−1, small μ 0, n = 0,1,
∥∥∥∥∥∂nx
+∞∫
0
J2(·, y, t)φ(y)dy
∥∥∥∥∥
Ls,μ
 C
∫
C
e−C |ξ |t
∫
C
dp
|p|n− 1+μs |p − k(ξ)|
|K (p) + ξ |
∫
C
dq
|q − p|
1
|q − k(ξ)|
∥∥e−C |q|·∥∥Ll‖φ‖Lr3 1 2
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∫
C3
e−C |ξ |t
∫
C1
dp
|p|n− 1+μs
|K (p) + ξ |
∫
C2
dq
1
|q − p| |q|
3
2− 1r 1|q − k(ξ)|
 Ct− 13 ( 1r −
1+μ
s )− n3
∥∥φ(·)∥∥Lr . (2.63)
The cases r = 1, s = 1 can be considered in the same manner via integrating by parts with respect
to p. Therefore according to (2.59) and (2.63) we obtain the estimate (2.53) of Lemma 4 for t < 1.
Now we prove that uniformly with respect to x> 0 for small μ > 0:
G(x, y, t) = t− 32 (e−|α|− 25 y − 1)Λ(xt−2)+ yμO (t− 32−2μ), (2.64)
where the function Λ(s) was deﬁned by (1.2).
Since
∂ξ
(p − k(ξ))
(q − k(ξ)) =
k′(ξ)(p − q)
(q − k)2
and for Re z1 < 0, Re z2 < 0,
Γξ (z1, ξ) − Γξ (z2, ξ) = 1
2π i
i∞∫
−i∞
(
1
q1 − z1 −
1
q1 − z2
)(
1
K (q) + ξ −
1
K1(q) + ξ
)
dq
= 1
2π i
i∞∫
−i∞
(
1
q1 − z1 −
1
q1 − z2
)
1
K (q) + ξ dq
− k′(ξ) z1 − z2
(z2 − k(ξ))(z1 − k(ξ))
we obtain
∂ξ
Y+(p, ξ)
Y+(q, ξ)
(p − k(ξ))
(q − k(ξ))
= Y
+(p, ξ)
Y+(q, ξ)
(p − k(ξ))
(q − k(ξ))
1
2π i
i∞∫
−i∞
(
1
q1 − p −
1
q1 − q
)
1
K (q) + ξ dq.
Integrating with respect to ξ we get that
Y+(p, ξ)
Y+(q, ξ)
(p − k(ξ))
(q − k(ξ)) =
Y+(p,0)
Y+(q,0)
(p − k(0))
(q − k(0)) exp
(
Γ +2 (p, ξ) − Γ +2 (q, ξ)
)
, (2.65)
where
Γ2(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z ln
K (q) + ξ
K (q)
dq = O (1). (2.66)
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∂ξΓ2(z, ξ) = 1
2π i
i∞∫
−i∞
1
q − z
K (q)
K (q) + ξ dq
= − 1
2π i
i∞∫
−i∞
1
q − z
ξ
K (q) + ξ dq
= O
(
ξ√
z
)
. (2.67)
Substituting (2.65) into (2.56) we have
G(x, y, t) = − 1
2π i
1
2π i
∫
C3
dξ eξt
∫
C1
dp epx
1
K (p) + ξ Z
+(p,0, y) + R(x, y, t), (2.68)
where
Z(z, ξ, y) = Y (z,0)(z − k(0))
×
i∞∫
−i∞
e−qy − 1
q − z
1
q − k(0)
1
Y+(q,0)
exp
(
Γ2(z, ξ) − Γ +2 (q, ξ)
)
, (2.69)
and
R = J1(x, y, t) + J2(x, y, t).
Here
J1(x, y, t) = − 1
2π i
1
2π i
∫
C3
dξ eξt
∫
C1
dp epx
1
K (p) + ξ
[
Z(p, ξ, y) − Z(p,0, y)]
and
J2(x, y, t) = − 1
2π i
i∞∫
−i∞
dp epx−K (p)t
(
e−py − 1).
We now proceed to estimate the function Z(z, ξ, y) involved in the formula (2.69). Firstly we
consider Y (z,0) = expΓ (z,0), where Γ (z,0) was given by formula (2.8). We have
Γ (z,0) = 1
2π i
i∞∫
−i∞
1
q − z ln
K (q)
K1(q)
dq
= 1
2π i
i∫
1
q − z ln
√
q√|q| dq + Γ1(z,0),−i
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Γ1(z,0) = 1
2π i
i∫
−i
1
q − z ln
1+ |α|q2√|q|
1+ |α|q2√q dq
+ 1
2π i
1
2π i
{ −i∫
−i∞
+
i∞∫
i
}
1
q − z ln
1+ q√|q||α|q3
1+
√
q
|α|q3
dq.
Note that
Γ1(z,0) = O
({z}). (2.70)
Since
1
2π i
i∫
−i
1
q − z ln
√
q√|q| dq =
1
8
ln
(i + z)(z − i)
z2
(2.71)
we obtain that
Y (z,0) =
[
(1+ z2)
z2
] 1
8
exp
(
Γ1(z,0)
)
= z− 14 + O ({z}). (2.72)
Also by deﬁnition we get
k(0) = |α|− 25 .
Taking into account (2.66), (2.67), (2.70) and (2.72) from (2.69) we have for p ∈ C1,
∣∣Zξ (p, ξ, y)∣∣ C ∣∣p − k(0)∣∣|p|− 14
×
i∞∫
−i∞
1
|q − p|
|q| 14
|q − k(0)|
∣∣∣∣O( ξ√q
)
+ O
(
ξ√
p
)∣∣∣∣dq
= O (ξ〈p〉p− 14 ).
Therefore since
∣∣Z(p, ξ, y) − Z(p,0, y)∣∣max
ξ
∣∣∂ξ Z(p, ξ, y)∣∣|ξ |
we have for x 0,
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C3
dξ e−|ξ ||ξ |
∫
C1
dp
〈|p|〉|p|− 14− 12
〈|p|〉3
= O (t−2).
Also it is easy to see that
∣∣ J2(x, y, t)∣∣ Ct−2 i∞∫
−i∞
e−C
√|p| dp
= O (t−2).
Thus we obtain
G(x, y, t) = − 1
2π i
i∞∫
−i∞
dp epx−K (p)t Z+(p,0, y) + O (t−2). (2.73)
In view of formula (2.69) via (2.72) we get
Z+(p,0, y) = −|α|− 25 p− 14 1
2π i
i∞∫
−i∞
e−qy − 1
q
1
q − |α|− 25
1
Y+(q,0)
dq.
Substituting this relation into Eq. (2.73) after the change of variables |p| → |p|t−2 we obtain
G(x, y, t) = |α|− 25 t− 32 Ψ (y)Λ(xt−2)+ O (t−2), (2.74)
where
Ψ (y) = 1
2π i
i∞∫
−i∞
e−qy − 1
q
1
q − |α|− 25
1
Y+(q,0)
dq
and
Λ(s) = 1
2π i
i∞∫
−i∞
dp eps−
√|p|p−
1
4 dp. (2.75)
To estimate the function Ψ (y) we rewrite
Γ +(q,0) = 1
2π i
lim
z→q
Re z<0
it−2∫
−it−2
1
q1 − z ln
√
q1√|q1| dq + Γ
+
1
(
q, t−2
)
,
where
M.P. Árciga Alejandre, E.I. Kaikina / J. Differential Equations 250 (2011) 4262–4288 4283Γ +1
(
q, t−2
)= 1
2π i
lim
z→q
Re z<0
it−2∫
−it−2
1
q1 − z ln
√|q1|√
q1
K (q1)
K1(q1)
dq
+ 1
2π i
lim
z→q
Re z<0
{ i∞∫
it−2
+
−it−2∫
−i∞
}
1
q1 − z ln
K (q1)
K1(q1)
dq
= t−2O ({q}). (2.76)
By direct calculation it can be established that
1
2π i
lim
z→q
Re z<0
it−2∫
−it−2
1
q1 − z
√
q1√|q1| dq =
1
8
lim
z→q
Re z<0
ln
(it−2 + z)(z − it−2)
z2
. (2.77)
Therefore we get that for |q| > t−2,
1
Y+(q,0)
= e−Γ +(q,0)
= lim
z→q
Re z<0
(
t4z2
(t4z2 + 1)
) 1
8 (
1+ t−2O ({q}))
= 1+ O (t−2μq−μ)
and for |q| < t−2,
1
Y+(q,0)
= √tq 14 + O (t−2μq−μ).
Thus
Ψ (y) = 1
2π i
i∞∫
−i∞
e−qy − 1
q
1
q − |α|− 25
dq
+
−it2∫
−it−2
e−qy − 1
q
1
q − |α|− 25
(√
tq
1
4 + O (t−2μq−μ))
= −|α|− 25 (e−|α|− 25 y − 1)+ O (yγ t−2γ ).
Substituting this relation into Eq. (2.74) we get (2.64) and consequently
∥∥Gφ − t− 32 f (φ)∥∥L∞  Ct− 32−2μ∥∥〈x〉μφ∥∥L1 .
Also having elucidated the principles by way of the proof of the estimate (2.63), from (2.68) it can
be established that for t > 1,
4284 M.P. Árciga Alejandre, E.I. Kaikina / J. Differential Equations 250 (2011) 4262–4288∥∥∂nxG(t)φ∥∥Ls,μ  Ct− 32 ( 1r − 1+μs )− 32n∥∥φ(·)∥∥Lr + t− 32 ( 1r − 1s )− 32n∥∥φ(·)∥∥Lr,μ .
The lemma is proved. 
Theorem 3. Let the initial data u0 ∈ L1(R+) ∩ L1,a(R+), with small a  0. Then for some T > 0 there ex-
ists a unique solution u ∈ C([0, T ];L1(R+) ∩ L1,a(R+)) ∩ C((0, T ];H1∞(R+)) to the initial–boundary value
problem (1.1).
3. Proof of Theorem 1
By Proposition 1 we rewrite the initial–boundary value problem (1.1) as the following integral
equation
u(t) = G(t)u0 −
t∫
0
G(t − τ )N (u(τ ))dτ ,
N (u(τ ))= uxu, (3.1)
where G is the Green operator of the linear problem (2.3). We choose the space
Z = {φ ∈ L1,a(R+)}∩ L∞(R+)
with a > 0 small and the space
X = {φ ∈ C([0,∞);Z)∩ C((0,∞);H1∞(R+)): ‖φ‖X < ∞},
where now the norm
‖φ‖X = sup
t0
(
{t}− a3 〈t〉− 32 a∥∥φ(t)∥∥L1,a + ∥∥φ(t)∥∥L1 + 1∑
n=0
{t} n+13 〈t〉 32 (n+1)∥∥φ(t)∥∥L∞
)
reﬂects the optimal time decay properties of the solution. We apply the contraction mapping principle
in a ball Xρ = {φ ∈ X: ‖φ‖X  ρ} in the space X of a radius
ρ = 1
2C
‖u0‖Z > 0.
For u ∈ Xρ we deﬁne the mapping M(u) by formula
M(u) = G(t)u0 −
t∫
0
G(t − τ )N (u(τ ))dτ . (3.2)
We ﬁrst prove that
∥∥M(u)∥∥X  ρ,
where ρ > 0 is suﬃciently small. By virtue of Lemma 4 we obtain
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and ∥∥∂nxG(t)φ∥∥L∞  C{t}− n+13 〈t〉− 32 (n+1)‖φ‖L1
for all t  0. Therefore
‖Gu0‖X  C‖u0‖Z. (3.3)
Also since u ∈ Xρ we get∥∥N (u(τ ))∥∥L1,a  C‖u‖L1,a‖ux‖L∞  C{τ }− 2−a3 〈τ 〉 32a−3‖v‖2X,∥∥N (u(τ ))∥∥L1  C‖u‖L1‖ux‖L∞  C{τ }− 23 〈τ 〉−3‖v‖2X,
for all τ > 0 and ∥∥N (u(τ ))∥∥L∞  C‖u‖L∞‖ux‖L∞  C〈τ 〉−6 ‖v‖2X,
for all τ > 1. Now by Lemma 4 we get
∥∥∥∥∥
t∫
0
G(t − τ )N (u(τ ))dτ∥∥∥∥∥
L1,a

t∫
0
{t − τ } a3 〈t − τ 〉 32 a∥∥N (u(τ ))∥∥L1 dτ +
t∫
0
∥∥N (u(τ ))∥∥L1,a dτ
 C‖u‖2X
[ t∫
0
{t − τ } a3 〈t − τ 〉 32a{τ }− 23 〈τ 〉−3 dτ +
t∫
0
{τ }− 2−a3 〈τ 〉 32 a−3 dτ
]
 C〈t〉 32 a{t} a3 ‖v‖2X
for all t  0. In the same manner by virtue of Lemma 4 we have
∥∥∥∥∥
t∫
0
G(t − τ )N (u(τ ))dτ∥∥∥∥∥
L1

t∫
0
∥∥N (u(τ ))∥∥L1 dτ
 C‖u‖2X
t∫
0
{τ }− 23 〈τ 〉−3 dτ
 C‖u‖2X
for all t  0. Also in view of Lemma 4 we ﬁnd
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t∫
0
G(t − τ )N (u(τ ))dτ∥∥∥∥∥
L∞

t∫
0
{t − τ }− n+13 〈t − τ 〉− 32 (n+1)∥∥N (u(τ ))∥∥L1 dτdτ
 C‖u‖2X
( t∫
0
{t − τ }− n+13 〈t − τ 〉− 32 (n+1){τ }− 23 〈τ 〉−3 dτ
)
 C{t}− n+13 〈t〉− 32 (n+1)‖u‖2X
for t  0. Thus we get ∥∥∥∥∥
t∫
0
G(t − τ )N (u(τ ))dτ∥∥∥∥∥
X
 C‖u‖2X,
hence in view of (3.2) and (3.3)
∥∥M(u)∥∥X  ‖Gu0‖X +
∥∥∥∥∥
t∫
0
G(t − τ )N (u(τ ))dτ∥∥∥∥∥
X
 C‖u0‖Z + C‖u‖2X 
ρ
2
+ Cρ2 < ρ.
Since ρ > 0 is suﬃciently small. Hence the mapping M transforms a ball Xρ into itself. In the same
manner we estimate the difference∥∥M(w) − M(v)∥∥X  12‖w − v‖X,
which shows that M is a contraction mapping. Therefore we see that there exists a unique solution
v ∈ C([0,∞);L1(R+)∩ L1,a(R+))∩ C((0,∞);H1∞) to the initial–boundary value problem (1.1). Now we
can prove asymptotic formula
u(x, t) = A1Λ
(
xt−2
)
t−
3
2 + O (t−2−γ ), (3.4)
where
A1 = f (u0) −
+∞∫
0
f
(N (u))dτ .
Denote
G0(t) = t− 32 Λ
(
xt−2
)
.
From Lemma 4 we have
t
3
2
∥∥G(t)φ − G0(t) f (φ)∥∥L∞  C‖φ‖Z (3.5)
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∣∣ f (N (u(τ )))∣∣ ∥∥N (u(τ ))∥∥L1  C{τ }− 23 〈τ 〉−3‖u‖2X.
By a direct calculation we have for some small γ1 > 0, γ > 0,
∥∥∥∥∥
t
2∫
0
∣∣G0(t − τ ) − G0(t)∣∣ f (N (u(τ )))dτ
∥∥∥∥∥
L∞
 〈t〉−1C‖u‖2X
t
2∫
0
∥∥(G0(t − τ ) + G0(t))∥∥L∞{τ }−γ1〈τ 〉−γ2 dτ
 C〈t〉−3
t
2∫
0
{τ }−γ1〈τ 〉−γ2 dτ  C〈t〉−γ−2 (3.6)
and in the same way
∥∥∥∥∥〈t〉γ G0(t)
∞∫
t
2
f
(N (u(τ )))dτ∥∥∥∥∥
L∞
 C‖u‖2X. (3.7)
Also we have
∥∥∥∥∥
t
2∫
0
(G(t − τ )N (u(τ ))− G0(t − τ ) f (N (u(τ ))))dτ
∥∥∥∥∥
L∞
+
∥∥∥∥∥
t∫
t
2
G(t − τ )N (u(τ ))dτ∥∥∥∥∥
L∞
 C
t
2∫
0
(t − τ )−2∥∥N (u(τ ))∥∥L1 dτ + C
t∫
t
2
∥∥N (u(τ ))∥∥L1 dτ
 Ct− 32−γ ‖u‖2X (3.8)
for all t > 1. By virtue of the integral equation (3.1) we get
〈t〉γ+ 32 ∥∥(u(t) − AG0(t))∥∥X  ∥∥(G(t)u0 − G0(t) f (u0))∥∥L∞
+ 〈t〉γ+ 32
∥∥∥∥∥
t
2∫
0
(G(t − τ )N (u(τ ))− G0(t − τ ) f (N (u(τ ))))dτ
∥∥∥∥∥
L∞
+ 〈t〉γ+ 32
∥∥∥∥∥
t∫
t
G(t − τ )N (u(τ ))dτ∥∥∥∥∥
L∞2
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∥∥∥∥∥G0(t)
∞∫
t
2
f
(N (u(τ )))dτ∥∥∥∥∥
L∞
+ 〈t〉γ+ 32
∥∥∥∥∥
t
2∫
0
(
G0(t − τ ) − G0(t)
)
f
(N (u(τ )))dτ∥∥∥∥∥
L∞
. (3.9)
The all summands in the right-hand side of (3.9) are estimated by C‖u0‖Z + C‖v‖2X via estimates
(3.6)–(3.8). Thus by (3.9) the asymptotic (3.4) is valid. The theorem is proved. 
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