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1. INTRODUCTION 
In this paper we shall discuss the existence and uniqueness of positive, 
radially symmetric solutions U(X) of the problem 
-Au=@--u“ in R” (1.1) 
in R” (1.2) 
asx+cc (1.3) 
in which n > 2 and 
the last number being the critical Sobolev exponent. If we look for radial 
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solutions of (1.1) and (1.2), we would expect U, as a function of the radial 
variable r, to behave like Ar-“‘, where A and m satisfy 
-Am(m + l)rpmp2 + A(n - l)mreme2 = AVpm (1.5) 
so that either 
2 
m+2=pm * m=- 
P-l 
(S) 
or 
m+2<pm, m+l=n-1 * m=n-2. (F) 
Note that the choice of p relative to the critical Sobolev exponent is such 
that 
2 
n-2>--- 
P-l 
so that (F) involves a faster decay than (S). In addition, it follows from 
(1.5) that for the slower decay, the constant A would be determined, while 
for the faster decay it would still appear to be free. 
In this paper we shall show that there exists precisely one radial solution 
of Problem (I) with fast decay (F) at infinity. 
THEOREM A. There exists a unique radial solution u(x) of Problem (I) 
such that 
u(x)=O(Ix(-(“-2)) as x-co. (1.6) 
For this solution have 
c(p, n) ( 1 1’(y--p) 49, n) <u(O) < 1, 
where 
+ n)=(n-2)s-(n+2) > 2(s+l) * 
(1.7) 
(l-8) 
Remark. It follows from Theorem A that there exists a unique constant 
A > 0 such that if u(r) is a solution of Problem (I) which satisfies (1.6), 
then 
u(r) X Ar--(n-2) as r+co. 
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The motivation for studying ground state solutions of Eq. (1.1) came 
from the study of the Dirichlet problem 
-Au=uP-EU‘? in B 
in B 
on dB 
in which E is a small nonnegative constant, p and q satisfy (1.4) and B is 
the unit ball in R” [MP]. It is well know that if E = 0, Problem (I,) has no 
solution. On the other hand, if E > 0 and small, Problem (I,) has at least 
two ordered solutions. As E + 0, the larger of these becomes unbounded at 
every x E B, while the smaller one, which we denote by u,, “concentrates” 
at the origin, i.e., u,(O) + co and u,(x) + 0 when x # 0. Near the origin the 
solution approaches the fast decay ground state U of Problem (I). 
Specifically, setting u,(O) = y, and U(0) = c, one obtains 
&Yq-p -+ cq-p as E+O 
and, in terms of the scaled variables 
r=c~(P-1)/2y(P-1u2x, 
u,(C) = (c/r)%(x), 
one finds that 
uniformly in R”. Thus, in the supercritical case the ground state solution 
plays the same role as is played in the critical case, when p = (n + 2)/(n - 2), 
by the function 
u,(x)=(11*:,x,*)1.-2)‘2, P>O, 
which satisfies the equation 
For further details we refer to [BN, BP, MP] and the literature cited there. 
The plan of this paper is the following. In Section 2 we introduce new 
variables, which transform Eq. (1.1) to a generalized Emden-Fowler equa- 
tion, and establish the bounds (1.7.) for u(0). Then in Section 3 we give for 
completeness an existence proof, which is different from that given in 
[MP]. By far the hardest part, however, is the uniqueness proof which will 
be given in Sections 4, 5, 6, and 7. 
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2. PRELIMINARIES 
Set 
u-2 n-2 t= - ( > > y(t) = u(r). r 
Then it is a routine calculation to show that (1.1) and (1.2) become 
y”+te-y(y)=O, o<t<cc (2.2) 
y > 0, o<t<co, (2.3) 
where 
f(Y) =YP-Yy4 and kc2n-2 n-2’ 
The boundary conditions on y now become, because t -+ 0 (00) 
corresponds to r + CC (0), 
Y(f) Nd as t-+0 (2.5) 
for some u > 0 (when we require fast decay as r + cc ) and 
y( cc ) finite and y’( cc ) = 0. (2.6) 
Clearly, the solution y(t, a) of (2.2) and (2.5) is uniquely determined, 
because (1.4) implies that p - k > - 1 and so (2.5) in (2.2) tells us that y” 
is integrable down to t = 0, and y’(0) = a. The question is whether the 
solution y(t, a) also satisfies (2.6). 
THEOREM 1. There exists a unique choice of a > 0 such that the solution 
y(t, 4 0fw, (2.3), and (2.5) also satisfies (2.6). For this solution we have 
c(p, n) l’(q--p) ( ) 4s n) <Y(co, a) < 1, (2.7) 
where c(s, n) has been defined in (1.8). 
Returning to the original variables r and u, Theorem 1 yields Theorem A. 
Remark. Although the condition y’( cc) = 0 is natural in view of the 
condition u’(0) = 0, it can be derived from the boundedness of y( co ). For 
we have that k > 2 and so integration of (2.2) with y bounded implies that 
y’( cc ) exists, and necessarily ’( co) = 0. Indeed integration shows that 
lim ty’(t) = 0. (2.8) r-00 
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Let y(t) be a solution of (2.2), (2.3), and (2.5). Then, because 
y”<O(>O) when y<l (>l), 
y(t) can only be bounded if 
y(t) < 17 r’(t) > 0 for O<t<co. (2.9) 
This means that y( cc ) < 1. However, because k > 2, if y( cc ) = 1 we would 
have by uniqueness that y(t) = 1 for all t > 0 and (2.5) would not be 
satisfied. Thus for any solution of (2.2), (2.3), (2.5), and (2.6) we must have 
Y(a))< 1. 
To prove the lower bound in (2.7), we multiply (2.2) by y and integrate 
to obtain 
yy’+ s ; { -y’2+x-kyf(y)} dx=O. (2.10) 
If we multiply (2.2) by ty’ and integrate we obtain 
1 
j ty’2 + t ‘-*f’(y)=j;{;yf’+$%(y)}dx, (2.11) 
where F(y)=Jgf(s)ds. If we let t --, 00 in (2.10) and (2.11), and use (2.8) 
and the fact that k > 2, we arrive at 
I 
00 
y’* dx = 
0 s 
m 
+Y~(Y) & 
0 
and so 
s 00 ?(yf(y)-2(k-l)F(y)} dx=O. 0 
For f defined by (2.4), 
yf(y)-2(k- 1)F(y),P-d2:,3)y"'-q-~~~3)y~+l 
=-&c(p. 4Yp+‘--c(qAY’+‘~, 
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where c(s, n) is defined in (1.8). Hence, 
-ky~+ldx=c(q,n)pXy’+ldx 
because y(t) < y( cc ) for all t > 0. Thus 
3. EXISTENCE OF A SOLUTION 
We prove the existence of a solution by means of a simple shooting 
argument, which depends upon the following lemmas. 
LEMMA 1. If u > 0 is sufficiently large, then the solution y of (2.2) and 
(2.5) has the property that y’ has a zero strictly before y reaches one. 
LEMMA 2. Zf CI > 0 is sufficiently small, then the solution y of (2.2) and 
(2.5) has the property that y reaches the value 1 strictly before y’ vanishes. 
Accepting these lemmas for the moment, we consider the sets S+ and 
S - defined by 
S+ = (a > 0 : y’ = 0 strictly before y = 1 }, 
S ={a>O:y=l strictly before y’=O}. 
Clearly, S+ and S- are disjoint, they are nonempty by Lemmas 1 and 2, 
and they are easily seen to be open as a consequence of the continuous 
dependence on initial data. Indeed, if IX~ ES + , then there exists a t, > 0 
such that 
y’(t1, q)=O, Y(C aI) < 1 for O<t<t,. 
Since y”(tl, a,) < 0 it follows that y’(t, a) has a zero close to t, if a is suf- 
ficiently close to a, and we will continue to have y < 1. Therefore, tl E S+ 
for a sufficiently close to a,. 
Thus there exists some a, say CZ,,, in neither S+ nor S-. Clearly we must 
have that either y’ = 0 and y = 1 simultaneously, or y’ > 0 and y < 1 for all 
t > 0. Because the first possibility would imply that y( t, CI,,) = 1 for all t > 0, 
the second possibility must hold. This completes the proof of the existence 
of a solution of (2.2), (2.3), (2.5), and (2.6). 
It remains to prove the two lemmas. 
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Proof of Lemma 1. We make the scaling, 
t=cLT, y(t)=c”Y(T), 
where 
L= p-l 
p-k+l’ 
&f= k-2 
p-k+l’ 
(3.1) 
(3.2) 
It is easy to verify that (2.2) then becomes 
where 
Y”+ T-k(Yp-~-pYq)=O, (3.3) 
pJk-2)(q-p) 
p-k+1 ’ 
(3.4) 
and (2.5) becomes 
Y(0) = 0, y’(0) = 1. (3.5) 
Because /A > 0, we see that the solution Y of (3.3) and (3.5) behaves for 
large cx on compact T-intervals like the solution Y,, of the problem 
y”+ T-kyJ’=() T>O (3.6) 
Y(0) = 1, Y(0) = 1. (3.7) 
We shall show below that Y, has the property that Yb = 0 at some finite 
value T,, of T. Clearly Y,( T,) is finite and does not depend on c(. From the 
scaling we then deduce that y’(o~-~T,)=o and that y(cLT,) is small, so 
that the lemma is proved. 
Suppose to the contrary that 
Y(T)>& Y’(T)>O, Y”(T)<0 for all T>O, 
where we have dropped the subscript zero for convenience. Then 
Y(T) = j-o’ Y’(x) dx = TY’( T) - j-o= xY”(x) dx > TY’( T). 
Hence, by (3.6), 
y”< -TP-k(y’)P 
and on integration over [T, , T, 1, 
&(y.)‘-p]T2< -[p-k+ lTP-k+l]Tl. 
7.1 TI 
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If we now fix T, and let T2 become large, we see that 
Y’(T)+0 as T+co 
because p - k + 1 > 0. Indeed we have 
Thus, with K not necessarily the same constant at each appearance, we 
obtain 
r(T)<KT{(k-2)/(P~l))-- 9 
and so upon integration, 
Therefore, 
Tr2 < KT’ and YY < KT’, 
where 
k-2 2k-3-p 
v= -1+2-z 
P-l p-l <O, 
and so 
TY’*, YY’ + 0 as T+oo. 
We can now repeat the calculations of Section 2 with T and Y instead 
of t ad y, and f( Y) = YP. Letting T + cc in (2.10) and (2.11) we obtain 
(I-25) 1; x-kyp+l(x)dx=o, 
a contradiction. 
Remark. The above result can also be proved using the classical Fowler 
transformation and an energy argument [HH]. 
Proof of Lemma 2. Suppose for contradiction that with c1 small, y < 1 
as long as y’ > 0. Then, if 
t,=sup{t>O:y’>Oon(O,t)} 
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we have 
u’(t) < a and y(t) < at, o< t< t,. 
Substitution into the differential equation yields 
y”(t) > - aptpek 7 o<t<t, 
and after integration 
y’(t) > a - 
ap 
p-k+ 1 tp-k+‘, o<t<t, (3.8) 
y(t) > at - (P-k+ l;;p-k+2) tp-k+2, o<t<t,. (3.9) 
From (3.8) we deduce that t, > to, where to is determined by 
ap 
a- p-k+ 1 qk+l=O. 
At to we have according to (3.9), 
Y(to) > to ( ap a - (p-k+ l)(p-k+2) t6+k+2 > 
a 
p-k+2 
= Ka-(k--Z)/(P--k+ 1) 
Since p - k + 1 > 0 we will have that y(to) > 1 if a is small enough, yielding 
a contradiction. 
4. UNIQUENESS OF THE SOLUTION 
The remainder of the paper is devoted to proving that the solution is 
unique. For this we follow the method of Kwong [K], and define the 
function w = ay/aa. It is readily seen to be a solution of the problem 
w”+ t-k(pyP--l-qyq-l)w=O, t>o 
w(0) = 0, w’(0) = 1. 
As with y, we shall denote the dependence of w on a by w(t, a). 
(4.1) 
(4.2) 
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The proof of uniqueness relies on the following two technical lemmas. 
LEMMA 3. Let a >O be such that y’= 0 first at some point i> 0. Then 
there exists a point z1 E (0, i) so that 
w(r,)=O, w(t)<0 for z,<t<i (4.3) 
and 
w’(i) < 0. 
LEMMA 4. Let a0 > 0 be such that 
Y’(G a,) > 0, Y(C a01 < 1 for all t B 0. 
If a > a,, and a - a,, -C n for some sufficiently small n, then there exist values 
T> 0 and 6 > 0, which depend on n but not otherwise on a, such that 
(a) y’(t,a)>O for O<t<T; 
(b) w(~,,a)=Oatsomefirstz,~(O,T)andw(t,a)<Ofor~,<t<T; 
(c) w’(t,a)<--6for t>TasZongasy’>Oandy<l. 
Before proving Lemmas 3 and 4 we show how they are used to obtain 
the uniqueness result. 
Choose q > 0, T > 0, and 6 > 0 such that Lemma 4 holds. Next, let 
a E (a,, a, + q) be arbitrarily chosen and fixed. Then, y’(t, a) > 0 for 
0 Q t < T. By the mean value theorem and Lemmas 3 and 4, we see that for 
t 2 T, as long as y’(t, a) > 0 and y( t, a) < 1, we have 
y’( t, a) - y’( t, ao) = w’( t, a)(a - ao) < - 6(a - ao) (4.4) 
for some d E (ao, a). Since y’( t, ao) + 0 as t + co we conclude that 
y’(i, a)=0 at some first i> T. Thus, if aE (a,, a,+?), then y’(t, a) has a 
lirst positive zero, say at t = i(a), and so as noted earlier 
y”( i(a), a) < 0 and y(i(a), a) < 1. (4.5) 
We differentiate the equation 
y’(i(a), a) = 0 
with respect to a and obtain 
(4.6) 
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It follows from Lemma 3 that w’(i) < 0. Therefore, by the first inequality 
in (4.5) 
di 
-<o 
da 
for 01~ < CI < tl, + E. 
If there were a first Cr > a0 for which di/da = 0, then (4.6) would imply that 
w’(i(a), CI) = 0, which contradicts Lemma 3. Therefore, 
di 
zco 
for all a > aO. 
From this it follows that y’(r, a) has a first positive zero for each a > a0 and 
so there cannot exist an aI > a,, for which 
y’(t,a,)>O and O<y(f, al)< 1 for all t > 0. 
This completes the proof of the uniqueness theorem. 
It remains to prove Lemmas 3 and 4. We do this in the succeeding 
sections. 
5. THREE PRELIMINARY LEMMAS 
Proceeding as in Kwong [K], we develop a comparison function 
u=ry’+By 
for an appropriately chosen value of 8. The function u satisfies 
u”+t-k(pyp--l-qyy-l)v=t-k~ 
o(0) = 0, u’(0) = (p + l)M, 
where 
(5.1) 
(5.2) 
4 = (k - 2 - /NY” -Y”) + P(PYP - 4Y4)* (5.3) 
The technical properties of u which we shall need are given in the next 
lemma. 
LEMMA 5. Let a > 0 be given, and let y be the solution of (2.2) and (2.5). 
Then there exist values P(a) and p(a) such that 
(a) y’>O in CO, PI; 
(b) v > 0, 4 < 0 in (0, p); 
(c) u(p)=#(p)=O, U’(P)<Q 
(d) #(t)>Ofor t>p so long as y’(t)>O; 
(e) -1 </I?< -(k-2)/(p- 1). 
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Further, given a particular set of values CC, k, p, and q satisfying 
u > 0, k>2, q>p>(n+2)l(n-2), 
and a corresponding pair (/I, p), then we can continue (8, p) uniquely as 
continuous functions of CC, k, p, and q so that (a)-(e) are still satisfied. 
Proof. The statement C$ = 0 is equivalent to 
Y 
4-p-k-2+PW)zfN 
-k-2+P(q-1) ’ (5.4) 
and 4 < 0 ( > 0) if yqPp < N ( > N). When /I, k, p, and q are such that (5.4) 
has a solution y = y(t) for some t, then we define t2 to be the smallest such 
value of t. Thus, if there exists such a value of t, then 
4(tJ=O and y’(t) ’ 0 for O<t<t,. (5.5) 
If there exists no such value, then either the solution y has a first maximum 
less than N1’(q-p), in which case we define t, to be the location of this 
maximum, or y increases to a limit at cc with y( co) Q N1’(q--p), in which 
case we define t, = co. In all cases we have 
Y’(f) ‘0 for 0 d t < tZ. (5.6) 
If /I = - 1, then v is initially negative, because in that case 
v(t)=ty’(t)-y(t)<0 
by the concavity of y. If /I is just slightly greater than - 1, then v is initially 
positive because 
0’ = ty” + (p + l)y’, 
but by continuity in /I, it must become negative at small values of t. For 
each /3 > - 1 we define t1 to be the first positive zero of v. Then we may 
certainly suppose that 
y’>O in [O, tl]. 
By definition we have 
v>o in (0, tl) and v(t1)=0, (5.8) 
and we may also suppose that 
v’(t,) < 0. (5.9) 
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For at t, , Y” and 4 have by (5.1) the same sign and when fi is close to - 1, 
y(tl) is small so that &ti) has the same sign as k - 2 + fi(p - 1 ), which is 
negative when B is close to - 1. Thus, if v’( t1 ) = 0, v would have a 
maximum at t,, which is impossible. Finally we note that we will also have 
t,> t,. (5.10) 
We now increase /? and follow t2 and tl. If t, is defined by (5.5), then 
because aN/aj? < 0 and y’ > 0, t2 decreases. On the other hand, if t, is not 
defined by (5.5) it is independent of j?. Thus we can assert that t, always 
moves continuously to the left if it moves at all (with an obvious inter- 
pretation if t2 = co). 
Turning to t,, we note that as long as (5.10) holds, and so 4 < 0 on 
(0, tl), u cannot collect a zero on (0, tl). This would imply that at some 
t*<t,, 
lJ(t*)=O, d(t*) = 0 
and then, since qS(t*) -=z 0, (5.1) would tell us that u has a maximum at t* 
which is not possible. By the implicit function theorem and (5.9) applied 
(in obvious notation) to the equation 
we see that tl is a differentiable function of fi and moves continuously to 
the right. Thus, so long as (5.10) holds, we also have (5.8) and (5.9) 
holding, and it is a question of whether (5.7) or (5.10) fails first. 
Since t, = 0 would correspond to p = - (k - 2)/(p - 1) and t, > 0, it 
follows that if the inequality (5.10) breaks, it does so for fi < - (k - 2)/(p - 1). 
If the inequality (5.7) were to fail first, it cannot fail at an interior point 
of [0, t, 1, because then we would have y’ = y” = 0 at that point and hence 
y E 1. If (5.7) were to break at t,, then we would have v(tl) = 0 and 
y’( t, ) = 0 and so /I = 0. This proves that (5.10) will fail first. 
Furthermore, when (5.10) fails, the point t, must be defined as in (5.5). 
For if t1 = t, were finite and such that y’( tz) = 0, then p = 0, contradicting 
B-C -(k-2)/(p- 1). And if t, = t2= co, then y( cc ) must be finite and, by 
(2.8), ty’( t) --t 0 as t + co. So again, we have B = 0. 
The lemma is now proved except for part (d), which is obvious, and the 
continuous dependence of (fl, p) on a, k, p, and q, Since (j?, p) can be 
determined by solving (in an obvious notation) 
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the continuous dependence will be proved if we can show that 
d(U> 4) zo 
a(PYB) . 
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In fact 
8th 4) U’(P) 4’( PI 
a(= Y(P) (P- l)YP-(c7- l)Y4. 
Now we have 
O’(P)<% 4’(P)20, Y(P)>O. 
Also, since $(p) = 0, we can write 
(p-l)yP-(q-l)y4= -!++“). (5.11) 
Because p < q implies that N < 1 and so by (5.5), y < 1, we see that both 
sides of (5.11) are strictly positive. Hence, the Jacobian is strictly negative 
and the lemma is proved. 
LEMMA 6. There exists a set of values ~1, k, p, and q such that the 
corresponding solution y has the following properties: 
(a) there exists a finite t, which is the first zero of y’; 
(b) the function 
ty’(t) l?(t)=- 
Y(f) 
satisfies 
e’(t)<0 for O<t<t,, e( to) = 0; 
(c) 1j-p and p are chosen as in Lemma 5, then 
u(t)<0 for p<t<t,. 
Proof We take tl to be large and make the scaling used in the proof of 
Lemma 1, noting that it does not alter the function 8. Lemma 1 itself then 
assures us that part (a) is true and we require only to prove parts (b) 
and (c). 
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In view of the convergence of the scaled solution Y, for large o! and on 
compact sets in T, to the solution Y, of the problem 
Y”+ T-kYp=O, t>o 
Y(0) = 0, y’(0) = 1, 
we see that part (b) is proved if we can find k, p, and q such that the same 
holds for the function 
Tyb( T) e,(T)=- 
Y,(T) ’ 
We may readily verify that 
&,= T-lBO(l -e,)-T1-kYgP-l 
or, with s=log T, 
(5.12) 
and 
(k-2)sY;-1{ -(k-2)+@- l)e,}. (5.13) 
Using (5.12) to eliminate Y, from (5.13), we finally obtain 
-eo(l-eo)((p-1)eo-(k-2)}. (5.14) 
We shall make the choice, as we may, that k and p are such that 
k-2 1 
y- p-1<?. (5.15) 
At T = 0 or s = - co, we have tJ,, = 1, and from (5.13) in the form 
i a(~)% = -(p- 1)YOP-1e-(k-2)~~(S)(e0-y~, 
( > 
where 
[ 1 - 2eo(u)] du , 
we see that 
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A(s) %<O 
and so 
at least until 13, decreases to the value y, and in particular until 8, = 4. But 
(5.13) tells us that 
2-s,(l-0,) 
is decreasing until &, = y, and so 
{ 
f$-e,(1 -e,) 
II i 80 = Y 
< $$e,(l -e,) 
II 80= l/2 
so that 
Now consider what happens as 8, decreases below y. So long as 0: < 0 
(and certainly 0: < 0 at 0, = y), we see that 0; increases in modulus and so 
in modulus exceeds $ - y( 1 - y). Thus the first term in (5.14) exceeds in 
modulus 
ia-Y(l -Y)W -2Y -W-2)19 (5.16) 
while the second term does not exceed 
@-2)7(1-Y). (5.17) 
We have so far insisted that y < i. By picking a value of k sufficiently close 
to 2 and thus y sufficiently small, we can clearly arrange that (5.16) exceeds 
(5.17) and then 0; < 0 and 0; < 0 until 8, = 0. Since 8 = 0 corresponds to 
y’ = 0, part (b) of the lemma is proved. 
To prove part (c), we note that 
et<0 in (0, kJ, 
SOS/95/2-3 
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and since B(p) = -fi it follows that 
e< -p in (P, bl. 
Hence, 
v<o in (P, bl. 
This completes the proof of the lemma. 
We now want to extend the result of Lemma 6 to all u, k, p, and q by 
continuity. This result is contained in the following lemma. 
LEMMA 7. Let n>2, k=(2n-2)/(n-2), q>p>(n+2)/(n-2) and 
OI> 0. Then there exist values p and p which satisfy the conditions of 
Lemma 5, obtained as continuous functions of k, p, q, and c1 from the speciJic 
values in Lemma 6, such that 
(a) v(t)<0 for t>p, so long as y’(t)>O; 
(b) ify’(t)=Ofor some t>p, then v(t)<O; 
(cl v-u'(t) > 0 f or all t>O andy(co)<l, then v(a~)=/?y(oo)<O. 
Proof Given any point P = (k, p, q, a) we connect it by a continuous 
path in R4, with k, p, q, c1 always satisfying the relevant inequalities, to the 
point P, = (k,, p,,, qo, a,) of Lemma 6. For P sufficiently close to PO, 
Lemma 5 assures us that we can define (B, p) uniquely as continuous func- 
tions of P so that the conditions of Lemma 5 continue to hold, and this 
process can be repeated unless we reach a point P,, say, where the 
conditions of Lemma 5 cease to hold. 
We now consider what happens as P + P,. We have B + fli and p + p,, 
say, at least by some subsequence, where 
-1 <Bl< -(k-2)/(p- 1) 
and, possibly, p, = co. In fact, fir = - 1 would imply v initially negative, 
and so p1 = 0. But, by the definition of 4, p1 = 0 implies that 4 > 0 for t just 
greater than pi , a situation which cannot arise as a limit of the situation 
in Lemma 5. Similarly, p = - (k - 2)/(p - 1) also implies, by (5.4), that 
p, =o. so 
-l<bi<-(k-2)/(p-1). 
If pi=cc, we would have y’>O on (0, co) and y(co),<N”(q-P) from 
(5.4). Remembering (2.8) we conclude that v( co) = /Iy( co) < 0. Hence, p1 
must be finite. 
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With /? = /?,, p = pr condition (c) of Lemma 5 is clearly satisfied, and (b) 
is satisfied because p1 is the first zero of 4 (from (5.4)), and u cannot have 
an internal zero in (0, pi) by the type of argument we have used before. 
Also, (a) is satisfied because y’ cannot have an internal zero. Part (d) of 
Lemma 5 is obvious. 
The continuation of (/I, p) as continuous functions of P satisfying the 
conditions of Lemma 5 is thus established, and it is mainly a matter of 
showing that in this continuation process the conditions (ak(c) of the 
present lemma also continue to hold. 
The condition (a) follows because u cannot have an internal zero in 
( p, tl ) if t, is the first zero of y’. For u = v’ = 0 implies that II” > 0 since 
4 > 0, and this would imply a minimum for u which is absurd. Also, 
u(t,) = 0 implies B = 0, which is also absurd. This proves (b). Finally (c) 
follows because then ty’ + 0 as t + co. 
This completes the proof of Lemma 7. 
6. PROOF OF LEMMA 3 
Let 
Then 
h = ty’. 
with 
h(0) = 0, 
We introduce the Wronskian 
h’(0) = a> 0. 
H = wh’ - hw’, (6.3) 
which satisfies 
Htck-2 -jjy (Y”-Y4) w 
and 
H(0) = 0, H’(0) = 0. 
We also consider the Wronskian 
G=wv’-VW’ 
(6.1) 
(6.2) 
(6.4) 
(6.5) 
(6.6) 
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which satisfies 
(6.7) 
and 
G(0) = 0, G’(0) = 0. (6.8) 
Now we suppose for contradiction that w > 0 in (0, t), i being the first 
zero of y’. Then H’ > 0 in (0, i) and so H(i) > 0. But 
H(i)= w(i)h’(i)-h(i) w’(i)=w(i)iy”(i)dO. 
giving the required contradiction. 
The definition fo ri as the first zero of w implies that w’(r I ) < 0, and in 
fact w’(r,) < 0 since otherwise w = 0. 
We now assert that p, as in Lemma 5, is such that p < zr. For if we sup- 
pose for contradiction that p 2 rl, then 4~0 on (0, or) and so G’<O on 
(0, ri) which means that G(r,)<O. But 
G(T,) = -u(T,) w’(T~) 2 0 
giving the necessary contradiction. 
Thus O<p<t,, and it follows from Lemmas 5 and 7 that v < 0 and 
4 > 0 on (p, i). Suppose for contradiction that there exists a T* E (r,, i] such 
that w(tZ) =0 and w ~0 on (r,, tZ). Then G’ ~0 on (t,, r2), so that 
G(r,)> G(r,). On the other hand, G(r,) 60 and G(r,)>O, giving the 
required contradiction. 
It now remains to prove that w’(i) < 0. We know now that G’< 0 on 
(r,, i) so that G(i) < 0. But 
G(i) = w(i) v’(t) - u(i) w’(i) 
and 
w(i) < 0, v’(i) = if’(i) < 0, v(i) < 0 
so that necessarily w’(i) < 0. 
7. PROOF OF LEMMA 4 
We first examine the situation at tx = c(~. By Lemmas 3 and 5 there exist 
values r1 > p > 0 such that 
V(P) = d(P) = 0, v-co, qS>O in(p, co), 
w(z,)=O, w-c0 in (r,, co). 
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Further w” must ultimately be of one sign, since w is, and y is monotonic. 
Therefore, w’( cc ) exists. Clearly w’( cc ) 6 0, and possibly w’( co) = - co. In 
fact w’( co) = 0 is impossible since, if so, then w(t) = o(t) as t -+ co and 
wu’=w{ty”+(p+l)y’}+o as t-co, 
and, because u( co) exists, VW’ + 0 as t -+ cc as well. Hence, in that case, 
G(t)-+0 as t-co. But G’<O in (z,, co) so that G(oo)<G(r,)<O, giving 
a contradiction. 
To determine the behaviour for c( sufficiently close to a, we consider two 
cases. 
(i) ~‘(00, a,)= -co. 
In this case w”(t, aO) < 0 for sufficiently large t. Thus there exist values 
6 > 0 and T> zi such that 
0 
I/(4-PI 
46 QJ < -4 w’( t, a()) < - 6, Y(t,%l)> $ 
for all t 2 T. With 6 and T thus fixed and tl- ~1~ sufficiently small, we have 
w(T, a)< -6, w’( T, a) < -6, Y’(T, a)>% 
and from (4.1) we see that these inequalities continue to hold, with t in 
place of T, until y’(t) = 0. This proves part (c) of the lemma in this case, 
and parts (a) and (b) are easy. 
(ii) w’( co, c(,J = -Q q positive and finite. 
We define 
Since w’(t) + -V as t + 00, there exists a T such that 
-$T<w(T,R,)< +T, 
+i’<w’(T,q,)< +, 
and 
4 3 1 ~ ~ 
3(k- 1)+2(k-2) 
MT2-k<- 
6’ (7.1) 
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With T thus fixed, we see that, if a - cq, is sufliciently small, then 
y’(t, a) > 0, y(t, a) < 1 for te [0, T], 
+T<w(T, cc)< +T, 
+<w’(T,cr)< -a~. 
Let 
T,=sup(t> T:$>O and y< 1 in (T, t)}. 
If te(T, T,) and if --~qy1~~‘<0, then 
w(t) 2 +T- ;q(t - T) 
and so, from (4.1), 
w”(t)> -~~TMt-k-$14t’-k 
and 
4 qTA4 
w’(t)> -;g+jm(tl-k-T1-k)+- ; e.$$ (t2-k- T2-k) 
4 3 
3(k-1)+2(k-2) qMTZ-k. 
From (7.1) it now follows that 
w’> -ftj in CT, T,) 
as long as w’ < 0. 
But from (7.2) and (4.1) we also have 
and 
w’(t)< -iv-- ~~~(tl~*-T1--k)-~~(t2--t-T2-k) 
4 3 ___ - 
3(k-1)+2(k-2) > rlMT2-k 
(7.2) 
for all t E (T, T,) because of (7.1). 
This completes the proof. 
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