Human visual cortical fields (VCFs) vary in size and anatomical location across individual subjects. Here, we used functional magnetic resonance imaging (fMRI) with retinotopic stimulation to identify VCFs on the cortical surface. We found that aligning and averaging VCF activations across the two hemispheres provided clear delineation of multiple retinotopic fields in visual cortex. The results show that VCFs have consistent locations and extents in different subjects that provide stable and accurate landmarks for functional and anatomical mapping. Interhemispheric comparisons revealed minor differences in polar angle and eccentricity tuning in comparable VCFs in the left and right hemisphere, and somewhat greater intersubject variability in the right than left hemisphere. We then used the functional boundaries to characterize the anatomical properties of VCFs, including fractional anisotropy (FA), magnetization transfer ratio (MTR) and the ratio of T1W and T2W images and found significant anatomical differences between VCFs and between hemispheres.
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Introduction
Mapping the location and extent of the visual cortical fields (VCFs) is a prerequisite for precise neuroimaging studies of human visual cortex (Wandell, Dumoulin, & Brewer, 2007) . The methods used to functionally define VCFs using retinotopic stimuli are well established and have been used in many previous studies (DeYoe et al., 1996; Dumoulin et al., 2003; Engel, Glover, & Wandell, 1997; Sereno et al., 1995; Sereno, McDonald, & Allman, 1994; Wandell, Brewer, & Dougherty, 2005; Warnking et al., 2002) . Usually, VCF boundaries have been identified manually. Recently, several automatic methods have been proposed to define VCF borders objectively in order to support quantitative analysis (Dougherty et al., 2003; Dumoulin et al., 2003; Warnking et al., 2002) . However, because VCFs vary in size (Dougherty et al., 2003) and precise anatomical location (Dumoulin et al., 2000) in individual subjects, the accuracy of analysis of VCF properties using boundaries defined in across-subject averages will be limited by the consistency of VCF anatomical locations and orientations across subjects.
In addition to VCF properties defined by functional data analysis, several recent MRI studies have combined retinotopic maps with anatomical information (Benson et al., 2012; Sereno et al., 2013) . Benson et al. (2012) used standard T1-weighted anatomical images alone to predict the retinotopic organization of striate cortex and showed that higher-order cortical areas (e.g., V2) were more variable in anatomical locations than primary areas such as V1. Sereno et al. (2013) found that the borders of VCFs were associated with significant changes in quantitative relaxation rate (R 1 = 1/T 1 ). The addition of anatomical data may be particularly useful in defining VCFs, especially in light of the recent failures of BOLD functional imaging to detect certain kinds of visual cortical activity (Sirotin & Das, 2009; Swettenham, Muthukumaraswamy, & Singh, 2013) . This suggests that functional neuroimaging alone may face limits in defining VCF boundaries and functional properties.
A reasonable starting point for examining the anatomical properties of VCFs is to focus on the analysis of myelin, because of the well-known line of Gennari, a dark band of heavily myelinated fibers that characterizes V1 (Hinds et al., 2009 (Hinds et al., , 2008 Sanchez-Panchuelo et al., 2012) . To this end we used three different MR sequences to analyze white matter properties: fractional anisotropy (FA), measured with diffusion tensor imaging (DTI), which is sensitive to the integrity and organization of axons http://dx.doi.org/10.1016/j.visres.2015.01.015 0042-6989/Ó 2015 Elsevier Ltd. All rights reserved.
(Le Bihan, 2003) . The magnetization transfer ratio (MTR), estimated from magnetization transfer imaging (MTI), which is sensitive to the density of cell membranes and myelin (Bastin et al., 2009; Schiavone et al., 2009; Vrenken et al., 2010) . Finally, the ratio of T1-weighted (T1W) and T2-weighted (T2W) images, T1/T2, which has been found to reflect the myelin content and areal boundaries of cortical sensory areas (Glasser & Van Essen, 2011) . Thus, the combined use of FA, MTR and T1/T2 provides a relatively complete picture of white matter structure and tissue properties (Bastin et al., 2009; Kang, Herron, & Woods, 2011; Vrenken et al., 2010) .
Surface-based analysis of human cerebral cortex increases the power and precision anatomical investigations (Anticevic et al., 2008; Van Essen et al., 1998) , and enhances the magnitude and significance of functional activations (Argall, Saad, & Beauchamp, 2006; Hagler, Saygin, & Sereno, 2006; Jo et al., 2007; Van Essen, 2005) . Aligning the anatomical and functional data to the gyral and sulcal structures of the cortical surface permits the visualization of the average organization of visual cortex Van Essen & Dierker, 2007; Wandell & Winawer, 2011) . FreeSurfer ) is a popular surface-based tool that inflates each hemispheric surface and aligns the inflated hemispheres to the templates of the left and right hemispheres. The left and right hemispheres can be further aligned to a hemispherically unified spherical coordinate system through optimal rigid-body spherical transformation.
The use of a single coordinate system combined across hemispheres permits direct comparisons of the VCF properties of the two hemispheres. Previous studies (Benson et al., 2012; Dumoulin et al., 2003; Wandell, Dumoulin, & Brewer, 2007; Wu et al., 2012 ) have compared the interhemispheric anatomical or functional properties of VCFs using individual hemispheres' data, e.g., by making separate measurements of a field's extent or area in each hemisphere. Visualizing the average (or the difference) of two hemispheres' maps in the same global space allows the visualization of more complex interhemispheric difference that might not emerge by comparing scalar features such as extent or thickness. For example, hemispheric differences in thickness in a particular VCF may be non-uniform; e.g., concentrated in an anatomical subregion.
Anatomical studies of post-mortem brains have found minimal interhemispheric differences in the extent of V1. Rademacher et al. (1993) reported that area 17 generally showed close bilateral symmetry in area and extent. In 8 out of 10 brains, interhemispheric asymmetries in V1 size averaged less than 8%. A more recent MRI study of post-mortem brains (Hinds et al., 2008) reported differences in the parameters required to align V1 in the two hemispheres, and, more importantly, noted that the average V1 overlap across subjects was higher in the left hemisphere than in the right (70.6% vs. 58.5%). Using anatomical techniques, Amunts et al. (2000) found that the mean volume of area 17 did not differ between the hemispheres. In contrast, fMRI studies using retinotopic stimuli, have reported that V1 is larger in the left than in the right hemisphere (1578 vs. 1362 mm 2 ) (Dougherty et al., 2003) . However, such interhemispheric differences may be influenced by methodological procedures. Although the location of functionally-defined V1 is closely reflected in patterns of cortical curvature (Benson et al., 2012) , cortical-surface based coregistration methods apply modest amounts of areal distortion in order to align deep sulci like the calcarine sulcus . Therefore, to correct for distortion, we analyzed V1 areal asymmetries in native anatomical space using the functional boundaries that were defined on inflated cortical surfaces.
In the current manuscript, we used Mollweide (MW) projection maps (Feeman, 2000; Yang, Snyder, & Tobler, 2000) of the cortical surface to display functional and anatomical data, e. g. FA and MTR, etc., averaged over the left and right hemispheres on a flattened two-dimensional (2D) map. Such MW projections introduce less distortion than alternative projection methods . FA, MTR and T1/T2 were analyzed in VCFs defined individually from the visual field maps for each of 11 subjects, and the average of all subjects were displayed on the 2D MW projection map. These parameters were also analyzed to describe the anatomical properties in visual cortex fields on five surfaces around the gray matter (GM)/white matter (WM) boundary.
Materials and methods

Subjects and MR scans
We studied 11 young, right-handed subjects (5 females, ages 18-33 years, mean 24.2 years). All subjects had normal or corrected visual acuity. Ethics approval for the study was granted by Institutional Review Board of the Northern California Health Care System within the US Department of Veterans Affairs. Informed, written consent was obtained from all of the subjects, and subjects were paid for their participation.
All subjects underwent anatomical and functional scans on a 3 T Siemens Verio scanner (Syngo MR B17). The scans include: (1) two high-resolution MPRage images (TR = 3000 ms, TE = 1.62 ms, flip angle = 9°, voxel size 1 Â 1 Â 1 mm); (2) high resolution T2W image (TR = 2000 ms, TE = 409 ms, variable flip angle, voxel size 1 Â 1 Â 1 mm); (3) two sets of DTI scans (TR = 10700 ms, TE = 95 ms, flip angle = 15°, b = 1500 s/mm 2 , 30 directions, 5 b = 0 images, voxel size 2 Â 2 Â 2 mm, 1 field map) with the second DTI directions reversed to reduce the non-affine geometry distortions in plane (Shen et al., 2004) ; (4) two MTI scans with and without the MT pulse (TR = 2600 ms, TE = 13.3 ms, flip angle = 70°, voxels size 2 Â 2 Â 2 mm; MT offset and amplitude); and (5) four sets of functional EPI scans with different stimuli (TR = 2510 ms, TE = 30 ms, flip angle = 90°, voxels size 3 Â 3 Â 4 mm, 1 field map). Subjects' heads were stabilized with foam pads to reduce head motion.
Stimuli for EPI scans
Visual stimulus presentation and response collection were controlled by Presentation software (Version 15.1, Neurobehavioral Systems, Inc., Berkeley, CA). Stimuli were projected onto a screen located near the subjects' feet using a Sanyo PLC-XU116, XGA 3LCD 4500 lumen projector set outside the scanning room. Subjects viewed the screen through an angled mirror attached to the head coil at a viewing distance of 260 cm. The display was adjusted to be of maximal size viewable from the center of the scanner bore, with a field of view of 12.5°(horizontal) and 10.2°( vertical).
Retinotopic fields were measured by delivering standard rotating wedge and expanding ring stimuli (Fig. 1 ) that induce waves of neural activity in the visual cortex (Warnking et al., 2002) . All the stimulus patterns were achromatic checkerboards flickering at 8 Hz with 97% contrast. The wedge and the maximal ring had the same radius (10°of visual angle). To measure the polar angle representation, a single wedge was rotated in (balanced) clockwise and counterclockwise directions around a fixation cross at the center of the display. The wedge spanned 60°and rotated at steps of 20°, remaining at each position for 2510 ms, i.e., at the repetition time (TR) of the scan sequence. Thus, the wedge completed a full rotation every 45.18 s. Eccentricity was mapped by using expanding or contracting rings completing a full expansion (or contraction) every 45.18 s. As with the wedge, the ring-stimulus expanded or contracted in 18 discrete steps (i.e., at each 2510 ms TR). During each imaging session, four runs of data were obtained: one run using clockwise wedges, one using counterclockwise wedges, one using expanding rings, and one using contracting rings. Each run consisted of five 45.18 s cycles of stimuli for a total of 94 fMRI images collected, including one initialization scan and three extra trailing scans to account for hemodynamic lag.
In order to control fixation, we used a foveal attention task. The fixation cross ( Fig. 1) was colored either red (12.5%) or green (87.5%) with a possible color change occurring during each 2510 ms interval along with the retinotopic stimuli. The subject's task was to press a button when the fixation cross color changed from green to red. Performance on the fixation tasks was good, with a mean hit rate on foveal cross color changes of 86% during the wedge (polar angle) trials and 84% during the ring (eccentricity) trials and a false alarm rate across both tasks of 0.9%.
Anatomical image preprocessing
The T1W anatomical images were processed using FreeSurfer 5.1 (http://surfer.nmr.mgh.harvard.edu/), which includes intensity normalization, segmentation, inflation of surfaces to spheres, and spherical registration of spherical surfaces to a standard template . The coregistered spheres of LH and RH were projected onto the 2D flat maps using a Mollweide equal-area projection (Feeman, 2000; Yang, Snyder, & Tobler, 2000) . Fig. 2 shows the procedure from inflation to projection of the left hemisphere of a subject. The occipital lobe (OL) was rotated to the central area on the MW map ( Fig. 2C ) with the occipital pole (yellow spot) at the center.
The MW projection is a pseudo-cylindrical projection of elliptical shape with minimal shape distortion in non-boundary regions. Thus it is possible to visualize any cortical region with minimal shape distortion while preserving equal area by positioning the region of greatest interest at the center of the projection. As a result, the gyral structures in the rectangular area indicated by the dotted yellow lines are displayed with minimal shape distortion and can be seen more clearly than on the 3D inflated surface or registered sphere. A recently developed method was used to align the cortical surface across hemispheres through rigid-body rotational transformation in spherical space to a hemispherically unified representation combining the left hemisphere and optimally aligned mirror-imaged right hemisphere.
We also analyzed anatomical data at five different cortical and pericortical depths ) that included two surfaces generated during the process of FreeSurfer segmentation : the surface (S00) between GM and WM, and the pial surface (S10), the surface between GM and cerebrospinal fluid (CSF). Three surfaces were interpolated from the two aforementioned surfaces: S05, GM voxels midway between the GM/WM surface and pial surface, and S-1 and S-2, surfaces 1 mm and 2 mm below the GM/WM surface (S00) were identified by extrapolation. We chose to display and analyze data from 5 surfaces in order to give a more complete view of the anatomical data near and through the cortex. First, it is important to show the midcortical data for comparisons with previous publications (Glasser & Van Essen, 2011; Sereno et al., 2013) . Second, it is not uncommon in surface analyses to show data from surfaces at multiple depths (Polimeni et al., 2010; Sereno et al., 2013 ) in order to demonstrate depth sensitivity, and in particular, to use surfaces that have constant partial voluming with respect to white matter or CSF (unlike mid-GM). Third, showing results on the GM/WM boundary and pericortical WM are particularly important for FA, MTR and T1/ T2 values in order to help elucidate WM changes across VCFs, not just inside GM (e.g. with the line of Gennari). Finally, in order to better account for cortical surface(s) sampling rounding error (i.e. partial voluming error), we used T1 space (1 Â 1 Â 1 mm 3 ) linear interpolation to sample anatomical quantities. In addition we tracked nearest-voxel error distance as a covariate for adjustment of our anatomical data (see below) in case partial voluming with respect to the FreeSurfer surfaces affected anatomical quantities nonlinearly.
Functional image analysis
Each subject's functional images were coregistered and resampled into the high-resolution anatomical space (Kang et al., 2007) after motion correction using SPM8 (http://www.fil.ion.ucl.ac.uk/ spm/). BOLD image values in voxels on the cortical gray/white junction were extracted and projected onto into the hemispherically-unified spherical coordinate system. Spatial smoothing was applied to all cortical surface data using a 2D 3-mm FWHM Gaussian surface filter. Functional activations are presented as percent signal changes calculated relative to the overall mean BOLD response for each voxel. Functional activations were visualized on the rectangular MW map area containing visual cortex as shown in Fig. 2C .
Visual cortex fields from retinotopy analysis
Phase-encoded retinotopic mapping (DeYoe et al., 1996; Engel et al., 1994; Sereno et al., 1995) is based on the use of a periodic stimulus to induce neural activity at the same frequency in visually responsive voxels. The current analysis was similar to that of Warnking et al. (2002) . The phase of the response encodes the spatial position of the receptive field of the voxel. We also calculated an F-ratio to determine significantly activated areas by dividing the amplitude of the response at the stimulus frequency with the average amplitudes at all other frequencies, excluding higher harmonics and low frequency signals (like baseline drifts potentially caused by scanner instability, subject motion and physiological noise) (Cavusoglu et al., 2012) . We used previously published methods (Swisher et al., 2007; Wandell, Dumoulin, & Brewer, 2007) to identify the borders of seven different visual cortex fields (V1v, V1d, V2v, V2d, V3v, V3d, V3A/B). VCF borders were used to define ROIs from which anatomical quantities were extracted by marking all flatmap pixels in the convex closure between two adjacent VCF borders. We also drew these borders on the across-subject mean polar angle maps (thresholded by a mean F value) in order to see if population-averaged VCF boundaries in FreeSurfer space produced similar retinotopic and anatomical results. Also, mean spherical locations (longitude and latitude) were computed from the ROIs by using the minimally-distorted central portion of the Mollweide projection of FreeSurfer's spherical cortical surface space. The phase-encoded map results are shown on the surface s00 (the WM/GM junction). The differences of polar angles and eccentricity between the hemispheres were obtained after the right hemisphere maps were mirror-imaged to match those of the left hemisphere. Finally, we also marked VCF locations within 2 mm of our drawn borders as well as approximately 4 mm of pixels at VCF centers in order to extract data for secondary VCF border vs. center analyses.
Anatomical properties of visual cortex fields
Several anatomical parameters were obtained for all the VCFs identified above. Surface area (Winkler et al., 2012) and cortical thickness (Fischl & Dale, 2000) for all the subjects was generated during the surface characterization by FreeSurfer. As thickness is known to vary systematically between gyri and sulci Rosas et al., 2002; Salat et al., 2004) , cortical thickness values were corrected for curvature, estimated across the entire hemisphere using linear regression estimates very similar to Sereno et al. (2012) . For each studied subject as well as 14 more subjects having undergone identical anatomical scans, an estimate of thickness based on curvature (quadratic) was regressed across the entire cortex of both hemispheres, and then significant intersubject mean regression values (t test, p < 0.0001) were used within visual cortex to correct for thickness. We also corrected simultaneously, as mentioned previously, thickness for cortical surface sampling (partial voluming) error using such whole hemisphere regression.
DTI data was analyzed in several steps. Two sets of diffusion weighted images (DWIs) using opposite DTI directions, were first corrected for spatial image distortion ( field-mapping images. Second, the opposite direction DWI image pairs were averaged to reduce the non-affine geometric distortions in-plane due to eddy currents (Bodammer et al., 2004; Shen et al., 2004) . Finally, these images were affine coregistered to the highresolution T1W image using SPM8's mutual information method to reduce residual distortion between different DWI images (Reese et al., 2003; Zhuang et al., 2006) . FA was calculated from the averaged DWIs after they were resampled to the high resolution space of T1W images (Kang, Herron, & Woods, 2011) . As with thickness, FA values were curvature corrected to increase statistical power (Kang, Herron, & Woods, 2011) , and also corrected for surface-sampling rounding error and thickness computed using FreeSurfer data.
Similarly, MT images (MTIs) were coregistered and resampled to the high resolution T1W images. MTR was computed using the formula MTR = (M s À M 0 )/M 0 Â 100%, where M s and M 0 are the MT image signal intensities obtained with and without MT saturation, respectively. Kang, Herron, and Woods (2011) describes the calculation of FA and MTR in more detail.
The ratio of T1W and T2W images (Glasser & Van Essen, 2011 ) was obtained after a subject's T2W image was coregistered to his T1W image and each image modality was normalized separately to image values within the lateral ventricles, as automatically identified by FreeSurfer (Fischl et al., 2002) . MTR and T1W/T2W values across visual cortex were also corrected for curvature, thickness, and sampling error covariates as was FA.
Three of the above parameters, FA, MTR, and ratio of T1W and T2W, were extracted and resampled from each individual subject on all the five surfaces into the common grid system on the Mollweide projection map to permit comparisons between VCFs and hemispheres. VCF mean values were extracted using the retinotopic fMRI boundaries defined individually in each subject and separately using the mean map VCF boundaries.
Statistical analysis
Multifactorial ANOVA was performed using the extracted anatomical quantities (MTR, FA and T1W/T2W) and retinotopic quantities (polar angle and eccentricity) in order to obtain omnibus results across the following four factors: VCF (V1, V2 and V3), aspect of retinotopic cortex (dorsal vs. ventral), surface (S-2, S-1, S00, S05 and S10), and hemisphere (left vs. right). In order to test the robustness of the results of VCF ROI definition, we also analyzed the results from locations where polar angle and eccentricity tuning varied, using relaxed F-thresholds (i.e., exceeding F = 0, 1, or 2, as independently crossed factors) to check if threshold of F = 2.5 had a material effect on the results. The omnibus F statistics and effect sizes from the three VCFs that have dorsal and ventral visual field representations (unlike V3A/B) were computed to evaluate the reliability of anatomical properties -and consistency across myelin-related imaging modalities -for potential future use in sampling VCFs using field determinations based on anatomical properties. Omnibus results are also given for FreeSurfer computed thickness and area measurements as well as for area overlap measures of VCFs between subjects. Finally, planned comparisons on the above quantities are performed for selected adjacent VCFs (e.g. LH V1d vs. LH V2d), cross-aspect VCFs (e.g. LH V2d vs. LH V2v), and cross-hemisphere VCFs (e.g. LH V2d vs. RH V2d).
We performed three similar auxiliary ANOVA analyses for the sake of specific comparisons and post hoc analyses. First our marked VCF border and center sub-ROIs (see above) were used as an extra factor within multifactorial ANOVAs to determine if location within VCFs affected anatomical quantities. Second, we tested the use of population-averaged VCF borders drawn on mean polar angle maps to check how well the extracted quantities compared with subject-specific VCF data. Third, in order to evaluate post hoc observations concerning the relative extent of eccentricities in various VCFs, we extracted top quintile values from our VCFs in addition to using area-weighted mean values as in all other analyses.
Correlations between retinotopic and anatomical quantities were computed separately for each subject across the cortical pixels within each VCF. The resulting Pearson correlations were transformed into z-scores and then analyzed using multifactorial ANOVAs, as above, to see if there were consistent differences between the VCFs. We only report results having moderate or greater statistical effects sizes (i.e., g > 0.4) in order isolate likely meaningful factors among the many correlations inspected. likely was due to the right hemisphere group-averaged VCFs being a combined 34% smaller in area than that of the left hemisphere, whereas there was no significant mean interhemispheric difference in subject-delineated VCF areas. Finally, mean curvature differed substantially in dorsal V3 for subject vs. group-averaged VCFs [(V1 vs. V2 vs. V3) Â (dorsal vs. ventral) Â sampling; In order to see how well the population-averaged retinotopic field boundaries conformed to individually delineated ones, we computed standard area overlap (relative to the smallest area of each pair) measures between the subject-delineated VCFs and corresponding group-averaged VCFs. The only significant hemisphere-related effect was a field Â aspect Â hemisphere interaction [F 3,30 = 5.9, p < 0.01, g = 0.36], presumably due mainly to the relatively small left hemisphere V3d and right hemisphere V3A/B overlap values, particularly in group-averaged VCFs. Conversely, the ventral field overlap values were sustained quite nicely (all 58+%), even in V3v.
Results
Identification of visual cortex fields
The interhemispheric average angle map (Fig. 3A3) shows consistency between the retinotopic field boundaries from the two hemispheres, and reveals subtle features that were less apparent in the individual hemisphere maps. The consistency is evidenced by the clear vertical meridian lines visible in the interhemispheric color map, especially in the ventral region (yellow/red). The consistency between hemispheres was greatest in the vicinity of the V1/ V2 boundaries (vertical meridians) in the lingual gyrus and cuneus. The standard deviation maps (Fig. 3B1-3) show low variability in these zones, not only for the interhemispheric average angle map, but also for the individual hemisphere angle maps. Two fields that represent the entire contralateral hemifield were identified at the ventral and dorsal edges of the statistically significant regions of the average angle maps. hV4, seen in individual subjects but somewhat obscured in the F value thresholded (F > 2.5) group average map, was identified as the region located near the posterior end of the collateral sulcus (Fig. 3A3) . The interhemispheric average angle map also suggested a T-junction-shape formed by the branching of the most ventral vertical meridian on the map (in the posterior collateral sulcus) that is indistinct in the individual hemisphere maps. The location and configuration of this branch was consistent with the VO1/VO2 boundary Wandell & Winawer, 2011; Witthoft et al., 2013) . However, because hV4 could not be clearly distinguished from V01/V02, the properties of these fields will not be discussed further. In contrast, a distinct region superior to V3d showed a smooth transition from responses to the lower vertical meridian (blue/ cyan) through the horizontal meridian (green) to a clear representation of the upper vertical meridian (yellow/red). This kind of visual field map in this location of the cortex (just below the transverse occipital sulcus in the posterior cuneus) is commonly divided into two fields, V3A and V3B, with the boundary between the two located at a representation of the fovea in a retinotopic eccentricity map. However, this boundary was not clear in our eccentricity maps (Fig. 3C) . To acknowledge this, only the label V3A/B was given to this portion of the whole-hemifield map as shown in Fig. 3A . Previous studies, e.g. Wandell, Brewer, and Dougherty (2005) , have established that V3A is the more anterior of the two fields sharing this common retinotopic angle map. Fig. 3A , Table 1, and Table 2 summarize that the dorsal and ventral aspects of the VCFs had strongly different mean polar angle values [ Table 2 : aspect] reflecting processing of lower and upper field stimuli, respectively. The mean angles were affected a little when the polar-angle significance threshold was used to limit the sampling [ Table 2 : aspect Â PA threshold] and varied Fig. 3 . Phase-encoded retinotopic maps. Average maps of polar angle (A1 -A3) and eccentricity (C1 -C3), and SD maps of polar angle (B1 -B3) and eccentricity (D1 -D3). The flatmaps were averaged across 11 subjects for LH (first column), RH (second column), and were combined across LH and RH (third column), respectively. The difference maps of polar angle (A4) and eccentricity (C4) between LH and RH are shown on the right column. Dashed white outline in A1-A3 shows the boundary of the calcarine sulcus near its fundus. Sulcal and gyral structures are shown by the dark and light gray in the background. All shown data have a threshold of F > 2.5 and no smoothing was applied.
somewhat in different VCFs [ Table 2 : aspect Â VCFs]. Mean polar angle values were somewhat higher in the right than left hemisphere [ Table 2 : hemisphere] across the VCFs V1, V2, and V3. The only difference in sampling type (subject sampling vs. average-map sampling) was found in a modest aspect interaction [ Table 2 : aspect Â sampling].
It can be seen in Fig. 3A that the average RH polar angle map included more dark blue in the cuneus region than the corresponding part of the LH map. Being consistently greater across subjects throughout (by approximately 6°, see hemisphere factor above) indicates that the RH representation of the lower contralateral visual quadrant was skewed to represent more of the lower portion of the visual field (in an angular sense) compared to the LH. This appears to be, in particular true at both sites in the dorsal medial occipital cortex that represent the lower visual meridian, i.e. the V1d/V2d and the V3d/LO1 borders. The hemispheric difference map in Fig. 3A4 shows the cyan regions of that map that indicate where the RH map has lower (bluer in Fig. 3A1-3 ) angle values than the LH map. The fact that the V1d/V2d and the V3d/LO1 representations of the lower visual meridian (white lines in Fig. 3A4 ) fall on top of the bright cyan in Fig. 3A4 confirms the subjective observation that these portions of the RH angle map represent lower visual field angles than the LH. The white lines on the left of Fig. 3A4 also lie mainly on cyan pixels -this supports the Table 1 Averaged eccentricity and polar angle values (see Fig. 3 ) across subjects in the visual cortical fields (subject delineated) on the boundary of GM/WM for both area-weighted mean values and standard deviations (in the parentheses) and for top quintile values. observation that the regions occupied by these lines in the LH tend to be more red (i.e., closer to vertical angles) than in the RH map. However, we were not able to confirm this latter observation statistically using individual subject maps (e.g. as an aspect Â hemisphere Â border effect). On the other hand polar angle values were affected by locations within a field in two ways: border regions (vs. central regions) responded best to lines 4°clo-ser to horizontal [ (Fig. 3C4 ) showed that eccentricity was qualitatively the same across the hemispheres. However, as indicated in the Fig. 3C and Table 1 , the mean (cortical area-weighted) eccentricity value was greater in V1 than in V2, as well as being greater in V2 than V3 in the right hemisphere; both effects were reasonably consistent across subjects [ Table 2 : VCF and VCF Â hemisphere]. Both the individual hemisphere maps (Fig. 3C1 and C2 ) and the interhemispheric average map reveal post hoc apparent notable anisotropy of the VCFs: the average eccentricity was larger along the representations of the vertical meridians than the horizontal meridians. This result can be observed subjectively by noticing the sharp angles or bulges in the concentric rings of equal hue in the Fig. 3C maps. For example, there is a sharp outcropping of these rings away from the occipital pole in the inferior bank of the calcarine sulcus/lingual gyrus at the location of the V1v/V2v border, and another such outcropping again near the superior bank of the collateral sulcus at the location of the V3V/v4 border. Similarly, the difference map Fig. 3C4 shows that there were significant and fairly uniform differences across V1v and V1d that favored different hemispheres. First, in V1 there was an overall hemispheric difference in eccentricity values [hemisphere: 0.43°difference F 1,10 = 8.4, p < 0.05; g = 0.46]. Pixels in V1d (the representation of the lower visual field) showed higher eccentricity values in the LH, whereas V1v (the representation of the upper visual field) showed higher eccentricity values in the RH. This pattern indicates that a given eccentricity in the lower visual field is represented farther from the occipital pole in the RH than in the LH; i.e. the lower visual field cortical magnification factor is greater in the RH. Likewise, the upper visual field cortical magnification factor is greater in the LH. Although we did not find such specific patterns to hold consistently across subjects when sampling subject delineated fields using mean eccentricity values, we did find some post hoc evidence using top quintile values from each VCF: [border: F 1,10 = 13.2, p < 0.01; g = 0.57 and border Â aspect: F 1,10 = 6.9, p < 0.05; g = 0.41] together indicating that ventral (only) border-adjacent areas have eccentricities extending up to 0.7°greater than do other VCF locations. However sampled eccentricity values depended on whether population-average or subject-delineated VCF boundaries were used: it affected sampling within both hemispheres [ Table 2 : hemisphere Â sampling] and, to a lesser extent, the dorsal vs. ventral fields [ Table 2 : aspect Â sampling]. Thus, the common space eccentricity map interhemispheric comparisons may not accurately reflect subject-specific VCF quantities. Table 3 presents the averaged surface area, cortical thickness, FA, MTR and T1/T2 values across all the subjects for the different VCFs on the GM/WM boundary. As mentioned in the Method section, the CVFs were identified from the measurements within ±5°v isual field. The quantities all had hemisphere-wide curvature (quadratic), thickness, and voxel granularity effects that were consistent across subjects removed. Curvature regression coefficients were nearly always strongly significant, except for mid-GM MTR and pial-surface T1/T2 quantities. As expected, the influence of thickness was strongest in mid-GM in FA, MTR and T1/T2. Finally, the influence of partial voluming effects (e.g., FreeSurfer surfaces not intersecting voxels in the center) was only significant half the time, and even then the adjustments due to it were much smaller than those of curvature or thickness. Fig. 5 shows the averaged, FA, MTR and T1/T2 across subjects in the visual cortical fields on the GM/WM boundary surface (S00) for LH, RH, and average of LH and RH (see also Table 3 ). Fig. 6 plots the averaged FA, MTR and T1/T2 across functionally defined fields on the five surfaces from S-2 to S10 of LH and RH. Table 4 presents the omnibus statistical results for FA, MTR and T1/T2 across all VCFs in both hemispheres and across all 5 surfaces.
Anatomical properties in the visual cortical fields
Area and thickness showed only a few reliable differences between the VCFs. We found a gradation in area [VCF: Table 3 were consistent across subjects. In addition, the omnibus comparison of VCF thickness showed that V2 tended to have thinner (curvature-corrected) Several salient myelin-related results were obtained (Table 4) . First, the anatomical properties were strongly influenced by depth, as expected given the difference between WM, GM and CSF values of these three axon integrity-related MRI quantities (Fig. 6) . The image intensities were higher at greater depths [ Table 4 : surface] with greater differences between depths than between VCFs, consistent with previous results (Kang, Herron, & Woods, 2011) . Second, the anatomical properties of different VCFs were distinctive, particularly in deeper surfaces, and consistently so across the three MR modalities [ Table 4 : VCF]. For example, in deeper surfaces, FA, MTR, and T1/T2 were reduced in V1 and, to a lesser extent in V2, in comparison with V3, and V3A-B (Fig. 6) . Third, a different pattern of VCF distinctiveness was observed in more superficial layers. There, FA was similar across VCF aspects, while MTR showed increased intensities in ventral fields, and T1/T2 showed an increase in V1 in comparison with higher-order VCFs. These interactions between VCF mean values and surface depth were quite reliable for FA and T1/T2 quantities [ Finally, the anatomical properties at both superficial and deep locations were generally similar in VCFs in the LH and RH though we did find a strong hemispheric asymmetry in MTR along with a more moderate one in T1/T2 values, with RH > LH in both (Table 4: hemisphere).
The final significant main effect that was found (Table 4 : aspect) was a difference in overall dorsal and ventral values, with ventral values being greater for MTR. There was an additional interaction (Table 4 : aspect Â surface) between aspect location and surface in MTR as well as in T1/T2: ventral aspect having a shallower decline in values moving from WM (S-2 S-1) toward the pial surface (S10) than did dorsal aspect VCFs. Other interactions in Table 4 were more modest and/or not reliable across modalities, however the consistent significant effects found in the 3-way VCF Â surface Â aspect interaction imply that the different plot shapes found in Fig. 6 are significant across subjects. Also, the only myelin-related anatomical quantity to have an interaction with the border vs. center factor was MTR, which showed a modest increase of 0.3% in the center of the dorsal VCFs [aspect Â location:
There were no substantial mean quantity differences when subject-defined VCFs vs. mean-map VCFs except for in MTR [hemisphere Â sampling: right Hemi 1.5% larger in subject sampling 
Anatomic -retinotopic correlations
There were very few significant omnibus results obtained from correlating eccentricity values within VCFs to any of the anatomical quantities. In general the correlation values obtained were usually statistically indistinguishable from 0. The only factor rising to our minimal level of significance was for the Eccentricity-MTR correlation [aspect Â hemisphere Â surface: F 4,40 = 9.2, p < 0.01; g = 0.48].
However all cells in this omnibus analysis had absolute Pearson correlation values of less than 0.18 so this result appears uninteresting (as well as not being a good candidate for replication).
The Polar Angle to anatomy correlations were, as expected, more interesting given the known relationship between certain VCFs and anatomy (Barbier et al., 2002; Benson et al., 2014) . Table 5 shows that the primary factor that affects correlation to polar angle is the dorsal vs. ventral aspect of the VCFs, though it should be noted that individual mean correlations tended to be rather weak again (generally |r| < 0.2). Thus, for thickness, Pearson correlations for V1d were greater than those of V1v by about 0.25. Similarly, we found the same general difference in V1d vs. V1v correlations of polar angle with MTR and T1/T2, but not FA (though the substantial crossover for FA-Polar Angle in the surface Â aspect term may have interfered with any such effect). One possibility, however, is that these aspect related correlation modulations are all driven by local curvature, because Polar Angle -Curvature correlations had even stronger aspectrelated modulations [aspect: ventral > dorsal by Dr = +0.32] and [aspect Â VCF: ventral > dorsal in V1 by Dr = +0.56] despite our removal of quadratic hemisphere-wide curvature effects from the anatomical quantities. Thus, at the very least, in V1 there are strong anatomical relationships to polar angle greater than those found across the cortex in general.
Discussion
Identification and properties of human VCFs
Although previous studies (Dougherty et al., 2003; Dumoulin et al., 2000) have noted that visual cortical fields vary in size and precise anatomical location across individual subjects, Benson et al. (2012) found that the location of V1 was well predicted by cortex surface topology. This suggests that improvements in the anatomical registration of cortical gyri and sulci might reduce intersubject variability in the measured extents and locations of higher-order cortical areas (V2, V3 et al.) . Here, we found that FreeSurfer was able to accurately coregister VCFs on the cortical surface both in individual hemispheres, and in a hemisphericallyunified coordinate system. The averaged polar angle maps, shown in Fig. 4A and B, revealed well-defined boundaries between VCFs, especially the border between V1 and V2 which was consistently located on the two gyri bounding the calcarine sulcus in each individual subject. These visual field boundaries, identified from measurements within ±5°visual angle, were quite similar to those defined by the previous studies (Greenberg et al., 2012; Hadjikhani et al., 1998; Wandell, Dumoulin, & Brewer, 2007) . Statistical comparisons of area and curvature also indicate that V1 and V2 may be well sampled in a common FreeSurfer space.
One especially noticeable property of the averaged polar angle maps, the position of the representation of the horizontal meridian in V1, confirms earlier results based on postmortem studies of macaque V1. It has been well established that the V1 representation of the horizontal meridian lies in the calcarine sulcus, and the general principle that the locations of functional retinotopic regions can be predicted from cortical curvature patterns has been supported by other recent MRI studies in humans (Benson et al., 2012; Hinds et al., 2008; Rajimehr & Tootell, 2009 ). However, the average polar angle maps in Fig. 3A3 show that the V1 horizontal meridian does not precisely fall in the center (fundus) of the calcarine sulcus, but instead is closer to the inferior bank (shown by the white dashed outline near the fundus of the calcarine sulcus) and the lingual gyrus. This result confirms similar findings from the macaque (Tootell et al., 1988; Van Essen, Newsome, & Maunsell, 1984) .
Group averaging of the retinotopic maps revealed intersubject regularities in the maps that highlighted features that could not be confidently identified in single-subject maps. Averaging the retinotopic angles maps across hemispheres improved the precision of elements of the maps, revealing features that were not distinct in either individual hemisphere's population average map. The most notable of these features was the emergence of the VO1/VO2 boundary Wandell & Winawer, 2011; Witthoft et al., 2013) . This boundary was not consistently identifiable in many individual subjects or in the individual hemisphere group average maps, but was robust in the interhemispheric average. This suggests that this boundary is present but noisy in most maps, and demonstrates that interhemispheric averaging might enhance signal-to-noise for the interpretation of retinotopic maps. However, we did find that eccentricity values were not as well sampled when using the averaged map to define VCFs as when using subject delineated maps.
Averaging the retinotopic maps across the cortical hemispheres allowed for interhemispheric comparisons of retinotopic fields. Several methods have been used to compare the extent, area and receptive field properties of V1 and other retinotopic fields, but these methods have relied on comparing summary field statistics (i.e. mean area) across the hemispheres. In the present study the entire maps of the two hemispheres were in register , which allowed VCF tuning properties to be compared in greater detail.
The interhemispheric difference angle map (Fig. 3A4 ) provides evidence for subtle but systematic differences between the two cerebral hemispheres' retinotopic maps. Fig. 3A4 clarifies and quantifies differences that can be seen by subjectively comparing the LH and RH angle maps (Fig. 3A1 and A2) . The most salient pattern was that interhemispheric angle differences were strongest and most consistent along representations of the vertical, and not the horizontal meridians. This is notable because the vertical meridian forms the theoretical boundary between the portions of the visual field that are represented in different hemispheres. The results suggest that the LH has a stronger representation of the visual field area near the vertical border in the upper hemifield, and that the RH has a stronger representation of this border in the lower hemifield. This anisotropy has relevance due to its possible relationship with psychophysical differences between performance of global/local tasks in the upper and lower hemifields (Thomas & Elias, 2011) , and is consistent with suggestions that the two hemispheres play complementary roles in global and local visual processes (Han et al., 2002; Thomas & Elias, 2011) .
The interhemispheric differences in polar angle are organized along the dimensions of the VCF boundaries as can be seen in Fig. 3A4 by the alternating radial bands of cyan and yellow that converge at the occipital pole. It is important to note that our statistical results of the interhemispheric comparison, where overall RH > LH by 6°, were not a byproduct of the procedure of aligning the two hemispheres' cortical surface curvature maps. This is because some differences indicated in the LH-RH difference map (Fig. 3A4 ) are already qualitatively visible in the separate LH and RH maps themselves ( Fig. 3A1 and A2 ). Although we did not confirm that all of the qualitative patterns in Fig. 3A4 held significantly across subjects, the presence of significantly negative polar angle difference values in many regions of Fig. 3A4 supports the main statistical conclusions.
The interhemispheric difference in the group average eccentricity map (Fig. 3C4 ) also shows another difference in the representations of the upper and lower visual fields that may have important functional and/or behavioral ramifications. On the whole, the ventral (V1v, V2v, V3v) representations of the upper visual field extended to greater eccentricities in the LH than the RH, and conversely the dorsal (V1d, V2d, V3d and V3ab) representations of the lower visual field extended to greater eccentricities in the RH than the LH. The fact that the eccentricity differences between hemispheres followed a ventral/dorsal pattern, as was also suggested by analyzing upper quintile eccentricity values within subjectdelineated VCFs, was emphasized by a clear boundary marking point at which the LH minus RH contrast switched sign from positive to negative -the boundary adhered closely to the horizontal meridian separating V1v and V1d in the group average map.
The primary result of the interhemispheric comparisons is that the polar angle and eccentricity maps were very similar overall. This can be seen qualitatively in Fig. 3 , and more quantitatively in the standard deviation maps in Fig. 3B and Fig. 3D in particular.
Within the context of these overall similarities, there were notable interhemispheric differences that strongly suggest a systematic dependency between the representations of the upper/lower and left/right visual hemifields. Namely, the VCFs of the LH, which represent the contralateral right visual hemifield, were biased to have a stronger representation of the upper visual hemifield. This bias took two forms: greater cortical surface area devoted to the vertical meridian hemifield border (seen in the phase angle maps) and greater surface area devoted the central visual field (greater cortical magnification factor, seen in the eccentricity maps). To the latter point, we noted that the LH V1 field had lower mean eccentricity than in the RH (Table 1) suggesting that more of its retinotopic field (that is bigger overall; Fig. 3C ) was dedicated to foveal processing. The opposite relationships were true for the RH VCFs.
This LH-upper visual field, RH-lower visual field pattern makes sense in the context of previous studies of behavioral visual field biases. Existing theories of upper/lower visual hemifield function include the idea that the lower visual field usually corresponds to images of near (peripersonal) space. Because this region is often perceived diplopically, the lower visual field requires a global mode of perception to integrate this initially fragmented set of visual object information. In comparison, the upper visual field usually corresponds to far (extrapersonal) space for which perception of local features is more useful (Previc, 1990) . Regarding cerebral hemispheric differences, another line of research, e.g. Robertson and Lamb (1991) , proposes that global perception processes rely on the RH while local processes rely on the LH. Therefore, the results of the present study can be viewed as connecting prior research about the two different kinds of visual hemifields, upper/lower and left/right. To wit, if perception of images in the lower visual field requires global processes, and if global processes rely more on RH activity, then one might predict that perception of the lower visual field would rely more on the RH. The present study shows evidence for a lower visual field-RH bias at the level of V1 and the other posterior occipital VCFs.
These results also reveal important functional features of the representations of the vertical visual meridians that are not shared by representations of the horizontal meridians. As we have discussed, the average locations of the vertical meridians in VCF maps corresponded to regions where the interhemispheric polar angle differences were most consistent across eccentricities. In addition to this, the vertical meridians corresponded to regions with a low standard deviation across subjects' polar angle maps (white lines in Fig. 3B3 ). The mean eccentricity along vertical meridians was also notably lower (corresponding to greater cortical magnification; Fig. 3C ). 
Anatomical properties of VCFs
The FA and T1/T2 maps suggest that there is different myelination of the upper and lower visual hemifield portions of V1. There are numerous well-documented perceptual asymmetries involving the upper and lower visual hemifields, e.g. Previc (1990) , and Thomas and Elias (2011) . There are measurable anisotropies among the representations of the upper and lower visual field portions of the retina in the lateral geniculate nucleus that projects axons to V1 (Connolly & Van Essen, 1984) . The present FA and T1/T2 results suggest that the patterns of afferent projections in the upper and lower hemifield portions of V1 may be even more significantly distinct that has been previously recognized.
In general the vertical field boundaries correspond to local regions of high intensity for the FA, MTR and T1/T2 maps. These values could prove useful as an additional means of inferring the locations of functional VCF, from anatomical MRI measures.
The MTR values shown in Fig. 6C and D barely change inside the WM (between S-2 and S-1). It is also observed that MTR decreases from the ventral to dorsal direction, in contrast to the pattern seen in the FA and T1/T2 maps. The MTR map showed a clear and widespread distinction that spanned multiple visual retinotopic fields.
Generally, FA, MTR and T1/T2 have a very similar pattern in the LH and RH, as shown in Figs. 5 and 6, with slightly higher values in the RH than the LH, as also shown in Table 4 . We also found that for MTR and T1/T2 quantities, the ventral aspect values were consistently higher in the V2 and V3 VCFs on the ventral side of the calcarine with the additional property that those values fall off more slowly when looking at WM values going toward values in GM.
The overall anatomical result that FA, MTR, and T1/T2 all generally increase from V1 to V2 to V3 would appear to not be in accord with the presence of clear, strong myelination delineating V1 in anatomical dissections or previous higher-field, higher-resolution imaging studies (Barbier et al., 2002) . However, we first note that the pattern of increase in Fig. 6 weakens in more superficial layers, specifically in FA and T1/T2 in mid-GM where the Gennari stripe, the likely terminus of the projections from the lateral geniculate (Burgel et al., 2006) , resides. Second, this pattern of increase, mainly in superficial WM, is one that we have seen previously in data taken from separate subjects on a different scanner (Kang, Herron, & Woods, 2011) . Third, other MR studies of myelination (Glasser & Van Essen, 2011; Sereno et al., 2013) have detected strong myelination in the visual cortex outside of V1 even when sampling mid-GM locations. However, the two studies just referenced have found stronger myelination than we did within V1 itself, at least at the mid-GM surface location. Lastly, we wish to point out that the consistency of the main anatomical effects is quite strong. For example the main omnibus effect of V1 < V2 < V3 for FA values (Table 4 : VCF) has an effect size of g = 0.64 which corresponds to a power where one needs to acquire data from only eight subjects in order to have a 90% certainty of finding this omnibus result with p < 0.01 significance.
Correlations between anatomical and retinotopic values were not very significant with one exception: there appeared to be, mainly in V1 and to a lesser extent in V2, correlations of myelin quantities with polar angle, although it is possible that these correlation are being driven by a tight relationship that exists between curvature and polar angle within these early VCFs.
The robustness of the main results to variations in retinotopic thresholds was overall good. There were very few interactions in functional quantities or anatomical quantities with the specific thresholds used to sample data: thus our results should not be very dependent upon the specific endpoints used in defining VCFs.
Also, there were few differences to be found when anatomical or retinotopic quantities were sampled using mean flatmap delineated VCFs vs. individual subject delineated VCFs, with one exception. The exception was that the RH mean map delineated VCFs were substantially smaller than LH VCFs which led to several hemisphere Â sampling interactions in T1/T2 and MTR values as well as in polar angle and Eccentricity values. We were able to find no explanation for the mean map delineated VCF asymmetry: no such large VCF asymmetries held within subjects (Table 3) nor were there any substantial anatomical (thickness, or curvature) hemispheric asymmetries or VCF overlap results that could explain such a discrepancy. Nonetheless, we feel that the anatomical data, in conjunction with the consistency of standardized FreeSurferspace locations for the VCFs noted above, and with additional development, might provide reliable guidance for sampling VCFs in situations where retinotopic data is minimal or even lacking even in the context of modest sized group studies.
Finally, we note that MRI sequence parameters should be chosen to ensure the robust measurements of FA, MTR and T1/T2. For example, gradient directions (>30) (Giannelli et al., 2010; Jones, 2004) , b values (>1000 s/mm 2 ) (Bisdas et al., 2008; Hui et al., 2010) , and MT pulses parameters need to be optimized (Cercignani et al., 2006) for FA and MTR measurements. However, physical-sample normalized myelin measures, e.g., (Mezer et al., 2013) , will be preferable in the future so that measurements can be compared across MRI scanners and therefore studies.
Conclusions
Human visual cortical fields were defined from the averaged fMRI maps across all the subjects in the hemispherically-unified coordinate system. The boundaries of the cortical fields show good agreement with published results and had mirror-symmetrical locations in the two hemispheres. Small but systematic differences in tuning for eccentricity and polar angle were seen in the left and right hemispheres. Anatomical imaging using FA, MTR and T1/T2 showed significant differences between visual fields and between the hemispheres but relatively few correlations with retinotopic quantities.
