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We show that H-phase transition metal dichalcogenides (TMDs) monolayers such as MoS2 and
WSe2, are orbital Hall insulators. They present very large orbital Hall conductivity plateaus in
their semiconducting gap, where the spin Hall conductivity vanishes. This novel effect does not rely
on conducting edge channels as in the case of quantum spin Hall insulators. Our results open the
possibility of using TMDs for orbital current injection and orbital torque transfers that surpass their
spin-counterparts in spin-orbitronics devices. The orbital Hall effect (OHE) in TMD monolayers
occurs even in the absence of spin-orbit coupling. It can be linked to exotic momentum-space
orbital textures, analogous to the spin-momentum locking in 2D Dirac fermions that arise from a
combination of orbital attributes and lattice symmetry.
The flexibility to combine atom-thick layers with dif-
ferent characteristics in novel quantum metamaterials
makes two-dimensional (2D) systems interesting plat-
forms for spintronics [1, 2]. In recent years, innovative
routes to generate and manipulate spin currents in 2D
materials where spin-orbit coupling mediates the conver-
sion between charge and spin currents have been dis-
covered, such as the spin Hall effect (SHE), Rashba-
Edelstein effect (REE) [3] and all-optical spin injection
[4]. Orbital angular momentum can be manipulated like
spin and may be relevant in many materials, even in the
absence of strong spin-orbit coupling (SOC). Orbitronics,
an analog of spintronics that operates with the orbital
degree of freedom of electrons, although embryonic, is
sparking renewed interests. An increasing number of ef-
fects are being predicted, such as the orbital-momentum
locking [5], orbital torque [6], orbital Rashba effect [7–
9], orbital Edelstein effect [10, 11] and orbital Hall effect
(OHE) [12, 13], an orbital analog of the SHE.
The OHE, similarly to the SHE, refers to the cre-
ation of a transverse flow of orbital angular momentum
(OAM) that is induced by a longitudinally applied elec-
tric field [12]. It has been explored mostly in three dimen-
sional metallic systems, where it can be quite strong [13–
16]. However, the OHE does not necessarily rely on
strong SOC. It can be linked to orbital textures [16] where
the OAM is locked to the carrier momentum (similar
to the spin-momentum locking observed in systems that
present REE), and might be relevant in a diverse pool of
materials. Recent theoretical results have predicted the
existence of orbital Hall effect in 2D insulators, suggest-
ing that this effect could be found also in other elements
of this class of systems [17].
Single layers of TMDs hold great appeal for electron-
ics, optoelectronics, and spintronics applications [18–
20]. Two-dimensional layers of TMDs such as MX2 (M
=Mo,W,and X =S,Se,Te) exhibit direct band-gap prop-
erties that are ideal for optoelectronics applications [19].
Their lack of inversion symmetry, combined with strong
SOC, causes a sizeable spin splitting at the valence band
edges, enabling spin- and valley-selective light absorp-
tion. These characteristics provide all-optical methods
for manipulation of internal degrees of freedoms, en-
abling, for example, all-optical spin-injection. Although
the OAM is present in TMDs and coupled to the valley
and spin degrees of freedom, the possibility of manipu-
lating it in TMDs monolayers for spin-orbitronics appli-
cations is just beginning to be noticed [21, 22].
Only a few studies of OHE were performed in 2D ma-
terials, partially due to their usually small orbital con-
ductivity values [17, 23, 24]. The search for 2D materials
with a robust orbital signal is fundamental for possible
developments in orbitronics. Here, we shall investigate
the orbital Hall conductivity of transition metal dichalco-
genide (TMD) monolayers in the H structural phase. For
this purpose, we first consider a simplified tight-binding
(TB) model involving only three relevant d orbitals of the
transition metal atoms. We then extend our analysis to
a more involved multiband TB model that includes the s
and p orbitals of the chalcogen atoms, as well as the d or-
bitals of the TM atoms. The hopping integrals and onsite
energies are obtained from ab initio calculations [25]. In
both cases, we demonstrate that TMDs host very robust
orbital Hall currents in their insulating gap, even in the
absence of spin-orbit coupling. The orbital Hall conduc-
tivity can be significantly larger than the spin Hall one
and exhibits a relatively large plateau inside the TMD
electronic energy gap, where the SHE is absent.
The atomic environment of the transition metal atoms
together with the interaction with the chalcogen atoms
results in a large crystal field splitting. The resulting
band edges are well reproduced by a model consisting in
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2three atomic 3d orbitals arranged in a triangular lattice.
This three bands model captures the essential features
of the energy spectrum near valleys of most single layer
TMD-H. In our analyses, we begin by considering a min-
imal effective tight-binding model Hamiltonian that only
involves hoppings between atomic d orbitals of the tran-
sition metal (TM) atoms, which are organized in a tri-
angular lattice [26]. The nearest neighbors Hamiltonian
involving dz2 , dxy and dx2+y2 orbitals can be written as
The TB Hamiltonian is given by
H0 =
∑
〈ij〉
∑
µνs
tµνij d
†
iµsdjνs+
∑
iµs
iµd
†
iµsdiµs+
∑
iµνs
hzµνsd
†
iµsdiνs.
(1)
Here, i and j denote the triangular lattice sites positioned
at ~Ri and ~Rj , respectively. 〈ij〉 indicates that the sum is
restricted to the nearest neighbour (n.n) sites only. The
operator d†iµs creates an electron of spin s in the atomic
orbitals dµ located at site i, where µ = 1, 2, 3 represent
the 3d atomic orbitals z2, xy and x2 + y2, respectively;
iµ is the corresponding on-site atomic energy associated
with orbital µ, and tµνij are the transfer integrals between
orbitals mu and ν centred on sites i and j, respectively.
The third term describes an intrinsic atomic SOC given
by hzµνs = λILzµνszss.
We make use of the Kubo-Bastin formula to calculate
the orbital-Hall (OH) and spin-Hall (SH) conductivities
[27]:
σαβ(µ, T ) =
i~
Ω
∫ +∞
−∞
dEf(E;µ, T )
× Tr〈jαδ(E −H)jβ dG
+
dE
− jα dG
−
dE
jβδ(E −H)〉. (2)
Here, Ω represents the area of the 2D sample, f(E;µ, T )
is the Fermi-Dirac distribution for energy E, chemical
potential µ and temperature T . G+(G−) symbolises the
advanced(retarded) one-electron Green function. To cal-
culate the SH conductivity σzSH , we take jα as current-
density operator component along the applied field direc-
tion xˆ, jα ≡ jx = ie~ [x,H], and jβ as the transverse spin
current-density operator component jβ ≡ jsy = 12 {σz, vy}
where σz is the usual Pauli’s matrix and vy is the y-
component of the velocity operator. For calculating the
OH conductivity σzOH , we consider jα ≡ jx and jβ as
the orbital current density operator jβ ≡ jsy = 12 {`z, vy},
where `z is the z component of the atomic angular mo-
mentum operator. Our transport calculations are per-
formed in real-space with the use of a modified version
of the quantum transport software KITE [28, 29] based
on Chebyshev polynomial expansions [30]. This method
is highly efficient for computations of Hall response in
2D systems [31–35]. Our simulations were performed in
systems with 2 × 512 × 512 unit cells with up to 1024
moments in the Chebyshev polynomial expansion.
Panels (a) and (c) of Figure 1 show the band structures
of MoS2 and WSe2, respectively, both calculated with
Figure 1: (Band structures of MoS2 (a) and WSe2 (c) mono-
layers calculated along some high-symmetry directions in the
2D first Brillouin zone (FBZ) using the 3-bands TB model
with SOC. Panels (b) and (d) show the spin-Hall (red) and
the orbital-Hall (blue) conductivities, together with the den-
sity of states (grey), calculated as a functions of the Fermi
energy for MoS2 (b) and WSe2 (d). The densities of states is
depicted in arbitrary units. The corresponding TB parame-
ters were taken from Ref. 26.
the 3-bands TB model in the presence of SOC. The SOC
causes a splitting in the valence band in the vicinity of
the K symmetry point, which is clearly more pronounced
for WSe2. Panels (b) and (d) exhibit the corresponding
spin-Hall, and orbital-Hall conductivities, as well as the
densities of states, calculated for MoS2 and WSe2, re-
spectively. As expected, the spin-Hall conductivities for
the H-TMDs with spin-valley SOC vanish in the main en-
ergy gap because they are topologically trivial [36]. How-
ever, the orbital-Hall conductivities are finite and exhibit
plateaus of rather large magnitude within this energy
range. We notice that these plateaus have similar val-
ues for MoS2 and WSe2, despite the markedly difference
in their SOC intensities. In fact, the TMDs display very
similar OHE plateaus even in the absence of SOC, as Fig.
2 illustrates. Panel (a) of Fig. 2 shows the band structure
of MoS2 calculated using the 3-bands TB model without
SOC, and panel (b) depicts the corresponding orbital-
Hall conductivity and the density of states.The spin-Hall
conductivity in this case is zero and is worthless display-
ing it. Comparing Figs. 1 (b) and 2 (b), we clearly see
that the presence of SOC in the TMDs affects the metal-
lic phase, but just a little the orbital-Hall conductivity
plateau. It slightly changes the plateau width by intro-
ducing a spin splitting in the valence band around the
K symmetry point, but the plateau hight is not altered.
As we shall subsequently see, this comes from the fact
that the accumulated in-plane orbital texture of the oc-
3cupied states up to top of the valence band remains the
same with the introduction of the SOC. One should no-
tice that the orbital Hall conductivity is a consequence of
the existence of non-trivial angular-momentum-weighted
(non-abelian) Berry curvature, as defined in references
[16, 24, 37]. This curvature can be non-trivial even in
the presence of time-reversal and inversion symmetry and
can be used as an alternative approach to calculate the
OHE.
The orbital Hall effect causes an orbital magnetic mo-
ment accumulation in the edges of the sample when a
longitudinal electric field is applied. However, it is impor-
tant to emphasise the differences between the orbital Hall
effect discussed in the present paper, and the orbital mag-
netic moment polarization that accompanies the valley
polarization as consequence of valley Hall effect, which
is well stablished in the literature of TMDs. Although
the physical effect is the same in both cases, i.e., the ac-
cumulation of magnetic moment in the edge of samples,
the origins of these orbital magnetic moments are dif-
ferent. Time-reversal symmetry imposes that the Berry
curvatures associated with both the valence and conduc-
tion bands have opposite signs for different valleys. This
causes electrons in different valleys to acquire an anoma-
lous velocity (≈ ~Ω(~k) × ~E) in opposite directions when
exposed to an external electric field, generating a val-
ley polarization at the edges of the sample. This valley
polarization is followed by an orbital magnetic moment
polarization, once the Bloch wave functions of electrons
and holes of TMDs have finite orbital magnetization with
opposite signs in different valleys [22, 38]. This effect
sometimes called inter-atomic orbital magnetization. In
the present work, the orbital magnetic moment accumu-
lation is a consequence of the orbital Hall effect related to
intra-atomic d-states , which causes an accumulation, at
the edges of the sample, of states with opposite angular
momentum, i.e. states dxy±idx2−y2 . The physical effects
generated by the OHE, i. e., the magnetic-moment ac-
cumulation at the edges of the sample, could be detected
by non-local measurements in a similar manner to the
detection of the spin-Hall effect [39]
To get a further insight on the origin of this novel effect,
it is instructive to enquire into the nature of the orbital
textures in the TMDs, as the orbital textures are linked
to the OHE in three dimensional metals [16] as well as in
two-dimensional metals and insulators [17]. This simpli-
fied model is restricted to a sector of the L = 2 angular
momentum vector space spanned only by the eigenstates
of dz2 and (dxy ± idx2−y2)/
√
2 associated with m` = 0
and ml = ±2 respectively. Within this sector, it is useful
to introduce a pseudo angular momentum SU(3)-algebra.
The matrices of components Lx,y can be obtained from
Lz, imposing that angular momentum obeys commuta-
tor algebra
[
Lα,Lβ
]
= iαβδL
δ. We can also define the
orbital texture associated with each electronic band,
~Ln,s(~k) =
∑
µ=x,y,z
〈
ψ
~k
n,s
∣∣Lµ∣∣ψ~kn,s〉eˆµ, (3)
where eˆx,y,z are Cartesian vectors, and |ψ~kn,s
〉
are Bloch
eigenstates of the Hamiltonian defined by Eq. 1 for spin
sector s and Bloch energy band E~kn,s; n = 1, 2, 3 in in-
creasing order of energy.
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Figure 2: (a) Band structure of a MoS2 monolayer calculated
along some high-symmetry directions in the 2D FBZ using
the 3-bands TB model without SOC. (b) Spin Hall (red), and
orbital Hall (blue) conductivities, together with the density
of states (grey), calculated as functions of the Fermi energy.
The corresponding orbital textures calculated for the valence
band (c), conduction band (d), and highest energy band (e).
Orbital textures calculated with SOC for the same sequence
of bands: panels (f), (g) and (h) represent the ↑-spin sector;
panels (i), (j) and (k) correspond to the ↓-spin sector
Let us begin by analysing the orbital texture of MoS2
in the absence of spin-orbit coupling. In Fig.2, (c), (d)
and (e), we show the out-of plane projection of the orbital
texture in a color map and the in-plane contributions in
a vector field for the three energy bands (in ascending
order) without SOC where red indicates 〈Lz〉 = 2 while
blue indicates 〈Lz〉 = −2. In panel (c) it is clear that
the valence band of TMD monolayers present an orbital-
valley locking. This indicates that the orbital-valley lock-
4ing precedes the well stablished spin-valley locking in
TMDs and it takes place even in the absence of SOC.
In the lower energy conduction band, panel (d), the out-
of-plane component of orbital texture at valleys is zero.
The orbital textures of the valence and conduction bands
near K and K ′ points and the orbital-valley locking are
consistent with experimental optical characterization of
the valley-Zeeman effect in TMD monolayers [40]. The
valley-Zeeman effect is a valley dependent energy shift
in the spectrum of excitons in presence of an external
magnetic field, where the main contribution comes from
intra-atomic orbital angular momentum, and in some sit-
uations there is a contribution from the inter-atomic part
[40]. Finally, the higher energy band of the model, panel
(e) also shows an orbital-valley locking even in absence
of SOC and the three bands do not present any orbital
texture in the vicinity of Γ.
In the metallic phase, the OHE is caused by the dy-
namics of the in-plane orbital texture under the influence
of an external longitudinal electric field, similarly to the
spin Hall effect in the presence of Rashba SOC [41]. It
is clear from Fig. 2, panels (c), (d) and (e), that the in-
plane component of the orbital texture is stronger near
the K (K ′) points and thus, the main contribution for
the OHE should come from the valley states of the Bril-
louin zone, where the simplified three-band model works
pretty well, and the contribution of Γ should alter only
quantitatively the OHE. Fig. 2 (b) clearly shows that the
OHE appears within the electronic energy band gap even
in the absence of SOC. We also have checked that includ-
ing up to three next nearest neighbors hopping integrals
in our tight-biding model has a negligible effect on the
orbital texture. The in-plane texture of the conduction
band near valleys is similar to a Dresselhaus orbital tex-
ture present in px − py model in honeycomb lattice [17]
that under certain circumstances also hits an orbital Hall
insulating phase. When SOC is included (Fig. 2 panels
(f), (g) and (h) and panels (i), (j) and (k)), the orbital-
valley locking persists. The in-plane orbital texture is
not qualitatively affected by the SOC, but the out-of-
plane texture is strongly modified near the Γ point of the
conduction band. In its vicinity we find full out-of-plane
orbital polarizations with reverse directions for opposite
spins sectors. At the K and K ′ valleys, the out-of-plane
orbital texture is again only quantitatively influenced by
the SOC, and it has the same signal independent of spin
sector. The SOC couples the spin to the OAM. Because
of the broken inversion symmetry, the gap in each valley
resulting in the well known spin-valley locking, which is
responsible for effects such as the circular dichroism in
TMDs [21]. The in-plane component of orbital textures
of Fig. 2, panels (f-k), generates the OHE presented in
Fig. 1 (b), for MoS2. The crucial contribution of the
in-plane component of the the OAM becomes transpar-
ent in systems that present OHE but preserve inversion
symmetry, such as px-py honeycomb lattices [17].
Figure 3: (a) Comparison between the band structures of
a MoS2 monolayer calculated without SOC employing DFT
(blue) and the effective TB model (red); (b) Density of states
(grey) and OH conductivity (blue) calculated without SOC
using the effective TB model. Panels (c) and (d) illustrate
the same as (a) and (b), but with SOC. The inset in panel
(c) highlights the spin-splitting of the valence band near the
K point.
So far we have used a simplified three bands model
for unveiling the main features of the orbital Hall in-
sulator phase of the TMDs. This model describes very
well the physics near valleys, which are responsible for
the main contribution to the OHE plateau, and give us
good insights about the phenomena. Still, it is crucial
to verify if our findings are endorsed by a more realis-
tic calculation, not restricted to the vicinity of the K
point and describing exclusively the d orbitals of the
transition metal atoms. This is especially relevant in
this scenario because, in a real material we are deal-
ing with more than one electronic orbital character near
the energy gap. It is instructive, for example, to in-
quire into the contributions to the OHE coming from the
atomic orbitals of chalcogen atoms. To this end, we have
performed density-functional theory (DFT) calculations,
within the local-density approximation (LDA), using the
Quantum Espresso numerical packages [42], employing
norm-conserving and fully relativistic pseudopotentials
[43, 44], and we have defined a basis of atomic orbitals
using Wannier90 [25]. For MoS2, that includes the s,
px, py and pz orbitals of the chalcogen atoms and dxy,
dxz,dyz, dx2−y2 and dz2 orbitals of the TM atoms (see ex-
act composition of states atK in Ref. [45]). The effective
tight-binding Hamiltonian obtained in Wannier90 is then
exported to KITE, with the help of PythTB scripts [46]
to carry out our quantum transport calculations. Figure
53(a-c) illustrates a comparison between the band struc-
ture calculations without and with SOC for MoS2 ob-
tained with the effective tight-binding Hamiltonian and
DFT. The agreement is satisfactory, especially in the
vicinity of the bandgap.
For the spin and orbital transport calculations, we have
considered all hopping elements between orbitals with en-
ergies higher than 7.5% of the maximum hopping. We
present the density of states and OH conductivity for
the effective Hamiltonian with 13 orbitals per unit cell
in panel 3 (b), where we see that a sizeable OHE within
MoS2 electronic gap. When SOC is taken into account,
a new parametrized Hamiltonian containing 26 orbitals
still reproduces the DFT band structure quite well, in-
cluding the spin-splitting in the valence band in the vicin-
ity of the Dirac pints (see the inset in panel 3 (b)). Figure
3 (d) presents the density of states, SH and OH con-
ductivities for MoS2 with SOC where it is clear that
the OHE is much stronger than the SHE for H-TMDs.
The OH plateau of the parametrized MoS2 tight-binding
model is approximately 30% smaller than the one of the 3
bands model. As discussed in reference 17, the size of the
plateau in the orbital Hall effect depends on the details
of the model. In particular, the plateau increases for in-
creasing values of the Lz projected Berry curvature. As
the curvature of the band-structure in the vicinity of the
Dirac point is more pronounced for the 3bands-model,
it translates in a large plateau. Moreover, the values of
the OHE plateau without and with SOC are basically
the same. This reinforces that OHE is mainly linked to
orbital composition and symmetry.
The orbital Hall effect, even in the insulating phase,
could in principle be measured by any direct measure-
ment technique that is used to characterize spin Hall ef-
fect and can be confirmed in systems where the SHE is
negligible, such in the case of the gap in TMD monolay-
ers. It is important to point out that for non-local mea-
surements, further theoretical analyses are still necessary
to characterize the possibility of having inverse OHE.
Conclusions With large-scale quantum transport cal-
culations, we showed that transition metal dichalco-
genides such as MoS2 and WSe2 are orbital Hall insu-
lators and can host sizeable orbital Hall effect for en-
ergies in their electronic energy gap. We first consid-
ered a three orbitals per unit cell simplified Hamiltonian
and complemented our analysis with an effective hamilto-
nian parametrized from DFT calculations with thirteen
orbitals per unit cell. The use of OAM as information
carrier in TMDs widens the development possibilities of
novel spin-orbitronics two-dimensional devices. The ro-
bust orbital signals generated by TMDs could produce,
for example, strong orbital transfer torques for magneti-
zation switching.
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