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We propose a general framework to extract microscopic interactions from raw configurations with
deep neural networks. The approach replaces the modeling Hamiltonian by the neural networks, in
which the interaction is encoded. It can be trained with data collected from Ab initio computations
or experiments. The well-trained neural networks give an accurate estimation of the possibility
distribution of the configurations at fixed external parameters. It can be spontaneously extrapolated
to detect the phase structures since classical statistical mechanics as prior knowledge here. We
apply the approach to a 2D spin system, training at a fixed temperature, and reproducing the phase
structure. Scaling the configuration on lattice exhibits the interaction changes with the degree of
freedom, which can be naturally applied to the experimental measurements. Our approach bridges
the gap between the real configurations and the microscopic dynamics with an autoregressive neural
network.
Introduction.— In statistical thermodynamics, there
are two main components are necessary for one to pre-
dict thermodynamic properties of a particular system,
that is, the dependence of the micro-state distribution on
the environment parameters, known as the Boltzmann
factor e−A/T and the interaction details of the system,
namely the Hamiltonian A = H, which is usually de-
signed according to experimental and phenomenological
properties of the given system combining with the intu-
ition of theoretical physicists. Doubtlessly, the first one
is more fundamental as a corollary of the principle of
maximum entropy, which could be treated as one of the
axioms of statistical physics. Besides the general dynam-
ics, the second one, a specific model/Hamiltonian char-
acterizing the system of interest, is computationally hard
but indispensable[1]. Connecting the experimental data
with models starts from a suitable choice of degree of
freedom(d.o.f ). Usually it is chosen from either the ex-
perimental consideration or the aesthetic taste of physics,
or both of them. Then motivated by the symbolic beauty
and tractability, a concise model for the d.o.f could have
been developed and would be gradually decorated by tak-
ing more experimental facts into account, such as defects,
boundary and different kinds of fluctuations[2].
However in practice, the conciseness is not necessary
if one could construct the interaction in an accurate and
efficient enough way, such as with an elaborate neural
network [3, 4], after all most of the analytically ele-
gant models are not so innocent as they appear to be.
And it is also natural to represent the complicated mi-
croscopic states by a generic machine, such as quantum
simulators[5] or intricate neural networks, where the key
information of the state can be encoded efficiently, i.e.,
the wave-function Ansatz was proposed with the corre-
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sponding neural networks in solving quantum many-body
problems [4, 6–10]. Furthermore, the generative models
in machine learning were applied to generate the micro-
scopic states[11–13]. These methods bring improvements
to the classical Metropolis Monte-Carlo algorithm [14–
17], such as the Generative Adversarial Networks(GANs)
were applied to produce configurations on lattice [11,
12, 18]. As some feasible alternatives, the Variational
Auto-Encoder(VAE) [19], and the Variational Autore-
gressive Networks(VANs) [10, 13, 20] show the reliable
computing performance in both discrete and continuous
systems, in which even the topological phase transition
can be recognized[13]. The neural networks with autore-
gressive property, such as masked neural networks and
Pixel Convolutional Neural Networks(CNNs) [21] or Re-
current Neural Networks(RNNs) [22] were embedded in
the robust variational approach, which can reproduces
the multifarious microscopic states effectively. Although
above attempts have achieved meritorious improvements
to generate micro-states, a further and attractive mission
for neural networks, that is model-independently char-
acterizing a general interaction purely basing on exper-
imental data, is still uncompleted. For this ambitious
and difficult problem, there were some instructive re-
searches, e.g. decoding the Scho¨rdinger equation from
prepared configurations [23] and extracting the many
body interactions with the Restricted Boltzmann Ma-
chine(RBM) [24]. Besides, a research shown that the
network can find the physically relevant parameters and
exploit conservation laws to make predictions [25], which
is also close to our goals.
In this letter we will explore a potential approach with
the neural network to portray a generic interaction in
statistical physics. There is no preset physical model,
only classical statistical mechanics as a necessary prior
knowledge[26]. First we will briefly review the ability of
study the whole phase diagram for thermodynamics by
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2making use of a large enough ensemble of microscopic
configurations under a certain condition[27, 28]. This is
also guaranteed by the Ergodic hypothesis. The bridge
between the ensemble and each distribution of micro-
states, and thus Hamiltonian, will be built with a spe-
cial type of neural networks, the so-called autoregressive
neural network. Second, a newly developed autoregres-
sive network, namely the Masked Autoencoder for Dis-
tribution Estimation(MADE) [29], is chosen to show our
experiment-to-prediction framework by taking a ensem-
ble of micro-states for the 2D-Ising model from Metropo-
lis simulation at a given temperature as a set of experi-
mental measurements under a certain condition. Surpris-
ingly, it will be shown that the machine-learned Hamil-
tonian encoded in neural networks would predict phases
at different temperature correctly with very small num-
ber of configurations. Finally we generalize the idea of
the treatment to coarse-grained d.o.f. corresponding to
experimental ones. As the third law of progress in the-
oretical physics presents one could choose any degree of
freedom to model a physical system, but if a wrong one
used one would be sorry[30]. However the situation is not
so bad for a machine. We will show that an alternative
d.o.f, which may theoretically vague but closer to experi-
ments, would also work reasonably good if measurements
are fine enough.
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FIG. 1: Neural Network Statistical Mechanics. The input
configurations are collected from experiments or the first-
principle calculations. As for the 2D spin systems, the inputs
are magnetic domain fed to the encoder. The interactions are
encoded by the neural networks which produces the proba-
bility distributions of the microscopic states. The configura-
tions are sampled at different external parameters with the
well-trained networks, which predicts the phase structure.
Neural network statistical mechanics.— The ensemble
theory claims that a macroscopic state corresponds to a
set of microscopic states which distribute according to
the Boltzmann factor e−H/T , where H is the energy of
the micro-state and temperature T of the system. Ob-
viously the term micro-state indicates that the system
have to be further deconstructed into certain kind of
d.o.f whose choice is usually not unique. Taking a sam-
ple of magnetic material for example, the potential d.o.f
would be the local circular current, the magnetic moment
of artificial divisions, the magnetic moments of electron
and nuclei or the simplest Ising spin. Naturally different
choices will lead to different Hamiltonian/interaction for
them, because the macroscopic observable are definitive.
This means combining a suitable d.o.f si, i = 1, ..., N
with an elaborate Hamiltonian H(s1, s2, ..., sN ) would
be enough to compute any macroscopic quantities with
the help of a sound sampler for the joint distribution
p(s1, s2, ..., sN ) ∝ exp[−H(s1, s2, ..., sN )/T ]. Because
of the d.o.f choice and the corresponding Hamiltonian
working in a complementary way in the framework, in
the traditional approach the d.o.f have to be chosen very
carefully to avoid too complicated interactions.
Now if we ignore both the aesthetic pursuit and the
limit of computing capability, it could be noticed that
there are only two points are necessary for thermody-
namic properties, i.e. the d.o.f labeling different micro-
states and the Hamiltonian/energy for each state. Once
they are achieved, even neither the most economic nor
elegant, macroscopic observables as functions of environ-
ment parameters, such as temperature and chemical po-
tential, would be able to be computed with the distribu-
tion/Boltzmann factor of micro-states in several sound
ways, such as the well-known Metropolis simulation. As
the energy/Hamiltonian of each micro-state is supposed
to be coded in the ensemble at any one temperature be-
cause of the Ergodic hypothesis, it is possible for the
neural network to learn the distribution from the ensem-
ble of a system and thus give the Hamiltonian of each
micro-state no matter which d.o.f adopted to deconstruct
the system. Ideally our paradigm is a experiment-to-
prediction one if the input ensemble could be obtained
directly from measurements. And as an anticipatable
byproduct the experimental noise and fluctuations would
be taken good care of by this approach because of the in-
herent robustness of the neural network to them.
In Fig.1, a full flow-chart is proposed for describing the
scheme of the Neural Network Statistical Mechanics. The
left part of the sketch is the experimental port, in which
the configurations are collected to feed the following ma-
chine. The so-called configurations could be measurable
signals in experiments, such as the measurable signals
detected by the TEM/SEM/SPM [31], or the configu-
rations sampled from a first-principle computation algo-
rithm, such as the Markov Chain Monte-Carlo(MCMC)
on lattice. For the sake of simplicity, the 2D Ising model
is adopt to test the new mechanism, where the inputs
are the micro-configurations generated by the MCMC.
With respect to the right part, the interaction encoder is
constructed by the neural networks to the computation
3port. The networks are arbitrarily chosen in principle,
in which the representative ability is the first-line consid-
eration. The outputs of the encoder are the probability
for each configuration in the whole ensemble, which is
actually an estimation from the sample. To train the
machine is to reduce the loss function built in reaching
the real distribution of input configurations. In the 2D
Ising model case, it is derived from the cross-entropy,
the loss function L = −∑s∼qdata s log(pθ(s)), where the
s(j) = {s(j)1 , s2, . . . , s(j)N } is the spin orientation on lattice
from the training data set j batch with distribution qdata,
and pθ(s) is the likelihood of the configuration s with pa-
rameters of the neural network {θ}. The well-trained
encoder is equivalent to the Hamiltonian. The last step
is to generate configurations by an arbitrary algorithm
with the Interaction Encoder help at different external
parameters. The end-to-end machine in Fig.1 can pre-
dict the phase structure with only the Boltzmann distri-
bution as a prior knowledge. Considering the interaction
emerges with non-linear active functions in the neural
networks(See Appendix A.), it is a natural constraint to
choose a proper structure. In our case, the MADE is used
as a distribution estimator to extract the interaction from
raw configurations. The MADE is an highly efficient dis-
tribution estimator [29], which is widely applied in sev-
eral classification projects especially in the image recog-
nition as the other autoregressive models did[21, 32].
1
2
1
2
2
2
2
2
2
1
1
1
3 3
Inputs Outputs
s1
s2
s3
p(s2)
p(s3 |s2)
p(s1 |s2, s3)
Hidden Layers
FIG. 2: Deep MADE. As a concrete example, a 4 layers
MADE network is presented, in which input layer contains
3 nodes with the micro-state of configurations. The number
labels the order based on the conditional probability, how-
ever it is not necessary to be set as same as the site order.
The masks constructed by order ensure that MADE satisfies
the autoregressive property, allowing it to form a meaningful
probability, here it is p(s) = p(s1|s2, s3)p(s3|s2)p(s2). Con-
nections in dark black correspond to paths that depend only
on 1 input, while the light black connections depend on 2
inputs.
Interaction encoder.— The Interaction encoder is es-
tablished with the MADE model shows in Fig.2. The
structure of the network is the same as a generic
autoencoder[29, 32], in which a set of connections is re-
moved such that each input unit is only decided from
the previous ones by using multiplicative binary masks.
The following discussion is based on 2D spin system but
can be easily extended to the other physics systems as
the previous section point out. As a typical machine
learning project, the data set is generated from a clas-
sical Monte-Carlo algorithm with 60000 configurations
and divided into 128 batches in 2D Ising model. In the
following calculations, the default setup of the network
we adopted in MADE is with input(and output) nodes
as N = (16 × 16) = 256 and with two hidden layers
(180, 120). To train the Interaction encoder is to reduce
the loss function
L(s, qθ(s)) = −
∑
s∼qdata
N∑
i
si log(qθ (si|s1, . . . , si−1)) (1)
where the likelihood for each configuration is represented
by the combination of the conditional probability pθ(s) =∏N
i=1 qθ (si|s1, . . . , si−1), which is the output from the
MADE. Here, pθ(s) is a relative accurate estimation to
the real data distribution exp[−H(s)/T ]. Up to a nor-
malization constant, the corresponding MADE Hamilto-
nian is
Hθ(s) = −T log pθ(s) (2)
In Fig.3, the MADE Hamiltonian is extracted at T = 2.5
shown as the orange star, and the energy distribution is
shown in the sub-figure, in which the distribution from
MADE matches the raw data well. The other blue points
are generated by MCMC with the MADE Hamiltonian,
in opposite, the dark orange points are all generated by
MCMC with 2D Ising model. From the narrow error bar
and the behavior near the phase transition point, the
MADE Hamiltonian achieves the same ability of expres-
sion as the Ising model for this 2D spin system.
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FIG. 3: The magnetization density M/V or the spin per site
as a function of temperature obtained by the Hamiltonian of
2D Ising model(orange dashed line) H(s) = −∑<i,j> sisj
and the MADE Hamiltonian(blue solid line) Hθ(s).
Effective degree of freedom detection.— Using the 2D
spin system we have already shown that the MADE could
4fit the Hamiltonian well by making use of a physical en-
semble of micro-states, and give correct predictions in a
wide range of temperature. If the ensemble is treated as
experimental measurements in our paradigm, a natural
question is what about the measurement which is done
by a device with lower resolution or whether the choice of
d.o.f as the fundamental one, such as the Ising spin here,
is necessary for thermodynamics. In principle one could
describe a system with many possible d.o.f. Analytically
a different choice would result in a too complicated in-
teraction, such as the Van der Waals potential to the
QED[33] and nucleon force to QCD[34].
In order to show the dependence of thermodynamics
on the d.o.f choice and the predictive capability of our
paradigm, a lower resolution ensemble for input is gen-
erated by implementing a block transformation to each
configuration, that is taking every 2 × 2 block of sij
as the effective d.o.f SIJ . Thus all the configurations
{(s(n)ij )1≤i,j≤16} are transformed into {(S(n)IJ )1≤I,J≤M},
where n is the index of configuration and M depends
on the stride which is the distance between spatial loca-
tions where the block summation is applied. M = 15
if the stride is 1, while 8 if it is 2, explicitly SIJ =
si,j + si+1,j + si,j+1 + si+1,j+1 where i = 1 + d(I − 1),
j = 1 + d(J − 1) and d is the value of stride. Obvi-
ously SIJ could take values in ±4, ±2 and 0 instead of
±1. Actually, this transformation, which is known as
the Kadanoff transformation as well, can also be done by
neural networks[35].
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FIG. 4: The spin per site as a function of temperature ob-
tained by the standard Hamiltonian of Ising model(Dashed),
the MADE Hamiltonian(Solid) for the Ising spin, the MADE
Hamiltonian for the coarse grained Ising spin with stride as
1(Dotted) and 2(Dot-Dashed).
The stride 2 and 1 cases are correspond to two kinds
of measurement. In the former one neither the field of
vision nor scanning stride is precise enough but more eco-
nomic, while the later one could scan the system more
precisely. After swallowed these two ensembles our ma-
chine will encode the interactions for the coarse-grained
d.o.f SIJ in the network and thus determine the ther-
modynamics at different temperatures. The numerical
results in Fig.4 shows the stride 2 case could work reason-
ably well and the stride-1 case could give almost the same
result as the original one except a small gap around the
transition section. Obviously the divergence is mainly
induced by the finite size of the system. Because in such
a system a coarser d.o.f will introduce more degeneracy
between coarse grained configurations which will modify
the underlying distribution of the ensemble. The larger
the system size, the smaller the coarse-grain-induced de-
generacy and the better the performance of the coarse
d.o.f. And with a smaller stride than the block size the
degeneracy is lower and more details of the system have
been compensated with this scheme(stride 1), therefore
a better prediction has been achieved. Considering the
inevitable finite-size in laboratory our framework is also
a potential method to explore the existence of more fun-
damental d.o.f s.
Conclusion and outlook.— In this work, we suggested a
new paradigm to thermodynamic studies by introducing
a specific type of neural network for distribution esti-
mation. It is a straightforward experiment-to-prediction
framework which could learn the probability and thus
Hamiltonian/energy of each microscopic state of a sys-
tem which characterized by the experimental d.o.f and
provide predictions in different other environments by ex-
plicitly tuning parameters, such as temperature, in the
Boltzmann factor for each configuration. It should be
mentioned that recently some works are discussing the
related topics [36–38], but our work has clearly shown
and realized the framework with the autoregressive neu-
ral networks.
Different from the traditional theoretical physics or Ab
initio computation, our approach is designed to be solely
in the language of experimental d.o.f, such as magnetic
domains, local currents, and so on, according to experi-
mental capability and convenience instead of any abstract
or fundamental d.o.f s. which are difficult to observe di-
rectly. With the 2D spin system as an example our net-
works have correctly established the mapping between
microscopic configurations and their Hamiltonian/energy
and deservedly the phase structure. And it is worth to
be emphasized that this approach would become trivial
if the number of configurations for training is at the same
order of the complete ensemble, such as 2256 ∼ 1025 for
the 16 × 16 2D spin system. In this framework, only
tens of thousands micro-states are used, which means it
is a highly non-trivial and efficient approach, especially
for the system of continuous d.o.f whose phase space is
infinite dimensional in principle. That reminds us that
this strategy could be spontaneously applied in systems
whose underlying mechanism is complicated or unclear,
such as searching reliable high temperature supercon-
ductivity materials, as other machine learning methods
shown[39, 40], since precise theoretical models or numer-
ous experiments are not necessary here. Furthermore, by
BIBLIOGRAPHY 5
implementing a block transformation to configurations of
the Ising spin, we have explored the generalization abil-
ity of the framework on the choices of d.o.f. Obviously
this treatment corresponds to low-resolution experiments
whose measurements are presented with some composite
d.o.f s. This work shows that the lower-resolution mea-
surements with smaller scanning stride would produce
a quantitatively accurate prediction and even the larger
stride one would qualitatively reproduce the phase tran-
sition. On one hand, the difference performance between
the two coarse-grain schemes suggests the finite-size issue
would weaken the predictive capability with a larger-size
composite d.o.f. On the other hand, it also indicates that
this approach could help one to determine the existence
and size of the more fundamental and relevant d.o.f with
lower-precision devices just by scanning the sample with
a stride as small as possible.
It should be mentioned that although all the proce-
dures are established in the classical case, this paradigm
could be applied to the quantum case straightforwardly
by replacing the temperature dependence H/T with the
summation over imaginary time slides, since the depen-
dence of the configuration trajectories on temperature is
explicit in the quantum case as well[41]. This guaran-
tees the applicability of the two main procedures in this
paradigm, i.e., learning the Hamiltonian/components
with an ensemble and prediction by tuning the tempera-
ture explicitly. Another paper on the quantum case is in
progress.
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Appendix A. Constraint on the neural networks
Some constraints on the structure of the potential net-
work could be derived with a simple example by reformu-
lating the Boltzmann factor as multiplication of single-
body conditional probabilities. Such a form is easily en-
coded with most of networks which are built pixel-wisely
for image processing. A 1D spin sytem with 3 sites is
enough for us to show the constraints. The probability
of a certain configuration s1, s2, s3 is
p(s1, s2, s3) ∝ exp(−s1s2 + s2s3 + s3s1
T
) (3)
where we adopt the periodic boundary condition and set
the coupling J = 1. As a trade-off between the complete
joint distribution p(s1, s2, s3) and absolute decoupling as
independent distributions p(s1)p(s2)p(s3), the following
form could be achieved
p(s1, s2, s3) = p(si)p(si|sj)p(sk|si, sj) (4)
where {i, j, k} could be any one of {1, 2, 3} permuta-
tions. Obviously the interaction/coupling are coded
in the conditional probabilities. And the sequence of
dependence are supposed to be chosen randomly, i.e.
the form p(s2)p(s1|s2)p(s1|s2, s3) should work as well as
p(s3)p(s1|s3)p(s2|s1, s3). If we choose {i, j, k} = {1, 2, 3}
the distribution is factorized as
p(s1) ∝ e−2s1−1 + 2e+ e2s1−1
p(s2|s1) ∝ e
−s1s2(es1+s2 + e−s1−s2)
e−2s1−1 + 2e+ e2s1−1
(5)
p(s3|s1, s2) ∝ e
−s3(s1+s2)
es1+s2 + e−s1−s2
Obviously if starting from an ensemble containing N
configurations {(s(i)1 , s(i)2 , s(i)3 ), i = 1, ..., N} the network
could have successfully learned p(s1) by focusing on the
1st site, p(s2|s1) on the 2nd site by considering the state
on the 1st site and p(s3|s1, s2) on the 3rd site by con-
sidering states on the 1st and 2nd site, the hamilto-
nian/energy of any configuration could be thus obtained
by H = const− T ln(p(s1, s2, s3)), where the global con-
stant corresponding to the normalization should depend
on the architecture of the network and will not cause
problem in further thermodynamic studies. During the
reformulation there are two constraints on the network
architecture. First as there are terms like e−s1s2 in the
conditional probabilities, a network as y = σ(L(x)) would
not work, where the σ(·) is a nonlinear layer and L(·) is
a general linear layer, such as full-connecting and con-
volution layer. There is suppose to be at least two non-
linear layers to fit the exponent function as well as the
coupling term s1s2. Second as it has been mentioned
that different sequences of the conditional probabilities
should be equivalent practically, i.e. one should work as
the same well as the others. In this work we have cho-
sen the MADE as the distribution estimator. It could
be seen that there are more than two nonlinear layers in
this network. And the equivalence of different factoriza-
tion scheme have also been checked in both this work and
numerous applications in image processing.
