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Abstract
We consider Beta(2−α, α)−n-coalescents with parameter range 1 < α < 2. The length
ℓ
(n)
r of order r in the Beta(2− α, α)− n-coalescent tree is defined as the sum of the lengths
of all branches that carry a subtree with r leaves. We show that for any s ∈ N the vector
of suitably centered and rescaled lengths of orders 1 ≤ r ≤ s converges (as the number of
leaves tends to infinity) to a multivariate stable distribution.
1 Introduction and main result
Multiple merger coalescents, also known as Λ-coalescents, are partition-valued Markov pro-
cesses in continuous time where in each jump a random number of classes merges into a
single class. They are a natural generalisation of the famous Kingman coalescent [K82],
where only pairs of classes merge. Λ-coalescents were introduced in 1999 by Donnelly and
Kurtz [DK99], by Pitman [P99] and by Sagitov [S99], motivated both by applications to
genealogies in stochastic population models and by their rich mathematical stucture. They
have since been an object of intense study, see for example the surveys [B09] and [GIM14];
we refer also to the recent overview articles [BB19] and [KW20] which have a focus on their
role in mathematical population genetics.
In this article, we consider the subclass where Λ = Beta(2−α, α) is a Beta-measure and
1 < α < 2. This class appears naturally as limiting genealogies in certain population models
with infinite offspring variance, see [S03], and is also closely connected to continuous state
branching processes via a time-change, see [BBCEMSW05]. It is in a sense prototypical for
Λ-coalescents where Λ has a density with singularity of the form ∼ cx1−α at 0+.
For a sample of size n, an n−Beta(2−α, α) coalescent can be visualised as a random tree
with n leaves. Functionals of this tree like the total length Ln and also the internal length ℓ
(n)
r
of order r, the length of all branching subtending exactly r leaves for r = 1, 2, . . . , n− 1, are
mathematically interesting and also important in population genetics applications because
of its close relation to the so-called site frequency spectrum: A mutation which appeared
in the part of the genealogical tree which contributes to ℓ
(n)
r will be present in r out of the
n samples. Asymptotic properties of these functionals have been studied concerning their
typical growth rates (see e.g. [BBS07], [BBL14]), and also some results concerning their
fluctuations have been obtained, see [K12], [DKW14], [LT15], [SJY16], [DY15]. For more
general classes Λ-coalescents see also results in [DK19a], [DK19b]. We continue these studies
for the case of the Beta-coalescents, extending the approach in [DKW14] to the analysis of
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the joint fluctuations of the random vector (ℓ
(n)
1 , ℓ
(n)
2 , . . . , ℓ
(n)
r ) from r = 1 to any fixed r ∈ N,
see our main result Theorem 2.1 below.
We exclude in this study the two boundary cases α = 1, the so-called Bolthausen-
Sznitman coalescent, and α = 2, which corresponds to Kingman’s coalescent (a result cor-
responding to our main result was already obtained in [DK16] for this case).
2 Approximations
We consider Beta(2− α, α)-coalescents with 1 < α < 2.
Let τn be the number of jumps, 0 = T0 < T1 < · · · < Tτn the jump times, and
Xk = X
(n)
k = #ΠTk , k = 0, 1, . . . , τn (2.1)
the number of blocks after k jumps (X
(n)
0 = n, put X
(n)
k = 1 for k > τn). These blocks form
the (discrete) block-counting process X = {Xk}0≤k≤τn . For a Beta(2 − α, α)–coalescent it
is a decreasing Markov chain with jump rates
(
m
m−j+1
)
λb−j+1 from state m down to state
j, where
λm,k =
1
Γ(2− α)Γ(α)
∫ 1
0
tk−α−1(1− t)m−k+α−1 dt, k = 2, . . . , b
are the merging rates of the coalescent. For r = 1, . . . , n put
Zr,k = #{B ∈ ΠTk : |B| = r}, k = 0, 1, . . . , τn
the number of r-blocks after k jumps (Zr,0 = nδr,1, Zr,τn = δr,n).
∆k = ∆
(n)
k = X
(n)
k−1 −X
(n)
k , k = 1, 2, . . . , τn, (2.2)
∆k is the size of the k-th jump of the block counting process (note that X jumps only
downwards, we use the notation convention (2.2) so that ∆k ≥ 1 for k = 1, 2, . . . , τk; our
definitions imply ∆k = 0 for k > τn). Denote γ = 1/(α− 1). Note
lim
n→∞
P(∆
(n)
1 = j) =
α
Γ(2− α)
Γ(j + 1− α)
Γ(j + 2)
, j = 1, 2, . . . (2.3)
and
lim
n→∞
E
[
∆
(n)
1
]
= γ (2.4)
e.g. [DDSJ08], [K12, Eq. (4) in Sect. 2].
Let r ∈ N. We investigate the fluctuations of the length ℓr of order r in the Beta(2−α, α)-
coalescent:
ℓr = ℓ
(n)
r
d
:=
τn−1∑
k=0
Zr,kWk/λXk ,
where W0,W1, . . . are i.i.d. standard exponential distributed random variables and inde-
pendent of the block counting process X and λm = λm,2 + · · · + λm,m denotes for m ≥ 2
the rate at which a coalescence happens when there are m lineages in the tree. We obtain
the following result:
Theorem 2.1. For each r ∈ N, as n→∞
(c1n2−α − ℓ(n)1
n1−α+
1
α
, . . .,
crn
2−α − ℓ
(n)
r
n1−α+
1
α
)
d
−→
(
S 1
γ
,
∫ 1
γ
0
(1− γt)α−1dSt, . . . ,
∫ 1
γ
0
(1− γt)(α−1)(r−1)dSt
)
×R
2
where c1, . . . , cr are constants, R is a (r× r) upper triangular matrix of constant coefficients
and S = (St)t≥0 is a stable process with index α normalized by the properties
E[S1] = 0, P(S1 > x) ∼
(α(2 − α)Γ(α))α(α− 1)α+1
Γ(2− α)
x−α, P(S1 < −x) = o(x
−α),
(2.5)
for x→∞.
In particular, the random vector
(
S 1
γ
,
∫ 1
γ
0 (1−γt)
α−1dSt, . . . ,
∫ 1
γ
0 (1−γt)
(α−1)(r−1)dSt
)
×R
has a multivariate stable distribution.
The coefficients ck = α(α−1)2Γ(k+α−2)/k! were already obtained in [BBS07, Thm. 9].
Define
S
(n)
t =
n− γ
(
⌊nt⌋ ∧ τn
)
−X
(n)
⌊nt⌋∧τn
n1/α
=
1
n1/α
⌊nt⌋∧τn∑
k=1
(∆k − γ), t ≥ 0. (2.6)
Lemma 2.2. We have
(
S
(n)
t )t≥0 =⇒
n→∞
(St∧(1/γ))t≥0 (2.7)
where S is a centred stable process of index α which is (in the parametrisation from (2.6))
maximally skewed to the right.
In particular, the families
{
supt≥0 |S
(n)
t |
}
n∈N
and
{
max0≤k≤τn |X
(n)
k −(n−γk)|/n
1/α
}
n∈N
are tight.
Proof. This is an adaptation of the coupling argument in [K12].
Remark 2.3. (2.6) yields:
Xk = n− γk − n
1/αS
(n)
k/n, k = 1, 2, . . . , τn (2.8)
Applying this with k = τn gives also
τn =
n− 1
γ
−
n1/α
γ
S
(n)
τn/n
=
n
γ
−
n1/α
γ
S
(n)
1/γ + oP
(
n1/α
)
(2.9)
We can combine this to find
Xk = 1 + γ(τn − k)− n
1/α
(
S
(n)
τn/n
− S
(n)
k/n
)
(2.10)
and thus recover i) from Lemma 2.4 below
In particular it holds for n→∞ that
τn − n/γ
n1/α
d
−→
S1/γ
γ
. (2.11)
This result was already obtained by Gnedin and Yakubovich [GY07]. (But note the different
normalisation.)
From Lemma 2.2 in [DDSJ08] we have that as m→∞
λm =
1
αΓ(α)
mα +O(mα−1). (2.12)
We will make the following approximations:
ℓr =
τn∑
k=0
Zr,k
λXk
Wk ≈ αΓ(α)
τn∑
k=0
Zr,k
λXk
≈ αΓ(α)
τn∑
k=0
Zr,k
Xαk
≈ αΓ(α)
τn∑
k=0
E[Zr,k|X ]
Xαk
. (2.13)
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Note that by an argument analog to the one in [DKW14] one has
ℓr = αΓ(α)
τn∑
k=0
Zr,k
λXk
+ oP(n
1−α+1/α).
Further note by (2.12) that
ℓr = αΓ(α)
τn∑
k=0
Zr,k
Xαk
(
1 +O
( 1
Xk
))
+ oP(n
1−α+1/α) = αΓ(α)
τn∑
k=0
Zr,k
Xαk
+ oP(n
1−α+1/α).
We shall argue below that remainder terms of the form OP(1/Xk) may be asymptotically
neglegted. Thus it remains to verify the rightmost approximation in (2.13), which makes
the first half of our proof. Essentially this means that in our context fluctuations of the
block counting process are dominant.
For 0 ≤ j < k < τn and r ∈ [n] let
Πkj (r) :=
k∏
i=j+1
(
1−
r
Xi
)
(2.14)
and Πkj = Π
k
j (1). The following lemma follows directly from results in [DKW14].
Lemma 2.4. Let ε > 0. It holds uniformly for 0 ≤ j < k < τn:
i) For β ∈ R
Xβk =
(
γ(τn − k)
)β(
1 +OP
(
(τn − k)
1/α−1+ε
))
.
ii)
Πkj =
(τn − k
τn − j
)α−1(
1 +OP
(
(τn − k)
1/α−1+ε
))
iii)
Πkj (r) =
(
Πkj
)r(
1 +OP
( 1
Xk
))
and Πk−1j (r) =
(
Πkj
)r(
1 +OP
( 1
Xk
))
.
Uniformly in j < k < τn is to be understood for example in i) in the sense that the
family max0≤k<τn |Xk−γ(τn−k)|/(τn−k)
1/α+ε is tight and similarly for ii), iii) and iv). In
the sequel uniformity will hold continuously for all OP-statements depending on a parameter
other than n. We won’t point to it everywhere.
Proof. i) follows from Lemma 3.3 from [DKW14] and a Taylor expansion. The equality
in ii) is contained in Lemma 3.4 in [DKW14]. For iii) note that using the fact that for
a1, . . . , ak, b1, . . . , bk positive
∣∣∣
k∏
i=1
ai −
k∏
i=1
bi
∣∣∣ ≤
k∑
i=1
a1 · · ·ai−1|ai − bi|bi+1 · · · bk,
it holds
∣∣∣(Πkj )r −Πkj (r)
∣∣∣ ≤
k∑
i=j+1
i−1∏
l=j+1
(
1−
1
Xl
)r
·
∣∣∣(1− 1
Xi
)r
−
(
1−
r
Xi
)∣∣∣ ·
k∏
l=i+1
(
1−
r
Xl
)
≤
k∑
i=j+1
(Πkj )
r ·
(r + 1
r
)r∣∣∣(1− 1
Xi
)r
−
(
1−
r
Xi
)∣∣∣
≤ (Πkj )
r
k∑
i=j+1
c
1
X2i
= OP
(
(Πkj )
r ·
1
Xk
)
.
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For the second equality in iii) note that
Πk−1j (r) =
(
Πk−1j
)r(
1 +OP
( 1
Xk−1
))
=
(
Πkj
)r(
1 +OP
( 1
Xk−1
))(
1−
1
Xk−1
)r
and since 1Xk−1 = OP
(
1
Xk
)
the claim follows.
Lemma 2.5. Let ε > 0. :
i) Uniformly for 0 ≤ k < τn
Xk = n− γk − n
1/αS
(n)
k/n.
ii) For β ∈ R it holds uniformly for 0 ≤ j < k < τn
Xβk = (n− γk)
β
(
1− β
n1/αS
(n)
k/n
n− γk
+OP
( n2/α
(n− γk)2
))
.
iii) It holds uniformly for 0 ≤ j < k < Kn with Kn =
n
γ − n
δ, 1/α < δ < 1,
Πk0 =
(n− γk
n
) 1
γ
(
1− (α− 1)
n1/αS
(n)
k/n
n− γk
+ (α− 1)
k∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γk)2
))
.
Proof. i) This is just formula (2.8)
ii) Follows from i) and a Taylor expansion. Note that in the remainder the terms (S
(n)
k/n)
2
are tight due to Lemma 2.2.
iii) Using a Taylor expansion
Πk0 = exp
(
−
k∑
i=1
1
Xi
+O
( k∑
i=1
1
X2i
))
. (2.15)
By item ii)
1
Xi
=
1
n− γi
+
n1/αS
(n)
i/n
(n− γi)2
+OP
( n2/α
(n− γi)3
)
,
hence
k∑
i=1
1
Xi
=
k∑
i=1
1
n− γi
+
k∑
i=1
n1/αS
(n)
i/n
(n− γi)2
+OP
( n2/α
(n− γk)2
)
(2.16)
=
1
γ
log
n
n− γk
+
k∑
i=1
∑i
j=1(∆j − γ)
(n− γi)2
+OP
( n2/α
(n− γk)2
+
1
n− γk
)
. (2.17)
By interchanging the sums, using n−γk
n2/α
= o(1) for the error term,
k∑
i=1
1
Xi
=
1
γ
log
n
n− γk
+
1
γ
k∑
j=1
(∆j − γ)
( 1
n− γk
−
1
n− γj
)
+OP
( n2/α
(n− γk)2
)
=
1
γ
log
n
n− γk
+
1
γ
n1/αS
(n)
k/n
n− γk
−
1
γ
k∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γk)2
)
.
Also
k∑
i=1
1
X2i
≤
∑
m≥Xk
1
m2
= O
( 1
Xk
)
.
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Plugging these two estimates into (2.15) we obtain
Πk0 = exp
(
−
1
γ
log
n
n− γk
−
1
γ
n1/αS
(n)
k/n
n− γk
+
1
γ
k∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γk)2
))
. (2.18)
Finally, for k ≤ Kn =
n
γ − n
δ with δ > 1α
n1/αS
(n)
k/n
n− γk
+
k∑
j=1
∆j − γ
n− γj
= OP
( n1/α
n− γk
)
= oP(1),
and we end up with
Πk0 =
(n− γk
n
) 1
γ
(
1− (α− 1)
n1/αS
(n)
k/n
n− γk
+ (α− 1)
k∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γk)2
))
which is the claim of the lemma.
Lemma 2.6. For the conditional expectation of the number Zr,k of r-blocks after k jumps
given X it holds:
E[Zr,k | X ] =Xk
∑
(r1,...,rm)
∑
1≤l1<···<lm≤k
m∏
j=1
(
1{∆lj=rj}
·
(
r −
j∑
i=1
ri
))
·
m∏
p=1

 1
Xlp
lp−1∏
j=lp−1+1
(
1−
r −
∑p−1
i=1 ri
Xj
) ·
k∏
j=lm+1
(
1−
1
Xj
)
,
where the first sum is taken over all m ∈ {1, . . . , r − 1} and all m-tuples (r1, . . . , rm) such
that r1, . . . , rm ∈ {1, . . . , r − 1} and r1 + · · ·+ rm = r − 1 and l0 := 0.
Proof. The following holds:
Zr,k =
∑
A⊂[n],|A|=r
∑
(r1,...,rm)
∑
1≤l1<···<lm≤k
1
E
l1,...,lm
A,(r1,...,rm)
(k)
, (2.19)
where the second sum is taken over all m ∈ {1, . . . , r− 1} and all m-tuples (r1, . . . , rm) such
that r1, . . . , rm ∈ {1, . . . , r − 1} and r1 + · · ·+ rm = r − 1. We denoted by
El1,...,lmA,(r1,...,rm)(k)
the event that the block A is formed through mergers occurring at times Tl1 , . . . , Tlm such
that (∆l1 , . . . ,∆lm) = (r1, . . . , rm) and that the block still exists at level k, i.e. A ∈ Πk.
We define the following events:
Ar,j := {branches with leaves numbered 1, . . . , r
are not involved in the first j merger events} (2.20)
and
Br := {branches with leaves numbered r + 1, . . . , X0
are not involved in the first merger event}. (2.21)
Taking the conditional expectation given X in (2.19) we obtain
E[Zr,k | X ] =
∑
A⊂[n],|A|=r
∑
(r1,...,rm)
∑
1≤l1<···<lm≤k
P
(
1
E
l1,...,lm
A,(r1,...,rm)
(k)
|X
)
=
(
n
r
) ∑
(r1,...,rm)
∑
1≤l1<···<lm≤k
P
(
1
E
l1,...,lm
{1,2,...,r},(r1,...,rm)
(k)
|X
)
. (2.22)
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It holds
P
(
1
E
l1,...,lm
{1,2,...,r},(r1,...,rm)
(k)
|X
)
= PX0(Ar,l1−1|X) · 1{∆l1=r1} · PXl1−1(Br|X)
· PXl1 (Ar−r1,l2−l1−1|X) · 1{∆l2=r2} · PXl2−1(Br−r1 |X)
. . .
· PXlm (Ar−r1−···−rm,k−lm−···−l1−1|X). (2.23)
Note that the number of jumps taking part in the k-th jump is ∆k + 1. Then
PX0(Ar,k|X) =
(
X0−r
∆1+1
)
· · ·
(
Xk−1−r
∆k+1
)
(
X0
∆1+1
)
· · ·
(
Xk−1
∆k+1
)
=
(X0 − r) · · · (X0 −∆1 − r)
X0 · · · (X0 −∆1)
· · ·
(Xk−1 − r) · · · (Xk−1 −∆k − r)
Xk−1 · · · (Xk−1 −∆k)
=
(X0 − r) · · · (X1 − r)
X0 · · ·X1
· · ·
(Xk−1 − r) · · · (Xk − r)
Xk−1 · · ·Xk
=
(X0 − r) · · · (Xk − r + 1)
X0 · · · (Xk + 1)
k∏
j=1
(
1−
r
Xj
)
=
(X0 − r)X0−Xk
(X0)X0−Xk
k∏
j=1
(
1−
r
Xj
)
(2.24)
and
PX0(Br|X) =
(
r
∆1+1
)
(
X0
∆1+1
) = r · · · (r −∆1)
X0 · · · (X0 −∆1)
=
r · · · (r −∆1 + 1)
X0 · · · (X1 + 1)
·
r −∆1
X1
. (2.25)
Plugging these in (2.23) we obtain
P
(
1
E
l1,...,lm
{1,2,...,r},(r1,...,rm)
(k)
|X
)
=
m∏
p=1
1{∆lp=rp}
·
(X0 − r)X0−Xl1−1
(X0)X0−Xl1−1
l1−1∏
j=1
(
1−
r
Xj
)
·
r · · · (r − r1 + 1)
Xl1−1 · · · (Xl1 + 1)
·
r − r1
Xl1
·
(Xl1 − r + r1)Xl1−Xl2−1
(Xl1)Xl1−Xl2−1
l2−1∏
j=l1+1
(
1−
r − r1
Xj
)
·
(r − r1) · · · (r − r1 − r2 + 1)
Xl2−1 · · · (Xl2 + 1)
·
r − r1 − r2
Xl2
· · ·
·
(Xlm − 1)Xlm−Xk
(Xlm)Xlm−Xk
k∏
j=lm+1
(
1−
1
Xj
)
.
Note that since Xli−r+∆li = Xli−1−r for i = 1, . . . ,m, the product of the falling factorials
in the nominator is equal to (X0 − r) · · ·Xk. We thus obtain that
P
(
1
E
l1,...,lm
{1,2,...,r},(r1,...,rm)
(k)
|X
)
=
(X0 − r) · · ·Xk
X0 · · · (Xk + 1)
· r!
·
m∏
p=1
(
1{∆lp=rp}
·
r −
∑p
i=1 ri
Xlp
·
lp−1∏
j=lp−1+1
(
1−
r −
∑p−1
i=1 ri
Xj
))
·
k∏
j=lm+1
(
1−
1
Xj
)
. (2.26)
Since X0 = n (2.26) together with (2.22) gives the claim.
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We proceed with evaluating the error in the right-hand approximation in (2.13). Let
ℓ¯r := αΓ(α)
τn−1∑
k=0
E[Zr,k|X ]
Xαk
and
ℓ˜r := αΓ(α)
τn−1∑
k=0
Zr,k
Xαk
.
Lemma 2.7. It holds that
ℓ˜r = ℓ¯r + oP(n
1−α+ 1α ).
Proof. Part of this proof is similar to the proof of Lemma 3.2 in [DKW14]. Define
Hk = Hk(r) := number of branches of order r that participate in the k-th jump of X
and note that
L(Hk|X,Zr,k−1) = Hyp(Xk−1, Zr,k−1,∆k + 1). (2.27)
Define also
Ak = Ak(r) := {a branch of order r is formed through the k-th merger}.
Then
Zr,k = Zr,k−1 −Hk + 1Ak
and
E[Zr,k|X,Zr,k−1] = Zr,k−1 −
Zr,k−1
Xk−1
(∆k + 1) + P (Ak|X,Zr,k−1)
= Zr,k−1
Xk − 1
Xk−1
+ P (Ak|X,Zr,k−1) .
Thus
E[Zr,k|X ] = E[Zr,k−1|X ]
Xk − 1
Xk−1
+ P (Ak|X) . (2.28)
Note also that
Zr,k = Zr,k−1
Xk − 1
Xk−1
+ Zr,k−1
∆k + 1
Xk−1
−Hk + 1Ak
and by denoting
Gk := Zr,k − E[Zr,k|X ]
we obtain
Gk
Xk
=
Gk−1
Xk−1
(
1−
1
Xk
)
−
H˜k
Xk
, (2.29)
with
H˜k := Hk − Zr,k−1
∆k + 1
Xk−1
− 1Ak + P (Ak|X) .
Recall (2.14). Then (2.29) is equivalent to
Gk
XkΠk0
=
Gk−1
Xk−1Π
k−1
0
−
H˜k
XkΠk0
.
We iterate this relation and since G0 = 0 we obtain
Gk = −XkΠ
k
0
k∑
i=1
H˜i
XiΠi0
.
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It follows that
ℓ¯r − ℓ˜r =
τn∑
k=1
Πk0
Xα−1k
k∑
i=1
H˜i
XiΠi0
=
τn∑
i=1
H˜i
Xi
τn∑
k=i
Πki
Xα−1k
.
We denote by
Zi := (Z1,i, Z2,i, . . . , Zr,i)
the vector recording the numbers of branches of orders 1, 2, . . . , r present in the tree after i
mergers. We further write H˜i = Ji + Ii where
Ji := Hi−Zr,i−1
∆i + 1
Xi−1
−1Ai +P (Ai|X,Zi−1) and Ii := −P (Ai|X,Zi−1)+P (Ai|X) .
Thus
ℓ¯r − ℓ˜r =
τn∑
i=1
Ji
Xi
τn∑
k=i
Πki
Xα−1k
+
τn∑
i=1
Ii
Xi
τn∑
k=i
Πki
Xα−1k
=: D1 +D2. (2.30)
We start by bounding D1. Note that given X and Zi−1, the random variable Ji is centered
and therefore (Ji) forms a sequence of martingale differences with respect to the filtration
generated by (X,Z0, Z1, . . . Zi−1). Thus J1, J2, . . . are uncorrelated given X . Moreover,
from (2.27), since Ji is centered
E[J2i |X ] = E
[
E[J2i |X,Zi−1]
∣∣X] ≤ 2((∆i + 1)E[Zr,i−1|X ]
Xi−1
+ 1
)
and
E[D21|X ] =
τn∑
i=1
E[J2i |X ]
X2i
( τn∑
k=i
Πki
Xα−1k
)2
≤
τn∑
i=1
2
(
(∆i + 1)
E[Zr,i−1|X]
Xi−1
+ 1
)
X2i
( τn∑
k=i
Πki
Xα−1k
)2
(2.31)
From Lemma 2.6 and Lemma 2.4 we obtain
E[Zr,k|X ] = OP
( ∑
r1,...,rm
∑
1≤l1<···<lm≤k
m∏
p=1
Xk
((
Π
lp−1
lp−1
)r−∑p−1i=1 ri
·
1
Xlp
)
Πklm
)
= OP
(
γ(τn − k)
∑
r1,...,rm
∑
1≤l1<···<lm≤k
m∏
p=1
((τn − lp − 1
τn − lp−1
)(α−1)(r−∑p−1i=1 ri)
·
1
γ(τn − lp)
)( τn − k
τn − lm
)α−1)
= OP
(
(τn − k)
∑
r1,...,rm
∑
1≤l1<···<lm≤k
m∏
p=1
((τn − lp
τn
)(α−1)rp
·
1
τn − lp
)(τn − k
τn
)α−1)
Note that by allowing l1, . . . , lm also to be equal we only enlarge the respective sum and
therefore
E[Zr,k|X ] = OP
(
(τn − k)
(τn − k
τn
)α−1 ∑
r1,...,rm
m∏
p=1
( k∑
l=1
(τn − l
τn
)(α−1)rp
·
1
τn − l
))
= OP
(
(τn − k)
ατn
1−α
∑
r1,...,rm
τn
(1−α)
∑
i=1 ri
m∏
p=1
( k∑
l=1
(
(τn − l)
(α−1)rp−1
)))
= OP
(
(τn − k)
ατn
r(1−α)
∑
r1,...,rm
m∏
p=1
(
τ (α−1)rpn − (τn − k)
(α−1)rp
))
= OP
(
τn
1−α(τn − k)
α
)
. (2.32)
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Using this and Lemma 2.4 in (2.31) we obtain
E[D21 |X ] = OP
( τn∑
i=1
(∆i + 1)
(
τn−i
τn
)α−1
+ 1
(τn − i)2
(
(τn − i)
2(1−α)(τn − i)
2
)
= OP
(
τ1−αn
τn∑
i=1
(∆i + 1)(τn − i)
1−α +
τn∑
i=1
(τn − i)
2−2α
)
.
Since Xi−1 −Xi + 1 ≤ 2(Xi−1 −Xi) and
τn∑
i=1
X1−αi (Xi−1 −Xi) ≤
∫ X0
Xτn
x1−αdx ≤
1
2− α
X2−α0
we obtain that
E[D21|X ] = OP
(
n3−2α
)
.
Since 32 − α < 1− α+
1
α it holds by Cauchy-Schwarz that
E[|D1| |X ] = oP
(
n1−α+
1
α
)
. (2.33)
We now bound D2, the second term on the left hand side of 2.30. Note that
E[1Ak |X,Zk−1] =
r∑
u=2
1∆k=u−1
∑
a1,...,ar
∏r−1
i=1
(
Zi,k−1
ai
)
(
Xk−1
u
)
=
r∑
u=2
1∆k=u−1
∑
a1,...,ar
cu,a1,...,ar
∏r−1
i=1 (Zi,k−1)(ai)
(Xk−1)u
,
where the second sum is taken over a1, . . . , ar having the properties: aj ∈ {0, . . . , Zj,k−1},∑r
j=1 jaj = r and
∑r
j=1 aj = u. cu,a1,...,ar > 0 is constant and (x)j denotes the j-th falling
factorial of x (A branch of order r is formed through a merger of size u, involved are aj
branches of order j). Now since the sums and the numbers a1, . . . , ar are bounded, in order
to bound |Ik| =
∣∣∣E[1Ak |X,Zk−1]− E[1Ak |X ]
∣∣∣ it suffices to bound, for u ∈ 2, . . . , r, terms of
the form
Yu,k :=
∣∣∣
∏u
i=1 Zri,k
Xuk−1
−
E[
∏u
i=1 Zri,k|X ]
Xuk−1
∣∣∣, (2.34)
with 1 ≤ ri ≤ r. Note that
E
[∣∣∣
u∏
i=1
Zri,k − E[
u∏
i=1
Zri,k|X ]
∣∣∣ |X]
≤ E
[∣∣∣
u∏
i=1
Zri,k −
u∏
i=1
E[Zri,k|X ]
∣∣∣ |X]+ E[∣∣∣
u∏
i=1
E[Zri,k|X ]− E[
u∏
i=1
Zri,k|X ]
∣∣∣ |X]
= E
[∣∣∣
u∏
i=1
Zri,k −
u∏
i=1
E[Zri,k|X ]
∣∣∣ |X]+ ∣∣∣
u∏
i=1
E[Zri,k|X ]− E[
u∏
i=1
Zri,k|X ]
∣∣∣
= E
[∣∣∣
u∏
i=1
Zri,k −
u∏
i=1
E[Zri,k|X ]
∣∣∣ |X]+ ∣∣∣E[
u∏
i=1
E[Zri,k|X ]−
u∏
i=1
Zri,k|X
]∣∣∣
≤ 2E
[∣∣∣
u∏
i=1
Zri,k −
u∏
i=1
E[Zri,k|X ]
∣∣∣ |X].
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Now using the fact that for numbers a1, . . . , ak, b1, . . . , bk positive it holds that
∣∣∣
k∏
j=1
aj −
k∏
j=1
bj
∣∣∣ ≤
k∑
j=1
a1 · · ·aj−1|aj − bj|bj+1 · · · bk,
and that Zri,k ≤ Xk−1 we further obtain that
E
[∣∣∣
u∏
i=1
Zri,k −
u∏
i=1
E[Zri,k|X ]
∣∣∣ |X] ≤ E[
u∑
i=1
|Zri,k − E[Zri,k|X ]| ·X
u−1
k−1 |X
]
= Xu−1k−1
u∑
i=1
E
[
|Zri,k − E[Zri,k|X ] |X
]
.
Thus
Yu,k ≤
2
Xk−1
u∑
i=1
E
[
|Zri,k − E[Zri,k|X ] |X
]
≤
2
Xk−1
u∑
i=1
E
[
(Zri,k − E[Zri,k|X ])
2 |X
]1/2
.
(2.35)
We now show that for any r ∈ 1, 2, . . . , n
E
[
(Zr,k − E[Zr,k|X ])
2 |X
]1/2
≤ cE
[
Zr,k |X
]1/2
, (2.36)
for c > 0 constant. It holds by (2.19) that
E
[
Z2r,k |X
]
= E
[( ∑
A⊂[n],|A|=r
∑
(r1,...,rm)
∑
1≤l1<···<lm≤k
1
E
l1,...,lm
A,(r1,...,rm)
(k)
)2
|X
]
= E
[ ∑
A′⊂[n],|A′|=r
A′′⊂[n],|A′′|=r
∑
(r′
1
,...,r′
m′
)
(r′′
1
,...,r′′
m′′
)
∑
1≤l′
1
<···<l′
m′
≤k
1≤l′′
1
<···<l′′
m′′
≤k
1
E
l′
1
,...,l′
m′
A′,(r′1,...,r
′
m′
)
(k)∩E
l′′
1
,...,l′′
m′′
(k)
A′′,(r′′1 ,...,r
′′
m′′
)
|X
]
.
(2.37)
Note that E
l′1,...,l
′
m′
A′,(r′1,...,r
′
m′
)(k) ∩ E
l′′1 ,...,l
′′
m′′
(k)
A′′,(r′′1 ,...,r
′′
m′′
) = ∅ if A
′ ∩ A′′ 6= ∅ and A′ 6= A′′. Let now
A′ ∩ A′′ = ∅ and let {l′1, . . . , l
′
m′} ∩ {l
′′
1 , . . . , l
′′
m′′} = ∅. Denote m := m
′ + m′′ and by
0 = l0 < l1 < · · · < lm < k the ordered set of levels l′1, . . . , l
′
m′ , l
′′
1 , . . . , l
′′
m′′ . Let also
r1, . . . , rm be the sequence of jumps the r
′
1, . . . , r
′
m′ , r
′′
1 , . . . , r
′′
m′′ rearranged to correspond to
l1 . . . lm. It holds (recall (2.20) and (2.21))
P
(
E
l′1,...,l
′
m′
A′,(r′1,...,r
′
m′
)(k) ∩ E
l′′1 ,...,l
′′
m′′
(k)
A′′,(r′′1 ,...,r
′′
m′′
) |X
)
=
m∏
i=1
PXli−1
(
A2r−r1−···−ri−1,li−li−1−1
)
· 1∆li=ri
·
m′∏
i=1
PXl′
i
−1
(
Br−r′1−···−r′i−1
)
·
m′′∏
i=1
PXl′′
i
−1
(
Br−r′′1−···−r′′i−1
)
· PXlm
(
A2,k−lm
)
.
Using (2.24) and (2.25) and a similar argument as in the proof of Lemma 2.6 we further
obtain that
P
(
E
l′1,...,l
′
m′
A′,(r′1,...,r
′
m′
)(k) ∩ E
l′′1 ,...,l
′′
m′′
(k)
A′′,(r′′1 ,...,r
′′
m′′
) |X
)
=
(X0 − 2r) . . . Xk(Xk − 1)
X0 . . . (Xk + 1)
· r′! r′′!
·
m∏
i=1
(
1∆li=ri
·
li−1∏
j=li−1+1
(
1−
2r − r1 − · · · − ri−1
Xj
))
·
m′∏
i=1
r − r′1 − · · · − r
′
i
Xl′i
·
m′′∏
i=1
r − r′′1 − · · · − r
′′
i
Xl′′i
·
k∏
j=lm+1
(
1−
2
Xj
)
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Using (2.26) we obtain for a constant c > 0 that
P
(
E
l′1,...,l
′
m′
A′,(r′1,...,r
′
m′
)(k) ∩ E
l′′1 ,...,l
′′
m′′
(k)
A′′,(r′′1 ,...,r
′′
m′′
) |X
)
≤ P
(
E
l′1,...,l
′
m′
A′,(r′1,...,r
′
m′
)(k) |X
)
· P
(
E
l′′1 ,...,l
′′
m′′
(k)
A′′,(r′′1 ,...,r
′′
m′′
) |X
)
·
(
1 +
c
Xk
)
.
Therefore, using (2.37)
E
[
Z2r,k |X
]
≤ E
[ ∑
A⊂[n],|A|=r
∑
(r1,...,rm)
∑
1≤l1<···<lm≤k
1
E
l1,...,lm
A,(r1,...,rm)
(k)
|X
]
+
∑
A′∩A′′=∅
∑
(r′
1
,...,r′
m′
)
(r′′
1
,...,r′′
m′′
)
∑
1≤l′
1
<···<l′
m′
≤k
1≤l′′
1
<···<l′′
m′′
≤k
P
(
E
l′1,...,l
′
m′
A′,(r′1,...,r
′
m′
)(k) |X
)
P
(
E
l′′1 ,...,l
′′
m′′
(k)
A′′,(r′′1 ,...,r
′′
m′′
) |X
)(
1 +
c
Xk
)
≤ E[Zr,k|X ] +
(
1 +
c
Xk
)( ∑
A′⊂[n],|A′|=r
A′′⊂[n],|A′′|=r
∑
(r′
1
,...,r′
m′
)
(r′′
1
,...,r′′
m′′
)
∑
1≤l′
1
<···<l′
m′
≤k
1≤l′′
1
<···<l′′
m′′
≤k
P
(
El1,...,lmA,(r1,...,rm)(k)
))2
= E[Zr,k|X ] +
(
1 +
c
Xk
)
E
[
Zri,k |X
]2
≤ E[Zr,k|X ]
2 + (1 + c)E[Zr,k|X ],
which proves (2.36). Thus (2.35) becomes
Yu,k ≤
2
Xk−1
u∑
i=1
E
[
|Zri,k − E[Zri,k|X ] |X
]
≤
c
Xk−1
u∑
i=1
E
[
Zri,k |X
]1/2
. (2.38)
Now, using the observation before formula (2.34) together with (2.38) we obtain
E[|D2| |X ] ≤
τn∑
i=1
1
Xi
τn∑
k=i
Πki
Xα−1k
· E
[
|Ii| |X
]
= OP
( τn∑
i=1
1
Xα+1i
(τn − i)E
[
Z2,i |X
]1/2)
.
By (2.32)
E[|D2| |X ] = OP
(
n1/2
τn∑
i=1
1
Xα+1i
(τn − i)
(Xi
n
)α/2)
= OP
(
n1/2−α/2
τn∑
i=1
(n− γi)−α/2
)
= OP
(
n1/2−α/2n1−α/2
)
= OP
(
n
3
2−α
)
.
Since 32 − α < 1− α+
1
α , this together with (2.30) and (2.33) proves the lemma.
We proceed to evaluate the length ℓ¯r = αΓ(α)
∑τn−1
k=0
E[Zr,k|X]
Xαk
. Note from Lemma 2.6
and Lemma 2.4 iv) that
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
∑
1≤l1<···<lm≤k<τn
X1−αk · Π
k
lm
m∏
p=1
(
r −
p∑
i=1
ri
)
· 1∆lp=rp
·
m∏
p=1
((
Π
lp−1
lp−1
)r−∑p−1i=1 ri
+OP
( 1
Xlp−1
)) 1
Xlp
,
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where the first sum is taken over all m ∈ {1, . . . , r − 1} and all m-tuples (r1, . . . , rm) such
that r1, . . . , rm ∈ {1, . . . , r− 1} and r1 + · · ·+ rm = r− 1 and l0 := 0. By redistributing the
factors in the products and using Lemma 2.4 we obtain
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
∑
1≤l1<···<lm≤k<τn
X1−αk ·Π
k
0
m∏
p=1
(
r −
p∑
i=1
ri
)
· 1∆lp=rp
·
m∏
p=1
(
Π
lp
0
)rp
·
1
Xlp
+R1 (2.39)
with
R1 := OP
( ∑
(r1,...,rm)
∑
1≤l1<···<lm≤k<τn
X1−αk · Π
k
0 ·
m∑
j=1
1
Xlj−1Xlj
∏
p6=j
(
Π
lp−1
lp−1
)r−∑p−1i=1 ri 1
Xlp
)
.
Note that this error term contains the additional factor OP(1/Xlp). Later we shall see that
this reduction is enough to obtain
R1 = oP
(
n1−α+1/α
)
.
We now show that when summing over 1 ≤ l1 ≤ · · · ≤ lm ≤ k instead of 1 ≤ l1 < · · · <
lm ≤ k we only add terms that are oP(n
1−α+1/α).
Lemma 2.8. It holds
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
m∏
p=1
(
r −
p∑
i=1
ri
) τn−1∑
k=1
X1−αk Π
k
0
·
1
m!
m∏
p=1
( k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp
1∆l=rp
)
+ oP
(
n1−α+1/α
)
, (2.40)
Proof. We look at the contribution to ℓ¯
(1)
r coming from the term corresponding to fixed
(r1, . . . , rm), r1 + · · ·+ rm = r − 1. It holds
∑
1≤l1<···<lm≤k<τn
X1−αk Π
k
0
m∏
p=1
(
r −
p∑
i=1
ri
)(
Π
lp
0
)rp 1
Xlp
1∆lp=rp
=
m∏
p=1
(
r −
p∑
i=1
ri
) τn−1∑
k=m+1
X1−αk Π
k
0
∑
1≤l1<···<lm≤k
m∏
p=1
Blp,p (2.41)
with
Blp,rp :=
(
Π
lp
0
)rp 1
Xlp−1 + rp
1∆lp=rp .
Note that
∑
1≤l1=l2<···<lm≤k
m∏
p=1
Blp,rp =
∑
1≤l2<···<lm≤k
Bl2,r1
m∏
p=2
Blp,rp =
k−(m−3)∑
l2=1
Bl2,r1
∑
l2<l3<···<lm≤k
m∏
p=2
Blp,rp .
Also since by Lemma (2.4) and Lemma (2.11)
Bli,ri′ = OP
((τn − li
τn
)(α−1)ri′
(τn − li)
−1
)
= OP
(
n(1−α)ri′ (τn − li)
(α−1)ri′−1
)
,
it holds that
∑
1≤l1=l2<···<lm≤k
m∏
p=1
Blp,p = OP
( k−(m−3)∑
l2=1
(τn − l2)r1(α−1)−1
nr1(α−1)
∑
l2<l3<···<lm≤k
m∏
p=2
Blp,p
)
= OP
( 1
nα−1
∑
1≤l2<l3<···<lm≤k
m∏
p=2
Blp,p
)
. (2.42)
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For the last equality note that if the exponent r1(α− 1)− 1 is positive, then
(τn − l2)
r1(α−1)−1
nr1(α−1)
<
1
n
<
1
nα−1
and otherwise
(τn − l2)
r1(α−1)−1
nr1(α−1)
<
1
nr1(α−1)
<
1
nα−1
.
Since lr and thus (2.41) is OP(n
2−α) ([BBS07]), it holds that
τn−1∑
k=m+1
X1−αk Π
k−1
0
∑
1≤l1=l2<···<lm≤k
m∏
p=1
Blp,p = OP
(
n2−α · n1−α
)
= oP
(
n1−α+1/α
)
.
Thus (2.39) becomes, using (2.42)
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
∑
1≤l1≤···≤lm≤k<τn
X1−αk ·Π
k
0
m∏
p=1
(
r −
p∑
i=1
ri
)
· 1∆lp=rp
·
m∏
p=1
(
Π
lp
0
)rp
·
1
Xlp
+ oP
(
n1−α+1/α
)
= αΓ(α)
∑
(r1,...,rm)
m∏
p=1
(
r −
p∑
i=1
ri
) τn−1∑
k=1
X1−αk Π
k
0
·
1
m!
m∏
p=1
( k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp
1∆l=rp
)
+ oP
(
n1−α+1/α
)
,
which proves the lemma.
Lemma 3 in [K12] shows that one can couple the downward jumps ∆l = Xl−1 −Xl of
the block counting process given Xl−1 = s to random variables Vl which are independent
copies of a random variable V with values in N and distribution
P(V = k) =
α
Γ(2− α)
Γ(k + 1− α)
Γ(k + 2)
, k ≥ 1, (2.43)
such that
P(∆l 6= Vl|Xl−1 = s) ≤
1
(α − 1)s
.
We next show that when replacing the indicators in the expression of ℓ¯e by the corre-
sponding probability weights of V we only make an error of oP(n
1−α+1/α).
Lemma 2.9. It holds that
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
(
1
m!
m∏
p=1
(r −
p∑
i=1
ri)P(V = rp)
)
·
τn−1∑
k=1
X1−αk Π
k
0
m∏
p=1
( k∑
l=1
1
Xl−1
(
Πl0
)rp)
+ oP
(
n1/α+1−α
)
.
Proof. We first replace the indicators 1∆l=rp by the conditional expectations E[1∆l=rp |Xl−1].
We evaluate
S
(p)
k :=
k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp(
1∆l=rp − E[1∆l=rp |Xl−1]
)
.
Note that the summands form a sequence of martingale increments:
S
(p)
k =Mk −M0
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and that for the quadratic variation of the martingale M it holds by Lemma 2.4
〈M〉k ≤
k∑
l=1
( 1
Xl−1 + rp
)2
Πl0(1∆l=rp − E[1∆l=rp |Xl−1])
2
= OP
( k∑
l=1
(τn − l)
−2
(τn − l
τn
)α−1)
= OP
(
τ1−αn (τn − k)
α−2
)
= OP
(
(τn − k)
−1
)
.
By splitting the domaine 0 ≤ k < τn into parts τ
jε
n ≤ k < τ
(j+1)ε
n , 0 ≤ j ≤ 1/ε, and applying
Doob’s maximal inequality to each part it follows that uniformly in k
S
(p)
k = OP
(
(τn − k)
−1/2+ε
)
for ε > 0. Note further that by Lemma 2.4
S¯
(p)
k : =
k∑
l=1
1
Xl−1 + rp
Πl0E[1∆l=rp |Xl−1] = OP
( k∑
l=1
(τn − l)
−1
(τn − l
τn
)α−1)
= OP
(
τ1−αn τ
α−1
n
)
and thus
S¯
(p)
k = OP(1).
Note further that for 1 ≤ p0 ≤ m
τn−1∑
k=1
X1−αk Π
k
0S
(p0)
k
∏
1≤p≤m
p 6=p0
S¯
(p)
k = OP
( τn−1∑
k=0
(τn − k)
1−α
(τn − k
τn
)α−1
(τn − k)
−1/2+ε
)
= OP
(
τ1−α+1/2+εn
)
= oP
(
n1/α+1−α
)
. (2.44)
We obtain that
τn−1∑
k=1
X1−αk Π
k
0
m∏
p=1
( k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp
1∆l=rp
)
=
τn−1∑
k=1
X1−αk Π
k
0
m∏
p=1
( k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp
E[1∆l=rp |Xl−1]
)
+ oP
(
n1/α+1−α
)
.
and thus (2.40) becomes
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
m∏
p=1
(
r −
p∑
i=1
ri
) τn−1∑
k=m+1
X1−αk Π
k
0
·
1
m!
m∏
p=1
( k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp
E[1∆l=rp |Xl−1]
)
+ oP
(
n1−α+1/α
)
.
(2.45)
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By Lemma 2.4 and Lemma 2.11
k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp ∣∣∣E[1∆l=rp |Xl−1]− P(Vl = rp)
∣∣∣
≤
k∑
l=1
1
Xl−1 + rp
Πl0E[1∆l 6=Vl |Xl−1]
= OP
( k∑
l=1
(τn − l)
−1
(τn − l
τn
)α−1
· (τn − l)
−1
)
= OP
(
τ1−αn (τn − k)
α−2
)
= OP
(
(τn − k)
−1
)
.
By a similar calculation as in (2.44), we obtain in (2.45) that
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
m∏
p=1
(
r −
p∑
i=1
ri
)
· P(V = rp) ·
τn−1∑
k=1
X1−αk Π
k
0
·
1
m!
m∏
p=1
( k∑
l=1
1
Xl−1 + rp
(
Πl0
)rp)
+ oP
(
n1−α+1/α
)
. (2.46)
Moreover, since
1
Xl−1 + rp
−
1
Xl−1
=
rp
Xl−1(Xl−1 + rp)
= OP
( 1
(τn − l)(τn − l + rp)
)
it follows that
k∑
l=1
( 1
Xl−1 + rp
−
1
Xl−1
)(
Πl0
)rp
= OP
( k∑
l=1
1
(τn − l)(τn − l + rp)
(τn − l
τn
)α−1)
= OP
(
τ1−αn
k∑
l=1
(n− γl)α−3
)
= OP
(
τ1−αn (τn − k)
α−2
)
= OP
(
(τn − k)
−1
)
which, as above, gives rise to an error of order oP
(
n1−α+1/α
)
. Thus, plugging this in (2.46)
we obtain
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
(
1
m!
m∏
p=1
(r −
p∑
i=1
ri)P(V = rp)
)
·
τn−1∑
k=1
X1−αk Π
k
0
m∏
p=1
( k∑
l=1
1
Xl−1
(
Πl0
)rp)
+ oP
(
n1/α+1−α
)
(2.47)
which proves the lemma.
From now on we will work with the expression for ℓ¯r given in Lemma 2.9. We define the
level
Kn :=
n
γ
− nδ with
1
α
< δ < 1 (2.48)
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and consider the length gathered from the leaves up to level Kn and between Kn and τn
separately. We write
ℓ¯r = ℓ¯
(1) + ℓ¯(2) + oP
(
n1/α+1−α
)
(2.49)
with
ℓ¯(i) := αΓ(α)
∑
(r1,...,rm)
(
1
m!
m∏
p=1
(r −
p∑
i=1
ri)P(V = rp)
)
· L(i)(r1, . . . , rm), i = 1, 2 (2.50)
and
L(1)(r1, . . . , rm) :=
Kn∑
k=1
X1−αk Π
k
0
m∏
p=1
( k−1∑
l=0
1
Xl
(
Πl0
)rp)
, (2.51)
L(2)(r1, . . . , rm) :=
τn−1∑
k=Kn+1
X1−αk Π
k
0
m∏
p=1
( k−1∑
l=0
1
Xl
(
Πl0
)rp)
(2.52)
Lemma 2.10. It holds
L(2)(r1, . . . , rm)
=
1
γ
( m∏
p=1
1
rp
)(
n2−α
∫ γnδ−1
0
m∏
p=1
(1− x(α−1)rp)dx + n1−α+1/αS
(n)
1/γ
)
+ oP(n
1−α+1/α).
Proof. Using Lemma 2.4 we get for ε > 0
L(2)(r1, . . . , rm)
= γ1−ατ1−αn
τn−1∑
k=Kn+1
(
1 +OP
(
(τn − k)
1/α−1+ε
))
·
m∏
p=1
1
γτn
k−1∑
l=0
(
1−
l
τn
)rp(α−1)−1(
1 +OP
(
(τn − l)
1/α−1+ε
))
.
Replacing sums by integrals
L(2)(r1, . . . , rm) = (γτn)
1−α
τn−1∑
k=Kn+1
(
1 +OP
(
(τn − k)
1/α−1+ε
))
·
m∏
p=1
1
rp
(
1−
(τn − k
τn
)rp(α−1))(
1 +OP
(
τ−1n
))
= (γτn)
1−α
m∏
p=1
1
rp
·
(
τn
( ∫ 1−γKn/τn
γ/τn
m∏
p=1
(1 − x(α−1)rp)dx+OP
(
τ−1n
))
+OP(K
1/α+ε
n )
)
= (γτn)
1−α
m∏
p=1
1
rp
·
(
τn
∫ γnδ−1
0
m∏
p=1
(1− x(α−1)rp)dx + τn ·
(
1−
Kn
τn
− γnδ−1
)
+OP(K
1/α+ε
n )
)
= (γτn)
1−α
m∏
p=1
1
rp
·
(
τn
∫ γnδ−1
0
m∏
p=1
(1− x(α−1)rp)dx + τn −
n
γ
+ oP(n
1/α)
)
.
By (2.9) it further holds that
L(2)(r1, . . . , rm)
=
1
γ
( m∏
p=1
1
rp
)(
n2−α
∫ γnδ−1
0
m∏
p=1
(1− x(α−1)rp)dx + n1−α+1/αS
(n)
1/γ
)
+ oP(n
1−α+1/α),
which is the claim of the lemma.
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Lemma 2.11. It holds that
L(1)(r1, . . . , rm) =
1
γ
n2−α
( m∏
p=1
1
rp
)
·
∫ 1
γnδ−1
m∏
p=1
(
1− xrp(α−1)
)
dx
+ n1−α+1/α · F (n)(r1, . . . , rm)
+ oP(n
1−α+1/α),
where
F (n)(r1, . . . , rm)
= −
m∑
j=1
rj(α− 1)− 1
γ
·
( 1
n
Kn∑
l′=0
(
1− γ
l′
n
)rj(α−1)
S
(n)
l′/n
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
cip1,...,pi ·
1
n
Kn∑
l′=0
(
1− γ
l′
n
)(rp1+···+rpi+rj)(α−1)
S
(n)
l′/n
)
+
m∑
j=1
rj ·
( rj(α − 1)
rj(α− 1) + 1
Kn∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)rj(α−1)
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
dip1,...,pi,j ·
Kn∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)(rp1+···+rpi+rj)(α−1))
+
1
γ
( m∏
p=1
1
rp
)
·
( Kn∑
j=1
∆j − γ
n1/α
+
m∑
i=1
cip1,...,pi ·
∑
p1 6=···6=pi
Kn∑
j=1
∆j − γ
n1/α
(
1− γ
j
n
)(rp1+···+rpi )(α−1))
with coefficients
cip1,...,ph :=
(−1)i
(rp1 + · · ·+ rph)(α − 1) + 1
dip1,...,pi,j := c
i
p1,...,pi − c
i
p1,...,pi,j .
Proof. We use the representations in Lemma (2.5). Recall the definition of L(1)(r1, . . . , rm)
in (2.51). It holds (since
n1/αS
(n)
k/n
n−γk ·
∑k
j=1
∆j−γ
n−γj = OP
(
n2/α
(n−γk)2
)
)
L(1)(r1, . . . , rm) =
Kn∑
k=1
X1−αk Π
k
0
m∏
p=1
( k−1∑
l=0
1
Xl
(
Πl0
)rp)
=
Kn∑
k=1
(n− γk)1−α
(
1 + (α− 1)
n1/αS
(n)
k/n
n− γk
+OP
( n2/α
(n− γk)2
))
·
( n
n− γk
)1−α(
1− (α − 1)
n1/αS
(n)
k/n
n− γk
+ (α− 1)
k∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γk)2
))
·
m∏
p=1
( k−1∑
l=0
1
n− γl
(
1 +
n1/αS
(n)
l/n
n− γl
+OP
( n2/α
(n− γl)2
))
·
( n
n− γl
)rp(1−α)(
1− rp(α− 1)
n1/αS
(n)
l/n
n− γl
+ rp(α− 1)
l∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γl)2
)))
. (2.53)
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Further
L(1)(r1, . . . , rm)
= n1−α
Kn∑
k=1
(
1 + (α− 1)
k∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γk)2
))
·
m∏
p=1
( k−1∑
l=0
(n− γl
n
)rp(α−1) 1
n− γl
(
1− (rp(α− 1)− 1)
n1/αS
(n)
l/n
n− γl
+ rp(α− 1)
l∑
j=1
∆j − γ
n− γj
+OP
( n2/α
(n− γl)2
))
. (2.54)
We first show that the contributions of the OP-terms are negligible (of order oP(n
1−α+1/α)).
It holds since n− γKn = γnδ with δ >
1
α
F1 := n
1−α
Kn∑
k=1
OP
( n2/α
(n− γk)2
)
·
m∏
p=1
k−1∑
l=0
(n− γl
n
)rp(α−1) 1
n− γl
= OP
(
n1−α+2/α
Kn∑
k=1
1
(n− γk)2
·
m∏
p=1
k−1∑
l=0
1
n− γl
= OP
(
n1−α+2/α
Kn∑
k=1
1
(n− γk)2
· (logn)m
)
= OP
(
n1−α+2/α(n− γKn)
−1(logn)m
)
= OP
(
n1−α+1/α+1/α−δ(logn)m
)
= oP(n
1−α+1/α). (2.55)
Further
F2 := n
1−α
Kn∑
k=1
1 ·
k−1∑
l1=0
(n− γl1
n
)r1(α−1) 1
n− γl1
·
n2/α
(n− γl1)2
m∏
p=2
( k−1∑
l=0
(n− γl
n
)rp(α−1) 1
n− γl
)
= OP
(
n1−α+2/α
Kn∑
k=1
k−1∑
l1=0
1
(n− γl1)3
m∏
p=2
( k−1∑
l=0
1
n− γl
))
= OP
(
n1−α+2/α
Kn∑
k=1
k−1∑
l1=0
1
(n− γl1)3
m∏
p=2
logn
)
= OP
(
n1−α+2/α(logn)m−1
1
n− γKn
)
= OP
(
n1−α+2/α−δ(logn)m−1
)
= oP(n
1−α+1/α). (2.56)
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Therefore it follows that
L(1)(r1, . . . , rm)
= nr(1−α)
Kn∑
k=1
(
1− (α− 1)
k∑
j=1
∆j − γ
n− γj
)
·
m∏
p=1
( k−1∑
l=0
(n− γl)rp(α−1)−1
(
1− (rp(α− 1)− 1)
n1/αS
(n)
l/n
n− γl
+ rp(α− 1)
l∑
j=1
∆j − γ
n− γj
)
+ oP(n
1−α+1/α)
= nr(1−α)
Kn∑
k=1
(
1− (α− 1)
k∑
j=1
∆j − γ
n− γj
)
·
m∏
p=1
(
Σ
(1)
p,k +Σ
(2)
p,k +Σ
(3)
p,k
)
+ oP(n
1−α+1/α),
(2.57)
where
Σ
(1)
p,k :=
k−1∑
l=0
(n− γl)rp(α−1)−1 (2.58)
Σ
(2)
p,k := −(rp(α− 1)− 1)
k−1∑
l=0
(n− γl)rp(α−1)−1
n1/αS
(n)
l/n
n− γl
(2.59)
Σ
(3)
p,k := rp(α− 1)
k−1∑
l=0
(n− γl)rp(α−1)−1
l∑
j=1
∆j − γ
n− γj
. (2.60)
Observe by (2.6) and Lemma (2.2) that since rp(α− 1)− 1 can also take negative values
Σ
(1)
p,k = OP
(
(n− γk)rp(α−1)
)
(2.61)
Σ
(2)
p,k = OP
(
n1/α logn
(
(n− γk)rp(α−1)−1 + nrp(α−1)−1
))
(2.62)
Σ
(3)
p,k = OP
(
n1/α logn
(
(n− γk)rp(α−1)−1 + nrp(α−1)−1
))
. (2.63)
(The logn term is required in the case rp(α− 1) = 1.) Moreover, since
1
α < δ < 1
nr(1−α)
Kn∑
k=1
Σ
(2)
1,kΣ
(3)
2,k
m∏
p=3
Σ
(1)
p,k
= OP
(
nr(1−α)+2/α(logn)2
Kn∑
k=1
(
(n− γk)(r−1)(α−1)−2 + (n− γk)(r−r1−1)(α−1)−1nr1(α−1)−1
+ (n− γk)(r−r2−1)(α−1)−1nr2(α−1)−1 + (n− γk)(r−r1−r2−1)(α−1)n(r1+r2)(α−1)−2
))
= OP
(
nr(1−α)+2/α(logn)3
(
(n− γKn)
(r−1)(α−1)−1 + n(r−1)(α−1)−1 + n(r−r1−1)(α−1)nr1(α−1)−1
+ n(r−r2−1)(α−1)nr2(α−1)−1 + n(r−r1−r2−1)(α−1)+1n(r1+r2)(α−1)−2
))
= OP
(
nr(1−α)+2/α(logn)3
(
nδ((r−1)(α−1)−1) + n(r−1)(α−1)−1
))
= oP(n
1−α+1/α).
The same holds for nr(1−α)
∑Kn
k=1 Σ
(j1)
1,k · · ·Σ
(jm)
m,k with j1, . . . , jm ∈ {1, 2, 3} such that {j1, . . . , jm}∩
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{2, 3} ≥ 2. Thus when expanding the product on the right hand side of (2.57) we obtain
L(1)(r1, . . . , rm)
= nr(1−α)
Kn∑
k=1
(
1 + (α− 1)
k∑
j=1
∆j − γ
n− γj
)
·
( m∏
p=1
Σ
(1)
p,k +
m∑
j=1
Σ
(2)
j,k
∏
p6=j
Σ
(1)
p,k +
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
)
+ oP(n
1−α+1/α). (2.64)
Note further by (2.61), (2.62) and the fact that
∑k
j=1
∆j−γ
n−γj = OP
(
n1/α
n−γk
)
that
nr(1−α)
Kn∑
k=1
k∑
j=1
∆j − γ
n− γj
· Σ
(2)
1,k
m∏
p=2
Σ
(1)
p,k
= OP
(
nr(1−α)+2/α
Kn∑
k=1
(n− γk)(r−r1−1)(α−1)−1
(
(n− γk)r1(α−1)−1 + nr1(α−1)−1
))
= OP
(
nr(1−α)+2/α
Kn∑
k=1
(
(n− γk)(r−1)(α−1)−2 + (n− γk)(r−r1−1)(α−1)−1nr1(α−1)−1
))
= OP
(
nr(1−α)+2/α
(
(n− γKn)
(r−1)(α−1)−1 + n(r−1)(α−1)−1
))
= oP(n
1−α+1/α)
and similarly for nr(1−α)
∑Kn
k=1
∑k
j=1
∆j−γ
n−γj · Σ
(3)
1,k
∏m
p=2 Σ
(1)
p,k. Therefore
L(1)(r1, . . . , rm) = n
r(1−α)
Kn∑
k=1
m∏
p=1
Σ
(1)
p,k
+ nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(2)
j,k
∏
p6=j
Σ
(1)
p,k + n
r(1−α)
Kn∑
k=1
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
+ nr(1−α)
Kn∑
k=1
(α− 1)
k∑
j=1
∆j − γ
n− γj
·
m∏
p=1
Σ
(1)
p,k
+ oP(n
1−α+1/α). (2.65)
For the first term on the right-hand side it holds (recall (2.58)) replacing the sum by an
integral
nr(1−α)
Kn∑
k=1
m∏
p=1
k−1∑
l=0
(n− γl)rp(α−1)−1 = n1−α
Kn∑
k=1
m∏
p=1
1
rp
(
1−
(
1− γ
k
n
)rp(α−1)
+O(n−1)
)
= n1−α
( m∏
p=1
1
rp
)
·
Kn∑
k=1
m∏
p=1
(
1−
(
1− γ
k
n
)rp(α−1))
+O(n1−α).
(2.66)
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Thus, replacing again the sum by an integral
nr(1−α)
Kn∑
k=1
m∏
p=1
k−1∑
l=0
(n− γl)rp(α−1)−1
= n1−α
( m∏
p=1
1
rp
)
·
1
γ
n
(∫ 1−γ/n
1−γKn/n
m∏
p=1
(
1− xrp(α−1)
)
dx+OP(n
−1)
)
+O(n1−α)
=
1
γ
n2−α
( m∏
p=1
1
rp
)
·
(∫ 1
γnδ−1
m∏
p=1
(
1− xrp(α−1)
)
dx+OP(n
−1)
)
+O(n1−α)
=
1
γ
n2−α
( m∏
p=1
1
rp
)
·
∫ 1
γnδ−1
m∏
p=1
(
1− xrp(α−1)
)
dx+ oP(n
1−α+1/α). (2.67)
We now deal with the second term on the right hand side of (2.65). It holds (recall (2.58)
and (2.59)) by a similar argument as above that
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(2)
j,k
∏
p6=j
Σ
(1)
p,k
= −nr(1−α)
Kn∑
k=1
m∑
j=1
(
(rj(α− 1)− 1)
k−1∑
l′=0
(n− γl′)rj(α−1)−1
n1/αS
(n)
l′/n
n− γl′
∏
p6=j
k−1∑
l=0
(n− γl)rp(α−1)−1
)
= −nr(1−α)+1/α
Kn∑
k=1
m∑
j=1
(
(rj(α− 1)− 1)
k−1∑
l′=0
(n− γl′)rj(α−1)−2S
(n)
l′/n
· n(r−1−rj)(α−1)
∏
p6=j
(
1−
(
1− γ
k
n
)rp(α−1))
+O(n−1)
)
= −n1−α+1/α
m∑
j=1
(rj(α− 1)− 1)n
−rj(α−1) (2.68)
·
Kn∑
k=1
( k−1∑
l′=0
(n− γl′)rj(α−1)−2S
(n)
l′/n
·
(
1 +
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
(
1− γ
k
n
)(rp1+···+rpi )(α−1)
+O(n−1)
))
.
Interchanging the sums over k and over l′ we obtain
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(2)
j,k
∏
p6=j
Σ
(1)
p,k
= −n1−α+1/α
m∑
j=1
(rj(α − 1)− 1)n
−rj(α−1)
·
(Kn−1∑
l′=0
(n− γl′)rj(α−1)−2S
(n)
l′/n
Kn∑
k=l′+1
1
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
Kn−1∑
l′=0
(n− γl′)rj(α−1)−2S
(n)
l′/n
Kn∑
k=l′+1
(
1− γ
k
n
)(rp1+···+rpi )(α−1)
+ O(n−1)
)
.
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Further since Kn =
n
γ − n
δ with 1/α < δ < 1
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(2)
j,k
∏
p6=j
Σ
(1)
p,k
= −n1−α+1/α
m∑
j=1
(rj(α − 1)− 1)n
−rj(α−1)
·
(1
γ
Kn−1∑
l′=0
(n− γl′)rj(α−1)−1S
(n)
l′/n
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i · n−(rp1+···+rpi )(α−1)
γ((rp1 + · · ·+ rpi)(α − 1) + 1)
·
Kn−1∑
l′=0
(n− γl′)rj(α−1)−2S
(n)
l′/n
(
(n− γl′)(rp1+···+rpi )(α−1)+1 − nδ((rp1+···+rpi )(α−1)+1)
))
+ oP(n
1−α+1/α).
Further using again that δ < 1
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(2)
j,k
∏
p6=j
Σ
(1)
p,k
= −n1−α+1/α
m∑
j=1
rj(α− 1)− 1
γ
·
( 1
n
Kn−1∑
l′=0
(
1− γ
l′
n
)rj(α−1)
S
(n)
l′/n
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i · n−(rp1+···+rpi+rj)(α−1)
(rp1 + · · ·+ rpi)(α− 1) + 1
·
Kn−1∑
l′=0
(n− γl′)(rp1+···+rpi+rj)(α−1)−1S
(n)
l′/n
)
+ oP(n
1−α+1/α)
= −n1−α+1/α
m∑
j=1
rj(α− 1)− 1
γ
(2.69)
·
( 1
n
Kn∑
l′=0
(
1− γ
l′
n
)rj(α−1)
S
(n)
l′/n
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
(rp1 + · · ·+ rpi)(α − 1) + 1
·
1
n
Kn∑
l′=0
(
1− γ
l′
n
)(rp1+···+rpi+rj)(α−1)
S
(n)
l′/n
)
+ oP(n
1−α+1/α).
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We now deal with the third term on the right had side of (2.65). It holds
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
= nr(1−α)
Kn∑
k=1
m∑
j=1
(
rj(α− 1)
k−1∑
l′=0
(
(n− γl′)rj(α−1)−1
l′∑
j′=1
∆j′ − γ
n− γj′
)
·
∏
p6=j
k−1∑
l=0
(n− γl)rp(α−1)−1
)
= n1−α
m∑
j=1
rj(α− 1)n
−rj(α−1)
Kn∑
k=1
k−1∑
l′=0
(
(n− γl′)rj(α−1)−1
l′∑
j′=1
∆j′ − γ
n− γj′
)
·
(
1 +
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
(
1− γ
k
n
)(rp1+···+rpi )(α−1)
+O(n−1)
))
.
Note by (2.6) and Lemma 2.2 that for k ≤ Kn it holds
∑k
i=1
∆i−γ
n−γi = OP(n
1/α). Interchang-
ing the order of summation in the above equation we obtain
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
= n1−α
m∑
j=1
rj(α− 1)
·
( Kn∑
k=1
k−1∑
j′=1
∆j′ − γ
n− γj′
·
1
n
k−1∑
l′=j′
(
1− γ
l′
n
)rj(α−1)
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
Kn∑
k=1
(
1− γ
k
n
)(rp1+···+rpi )(α−1) k−1∑
j′=1
∆j′ − γ
n− γj′
·
1
n
k−1∑
l′=j′
(
1− γ
l′
n
)rj(α−1)
+ oP(n
1−α+1/α).
Replacing the sums by integrals we further get
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
= n1−α
m∑
j=1
rj(α− 1)
·
( Kn∑
k=1
k−1∑
j′=1
∆j′ − γ
n− γj′
·
((
1− γ
j′
n
)rj(α−1)
−
(
1− γ
k
n
)rj(α−1))
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
Kn∑
k=1
(
1− γ
k
n
)(rp1+···+rpi )(α−1)
·
k−1∑
j′=1
∆j′ − γ
n− γj′
((
1− γ
j′
n
)rj(α−1)
−
(
1− γ
k
n
)rj(α−1))
+ oP(n
1−α+1/α).
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Interchanging the sums again we obtain
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
= n1−α
m∑
j=1
rj(α− 1)
·
( 1
n
Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)rj(α−1)−1 Kn∑
k=j′
1
−
1
n
Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)−1 Kn∑
k=j′
(
1− γ
k
n
)rj(α−1)
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i ·
( 1
n
Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)rj(α−1)−1 Kn∑
k=j′
(
1− γ
k
n
)(rp1+···+rpi )(α−1)
−
1
n
Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)−1 Kn∑
k=j′
(
1− γ
k
n
)(rp1+···+rpi+rj)(α−1))
+ oP(n
1−α+1/α).
Replacing sums by integrals
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
= n1−α
m∑
j=1
rj(α− 1)
·
(Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)rj(α−1)−1
·
1
γ
(
1− γ
j′
n
− γnδ
)
−
Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)−1 1
γ(rj(α − 1) + 1)
((
1− γ
j′
n
)rj(α−1)+1
− nδ(rj(α−1)+1)
)
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
·
(Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)rj(α−1)−1 1
γ((rp1 + · · ·+ rpi)(α − 1) + 1)
·
((
1− γ
j′
n
)(rp1+···+rpi )(α−1)+1
− nδ((rp1+···+rpi )(α−1)+1)
)
−
Kn−1∑
j′=1
(∆j′ − γ)
(
1− γ
j′
n
)−1 1
γ((rp1 + · · ·+ rpi + rj)(α − 1) + 1)
·
((
1− γ
j′
n
)(rp1+···+rpi+rj)(α−1)+1
− nδ((rp1+···+rpi+rj)(α−1)+1)
))
+ oP(n
1−α+1/α).
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Since δ < 1
nr(1−α)
Kn∑
k=1
m∑
j=1
Σ
(3)
j,k
∏
p6=j
Σ
(1)
p,k
= n1−α+1/α
m∑
j=1
rj
·
(Kn−1∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)rj(α−1)
−
1
rj(α− 1) + 1
Kn−1∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)rj(α−1)
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
·
( 1
(rp1 + · · ·+ rpi)(α− 1) + 1
Kn−1∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)(rp1+···+rpi+rj)(α−1)
−
1
(rp1 + · · ·+ rpi + rj)(α− 1) + 1
Kn−1∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)(rp1+···+rpi+rj)(α−1)))
+ oP(n
1−α+1/α)
= n1−α+1/α
m∑
j=1
rj ·
( rj(α− 1)
rj(α− 1) + 1
Kn∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)rj(α−1)
+
m−1∑
i=1
∑
p1 6=···6=pi 6=j
(−1)i
( 1
(rp1 + · · ·+ rpi)(α − 1) + 1
−
1
(rp1 + · · ·+ rpi + rj)(α − 1) + 1
)
·
Kn∑
j′=1
∆j′ − γ
n1/α
(
1− γ
j′
n
)(rp1+···+rpi+rj)(α−1))
+ oP(n
1−α+1/α) (2.70)
We are left to evaluate the last term on the right hand side of (2.65). It holds similarly to
(2.66)
nr(1−α)
Kn∑
k=1
(α − 1)
k∑
j=1
∆j − γ
n− γj
·
m∏
p=1
Σ
(1)
p,k
= nr(1−α)
Kn∑
k=1
(α− 1)
k∑
j=1
∆j − γ
n− γj
·
m∏
p=1
k−1∑
l=0
(n− γl)rp(α−1)−1
= n1−α
( m∏
p=1
1
rp
)
·
Kn∑
k=1
k∑
j=1
∆j − γ
n− γj
·
m∏
p=1
(
1−
(
1− γ
k
n
)rp(α−1))
+ OP(n
1−α)
= n1−α
( m∏
p=1
1
rp
)
·
Kn∑
k=1
k∑
j=1
∆j − γ
n− γj
·
(
1 +
m∑
j=1
(−1)j
∑
p1 6=···6=pj
(
1− γ
k
n
)(rp1+···+rpj )(α−1))
+OP(n
1−α).
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Interchanging the sums and going over to integrals
nr(1−α)
Kn∑
k=1
(α − 1)
k∑
j=1
∆j − γ
n− γj
·
m∏
p=1
Σ
(1)
p,k
= n1−α
( m∏
p=1
1
rp
)
·
( Kn∑
j=1
∆j − γ
n− γj
·
1
γ
(
n− γj − γnδ
)
+
m∑
i=1
(−1)i
∑
p1 6=···6=pi
Kn∑
j=1
(∆j − γ)
(
1− γ
j
n
)−1 1
n
Kn∑
k=j
(
1− γ
k
n
)(rp1+···+rpi )(α−1))
+OP(n
1−α)
= n1−α+1/α
1
γ
( m∏
p=1
1
rp
)
·
( Kn∑
j=1
∆j − γ
n1/α
+
m∑
i=1
(−1)i
(rp1 + · · ·+ rpi)(α − 1) + 1
∑
p1 6=···6=pi
Kn∑
j=1
∆j − γ
n1/α
(
1− γ
j
n
)(rp1+···+rpi )(α−1))
+ oP(n
1−α+1/α). (2.71)
Plugging (2.67), (2.69), (2.70) and (2.71) in (2.65) we get the claim of the lemma.
Using Lemma 2.10 and Lemma 2.11 we obtain
L(1)(r1, . . . , rm) + L
(1)(r1, . . . , rm)
= n2−α
1
γ
( m∏
p=1
1
rp
)
·
∫ 1
0
m∏
p=1
(
1− xrp(α−1)
)
dx+ n1−α+1/α · F (n)(r1, . . . , rm) + oP(n
1−α+1/α)
= n2−α
1
γ
( m∏
p=1
1
rp
)
+ n1−α+1/α · F (n)(r1, . . . , rm) + oP(n
1−α+1/α) (2.72)
with F (n)(r1, . . . , rm) defined in Lemma 2.11. Plugging this in (2.50) and then (2.50) in
(2.49) we obtain
ℓ¯r = αΓ(α)
∑
(r1,...,rm)
(
1
m!
m∏
p=1
(r −
p∑
i=1
ri)P(V = rp)
)
·
(
n2−α
1
γ
( m∏
p=1
1
rp
)
+ n1−α+1/α · F (n)(r1, . . . , rm)
)
+ oP(n
1−α+1/α). (2.73)
3 Proof of Theorem 2.1
Let the decomposition (r1, . . . , rm) of r − 1 be fixed. Note that the fluctuation term
F (n)(r1, . . . , rm) defined in Lemma 2.11 is of the form
F (n)(r1, . . . , rm) =
1
n
n
γ−n
δ∑
i=0
gr1,...,rm
( i
n
)
S
(n)
i/n +
n
γ−n
δ∑
j=1
hr1,...,rm
( j
n
)∆j − γ
n1/α
(3.74)
with gr1,...,rm , hr1,...,rm continuous functions (without singularities at
n
γ ). We use a functional
limit result of the following type.
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Lemma 3.1. Let V1, V2, . . . be i.i.d. random variables in the domain of attraction of a
stable law of index 1 < α < 2 and let f1, f2, . . . be continuous functions. Then for n→∞
1
n
n∑
i=1
f
( i
n
) i∑
j=1
Vj
d
−→
∫ 1
0
f(t)Stdt
and
n∑
i=1
f
( i
n
)
Vi
d
−→
∫ 1
0
f(t)dSt
with S stable of index α.
This lemma, which actually holds also for joint distributions, gives together with (2.73)
and (3.74) the claim of the theorem.
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