Abstract. We discuss conceptional and foundational aspects of Markov automata [22] . We place this model in the context of continuous-and discrete-time Markov chains, probabilistic automata and interactive Markov chains, and provide insight into the parallel execution of such models. We further give a detailled account of the concept of relations on distributions, and discuss how this can generalise known notions of weak simulation and bisimulation, such as to fuse sequences of internal transitions.
Introduction
Petri nets are a model of concurrency. Among the most successful and widespread variations we find a class of models tailored to performance and dependability evaluation, Generalised Stochastic Petri nets (GSPNs) [38, 39] . GSPNs support stochastically timed behaviour and weighted immediate choices. A simple example GSPN is depicted in Figure 1 . What we see are places and transitions, connected by directed arrows. There are two types of transitions, timed (drawn white) and immediate (drawn black) transitions. If enabled, the latter fire immediately, while the earlier fire after a delay that is distributed according to a negative exponential distribution. Immediate transitions have priority over timed transitions. Evaluation of a GSPN proceeds at the level of the reachability graph. That graph is reduced to a continuous-time Markov chain (CTMC), for which efficient steady-state and transient solvers are at hand [14, 17] . Due to their formality, visual representation, and the availability of efficient evaluation support, GSPNs have found widespread application in many diverse disciplines, including manufacturing, logistics, systems biology and so on [11, 50, 43, 24] . Astonishingly, the above evaluation trajectory is incomplete. It is restricted to the class of confusion-free GSPNs. The net depicted in Figure 1 is confused. Confusion arises if a firing sequence admits the simultaneous enabling of multiple non-conflicting immediate transitions. Priorities and weights can eliminate confusion, but with strange effects. To shed some light on this phenomenon, assume that all weights of immediate transitions and also all rates of timed transitions are 1 for the above example. In this case, the steady state probability of a token being present in place p 5 is 4/11. This probability changes to 2/5 if one replaces the immediate transition t 2 and place p 2 by a direct arc from t 1 to p 3 . In other words, adding or removing an immediate 'stutter step' somewhere in a weighted confused net may change the performance figures obtained for such nets. The issue of confusion has been discussed in the literature [13, 15, 37, 6 ], but even after 25 years of pragmatic use, the final word on the foundational semantics of GSPNs is yet to be spoken.
Petri nets are visual, but not compositional. Process calculi provide compositional theories for complex systems, especially those involving communicating, concurrently executing components [8] . This paper is not about Petri nets with stochastically timed behaviour and weighted immediate choices. It is not about Petri nets at all. It is about compositional theories in a setting with stochastically timed behaviour and weighted immediate choices. The paper revolves around Markov automata [22] , a model that indeed solves the semantic challenges hinted at above. This is achieved by harvesting and intertwining results established independently for two process calculi that each extend classical concurrency models in simple yet conservative fashions: Probabilistic automata [44, 7, 12] (PA), and interactive Markov chains [25] (IMC). Though different in flavour, both are equipped with compositional theories for strong and weak bisimilarities and corresponding equational theories.
In probabilistic automata, there is no global notion of time. Concurrent processes may perform random experiments inside a transition. This is represented by transitions of the form s a μ, where s is a state, a is an action label, and μ is a probability distribution over states. Labelled transition systems are instances of this model family, obtained by restricting to Dirac distributions (assigning full probability to single states). Thus, foundational concepts and results of standard concurrency theory are retained in their full beauty, and extend smoothly to the model of probabilistic automata. By restricting to Dirac distributions (assigning full probability to single states), labelled transition systems arise, and standard concurrency theoretical concepts and results are retained in their full beauty, and these extend smoothly to the model of probabilistic automata. In Markov automata, probabilistic automata are employed to give a genuine semantics to weighted immediate choices and their sequential or concurrent execution.
Interactive Markov chains in turn arise from classical concurrency models by adding a second type of transitions s λ s , that can embody random delays governed by a negative exponential distribution with some parameter λ. This twists the model to one that is running on a continuous time line, and where executions of actions take no time and happens immediately -unless an action can be blocked by the environment. This is linked to the process algebraic notion of maximal progress for internal actions. By dropping the second type of transitions, again, standard concurrency theory is regained in its entirety, and extends smoothly to the full IMC model. In Markov automata, IMC are used to represent stochastic timed behaviour and principal interaction possibilities. Markov automata stand on the shoulders of PA and IMC. In a nutshell, the resulting model encompassed the expressiveness of GSPNs without semantic glitches, and with an entirely compositional theory. Due to the different time scales present in this model, this is a demanding endeavour. As in plain IMCs, internal immediate probabilistic transitions cannot be blocked and take no time to execute. Consequently, MA support fusing sequences of them. This implies that we need to partially ignore the branching structure of our probabilistic automata induced substructures when defining equalities, especially weak bisimilarity, on them. This is achieved by defining bisimulation as a relation on distributions over states, rather than as a relation on states, and by using the concept of distribution splitting, which is a concept of interest beyond the concrete Markov automata context. It allows for a surprisingly simple formulation of how transitions are fused, and allows to present various seemingly distinct preorders and equivalences in a unifying framework.
In this paper, we discuss conceptional and foundational aspects of Markov automata, partly rephrasing and complementing [22] . We place it in the context of some wellknown and established models of concurrent computation that involve stochastically timed behaviour and weighted immediate choice, especially continuous-and discretetime Markov chains, probabilistic automata and interactive Markov chains. We especially give insight into the parallel execution of such models, and discuss simulation and bisimulation relations on them. We show that the concept of relations on distributions generalises the respective standard relational notions. With this perspective on the different notions of bisimulation it becomes apparent how weak bisimulation for Markov automata appears as a natural generalisation of the constituent relations.
Preliminaries
We denote by Supp(μ) = {s ∈ S | μ(s) > 0} the support of μ and define the probability of S ⊆ S with respect to μ as μ(S ) := s∈S μ(s). Let |μ| := μ(S) denote the size of the subdistribution μ. We say μ is a full distribution, or distribution, if |μ| = 1. Let Dist(S) and Subdist(S) be the set of distributions and subdistributions over S, respectively. For s ∈ S, we let Δ s ∈ Dist(S) denote the Dirac distribution for s, i.e., Δ s (s) = 1. Let μ and μ be two subdistributions. We define the subdistribution μ := μ ⊕ μ by μ (s) = μ(s) + μ (s), if |μ | ≤ 1. Conversely, we say that μ can be split into μ and μ . Or that (μ, μ ) is a splitting of μ . Moreover, if x · |μ| ≤ 1, we let xμ denote the subdistribution defined by: (xμ)(s) = x · μ(s).
(Sub-)distributions can also be considered as sets over S × (0, 1], where (s 1 , r 1 ), (s 2 , r 2 ) ∈ S × (0, 1] ∧ s 1 = s 2 implies r 1 = r 2 , and where the second components of the elements sum up to a number smaller or equal to 1. The set view on subdistribution will be widely used throughout the paper. For example, to denote the distribution μ with μ(s 1 ) = 0.75 and μ(s 2 ) = 0.25, we may write μ = (s 1 , 0.75), (s 2 , 0.25) . Let for an element s ∈ S and a subdistribution μ over S the expression μ−s denote the subdistribution that is obtained from μ by removing the pair (s, μ(s)) from μ, if it exists. To make clear when we talk about sets representing subdistributions and when about general sets, we use and for subdistributions, { and } for sets. Since ⊕ is associative and commutative, we may use the notation i∈I for arbitrary sums over a finite index set I.
Labelled trees. For σ, σ ∈ N * >0 we write σ ≤ σ if there exists a (possibly empty) φ
The empty word ε is called the root of T . We denote the set of all leaves of T by Leaf T and the set of all inner nodes by Inner T . If the tree has only one node, the root node, then this node is contained in both Inner T and Leaf T . In any other case the two sets are disjoint. For a node σ of a tree T let Children(σ) = {σi | σi ∈ dom(T )}. In this paper, we consider L-labelled trees with finite branching, i.e., |Children(σ)| < ∞ for all node σ. = ∅ and |Act | = 1 and is deterministic, we obtain discrete-time Markov chains (DTMCs). In this case one usually ignores the single action, and writes it as a triple (S, P, s 0 ) where P is called the probability matrix, and is given by P(s, s ) := μ(s ) provided s α μ.
Markov Automata

Continuous-time Markov chains: If
= ∅ we obtain continuous-time Markov chains (CTMCs). It is commonly represented as a triple (S, Q, s 0 ) where Q is called the infinitesimal generator matrix, and is given by Q(s, s ) := rate(s, s ) provided s = s and Q(s, s) = rate(s, s) − rate(s). The latter reflects that in the original mathematical formulation of CTMCs it is impossible to make a difference between staying in state s, and jumping back to s from s.
Probabilistic Automata: If
= ∅ we obtain probabilistic automata. If additionally is deterministic, we arrive at Markov decision processes (MDPs).
Interactive Markov chains:
If is Dirac, we get interactive Markov chains (IMCs).
Parallel Composition
This section introduces parallel composition of MAs, and places it in the context of general operators for parallel composition, also motivating the rationale behind the semantic choices of the parallel operators in PA and IMC.
Assuming we are given two MAs
For a clear presentation we use these operators as syntactical means to denote some state s 1 || A s 2 , which arises by the parallel composition of s 1 and s 2 . As syntactic sugar, we lift them to subdistributions as follows: 
In a process algebraic setting, the style of defining this operator can be made more elegant [34] , but this is not the topic of this paper.
The Roots of MA Parallel Composition
It is illustrative to relate this operator to the ones it is derived from. We mention this to make clear that a properly and well understood semantics for this one operator is the nucleus for a well understood semantics of essentially any prevailing communication paradigms found in the real world. Since the models developed with MA (just like GSPN, IMC, PA) are meant to be designed and evaluated in order to provide insight into performance and dependability of the system being modelled, a well understood semantics is essential.
A Connection between DTMCs and CTMCs
To shed some more light on the parallel behaviour of these models, we state an interesting observation relating the interleaving semantics for CTMCs to the synchronous semantic for DTMCs. They are both derived from our single parallel composition for MAs, but why do they make sense after all? This section establishes a probably astonishing connection between the two.
Geometric and Exponential Distributions. It is well known -and we thus here take it for granted -that for any state in a CTMC, the sojourn time of that state is exponentially distributed, and likewise, that for any state in a DTMC, the sojourn time of that state is geometrically distributed.
Furthermore, the exponential distribution can be considered as the limit of the geometric distribution, in the following sense: Let continuous random variable X be exponentially distributed with parameter λ > 0, i.e. its density is f X (t) = λe −λt . Further, for Δ > 0 with p = λΔ < 1, we consider the geometrically distributed discrete random variable X λΔ with parameter λΔ, i.e., with density function
Then the definition of Euler's number implies that the density of X at time point t > 0 can be approximated by the density function of X λΔ at step
One may consider Δ as a step size in continuous time (used to perform a single Bernoulli experiment, from which the geometric distribution is derived). This view is helpful in the discussion that follows.
Discretised Markov Chain. Let M = (S, Q, s 0 ) be a CTMC, and Δ be a sufficiently small step size. In the classical terminology [33] , this CTMC is a family {C(t)} of random variables each taking values in S, indexed by (continuous) time t, that obeys the Markov property. From this, we can derive a Δ-discretised
Here, o(Δ) subsumes the probabilities to pass through intermediate states between s and s during the interval Δ, and we have P Δ (s, s) ∈ (0, 1) -for sufficiently small Δ. Moreover, the rate between s and s can be derived from the derivative:
This observation justifies that the behaviour of a CTMC can be approximated arbitrarily closely by a Δ-discretised DTMC, just by choosing Δ small enough, since in the limit Q = lim Δ→0 (P Δ − I)/Δ, where I denotes the identity matrix. The limit is understood element-wise. All the above facts can, albeit usually stated in a different flavour, be found in many textbooks on Markov chains, for example in [47] .
What is not found in textbooks is the question whether this approximation is compatible with parallel composition: For two CTMCs M and M , let M Δ and M Δ denote the corresponding Δ-discretised DTMCs respectively, which we assume labelled over the same singleton set Act. We now consider the synchronous product M Δ || Act M Δ , where the two Markov chains evolve in lockstep with the step size -on a continuous time line -being Δ. Now, how does this product relate to M || ∅ M , the parallel composition of the CTMCs M and M under interleaving semantics? The following lemma answers this. 
Proof. Let s, t ∈ S and s , t ∈ S . We consider a few cases:
1. Assume s = t and s = t . By the synchronised product in the DTMCs, we have: 
The above lemma derives the interleaving semantics for CTMCs through the limiting behaviour of their discretised DTMCs evolving synchronously.
Simulations and Bisimulations
We now discuss equivalences and preorders for MA and submodels thereof. We first introduce a notation that makes our further discussion more compact, at the price of mildly reduced readability. It enables a uniform treatment of immediate and timed transitions. In doing so, we introduce the special action χ(r) to denote the exit r rate of a state. Moreover, we let Act χ := Act ∪ {χ(r) | r ∈ R ≥0 }, and α, β, ... range over this set.
We write
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Strong Simulations and Bisimulation
Strong Simulations. Strong simulations for DTMCs were originally introduced [31] using the concept of weight functions. Weight function have since become a standard way of formalising specification and refinement relations between probabilistic processes. Given distributions μ, μ and a relation R, a weight function δ requires assigning weights in [0, 1] for every pair of states in R, such that μ(s) = s ∈S δ(s, s ) and symmetrically μ (s ) = s∈S δ(s, s ). Owed to the need of assigning these weights, many proofs need human ingenuity and become certainly nontrivial. This is felt, for instance, in the proof of transitivity of strong similarity. As a consequence, a few equivalent reformulations of weight functions have emerged. One of them is based on computing the maximum flow on a particular network constructed out of μ, μ and R [2] . This has been successfully exploited in decision procedures for various simulation preorders [2, 52, 21] . Below, we use another, rather recent, reformulation [51, 21] : the existence of a weight function for distributions μ, μ with respect to R is equivalent to the statement that, μ(A) ≤ μ(R(A)) for every set A of states. Here, we write
This alternative characterisation of weight function provides a very intuitive interpretation: for every set A, μ assigns a higher probability to the related set R(A) relative to μ. The inspiration for this definition stems from [19] , in which strong simulation relations are, in addition, required to be preorders. State F strongly simulates E, written E F , if (E, F ) is contained in some strong simulation.
Definition 4 (Strong Simulations
1. On labelled transitions systems coincides with standard strong similarity [42, 1] . 2. On discrete-time Markov chains coincides with strong similarity [31] . 3. On continuous-time Markov chains coincides with strong similarity [5] . 4. On probabilistic automata coincides with strong similarity [46] . 5. On interactive Markov chains coincides with strong similarity [32] if strengthening r ≤ r to r = r .
Strong Bisimulations. Strong bisimilarity in its diverse flavours is the most prominent equivalence relation for probabilistic models. For MA , the obvious combination of strong bisimilarity for IMC and strong bisimilarity for PA can be phrased as follows:
an equivalence relation on S. Then, R is a strong bisimulation iff ERF implies for all
α ∈ Act χ : E α − −→ μ implies F α − −→ μ with μ(C) = μ (C) for all C ∈ S/R.
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Two states E and F are strongly bisimilar, written E ∼ F , if (E, F ) is contained in some strong bisimulation.
1. On labelled transitions systems ∼ is strong bisimilarity [42, 40] . 2. On discrete-time Markov chains ∼ coincides with strong bisimilarity [35] and corresponds to lumpability [33] . 3. On continuous-time Markov chains ∼ coincides with lumping equivalence [26] . 4. On probabilistic automata ∼ coincides with strong bisimilarity [46] . 5. On interactive Markov chains ∼ coincides with strong bisimilarity [25] .
For PA, coarser relations than strong bisimilarity and strong similarity -still treating internal transitions as ordinary transitions -are established based on the concept of combined transitions. The resulting relations are called strong probabilistic (bi-)similarities [46, 45] . They can also be defined directly in our setting, by replacing F a − −→ μ by a convex combination of several a-labelled transitions starting in F . Details are left to the interested reader.
Weak Transitions
Weak transitions for probabilistic systems have been defined in the literature via probabilistic executions in [44] , trees [20] , or infinite sums [18] . We adopt the tree notation here. The material presented below concerning weak transitions provides no innovation over the classical treatment, it is included for the benefit of the reader.
We consider in the following S × R ≥0 × Act χ ∪ { }-labelled trees. Briefly, a node in such trees is labelled by the corresponding state, probability of reaching this node, and the chosen action (including the special action for timed transitions) to proceed. For a node σ we write Sta t (σ) for the first component of t(σ), Prob t (σ) for the second component of t(σ) and Act t (σ) for the third component of t(σ).
tree that satisfies the following condition:
∀σ ∈ Inner(T ) \ Leaf(T ) : ∃μ : Sta T (σ)
Act T (σ)
− −−− −→ μ and
We call the tree weak, if Prob T (ε) < 1.
Restricting Act χ to Act, a transition tree T corresponds to a probabilistic execution fragment: it starts from Sta T ( ), and resolves the non-deterministic choice by executing the action Act T (σ) at the inner node σ. The second label of σ is then the probability of reaching Sta T (σ), starting from Sta T ( ) and following the selected actions. If in a node σ the timed transition is chosen, the third label Act T (σ) ∈ R ≥0 represents the exit rate of Sta T (σ). In this case, a child σ is reached with Prob T (σ) times the discrete branching probability P(Sta T (σ), Sta T (σ )).
An internal transition tree T is a transition tree where each Act T (σ) is either τ or . Let T be a transition tree. Then the subdistribution associated with T , denoted by μ T , is defined as
We say subdistribution μ T is induced by T . Obviously, μ T is a full distribution if we have Prob T (ε) = 1. With the above definitions we are now able to express weak transitions:
Definition 7. For E ∈ S and μ a full distribution we write -E = =⇒ μ if μ is induced by some internal transition tree T with Sta
by some transition tree T with Sta T (ε) = E, where on every maximal path from the root at least one node σ is labelled Act T (σ) = α. In case that α = τ , then there must be exactly one such node on every maximal path. And all other inner nodes must be labelled by τ .
For all three transition relations we say that the transition tree that induces μ also induces the transition to μ.
Note that E = =⇒ Δ E and Eτ = =⇒ Δ E holds independently of the actual transitions E can perform, whereas
Below we define the notion of combined transitions [44] , which arise as convex combination of a set of transitions with the same label, including the label representing timed transitions. We say that E α = =⇒ C μ is justified by the set {(c i , μ i )} i∈I . Transitions relations from states to distributions can be generalised to take (sub)distributions μ to (sub)distributions, by weighting the result distribution of the transition of each element E ∈ Supp(μ) by μ(E).
We say that μ γ is justified by the transitions s i μ i .
Weak Simulations and Bisimulations over Subdistributions
Weak simulations and bisimulations are means to abstract from internal transitions and sequences thereof. In our setting this means that we intend to fuse distributions that arise from sequences of internal transitions in an MA into single, accumulated distributions.
hal-00650728, version 1 -3 Jan 2012
Relating distributions. Bisimulations for PA and IMC have in the past been defined as relations on states, akin to bisimulations for LTS. The latter reside in a single state at every point in time during their execution, thus bisimulation relations on states are all that is needed to capture their behaviour adequately. In contrast, a stochastic system resides -for every point in time -in a certain state with a certain probability. The system behaviour is thus not correctly determined by the states occupied, but instead by probability distributions over states in which a system can reside at any point in time.
It thus seems natural to define bisimulation relation as relations on distributions over states. Several simulation relations for PA adopt this approach [46, 44, 48] in an asymmetric way, simulating a state by a distribution over states. Among these relations, probabilistic forward similarity [44] is the coarsest. We denote it by ≤ fwd . In Figure 2 , state u is forward simulated by state v and vice versa. In an asymmetric way, ≤ fwd achieves exactly what we intend to achieve for MA : we aim at fusing distribution along internal immediate transition sequences. It is however not obvious how to extend the definition of forward simulation, which relates states to distributions, to a bisimulation setting, which should then relate distributions to distributions. Even partially state-based approaches seem to fail, since in order to equate u and v, the two distributions (v , 1) and (E, 3 ) must be considered equivalent. However, from a state-based point of view, the two distributions must be different, assuming that E and F represent states of different equivalence classes, since neither E nor F alone can then be equivalent to state v . 
Fig. 2. Probabilistic forward simulation versus probabilistic weak bisimulation
We instead advocate a bisimulation-over-distribution approach to define a notion of weak bisimilarity that satisfies our demands [22] . In the sequel, we reiterate and rephrase several interesting aspects of this approach, and characterise the semantical relationship between weak bisimilarity and the standard bisimilarities of PA and IMC.
Naïve Weak Bisimulation over States. In the following, we will show that the standard bisimulations of PA and IMC can easily by cast as relations over distributions. In favour of a concise presentation, we will not consider the standard bisimulations for PAs and IMC separately, but only investigate a relation , which we define as a direct combination of IMC and PA weak bisimilarity, such that on the IMC submodel we obtain IMC weak bisimilarity [25] , and on the PA submodel, we obtain (a divergence sensitive variation) of PA weak bisimilarity, namely stable weak bisimilarity. The variation in the latter case is owed to the maximal progress assumption, inherited from IMC and necessary for general MAs. This has, however, no influence on the technical development.
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We have first introduced this relation in [22, Def. 10] , as a naïve approach of defining a suitable weak equivalence for MAs. As we have argued there, this relation is, however, not suitable to achieve the intended effect of fusing internal transitions. We thus call this relation naïve weak bisimulation.
Definition 10 (Naïve Weak Bisimulation). Let MA = (S, Act, , , s o ) be a MA . For two states s, s ∈ S, s s holds if (s, s ) ∈ E for some equivalence relation E on S for which EEF implies for all α ∈ Act χ and for all equivalence classes C of
Weak (Bi-)simulations over Subdistributions. We will now introduce two weak bisimulation -and also two weak simulation -relations that relate distributions (or subdistributions, to be precise). One of them is weak bisimulation for Markov automata as introduced in [22, Def. 11] , the other bisimulation appears new. We will show that this new bisimulation relation on distributions induces a bisimilarity on states that coincides with naïve weak bisimulation, which itself is defined directly over states. This strong connection bridges between the state-based and distribution-based approach and allows us to make precise their relationship. We call the new relation semi-weak bisimulation, since it is weak, meaning partially oblivious to internal transitions, but yet finer than weak bisimulation for Markov automata. Both relations rely on the idea of equating subdistributions exactly when they can be split into subdistributions, such that for each component in one splitting there exists a related component of the other splitting that exhibits identical behaviour, and vice versa. Remarkably, the definitions only differ in one specific point. For semi-weak (bi)simulation, splittings need to be immediately related to match their behaviour. For weak (bi)simulation, we relax the conditions such that it suffices if equated distributions are able to reach distributions that can then be split suitably by internal transitions. To make explicit that the relations only differ in the way subdistributions are split, we define two sets of possible splittings of a subdistribution.
-For weak (bi)simulation, we use a set
where each splitting of an internal successor subdistribution of μ is a valid splitting. -For semi-weak (bi)simulation, we use a more restricted set split
where only direct splittings of μ are valid splittings.
Since weak and semi-weak bisimulation only differ in this one point, we will define them simultaneously in one definition. In what follows, the expression split (•) needs to be replaced by split in order to obtain weak bisimulation. Semi-weak bisimulation is obtained by replacing it by split • .
Definition 11 (Weak Bisimulations).
A relation R on subdistributions over S is called a (semi-)weak bisimulation iff whenever μ 1 Rμ 2 then for all α ∈ Act χ : |μ 1 | = |μ 2 | and
Two subdistributions μ and γ are (semi-)weak bisimilar, denoted by μ
It is worth noting that the weak bisimilarity ≈ in the above definition is identical to [22, Def. 11] . We immediately obtain simulation relations by removing Condition 2.
Definition 12 (Weak Simulations).
A relation R on subdistributions over S is called a (semi-)weak simulation iff whenever μ 1 Rμ 2 then for all α ∈ Act χ : |μ 1 | = |μ 2 | and
Two subdistributions μ and γ are (semi-)weak similar, denoted by μ (•) γ, if the pair (μ, γ) is contained in some (semi-)weak simulation.
It is not obvious that these relations are indeed equivalence relations and preorders, respectively. Reflexivity and symmetry is straightforward. The latter holds, because the union of two (semi-)weak bisimulations is again a (semi-)weak bisimulation. Since the pioneering work of Larsen and Skou [35] , it has become a standard for bisimilarity notions defined in the stochastic setting, to presuppose the bisimulations to be equivalence relations on states. Because this property is not closed under union, several otherwise standard properties become difficult to establish. Owed to the distribution perspective on these relations illustrated above, the equivalence relation presupposition can be dropped, simplifying an easy exercise. Only transitivity needs a technical and involved proof. The proof for ≈ can be found in [22, 23] . The crucial idea for this proof is that we can define (bi)simulation relations up-to-splitting. We refer the reader to [22] for further details. The proof for ≈
• follows exactly the lines of that proof, but needs to distinguish fewer cases. 
In the following we establish that and ≈ • Δ coincide. Since is the naïve (statebased) integration of PA and IMC weak bisimulation, this fact provides insight into the twist achieved by moving from semi-weak to weak formulation.
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In total, we have split μ and γ into sets of subdistributions, such that there is a total matching of subdistribution of one set with subdistributions of the other set. For the other direction we show that the relation
is a semi-weak bisimulation. Then, whenever E F , the pair (Δ E , Δ F ) is contained in the semi-weak bisimulation R, which implies E ≈ • Δ F . Let us consider an arbitrary pair (μ, γ) ∈ R. By symmetry it suffices to check the necessary conditions for an arbitrary E ∈ Supp(μ). Let C be the equivalence class of containing E. Since μ(C) = γ(C), there exists a splitting γ g ⊕ γ s of γ with Supp(γ g ) = {F 1 , . . . , F k } and F i E for each F i , and furthermore, ∀C ∈ S/ : γ s (C) = (μ−E)(C). Hence Condi-
It is then straightforward to show that in total γ g α = =⇒ C ρ and that ∀C ∈ S/ : μ(E) · μ (C) = ρ(C). By the choice of R this immediately implies (μ(E)μ , ρ) ∈ R, which suffices to establish Condition (ii).
2
Just like , most existing weak relations for systems with probabilistic or stochastic timed transitions can be recast as relations on distributions, which can be formulated as slight adaptations of ≈ • and • , respectively. So, with ≈ • and • at hand, the exact extra power of the distribution-based perspective, combined with distribution splitting, becomes apparent: ≈
• and ≈ only differ in their use of split • (μ) and split(μ), respectively. The latter allows additional internal transition sequences, and is the key to fuse distributions along sequences thereof. It is thus a natural generalisation comparable to the classical passage from strong transitions to weak transitions.
Discussion. We will now summarise the relationship between the respective standard notions of weak (bi-)similarity on the submodels and weak (bi-)similarity for Markov automata. Since all of these relations are defined over states, we will compare them to
1. On labelled transitions systems, both ≈ Δ and ≈ • Δ coincide with stable weak bisimilarity [49] . They both coincide with standard weak bisimilarity [40] if no infinite sequences of internal transitions appear in the LTS. This difference is inherited from IMC, and owed to the maximal progress assumption [28] [25] . A weaker variant is found in [10] . To the best of our knowledge no weak similarity relations for IMC have been introduced in the literature so far, so the one jointly induced by and
• is new.
The fact that on PA Δ and ≤ fwd agree is especially interesting, since a bisimulation variant of this relation was not known to date, but is now at hand with ≈ Δ . Furthermore, ≈ Δ has a selection of distinguishing properties. We refer the reader to [22] for details. We mention only briefly, that ≈ Δ is a congruence with respect to parallel composition. The congruence property can be established for other standard process algebraic operators -with the usual root condition being needed to arrive at a congruence for non-deterministic choice. We finally want to correct our claim [22] , that a reformulation of PA weak bisimilarity as a relation on distribution would not be compositional with respect to subdistribution composition, now turns out to be wrong. It is easy to show that ≈
• is indeed compositional with respect to this operator, and since on PA, ≈
• coincides with PA weak bisimilarity (except for divergence behaviour), this also holds for PA weak bisimilarity.
Conclusions
This paper has tried to provide insight into the foundational aspects of Markov automata, a model that integrates probabilistic automata and interactive Markov chains. We have laid out the principal ingredients of a compositional theory for MA, and have discussed how a lifting of relations to (sub)distributions, together with the notion of distribution splitting, enables us to cast a variety of existing simulations and bisimulations in a uniform setting, making subtle differences and semantic choices apparent.
Markov automata target a domain of concurrency modelling and evaluation, where designers find it adequate to work with durations that are memoryless, and need to represent branching probabilities as well as concurrency in a convenient manner. In this area, GSPNs have seen broad applicability, but, as we have highlighted, only with incomplete semantic understanding. The MA model changes the picture, it can serve as a semantic foundation for GSPN, and, since it is compositional in a strict sense, we think it is the nucleus for a fully compositional and usable language for this modelling domain. Noteworthy, the MA model is -just like IMC -rich enough to allow for non-exponential distributions, namely by approximating them as phase-type distributions [27] , albeit at the price of a state space increase.
PA as well as IMC are supported by mature software tools, PRISM [29] and CADP [16] . We are eagerly exploring possibilities to arrive at tool support for the analysis of MA.
In this paper, we have restricted our attention to finite and finitely-branching models. It remains for further work to establish the results of this paper in a setting with (un)countably many states or transitions.
