We determine time correlation functions and dynamic structure factors of the number and charge density of liquid water from molecular dynamics simulations. Using these correlation functions we consider dielectric friction and electro-acoustic coupling effects via linear response theory. From charge-charge correlations, the drag force on a moving point charge is derived and found to be maximal at a velocity of around 300 m/s. Strong deviations in the resulting friction coefficients from approximate theory employing a single Debye relaxation mode are found that are due to non-Debyelike resonances at high frequencies. From charge-mass cross-correlations the ultrasonic vibration potential is derived, which characterizes the conversion of acoustic waves into electric time-varying potentials. Along the dispersion relation for normal sound waves in water, the ultrasonic vibration potential is shown to strongly vary and to increase for larger wavelengths. © 2014 AIP Publishing LLC. [http://dx
I. INTRODUCTION
The dynamic structure factor S( k, ω) contains ample information on the structure and dynamics of condensed-matter systems. For water, where each molecule consists of one oxygen and two hydrogen atoms, various structure factors can be defined. The oxygen-oxygen structure factor S OO is the dominant quantity for X-ray scattering experiments: Since X-rays interact predominantly with the electrons, the electron density is the relevant density related to the scattering cross section. In liquid water, due to the high electronegativity of the oxygen atom, the electron density is mainly centered around the oxygen atom and therefore one can determine the scattering cross section to a good approximation from the oxygenoxygen structure factor using an isotropically averaged form factor, 1, 2 which can be conveniently obtained from quantum chemistry calculations. 3 The recent usage of high intensity third generation synchrotron sources for inelastic X-ray scattering makes it possible to measure S( k, ω) for water over a wide range of wave vectors and frequencies 4 from which Green's functions and interfacial water dynamics have been reconstructed. 5 An interesting result of the inelastic scattering studies was that the excitation spectrum of water is richer than that of simple liquids, which is dominated by Rayleigh and Brillouin scattering. Water has two pronounced peaks in S(k, ω) with ω in the meV range and k in the inverse Angstrom range that are absent in simple liquids.
Neutrons on the other hand interact predominantly with the atomic nuclei, and have a high scattering cross section for hydrogen atoms. To model neutron scattering experiments one therefore has to take into account additionally the oxygenhydrogen and hydrogen-hydrogen structure factors S OH and S HH . 2 For the case of acoustic perturbations, which are associated with mass displacements, the center of mass density structure factor S ρρ is relevant, 6 while electrostatic fluctuations and correlations are embodied in the charge density structure factor S, which determines also the solvation and dynamics of charged particles in water, like ions and electrons. In classical simulations, the structure factors S ρρ and Scan be constructed to a good approximation from the three site-site structure factors S OO , S OH , and S HH , which therefore contain the complete structural and dynamical knowledge on the pair-correlation level. The importance of structure factors is due to a large extent to the fact that they are related to the linear response functions via the fluctuation dissipation theorem. 7 If, for example, one knows the charge density structure factor Sthen one can directly obtain the imaginary part of the dielectric response function. This provides us with the polarization response of the medium to an external charge or potential distribution. To give an explicit application, the Bethe formula relates the stopping power of water for an electron to the dielectric response function of water. 8 A less familiar quantity is the cross-correlation structure factor S ρq , which, for example, describes the coupling between electrostatic and acoustic effects. Such a coupling was first studied by Debye 9 who predicted that in electrolyte solutions an ultrasonic wave induces an alternating electrostatic potential, the so-called ultrasonic vibration potential (UVP) φ UVP . The first experimental proof of this phenomenon was provided by Yeager et al. 10 and it has been used since as a versatile method to determine ionic partial molar volumes (see, e.g., Ref. 11 and references therein). Based on the observation that the UVP signal increases with decreasing salt concentrations, it was suggested by Hunter et al. 12, 13 that also pure water might generate an UVP. A phenomenological theory for the UVP of polar liquids has been subsequently developed by Weinman. 14, 15 Although Zana and Yeager 11 argued that the observed increase in UVP with decreasing salt concentration can be explained by piezoelectric effects associated with the electrodes used to measure the UVP, the question whether neat polar liquids like water can generate a UVP is still unsettled. The reverse effect, that is the generation of an acoustic wave by the application of a time-varying electric field, quantified by the electrokinetic sonic amplitude (ESA), also exists and has been first measured by Oja et al. 16 In this work we determine the auto and cross-correlation functions and associated dynamic structure factors of the oxygen and hydrogen sites in liquid water over a wide range of wave vectors and frequencies. From those functions we derive diagonal and off-diagonal structure factors involving mass and charge densities. Based on these general results we focus on two different phenomena:
(i) From the charge-charge dynamic structure factor we derive the dielectric friction force on a moving point charge via linear response theory. As a function of the point charge velocity, the drag force exhibits a pronounced maximum around a velocity of the order of 300 m/s. When compared with the standard theory for the friction of an electron in liquid water that employs a single Debye relaxation mode approximation, 17, 18 we find friction forces that are considerably larger. This deviation is due to non-Debye-like resonances at high frequencies in the simulated water susceptibility. The good agreement between single-Debye mode theory and experimental data for the electron mobility in water is nevertheless retained since the high-frequency domain is effectively preempted by a high-momentum cutoff that in a crude manner accounts for dielectric saturation effects. However, these non-Debye effects might be relevant for the kinetics and motion of partial molecular charges.
(ii) We investigate electro-acoustic coupling effects using the charge-mass dynamic structure factor and derive explicit values for the conversion coefficient in liquid water. When we calculate the ultrasonic vibration potential along the dispersion relation for normal sound waves in water, we find a strong dependence on the wavelength, which is experimentally relevant.
In Sec. II we describe in detail the molecular dynamics (MD) methodology used in this work. We discuss the definitions and results for the various dynamic correlation functions and structure factors in Sec. III. In Sec. IV we use linear response theory to determine the velocity-dependent drag force on a charged particle and in Sec. V we determine the electroacoustic conversion coefficient.
II. MOLECULAR DYNAMICS SIMULATIONS
Molecular dynamics simulations are performed using the Gromacs simulation package. 19, 20 Throughout this study, the SPC/E 21 water model is used, which consists of three point charges arranged in a fixed geometry with partial charges z H = +0.4238 on the hydrogen atoms and z O = −0.8476 on the oxygen atom. Dispersion interactions between the water molecules are modeled by a Lennard-Jones interaction centered on the oxygen atom.
We consider systems of two different sizes: The smaller system consists of 895 water molecules in a cubic box with periodic boundary conditions. At T = 300 K this corresponds to a box size of roughly 3.0 × 3.0 × 3.0 nm 3 . We perform simulations at a temperature of T = 300 K and at a pressure of p = 1 bar. The system is equilibrated first in a NV T ensemble (constant particle number, volume, and temperature) for t = 50 ps and then in a NPT ensemble (constant particle number, pressure, and temperature) for t = 10 ns, in order to determine the box size corresponding to the pressure of p = 1 bar. The box size is then set to the average obtained in the NPT simulation and after an additional equilibration of t = 50 ps production runs are performed in the NVT ensemble for t = 0.4 ns. Configurations are saved with the full time resolution of δt = 0.002 ps. Additionally, longer simulations are run for t = 2.0 ns and configurations are saved with a time resolution of δt = 0.01 ps. To determine the heat capacities at constant volume c v and constant pressure c p , which we need to derive the sound velocity in a consistent manner, additional simulations at temperatures of T = 280 K and 320 K are performed in the NVT and NPT ensembles for t = 10 ns, respectively.
To reach lower wave vectors and to obtain a better resolution of the low-wave vector region of the dynamic structure factor, we also simulate a larger system containing ≈33 000 water molecules, which corresponds to a box size of 10 × 10 × 10 nm 3 , in the NVT ensemble for t = 2.0 ns, where configurations are saved each δt = 0.01 ps, after equilibration in the NPT ensemble for t = 2.0 ns.
A Berendsen weak coupling thermostat and barostat 22 with a relaxation time of τ = 1.0 ps is used for temperature and pressure control. All non-bonded interactions are cutoff at a radius of r c = 0.9 nm. Long-range electrostatic interactions are treated by the particle mesh Ewald method 23, 24 with tinfoil boundary conditions. For the Lennard-Jones interaction an analytic long-range correction is applied to energy and pressure. 25 The bonds and angles in the water molecules are kept fixed using the analytic SETTLE algorithm, 26 and a timestep of 2 fs is used for the integration of the equations of motion.
III. DYNAMIC STRUCTURE FACTORS
We define the auto-and cross-correlation functions of the particle number and charge densities in reciprocal space as
where
denotes the Fourier transform of the oxygen, hydrogen, and molecule number density, while
is the Fourier transform of the charge density. Here, z α and r α i (t) are the partial charge and the position of the atomic site α = O, H while r ρ i (t) is the position of the center of mass of the ith water molecule. The total number of water molecules is N, X* denotes the complex conjugate of X and e is the elementary charge. The density-density autocorrelation function F ρρ ( k, t) is also called the intermediate scattering function. The static structure factor is the t → 0 limit of the correlation function, i.e., S αβ ( k) = F αβ ( k, 0) for α, β = O, H, ρ, q. The dynamic structure factor S αβ ( k, ω) is the Fourier transform of the correlation function,
The structure factor S αβ ( k, ω) can be calculated from a simulation trajectory either by Eq. (4) or from the alternative expression,
where the Fourier transform of the densities for the observation interval t is defined by
The charge density correlation functions can be expressed in terms of the site-site correlation functions as follows:
The static structure factors S ρρ (k), S(k), S Oq (k), and S ρq (k) and the static site-site structure factors S OO (k), S OH (k), and S HH (k) are shown in Fig. 1 . It is seen that S ρρ (k) (filled black circles) and S OO (k) (open black circles) on the one hand and S ρq (filled blue triangles) and S Oq (k) (open blue triangles) on the other hand almost perfectly overlap with each other. This reflects the fact that due to the small mass of H there is practically no difference between the oxygen and the center of mass positions in a water molecule. In the dynamic case there are distinct differences, as will be discussed below. The static site-site correlation functions S OO (k), S OH (k), and S HH (k) are shown in Fig. 1(b) normalized by their respective site multiplicities. With this normalization they converge towards the same value in the long wavelength (small k) limit, since in this limit the small differences in the atomic positions are negligible with respect to the molecular position. Figure 2 shows the autocorrelation functions F ρρ (k, t), F OO (k, t), and F(k, t) and the corresponding dynamic structure factors S OO (k, ω), S ρρ (k, ω), and S(k, ω), while Fig. 3 shows the cross-correlation functions F Oq (k, t) and F ρq (k, t) and the corresponding dynamic structure factors S Oq (k, ω) and S ρq (k, ω) for several values of k = 3.5, 10.5, 20.5, 28.5, and 37.5 nm −1 . Our results for the charge-charge correlation function compare well with the calculations of Ladany and Perng, 27 who also used the SPC/E water model. Similar results for F(k, t) and S(k, ω) have also been obtained for the TIP4P 28 and the BJH 29 water models. If one compares F Oq (k, t) with F ρq (k, t) in Fig. 3 for k = 3.5 nm −1 , it is evident that the high frequency oscillations present in F Oq (k, t) at short times t < 0.3 ps are absent in F ρq (k, t). Correspondingly, the peaks in S OO (k, ω) and S Oq (k, ω) in Figs. 2 and 3 around ω ≈ 175 ps −1 are absent for S ρρ (k, ω) or much weaker for S ρq (k, ω). These differences can be explained by librational modes of the water molecules. These are small rotations around an axis through the center of mass of the molecules, which are manifest in the motion of the oxygen atom but not in the center of mass motion. Note that the libration frequency obtained from an analysis of single-molecule orientational autocorrelation functions for SPC/E water is significantly smaller, 30 whether this difference is due to collective water effects remains to be clarified.
Site-site correlation functions F OH (k, t) and F HH (k, t) and the corresponding structure factors S OH (k, ω) and S HH (k, ω) are plotted in Fig. 4 . Since S OH (k, ω) exhibits zero-crossings for several values of k we plot the absolute value.
Figures 5-8 show 2D contour plots of the logarithm of the dynamic structure factors S OO Static structure factor (dashed black line) and the hypothesized fast sound (dashed red line) modes. 31 The hydrodynamic (adiabatic) sound velocity is given by
where γ = c p /c v is the adiabatic index, κ T is the isothermal compressibility, ρ m is the mass density, and c p and c v are the isobaric and isothermal heat capacities of water. For the SPC/E water model at T = 300 K we obtain with sound velocities of ≈1500 m/s and ≈3000 m/s. Many experimental [35] [36] [37] [38] and simulation [39] [40] [41] studies have been performed since then and the current opinion is that rather than having two coexisting excitation modes, the ordinary sound branch with a sound velocity of c s ≈ 1500 m/s exhibits a gradual transition to the fast sound dispersion with a sound velocity of c s ≈ 3500 m/s 31 at higher wave vectors. In the k-range studied in this work, the Brillouin peak corresponding to the propagating sound wave is quite broad and overlaps with the central Rayleigh peak, which is due to diffusion of the water molecules. Consequently, it is only discernable as a slight shoulder and not as a pronounced maximum in FIG. 5 . Left panels: Dynamic structure factors S OO (k, ω) (top row) and S ρρ (k, ω) (bottom row) of SPC/E water at T = 300 K and p = 1 bar. Right panels: Close-up view of the low ω region. Figure 2 . The Rayleigh peak is reflected in Fig. 6(a) by the slight bulge in the contour lines in between the two dashed lines. As indicated in Fig. 6 
IV. ELECTRODYNAMIC EFFECTS

A. Linear response formalism
We briefly review here the basic definitions of electrodynamic linear response theory which we will need in the following (see, e.g., Refs. 29). The dielectric response tensor χ αβ is defined by the non-local relation between the polarization density P at position r and time t and the dielectric displacement D at position r and time t ,
(10) For a homogeneous medium the corresponding expression in Fourier space is In an isotropic medium the response tensor can be decomposed into longitudinal and transversal parts,
with
The longitudinal response function is related to the charge density structure factor by the fluctuation dissipation theorem,
We further have
where q ext ( k, ω) and q ind ( k, ω) are the Fourier transforms of an external and the induced charge density. In non-magnetic media and at low frequencies (which amounts to a quasistatic approximation), the transverse response function χ ⊥ (k, ω), does not enter the equations for the electrostatic potential, and will not be studied further in this work. It can be obtained directly from the polarization density correlation function.
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B. Dielectric friction and drag force on a point charge
Next, we derive an expression for the drag force on a charged point particle moving through a medium with velocity v, using the linear response formalism. The external charge density arising from the moving point charge is q ext ( r, t) = q 0 δ( r − vt), where q 0 is the charge of the particle and δ( r) is the Dirac delta function. Accordingly, the external charge density in Fourier space is q ext ( k, ω) = 2πq 0 δ( k · v − ω). The induced charge density follows from Eq. (16) as
In the quasi-static approximation, the electric potential produced by the induced charge density is given by
Applying the inverse Fourier transform, we obtain
The force on the moving particle due to the induced charge density then is F = −q 0 ∇φ ind ( r, t)| r= vt , which yields
Without loss of generality we can assume v = v e z and write the integral in spherical coordinates,
where s = cos θ and we have introduced an upper wave vector cutoff k max that will be discussed in detail later on. It is easily seen, that the x and y components of F vanish and with F = F e z we obtain
Splitting the response function into its real and imaginary parts as χ = χ + iχ , one finds
and therefore we obtain
The minus sign indicates here that the friction force F acts in a direction opposite to that of the velocity. As expected, only the imaginary part of the susceptibility contributes to the friction. Using Eq. (15) we can express the friction force in terms of the charge density structure factor alternatively as
The same result appears as an intermediate step in the derivation of the Bethe stopping power. 42 Figure 9(a) shows the drag force F as a function of the point charge velocity v obtained by numerically integrating Eq. (28) using the dynamic charge-charge structure factor of SPC/E water at T = 300 K and p = 1 bar as shown in Fig. 7 . Different curves show results for different values of the upper wave vector cutoff k max . We find a pronounced dependence on k max , the friction force increases strongly with increasing cutoff. The highest cutoff we consider is k max = 70 nm −1 which via the simple relation k max = π /R corresponds to a radial cutoff of R = 0.05 nm; clearly, for higher wave vectors we expect the point-charge model employed in our classical MD simulations to become inaccurate. The friction force curves in Fig. 9 (a) for the higher wave vector cutoffs exhibit a maximal value at a velocity around v = 300 m/s and slowly decay for larger velocities. This is reminiscent of the pronounced velocity dependencies encountered for the Stokes friction of a moving sphere in a viscous solvent when described by the linearized frequency-dependent Navier-Stokes equation. 43 The concept of dielectric friction has a long history, 17, 18 but note that previous simulation estimates for the friction of a moving charge in water used approximate theories and therefore did not resolve the velocity dependence of the friction force in full detail. 44 Although it is clear that the dielectric and non-electrostatic friction contributions are for the case of ions moving through water intimately coupled and difficult to disentangle, 45 the decrease of friction with increasing velocity is certainly noteworthy and points to collective effects. In fact, for electrons in water, one would expect non-electrostatic friction effects to be rather small and therefore the results predicted in Fig. 9(a) to be more directly applicable. In Fig. 9(c) we plot the friction coefficient γ = F /v as a function of the velocity for the same values of the upper wave vector cutoff k max (solid lines) and observe a monotonic decay and again a strong dependence on the value of k max .
We note that in the limit of v → 0 Eq. (28) simplifies and the friction coefficient is given by
and takes on a finite value, as seen in Fig. 9 (c).
C. Limitations of the single Debye-peak approximation and break-down of linear response theory
To understand the strong cutoff dependence of the calculated friction forces and friction coefficients in Figs. 9(a) and 9(c) it is useful to compare our results to the limiting case of a single Debye relaxation mode, in which limit the calculation can be done exactly. 17, 18 First we note that the standard electrodynamic relations between the polarization density P, the displacement field D, and the electric field E, namely, D = P + ε 0 E and D = ε 0 εE, yield in comparison with our definition for the susceptibility in Eq. (10) the relation
For the imaginary part of the susceptibility this leads to
The standard Debye model for the dielectric response of a solution neglects the wave-vector dependence and reads
It describes a single relaxation mode with relaxation time τ .
We thus obtain
We note that while ε (ω) has a maximum at ω = τ −1 , the maximum of χ (ω) is shifted to higher frequencies and occurs at ω = (ε(0)/ε(∞))τ −1 . Inserting the single-Debye approximation Eq. (33) into the expression Eq. (27) we obtain an approximation for the friction force F. Choosing ε(0) = 80 as appropriate for the static dielectric constant of SPC/E water, choosing the dielectric constant in the optical to equal the vacuum value ε(∞) = 1, which reflects the absence of high-frequency polarization effects in the MD simulations, and a relaxation time of τ = 10 ps, which again is close to the actual relaxation time in SPC/E water, we obtain via numerical integration of Eq. (27) the broken lines in Fig. 9(b) which correspond to three different values of the upper momentum cutoff k max . It is seen that for the smallest value k max = 10 nm −1 denoted by a black broken line, the deviation from the result using the full susceptibility from the MD simulations (black circles and black solid line) is quite modest, but grows significantly for k max = 20 nm −1 (red broken line and red data points) and for k max = 30 nm −1 (blue broken line and blue data points). In Fig. 9(c) we show the single-Debye peak approximation for the friction coefficient γ = F /v as a function of the velocity for the three smallest values of the upper wave vector cutoff k max (broken lines). We again observe that for the smallest value k max = 10 nm −1 (black broken line), the agreement with the result using the full susceptibility from the MD simulations (black circles and black solid line) is quite good, but significant deviations are seen for k max = 20 nm (blue broken line and blue data points).
In the limit of vanishing velocity of the point charge, v → 0, the expression for the friction coefficient using the single-Debye peak approximation can be calculated in closed form and reads
Approximating
which for a unit charge q 0 = e has a value of roughly B ≈ 1 nm, and relating the upper cutoff to an effective radius R as k max = π /R, we obtain the simple expression
which has the same scaling and a very similar numerical prefactor as previously derived expressions. 17, 18 The cubic dependence of the friction coefficient on the upper wave vector cutoff k max explains why the data in Fig. 9 depend so sensitively on k max . Putting in numbers which presumably are appropriate for electrons in water, i.e., B = 1 nm, τ = 10 ps,
−9 m 2 /s = 2 × 10 −5 cm 2 /s, which agrees well with experimental results for the electron diffusivity 46 and previous theoretical estimates. 17, 18 Incidentally, an estimate of the hydrodynamic friction for a particle with a radius R = 0.1 nm gives, using Stokes' law with a water viscosity of η = 10 −3 kg/(m s), a friction coefficient of γ hyd = 6πηR = 2 × 10 −12 N s/m which is identical to the dielectric friction estimate. This reflects that dielectric and hydrodynamic friction effects have very similar magnitudes for liquid water if the characteristic radii are chosen similarly and of the order of R = 0.1 nm. The static friction coefficient γ (v = 0) according to Eq. (35) is shown in Fig. 9(d) as a function of k max by a broken line and compared to the result using the full susceptibility in Eq. (29) (solid line and symbols). It is seen that for k max < 10 nm −1 the two calculations agree while for larger values of k max the single Debye peak approximation 
(∞).
The overall agreement is not impressive, but the comparison shows that the small hump in χ || (k, ω) around ω ≈ 10 ps −1 is related to the dielectric Debye relaxation which only becomes accurate in the limit k → 0. We conclude that the strong deviations in χ || (k, ω) at finite values of k from the simple Debye form lead to the pronounced deviations between the results based on the numerical integration over the full χ || (k, ω) and the single-Debye peak approximation in Fig. 9 .
We finally want to explain how the upper wave vector cutoff k max can be derived for a toy model of a charge distribution with a finite radius R. Considering a moving external charge that is distributed over a spherical shell with a radius R,
the analogous calculation leading to the friction force, Eq. (28), gives for the present case of a charged spherical shell the friction force
where J 0 (x) = sin x/x is the first spherical Bessel function. For vanishing sphere radius R → 0 we recover the previous result from Eq. (28), but for finite R the squared Bessel function in the integral leads to fast convergence of the momentum integration, so that the upper integration boundary can be set to infinity. In an approximate way, the Bessel function can be thought of as imposing a smooth upper momentum cutoff at a value of roughly k max ≈ π /R, so that the two expressions, Eqs. (28) and (37) , are in fact equivalent.
It remains to be discussed why we need to impose a rather small upper cutoff k max = π /R = 10 10 m −1 in order to obtain a value for the friction coefficient that roughly matches the experimental one for an electron. In fact, the need to impose a cutoff k max comes mainly from a breakdown of the assumption of linear response theory (in addition, the susceptibility obtained with the point charge SPC/E water model is also inaccurate at high momentum, but this effect is of secondary importance). As is easy to see, the electric charge of an electron is too large for linear response to hold and as a result of the strong polarization of the hydration water, a dielectrically saturated shell forms around the point charge with a radius of a few water molecules. Outside this radius linear response theory applies. A simple approximate remedy to this issue is to use a heuristic cutoff, leading to Eq. (28), or to consider the friction force on a charged shell with a radius R corresponding roughly to the dielectrically saturated region, leading to Eq. (37).
V. ELECTRO-ACOUSTIC COUPLING
As demonstrated by the structure factors shown in Figs. 3 and 8 , there is a finite coupling between the particle and the charge density, which means that electro-acoustic coupling is present in pure water: An alternating electric field thus produces a pressure wave and vice versa. This coupling can be quantified by the response function UVP (k, t), which relates the ultrasonic vibration potential φ(k, t) to the longitudinal component of the mass current density, j m, 
The Fourier transform of the UVP response function is defined as
Using linear response theory, Yamaguchi et al. 47 derived the following expression for UVP (k, ω), which depends on a combination of atomic site-site correlation functions and structure factors,
We determine the second time derivativeF αβ (k, 0) by fitting F αβ (k, t) with a quadratic function on the interval [0, t max ] for several values of t max < 0.02 ps. The curvature at t = 0 is then obtained by extrapolating the resulting curvatures linearly to t max → 0, as illustrated in Fig. 11 . Figure 12 shows the absolute value of the UVP response function UVP (k, ω) in the (k, ω)-plane. The plot in Figure 12 (b) for low ω values demonstrates that the coupling is most pronounced at frequencies below the dispersion relation for propagating normal sound waves. In most practical applications, though, this effect will be probed by ordinary sound waves. In Fig. 13 we therefore plot the absolute value and the argument of To reach a velocity amplitude of 1 cm/s we accordingly need a pressure amplitude of ≈1500 Pa which corresponds to ≈160 dB, which is a large but experimentally reachable value. 11 Approximating the parameter combination j m,|| /ρ m V in Eq. (38) by the velocity of 1 cm/s, and using as an estimate for the UVP coupling term | UVP (k, ω)| =1 mV/(ms), we arrive at an induced potential of the order of ≈10 μV, which is non-negligible. As a word of caution we note that the range of wave vectors and frequencies accessible to MD simulations is far beyond the regime of ordinary sound waves. The value for the induced potential obtained by us is thus merely a lower bound, since the UVP coupling coefficient | UVP (k, ω)| increases strongly for smaller wave vectors, as can be seen in Fig. 13 .
VI. CONCLUSIONS
Using classical MD simulations of the SPC/E water model at ambient pressure and room temperature, we determine the auto-and cross-correlation functions and associated dynamic structure factors of the oxygen and hydrogen sites in liquid water over a wide range of wave vectors and frequencies. Based on the diagonal and off-diagonal structure factors involving mass and charge densities we consider dielectric friction and electro-acoustic coupling effects in liquid water.
On the linear-response level, the friction force on a moving point charge is maximal at a velocity around v = 300 m/s and decays for larger velocities. This quasi-resonant friction feature is reminiscent of frequency-dependent Stokes' friction, which also shows deviations from a linear velocity dependence. Although our calculation is strictly valid only on the linear-response level and thus neglects the nonlinear effects the presence of a point charge has on the water surrounding, this finding is interesting and points to complex dynamic phenomena for moving charges in liquid water. This might be even biologically relevant for electron and proton charge-transfer processes in proteins. In situations where the dielectric adsorption spectrum has features at lower frequencies than in bulk water, such as in water-filled protein cavities or close to membrane-water interfaces, we expect the velocity of maximal friction to be shifted to lower values. The friction forces we calculate are for elevated momentum cutoff values considerably larger than predicted by the single Debye relaxation mode approximation, which is due to non-Debye-like resonances related to librations at high frequencies in the simulated water susceptibility. For an electron a sufficiently low momentum cutoff basically eliminates the high-frequency domain, which can be thought of as to account for dielectric saturation effects in a heuristic manner. However, non-Debye effects can be relevant for the kinetics and motion of partial molecular charges which do not lead to dielectric saturation at small length scales (i.e., high momenta). We note that in the high-wave vector/high frequency regime classical MD simulations become unreliable as polarization and quantum effects start to be important, therefore in this regime our results should be merely viewed as indicative.
The coupling between electrostatic and acoustic phenomena leads to two well-known effects: an ultrasonic wave induces an alternating electrostatic potential, the so-called ultrasonic vibration potential φ UVP and conversely an acoustic wave is produced by the application of a time-varying electric field, quantified by the electrokinetic sonic amplitude. The question whether pure water generates a finite UVP was unsettled. Using the charge-mass dynamic structure factor we derive an explicit value for the UVP and thus for the electro-acoustic conversion coefficient in liquid water. For SPC/E water we estimate that for a velocity amplitude of 1 cm/s, which corresponds to a pressure amplitude of ≈1500 Pa or 160 dB, the induced electrostatic potential is of the order of ≈10 μV at a wave vector of about k = 1 nm −1 . This value is expected to increase strongly for smaller wave vectors, and should therefore be understood as a lower bound or proof of concept. In the future, it will be interesting to perform similar studies at aqueous interfaces, where electro-acoustic conversion effects could be enhanced by interfacial water ordering and confinement effects.
