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Abstract
The spectral problem for the AdS5×S5 superstring and its dual planar maximally supersym-
metric Yang-Mills theory can be efficiently solved through a set of functional equations known
as the quantum spectral curve. We discuss how the same concepts apply to the η-deformed
AdS5 × S5 superstring, an integrable deformation of the AdS5 × S5 superstring with quantum
group symmetry. This model can be viewed as a trigonometric version of the AdS5 × S5 su-
perstring, like the relation between the XXZ and XXX spin chains, or the sausage and the S2
sigma models for instance. We derive the quantum spectral curve for the η-deformed string
by reformulating the corresponding ground-state thermodynamic Bethe ansatz equations as an
analytic Y system, and map this to an analytic T system which upon suitable gauge fixing leads
to a Pµ system – the quantum spectral curve. We then discuss constraints on the asymptotics
of this system to single out particular excited states. At the spectral level the η-deformed string
and its quantum spectral curve interpolate between the AdS5 × S5 superstring and a super-
string on “mirror” AdS5 × S5, reflecting a more general relationship between the spectral and
thermodynamic data of the η-deformed string. In particular, the spectral problem of the mirror
AdS5×S5 string, and the thermodynamics of the undeformed AdS5×S5 string, are described by
a second rational limit of our trigonometric quantum spectral curve, distinct from the regular
undeformed limit.
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1 Introduction
The discovery of integrable models in the planar limit of the AdS/CFT correspondence has led to
remarkable advances in this area [1, 2]. Using well-known tools of integrability,1 it is for instance
possible to find a closed set of functional equations that nonperturbatively describe the spectrum of
scaling dimensions in planar N = 4 supersymmetric Yang-Mills theory, or equivalently the energy
spectrum of a superstring moving in AdS5 × S5. This set of equations is known as the quantum
spectral curve (QSC) [4]. Here we present a quantum deformation of this quantum spectral curve,
describing the spectrum of the light-cone gauge-fixed, quantum deformed AdS5 × S5 superstring.
Conceptually, the solution of the AdS5×S5 spectral problem involves fixing a light-cone gauge,
doing a double Wick rotation to arrive at the so-called mirror model [5], and using its exact S matrix
as input for the thermodynamic Bethe ansatz (TBA) [6, 7, 8, 9]. This results in an involved set
of infinitely many coupled integral equations, encoding the spectrum. Fortunately, these equations
can be simplified significantly [10, 11, 12, 13, 14]. The end result is the quantum spectral curve, a
set of algebraic equations for only a handful of functions, taking the form of a natural quantisation
of the classical spectral curve for the AdS5×S5 superstring [4]. Similar QSCs have also been found
for strings on AdS4 × CP3 [15], and for the Hubbard model [16]. In this setting, different states of
the string correspond to different solutions of the quantum spectral curve, with the charges labelling
a state appearing in specific power-law asymptotics of the functions defined on a complex plane
with cuts. Loosening these analytic constraints by allowing additional exponential asymptotics
for instance, the quantum spectral curve can also describe the spectrum of Cartan-twisted strings
[17, 18], such as strings on the real-β Lunin-Maldacena background [19, 20, 21]. In this light, it is
interesting to ask which theories and observables the quantum spectral curve can describe, and what
the corresponding analytic constraints are. In this paper we will show how the quantum spectral
curve can be naturally “trigonometrised” by defining it on a cylinder – providing interesting new
perspectives on some of its analytic structure – such that it describes a quantum deformation of
the spectral problem of the AdS5 × S5 superstring.2
The quantum deformed spectrum thus described is associated to the η-deformed superstring [23],
a model with quantum deformed psu(2, 2|4) symmetry with real deformation parameter q [24, 25].
This model is an example of a Yang-Baxter sigma model [26, 27], a class of models including
the Lunin-Maldacena case mentioned above [28]. While the AdS/CFT interpretation of twisted
string models like the Lunin-Maldacena one is generically understood [29, 30], the same does not
apply to this quantum deformed model. In fact, the background of the η-deformed model does not
solve the supergravity equations of motion [31], meaning that the η-deformed sigma model is not
conformal at the quantum level. Interestingly, it is classically equivalent (T dual) to a conformal but
non-unitary type IIB∗ string model [32].3 Moreover, the maximal deformation limit of the η model
1A series of pedagogical reviews in this context can be found in [3].
2A related quantum deformation of the S2 sigma model – the sausage model – has recently been investigated in
a related fashion [22]. Unlike our integrable strings and the Hubbard model, however, this model has a relativistic S
matrix and no complicating branch cuts.
3Yang-Baxter models preserve κ symmetry by construction [23], see also [33, 34]. However, this only implies that
the background solves a set of generalised supergravity equations [35, 33], which are not sufficient to guarantee Weyl
invariance in the standard sense. Still, solutions of the generalised supergravity equations are always formally T dual
to solutions of the standard ones, except possibly in specific “null” cases. See [36, 37] for related discussions in the
context of exceptional and double field theory. Let us also mention that the λ model [38, 39, 40], which can be viewed
as a deformation of the non-abelian T dual of the AdS5 × S5 string, has quantum group symmetry with q a root of
unity, and is Weyl invariant [34].
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appears to be equivalent to the AdS5×S5 mirror model at the quantum (S-matrix) level [41], which
is a conformal and unitary model [42, 43]. In this light, it is important to better understand the
status of the η-deformed model at the quantum level, starting from its spectrum.4 Our equations
describe the spectrum of the classically light-cone gauge-fixed η-deformed sigma model, a quantum
deformation of the AdS5×S5 superstring spectrum interpolating between AdS5×S5 and its mirror
version.5 This interpolation reflects a curious property of the full η-deformed model, dubbed mirror
duality [41]: performing a double Wick rotation in the light-cone gauge, is equivalent to inverting
the deformation parameter in a suitable parametrisation. In other words, this family of models
is self-similar under the mirror transformation. As such, our quantum spectral curve also carries
information on the thermodynamics of these models in the decompactification limit. In particular,
a suitable limit of our equations should have interesting applications in the integrability-based
computation of the Hagedorn temperature of [50].
To arrive at our trigonometric quantum spectral curve, we will follow the route taken for the
undeformed string [11, 12, 13, 4]. We will start from the thermodynamic Bethe ansatz equations
for the η-deformed model [41], and determine the analytic properties of the associated Y functions.
This allows us to recast the TBA equations in the form of an analytic Y system: a standard Y
system, together with analyticity data reflecting the underlying η-deformed model. From here we
translate the analytic Y system to an analytic T system with gauge freedom, by the usual Hirota
map. With suitable gauge choices, these T functions can be parametrised in an elegant fashion,
where the analyticity constraints result in a Pµ system, i.e. the quantum spectral curve.
As much of the discussion is quite technical, we will start in Section 2 with a basic overview
of the deformed model followed by a summary of our main result: the quantum spectral curve for
the η-deformed string. The main line of the derivation is given in Section 3, while we have moved
lengthy but important technical derivations to various appendices. In Section 4 we discuss the
mirror duality of the η-deformed string and its QSC in more detail, including related interesting
limits and applications. In the conclusions we discuss various interesting open questions and possible
future directions.
2 Overview of the model and its quantum spectral curve
2.1 Basic parametrisation of the η-deformed string
Parameters. The spectrum of the undeformed AdS5 × S5 string is arranged in superconformal
multiplets with corresponding highest weight states. Only the energy of highest weight states
depends non-trivially on the one coupling constant of the string: the effective string tension. These
highest weight states can be labelled through six quantum numbers
{∆, S1, S1, J1, J2, J3}, (2.1)
where the Si are the spins of the conformal group, the Ji are the weights of so(6) – angular momenta
on the sphere – and ∆ = E − J1 denotes the scaling dimension, or just the target space energy of
the string. For the η-deformed string, the spectrum is still similarly organised, as the representation
4Various classical solutions for this model have been investigated in e.g. [41, 44, 45, 46, 47, 48, 49].
5Strictly speaking, our quantum spectral curve equations depend on two coupling constants whose precise identi-
fication in terms of the two coupling constants in the Lagrangian remains to be determined. The identification one
finds by expanding the exact S matrix at tree level [24] cannot apply at finite coupling for reasons of unitarity [41],
providing further motivation to investigate the quantum model in detail.
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theory of the quantum deformed superconformal group is essentially unchanged, at least for real q.
As such, we will use the same quantum numbers to label our states, with ∆ now viewed purely as
the target space energy. The spectrum itself, however, now depends on the Lagrangian deformation
parameter κ as well as the effective string tension T . The exact S-matrix of the model can be taken
to depend on two parameters h and q instead. As in other integrable models, the precise dependence
of this h and q on the Lagrangian parameters κ and T is not a priori clear, see Appendix A.1 for
further discussion. We work with h and q which we parametrise as in [41]
q = e−c and h sinh c = sin
θ
2
, (2.2)
where c ≥ 0 and θ ∈ [0, pi], covering all possible inequivalent models.6 We will see that the parameter
θ is a natural deformed analogue of the undeformed coupling constant g. The undeformed string
arises in the limit q → 1, i.e. c → 0, while h remains finite and becomes the effective AdS5 × S5
string tension g. To describe a deformation of the AdS5 × S5 string, we will enforce the level
matching condition of vanishing total world-sheet momentum (P = 0) in our integrable model.
The dispersion relation of our model is given by
E(p) = 2
c
arcsinh
√
sec2
θ
2
sinh2
c
2
+ tan2
θ
2
sin2
p
2
. (2.3)
In short, we are dealing with a one parameter deformation of the integrable model describing the
undeformed AdS5 × S5 string, and our goal is to account for this deformation in the quantum
spectral curve.
Basic analytic structure. The S matrix, Bethe ansatz, TBA and QSC of the undeformed
string all have a discrete representation theoretic structure that would appear in any superconfor-
mal model, e.g. a superconformal spin chain, while the true nature of the string is captured by the
analytic structure of the functions entering the game. Namely, at the most basic level, the natural
rapidity variable of the undeformed string lives on a plane with branch cuts, see Fig. 1. These
branch cuts run in the real direction, and there can be multiple, shifted by discrete steps in the
imaginary direction. The string tension enters by defining the ratio of the distance between the
branch points and the elementary shift distance, which is an invariant under rescaling the rapidity.
Discontinuity relations of suitable variables across these branch cuts ultimately provide the detailed
characterisation of the model. In our deformed case, the rapidity plane becomes a cylinder, intro-
ducing an extra scale which allows us to account for the deformation parameter. Concretely, we
choose to take a cylinder of radius one, i.e.
Re(u) ∈ (−pi, pi], (2.4)
making our branch points lie at Re(u) = ±θ, with unit shifts implemented as u→ u± ic, see Fig.
1. For shifted functions we use the notation
f [n](u) := f(u+ icn), f± = f [±1], f±± = f [±2]. (2.5)
As we will see in detail below, the TBA equations for the deformed string determine discontinuity
relations across these various branch cuts, which, together with discrete group theoretic data, can
6Note that we denote − log q by c instead of the a used in [41].
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2 + 2i/g
2 + i/g
2
2− i/g
2− 2i/g
−2 + 2i/g
−2 + i/g
−2
−2− i/g
−2− 2i/g
0
1
(a)
θ + 2ic
θ + ic
θ
θ − ic
θ − 2ic
−θ + 2ic
−θ + ic
−θ
−θ − ic
−θ − 2ic
1
0
pi
1
(b)
Figure 1: The cut structures of the undeformed (a) and deformed (b) models. Possible branch cuts
are indicated by thick lines.
be recast in the form of the quantum spectral curve. In general terms the deformation amounts to
putting the quantum spectral curve on a suitable cylinder.
For the undeformed string we distinguish between “short” branch cuts that run through zero
and “long” branch cuts that run through infinity. The presence of these cuts is an indication of
the non-relativistic nature of the light-cone gauge-fixed string. Indeed, the gauge-fixed string is not
invariant under the double Wick rotation underlying the application of the thermodynamic Bethe
ansatz to the spectral problem, but instead becomes an inequivalent model known as the mirror
model. At the level of analytic structure, broadly speaking the double Wick rotation exchanges
long and short cuts. For the deformed string however, we see that there is no natural notion of
long and short cuts, as this identification flips when we cross θ = pi/2. This is a reflection of the
mirror duality mentioned in the introduction, which we will come back to in Section 4. To keep
with the terminology of the undeformed model, we will refer to cuts running from −θ to θ as short,
and ones from θ to −θ through pi as long. Let us also define
ZN = {u ∈ C |u = v + icN, v ∈ (−pi, pi]} ,
ZˆN = {u ∈ C |u = v + icN, v ∈ [−θ, θ]} ,
ZˇN = {u ∈ C |u = v + icN, v ∈ [−pi,−θ] ∪ [θ, pi]} .
(2.6)
The part of the cylinder with |Im(u)| < c is the physical strip.
x functions. Most differences in the analytic structure between the undeformed and the deformed
models can already be seen from the x functions, which govern the rapidity-variable dependence of
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the S-matrix data and dispersion relation that enters the Bethe ansatz. For our deformed model,
the string and mirror x functions are defined as the 2pi-periodic functions
xs(u) = −i csc θ
(
eiu − cos θ − (1− eiu)
√
cosu− cos θ
cosu− 1
)
, with a Zˆ0 branch cut, (2.7)
xm(u) = −i csc θ
(
eiu − cos θ + (1 + eiu)
√
cosu− cos θ
cosu+ 1
)
, with a Zˇ0 branch cut. (2.8)
In this parametrisation, the undeformed limit means decompactifying the cylinder to the plane,
while keeping the branch points at finite distance from each other. Concretely, with θ = θ(h, a)
via Eqn. (2.2), and h = g, our rapidity cylinder and x functions become the rapidity plane and x
functions of [7, 8] if we rescale
u→ cgu, (2.9)
and consider the limit c→ 0. Taking instead h = 2g,
u→ 2cu (2.10)
we arrive at the parametrisation of [9, 4] in the limit c→ 0.
2.2 Quantum spectral curve for the η-deformed string
The main purpose of this paper is to derive the η-deformed quantum spectral curve from the TBA
equations of the η-deformed model, as we will discuss in detail below. The functional form of its
basic Pµ system coincides with that of the undeformed model, which can be seen as a reflection of
the similarities in the representation theory of the symmetry algebras of both models. It reads
µ˜ab − µab = PaP˜b −PbP˜a, P˜a = µabPb, PaPa = 0, Pf(µ) = 1, (2.11)
where we adopt the notation from [51]: the unknown functions Pa,P
a all have one Zˆ0 cut, whereas
the coefficients µab of the 4× 4-matrix µ have a ladder of short cuts. Pf denotes the Pfaffian. The
notation f˜ indicates the continuation of f around the branch point θ. Therefore, these equations
relate first and second sheet evaluations of several functions.
From the Pµ system we can derive the associated Qω system: a set of functions Qi, Q
i and an
anti-symmetric matrix ωij with i, j = 1, · · · , 4 satisfying the equations
ω˜ij − ωij = QiQ˜j −QjQ˜i, Q˜i = ωijQj , QiQi = 0, Pf(ω) = 1. (2.12)
The Qj have one Zˇ0 cut and the ωij have a ladder of long cuts. The effect of the deformation is
seen in the fact that the P and Q functions are defined as (anti-)periodic functions on a cylinder
as in Fig. 1.7 The situation for µab is more involved: we will show that µab at zero coupling θ
is (anti-)periodic, but for finite coupling this property is generically lost, depending on the choice
of branch cuts. A non-trivial property of µab that survives deformation is that when viewed as a
function with long cuts it is 2ic-periodic:8
µˇ++ab = µˇab, (2.13)
7Our starting point – the ground-state TBA equations – is periodic, but the P and Q functions enter quadratically
in that picture, allowing for anti-periodicity.
8When necessary, we use a hat to indicate the short-cutted version of a function (fˆ) and a check for the long-cutted
version (fˇ). Here the long-cutted version of µab coincides with the short-cutted one in the strip with 0 <Im(u) < 2ic.
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pi−θ θ
Pa
P˜a
1(a)
−θ θ
pi
µab
µ˜ab
1(b)
Figure 2: The analytic structure of the Pa and µab. The thick lines indicate branch cuts on the
first sheet, dashed lines branch cut on the second sheet after continuation through the cut on the
real axis. The dotted line through pi in (a) indicates the possible discontinuity of the Pa due to
anti-periodicity. The squiggly line in (b) indicates that for generic θ outside the physical strip the
µab cannot be put on (a finite cover of) the cylinder.
where we use the shift notation introduced in Eqn. (2.5). By definition, the µˇab are (anti-)periodic
everywhere on the cylinder. When viewed as a function with short cuts, however, µab generically
are only (anti-)periodic on the upper half of the physical strip, where they coincide with the long-
cutted µˇab. Outside of this region the µab lose their periodicity properties at non-zero coupling to
reflect the fact that the deformed string energy ∆ is not integer. This can be interpreted as the
trigonometric version of the phenomenon in the undeformed case that µab develops a branch point
at infinity for non-zero coupling.
In the QSC for the undeformed string, excited states are described by particular large u asymp-
totics for the P functions. As discussed in more detail in Sections 3.4 and 3.8, in our case this
direction is not available, and we consider large imaginary u instead. Concretely, with z = e−iu/2
we have
Pa ' Aaz−M˜a , Pa ' AazM˜a , Qi ' BizMˆi , Qi ' Biz−Mˆi , (2.14)
where f ' g indicates that limz→∞ f/g = 1. The powers are given in terms of the quantum
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numbers of a deformed string state as
M˜ =
1
2
{J1 + J2 − J3 + 2, J1 − J2 + J3,−J1 + J2 + J3,−J1 − J2 − J3 − 2} ,
Mˆ =
1
2
{∆− S1 − S2 + 2,∆ + S1 + S2,−∆− S1 + S2,−∆ + S1 − S2 − 2} . (2.15)
The coefficients A,B are constrained as
Aa0A
a0 = 2
∏
j sinh
(
c
M˜a0−Mˆj
2
)
∏
b 6=a0 sinh
(
c
M˜a0−M˜b
2
) , Bj0Bj0 = −2
∏
a sinh
(
c
Mˆj0−M˜a
2
)
∏
j 6=j0 sinh
(
c
Mˆj0−Mˆj
2
) , (2.16)
for given a0, j0. The form of the asymptotics for P and Q functions is very similar to those for
the undeformed case, the crucial difference sits in the constants appearing in the M˜&Mˆs. These
constants come about naturally through the analysis of consistency of the QSC and the presence
of trigonometric functions as opposed to polynomials, combined with a careful analysis of the
undeformed limit, discussed in detail in Section 3.8. This completes our overview of the QSC.
3 Deriving the QSC
In our derivation of the QSC for the η-deformed model we will follow the same steps historically
taken for the original AdS5 × S5 QSC:
TBA equations→ Analytic Y system→ Analytic T system→ Quantum Spectral Curve
In this way we will see how this entire procedure can be trigonometrised, finding some nice structures
and subtle differences to the undeformed case along the way.
3.1 From TBA to analytic Y system
As discussed in [41] the ground-state TBA equations for the η-deformed model take the same
form as those of the undeformed model, up to taking the Y functions to be periodic functions on
a cylinder rather than a plane – both with branch cuts – and replacing the various integration
kernels by their deformed counterparts. As such, we define the standard complete, short, and long
convolutions as
f ? h(u, v) =
∫ pi
−pi
dt f(u, t)h(t, v) =
∫
Z0
dt f(u, t)h(t, v) ,
f ?ˆ h(u, v) =
∫ θ
−θ
dt f(u, t)h(t, v) =
∫
Zˆ0
dt f(u, t)h(t, v) , (3.1)
f ?ˇ h(u, v) =
∫ −θ
−pi
dt f(u, t)h(t, v) +
∫ pi
θ
dt f(u, t)h(t, v) =
∫
Zˇ0
dt f(u, t)h(t, v) ,
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respectively. The TBA equations are then
log YQ = − LE˜Q + ΛP ? KPQsl(2) +
∑
α
Λ
(α)
M+1|vw ? K
MQ
vwx +
∑
α
L
(α)
β ?ˆ K
yQ
β ,
log Y
(α)
β = − ΛP ? KPyβ +
(
L
(α)
M+1|vw − L
(α)
M+1|w
)
? KM
log Y
(α)
M |w =L
(α)
N |w ? KNM +
(
L
(α)
− − L(α)+
)
?ˆ KM
log Y
(α)
M |vw =L
(α)
N |vw ? KNM +
(
L
(α)
− − L(α)+
)
?ˆ KM − ΛQ ? KQMxv ,
(3.2)
where for generic Y functions
Lχ = log(1 + 1/Yχ), Λχ = log(1 + Yχ), (3.3)
with the exception of L± and Λ±, defined as
L± = log(1− 1/Y±), Λ± = log(1− Y±). (3.4)
Repeated indices are summed over, M,N, . . . ∈ N+, β = ±, and α = l, r distinguishes a so-called
left and right set of Y functions. The energy corresponding to a solution of these equations is given
by
E(J) = −
∫
Z0
du
∑
Q
1
2pi
dp˜Q
du
log (1 + YQ) . (3.5)
The deformed kernels appearing above are defined in Appendix A.2. All Y functions are periodic
with period 2pi, and have branch cuts of square-root type on some ZˇN s.
3.1.1 Simplification and Y system
The above equations can be simplified by combining them in particular ways, namely by acting
with
(K + 1)−1PQ = δP,Q − (δP,Q+1 + δP,Q−1)s, (3.6)
where s is the doubly-periodic analogue of the the standard kernel s(u) = (4 cosh piu2 )
−1
s(u) ≡
∑
n∈Z
1
cs
(
u+2pin
c
)
=
∑
n∈Z
1
4c cosh pi(u+2pin)2c
= K(m
′)
2pic dn(u) , (3.7)
where dn is the corresponding Jacobi elliptic function with real period 2pi and imaginary period 4c,
and K(m′) =
∑
l∈Z
pi
2 coshpi2l/c
is the elliptic integral of the complementary elliptic modulus. This
gives the set of simplified TBA equations presented in [41], cf. Appendix B. To get to the Y system
we define the usual operator s−1
f ◦ s−1(u) = lim
→0
f(u+ ic− i) + f(u− ic+ i) , (3.8)
so that
(f ? s) ◦ s−1(u) = f(u) , for u ∈ (−pi, pi] , (3.9)
just as for the undeformed s(u). Note that s−1 has a non-trivial kernel. Applying s−1 to the
simplified TBA equations we get the following Y -system equations, for real u.
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Q particles
Y +1 Y
−
1
Y2
=
∏
α
(
1− 1
Y
(α)
−
)
1 + Y2
, for u ∈ Zˆ0 , (3.10)
Y +Q Y
−
Q
YQ+1YQ−1
=
∏
α
(
1 + 1
Y
(α)
Q−1|vw
)
(1 + YQ−1)(1 + YQ+1)
. (3.11)
w strings
Y +1|wY
−
1|w = (1 + Y2|w)
(
1− Y −1−
1− Y −1+
)ϑ(θ−|u|)
, (3.12)
Y +M |wY
−
M |w = (1 + YM−1|w)(1 + YM+1|w) , (3.13)
vw strings
Y +1|vwY
−
1|vw =
1 + Y2|vw
1 + Y2
(
1− Y−
1− Y+
)ϑ(θ−|u|)
, (3.14)
Y +M |vwY
−
M |vw =
(1 + YM−1|vw)(1 + YM+1|vw)
1 + YM+1
, (3.15)
y particles
Y +− Y
−
− =
1 + Y1|vw
1 + Y1|w
1
1 + Y1
. (3.16)
As for the undeformed string, there is no Y system equation for Y+, and to get this equation for
Y− we used the identities K
Qy
− ◦ s−1 = KQ1xv + δQ,1 and KM ◦ s−1 = KM1 + δM,1. In the equations
for (v)w strings and y particles we have suppressed the α index. ϑ is the usual Heaviside function.
3.1.2 Deriving the analyticity conditions
The above Y system is of the exact same form as the undeformed Y system, even though the TBA
equations of the two models contain different kernels, and solutions to the TBA equations have
different analytic properties. This shows that the two models are distinguished at this level by
additional requirements on the solution of the Y system only. This extra analytic data is given in
the form of functional equations on the discontinuities of the Y functions. In the undeformed case
these were found in [52, 11, 12]. Given the right set of data it is possible to rederive the ground-state
TBA equations from the Y system, showing that the solutions of the former are encompassed in the
solution set of the latter. Indeed, one can show that any solution of the Y system that (1) obeys the
additional discontinuity relations, (2) is pole free except possibly at branch points, and (3) has the
correct boundary behaviour at ±i∞, also satisfies the ground-state TBA equations. Solutions with
extra poles then correspond to excited states and lead to excited state TBA equations, which differ
from the ground-state TBA equations by the presence of driving terms [53]. In this way, the Y
system supplemented with discontinuity relations – known as the analytic Y system – extends the
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1Figure 3: The analytic structure of the Y functions on a cylinder with radius one. The thick lines
indicate branch cuts on the first sheet, the analyticity strip is indicated in red
range of the ground-state TBA equations to include excited states without changing the equations
themselves.
The extra analyticity data is analogous to that of the undeformed case, and can be found by
following the analysis of the undeformed TBA equations of [11]. We find that
• Y (α)− and Y (α)+ are each others analytic continuation when continued through their cut on the
real axis.
• All other Y functions YM and Y (α)M |(v)w are analytic in the strip
{u ∈ C | |Im(u)| < Mc} , (3.17)
possibly with the exception of a finite number of poles, as one can verify by locating the
branch points in the right hand side of the TBA equations. This is illustrated in Fig. 3.
All other required analytic information one needs to specify a solution comes in the form of discon-
tinuity relations. We wil use the notation
[f ]N (u) = f
[N ](u)− f˜ [N ](u) (3.18)
for the discontinuity of f across a long cut. These discontinuities occur in the TBA equations
because of the existence of the finite integration interval [−θ, θ] and poles in the kernels: whereas
the integration contours spanning the entire periodicity interval (−pi, pi] can be deformed in such a
way that while analytically continuing around one of the branch points the poles do not cross the
contour, the integral contour [−θ, θ] does not allow for such a deformation. Therefore, one typically
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picks up a Cauchy-type integral that represents the difference between the two different evaluations
of our Y functions (see [11] for more details). The fact that our model is defined on a cylinder
makes the analysis even cleaner, since the cancellation of integration contours no longer depends
on the Y functions falling off sufficiently fast. Instead, periodicity allows for exact cancellation.
Written in appropriate notation the resulting discontinuity relations look the same as for the
undeformed case.
Discontinuity relations[
log Y
(α)
1|w
]
±1
(u) =
[
L
(α)
−
]
0
(u),[
log Y
(α)
1|vw
]
±1
(u) =
[
Λ
(α)
−
]
0
(u),[
log
Y−
Y+
]
±2N
(u) = −
N∑
P=1
[ΛP ]±(2N−P ) (u) for N ≥ 1,
[∆]±2N (u) = ±
∑
α
([
L
(α)
∓
]
±2N
(u) +
N∑
M=1
[
L
(α)
M |vw
]
±(2N−M)
(u) +
[
log Y
(α)
−
]
0
(u)
)
, (3.19)
where
∆(u) =
{ ̂
∆(u) if Im(u) > 0̂
∆(u∗) if Im(u) < 0
,
̂
∆(u) = [log Y1] (u),
∆(iu+ )−∆(iu− ) = 2piLi, for u ∈ R. (3.20)
This set of relations together with the Y system equations (3.10-3.16) forms the analytic Y system.
Let us stress that at this stage the only information on the deformed model’s parameters lies in
the branch point location θ, the shift distance c and the periodicity of the Y functions. As in
the undeformed case, when supplemented with the assumption that the Y functions do not have
“extra” poles and have the right asymptotics we can rederive the ground-state TBA equations from
the analytic Y system. We will not treat the entire derivation of the discontinuity relations here,
nor will we show the complete rederivation of the TBA equations. Instead, in the next two sections
we will demonstrate how one derives the discontinuity relation for Y1|w and how to derive the TBA
equation for Y− from the analytic Y system, to explain the strategy and highlight the differences
with the undeformed case. We also discuss the treatment of the YQ functions, as these are the most
complicated and require a careful analysis of the deformed dressing kernel. The derivation of the
other discontinuity relations and the derivation of the TBA equations from the analytic Y system
follows the same strategy as our explicit examples.
3.1.3 Deriving the Y
(α)
1|w discontinuity relation
The only term generating a discontinuity on Z±1 on the right hand side of the Y1|w TBA equation
is (
L
(α)
− − L(α)+
)
?ˆK1, (3.21)
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where the kernel K1 has poles at ±ic in the physical strip. Continuing the function H± defined by
H±(u) =
∫
Zˆ0
dv
(
L
(α)
− − L(α)+
)
(v)K1(v − u∓ ci), (3.22)
around the branch point at θ we find that
[H]±1 (u) = L
(α)
− (u)− L(α)+ (u). (3.23)
Since Y+ and Y− are related by analytic continuation, the discontinuity of log Y
(α)
1|w can be written
as [
log Y
(α)
1|w
]
±1
(u) =
[
L
(α)
−
]
0
(u). (3.24)
3.1.4 Deriving the Y
(α)
− TBA equation from the analytic Y system
To derive the TBA equation (3.2) for Y− we write9
log Y− = 1/2 (log Y−Y+ + log Y−/Y+) (3.25)
and derive expressions for the two terms on the right-hand side. As shown in Appendix C, the
discontinuity relations for log Y−/Y+ of Eqn. (3.19) are equivalent to the equation
log
Y−
Y+
(u) = −ΛP ? KPy. (3.26)
So to derive the TBA equation it remains to prove
log Y−Y+ = (2LM |vw − 2LM |w − ΛM ) ? KM , (3.27)
where both sides are branch-cut free on the real axis. One can derive this expression by writing
log Y−Y+(u) =
∮
γ
dz
2pii
log Y−Y+(z)H(z − u), (3.28)
which is valid for u in the physical strip and where γ is the positively oriented set of circles that
run on the insides of the lines with Im(u) = ±ic as shown in Fig. 4. The function
H(u) =
1
2
cot
u
2
(3.29)
is the natural trigonometric version of 1/u as commonly used in the rational case. We can deform
the contour γ immediately to Γ, see Fig. 4, using the boundary condition that log Y−Y+ vanishes
as u→ ±i∞, consistent with the TBA equations (3.2). This gives
log Y−Y+(u) =
∞∑
N=1
∑
τ=±
∫
Z0
dz
2pii
H(z + 2iτNc− u) [log Y−Y+]2τN (z). (3.30)
9We drop the index α since the derivation is the same for both values of α.
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Figure 4: The integration contours γ (in (a)) and Γ (in (b)) are indicated by the dashed lines. The
dots in Fig. (b) indicate that the contour continues to ±∞ along the cylinder in both directions.
The solid lines are the branch cuts connecting θ ± icN to −θ ± icN for N ∈ Z.
Using the Y system alone one derives as in the undeformed case that
[log Y−Y+]±2N = 2
N∑
J=1
[
LJ |vw − LJ |w
]
±(2N−J) −
N∑
Q=1
[ΛQ]±(2N−Q) . (3.31)
Plugging this into Eqn. (3.30) and cancelling integrals whose contours run in opposite directions
and can be deformed to overlap we find
log Y−Y+(u) =
∞∑
J=1
∫
Z0
dz
2pii
(
2LJ |vw(z)− 2LJ |w(z)− ΛJ(z)
)
(H(z − iJc− u)−H(z + iJc− u)) ,
(3.32)
which produces Eqn. (3.27) after recognising the kernel KJ in the difference of Hs. Adding up
Eqs. (3.26) and (3.27) then produces the TBA equation (3.2) for Y−.
3.1.5 Treating the YQs
The TBA equations for the YQs contain the notoriously complicated dressing-phase kernel K
PQ
sl(2).
This complicates the derivation of the relevant discontinuity equations (3.19) and rederivation of the
TBA equations. We treat this derivation in Appendix D. Let us just note one technical difference
between the deformed and undeformed analysis: in the undeformed case all Y functions obeying
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right band.
the TBA equations vanish as u → ±i∞. In the deformed case, the YQ functions do not vanish as
u→ ±i∞ due to the driving term EQ, but instead we see that
log YQ → ∓cQL as u→ ±i∞. (3.33)
In the deformation of γ into Γ this leads to an additional constant next to the infinite sum of
discontinuities as in Eqn. (3.30), initially leading to an extra contribution to the YQ TBA equations.
However, this extra contribution gets cancelled by a constant appearing in the rederivation of the
driving term EQ, see Eqn. (D.38). Namely, the presence of an extra branch cut on the imaginary
axis leads to an integral over KQ, which in the undeformed case vanishes identically. In the
deformed case the contribution of this integral cancels the constant mentioned above, thereby
correctly reproducing the YQ TBA equations.
3.2 From analytic Y system to analytic T system
Now that we have established equivalence of the analytic Y system to the ground-state TBA
equations, we can try to simplify further by introducing T functions to parametrise the Y functions.
On an algebraic level this works the same as in the undeformed case, matching the underlying
representation theory.10 Indeed, we have seen in the previous section that the main difference
between the analytic Y system for the η-deformed and the undeformed case is the periodicity of
the Y functions. With the standard Hirota map we have
Y
(±)
M |w =
T1,±(M+2)T1,±M
T0,±(M+1)T2,±(M+1)
, Y
(±)
M |vw =
TM+2,±1TM,±1
TM+1,0TM+1,±2
, YM =
TM,1TM,−1
TM−1,0TM+1,0
Y
(±)
+ = −
T2,±1T2,±3
T1,±2T3,±2
, Y
(±)
− = −
T0,±1T2,±1
T1,0T1,±2
, (3.34)
where the T functions Ta,s live on a T hook, see Fig 5. T functions with indices that fall outside of
10For contrast, when the deformation parameter q is a root of unity the TBA equations have a more intricate,
truncated, structure [54], reflecting itself in the parametrisation in terms of T functions [55].
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For a ≥ |s| For s ≥ a
Ta,0 ∈ Aa+1 T0,±s = 1
Ta,±1 ∈ Aa T1,±s ∈ As
Ta,±2 ∈ Aa−1 T2,±s ∈ As−1
Table 1: Analyticity strips of the two T gauges.
this hook are zero by definition. The T functions on the T hook homogenise the Y system equations
(3.10-3.16) in the sense that if the T s satisfy the Hirota equation
T+a,sT
−
a,s = Ta−1,sTa+1,s + Ta,s−1Ta,s+1, (3.35)
then the Y s parametrised by these T s satisfy the Y system equations (3.10-3.16). We are of course
interested in special solutions of Eqs. (3.35) that parametrise periodic Y functions that also satisfy
the additional analyticity properties listed in Section 3.1.2. Transferring these properties is not
straightforward, however, due to gauge freedom: the parametrisation of Y s in terms of T s and the
Hirota equation itself are left invariant under redefining
Ta,s → g[a+s]1 g[a−s]2 g[−a+s]3 g[−a−s]4 Ta,s, (3.36)
where the gi are arbitrary (anti-)periodic functions. The gi can be anti-periodic as the parametri-
sation (3.34) is even in the T s.
3.2.1 Constructing the T gauges
We now follow the undeformed case [13] in constructing the real gauges T and T for the upper
band and left/right bands of the T hook respectively out of a solution of the analytic Y system. In
these gauges the extra analyticity properties take a particular nice form and are listed in Table 1.
The construction of these gauges is fairly technical and we treat the details in Appendix E. Here
we will give an overview of the derivation.
We derive a gauge T with the right analyticity strips using a construction first discussed in [12].
We use the discontinuity relation for Y
(α)
± to construct a gauge transformation that defines the T
gauge, which in addition to having the right analyticity strips also satisfies the “group-theoretical”
properties
T3,±2 = T2,±3, T+0,0 = T
−
0,0, T0,s = T
[+s]
0,0 . (3.37)
From the T gauge we directly construct the T gauge through the transformation
Ta,s = (−1)asTa,s
(
T
[a+s]
0,0
)a−2
2
. (3.38)
The analytic properties of this gauge in the left and right band are not a priori clear. To investigate
this we use that the following combination of Y
(R)
± functions can be rewritten as
1 + 1/Y
(R)
+
1 + Y
(R)
−
=
T+2,2T
−
2,2T0,1
T+1,1T
−
1,1T2,3
, (3.39)
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i.e. only depend on T s from the right wing of the T hook. Under some technical assumptions this
allows us to define a gauge T which does satisfy the properties listed in Table 1 in the right band.
In particular we find that this gauge is Z4-symmetric, ie. it satisfies
Tˆa,s = (−1)aTˆa,−s (3.40)
on the T hook. The hatted version Tˆ of the T gauge is defined as follows: on the right band (s ≥ a)
it coincides with the T s on the strip with −c <Im(u) < 0, but is defined with short cuts. Since
the explicit parametrisation of the Tˆ s depends analytically on s, one can continue the Tˆ s outside
the right band for any s ∈ Z. This results in a gauge on an infinite horizontal band satisfying the
Hirota equation.
Note that our convention of identifying in the lower half-plane is different from the one used
in [4], where long- and short-cutted versions of functions are identified in the upper half-plane.
Ultimately, this different convention is due to the fact that we have introduced our x functions in
Eqs. (2.7) and (2.8) in such a way that they coincide in the lower half-plane, whereas the x functions
used in [4] coincide in the upper half-plane. We will be able to reconcile this after extracting the
needed information from our TBA equations.
The final part of the construction is using the discontinuity relation for the YQs to analyse the
gauge transformation relating T s and Ts. From this we conclude that the Ts must have the right
analyticity strips and are in fact also Z4-symmetric, also giving rise to a solution of the Hirota
equation on the infinite horizontal band. A byproduct of this derivation is that we find that Tˆ1,s
only has two (short) cuts at Z±s. This last fact combined with the Z4 symmetry of the T gauge
allows for the introduction of the Pµ system.
3.3 Introducing the Pµ system
The final reparametrisation consists in introducing the Pµ system. Starting from the assertion
that every infinite band of T functions satisfying the Hirota equation can be parametrised as a
Wronskian determinant solution (see [56, 13]), we can greatly simplify the Tˆ gauge. Indeed, a
general solution of the horizontal band on which the Tˆ gauge is defined consists of six independent
functions and after enforcing Z4 symmetry and Tˆ0,s = 1 we find that only two functions remain
independent. We can adapt an argument in [13] to conclude that these two functions each have only
one short Z0 cut, see Appendix F. The result is a parametrisation in four functions P1,P2,P
3,P4
each with only one short Zˆ0 cut, as follows
Tˆ0,s = 1 for s ∈ Z,
Tˆ1,s = P
[+s]
1 P
[−s]
2 −P[−s]1 P[+s]2 for s > 0,
Tˆ1,s = P4[+s]P3[−s] −P4[−s]P3[+s] for s < 0,
Tˆ2,±s = Tˆ
[+s]
1,±1Tˆ
[−s]
1,±1 for |s| > 1. (3.41)
The construction of the entire Pµ system from here is straightforward, since it depends solely on
properties of the T gauges that are the same as in the undeformed case: one can use the relation
(3.38) and the Hirota equation (3.35) (valid for the Ts) to derive expressions for the upper band
Ts in terms of the introduced P functions, and the additional function
µ12 = (T0,1)
1/2 . (3.42)
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µ12 is most naturally defined with long cuts, since the right-hand side of Eqn. (3.42) has long cuts.
However, in the remainder µ12 will be the short-cutted version of this function, whereas we will
write µˇ12 for the long-cutted function. By demanding the analytic and group-theoretical properties
of the T gauge one derives, as in [4], a set of relations between these 5 quantities which can be
economically packaged in the Pµ system:
µ˜ab − µab = PaP˜b −PbP˜a, P˜a = µabPb, PaPa = 0, Pf(µ) = 1, (3.43)
where Pf is the Pfaffian of the matrix µ. To arrive at this form we introduced the auxiliary objects
P1,P2,P3,P4 and µab, where the µab are components of an antisymmetric 4×4 matrix. This set of
equations for the unknown Ps and µ is exactly the same as in the undeformed case. The auxiliary
µab are introduced as solutions to the Riemann-Hilbert problems
µ˜a4
µ˜12
− µa4
µ12
=
P˜aP˜
3 −PaP3
µ12µ˜12
µ˜a3
µ˜12
− µa3
µ12
=
P˜aP˜
4 −PaP4
µ12µ˜12
, (3.44)
where we impose that the (long-cutted) µˇab are 2ic-periodic for consistency with the T system.
These equations are of the form
f˜ − f = g (3.45)
for (anti-)periodic g and always has a solution
f(u) =
1
2pii
∫
Z0
Kc(u− v)g(v)dv, (3.46)
modulo a regular doubly-periodic function, i.e. a constant. Here the kernel Kc is defined as
Kc(u) = ζ(u)− ζ(u+ 2pi) + ζ(2pi), (3.47)
with ζ the Weierstraß function with quasi half-periods (2pi, ic). This kernel satisfies
Kc(u+ 2pi) = −Kc(u),
lim
c→0
c ·Kc(cu) = pi coth(piu), (3.48)
i.e. Kc is anti-periodic and has the expected undeformed limit. Solutions defined in this way are
always anti-periodic in the real direction with period 2pi and periodic in the imaginary direction
with period 2ic, from which one can deduce that the newly introduced µab will be anti-periodic
when µ12 is periodic and vice versa. So we see that as in the undeformed case µˇ
++
ab = µˇab for
all a, b as a function with long cuts. Quite importantly, in our current conventions the property
˜ˆµab = µˆ
++
ab does not hold. Since we identify short- and long-cutted functions in the lower half-plane
our short-cutted µ functions satisfy
˜ˆµab = µˆ
−−
ab , (3.49)
as a simple inspection shows. We can learn more about the analytic properties of µ12 from the
TBA equations.
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3.4 Deducing analytic properties of µ from TBA
From an algebraic point of view it is natural that the Pµ system defined in the previous section is
exactly the same as the original system derived in [4], as the representation theory of q-deformed
algebras for q real is essentially the same as that of undeformed algebras. The crucial difference
between the two cases sits in the particular solution one has to pick up in order for the QSC to
describe a given state of a particular model. We distinguish between the undeformed and deformed
model by considering solutions on a cylinder rather than a plane. Then, as in the undeformed case,
we can try to pick out individual states by imposing extra conditions in the form of asymptotics. A
natural starting point to find these asymptotics is a particularly simple constraint on µ12 following
from the TBA equations.11 Namely, with short cuts we have
µ−−12
µ12
=
Y+
Y−
= exp
(
ΛP ? K
Py
)
, (3.50)
where the dependence on the second argument of the kernel KPy is written in terms of the xs
function to accommodate the short cuts. Expanding the right-hand side as u→ −i∞ for which xs
diverges we find
KPy(v, u) =
1
2pii
∂v
(
−icp˜Q − E˜Q +O
(
x−1s (u)
))
, (3.51)
where the mirror energy E˜Q and mirror momentum p˜Q are defined in Eqn. (A.19). Using formula
(6.6) in [41] we now find that
ΛP ? K
Py(u) = −iP + cE +O (x−1s (u)) = cE +O (x−1s (u)) , (3.52)
where E and P here are the deformed string energy and momentum respectively and we used the
level-matching condition P = 0. Assume now that µ12 behaves as
µ12 ' eiuA, (3.53)
with A having positive real part12 and ' meaning that limu→−i∞ e−iuAµ12 = 1 where the limit has
to be taken avoiding branch cuts, i.e. here |Re(u)| > θ. We find
log
µ−−12
µ12
' 2cA. (3.54)
Comparing the two sides in Eqn. (3.50) yields A = E/2, so that
µ12 ' eiuE/2 = eiu
∆−J
2 . (3.55)
Note that this expression is very similar to its undeformed counterpart µ12 ∼ uE , although the
way we obtain this expression is subtly different. In the deformed case, we do not find energy
and momentum as separate coefficients in the expansion of KPy, but instead they come together
already at the lowest order. This can be interpreted as a mixing of the conserved charges of the
deformed theory as a result of the deformation. If we continue the expansion (3.52), at second
order we find an expression which manifestly gives the energy in the undeformed limit:
1
x[−Q]
− x[−Q] − 1
x[+Q]
+ x[+Q], (3.56)
even though in the deformed model this expression has no immediate physical interpretation.
11Compare with Section 3.7 in [13] or Section 5.3.4 in [4], where the upper-half-plane conventions where used.
12Assuming A is imaginary or with negative real part leads to a contradiction
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3.4.1 Periodicity properties of µ12
It is important to note the factor of 1/2 in the exponent in Eqn. (3.55), as it implies that for odd
integer E the µ12 function is anti-periodic instead of periodic. This is exactly a possible situation at
lowest order in perturbation theory, where quantum corrections play no role yet. Indeed, at lowest
order the branch cuts of µ12 dissapear as we send θ → 0. Using the regularity requirement for
physical states as in the undeformed case, the only possible locations for poles are at the locations
where the branch cuts dissapear, at u = 2icN for integer N , but an analysis along the lines of [57]
shows that at lowest order there are no poles at these points. Therefore µ12 is analytic at lowest
order. Actually, we know that µ+12 is real analytic, as we show in Eqn. (3.71) below. As µ12 and µˇ12
coincide on the strip just below the real axis and µˇ12 is defined as the square root of a 2pi-periodic
function, see Eqn. (3.42), both are at least 4pi-periodic just below the real axis. This allows us to
write a Fourier expansion
µ12(u) =
∑
k∈Z
ake
iku/2 (3.57)
valid in the strip and using analyticity we can continue this expression anywhere in the complex
plane. Combining this expansion with the known asymptotic behaviour around u = −i∞ and the
fact that µ+12 is real implies that µ12 is a (complex) trigonometric polynomial
13. The asymptotic
behaviour directly enforces the periodicity properties: in the asymptotic region µ12 is 2pi-(anti-
)periodic depending on the parity of E and since µ12 is a trigonometric polynomial this property
must hold everywhere. Interestingly, this means that for odd E µ12 is not continuous on the
cylinder. In short, we find that for θ = 0
µ12(u) = (−1)Eµ12(u+ 2pi). (3.58)
This property can be interpreted as the deformed version of odd-degree polynomials, which have a
different limit depending on whether we take u → ±∞. Note that this property does not survive
once we go to finite θ: µˇ12 retains its periodicity from the lowest order, as it is manifestly a square
root of a 2pi-periodic function. µ12, however, will lose its periodicity outside of the physical strip
in favour of obeying its asymptotics, which for finite θ are generically no longer integer. Instead,
E becomes a measure of the jump of µ12 over the line Re(u) = pi very far in the lower half-plane.
3.5 Switching conventions
At this point we have extracted from the TBA equations what we need. This allows us to reconcile
the convention issue we raised in Section 3.3 by flipping the sign of u, u→ −u. This changes only
13Here a trigonometric polynomial is a function f of the form
f(u) =
N∑
k=0
(ak sin(ku/2) + bk cos(ku/2)) .
If the coefficients are real (complex), f is a real (complex) trigonometric polynomial. The order of f is denoted
N ∈ N.
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a couple of our current results and conventions as follows:
fˇ = fˆ in the strip 0 > Im(u) > −c =⇒ fˇ = fˆ in the strip 0 < Im(u) < c,
˜ˆµab = µˆ
−−
ab =⇒ ˜ˆµab = µˆ++ab ,
x(u)→∞ as u→ −i∞ =⇒ x(u)→∞ as u→ i∞,
µ12 ' eiu
∆−J
2 =⇒ µ12 ' e−iu
∆−J
2 , (3.59)
where now ' means we consider the dominant term as u→ i∞ avoiding branch cuts. We will use
these new conventions in the remaining derivation of the quantum spectral curve.
3.6 The Qω system
To complete the quantum spectral curve we will derive the associated Qω system. As in the
undeformed case, the Qs are defined as functions with long cuts by
Qi = −PaQ+a|i for Im(u) > 0, (3.60)
where the Qa|i are four independent solutions to the finite-difference equation
X−a =
(
δba + PaP
b
)
X+b (3.61)
labelled by i = 1, · · · , 4 and analytic in the upper half-plane. The anti-symmetric 4 × 4 matrix ω
plays the role of µ in the Qω system and is defined with long cuts as
ωji = Q−a|jµabQ−b|i. (3.62)
We go through the derivation in Appendix G. Ultimately one finds that the functions Qi,Q
i and
ωab satisfy the equations
ω˜ij − ωij = QiQ˜j −QjQ˜i, Q˜i = ωijQj , QiQi = 0, Pf(ω) = 1, (3.63)
which is the Qω system as we know it already from the undeformed case. From the objects defined
so far we can now in fact define the entire QQ system containing 256 functions QA|I with multi-
indices A and I: define the basic functions14
Qa|∅ := Pa, Q∅|i := Qi, Q∅|∅ = Q1234|1234 = 1 (3.64)
and generate the other Qs using the finite-difference equations known as the Plu¨cker relations
QA|IQAab|I = Q+Aa|IQ−Ab|I −Q−Aa|IQ+Ab|I ,
QA|IQA|Iij = Q+A|IiQ−A|Ij −Q−A|IiQ+A|Ij ,
QAa|IQA|Ii = Q+Aa|IiQ−A|I −Q−Aa|IiQ+A|I . (3.65)
The resulting QQ system has the same algebraic structure as the one for the undeformed string.
14The unimodularity constraint Q1234|1234 = 1 follows from the 2ic periodicity of T1,0.
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3.7 H symmetry and reality
The QQ system derived above has a residual GL(4)×GL(4) gauge freedom dubbed H symmetry :
all the equations are invariant under a transformation of the form
QA|I →
∑
|B|=|A|
|J |=|I|
(
H
[|A|−|I|]
b
)B
A
(
H
[|A|−|I|]
f
)J
I
QB|J , (3.66)
where MBA = M
b1
a1M
b2
a2 · · ·M
b|B|
a|A| and Hb, Hf are arbitrary u-dependent GL(4)-matrices which are
2ic-periodic and 2pi-(anti-)periodic. Note that due to the strict periodicity properties regular H-
matrices are constant by Liouville’s theorem, restricting the freedom of H symmetry severely com-
pared to the undeformed case. However, we will see that for most applications this amount of H
symmetry will suffice.
To analyse this a bit further, let us consider the conjugation properties of our basic functions
Pa,Qi and µab: it is not clear from our construction that we can ensure nice conjugation proper-
ties, but we do know that the energy extracted from the QSC should be real. As was argued in
the undeformed case, this suggests that complex conjugation should be a symmetry of the QSC.
Assuming this, we can pick up Pa and µ with nice reality properties using H symmetry: for Pa
the conjugation transformation then reads
P¯a = H
b
aPb, (3.67)
where H should be a lower-triangular constant matrix to not undo the ordering of Pa in the
asymptotics as discussed in Section 3.8 or its analytic structure. The newly defined P′ = H1/2P
will now be real functions. By multiplying the relevant Pa by i we can actually pick the following
conjugation rule for Pa:
P¯a = (−1)aPa, (3.68)
which lead to real T, consistent with our original parametrisation (3.41). We will nevertheless
choose our P functions to be real.
The conjugation properties of µ can now be derived as well: assuming that all P functions can
be expressed as a real function times a convergent series in our x function – not real analytic in
our case – we find that conjugation and continuation of these functions commute, since for u in the
lower/upper half-plane
x˜(u) =
˜(x(u¯)ξ + 1
x(u¯) + ξ
)
=
(x(u¯))±1ξ + 1
(x(u¯))±1 + ξ
=
(
x(u¯)ξ + 1
x(u¯) + ξ
)±1
= (x(u))±1 = x˜(u), (3.69)
showing this somewhat surprising property for the x functions. Now we can use the Pµ equations
(3.43) to derive that
µab = −(−1)a+bµab. (3.70)
For short cuts we find that ¯ˆµab = −(−1)a+bµˆab or
µˆ+ab = −(−1)a+bµˆ+ab. (3.71)
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3.8 Selecting the right solution
Thus far we have derived the QSC from the ground-state TBA equations of our η-deformed model.
As in the undeformed case, we can conjecture that the QSC can be extended to describe any state
in the system, provided we pick up the right “boundary conditions”, in the form of asymptotics of
the P and Q functions. In constrast to the undeformed case we need to impose these asymptotics
in a different part of the complex plane. We conjecture that a state in the η-deformed model with
given charges can be described in the QSC through the following exponential large iu asymptotics.
Namely, with z = e−iu/2, as we will shortly argue
Pa ' Aaz−M˜a , Qi ' BizMˆi Pa ' AazM˜a , Qi ' Biz−Mˆi , (3.72)
where
M˜ =
1
2
{J1 + J2 − J3 + 2, J1 − J2 + J3,−J1 + J2 + J3,−J1 − J2 − J3 − 2} ,
Mˆ =
1
2
{∆− S1 − S2 + 2,∆ + S1 + S2,−∆− S1 + S2,−∆ + S1 − S2 − 2} , (3.73)
which follows the distribution of global charges of the classical spectral curve of the AdS5 × S5
superstring. Note that the constant shifts in the powers of the asymptotics of Qi and P
a differ
from those of the undeformed case.
While our present choice of z is the simplest function with asymptotic behaviour e−iu/2, it is of
course not unique. Moreover, it is not real, while this would be desirable given the reality of the P
and Q functions. It is in fact natural to consider z = sinu/2. Although the undeformed limit of our
asymptotics is ambiguous as it lives near the origin, we will see that formally taking the undeformed
limit of z = sinu/2→ cu/2 +O (c3) gives the correct undeformed power law asymptotics.
3.8.1 Deriving the asymptotics
We can deduce the above asymptotics knowing the µ12 asymptotics from TBA and using the fact
that our model should limit to the undeformed quantum spectral curve.
Let us start by noting that we found the canonical quantum numbers ∆, J in the asymptotics
of µ12 as we sent u→ i∞ outside the branch cut strip. This motivates us to postulate that all the
Pa and Qi have interesting asymptotics in this limit:
Pa ' Aaz−M˜a , Qi ' BizMˆi Pa ' AazM˜a , Qi ' Biz−Mˆ i , (3.74)
where we refrain from interpreting the powers for now and do not impose a relation between the
four sets of powers. Now, cf. Eqn. (G.5), we have
Q+a|i −Q−a|i = PaQi (3.75)
to deduce asymptotics for Qa|i. Writing the asymptotics as
Qa|i ' Ca|izda|i (3.76)
we find that
Ca|i
(
ecda|i/2 − e−cda|i/2
)
zda|i ' Aaz−M˜aBizMˆi , (3.77)
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which when comparing powers leads to da|i = −M˜a + Mˆi. We also find
Ca|i =
AaBi
2 sinh c
da|i
2
. (3.78)
Performing the same analysis on Eqn. (3.60) we find by comparing the powers that M˜a = M˜a.
Comparing coefficients in Eqn. (3.60) we find
AaA
aec
da|i
2
2 sinh
(
c
da|i
2
) = −1 for every i. (3.79)
Note that due to Eqn. (3.75) we could have written Eqn. (3.60) with a minus shift and comparing
the coefficients of the asymptotics of that equation leads to a slightly different formula:
AaA
ae−c
da|i
2
2 sinh
(
c
da|i
2
) = −1 for every i. (3.80)
The solutions of these equations coincide only when∑
a
M˜a =
∑
i
Mˆi. (3.81)
We then have
Aa0A
a0 = 2
∏
j sinh
(
c
M˜a0−Mˆj
2
)
∏
b 6=a0 sinh
(
c
M˜a0−M˜b
2
) for a0 = 1, · · · , 4. (3.82)
Performing a similar analysis on
Pa = −QiQ±a|i, (3.83)
we find that Mˆ i = Mˆi and that
Bj0Bj0 = −2
∏
a sinh
(
c
Mˆj0−M˜a
2
)
∏
j 6=j0 sinh
(
c
Mˆj0−Mˆj
2
) for j0 = 1, · · · , 4. (3.84)
Continuing to analysis along the same lines, we can also find asymptotics for ω and µ: Since
ω++ = ω we find that ω ' 1, as in the undeformed case. Choosing the right Qi basis we can choose
it to be such that it is anti-symmetric with ω12 = 1 = ω34 and all other elements vanishing. To
derive µ asymptotics we analyse Eqn. (3.62). Using the definition of ωij and Qa|i = −Q−ta|i we can
invert these relations to obtain
µab = (Qa|i)−(Qb|j)−ωij , (3.85)
which we can use directly to find the asymptotics of µ in terms of M˜a and Mˆi.
Our remaining task now is to find the dependency of the Ms on the global charges. In order to
deduce this we should consider the following set of constraints on the asymptotics:
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• The µ12 asymptotics have a specified form as follows from TBA, see Eqn. (3.59).
• The sum of M˜a and the Mˆi should be equal, see Eqn. (3.81).
• We should find the appropriate Bethe equations at weak coupling, which we analyse in Section
3.9 for the sl2 sector.
• In the left-right symmetric sector where J2 = J3 = S2 = 0,15 we get constraints on the powers.
Namely, P4 = P1 and P
3 = P2 implies that
M˜1 = −M˜4, M˜2 = −M˜3, Mˆ1 = −Mˆ4, Mˆ2 = −Mˆ3, (3.86)
thus constraining their dependence on the other charges and on constants.
• We can use H symmetry of the QQ system to make sure that all the P and Q have different
asymptotics and we can order them such that asymptotically
|P1| < |P2| < |P3| < |P4| and |Q2| > |Q1| > |Q4| > |Q3|, (3.87)
as in the undeformed case, implying bounds on the asymptotics.
• In the undeformed limit we should obtain the known asymptotics from the undeformed case.
We additionally impose that the dependence on the charges is linear and that the P and the Q
asymptotics, depend only on the Js, and only on ∆ and the Si, respectively. We use the µ12
asymptotics to find the dependence on J1 and ∆ and constrain the dependence on S1. From the
ordering of Q functions and the sum constraint we then find that also the S dependence is exactly
as in the undeformed case16. At this point it seems clear that the only way to ensure consistency
with the undeformed asymptotics is to let the dependence on the other charges be the same as in the
undeformed case. This leaves only a freedom to add constants, and at this point the asymptotics
can be written using four independent constants α, β, γ, δ:
M˜ =
1
2
{J1 + J2 − J3 + 2α, J1 − J2 + J3 − 2β,−J1 + J2 + J3 + 2β,−J1 − J2 − J3 − 2α} ,
Mˆ =
1
2
{∆− S1 − S2 + 2γ,∆ + S1 + S2 + 2δ,−∆− S1 + S2 − 2δ,−∆ + S1 − S2 − 2γ} . (3.88)
The fact that at weak coupling we should find the sl2 Bethe equations forces that β = 0, as follows
from the derivation in the next section. A final constraint from the µ12 asymptotics is that α = γ+δ.
We can fix the constants by comparison with the undeformed case. There the asymptotics are
Pa ' Aau−M˜unda , Qi ' BiuMˆundi −1 Pa ' AauM˜unda −1, Qi ' Biu−Mˆundi , (3.89)
with
M˜und =
1
2
{J1 + J2 − J3 + 2, J1 − J2 + J3,−J1 + J2 + J3 + 2,−J1 − J2 − J3} ,
Mˆund =
1
2
{∆− S1 − S2 + 2,∆ + S1 + S2,−∆− S1 + S2 + 2,−∆ + S1 − S2} . (3.90)
15This is the sector where the left and right Y functions and associated T functions are (assumed to be) equal, not
to be confused with the left and right bands of the T hook.
16We follow the undeformed case and use the ABA diagram, see Appendix C in [51].
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In the undeformed limit our asymptotics for the Ps and Qs are proportional to some power of c
and therefore diverge or vanish. More precisely, for some Ni > 0
z−M˜1,2 → O (c−N1,2) , zM˜3,4 → O (cN3,4) . (3.91)
In the left-right symmetric sector, where A1 = A4, we find that the product of the coefficients A1A4
goes as O (c), implying at least one of the coefficients vanishes in the undeformed limit. From these
constraints we see that, if the undeformed limit at this level is regular, only the P1,2 asymptotics
can have a finite undeformed limit, whereas the leading P3,4 asymptotics necessarily vanish. Hence
the subleading term must become leading in the undeformed limit.17 From this reasoning we find
the following comparison of the undeformed and deformed asymptotics:
M˜1,2 = M˜
und
1,2 , M˜3,4 − 2 = M˜und3,4 . (3.92)
This comparison holds precisely when α = 1, and β = 0 as found independently above. Performing
a similar analysis for the Qi (where the roles of Q1,2 and Q3,4 are reversed) we find that
Mˆ1,2 − 2 = Mˆund1,2 − 2, Mˆ3,4 = Mˆund3,4 − 2, (3.93)
which holds precisely when γ = 1 and δ = 0.
This completely fixes the asymptotics to be as in Eqs. (3.73) and in particular leads to the
following µ asymptotics:
µ12 ' z∆−J1 , µ23 ' z∆−J3+1
µ13 ' z∆−J2 , µ24 ' z∆+J2+2
µ14 ' z∆+J3+1, µ34 ' z∆+J1+2. (3.94)
3.8.2 Left-right symmetric sector
As a concrete example, let us analyse what happens to the coefficients Ai in the left-right symmetric
case. Plugging in the asymptotics from Eqs. (3.73) we find
A4A4 = A1A4 = 2
∏
j sinh
(
M˜4−Mˆj
2 c
)
∏
b 6=4 sinh
(
M˜4−M˜b
2 c
)
= − 1
2 sinh(c/2)
(
cosh
(
J+S+1
2 c
)− cosh (∆+12 c)) (cosh (J−S+32 c)− cosh (∆+12 c))
sinh
(
J+1
2 c
)
sinh
(
J+2
2 c
) . (3.95)
This is almost a direct trigonometrisation of the undeformed Formula (16) of [57]. However, as
noted in the previous section, the undeformed limit of this expression vanishes. Moreover, the
leading order of the expansion of this expression in c is not the known undeformed expression.
Concretely, A4 must vanish to have a regular undeformed limit for the Pa functions, and we should
consider the product of A1 and the coefficient of the subleading term of P4 to find the product of
coefficients that goes to the undeformed expression.
17Since the P3,4 are auxiliary variables anyway, their asymptotics are fixed by consistency of the QSC, hence
uniquely in terms of the well-defined undeformed limit of the P1,2.
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It is also interesting to note that if we expand the above formula in our branch point parameter
θ, assuming that ∆ = J + S +O (θ2) we find
A1A4 = O
(
θ2
)
, (3.96)
analogous to the undeformed case where this is O (g2). This indicates that it should be possible to
adapt the analytic algorithm of [57] to perturbatively solve our deformed QSC.
3.9 Weak coupling Bethe equations
We can check the derived quantum spectral curve and asymptotics by comparing to the Bethe-Yang
equations of the η-deformed model as given in [41]. We will zoom in on the sl2 sector of the theory.
In this sector only three of the global charges (J1 = L, S1 = S and ∆ = L + S + O
(
θ2
)
) are
non-zero. The Bethe-Yang equations in this sector are(
1
q
x+j + ξ
x−j + ξ
)L
=
S∏
k 6=j
(
x+j − x−k
x−j − x+k
)−1 1− 1
x+j x
−
k
1− 1
x−j x
+
k
(3.97)
and, defining S(u) = sin u2 and taking the θ → 0 limit, these reduce to(
S+i
S−i
)L
=
S∏
k 6=i
S−−(uj − uk)
S++(uj − uk) , (3.98)
which are the sl2-XXZ Bethe equations. As in the undeformed case we expect to find these equations
also from the QSC at zero coupling, by associating the roots uj with zeroes of µ
+
12. These roots
can then be associated to the exact Bethe roots in the TBA description as zeroes of Y1,0 + 1, since
zeroes of µ+12 imply zeroes of Y1,0 + 1.
18 In particular we will see how this puts restrictions on the
asymptotics defined in the previous section.
We start by expanding the Pµ system at lowest order: using H symmetry we can set A1 =
O (θ2), such that P1 vanishes at lowest order. This splits the Pµ system into two parts as in the
undeformed case [57] and using some algebra we obtain the following TQ-like equation for Q = µ+12:
− TQ+ 1(
P−2
)2Q−− + 1(
P+2
)2Q++ = 0, (3.99)
where T is given by the following rational function of Pas:
T =
P−3
P−2
− P
+
3
P+2
+
1(
P−2
)2 + 1(
P+2
)2 . (3.100)
As long as we can make sure that T is pole free, we can use the usual philosophy to obtain an
equation on the zeroes of the function Q: at each zero uk of Q we must have(
P+2
P−2
)2
(uk) = −Q
−−
Q++
(uk). (3.101)
18See the discussion in Section 4.5 of [51] or [58].
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To further analyse this, we first focus on µ12: as argued in Section 3.4.1, µ12 is a 4pi-periodic
analytic function at lowest order. Taking into account the asymptotics from Eqs. (3.59) (which
in this sector read µ12 ' zS) and the reality condition (3.71) we restrict the Fourier series on µ+12,
showing it is a real trigonometric polynomial, i.e. of the form
Q(u) =
S∑
k=1
(ak sin(ku/2) + bk cos(ku/2)) , (3.102)
with real coefficients. Restricted to the complex strip with real part [0, 4pi[, Q has 2S zeroes. Using
Louiville’s theorem we can prove easily that
Q(u) ∼
2S∏
k=1
S
(
u− uk
2
)
, (3.103)
where the uk are the zeroes of Q. The periodicity of Q, cf. Eqn. (3.58),
Q(u+ 2pi) = (−1)SQ(u), (3.104)
relates the roots in a simple way, as it is equivalent to the following statement about the zeroes:
{uk}1≤k≤2S = {uk + 2pi mod 4pi}1≤k≤2S . (3.105)
This allows us to rewrite
Q(u) ∼
S∏
k=1
S(u− uk), (3.106)
giving us the right-hand side of Eqn. (3.101). We can also analyse P2: at lowest order its branch
cut vanishes and leaves a possible pole at zero. After factoring out this pole by multiplying with an
appropriate power of the factor S(u), P2 is a real analytic function with a convergent Fourier series.
Using its asymptotics and reality we again restrict the series to be a trigonometric polynomial. In
fact, assuming as in the undeformed case that the pole at the origin has order L/2, the trigonometric
polynomial trivialises to a constant, leaving us with
P2(u) ∼ S(u)−L/2. (3.107)
This implies that T of Eqn. (3.100) is indeed pole free, and if we combine this result with the above
we find indeed that Eqn. (3.101) produces the sl2-XXZ Bethe equations (3.98).
4 Mirror duality and the undeformed mirror limit
In the above we found the quantum spectral curve for the spectral problem of the η-deformed
string, starting from the TBA equations describing the thermodynamics of the associated mirror
models. As mentioned in the introduction, our family of η-deformed strings is actually closed
under the associated double Wick rotation. Namely, taking θ → pi − θ at fixed c is equivalent to
a double Wick rotation. To explicitly match the parametrisation this should be combined with a
shift u → u + pi. To match the labelling of states and charges as in e.g. [5], we should moreover
interchange the charges J2,3 ↔ S1,2 and a re-identify the string circumference J = J1, in terms
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of the mirror length R = cJ [41]. Note that the shift of θ and u interchanges the x functions xs
and xm of Eqs. (2.7 2.8) as it should.
19 As such, our quantum spectral curve at θ = θ0 not only
describes the spectrum of our models at θ0, but also the thermodynamics of our models at pi − θ0.
Interestingly, this shift of theta actually exchanges the (analytic properties of) the Pµ and Qω
systems. Of course, to consider strict thermodynamics, in this second picture one does not want
to add “string excitations” to the mirror model, meaning we would consider all charges except the
energy ∆ and the mirror length R to be zero in the QSC asymptotics. We should also take into
account that we started by computing Witten’s index – Tr
(
(−1)F e−βH) – in the mirror theory,
and to undo this and get back to the standard free energy, we should add ipi chemical potentials for
the y particles of the TBA. In the undeformed case it is well known that such chemical potentials
introduce particular exponentially decay in the QSC asymptotics. It is an interesting question to
understand the appropriate generalisation of these asymptotics in this context. Of course, once
this is understood it should be simple to add general chemical potentials to the partition function.
In this context it is particularly interesting to consider the “undeformed” mirror limit θ → pi,20
because there we describe the spectral problem of the mirror model which is the light-cone gauge-
fixed version of a string sigma model itself [42, 43], as well as the thermodynamics of the undeformed
AdS5× S5 string which have recently been explicitly related to the Hagedorn temperature [50]. To
concretely take this limit, we shift u → u + pi, rescale u → 2cu, and consider the limit c → 0+
with θ = 2 arccos(2g sinh c), obtained by shifting θ by pi in Eqs. (2.2). In this limit, the cut
structure of the QSC is as expected: the P and µ functions now have long cuts with branch points
±2g, while the Q and ω functions have short cuts. Beyond this, the discussion of asymptotics
immediately follows the one for the regular undeformed limit around Eqn. (3.89), up to the above
mentioned interchange of charges.21 In other words, up to some state relabelling, the QSC for
the spectrum of the mirror model is obtained by simply flipping the branch cut structure. This is
formally equivalent to exchanging the undeformed Pµ and Qω systems. These same QSC equations
can also be used to efficiently compute the Hagedorn temperature in the setup of [50]. The only
required modification is in the prescribed asymptotics, which should be by exponential decay of the
form e−piu to account for the above-mentioned difference between Witten’s index and the regular
free energy, and a possible shift of the energy charge due to the finite difference between the J
charge and the classical scaling dimension which are taken to infinity in the spectral problem and
Hagedorn temperature problem respectively. As this question is already under investigation by the
authors of [50], we will not pursue this in more detail here.
5 Conclusions
In this paper we have derived the quantum spectral curve for the η-deformed superstring, greatly
simplifying the spectral problem for this model. Although the deformation does not affect the
19To be precise, xs becomes −xm and vice versa. This relative sign is inconsequential and can be avoided by
considering θ → θ + pi instead [41] – the model is invariant under θ → −θ – but then the inequivalent models would
be parametrised by θ ∈ [−pi/2, 0] ∪ [pi/2, pi].
20At the level of the sigma model this is in some sense a maximal deformation limit, cf. Appendix A.1. Algebraically
speaking, it is a contraction limit [59].
21Formally, we are still considering asymptotics around u → i∞, not crossing cuts. In the undeformed (mirror)
limit we can move around at infinity and consider u→∞ instead, since the P and Q functions have no obstructing
cuts. More concretely, the analysis of for instance the µ asymptotics from the undeformed string and mirror TBA is
unaffected by choice between i∞ and ∞.
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form of the equations, it shows up in the underlying analytic structure. As such, our QSC can be
thought of as a trigonometrisation of the rational QSC describing the spectrum of N = 4 super
Yang-Mills theory. Indeed, rather than living on a plane with cuts, our functions now live on a
cylinder with cuts, or an appropriate cover in some cases. We rigorously derived this QSC starting
from the η-deformed TBA equations via the associated analytic Y and T systems.
To describe arbitrary excited states, in analogy to the undeformed case we proposed asymptotics
for the QSC functions depending on the quantum numbers of such states. In contrast to the
undeformed model where power law asymptotics are specified for large real values of the spectral
parameter, here this asymptotic direction is not available, and we instead considered exponential
asymptotics for large imaginary spectral parameter. Our asymptotic prescription can nevertheless
be smoothly linked to the power law prescription for the undeformed model. One important open
question on this point is to construct the classical spectral curve for the η-deformed model, and
contrast it with our QSC and asymptotics, similarly to how this was done in the undeformed case.
Next, it would be interesting to use the QSC to investigate the spectrum of the deformed theory,
which we can think of as interpolating from the undeformed string spectrum to the undeformed
mirror theory spectrum. Perturbatively we can try to approach this through the algorithm proposed
in [57, 60]. A particular challenge here is solving the trigonometric Bethe equations or Q system
that would kick-start the procedure. We have started to analyse the solution for the η-deformed
Konishi state, as a good test case from where to generalise.
As mentioned in the previous section, it would also be very interesting to use the trigonometric
QSC to look at the thermodynamics of our models, in particular the undeformed string. Here it
would be great to understand how to incorporate chemical potentials in our QSC, analogous to
how this was done in the undeformed case [18] at least for purely imaginary chemical potentials
corresponding to twists. In the undeformed case, a purely imaginary chemical potential iβ = log x
introduces exponential asymptotics of the form x−iu. As power law behaviour naturally became
exponential behaviour in our deformed case, it is not immediately clear how these twist exponentials
should be modified. There are two reasons to believe these exponentials might not need modification
at all. First, multiplying the P functions by similar exponentials – x−iu/2c – would precisely
introduce the correct twists in the weak coupling Bethe equations, cf. Section 3.9. Second, from
the perspective of the light-cone gauge-fixed string sigma model, certain twists do not translate to
chemical potentials but instead affect the level matching condition, cf. e.g. [61]. Setting P = β
in the discussion surrounding Eqn. (3.52), would introduce exactly a term of the form x−iu/2c
in µ12. Adding such exponentials raises one immediate concern however, as the frequency of this
exponential, β/2c, is not a multiple of pi for generic β or c and it would therefore dramatically affect
the surface on which our equations are defined. It would be great to fully develop our understanding
of such chemical potentials or twists in the QSC. Once this is understood, it would be interesting
to consider the Hagedorn temperature computation of [50] in our deformed setting, and interpolate
from the string to the “mirror” Hagedorn temperature.
It is also relevant to note that the η-deformed AdS5×S5 string “contains” many other integrable
deformations of the AdS5×S5 string, fitting into the class of homogeneous Yang-Baxter deformations
[62, 63, 64, 65, 66, 67, 68]. Namely, by considering particular coupled infinite boost and q → 1 limits,
it is possible to extract many homogeneous Yang-Baxter deformations of AdS5×S5 at the level of the
sigma model action [69], including for instance the gravity dual of canonical non-commutative SYM.
It would be very interesting to see whether such boosts can be implemented directly in the QSC, to
thereby extract the QSC and in particular its asymptoticity data that describe these models which
31
often have an interesting AdS/CFT interpretation [29, 30]. Of course it would also be interesting
to directly investigate the QSC description of homogeneous Yang-Baxter models, beyond the basic
Cartan-twisted ones. The one loop spectral problem for the simplest non-Cartan twisted model –
a particular null dipole deformation – has recently been investigated in [70], indicating non-trivial
asymptotics for the QSC. Of course, it would be great to use the general algebraic structure of
twisted models to formulate a general Yang-Baxter deformed QSC.
Another interesting direction to investigate is the model defined by the exact q-deformed S
matrix for q a root of unity instead of real. The representation theory of quantum algebras is quite
different when q is a root of unity, which will presumably reflect itself in the QSC – as it does in the
TBA [54, 55] – from both an algebraic as well as an analytical perspective. Namely, the number of
Y functions in this case is finite to begin with, and the additional overall real periodicity that we
got in our real q case becomes imaginary periodicity in the root of unity case, and this periodicity
is generically not compatible with the periodicity we would expect for µ.
Finally, one might wonder whether it is possible to find an elliptic deformation of the AdS5×S5
string, or at least its exact S matrix. The QSC as currently formulated makes heavy use of large
u asymptotics, which does not seem to allow for further compactification of the spectral plane. It
thus seems that an elliptic QSC, if it exists, will have a considerably different structure.
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Appendix A Definitions and conventions
A.1 Parameters of the η model
The η-deformation of the AdS5 × S5 superstring is a classically integrable sigma model. As for the
undeformed string, its quantum spectrum can be described in an exact S-matrix approach. Namely,
upon formal light-cone gauge fixing, the psuq(2, 2|4) symmetry of the string breaks down to two
copies of centrally extended psuq(2|2). Supposing that, as in the undeformed case [71], this algebra
picks up a final central extension in the decompactification limit, the resulting algebra fixes the
two body S-matrix of the model [72], see also [73], up to a scalar factor constrained by crossing
symmetry. The resulting dressing factor can be found similarly to the undeformed case [74], see
also [41], fixing the S matrix completely. This S-matrix, and hence the Bethe ansatz, depend on
two parameters, h and q. Meanwhile the η model depends on the effective “string” tension T , and
the deformation parameter κ appearing in the action.22 The tree-level S matrix of the sigma model
22The original deformation parameter in the action of the full model is called η, hence the model’s name. In the
bosonic action the natural deformation parameter is κ = 2η/(1− η)2, which turns out convenient.
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matches the expansion of the exact S-matrix perfectly provided we identify [24, 31]23
q = e−κ/T , and h =
T√
1 + κ2
. (A.1)
A priori it is not clear whether this identification holds beyond tree level. In fact, assuming q to
remain real, unitary of the exact S-matrix tells us it cannot, since it requires [41]
0 ≤ h
2
4
(q − 1/q)2 ≤ 1, (A.2)
which would imply
0 ≤ T
2 sinh2 κT
1 + κ2
≤ 1. (A.3)
This is clearly violated for small T but fine in the perturbative large T regime. We will parametrise
the unitarity-compatible space of couplings by θ and a
q = e−a and h sinh a = sin
θ
2
(A.4)
which turn out natural for the Bethe ansatz and quantum spectral curve. Without loss of generality
[41] we can restrict to positive real a and θ ∈ [0, pi].
A.2 Kernels
The kernels that appear in the TBA equations (3.2) are defined as
KM (u) =
1
2pi
sinhMc
coshMc− cosu,
KMN (u) = KM+N (u) +K|M−N |(u) + 2
min(M,N)−1∑
j=1
K|M−N |+2j(u).
(A.5)
The other kernels are defined directly from the scattering matrices
SyQ± (u, v) = q
Q/2 (x(u))
∓1 − x+(v)
(x(u))∓1 − x−(v)
√
x+(v)
x−(v)
,
SQMxv (u, v) = q
Qx
−(u)− x+M (v)
x+(u)− x+M (v)
x−(u)− x−M (v)
x+(u)− x−M (v)
x+(u)
x−(u)
M−1∏
j=1
SQ+M−2j(u− v),
(A.6)
where x±(v) = x(v ± iQc), x±M (v) = x(v ± iMc) and
SQ(u) =
sin 12(u− iQc)
sin 12(u+ iQc)
. (A.7)
23The η-deformed string admits several formulations [25] that look inequivalent at the geometric level but never-
theless have equivalent S matrices at least at tree level [75].
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They are given by
KQMxv (u, v) =
1
2pii
d
du
logSQMxv (u, v), K
QM
vwx (u, v) = −
1
2pii
d
du
logSMQxv (v, u),
KQyβ (u, v) =
1
2pii
d
du
logSQyβ (u, v), K
yQ
β (u, v) = β
1
2pii
d
du
logSQyβ (v, u).
(A.8)
The driving term is defined as
E˜Q = log qQx(u− iQa) + ξ
x(u+ iQa) + ξ
(A.9)
and finally for completeness the sl(2) S-matrix kernel
KPQsl(2)(u, v) =
1
2pii
d
du
logSPQsl(2). (A.10)
We will not need this kernel explicitly, except in its simplified form discussed in Appendix B.1
below. For this we do need some more detail on the dressing phase and associated kernel.
The dressing phase and kernel. Similarly to the undeformed case, the dressing phase σ is
expressed in terms of χ functions as
σ(z1, z2) ≡ eiθ12 = ei(χ(x
+
1 ,x
+
2 )−χ(x−1 ,x+2 )−χ(x+1 ,x−2 )+χ(x−1 ,x−2 )). (A.11)
Before Wick rotation to the mirror theory these χ functions are determined entirely in terms of a
set of Φ functions
χ(x1, x2) = Φ(x1, x2), (A.12)
defined via a double contour integral as [74]
Φ(x1, x2) = i
∮
C
dz
2pii
1
z − x1
∮
C
dw
2pii
1
w − x2 log
Γq2(1 +
i
2c(u(z)− u(w)))
Γq2(1− i2c(u(z)− u(w)))
, (A.13)
where Γq denotes the q-gamma function. For our real q case the integration contour is defined as
[41]
C : |y|2 − 1 + (y∗ − y)ξ = 0, (A.14)
which are just the values xs(u) takes along the contour tracing its cut from −θ to θ.
The natural dressing factor for the mirror model that appears in the TBA equations is
Σ12 =
1− 1
x+1 x
−
2
1− 1
x−1 x
+
2
σ12, (A.15)
defined by appropriate analytic continuation of the above objects. Fused to describe bound state
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scattering we have [55]24
−i log ΣQM (y1, y2) = Φ(y+1 , y+2 )− Φ(y+1 , y−2 )− Φ(y−1 , y+2 ) + Φ(y−1 , y−2 ) (A.16)
− 1
2
(
Ψ(y+1 , y
+
2 ) + Ψ(y
−
1 , y
+
2 )−Ψ(y+1 , y−2 )−Ψ(y−1 , y−2 )
)
+
1
2
(
Ψ(y+2 , y
+
1 ) + Ψ(y
−
2 , y
+
1 )−Ψ(y+2 , y−1 )−Ψ(y−2 , y−1 )
)
− i log i
Q Γq2
(
M − i2a(u(y+1 )− v(y+2 ))
)
iMΓq2
(
Q+ i2a(u(y
+
1 )− v(y+2 ))
) 1− 1y+1 y−2
1− 1
y−1 y
+
2
√
y+1 + ξ
y−1 + ξ
y−2 + ξ
y+2 + ξ
+
i
2
log qQ−Me−i(Q+M−2)(u−v),
where
Ψ(x1, x2) ≡ i
∮
C
dz
2pii
1
z − x2 log
Γq2(1 +
i
2c(u1 − u(z)))
Γq2(1− i2c(u1 − u(z)))
. (A.17)
We define the associated integration kernel as
KΣQM (u, v) =
1
2pii
d
du
log ΣQM (y1(u), y2(v))
√
y+1
y−1
y−1 +ξ
y+1 +ξ
y−2
y+2
y+2 +ξ
y−2 +ξ
. (A.18)
where we added a factor that reduces to one in the undeformed limit to simplify expressions below.
Energy and momentum. The mirror energy and momentum are defined through the x functions
as
p˜Q =
i
c
log
(
qQ
x+
x−
x− + ξ
x+ + ξ
)
, E˜Q = − log
(
1
qQ
x+ + ξ
x− + ξ
)
. (A.19)
Identities. Some important identities for the kernels are
KQy(u, v) := K
Qy
− (u, v)−KQy+ (u, v) = K(u+ iQc, v)−K(u− iQc, v)
KyQ(u, v) := K
yQ
− (u, v) +K
yQ
+ (u, v) = K(u, v − iQc)−K(u, v + iQc)
KyQ− (u, v)−KyQ+ (u, v) = KQy− (u, v) +KQy+ (u, v) = KQ(u− v),
(A.20)
with
K(u, v) =
1
2pii
d
du
log
x(u)− 1/x(v)
x(u)− x(v) . (A.21)
Let us also define the similar kernel
K¯(u, v) = θ (|u| − θ) 1
2pii
d
du
log
x(u)− 1/xs(v)
x(u)− xs(v) (A.22)
and the associated ̂
KM (u, v) = K¯(u+ iMc, v) + K¯(u− iMc, v). (A.23)
24Note that the definition of Σ in our real q case [41] is slightly different from the one of [55] for the |q| = 1 case.
The present definition is natural from the point of view of mirror duality. We effectively go back to the |q| = 1
conventions in our definition of KΣQM below, to get kernels and TBA equations analogous to the undeformed model.
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Appendix B Simplified TBA equations
Acting with (K + 1)−1 defined in Eqn. (3.6) on the canonical TBA equations (3.2) gives the
simplified TBA equations:
log Y1 =
∑
α
Lα− ?ˆ s− L2 ? s−
̂
∆e ?ˇ s ,
log YQ = − (LQ−1 + LQ+1) ? s +
∑
α
L
(α)
Q−1|vw ? s, Q > 1,
log Y
(α)
+ /Y
(α)
− = ΛQ ? KQy ,
log Y
(α)
− Y
(α)
+ = ΛQ ? (2K
Q1
xv ? s−KQ) + 2(Λ(α)1|vw − Λ
(α)
1|w) ? s ,
log Y
(α)
M |vw = (ΛM+1|vw + ΛM−1|vw) ? s− ΛM+1 ? s + δM,1(Λ
(α)
− − Λ(α)+ ) ?ˆ s ,
log Y
(α)
M |w = (ΛM+1|w + ΛM−1|w) ? s + δM,1(L
(α)
− − L(α)+ ) ?ˆ s ,
(B.1)
where Y0|(v)w = 0 and
̂
∆e is defined as
̂
∆e = L
̂
E +
∑
α
(
L
(α)
− + L
(α)
+
)
?
̂
K + 2ΛQ ?
̂
K
Σ
Q +
∑
α
L
(α)
M |vw ?
̂
KM . (B.2)
This object plays a central role in the analysis of the YQ TBA equations, see Appendix D.
B.1 Contribution of the dressing phase
The dressing phase largely drops out of the simplified TBA equations obtained by acting with
(K + 1)−1. Stripping off an extra s by acting with s−1 defined in eqn. (3.8), we are interested in
KˇΣQ(u, v) = lim
→0+
(
KΣQ1(u, v + ic− i) +KΣQ1(u, v − ic+ i)
)−KΣQ2(u, v), (B.3)
which vanishes for |v| < θ [55]. Here we will need more detailed properties of this kernel for |v| > θ.
We can express this kernel in terms of simpler kernels already appearing in the TBA, similarly to
how this was done in the undeformed case [10].
Let us work at the S matrix rather than kernel level, with ΣˇQ denoting the relevant S matrix.
There are no particular subtleties in taking the → 0 limit and direct evaluation gives
−i log ΣˇQ = Φ(y−1 , x)− Φ(y−1 , 1/x)− Φ(y+1 , x) + Φ(y+1 , 1/x)
+
1
2
(
Ψ(y−1 , x)−Ψ(y−1 , 1/x) + Ψ(y+1 , x)−Ψ(y+1 , 1/x)
)
+ Ψ(x, y+1 )−Ψ(x, y−1 )
− i log iQ
Γq2
(
Q
2 −
i
2c
(u−v)
)
Γq2
(
Q
2 +
i
2c
(u−v)
) 1− 1y+1 x
1− x
y−1
√
y+1
y−1
1
x2
+
i
2
log qQe−i(Q−2)(u−v)
where x = x(v − i0+).
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Let us now rewrite the contour integrals in the Φ and Ψ terms as integrals over the interval
[−θ, θ]. The counterclockwise contour C can be described by x(u) as u runs from θ to −θ followed
by 1/x(u) as it runs from −θ to θ. This means that for any function f(z) invariant under inverting
its argument, ∮
C
dz
2pii
1
z − yf(z) =
∫
Zˆ0
dt
2pii
dx(t)
dt
(
1
x(t)− y +
1
x(t)2
1
1
x(t) − y
)
f(x(t)),
with Zˆ0 defined in Eq. (2.6). We recognise this combination of x functions as
∂
∂t
logS(s, t), S(s, t) =
x(s)− x(t)
x(s)− 1/x(t) ,
such that, with v = u(y),∮
C
dz
2pii
1
z − yf(z) = −
∫
Zˆ0
dt
2pii
(
∂
∂t
logS(v, t)
)
f(x(t)).
With this identity, the first line above results in
∂u∆Φ ≡ ∂u
(
Φ(y−1 , x)− Φ(y−1 , 1/x)− Φ(y+1 , x) + Φ(y+1 , 1/x)
)
= 2i
∫
Zˆ0
dt1
2pii
∫
Zˆ0
dt2
2pii
∂
∂u
∂
∂t1
logSQy(u, t1)
∂
∂t2
log S¯(t2, v) logS
[2]
qΓ(t1, t2),
where25
logS
[Q]
qΓ (t1, t2) = log
Γq2(
Q
2 − i2c(t1 − t2))
Γq2(
Q
2 +
i
2c(t1 − t2))
,
and we recall that SQy(u, v) = S(u + icQ, v)/S(u − icQ, v) which naturally comes out of the y±1
terms,26 and note that
∂
∂t
log
x(s)− x(t)
x(s)− 1/x(t)
1/x(s)− 1/x(t)
1/x(s)− x(t) = 2
∂
∂t
log
x(t)− x(s)
x(t)− 1/x(s) = −2
∂
∂t
log S¯(t, s), Im(s) < 0
which naturally comes out of the x terms. Integrating by parts in the t1 integral, noting that KQy
vanishes at ±θ, and taking out factors of 2pii to define kernels, we end up with
1
2pi
∂
∂u
∆Φ = 2KQy ?ˆ K
[2]
qΓ ?ˆ K¯,
where K
[Q]
qΓ (u) =
1
2pii
d
du logS
[Q]
qΓ (u). For the first line of Ψ terms we similarly find
∆Ψ ≡ 1
2
(
Ψ(y−1 , x)−Ψ(y−1 , 1/x) + Ψ(y+1 , x)−Ψ(y+1 , 1/x)
)
= −i
∫
dt
2pii
∂
∂t
log S¯(t, v)
(
logS
[2]
qΓ(u− icQ, t) + logS[2]qΓ(u+ icQ, t)
)
.
25Note that we use the label qΓ for readability, though on the right-hand side it is really Γq2 which appears.
26Our sign conventions for kernels differ from [10] at this and other points.
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We now notice that
S
[2]
qΓ(u− icQ, t)S[2]qΓ(u+ icQ, t) =
Γq2(1 +
Q
2 − i2c(u− t))
Γq2(1 +
Q
2 +
i
2c(u− t))
Γq2(1− Q2 − i2c(u− t))
Γq2(1− Q2 + i2c(u− t))
= (−1)Q−1ei(Q−1)(u−t)S[Q+2]qΓ (u, t)S[Q]qΓ (u, t),
where in the second equality we used the defining property of the q-gamma function Q− 1 times in
the second term, the resulting product of ratios of trigonometric functions cancelling pairwise up
to a phase. By the same property
S
[Q+2]
qΓ (u, t) = S
[Q]
qΓ (u, t)/(e
i(u−t)SQ(u− t))
We hence find
1
2pi
∂
∂u
∆Ψ = (2K
[Q]
qΓ −KQ) ?ˆ K¯ +
Q− 2
2pi
? K¯.
The next line gives, upon integration by parts again
1
2pi
∂
∂u
(
Ψ(x, y+1 )−Ψ(x, y−1 )
)
= KQy ?ˆ K
[2]
Γq2
.
For the second to last line, analogously to the undeformed case we directly find
1
2pii
∂
∂u
log iQ
Γq2
(
Q
2 −
i
2c
(u−v)
)
Γq2
(
Q
2 +
i
2c
(u−v)
) y+1 − 1x
y−1 − x
√
y−1
y+1
x2 = K
[Q]
qΓ (u− v)−
1
2
K¯Q(u, v)− 1
2
KQ(u− v).
Finally, the last line precisely cancels the constant term in 12pi
∂
∂u∆Ψ above, as
1 ? K¯ = −1
2
.
Putting everything together, we find
KˇΣQ = 2KQy ?ˆ K
[2]
Γ ?ˆ K¯ + (2K
[Q]
Γq2
−KQ) ?ˆ K¯ +KQy ?ˆ K [2]qΓ +K [Q]qΓ −
1
2
K¯Q − 1
2
KQ
To simplify this, we note that the K¯ and KQ kernel satisfy
27
KQ ?ˆ K¯ =
1
2
K¯Q − 1
2
KQ, 1 ? K¯ = −1
2
.
Similarly
K
[Q]
qΓ ?ˆ K¯ = −
1
2
K
[Q]
qΓ +
1
2
∞∑
N=0
K¯Q+2N , (B.4)
which will come back in Appendix D as well. Note that this expression is manifestly compatible
with the relation K
[Q+2]
qΓ = K
[Q]
qΓ −KQ− 1 encountered above. Using these identities we can finally
simplify KˇΣQ to
KˇΣQ =
∞∑
N=1
(
KQy ?ˆ K¯2N + K¯Q+2N
)
.
27To see this, extend the integration to run from −pi to pi a little above and a little below the real axis – hence the
factors of 1/2 – and then note that KQ(u− v) has poles at u = v ±Qic, and K¯(u, v) has ones at u = v ± i.
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Contribution in the TBA. The contribution of the improved mirror dressing factor to ∆
appearing in the TBA equations is given by
∆Σ(u) = 2
∑
Q
LQ ? Kˇ
Σ
Q(u) (B.5)
This function has a short cut on the real line. We would like to continue it from the upper half-
plane to have long cuts. Using the simplified expression for KˇΣQ discussed in the previous section,
we can simplify the result by following Appendix C of [11] with appropriately adapted integration
contours, to arrive at
∆Σ(u∗) =
∑
α
log Y
(α)
− ?γx
∞∑
N=1
K¯2N (u
∗)
=
∑
α
∮
γx
log Y
(α)
− (z)
( ∞∑
N=1
K(z + 2iNc, u) +K(z − 2iNc, u)
)
.
(B.6)
This result is used in Appendix D.
Appendix C Simplifying the log Y−/Y+ discontinuity relations
We show that, given the Y system equation (3.16), we can equivalently impose two types of dis-
continuity equations on the Y system such that the resulting analytic Y system is equivalent to
the TBA equations:28 either we impose that29
[log Y−]0 = −ΛP ? KQy, (C.1)
or we impose that [
log
Y−
Y+
]
±2N
(u) = −
N∑
P=1
[ΛP ]±(2N−P ) (u) for N ≥ 1. (C.2)
It is not difficult to see that the second set of discontinuities can be derived from the first one,
noting that
[log Y−]0 = log
Y−
Y+
. (C.3)
We will show here that one can derive the first discontinuity equation from the second set. This
allows us to use the local (and hence easier) discontinuity equations (C.2).
First, we need to define a function G such that
K(z, u) =
1
2pii
1
2 sin 12(z − u)
G(z)
G(u)
. (C.4)
This function exists uniquely up to normalisation as
G(u) =
1
4pii
1
sin(1− u)K(1, u) , (C.5)
28See [11] for this derivation in the undeformed case.
29As in the main text we will omit the index α since the derivation is identical for both values of the index.
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where the choice to evaluate in z = 1 is arbitrary. Now consider the function
T (z, u) = −G(u)2piiK(z, u) = − 1
2 sin 12(z − u)
G(z) (C.6)
and
−
∞∑
Q=1
∫
dz
2pii
ΛQ(z) (T (z − iQc, u)− T (z + iQc, u))
= −
∞∑
Q=1
∫
dzG(u)ΛQ(z) (K(z + iQc, u)−K(z − iQc, u))
= −G(u)
∞∑
Q=1
∫
dzΛQ(z)KQy(z, u) = −G(u) (ΛQ ? KQy(u)) , (C.7)
where the integrals all run over the interval (−pi, pi], as in the rest of this appendix whenever the
range is not specified. This shows that the equation
G(u) log
Y−
Y+
(u) = −
∞∑
Q=1
∫
dz
2pii
ΛQ(z) (T (z − iQc, u)− T (z + iQc, u)) (C.8)
is equivalent to the equation
log
Y−
Y+
(u) = −ΛP ? KPy. (C.9)
We will now derive the equation (C.8) from the new 2N discontinuities:
Let γ be as in Fig 4, then we can write
G(u) log
Y−
Y+
(u) =
∮
γ
dz
2pii
1
2
log Y−Y+ (z)
sin 12(z − u)
G(z), (C.10)
since the residue of 1
sin 1
2
(z−u) is one and log
Y−
Y+
(z)G(z) is analytic on the inside of γ. We can deform
γ into Γ (see Fig.4), which runs on both sides of the discontinuity lines at ±2Nic all the way to
infinity, using the 2pi-periodicity of the integrand to let the appearing vertical parts of the deformed
contour vanish.
Define for simplicity the 2pi-periodic function
B(z, u) =
1
2
G(z)
sin 12(z − u)
(C.11)
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and notice that
−
∑
N,τ
(∫
Z−2Nτ+i
−
∫
Z−2N−i
)
dz
2pii
N∑
P=1
ΛP (z + iτPc)B(z, u)
= −
∑
N,τ
∫
dz
2pii
N∑
P=1
[ΛP ]−τ(2N−P ) (z)B(z − 2iτNc, u)
=
∑
N,τ
∫
dz
2pii
[log Y−/Y+]−τ2N (z)B(z − 2iτNc, u)
=
∑
N,τ
∫
(log Y−/Y+(z − i2Nτc+ i)− log Y−/Y+(z − i2Nτc− i))B(z − 2iτNc, u)
=
∮
Γ
dz
2pii
1
2
log Y−/Y+
sin 12(z − u)
G(z) =
∮
γ
dz
2pii
1
2
log Y−/Y+
sin 12(z − u)
G(z), (C.12)
where τ sums over ±1. This shows that∮
γ
dz
2pii
1
2
log Y−/Y+
sin 12(z − u)
G(z) = −
∑
N,τ
(∫
Z−2N+i
−
∫
Z−2N−i
)
dz
2pii
N∑
P=1
ΛP (z + iτPc)B(z, u). (C.13)
Using the fact that ΛP and B do not have any poles except at the branch points allows us to cancel
integrals on the right-hand side by deforming the relevant contours:
−
∑
τ
∑
N
N∑
P=1
(∫
Z−2N+i
−
∫
Z−2N−i
)
dz
2pii
ΛP (z + iτPc)B(z, u)
= −
∑
τ
∞∑
P=1
∞∑
N=P
(∫
Z−2N+i
−
∫
Z−2N−i
)
dz
2pii
ΛP (z + iτPc)B(z, u)
=
∑
τ
τ
∞∑
P=1
∫
Z−2N+τi)
dz
2pii
ΛP (z + iτPc)B(z, u)
=
∑
τ
τ
∞∑
P=1
∫
dz
2pii
ΛP (z)
1
2
G(z − iτPc)
sin 12(z − iτPc− u)
. (C.14)
Now we see, using that
T (z, u) = − 1
2 sin 12(z − u)
G(z) (C.15)
that we can rewrite (C.13) as follows:∮
γ
dz
2pii
1
2
log Y−/Y+
sin 12(z − u)
G(z) = −
∑
τ
τ
∞∑
P=1
∫
dz
2pii
ΛP (z − iτPa− i)T (z − iτPa, u)
= −
∞∑
P=1
∫
dz
2pii
ΛP (z) (T (z − iPa, u)− T (z + iPa, u)) , (C.16)
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which, as we have shown in (C.7), is equivalent to the statement
log
Y−
Y+
(u) = −ΛP ? KPy. (C.17)
In conclusion, this proves that the local discontinuities (C.2) for Y− contain exactly the same
amount of information as the non-local version (C.1) and we can impose the local discontinuity
relations on the Y system.
Appendix D The YQ discontinuity relation and reobtaining the YQ
TBA equation
By far the most complicated part of the transition from the TBA equations to the analytic Y system
is treating the YQ functions. Most of this complication sits in the treatment of the dressing-phase
kernel, but the general strategy of deriving the relevant analyticity conditions and subsequently
proving the equivalence with the TBA equations is more convoluted than in the other three cases
(for Y±, YM |(v)w) as well.
The derivation consists of the following steps:
• Analyse and properly define the object
̂
∆30
• Define the long-cutted version of this object ∆
• Find a set of discontinuities to complement the Y system
• Prove that these discontinuities allow us to restore ∆ completely
• Use the Y system to find expressions for the discontinuities [log YQ]±(Q+2M)
• Use the Cauchy integral theorem to restore the TBA equations from these discontinuities and
∆.
The first step is straightforward: starting from the simplified TBA equations (B.1) we derived
the relevant Y system equations (3.10). Following the same prescription as in [52] we find for
|Re(u)| > θ
[log Y1]1 (u) =
∑
α
L
(α)
− (u+ i) +
̂
∆e(u) =:
̂
∆. (D.1)
The full discontinuity is the continuation of this function to the entire complex plane, where the
term containing L− deserves special attention. We can write
̂
∆ := L
̂
E +
∑
α
̂
L
(α)
y +
∑
α
(
L
(α)
− + L
(α)
+
)
?
̂
K + 2ΛQ ?
̂
K
Σ
Q +
∑
α
L
(α)
M |vw ?
̂
KM , (D.2)
30Note that
̂
∆ is a short-cutted function despite the presence of the check, which we keep to stay in line with the
literature. In the rest of this paper a check is reserved for long-cutted functions, whereas we use hats for short-cutted
functions.
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where here the check indicates the short-cutted version of the respective kernels. In particular
̂
L
(α)
y
is the double-valued continuation of L− in the upper half-plane of the first sheet with a short cut.
On the first sheet it can be characterised as
̂
L
(α)
y (u) =
{
L
(α)
− (u) if Im(u) > 0
L
(α)
+ (u) if Im(u) < 0
. (D.3)
Also
̂
E(u) = log x(u− i) + ξ
x(u+ i) + ξ
. (D.4)
This defines
̂
∆ as a function with short cuts. To change from short back to long cuts we define the
following quantity ∆:
∆ = −L log x(u) + ξ
1/x(u) + ξ
+
∑
α
L
(α)
− −
∑
α
(
L
(α)
− + L
(α)
+
)
? K − 2ΛQ ? KΣQ −
∑
α
L
(α)
M |vw ? KM , (D.5)
where we use the definition of
̂
E to find a long-cutted version of this function. Then the function̂
∆ = [log Y1]1 with short cuts agrees with ∆ on the strip 0 < Im(u) < ic and can be continued
to the rest of complex plane choosing short branch cuts. ∆ on the other hand is defined using
continuation choosing long branch cuts.
D.1 Deriving discontinuities for
̂
∆
For this we will first derive the discontinuities of
̂
∆. For most terms appearing in the definition
of
̂
∆ this uses the usual arguments, analysing the convolutions using the known properties of the
appearing kernels. We find the discontinuities[̂
∆
]
±2N
(u) = −
∑
α
(
∓
[
L
(α)
∓
]
±2N
+
N∑
M=1
[
L
(α)
M |vw
]
±(2N−M)
+
[
log Y
(α)
−
]
0
)
. (D.6)
The derivation of the term containing LM |vw functions follows the analysis illustrated in Section
3.1.3. The Y±-contribution is slightly more complicated: there are two terms, the first one being
the term not belonging to
̂
∆e, which has as discontinuities[∑
α
L
(α)
∓ (u)
]
±2N
, (D.7)
using the representation of Ly on the upper and lower half-plane. We can however combine them
with the contribution coming from the term
(
L
(α)
− + L
(α)
+
)
?
̂
K. It is straightforward to find that
its discontinuities are (only for positive N)
−
[
L
(α)
− + L
(α)
+
]
−2N
, (D.8)
whereas the contributions for negative N vanish. Adding both contributions together we see that
the total contributions from L− sum up to be
±
[
L
(α)
−
]
±2N
, (D.9)
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with the usual implicit sum over α. Finally the discontinuity of the dressing phase kernel fol-
lows directly from the simplification (B.6) discussed in Appendix B.1 using the usual arguments.
Changing now from short back to long cuts leads to the following discontinuity for ∆:
[∆]±2N (u) = ±
∑
α
([
L
(α)
∓
]
±2N
+
N∑
M=1
[
L
(α)
M |vw
]
±(2N−M)
+
[
log Y
(α)
−
]
0
)
, (D.10)
which are in fact the same relations as were found for the undeformed case. We note that ∆ in fact
has one additional branch cut: analysing the energy term in its definition we find that ∆, like in
the undeformed case, has a logarithmic branch cut on the imaginary axis:
∆(iv + )−∆(iv − ) = 2piiL, (D.11)
using the principal branch description of the logarithm.
D.2 Rederiving the TBA equation from the discontinuities
Using the discontinuity relations for ∆ we can start to rederive the TBA equation for the YQ-
particles from the Y system.To pursue the Cauchy integral method illustrated in the main text,
we use the fact that ∆ has square-root branch points at ±θ. Of course, we also assume that the
relevant functions have no other poles than those at the branch points. A new aspect compared
to the undeformed case is that we also have to deal with non-zero asymptotic behaviour of the
YQ: to correctly rederive the TBA equation for YQ we should consider a Y system solution which
asymptotically behaves as ∓cQL as u→ ±i∞. This is consistent with the TBA equations (3.2), as
the driving term EQ behaves as ∓cQL as u→ ±i∞, whereas all the other terms on the right-hand
side of the YQ TBA equation vanish in those limits. In fact, analysing the other equations we find
that only the YQ are nonvanishing in those limits, since all kernels do vanish.
D.2.1 Retrieving ∆
First we will find ∆ from the local discontinuity relations given above. Using Cauchy we can write
for 0 <Im(u) < ic
G(u)∆(u) =
∮
C1
dz
2pii
∆(u)
2 sin 12(z − u)
G(z), (D.12)
where the contour C1 is depicted in Fig. 6. Deforming the contour now towards imaginary infinity
to give it a Γ-like shape we reach the contour that encircles all horizontal branch cuts separately
in the clock-wise direction (we will call this part C2) and runs along the vertical branch cut on iR
towards +i∞ on the left and −i∞ on the right. This shows that, using the definitions of G and B
defined in Appendix C, we can write our original integral expression as
G(u)∆(u) =
∮
C2
dz
2pii
∆(z)
2 sin 12(z − u)
G(z) +
(∫
iR−
−
∫
iR+
)
dz
2pii
∆(z)
2 sin 12(z − u)
G(z)
= IC2 + LG(u) log
x(u) + ξ
1/x(u) + ξ
, (D.13)
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01
(a)
pi
1
(b)
Figure 6: The contours γx in (a) and C1 in (b).
where we use the logarithmic jump of ∆ (D.11) and used the relation between G and K(z, u), as
well as the definition of the kernel K(z, u), to find the energy term hidden in ∆. Now we can work
on massaging the integral IC2 , defined as
IC2 =
∮
C2
dz
2pii
∆(z)
2 sin 12(z − u)
G(z)
=
∞∑
N=1
∑
τ
∮
γx
dz
2pii
∆(z + τi2Nc)B(z + τi2Nc, u), (D.14)
with γx as in [11] being the contour around the line section connecting ±θ through pi in the clockwise
direction (see Fig. 6). The summation variable τ in this appendix will always run over {±1}. Now
we can recognise the discontinuity of ∆ and find
IC2 =
∞∑
N=1
∑
τ
∮
γx
dz
2pii
∆(z + τi2Nc)B(z + τi2Nc, u)
=
∞∑
N=1
∑
τ
∫
Zˆ0
dz
2pii
[∆(z)]τ2N B(z + τi2Nc, u)
=
∞∑
N=1
∑
τ,α
τG(u)
∮
γx
dz
L
(α)
−τ (z + iτ2Nc)︸ ︷︷ ︸
1
+
N∑
M=1
L
(α)
M |vw(z + τ(2N −M)ic)︸ ︷︷ ︸
2
+ log Y
(α)
− (z)︸ ︷︷ ︸
3
 ·
K(z + τi2Nc, u). (D.15)
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We have already extracted G from the expression, but to continue we will split the contributions of
the numbered factors. The first term can be treated as follows: we deform γx using the analyticity
of the integrand into two circles around the entire cylinder. Now we can rewrite the first term using
the analyticity of L± in the lowerupper half-plane and using that K(z∗, u) = −K(z, u):
G(u)
∞∑
N=1
∑
τ,α
τ
∮
γx
dzL
(α)
−τ (z + iτ2Nc)K(z + τi2Nc, u)
= −G(u)
∑
α
(∫
Z−2+i
dzL
(α)
+ K(z, u) +
∫
Z2−i
dzL
(α)
− (z)K(z, u)
)
,
= G(u)
∑
α
(
L
(α)
− −
(
L
(α)
− + L
(α)
+
)
? K(u)
)
, (D.16)
exactly giving us the relevant terms in the definition of ∆ in D.5.
The second term follows the standard procedure:
G(u)
∞∑
N=1
∑
τ,α
τ
∮
γx
dz
N∑
M=1
L
(α)
M |vw(z + τ(2N −M)ic)K(z + τi2Nc, u)
= G(u)
∞∑
M=1
∞∑
N=M
∑
τ,α
τ
(∫
Z2Nτ+i
−
∫
Z2Nτ−i
)
dzL
(α)
M |vw(z − τMic)K(z, u)
= −G(u)
∞∑
M=1
∑
α
∫
Z0
dzL
(α)
M |vw(z) (KM (z, u)) = −G(u)
∞∑
M=1
∑
α
L
(α)
M |vw ? KM , (D.17)
which also exactly matches the definition given in D.5. The third term can immediately be seen to
give
G(u)
∑
α
∮
γx
dz log Y
(α)
− (z)
∞∑
N=1
(K(z + i2Nc, u)−K(z − i2Nc, u)) , (D.18)
which matches the expression (B.6) for the dressing phase factor. So we see that we can indeed
reconstruct ∆ from its discontinuities.
D.3 Reconstructing the YQ TBA equation
To rederive the TBA equation for YQ-particles we will follow the general strategy we developed in
the previous sections. First we write log YQ as a Cauchy integral for −icQ <Im(u) < icQ knowing
it is regular in the strip between the lines at ±icQ:
log YQ(u) =
∮
γ
dz
2pii
log YQ(z)H(z − u), (D.19)
where we define H(z) = 12 cot
u
2 as before and γ as in Fig. 4. If we want to follow the strategy
explained in the main text the next step is to deform γ into Γ, which involves taking a limit. The
result of this limit depends on the behaviour of log YQ as u → i∞. From the driving term in the
TBA equations (3.2) we see that we are interested in a solution of the Y system that obeys
log YQ → ∓cQL as u→ ±i∞. (D.20)
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Writing γ± for the parts of γ in the upper and lower half-plane respectively we now find
log YQ =
∮
γ
dz
2pii
log YQ(z)H(z − u)
=
∫
γ+
dz
2pii
(log YQ(z) + cQL− cQL)H(z − u) +
∫
γ−
dz
2pii
(log YQ(z) + cQL− cQL)H(z − u)
= cQL
∮
z=u
dz
2pii
H(z − u) +
∫
γ+
dz
2pii
(log YQ(z) + cQL)H(z − u)
+
∫
γ−
dz
2pii
(log YQ(z)− cQL)H(z − u). (D.21)
The contour integral can be done easily to give cQL and deforming γ± in the usual way to Γ, we
get ∮
γ
dz
2pii
log YQ(z)H(z − u) = cQL+
∑
τ
∞∑
l=0
∫
Z0
[log YQ(z)]τ(Q+2l)H(z − u). (D.22)
So we will need discontinuities of the form
[log YQ]±(Q+2l) ,
where Q, l ∈ N. We will derive them from the Y system. The derivation of these quantities is
completely analogous to the one illustrated in [11] and we will not treat it here. It uses the knowledge
of the analyticity strips and branch cut locations of the Y functions to combine discontinuities of
the Y system. The result is given in terms of D functions, which are defined for l ≥ 0 as
DQτ(Q+2l)(u) =
l+1∑
J=1
Q+J−2∑
M=J
L
(α)
vw|M (u+ τ(M + 2l − 2J + 2)ic) + L
(α)
− (u+ 2τ lic)−
l∑
J=1
ΛJ(u+ τ(2l − J)ic)
−
l∑
J=1
(
2
Q−1∑
M=1
ΛM+J(u+ τ(M + 2l − J)ic) + ΛQ+J(u+ τ(Q+ 2l − J)ic)
)
−
Q−1∑
M=1
ΛQ(u+ τ(M + 2l)ic), (D.23)
and obey the following recursion relation 31:
DQτ(Q+2l)(u)−DQτ(Q+2l−2)(u+ τ2ic) =
Q+l−1∑
M=l+1
L
(α)
vw|M (u+ τMic)− Λl(u+ τ lic)
− 2
Q−1+l∑
M=1+l
ΛM (u+ τMic)− ΛQ+l(u+ τ(Q+ l)). (D.24)
31This is similar to the corresponding expression in [11] except for the lower bound on M for the vw terms: it
starts at l + 1 instead of l.
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The discontinuity of YQ can now be written as follows for all l ≥ 0:
[log YQ]τ(Q+2l) (u) =
[
DQτ(Q+2l)
]
0
(u)− δl,0 [log Y1]−τ1 (u). (D.25)
Plugging this into our expression for log YQ leaves∮
γ
dz
2pii
log YQ(z)H(z − u) = cQL
+
∑
τ
∞∑
l=0
∫
Z0
dz
2pii
([
DQτ(Q+2l)
]
0
(u)− δl,0 [log Y1]−τ1 (u)
)
H(z + τ(Q+ 2l)ci− u). (D.26)
Let us massage these integrals in steps and consider the terms associated to different Y functions
separately. As a first step we simplify the contributions coming from the D functions and log Y1
separately. The D function contribution can be written as
∑
τ
∞∑
l=0
∫
Z0
dz
2pii
[
DQτ(Q+2l)
]
0
(u)H(z + τ(Q+ 2l)ci− u)
= −
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
(
DQ(Q+2l)τ (z)−DQ(Q+2l−2)τ (z + 2τc)
)
H(z + τ(Q+ 2l)ci− u)
−
∑
τ
τ
∫
Z0−iτ
(
L− +
Q−1∑
M=1
ΛM (z + τicM) +
Q∑
M=2
L
(α)
vw|M−1(z + τ(M − 1)ic)
)
H(z + τQci− u),
(D.27)
whereas the log Y1 contribution can be rewritten as
−
∑
τ
∫
Z0
[log Y1]−τ1 (u)H(z + τQci− u)
= −
∫
Z0
[
L
(α)
−
]
0
H(z +Qci− u)−
∮
γx
log Y1(u+ ic)KQ(z − u), (D.28)
using the property
[log Y1]1 + [log Y1]−1 =
[
L
(α)
−
]
0
, (D.29)
which follows directly from the Y -sytem. First we will treat the Y−-terms, collecting all contribu-
tions in both the rewritten expressions:
∑
τ
∞∑
l=0
∫
Z0
dz
2pii
([
L
(α)
−
]
τ2l
(u)− δl,0δτ,+1
[
L
(α)
−
]
0
(u)
)
H(z + τ(Q+ 2l)ci− u)
= −
∮
γx
dz
2pii
L
(α)
− (u)H(z +Qci− u) +
∑
τ
τ
∫
Z0+iτ
dz
2pii
 L
(α)
− (u)H(z − τQci− u)
=
∫
Z0+i
 L
(α)
− (u)KQ(z − u) (D.30)
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Now let us treat the remaining terms in (D.27), including the bulk terms from the Ds, applying
the recursion relation (D.24):
−
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
(
DQ(Q+2l)τ (z)−DQ(Q+2l−2)τ (z + 2τc)
)
H(z + τ(Q+ 2l)ci− u)
−
∑
τ
τ
∫
Z0−iτ
Q−1∑
M=1
ΛM (z + τicM)H(z + τQci− u)
= −
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
(
− Λl(z + τ lic)− ΛQ+l(z + τ(Q+ l))
−2
Q−1+l∑
M=1+l
ΛM (z + τMic) +
Q+l−1∑
M=l+1
L
(α)
vw|M (z + τMic)
)
H(z + τ(Q+ 2l)ci− u)
−
Q−1∑
M=1
(
ΛM − Lvw|M
)
? KQ−M . (D.31)
The terms in the previous expression containing YQ functions can be simplified to −
∑∞
M=1 ΛM ?
KMQ, whereas the Yvw functions can be simplified to the term
−
∑
τ
∞∑
l=1
τ
∫
Z0−iτ
Q+l−1∑
M=1+l
L
(α)
vw|M (z + τMia)H(z + τ(Q+ 2l)ci− u) +
Q−1∑
M=1
Lvw|M ? KQ−M
=
∞∑
l=1
Q+l−1∑
M=1+l
L
(α)
vw|M (z) ? KQ+2l−M +
Q−1∑
M=1
Lvw|M ? KQ−M
=
∞∑
l=1
Q+l−2∑
M=l
L
(α)
vw|M (z) ? KQ+2l−M−2 =
∞∑
M=1
M∑
l=max(0,M−Q+1)
L
(α)
vw|M (z) ? KQ+2l−M
=
∞∑
M=1
M∑
l=0
L
(α)
vw|M (z) ? KQ+2l−M , (D.32)
using that the terms we introduce in the last line sum up to zero due to the antisymmetry of KM
in M . Let us summarise what our results thus far are, by writing the simplest expression we have
for the right-hand side of the YQ TBA equation.
log YQ(u) = −
∮
γx
log Y1(u+ ic)KQ(z − u)−
∞∑
M=1
ΛM ? KMQ(u) +
∫
Z0+i
 L
(α)
− (u)KQ(z − u)
+
∞∑
M=1
M∑
l=0
LM |vw ? KQ+2l−M (u) + cQL. (D.33)
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The next step is using our knowledge of ∆ to rewrite the first contour integral:∮
γx
log Y1(u+ ic)KQ(z − u) =
∫
Zˇ0
̂
∆(u)KQ(z − u)
=
1
2
∮
γx
(
∆−
∑
α
L
(α)
−
)
(u)KQ(z − u) +
∫
Zˇ0
)
(∑
α
Lˇ
(α)
− (u)
)
KQ(z − u)
=
1
2
∮
γx
(
−L log x(u) + ξ
1/x(u) + ξ
−
∑
α
(
L
(α)
− + L
(α)
+
)
?ˆK − 2ΛM ? KΣM −
∑
α
L
(α)
M |vw ? KM
)
KQ(z − u)
+
∫
Zˇ0
(∑
α
Lˇ
(α)
− (z)
)
KQ(z − u) (D.34)
We can now look at all the separate terms to recognise the TBA-contributions.
D.3.1 Driving term EQ
First we treat the energy contribution: it is retrieved from
−L
2
∮
γx
log
x(u) + ξ
1/x(u) + ξ
KQ(z − u). (D.35)
It is interesting to note that because our functions are real-periodic the integration contour γx is
actually closed on the cylinder. Therefore, considering the slightly more general integral∮
γx
dzf(z)KQ(z − u) (D.36)
we can directly apply Cauchy’s theorem to the domain on the outside of this contour, picking up
residues at all the poles. KM only has two poles, so we get for a function f which is analytic and
regular on on this domain the result∮
γx
dzf(z)KQ(z − u) = f(u+ iQc)− f(u− iQc) (D.37)
We cannot directly apply this formula to the energy term, since that has a branch cut at the
imaginary axis. However, incorporating the branch cuts is quite straightforward:∮
γx
dz log
x(u) + ξ
1/x(u) + ξ
KQ(z − u) = log x(u+ iQc) + ξ
1/x(u+ iQc) + ξ
− log x(u− iQc) + ξ
1/x(u− iQc) + ξ
+
(∫
iR−
−
∫
iR+
)
dz log
x(u) + ξ
1/x(u) + ξ
KQ(z − u)
= 2 log q−Q
x(u+ iQa) + ξ
x(u− iQa) + ξ +
∫
iR
2piiKQ(z − u)dz
= −2E˜Q − 2cQ, (D.38)
where the second term is due to the branch cut along the imaginary axis. After correctly accounting
for prefactors this term exactly cancels the extra term cQL we picked up from the boundary
condition on log YQ. This is a feature not present in the undeformed case: there both the integral
over KQ and log YQ at infinity vanish already separately.
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D.3.2 LM |vw
For rewriting the contribution of the LM |vw we can explicitly write it as
− 1
2
∮
γx
dz
∑
α
L
(α)
M |vw ? (K(t+ iMc, z) +K(t− iMc, z))KQ(z − u). (D.39)
This can further be simplified by contour deformation for some of the terms involved of γx, which
governs the integration over z: by moving both halves of the contour onto the other sheet we have
formed a contour that looks exactly like γx, but it runs in the other direction and on the second
sheet. This leads to
− 1
2
∮
γx
dz
∑
α
L
(α)
M |vw ? (K(t+ iMc, z) +K(t− iMc, z))KQ(z − u)
=
1
2pii
∮
γx
dz
∑
α
L
(α)
M |vw ?t
(
d
dt
log (x(t+ iMc)− x(z)) (x(t− iMc)− x(z))
)
KQ(z − u), (D.40)
which can be simplified even further by deforming γx again using an extension of (D.37): if f has
poles itself, the right-hand side of (D.37) will also feature the poles of f . In this case
f(z) =
d
dt
log (x(t+ iMc)− x(z)) (x(t− iMc)− x(z)) , (D.41)
which gives for the LM |vw contribution
1
2pii
∮
γx
dz
∑
α
L
(α)
M |vw ?t
(
d
dt
log (x(t+ iMc)− x(z)) (x(t− iMc)− x(z))
)
KQ(z − u)
=
∑
α
L
(α)
M |vw ?
1
2pii
d
dt
(
log
(
sin 1/2(t+ iMc− u+ iQc)
sin 1/2(t+ iMc− u− iQc)
sin 1/2(t− iMc− u+ iQc)
sin 1/2(t− iMc− u− iQc)
)
+ log
(
x(t+ iMc)− x(u+ iQc)
x(t+ iMc)− x(u− iQc)
x(t− iMc)− x(u+ iQc)
x(t− iMc)− x(u− iQc)
))
= −
∑
α
L
(α)
M |vw ?
(
KMQvwx (u)−
M∑
i=0
KM+Q−2i
)
= −
∑
α
L
(α)
M |vw ?
(
KMQvwx (u)−
M∑
i=0
KQ−M+2i
)
.
(D.42)
If we now combine all the Yvw-contributions on the right-hand side of the YQ TBA equation (see
also (D.33)) we get
M∑
l=0
LM |vw ? KQ+2l−M (u)−
1
2
∮
γx
dz
∑
α
L
(α)
M |vw ? KM (z)KQ(z − u) =
∑
α
∞∑
M=1
L
(α)
M |vw ? K
MQ
vwx (u)
(D.43)
which is the actual TBA-contribution due to the vw functions.
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D.3.3 L−
The contributions of L− in (D.34) to the TBA equation can be summed up as
1
2
∮
γx
∑
α
(
L
(α)
− + L
(α)
+
)
?ˆK(z)KQ(z − u)
−
∫
Zˇ0
(∑
α
Lˇ
(α)
− (z)
)
KQ(z − u) +
∫
Z0+i
 L
(α)
− (u)KQ(z − u). (D.44)
We can rewrite the first integral by contracting the integral contour. For this, we need to continue
the integral through (−θ, θ), resulting in a residue being picked up due to the convolution on this
interval. Therefore, the first integral reads
1
2
∮
γx
∑
α
(
L
(α)
− + L
(α)
+
)
?ˆK(z)KQ(z − u)
= −
(
L
(α)
− ?ˆK
yQ
− − L(α)+ ?ˆKyQ+
)
−
∫
Z0+i
 L
(α)
− (u)KQ(z − u)
+
∫
Zˇ0
)
(∑
α
Lˇ
(α)
− (z)
)
KQ(z − u) (D.45)
such that after combining them we find as the total L± contribution
Lβ ?ˆK
yQ
β . (D.46)
D.3.4 Restoring the dressing phase contribution
The dressing phase kernel in the TBA equations gets restored by the term∮
γx
ΛP ? K
Σ
P (z)KQ(z − u). (D.47)
We can first rewrite the product ∆Σ = ΛP ? K
Σ
P using the result (B.6) from Appendix B.1. Using
the kernel K
[Q]
qΓ and the identity (B.4) we replace the infinite sum containing K kernels in (B.6) by
the terms containing K
[N ]
qΓ . Using the TBA equation for Y− we then obtain
∆Σ(u) = 2ΛP ?
∮
γx
dsKPy− (s)
(∮
γx
dtK
[2]
qΓ(s− t)K(t, u)−K [2]qΓ(s− u)
)
for u 6∈ Zˇ0. (D.48)
We can recognise the right-hand side of this equation as the discontinuity of the function
2ΛP ?
∮
γx
dsKPy− (s)
∮
γx
dtK
[2]
qΓ(s− t)
1
2pii
d
dt
log (x(t)− x(u)) , (D.49)
such that we can immediately rewrite∮
γx
dz∆Σ(z)KQ(z − u) = −2ΛP ?
∮
γx
dsKPy− (s)
∮
γx
dtK
[2]
qΓ(s− t)KyQ− (t, u). (D.50)
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Following [11] and in particular using equation (4.17) in [41] we find that indeed∮
γx
dz∆Σ(z)KQ(z − u) = −2ΛP ? KΣPQ. (D.51)
Together with the already present ΛP ? KPQ term this forms the dressing phase term in the TBA
equations.
Combining all partial results
Combining all the partial results in the previous subsections and plugging them into Eqn. (D.33)
we get
log YQ(u) = −LE˜Q +
∑
α
( ∞∑
M=1
L
(α)
M |vw ? K
MQ
vwx (u) + L
α
β ?ˆK
yQ
β
)
+ ΛP ? K
PQ
sl(2), (D.52)
which indeed coincides with the TBA equation (3.2) for YQ.
Appendix E Defining the T gauges
The derivation of the QSC from the TBA equations requires us to pass through the analytic T
system as described in Section 3.2. This part of the analysis is highly technical, since, as in the
undeformed case, we have to deal with the fact that there is no gauge in which the T s have
nice analyticity properties everywhere on the T hook. Even though the derivation has many
similarities to the undeformed case we opt to present a self-contained derivation, to aid the reader
and simultaneously provide a convenient summary of the results for the undeformed case presented
in [13] (in particular Sections 3.3-3.4 and Appendix C.2-C.3) and [51] (Appendix B.1).
Our aim is to derive two sets of T s from the analytic Y system, the T gauge and the T gauge,
which have nice properties as listed in Section 3.2. Additionally, we will prove that the Tˆ gauge,
obtained from the T gauge, is Z4-symmetric, which will allow us to derive the Pµ parametrisation
of the T system (see Appendix F).
In this appendix we will distinguish different types of conjugation: we will write f(u) for the
conjugation of the image of u under f , as usual. f¯(u) indicates the image of u under f¯ , being the
conjugation of the function only. For example, for an analytic function f , f¯ is obtained from the
converging Taylor series of f by conjugating all its coefficients.
The functions which are analytic in the strip
{u ∈ C | |Im(u)| < Mc} , (E.1)
possibly with the exception of a finite number of poles form the set AM . If we want f ∈ AM to
also be pole free, i.e. be analytic, on the strip, we write f ∈ ApM .
Our starting point is a set of Y s satisfying the ground-state TBA equations, and therefore also
the analytic Y system. The derivation is split up into the following steps:
1. Construct a gauge T in the upper band with the correct analyticity properties
2. Use the gauge freedom of the T system to define from T the T gauge
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3. Define the T gauge directly in terms of the T gauge
4. Define gauges TR and TL which have the correct analyticity properties in the right and left
band respectively and are Z4-symmetric
5. Prove that the T gauge is related to the TR and TL gauges by a very simple gauge transfor-
mation, from which we can conclude that the T also have the correct analyticity properties
and are Z4-symmetric.
E.1 Constructing T
We start building the gauge T for the upper band a ≥ s, adapting the method outlined in [12].
First we set T0,0 = 1 = Ta,±2 = 1 for a ≥ 2. From the parametrisation of the Y system we find
1 + Ya,0 =
T +a,0T
−
a,0
Ta+1,0Ta−1,0
for a > 0. (E.2)
By a trigonometrisation of the chain lemma in [12] we can solve this equation for Ta,0s:
σa = Ta,0 = exp
 ∞∑
j=1
Λj ? l
j
a
 , (E.3)
with
lja =
j−1∑
n=0
Ka+1−j+2n. (E.4)
The application of this lemma requires:
• No poles and zeroes in the strip with |Im(u) < (a− 1)c, and 1 + Ya,0 ∈ Aa, for a ≥ 2 .
• No poles and zeroes in the physical strip for 1 + Y1.
• That 1 + Ya does not attain negative real values to avoid unwanted branch cut behaviour.
These properties can be analysed in the asymptotic large-volume solution of the Y system and
appear to be respected. We will assume these properties remain satisfied at finite volume. The cut
structure of all the Y s of course follows rigorously from the TBA equations. In addition to the list
above, we find that Y1 does not have a Z0 cut and that all Y functions are real on the real line.
This will imply that also the T are real. The solution (E.3) solves the Eqn. (E.2) at least in a
neighbourhood of the physical strip, but we can in most cases extend this: the solution already
implies that the Ta,0 do not have a cut at Z±1. For the rest we use induction: Suppose we have
shown that for all a ≤ k Ta,0 has no cuts until possibly Z±(a+1). Using the defining relation (E.2)
and the knowledge that Ya ∈ Aa we can now derive that Tk+1,0 has no cuts until possibly Z±(k+2):
from the defining relation for a = k we immediately see that Tk+1,0 has no cuts until possibly Z±k.
If it has a cut at Z±k, the a = k + 1 equation tells us that Tk+2,0 has to have a cut at Z±(k−1).
Continuing up the chain of equations we find now that there is a Tm,0 with a cut at Z±1, which we
know is not possible. So Tk+1,0 has no cut at Z±k. Completely analogously one proves that also
the cuts at Z±(k+1) are not possible.
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Secondly, we look at poles. We know that 1 + Ya ∈ Apa−1. Moreover, 1 + Y1,Ta,0 ∈ Ap1 . Using
the same arguments as for the cut structure we find that T1 ∈ Ap2 and Ta ∈ Apa−1 for a ≥ 2.
Now we have completely defined and analysed the central T s. We can find the remaining T s
in the upper band using the Hirota equation and
1 + Y −1a,s =
T +a,sT
−
a,s
Ta,s+1Ta,s−1
. (E.5)
First we fill the band for a ≥ 2 solving the finite-difference equation
T +a,1T
−
a,1 = Ta,0(1 + Y
−1
a,1 ), (E.6)
which also follows from the T parametrisation of the Y functions. Moreover, from the analyticity of
the right-hand side we immediately see that Ta,1 ∈ Aa. To complete the upper band we only need
to define T1,±1, which we do using the Hirota equation. It follows immediately that T1,±1 ∈ A1.
This finishes the construction of the analytic gauge T . Note that from the construction it follows
that the T gauge is real.
E.1.1 Constructing T
From the T gauge we can construct a gauge with even better properties, known as the T gauge.
In addition to the analyticity properties listed in Table 1 the Ts satisfy the following identities,
which were dubbed “group-theoretical” in [13]:
T3,±2 = T2,±3, T+0,0 = T
−
0,0. (E.7)
We start from the discontinuity relation for Y
(α)
± , which on the Y hook reads
[log Y1,±1Y2±,2]2n = −
n∑
a=1
[log 1 + Ya,0]2n−a for n > 0. (E.8)
Notice that the right-hand side of this expression is independent of± (α = l, r in our TBA notation).
This is due to the fact that the product Y1,±1Y2,±2 is the same on both sides of the Y hook, so
Y1,1Y2,2 = Y1,−1Y2,−2 (E.9)
as follows from the TBA equations. Replacing the Y s by their parametrisation in T s leads to a
telescoping cancellation of terms and we are left with[
log
1
Y1,±1Y2,±2
T1,0
T −0,0
]
2n
= 0 for n > 0. (E.10)
Thus it follows that for a solution of the Y system the function B defined by
B =
1
Y1,±1Y2,±2
T1,0
T −0,0
(E.11)
is analytic in the upper half-plane.
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Now we are ready to define the T gauge: to modify the T gauge we consider the most general
gauge transformation
Ta,s = f
[a+s]
1 f
[a−s]
2 f¯1
[−a−s]
f¯2
[−a+s]
Ta,s (E.12)
for two unknown functions f1, f2 such that f
−
1 , f
−
2 are analytic in the upper half-plane. This gauge
does not destroy the reality nor the analyticity of the Ts. On f1, f2 we will impose that
B =
(f1f2)
−
(f1f2)
+ . (E.13)
If we can find f1, f2 satisfying this constraint, then the Ts satisfy the identities
T3,±2T0,±1
T2,±3T−0,0
= 1 =
T3,±2T0,±1
T2,±3T+0,0
, (E.14)
where the second equality is just complex conjugation of the first equality. We have more freedom
in choosing f1, f2 still. Imposing
T0,1 = T0,−1 (E.15)
leads to the equation
T0,−1
T0,1
=
(f1/f2)
+
(f1/f2)
−
(
f¯1/f¯2
)−(
f¯1/f¯2
)+ , (E.16)
where we notice that the two fractions containing the fi are complex conjugate functions. The left
hand side is real and can be decomposed as
T0,−1
T0,1
= HH, (E.17)
with H analytic in the upper half-plane, implying we should solve
H =
(f1/f2)
+
(f1/f2)
− . (E.18)
To find f1, f2 we now have to solve
B =
(f1f2)
−
(f1f2)
+ , H =
(f1/f2)
+
(f1/f2)
− , (E.19)
which are two finite-difference equations of the exact same form. Their solution can be found as
we will discuss in the next subsection, solving the logarithmic version of this equations. With these
solutions we can find f1, f2 and define the T gauge. The group-theoretical properties follow from
Eqn. (E.14) and show in particular that µ, defined as the square root of T0,1 = T
+
0,0 is 2ic-periodic
in the mirror kinematics.
E.1.2 Solving periodic difference equations: constructing f
To find the gauge transformation in the previous section we are supposed to solve the finite-
difference equations
log B = log
(
f−
)− log (f+)
− log H = log (g−)− log (g+) , (E.20)
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where f = f1f2 and g = f1/f2. A formal solution of the first equation in (E.20) (the second follows
completely analogously) can be written down immediately as the infinite sum
log (f) =
∞∑
n=1
log B[2n−1], (E.21)
but this will in general not be convergent. We can regularise this sum by considering a spectral
representation of B in the upper half-plane . To formalise this we prove the following lemma.
Lemma Let f : C→ C be a 2pi-periodic function regular in the upper half-plane obeying
lim
u→i∞
f(u) ∈ R, (E.22)
and which converges uniformly to an L1 function on [−pi, pi]. Then it admits a spectral representa-
tion
f(u) =
∫
Z0
K(u− v)ρf(v)dv for Im(u) > 0, (E.23)
where K(u) = − 12pii cot(u) and where
ρf(u) = 2 lim
→0
Re (f(u+ i)) = lim
→0
f(u+ i) + f(u− i). (E.24)
The proof is an application of Cauchy’s theorem after splitting the integral into two parts
using the definition of ρ and hinges on the fact that high in the upper half-plane the real part
of the cotangent becomes negligible, causing the two integrals to cancel each other, except for a
contribution of the pole of the cotangent which yields f.
We can define the kernel
ψc(u) = K(u) + 1
2pii
cot(2ic) +
∞∑
n=1
(
K[2n](u) + 1
2pii
cot(2(n+ 1)ic)
)
, (E.25)
where the sum gives a combination of q-polygamma functions. Now it is easy to check that
log (f) = ψ+c ? ρlogB,
log (g) = ψ+c ? ρ− logH, (E.26)
solve the finite-difference equations we started with.32
E.2 Constructing T
We have now constructed the T gauge, which has nice properties in the upper band. This gauge
however does not have nice properties in the right band, which is where we would like to start our
Pµ parametrisation. We can define such a nice right-band gauge directly from the T gauge through
the transformation
Ta,s = (−1)asTa,s
(
T
[a+s]
0,0
)a−2
2
. (E.27)
One can check directly that this gauge satisfies the Hirota equation on the T hook. However,
whether it has nice properties is far from obvious from this definition. We will spend the rest of
this appendix proving its properties. In order to do this, we first define two gauges TR and TL which
behave nicely in the right and left band respectively, from a solution of the analytic Y system.
32It is easy to check numerically in the asymptotic finite-volume solution that logB and logH satisfy the require-
ments of the lemma above. We assume this extends beyond the asymptotic solution.
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E.3 Constructing TR and TL
The construction of the TR and TL gauges follows Section 3.3 of [13]. We will focus on the TR gauge
and simply denote it by T , the construction of the TL gauge is analogous.
Consider a set of T functions in the right band (s ≥ a) parametrised by resolvents G and G¯ as
follows:
T0,s = 1,
T1,s = s+G[+s] + G¯[−s],
T2,s =
(
1 +G[s+1] −G[s−1]
)(
1 + G¯[−s−1] − G¯[−s+1]
)
, (E.28)
The resolvents G, G¯ are parametrised by ρ through the definitions
G(u) =
∫
Z0
dvK(u− v)ρ(v) for Im(u) > 0,
G¯(u) =
∫
Z0
dv K¯(u− v)ρ(v) for Im(u) < 0, (E.29)
such that we have ρ = G[+] + G¯[−]. This gauge has the required analyticity properties and solves
the Hirota equation on the right band, so we only need to check the presence of Z4 symmetry.
Ultimately, this follows from the fact that
Y1,1(u+ i) = 1/Y2,2(u− i) for u ∈ Zˇ0. (E.30)
Indeed, the ratio
r =
1 + 1/Y2,2
1 + Y1,1
=
T +2,2T −2,2T0,1
T +1,1T −1,1T2,3
(E.31)
is expressed in right-band T functions only and satisfies r(u+ i) = 1/r(u− i) for u ∈ Zˇ0 due to
Eqn. (E.30). Using our parametrisation this implies G[] = −G¯[−], which implies that the function
Gˆ defined by
Gˆ(u) =
∫
Zˆ0
dvK(u− v)ρ(v) (E.32)
has only one short Z0 cut and coincides with G (G¯) on the upper (lower) half-plane. This allows
us to consider short-cutted versions of the T gauge we have defined before. These functions can be
found by continuation and are given by
Tˆ0,s = 1,
Tˆ1,s = s+ Gˆ[+s] − Gˆ[−s],
Tˆ2,s =
(
1 + Gˆ[s+1] − Gˆ[s−1]
)(
1 + Gˆ[−s−1] − Gˆ[−s+1]
)
= Tˆ +1,1Tˆ −1,1. (E.33)
These Tˆ s coincide with the T s just above the real axis, which can be extended to any domain where
T s are cut free. Moreover, these Tˆ s define a solution of the Hirota equation on an infinite band
by analytic continuation in s, which is possible because the dependence on s is analytic. From the
definitions of the Tˆ s it is straightforward to check that they satisfy
Tˆa,s = (−1)aTˆa,−s, (E.34)
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in other words the Tˆ s are Z4-symmetric. Note that this short-cutted gauge only coincides with
the long-cutted one on the right band and only just above the real line. Also, for consistency of
the derivation we should require that the second equality in (E.31) holds, leading to the following
nonlinear integral equation for the density ρ:
1 + 1/Y2,2
1 + Y1,1
=
(
1 +K+1 /ˆ?ρ− ρ/2
)(
1 +K−1 /ˆ?ρ− ρ/2
)
(
1 +K+1 /ˆ?ρ+ ρ/2
)(
1 +K−1 /ˆ?ρ+ ρ/2
) for u ∈ Zˆ0, (E.35)
where
K(u) = − 1
2pii
cot(u),
Ks(u) = K[s](u)−K[−s](u),
K/ˆ?f(u) = P.V.
∫
Zˆ0
dv K(u− v)f(v). (E.36)
The undeformed limit of this equation was numerically shown to have a solution [13]. We have not
proven that this equation always has a solution in our case, but will assume this is the case.
E.3.1 The T gauge is analytic
Having defined the T gauge we can see how it relates to the T gauge defined before, since two
gauges parametrising the same set of Y functions are related by a gauge transformation, as in Eqn.
(3.36). This will show all the wanted properties of the T gauge.
The first thing to check is that the T gauge has the right analyticity properties. In order for
both gauges to be real we have to restrict the gauge transformation (3.36) to
Ta,s = f
[a+s]
1 f
[a−s]
2 f¯1
[−a−s]
f¯2
[−a+s]Ta,s. (E.37)
From T0,s = T0,s = 1 we get f1f++2 = 1. From the definition of T2,s and the analyticity of the T
gauge it follows directly that T2,s ∈ As−1 for s ≥ 2. Since also T2,s ∈ As−1 for s ≥ 2 we find that
f++1 /f
−−
1 is analytic in the upper half-plane. The last thing to check is the analyticity of the T1,s
functions. For this we use the discontinuity relation (3.31). Parametrising it using the T and T
gauge and using that Y2,2 =
T2,1
T1,2
and that
Y1,±1Y2,±2 =
T−0,0
T1,0
(E.38)
we find that
T1,2T −1,1
T−1,1T1,2
= −T1,2T
−
1,1
T−1,1T1,2
(E.39)
is also analytic in the upper half-plane. Plugging in our gauge transformation this implies that
f++1 f
−−
1 /f
2
1 is analytic in the upper half-plane. All of these constraints now imply that f1/f
−−
1 is
analytic in the upper half-plane. For the remaining T1,s the gauge transformation now takes the
form
T1,s =
( f1
f−−1
)[s]
×
(
f1
f1
++
)[−s] T1,s for s ≥ 1, (E.40)
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which shows that T1,s ∈ As, as desired. So we find that the T gauge indeed has the right analyticity
properties. In the next section we will show that T is actually Z4-symmetric.
E.3.2 So is T really Z4-symmetric?
The real difficulty is to prove that the T gauge is actually Z4-symmetric. We will go through the
following steps: first we will prove that the product Tˆ1,1Tˆ1,−1 has only two cuts at Z±1. Second we
will show that we can force each of these functions to have only two cuts. We can then use this to
put more constraints on the gauge transformation in (E.40) and conclude Z4 symmetry from there.
Step 1: the derivation starts with the discontinuity relation belonging to the YQ functions (see
(3.19)) and is a generalisation of Appendix C.3 of [13] to nonsymmetric states. On the Y hook it
reads for N ≥ 1[[
log Y +1,0
][2N ]
0
]
0
=
∑
±
([
log
(
1 + Y
[2N ]
1,±1
)
+
N∑
m=1
log (1 + Ym+1,±1)[2N−m]
]
0
− log Y1,±1Y2,±2
)
.
(E.41)
Using the T gauge we can compute
[
log Y +1,0
]
0
:
Y1,0 =
T1,1T1,−1
T0,0T2,0
=
T1,1T1,−1
T2,0
(E.42)
and using that T2,0 ∈ A3 we find[
log Y +1,0
]
0
=
[
logT+1,1T
+
1,−1
]
0
= logT+1,1/T˜
+
1,1 logT
+
1,−1/T˜
+
1,−1, (E.43)
where the T˜1,±1 coincide with the T1,±1 below Z1 and have a short cut Zˆ1. All other cuts in the
upper half-plane are long. We use the analyticity of the T and T gauges to telescope the sums in
the expression above: [
log
(
T+1,1T
+
1,−1
T˜+1,1 ˜T1,−1
+
T0,1T0,−1
T+1,1T
+
1,−1
)]
2N
= −2 log Y1,1Y2,2, (E.44)
where we use that Y1,1Y2,2 = Y1,−1Y2,−2. We know that T1,±1 = −T1,±1T−1/20,0 , so the argument of
the log on the left-hand side becomes
T+0,0
T˜+1,1T˜
+
1,−1
. (E.45)
Now we can use the property that
[log T0,0]2N+1 = −2 log Y1,±1Y2,±2 for N ∈ Z, (E.46)
which follows directly from Y1,±1Y2,±2 = T1,0/T+0,0, the periodicity of T0,0 and the fact that T1,0 ∈
A1. With the previous discontinuity relation fitting perfectly, we find that what remains in (E.44)
is just [
log T˜1,1T˜1,−1
]
2N+1
= 0 for |N | ≥ 1, (E.47)
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after repeating the argument for negative N as well. Using that the potential cuts are located at
Z2N+1 with N ∈ Z we find that T˜1,1T˜1,−1 has just Z±1 cuts, finishing step one of our derivation as
this directly implies that the product Tˆ1,1Tˆ1,−1 has only two short Z±1 cuts.
Step 2: Next we want to prove that we can force each of the functions Tˆ1,1 and Tˆ1,−1 to have
only two cuts. To do this we use a gauge freedom of T that we have not used yet and will alter the
T since this last gauge is based on the former. Going through the properties of T one finds that
nothing changes after transforming them as
Ta,s →
 (|s|−1)/2∏
k=−(|s|−1)/2
eiφ
[a+2k]
eiφ
[−a+2k]
sgn(s) Ta,s, (E.48)
as long as φ is real with one long Z0 cut. To change the function T1,1 we see how this gauge
transformation changes the definition of T: as a function with short cuts we find
Tˆnew1,1 = eiφˆ
+− ¯ˆφ−Tˆ1,1. (E.49)
Now, since we want Tˆnew1,1 to have only 2 Z±1-cuts we should cancel any extra cuts in Tˆ1,1 through
φ:
i
[
φˆ
]
−2N
= −
[
log Tˆ1,1
]
−1−2N
, i
[
¯ˆ
φ
]
2N
=
[
log Tˆ1,1
]
1+2N
for N ∈ N. (E.50)
Constructing a φ that obeys these rules can be done as follows: we can firstly find a short-cutted
function ψ that obeys
i
[
ψˆ
]
−2N
= −
[
log Tˆ1,1
]
−1−2N
, i
[
ψˆ
]
2N
=
[
log Tˆ1,1
]
1+2N
for N ∈ N, (E.51)
and define φ as solution to the Riemann-Hilbert problem
φ(u+ i) + φ(u− i) = ψ for u ∈ Zˇ0. (E.52)
One can solve this equation using the same method outlined in Section 3.3 to find the auxiliary µ
elements, after multiplying the unknown function φ with a pure square root on the cylinder and
dividing ψ by the same function, turning the relative sign between the shifts of φ in (E.52) into
a minus. Any solution is real analytic on the mirror sheet with a long Z0 cut, so we can use any
to force Tˆ1,1 to have only 2 cuts. It follows immediately from this and the fact that the product
Tˆ1,1Tˆ1,−1 has only two cuts that now both functions have exactly two cuts at Z±1.
E.3.3 Actually proving Tˆ is Z4-symmetric
The gauge transformation (E.40) can be written like
T1,s = h[+s]h¯[−s]T1,s (E.53)
where h is a function analytic in the upper half-plane. Translating this equation for s = 1 to the
short-cutted sheet reads
Tˆ1,1 = hˆ+
¯ˆ
h−Tˆ1,1. (E.54)
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Knowing that the T functions on both sides of this equation have only two short cuts at Zˆ±1 we
find that hˆ has only one Zˆ0 cut. The only remaining thing to prove is that hˆ/hˆ is a constant to
conclude that the Tˆ gauge is also Z4-symmetric. Indeed, in that case we find
Tˆ0,s = 1, Tˆ1,s ∼ hˆ[+s]hˆ[−s]Tˆ1,s, Tˆ2,s ∼ hˆ[s+1]hˆ[s−1]hˆ[−s+1]hˆ[−s−1]Tˆ2,s, (E.55)
which directly implies Z4 symmetry using Eqn. (E.34).
The argument starts off with the Hirota equation for T1,1 and T2,2:
T+1,1T
−
1,1 = T1,0T1,2 + T0,1T2,1
T+2,2T
−
2,2 = T2,1T2,3 + T2,1T2,3. (E.56)
Now, defining F = √T0,0 we can use the properties
T0,1 = 1, T1,1,T3,2 = −F+T2,3, T1,0 = −F+Y1,1Y2,2, (E.57)
where the last two properties follow from the T gauge and the gauge transformation (E.27). In
particular we have used Eqn. (E.38) to obtain the last equation. Consider u ∈ Zˆ0, then we have
T2,3 = Tˆ2,3, T2,2(u± ic) = Tˆ2,2(u± ic∓ i), T1,1(u± ic) = Tˆ1,1(u± ic∓ i). (E.58)
Additionally we find from the gauge transformation that
Tˆ2,s =
hˆ[s−1]¯ˆh[−s+1]
hˆ[−s+1]¯ˆh[s−1]
Tˆ[+s]1,1 Tˆ
[−s]
1,1 , (E.59)
which for real h simplifies to Tˆ2,s = Tˆ
[+s]
1,1 Tˆ
[−s]
1,1 . Excluding Tˆ2,1 from Eqn. (E.56) and then using
these properties we get
hˆ[]
¯ˆ
h[−] =
(1− Y1,1Y2,2)F+
ρ
, (E.60)
where we have used the parametrisation of T in terms of ρ to simplify the right-hand side. The
right-hand side is analytic on a neighbourhood of the real line, which implies the left hand side is
that too, leading to
hˆ[]
¯ˆ
h[−] = hˆ[−]hˆ
[]
, (E.61)
which in turn tells us that
¯ˆ
h/hˆ is cut free on the complex plane. Using the regularity requirement
that our Tˆs do not have any poles except possibly at the branch points we want hˆ to be pole and
zero free. Assuming in analogy to the undeformed case that the Fourier series of
¯ˆ
h/hˆ is a finite
sum it follows directly that this series can only be a constant, hence leading to Eqn. (E.55) and
therefore implying the Z4 symmetry of the Tˆ gauge.
So now we have proven the existence of a Z4-symmetric gauge T related to the T gauge by
Eqn. (E.12). It has the analyticity domains we hoped for and we were able to choose Tˆ1,1 to have
exactly two cuts, at Z±1. This gauge is an excellent starting point to continue our simplification.
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Appendix F The Wronskian parametrisation of Tˆ
In this appendix we show that we can decompose the Tˆ into more basic q functions, which each
have only one cut.
We start by using the general Wronskian parametrisation for an infinite band of T functions sat-
isfying the Hirota equation as in [13, 56]. Given that the Tˆ gauge is a solution of the Hirota equation
on an infinite band of width three (using continuation in s) it admits a Wronskian parametrisation
Tˆ0,s = 1, Tˆ1,s = qˆ
[+s]
1 qˆ
[−s]
2 − qˆ[−s]1 qˆ[+s]2 , Tˆ2,s = Tˆ[+s]1,1 Tˆ[−s]1,1 . (F.1)
for two unknown functions q1, 2, where we have used its Z4 symmetry and the fact that Tˆ0,s = 1
to reduce the number of independent functions from six to two. This parametrisation is symmetric
under the action of u-dependent doubly-periodic (with halfperiods pi and ic) sl2 matrices H which
act as qi → Hijqj .
The further analysis of the right band mostly relies on the cut structure of the functions present,
but requires solving one particular Riemann-Hilbert problem for H, which rotates our solution into
a solution with good analyticity properties. We see that these qs should satisfy a system of Baxter
equations
qˆ[2r−1]Tˆ1,1 = qˆ+Tˆ
[r−1]
1,r − qˆ−Tˆ[r]1,r−1
qˆ[−2r+1]Tˆ1,1 = qˆ−Tˆ
[−r+1]
1,r − qˆ+Tˆ[−r]1,r−1, (F.2)
which can be used to analyse the solutions: using that Tˆ1,1 is regular at 3ic we find that
Tˆ[−3]1,1 [qˆ]2r−4 = Tˆ
[r−4]
1,r [qˆ]−2 − Tˆ[r−4]1,r−1[qˆ]−4, for r > 2, (F.3)
from which one can derive the Riemann-Hilbert problem
[Hji ]0qˆ
[−2n]
j +H
j
i
[
qˆ
[−2n]
j
]
0
= 0 for j, n = 1, 2 (F.4)
for a symmetry transformation H that will regularise qˆ to have only one short cut on the real axis.
This follows from the fact that (F.3) relates the cuts of qˆ in the upper half-plane to the first two
cuts above the real line. Taking the conjugate of this equation does the analogous thing in the lower
half-plane. Therefore, by making sure that qˆ is regular at those two cuts ensures that it has only
one cut on the real line. This is achieved by finding a symmetry transformation H that satisfies
Eqn. (F.4). Whether this equation has a solution can be seen by analysing the related integral
equation
Hji = P
j
i +Kc ?ˆ
(
Hki [A
n
k ]0(A
−1)jn
)
, (F.5)
with Ani = qˆ
[−2n]
i an invertible 2×2-matrix (the qi are independent solutions of a Baxter equation),
P ji a branch-cut free elliptic function with half-periods (2pi, ic) and Kc an elliptic integration kernel
since it should reflect the real periodicity of Tˆs. The simplest choice for this kernel was introduced
in Eqn. (3.47) as
Kc(u) = ζ(u)− ζ(u+ 2pi) + ζ(2pi), (F.6)
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with ζ the quasi-elliptic Weierstraß function with quasi-halfperiods (2pi, ic). This kernel is elliptic
and has exactly two simple poles in its fundamental parallellogram with residues 1 and −1. If we
take discontinuities on both sides of Eqn. (F.5) we find for Im(u) > 0:[
Hji
]
0
(u) = Hki [A
n
k ]0(A
−1)jn, (F.7)
showing that a solution to (F.5) also solves the Riemann-Hilbert problem (F.4). One can view the
integral equation (F.5) as an eigenvalue equation for the integral operator L defined by
L(T ) = P j +Kc ?ˆ
(
T k[Ank ]0(A
−1)jn
)
. (F.8)
Whether an appropriate eigenfunction with eigenvalue one exists can in principle be determined
using Fredholm theory. We will assume this is the case. Forgetting for now the condition that
det(H) = 1 we find a linear combination qˆ′i of the old qˆi that has only one cut on the real axis. At
this stage one can use the fact that the Tˆ1,s have only 2 cuts at ±ics to conclude that detH is cut
free and can be absorbed in qˆ′i without spoiling their cut structure. This shows that H is indeed a
symmetry transformation such that the new qˆ′i have exactly one short cut, as asserted.
Appendix G Deriving the Qω system
In this appendix we construct the Qω system from the Pµ system, in the upper half-plane conven-
tions.
Define the 4× 4-matrix U as
U ba = δ
b
a + PaP
b (G.1)
and consider the finite-difference equation
X−a = U
b
aX
+
b (G.2)
for the unknown functions Xa, a = 1, · · · 4. As in the undeformed case, we can construct formal so-
lutions which are analytic in the upper half-plane by the infinite product Xa =
(
U [+1]U [+3] · · · )b
a
Cb
with Cb an arbitrary 2ic-periodic vector. Note that Xa inherits periodicity properties of the Pa
and is periodic by construction. Taking 4 independent vectors Cb|i labelled by i we can build the
matrix Mbi and thus find 4 independent solutions
Qa|i =
(
U [+1]U [+3] · · ·
)j
a
Mji. (G.3)
We can now define the Q functions in the same way:
Qi = −P aQ+a|i for Im(u) > 0, (G.4)
since we are now working in the upper half-plane-conventions (see Section 3.5). An immediate
consequence of these definitions is
Q+a|i −Q−a|i = PaQi. (G.5)
Viewed as functions with long cuts the Qs only have one cut on the real axis, as follows by following
the proof in the undeformed case [51] verbatim. We moreover see that the Qs inherit the exact
periodicity properties of the Ps.
64
Defining ω is also straightforward. Consider the continuation of Q through the long cut on the
real axis,
Q˜i = −P˜aQ±a|i = PbµbaQ±a|i, (G.6)
where the shift direction in Q±a|i is again irrelevant as a simple application of the orthogonality
condition PaP
a = 0 will show. Define the Q with upper indices as
Qi = Pa
(
Qa|i
)+
, with Qa|i = (Qa|i)−t , (G.7)
with M−t indicating the transpose of the inverse of M . We can find that(
Qa|i
)−
= V ab
(
Qa|i
)+
(G.8)
where V = U−1 is simply given by V ab = δ
a
b − PbP a. This shows directly that Qi also has only one
long cut on the real axis and we can write
Pa = −QiQ±a|i. (G.9)
This allows us to get rid of P in Eqn. (G.6) and find
Q˜i = −QjQ±a|jµabQ±b|j = −Qjωji, where we define ωji = Q−a|jµabQ−b|i, (G.10)
such that ω is an antisymmetric matrix with long cuts playing the role analogous to µ in the
Pµ system. Analogously to the undeformed case we find that ω is 2ic-periodic when viewed as a
function with short cuts and that its discontinuity relation is
ω˜ij − ωij = QiQ˜j − Q˜iQj . (G.11)
Theoretically one could expect problems in setting the Pfaffian of ω to one due to the restrictions
of the trigonometric case, but this is not the case: det(U) = 1, so from the defining equation of Qa|i
we find that detQ is an 2ic- periodic function. Since Q is analytic in the upper half-plane, its 2ic
periodicity implies that det(Q) does not have any cuts. So we can rescale it without introducing
new branch cuts in our construction, by rescaling Qa|i. This gives us det(ω) = 1 and combined with
antisymmetry this implies Pf(ω) = 1 up to a sign, which we can fix by rescaling by −1 if necessary.
Finally, we can introduce the inverse of ω to complete the Qω system with upper indices. This
completes the construction of the Qω system.
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