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Abstract
Generalized Kontsevich Matrix Model (GKMM) with a certain given potential is
the partition function of r-spin intersection numbers. We represent this GKMM in
terms of fermions and expand it in terms of the Schur polynomials by boson-fermion
correspondence, and link it with a Hurwitz partition function and a Hodge partition by
operators in a ĜL(∞) group. Then, from aW1+∞ constraint of the partition function of
r-spin intersection numbers, we get aW1+∞ constraint for the Hodge partition function.
The W1+∞ constraint completely determines the Schur polynomials expansion of the
Hodge partition function.
Keywords: Kontsevich-Witten τ -function, Hurwitz partition function, KP hierarchy.
1 Introduction
It is commonly assumed that the generating functions in enumerative geometry constitute
a particular subclass of the string theory partition functions. This subclass possesses nice
integrable properties and matrix model representations, and from it one can find some uni-
versal properties of string theory partition functions. We call the generating function of
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certain type as the partition function for the case. There are kinds of partition functions
for different purpose. The most known ones are partition function of r-spin intersection
numbers, Hurwitz partition function and Hodge partition function.
The well-known Witten Conjecture [47] was proved by M.Kontsevich [32], it stated the
identitical between the generating function of intersection numbers on moduli space of stable
curves and the τ -function of KdV hierarchies. Then and there, E.Witten introduced r-spin
curves and their moduli spaces, and he conjectured that the generating function of the r-
spin intersection numbers is a solution to r-reduced KP hierarchies [48]. The conjecture
about 2-spin intersection numbers was exactly Witten’s original statement. The generalised
conjecture was proved by C. Faber, S. Shadrin and D. Zvokine using tautological relations
[18]. After then, investigating the problems involved with the r-spin intersection numbers
become fascinating subjects.
As pointed out by Witten [47], that the partition function of the intersection numbers of
ψ-classes on Mg,n is a solution to KdV hierarchies, and with an additional string equation,
completely determine the intersection numbers. Similarly, with an additional string equation,
the r-reduced KP hierarchy completely determine r-spin intersection numbers [48]. Besides
the string equation, the partition function for r-spin intersection numbers also satisfies a
dilaton equation and a WDVV equation. All these three equations are called the tautological
equations or the universal equations. In principle, the r-spin intersection numbers can be
obtained through the tautological equations in a recursive way [46, 33]. In [33], K.Liu
and his collaborators express any given r-spin intersection number as the sum of products of
simpler r-spin intersection numbers. By this way, they could obtain all the r-spin intersection
numbers. But the definitely works for higher genus are highly nontrivial, for the recursive
relations would be very complicated.
It is well known that the partition function for r-spin intersection numbers also satisfies
linear constraints, called as the Virasoro constraint in the r = 2 case and theW -constraint in
general cases. In fact, such constraints are equivalent to r-reduced KP hierarchies additional
with a string equation [20]. Solving the linear constraints is an effective method to calculate
the r-spin intersection numbers. In the r = 2 case, A.Alexandrov gave a cut-and-join type
operator representation for this partition function by grading operators [1],
Z = eA · 1,
A = 4
3
∞∑
k=0
(
k + 1
2
)
τkLk, (1.1)
where Z is the partition function of 2-spin intersection numbers and subjects to the con-
straints
2
LkZ = 0, k ≥ −1.
where the Lk are generators of the Virasoro algebra without central extension
[Lm,Ln] = (m− n)Lm+n,
For the general case, J. Zhou gave a fermionic representation of the generating function by
solving the string equation [49]. He got a formula as [50]
Z = exp
(
r−1∑
j=1
Aj
)
· 1, (1.2)
here the operators {Aj, j = 1, 2 · · · r − 1} are constructed from W -constraints, and Z is
considered as the partition function of the r-spin intersection numbers. Unlike the r = 2
case, (1.2) is correct with the supposing the condition [Ai, Aj ] = 0, i, j = 1, 2, · · · , r − 1.
In these papers, the operators A in equation (1.1) or {Ai} in equation (1.2) is not gˆl(∞)
algebra, and the integrability is obscured.
In fact, the r-spin intersection numbers could be calculated from a Generalized Kontse-
vich Matrix Model (GKMM). The idea was carried out in [12]. We use a different processing
method in this manuscript. The partition function of a GKMM with monomial potential
V (X) =
√−rXr+1
r+1
is a r-reduced KP τ -function, and this τ -function is also subject to a string
equation that the partition function of the r-intersection numbers satisfies. As stated by
the uniqueness property [34], this GKMM partition function is identical with the partition
function of the r-spin intersection numbers up to a multiple constant. From the integrabil-
ity of the GKMM, we can get a fermionic representation of it from the method given by
S.Kharchev and his collobrators [29], then expanding the τ -function in terms of the Schur
polynomials by the boson-fermion correspondence, in principle, we can get all the r-spin
intersection numbers.
Besides the partition function of r-spin intersection numbers, there are other two well-
known generating functions. One is the Hurwitz partition function, there are many inter-
esting results about it. The Hurwitz partition function can be represented in terms of a
cut-and-join operator [3, 38], this operator is an element of the ĜL(∞) group, acting on
the space of KP solutions, which guarantees that the Hurwitz partiton function is a KP
τ -function. Another one is the Hodge partition function, which is a generating function of
linear Hodge integrals. It is well known that these three partition functions are very inher-
ently linked [44, 38]. The Ekedahl-Lando-Shapiro-Vainshtein (ELSV) formula connects the
Hurwitz partition function to the Hodge partition function, and the relationship between
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them also can be represented by generators of a Virasoro algebra [28, 2]. The Hodge par-
tition function is a deformation of the KW τ -function i.e. the partition function of 2-spin
intersection numbers. A.Mironov and A.Morozov had mapped the Hodge partition function
to the KW τ -function by a Givental operator, and from this they get the Virasoro con-
straint for Hodge partition function from the Virasoro constraint of the KW τ -function [37].
However, the Givental operator is not an element of the ĜL(∞) group, then the integrable
property of the Hodge partition function is obscured in this expression.
The partition function of r-spin intersection numbers is identical with a r-reduced KP
τ -function, while the Hodge partition function is given by a KP τ -function. These facts
imply that there should have an operator in the ĜL(∞) group to match them. In the
case r = 2, A.Alexandorov has conjectured a form of this operator [2], and recently the
conjecture has proved independently by A.Alexandrov himself[8], X.Liu and G.Wang [35]1.
From their result, an intersection number could be expressed as an infinite summation of
Hodge integrals. For the partition function of r-spin intersection numbers, any element in
theW1+∞ constraint is an element of the ĝl(∞) algebra, so there must be aW1+∞ constraint
for the Hodge partition function whose elements are generators of the ĝl(∞). However, up
to now this type of operator and the W1+∞ constraint is unknown yet.
In this paper, we will give a determinantal representation for the partition function of
r-spin intersection numbers. This expression is equivalent to a fermionic representation of
it, with the help of the boson-fermi duality, and we can formulate it as a linear combination
of the Schur function on eigenvalues of external field in the GKMM. Then, we can get the
Schur polynomials representation by the Miwa transformation.
It is well known that the cut-and-join operator generating the Hurwitz partition function
and the Virasoro operators can be expressed as elements of the ĝl(∞) algebra. For the two
kinds of partition functions, the one for r-spin intersection numbers and Hodge partition
function, we get a ĜL(∞) operator to match them. By boson-fermion correspondence, we
get the bosonic version of this operator, and from the expression, a r-spin intersection number
can be expressed as a finite summation of Hodge integrals. Then, from the W1+∞ constraint
for the partition function of r-spin intersection numbers, we get the W1+∞ constraint for
the Hodge partition function. For the Hodge partition function, the Schur polynomials
representation of the Hodge partition function can be got by solving this constraint.
This paper is organized as follows. In section 2, we list basic notations of the partition
1Our main results had been reported at ’The First Annual Meeting of Vertex Operator Algebras’ chaired
by C.Dong, at Beijing Institute of Technology, Feb 20, 2014. It is quite sorry that we did not note the article
by A.Alexandrov at the first draft of our manuscript, while the paper by Liu&Wang was appeared when our
manuscript is almost completely polished.
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function of r-spin intersection numbers, the Hurwitz partition function and the Hodge par-
tition function. In section 3, it is the material about the ĜL(∞) group and KP hierarchy.
Section 4 and section 5 are the main parts of this paper, in section 4, we calculate the r-
spin intersection numbers with the GKMM, in section 5, we build an operator to pair these
partition functions, and obtain a W1+∞ constraint for the Hodge partition function. We put
detail results of some intersection numbers and a Virasoro constraint for Hurwitz partition
function in Appendix A and B, respectively.
2 τ-Functions for Enumerative Geometry
2.1 Partition Function of Witten’s r-Spin Intersection Numbers
Let Mp,n be the Deligne-Mumford compactification of the moduli space of algebraic curves
X with genus p and n marked points {x1, x2, · · · , xn}. Let us associate a marked point with
a line bundle Li whose fiber at a moduli point (X ; x1, · · · , xn) is the cotangent space to X at
xi. The r-spin intersection numbers of these holomorphic line bundles are defined by Witten
[48] as follows:
〈τm1,a1 · · · τmn,an〉p =
∫
Mp,n
cW (a1, · · · , an)ψ(x1)m1 · · ·ψ(xn)mn , (2.1)
in which cW (a1, · · · , an) is the top Chern class, and ψ(xi) is the first Chern class of the
bundle Li. The intersection numbers are nonzero if and only if the following selecting rule
is satisfied:
(r + 1)(2p− 2) + rn = r
n∑
i=1
mi +
n∑
i=1
ai, (2.2)
here
ai ∈ {0, 1, · · · , r − 2}. (2.3)
For a given genus p, the intersection numbers satisfy the string equation
〈τ0,0
n∏
i=1
τmi,ai〉p =
n∑
j=1
〈τmj−1,aj ·
n∏
i=1,i 6=j
τmi,ai〉p, (2.4)
and the dilation equation
〈τ1,0
n∏
i=1
τmi,ai〉p = (2g − 2 + n)〈
n∏
i=1
τmi,ai〉p. (2.5)
In the genus 0 case, the following result was obtained [48]:
〈τ0,a1τ0,a2τ0,a3〉0 = δa1+a2+a3,r−2. (2.6)
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For other nontrivial cases, the concrete formula has not yet known until recently.
If we introduce formal variables tm,a corresponding to τm,a (m = 0, 1, 2, · · · ; a = 0, 1, · · · , r−
2), then we can define a generating function named as the free energy
F
{r}
p (t) =
∑〈τm1,a1 · · · τmn,an〉p · 1n! n∏
i=1
tmi,ai
=
〈
exp(
∞∑
m=0
r−2∑
a=0
tm,aτm,a)
〉
p
,
(2.7)
and the total free energy is obtained by summation over all genera
F {r}(t; g) =
∑
p≥0
g2p−2F {r}p (t), (2.8)
as well as
Z{r}(t; g) = exp{F {r}(t; g)}. (2.9)
Here, F {r}(t; g) is the so called generating function of r-spin intersection numbers and
Z{r}(t; g) is the partition function. In (2.8) and (2.9), a parameter g is introduced. In
fact, we can restore g into tm,a by replacing tm,a with g
− r(m−1)+a
r+1 tm,a. So, in the following
we can set g = 1 without loss of generality. The first few terms of F
{r}
0 and F
{r}
1 have been
already given by Witten [48]
F
{r}
0 (t) =
1
3!
∑
a1+a2+a3=r−2
t0,a1t0,a2t0,a3 + · · · , (2.10)
F
{r}
1 (t) =
r − 1
24
t1,0 + · · · . (2.11)
It is well known that the string equation and dilation equation can be reformulated as
the following two differential equations
L
{r}
−1 · Z{r} = 0, (2.12)
L
{r}
−1 =
∂
∂t0,0
−
∞∑
k=1
r−2∑
a=0
tk,a
∂
∂tk−1,a
− 1
2
r−2∑
a=0
t0,at0,r−2−a, (2.13)
and
L
{r}
0 · Z{r} = 0, (2.14)
L
{r}
0 = −
∂
∂t1,0
+
∞∑
k=1
r−2∑
a=0
rk + a+ 1
r + 1
tk,a
∂
∂tk,a
+
r − 1
24
, (2.15)
respectively.
Then, the generalized Witten conjecture can be stated as follows: There is a pseudo-
differential operator Q
Q = ∂r +
r−2∑
i=0
ui(t)∂
i, ∂ =
√−1√
r
∂
∂t0,0
, (2.16)
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such that
∂2F {r}
∂t0,0∂tm,a
= −cm,a Res(Qm+ a+1r ), (2.17)
here the constant
cm,a =
(−1)mrm+1
(a + 1)(a+ 1 + r) · · · (a+ 1 +mr) , (2.18)
while √−1 ∂Q
∂tm,a
=
cm,a√
r
· [(Qm+ a+1r )+, Q]. (2.19)
The formula can be simplified by introducing a new set of variables {tn}, which we name as
time variables.
tmr+a+1 =
cm,a√−r · tm,a = (−1)
m
m∏
j=0
(
j +
a + 1
r
)−1
· tm,a√−r . (2.20)
Then in terms of the new coordinates {t1, · · · , tr−1, tr+1, · · · }, we can define the Lax operator
of KP hierarchy by using the Gelfand-Dickey scheme [14]. The Lax operator of the hierarchy
L is constructed from the operator Q
L = Q
1
r . (2.21)
Rewrite equations (2.17) and (2.19) with the Lax operator L in the new set of variables {tk}
∂Lr
∂tk
= [(Lk)+, L
r] = [(Lk)+, Q], (2.22)
and
∂2F {r}
∂t1∂tk
= Res(Lk), (2.23)
in which Res(P ) is defined as the coefficient of ∂−1 in the pseudo-differential P . From
equation (2.26) and equation (2.23), we easily get
∂F {r}
∂tkr
= const. (2.24)
This, together with equation (2.22), implies that the partition function of r-spin intersection
numbers is a r-reduced KP τ -function. In terms of the variables {tk}, the operators L{r}−1
and L
{r}
0 become
L
{r}
−1 = −
√−r ∂
∂t1
+
∞∑
k=r+1
k
r
tk
∂
∂tk−r
+
1
2r
∑
b+c=r
btb · ctc, (2.25)
and
L
{r}
0 = −
√−r ∂
∂tr+1
+
∞∑
k=1
k
r
tk
∂
∂tk
+
r2 − 1
24r
. (2.26)
respectively. The conjecture has been proved by Faber-Shadrin-Zvokine [18]. The fact that
Z{r}(t) is a r-reduced KP τ -function with additional the string equation could completely
determine the r-spin intersection numbers [48].
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2.2 Hurwitz Partition Function
Hurwitz numbers count ramified coverings of the Riemann sphere. More precisely, the simple
Hurwitz number h(p|m1, · · · , mn) gives the number of the Riemann sphere coverings with N
sheets, N =
∑n
i=1mi, fixed simple ramification points, and a single point with ramification
structure given by {mi}, a partition of N [22]. The number of the simple ramification M ,
the genus p of the covering and the partition {mi} are related:
M = (2p− 2) +
∑
i=1
(mi + 1) = (2p− 2) +N + n. (2.27)
One can introduce a generating function of the simple Hurwitz numbers
H(t1, t2, · · · ) =
∞∑
p=0
g2p−2
∞∑
n=1
∑
mi;M
βM
M !
h(p|m1, · · · , mn)tm1 · · · tmn
m1 · · ·mn , (2.28)
in which g, β are two parameters. Define an operator
Wˆ
(3)
0 =
∑
i,j≥1
(
ijtitj
∂
∂ti+j
+ g2(i+ j)ti+j
∂2
∂ti∂tj
)
. (2.29)
Obviously, the Wˆ
(3)
0 is a cut-and-join operator. The Hurwitz partition function can be
represented from it [3, 38]
ZH(t1, t2, · · · ; β) : = exp (H(t1, t2, · · · )) = exp
(
β
2
Wˆ0
)
· exp
(
t1
g2
)
= 1 +
t1
g2
+
eβ
2g4
(
t21
2
+ t2
)
+
e−β
2g4
(
t21
2
− t2
)
+ · · · .
(2.30)
For this partition function, several matrix integral representations are known. For example
[43]:
ZH(tk; β) =
∫
N×N
dM
√√√√√√√det
sinh
(
M ⊗ I − I ⊗M
2
)
(
M ⊗ I − I ⊗M
2
)
 exp(− 12βTrM2 + Tre(M−Nt/2)ψ
)
,
(2.31)
where M is a N × N Hermitian matrix and ψ is a N × N diagonal matrix, meanwhile the
times tk are given by the Miwa transform
tk =
1
k
Trψk. (2.32)
2.3 Hodge Integrals
The Hodge integrals, it means intersection numbers of the form
〈λjσk1 · · ·σkn〉 =
∫
Mp,n
λjψ
k1
1 · · ·ψknn (2.33)
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where λj is the jth Chern class of the rank p Hodge vector bundle whose fiber is the space
of holomorphic one forms and ψi is the first chern class defined as same as in (2.1). Those
numbers are well defined whenever the equalities j +
n∑
i=1
ki = 3p− 3 + n = dimMp,n holds.
Let us collect the Hodge integrals into the following series in terms of a set of infinite
formal variables β, T0, T1, · · ·
G(β;T0, T1, · · · )
=
∑
j;k0,k1,···
(−1)j 〈λjσk00 σk11 · · · 〉β 2j3 T k00k0! T
k1
1
k1!
· · · , (2.34)
where the summation is taken over all possible monomials in the symbols Tk and j ≥ 0.
We can introduce the parameter g into the generating function, such that it has the genus
expansion. we set up:
G(g, β;T0, T1, · · · ) = G(gβ; g− 23T0, · · · , g 2k−23 Tk, · · · ). (2.35)
The generating function has the following expansion [37]:
G(g, β;T0, T1, · · · ) =
∞∑
p=0
g2p−2G(p)(β;T0, T1, · · · ). (2.36)
If set β = 0 in the equation (2.36), it is exactly the partition function of 2-spin intersection
numbers (2.9), i.e.
G(g, 0; t1, t3, · · · , t2k+1, · · · ) = Z{2}(t; g). (2.37)
From equation (2.35), one can easily get
G(g, β;T0, T1, · · · ) = G(1, gβ; g− 23T0, g0T1, · · · , g 2k−23 Tk · · · ). (2.38)
So the parameter g can be restored in the parameters β, T0, T1 · · · . In the following, for
convenience we often (not always) consider the g = 1 case.
The generating function G(g, β;T0, T1 · · · ) is a solution of a KP hierarchy with respect
to new variables qi’s, which are linear transformations of variables Tk’s. If we set g = 1. The
transformation are [28]:
T0 = β
4
3 q1,
Tk+1 =
∑
m≥1
[
β
2
3mqm + 2(m+ 1)β
5
3 qm+1 + (m+ 2)β
8
3 qm+2
] ∂
∂qm
Tk, k ≥ 0. (2.39)
The first few terms of this transformation are
T0 = β
4
3 q1,
T1 = β
2q1 + 4β
3q2 + 3β
4q3,
T2 = β
8
3 q1 + 12β
11
3 q2 + 36β
14
3 q3 + 40β
17
3 q4 + 15β
20
3 q5,
T3 = β
10
3 q1 + 28β
13
3 q2 + 183β
16
3 q3 + 496β
19
3 q4 + 615β
22
3 q5 + 420β
25
3 q6 + 105β
28
3 q7,
· · · .
(2.40)
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Set the identification of the generating function G(1, β;T0(q), · · · , Tk(q), · · · ) with the Hodge
free energy
FHodge(β; q1, q2, · · · , qk · · · ) = G(1, β;T0(q), T1(q), · · · , Tk(q), · · · ). (2.41)
We have the following Hodge partition function
ZHodge(β; q1, q2, · · · ) = exp (FHodge(β; q1, q2, · · · )) . (2.42)
Therefore, ZHodge is a τ -function of a KP hierarchy with respect to the variables qi’s.
2.4 ELSV Formula
There are several approaches to investigate the intersection theory of moduli spaces. Among
these approaches, the ELSV formula seems to be the most straightforward one [17], it ex-
presses the Hurwitz numbers as linear combinations of the Hodge integrals. This formula
build a bridge between the Hurwitz partition function and the Hodge partition function
[2, 28].
Consider two variables x and z related to each other by the following formulas
x =
z
1 + βz
e
βz
1+βz = z − 2βz2 + 7
2
β2z3 − 17
3
β3z4 · · · , (2.43)
and
z =
∑
b≥1
bb
b!
βb−1xb = x+ 2βx+
9
2
β2x3 +
32
3
β3x4 + · · · . (2.44)
These two formulas provide a linear isomorphism (depending on the parameter β) between
the spaces of formal power series in the variables x and z. We set the following correspondence
tb ←→ x
b
b
, qb ←→ z
b
b
. (2.45)
Then we can express tb as a linear combination of qm, and vice versa.
tb =
∑
m≥b
cbmβ
m−bqm,
qm =
∑
b≥m
dmb β
b−mtb.
(2.46)
The coefficients cbm and d
m
b are determined by the following equations
xb = b
∑
m≥b
cbmβ
m−b z
m
m
, (2.47)
and
zm = m
∑
b≥m
dmb β
b−mx
b
b
, (2.48)
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respectively. If we introduce two functions,
H0,1 =
∞∑
b=1
bb−1
b!g2
tbβ
b−1, (2.49)
H0,2 =
1
2
∞∑
b1,b2=1
bb1+11 b
b2+1
2
(b1 + b2)b1!b2!g2
tb1tb2β
b1+b2, (2.50)
then the Hurwitz partition function and the Hodge partition function (2.28) are linked by
the following formula [28]:
(H −H0,1 −H0,2) |tn=tn(qm),g=1 = FHodge(β; q1, q2, q3, · · · ). (2.51)
Surely, we can also restore the parameter g into the above formula. From equation (2.39),
we get
g
2k
3 Tk+1 =
∑
m≥1
[
(gβ)
2
3 mg−m−1qm + 2(m+ 1) (gβ)
5
3 g−m−2qm+1
+ (m+ 2)(gβ)
8
3g−m−3qm+2
] ∂
∂(g
m−3
3 qm)
(g
2k−2
3 Tk).
(2.52)
If we define the function
FHodge(g, β; q1, q2, · · · ) = FHodge((gβ), g−2q1, · · · , g−k−1qk, · · · )
= G(g, β;T0(qk), T1(qk) · · · ),
(2.53)
then, FHodge(g, β; q1, q2, · · · ) can also be expanded as
FHodge(g, β; q1, q2, · · · ) =
∞∑
p=0
g2p−2F (p)Hodge(β; q1, q2, · · · ). (2.54)
We can further define the Hodge partition function with parameter g
ZHodge(g, β; q1, q2, · · · ) = exp (FHodge(g, β; q1, q2, · · · ))
= exp
( ∞∑
p=0
g2p−2F (p)Hodge(g, β; q1, q2, · · · )
)
.
(2.55)
If we rewrite the equation (2.46) as
tb
gb+1
=
∑
m≥b
cbm(gβ)
m−b qm
gm+1
, (2.56)
and substituting tb
gb+1
for tb,
qm
gm+1
for qm and gβ for β in equation (2.51), respectively, then
we get the binding between the Hurwitz partition function and the Hodge partition function
with parameter g.
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We can also relate the Hurwitz partition function with the Hodge partition function by
an operator [2]. The operator can be realized as a linear combination of certain modes of
current algebra. Consider the bosonic current
jˆ(z) =
∞∑
k=1
(
k
g
tkz
k−1 +
g
zk+1
∂
∂tk
)
=
∑
k∈Z
jˆkz
−k−1.
(2.57)
From this current, we can get a spin-2 current with central charge c = 1:
Lˆ(z) =
∞∑
n=−∞
Lˆnz
−n−1 =
1
2
: jˆ(z)jˆ(z) :, (2.58)
in which :: is the normal ordering, which means that the annihilation operators (jˆn, n > −1)
are always moved to the right side. The explicit forms of {Lˆm} are
Lˆm =
∞∑
k=1
ktk
∂
∂tk+m
+
g2
2
∑
a+b=m
∂2
∂ta∂b
+
1
2g2
∑
a+b=−m
abtatb, (2.59)
and they are subject to the Virasoro algebra relation[
Lˆm, Lˆn
]
= (m− n)Lˆm+n + 1
12
δm+n,0(m
3 −m). (2.60)
Furthermore, we can get a spin-3 current W (3) from the bosonic current:
Wˆ (3)(z) =
g
3
: jˆ(z)3 :=
∑
n∈Z
Wˆnz
−n−3. (2.61)
One of the modes in Wˆ (3)(z)
Wˆ
(3)
0 =
∑
i,j≥1
(
ijtitj
∂
∂ti+j
+ g2(i+ j)ti+j
∂2
titj
)
,
is exactly the cut-and-join operator (2.29) of the Hurwitz partition function.
The Hodge partition function can be obtained from the Hurwitz partition functions by
the Borel subalgebra action generated by Lˆm with m < 0.
ZHodge(g, β; tk) = exp
( ∞∑
k=1
akβ
kLˆ−k
)
· exp (−H0,1) · ZH(g, β; tk), (2.62)
in which ak are constants irrelevant to g or β. The explicit values of ak are determined by
the following equation:
exp
( ∞∑
k=1
akz
k+1 ∂
∂z
)
· z = z
1 + z
e−
z
1+z . (2.63)
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3 τ-Functions
In this section, we outline the expressions of the KP τ -functions [7, 9]. In the first part, we
will represent the KP τ -function in terms of the fermionic correlators parameterised by a
set of infinite continuous variables. From the fermionic representation, we can reexpress the
τ -function in a specific determinant form. In the second part, we will expand the τ -function
with the Schur polynomials, such that we get the explicit form in terms of time variables.
3.1 τ-Functions in Free Field Representation
The free fermionic operators ψn, ψ
∗
n, n ∈ Z + 1/2, are subjected to the following anti-
commutation relation:
{ψm, ψn} = {ψ∗m, ψ∗n} = 0, {ψm, ψ∗n} = δm+n,0. (3.1)
Totally empty vacuum sates |+∞〉 and 〈+∞| are determined by relations
ψm|+∞〉 = 0, m ∈ Z+ 1/2, (3.2)
and
〈+∞|ψ∗n = 0, n ∈ Z+ 1/2, (3.3)
respectively. The shifted vacuum states |n〉 and 〈n| are defined as
|n〉 = ψ∗n+1/2ψ∗n+3/2 · · · |+∞〉, (3.4)
and
〈n| = 〈−∞| · · ·ψ−n−3/2ψ−n−1/2. (3.5)
respectively. They satisfy the conditions:
ψ∗k|n〉 = 0, if k > n; ψk|n〉 = 0, if k > −n;
〈n|ψ∗k = 0, if k < n; 〈n|ψk = 0, if k < −n.
(3.6)
In fact, they can be viewed as definitions of such states.
It is convenient to introduce the free fermionic fields, such that
ψ(z) :=
∑
i∈Z+1/2
ψiz
−i−1/2, ψ∗(z) :=
∑
i∈Z+1/2
ψ∗i z
−i−1/2. (3.7)
It is well known that, they can be expressed in terms of the chiral bosonic filed ϕ(z)
ϕ(z) = p− iq log z + i∑
k∈Z
ϕk
k
z−k, (3.8)
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[ϕm, ϕn] = mδm+n,0, [p, q] = i. (3.9)
The operator q is charge operator
q|n〉 = n|n〉, 〈n|q = n〈n| (3.10)
while p is the conjugate operator of q such that eip is the shift operator
e±ip|n〉 = |n± 1〉, 〈n|e±ip = 〈n∓ 1|. (3.11)
The free fermions fields and the chiral bosonic field with the following formulas
ψ(z) =: eiϕ(z) :≡ eipzqeϕ−(z)e−ϕ+(z−1),
ψ∗(z) =: e−iϕ(z) :≡ e−ipz−qe−ϕ−(z)eϕ+(z−1). (3.12)
where ϕ+(z) =
∑
k≥1
ϕk
k
zk, and ϕ−(z) =
∑
k≥1
ϕ−k
k
zk. In above equation, :(): means the normal
ordering for fermionic operators. The only deference with the normal ordering for bosonic
operators in equation (2.58) is that the factor (−1) will be taken into account as two fermionic
operators exchanging their positions. For example
: ψmψ
∗
n :=
{
ψmψ
∗
n if m < 0
−ψ∗nψm if m > 0
(3.13)
Using the definition (3.8), one can show that
: eiαϕ(z) :: eiβϕ(w) := (z − w)αβ : eiαϕ(z)+iβϕ(w) : . (3.14)
Their Operator Product Expansion (OPE) are
ψ(z)ψ(w) = (z − w) : eiϕ(z)+iϕ(w) :,
ψ∗(z)ψ∗(w) = (z − w) : e−iϕ(z)−iϕ(w) :,
ψ(z)ψ∗(w) = 1
z−w : e
iϕ(z)−iϕ(w) := 1
z−w + · · · ,
(3.15)
respectively. On the other hand, the bosonic free field can be expressed as normal ordering
of fermionic fields
J(z) =
∑
k∈Z
Jkz
−k−1 = i∂zϕ(z) ≡: ψ(z)ψ∗(z) : . (3.16)
Equivalently, the bosonic operators Jk can be represented as bilinear combination of the
fermionic modes:
Jk =
∑
i∈Z+1/2
: ψiψ
∗
k−i : . (3.17)
Obviously, 
Jk|n〉 = 0, k > 0
〈n|J−k = 0, k > 0
J0|n〉 = q|n〉 = n|n〉
(3.18)
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One should mention that not only the bosonic currents can be represented as bilinear com-
bination of the free fermions, actually, this is true for the Virasoro generators and W (3)
generators. The Energy-Momentum tensor L(z) and W (3) field are defined as
L(z) ≡ 1
2
: J(z)J(z) :=
∑
n∈Z
Lnz−k−2 (3.19)
and
W (3)(z) ≡ 1
3
: J(z)J(z)J(z) :=
∑
k∈Z
W
(3)
k z
−k−3, (3.20)
respectively. We get the explicit form of these fields by OPE:
J(z)J(w) = : ψ(z)ψ∗(z) :: ψ(w)ψ∗(w) :
=
1
(z − w)2+ : ∂wψ(w)ψ
∗(w) : + : ∂wψ
∗(w)ψ(w) : + · · · , (3.21)
therefore, the Energy-Momentum tensor is
L(z) = 1
2
(: ∂zψ(z)ψ
∗(z) : + : ∂zψ∗(z)ψ(z) :)
= 1
2
∑
a+b=k,k∈Z
: ψaψ
∗
b : z
−k−2. (3.22)
And
J(z) : J(w)J(w) :
= : ψ(z)ψ∗(z) : · (: ∂wψ(w)ψ∗(w) : + : ∂wψ∗(w)ψ(w) :)
= : ψ(z)ψ∗(z)∂wψ(w)ψ∗(w) : + : ψ(z)ψ∗(z)∂wψ∗(w)ψ(w) :
+
: ψ(z)ψ∗(w) :
(z − w)2 −
: ψ∗(z)ψ(w) :
(z − w)2 +
: ψ∗(z)∂wψ(w) :
z − w −
: ψ(z)∂wψ
∗(w) :
z − w ,
(3.23)
So, the W (3) field is
W (3)(z) = 1
3
(
: ∂zψ
∗(z)∂zψ(z) : +12 : ∂
2
zψ(z)ψ
∗(z) :
− : ∂zψ(z)∂zψ∗(z) : −12 : ∂2zψ∗(z)ψ(z) :
)
.
(3.24)
In particular, W
(3)
0 can be expressed as
W
(3)
0 =
∑
r∈Z+ 1
2
(r2 +
1
12
) : ψrψ
∗
−r : . (3.25)
3.2 Determinantal Representation of τ-Function
It is well known that, the KP τ -function can be written as the following correlator [7, 15].
τ(t) = 〈0|e
H(t)G|0〉
〈0|G|0〉 ;
G = exp(
∑
i,j∈Z+1/2
Ai,j : ψiψ
∗
j :).
(3.26)
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in which H(t) =
∞∑
k=1
tkJk is the so called ’Hamiltonian’, and {tk} is a set of infinite parame-
ters. In order to get the determinantal representation of the τ -function, let us calculate the
fermionic correlator 〈−N |ψ
∗(µN )···ψ∗(µ1)G|0〉
〈0|G|0〉 in two ways. On one hand, using the Wick theorem,
we can get
〈−N |ψ∗(µN )···ψ∗(µ1)G|0〉
〈0|G|0〉 =
〈0|ψ1/2···ψN−1/2ψ∗(µN )···ψ∗(µ1)G|0〉
〈0|G|0〉
= det
( 〈0|ψi−1/2ψ∗(µj )G|0〉
〈0|G|0〉
)
1≤i,j≤N
.
(3.27)
On the other hand, using the boson-fermion correspondence, we get
〈−N |ψ∗(µN) · · ·ψ∗(µ1)G|0〉 = 〈−N | : e−iϕ(µN ) : · · · : e−iϕ(µ1) : G|0〉
= ∆(µ)〈−N | : exp{−i
N∑
j=1
ϕ(µj)} : G|0〉
= ∆(µ) · 〈0| exp{
∞∑
k=1
tkJk}G|0〉,
(3.28)
where ∆(µ) is the VanderMonde determinant, i.e. ∆(µ) =
∏
i>j(µi − µj), and
tk =
1
k
N∑
j=1
µ−kj . (3.29)
The parametrization (3.29) has been introduced in [41], so such kind parametrisation is
named as the Miwa parametrisation, and {µi} is called the Miwa variables. Please note that
for N is finite, only first N variables, saying t1, · · · , tN are functional independent. So in the
following, we will consider the large N case. From (3.27) and (3.28), we get
τ(t) =
det(φ
(can)
i (µj))
∆(µ)
, (3.30)
in which the canonical basis
φ
(can)
i (µ) =
〈0|ψi−1/2ψ∗(µ)G|0〉
〈0|G|0〉
= µi−1 +
∞∑
k=0
bi,kµ
−k−1, i = 1, 2, · · · . (3.31)
In which the coefficients bi,k are
bi,k =
〈0|ψi−1/2ψ∗k+1/2G|0〉
〈0|G|0〉 . (3.32)
Moreover, the converse statement is also true. Namely, that any function τ(t) in form [29]
τ(t) =
det(φi(µj))
∆(µ)
, tk =
1
k
N∑
i=1
µ−ki , (3.33)
is a KP τ -function, with vectors φi(µ), (i = 1, 2, · · · , N) basis have the asymptotic
φi(µ) = µ
i−1(1 +O(
1
µ
)), µ→∞ (3.34)
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From equation (3.33), it is easy to know that, there are freedoms to change the matrix form,
but its determinant is intact, so the vector basis for a KP τ -function is not unique. But the
basis in the form as (3.32) is unique. We call the such unique basis as canonical one and
denote it as {φ(can)i (µ)}. So, the formula given by equation (3.31) is the canonical basis for
the τ -function.
For every G in the form (3.26), there is always an element G˜ in the form
G˜ = exp{
∑
m,n≥0
Am,n : ψ−m−1/2ψ
∗
−n−1/2 :} = exp{
∑
m,n≥0
Am,nψ−m−1/2ψ
∗
−n−1/2}, (3.35)
such that
G|0〉 = 〈0|G|0〉 · G˜|0〉. (3.36)
The coefficient Am,n in (3.36) can be got from the canonical basis,
An,m =
〈0|ψm+1/2ψ∗n+1/2G|0〉
〈0|G|0〉 = bm+1,n (3.37)
G may not be an element in certain group, but all the elements in the form of G˜ form a
group. For every KP τ -function, there is an unique element in this group corresponding to
it. From the definition |0〉, G˜|0〉 can be phrased as
G˜|0〉 = G˜ψ∗1/2ψ∗3/2 · · · · · · |∞〉
= (G˜ψ∗1/2G˜
−1) · (G˜ψ∗3/2G˜−1) · · · · · · |∞〉
= ψ˜∗1/2ψ˜
∗
3/2 · · · · · · |∞〉.
(3.38)
In this equation,
ψ˜∗r+1/2 = G˜ψ
∗
r+1/2G˜
−1
= ψ∗r+1/2 −
∞∑
n=0
Ar,nψ
∗
−n−1/2
= ψ∗r+1/2 −
∞∑
n=0
bn+1,rψ
∗
−n−1/2.
(3.39)
G˜|0〉 is the fermionic representation of the τ -function, and for simplicity, we write it as
τ(t) = G˜|0〉. (3.40)
In the case g = 1, let us denote the current operator jˆk as Jˆk, and the Virasoro operator
Lˆk as Lk, respectively. That is
Jˆk =
{
−kt−k, for k ≤ 0;
∂
∂tk
for k > 0,
(3.41)
and
Lˆk = 1
2
∑
a+b=k
abt−at−b +
∑
a+b=k
at−a
∂
∂tb
+
1
2
∑
a+b=k
∂2
∂ta∂tb
. (3.42)
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Then action of the current operator on the τ -function can be expressed as
Jˆk · τ(t) = 〈0|e
H(t)JkG|0〉
〈0|G|0〉 (3.43)
and the action of the Virasoro operator on it is
Lˆk · τ(t) = 〈0|e
H(t)LkG|0〉
〈0|G|0〉 . (3.44)
The time derivation ∂τ/∂tk (i.e. Jˆk · τ for k > 0) can be also rephrased in the determinant
form (3.30) [31]
∂τ(t)
∂tk
= − 1
∆(µ)
N∑
m=1
(Bk(µm)− µkm) det
(
φ
(can)
i (µj)
)
, (3.45)
in which B(µ) is a ’shift’ operator acting on the vector space {φ(can)i (µ)}
B(µ) · φ(can)i (µ) = φ(can)i+1 (µ). (3.46)
In the case N →∞, it is easy to see that
∞∑
m=1
Bk(µm) · det
(
φ
(can)
i (µj)
)
= 0. (3.47)
So if the canonical basis {φ(can)i (µ)} satisfies
µr · φ(can)i (µ) ∈ Span{φ(can)1 (µ), φ(can)2 (µ), · · · }, (3.48)
for all i > 0, all the derivative of τ(t) with trk (k > 0) satisfies
∂τ(t)
∂tkr
= Const · τ(t). (3.49)
According to the definition of r-reduced KP hierarchies, we know that in this case the KP
τ -function is r-reduced.
When N →∞ action of the Virasoro operators Lˆk on the function can be also reworded
in the determinant form:
Lˆk · τ(t) = − 1
∆(µ)
N∑
m=1
Ak(µm) det(φ
(can)
i (µj)), (3.50)
and here the operator Ak(µ) is
Ak(µ) = µ
1+k ∂
∂µ
+
1 + k
2
µk. (3.51)
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3.3 Schur Polynomials Expansion
At first, some notations should be introduced. A partition λ = (λ1, λ2, · · · λl) is a sequence
of positive integers λi such that λ1 ≥ λ2 ≥ · · · ≥ λl > 0. The numbers of nonzero λi in
λ, denoted by l = l(λ), is called the length of the partition. A partition can be naturally
graphed by a Young diagram. A Young diagram of λ is a table whose j-th row (counting
from the top) consists of λj boxes (see Fig.1). We will identify a partition with a Young
diagram in the following. The total number of boxes in the diagram λ is |λ| =∑li=1 λi, and
the empty diagram is denoted by ∅. The conjugate of a partition λ is the partition λ′ whose
diagram is the transpose Young diagram λ, i.e. λ′j is the height of the j-th column of λ. We
shall denote the set of partitions of m by P(m), and the set of all partitions by P.
For a given partition λ = (λ1, λ2 · · · , λl) with l = l(λ) nonzero rows, due to Frobenius,
there is another notation for the diagram λ, saying (~α|~β) = (α1, · · · , αd|β1, · · · , βd), here
d = d(λ), d(λ) is the number of boxes in the diagonal of Young diagram λ, and αi = λi − i,
βj = λ
′
j − j which are the arm-length of square s = (i, i) and the leg-length of square
s = (j, j), respectively. Clearly, if λ = (~α|~β), α1 > α2 > · · · > αd and β1 > β2 > · · · > αd,
and λ′ = (~β|~α). Note that
d∑
i=1
(αi + βi) + d = |λ|. (3.52)
Sometimes, it is convenient to use a notation which indicates the number of times each
integer occurs as a part:
λ = (1m12m2 · · · rmr · · · ). (3.53)
mi = mi(λ) = Card{j : λj = i}. (3.54)
The number mi is called the multiplicity of i in λ.
Figure 1: partition λ = (5, 3, 2, 2, 1) = (4, 1|4, 2)
If B = C[[t1, t2, · · · ]] is the space of formal power series, there exists an additive basis
of this apace. In order to introduce an additive basis for B which is indexed by partitions,
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we first need to define the elementary Schur polynomials Sk(t). They are defined by the
following generating function
∑
k∈Z
Sk(t)z
k = exp
( ∞∑
k=0
tkz
k
)
. (3.55)
Thus
Sk = 0 for k < 0,
S0 = 1,
Sk =
∑
k1+2k2+···=k
t
k1
1
k1!
t
k2
2
k2!
· · · for k > 0.
(3.56)
For a partition λ, we associate it a Schur polynomial Sλ(t) defined by the following k × k
determinant
Sλ(t) = det

Sλ1 Sλ1+1 Sλ1+2 · · · · · ·
Sλ2−1 Sλ2 Sλ2+1 · · · · · ·
Sλ3−2 Sλ3−1 Sλ3 · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · · · · ·

= det (Sλi+j−i) .
(3.57)
Examples are:
S(1,1) =
t21
2
− t2,
S(2,1) =
t31
3
− t3,
S(2,2) =
t41
12
− t1t3 + t22.
(3.58)
The set {Sλ(t)|λ ∈ P} is just the an additive basis of B = C[[t1, t2, · · · ]]. For more about
the Schur polynomials, please refer to [36].
The Schur polynomials can be formulated in terms of fermionic operators, we define two
basic states |λ, n〉 and 〈λ, n| with respect to a partition λ = (λ1, · · · , λl) = (~α|~β) [7]
|λ, n〉 ≡ ψ∗n−β1−1/2 · · ·ψ∗n−βd(λ)−1/2ψ−n−αd(λ)−1/2 · · ·ψ−n−α1−1/2|n〉, (3.59)
and
〈λ, n| ≡ 〈n|ψ∗n+α1+1/2 · · ·ψ∗n+αd(λ)+1/2ψ−n+βd(λ)+1/2 · · ·ψ−n+β1+1/2, (3.60)
respectively. It is well known that the basic vectors (3.59) and (3.60) are orthonormal, i.e.
〈λ, n|µ,m〉 = δλ,µδn,m. (3.61)
For the given ’Hamiltonian’ H(t), we can expand 〈n|eH(t) in the basis vectors 〈λ, n|
〈n|eH(t) =
∑
λ
(−1)b(λ)Sλ(t)〈λ, n|, (3.62)
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here the summation runs over all Young diagrams as well as the empty one and b(λ) =∑d(λ)
i=1 (βi + 1). From (3.26), we can expand the KP τ -function in Schur polynomials
τ(t) =
∑
λ
cλSλ(t). (3.63)
In this equation, cλ = (−1)b(λ)〈λ, 0|G|0〉 is the Plu¨cker coordinate.
4 The r-Spin Intersection Numbers with GKMM
The aim of this section is to calculate the r-spin intersection numbers. The partition function
of the r-spin intersection numbers has matrix integral representations [16]. At first, we
overview the generalized Kontsevich matrix model, whose partition function is a KP τ -
function. Then, we calculate explicitly the matrix model corresponding to the partition
function of the r-spin intersection numbers.
4.1 Generalised Kontsevich Matrix Model
The main subject which we will investigate below is one-matrix integral depending on an
external field N ×N Hermitian matrix M [29, 31, 30]:
Z
{V }
N [M ] =
∫
dY e−S(M,Y )∫
dY e−S2(M,Y )
, (4.1)
where the measure dY is the Haar measure of Hermitian matrix space
dY =
N∏
i=1
dYii
∏
i<j
dReYijdImYij. (4.2)
For any Taylor series of V (Y ), we set, by definition,
S(M,Y ) = Tr[V (M + Y )− V (M)− V ′(M)Y ], (4.3)
and S2(M,Y ) is the quadratic part of S(M,Y ),
S2(M,Y ) = lim
ǫ→0
1
ǫ2
S(M, ǫY ). (4.4)
It is clear that the partition function (4.1) depends only on the eigenvalues µ1, µ2, · · · , µN
of the external field M . The partition function defined by equation (4.1) is often called as
a Generalised Kontsevich Matrix Model (GKMM), while for V (Y ) = Y
3
3
, it is exactly the
original matrix model defined by Kontsevich [32].
21
In order to investigate the GKMM (4.1), we first study the following matrix integral
F{V }N [Λ] =
∫
dXe−Tr[V (X)−ΛX], (4.5)
in which the potential V (X) is a polynomial, Λ is a Hermitian matrix and it can be diago-
nalised by unitary matrix U0, i.e. U
−1
0 ΛU0 = diag{λ1, · · · , λN}. Because the Haar measure
(4.2) is invariant under the action of unitary group U(N), we get
F{V }N [Λ] =
∫
dXe−Tr[V (X)−U0·diag{λ1,··· ,λN}·U
−1
0 X]
=
∫
dXe−Tr[V (X)−diag{λ1,··· ,λN}·X]
= F{V }N [diag{λ1, · · · , λN}].
(4.6)
Therefore, it is convenient to take the external field as a diagonal matrix, i.e. Λ = diag{λ1, · · · , λN}.
For a Hermitian matrix X , there is a unitary matrix U , such that
X = U · diag{x1, x2, · · · , xN} · U−1
= UXˆU−1.
(4.7)
In the second identity, we have used Xˆ to represent the diagonal form diag{x1, x2, · · · , xN}.
So, the matrix integral (4.5) can be written as
F{V }N =
∫ ∏N
i=1 dxi
∫
[dU ]∆2(X)e−Tr[V (Xˆ)−ΛUXˆU
†]
= N !VN
∆(Λ)
N∏
i=1
∫
dxie
−V (xi)+λixi∆(X)
∼ det(Fi(λj))1≤i,j≤N
∆(Λ)
,
(4.8)
where [dU ] is the Haar measure of the group U(N) and VN is its volume. In the above
performing, the well-known Itzyskon-Zuber fomula∫
[dU ]eTrΛX = VN
det(eλixj )1≤i,j≤N
∆(X)∆(Λ)
, (4.9)
is used, and the functions Fi(λ) in this equation is
Fi(λ) =
∫
dxxi−1e−V (x)+λx
=
(
∂
∂λ
)i−1
F1(λ).
(4.10)
The goal in the following is to get a determinantal representation of the GKMM (4.1). We
will deal with the numerator and denominator in two different ways, for convenience, we
denote them as NK and DK , respectively. So,
NK =
∫
dY e−Tr[V (M+Y )−V (M)−V
′(M)Y ] (4.11)
and
DK =
∫
dY e−S2(M,Y ) (4.12)
22
We first deal with the numerator. After shifting the integration variable
X = Y +M, (4.13)
the numerator can be expressed as
NK = e
Tr[V (M)−MV ′(M)] · F{V }N [V ′(M)]
=
N∏
i=1
eV (µi)−µiV
′(µi) det(Φ˜
V
i (µj ))1≤i,j≤N
∆(V ′(M)) ,
(4.14)
in which
Φ˜
{V }
i (µ) = Fi(V
′(µ)). (4.15)
Then, let us convey the denominator DK . If the potential can be represented as a formal
series
V (X) =
∞∑
n=1
VnX
n
n
. (4.16)
and it is supposed to be analytic in X at X = 0, the equation (4.4) implies that,
S2(M,Y ) =
1
2
∞∑
n=2
Vn
∑
a+b=n−2
MaYM bY, (4.17)
then the denominator can be identical with
DK ∼ ∆(M)
∆(V ′(M))
N∏
i=1
[V ′′(µi)]
− 1
2 . (4.18)
Therefore, we get the determinantal representation of (4.1)
Z
{V }
N [M ] ∼
N∏
k=1
s(µk) det(Φ˜
{V }
i (µj))
∆(M)
,
(4.19)
in which
s(µ) = [V ′′(µ)]
1
2 eV (µ)−µV
′(µ), (4.20)
and s(µ)Φ˜
{V }
i (µ) has the following asymptotic
s(µ)Φ˜
{V }
i (µ) ∼ µi−1
(
1 +O( 1
µ
)
)
. (4.21)
as µ→∞. If we set
Φ
{V }
i (µ) =
1√
2π
s(µ)Φ˜
{V }
i (µ)
= 1√
2π
[V ′′(µ)]
1
2 eV (µ)−µV
′(µ)Φ
{V }
i (µ)
= A{V }(µ)Φ{V }i−1 (µ)
(4.22)
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where A{V }(µ) is a first-order differential operator in special form
A{V }(µ) = [V ′′(µ)]
1
2 eV (µ)−µV
′(µ) ∂
∂(V ′(µ)) [V
′′(µ)]−
1
2 e−V (µ)+µV
′(µ)
= 1
V ′′(µ)
∂
∂µ
+ µ− V ′′′(µ)
2[V ′′(µ)]2
(4.23)
The operator A{V } is viewed as a Kac-Schwarz operator, this kind of operator in V (x) = x
3
3
case was obtained in [25]. In the next section, we will take a specific potential V (Y ), such
that (4.1) satisfies (2.25).
It is remarkable to use another parametrisation of the partition function Z
{V }
N by treating
it as a function of the time variables tk defined by (3.29). From (3.33) and (3.34), we know
that the partition function of the GKMM (4.1) is a KP τ -function in the time variables {tk}
4.2 Calculate r-spin Intersection Numbers with GKMM
In section 4.1, we consider the GKMMwith very general potential. If we restrict the potential
function to a concrete form, more details could be to carry out.
If the potential function in equation (4.1) is chosen as
V (Y ) =
√−r Y
r+1
r + 1
(4.24)
From now on, we denote the partition function Z
{V }
N [M ] in (4.1) by Z
{r}
N [M ], meanwhile
Φ
{V }
i (µ) by Φi(µ). From the definition of Φi(µ) and equation (4.21), it is easy to know
Φi(µ) = µ
i−1(1 +O(
1
µ
)), µ→∞, (4.25)
and
µr · Φi(µ) = 1√2πµr · s(µ)
∫
dxxi−1e−
√−r xr+1
r+1
+
√−rµrx
∈ Span{Φ1(µ),Φ2(µ), · · · }.
(4.26)
The canonical basis Φ
(can)
i (µ) is a linear combination of Φj(µ)’s, so it is also satisfies (4.26),
i.e.
µr · Φ(can)i (µ) ∈ Span{Φcan1 (µ),Φcan2 (µ), · · · }. (4.27)
According to (3.48), as N → ∞, the partition function Z{r}∞ [M ] of the GKMM with the
potential (4.24) Z
{r}
∞ [M ] is a r-reduced KP τ -function, that is to say
∂Z
{r}
∞ [M ]
∂tkr
= Const · Z{r}∞ [M ]. (4.28)
For potential (4.24), the recursive relation (4.23) for Φi(µ) becomes explicitly
Φi+1(µ) = { 1√−rrµr−1
∂
∂µ
+ µ− r − 1
2r
√−rµr } · Φi(µ). (4.29)
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With the same reason as (4.27), there is the constraint for the canonical basis Φ
(can)
i (µ)
{ 1
rµr−1
∂
∂µ
+
√−rµ− r − 1
2rµr
} · Φ(can)i (µ) ∈ Span{Φ(can)1 (µ),Φ(can)2 (µ), · · · }. (4.30)
From equations (3.46) and (3.50), equation (4.30) is equivalent to a constraint on Z
{r}
∞ [M ]
{−√−r ∂
∂t1
+
1
r
Lˆ−r} · Z{r}∞ [M ] = Const · Z{r}∞ [M ]. (4.31)
The operator −√−r ∂
∂t1
+ 1
r
Lˆ−r is exactly the operator L{r}−1 defined in equation (2.13). Equa-
tions (4.28) and (4.30) are two additional constraints for Z
{r}
∞ [M ], more precisely the con-
stants on the right hand of these constraints are identical to zero. In the following, we will
prove this fact. For simplicity, we denote
a
{r}
W = {
1
rµr−1
∂
∂µ
+
√−rµ− r − 1
2rµr
}, (4.32)
and
b
{r}
W = µ
r, (4.33)
respectively. In fact, both a
{r}
W and b
{r}
W are Kac-Schwarz operators in the Grassmannian
notation [8]. From the operators a
{r}
W and b
{r}
W , we construct operators lk for k ≥ −1
lk =
1
2
{(b{r}W )k+1, a{r}W } =
1
r
µkr+1
∂
∂µ
+
1 + kr
2r
µkr +
√−rµ(k+1)r+1, (4.34)
where {, } is the anticommutator for differential operators. From the definition of lk and
equations (4.27) and (4.30), it is obvious that
lk · Φ(can)i (µ) ∈ Span{Φ(can)1 (µ),Φ(can)2 (µ), · · · }. (4.35)
It is equivalent to
(
√−r ∂
∂t(k+1)r+1
− 1
r
Lˆkr) · Z{r}∞ [M ] = Const · Z{r}∞ [M ]. (4.36)
In order to investigate the relations of operators
√−r ∂
∂t(k+1)r+1
− 1
r
Lˆkr, we denote
L
{r}
k = −
√−r ∂
∂t(k+1)r+1
+ 1
r
Lˆkr+ δk,0 (r+1)(r−1)24r for simplicity. The operators L{r}k , k ≥ −1 and
Jˆnr, n ≥ 1 are subject to the following relations
[Jˆmr, Jˆnr] = 0; (4.37)
[L
{r}
k , Jˆmr] = −mJˆ(m+k)r ; (4.38)
and
[L{r}m , L
{r}
n ] = (m− n)L{r}m+n. (4.39)
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As each operator can be expressed as the commutator of other two operators, we get the
following constraints for partition function Z
{r}
∞ [M ]
Jˆkr · Z{r}∞ [M ] =
∂
∂tkr
Z{r}∞ [M ] = 0, for k ≥ 1, (4.40)
and
L
{r}
k · Z{r}∞ [M ] = −(
√−r ∂
∂t(k+1)r+1
− 1
r
Lˆkr) · Z{r}∞ [M ] = 0, for k ≥ −1. (4.41)
The fact that Z
{r}
∞ [M ] is a r-reduced KP τ -function, and with (4.31) determines that the par-
tition function Z
{r}
∞ [M ] satisfies a formal vacuum condition of W1+∞ algebra. Furthermore,
it satisfies the vacuum condition of Wr algebra [20, 24]. The Wr-constraints can uniquely
determine the partition function up to a constant factor [34]. So, up to a constant, the
partition function defined in (2.9) and Z
{r}
∞ [M ] here are the same matter. More specifically,
as the constant terms in the expansions of Z(t) and Z
{r}
∞ [M ] both are one, so they are the
same one, i.e.
Z(t) = Z{r}∞ [M ] (4.42)
Our next aim is to calculate the expression of Φi(µ) and carry out Φ
(can)
j (µ), and the
fermionic representation of Z
{r}
∞ [M ]. From the definition of Φi(µ), it is easy to see that all
Φi(µ) can be written in the following form
Φi(µ) = µ
i−1 +
∞∑
j=1
a
{r}
i,j µ
i−j−1, i = 1, 2, · · · , (4.43)
the coefficients a
{r}
i,j can be obtained directly from (4.22) by performing the integral. In the
r = 2 case, these coefficients have obtained in the way [8]. Before giving the explicit form of
ai,j, we introduce some notations. For m > 0, we define
P
r+1(m) = {λ ∈ P(m)|3 ≤ λi ≤ r + 1, for 1 ≤ i ≤ l(λ)}, (4.44)
and
P
r+1(0) = {∅}. (4.45)
At first, we calculate Φ1(µ)
Φ1(µ) =
1√
2π
(
√−rrµr−1) 12 e−
√−rr
r+1
µr+1
∫
dxe−
xr+1
r+1
+
√−rµrx
= 1√
2π
(
√−rµr−1) 12 ∫ dx exp{−√−rr
r+1
r+1∑
k=2
Ckr+1x
kµr+1−k}.
(4.46)
By derivation the integral (4.46), we get the explicit form of {a{r}1,j }
a
{r}
1,j = 0, if j 6= 0(mod(r + 1)),
a
{r}
1,k(r+1) =
3k∑
m=k
∑
λ∈Parr+1(2m)
(
l(λ)∏
l=1
Cλlr+1
)
(−1)l(λ)(√−r)l(λ)−m(2m−1)!!
(r+1)l(λ)rm
∏∞
i=1mi(λ)!
δl(λ)−m+k,0.
(4.47)
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For other a
{r}
i,j , (i > 1), it can be calculated by recursion derived from (4.29)
a
{r}
i+1,j = 0, if j 6= 0(mod(r + 1));
a
{r}
i+1,r+1 = a
{r}
i,r+1 +
2i−1−r
2r
√−r ;
a
{r}
i+1,(k+1)(r+1) = a
{r}
i,(k+1)(r+1) − (2k+1)r+(2k−2i+1)2r√−r a
{r}
i,k(r+1).
(4.48)
In the next, we proceed to get the canonical basis Φ
(can)
i (µ) which is a linear combination of
Φi(µ)’s. Recall that in the expression of Φ
(can)
i (µ), there is only one term µ with non-negative
power, i.e.
Φ
(can)
i (µ) = µ
i−1 +O( 1
µ
), µ→∞,
det(Φi(µj)) = det(Φ
(can)
i (µj)).
(4.49)
Obviously, the identities between Φi(µ) and Φ
(can)
i (µ) are
Φ
(can)
1 (µ) = Φ1(µ),
Φ
(can)
i (µ) = Φi(µ)−
i−1∑
k=1
a
{r}
i,k · Φ(can)i−k (µ).
(4.50)
Then, the explicit form of Φ
(can)
i is
Φ
(can)
i (µ) = µ
i−1 +
∞∑
j=1
b
{r}
i,j · µ−j, (4.51)
in which
b
{r}
i,j = a
{r}
i,i+j−1 −
i−1∑
k=1
a
{r}
i,k · b{r}i−k,j. (4.52)
From the explicit expression of a
{r}
i,j , it is easy to known that b
{r}
i,j 6= 0 if and only if i + j =
1(mod(r + 1)).
Reversing the progress what we have done in section 3, we will construct the fermionic
representation of this GKMM from its determinantal representation. As accounted in section
3, there is a unique G˜{r} in the form
G˜{r} = exp{
∑
m,n≥0
A{r}m,nψ−m−1/2ψ
∗
−n−1/2}, (4.53)
such that
Z{r}(t) = Z{r}∞ [M ] = 〈0|eH(t)G˜{r}|0〉. (4.54)
From equations (3.32) and (4.51),The coefficient A
{r}
m,n is
A{r}m,n = b
{r}
n+1,m+1. (4.55)
In the next subsection, we will expand the partition function Z
{r}
∞ [M ] in a additive basis of
B = C[[t1, t2, · · · ]], and we get the coefficients before the monomials of tk that is we really
need.
27
4.3 Z
{r}
∞ [M ] in terms of Schur polynomials
We have known that, the GKMM partition function with potential V (Y ) =
√−r Y r+1
r+1
is a
r-reduced KP τ -functiion. According to equation (3.63)
Z
{r}
∞ [M ] =
∑
λ
cλ · Sλ(t) (4.56)
here the plu¨cker coordinates cλ are
cλ = (−1)b(λ)〈λ, 0|G0|0〉
= (−1)b(λ)+d(λ) · det(bβi+1,αj+1)1≤i,j≤d(λ),
(4.57)
and as usual, (~α|~β) is the Frobenius notation for a partition λ. After simple algebra, we find
that cλ 6= 0 if and only if |λ| = 0 (mod (r + 1)), that is,
Z
{r}
∞ [M ] = 1 +
∞∑
k=1
∑
|λ|=k(r+1)
cλSλ(t)
= 1 + b
{r}
1,r+1 · S(r+1)(t)− b{r}2,r · S(r,1)(t) + (−1)r+1b{r}r+1,1 · S(1r+1)(t) + · · ·
+b
{r}
1,2r+2 · S(2r+2)(t)− b{r}2,2r+1 · S(2r+1,1)(t) + (−1)2r+2b{r}2r+2,1 · S(12r+2)(t) + · · ·
+ · · · · · · · · · .
(4.58)
In equation (4.56), we have expanded the partition function Z
{r}
∞ in terms of the Schur
functions {Sλ(t)|λ ∈ P}. By definition of the Schur polynomials, we can express this
partition function in the basis {∏∞k=0 tmkk |mk ≥ 0, and only finite mk are non-zero}. By
the transformation of variables (2.20), the partition function Z
{r}
∞ [M ] can be expanded as a
Taylor series in the variable {tm,a|m ≥ 0; 0 ≤ a ≤ r − 2}, and from these expressions, we
can obtain the partition function of r-spin intersection number. After taking the logarithm
of Z
{r}
∞ [M ] and resplacing the parameter λ by tm,a → λ
r(m−1)
(r+1)
+ a
r+1 tm,a, we can get the genus
expansion of the free energy which is the generating function of the r-spin intersection
numbers. Unlike the recursive method given by K.Liu, R.Vakil and H.Xu [33], we completely
solve a generating function of r-spin intersection numbers. From this generating function,
we can read all the r-spin intersection numbers directly. We will give some examples in more
details in the Appendix A.
5 The Partition Functions Z{r}(t) and ZHodge(t)
5.1 Fermionic Representations of ZH(t) and ZHodge(t)
As mentioned in equation (2.40), the Hurwitz partition function can be represented in terms
of the cut-and-join operator Wˆ0 (i.e.(2.29)). From the fermionic representation of Wˆ
(3)
0 , i.e.
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W
(3)
0 (3.24), the Hurwitz partition function can be represented as
ZH =
exp(
β
2
∑
r∈Z+ 1
2
(r2 +
1
12
) : ψrψ
∗
−r :) exp(
∑
r+s=−1
: ψrψ
∗
s :)|0〉
〈0| exp(β
2
∑
r∈Z+ 1
2
(r2 +
1
12
) : ψrψ
∗
−r :) exp(
∑
r+s=−1
: ψrψ
∗
s :)|0〉
. (5.1)
It has be proved that the Hurwitz partition function is a KP τ -function. For the operators
Lˆk are generators of ĝl(∞), the Hodge partition function is also a KP τ -function. Expanding
(5.1), we get the fermionic representation of the Hurwitz partition function
ZH =
( ∞∑
i1=0
(−1)i1
i1!
exp
β
2
[−(−i1 + 1
2
)2 +
1
4
] · ψ∗1
2
−i1
)
·
·
( ∞∑
i2=0
(−1)i2
i2!
exp
β
2
[−(−i2 + 3
2
)2 +
9
4
] · ψ∗3
2
−i2
)
· · · ·
·
( ∞∑
ik=0
(−1)ik
ik!
exp
β
2
[−(−ik + k + 1
2
)2 + (k − 1
2
)] · ψ∗
k− 1
2
−ik
)
· · · |∞〉
= ψ˜H1/2ψ˜
H
3/2 · · · ψ˜Hr+1/2 · · · |∞〉.
(5.2)
In this equation,
ψ˜Hr+1/2 = ψ
∗
r+ 1
2
+
∞∑
i=1
aHr,uψ
∗
r+1/2−i (5.3)
and
aHr,u =
(−1)u
u!
exp{β
2
[(r + 1/2)2 − (r − u+ 1/2)2]}. (5.4)
ψ˜Hr+1/2 corresponds to the basis {φi(µ)} in the notation (3.34), and from ψ˜Hr+1/2, we can
construct another operator ΨHr+1/2 which corresponds to the canonical basis (3.31)
ΨH1/2 = ψ˜
H
1/2;
ΨHr+1/2 = ψ˜
H
r+1/2 −
r∑
i=1
aHr,iΨ
H
r−i+1/2.
(5.5)
From the definition of ΨHr+1/2, we can written it as
ΨHr+1/2 = ψ
∗
r+1/2 +
∞∑
i=1
bHr,iψ
∗
−i+1/2, (5.6)
and the coefficients are
bHr,i = a
H
r,i −
r∑
j=1
aHr,jb
H
r−j,i. (5.7)
From equation (3.39), we can find a fermionic representation of the Hurwitz partition func-
tion ZH(t)
ZH = exp{
∑
m,n≥0
bHm,n+1ψ−m−1/2ψ
∗
−n−1/2}|0〉 = G˜H |0〉. (5.8)
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Using the boson-fermion correspondence, one can rewrite ZH in terms of the Schur poly-
nomials,
ZH = 1 + S(1)(t) +
1
2
eβS(2)(t) + e
−βS(1,1)(t) + 13!e
3βS(3)(t) +
1
2
S(2,1)(t) + e
−3βS(1,1,1)(t)
+ 1
4!
e6βS(4)(t) +
1
3!
e2βS(3,1)(t) +
1
2!2!
S(2,2)(t) +
1
2!
e−2βS(2,1,1)(t) + e6βS(1,1,1,1)(t)
+ 1
5!
e10βS(5)(t) +
1
4!
e5βS(4,1)(t) +
1
3!2!
e2βS(3,2)(t) +
1
3!
S(3,1,1)(t) +
1
2!
e−2βS(2,2,1)(t)
+ 1
2!
e−5βS(2,1,1,1)(t) + e−10βS(1,1,1,1,1)(t) · · · · · ·
=
∑
(λ1,··· ,λk)∈P
1
λ1!λ2!···λk! exp
[
β
2
k∑
i=1
λi(λi − 2i+ 1)
]
· S(λ1,··· ,λk)(t).
(5.9)
In the following, we will give the fermionic representation of the Hodge partition function.
At first, we rewrite the ELSV formula for the Hodge partition function
ZHodge = exp
( ∞∑
k=1
akβ
kLˆ−k
)
· exp
(
−
∞∑
b=1
bb−2βb−1Jˆ−b
b!
)
· ZH ,
where the coefficients ak are some constants that are determined by equation (2.63)
exp
( ∞∑
k=1
akz
k+1 ∂
∂z
)
· z = z
1 + z
e−
z
1+z .
We will derive the fermionic representation of the Hodge partition function in two steps.
In first step, we construct a partition function Zb, which bridges the Hodge partition function
and the Hurwitz Partition function. In next step, we give the fermionic representation of
the Hodge partition function from Zb. At first, we define the partition function Zb as
Zb = exp{−
∞∑
b=1
bb−2βb−1Jˆ−b
b!
} · ZH . (5.10)
From equation (3.17), Zb can be represented in terms of fermions
Zb = exp{−
∞∑
b=1
bb−2βb−1
b!
∑
i+j=−b
: ψuψ
∗
v :}G˜H |0〉
= ψ˜11/2ψ˜
1
3/2 · · · ψ˜1r+1/2 · · · |∞〉.
(5.11)
In this equation, the operator ψ˜1r+1/2 is gotten from ψ˜
H
r+1/2 in the following way
ψ˜1r+1/2 = exp{−
∞∑
b=1
bb−2βb−1
b!
∑
i+j=−b
: ψuψ
∗
v :} · ψ˜Hr+1/2 · exp{
∞∑
b=1
bb−2βb−1
b!
∑
i+j=−b
: ψuψ
∗
v :}
(5.12)
From equation (3.17), it is easy to get [Jk, ψ
∗
r+1/2] = −ψ∗k+r+1/2. Then from the explicit form
of ψ˜Hr+1/2, we get the explicit expression of ψ˜
1
r+1/2
ψ˜1r+1/2 = ψ
∗
r+1/2 +
∞∑
i=1
a1r,iψ
∗
r−i+1/2 (5.13)
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where
a1r,i = a
H
r,i +
i∑
j=1
(
j∑
l=1
βj−l
l!
∑
k1+···+kl=u
kk1−21 · · ·kkl−2l
k1! · · · kl!
)
aHr,i−j. (5.14)
From the definition of Zb, it is obvious that
ZHo = exp
( ∞∑
k=1
akβ
kLˆ−k
)
· Zb, (5.15)
The operator Lˆk is a operator being in gˆl(∞), we have gotten its fermionic representation
in equation (3.22). So the Hodge partition function can be represented as
ZHo = exp
(
1
2
∞∑
k=1
akβ
k
∑
a+b=−k
(b− a) : ψaψ∗b :
)
· Zb
= ψ˜Ho1/2ψ˜
Ho
3/2 · · · ψ˜Hor+1/2 · · · |∞〉.
(5.16)
In this equation,
ψ˜Hor+1/2 = exp
(
1
2
∞∑
k=1
akβ
k
∑
a+b=−k
(b− a) : ψaψ∗b :
)
· ψ˜1r+1/2
· exp
(
−1
2
∞∑
k=1
akβ
k
∑
a+b=−k
(b− a) : ψaψ∗b :
)
.
(5.17)
As Lk =
1
2
∑
a+b=k(b− a) : ψaψ∗b :, the commutator of Lk and ψ∗r+1/2 is
[Lk, ψ
∗
r+1/2] =
k + 2r + 1
2
ψ∗r+k+1/2. (5.18)
Therefore, the explicit expression of ψ˜Hor+1/2 is
ψ˜Hor+1/2 = ψ
∗
r+1/2 +
∞∑
i=1
aHor,i ψ
∗
r−i+1/2, (5.19)
where the coefficients aHor,i are
aHor,i = a
1
r,i +
i∑
j=1
a1r,i−j
j∑
l=1
βj
2ll!
∑
k1+···+kl=u
ak1 · · · akl(−k1 + 2r + 2j − 2i+ 1)
·(−k2 + 2r + 2j − 2k1 − 2i+ 1) · · · (−kl + 2r + 2j − 2kl−1 − 2i+ 1).
(5.20)
We repeat the approach for ZH , and construct Ψ
Ho
r+1/2 from ψ˜
Ho
r+1/2
ΨHo1/2 = ψ˜
Ho
1/2;
ΨHor+1/2 = ψ˜
Ho
r+1/2 −
r∑
i=1
aHr,iΨ
Ho
r−i+1/2.
(5.21)
Similarly,
ΨHor+1/2 = ψ
∗
r+1/2 +
∞∑
i=1
bHor,i ψ
∗
−i+1/2, (5.22)
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and the coefficients are
bHor,i = a
H
r,i −
r∑
j=1
aHor,j b
Ho
r−j,i. (5.23)
Finally, the fermionic representation of ZHo is
ZHo = exp{
∑
m,n≥0
bHom,n+1ψ−m−1/2ψ
∗
−n−1/2}|0〉 = G˜Ho|0〉. (5.24)
5.2 Connection Between Z{r}(t) and ZHodge(t)
In above sections, we have expressed the partition function of r-spin intersection numbers,
the Hurwitz partition function and the Hodge partition function in terms of fermionic fields.
We could consider the linkage between any two by a ĜL(∞) operator. Denote the operators
UHW = G˜
H · (G˜r)−1
= exp{ ∑
m,n≥0
(bHom,n+1 − brm+1,n+1)ψ−m−1/2ψ∗−n−1/2}, (5.25)
and
UHoW = G˜
Ho(G˜r)−1
= exp{ ∑
m,n≥0
(bHom,n+1 − brm+1,n+1)ψ−m−1/2ψ∗−n−1/2}, (5.26)
respectively. Then, the partition function of r-spin intersection numbers Z{r} and the Hur-
witz partition function ZH can be bridged by UHW :
ZH = UHW · Z{r}. (5.27)
And, the partition function of r-spin intersection numbers Z{r} and the Hodge partition
functin ZHo can be connected by UHoW
ZHo = UHoW · Z{r}. (5.28)
As the boson-fermion correspondence, we can express ψr+1/2 and ψ
∗
r+1/2 with Jk. From
equation (3.26),
ψ−m−1/2 = res(z−m−1eip exp{
∑
k>0
J−k
k
zk} exp{−∑
l>0
Jk
k
z−k})
= eip
∞∑
u=0
Su+m(
J−k
k
)Sk(−Jkk ),
(5.29)
and
ψ∗−n−1/2 = res(z
−n−1e−ip exp{−∑
k>0
J−k
k
zk} exp{∑
l>0
Jk
k
z−k})
= e−ip
∞∑
u=0
Su+n(−J−kk )Sk(Jkk ).
(5.30)
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Here, Su is the elementary Schur function defined in (3.55). Therefore, equation (5.28) is
equivalent to
ZHo = exp{
∑
m,n≥0
(bHom,n+1 − brm+1,n+1)
∑
u,v≥0
Sm+u(
J−k
k
)Su(−Jkk )Sv+n(−J−kk )Sv(Jkk )} · Z{r}
= exp{ ∑
m,n≥0
(bHom,n+1 − brm+1,n+1)
∑
u,v≥0
(Sm+u(
J−k
k
)Sv+n(−J−kk )Su(−Jkk )Sv(Jkk )
+Sm+u(
J−k
k
)[Su(−Jkk ), Sv+n(−J−kk )]Sv(Jkk ))} · Z{r}.
(5.31)
From equation (3.43), equation (5.31) can also be rephrased in terms of time coordinate {tk}
ZHo = exp{
∑
m,n≥0
(bHom,n+1 − brm+1,n+1)
∑
u,v≥0
Sm+u(tk)Su(− 1k ∂∂tk )Sv+n(−tk)Sv( 1k ∂∂tk )} · Z{r}
= exp{ ∑
m,n≥0
(bHom,n+1 − brm+1,n+1)
∑
u,v≥0
(Sm+u(tk)Sv+n(−tk)Su(− 1k ∂∂tk )Sv( 1k ∂∂tk )
+Sm+u(tk)[Su(− 1k ∂∂tk ), Sv+n(− 1k ∂∂tk )]Sv( 1k ∂∂tk ))} · Z{r}.
(5.32)
Equation (5.32) gives a relationship between the partition function of r-spin intersection
numbers and the Hodge partition function. By comparing the coefficients in both side of
equation (5.31), one get the formula between the r-spin intersection numbers and the Hodge
integrals. The r-spin intersection numbers and the Hodge integrals both are invariants in
the moduli space of curves, and they play important roles in both mathematics and physics.
We expect equation (5.32) should have significant roles to investigating the topics.
5.3 W1+∞ constraint for the Hodge Partition Function
In section 4, we have given two Kac-Schwarz operators a
{r}
W and b
{r}
W for the partition func-
tion of r-spin intersection numbers. From these two operators, one can construct a W1+∞
constraint for the partition function of r-spin intersection numbers. In fermionic fields, they
can be expressed as
W
(k)
n =
(−1)k−1
2
resz
(
: ψ(z){(b{r}W )n+k−1, (a{r}W )k}ψ∗(z) :
)
+ δn,0ck, k ≥ 1, n > −k, (5.33)
where ck are constants which can be determined by the commutators of these operators.
These operators satisfy the equation
W
(k)
n · Z{r} = 0 for k ≥ 1, n > −k. (5.34)
33
We list the first few examples in the following:
W
(1)
n = Jnr =
∑
a+b=nr
: ψaψ
∗
b :,
W
(2)
n = −12resz
(
: ψ(z){(b{r}W )n+1, a{r}W }ψ∗(z) :
)
+ δn,0
r2−1
24r
= 1
2r
∑
a+b=nr
(b− a) : ψaψ∗b : −
√−r ∑
a+b=(n+1)r+1
: ψaψ
∗
b : +δn,0
r2−1
24r
= 1
r
Lnr −
√−rJ(n+1)r+1 + δn,0 r2−124r ,
W
(3)
n = 12resz
(
: ψ(z){(b{r}W )n+2, (a{r}W )2}ψ∗(z) :
)
=
∑
a+b=nr
(2a+r)(2a+3r)+(2b+r)(2b+3r)
8r2
: ψaψ
∗
b :
+
∑
a+b=(n+1)r+1
(a− b) : ψaψ∗b : −r
∑
a+b=(n+2)r+2
: ψaψ
∗
b :
(5.35)
Equation (5.26) gives an operator in term of fermions connecting the partition function of
r-spin intersection numbers and the Hodge partition function. From it and equation (5.33),
we can construct a W1+∞ constraint for the Hodge partition function
W(k)n = UHoW ·W (k)n · U−1HoW
= (−1)
k−1
2
resz
( ∑
a,b∈Z+1/2
UHoW : ψaψ
∗
b : U
−1
HoW z
−a−1/2{(b{r}W )n+k−1, (a{r}W )k}z−b−1/2
)
.
(5.36)
These operators satisfy the equation
W(k)n · ZHo = 0, for k ≥ 1, n > −k. (5.37)
As examples, we give the explicit expressions of W(1)n and W(2)−1 which are the generator of
the whole W1+∞ constraint,
W(1)n = ∑
a+b=nr
: ψaψ
∗
b :
+
∑
0≤k<kr
∑
l≥0
(bHol,nr−k − brl+1,nr−k)ψ∗−l−1/2ψk+1/2
−∑
k≥0
∑
l≥0
(bHok,l+1 − brk+1,l+1)ψ∗nr−k−1/2ψ−l−1/2
−∑
k≥0
∑
l≥0
(bHol,nr+k+1 − brl+1,nr+k+1)ψ−k−1/2ψ∗−l−1/2
+
∑
m,l≥0
∑
0≤k<nr
(bHol,nr−k − brl+1,nr−k)(bHok,m+1 − brk+1,m+1)ψ∗−l−1/2ψ−m−1/2,
(5.38)
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and
W(2)−1 = 12r
∑
a+b=−r
: ψaψ
∗
b : −
√−r ∑
a+b=1
: ψaψ
∗
b :
+ 1
2r
∑
k≥0
∑
m≥0
(bHok,m+1 − brk+1,m+1)(r + 2k + 1)ψ∗−r−k−1/2ψ−m−1/2
+ 1
2r
∑
k≥r
∑
n≥0
(bHon,k−r+1 − brn+1,k−r+1)(r − 2k − 1)ψ−k−1/2ψ∗−n−1/2
+
√−r ∑
k≥0
∑
m≥0
(bHok,m+1 − brk+1,m+1)ψ∗1/2−kψ−m−1/2
−√−r ∑
n≥0
(bHon,1 − brn+1,1)ψ∗−n−1/2ψ1/2
+
√−r ∑
k≥0
∑
n≥0
(bHon,k+2 − brn+1,k+2)ψ−k−1/2ψ∗−n−1/2
−√−r ∑
m≥0
∑
n≥0
(bHon,1 − brn+1,1)(bHo0,m+1 − br1,m+1)ψ∗−n−1/2ψ−m−1/2.
(5.39)
As operators W
(1)
1 and W
(2)
−1 are another operator representations of the Kac-Schwarz opera-
tors b
{r}
W and a
{r}
W , the operatorsW(1)1 andW(2)−1 are equivalent to two Kac-Schwarz operators
for the Hodge partition function, denoted bHo and aHo. These two operators are subject to
relation
[aHo, bHo] = 1,
where [, ] is the commutator for differential operators. The operators W(1)1 and W(2)−1 are
generators of the W1+∞ constraint for the Hodge partition function and the Hodge partition
function can be determined by these two operators.
6 Conclusion
In this paper, we want to tryout the r-spin intersection numbers through the GKMM. In
the paper [32], Kontsevich carry out his model to the intersection numbers by the Feynman
diagram techniques. Unlike his way, we unite them by W -constraint. The partition function
of the GKMM with a given potential V (M) and the generating function for the r-spin
intersection numbers satisfy the same W -constraint. As the uniqueness of the solution
to the constraint, the two kind functions should be coincide with each other. So, if we
represent the partition function for the GKMM in determinant form, we can get the fermionic
representation, and the Schur polynomials representation for the partition function of the
r-spin intersection numbers.
We constructed a ĜL(∞) operator that makes up a connection between the partition
function of r-spin intersection numbers and the Hodge partition function. We expressed
this operator in both fermionic language and bosonic language. Unlike the results got by
A.Alexandrov [2, 8], X.Liu and G.Wang [35], a Hodge integral can be expressed as a finite
35
summation of r-spin intersection numbers. The Hodge integrals and r-spin intersection
numbers are both geometric invariants in the moduli space of curves, and this operator
build a bridge between them. The operator must have certain geometric meaning, and it is
a problem we want to investigate in near future.
From the operator between the partition function of r-spin intersection numbers and
the Hodge partition function, we construct the W1+∞ constraint for the Hodge partition
function. This constraint completely determines the Hodge partition function. We also give
two Kac-Schwarz operators for the Hodge partition function which are the generators of
the W1+∞ constraint. It is not only a W1+∞ constraint for the partition function of r-spin
intersection numbers, but is also aWr-constraint for it. There may be an operator consisting
of Wr operators that connect the r-spin intersection numbers and Hodge integrals, like the
operator given in A.Alexandrov’s conjecture [2].
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Appendix A. Examples of r-Spin Intersection Numbers
We will give some particular examples for the potential V (Y ) =
√−r Y r+1
r+1
with given r. We
calculate the following results with the help of Matlab progrom. If anyone is interested in
the source program, please email us to receive it.
A.1 r = 2
In this case, from (4.47), we get
a1,3m =
(
−
√−2
144
)m
(6m− 1)!!
(2m)!
. (6.1)
By the recursion formula (4.48)
a2,3m = −
(
−
√−2
144
)m
(6m−3)!!
(2m)!
(6m+ 1),
a3,3m =
(
−
√−2
144
)m
(6m−1)!!
(2m)!
,
a4,3 = −
√−2
144
· 123
2
,
a4,3(m+1) =
(
−
√−2
144
)m+1
(6m−1)!!
(2m+2)!
(6m+ 3)(41− 36m2)
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a5,3 = −
√−2
144
· 303
2
,
a5,3(m+1) =
(
−
√−2
144
)m+1
(6m−3)!!
(2m+2)!
(6m+ 3)(6m+ 1)(36m2 − 72m− 101),
a6,3 = −
√−2
144
· 555
2
,
a6,3(m+1) =
(
−
√−2
144
)m+1
(6m−1)!!
(2m+2)!
(2m+ 1)(555 + 432m− 108m2),
(6.2)
then, from equation (4.52),we get the explicit form of bi,j
b1,3m = a1,3m =
(
−
√−2
144
)m
(6m−1)!!
(2m)!
,
b2,3m−1 = a2,3m =
(
−
√−2
144
)m
(6m−1)!!
(2m)!
,
b3,3m−2 = a3,3m =
(
−
√−2
144
)m
(6m−1)!!
(2m)!
,
b4,3m = −
(
−
√−2
144
)m+1
(6m−1)!!
(2m+2)!
(2m+ 1)(108m2 + 123m),
b5,3m−1 =
(
−
√−2
144
)m+1
(6m−3)!!
(2m+2)!
(6m+ 1)(2m+ 1)(108m2 + 87m),
b6,3m−2 = −
(
−
√−2
144
)m+1
(6m−1)!!
(2m+2)!
(2m+ 1)(108m2 + 123m),
· · · · · · · · ·
(6.3)
Expanding the partition function Z in the Schur polynomials,
Z = 1−
√−2
96
(
5 · S(3)(t) + 7 · S(2,1)(t) + 5 · S(13)(t)
)
− 1
9216
(
385 · S(6)(t) + 455 · S(5,1)(t) + 0 · S(4,2)(t) + 385 · S(4,12)(t)
−70 · S(3,3)(t)− 50 · S(3,2,1)(t)− 70 · S(2,2,2)(t) + 385 · S(3,13)(t)
+455 · S(2,14)(t) + 385 · S(16)(t)
)
+ · · ·
= 1 + (16t61 + 600t
3
1T3 + 720t5t1 + 225t
2
3)/4608(
√−2)2 + (64t91 + 7056t61t3 + 60480t5t41
+132300t31t
2
3 + 181440t7t
2
1 + 317520t5t1t3 + 33075t
3
3 + 68040t9)/663552(
√−2)3
(6.4)
These results are consistent with the formulas got by Zhou [49] by solving the Virasoro
constraint of the Kontsevich matrix model. And A. Alexandrov also got the same result
from other method [1].
A.2 r = 3
In this case
b1,4 = a1,4 =
7
36
√−3 , b1,8 = a1,8 =
140
(36
√−3)2 ,
b2,3 = a2,4 = − 536√−3 , b2,7 = a2,8 = − 4480(36√−3)2 ,
b3,2 = a3,4 = − 536√−3 , b3,6 = a3,8 = − 6760(36√−3)2 ,
b4,1 = a4,4 =
7
36
√−3 , b4,5 = a4,8 = − 7420(36√−3)2 , · · ·
...
(6.5)
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Then, the partition function can be expressed as
Z = 1 + 7
36
√−3 · S(4)(t) + 536√−3 · S(3,1)(t)
− 5
36
√−3 · S(2,12)(t)− 736√−3 · S(14)(t) + 0 · S(2,2)(t)+
+ 1
2592(
√−3)2 [385 · S(8)(t) + 455 · S(7,1)(t) + 0 · S(6,2)(t) + 25 · S(6,12)(t)
+ 0 · S(5,3)(t) + 0 · S(5,2,1)(t)− 385 · S(5,13)(t)− 70 · S(4,4)(t)
+ 70 · S(4,3,1)(t) + 0 · S(4,22)(t) + 98 · S(4,2,12)(t)− 385 · S(4,14)(t)
+ 50 · S(32,2)(t) + 0 · S(32,12)(t) + 70 · S(3,22,1)(t) + 0 · S(3,2,13)(t)
+ 25 · S(3,15)(t)− 70 · S(24)(t) + 0 · S(23,12)(t) + 0 · S(22,12)(t)
+ 455 · S(2,16)(t) + 385 · S(18)(t)] + · · ·
= 1 + 4
36
√−3t4 +
24
36
√−3 · 12 t21t2 + 1162(√−3)2 [9t41t22 + 30t31t5
+ 78t21t2t4 + 42t1t7 − 12t42 + 13t24] + · · ·
(6.6)
Replacing t3n+a+1 in (6.6) by
tn,a·cn,a√−3 , we get
Z = 1 + 1
2
t20,0t0,1 +
1
12
t1,0 +
1
8
t40,0t
2
0,1 +
1
6
t30,0t1,1
+ 13
24
t20,0t0,1t1,0 +
1
12
t0,0t2,0 +
1
72
t40,1 +
13
288
t21,0 + · · ·
(6.7)
The second term in the RHS of (6.7) is exactly the F0 in (2.10) obtained by E.Witten [48],
while the third term is given by (2.11). It seems that there is no practical effort to write the
first few 3-spin intersection numbers out. In them, some results coincide with those in [50],
〈τ 30,0τ1,1〉0 = 1; 〈τ0,0τ2,0〉1 = 112
〈τ 40,1〉0 = 13
(6.8)
However, the following results are different,
〈τ 21,0〉1 = 13144 ; 〈τ 20,0τ0,1τ1,0〉0 = 1312 (6.9)
A.3 r=4
In this case, the partition function
Z = 1 + 9
32
√−4 · S(5)(t) + 332√−4 · S(4,1)(t) + 0 · S(3,2)(t)
− 7
32
√−4 · S(3,12)(t) + 0 · S(22,1)(t) + 332√−4(t) + 932√−4 · S(15)(t)
+ 1
2048(
√−4)2 [441 · S(10)(t) + 495 · S(9,1)(t) + 0 · S(8,2)(t)− 231 · S(8,12)(t)
+ 0 · S(7,3)(t) + 0 · S(7,2,1)(t)− 273 · S(7,13)(t) + 0 · S(6,4)(t)
+ 0 · S(6,3,1)(t) + 0 · S(6,22)(t) + 0 · S(6,2,12)(t) + 441 · S(6,14)(t)
− 54 · S(52)(t) + 126 · S(5,4,1)(t) + 0 · S(5,3,2)(t)− 54 · S(5,3,12)(t)
38
+ 0 · S(5,22,1)(t)− 162 · S(5,2,13)(t) + 441 · S(5,15)(t) + 42 · S(42,2)(t)
+ 0 · S(42,12)(t) + 0 · S(4,32)(t)− 18 · S(4,3,2,1)(t) + 0 · S(4,3,13)(t)
+ 0 · S(4,23)(t)− 54 · S(4,22,12)(t) + 0 · S(4,2,14)(t)− 273 · S(4,16)(t)
+ 0 · S(33,1)(t) + 42 · S(32,22)(t) + 0 · S(3,3,2,12)(t) + 0 · S(32,14)(t)
+ 126 · S(3,23)(t) + 0 · S(3,22,1)(t) + 0 · S(3,2,15)(t)− 231 · S(3,17)(t)
− 54 · S(25)(t) + 0 · S(24,12)(t) + 0 · S(23,14)(t) + 0 · S(22,16)(t)
+ 495 · S(2,18)(t) + 441 · S(110)(t)] + · · ·
= 1 + 1
32
√−4 [12t
2
1t3 + 16t1t
2
2 + 5t5] + [144t
4
1t
2
3 + 384t
3
1t
2
2t3 + 448t7t
3
1
+ 256t21t
4
2 + 1536t6t
2
1t2 + 1080t
2
1t3t5 + 1440t1t
2
2t5 + 720t9t1 − 1152t22t23
− 336t7t3 + 225t25]/2048(
√−4)2 + · · · · · ·
(6.10)
Substituting tn,a·cn,a√−4 for t4n+a+1 in above equation, we get
Z = 1 + 1
2
t20,0t0,2 +
1
2
t0,0t
2
0,1 +
1
8
t1,0 +
9
32
t40,0t
2
0,2 +
1
4
t30,0t
2
0,1t0,2 +
1
6
t30,0t1,2
+ 1
8
t20,0t
4
0,1 +
1
2
t20,0t0,1t1,1 +
9
16
t20,0t0,2t1,0 +
9
16
t20,1t0,0t1,0 +
1
8
t0,0t2,0
+ 1
16
t20,1t
2
0,2 +
1
96
t0,2t1,2 +
9
128
t21,0 + · · · · · ·
(6.11)
The second and the third term of the RHS in equation (6.10) are terms in the F0 in (2.10),
and the fourth term is term in the F1, respectively. From equation (6.11), we get the following
4-spin intersection numbers
< τ 20,0τ0,2 >= 1, < τ0,0τ
2
0,1 >= 1
< τ1,0 >=
1
8
, < τ0,2τ1,2 >=
1
96
The above results are coincided with the given ones in[33, 48]. We have also obtained some
intersection numbers which are not listed in the references yet.
< τ 30,0τ
2
0,1t0,2 >= 3, < τ
3
0,0τ1,2 >= 1
< τ 20,0τ
4
0,1 >= 6, < τ
2
0,0τ0,1τ1,1 >= 1
< τ 20,0τ0,2τ1,0 >=
9
8
, < τ0,0τ
2
0,1τ1,0 >=
9
8
< τ0,0τ2,0 >=
1
8
, < τ 20,1τ
2
0,2 >=
1
4
< τ 40,0τ
2
0,2 >=
27
2
, < τ 21,0 >=
9
64
A.4 r = 5
In this case, the partition function
Z = 1 + 1
30
√−5 [11 · S(6)(t) + 1 · S(5,1)(t) + 0 · S(4,2)(t)
− 7 · S(4,12)(t) + 0 · S(32)(t) + 0 · S(3,2,1)(t) + 7 · S(3,13)(t)
+ 0 · S(23)(t) + 0 · S(22,12)(t)− 1 · S(2,14)(t)− 11 · S(16)(t)]
+ 1
1800(
√−5)2 [517 · S(12)(t) + 539 · S(11,1)(t) + 0 · S(10,2)(t)− 455 · S(10,12)(t)
+ 0 · S(9,3)(t) + 0 · S(9,2,1)(t)− 49 · S(9,13)(t) + 0 · S(8,4)(t)
(6.12)
39
+ 0 · S(8,3,1)(t) + 0 · S(8,22)(t) + 0 · S(8,2,12)(t) + 469 · S(8,14)(t)
+ 0 · S(7,5)(t) + 0 · S(7,4,1)(t) + 0 · S(7,3,2)(t) + 0 · S(7,3,12)(t)
+ 0 · S(7,22,1)(t) + 0 · S(7,2,13)(t)− 517 · S(7,15)(t)− 22 · S(62)(t)
+ 154 · S(6,5,1)(t) + 0 · S(6,4,2)(t)− 154 · S(6,4,12)(t) + 0 · S(6,32)(t)
+ 0 · S(6,3,2,1)(t) + 22 · S(6,3,13)(t) + 0 · S(6,23)(t) + 0 · S(6,22,12)(t)
+ 242 · S(6,2,14)(t)− 517 · S(6,16)(t) + 14 · S(52,2)(t) + 0 · S(52,12)(t)
+ 0 · S(5,4,3)(t)− 14 · S(5,4,2,1)(t) + 0 · S5,4,13(t) + 0 · S(5,32,1)(t)
+ 0 · S(5,3,22)(t) + 2 · S(5,3,2,12)(t) + 0 · S(5,3,14)(t) + 0 · S(5,23,1)(t)
+ 22 · S(5,22,13)(t) + 0 · S(5,2,15)(t) + 469 · S(5,17)(t) + 0 · S(43)(t)
+ 0 · S(42,3,1)(t) + 98 · S(42,22)(t) + 0 · S(42,2,12)(t) + 0 · S42,14(t)
+ 0 · S(4,32,2)(t) + 0 · S(4,32,12)(t)− 14 · S(4,3,22,1)(t) + 0 · S(4,3,2,13)(t)
+ 0 · S(4,3,15)(t) + 0 · S(4,24)(t)− 154 · S(4,23,12)(t) + 0 · S(4,22,14)(t)
+ 0 · S(4,2,16)(t)− 49 · S(4,18)(t) + 0 · S(34)(t) + 0 · S(32,2,1)(t)
+ 0 · S(33,13)(t) + 14 · S(32,23)(t) + 0 · S(32,22,12)(t) + 0 · S(32,2,14)(t)
+ 0 · S(32,16)(t) + 154 · S(3,24,1)(t) + 0 · S(3,23,13)(t) + 0 · S(3,22,15)(t)
+ 0 · S(3,2,17)(t)− 455 · S(3,19)(t)− 22 · S(26)(t) + 0 · S(25,12)(t)
+ 0 · S(24,14)(t) + 0 · S(23,16)(t) + 0 · S(22),1(8)(t) + 539 · S(2,110)(t)
+ 517 · S(112)(t)] + · · · · · ·
By the definition of Schur polynomials, we expand the partition function as a Taylor series
of {tk}
Z = 1 + 1
15
√−5 [6 · t21t4 + 18 · t1t2t3 + 4 · t32 + 3 · t6]
+ 1
900(
√−5)2 [72 · t41t24 + 432 · t31t2t3t4 + 216 · t31t9 + 96 · t21t32t4
+ 648 · t21t22t23 + 864 · t21t2t8 + 756 · t21t3t7 + 504 · t21t4t6 + 288 · t1t42t3
+ 1008 · t1t22t7 + 1512 · t1t2t3t6 + 396 · t1t11 + 32 · t62 + 336 · t32t6
− 576 · t22t24 − 1296t2t23t4 − 243 · t43 − 324 · t3t9 − 288 · t4t8 + 126 · t26]
+ 1
202500(
√−5)3 [2160 · t61t34 + 19440 · t51t2t3t24 + 19440 · t9t51t4 + 4320 · t41t32t24
+ 58320 · t41t22t23t4 + 58320 · t9t41t2t3 + 77760 · t41t2t4t8 + 68040 · t41t3t4t7
+ 42120 · t41t24t6 + 34020 · t14t41 + 25920 · t31t42t3t4 + 58320 · t31t32t33
+ 12960 · t9t31t32 + 233280 · t31t22t3t8 + 90720 · t31t22t4t7 + 204120 · t31t2t23t7
+ 252720 · t31t2t3t4t6 + 168480 · t13t31t2 + 136080 · t12t31t3 + 106920t11t31t4
+ 126360 · t9t31t6 + 181440 · t31t7t8 + 2880 · t21t62t4 + 38880 · t21t52t23
+ 51840 · t21t42t8 + 317520 · t21t32t3t7 + 56160 · t21t32t4t6 + 379080 · t21t22t23t6
− 51840 · t21t22t34 + 272160 · t12t21t22 − 116640 · t21t2t23t24 + 427680 · t11t21t2t3
+ 505440 · t21t2t6t8 + 317520 · t21t2t27 − 21870 · t21t43t4 − 29160 · t9t21t3t4
(6.13)
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+ 442260 · t21t3t6t7 − 25920 · t21t24t8 + 147420 · t21t4t26 + 142560 · t16t21
+ 8640 · t1t72t3 + 60480 · t1t52t7 + 168480 · t1t42t3t6 − 155520 · t1t32t3t24
+ 166320 · t11t1t32 − 349920 · t1t22t33t4 − 466560 · t9t1t22t4 + 589680 · t1t22t6t7
− 65610 · t1t2t53 − 612360 · t9t1t2t23 − 1010880 · t1t2t3t4t8 + 442260 · t1t2t3t26
− 362880 · t1t2t24t7 − 349920 · t1t33t8 − 408240 · t1t23t4t7 − 204120 · t14t1t3
− 168480 · t13t1t4 + 231660 · t11t1t6 − 233280 · t9t1t8 + 640 · t92
+ 18720 · t62t6 − 34560 · t52t24 − 77760 · t42t23t4 − 14580 · t32t43
− 252720 · t9t32t3 − 432000 · t32t4t8 + 98280 · t32t26 − 699840 · t22t23t8
− 1088640 · t22t3t4t7 − 336960 · t22t24t6 − 272160 · t14t22 − 612360 · t2t33t7
− 758160 · t2t23t4t6 − 758160 · t13t2t3 − 544320 · t12t2t4 − 408240t9t2t7
− 311040 · t2t28 − 142155 · t43t6 + 155520 · t23t34 − 408240 · t12t23
− 213840 · t11t3t4 − 189540 · t9t3t6 − 544320 · t3t7t8 − 168480 · t4t6t8
− 158760 · t4t27 + 24570 · t36 − 138996 · t18] + · · · · · ·
After substituting cn,a·tn,a√−5 for t5n+a+1 in above equation, we get the following 5-spin intersec-
tion numbers
〈τ1,0〉1 = 1
6
, 〈τ0,2τ1,3〉1 = 1
60
,
〈τ0,3τ1,2〉1 = 160 , 〈τ0,2τ0,3τ2,0〉1 = 130 ,
〈τ 20,1τ2,3〉1 = 130 , 〈τ0,1τ0,2τ2,2〉1 = 120 ,
〈τ3,2〉2 = 113600 , 〈τ 22,1〉2 = 9400 ,
〈τ1,1τ3,1〉2 = 171200 , 〈τ1,2τ3,0〉2 = 473600 ,
〈τ2,0τ2,2〉2 = 593600
(6.14)
The listed results in (6.14) are coincided with the ones which have also been computed by
K.Liu and his collaborators[33]. However, if we want to derive certain intersection numbers
listed in [33], we need to compute more schur polynomials. The calculation is beyond the
capability of our computers. On the other side, in our approach, while it is easy to compute
certain intersection numbers which is not listed in [33].
〈τ 20,0τ0,3〉0 = 1, 〈τ0,0τ0,1τ0,2〉0 = 1,
〈τ 30,1〉0 = 1, 〈τ 30,0τ1,3〉0 = 16 ,
〈τ 20,0τ0,3τ1,0〉0 = 76 , 〈τ0,0τ 20,1τ1,1〉0 = 2,
〈τ0,0τ0,1τ0,2τ1,0〉0 = 76 , 〈τ 30,1τ1,0〉0 = 76 ,
〈τ 20,1τ 20,3〉0 = 120 , 〈τ0,1τ 20,2τ0,3〉0 = 15 ,
〈τ 40,2〉0 = 25 , 〈τ0,0τ2,0〉1 = 16 ,
〈τ0,0τ1,3τ1,2〉1 = 130 , 〈τ 21,0〉1 = 736 ,
〈τ 20,0τ3,0〉1 = 112 , 〈τ0,0τ0,2τ2,3〉1 = 160 ,
〈τ0,0τ0,3τ2,2〉1 = 160 , 〈τ0,0τ1,0τ2,0〉1 = 13 ,
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〈τ0,1τ1,1τ1,3〉1 = 120 , 〈τ0,3τ 21,1〉1 = 140 ,
〈τ 31,0〉1 = 118 , 〈τ1,0τ3,2〉2 = 111200 ,
· · · · · ·
A.5 r = 7
In this case, the partition function
Z = 1 + 1
28
√−7 [15 · S(8)(t)− 3 · S(7,1)(t) + 0 · S(6,2)(t)− 5 · S(6,12)(t)
+ 0 · S(5,3)(t) + 0 · S(5,2,1)(t) + 9 · S(5,13)(t) + 0 · S(42)(t)
+ 0 · S(4,3,1)(t) + 0 · S(4,22)(t) + 0 · S(4,2,12)(t)− 9 · S(4,14)(t)
+ 0 · S(32,2)(t) + 0 · S(32,12)(t) + 0 · S(3,22,1)(t) + 0 · S(3,2,13)(t)
+ 5 · S(3,15)(t) + 0 · S(24)(t) + 0 · S(23,12)(t) + 0 · S(22,14)(t)
+ 3 · S(2,16)(t)− 15 · S(18)(t)]
+ 1
1568(
√
(−7))2 [705 · S(16)(t) + 615 · S(15,1)(t) + 0 · S(14,2)(t)− 855 · S(14,12)(t)
+ 0 · S(13,3)(t) + 0 · S(13,2,1)(t) + 495 · S(13,13)(t) + · · · ]
+ · · · · · ·
= 1 + 1
7
√−7 [3 · t6t21 + 10 · t5t1t2 + 12 · t4t1t3 + 8 · t4t22 + 9 · t2t23 + 2 · t8]
+ 1
98(
√−7)2 [9 · t41t26 + 60 · t31t2t5t6 + 72 · t31t3t4t6
+ 26 · t13t31 + 48 · t21t22t4t6 + 100 · t21t22t25 + 54 · t21t2t23t6
+ 240 · t21t2t3t4t5 + 120 · t12t21t2 + 144 · t21t23t24 + 132 · t11t21t3
+ 120 · t10t21t4 + 90 · t9t21t5 + 60 · t21t6t8 + 160 · t1t32t4t5
+ 180 · t1t22t23t5 + 192 · t1t22t3t24 + 176 · t11t1t22
+ 216 · t1t2t33t4 + 360 · t10t1t2t3 + 288 · t9t1t2t4 + 200 · t1t2t5t8
+ 162 · t9t1t23 + 240 · t1t3t4t8 + 60 · t15t1 + 64 · t42t24
+ 144 · t32t23t4 + 80 · t10t32 + 81 · t22t43 + 216 · t9t22t3
+ 160 · t22t4t8 − 72 · t22t26 + 180 · t2t23t8 − 360 · t2t3t5t6
− 192 · t2t24t6 − 200 · t2t4t25 − 216 · t23t4t6 − 225 · t23t25
− 480 · t3t24t5 − 78 · t13t3 − 64 · t44 − 120 · t12t4
− 110 · t11t5 − 60 · t10t6 + 20 · t28]
+ (262567831872062961684419606434295856611174463307776000(
√−7)3)−1·
· [−585610470501831386847174923971534490692561120788480000 · t24
+ 45930232980535795046837248938943881622945970257920000 · t38
− 1591482572775565298372910675734405498235077869436928000 · t18t23
− 2181686066575450264724769324599834377089933587251200000 · t19t2t3 + · · · ]
+ · · · · · ·
(6.15)
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So, the intersection numbers at r = 7 are
〈τ0,5τ 20,0〉0 = 1; 〈τ0,1τ0,4τ0,0〉0 = 1
〈τ0,0τ0,2τ0,3〉0 = 1; 〈τ0,1τ 20,2〉0 = 1
〈τ1,2τ 30,1〉0 = 1; 〈τ 20,5τ 20,1〉0 = 17
〈τ0,1τ0,2τ0,4τ0,5〉0 = 17 ; 〈τ 20,2τ0,3τ0,5〉0 = 17
〈τ1,0〉1 = 14 ; 〈τ0,0τ2,0〉0 = 14
〈τ0,2τ1,5〉1 = 142 ; 〈τ0,5τ1,2〉1 = 142
〈τ0,4τ1,3〉1 = 128 ; 〈τ 21,0〉1 = 516
〈τ 20,1τ2,5〉1 = 128 ; 〈τ0,1τ0,2τ2,4〉1 = 584
〈τ 20,2τ2,3〉1 = 112 ; 〈τ 31,0〉1 = 12
〈τ3,2〉2 = 1112 · · · · · ·
(6.16)
In (6.16), there are nontrivial terms of 7-spin intersection number. In fact, we have gotten
much more terms than these, but for the length of this article, we have not write down them
completely here. Again, it seems that, there is no practical tryout to give the intersection
numbers in this case.
Appendix B. A Virasoro Constraint for Hurwitz Parti-
tion function
As an example, we will give a Virasoro constraint for Hurwitz partition function in this
Appendix. Our starting point is the partition function of 2-spin intersection numbers, i.e.
Kontsevich-Witten τ -function (KW τ -function). From section 4, it is easy to get the coeffi-
cients a{2})n,m
a
{2}
n,i = 0, if i 6= 0(mod 3),
a
{2}
n,3m =
√−2
( ∑
k+l=m
C2kn
(6l+2k−1)!!
(2l)!2k(72)l
− ∑
k+l=m−1
C2k+1n
(6l+2k+3)!!
(2l+1)!12·2k(72)l
)
,
and the coefficients b
{2}
n,m are
b{2}n,m = a
{2}
n,n+m−1 −
n−1∑
k=1
a
{2}
n,k · b{r}n−k,m.
It is easy to know that b
{2}
n,m 6= 0 only if m + n = 1(mod 3). J.Zhou got another expression
for b
{2}
n,m by solving the Virasoro constraint of KW τ -function in [49]. The fact that KW τ -
function is a KdV τ -function, together with its Virasoro constraint, determines the explicit
form of KW τ -function. The Virasoro constraint for KW τ -function is
Lˆm · Z{2}(t) = 0, m ≥ −1,
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Lˆm = −
√−2 ∂
∂t2m+3
+
∞∑
k=1
(
k +
1
2
)
t2k+1
∂
∂t2k+2m+1
+
1
4
m−1∑
k=1
∂2
∂t2k+1∂t2m−2k−1
+
t21
4
δm,−1 +
1
16
δm,0, m ≥ −1.
The fermionic representation of Virasoro operators are
Ln = −
√−2 ∑
r+s=2n+3
: ψrψ
∗
s : +
1
4
∑
r+s=2n
(s− r) : ψrψ∗s : +
1
16
δn,0, n ≥ −1.
In particular, L−1 is
L−1 = −
√−2 ∑
r+s=1
: ψrψ
∗
s : +
1
4
∑
r+s=−2
: ψrψ
∗
s :
= −√−2
(
ψ 1
2
ψ∗1
2
+
∞∑
k=0
(
ψ−k− 1
2
ψ∗
k+ 3
2
− ψ∗−k− 1
2
ψk+ 3
2
))
+
1
4
(
ψ− 3
2
ψ∗− 1
2
− ψ− 1
2
ψ∗− 3
2
+
∞∑
l=0
(2l + 3)
(
ψ−l− 5
2
ψ∗
l+ 1
2
+ ψ∗−l− 5
2
ψl+ 1
2
))
.
From section 4, it is straightforward to get the fermionic representation of KW τ -function
Z{2}(t) = exp{
∑
m,n≥0
b
{2}
n+1,m+1ψ−m−1/2ψ
∗
−n−1/2}|0〉 = G˜{2}|0〉.
From equation (5.25), it is easy to know that the operator UHW bridging the Hurwitz par-
tition function and KW τ -function can be expressed as
UHW = exp(
β
2
W
(3)
0 ) · exp(−J−1) · (G˜{2})−1.
So, we construct a Virasoro constraint for Hurwitz partition function as following
Ln = UHW · Ln · (UHW )−1, n ≥ −1.
The Hurwitz partition function satisfies the following equations
Ln · ZH(t) = 0, n ≥ −1.
Now, we want to get the explicit expression of operators Ln. At first, we calculate the
”gauge transformation”
(G˜{2})−1LnG˜{2}
= −√−2
2n+2∑
k=0
ψ2n−k+ 5
2
ψ∗
k+ 1
2
+
1
4
2n−1∑
k=0
(2k − 2n+ 1)ψ2n−k− 1
2
ψ∗
k+ 1
2
−√−2
∞∑
k=0
(
ψ−k− 1
2
ψ∗
2n+k+ 7
2
− ψ∗−k− 1
2
ψ2n+k+ 7
2
)
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+
1
4
∞∑
k=0
(2k + 2n+ 1)
(
ψ−k− 1
2
ψ∗
2n+k+ 1
2
+ ψ∗−k− 1
2
ψ2n+k+ 1
2
)
+
√−2
2n+2∑
k=0
∞∑
l=0
{
b
{2}
2n+3−k,l+1ψ−l− 12ψ
∗
k+ 1
2
+ b
{2}
l+1,2n+3−kψ
∗
−l− 1
2
ψk+ 1
2
}
−1
4
2n−1∑
k=0
∞∑
l=0
(2k − 2n+ 1)
{
b
{2}
2n−k,l+1ψ−l− 12ψ
∗
k+ 1
2
+ b
{2}
l+1,2n−kψ
∗
−l− 1
2
ψk+ 1
2
}
−√−2
∞∑
k,l=0
{
b
{2}
l+1,2n+k+4ψ−k− 12ψ
∗
−l− 1
2
+ b
{2}
2n+k+4,l+1ψ
∗
−k− 1
2
ψ−l− 1
2
}
+
1
4
∞∑
k,l=0
(2k + 2n + 1)
{
b
{2}
l+1,2n+k+1ψ−k− 12ψ
∗
−l− 1
2
− b{2}2n+k+1,l+1ψ∗−k− 1
2
ψ−l− 1
2
}
+
√−2
2n+2∑
k=0
∞∑
l,s=0
{
b
{2}
2n+3−k,l+1b
{2}
s+1,k+1ψ−l− 12ψ
∗
−s− 1
2
+b
{2}
l+1,k+1b
{2}
2n+3−k,s+1ψ−s− 12ψ
∗
−l− 1
2
}
−1
4
2n−1∑
k=0
∞∑
l,s=0
(2k − 2n+ 1)
{
b
{2}
s+1,k+1b
{2}
2n−k,l+1ψ−l− 12ψ
∗
−s− 1
2
−b{2}l+1,2n−kb{2}k+1,s+1ψ−s− 12ψ
∗
−l− 1
2
}
−√−2
2n+2∑
k=0
b
{2}
k+1,2n+3−k +
1
4
2n−1∑
k=0
(2k − 2n+ 1)b{2}k+1,2n−k +
1
16
δn,0.
The Virasoro constraint for KW τ -function can also be written as
0 = (G˜{2})−1 · Ln · Z{2}(t) = (G˜{2})−1 · Ln · G˜{2}|0〉 n ≥ −1,
so, the summation of terms is zero if they consist of only creation operators (ψr+1/2, ψ
∗
r+1/2, r >
0) only, i.e.
0 = −√−2
∞∑
k,l=0
{
b
{2}
l+1,2n+k+4ψ−k− 12ψ
∗
−l− 1
2
+ b
{2}
2n+k+4,l+1ψ
∗
−k− 1
2
ψ−l− 1
2
}
+
1
4
∞∑
k,l=0
(2k + 2n+ 1)
{
b
{2}
l+1,2n+k+1ψ−k− 12ψ
∗
−l− 1
2
− b{2}2n+k+1,l+1ψ∗−k− 1
2
ψ−l− 1
2
}
+
√−2
2n+2∑
k=0
∞∑
l,s=0
{
b
{2}
2n+3−k,l+1b
{2}
s+1,k+1ψ−l− 12ψ
∗
−s− 1
2
+b
{2}
l+1,k+1b
{2}
2n+3−k,s+1ψ−s− 12ψ
∗
−l− 1
2
}
−1
4
2n−1∑
k=0
∞∑
l,s=0
(2k − 2n+ 1)
{
b
{2}
s+1,k+1b
{2}
2n−k,l+1ψ−l− 12ψ
∗
−s− 1
2
−b{2}l+1,2n−kb{2}k+1,s+1ψ−s− 12ψ
∗
−l− 1
2
}
−√−2
2n+2∑
k=0
b
{2}
k+1,2n+3−k +
1
4
2n−1∑
k=0
(2k − 2n+ 1)b{2}k+1,2n−k +
1
16
δn,0.
With certain assumptions, in r = 2 case, J.Zhou got the fermionic representation of KW
τ -function by solving above equation directly. Therefore, (G˜{2})−1LnG˜{2} can be rewritten
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as
(G˜{2})−1LnG˜{2}
= −√−2
2n+2∑
k=0
ψ2n−k+ 5
2
ψ∗
k+ 1
2
+
1
4
2n−1∑
k=0
(2k − 2n + 1)ψ2n−k− 1
2
ψ∗
k+ 1
2
−√−2
∞∑
k=0
(
ψ−k− 1
2
ψ∗
2n+k+ 7
2
− ψ∗−k− 1
2
ψ2n+k+ 7
2
)
+
1
4
∞∑
k=0
(2k + 2n+ 1)
(
ψ−k− 1
2
ψ∗
2n+k+ 1
2
+ ψ∗−k− 1
2
ψ2n+k+ 1
2
)
+
√−2
2n+2∑
k=0
∞∑
l=0
{
b
{2}
2n+3−k,l+1ψ−l− 12ψ
∗
k+ 1
2
+ b
{2}
l+1,2n+3−kψ
∗
−l− 1
2
ψk+ 1
2
}
−1
4
2n−1∑
k=0
∞∑
l=0
(2k − 2n + 1)
{
b
{2}
2n−k,l+1ψ−l− 12ψ
∗
k+ 1
2
+ b
{2}
l+1,2n−kψ
∗
−l− 1
2
ψk+ 1
2
}
.
In particular, (G˜{2})−1L−1G˜{2} is
(G˜{2})−1L−1G˜{2}
= −√−2ψ 1
2
ψ∗1
2
+
√−2
∞∑
k=0
(
b
{2}
1,k+1ψ−k− 12ψ
∗
1
2
+ b
{2}
k+1,1ψ
∗
−k− 1
2
ψ 1
2
)
−√−2
∞∑
k=0
(
ψ−k− 1
2
ψ∗
k+ 3
2
− ψ∗−k− 1
2
ψk+ 3
2
)
+
1
2
∞∑
k=0
(2k + 3)
(
ψ− 5
2
ψ∗
k+ 1
2
+ ψ∗−k− 5
2
ψk+ 1
2
)
.
Finally, we get a set of Virasoro operators {Ln, n ≥ −1} which is a Virasoro constraint for
the Hurwitz partition function
Ln =
1
2
2n+2∑
u,v=0
(−1)v
u!v!
{
−2√−2
∞∑
k=0
exp
β
2
[
(2n− k + 5
2
− u)2 − (k + 1
2
− v)2
]
·ψ2n−k+ 5
2
−uψ
∗
k+ 1
2
−v +
1
2
2n−1∑
k=0
(2k − 2n+ 1) exp β
2
[
(2n− k − 1
2
− u)2
−(k + 1
2
− v)2] · ψ2n−k− 1
2
−uψ
∗
k+ 1
2
−v
+2
√−2
∞∑
k=0
[
exp
β
2
[
(−k − 1
2
− u)2 − (2n+ k + 7
2
− v)2
]
·ψ−k− 1
2
−uψ
∗
2n+k− 7
2
−v − exp
β
2
[
(2n+ k +
7
2
− u)2 − (−k − 1
2
− v)2
]
·ψ∗−k− 1
2
ψ2n+k+ 7
2
−u
]
+
1
2
∞∑
k=0
(2n+ 2k + 1)
[
exp
β
2
[
(−k − 1
2
− u)2 − (2n+ k + 1
2
− v)2
]
·ψ−k− 1
2
−uψ
∗
2n+k+ 1
2
−v + exp
β
2
[
(2n+ k +
1
2
− u)2 − (−k − 1
2
− v)2
]
·ψ∗−k− 1
2
−vψ2n+k+ 12−u
]
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+2
√−2
2n+2∑
k=0
∞∑
l=0
[
exp
β
2
[
(−l − 1
2
− u)2 − (k + 1
2
− v)2
]
· b{2}2n+3−k,l+1
·ψ−l− 1
2
−uψ
∗
k+ 1
2
−v + exp
β
2
[
(k +
1
2
− u)2 − (−l − 1
2
− v)2
]
· b{2}l+1,2n+3−k
·ψ∗−l− 1
2
−vψk+ 12−u
]
−1
2
2n−1∑
k=0
(2k − 2n+ 1)
∞∑
l=0
[
exp
β
2
[
(−l − 1
2
− u)2 − (k + 1
2
− v)2
]
·
·Al,2n−1−k · ψ−l− 1
2
−uψ
∗
k+ 1
2
−v − exp
β
2
[
(k +
1
2
− u)2 − (−l − 1
2
− v)2
]
·A2n−1−k,l · ψ∗−l− 1
2
−vψk+ 12−u
]}
,
In particular, L−1 is
L−1 =
1
2
∞∑
u,v=0
(−1)v
u!v!
{
−2√−2 exp β
2
[
(
1
2
− u)2 − (1
2
− v)2
]
· ψ 1
2
−uψ
∗
1
2
−v
−2√−2
∞∑
k=0
[
exp
β
2
[
(−k − 1
2
− u)2 − (1
2
− v)2
]
· b{2}1,k+1 · ψ−k− 12−uψ
∗
1
2
−v
+exp
β
2
[
(
1
2
− u)2 − (−k − 1
2
− v)2
]
· Ak+1,1 · ψ∗−k− 1
2
−vψ 12−u
]
−2√−2
∞∑
k=0
[
exp
β
2
[
(−k − 1
2
− u)2 − (k + 3
2
− v)2
]
· ψ−k− 1
2
−uψ
∗
k+ 3
2
−v
− exp β
2
[
(k +
3
2
− u)2 − (−k − 1
2
− v)2
]
· ψ∗−k− 1
2
−vψk+ 32−v
]
+
∞∑
k=0
(k + 3
2
)
[
exp
β
2
[
(−k − 5
2
− u)2 − (k + 1
2
− v)2
]
· ψ−k− 5
2
−uψ
∗
k+ 1
2
−v
+exp
β
2
[
(k +
1
2
− u)2 − (−k − 5
2
− v)2
]
· ψ∗−k− 5
2
−vψk+ 12−u
]}
,
Therefore, we get a Virasoro constraint for the Hurwitz partition function. We express
this Virasoro constraint in terms of fermions, in principle, we could get its bosonic version
by bosons-fermions correspondence. By solving the constraint L−1, we can get the Schur
polynomial expression of the Hurwitz partition function.
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