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1. INTRODUCTION 
We are concerned with functions whose values are mean values of a 
sequence x = (x0,..., x,J of real numbers. For a suitable pair (f, g) of 
functions, defined on an interval of real numbers, we define a mean value 
E(f, g; x) of every sequence x with values in that interval. The formulation is 
given in terms of a ratio of the divided differences of numerical analysis. 
Integral representation of those divided differences makes the mean value 
property almost obvious, and enables us to derive other properties. 
The classical power mean 
p(s. x) = \ ELl x;tl(n + l>>““~ if s#O 9 
1 (rK=o xp+ l), if s=O (1) 
is the family of means that has been studied in greatest detail. Proofs that 
P(s; x) increases with increase of s are given in [ 18; 6; 9, p. 26; and 3, 
p. 171. Special cases are the familiar inequalities involving the arithmetic 
mean A = P(1; x), the geometric mean G = P(0; x) and the harmonic mean 
H= P(-1;x). 
A natural generalization involves a ratio of sums of powers: 
P(r, s; x) = lcLl $xEL -w’(S-r), if s#r 
w4CCLo 4 lwJl(CLo -GA if s = r. (2) 
Further generalization involves functions other than t’ and tS, and integrals 
over a measure space replacing the finite sums over the index set (O,..., n}. 
The development of this theory can be traced in 13, 5, 14 and 151. 
As the principal example, we consider the family of extended mean values 
determined essentially by f(t) = t’ and g(t) = tS (the formulas are actually a 
little more complicated as given below). Although the initial definition 
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requires that r # s, we find that there is a natural analytic extension which 
we call E(r, s; x), with domain 
((r, s; x): Y, s real and x = (x,, ,..., xJ, with xk > 0, k = 0 ,..., n}. (3) 
We show that E(r, s; x) is, with minor changes of notation, the mean value 
given by Stolarsky [20]. Using integral representation, we prove Stolarsky’s 
conjecture that E(r, s; x) increases with increase of r or of s, unless x is 
constant. Divided difference relations are used to show that for every k in 
{O,..., n}, E(r, s; x) increases with increase of xk. These properties are listed 
in Theorem 4, along with other basic properties of E(r, s; x). 
We studied E(r, s; x) for n = 1 in [lo] and [ 111. Other articles that dealt 
with this care are [4, 7, 13, 17 and 20-221. Because the formulas are explicit 
and relatively simple (compared to the multi-variable case), a fairly complete 
theory for n = 1 has been developed, particularly, a description of the 
dominance relation defined in [ 111. An index pair (r,, sJ dominates a pair 
(~i,s,) provided E(r,,s,;x)~E(r,,s,;x) for every pair x=(x0,x1) of 
positive numbers. For more than two variables, we offer the obvious 
extension of this definition. Unfortunately, for n > 2, results that have been 
found for the dominance relation are fragmentary. We note that Losonczi 
[ 14, 151 discusses omething like dominance for certain mean values, but his 
inequalities are expected to hold independently of n. 
2. DIVIDED DIFFERENCES 
In the summary of divided difference calculus that follows, there are few 
proofs. There is some emphasis on combining the theory for sequences that 
are one-to-one with that for sequences that have some repeated values. It is 
useful and fairly easy to unify the theory in this way. Even when inter- 
polation, numerical integration or numerical solution of differential equations 
involves the a priori choice of equally spaced sequences, remainder estimates 
tend to involve more general types of divided difference, including some on 
sequences with repeated values. 
We make no attempt o prove our conclusions under minimal hypotheses. 
Given functions f, g,... are tacitly assumed to be as smooth as necessary. 
Unless otherwise stated, it is sufficient that they be (n + l)-times 
continuously differentiable on an interval of real numbers. The terms 
“positive” and “increasing” are to be understood in the strict sense. 
Sequences uch as (x,,,..., x,) are assumed to have values in the domains of 
the functions f, g,... . Maximum and minimum values of x are denoted, 
respectively, by V x and A x. 
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DEFINITION. A function g Jits a function f on a sequence x = (x,,,..., x,,) 
if, for every number b that is equal to xk for m integers k, we have m 
equalities: f(b) = g(b), f’(b) = g’(b),..., f”‘-“(b) = g(“-l)(b). 
Evidently “fitting on x” is an equivalence relation between real functions. 
For every real number b that is a value of x, we see that f and g have the 
same Taylor polynomial of degree < m - 1 about b. The condition of the 
definition is equivalent to 
‘,‘y (g(t) - f(t))/(t - b)“-’ = 0. (4) 
This condition can be made more complicated by including in the 
denominator other factors (t - xj) with xj # b. To formulate the more 
complicated condition, we introduce a deleted product notation. For any 
integer k, n (k)J’=, denotes a product having the factor with j = k deleted. If 
k is not in the set {m,..., n}, then n (k),“,, means simply nJ’=, . The 
condition (4) that g fits f on x is equivalent to 
lim (g(t) -f(t)> 1 n <k>Jlo (t - xj) = 0, 
k = O,..., II. 
t+xlr 
DEFINITION. The divided difference off at x is the coefficient of the nth- 
degree term in the unique polynomial of degree < n that Iits f on x. 
We sometimes use d,f (x) or 6, f (x0,..., x,J to denote the divided 
difference off at x, a notation that permits us to separate the operator a,, the 
function f (a point in the domain of 6,) and the sequence x (a point in the 
domain of 6, f ). The sequence x is itself a function whose domain is the set 
P,..., n} of integers. When x is the constant sequence (a,..., a), the 
polynomial described in the definition is a Taylor polynomial, and 6, f(x) = 
f ‘“‘(a)/n! . The remainder term associated with a Taylor polynomial can be 
easily described in the context of the more general theory (see (7) and 
Theorem 1 (iv)). 
The Gregory-Newton procedure can be adapted to give an inductive 
algorithm to construct a polynomial that tits f on x. Polynomials that lit f on 
(x0>, on (x0, 4, etc., are constructed. If q is the polynomial of degree 
< n - 1 that Iits f on (x0,..., x no i), then the polynomial p of degree < n that 
Iitsfonxis 
p(t) = q(t) + 4f (x) n (t - x/J 
k=O 
(6) 
This can be carried one step further to give a polynomial p that fits f on an 
extended sequence y = (x0 ,..., x,, b). When fi p and ji are evaluated at b, we 
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discover a formula for the remainder f(b) - p(b), in terms of a divided dif- 
ference: 
f(b) - P(b) = B(b) - P(b) 
= 6, + If(ql T..., xn,b) fi (b-x,). (7) 
k=O 
The Gregory-Newton procedure is generally the best method of 
developing the theory. The Lagrange formula is sometimes better for 
computation, but it can be used only when x is one-to-one. For every integer 
k in {O,..., n}, the deleted product 
JJ (k)j”=o (t -xj>/(xk -xj) 
has the value 1 when t = xk, and the value 0 when t = xi, if i # k. The 
Lagrange formula for p(t) is 
p(t)= f ftXk) n (k>J=o (f-Xj)/(Xk -xj>~ (8) 
k=O 
and the divided difference is 
J,f(X) = i fcXk) n (k)j”=o cxk - xj>. 
k=O I 
(9) 
Basic properties of divided differences are summarized in Theorem 1. 
Most of them are presented in the early pages of [ 191 and hence are well 
known. A sequence y is a rearrangement of x, if there is a permutation u of 
the domain {O,..., n} of x, such that y = x o cr [9, p. 2601. Partial derivatives 
of a function F whose domain consists of sequences are denoted by 
&F(X) = $ F(x), .k = O,..., n. (10) 
k 
THEOREM 1. Divided differences have the following properties: 
(i) if y is a rearrangement of x, then S,f(y) = S,f(x) (SJ is 
symmetric); 
(ii) (x, - x0> 4f(x) = L,f(x, ,-.., 4 - a,- lf(xo,-.., 4-J; 
(iii) Dkdnf(X) = a,+ If(~o ,..., x,, xk), k = 0 ,..., n; 
(iv) there is at least one number c in [A x, V x], such that 
6,f(x) = f’“‘(c)/n! ; 
(v) S,f is continuous; 
(vi) iff is analytic, then 6, f(x) is analytic in (x0 ,..., x,). 
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Property (v) is particularly important, because it shows that the definition 
of 6,f(x) for sequences that are not one-to-one is the natural extension of 
that for one-to-one sequences. The integral representation (14) below gives 
immediate proofs of (iv), (v) and (vi). While we do not pursue the possibility 
of extending S,f to complex sequences, we note an integral representation of 
Cauchy type that holds when f is analytic: 
d”f(X) = w74 j f@) dP fi @ - Xk), 
C i k=O 
(11) 
where C is a closed path or chain of paths in the domain off that travels 
once around every number b that is a value of x. 
When n 2 1, we use a real integral representation equivalent o that given 
by Steffenson [19, p. 171. The Euclidean simplex S, is defined to be a set of 
points in R”: 
i 
n 
s, = lu: P = 01,Y’,P, 3 ) C ,D, < 1 and ,uk > 0, k = l,..., n . 
i 
(12) 
k=l 
The variable t maps S, onto [r\ x, V x] : 
t =x0 + 2 &(xk -xO)* 
k=l 
(13) 
Then 6,f(x) can be expressed as 
41f(4 = jsnfYt) 44 (14) 
where dp denotes the n-dimensional “volume element.” The corresponding 
formula in [ 191 uses variables t, ,..., t,, with t, = 1 - C,“=, uk. 
The following theorem generalizes the simple mean value theorem to 
involve divided differences of any order, and extends it to a quotient form, 
which includes the Cauchy mean value theorem. 
THEOREM 2. For functions f and g, with f cn)(t) never 0, and a sequence 
x = (x0 )...) x,), there is at least one number c in [A x, V x], such that 
6, dxmlf (xl = d”‘a!f (“W. 
ProoJ We may assume that f M) has positive values. Let m and M be, 
respectively, the minimum and the maximum of g’“‘(t)/f (“j(t) for t in 
[A x, V x], so that 
mf cn)(t) < g’“‘(t) < Mf ‘“j(t), 
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whenever t is in [A x, V x] and 
m jsnf’“‘(l) 4 < js ” g’“‘(t) 4 < M j/“‘(f) &. 
When we divide by -fs,f’“‘(t) dp and formulate in terms of divided 
differences. we have 
m < 6, &)/&J-(x) < AI (15) 
Since the interval [m, M] is exactly the set of values of g’“‘(t)/““‘(t) for t in 
[r\ x, V x], the conclusion is immediate. 
Remark. There is a fairly simple differential calculus proof of the 
conclusion under weaker hypotheses, similar to those usually used for the 
Cauchy mean value theorem. The particular case that is related to the 
remainder for Taylor polynomials is proved in [ 11. When x is not constant, 
the number c can be chosen to lie in the open interval (A x, V x). 
3. THE (f, g) MEAN 
When the number c of Theorem 2 is uniquely determined, we call it the 
(f, g) extended mean of x and define a function E: 
c = XL g; x>. (16) 
We use the same letter E to denote various mean value functions. In the 
next section, we show that the mean defined in 1201 is an (f, g) extended 
mean, so that there is some justification for the ambiguity. 
A function @ with real domain and a function h whose domain consists of 
sequences are determined by (f, g): 
Q(t) = g’“‘(t)/p’(t) (17) 
and 
WI= 4l dxY4J(x). (18) 
A sufficient condition for uniqueness of c is that # be monotone 
increasing or decreasing, so that it has an inverse Y. Then we have 
c = E(f, g; x) = Y’@(x)). (19) 
We also presume that when @ is monotone, for every integer k in {O,..., n), 
values of E increase with increase of xk. But a proof of this has eluded us, 
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and even the case when G’(t) is never 0 is somewhat difficult. The following 
lemma is used in proving Theorem 3(iv), which deals with that case. 
LEMMA. For functions f and g, with f (“‘(t) never 0, and with h given by 
(18), ifD,h(x) = Of or a sequence x and an integer k in O,..., n, then there is 
a constant sequence y = (a,..., a), such that D,h(y) = 0 and A x < a < V x. 
ProoJ To simplify the display of complicated expressions that follow, we 
adopt a compact notation for modifications of given sequences. Consider an 
integer m, a sequence u = (uO,..., urn) and real numbers a and b. Then (u, a) 
denotes (u,,,..., v,, a) and (a, v) denotes (a, v0 ,..., urn), both with domain 
{O,..., m + 1 }. For modification at both ends, we have (a, v, b) denoting 
( a, u. ,..., v,, b). We also use a bracket notation for divided differences: 
f[vl = 4J-(v). 
By symmetry, we may assume that the integer k of the lemma is 0. Since 
Do h is continuous, the set 
ly: Y = (Yo,..., Y,>, AY > Ax, VY < V x and DOW) = 01 
is compact. Since A and V are continuous, we may choose y in that set with 
V y - A y as small as possible. We may also assume that the total number 
of integers i such that yi = A y or yi = V y is as small as possible, subject to 
the preceding condition. We proceed to show that y is constant. If it isn’t, we 
choose j so that y. # yj and so that either yj = A y or yj = V y. 
By Theorem l(iii), we have 
Doh(y)= V[ylDog[yl- dY1D,fb11/(fly1)* 
= Vlvl dY9 Yol - g[Ylf[YT Yo111(f[Yl)2~ (20) 
We let z = (y r ,..., yj- I , y,, yj+ r ,..., y,), with domain (0 ,..., n - 1 } and note 
that (yj, z) is a rearrangement of y. Reformulating with the aid of 
Theorem l(ii) and (i), we have 
(f[~I)*Doh(Y)=f[Yj,zI g[Yj,Z> YOI - g[Yj,ZIfIYj~z~ YOI 
= (YO - Yj)-’ IflYjY zl glz, YCII - SlYj, Zlflz, YOII 
=(YO-Yj)-‘f[Yj~~If~~~YOI~h(YO~~)-h(Yj~~)J~ 
Since Do h(y) = 0, the change of h is zero when the independent variable 
changes from (yj, z) to (y,, z). By Rolle’s theorem, there is a number c 
strictly between y, and yj, such that D,h(c, z) = 0. 
The vector w = (c, z) thus belongs to the set from which y is chosen. Every 
value of w is equal to the corresponding value of y, except w, = c and 
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wj = y,. The intermediate value c replaces the extreme value vj, so that 
either V w - A w < V y - A y, or else the number of integers i such that 
wi = A w or wi = V w is one less than the corresponding number for y. 
Either way, the optimal choice of y is contradicted; it follows that y is 
constant and the lemma is proved. 
In contrapositive form, the lemma says that if D,h(y) is different from 0 
whenever y is a constant sequence, then D,h(x) is different from 0 for all x. 
When y = (a,..., a) and k is in {O,..., n), D,h(y) = D,h(y). In this case, the 
divided differences used in (20) are Taylor series coefficients, so that 
(n + 1) D,h(y) = [f’“‘(a) g(n+l’(a) - gc”‘(u)f’“+“(u)]/(f’“‘(a>>Z 
= @‘(a). (21) 
Now suppose that Q’(t) is never 0, so that it has constant sign, indepen- 
dently of t. By (21) D,h(y) shares that sign for every constant sequence y. 
By the lemma, D,h(x) is never 0 and has the same sign. Values of Y’ also 
have that sign. The chain rule applied to (19) gives 
D,E(f, g; x> = y’@(x)) D,h(x) >0, 
This is the statement of Theorem 3(iv) below. 
k = O,..., n. 
We can extend the foregoing conclusion about D,h a little bit. If Q’(t) 
never changes sign, i.e., G’(t) > 0 for all t or Q’(t) < 0 for all t, then h has 
partial derivatives that are correspondingly > 0 or < 0. Suppose, for 
example, that Q’(t) > 0 for all t. We may replace g by g + EF, where 
F’“‘(t) = tf’“‘(t). Then Q(t) is replaced by Q(t) + Et and h(x) is replaced by 
h(x) + ~~,F(x)/G,f(x). When E > 0, @(t) + et has a strictly positive 
derivative, and hence h(x) + ~6, F(x)/G,f(x) has positive partial derivatives 
by the previous discussion. The conclusion about partial derivatives of h is 
found by taking limits as E --t 0’. In particular, if @ is strictly increasing, so 
is Y, and E(f, g; x) is non-decreasing with increase of xk. But the above 
argument does not show that we may replace “non-decreasing” by 
“increasing” when @ satisfies the more relaxed condition. 
Basic properties of E(f, g; x) are summarized in the following theorem. It 
is assumed that for all t,f(“)(t) and c@‘(t) are both different from 0. 
THEOREM 3. E(f, g; x) has the following properties: 
(i) E(f, g; x) is symmetric under rearrangement of x; 
(ii) ifg’“‘(t) is never 0, then E(f, g; x) = E( g, f; x); 
(iii) E(f, g; x) is continuous us a function of x; 
(iv) for every integer k in (O,..., n} and for every x, D,E(f, g; x) > 0; 
(v) iff and g are analytic, then E(f, g; x) is analytic in (x0,..., x,,). 
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ProoJ The lemma proves (iv). For (ii), we observe that E(f, g; x) is the 
number c determined by (15). Interchanging f and g preserves that equality. 
The remaining properties are found by observing the description of E in (17), 
(18) and (19), and invoking properties (i), (v) and (vi) of Theorem 1. It 
should be noted that the background hypothesis that Q’(t) be consistently 
different from 0, instead of the weaker condition that @ be monotone, is used 
in the proof of the lemma and also to establish analyticity of the inverse 
function !P, which is used in the proof of (vi). 
4. THE EXTENDED MEAN E(r, s; x) 
A function of the form to is an obvious candidate for f or g. Better yet, in 
view of previous results, is a function whose nth derivative is tupn. We define 
f, for every real number Q to satisfy this condition: 
f,(t) = 1 
to/n;:; (0 - .a if 0 6G (O,..., n - 1 ) 
to In t/n (a);:: (a - j), if 0 E (O,..., n - 1 } (22) 
where n (a) denotes deleted product as in (5). When r # s, Edf,, f,; x) 
satisfies all of the conditions involved in Theorem 3. In this case, Q(t) = tS-’ 
and Y(t) = tl’(s-r). We change notation and write E(r, s; x) instead of 
Edf,,f,; x). We have, by (19), 
E(r, s;x) = [S,f,(x)/S,f,(x)l"'"-", if r # s. (23) 
We now show that E(r, s; x) is the mean described by Stolarsky [20]. 
With o = r or s, if x is one-to-one, either divided difference in (23) may be 
written in the Lagrange form: 
fOCxk) 
k=O i 
(24) 
We multiply this by the product: 
n j-l 
P = n JJ (Xj -xi). 
j=l i=O 
All of the factors with j = k or i = k cancel with factors in the denominator 
of the kth term of (24). For every k, n - k of those denominator factors are 
of the form (xk -xi), with k < j. So we have, from (24), 
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We may substitute P6,f,( x as formulated in (25) instead of 6,&(x), with ) 
cr = r or s into (23). We then find that E(r, s; x) as determined by (22) and 
(23) is the same as the mean described in (27) and (28) of 1201. 
The formulation (23) does not involve any indeterminacy caused by a 
sequence x that is not one-to-one, but it does require that r # s. We extend E 
to include the case r = s. Our method imitates that of [20], but incorporates 
integral representation of divided differences. Using (14) and (23), we have 
E(r, s; x) = [is. tS-” dp/js. t’-” dp] 1’(s-r), if r # s. (26) 
Let H(o; x) be defined to be In Is, to-” &. Then In E(r, s; x) can be written 
as a difference quotient, i.e., a first-order divided difference involving values 
of H: 
In E(r, s; x) = (s - r)-’ H(a; x)ILzr. (27) 
Thus, E(r, s; x) is determined implicitly in terms of an integral, which we 
give in two forms: 
In E(r, s; x) = (s - r)-’ j: i H(a; x) da 
I 
’ a = - H(a; x) dv, 0 au with u = r + v(s - r). (28) 
The second line of (28), defined even when r = s, gives our final deter- 
mination of In E(r, s; x), and so of E(r, s; x), for (r, s; x) in the domain (3). 
E(r, r; x) is called an identric mean of x (see [lo] for the formulation of 
the case n = 1). The integrand in (28) is evidently In E(u, u; x), which is why 
identric means are of fundamental importance in the theory. Values of the 
identric mean are determined by 
In E(r, r; x) = f H(r; x) 
= I t’-” In t dp t’-” dp. Sll (29) 
So E(r, r; x) is the (f, g) extended mean of x, with f = f,, and g satisfying 
g’“‘(t) = t’-” In t. The two forms of (28) now become 
I 
s 
lnE(r,s;x)=(s-r)-’ In E(u, a; x) do 
r 
I 
1 (30) 
= In E(u, a; x) dv. 
0 
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The following theorem gives basic properties of E(r, s; x). The case n = 1 of 
(v) was proved in [20], and the case n = 1 of (iv) was proved in [lo]. 
THEOREM 4. E(r, s; x) has the following properties: 
(i) E(r, s; x) is symmetric under rearrangement of x; 
(ii) E(r, s; x) = E(s, r; x); 
(iii) E(r, s; ax) = aE(r, s; x), if a > 0; 
(iv) for k = O,..., It, E(r, s; x) increases with increase of xk ; 
(v) E(r, s; x) increases with increase of r or of s, unless x is constant; 
(vi) E(r, s; x) is analytic in r, s and in x,, ,..., x,. 
Proof: We have shown that E(r, s; x) is an (f, g) mean for every choice 
of (r, s), and so (i), (ii) and (iv) are implied by Theorem 3. Part (iii) is 
implied by (26), unless r = s, on observing that multiplication of x by a 
causes values of t as defined by (13) to be multiplied by a. Analyticity is 
seen most easily from the second line of (28). The only sticky item is (v). 
Since u increases with increase of r or of s in the second part of (30), it is 
sufficient to show that In E(r, r; x) has a positive partial derivative with 
respect to r, unless x is constant. When we calculate that derivative from 
(29), we obtain a fraction whose numerator is 
(31) 
For two functions f and g defined on [A x, V x], we have a “dot” product 
f*g=j t'-"f(t)&) &. 
St? 
The numerator N has the value (f . f)(g . g) - (f . g)‘, with f(t) = In t and 
g(t) = 1. By the Cauchy-Schwarz inequality, N is positive, unless In t is 
constant, which occurs only when x is constant. This completes the proof of 
Theorem 4. 
There is a strong analogy between E(r, s; x) and P(r, s; x) as defined in 
(2), especially with regard to dependence on r and s. We note that the second 
part of (2) can be derived as a limiting case of the first part in exactly the 
same way that E(r, s; x) is extended to admit the case r = s. Equations 
comparable to (28), (29), (30) and (31) are used in a proof that P(r, s; x) 
increases with increase of r or of s, unless x is constant. Daroczy 1.51 gives 
an alternate method, regarding the means as “weighted means,” that can be 
used to give the monotonicity of E(r, s; x) and of P(r, s; x) with respect to 
change of either parameter. The statement comparable to (iv) about P(r, s; x) 
is false. 
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The analogy also extends to some statements about convexity that are 
related to property (v). Our proof that E(r, s; x) increases with increase of r 
or of s involves showing that (a’/&‘) H(r; x) > 0, unless x is constant, so 
that H is convex as a function of r. From (27), we then see that (s - r) 
In E(r, s; X) is convex as a function of s. The-corresponding relations about 
P(r, s; x) for r = 0 are given in [ 12; 9, p. 27; and 3, p. 181. The condition 
r = 0 is easily removed. 
5. THE RECIPROCAL TRANSFORMATION 
The peculiar identity (33) below is used to expand a list of integers u for 
which 6&(x) has a fairly simple formulation that does not have the indeter- 
minacy of Lagrange’s formula. As a result, we are able to find formulas for 
E(r, s; x) whenever and s are different integers not in the set (O,..., n - 1 }. 
We also use these results in the next section to derive inequalities between 
certain values of E. 
DEFINITION. For an integer n > 1, the reciprocal transformation of a 
function f whose domain is an interval of positive numbers is the function 4: 
(j(r) = (-1)” t”-tf(l/r). (32) 
The reciprocal transform of d is evidently J A polynomial of degree 
< n - 1 transforms into another polynomial of degree < n - 1. For a 
sequence y = (yO,..., y, , ) where m may sometimes be different from n, let z = 
(z OS.‘, z,) = (l/Y,,..., l/y,). If two functions f and g lit each other on y, then 
their reciprocal transforms Q and y fit each other on z. We show this, using 
the condition (5). Since 
where t = l/t, we have 
with K(t) = (-l)‘+“’ t’+“-” n (k)j”=, yj. The limit is 0 because of the fit 
between f and g. 
In particular, we consider a function f, a sequence x = (x,,,..., x,) and the 
polynomial q of degree < n - 1 that tits f on (x0,..., x,-,). Let z = 
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(2 0 ,..., ZJ = (l/-Q T..., l/x,), and let 4 and Q be the respective reciprocal 
transforms off and q. Then Q is the polynomial of degree < n - 1 that fits 4 
on (zo,..., z,-~ ). By (6), 6,f(x)) nJ:l (t - xj) fits f-q on x, and its 
transform tits 4 - Q on z. But, again by (6), 6,$(z) nJ:d (r - Zj) also fits 
4 - Q on z. The two functions that fit 4 - Q fit each other. On applying 
condition (5) to this situation with k = n, we find that factors r - zj cancel, 
and we have 
lim (r-‘dJ(x)/‘! zj - 6.$(z)) = 0. 7’1” j=O 
This implies the basic identity 
6n $tz> = snf(x) 
I 
,fi zj = snf(x) ,Q xj* (33) 
When x is the constant sequence (t,..., t), we have the special case 
corresponding to Taylor polynomial coefftcients: 
pyq zj-yq/y+l =f’“‘(t) p+1. (34) 
We now make a rather pleasant observation. The reciprocal transform of 
f, as defined in (22) is fnPIPO. Values of S,f, can therefore be used to 
compute values of S,f,- ,--o. Since formulas for 6,f,(x) are pretty well 
known when u is an integer > IZ, we can use (33) to find formulas valid for 
negative values of u. 
We first define an index set J, depending on n and a second integer m > 0, 
whose elements are sequences with non-negative integer values j,: 
j,): kto jk = m 1. 
Then, equivalent o a formula in [ 19, p. 191, we have 
S,f,+,(x) =c ( I”r A$) m!/(n + m)!. .I k=O 
Using (33) (replacing z by x), we have a formula for S,f-r-,(x): 
snf-l-,(x) = T ( fro x;ik) ( fro xk) m!/(n + m>!. 
A special case of (35), obvious from the definition of divided differences, is 
d,f,,(x) = l/n!. Here (36) becomes 
6,f-l(x) = ( PO xk,/n!y (37) 
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which is also found in [ 191. Another case that is easy to prove is 
S,&+,(x) = C~zoxJ(n + I)!. From this we obtain 
(n + l)!. (38) 
When these formulas are substituted into (23), we obtain new formulas for 
values of E. The arithmetic, geometric and harmonic means are the simplest 
cases: 
E(n,n+ l;x)= i xJ(n+ l)=A, 
k=O 
I/(n+ 1) 
= G, 
(39) 
(40) 
-1 
.+/(n + 1) = H. (41) 
When CJ is in the set {O,..., n - l}, f, involves logarithms, and 
corresponding values of E have complicated formulations. The logarithmic 
mean L = E(0, 1; x0, x,) is the only familiar example. There are formulations 
that are not indeterminate when r and s are rational, but these are not very 
accessible. There is a small isolated package of simple formulas for n = 2. 
Let (u, U, w) = (x:‘~, x:“, x:‘~) and (l, r, 4) = (xh”, x:‘~, x:‘~). Then we have 
E(;, ;; x) = (uv + WV + wu)/3, (42) 
E(--, 4; x) = 3uuw/(u + u + w), (43) 
E(-4, 3; x) = [uzvv(uu + VW + wu)/(u + u + w)]“~, (44) 
Et& f;x)= [(OI + rC+W/(<+ r+ 01’. (45) 
The proofs are not related to the main ideas of this paper. 
Relations between different values of E can also be derived from (33). For 
a sequence x with geometric mean G, let y = (yo,..., y,), with y, = G2/xk, 
k = O,..., n. Then we have 
E(r, s; x) E(n - 1 - s, n - 1 - r; y) = G2. (46) 
To prove this, we may assume that G = 1 and that r # s, since homogeneity 
(Theorem 4(iii)) and continuity permit extension to the general case. Then, 
by (33), 
(S,f,(x)lS,f,(x))(S,f,-l-,(Y)/6,f,-,-,(Y))= ' 
and the result follows from (23). 
409/104/2-7 
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Remark. For sequences x and y as described above, it is easy to derive a 
relation similar to (46) for the function P given by (2): 
P(r, s; x) P(-s, -r; y) = G2. (47) 
The analogy between P and E can be continued by deriving properties of P 
similar to those of E given in Section 6 below. 
6. GEOMETRICALLY SYMMETRIC SEQUENCES 
The subject of dominance for E(r, s; x) is a Pandora’s box, packed with 
problems that we have been unable to solve. Our only positive contribution 
to the description of dominance for n > 1 is Theorem 4(v). We can, however, 
make some comments about a relation similar to dominance that involves 
restricted values of x. 
DEFINITION. A sequence x = (x,,,..., x,) is geometrically symmetric if the 
sequence y = (G’/x,,..., G’/x,) is a rearrangement of x. 
Sequences x considered in this section are in the set S of geometrically 
symmetric sequences. When x is in S, we have immediately from (46) the 
relations 
E(r, s; x) E(n - 1 - s, n - 1 - r; x) = G2, (48) 
E(r, n - 1 - r; x) = G. (49) 
Since (x0, x1) is always geometrically symmetric, (48) and (49) are true 
independently of x when n = 1. They were used in [lo] and ] 1 l] in the 
course of finding the complete description of dominance for n = 1. 
We translate values of r and s by (n - 1)/2 and let 
(r’, s’) = (r - (n - 1)/2, s - (n - 1)/2). 
The equation s = n - 1 - r is equivalent o s’ = -r’. Hence (49) says that 
E(r, s; x) = G when x is in S and (r, s) satisfies s’ = --I’. 
THEOREM 5. If x E S and x is not constant, then E(r, s; x) increases 
with increase of r on the line s’ = mr’ if-1 < m, and decreases with increase 
of r ifm < -1. 
ProoJ Let q = n - 1 - r, so that q’ = -r’. The trivial relation 
~,fs(xY&L(x) = (~,f,(x>l~,f,(x>)(~,f,(x)/s,f,o 
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becomes, by (23), 
E(r, s; xy = E(q, s; xy E(r, q; xy. (50) 
We may replace q, r and s in the exponents by q’, r’ and s’, and then by 
their values in terms of r’. Since E(q, r; x) = G by (49), we have 
E(r, s;x)=E(~, S;X)(“‘+l)/(“-l) @/(1-m’. (51) 
We may assume that m < 0. When r increases, both q and s decrease and 
E(q, s; x) decreases. If -1 < m < 0, the exponent (m + l)/(m - 1) is 
negative, so that E(r, s; x) increases. But if m < -1, that exponent is positive 
and E(r, s; X) decreases. 
We use the theorem to describe an ordering of some values of E(r, s; x), 
for x E S and for different pairs of parameters on a line whose equation in 
translated coordinates is s’ = mr’ + 6, with b # 0. If m < 0 and m # -1, that 
line meets the line r’ + s’ = 0 at (-b/(m + 1), b/(m + 1)). There is a half-line 
R of the given line ending at that point, and lying entirely in the second 
quadrant, or entirely in the fourth quadrant. There is a comparison between 
E(r,, s, ; x) and E(r,, s2 ; x); whenever (r,, s,) and (r,, s2) are both on the 
line, one of them is in R and x E S. 
For example, if -1 < m < 0 and b > 0, the ray is in the second quadrant. 
Suppose (rl, s,) is in R and (r2, s2) is on the line, with rI < r2. Then (r,, s,) 
is also on a line s’ = rfir’, where -1 < rTi < m. The change of E from 
(r, , s, ; x) to (r2, s, ; x) is the sum of changes from (rl, s, ; x) to (Y; s2 ; x) and 
from (r; s, ; x) to (r2, s2 ; x), where (Y; s2) is on the line of slope rTi. If x E S 
and x is not constant, both changes are positive by Theorem 4(v) and 
Theorem 5, and E(r, , s, ; x) < E(r,, s2 ; x). 
7. CONCLUSION 
Values E(r, s; x) can be computed on a computer or a programmable 
calculator. We have a program for the T158 programmable calculator that 
calculates E(r, s; x), whenever x = (x, ,..., x,,) is a one-to-one sequence and 
II < 20, using the Lagrange formula for divided differences. All indeter- 
minacies related to the choice of (r, s) are resolved by the program. 
Although E(r, s; x) is the most interesting example to us of a family of 
(f, g) means, other families have some interest. For example, consider 
functions g,, chosen to satisfy 
g:)(t) = e”‘. 
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When g, and g, are used as f and g, we obtain a mean value F(r, s; x). In this 
case the function @ given by (17) has values @p(t) = etsPru, and its inverse 
has values !P(y(t) = (S - r)- ’ In t. Then (19) becomes 
with t defined in terms of ,D by (13). F( r, s; x) is defined by (52), whenever x
is real-valued, and Y and s are different real numbers. The extension to permit 
r = s is similar to that for E, and we have 
In this case, Q(t) = t = Y(t). The function F has properties similar to 
properties (i), (ii), (iv), (v) and (vi) of Theorem 4. The property 
corresponding to property (iv) seems to have some applications, at least 
when n = 1 (see [ 16, Lemma 2.31 and references cited there). The only 
classical mean that we have identified with values of F is the arithmetic 
mean A = F(0, 0; x). 
The two-parameter mean functions P, E and F involve first-order divided 
differences corresponding to the two-term sequence (P, s). In all of these 
cases, the concept can be extended to admit mean values calculated from 
mth-order divided differences corresponding to sequences of the form r = 
(r. ,..., r,) of parameters. For the mean E(r, s; x), we thus obtain E(r; x), 
which satisfies 
In E(r; x) = m! 
Here, H is the function defined in Section 4, v = (v~,..., v,) denotes a point of 
the m-dimensional Euclidean simplex S,,, and cs is defined in terms of v by a 
formula similar to (13): 
(55) 
Because of the similarity of (54) and (14), we conclude that In E(r; x) is 
the mth-order divided difference at r of a function H(o; x), which satisfies 
5 H(a; x) = m! g H(o; x). (56) 
Theorem 4 can be rephrased to give properties of E(r; x). We are not sure 
whether there is any elementary general formulation of E(r; x) as an 
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elementary function, when m > 2 and n > 0. But when r is the constant 
sequence (o,..., o), we have a generalized identric mean, with the value 
exp((a/&r)H(a;x)), independent of m. The same value seems to be the 
reasonable definition of E(r; x) when m = 0. 
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