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Abstract
Given a large number of unlabeled face images, face
grouping aims at clustering the images into individual iden-
tities present in the data. This task remains a challenging
problem despite the remarkable capability of deep learn-
ing approaches in learning face representation. In par-
ticular, grouping results can still be egregious given pro-
file faces and a large number of uninteresting faces and
noisy detections. Often, a user needs to correct the erro-
neous grouping manually. In this study, we formulate a
novel face grouping framework that learns clustering strat-
egy from ground-truth simulated behavior. This is achieved
through imitation learning (a.k.a apprenticeship learning
or learning by watching) via inverse reinforcement learn-
ing (IRL). In contrast to existing clustering approaches that
group instances by similarity, our framework makes sequen-
tial decision to dynamically decide when to merge two face
instances/groups driven by short- and long-term rewards.
Extensive experiments on three benchmark datasets show
that our framework outperforms unsupervised and super-
vised baselines.
1. Introduction
Face grouping is an actively researched computer vision
problem due to its enormous potential in commercial appli-
cations. It not only allows users to organize and tag photos
based on faces but also retrieve and revisit huge quantity of
relevant images effortlessly.
The performance of face grouping significantly benefits
from the recent emergence of deep learning approaches [5,
24, 28, 30, 33, 37]. Nevertheless, we still observe some
challenges when we apply existing methods on real-world
photo albums. In particular, we found that deeply learned
representation can still perform poorly given profile faces
and false detections. In addition, there is no obvious mecha-
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Figure 1. Cosine angle in a deep feature space. We measure the
cosine angle between the deep feature vector of two faces. It is
noted that even for two men with significantly different appear-
ances, the angle between their profiles and noise faces (gray dash
lines with 0.39∼0.44) is much larger than one’s frontal and his
own profile (0.17 and 0.22).
nism to disambiguate large quantity of non-interested faces1
that are captured under the same condition with the per-
son of interests. We provide an illustrative example in
Fig. 1, of which results were obtained from the Inception-
v3 model [32] fine-tuned with MS-Celeb-1M [13] images
with face identity. Despite the model achieves an accuracy
of 99.27% on LFW [14], which is on par with the accu-
racy reported by a state-of-the-art method [37], its perfor-
mance on the open-world face grouping task is unsatisfac-
tory. We attempted to adapt the deep model with open-
world albums [45] but with limited success. We show ex-
perimental results in Sec. 5. Learning such an open-world
model is still far from being solved due to highly imbal-
anced data (much more frontal faces compared to profile
instances in existing datasets) and a large negative space to
cover.
1Non-interested faces refer to faces that we do not want to group
(e.g. faces in the background). This is the term popularized by the ear-
lier work in face clustering [47].
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Thinking about humans, we tend to execute a visual
grouping task in sequence with intermediate decision to
govern our next step, like playing a jigsaw puzzle [42] with
pieces of varying visual complexity. First we will link
pieces with strong correlation and high confidence, then
gain insights and accumulate visual evidence from these sta-
ble clusters. Consequently, a larger group can be formed
through merging ambiguous positives and discarding unin-
teresting outliers. In the process, we may exploit contextual
cues and global picture considering other samples.
The above intuition motivates a novel face grouping
framework. Our goal is not to design a better deep repre-
sentation, but learning to make better merging/not-merging
decision from expert?s demonstration using existing repre-
sentation. In particular, we wish to introduce intermediate
sequential decision between the clustering steps, i.e., when
to merge two samples or groups given the dynamic context.
Towards this goal, we assume different clustering states,
where the states differ in their current partitions of data. At
each time step, an agent will choose from two possible ac-
tions, i.e., to merge or not to merge a pair of face groups.
The process responds at the next time step by moving to a
new state and provides a reward to the agent. A sequence
of good actions would lead to higher accumulative reward
than suboptimal decisions.
Learning a decision strategy in our problem is non-
trivial. In particular, the decision process is adversely af-
fected by uninteresting faces and noisy detections. Defining
a reward function for face grouping is thus not straightfor-
ward, which needs to consider the similarity of faces, group
consistency, and quality of images. In addition, we also
need to consider the operation cost involved, i.e., the man-
ual human effort spent on adding or removing a photo from
a group. It is hard to determine the relative weights of these
terms a-priori. This is in contrast to (first person) imita-
tion learning setting of which the reward is usually assumed
known and fixed, e.g., using the change of game score [20].
Contributions: We make the following contributions to
overcome the aforementioned challenges:
1) We formulate a novel face grouping framework based
on imitation learning (IL) via inverse reinforcement learn-
ing [21, 27]. To our knowledge, this is the first attempt to
address visual clustering via inverse reinforcement learning.
Once learned, the policy can be transferred to unseen photo
albums with good generalization performance.
2) We assume the reward as an unknown to be ascertained
through learning by watching an expert’s behavior. We for-
mulate the learning such that both short- and long-terms re-
wards are considered. The formal considers similarity, con-
sistency and quality of local candidate clusters; whereas the
latter measures the operation cost to get from an arbitrary
photos partition to the final ground-truth partition. The new
reward system effectively handles the challenges of profile,
noisy, and uninteresting faces, and works well with conven-
tional face similarity under an open-world context.
3) We introduce a large-scale dataset called Grouping Faces
in the Wild (GFW) to facilitate the research of real-world
photo grouping. The new dataset contains 78, 000 faces
of 3, 132 identities collected from a social network. This
dataset is realistic, providing a large number of uninterest-
ing faces and noisy detections.
Extensive experiments are conducted on three datasets,
namely, LFW simulated albums, ACCIO dataset (Harry
Potter movie) [12], and the GFW introduced by us. We
show that the proposed method can be adapted to a vari-
ety of clustering algorithms, from the conventional k-means
and hierarchical clustering to the more elaborated graph de-
gree linkage (GDL) approach [44]. We show that it outper-
forms a number of unsupervised and supervised baselines.
2. Related Work
Face Grouping: Traditional face clustering methods [4, 18,
22, 47] are usually purely data-driven and unsupervised.
They mainly focus on finding good distance metric be-
tween faces or effective subspaces for face representation.
For instance, Zhu et al. [47] propose a rank-order distance
that measures the similarity between two faces using their
neighboring information. Fitzgibbon and Zisserman [9] fur-
ther develop a joint manifold distance (JMD) that measures
the distance between two subspaces, each of which invariant
to a desired group of transformations. Zhang et al. [44] pro-
pose agglomerative clustering on a directed graph to better
capture global manifold structures of face data. There ex-
ist techniques that employ user interactions [35], extra in-
formation on the web [3] and prior knowledge of family
photo albums [39]. Deep representation is recently found
effective for face clustering [28], and large-scale face clus-
tering has been attempted [23]. Beyond image-based clus-
tering, most existing video-based approaches employ pair-
wise constraints derived from face tracklets [6, 38, 41, 45]
or other auxiliary information [8, 34, 46] to facilitate face
clustering in video. The state-of-the-art method by Zhang et
al. [45] adapts DeepID2+ model [31] to a target domain
with joint face representation adaptation and clustering.
In this study, we focus on image-based face grouping
without temporal information. Our method differs signif-
icantly to existing methods [45] that cluster instances by
deep representation alone. Instead, our method learns from
experts to make sequential decision on grouping consider-
ing both short- and long-term rewards. It is thus capable of
coping with uninteresting faces and noisy detections effec-
tively.
Clustering with Reinforcement Learning: There exist
some pioneering studies that explored clustering with RL.
Likas [19] models the decision process of assigning a sam-
ple from a data stream to a prototype, e.g., cluster centers
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Figure 2. Face grouping by the proposed framework.
produced by on-line K-means. Barbakh and Fyfe [2] em-
ploy RL to select a better initialization for K-means. Our
work differs to the aforementioned studies: (1) [2, 19] are
unsupervised, e.g., their loss is related to the distance from
data to a cluster prototype. In contrast, our framework
guides an agent with a teacher’s behavior. (2) We consider
a decision that extends more flexibly to merge arbitrary in-
stances or groups. We also investigate a novel reward func-
tion and new mechanisms to deal with noises.
Imitation Learning: Ng and Russel [21] introduced the
concept of inverse reinforcement learning (IRL), which is
also known as imitation learning or apprenticeship learn-
ing [1]. The goal of IRL is to find a reward function to
explain observed behavior of an expert who acts accord-
ing to an unknown policy. Inverse reinforcement learning
is useful when a reward function is multivariate, i.e., con-
sists of several reward terms of which the relative weights
of these terms are unknown a-priori. Imitation learning was
shown effective when the supervision of a dynamic process
is obtainable, e.g., in robotic navigation [1], activity under-
standing and forecasting [16] and visual tracking [40].
3. Overview
An illustration of the proposed framework is given in
Fig. 2. We treat grouping as a sequential process. In each
step during test time, two candidate groups Ci and Cj are
chosen. Without loss of generality, a group can be formed
by just a single instance. Given the two groups, we extract
meaningful features to characterize their similarity, group
consistency, and image quality. Based on the features, an
agent will then perform an action, which can be either i)
merging the two groups, or ii) not merging the two groups.
Once the action is executed accordingly, the grouping pro-
ceeds to select the next pair of groups. The merging stops
when there are no further candidate groups can be chosen,
e.g., the similarity between any groups is higher than a pre-
defined threshold. Next, we define some key terminologies.
Recommender: At each time step we pick and consider the
merging of two face groups. The action space is large with
a complexity of O(N2), where N is the number of groups.
This adds hurdles to both learning and test stages. To
makes our approach scalable, we employ a recommender,
M , which recommends two candidates cluster Ci and Cj at
each time step. This reduces the O(N2) action space to a
binary problem, i.e., to merge or not to merge a pair of face
groups. A recommender M can be derived from many clas-
sic clustering algorithms especially agglomerative-based al-
gorithm like hierarchical clustering (HC), ranked-ordered
clustering [47] and GDL approach [44]. For instance, hi-
erarchical clustering-based M always suggest two clusters
that are nearest by some distance metric. In Sec. 5, we per-
form rigorous evaluations on plausible choices of a recom-
mender.
State: Each state st = (ht, Ht) ∈ S , contains the current
grouping partition ht and recommender history Ht, at time
step t. In each discrete state, the recommender M will rec-
ommend a pair of cluster (Ci, Cj) = M(s) based on the
current state.
Action: An action is denoted as a. An agent can execute
two possible actions, i.e., merge two groups or not. That is
the action set is defined as A = {merge,not merge}, and
a ∈ A.
Transition: If a merging action is executed, candidate
groups Ci and Cj will be merged. The corresponding par-
tition is updated as ht+1 ← {ht\{Ci, Cj}} ∪ {Ci ∪ Cj}.
Otherwise, the partition remains unchanged, ht+1 ← ht.
The candidate information will be appended to the history
Ht+1 so that the same pair would not be recommended by
M . The transition is thus represented as st+1 = T (st, a),
where T (·) denotes the transition function, and st+1 =
(ht+1, Ht+1) and st = (ht, Ht).
4. Learning Face Grouping by Imitation
The previous section explains the face grouping process
at test time. An agent is used to determine the right action at
each step, i.e., merging or not merging a pair of groups. To
learn an agent with the desired behavior, we assume access
to demonstrations by some expert. In our study, we ob-
tain these demonstrations from a set training photo albums
of which the ground-truth partition of the photos is known.
Consequently, given any two candidate groups, Ci and Cj ,
we know if merging them is a correct action or not. These
ground-truth actions {aGT} represent the pseudo expert’s
behavior.
Towards the goal of learning an agent from the expert’s
behavior, we perform the learning in two stages: (1) we
find a reward function to explain the behavior via inverse
reinforcement learning [21], (2) with the learned reward
function we find a policy that maximizes the cumulative re-
wards.
Formally, let R : S × A → R denotes the reward func-
tion, which rewards the agent after it executes action a in
state s. And T is a set of state transition probabilities upon
taking action a in state s. For any policy pi, a value func-
tion V pi evaluates the value of a state as the total amount of
reward an agent can expect to accumulate over the future,
starting from that state, s1,
V pi(s1) = E
[∑∞
t=0
γt−1R(st, at|pi)
]
, (1)
where γ is a discount factor.
An action-value function Qpi is used to judge the value
of actions, according to
Qpi(s, a) = R(s, a) + γV pi(s′|s′ = T (s, a)), (2)
where the notation s′ = T (s, a) represents the transition to
state s′ after taking an action a at state s. Our goal is to first
uncover the reward function R from expert’s behavior, and
find a policy pi that maximizes Qpi(s, a).
Rewards: In our study, the reward function that we wish to
learn consists of two terms, denoted as
R = Rshort + βRlong. (3)
The first and second term corresponds to short- and long-
term rewards, respectively. The parameter β helps bal-
ance the scale of the two terms. The short-term reward is
multivariate. It considers how strong two instances/groups
should be merged locally based on face similarity, group
consistency, and face quality. A long-term reward captures
more far-sighted clustering strategy through measuring the
operation cost to get from an arbitrary photos partition to the
final ground-truth partition. Note that during the test time,
the long-term reward function is absorbed in our learned
action-value function for a policy pi, thus no ground-truth
is needed during testing. We provide explanations on the
short- and long-term rewards as follows.
4.1. Short-Term Reward
Before a human user decides a merge between any two
face groups, he/she will determine how close the two groups
are in terms of face similarity. In addition, he/she may con-
sider the quality and consistency of images in each group
to prevent any accidental merging of uninteresting faces
and noisy detections. We wish to capture such a behavior
through learning a reward function.
The reward is considered short-term since it only exam-
ines the current groups’ partition. Specifically, we com-
pute the similarity between two groups, the quality for each
group and photos consistency in each group as a feature vec-
tor φ(s), and we project this feature into a scalar reward,
Rshort(s, a) = y(a)
(
wTφ(s) + b
)
, (4)
where y(a) = 1 if action a = merge, and y(a) = −1 if
a = not merge. Note that we assume the actual reward
function is unknown and (w, b) should be learned through
IRL. We observe that through IRL, a powerful reward func-
tion can be learned. An agent can achieve a competitive
result even by myopically deciding based on one step’s re-
ward function rather than multiple steps. We will show that
optimizing (w, b) is equivalent to learning a hyperplane in
support vector machine (SVM) (Sec. 4.3).
Next, we describe how we design the feature vector φ(s),
which determines the characteristics an agent should exam-
ine before making a group merging decision. A feature vec-
tor is extracted considering the candidate groups, all faces’
representation X in the groups, and current partition h, that
is φ(s) = ψ (Ci, Cj ,X, h).
The proposed feature vector contains three kinds of fea-
tures, so as to capture face similarity, group consistency,
and image quality. All face representation are extracted
from Inception-v3 model [32] fine-tuned with MS-Celeb-
1M [13]. More elaborated features can be considered given
the flexibility of the framework.
Face Similarity: We compute a multi-dimensional simi-
larity vector to describe the relationship between two face
groups Ci and Cj . Specifically, we first define the distance
between the representation of two arbitrary faces xui ∈ Ci,
and xvj ∈ Cj as d(xui ,xvj ). The subscript on x indicates
its group. In this study, we define the distance function as
angular distance. We then start from Ci: for a face xui in
Ci, we compute its distance to all the faces in Cj and select
a median from the resulting distances. That is
dmed(x
u
i , Cj) = median
{
d(xui ,x
1
j ), . . . , d(x
u
i ,x
nj
j )
}
,
(5)
where nj = |Cj |. We select η number of instances with
the shortest distances from {dmed(xui , Cj),∀u} to define
the distance from Ci to Cj . Note that the distance is not
symmetric. Hence, we repeat the above process to obtain
another η shortest distances from
{
dmed(Ci,x
v
j ),∀v
}
to de-
fine the distance from Ci to Cj . Lastly, these 2η distances
are concatenated to form a 2η-dimensional feature vector.
Group Consistency: Group consistency measures how
close the samples in a group to each other. Even two groups
have high similarity in between their respective members,
we may not want to merge them if one of the group is not
consistent, which may happen when there are a number of
non-interesting faces inside the group. We define the con-
sistency of a group as the median of pairwise distances be-
tween faces in the group itself. Given a group Ci:
consistency(Ci)=median {d(xui ,xvi ), u 6=v,∀(u, v)∈Ci} .
(6)
Consistency is computed for the two candidate groups, con-
tribute a two-dimensional feature vector to φ(s).
Face Quality: As depicted in Fig. 1, profile faces and
noises could easily confuse a state-of-the-art face recogni-
tion model. To make our reward function more informed
on the quality of the images, we train a linear classifier by
using annotated profile and falsely detected faces as neg-
ative samples, and clear frontal faces as positive samples.
A total of 100k face images extracted from movies is used
for training. The output of the classifier serves as the qual-
ity measure. Here, we concatenate the quality values of the
top η faces in each of the two groups to form another 2η-
dimensional features to φ(s).
4.2. Long-Term Reward
While the short-term reward Rshort captures how likely
two groups should be merged given the current partition,
the long-term rewardRlong needs to encapsulate a more far-
sighted clustering strategy.
To facilitate the learning of this reward, we introduce the
term ‘operation cost’, which measures the efforts needed to
manipulate the images in the current partition to approach
to ground-truth partition. Formally, given a partition h ∈ V
and ground-truth partition g ∈ V . A sequence of operations
oi ∈ O : V → V can be executed to gradually modify the
partition h to g. The cost function c : O → R>0 maps each
type of operations into a positive time cost. then we define
Op(h, g) as the minimal cost for this change:
Op(h, g) = min
Γ,o1...oΓ
∑Γ
t=1
c (ot) ,
s.t. g = oΓ · . . . · o2 · o1 · h
ot ∈ O
(7)
where Γ is the number of steps needed to get from h to g.
The cost function c(·) can be obtained from a user study.
In particular, we requested 30 volunteers and show them a
number of randomly shuffled images as an album. Their
task is to reorganize the photos into a desired groups’ parti-
tion. We recorded the time needed for three types of opera-
tions: (1) adding a photo into a group, (2) removing a photo
from a group, and (3) merging two groups. The key results
are shown in Fig. 3. It can be observed that the ‘removing’
operation takes roughly 6× longer than the ‘adding’ opera-
tion. The ‘merging’ operation is almost similar to ‘adding’.
Consequently, we set the cost for these three operations as
1, 6, 1, respectively. The validity is further confirmed by
the plot in Fig. 3 that shows a high-correlation between the
time consumed and the computed operation cost.
Given Eqn. (7), we define the long-term reward as:
Rlong = −∆Op(K) = −(Op(ht−K , g)−Op(ht, g)), (8)
which encodes the operation cost changes in K steps.
The key benefit brought by Rlong is that it provides a
long-term reward that guides an agent to thinking about the
global picture of the grouping process. For any action that
can hardly be decided (e.g., merging two noisy groups or
merging a clean group with a noisy group), this term pro-
vides a strong evidence to the action-value function.
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Figure 3. A user study on operation cost.
Algorithm 1: Reward function learning via IRL.
input : Training albums Ω = {ω(i)}, ground-truth partition {g(i)}
output: Binary classifier (w, b) for Rshort
Initializationw← w0, b← b0, L ← ∅;
repeat
for ω(i) ∈ Ω do
t = 0;
Initialize partition ht with each photo as a single group;
Initialize history Ht ← ∅;
repeat
M recommends candidate groups (Cj , Ck);
Compute action a = argmaxaRshort(s, a);
Obtain ground-truth action aGT based on g(i);
if a 6= aGT then
Add (φ(s), aGT) into L
end
if a = aGT then
ht+1 ← {ht\{Cj , Ck}} ∪ {Cj ∪ Ck}
end
Append (Cj , Ck, a) into Ht+1;
t = t+ 1;
until end of grouping;
Retrain (w, b) on L;
end
until all albums are successfully partitioned;
4.3. Finding the Reward and Policy
As discussed in Sec. 4, we assume the availability of a
set training photo albums of which the ground-truth parti-
tion of the photos is known. Let Ω = {ω(i)} denotes a set
of albums in a training set. The ground-truth partition for
albums ω(i) is given as g(i), from which we can derive the
ground-truth actions {aGT} as an expert’s behavior. Our
goal is to find a reward function based on this behavior. We
perform the learning in two steps to ease the convergence
of our method: (1) Firstly, we employ IRL [21] to find the
reward function with a myopic or short-sighted policy. (2)
We then use the classic -greedy algorithm [36] to find the
optimal policy.
Step 1: Algorithm 1 summarizes the first step. Specifi-
cally, we set γ = 0 in Eqn. (2) and β = 0 in Eqn. (3).
This leads to a myopic policyQpi(s, a|pi)= Rshort(s, a) that
considers the current maximal short-term reward. This as-
sumption greatly simplifies our optimization as (w, b) of
Rshort (Eqn. (4)) are the only parameters to be learned. We
solve this using a binary RBF-kernel SVM with actions as
the classes. We start the learning process with an SVM of
random weights and an empty training set L =∅. We ex-
ecute the myopic policy repeatedly on albums. Once the
agent chooses the wrong action w.r.t. the ground-truth, the
representations of the involved groups and the associated
ground-truth will be added to the SVM training set. Differ-
ent albums constitute different games in which SVM will
be continually optimized using the instances that it does not
perform well. Note that the set L is accumulated, hence
each time we use samples collected from over time for re-
training (w, b). The learning stops when all albums are cor-
rectly partitioned.
Step 2: Once the reward function is learned, finding the
best policy pi becomes a classic RL problem. Here we ap-
ply the -greedy algorithm [36]. -greedy policy is a way
of selecting random actions with uniform distribution from
a set of available actions. Using this policy either we can
select random action with  probability and we can select
an action with 1−  probability that gives maximum reward
in a given state. Specifically, we set γ = 0.9 in Eqn. (2)
and β = 0.8 in Eqn. (3). We first approximate the action-
value function Qpi in Eqn. (2) by a random forest regressor
Q(φ(s), a) [25]. The input to the regressor is (φ(s), a) and
the output is the associatedQpi value. The parameters of the
regressor are initialized by φ(s), a, andQpi value, which are
obtained in the first step (Algorithm 1). After the initializa-
tion, the agent selects and executes an action according to
Q, i.e., a = argmaxaQ(φ(s), a), but with a probability 
the agent will act randomly so as to discover a state that it
has never visited before. At the same time the parameters
of Q will be updated directly from the samples of experi-
ence drawn from the algorithm’s past games. At the end of
learning, the value of  is decayed to 0, and Q is used as our
action-value function for policy pi.
5. Experiments
Training Data: Our algorithm needs to learn a grouping
policy from a training set. The learned policy can be applied
to other datasets for face grouping. Here we employ 2, 000
albums simulated from MS-Celeb-1M [13] of 80k identities
as our training source. We will release the training data.
Test Data: To show the generalizability of the learned pol-
icy, we evaluate the proposed approach on three datasets of
different scenarios exclusive from the training source. Ex-
ample images are provided in Fig. 4.
1) LFW-Album: We construct a challenging simulated al-
bums from LFW [14], MS-Celeb-1M [13], and PFW [29],
with a good mix of frontal, profile, and non-interested faces.
We prepare 20 albums and with exclusive identities. Note
that the MS-Celeb-1M samples used here are exclusive
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Figure 4. Overview of test datasets.
from the training data.
2) ACCIO Dataset: This dataset [12] is commonly used in
the studies of video face clustering. It contains face track-
lets extracted from series of Harry Potter movie. Follow-
ing [45], we conduct experiments on the first instalment of
the series, which contains 3243 tracklets from 36 known
identities. For a fair comparison, we do not consider un-
interested faces in this dataset following [45]. We discard
the temporal information and used only the frames in our
experiments.
3) Grouping Face in the Wild (GFW): To better evaluate
our algorithm for real-world application, we collect 60 real
users’ albums with permission from a Chinese social net-
work portal. The size of an album varies from 120 to 3600
faces, with a maximum number of identities of 321. In to-
tal, the dataset contains 84,200 images with 78,000 faces of
3,132 different identities. All faces are automatically de-
tected using Faster-RCNN [26]. False detections are ob-
served. We annotate all detections with identity/noise la-
bels. The images are unconstrained, taken in various in-
door/outdoor scenes. Faces are naturally distributed with
different poses with spontaneous expression. In addition,
faces can be severely occluded, blurred with motion, and
differently illuminated under different scenes. We will re-
lease the data and annotations. To our knowledge, this is the
largest real-world face clustering dataset.
Given the limited space, we exclude results on traditional
grouping datasets like Yale-B [11, 17], MSRA-A [47],
MSRA-B [47] and Easyalbum [7]. Yale-B were captured in
controlled condition with very few profile faces and noises.
The number of albums is limited in the other three datasets.
Implementation Details: All face representation are ex-
tracted from Inception-v3 model [32] fine-tuned with MS-
Celeb-1M [13]. We suggest some parameter settings as fol-
lows. We set β = 0.8 in Eqn. (3) to balance the scales of
short- and long-term rewards. We fixed the number of faces
η = 5 to form the similarity and quality features (Sec. 4.1).
The five shortest distances is a good trade-off between per-
formance and feature complexity. If a group has fewer than
five faces (to the extreme only one face exists), we pad the
distance vector with the farthest distance.
Evaluation Metrics: We employ multiple metrics to eval-
Table 1. Face grouping results on LFW-Album, ACCIO-1, and GFW.
Dataset LFW-Album ACCIO-1 GFW
Metric P(%) R(%) F1(%) Op P(%) R(%) F1(%) Op P(%) R(%) F1(%) Op
K-means 73.6 86.6 79.3 1.12 72.2 34.4 46.6 0.65 66.6 35.7 41.1 1.47
GDL [44] 66.5 92.2 76.4 1.21 18.1 91.1 30.2 3.51 67.4 59.4 55.9 1.30
HC 74.2 80.8 76.6 0.35 17.1 91.9 28.9 3.28 77.5 22.3 15.0 0.81
AP [10] 76.7 71.1 73.7 1.07 82.2 9.6 17.1 0.59 69.7 25.3 32.7 0.86
Deep Adaptation [45] - - - - 71.1 35.2 47.1 - - - - -
IL-Kmeans 76.7 87.8 81.6 0.95 82.8 34.1 48.3 0.54 53.4 43.6 43.3 1.17
IL-GDL 79.9 90.1 84.5 0.54 88.6 46.3 60.8 0.78 78.4 76.2 74.5 0.68
IL-HC 97.8 85.3 91.1 0.14 90.8 78.6 84.3 0.52 96.6 53.7 67.3 0.17
SVM + Deep Features 82.7 87.4 85.0 0.45 89.0 61.3 72.6 0.74 84.3 46.4 56.3 0.33
Siamese Network + Deep Features 87.1 87.6 87.3 0.44 59.7 88.1 71.2 0.79 49.9 92.3 62.8 0.33
uate the face grouping performance, including the B-cubed
precision, recall, and F1 score suggested by [43] and [45].
Specifically, B-cubed recall measures the average fraction
of face pairs belonging to the ground truth identity assigned
to the same cluster. And B-cubed precision is the frac-
tion of face pairs assigned to a cluster with matching iden-
tity labels. The F1 score measures the harmonic means of
these two metrics. We also use operation cost introduced in
Sec. 4.2. To facilitate comparisons across datasets of differ-
ent sizes, we compute the operation cost normalized by the
number of photos as our metric, i.e., Op = Op/N . We be-
lieve that this metric is more important than the others since
it directly reflects how much effort per image a user needs
to spend to organize a photo album.
5.1. Comparison with Unsupervised Methods
We compare our method with classic and popular clus-
tering approaches: 1) K-means, 2) Graph Degree Link-
age (GDL) [44], 3) Hierarchical Clustering (HC), and 4)
Affinity Propagation (AP) [10]. Note that we also com-
pare with [45]. Since the code is not publicly available,
we only compare with its reported precision, recall, and
F1 scores on the ACCIO-1 dataset. Note that these base-
lines use the same features as our approach, as discussed in
Sec. 4.1. To verify if the proposed imitation learning (IL)
framework helps existing clustering methods, we adapt K-
means, GDL and HC into IL-K-means2, IL-GDL and IL-
HC to equip them with the sequential decision capability.
This is achieved by using the respective algorithm as the
recommender (see Sec. 3).
Table 1 summarizes the results on three datasets. We
observed that: (1) imitation learning consistently improves
the different clustering baselines. For instance, on LFW-
Album, the F1 score and Op of HC improves from 76.6%
and 0.35 to 91.1% to 0.14. Notably, IL-HC outperforms
other variants based on the proposed IL, although our
2For IL-K-means algorithm, the action spaceA is no longer binary due
to the nature of K-means. Here we adapt the framework to have an action
space of K + 1, for determining the merging of a sample into one of the
K clusters. And we replace the SVM with a RankSVM [15] to compute
the rewards for each cluster.
R:99.5% P:34.4%
F1:51.1% Op:2582
R:91.5% P:68.8%
F1:78.6% Op:944
R:68.7% P:86.0%
F1:76.4% Op:454
R:85.2% P:50.5%
F1:63.4% Op:1461
IL-HC
HC
False Positive Merge True Positive Edge
Negative Edges 
Prevented by 
ILHC
Figure 5. Visualization of grouping result (best viewed in color).
The figure shows a typical album of GFW. Each node in the cir-
cle indicates a face, and each color denotes a person of specific
identity. The result of hierarchical clustering (HC) contains more
negative edges (black arcs), representing wrongly merged groups.
Imitation learning based HC (IL-HC) prevents negative edges as
produced by HC.
framework is not specifically developed to work only with
hierarchical clustering. (2) The operation cost is lower with
a high-precision algorithm. This result matches with our
user study since a user is good at adding similar photos into
a group but poor at removing noisy faces that can be hard to
distinguish.
We compare grouping results of IL-HC and HC qualita-
tively in Fig. 5. IL-HC yields more coherent face groupings
with exceptional robustness to outliers.
5.2. Comparison with Supervised Methods
We compare our framework with two supervised base-
lines, namely a SVM classifier and a three-layer Siamese
network. The three layers of the Siamese network have
256, 64, 64 hidden neurons, respectively. A contrastive
loss is used for training. To train the baselines, each time
we sample two subsets of identities from MS-Celeb-1M
Random Recommender
HC Recommender
Training Iteration (# of Simulated Cluster Game)
Te
st
in
g 
F1
(G
FW
)
Figure 6. The F1 score on using different recommenders along
with different training iterations. The red curve is obtained by
using Hierarchical Clustering (HC) as the recommender, while the
blue curve is obtained by using the random recommender.
as the training data. SVM and the Siamese Network are
used to predict if two groups should be merged or not.
Features are extracted following the method presented in
Sec. 4.1. These supervised baselines are thus strong since
their input features are identical to those we use in our IL
framework. The features include face similarity vector that
is derived from Inception-v3 face recognition model fine-
tuned with MS-Celeb-1M dataset. The deep representation
achieves 99.27% on LFW, which is better than [30] and on-
par with [37]. The results of the baseline are presented in
Table 1. It is observed that the IL-based approach outper-
forms the supervised baselines by a considerable margin.
5.3. Ablation Study
Further Analysis on Recommender: In Sec. 5.1, we tested
three different recommenders based on different clustering
methods, namely K-means, GDL, and HC. In this experi-
ment, we further analyze the use of a random recommender
that randomly chooses a pair to recommend. Figure 6 shows
theF1 score comparisons between a Hierarchical Clustering
(HC) recommender and a random recommender. In com-
parison to the recommender based on HC, which always
recommends the nearest groups, the random recommender
exhibits a slower convergence and poorer results. It is worth
pointing out that the random recommender still achieves a
F1 score of 61.9% on GFW, which outperforms the unsu-
pervised baseline, which only achieves 15%. The results
suggest the usefulness of deploying a recommender.
We also evaluate an extreme approach that does not em-
ploy a recommender but selects a group pair to merge based
on the values produced by the learned action-value function.
Specifically, in each step, we compute the Q(φ(s), a) ex-
haustively for all possible pairs of group, and select the pair
with the highest value to merge. This approach achieves
82.7% F1 on GFW. It is not surprising that the result is
better than our IL-HC as this approach performs exhaus-
tive search for pairs. This method has a runtime complexity
of O(N3), much higher than the IL-HC. The results sug-
gest the effectiveness of the clustering-based recommender
in our framework.
Discard the Face Quality Feature: If we remove the face
quality feature from the feature vector φ(s), the F1 score
Table 2. Different settings of reward function. We use IL-HC in
this experiment.
Dataset LFW-Album GFW
Metric F1(%) Op F1(%) Op
Rshort & Rlong 91.1 0.14 67.3 0.17
w/o Rlong 90.7 0.14 62.6 0.17
w/o Rshort 73.0 0.54 17.1 0.65
achieved by IL-HC of LFW-Album, ACCIO-1, and GFW
will drop from 91.1%, 84.3%, and 67.3%, to 89.5%, 65.0%,
and 48.4%, respectively. The results suggest that the im-
portance of quality measure depends on the dataset. Face
quality feature is essential on the GFW dataset but less so
on others, since GFW consists more poor-quality images.
Reward Function Settings: We evaluate the effect of two
reward terms in the reward function defined in Eqn. (3).
1) Rshort & Rlong: The full reward setting with β 6= 0.
2) w/o Rlong: Without the long-term reward based on oper-
ation cost, i.e., β = 0.
3) w/o Rshort: In this setting, we discarded Rshort learned
by IRL, and redefined it to take a naı¨ve ±1 loss, i.e.,
Rshort = 1(a = aGT), where 1(·) is an indicator function
that outputs 1 if the condition is true, and -1 if it is false.
The results reported in Table 2 shows that both short-
and long-term rewards are indispensable to achieve good
results. Comparing the baselines “w/o Rshort” against the
full reward, we observed that IL learned a more powerful
short-term reward function than the naı¨ve ±1 loss. Com-
paring the baselines “w/o Rlong” against the full reward,
albeit removing Rlong only reduces the F1 score slightly,
the number of false positive and false negative merges actu-
ally increase for noisy and hard cases. Figure 7 shows some
representative groups that were mistakenly handled by IL-
HC w/o Rlong. It is worth pointing out that by adjusting the
cost distributions of Rlong, e.g., changing the cost of ‘add,
remove, merge’ from (1,6,1) to (1,1,1), one could alter the
algorithm’s bias on precision and recall to suit for differ-
ent application scenarios. A chart of B-cubed PR-curves is
depicted in Fig. 8 to show the influence of cost distribution.
Hierarchical clustering with imitation learning (IL-HC) out-
performs the baselines HC and AP no matter which settings
we use. We recommend a high precision setting in order to
achieve a low normalized operation cost Op, as suggested
by experiments in Sec. 5.1.
6. Conclusion
We have proposed a novel face grouping framework that
makes sequential merging decision based on short- and
long-term rewards. With inverse reinforcement learning,
we learn powerful reward function to cope with real-world
grouping tasks with unconstrained face poses, illumination,
occlusion, and abundant of uninteresting faces and false de-
IL-HC IL-HC
(w/o 𝑅𝑙𝑜𝑛𝑔 ) HCGround-Truth
Merge Not-Merge
Candidate Groups
FN
FP FP
FP
Figure 7. Example of merging decisions made by different algo-
rithms. Each image represents a group they belong to. It is ob-
served that IL-HC w/o Rlong tends to produce false negative (FN)
and false positive (FP) mistakes in comparison to IL-HC with full
reward.
𝐹1
Recall
Pr
ec
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Figure 8. B-cubed precision and recall curve on GFW dataset with
adjustment to the cost distribution of ‘add, remove, merge’ opera-
tions in Rlong.
tections. We have demonstrated that the framework benefits
many existing agglomerative-based clustering algorithms.
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