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Abstract
This work has been a combined experimental and numerical modeling ef-
fort aimed to help in the understanding of heat transfer processes when
melting aluminium. In addition a newly developed type of oxy-fuel burner
was investigated. Objectives set for this project include improving energy
eﬃciency in a typical industry furnace used today and looking at possi-
ble new technology to realize higher eﬃciencies than normally obtained.
As a starting point a literature review was done to get an overview of
furnaces and technology used in aluminium remelting and recycling. The
most commonly used furnace today for aluminium melting and remelt-
ing is the reverberatory furnace which was the focus of this work as well.
Understanding the interaction of parameters inﬂuencing heat transfer and
quantifying how heat is transferred in the furnace are key elements to
be able to optimize energy eﬃciency. Reverberatory furnaces are usually
heated by gas burners, more speciﬁcally with cold air as oxidizer. Re-
cent developments in burner technology using pure oxygen as oxidizer has
showed some promising results and was investigated in experiments and
numerical models.
Melting experiments were carried out in a controlled environment in a 500
kg laboratory scale furnace as a basis for understanding the heat trans-
fer mechanisms and quantifying radiation and convection contributions
when melting aluminium. The experiments also served as a reference for
a numerical 1-dimensional heat transfer model along with more advanced
3-dimensional computational ﬂuid dynamics (CFD) models using a com-
mercial software package. Phenomena as turbulent ﬂow, combustion, con-
vection, conduction and radiation were included in the models along with
v
latent heat release when melting metal. The inﬂuence and impact of phys-
ical parameters on the heat transfer could be determined in the numerical
models and provided a more detailed analysis of the processes in the fur-
nace.
A newly developed Low Temperature Oxy-fuel (LTOF) burner was inves-
tigated and compared to a conventional cold air-fuel burner in a pilot scale
furnace. Measurements of ﬂame and furnace temperatures, gas composi-
tion and heat ﬂuxes were done for both burners at two diﬀerent input
levels. Heating experiments of aluminium samples were performed to look
at the diﬀerence between the burners for aluminium heating and melting
applications. 3-dimensional CFD models were developed to determine un-
known quantities such as metal emissivity and quantiﬁcation of radiation
and convection heat transfer. The experiments also conﬁrmed the validity
of the numerical models.
Finally a full scale reverberatory industry furnace was modeled using a
3-dimensional CFD model. The air-fuel burners currently installed in the
furnace was replaced by LTOF burners in the numerical model. The per-
formance was compared to a previously published numerical model of the
same furnace using air-fuel burners for two diﬀerent metal conﬁgurations
in the furnace. The inﬂuence of parameters such as burner input, metal
emissivity, furnace wall emissivity and a dross layer was studied.
The key factor when making improvements in furnaces is understanding
the fundamental heat transfer processes in existing technology. The exper-
imental and numerical modeling work presented in this thesis has studied
these phenomena and created a basis from which further investigations
into furnace eﬃciency in aluminium remelting and recycling can be done.
The performance of a new type of burner was also analyzed and explained
through experiments and modeling.
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Latin letters:
a Absorption coeﬃcient [−]
Cμ Constant in k- model for turbulence viscosity [−]
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fi External acceleration force in direction i [m
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k Thermal conductivity [W/mK]
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p Static pressure [Pa = N/m2]
P Production of dissipation,  [m
2/s4]
Pk Production of turbulence energy [m
2/s3]
q Heat ﬂux [W/m2]
Re Reynolds number, ρuL‘c/μ [−]
Ret Turbulent Reynolds number, k
2/ν  [−]
Rk Reaction rate of species k [kg/m
3 s]
s Path length [m]
s′ Scattering direction vector [m]
S Source term in heat equation, 3.7.20 [J/m3 s]
Sh Source term in enthalpy equation( 3.3.1) [kg/ms
3]
t Time, as index: turbulence [s]
T Local Temperature [K]
Tm Melting temperature [K]
uj velocity component in xj direction [m/s]
uKH Kirchoﬀ temperature [W/m]
U Overall heat transfer coeﬃcient through mate-
rial
[W/m2K]
xj Cartesian coordinate in i-direction [m]
Yk Mass fraction of species k [−]
Greek letters:
α Thermal diﬀusivity, α = k/(ρCp) [m
2/s]
αL Thermal diﬀusivity in liquid state [m
2/s]
αS Thermal diﬀusivity in solid state [m
2/s]
δij Kronecker-delta, =1 if i = j and =0 of i  j [−]
 Dissipation rate in turbulence models [m2/s3]
or total surface emissivity [−]
ρ Density [kg/m3]
μ Dynamic molecular viscosity [Pa s = kg/ms]
μB Bulk (volume) viscosity [Pa s]
μt Turbulent viscosity μt = cμρk
2/, cμ = empirical
constant
[Pas = kg/ms]
ν ′i,r Stoichiometric coeﬃcient for reactants [−]
ν ′′j,r Stoichiometric coeﬃcient for products [−]
νt Kinematic turbulence viscosity, μt/ρ [m
2/s]
κ Turbulent kinetic energy [m2/s2]
λnj Liquid fraction in volume j at time n [−]
ω Characteristic frequency for turbulence, speciﬁc
dissipation rate
[s−1]
ω′ Solid angle [s−1]
φ Phase function [−]
ρ Density [kg/m3]
σ Stefan-Boltzmann constant [W/m2K4]
σ Turbulence Prandtl-Schmidt number for dissi-
pation equation, νt/D
[−]
σk Turbulence Prandtl Schmidt number for turbu-
lence energy equation, νt/Dk
[−]
σs Scattering coeﬃcient in RT-equation 3.4.1 [−]
τij Viscous stress tensor [Pa = N/m
2]
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Chapter 1
Introduction
1.1 Motivation and objectives of work
Aluminium recycling and remelting is playing an increasingly important
part of aluminium production as the supply of aluminium in use increases
and demands for higher recycling rates and sustainability of production
are raised. Even though aluminium recycling only requires about 5% of
the energy in primary production there is still a large potential for savings.
Rising energy prices along with more rigid emissions requirements give in-
centives for improvement. What does the most energy eﬃcient aluminium
melting industry furnace look like? And how much energy does it need to
melt aluminium? These are not easy questions since there are a number
of factors and considerations that needs to be taken into account. Should
existing furnaces already installed be used as the starting point? What
kind of energy sources are available and at what price? Do other parts
of the production chain rely on high reliability for the furnace? Is easy
maintenance work and limited amount of down-time important? Can the
furnace technology be scaled up to the production capacity needed? Is
the technology mature enough to be applied without any risk of a failed
investment?
The main objectives of this work has been to ﬁnd ways to reduce the
energy consumption for melting and remelting furnaces in the aluminium
industry through a better understanding of the phenomena inﬂuencing the
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heat transfer, and the interaction of these parameters, in existing furnaces.
There are several aspects inﬂuencing the energy consumption such as fur-
nace technology, furnace operation, charging practice and melt treatment.
This project includes both experimental work and numerical modeling and
aims to be transferable to and valuable in industry relevant applications.
The furnaces in the aluminum industry are more often than not com-
promises between space limitations, energy eﬃciency, investment costs,
productivity, maintenance costs, reliability and versatility. Investing in a
completely new technology equals uncertainties and possible downtime for
the production in addition to often high investment costs. The most com-
monly used furnaces for combination melting, holding and casting today
are reverberatory furnaces, along with rotary furnaces in pure recycling
plants for dirty scrap. Reverberatory furnaces in most cases are batch
furnaces with low maintenance costs, high productivity, reliability and
versatility but usually with low energy eﬃciency. The furnaces are often
equipped with cold air-fuel burners using natural gas, propane or liquid oil
as fuel. Some furnaces have regenerative or recuperative burners installed
recovering some of the heat losses. Recently oxy-fuel burners have become
an alternative where previous problems with oxidation, dross formation
and wear on the furnace refractory have been improved.
Looking at energy eﬃciency it is clear that there are better technologies
and principles available. Immersion heaters or plasma burners can im-
prove energy eﬃciency over gas ﬁred burners and induction furnaces can
perform better than reverberatory furnaces in this respect. There are how-
ever challenges regarding maintenance, reliability and productivity which
prevents these technologies from being used in industrial applications to
a large extent.
This work aims to support the understanding of the heat transfer mech-
anisms in reverberatory furnaces and how this can be utilized to improve
and optimize both how existing and new furnaces are operated. Most pa-
rameters inﬂuencing energy eﬃciency are today identiﬁed but the impact
and interaction of these parameters are not well quantiﬁed when involved
in complex processes experienced in remelting applications such as phase
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changes and combustion. Improved knowledge and understanding can be
used to apply better process control by identifying key parameters for
monitoring of the furnaces. In addition a relatively new type of oxy-fuel
burner has been investigated and compared to conventional air-fuel tech-
nology.
In this thesis the eﬀect of alloying elements and emissions during remelt-
ing have been left out of the analysis. The eﬀect of dross formation has
been examined only brieﬂy. They are by all means factors that needs to
be taken into account when studying remelting and recycling, but are con-
sidered outside the scope of this work.
Full scale industry experiments are often diﬃcult and expensive as opera-
tion during production is not very ﬂexible and performing experiments un-
der controlled conditions are unattainable. In addition instrumentation of
the furnaces are complicated and frequently insuﬃcient. Results from full
scale trials can thus be ambiguous and hard to interpret. Study of details
in processes are neither suited for this type of experiments. This projects
approach has thus been a combination of smaller scale experiments and
numerical modeling using Computational Fluid Dynamics (CFD). The
experiments, though relevant on its own, have been used as a basis for
validation of the CFD models. The CFD models can once validated and
conﬁdence be put in the results, be able to predict quantities which are
diﬃcult and sometimes impossible to attain experimentally. In this re-
spect they can be a great addition complementing the experiments.
The emphasis for this work has been on establishing experiments in a
smaller scale to understand the details in heat transfer with correspond-
ing CFD models being able to reproduce the experimental results and
extend the insight to phenomena which are not possible to measure in
experiments. Secondly a new oxy-fuel burner technology has been investi-
gated closely both through experiments and CFD modeling. Being able to
reproduce the burner characteristics in the experiments in a CFD model
allows us to put more conﬁdence in the model as a realistic tool. A CFD
model of a full scale industry furnace was made possible by combining
the experiences from the heat transfer study in the furnace with the ex-
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periences from the investigation of the burners. For realistic results it is
however important that a industry scale model is followed up, if not by ex-
periments, then with detailed process control data to ensure that furnace
parameters are adjusted to realistic values.
1.2 Outline of thesis
The thesis starts with an introduction to aluminium recycling and remelt-
ing in general. This broad ﬁeld is the scope of the subproject in the
Remelting and Inclusion Reﬁning of Aluminium (RIRA) project which
this work has been a part of. The aim of the project was contributing to
ﬁnding more energy eﬃcient ways of remelting aluminum for the average
reverberatory furnaces used today. The focus of this project evolved into
looking at heat transfer mechanisms in furnaces and on burner technology
particularly. References to relevant works in the ﬁeld of energy eﬃciency
in aluminium furnaces are given in the ﬁrst chapter to put the work in
to the right context. A theory chapter then goes deeper into the rele-
vant theory for this work and the details behind the numerical modeling
which is meant as a background for those not familiar with this. Models of
ﬂuid ﬂow, heat transfer, combustion, phase change and other relevant pa-
rameters forming the basis for the CFD simulations are discussed in detail.
The experimental and modeling work done in this thesis is divided into
three parts:
Part I Chapter 4 Aluminium Melting Experiments in a
Reverberatory Lab Furnace
Chapter 5 Numerical Modeling of Heat Transfer in a
Reverberatory Lab Furnace
Part II Chapter 6 Experiments With Burner Technology in a Pilot
Scale Furnace
Chapter 7 Numerical Modeling of Burners in a Pilot Scale
Furnace
Part III Chapter 8 Numerical modeling of a Full Scale Industry
Furnace
The experimental and modeling chapter in each part are closely related
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and compliment each other, though they can be read as individual sections.
Part I focuses on the heat transfer into aluminium metal during heating
and melting. The mechanisms for heat exchange are quantiﬁed and the
parameters inﬂuencing the heat transfer are investigated. Melting exper-
iments were done in a lab scale furnace for pure aluminium, compacted
foil and compacted lithographic plates, both with and without melt in the
furnace. The motivation was identifying heat transfer mechanisms in an
early stage where there is no melt, but also the eﬀects of adding metal into
a metal bath. It was of interest to see how other types of scrap would diﬀer
from pure solid metal. The experiments formed a basis for the numerical
models of the furnace trials presented in the following chapter which gives
additional insight into the heat transfer mechanisms.
Part II focuses on burner technology and the furnace condition’s inﬂuence
on heat transfer. Looking at ways to improve the performance of rever-
beratory furnaces, a recently developed low temperature oxy-fuel burner
was studied by measurements in a pilot scale furnace and experiments
were performed to look closer at the properties of this burner and com-
parisons with a conventional air-fuel burner was made. Heating trials of
aluminium samples were done to look at the diﬀerence in heat transfer
for the two burners at the same furnace temperatures. Additionally the
inﬂuence of surface treatment on the emissivity of the samples were inves-
tigated. These experiments also constituted a basis for CFD models of the
burners which are presented in the following chapter in Part II of the thesis.
The experiences from the ﬁrst two parts, which were done in lab scale or
pilot scale furnaces, are ﬁnally combined in the development of a numeri-
cal model for a industry scale furnace in Part III. The eﬀect of installing
an oxy-fuel burner in the industry furnace which currently uses regular
air-fuel burner was assessed and compared to a CFD model of the furnace
developed and published earlier. The motivation was to see if energy eﬃ-
ciency and melting capacity could be improved in the existing furnace and
alternatively with new burner technology. This demonstrates how CFD
models can be used as an important tool in production optimization and
as a part of investment decisions.
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The experimental work for the ﬁrst part of the thesis was planned and
performed in close cooperation with Dr. Andreas Buchholz, Hydro Alu-
minium Rolled Product GmBH and the staﬀ at the research facility in
Bonn. Assistance was also received with the numerical 3-D models and
implementation of the melting code by Dr. Buchholz.
The experimental work for the second part of the thesis done was planned
and executed in cooperation with the researchers and staﬀ at AGA/Linde
Gas, Lindingo¨. The development of the corresponding numerical models
was performed by the author based on furnace and burner drawings pro-
vided by AGA/Linde Gas.
The numerical work in the third part of the thesis was done by the author
helped by some input from results obtained by Dr. Andreas Buchholz,
furnace drawings provided by Hydro Aluminium Karmøy Rolling Mill and
burner geometry drawings provided by AGA/Linde Gas.
1.3 Publications
The following list of publications has been a part of my work and include
some of the results presented in this thesis:
Paper I:
J. Furu, A. Buchholz, T.H. Bergstrøm and K. Marthinsen. Heating and
melting of single Al ingots in an aluminium melting furnace. Light Metals,
pages 679-684, TMS, 2010.
Paper II:
J. Furu, T.H. Bergstrøm and K. Marthinsen. A comparison of Air-fuel and
Low-temperature Oxyfuel Burners for Aluminium Heating and Melting.
Proceedings of the 12th International Conference on Aluminium Alloys
(ICAA12), pages 2287-2292, The Japan Institute of Light Metals, 2010.
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Paper III:
J. Furu, T.H. Bergstrøm and K. Marthinsen. Numerical Modeling of
Oxy-Fuel and Air-fuel Burners for Aluminium Melting. Submitted to Light
Metals, TMS, 2012.
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Chapter 2
Technology in Aluminium
Recycling and Remelting
This chapter gives an introduction of aluminium remelting and recycling
including the technology used in such applications with relevant references
to literature.
2.1 Introduction to recycling and remelting of
Aluminium
Aluminium is the the most frequent metal in the earth’s crust with 8%,
not counting silicon as a metal [27]. Aluminium is however not found in
pure form but rather as oxides or other combinations. The most impor-
tant properties of aluminium are low density, high corrosion resistance,
high electrical and thermal conductivity, high machinability and formabil-
ity. A relatively low melting point of 660◦C makes it more economical to
remelt than for example steel.
Primary aluminium is today in most cases produced from aluminium ox-
ide using the Hall-He´roult process discovered in 1886 independently by
Hall and He´roult. The process produces pure aluminium from aluminium
oxide through electrolysis in a Cryolite bath. Aluminium oxide is usually
produced from the mineral bauxite by the Bayer process.
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Remelting of aluminium requires only about 5% of the energy consumed
to produce primary aluminium and the emissions of greenhouse gases are
95% less [28]. This makes aluminium a well suited material for recycling.
The global aluminum mass ﬂow chart for the year 2007 [1] in Figure 2.1
chart shows there is a growing storage of aluminium in use which is a
potential for recycling in the future. These products will become a source
of new aluminium in the future once they reach the end of their lifetime.
The International Aluminium Institute estimates that by the year 2020 the
global aluminium inventory will have reached more than 1 billion tonnes,
from todays ﬁgure of around 600 million tonnes [29].
Figure 2.1: Global aluminum mass ﬂow chart based on reported ﬁgures to
the International Aluminium Institute for 2007 [1].
Remelting, including recycling, is today an equally large source for new
aluminum products as primary production, and although a large percent-
age comes from production scrap and not only post-consumer scrap, it
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underlines the need for energy eﬃcient remelting. Some of the challenges
for the recycling industry are stable prices for scrap, separation of scrap
according to alloy and metal loss due to dross generation.
The design and operation of melting furnaces represent an important en-
vironmental and economic potential for the aluminum industry. The the-
oretical energy necessary to melt aluminum to a ﬁnal temperature of 720◦
C is approximately 1150 kJ/kg (320 kWh/ton). Studies of aluminum com-
panies in the United States show that the typical energy consumption in
reverberatory melting furnaces is around 3800 kJ/kg (1056 kWh/ton) [30].
This yields an energy eﬃciency of only 30%. During the last decade a 10%
improvement in energy eﬃciency for aluminum furnaces has been obtained
according to the same study, but the potential for further improvement
is large. The eﬃciency is assumed to be somewhat higher in Europe due
to a larger focus on energy optimalization because of traditionally higher
energy prices.
There are diﬀerent types of furnaces in the aluminum industry. Some are
specialized melting furnaces, others holding furnaces while others again are
combinations of melting and holding furnaces. Diﬀerent types of furnaces
are used for recycling of dirty scrap as this requires a diﬀerent treatment.
A presentation of the main furnace types will be done with emphasis on
the two most common melting furnaces used in the primary and secondary
aluminum industry. Burners are a key aspect of the furnace design and
will be separately presented along with other furnace enhancements such
as stirring technologies.
2.2 Aluminum melting furnaces
There are several ways to classify aluminum melting furnaces. We have
here chosen to distinguish between furnaces that have a diﬀerent design,
not separating furnaces that uses a diﬀerent heating technology. This
gives us four main types of aluminum melting furnaces operating today:
1) reverberatory furnaces, 2) rotary furnaces, 3) induction furnaces and
4) immersion heater furnaces. The two ﬁrst and often the latter furnace
types are usually heated by natural gas, propane or liquid oil burners.
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In pure recycling furnaces salt ﬂuxing is usually utilized to prevent dross
formation (oxidation), attract oxide layers on the metal and to control the
process of remelting dirty scrap. The reverberatory furnace is dominating
in the primary aluminium industry for melting and holding furnaces while
the reverberatory furnace along with the rotary furnace are more common
in the secondary aluminium industry.
Reverberatory furnaces
This is the dominating furnace in the aluminium industry today. It is com-
monly used as a combined melting and holding furnace for clean scrap,
i.e scrap not contaminated with paint, lacquer or other materials, but is
also used in recycling plants for dirty scrap. Aluminium is molten with
the help of burners mounted on top of the furnace or on the sidewalls as
shown in ﬁgure 2.2.
(a) (b)
Figure 2.2: (a) Reverberatory Furnace at SAPA Heat Transfer [2] and (b)
reverberatory furnace schematic [3].
Heat is transferred both from direct contact with the combustion gases
from the burners and indirectly from the furnace walls. The metal is
hence in contact with a potentially oxidizable atmosphere. Salt ﬂux (a
mix of MgCl2, NaCl, KCl and CaCl2 and Na3AlF6 or other ﬂuorides) is
often added when recycling dirty scrap to minimize the formation of dross
[28].
2.2. ALUMINUM MELTING FURNACES 13
Reverberatory furnaces are divided into dry and wet bath furnaces. The
dry bath furnace preheats sows, ingots and revert materials on a slope
between the furnace door and the molten metal [3]. The wet bath furnace
requires the metal to be preheated to remove contaminants and moisture
before being charged directly into the molten bath.
The main advantages of the reverberatory furnace are easy charging, high
processing rates, versatility, low investment costs because of the simple
layout and low maintenance costs. This is also the reason why it is often
the preferred type of furnace. There are however drawbacks with this type
of furnace which include low eﬃciency, high oxidation rate, high emissions
and ﬂoorspace requirements.
A variant of the reverberatory furnace is a furnace with a side-well or
two chambers. Molten aluminium circulates into the well/second chamber
from the hearth by a pump and melts the charged material before being
reheated in the hearth. This allows for continuous charging and melting.
The shaft furnace is another version of the reverberatory furnace. It uses
the ﬂue gases to preheat the charge materials. The charged materials
slides down the shaft and are heated before they reach the melting zone.
The energy eﬃciency can be improved by 40 to 50% with stack furnaces
[3]. Disadvantages of the stack furnace is the height of the stack and the
heavy maintenance.
Rotary furnaces
The rotary furnace type is common in aluminium recycling facilities. Ro-
tary furnaces are usually more energy eﬃcient than reverberatory furnaces
but traditionally have lower melting rates. The conventional rotary fur-
nace has a horizontal barrel with burners on one side (Figure 2.3). The
energy has traditionally been provided by an air-fuel burner (section 2.3),
but many have in the recent years converted to oxy-fuel burners (section
2.3) which provide a higher energy eﬃciency. The large amount of salt
ﬂux needed for the process has however been a problem resulting in high
costs and a negative impact on the environment with salt slag waste.
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Figure 2.3: Illustration of rotary furnace and transport phenomena inside
furnace [4].
New types of rotary furnaces have been introduced during the last decade
which are tiltable (Figure 2.4) and fully automatic, minimizing previous
problems with process control and quality.
Figure 2.4: Rotary tiltable furnace at SECO/Warwick corporation [3].
Linde Gas, Hertwich Engineering GmbH and Corus Aluminium Voerde
GmbH developed a rotary furnace called the Universal Rotary Tiltable
Furnace (URTF) designed for dross and secondary scrap melting [31], [5].
It uses a dry salt method and oxy-fuel combustion which allows high energy
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utilization, little addition of salt and a small amount of waste production.
A CAD drawing of the URTF is displayed in Figure 2.5. A comparison
was done by Gripenberg et al. [5] for process data using a ﬁxed axis rotary
furnace with an oxy-fuel burner and the URTF. This is displayed in Table
2.2 and favors the URTF in all aspects to the conventional rotary furnace.
Figure 2.5: CAD drawing of URTF operated by Stena Aluminium,
A¨lmhult Sweden [5].
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Table 2.1: Process data for melting of aluminium scrap in rotary furnaces
as presented by Gripenberg et al. [5]. The data is dependent on the type
of scrap processed. A wet process was regarded as the usage of liquid salt
slag while the dry process only uses a small amount of salt and produces
a solid salt slag.
Furnace Process Salt Slag Fuel
addition consumption
[kg/t] [kg/t] [kWh/t]
Fixed axis furnace
with oxy-fuel burner Wet 200 400 500(1000∗)
URTF Dry 0− 70 180− 250 250− 350 ∗ ∗
*) Air-fuel burner, **) Levels below the theoretical minimum is explained
by energy release from painted scrap which contribute to the energy input.
Induction furnaces
There are mainly two types of induction furnaces, channel and coreless.
Channel induction furnaces (see Figure 2.6) operate at around 60 Hz and
are used for holding. The coils provide a electromagnetic ﬁeld that induces
an electric ﬁeld in the metal and provide heat from the internal resistance
in the aluminium. The Lorentz forces provide in addition excellent chem-
ical and thermal homogeneity in the aluminium melt. Coreless induction
furnaces (see ﬁgure 2.7) heat the metal using an external primary coil.
During the last 25 years a new generation of induction furnaces have been
developed with an electrical eﬃciency level exceeding 97% [3]. This does
not include losses from grid transport and production of the electricity,
which can be substantial. The largest commercial units are capable of
melting 60 tons per hour. The amount of dross and emissions from an
induction furnace is very small compared to burner operated furnaces.
The drawbacks of induction furnaces are their sensitivity to the scrap
type added. The metal needs to be fairly clean with few contaminants
as paint and oil residue. They are most eﬀective when melting ﬁnely
shredded scrap and least eﬀective as holding furnaces. The operating and
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Figure 2.6: Channel Induction Furnace [6].
Figure 2.7: Coreless Induction Furnace [6].
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investment costs for induction furnaces are also quite high and substantial
maintenance is required due to dross build-up on the linings which must
be removed regularly. The large metal heel from one charge to another
makes it more diﬃcult to change metal speciﬁcation output.
Immersion heater furnaces
Immersion heater furnaces are typically used for low temperature melting
like zinc [3]. The energy eﬃciency can be as high as 63 to 67%. Heat is
generated by combustion burners or electrical heaters and is transmitted
through tubes submerged in the molten metal, see Figure 2.8. The com-
bustion gases never come into contact with the molten aluminium and the
oxidation losses are minimal. The tubes are coated with a ceramic ma-
terial to protect them from the hostile environment of the molten metal.
This also lowers the conduction of heat to the metal and cracks may result
in a fast destruction of the tubes.
Figure 2.8: Immersion heater mounted in an aluminium melting furnace
[3].
The main challenge for immersion heater furnaces is frequent maintenance
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stops and low durability of the ceramic material coating. Also the type of
scrap added must be clean. Research eﬀorts have been done on developing
Continuous Fiber Ceramic Composite (CFCC) immersion tube burners.
These have been stable at aluminium industry test sites for over 1000 hrs
and 31 cycles [3].
Another project for isothermal melting (ITM) of aluminium using im-
mersed electrical heaters shows high thermal energy eﬃciencies of up to
97% [7] in a laboratory scale. Isothermal refers to the homogeneous molten
metal temperature obtained by this method. The technology uses multi-
ple bays for the metal, see ﬁgure 2.9, and new materials provide high
mechanical and chemical protection.
Figure 2.9: Schematic of a ITM furnace [7].
Comparison of furnace types
A direct comparison between the furnace types is diﬃcult since they are
used for diﬀerent purposes and are individually adjusted for each instal-
lation using various heating technologies. Still a summary of key perfor-
mance parameters with typical ratings can be meaningful for a quick and
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easy comparison between the furnace types. We have tried to summarize
this information in Table 2.2.
It should be noted when comparing the diﬀerent furnaces that induction
furnaces and certain types of immersion heater furnaces such as the ITM
furnace in Section 2.2 require a large metal heel, which could be a disad-
vantage in batch production. This will make them less ﬂexible when it
comes to changing metal speciﬁcation from one batch to another. Also
painted scrap will cause problems for these furnaces and the plasma fur-
nace since there is no oxidizer added in the furnace to burn volatiles.
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2.3 Burners
Burners are a key aspect of the furnace design and energy consumption.
Demands on reducing operating costs along with new and tougher re-
quirements for emissions of especially NOx gases has forced the industry
to develop new and more eﬃcient technology. The three aspects of com-
bustion are given in ﬁgure 2.10. These are also the factors in the design
of the burner and determines how a burner is classiﬁed.
Figure 2.10: Combustion triangle [8].
Today natural gas and propane are the most common fuel for an alu-
minium furnace burner although liquid oil is also still in use. A lot of the
heat provided by the combustion is lost through the ﬂue gas and several
methods for minimizing this loss have been proposed. There are many
diﬀerent types of burners available in the industry today. The ”‘Indus-
trial Burners Handbook”’ [8] gives a thorough presentation of diﬀerent
burner types among other; High-Velocity burners, regenerative burners,
radiant-wall burners, Air-Oxy burners and Oxy-fuel burners. Other rele-
vant references are ”‘Oxygen Enhanced Combustion”’ [32] and ”‘The John
Zink Combustion Handbook”’ [33].
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Air-fuel burners
The traditional burner systems in aluminium furnaces have been burners
that use air or compressed air as the oxidant for the fuel which is natu-
ral gas, propane or liquid oil. While there is a shift in the development
of burners towards using technologies as oxygen enrichment or pure oxy-
gen as oxidizer, there has also been a development of the air-fuel burners.
Demands for reducing operating cost and new restrictive environmental
regulations has pushed the development of more eﬃcient burners.
A staged combustion is a way to reduce NOx emissions by having a fuel
lean or air lean area (Figure 2.11) in the primary ﬂame zone [8]. A sec-
ondary ﬂame zone is created to balance the ratio between fuel and oxidizer
by a separate injection. This lowers the peak temperature (in the primary
ﬂame zone) which has a exponential relationship with the NOx formation
as seen in Figure 2.12.
(a) (b)
Figure 2.11: Illustration of burner with (a) fuel staged combustion and
(b) air staged combustion [8].
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Figure 2.12: NOx formation vs Temperature [8].
Lower ﬂame temperatures can however decrease the heat transfer from
radiation to the metal and increase the CO2 emissions. A numerical in-
vestigation of the staged combustion versus the non-staged combustion
process was done by Nieckele et al [34]. Modeling showed that the staged
combustion provided a more uniform heat transfer along with a higher
heat ﬂux. The ﬂame length is however longer for a staged combustion and
this must be taken into account for smaller furnaces.
The fuel of the burners can have an inﬂuence on the heat transfer from the
ﬂame. Liquid fuels (oil) produce luminous ﬂames containing soot particles
that radiate like blackbodies to the heat load, while gaseous fuels (natural
gas) produce nonluminous ﬂames because of clean combustion [8]. Dif-
ferent fuels require diﬀerent designs for the burners, although there exist
dual-fuel burners that can operate on both liquid and gaseous fuel.
A technique with furnace gas recirculation creates a diluted ﬂame in the
burner by drawing exhaust gases from the furnace into the ﬂame [8]. This
lowers the peak temperature of the ﬂame even though the furnace gases
are hot, and helps heat transfer to the metal by creating circulation of the
2.3. BURNERS 25
furnace gases.
Work done at University of Quebec at Chicoutimi (UQAC) [35], [36], [9]
studied the diﬀerence in heat transfer between a traditional generic air-
burner and a new Low NOX injection burner with a so called ”‘envelope”’
ﬂame. The study also investigated the diﬀerence between a short high
velocity ﬂame and a longer more luminous ﬂame for each of the two burn-
ers. Results did not show a signiﬁcant diﬀerence in total heat ﬂux to the
bottom refractory of the test furnace. The total heat ﬂux consisted of
around 80% radiation heat ﬂux and 20% convective heat ﬂux for all four
ﬂame types to the bottom of the refractory lining for paralell ﬁring. For
an impingement conﬁguration (see ﬁgure 2.13) the heat ﬂux distribution
changed dramatically with a range of 30 to 66% convective heat ﬂux de-
pending on the set-up.
Figure 2.13: Impingement conﬁguration of test furnace [9].
Energy eﬃciency tests were performed by Belt [37] for combination melt-
ing and holding furnaces for 2 years. This study was set out to optimize
the operation of the furnaces. This involved mainly operation of the air-
fuel burners and included idle modes, reduced excess air, reduced ﬁre rate,
reduced ﬂue temperature, pilot relight burners and reduced ﬂue size. Re-
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sults showed that the biggest potential for improvement was a reduced
ﬁre rate to lower the ﬂue gas temperature. Second was the reduction of
excess air for the fuel-air mix in the burners along with an idle mode for
the furnace, lowering the bath temperature when holding for several hours
without casting. Further studies on energy eﬃciency were done with real
life tests in production for three diﬀerent types of reverberatory furnaces
[38]. They showed that adjusting the burner input could save up to 13%
of the energy input without aﬀecting the melt rate or productivity. By
adjusting the total loading of two burners to an asymmetric setup, i.e for
example 60% on burner one and 40% on burner two, savings of more than
5% were recorded. Preheating of combustion air up to a moderate 100◦ C
from under the furnace can save up to 4% without installing regenerative
or recuperative burner systems.
Scheeringa [39] used a CFD code to examine the performance of an alu-
minium furnace. Results showed that the furnace geometry and operation
do have eﬀects on the eﬃciency. Placement of burners and ﬂue gas exit
should be done with care to ensure good combustion eﬃciency and heat
transfer. Also the number of burners inﬂuence the ﬂow pattern in the
furnace signiﬁcantly. The angle of the burners and the injection velocity
are important parameters for the ﬂow penetration to the metal. The ratio
between fuel and air in the burner has eﬀects on pollutant formation, soot
concentration and furnace temperature.
Migchielsen [40] points out that the burner systems should be ﬁne-tuned
regularly to ensure optimal operation. The air-fuel ratio is important for
fuel consumption. Dynamic adjustment systems of the air-fuel ratio via
electronic control systems should be considered. The amount of excess
air should be reduced to obtain higher eﬃciencies. Regenerative burner
systems could be used together with high velocity air burners.
Energy eﬃciency of aluminium reverberatory furnaces with natural gas
ﬁred burners using plant-site experiments was analyzed by Li et al. [30].
The energy eﬃciency was around 11−12% for holding furnaces , 26−29%
for melting furnaces and 39% for a melting furnace with preheated air.
The ﬂue gas accounted for 35% to 50% of the total heat loss. Better in-
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sulation materials and operation of the furnace was suggested to increase
the heat transfer to the metal load. Staged combustion was proposed to
reduce heat loss through the ﬂue gas along with installation of regenera-
tive or recuperative burner systems, alternatively oxy-fuel technology and
preheating of metal with hot ﬂue gases.
Heat recovery burners
There are two main types of heat recovery burner systems. These are
recuperative and regenerative systems. A recuperative system is a gas-
to-gas heat exchanger placed on the stack of a furnace like we see in
Figure 2.14. The exhaust from the furnace is never mixed with the incom-
ing combustion air, but is heated through forced convection in tubes or
plates. The high temperatures of the exhaust gases require materials that
are designed to withstand the hostile environment. Recuperative systems
have been plagued by maintenance problems in the aluminium industry as
the recuperator materials are sensitive to corrosive gases such as chlorine
used to purify the metal. This has resulted in systems that quickly deteri-
orate and for that reason many have been reluctant to install such systems.
The second main heat recovery system is a regenerative burner system,
see Figure 2.15. This system requires a larger and more extensive control
system. A regenerative system comprises of two burners, two regenera-
tors, reversing valves and a reversing logic [8]. Each burner has a heat
storage regenerator. While one of the burners ﬁres with air heated when
passing through its regenerator, the other burner acts as an exhaust where
its regenerator is heated by the hot ﬂue gases. The burners cycle between
ﬁring and exhausting when the system is operated. The main challenges
of regenerative systems have been the high NOx emissions because of the
higher combustion temperatures and large maintenance issues.
A proposed new generation of regenerative burners that are more eﬃcient
and have low NOx emissions is discussed in [11]. This technology from
Bloom Engineering, LumiFlame, uses a two stage air design employing
both cold and hot air, see Figure 2.16. Maintenance is done easier by a
hinged easy-open clean out door or a completely removable media case
which should give minimal burner downtime. A comparison between op-
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Figure 2.14: Schematic of a recuperative system [3].
Figure 2.15: The 2 step cycle of a regenerative burner system [10].
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erating costs for cold air, recuperative, regenerative and oxy-fuel systems
was performed, where the regenerative system had the lowest costs. These
results were also conﬁrmed in [41] and [42]. The latter work also emphasize
that the choice of technology depend very much on the individual needs
of the customer.
Figure 2.16: LumiFlame burner concept [11].
Wolitz [43] discussed the cost and beneﬁts of retroﬁtting a cold air burner
system to a regenerative system and comparing it to other technologies
such as oxy-fuel. A regenerative system was installed in an aluminium
furnace at Owens Corning, USA, based on comparisons of the diﬀerent
systems. It was concluded that the installation of a regenerative system
using LumiFlame from Bloom Engineering was economically beneﬁcial for
an aluminium side-well melter furnace.
Air-oxy burners
The use of oxygen-enhanced combustion (OEC) can improve the energy
eﬃciency of air burners and reduce the NOx emissions. Air consists of
around 21% O2 and 79% N2. By adding pure O2 to the air used as ox-
idizer in the burners, the melt rate can be improved. Some research has
shown that a 35 to 50% oxygen concentration gave the optimal perfor-
mance [3].
The oxygen can be added using two main methods, see Figure 2.17. The
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most common method for lower levels of oxygen enrichment is adding the
oxygen directly into the combustion air supply with a diﬀuser that secures
good mixing. The method of lancing has several advantages. No modiﬁca-
tion of existing air-burners need to be done and emissions are lower using
lancing compared to premixing because it stages the combustion. The
ﬂame heat release is more evenly distributed and heat transfer eﬃciency
is improved. By using undershot lancing enrichment the underside of the
ﬂame will increase the heat transfer down towards the metal load and
produce less heat to the refractory in the ceiling than oxygen enrichment.
(a) (b)
Figure 2.17: (a) Oxygen-enriched air-fuel burner [8] and (b) oxygen lancing
into air-fuel burner [8].
Air-oxy-fuel technology called RAPIDFIRETMfrom Air Products was pre-
sented by Saha [12]. It is an oxy-fuel burner inside an air-fuel burner as
seen in Figure 2.18. The furnace refractory is protected by the air-fuel
ﬂame which provides an envelope ﬂame around the oxy-fuel ﬂame. This
burner can switch between air-fuel, air-oxy and oxy-fuel depending on the
needs and the phase of heating. Figure 2.19 shows how the ﬂame tem-
perature develops with the amount of oxygen usage. Air-oxy ﬁring has
claimed good results for aluminium melting and this burner system has
been installed in reverberatory furnaces since 1993. Table 2.3 shows ex-
pected results from a transfer from air-fuel to air-oxy-fuel burners.
A study supported by the US Department of Energy of Air Product’s
Air-oxy-fuel systems [44] along with a vacuum-swing-absorption (VSA)
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Figure 2.18: RAPIDFIRE TMAEZ Air-Oxy Burner [12].
Figure 2.19: Flame temperature versus O2 enrichment [12]
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Table 2.3: Typical results when converting from air-fuel to air-oxy-fuel in
a reverberatory furnace [12].
RAPIDFIRE TM Air-fuel
Firing rate [MW] 4.4 4.7
Air/Oxygen ratio 25/75 −−
Roof Temp [◦C] 1100 1100
Production per day [t/day] 95.3 72.6
Fuel consumed [kWh/t] 1158 1810
Fuel savings 36% Base
Increased productivity 31% Base
oxygen system showed good results where optimal performance of the
burners were obtained with 35 to 50% oxygen enrichment. This system
uses about half the oxygen of a traditional oxy-fuel burner and a 30% in-
crease in production and a 40% decrease in energy consumption is reached
compared to air-fuel burners. The NOx-target of less than 0.15 kg NO2 /
ton aluminium produced was also met.
Another study supported by the US Department of Energy [45] on low
dross combustion systems presented the Flex-Flame burner which has a
ﬂame with a fuel rich zone down towards the metal and a fuel lean zone
against the ceiling. This ensures that as little oxygen as possible is in con-
tact with the aluminium which can lead to oxidation. Advanced burner
control made it possible to adjust the shape of the ﬂame.
Krichten et al. [46] investigated the eﬀects of retroﬁtting air-burners with
the new RAPIDFIRE technology. A secondary smelter was studied with
the background of needing higher productivity, reduced costs of melting
and improved metal yield. Three furnaces were monitored and a 15−20%
increase in production was recorded along with a reduced operating cost
of 0.75 cents per pound aluminium melted. The refractory was moni-
tored and no sign of increased wear was found in the furnaces. The metal
yield was increased because of a shorter furnace cycle. Another secondary
melter was investigated after swithcing to this technology. Here a 30%
increase in melt rate was measured. No negative eﬀects were registered
2.3. BURNERS 33
for the refractory.
Jepson et al. [47] present the Pyretron air-oxy-fuel technology from Air
Liquide with variable ratio O2 from 25% to 75%. The optimum level of
O2 depends on the furnace type, charging materials, number and location
of burners and cost of fuel and O2. A 25− 50% increase in melt rate was
observed in several installations. The return of using more oxygen is re-
duced when approaching 100%. Only the minimum amount of oxygen to
get the desired melt rate increase should be used. The use of oxygen can
also be varied during the cycle of melting and holding. The air-oxy-fuel
burners provide the lowest melt energy cost. Fuel and oxygen cost ratios
vary between 1.3 and 3.0 for a well-charged reverberatory furnace. Below
a ratio of 1.3 air-fuel is cheapest while for a ratio over 3.0 pure oxy-fuel is
most inexpensive. Similar results apply for direct charged reverberatory
furances. NOx emissions are about the same as for air-fuel due to the
improved eﬃciency, and for lower NOx emissions 100% oxy-fuel should be
applied. The Pyretron system could also be installed as a supplement for
regenerative and recuperative burners to increase the melt rate.
Oxy-fuel burners
Burners using O2 as the oxidizer of the fuel are called oxy-fuel burners [8].
The concentration of O2 vary from 90 to 99.9%. Oxy-fuel burners are in
use in various industrial furnaces today and the motivation for installing
this technology is mainly a desire to increase productivity, improve fuel
eﬃciency and to reduce emissions of NOx.
The aluminium industry became reserved towards burner technology with
oxygen-enriched combustion or oxy-fuel developed in the 1960’s and 1970’s
compared to other industries such as the steel industry. Negative experi-
ences from oxidation of metal, dross formation and uneven heating made
the aluminium industry conservative regarding burner technology. This
skepticism also continued into the 1980’s and early 1990’s. However new
technology has made oxy-fuel burners also attractive for the aluminium
industry.
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The advantages of oxy-fuel are well known. Fuel savings can be over 50%
compared to air-fuel systems without heat recovery, melt rates increase
signiﬁcantly and NOx emissions can be reduced by 80 to 95% [8]. Also
the ﬂue gas system can be downsized because of the reduction of com-
bustion gas volume. More space around the furnace is available because
of the compact size of such systems. The cost of oxygen must however
always be considered when selecting the appropriate burner technology.
Golchert et al. [13] showed how CFD modeling could be used to pre-
dict the eﬀects on fuel consumption and emissions when changing from
air-fuel to oxy-fuel in a aluminium reverberatory side-well furnace. A sim-
ple burner conﬁguration, as seen in Figure 2.20, was used in the Fluent
software model. For the air-fuel the central region contains some of the
oxidizer along with the fuel (partially premixed).
Figure 2.20: Simple burner geometry for oxy-fuel and air-fuel used in CFD
model by Golchert et al. [13].
The results from the simulation gave a signiﬁcantly lower gas temperature
for the air-fuel case than for the oxy-fuel case as we see in Figure 2.21.
The oxy-fuel case gave a higher heat radiation to the aluminium melt, but
also higher temperatures on the furnace walls.
The velocity distribution shown in Figure 2.22 shows a higher velocity for
the air-fuel case than the oxy-fuel case. This reduces the residence time for
the gases in the furnace and the ability to radiate energy to the metal load.
Abernathy et al. [48] investigated the use of oxy-fuel technology in alu-
minium remelters. The study concludes that use of oxygen enrichment or
lancing does not give desired results for remelters. A new type of burner
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(a) (b)
Figure 2.21: Furnace gas temperature distribution for: (a) Air-fuel case
and (b) Oxy-fuel case [13].
(a) (b)
Figure 2.22: Furnace velocity distribution for (a) air-fuel case and (b)
oxy-fuel case [13].
36 CHAPTER 2.
was developed by BOC Gases Group called the FLAT-JET TMburner.
It features a high velocity natural gas jet which is sandwiched by two
low velocity oxygen jets creating a luminous ﬂame with a width close to
the length. Experiences from three well typed 140000 lbs (≈ 63 ton) to
160000 (≈ 73 ton) lbs furnaces in the U.S. show a 25− 40% productivity
increase, no yield decrease, furnace eﬃciency improvement from 15− 20%
to 55 − 65%, 70 − 80% emission reductions and lower ﬂue temperature.
A CFD study [49] demonstrates that this type of ﬂame shape is favorable
for uniform heat transfer. It also points out how CFD can be a tool for
optimising and developing burner systems.
Huggahalli et al. [50] examined the parameters to consider when changing
from air-fuel to oxy-fuel technology. The three most important factors
were identiﬁed from operational experience and were: burner elevation
(distance from bath), ﬁring rate and stoichiometry. By using a CFD model
developed in Fluent R©, a 33 factorial design was performed on these fac-
tors. The model was validated using a laboratory test furnace running the
same experimental design and settings.
Gluns et al.[24] pointed out the advantages of oxy-fuel over air-fuel in
the secondary aluminium industry. Low Emission Aluminium Melting
(LEAM) technology from Air Products was introduced for rotary furnaces
with performance results shown in Table 2.4.
For other types of furnaces such as reverberatory furnaces a burner sys-
tem called APMELT-RILEETM, Figure 2.23, was presented which showed
similar results. This system was also presented in [12] under the name
RAPIDFIRE-RILEETM. It is designed to utilize the additional energy
from combustion of contaminants such as paint and oils in the metal in an
optimal way. The furnace utilizes a fan on top which creates circulation
in the chamber and gives a lower ﬂame temperature. Extra oxygen can be
added from the top of the furnace which can help burn oﬀ particles that
have not been combusted.
Saha et al. [12] also looked at a ﬂat ﬂame burner called CLEANFIRE R©HR
from the same producer. The burners were originally designed for glass
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Table 2.4: Comparison between LEAM R©oxy-fuel technology and air-fuel
burner [24].
Conventional air-fuel LEAM R©process
single-pass equipment oxy-fuel
double-pass
Tap-to-tap time [%] 100 70
Energy consumption [kWh/t] 900− 1100 420− 520
Thermal eﬃciency [%] 30 60− 70
Baghouse dust [kg/t] 25 6
Oﬀgas volume [%] 100 30
NOx [kg/t] 31 0.45
Organic compounds [kg/t] 0.3 0.03
Figure 2.23: RAPIDFIRE TMRILEE combustion system [12].
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furnaces and are either water or air cooled, and are able to run on natural
gas, light and heavy oils. The ﬂame is long, wide and ﬂat which provides a
highly radiative ﬂame which is suitable also for aluminium reverberatory
furnaces.
Nieckele et al. [51] performed numerical simulations of 100% oxy-fuel
combustion inside an aluminium melting furnace. A comparison between
a staged combustion with parallel injection jets, a staged combustion with
divergent jet for oxygen and a non-staged combustion process with parallel
jets was done (see Figure 2.24). The results showed that the ﬂame region
was to a small extent inﬂuenced by the conﬁguration of the combustion.
A staged combustion created lower ﬂame temperatures and a longer ﬂame
than the non-staged combustion. This must be taken into consideration
when installing burners in a furnace. A diﬀerence in the total heat ﬂux to
the melt between the conﬁgurations was not possible to register with the
resolution of the model. A staged combustion should be preferred when
possible as this is a well accepted method for low NOX emissions. Another
work done by the same author [52] suggested that the higher temperatures
of oxy-fuel can lead to wear and possible damage on refractory walls under
certain conditions.
Figure 2.24: Injection conﬁguration for (a) burner fuel and oxidizer (b)
parallel jets for the oxygen injector and (c) divergent jets for the oxygen
injector.
Gripenberg et al. [31] [5] presented an oxy-fuel system from Linde Gas
used in the universal rotary tiltable furnace (URTF) introduced in section
2.2. This is called the WASTOX R©system [53], Figure 2.25, which uses
separate oxygen lances to combust volatiles. Instead of using the burner
with excess amount of oxygen (λ > 1) an oxygen lance provide the extra
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oxygen needed to ensure complete combustion. This gave better ﬂexi-
bility and control of the ﬂame direction and allegedly better combustion
eﬃciency. The fuel and oxygen ﬂow are controlled by ﬂue gas monitor-
ing. Measurements showed an instant drop in CO concentration (high
concentration is an indicator of incomplete combustion) when the oxygen
lances were turned on, while the O2 concentration remained stable. A 5
month evaluation of the URTF with the WASTOX R©system compared to
previous oxy-fuel burners in a stationary rotary furnace showed increase
in metal yield, a 40% reduction in fuel consumption and a 70% reduction
in salt addition.
Figure 2.25: Comparison of premixed oxy-fuel and oxygen lancing for
burner combustion[5].
Linde Gas has also developed a new oxy-fuel burner concept for reverber-
atory furnaces called Low Temperature Oxy-fuel (LTOF) [14], see Figure
2.26. The ﬂame temperatures are lower for this system than other oxy-fuel
burners because of dilution of the ﬂame by mixing furnace gases into the
combustion zone as seen in Figure 2.27. This creates a more uniform heat
transfer with the same amount of heat but with a lower peak temperature
as we see from Figure 2.28 and Table 2.5.
The LTOF technology was installed at SAPA Heat Transfer AB, Sweden
in 2005. A 28-ton reverberatory remelting furnace was equipped with four
new LTOF burners, replacing older oxy-fuel burners. The experiences
from the new system compared to the old is presented by Gripenberg et
al. [2]. An electromagnetic stirrer (EMS) from ABB was also installed
approximately at the same time. More uniform scrap meltdown was ob-
served along with lower roof temperatures. This resulted in a 10% increase
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Table 2.5: Maximum ﬂame temperatures measured. 1200◦C furnace [25].
Burner type Max ﬂame
temperature
Flameless/LT oxy-fuel 1434◦C
Regenerative ﬂameless air-fuel 1398◦C
Air-fuel, cold air 1404◦C
Conventional oxy-fuel > 1600◦C
in melt rate and 10% fuel savings. The measured average NOx emissions
constituted a 90% reduction compared to the previous technology and well
below 0.18 kg/ton. Dross formation was reduced by 9%. Increasing the
eﬀect of the burners from 2.6 MW to 3 MW and including the eﬀect of
the EMS resulted in a 34% increase in melt rate and a 19% reduction in
dross formation. The average fuel consumption was 495 kWh/ton giving
an energy eﬃciency of 66% for the study.
Figure 2.26: LTOF burner with output 0.2− 2.0 MW [14].
Production experiences from installation of LTOF burners in casthouse
furnaces at a primary aluminium production plant was presented by Gripen-
berg et al. [54]. The casthouse needed to increase their share of commodity
metal used in every batch to replace liquid metal after closure of old pot-
room lines. The goal was to keep up the same production in the casthouse
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Figure 2.27: Illustration of the Low Temperature Oxy-fuel burner [2].
using the existing furnaces. The furnaces were retroﬁtted with LTOF
burners and energy consumption, amount of cold metal used and dross
formation was logged over a period about 10 months and compared to
old ﬁgures from the furnaces using air-fuel burners. The oxy-fuel burners
were more eﬃcient the larger share of cold metal used in a batch with
results down to 500 kWh/ton remelted aluminium. This was achieved
with a 40− 45% share of cold metal used in the production batches. The
LTOF burners were calculated to be cost-neutral for the same amount
of cold metal used as before the installation of burners and economically
beneﬁcial for larger amounts of cold metal used in the charges.
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Figure 2.28: Flame temperature measurements with furnace at 1200◦C
[2].
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Plasma heaters
Plasma heaters, Figure 2.29, can be installed in typical remelting and
recycling furnaces with small capacity. The principle involves ionizing
nitrogen or argon gas by using electric energy. The ionized gas is then
shot towards the metal and will at impact again form nitrogen gas while
energy is released in the reaction. In a rotary furnace a plasma heater
can be installed instead of a conventional burner. Plasma heating has the
advantage of high melting rates and energy eﬃciency.
Figure 2.29: Plasma heater in furnace [3].
Plasma heaters are reported to heat 60% quicker than a conventional high
rate melter [3]. Energy consumption can be 440 kWh/ton aluminium
melted giving a energy eﬃciency as high as 65% [55]. The metal loss due
to oxidation is reported to be < 1% as opposed to a gas/oil burners with
3-5% metal loss. Newly developed plasma heaters are able to produce the
required amount of plasma directly from air and do not need external gas
sources as nitrogren or argon [55]. Plasma heating also beneﬁts from low
emissions since there is no combustion.
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2.4 Melt stirring technology
Melt stirring can be applied in melting furnaces to reduce temperature gra-
dients in the metal bath and hence increase heat transfer into the bath,
lower oxidation and dross formation by lowering the temperature on the
top metal bath and decrease dissolution time of alloying elements. There
are several possible methods of stirring the melt, ranging from mechanical
stirring by a shovel, diﬀerent types of pumps to electromagnetic stirring.
The melt rate and energy eﬃciency in a aluminium melting furnace can be
improved by installing a metal pump that increases metal bath circulation.
Henderson et al. [26] presented an electromagnetic pump from Electro-
magnetic Pump Technologies (EMTP) and made a comparison between
the performance of the diﬀerent types of circulation methods. This can be
found in Table 2.6. The measure of eﬀectiveness in the table involves melt
and temperature homogeneity, improved productivity, extended refractory
life etc. The actual numbers in the table could be outdated and should be
used with care.
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Electromagnetic stirrer
Today electromagnetic stirring technology shows promise with ease of in-
stallation in existing furnaces and documented results. An electromagnetic
stirrer (EMS) uses electromagnetic forces to stir the molten aluminium
without any physical contact with the melt. The EMS can be placed un-
der the furnace bottom (see Figure 2.30) or on the side of the furnace wall.
This results in easy maintenance and stable operation.
Figure 2.30: EMS installed below furnace at SAPA Heat Transfer.
The EMS will by creating good mixing in the furnace reduce the temper-
ature gradients between the bottom and the top of the melt (see Figure
2.31). This will lower the surface temperature of the melt and hence lower
the dross formation which is temperature dependent. It also improves the
heat transfer through the melt surface and into the melt and increases the
energy eﬃciency of the natural gas burners. With a lower surface tem-
perature it is possible to increase the energy input without overheating.
Stirring will give a more homogeneous melt as the alloying elements are
dissolved at a faster rate and distributed in the melt.
Alachalabi et al. [56] presented a theoretical analysis of the heat transfer
from the combustion gases to the surface of the aluminium melt. The pos-
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Figure 2.31: Reference measurements made on 32-ton furnace with bottom
mounted stirrer [15].
sible inﬂuence of an electromagnetic stirrer on the heat transfer was also
explained. A CFD model was developed to conﬁrm the analysis and to
quantify the potential beneﬁts of electromagnetic stirring. Furthermore
trials at Hydro Holmestrand in Norway, before and after installation of
an electromagnetic pump (EMP) system from EMP Technologies, showed
a signiﬁcant increase in melt rate ( 20%) using the EMP, especially for
mixed scrap. In addition dross reduction, better bath homogeneity and
energy savings of up to 25% were registered.
Gripenberg [2] showed good results for the installation of an electromag-
netic stirrer called AL-EMS ORD 18 from ABB in a 28-ton reverberatory
furnace at SAPA Heat Transfer AB, as mentioned in Section 2.3. Dross
formation was reduced about 12% while an increased melt rate of up to
13% was recorded during trials due to the eﬀect of the EMS. Even better
results were recorded when combined with the LTOF burner system.
A numerical CFD model of a reverberatory melting furnace with the AL-
EMS ORD 18 from ABB was presented by Stal et al. [57] and compared to
on-site measurements. The model included electromagnetic stirring forces
in a melt and showed how the melt could be thermally homogenized when
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turning the stirrer on. The temperature diﬀerence between a point near
the melt surface and a point near the bottom was close to 70◦C before
turning on the stirrer, and less than 5◦C after 90 s of stirring. This was in
agreement with the on-site measurements in a 70 ton tilting reverberatory
melting furnace. Plant studies showed an average reduction in cycle times
of 18% using the EM stirrer.
Hydraulic Metal Pump
A hydraulic metal circulation pump, called the J-50 by Metaullics Sys-
tems, was presented by Bright et al. [16]. This type of pump is usually
installed in reverberatory furnaces with external sidewells as seen in Figure
2.32. An increase in the energy eﬃciency of between 15− 35% is expected
for circulation pumps.
Figure 2.32: Typical arrangement of the J-50 pump in an aluminium melt-
ing furnace [16].
Results showed that the J-50 pump was able to increase the melt rate
by up to 17% compared to older hydraulic pumps. Other beneﬁts from
such pumps are reduction in oxide formation, more homogeneous melt
and increased energy eﬃciency. The study also revealed that a higher
circulation rate (excess of 10 turns per hour) than the expected optimal 5
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turns per hour is beneﬁcial for the melt rate, even for large furnaces over
100 tons. The drawback of an hydraulic pump is the diﬃculty and cost
of ﬁtting it to existing reverberatory furnaces without a sidewell. It also
requires regular maintenance and replacement of worn parts.
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Chapter 3
Background theory for CFD
modeling
The recent progress in computational power along with the development in
commercial and open source CFD software has opened new opportunities
for modeling as a research tool for industrial applications. The use of CFD
modeling for aluminium cast house furnaces has up until recently been a
largely unexplored area. However in the last decade this has changed and
several codes and models have been developed.
Modeling of heat transfer when melting metal in an aluminium furnace
using burners, requires several physical models describing the behavior of
the process: 1) a model describing ﬂuid ﬂow including turbulence in the
furnace, 2) an energy equation describing heat conduction and convection
in gas, ﬂuid and solid, 3) a combustion model describing the chemical re-
actions and heat release of the burners, 4) a radiation model to calculate
the radiation heat exchange in the furnace and 5) a melting/solidiﬁcation
model to describe phase change for aluminium when melting.
In this chapter the relevant models and theory used when modeling heat
transfer in a melting furnace are presented and discussed. These are estab-
lished and well tested models, which are presented here as a background
reference material. The CFD software used for the simulation work in this
thesis is the software ANSYS Fluent version 13.0 based on the ﬁnite vol-
51
52 CHAPTER 3.
ume formulation. Also physical properties of aluminium which is used in
the simulations are discussed in this chapter. A short literature review of
numerical modeling in aluminium furnaces is presented in the last section.
3.1 Flow and heat transfer equations
The Navier-Stokes equations describe the physics of ﬂuid ﬂow. When
modeling ﬂow phenomena the fundamental equations are
∂ρ
∂t
+
∂
∂xj
(ρuj) = 0 (the continuity equation)
(3.1.1)
∂
∂t
(ρui) +
∂
∂xj
(ρuiuj) = − ∂p
∂xi
+
∂τij
∂xj
+ ρfi, (the momentum equation)
(3.1.2)
where
τij = μ
(
∂ui
∂xj
+
∂uj
∂xi
)
+ (μB − 2
3
μ)
∂uk
∂xk
δij , (3.1.3)
formulated in Einstein notation (see Appendix A). μ is the dynamic molec-
ular viscosity and μB is the bulk viscosity. For ideal monoatomic gases
μB = 0 under the Stokes’ hypothesis. This term will in addition disap-
pear for incompressible ﬂows and can thus be neglected in most practical
problems. More thorough discussions for this is found in [58].
For these equations to be solved directly numerically (Direct Numerical
Simulation) we need a resolution in space and time for the discretization
scheme that go down to the smallest scales of the ﬂow. For large problems,
such as in industrial applications, it is not feasible to solve the equations
with the required resolution. One approach is to solve the equations on
a coarser grid and to assume that the small scale phenomenons are inde-
pendent of the larger scales. Then a common sub-grid model can be used
for smaller scales. This type of modeling is called Large Eddy Simulation
(LES) but still is computer intensive. Another approach is to use models
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that simplify the equations to a manageable level where a resolution down
to the smallest time and length scales is not necessary. The most used ap-
proach is to introduce what is called Reynolds averaging (time averaging)
by decomposing the quantities in a mean value and a ﬂuctuating part.
ui = u¯i + u
′
i and p = p¯+ p
′
and then averaging the equations. The Reynolds Averaged momentum
equation is given in equation 3.1.4.
∂
∂t
(ρu¯i) +
∂
∂xj
(ρu¯iu¯j) = − ∂p¯
∂xi
+
∂
∂xj
(τ¯ij − ρu′iu′j) + ρf¯i (3.1.4)
3.2 Turbulence models
The k- model
In the Reynolds Averaged Navier Stokes (RANS) equations we get un-
known correlations, −ρu′iu′j called Reynolds stresses or ﬂuxes which must
be modeled. Many turbulence models are based on the eddy viscosity
hypothesis introduced by Boussinesq [59]. The Reynolds stresses are pro-
portional to the gradients of the mean velocities;
−ρu′iu′j = ρνt
[
∂u¯i
∂xj
+
∂u¯j
∂xi
]
− 2
3
ρkδij .
k is here the turbulence energy deﬁned as the average of the turbulent
ﬂuctuations of kinetic energy
k =
1
2
u′iu
′
i.
An equation for k is derived from the momentum-equation by subtracting
the Reynolds averaged momentum equation, and then multiplying with
u′i before averaging. The modeled k-equation where unknown terms have
been replaced by modeled terms is
∂
∂t
(ρk) +
∂
∂xj
(ρku¯j) =
∂
∂xj
((
μ+
μt
σk
)
∂k
∂xj
)
+ ρPk − ρ, (3.2.1)
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where
ρPk = μt
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
∂u¯i
∂xj
. (3.2.2)
μt is the turbulence viscosity deﬁned as
μt = Cμρ
k2

. (3.2.3)
 can be seen as the dissipation from large to smaller eddies in the ﬂuid.
This term is unknown and a transport equation for the dissipation can
be derived from the momentum equation. With modeled terms (gradient
model) for the production, diﬀusion and dissipation terms yields
∂
∂t
(ρ) +
∂
∂xj
(ρu¯j) =
∂
∂xj
((
μ+
μt
σ
)
∂
∂xj
)
+ C1

k
ρPk − C2 
k
ρ.
The constants σk, σ, C1, C2 and Cμ are found empirically or from Re-
Normalization Group theory (RNG) which give slightly diﬀerent values.
See details in Appendix B. The RANS equations along with the k-equation
and the -equation give us what we refer to as the k--model which is the
most widely used turbulence model in industrial applications. This is be-
cause it is computationally fairly moderate to solve in comparison to many
other models and can give results that are not much inferior to more com-
puter intensive models. Also its strengths and weaknesses are well tested
and documented so that limitations in the model are transparent.
Another k--model recently developed is the realizable model which incor-
porates a new formulation for the turbulent viscosity along with a new
transport equation for  [60]. The advantages with this model involves
amongst more precise spreading rates for planar and round jets.
The k-ω model is a variation of the k- model where the equation for the
dissipation is replaced by an equation for the speciﬁc dissipation rate, ω.
A version of this model was presented by Wilcox [61] and has later been
modiﬁed in various ways adding product terms to improve accuracy for
instance for Low-Reynolds number correction, compressibility and shear
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ﬂow spreading. The Reynolds number is deﬁned as Re = ρuLcμ =
uLc
ν ,
where u is the ﬂow velocity, Lc the characteristic length of the ﬂow and
ν = μ/ρ the kinematic viscosity. ω can be considered the ratio of  to k.
The turbulence viscosity is modeled as
μt = α
∗ ρk
ω
, (3.2.4)
where α is a damping factor for the turbulence viscosity at low Reynolds
numbers and is a function of the turbulent Reynolds number (Wilcox [61]
for details). At high Reynolds numbers α∗ is 1, turning it into the stan-
dard formulation.
The Reynolds-stresses have the same formulation as the k- model, while
the dissipation of turbulence energy term in the k-equation 3.2.1 is now
replaced with a term Dik ∼ kω
∂
∂t
(ρk) +
∂
∂xj
(ρku¯j) =
∂
∂xj
((
μ+
μt
σk
)
∂k
∂xj
)
+ ρPk −Dik. (3.2.5)
The production of turbulence energy is deﬁned as before in equation 3.2.2.
The transport equation for omega is then
∂
∂t
(ρω) +
∂
∂xj
(ρωu¯j) =
∂
∂xj
((
μ+
μt
σω
)
∂ω
∂xj
)
+ α
ω
k
ρPk − Fωρω2.
The Fω is usually a function of several parameters including the turbulent
Reynolds number, k and ω. See Appendix B.
Other turbulence models
A diﬀerent approach is Reynolds stress models (RSM) which solve the
Reynolds stresses by employing explicit transport equations for each of the
individual stresses (6 independent directions) in addition to a k-equation
for the turbulence energy and -equation for the dissipation rate. These
transport equation can be solved directly, or simpliﬁed to algebraic expres-
sions which give us Algebraic Stress Models (ASM). While ASM models
are less expensive to solve than RSM models they are still more expensive
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than two-equation models, but do not necessarily perform signiﬁcantly
better in all cases.
3.3 Heat and mass transfer
For thermodynamical considerations we need a energy or temperature
equation for instance on the form of an enthalpy equation
∂
∂t
(ρh) +
∂
∂xj
(ρhuj) =
∂
∂xj
(
ρα
∂h
∂xj
)
+ Sh, (3.3.1)
where α = k/ρCp. This equation assumes an ideal gas or constant pressure
such that h = h(T ). The source term, Sh, depends on the simpliﬁcations
made and includes latent heat and energy from reactions.
In ﬂows involving more than one species we also need a transport equation
for concentration or mass fraction
∂
∂t
(ρYk) +
∂
∂xj
(ρYkuj) =
∂
∂xj
(
ρD
∂Yk
∂xj
)
+Rk. (3.3.2)
The source term Rk, involving amongst chemical reactions, needs to be
modeled. The Reynolds-averaged equations for energy and mass fraction
are
∂
∂t
(ρh¯) +
∂
∂xj
(ρh¯u¯j) =
∂
∂xj
(
ρα
∂h¯
∂xj
− ρh′u′j
)
+ Sh. (3.3.3)
and
∂
∂t
(ρY¯k) +
∂
∂xj
(ρY¯ku¯j) =
∂
∂xj
(
ρD
∂Y¯k
∂xj
− ρY ′ku′j
)
+Rk. (3.3.4)
The unknown Reynolds ﬂuxes also known as turbulence diﬀusivities−ρh′u′j
and −ρY ′ku′j must also be modeled.
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3.4 Modeling radiation
Thermal radiation is the emission of thermal energy through electromag-
netic waves from the surface of an object. In a gas ﬁred remelting furnace
the most important mode of heat transfer is through radiation. This in-
cludes radiation from the furnace walls and roof but also radiation from
the hot combustion gases. Radiation hence needs to taken into account
when modeling heat transfer in such a furnace.
The Discrete Ordinates Radiation model is well used in problems involving
combustion where radiation from gases play an important role in addition
to radiation heat transfer between the various surfaces. The model solves
the radiative transfer equation (RTE) for a ﬁnite number of discrete solid
angles
dI(r,s)
ds
+(a+σs)I(r,s) = an
2σT
4
π
+
σs
4π
∫ 4π
0
I(r,s′)Φ(s ·s′)dΩ′, (3.4.1)
where
I = radiation intensity in position r in the s direction
r = position vector
s = direction vector
s′ = scattering direction vector
s = path length
a = absorption coeﬃcient
n = refractive index
σs = scattering coeﬃcient
σ = Stefan Boltzmann constant
T = Local temperature in Kelvin
Φ = Phase function
Ω′ = solid angle.
The RTE describes the intensity of a beam of radiation when it trav-
els and how it looses energy through absorption, redistributes radiation
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through scattering and gains energy through emission, see illustration in
Figure 3.1. Radiation models often assume gray gas(es) but there is also
the possibility of modeling non-gray gases using gray-band models where
the absorption coeﬃcient aλ varies across the spectral bands (wavelength
intervals). Usually a gray gas approach gives suﬃcient accuracy in com-
bustion furnace cases.
Figure 3.1: Illustration of Radiative Transfer Equation (RTE) from AN-
SYS Fluent Theory Guide 13.0 [17].
The weighted-sum-of-gray-gases (WSGGM) improves the performance of
the simpliﬁed gray gas approach by assuming that the total emissivity
over a distance s can be represented as
 =
I∑
i=0
b,i(T )(1− exp−aips), (3.4.2)
where b,i is the emissivity weighting factor of the ith gray gas, ai is the
absorption coeﬃcient of the ith gray gas, p is sum of partial pressures of
the absorbing gases and s is the path length. The expression in brackets
denotes the emissivity of the ith gray gas. The emissivity weighting factor
b,i is a function of temperature often approximated by a temperature
polynomial. The total absorption coeﬃcient a can be estimated by
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a = − ln(1− )
s
.
For shorter pathlengths (< 10−4 m)
a =
I∑
i=0
b,iaip
is often used.
Other used radiation models are the Discrete Transfer Radiation Model
(DTRM) [62], the P-1 Radiation Model [63], Rosseland Radiation Model
[63], and the Surface-to-surface (S2S) Radiation Model [63].
3.5 Combustion modeling
The reaction rate term Rk in equation 3.3.4 needs to be taken into account
when chemical reactions including combustion is present in a ﬂow. There
is a wide variety of combustion models available for time-averaged ﬂow or
Reynolds averaged ﬂows in CFD modeling. See for example [64].
The Eddy Dissipation model formulated by Magnussen and Hjertager [65]
is one of the most popular combustion models used in connection with a
two-equation turbulence model such as the k- turbulence model. Reac-
tion rates are here assumed to be controlled by turbulence. Turbulence is
a determining factor for species mixing which is a necessity for combustion
along with temperature and time. In most cases the fuels are reacting and
burning fast and the reaction rates limited by turbulent mixing. Compu-
tationally expensive Arrhenius reaction rate can then be avoided and still
give reasonable results for simple reaction schemes. The net production
rate of a species i for a reaction r is the smaller of the two expressions
Ri,r = ν
′
i,rMw,iAρ

k
min
R
(
YR
ν ′R,rMw,R
)
and
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Ri,r = ν
′
i,rMw,iABρ

k
∑
P YP
ν ′′j,rMw,j
.
A = 4.0 and B = 0.5 are empirical constants, Mw,i is the molecular weight
of species i, YP is the mass fraction of a product species and YR is the mass
fraction of a reactant species. The heat release from the reaction is added
to the source term of the energy equation (Equation 3.3.3) to update the
temperature change following from the chemical reactions.
3.6 Phase change in metals
Melting and solidiﬁcation phenomena
Melting and solidiﬁcation are phase transformation processes referred to
as free or moving boundary problems. A range of transport processes
as heat, mass, species and momentum arise during melting and solidiﬁ-
cation of metals. Phase change problems are often solved using either
temperature-based methods or enthalpy based methods. Analytical solu-
tions of these equations can only be found for special cases with simple
boundary conditions. These solutions are well covered in Carslaw and
Jaeger [66]. Convection in the liquid means that we have to solve coupled
equations of mass, momentum, energy and possible species conservation
to be able to solve the phase-change problem and is often left out because
of computational diﬃculties.
For metal alloys the physical phenomena during phase change are more
complex. The phase transformation takes place over a temperature range
rather than at a discrete temperature and solid and liquid phases can co-
exist in equilibrium at various temperatures. Most chemical components
have diﬀerent solubilities in liquid and solid phases and a chemical species
might be rejected or incorporated at the solidiﬁcation front. The solidi-
ﬁcation front can be either planar, cellular, dendritic or globulitic. It is
usually dendritic in industrial casting. The temperature range over which
a binary alloy solidiﬁes can be obtained from an equilibrium phase dia-
gram. Melting processes is a bit simpler than solidiﬁcation in the way that
we do not have to take structural changes of the metal during the phase
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change into account.
When remelting aluminium and aluminium alloys there will be diﬀerences
in composition between the melt and solid. At the interface remelting can
occur because of concentrations out of equilibrium in addition to melting
because of thermal diﬀerences. This is discussed in detail by [67, 68, 69,
70, 71, 72, 73, 74] and will not be treated in this work.
3.7 Modeling of phase change
When modeling melting in an aluminium melting furnace the need for a
mathematical formulation of the melting process arises. Mechanisms such
as phase change, heat transfer, mass transfer, supercooling, absorption or
release of latent heat, changes in thermophysical properties and surface
eﬀects are involved in melting and freezing processes. A material both in
liquid and solid state is aﬀected by cohesive forces. In a solid these forces
often create ﬁxed regular grids (crystalline solids) or irregular shaped pat-
terns (amorphous solids). Molecules vibrate around equilibrium positions
with what is called thermal energy or heat. In the liquid state these bind-
ings are weaker due to the higher vibrational (thermal) energy being able
to break the ﬁxed positions. The energy needed to overcome the binding
forces of the solid structure for a material going from a solid state to a
liquid state under the same temperature is known as the latent heat. Heat
is transferred between materials through conduction, convection and radi-
ation. Further details can be found in solidiﬁcation literature such as [75].
The Stefan Problem
In the late 19th century J. Stefan formulated what is now known as the
Classical Stefan Problem. This model only incorporates the most basic of
the melting phenomena but is the foundation also for expanding to more
complex models which include more eﬀects. This model assumes constant
density ρ, latent heat L, melting temperature Tm, phasewise constant
speciﬁc heat capacity cL, cS and thermal conductivities kL, kS . Heat is
transferred isotropically by conduction in both the liquid and solid phase,
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separated by a sharp interface of zero thickness at the isothermal melt-
ing temperature Tm. In addition all physical quantities must be smooth
enough to satisfy the equations but also exist as a solution to the mathe-
matical problem. The temperature and interface location X(t) for a slab
0 ≤ x ≤ l initially at Tinit < Tm by imposing a hot temperature TL > Tm
at x=0 with the back face x = l insulated can be formulated as the Two-
Phase Stefan Problem with constant thermal properties
Tt = αLTxx for 0 < x < X(t) , t > 0 (3.7.1)
Tt = αSTxx for X(t) < x < l , t > 0, (3.7.2)
where αL = kL/ρcL and αS = kS/ρcS are the thermal diﬀusivities in the
liquid and solid region respectively.
Interface conditions are given as
T (X(t), t) = Tm, t > 0 (3.7.3)
ρLX ′(t) = −kLTx(X(t)−, t) + kSTx(X(t)+, t), t > 0. (3.7.4)
Initial conditions are
X(0) = 0 (3.7.5)
T (x, 0) = Tinit < Tm, 0 ≤ x ≤ l. (3.7.6)
Boundary conditions are
T (0, t) = TL > Tm, t > 0 (3.7.7)
−kSTx(l, t) = 0, t > 0. (3.7.8)
The functions T (x, t), X(t) constitute a classical solution of the Stefan
Problem. The problem can also be expanded to incorporate heat conduc-
tivities, heat capacities to vary with temperature. Other types of bound-
ary conditions as radiative and convective boundary conditions can also be
used and internal heat source terms can be added. All such generalizations
still are still referred to as Stefan Problems or moving boundary problems.
These problems are characterized by, the region for which the diﬀerential
equations are valid, are unknown and part of the solution. This can be
illustrated by a substitution of x with ξ = x/X(t) transforming the region
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for which the heat equations (Equation 3.7.1 and 3.7.2) are valid to the
ﬁxed region 0 < ξ < 1 and turning the heat equations into the nonlinear
equation X2Tt − ξXX ′Tξ = αLTξξ for the whole domain.
Explicit solutions of one-phase and two-phase Stefan Problems are pre-
sented in Appendix C as background material and understanding of the
underlying mechanisms when solving phase change problems.
The Stefan Problem can also be formulated classically in two and three
dimensions but often do not have classical solutions. Then weak formu-
lations or enthalpy formulations must be applied to solve the problems.
Sharp front modeling is often not appropriate as materials may have mushy
zones with variable Tm.
Fixed-grid numerical methods
Solidiﬁcation and melting problems are often more complex than the sim-
ple cases for which an explicit solution can be found. Phase change (and
heat transfer) problems of more than one dimension, with more complex
boundary conditions and geometries must resort to numerical methods
to ﬁnd a solution. This involves setting up and formulating the physical
problem, discretization of the domain, and algorithm for how to solve the
discrete problem.
When considering a melting problem where the initial temperature of the
material is lower than the temperature we ﬁrst have a pure heat conduc-
tion problem until one of the faces of the material reaches the melting
temperature after which the problem will be a two-phase Stefan Problem.
The domain then needs to be divided into to region for which each of the
heat conduction equations hold. The regions are divided by the interface
x = X(t) which changes with time and needs to be computed. There are
several ways of solving this. One group of methods which tracks the inter-
face explicitly using the Stefan Condition is called front tracking schemes.
The problem can be solved by ﬁxing the spatial step, Δx, where the time
step, Δtn, is varied such that the front always passes through a node of the
discretized grid [76]. Another approach is to ﬁx the time step and allow
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the spatial step to vary allowing diﬀerent space steps for diﬀerent regions
[77], [78]. The third method is to make a change of variables such that the
regions with the diﬀerent faces becomes ﬁxed using a so-called Landau
Transformation (§3.3,[79]). The front tracking methods are suitable for
simple Stefan problems with a sharp interface, but for problems involving
a mushy zone these are inadequate.
The Enthalpy Formulation
A well used ﬁxed-grid numerical approach for solving phase-change prob-
lem is known as the enthalpy method. It was ﬁrst proposed by Eyres et al.
[80] and details can be found in standard textbooks for modeling of phase
change such as Alexiades and Solomon [79]. The Enthalpy formulation is a
more general approach which does not track the interface explicitly. This
requires a modiﬁcation in the formulation of the Stefan Problem where
the jump condition is satisﬁed automatically as a boundary condition.
The Enthalpy formulation is based on energy conservation over a control
volume and time interval to obtain a heat balance. The integral heat
balance is the basis for all other formulations∫ t+Δt
t
∂
∂t
(∫
V
EdV
)
dt =
∫ t+Δt
t
∫
∂V
−q · n dS dt (3.7.9)
where E = ρe is the energy density (enthalpy) per unit volume. −q · n
is the heat ﬂux into the volume across its boundary ∂V with n is the
outgoing unit normal to ∂V . This is the same discrete heat balance used
for pure heat conduction and it is used to update the enthalpy, Ej , of each
control volume. Ej ≤ 0 means that Vj is solid, Ej ≥ ρL that Vj is liquid
and 0 < Ej < ρL mushy. A mushy cell is partly solid and partly liquid
and contains an interface. The amount of liquid is given by the liquid
fraction
λj =
Ej
ρL
. (3.7.10)
For a 1-dimensional problem the equation for the energy balance will sim-
plify to
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ρ
∂E
∂t
=
∂
∂x
(
k
∂T
∂x
)
. (3.7.11)
The coupling between enthalpy and temperature for an isothermal phase
change is then given by the relation
T =
⎧⎪⎨
⎪⎩
Tm +
E
ρcS
, E ≤ 0 (solid)
Tm, 0 < E < ρL (interface)
Tm +
E−ρL
ρcL
, E ≥ ρL (liquid)
(3.7.12)
For a non-isothermal phase change the coupling is given by [81]
T =
⎧⎪⎨
⎪⎩
Tm +
E
ρcS
, E ≤ 0 (solid)
Tm + λρcmushy, 0 < E < ρL+
E
ρcmushy
(mushy).
Tm +
E−ρL
ρcL
, E ≥ ρL (liquid)
(3.7.13)
The liquid fraction is used as a function that tracks the phase change front
as is deﬁned for a control volume Vj at time n as
λnj =
⎧⎪⎨
⎪⎩
0, if E ≤ 0 (solid)
Enj
ρL , if 0 < E
n
j < ρL (mushy).
1, if E ≥ ρL (liquid)
(3.7.14)
The conductivity of a mushy control volume depends on the structure of
the phase front which can be modeled e.q as a sharp front
1
knj
=
λnj
kL(Tm)
+
1− λnj
kS(Tm)
, j=1,2,...,M , (3.7.15)
a columnar front
knj = λ
n
j kL(Tm) + (1− λnj )(kS(Tm)), (3.7.16)
or an amorphous mixed front
knj = kS(Tm)
1 + λ2/3(κ− 1)
1 + (λ2/3 − λ)(κ− 1) . (3.7.17)
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In more than one dimension it is not always clear how the interface moves
and a simple averaging of the solid and liquid conductivities can be a
good choice. Another preferable alternative when applicable is using the
Kirchoﬀ transformation replacing the temperatures by the Kirchoﬀ tem-
perature uKH . For constant kS , kL and isothermal melting the Kirchoﬀ
temperature is deﬁned as
uKH =
⎧⎨
⎩
ks[T − Tm] if T < Tm
0 if T = Tm.
kL[T − Tm] if T > Tm
(3.7.18)
Source based method
A source based method was developed by Voller and Swaminathan [82]
from a standard enthalpy formulation. The sensible heat (CpT) and latent
heat, L, are separated in the transient term of the energy
ρ
∂(CpT + L)
∂t
=
∂
∂x
(
k
∂T
∂x
)
. (3.7.19)
This can be reformulated into
ρCp
∂T
∂t
=
∂
∂x
(
k
∂T
∂x
)
+ S (3.7.20)
where the source term S now includes the latent heat
S = −ρ∂L
∂t
. (3.7.21)
This method has become increasingly popular because an existing heat
conduction code can easily expanded to include phase change. The over-
all accuracy of the method is fairly good especially for non-isothermal
phase change problems. The method is computationally eﬃcient but care
must be taken with excessive under-relaxation for convergence of isother-
mal phase change problems. This method is used in a 1-dimensional heat
transfer code and in a model for latent heat release in CFD models pre-
sented later in this thesis.
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Other ﬁxed-grid methods
There are several other methods available to solve phase change problems.
The apparent heat capacity method [83] involves increasing the heat ca-
pacity of the material in the phase change temperature range giving the
energy equation
ρcapp
∂T
∂t
=
∂
∂x
(
k
∂T
∂x
)
. (3.7.22)
where
capp =
⎧⎨
⎩
cS if T < Ts
cin if TS < T < Tl
cL if T > Tl
(3.7.23)
and
cin =
∫ Tl
Ts
c(T )dT + L
(Tl − Ts) . (3.7.24)
An improvement of this method was proposed by [84] by integrating capp
over the control volume obtaining an eﬃcient heat capacity.
Another simple model known as the heat integration method or the post-
iterative method. The temperature of all control volumes are monitored
and if the temperature of a control volume rises above the melting tem-
perature the material is assumed to undergo a phase change where the
temperature is set back to the melting temperature and the heat amount
added to an enthalpy account only for that control volume. The tem-
perature can rise again when this enthalpy account is equal to the latent
heat
ΔTrcin = L. (3.7.25)
Here ΔTr is the temperature rise as the sum of temperature diﬀerences
between the temperature calculated by the energy equation at each time
step and the melting temperature. This method was later extended to
model shell growth and melt back around an exothermic addition in liquid
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steel in one dimension. More details about this and other methods can be
found in [81].
Numerical schemes for ﬁxed-grid methods
The choice whether to use an implicit or an explicit method or a combina-
tion for solving partial diﬀerential equations such as the heat equation can
always be discussed. The advantage of implicit schemes lies in their stabil-
ity properties whereas explicit schemes have restrictions on the time step.
The advantage of the explicit schemes lies in their simplicity and ability
to tackle non-linearities. A discussion and comparison of the performance
of diﬀerent schemes for solution of the Stefan Problem can be found in [79].
In a standard forward Euler discretization the new values of the variable
of interest are obtained directly by evaluating the ﬂuxes at the old time
step. It is then assumed that the ﬂuxes do not change appreciably during
the time interval [tn, tn+1]. The numerical stencil for this explicit method
is shown in Figure 3.2(a). The local truncation error is of order Δt in time
and Δx2 in space. The stability condition for this scheme is known as the
Courant-Friedrichs-Lewy(CFL) Condition
Δt <
1
2
Δx2
α
(3.7.26)
where α = k/ρcp is the thermal diﬀusivity. Choosing an implicit method or
backward Euler time discretization (see stencil in Figure 3.2(b)) will elim-
inate the need to satisfy this condition but too large time steps will still
reduce the accuracy of the results. The backward Euler scheme requires
a system of equations to be solved simultaneously to give the solution of
the next time step. For non-linear equations an iterative routine may in
addition be needed to solve the system.
Crank-Nicolson is another ﬁnite diﬀerence method. It is a implicit second
order method in time and is numerically stable but can produce oscillations
for large time steps. It uses a central diﬀerence formulation in space and
is a combination of the forward and backward Euler method. In one
dimension the discretization stencil for time n and position j is shown
in Figure 3.2(c). The solution of this stencil involves solving a system of
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equations. In case of a linear system this system reduces to a tridiagonal
system which can be solved very eﬃciently in O(j) operations instead of
O(j3).
(a) Forward Euler (explicit) (b) Backward Euler (fully
implicit)
(c) Crank-Nicolson (partly
implicit)
Figure 3.2: Numerical stencils in one dimension for space j and time n.
3.8 Material properties and boundary conditions
Material properties and boundary conditions are important parameters for
attaining realistic results when modeling a melting furnace. In addition
a numerical model will often not converge or behave as desired without
realistic boundary conditions for the problem.
The thermal conductivity, k, and speciﬁc heat capacity, cp, of aluminium
are functions of temperature. The relation between speciﬁc heat capacity
and temperature was determined by McDonald [18] by calculation and
smoothing of observed enthalpy curves for temperatures 366K to 1647K.
They were later compared and ﬁtted with data from [85] and [86] for lower
temperatures. The heat capacity curve is shown in Figure 3.3.
The heat capacity curve has an ogee-shaped curve in the interval from
around room temperature up to 600◦C, from where the curve has an al-
most linear increase up to the melting point. At the melting point the
heat capacity has a drop down to around 1177 J/kg K, from where it is
constant in the liquid phase.
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Figure 3.3: Adopted heat capacity curve for pure aluminium [18].
The thermal conductivity of commercially pure aluminium (99.8% Al) was
investigated by Toulokian et al. [87] up to around 625◦C. The temperature
range was later extended into the liquid phase. An overview is given by Ho
et al. [19]. Figure 3.4 shows that the thermal conductivity of aluminum
has a slight peak between 77◦C and 127◦C before going gradually down
towards the melting point. At the melting point the conductivity drops
signﬁcantly before returning to a slightly increasing value in liquid phase.
When quantifying the properties of aluminum in a numerical simulation,
polynomials and piecewise linear functions were ﬁtted to the heat capacity
curves and thermal conductivity curves.
The emissivity of a surface determines the radiation heat exchange with
its surroundings. Since a large percentage of the heat transfer to the metal
is radiation from furnace walls and the burner ﬂame, the emissivity of the
metal is an important parameter. There are several factors inﬂuencing the
emissivity of aluminium (such as surface roughness, anodizing, polishing,
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Figure 3.4: Adopted thermal conductivity curve for commercially pure
(99.8% Al) aluminium [19].
oxidation and temperature).
The spectral emissivity of aluminium varies with wavelength and surface
treatment as we can see from Figure 3.5 found by Reynolds [20] for 99.7%
aluminium. The emissivity generally increases with temperature as the
curves show. However this is not the case for anodized aluminium, for
which the spectral emissivity is fairly constant with temperature. Except
for at wavelengths around 9− 14 μm for which it is lower at higher tem-
peratures. A study by Wen and Mudawar on roughened [88] and polished
[89] aluminum samples which also considers surface emissivity at diﬀerent
temperatures suggest that there is a strong link between oxidation build
up and emissivity. Once the oxidation layer is fully developed the emis-
sivity remains constant.
Investigation of diﬀerent aluminum alloys in the same work ([88, 89]) sug-
gest that they produce spectral emissivity distributions of similar shape
but not in magnitude to each other. This creates a rather complex task of
72 CHAPTER 3.
(a)
(b)
(c)
Figure 3.5: Spectral emissivity of 99.7% Al at wavelengths 2 μm to 14 μm
from [20] for (a) polished aluminium (3μ in central line average (c.l.a.)),
(b) roughened aluminum (115 μ in c.l.a.) and (c) anodized aluminium
(ﬁlm thickness 2.54 μ m).
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predicting emissivity with wavelength, temperature and alloy composition.
Furthermore as we have seen, emissivity is varying with surface treatment
and roughness. Generally emissivity increases with surface roughness but
other factors such as surface treatment can also inﬂuence the emissivity.
In an aluminium melting furnace looking at heat transfer the spectral
emissivity for the metal is more important at certain wavelengths, most
notably at the absorption bands for the gases CO2 and H2O which are
the main radiating gases in the furnace. Surfaces or gases where the emis-
sivity is considered independent of wavelength are called gray . Radiation
can also be direction dependent, where the radiation energy emitted is
not uniform for all angles or directions from a surface. A surface is called
diﬀuse if its properties is independent of direction.
Often simpliﬁcations by assuming gray and diﬀuse surfaces are made in
radiation calculations. It can be more convenient to use the total or av-
erage hemispherical emissivity (often denoted just the emissivity) which
represents the ratio of total radiation energy emitted by a surface over
all wavelengths in all directions to black body radiation from the same
surface at a given temperature. This can be expressed as
(T ) =
E(T )
Eb(T )
=
∫∞
0 λ(λ, T )Ebλ(λ, T )dλ
σT 4
.
Kirchoﬀ’s law states that the absorptivity, α, of a surface, i.e. the fraction
of incident radiation coming from a blackbody at the same temperature
absorbed by the surface is equal to the emissivity of the surface. How-
ever when the surface temperature of the object is greatly diﬀering from
the temperature of the source of irradiation this relation may not be true.
This is why the absorptivity in heating and melting applications may diﬀer
from the emissivity. This is often ignored in calculations due to diﬃculty
in predicting this discrepancy. See discussion p60 in [90].
The combustion gases play an important role in the heat transfer in a fur-
nace. Heat is transferred from the reacting gases to the surroundings by
convection and radiation. The properties of gases used in simulations of
aluminium furnaces with combustion in this thesis is found in the software
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database.
The properties of furnace refractory material needs to be speciﬁed when
including heat conduction through the furnace wall and radiation exchange
with the surroundings. There are many types of refractory material and
the properties are speciﬁed in the individual chapters in this thesis.
3.9 Numerical modeling of aluminium melting
furnaces: A brief review
Details of numerical modeling of aluminium furnaces in literature is often
omitted and can thus not be properly assessed. A selection of sources
presenting details about their models are given in this section.
Argonne National Laboratories IL, USA has developed a computational
ﬂuid dynamics (CFD) code, ICOMFLO, used for simulation of combus-
tion. It has been modiﬁed speciﬁcally from combustion in a glass furnace
[91] to aluminium furnace combustion [21], [39]. Other publications that
uses this code are [92], [93], [94], [95], [38] and [13]. ICOMFLO uses a
three step computational routine, seen in Figure 3.6. It divides the com-
bustion species into major species and subspecies.
Figure 3.6: Iteration Routine for a Furnace Computation [21].
The conservation equations of mass, enthalpy and momentum and the
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transport equations of species are used along with the equations of state
to calculate the ﬂow parameters like pressure, temperature, velocity, den-
sity and species concentration. Turbulence is modeled using a modiﬁed k-
model. The formation and transport of the subspecies are then calculated
from a kinetic model based on the semi-converged major ﬂow properties in
the ﬁrst step [21]. A radiation heat transfer model is used to calculate the
local net radiation heat ﬂux (balance of emission and absorption) based on
temperature and pressure calculated in the ﬁrst step and the species con-
centrations in the second step. A spectral radiation heat transfer model
is used since the emission and absorption strongly depend on wavelength
of the radiation. For the ﬂow ﬁeld calculations the emission of radiation
is calculated in every iteration while the absorption is only calculated in-
frequently because of computational limitations and little changes occur
once the ﬂow ﬁeld is settled.
In the ICOMFLO code a reduced one-step reaction model for the ma-
jor species was used to compute the molecular weight change and the
heat of combustion. This information was required in the calculation of
the ﬂow properties which are regulated by the species conservation, the
ideal gas law and the caloric equation. A soot model was also included
for the transport equations of subspecies based on models from Kennedy
[96] and Fairweather [97]. For the combustion seven gaseous species were
considered: CH4, O2, N2, CO2, H2O, CO and NO. The calculation of
subspecies is done using a 5 step kinetic mechanism for methane burn-
ing and NO formation. The full reactions can be found in [98] or [99].
The radiation heat ﬂux in ICOMFLO is calculated solving the radiative
transport equation, see section 3.4, with local gas pressure, temperature,
concentrations of CO2, H2O and soot calculated in earlier steps (ﬂow and
combustion calculations).
Zhou [100], [4], [101] and [102] modeled melting of aluminium scrap inside
a rotary furnace using ANSYS-CFX. The ﬂow ﬁeld was calculated using
Reynolds Averaged Navier Stokes equations (RANS) with a standard k-
 model. The combustion model used for the simulation was the Eddy
Dissipation Model (EDM) of Magnussen. This model has been widely ap-
plied in modeling industrial ﬂames and was developed for a wide range
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of turbulent reacting ﬂows. The model assumes that the chemical reac-
tions are fast relative to the transport processes in the ﬂow and that the
reaction rate is directly related to the time required to mix reactants at
a molecular level. Mixing is mainly limited by turbulence in this type of
ﬂow. The P1 radiation model, which is a simpliﬁcation of the Radiation
Transport Equation, was used for calculation of radiation heat transfer.
It assumes that radiation is isotropic i.e. independent of direction at a
given location and is valid for optical thicknesses greater than 1. This
is a computationally less expensive model than for instance the Discrete
Ordinates (DO) model which was presented in section 3.4, but also gives
less accurate results.
Numerical modeling of a reverberatory aluminium furnace has also been
done by Nieckele et al. [34], [103], [51], [104], [52], [105] and [106]. The
model was developed using the commercial software Fluent. The ﬂow ﬁeld
was calculated using a k- model and time-averaged equations (Reynolds
Averaged Navier Stokes equations). The combustion process was mod-
eled using ﬁnite rate models of Arrhenius and Magnussen. Three reac-
tants were considered in the model, namely combustion of methane, CH4,
ethane, C2H6 and C3H8 with oxygen. Radiation heat transfer was pre-
dicted using the Discrete Transfer Radiation Model (DTRM). The absorp-
tion coeﬃcients in the gases were calculated using The Weighted Sum of
Gray Gases Model (WSGGM) [107]. Equations were simpliﬁed using the
assumptions: (1) Natural gas and oxygen are considered Newtonian ﬂuids,
(2) molecular viscosity μ, thermal conductivity k and molecular diﬀusion
coeﬃcient D were assumed constant, (3) The mixture speciﬁc heat at con-
stant pressure cp was considered to depend only on the speciﬁc heat of
each species cp
 weight by its mass fraction m
 and (4) the density of the
gaseous mixture followed the ideal gas law.
Part I
Heat Transfer in Aluminium
Melting Furnaces
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Chapter 4
Aluminium Melting
Experiments in a
Reverberatory Lab Furnace
4.1 Introduction
The motivation for the experiments presented in this chapter was to learn
more about the heating and melting process of aluminium during dif-
ferent controlled furnace conditions and to establish data which form a
basis for development and validation of numerical simulations. Detailed
knowledge of factors inﬂuencing the heat transfer can help management
and operators to take measures to minimize heat losses and increase the
melting eﬃciency through both furnace design and operation. Heat is
transferred through convection and radiation from the combustion gases
of the burner and radiation from the furnace refractory. The impact of
the convection and radiation heat varies greatly depending on amongst
furnace type, burner position and burner type. The shape and properties
of the metal are however also important. Extensive literature is available
on burner development, ﬂow patterns and energy eﬃciency studies, but
very few papers investigate the properties of how heat is transferred most
eﬃciently into the aluminium. Work done by Kiss et al. [36] and Walter
et al. [35] targets heat transfer for diﬀerent ﬂame types in diﬀerent ﬂame-
object conﬁgurations.
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The present experiments investigate the heat transfer into aluminium sam-
ples in a conventional reverberatory furnace using a cold air natural gas
ﬁred burner. The samples were equipped with thermocouples and placed
in a preheated furnace and heated from room temperature until a com-
pletely molten state.
4.2 Experimental Setup
The heating and melting experiments were carried in a preheated rever-
beratory furnace seen in Figure 4.1 with one cold air-fuel burner. The
burner was running at a power of roughly 50 kW with a roof temperature
set point at 980◦C with no melt in the furnace for the ﬁrst part of the
trials and with a full furnace melt for the second part of the trials. In the
ﬁrst part the aluminum samples were placed on refractory bricks, as seen
in the experimental schematic in Figure 4.2, to attain a position in front
of the the burner and on level with scrap stacked in a realistic remelting
situation.
Figure 4.1: Front view of laboratory furnace at Hydro Bonn.
A set of aluminum samples were prepared with three or more thermocou-
ples of type K inserted in various positions by drilling holes as seen in
Figure 4.3.
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Figure 4.2: Schematic of melting experiments performed in the laboratory
furnace.
Two solid 99.8% aluminium ingot samples (Figure 4.4) were prepared for
the experiements, one for melting in an empty furnace on refractory bricks
and one for submersion into melt.
Another set of samples of the same type and with the same dimensions
were prepared with layers of 25 mm insulating ﬁber material around all
sides except for one to imitate 1-dimensional heat transfer. Changing ori-
entation on the exposed side with no insulation gave information about the
heat transfer characteristics on each of the sides of an ingot. A reference
case with an ingot insulated on all sides was run to assess the amount of
heat going through the insulation. Figure 4.5 shows the insulated samples
which were all run with no melt in the furnace.
Samples out of compacted lithographic plates and compacted aluminium
packaging foil, Figure 4.6, were prepared for the experiments, each for a
case with no melt and a case dropping the samples into melt in the fur-
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Figure 4.3: Thermocouple placements drilled in diﬀerent depths and po-
sitions for one of the samples.
Figure 4.4: Ingot samples equipped with thermocouples used for melting
experiments. Arrow denotes burner direction towards sample.
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Figure 4.5: Insulated and partly insulated ingot samples equipped with
thermocouples used for melting experiments. Arrow denotes burner direc-
tion towards sample in furnace.
nace. Lithographic plates are usually made from a AA1100 alloy or in
some cases an AA3003 alloy and often coated or anodized. Aluminium
packaging foil is often made out of AA1100, AA1145, AA3003 or AA5052
alloys, then laminated or coated with a plastic material.
A summary of all the samples with dimensions and weight is given in Ta-
ble 4.1.
The samples were placed in the furnace by opening the door and inserting
the samples using a crane with a release mechanism. Figure 4.7 shows
one of the samples (Ingot E) placed on top of the refractory bricks in the
furnace and how the heating and meting phases evolved during the exper-
iment.
The measurements during the trials were recorded every second using a
data logger connected to a computer. There was a furnace control sys-
tem logging data for roof temperature and other process control parame-
ters. Some external thermocouples were attached to the samples measur-
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Figure 4.6: Compacted lithographic plates scrap and compacted foil scrap
equipped with thermocouples used for melting experiments. Arrow de-
notes burner direction towards sample in furnace.
Table 4.1: Sample overview. *trapezoidal cross section with upper and
lower width speciﬁed respectively
Sample Furnace Type Dimensions Density
condition (LxWxH)[mm] [kg/m3]
Ingot A no melt 99.8%Al ingot 220x(110/160)*x110 2698
Ingot B melt 99.8%Al ingot 245x(115/160)*x110 2698
Ingot C no melt 99.8%Al ingot 220x(110/160)*x110 2698
Ingot D no melt 99.8%Al ingot 225x(110/160)*x110 2698
Ingot E no melt 99.8%Al ingot 225x(110/160)*x110 2698
Ingot F no melt 99.8%Al ingot 225x(110/160)*x110 2698
Ingot G no melt 99.8%Al ingot 225x(110/165)*x110 2698
Litho A no melt lithographic sheets 400x270x220 1027
Litho B melt lithographic sheets 410x260x220 1170
Foil A no melt foil 300x260x200 1090
Foil B melt foil 290x190x85 1170
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(a) (b)
(c) (d)
Figure 4.7: Evolution of melting experiment for Ingot E with (a) insertion
into furnace, (b) in place on refractory bricks inside furnace, (c) start of
melting phase with liquid metal pouring out as it melts and (d) completely
molten with insulation remaining intact.
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ing the gas temperatures near the sample surfaces. They were however
not shielded from radiation inﬂuence from the furnace walls and roof.
4.3 Results
The heating rates for all samples is found in Figure 4.8. The geometry of
the samples and position of the thermocouples vary between the ingots,
compacted lithographic plates and compacted foil. Thermocouple A in
each sample are placed in comparable positions considering size and ge-
ometry of the samples. The speciﬁc placement of the thermocouples inside
the samples can be seen in Figure D.1 - D.11 in Appendix D.1.
Figure 4.8: Heating curves for thermocouple A in all samples.
The course of heating vary dramatically between the samples, so a com-
parison between the aluminium samples run under the the same furnace
conditions can be more relevant. The results for the non-insulated sam-
ples placed on refractory bricks can be viewed in Figure 4.9. The heating
curve for Ingot A is almost linear in the startup phase, which is typical
for radiation dominated heating since the radiation heat transfer ∝ T 4surr-
T 4ingot, making the temperature of the ingot less inﬂuential than for con-
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vection heat, for which the temperature diﬀerence between the ingot and
surrounding gas is directly proportional to the heat transfer. The temper-
ature curve quickly ﬂattened out before reaching the solidus temperature,
from where the curve very slowly increases through the melting region
up to the liquidus temperature. The temperature quickly increases af-
ter reaching the liquidus temperature. The amount of heat required to
increase the temperature of the sample from 20◦C to 650◦C constituted
around 62% of the total heat up to an end temperature of 660◦C, but
accounted for 80% of the time in the experiments. This diﬀerence was
likely due to the loss of mass and change in volume to surface area ratio
when the sample started melting.
When comparing samples Ingot A with Litho A they have similar heating
curves, with Litho A heating up a bit quicker. A diﬀerence in surface
to volume ratio for the samples must be taken into account. The more
rounded curve approaching the solidus temperature for Litho A is believed
to be due to the lower thermal conductivity caused by the gaps between
the lithographic sheets. This results in a larger temperature diﬀerence
between the outside surface of the sample and the thermocouple location
inside the sample. Heat is less eﬃciently distributed into the sample and
the sample surface is quickly increased and starts to melt. The surface
to volume ratio is then more quickly changed for Litho A. Foil A shows a
similar shaped curve approaching the solidus temperature but has a slower
heating curve than the Litho A.
Table 4.2 shows a comparison of the average heat ﬂux into Ingot A, Litho
A and Foil A during heating from 100◦C to 600◦C. The highest heat ﬂux
is found for the solid Ingot A, with 73 kW/m2, where heat is conducted
more eﬃciently into the sample and distributed. Litho A has a 30% lower
heat ﬂux than Ingot A, while Foil A only has about 50% of the heat ﬂux
compared to Ingot A.
Figure 4.10 shows a comparison between samples placed and submerged
into a metal melt bath where much more rapid heating and melting times
were experienced than for the samples placed on refractory bricks with
no melt in the furnace. Ingot B which is a dense block of aluminium
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Figure 4.9: Heating curves for thermocouple A in samples placed on re-
fractory bricks in a preheated furnace with no melt for Ingot A (dense
99.7% Al), Litho A (compacted aluminium lithographic plates) and Foil
A (compacted aluminium foil).
Table 4.2: Estimated average heat ﬂuxes into samples during heating from
100◦C to 600◦C. An average constant heat capacity of 1057 J/kg K was
used.
Sample Average heat ﬂux
Ingot A 73 kW/m2
Litho A 51 kW/m2
Foil A 36 kW/m2
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heats faster than the samples Foil B and Litho B which have poorer heat
conduction inside and uses more time for the heat to penetrate into the
sample.
Figure 4.10: Heating curves for thermocouple A in samples placed in a
preheated furnace with a metal melt bath for Ingot B (dense 99.7% Al),
Litho B (compacted aluminium lithographic plates) and Foil B (compacted
aluminium foil).
Ingot C was insulated using ﬁber material on all sides and was run to see
the heat transfer through the insulation. Figure 4.11 shows that this case
was much slower than the other partially insulated cases and with a dif-
ferent order of magnitude in heating rate compared to the non-insulated
cases. Still a signiﬁcant amount of heat is going through the insulation.
The heat ﬂux per surface area going through the insulation around Ingot
C during the experiment can be deﬁned as q =
mcp(T )ΔT
ΔtA . The average of
the three thermocouples inside the sample was used as the average sample
temperature with a heat capacity value for the sample based on the aver-
age temperature inside the given time interval. Heat ﬂux per surface area
insulation is calculated for 15 second intervals in Figure 4.12 for Ingot and
shows there are two phases for the heat transfer through the insulation. In
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Figure 4.11: Heating curve for thermocouple A in Ingot C placed on re-
fractory bricks in a preheated furnace with no melt.
the ﬁrst phase the insulation itself is heated up and an increasingly amount
of heat is transferred through the insulation. In the second phase, after
heat saturation of the insulation, the heat ﬂux decreases approximately
linearly as expected due to the decreasing temperature gradient between
the inside and outside of the insulation as the sample is heated. More
details regarding the overall heat transfer coeﬃcient of the insulation can
be found in section 5.2.
Figure 4.13 displays the heating curves for the partly insulated ingots
where one of the sides of the sample is exposed to the furnace atmosphere
and the other sides are covered with insulation. The comparison is done
for thermocouple A, placed in the center of the samples (Appendix D.1).
Samples D and E have the same surface areas exposed to the furnace
atmosphere and are thus easily comparable. Ingot D has the exposed
side directly towards the burner ﬂame and Ingot E away from the burner
ﬂame. The results shows an increase in heat transfer in the case of In-
got D compared to Ingot E from increased heat transfer due to the ﬂame
impingement. Ingot F has a larger surface area exposed to the furnace at-
mosphere which contributes to a quicker heating and melting curve than
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Figure 4.12: Heat ﬂux per surface area through insulation into sample In-
got C during heating from 20◦C to 600◦C calculated in 15 second intervals.
for Ingot D and Ingot E even with no direct exposure to the burner ﬂame.
Ingot G had the top of the sample exposed with direct impingement of
the burner ﬂame resulting in a quicker heating curve than Ingot F with a
slightly smaller surface area.
The average heat ﬂux through the exposed sides of the diﬀerent ingots
during heating from 100◦C to 600◦C is shown in Table 4.3. For simplicity
it was assumed that all of the heat transferred to the ingots was through
the exposed sides, with the heat through the insulated sides neglected.
The results show that the highest heat ﬂux as expected was for Ingot D
with the exposed side towards the burner. The second highest heat ﬂux
was for Ingot G with the top side exposed. The reason for the relatively
high heat ﬂux on the exposed back side for Ingot E, compared to the left
side (viewed from burner) exposed in Ingot F, could be due to hot gases
from the burner ﬂame reﬂected on the furnace wall back onto the sample.
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Figure 4.13: Heating curves for thermocouple A in a preheated furnace
with no melt for 99.8% Al ingots wrapped with insulating ﬁbre material
on all sides but one.
Table 4.3: Estimated average heat ﬂuxes through exposed sides of partly
insulated aluminium samples during heating from 100◦C to 600◦C. An
average constant heat capacity of 1057 J/kg K was used.
Sample Exposed side Average heat ﬂux
Ingot D towards burner 118 kW/m2
Ingot E away from burner 96 kW/m2
Ingot F normal to burner 78 kW/m2
Ingot G top 104 kW/m2
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4.4 Summary and conclusions
The experiments presented in this chapter have shown that there is a
large diﬀerence in heating and melting rates between diﬀerent types of
aluminium samples. The results showed that compacted scrap from litho-
graphic sheets and foil responded diﬀerently to solid pure ingots. With a
density of less than half of the solid ingot, the heat ﬂuxes into the samples
were considerably lower than for the solid ingot sample. Moreover the
compacted foil sample had a signiﬁcantly lower heat ﬂux than the litho-
graphic sheet sample, though the average density was approximately the
same. This observation suggests that the compacted foil sample with a
higher number of (thinner) sheets with air gaps in between cause a higher
thermal resistance for heat transfer than in the sample from compacted
lithographic sheets.
Samples of pure dense aluminium, compacted lithographic sheets and foil
were also dropped into a liquid melt pool inside the laboratory furnace.
These samples had a substantially higher heating and melting rate than
the samples placed on refractory bricks inside an empty furnace.
A series of aluminium ingot samples were partly insulated with a ﬁber
material to compare the heat ﬂuxes through the sides with diﬀerent orien-
tation towards the burner ﬂame and furnace walls. The results showed an
increase in heat transfer for the sample side towards the burner as could be
expected. The partly insulated samples also made it possible to separate
the heat transfer into the metal from diﬀerent oriented sides of a sample.
The amount of heat leaking through the insulation ﬁber can be taken into
account in such numerical models by calculating the heat ﬂux into a fully
insulated sample which was done during the trials.
The main motivation behind these trials was to see diﬀerences between
types of scrap regarding heating and melting rate along with diﬀerences
between dry furnace conditions with no melt and wet furnace conditions
with melt. These experiments were the ﬁrst step in investigating heat
transfer in aluminium melting and remelting furnaces, and formed the
basis for numerical modeling of melting furnaces.
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Chapter 5
Numerical Modeling of Heat
Transfer in a Reverberatory
Lab Furnace
5.1 Introduction
When studying heat transfer into aluminum metal during heating, numeri-
cal modeling can be a powerful tool. Heat transfer phenomena are diﬃcult
to measure in experiments and a combination of experimental work and
numerical modeling where the experiments are used as a reference and
validation for the model can yield valuable results. The models presented
here are meant as a tool to gain further insight into the heat transfer pro-
cesses that takes place in an aluminium melting furnace during operation.
The numerical models were developed based on the experiments presented
in Chapter 4 and comparisons are made between the numerical model and
experimental results.
Modeling of melting experiments in a furnace including turbulent gas ﬂow,
convection heat, radiation, combustion and phase change is a complicated
process. As a ﬁrst approach a 1-dimensional numerical heat transfer model
was formulated for the partially insulated samples described in the pre-
vious chapter. This model was applied to test the inﬂuence of certain
parameters and to get an understanding for the heat transfer involved.
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The experiences from this model were then used in the development of
a 3-dimensional computational ﬂuid dynamics (CFD) model which is de-
scribed in the last part of this chapter.
The 3-dimensional CFD model was developed to get additional insight into
the mechanisms in a reverberatory furnace when melting aluminium which
could not be described by the simple 1-dimensional model. The commer-
cial CFD software ANSYS Fluent 13.0 was used to model the heating
and melting of the ingots in the furnace. Phenomena as combustion with
chemical reactions was covered along with ﬂuid ﬂow and heat transfer
through conduction, convection and radiation in the furnace. Melting was
modeled using a self developed routine founded on a source based method
(section 3.7), and is described in more detail in section 5.3.
5.2 1-dimensional numerical heat transfer model
A 1-dimensional heat transfer model was formulated for the partially insu-
lated Ingot D (open side towards burner) and Ingot E (open side away from
burner). The heat conduction in the solid phase for an aluminium ingot
is governed by the heat equation, Equation 5.2.1. 1-dimensional heat con-
duction into the ingot from the open side was assumed with a source term
to account for the heat conduction through the insulation normal to the
gradient direction. This term is volumetric and assumes evenly distributed
heat in a cross-section of the ingot. First a constant heat source term was
applied, later this was changed to a term dependent on the temperature
gradient between the ingot and the temperature outside of the insulation
along with an overall heat transfer coeﬃcient. Convection from the hot
furnace gases and radiation from the surroundings were used as bound-
ary conditions for the open side (Figure 5.1). Melting was implemented
through release of latent heat using a source based method, see section 3.7.
Radiation from gases was ignored in the calculations for simplicity. This
was compensated for by a higher emissivity number for the aluminium
surface. The back sides (right boundary condition) of the ingots were
insulated but heat transferred through the insulation was accounted for.
The walls and the roof of the furnace were assumed to have a uniform
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Figure 5.1: Heat transfer mechanisms for ingots used in experiments.
time dependent temperature (matching the roof thermocouple tempera-
ture measured during the experiments). The density, ρ, of the aluminium
ingot was assumed constant.
Mathematical formulation
The 1-dimensional model can be formulated by the following set of equa-
tions (in terms of temperature):
ρcp
∂T
∂t
=
∂
∂x
(
k
∂T
∂x
)
+ q + S, (heat equation) (5.2.1)
−k∂T (x = 0, t)
∂x
= h[Tgas − T (x = 0, t)] + σs(Tsurr(t)4 − T (x = 0, t)4) + q + S
(open boundary condition)
(5.2.2)
−k∂T (x = l, t)
∂x
= U(Tgas−T (x = l, t))+q+S (insulation boundary condition)
(5.2.3)
T (x, 0) = Tinit (initial condition) (5.2.4)
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where k = k(T ) is the thermal conductivity and cp = cp(T ) is the spe-
ciﬁc heat capacity. q is the heat through the insulation, S is latent heat
release, h is the convection heat transfer coeﬃcient and s is the eﬀective
emissivity of the aluminium surface.
The overall heat transfer coeﬃcient, U, for the heat trough the insulation
was calculated based on the reference trial of Ingot C and the heat ﬂuxes
into the sample (Figure 4.12) presented in Chapter 4. The average heat
transfer coeﬃcient was calculated over 15 s intervals and two piecewise
linear functions were ﬁtted as seen in Figure 5.2.
Figure 5.2: Overall heat transfer coeﬃcient, U(t), through insulation for
sample Ingot C during heating from 20◦C to 600◦C.
The overall heat transfer through the insulation in each discretization
interval was then calculated by
q = U
A
V
(T (x, t)− Tgas). (5.2.5)
The latent heat release term, S, was calculated by Equation 3.7.21.
Discretization
The heat equation was discretized using the ﬁnite diﬀerence scheme of
Crank-Nicholson (details section 3.7). For the jth node at time n this
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yields
ρcp
n
j
Tn+1j − Tnj
Δt
=
1
2Δx
[(
kn
j− 1
2
Tnj−1 − Tnj
Δx
− kn
j+ 1
2
Tnj − Tnj+1
Δx
)
+(
kn
j− 1
2
Tnj−1 − Tnj
Δx
− kn
j+ 1
2
Tnj − Tnj+1
Δx
)]
+
qn+1j − qnj
Δt
+
Sn+1j − Snj
Δt
.
(5.2.6)
This scheme applies a backward time Euler discretization with accuracy
order of Δt2 in time and a centered-diﬀerence space formula in the order
of Δx2 [79]. The temperature dependent heat capacity, cp(T ), and ther-
mal conductivity, k(T ), was formulated explicitly. The Crank-Nicholson
scheme is implicit which imposes no restrictions on the time step, but the
solution may exhibit large oscillations for large time steps. A 0.1 second
time step with a 4.5 mm equidistant resolution in space was applied. The
scheme gives a tridiagonal system of m equations for the m unknowns
spacial nodes. Reordering equation 5.2.6 into a matrix formulation gives
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
b1 c1 0 0 0 · · · 0
a2 b2 c2 0 0 · · · 0
0 a3 b3 c3 0 0 0
... · · · . . . . . . . . . · · · · · ·
... · · · · · · 0 an−1 bn−1 cn−1
0 · · · · · · · · · 0 an bn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
Tn+11
Tn+12
Tn+13
...
Tn+1m−1
Tn+1m
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
d1
d2
d3
...
dm−1
dm
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
where row elements at node j are deﬁned as
a(j) = −rj Rmin(j)
b(j) = 1 + rj (Rmin(j) +Rmax(j)) + U
n A
V
Δt
2ρcpj
c(j) = −rj Rmax(j),
and
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r(j) =
Δt
2ρcpjΔx
Rmin(j) =
1
Δx
Δx
2kj−1+
Δx
2kj
Rmax(j) =
1
Δx
Δx
2kj
+ Δx
2kj+1
.
The ﬁrst and last row elements of the tridiagonal matrix diﬀer because of
the boundary conditions and are
a(1) = 0
b(1) = 1 + 2h r(1) + 2r(1)Rmax(1) + ht(1) + st(1)
c(1) = −2r(1)Rmax(j)
a(m) = −2r(m)Rmin(m)
b(m) = 1 + 2r(m)Rmin(m) + ht(m) + st(m) + 2r(m)U
n+1
c(m) = 0,
where at node j and at time n
ht(j) = UnΔt
A
V 2ρc(j)n
st(j) =
ρ
c(j)n
L
Tnj − Tsolidus
(Tliquidus − Tsolidus) if Tsolidus < T
n
j < Tliquidus, else 0.
The elements of the right hand side vector of the system of equations are
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d(1) = 4h r(1)Tgas
+ 4σ r(1)(Tsurr(n)
4 − T 41 )
+ (1− (2h r(1))− 2 r(1)Rmax(1)− ht(1))T 11
+ 2r(1)Rmin(2)T
n
2
+ 2ht(1)Tgas
+ st(1)Tn1
d(j) = r(j)Rmin(j)Tj−1
+ (1− r(j)(Rmin(j) +Rmax(j))− ht(j))Tnj
+ r(j)Rmax(j)T
n
j+1
+ 2ht(j)Text + st(j)T
n
j
d(m) = (1− (2Un r(m))− 2r(m)Rmin(m)− ht(m))Tnm
+ 2r(m)Rmin(m)Tm−1
+ 2ht(m)Tgas + st(m)T
n
m
+ 4Un r(m)Tgas.
This system of equations can be solved eﬃciently in O(n) operations as
described in section 3.7. The scheme was implemented and solved in the
computational software package Matlab.
Numerical model ﬁt with data
The numerical model was ﬁtted to the data by tuning the convection heat
transfer coeﬃcient and the emissivity. Given the nature of convection
and radiation heat transfer regarding its dependence on temperatures to
the power of 1 and 4 respectively, the shape of the heating curves in the
experimental results could be used to evaluate the correct ratio between
convection and radiation heat transfer.
For Ingot D, the partially insulated sample with an open side towards the
burner, see section 4.2, values of 16 W/m2K and 0.41 for the convection
heat transfer coeﬃcient and eﬀective emissivity respectively gave a good
agreement between the model and the experimental data which can be
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seen in Figure 5.3 and Figure 5.4. The position of the thermocouples in-
side the sample is found in Figure D.4 in Appendix D. The discrepancy
in the heating curves in the melting region is believed to be due to the
molten aluminium pouring out and changing the volume to surface ratio
for the ingot as it melts.
Figure 5.3: Temperature evolution of thermocouple B (55mm from the
open surface, 35 mm depth from top) in Ingot D with ﬁtted numerical
model.
The numerical model gave an equally good ﬁt for Ingot E (with the open
exposed side away from the burner ﬂame), displayed in Figure 5.5, using
a heat transfer coeﬃcient of 10 W/m2K and eﬀective emissivity of 0.43.
The placement of the thermocouples inside the sample is found in Figure
D.5. The heat transfer coeﬃcient is a function of the gas velocity and
thermal properties. This would imply that the gas velocities were lower
on the back side of the ingots. There was no signiﬁcant change for the
eﬀective emissivity number. The diﬀerence in heating rate between Ingot
D and Ingot E must have been mainly due to the diﬀerence in convection
heat transfer due to a lower gas temperature and heat transfer coeﬃcient.
The estimated gas temperatures near the exposed sides used for Ingot D
and Ingot E were 1309◦C and 1041◦C respectively.
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Figure 5.4: Temperature proﬁle for 1-dimensional numerical model com-
pared to experimental results for Ingot D at around 350◦C (1228s).
Figure 5.5: Temperature curve for thermocouple B (55mm from the open
surface) in Ingot E with ﬁtted numerical model.
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Figure 5.6: Temperature proﬁle for 1-dimensional numerical model com-
pared to experimental results for Ingot E at 350◦C (1228s).
Heat transfer mechanisms
The heat ﬂuxes from convection and radiation at the surface for the tem-
perature span [20◦C, 700◦C] are displayed for Ingot D and Ingot E in ﬁgure
5.7 and ﬁgure 5.8 respectively. The radiation heat was the dominating heat
transfer mode into the metal samples. The radiation heat was on the ap-
proximately same level for both cases. while the convection heat was on
a lower level for Ingot E than Ingot D due to the orientation of the open
surface in the furnace. Both a lower convection heat transfer coeﬃcient
due to lower gas velocities and a lower gas temperature contributed to a
lower convection heat ﬂux in the Ingot E case. The convection heat ﬂux
in both cases decreased with time as the temperature gradient between
the gas and aluminum surface decreased, while the radiation heat ﬂux was
more constant. This is due to the previously mentioned nature of convec-
tion and radiation heat transfer with respect to temperature which can be
seen from equation 5.2.2.
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Figure 5.7: Convection and radiation heat ﬂux through open surface for
Ingot D: Open side facing the burner.
Figure 5.8: Convection and radiation heat ﬂux through open surface for
Ingot E: Open side facing away from the burner.
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Heat transfer under diﬀerent furnace conditions and prop-
erties
A range of values were chosen for the emissivity of the aluminium sur-
face, the furnace refractory temperature, the gas temperature and the
heat transfer coeﬃcient and run in the numerical model. The conditions
for Ingot D was chosen as the reference level. Figure 5.9 shows the heat-
ing times which can be experienced for diﬀerent emissivity values of the
aluminum metal surface. The heating times are divided into two tempera-
ture intervals, 20◦C-600◦C and 600◦C-700◦C to illustrate the heating and
melting phases with latent heat release in a furnace cycle. A change in
the emissivity for the metal from 0.2 to 0.8 for instance will shorten the
heating time from 20◦C-700◦C with 45% according the model calculations.
Normally the emissivity of an aluminium sample ranges from 0.15-0.3 de-
pending on alloy, temperature, surface characteristics. An increase up to
0.8 would normally imply a special treatment of the surface using black
coating or similar.
Figure 5.9: Heating times for diﬀerent emissivity values for the aluminium
surface using the 1-dimensional numerical model.
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Figure 5.10 shows the heating times for diﬀerent gas temperatures. A de-
crease in the gas temperature from 1309◦C to a temperature of 1050◦C,
which is realistic in positions in a furnace away from the burner ﬂame, will
increase the heating time for the sample from 20◦C-700◦C with 25%.
Figure 5.10: Heating times for diﬀerent gas temperatures using the 1-
dimensional numerical model.
The refractory temperature of the walls and roof of the furnace is im-
portant for the radiation heat transfer to the metal. Figure 5.11 displays
the heating times for the refractory temperature at diﬀerent levels using
the numerical model. The refractory temperature during the trial with
Ingot D was not constant but was increasing from a starting temperature
of 963◦C to about 1020◦ during the trial with an average of 978◦. The
inﬂuence of varying temperature was taken into account in the calcula-
tions and compared to an average constant temperature. The diﬀerence
in heating up to 600◦ was negligible, but made an impact in the melting
stage up to 700◦.
Figure 5.12 displays the heating times for chosen values for the convection
heat transfer coeﬃcient. The inﬂuence of this parameter is less pronounced
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Figure 5.11: Heating times for diﬀerent refractory temperatures using the
1-dimensional numerical model.
due to the convection heat contributing to a smaller portion of the total
heat ﬂux than the radiation heat.
It is clear that the results from the study of parameters in the numerical 1-
dimensional model must be viewed inside the limitations of the model and
should only be taken as indications of the relative importance for the heat
transfer into the metal. Large simpliﬁcations have been made and these
parameters may have a diﬀerent impact under furnace operation with a
full metal load, where gas and refractory temperatures may have larger
variations across the furnace and throughout a melting cycle. Nevertheless
the results still provide some insight into the heat transfer in a aluminium
melting furnace.
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Figure 5.12: Heating curves for diﬀerent values of the convection heat
transfer coeﬃcient using the 1-dimensional numerical model.
5.3 CFD model
The limitations of the 1-dimensional model presented in the previous sec-
tion demonstrates the demand for a more comprehensive model in 3 di-
mensions to model the furnace conditions outside the metal sample and
capture eﬀects as combustion, gas radiation and heat transfer in a more
realistic way. A wider range of physical phenomena can then be included
and analyzed. A natural step was to develop a fully 3-dimensional CFD
model including ﬂuid ﬂow, conduction, convection, radiation and com-
bustion along with latent heat release during melting of aluminium. A
detailed description of the CFD model with results is presented in the
following part of this chapter.
Geometry and mesh
The furnace used for the experiments in Chapter 4 was reconstructed in
Gambit, a geometry and mesh generator for Fluent, using furnace draw-
ings. The burner geometry was simpliﬁed for practical purposes but still
with the main features intact. The burner space, the furnace space along
with the ﬂue gas channel were modeled as ”‘ﬂuid”’ areas where gas or
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liquid could ﬂow freely. The aluminium ingot sample and the refractory
brick on which it was placed were set as a solid materials with no ﬂuid
ﬂow. The reason for the choice of the ingot as a solid body was to avoid
instabilities in the solution and to avoid boundary wall functions inside
the ingot. For the insulation cases the model geometry was adjusted with
a insulation layer around the ingot. In the experimental case where an
ingot was dropped into a melt, a melt zone was created and the refractory
brick removed from the geometry.
(a) (b)
Figure 5.13: CFD model geometry of laboratory furnace (a) side view and
(b) front view.
The geometry inside the burner and furnace space was meshed using size
functions (increasing the mesh size by a growth multiplication factor away
from surfaces) and tetrahedral volume elements. Surfaces were meshed
ﬁrst to avoid unfavorable mesh structures. To ensure a ﬁne enough mesh
around the burner outlets the size of the tetrahedral elements were set at
a starting size of 5 mm which was increased up to a size of 35 mm. The
aluminium ingot and refractory brick were meshed using hexahedral mesh
elements with side lengths 10 mm to allow the temperature gradients to
be aligned with the mesh and minimize mesh inﬂuence on the solution. A
size function was also attached to the refractory brick and ingot sample to
ensure a gradual increase in the mesh size away from the entities. Early
experiences with the models also indicated that the area around the ﬂue
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gas opening needed reﬁnement and this was solved by ﬁrst meshing the
surface dividing the ﬂue gas volume and furnace volume and applying a
size function attached to the surface.
(a) (b)
Figure 5.14: Polyhedra mesh of lab furnace with hexahedral mesh for (a)
ingot and (b) refractory bricks.
Model set-up
Steady state cases for the furnace cases running under stable conditions
were established before switching to a transient calculation where the
aluminium sample temperatures were patched to room temperature. A
pressure-based solver using the Semi-Implicit Method for Pressure-Linked
Equations (SIMPLE) algorithm [108] was applied. This algorithm ﬁrst
solves the momentum equations 3.1.2 using the previous time step pres-
sure distribution, then solves the continuity equation 3.1.1 for the new
pressure distribution before correcting the velocities and ﬂuxes.
The ﬂuid ﬂow in the furnace involves turbulence and a k- turbulence
model based on the Re-Normalization Group Theory (RNG) formulation
was applied in addition to the Reynolds-Averaged Momentum Equations
(RANS). See details in section 3.2 and Appendix B.
Heat transfer by conduction and convection is solved in Fluent by the
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Energy equation in the following form (Einstein notation, see Appendix
A)
∂
∂t
(ρE) +
∂
∂xj
((ρE + p)uj) =
∂
∂xj
(
keﬀ
∂T
∂xj
− hiJi + (τ eﬀuj)
)
+ Sh,
(5.3.1)
where keﬀ = k+ kt is the eﬀective conductivity and the turbulent thermal
conductivity, kt, is deﬁned by the turbulence model applied. Ji is the
diﬀusion ﬂux of species i. Sh deﬁnes the heat of chemical reaction and
other deﬁned volumetric heat sources. Energy is deﬁned as
E = h− p
ρ
+
u2
2
, (5.3.2)
where h is the sensible enthalpy, p the pressure, ρ the density and u the
velocity of the ﬂow.
Radiation heat transfer was modeled with the Discrete Ordinates radia-
tion model (details section 3.4), calculating the radiation exchange using
3 angular divisions for both θ and φ in each octant of the angular space.
Every angular division was divided into 5 pixels in θ and φ direction.
The Eddy Dissipation Model, details in section 3.5, was used for modeling
the chemical reactions and heat release from combustion of the gas. This
involves fast chemistry where the reactions are limited by mixing which is
turbulence controlled.
Boundary conditions
The burner input during the experiments were controlled by a Process
Control System (PCS) for a given setpoint of 980◦C for a thermocouple
in the furnace roof lining. Figure 5.15 shows that the furnace was not run
in a perfect steady state condition, but rather in an temperature interval
around the setpoint with varying burner input.
In the CFD model a constant burner power was applied which was calcu-
lated from the average burner input for a whole day during experiments.
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Figure 5.15: Roof thermocouple temperature and burner fuel input during
ﬁrst day of experiments.
The averages were calculated to be 8.2 nm3/h and 70.6 nm3/h for natural
gas and air ﬂow respectively. Methane, CH4, was used as fuel in the CFD
model. The burner input during the individual trials could thus diﬀer
slightly from this average and is a potential source of error.
The walls of the furnace in the CFD model were designated as refractory
material with constant properties found in Table 5.1. Properties for the
aluminum samples used were a constant density of 2698 kg/m3 and heat
capacity and thermal conductivity was speciﬁed as piecewise linear func-
tions with respect to temperature, based on values for pure aluminium
presented in section 3.8. The insulation ﬁber used for the partial insula-
tion of the aluminium samples were assigned properties found in Table 5.2.
The boundary condition for heat loss from the furnace outside walls to the
surroundings needed to be speciﬁed. A thermo-camera photo taken of the
furnace during an earlier trial, Figure 5.16, gave a good indication of the
temperature on the outside surfaces of the furnace.
Temperatures ranging from 100◦C for the furnace walls to 150◦C for the
door and ﬂue gas surfaces suggested that both convection and radiation
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Table 5.1: Properties of refractory material in lab furnace.
Property Value
ρ 2320 kg/m3
k 1 W/mK
Cp 1138 j/kgK
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1
 0.8
Table 5.2: Properties of insulation ﬁber around ingot samples.
Property Value
ρ 128 kg/m3
k temperature dependent
0.06− 0.3 W/mK
Cp 1080 j/kgK
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1
 0.1
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(a) (b)
Figure 5.16: (a) Thermo-camera photo of lab furnace and (b) photo of lab
furnace taken with a regular camera from the same angle.
heat losses plays a signiﬁcant role. A heat transfer coeﬃcient for natural
convection on the furnace outside walls was calculated from Nusselt num-
ber relations for natural convection on both vertical and horizontal plates
for the furnace sides and the horizontal cylinder for the ﬂue gas, p511 in
[109]. All calculations gave a heat transfer coeﬃcient ranging from 5.6
W/mK to 7 W/mK. The average heat transfer coeﬃcient for all surfaces
was set to 6 W/mK. The emissivity of the steel sheath on the outside of
the furnace was set at  = 0.8 based on values for oxidized steel [109].
The emissivities of the refractory on the inside walls of the furnace were
unknown but assumed to be  = 0.8 based on values for bricks [109].
User Deﬁned Melting Model
The built in melting/solidiﬁcation model in ﬂuent is not compatible with
combustion and a User-deﬁned melting model was implemented. The
User Deﬁned Functions (UDF) in ANSYS Fluent were written in the C
programming language. The ﬁles can be either interpreted or compiled in
ANSYS Fluent. The latter involves building a shared object code library
and then loading this into ANSYS Fluent. For the Melting Model the
compiled UDF was chosen as this runs much faster than the interpreted
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functions.
The UDF melting model was written as an implementation of the source
based method described in section 3.7 and is deﬁned in a temperature
formulation with a linearized source term added to the Sh term in the
Reynolds averaged energy equation, Equation 3.3.3. Due to the metal
being set as a solid, convection eﬀects in the melt were neglected. The
solution procedure for Fluent using an UDF is found in Figure 5.17 for a
segregated solver which was used here. A coupled solver is also available
where a system of the equations for momentum and continuity is solved
simultaneously (equations inside the box in Fig 5.17. The coupled solver
otherwise behaves the same way as the Segregated.
Figure 5.17: Solution procedure for Pressure-based Segregated Solver rou-
tine [22].
When loading the UDF library, the DEFINE EXECUTE ON LOADING
routine allocates memory for storage of temporary temperatures, T ∗, and
a user deﬁned scalar, FL, for the liquid fraction is deﬁned. This is done
to allow for temporary storage of temperatures and liquid fraction in the
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inner iteration. The liquid fraction needs to be deﬁned as a Used Scalar
and not as User memory for the UDF routine to be able to access Fluent’s
values for the previous time step. The transport equation for the User
Scalar is however disabled and not solved by Fluent. This would interfere
with the updating of the liquid fraction in the code.
The code deﬁnes two functions, one for calculating the liquid fraction
and one for calculating the derivative of the liquid fraction with respect
to temperature. These are used later in the calculation of the source term.
Before calculation, a routine, DEFINE INIT, for initializing the tempera-
tures and liquid fraction at cell centers and boundary faces are calculated
and stored. The ﬁrst step in the solver loop (inside one time step) is a
DEFINE ADJUST routine. It checks if the solid-liquid range is entirely
skipped from one iteration to the next, missing the latent heat release (this
is not done for the ﬁrst iteration in the loop since no new temperature has
been calculated since the last time step). In the case of skipping of the
S-L range it resets the temperature to the middle of the S-L range. Then
T ∗ and the fraction liquid is updated for the cell centers and then for the
boundary faces. The solver then goes on to solve the momentum equa-
tions along with the mass continuity equation. When solving the energy
equation, a source term using a DEFINE SOURCE macro is added for the
deﬁned zones in the furnace geometry where latent heat release is enabled.
The source term is calculated as
S = −ρLFnew − Fold
Δt
,
where L is the latent heat and F is the fraction liquid. This is discretized
in an implicit formulation. The remaining equations are then solved in
the loop, the properties are updated and checked for convergence. If the
convergence criteria is not met, it once again goes into the iteration loop
starting with the DEFINE ADJUST routine. At a converged solution
it exits the loop and loads an DEFINE EXECUTE AT END macro set-
ting a state variable for a new time step to one. This is used for the
DEFINE ADJUST routine to recognize that it is a new time step.
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5.4 Results from CFD models
A steady state case was established to attain the correct furnace condi-
tions, before switching to a transient simulation of the heating and melting
of the aluminium samples. For the experiments simulated here, the metal
samples had a small load impact on the furnace heat balance and the
burners were running on holding power. This meant that the furnace con-
ditions changed little when switching from a steady state calculation to
the transient melting of the samples. The geometry of the samples were
similar for the partially insulated ingots and Ingot A, creating similar fur-
nace conditions. The geometry, however, changed for Ingot B which was
dropped in a furnace ﬁlled with melt.
During the steady state calculation the aluminium samples reached an
equilibrium temperature with the surroundings. Switching from steady
state to transient calculation the samples were re-initialized to a tempera-
ture of 20◦C and the UDF melting model for release of latent heat during
phase change was activated. Time steps of 5 seconds were applied. The
time step size was checked for accuracy by comparing with shorter time
steps.
Steady state analysis
After reaching a converged solution for the steady state case the tem-
peratures inside the furnace were for Ingot A as seen in the temperature
contour plot in Figure 5.18. The burner ﬂame has its maximum temper-
ature of 1885◦C around the burner channel outlet into the furnace. The
temperature of the combustion gases was around 1450◦C when hitting the
sample. In the steady state analysis the temperature of the ingot sample
is not relevant since heating and melting of the metal is a transient process.
The gas ﬂow velocities are highest around the burner openings in the fur-
nace with values up to 5.2 m/s as seen in the velocity contour plot in
Figure 5.19. Away from the burner ﬂame the ﬂow velocities are low.
The gas ﬂow velocity vectors around the sample are shown in Figure 5.20.
Gas ﬂow is hitting the sample with velocities below 1 m/s and splitting
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Figure 5.18: Temperature contour plot (in ◦C) of central plane in furnace
case for ingot A.
Figure 5.19: Velocity contour plot (in m/s) of center surface in furnace
case for ingot A.
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the gas ﬂow along the top and down the front side of the ingot.
Figure 5.20: Velocity vectors (in m/s) through center surface around sam-
ple in furnace case for ingot A.
Pathlines for the gas ﬂow from the burner hitting the sample and refrac-
tory bricks are displayed in Figure 5.21(a). The residence time for the gas
in the furnace is important for its ability to release heat to the surround-
ings. The residence time can be studied by releasing massless Lagrangian
particles from the burner and let them follow the ﬂuid ﬂow to see how
long they stay in the furnace before going out the ﬂue gas channel. The
histogram in Figure 5.21(b) shows that around 20% of the gas deﬂected
from the top of the ingot goes almost directly up to the ﬂue gas with a
residence time of less than 10 seconds. The part of the gas not directly
going towards the ﬂue gas takes a round trip around the furnace before
ﬁnding its way out. A bell shaped top for the residence time is found
around a value of 25 seconds. The mean residence time for the gas was 24
seconds with standard deviation 12.8 seconds.
Litho A had larger dimensions than Ingot A and was tilted 45◦ in the fur-
nace (by accident) which changed the gas ﬂow around the sample and in
the furnace as we can see from the pathlines in Figure 5.22(a). A smaller
percentage of the gas ﬂow went straight up in the ﬂue gas with a short
residence time as we can see from the histogram in Figure 5.22(b) and the
distribution is a bit diﬀerent from Ingot A in Figure 5.21(b), but the mean
residence time is similar with 26 seconds and a standard deviation of 11.5.
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(a) (b)
Figure 5.21: (a) Pathlines for gas ﬂow towards sample Ingot A and (b)
histogram for the residence time for combustion gases in the laboratory
furnace.
The ﬂow characteristics for the Foil A case was similar to Ingot A de-
spite its slightly diﬀerent geometry and size as displayed in Figure 5.23(a).
The residence time distribution for the gas, Figure 5.23(b), was also quite
similar to Ingot A except for a lower percentage of the gas with shorter
residence time than 5 seconds. The mean residence time was 26 seconds
and standard deviation 11.8.
For the case involving melt in the furnace, the steady state temperatures
diﬀered from the cases without melt. Figure 5.24 displays a temperature
contour plot for the Ingot B case. The burner ﬂame temperature is similar
to what can be observed for the case of Ingot A in Figure 5.18, but the
furnace gas space has a lower temperature. This is due to the melt pool
changing the gas ﬂow and heat balance in the furnace. Figure 5.25(a)
shows that a large portion of the gas ﬂow after hitting the bath surface
goes up on the back wall and directly into the ﬂue gas channel. This is
further conﬁrmed by the residence time histogram in Figure 5.25(b) where
close to 60% of the tracked particles have a residence time of less than 5
seconds. The rest of the particles are quite evenly distributed with longer
residence times from mainly 22 seconds of up to 45 seconds. The mean
residence time was 18 seconds with a standard deviation of 15.5.
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(a) (b)
Figure 5.22: (a) Pathlines for gas ﬂow towards sample Litho A and (b)
histogram for the residence time for combustion gas in the furnace.
(a) (b)
Figure 5.23: Pathlines for gas ﬂow towards sample Foil A (a) with his-
togram for the residence time for combustion gas in the furnace (b).
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Figure 5.24: Temperature contour plot of center surface in furnace case
for ingot B.
(a) (b)
Figure 5.25: Pathlines for gas ﬂow towards sample Ingot B(a) with his-
togram for the residence time for combustion gas in the furnace (b).
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Heating trials
The transient processes of the heating experiments were examined by tran-
sient calculations in the numerical CFD model. The emissivity of the
aluminum samples were unknown in the experiments and needed to be
ﬁtted in the numerical model by running simulations with diﬀerent values
of the emissivity for the samples until a satisfactory agreement between
model and experiments was reached. The surface emissivity of the ingot
was determined to be 0.20 in the CFD model. This is much lower than
the emissivity of around 0.40 in the 1-dimensional numerical model. The
emissivity in the 1-dimensional model was however an eﬀective emissivity
that included the eﬀect of gas radiation in addition to the radiation ex-
change with surrounding surfaces. An emissivity of 0.20 is a more realistic
number for the aluminium surface. The transient heating and melting
simulation of Ingot A can be seen for 4 chosen time steps of the cycle in
Figure 5.26. Figure 5.26(a) shows the start up of the simulation at time
0 second, after the CFD model is switched from steady state to transient
calculation and the temperature of the sample is initialized at 20◦C. After
500 seconds the sample is reaching solidus temperature of 650◦C, where
it starts to melt and latent heat is released in the model. Temperature
is rising very slowly in the solidus-liquidus interval and the sample is still
inside this interval at 850 seconds. At 660◦C it reaches liquidus tempera-
ture and the temperature increases more rapidly again. The furnace gas
temperatures decreased after starting the simulation, because of heat go-
ing into the sample, before increasing and getting close to the steady state
temperature towards the end of the simulation run.
Ingot D
The placement of Ingot D in the furnace and the mesh structure of the
sample, insulation and refractory bricks is displayed in Figure 5.27. The
open side of the sample with no insulation is facing the burner ﬂame.
Ingot D was also investigated in the numerical 1-dimensional model and
comparisons can be made with these results.
The CFD model was ﬁtted to the experiments with a good agreement as
we can see from the comparison of thermocouple A in Figure 5.28. The
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(a) (b)
(c) (d)
Figure 5.26: Temperature contour plot during transient simulation of heat-
ing and melting of Ingot A at times: (a) 0 s (b) 500 s (c) 850 s (d) 1500
s.
(a) (b)
Figure 5.27: (a) Lab furnace with polyhedral converted mesh and (b) Ingot
D with hexahedral mesh for metal and insulation.
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position of the thermocouple in the sample can be seen in Figure D.4. The
melting phase was slightly faster in the experiments as liquid metal poured
out as it melted. This eﬀect was not considered in the CFD model where
the sample geometry does not deform. The rapid increase in temperature
in the experiment after the melting phase was due to the thermocouple
being exposed to the furnace atmosphere after the liquid metal has poured
away. The ﬁt of the numerical CFD model was similar to what was ob-
tained by the 1-dimensional numerical model in Figure 5.3. An equally
good ﬁt was observed for the other 2 thermocouples in the sample and can
be found in Appendix D.3.
Figure 5.28: Temperature curve comparison between CFD model and ex-
periments for thermocouple A placed in center of Ingot D.
The radiation and convection heat ﬂuxes on the open front side of Ingot
D is shown in Figure 5.29. Radiation heat is dominating over convec-
tion heat with a heat ﬂux of about 55 kW/m2 in the start phase of the
simulation with the sample initially at 20◦C. Convection heat ﬂux was
around 33 kW/m2 during start up but decreased faster than the radia-
tion heat ﬂux as expected. Comparing the heat ﬂuxes obtained from the
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CFD model with the 1-dimensional model we see that the level of the
radiation heat ﬂux is in the same range while convection heat ﬂux was
most likely underestimated in the 1-dimensional model with the heat ﬂux
through the insulation correspondingly overestimated to give the correct
total heat ﬂux. A CFD model was not built for Ingot E, so a comparison
of the heat ﬂuxes for this sample cannot be made. It is however assumed
that the convection heat ﬂux was somewhat underestimated also for Ingot
E in the 1-dimensional model.
Figure 5.29: Calculated heat ﬂuxes in CFD model for the exposed and
uninsulated front side of Ingot D.
Ingot A
A CFD model was developed for Ingot A placed in the furnace on top of
refractory bricks. The mesh for the furnace and the sample is found in
Figure 5.30. There was no insulation for the Ingot A case and heat was
transferred into the metal from all sides of the sample.
The CFD model was ﬁtted to the experiments by using a constant value
for the unknown surface emissivity of 0.20 for all sides. This was equal
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(a) (b)
Figure 5.30: (a) Furnace with polyhedral converted mesh and (b) sample
with hexahedral mesh.
to the value used for Ingot D. Figure 5.31 shows a comparison for the
thermocouple in the center of the sample (see Figure D.2) between the
experiment and the numerical model. A similar ﬁt was observed for the
other 4 thermocouples placed in various positions inside the sample and
can be found in Appendix D.4.
The radiation and convection heat ﬂuxes through the front and back side
of Ingot A are shown in Figure 5.32. The radiation heat ﬂux is of a similar
magnitude for the front and the back of the sample, whereas the convection
heat ﬂux is considerably higher into the front than in the back. This is
due to the burner ﬂame impingement on the front surface. A comparison
of the radiation and convection heat ﬂux for all the sides of the sample
can be found in Figure D.20 and Figure D.21 respectively.
Ingot B
The position of Ingot B in the furnace melt and the mesh of the sample
is shown in Figure 5.33. A heat sink was added to the melt in the steady
state case to attain the desired melt temperature and avoid overheating.
This heat sink was removed when switching to transient calculation and
the sample was patched to the initial temperature of 20◦C. Because of the
short heating time the step size was reduced in the transient calculation
from 5 seconds to 1 seconds to capture the heat transfer more accurately.
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Figure 5.31: Temperature curve comparison between CFD model and ex-
periments for thermocouple A.
The emissivity of the sample was in this case not relevant since it is com-
pletely submerged in the melt and there is no radiation heat exchange
between the melt and the sample. Heat is transferred through conduction
in this case.
A comparison of thermocouple A (see Figure D.2) inside the sample be-
tween the experiment and the CFD model is shown in Figure 5.34. The
numerical model is able to predict the the heat transfer into the ingot in a
surprisingly good way considering the short time scale of the experiment.
In the late stage of the heating the discrepancy between model and ex-
periment is larger due to the eﬀect of the sample changing geometry as it
melts. Comparisons between the CFD model and the experiment for the
other thermocouple placements are found in Appendix D.5.
When the ingot sample was dropped into the liquid metal bath in the
experiment, the temperature in the melt around the sample instantly
dropped below the solidus temperature and a shell layer formed around
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(a)
(b)
Figure 5.32: Heat ﬂuxes through (a) the front side and (b) the back side
of Ingot A.
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(a) (b)
Figure 5.33: (a) Furnace with polyhedral converted mesh and (b) melt
pool with sample inside.
Figure 5.34: Temperature curve comparison of thermocouple A for Ingot
B between CFD model and experiments.
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the sample which would then later melt again by heat from the bath [27].
This eﬀect of shell conduction was not included in the model, as the melt-
ing model was not activated for the melt, but the ﬁt of the numerical
model indicates that this eﬀect might not have a large inﬂuence on the
overall heat transfer.
The temperature in the bath in the simulation run did not take convection
eﬀects into account but will still give a good estimate of the drop in tem-
perature during the experiment. Monitor points were placed in the metal
bath in the positions shown in Figure 5.35. The temperature curves for
the monitor points in the metal bath during the simulation of the heating
and melting of sample Ingot B are given in Figure 5.36.
Figure 5.35: Monitor points for temperature in melt in simulation. Melt
surface was at 240 mm from the furnace bottom.
There was a very rapid heating in the initial phase when the ingot was
dropped into the melt in the experiment, corresponding to the re-initialization
of the sample to room temperature inside the melt in the CFD simulation.
This is because of the large temperature gradient along with the eﬃcient
heat transfer through conduction. Conduction between two solid bodies
is much quicker than gas to solid heat transfer by convection and radia-
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Figure 5.36: Temperature curves for melt in mm distance from furnace
bottom. Melt surface was at 240 mm from the furnace bottom. Temper-
ature of thermocouple A for Ingot B displayed in second axis.
tion. The heat ﬂuxes rapidly decreased as the sample approached melting
temperature because of the diminishing temperature gradient. In order to
display the heat ﬂuxes during the simulation they need to be divided into
two separate graphs as the heat ﬂuxes varied by several orders of magni-
tude from the start phase to the end phase. Figure 5.37 shows the heat
ﬂuxes for the initial phase of the heating and then at a later stage when
approaching solidus temperature.
The melting of the ingot sample is very eﬃcient when submerged into an
aluminium melt, but the heat transferred from the melt must be replaced
for the melt to be in the same state as before the ingot submersion. The
curve for the average melt temperature can be seen in Figure 5.38. The
melt surface was assigned an emissivity of 0.2. The time for the melt to
reach the same average melt temperature (and same amount of energy)
was 8258 s, which is more than 5 times longer than for Ingot A to be
completely molten. This needs to be considered when choosing the most
eﬃcient way of melting aluminium. It must be noted however that in
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(a) (b)
Figure 5.37: Heat ﬂuxes through the sides of Ingot B for (a) the initial
phase and (b) the later phase of the heating and melting of the sample.
this case the large surface area of the melt was not utilized fully for heat
transfer due to the low burner input.
Litho A
The placement of Litho A in the furnace and the hexahedral mesh struc-
ture of the sample is shown in Figure 5.39. The thermal conductivity
and density of the sample in reality varies according to the orientation
of the sheets and compression factor. In the numerical model an aver-
age conductivity and density was assigned for the material. They were
both assumed to be independent of temperature for simplicity. Experi-
ences with the numerical model showed that using averaged values was
satisfactory to reproduce the experimental results. It was clear that the
average conductivity of the sample was much lower than for a solid sample
because of the thermal resistance over the gaps between the sheets. The
average density of 1027 kg/m3 was calculated from the measured weight
and divided by the volume of the sample, while the thermal conductivity
and emissivity were ﬁtted by running a series of simulations. A selection of
the simulation curves from the ﬁtting process can be seen in Figure 5.40.
When determining the best choice for the parameters the curvature of the
temperature plot indicate if emissivity (increase gives straighter curve) or
thermal conductivity (increase gives a more rounded curve), needs to be
adjusted. The values best ﬁtting the experimental results were determined
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Figure 5.38: Average melt temperature with the temperature monitor for
thermocouple A inside the submerged Ingot B.
to be 40 W/mK and 0.5 for the average thermal conductivity and sample
emissivity respectively. This is in contrast to the thermal conductivity of
pure solid aluminium which ranges from 210 − 240 W/mK depending on
temperature and an emissivity of normally 0.1-0.3 (see section 3.8). The
higher emissivity could be due to ink and oil residue on the surface.
The comparison for thermocouple A (see Figure D.10) between the exper-
iments and the CFD model in Figure 5.41 shows that the numerical model
is able to reproduce the results of the experiments in a satisfactory way.
This is further conﬁrmed by comparisons of the other thermocouples in the
sample found in Appendix D.6 which shows the closely matching shapes
for the temperature curves between experiments and numerical model,
but with a time or temperature oﬀset for two of the thermocouples. This
might be from uncertainties in the position of the thermocouples in the
experiments or due to discrepancies in the material from the average prop-
erties in those parts of the sample.
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(a) (b)
Figure 5.39: Furnace with (a) polyhedral converted mesh and (b) hexahe-
dral mesh for compacted lithographic scrap.
Figure 5.40: Comparison of transient simulations for Litho A sample in
furnace with diﬀerent emissivities, , and thermal conductivities, k. (*)
denote best ﬁtted values.
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Figure 5.41: Temperature curve comparison of thermocouple A for Litho
A between CFD model and experiments.
Litho A was tilted 45◦ clockwise and the front side was hence not facing
the burner ﬂame directly but with an angle towards the ﬂame along with
the right side (seen from the burner) of the sample. The positioning of the
sample was included in the numerical simulation and the radiation and
convection heat ﬂuxes in Figure 5.42 thus shows the highest values for the
right side (from a burner view) of the sample. The radiation heat ﬂuxes
are higher than for Ingot A in the start phase of the melting but drop more
rapidly due to the lower thermal conductivity not being able to distribute
the heat inside the sample. After around 500 s there is a kink in the heat
ﬂuxes for radiation heat ﬂux where the ﬂuxes stay approximately constant
before decreasing again. This is followed by a slightly delayed similar re-
sponse for the convection heat ﬂux. These responses are believed to be
due to eﬀects of heat distribution in the sample. There is also a certain
diﬀerence in the heat ﬂuxes between the sides of the sample for both radi-
ation and convection heat. For the radiation heat transfer, which has a a
proportionally much smaller diﬀerence between the sides than convection
heat transfer, this is mainly caused by diﬀerences in gas temperature caus-
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ing lower gas radiation exchange. For the convection heat, the diﬀerence in
gas temperature along with diﬀerences in gas ﬂow conditions (resulting in
varying convection heat transfer coeﬃcients) explains the large variation
in heat transfer between the sides of the sample.
(a) (b)
Figure 5.42: Heat ﬂuxes for the surfaces of Litho A sample through (a)
radiation heat ﬂux and (b) convection heat ﬂux.
Foil A
The position of Foil A in the furnace and the hexahedral mesh structure of
the sample is shown in Figure 5.43. As for Litho A, the thermal conductiv-
ity and density of the material will vary according to the orientation of the
foil sheets and compression. The average density of the sample was calcu-
lated to be 1090 kg/m3 based on the volume and weight of the sample. In
the numerical model an average conductivity and density was assigned for
the material. The same ﬁtting process as for Litho A was performed and
a selection of the simulation using diﬀerent values for the emissivity and
thermal conductivity can bee seen in Figure 5.44. The choice of values
were determined based on a ﬁt for the CFD model with the 4 thermo-
couples used in experiments. For thermocouple A (see Figure D.8) there
was a shift in the curve in the experiments caused by which could be a
temporary dip in conductivity due to air gaps between foil sheets in the
material. This resulted in a discrepancy between the experimental curve
and the simulation curves. The values chosen for the average thermal con-
ductivity and surface emissivity of the sample were 20 W/mK and 0.25
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respectively. Both the average conductivity and emissivity is lower than
for Litho A. This could be due to the sample consisting of much thinner
and hence a higher number of sheets than Litho A, where the thermal
resistance caused by the air gaps between sheets inhibit heat conduction.
The emissivity on the outside surface was close to the emissivity of the
pure aluminium ingots previously presented.
(a) (b)
Figure 5.43: (a) Furnace with polyhedra converted mesh and (b) hexahe-
dral mesh of compacted foil scrap.
A comparison between the numerical model, using an average thermal
conductivity of 20 W/mK and a surface emissivity of 0.25 and the exper-
imental results for the 4 thermocouples is shown in Figure 5.45. Thermo-
couple A and D show a similar shift and irregularity in the the heating
curve in the early phase of the heating, while thermocouple B and C show
a good agreement for the majority of the experiment.
Figure 5.46 displays the radiation and convection heat ﬂuxes into sample
Foil A in the numerical model. The convection heat ﬂuxes are comparable
to the ones found for Litho A but there is a ﬂattening in the radiation heat
ﬂuxes after approximately 600 s where the diﬀerences between the sides
of the sample are leveled out and become approximately the same on all
sides for the rest of the heating time. This is believed to be due to the
low thermal conductivity inhibiting heat to be transferred into the sample
and thus heating up the surfaces on the sample unequally and balancing
the heat ﬂux.
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Figure 5.44: Comparison of simulations of Foil A with diﬀerent emissivi-
ties, , and thermal conductivities, k. (*) denote best ﬁtted values.
Parameter study
The inﬂuence of the emissivity of the sample surface on the heat transfer
was investigated by changing the emissivity of the aluminium sample from
0.2 to 0.8. A comparison between the two cases is presented in Figure 5.47.
The time for the samples to go from 20◦C to 660◦C was for the base case
(emissivity 0.2) 1360 s, while it was less than half (630 s) for an emissivity
of 0.8.
In the furnace investigated, the walls and roof more or less surrounded
the sample placed on the refractory bricks and the sample surface area
was very small compared to the wall enclosure around it. If the furnace
walls are isothermal the furnace then forms a blackbody cavity around
the sample regardless of the emissivity of the walls. This would make the
heat transfer to the ingot completely independent of the emissivity of the
furnace walls and roof. This assumption is not completely true as we have
an inlet and outlet in the furnace and the temperature of the walls and roof
are most likely not isothermal. The numerical model however reveals that
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(a) (b)
(c) (d)
Figure 5.45: Temperature curve comparison for Foil A between CFD
model and experiments for (a) thermocouples A, (b) thermocouple B, (c)
thermocouple C and (d) thermocouple D.
(a) (b)
Figure 5.46: Heat ﬂuxes for the surfaces of sample Foil A for (a) radiation
heat ﬂux and (b) convection heat ﬂux.
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Figure 5.47: Comparison of surface emissivities  = 0.2 and  = 0.8 in the
CFD model. The temperature monitor point corresponds to the position
of thermocouple A in the Ingot A experiment.
this relation holds surprisingly well as the results in Figure 5.48 reveal.
The emissivity of the walls and roof has little inﬂuence on the heating of
the sample. In this model however the furnace is running in a more or less
steady state as the ingot heat transfer is small compared to the energy
throughput and the heat storage in the walls are not modeled explicitly.
This results should thus be considered with care in a real furnace scenario
with a full metal load. The emissivity of the walls could then play a role
in the walls ability to store heat from the burner ﬂame and avoid being
too much cooled by the metal.
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Figure 5.48: Comparison of a case with furnace wall emissivity  = 0.8
and  = 0.6. The temperature monitor point corresponds to the position
of thermocouple A in Ingot A.
5.5 Discussion of numerical model
For the complex problem of modeling a melting furnace involving turbu-
lent ﬂow, heat transfer, combustion and radiation the only feasible option
was a time-averaged model. The two-equation k- model was chosen as
the turbulence model because of its well tested performance in combustion
applications. The Renormalization Group Theory version (RNG) of the
k- model was applied, although the standard k- model of Launder and
Spalding [110] would have probably performed equally well. A comparison
of the RNG k- model with the k-ω model model was made and showed
some small diﬀerences in the ﬂow pattern in the furnace and in the fur-
nace temperature. A temperature contour plot plot for the steady state
k-ω model is found in Figure 5.49 and and can be compared to the k-
RNG model previously shown in Figure 5.18.
Compressibility eﬀects in a ﬂow are said to be negligible for ﬂow veloc-
ities with Mach numbers less than around 0.1, where the Mach number
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Figure 5.49: Steady state temperature contour plot through central plane
of melting furnace for Ingot A using an incompressible k-ω turbulence
model.
is deﬁned as the ratio of ﬂow velocity to the speed of sound in the given
ﬂow. In this case velocities were well below this value (see Figure 5.19).
A simulation with compressible ﬂow and the k-ω turbulence model was
run to compare the diﬀerences between the models. Figure 5.50 shows
that the compressibility eﬀects resulted in a slightly delayed combustion
in ﬂame region and a maximum ﬂame temperature further inside the fur-
nace compared to the incompressible ﬂow model shown in Figure 5.49.
Figure 5.50: Steady state temperature contour plot through central plane
of melting furnace for Ingot A using a k-ω turbulence model and com-
pressible ﬂow.
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A transient case with heating and melting of Ingot A was run to see if
the diﬀerence in ﬂame characteristics for the compressible k-ω turbulence
model would result in a diﬀerence in the heating of Ingot A compared to
the k- RNG model. Figure 5.51 shows that there is only a small eﬀect
with a slightly faster heating of the sample in the compressible ﬂow case.
Figure 5.51: Comparison of a melting case for Ingot A using a k- RNG
turbulence model and incompressible ﬂow with a k-ω turbulence model
and compressible ﬂow. The temperature monitor point corresponds to
the position of thermocouple A in Ingot A.
5.6 Summary and conclusions
A 1-dimensional numerical model was developed for the experiments pre-
sented in the previous chapter. In order to approximate heat conduction in
one dimension only two of the partly insulated ingots were modeled. Heat
conduction inside samples along with radiation and convection boundary
conditions and heat through insulation was included in the model. Latent
heat release when melting was included using the source based method, a
variation of the enthalpy method. The simple model was able to recreate
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the results in the experiments in a good way and demonstrated the im-
portance of radiation heat transfer when heating and melting aluminium
samples. In addition it was an important step in understanding the in-
ﬂuence of parameters such as metal surface emissivity, convection heat
transfer coeﬃcient, refractory temperature and gas temperature on the
heat transfer.
A full 3-dimensional numerical model using the CFD software ANSYS Flu-
ent was later developed to give a more detailed and realistic description
of the heat transfer processes in an aluminium melting furnace. Phenom-
ena as turbulent gas ﬂow, combustion, radiation, convection, conduction
and latent heat release were included and transient simulations of heating
and melting experiments for 3 types of aluminium samples were performed:
dense pure ingot, compacted lithographic sheets and compacted foil. Some
of the ingots samples were partly insulated using a ﬁber material to ac-
commodate heat transfer in mainly one direction. The CFD models were
capable of precisely reproducing the heating and melting curves of both
partly insulated and non-insulated samples in a dry furnace. There was
a small discrepancy between the numerical model and the experiments in
the melting phase due to a limitation in the numerical model where the
geometry of the metal was modeled as a rigid object not able to deform
when melting. The compacted lithographic sheets sample was modeled
with a uniform average thermal conductivity and surface emissivity of 40
W/mK and 0.5 respectively. For the compacted aluminium foil the val-
ues were 20 W/mK and 0.25. Assigning average physical properties for
the materials seemed to be suﬃcient for characterizing the properties of
the samples. The CFD model was also able to reproduce the experimen-
tal results from samples placed into a wet furnace with liquid aluminium
melt even though phenomena as convection in the melt was omitted in
the model. Melting of samples by submersion into melt might not be ef-
ﬁcient depending on the ability of the melt surface to absorb heat. The
usually high temperature of the melt surface creates small temperature
gradients for heat to be transferred. In the numerical model case with a
melt emissivity of 0.2 the time for the melt to replace the heat transferred
to the submerged metal sample was more than 5 longer than the time to
melt an equivalent sample on refractory bricks in the furnace without melt.
5.6. SUMMARY AND CONCLUSIONS 147
Parameter studies for a selection of relevant parameters were performed
using the transient CFD model for a dense ingot sample. The eﬀect of in-
creasing the surface emissivity of the aluminium from 0.20 to 0.8 resulted
in a reduction in heating and melting time of more than 50%. While an
increase in the emissivity of the furnace refractory from 0.6 to 1.0 had
virtually no eﬀect.
Changing turbulence model in the CFD model from a RNG k- model to
a k-ω model and switching from incompressible ﬂow to compressible ﬂow
only gave small eﬀects on the results of the model.
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Part II
Burner Technology in
Aluminium Melting
Furnaces
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Chapter 6
Experiments With Burner
Technology in a Pilot Scale
Furnace
6.1 Introduction
There are several established heating technologies for remelting of alu-
minium. Gas ﬁred burners are usually preferred in reverberatory furnaces
because of high productivity and low maintenance costs. Oxy-fuel burner
systems have been established as a fuel eﬃcient alternative to regular
cold air-fuel, but have been plagued with issues as wear on furnace lining
and dross generation because of hot spots from high ﬂame temperatures.
Signiﬁcant improvements have been made since the ﬁrst burners were in-
troduced. A Low-temperature Oxyfuel (LTOF) burner recently developed
has been able to lower the maximum ﬂame temperature and creating a
spread out ﬂame with a more uniform temperature by diluting the ﬂame
with furnace gases. The details and applications of this burner technology
is discussed more in detail in section 2.3.
The diﬀerence between LTOF and conventional cold air-fuel technology
when it comes to ﬂame temperatures, furnace atmosphere and conditions
is investigated by measurements presented brieﬂy in this chapter. A more
thorough comparison of the burners is done in the next chapter when the
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experimental are compared to numerical models. Experimental results are
presented from heating of aluminium samples at diﬀerent furnace temper-
ature for the two technologies.
The inﬂuence of the surface emissivity of the aluminium for heat transfer
is also investigated. This is done by heating samples of diﬀerent surface
roughness under the same furnace conditions. Factors inﬂuencing surface
emissivity of aluminium have been studied amongst others by [20, 88, 89].
6.2 Experimental set-up
The experiments were carried out in a cylindrical pilot scale furnace, Fig-
ure 6.1, at Linde Gas Division, Lidingo¨, Sweden. Dimensions for the
furnace is found in the technical drawing in Figure 6.2. The furnace is
equipped with 20 thermocouples in the furnace wall lining and in the ﬂue
gas system measuring the temperature. Gas composition is continuously
monitored in the ﬂue gas. Moreover other relevant parameters for the
furnace operation were logged by the furnace control system. In addition
instruments measuring radiation heat ﬂux, total heat ﬂux, gas tempera-
ture and gas composition were used in various positions in the furnace,
see Figure 6.2.
The furnace was run at two temperature levels for both the cold air-fuel
burner (see Figure 6.3) and the LTOF burner (see Figure 6.4). To con-
trol the furnace temperature, the furnace was equipped with water cooled
tubes in the bottom of the furnace. The inlet and outlet temperature and
the ﬂow in the tubes were continuously logged. The power input, cooling
and furnace values for the diﬀerent cases can be seen in Table 6.1.
Aluminium samples with front surface dimensions 85 mm x 85 mm and
thickness 40 mm were mounted on a specially designed ladle construction
(Figure 6.5) enabling the samples to be inserted into the furnace through
one of the hatches on the sides of the furnace and removed after the de-
sired time. Every sample was equipped with 3 thermocouples type K at
diﬀerent distances from the front surface, Figure 6.5(b). The samples were
insulated on the sides and on the back using a ﬁber material to ensure heat
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Figure 6.1: Pilot scale furnace at Linde Gas, Lidingo¨, Sweden.
Figure 6.2: Technical drawing of pilot scale furnace at Linde Gas, Lidingo¨,
Sweden.
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(a) (b)
Figure 6.3: Cold air-fuel burner from (a) front view and (b) side view.
(a) (b)
Figure 6.4: The Low temperature oxy-fuel burner used in the trials with
(a) front view before lances are mounted in the burner stone and (b) back
of burner stone with fuel and oxygen inlets.
Table 6.1: Overview of the burner cases considered. The furnace tempera-
ture is deﬁned as the average of the 16 thermocouples throughout the wall
of the furnace. The fuel used was a 95% propane, 5% buthane mixture
with a heat value of 94 MJ/Nm3.
Burner Case Burner type Burner power Cooling Furnace
Temperature
(kW) (kW) (◦C)
Case 1 Air-fuel 311 23 1131
Case 2 Air-fuel 308 64 1016
Case 3 LTOF 257 66 1142
Case 4 LTOF 257 133 1008
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ﬂux only through the front of the sample. The temperature diﬀerences in-
side the samples were small.
(a) (b)
Figure 6.5: One of the samples used for the heating experiments with
(a) front side heating area of aluminium sample and (b) thermocouple
placements in aluminum sample.
The surfaces of the samples were prepared in a cutting machine and given
a speciﬁc surface structure and roughness. For the four diﬀerent burner
cases, 4 aluminum samples with similar surface roughness were used. In
addition 2 samples with a smoother surface was prepared to see the ef-
fect of diﬀerent surfaces on the heat transfer. The surface roughness of
the samples were measured using a Mitutoyo SJ-2011 and the results are
presented in Table 6.2.
1www.mitutoyo.com
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Table 6.2: Surface roughness measurements of the aluminium samples.
10−12 measurements were done on each sample where every measurement
consisted of 5 sampling lengths of 2.5 mm in series.
Sample Burner case Type Mass Roughness
(g) Ra (μm)
Sample 1 Case 1 Al99.9% 744 5.4
Sample 2 Case 2 Al99.9% 744 5.7
Sample 3 Case 3 Al99.9% 744 5.4
Sample 4 Case 4 Al99.9% 777 5.8
Sample 5 Case 4 Al99.9% 738 0.4
Sample 6 Case 4 Al99.9% 740 0.7
6.3 Results
The aluminium samples in the heating experiments were inserted in the
furnace 1875 mm downstream from the burner and 600 mm from the fur-
nace center, see Figure 6.6(a). The experiments were performed during
stable operation of the furnace and the samples were heated from room
temperature up to 600◦C. To eliminate diﬀerences in the start up phase
when the samples were inserted in the furnace, results are compared in
the temperature range 100◦C to 600◦C.
The results for the heating of equal samples for the four furnace cases
are displayed in Figure 6.7. A distinct diﬀerence between the burners at
the same furnace temperature is revealed and the LTOF burner heat the
aluminium samples faster than the air-fuel burner at the same furnace
temperature. The heating curves for the samples with diﬀerent surface
roughness is displayed in Figure 6.8. The surface of the aluminium sam-
ple has an impact on the heat transfer into the metal. From literature
([88], [89]) one would expect the emissivity of the surface to decrease for
a smoother surface. This was not the case in these experiments where the
smoother surface actually gave an increase in the average heat ﬂux of 12%.
This suggests that other properties than surface roughness inﬂuence the
heat transfer. Visual inspection of the samples revealed a much more dull
ﬁnish for the smoother samples and a more reﬂective and shiny appear-
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(a) (b)
Figure 6.6: (a) Camera inside furnace showing heating of aluminium sam-
ple for Case 4 using LTOF burner and (b) schematic drawing of heat
transfer mechanisms for aluminium sample inside furnace.
ance for the rough samples. The results support a higher emissivity for
the smoother samples probably due to a less reﬂective surface as all other
properties for the samples were identical. Sample 6 was run as control
sample for Sample 5 at a diﬀerent time to conﬁrm the consistency in the
trials and gave a near overlapping heating curve as we can see from the
results.
The results for the heating of the aluminium samples are summarized in
Table 6.3. The average heat ﬂux is 39% higher in Case 3 compared to
Case 1 and 18% higher in Case 4 compared to Case 2. It should also be
noted that this is with the air-fuel cases running at a higher power input
and with less cooling in the furnace. Run under the same power input and
cooling, the diﬀerences would be even larger.
Heat is transferred to the aluminium sample mainly through radiation
from the furnace walls and radiation and convection from the hot combus-
tion gases as schematically indicated in Figure 6.6(b). Heat conduction
through the insulation covering the sample sides and the back is assumed
to play a negligible role.
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Figure 6.7: Heating curves for aluminium samples with same surface
roughness (Ra 5.5μm) under diﬀerent furnace conditions. Temperature
for each sample is the average of 3 thermocouples inside sample.
Figure 6.8: Heating curves for aluminium samples with surface roughness
(Ra) 5.8μm, 0.4μm and 0.7μm for samples 4, 5 and 6 respectively run
during furnace Case 4. Temperature for each sample is the average of 3
thermocouples inside sample.
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Table 6.3: Heating trial results for the samples. The wall temperature
around the sample is the average of 6 thermocouples in the furnace lining
in the proximity to the sample. The gas temperature was measured in the
position of the sample using a suction pyrometer.
Sample Case Burner Wall Gas Heating time Average
type temp temp 100-600◦C heat ﬂux
(◦C) (◦C) (s) (kW/m2)
1 Case 1 Air-fuel 1151 1163 688 79
2 Case 2 Air-fuel 1034 1134 766 71
3 Case 3 LTOF 1152 1191 497 109
4 Case 4 LTOF 1018 1051 675 84
5 Case 4 LTOF 1021 1051 571 94
6 Case 4 LFOF 1020 1051 575 94
Radiation heat transfer from the furnace walls to the aluminium sam-
ple can under certain simplifying assumptions be expressed as Qrad =
Aσ(T 4w − T 4s ), where A is the surface area of the sample,  is the emis-
sivity of the sample, Tw is the furnace wall temperature and Ts is the
temperature of the sample surface. When comparing the burner cases
with the approximate same furnace temperature, i.e. Case 1 with Case 3
and Case 2 with Case 4, the radiation contribution from the walls can be
assumed to be the same.
Convection heat transfer from the furnace gases to the aluminum sam-
ple can be expressed as Qconv = Ah(Tg − Ts), where h is the convection
heat transfer coeﬃcient and Tg is the gas temperature. h is a function
of the ﬂow conditions and is inﬂuenced by the ﬂow velocity. There could
hence be a diﬀerence in the convection heat transfer coeﬃcient between
the air-fuel and oxy-fuel cases. The diﬀerences in gas temperature, Figure
6.9, between the burner cases will also result in a small diﬀerence in the
convection heat transfer.
The main diﬀerence in heat transfer between the LTOF and air-fuel cases
is assumed to be due to diﬀerences in gas radiation. Gas radiation de-
pends on the composition of the gases and the gas temperature along
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(a) LTOF 1142◦C (b) Airfuel 1131◦C
(c) LTOF 1008◦C (d) Airfuel 1016◦C
Figure 6.9: Gas temperatures in horizontal mid plane of furnace. 24 mea-
surement points taken through hatches in the furnace with 1-2 minute
averages in each point from 375 mm to 3620 mm downstream from the
burner. Temperatures over 1350◦C were not measured because of lim-
itations of the measuring device but instead extrapolated and may not
be the true temperature. Adiabatic ﬂame temperature for propane com-
busted with air is 1990◦C and propane with pure O2 2822◦C [23].
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with the sample emissivity and temperature. Only gases with asymmet-
ric molecules, such as H2O and CO2, participates in radiation in a gas
mixture. Diatomic molecules such as N2 and O2 are more or less trans-
parent to radiation except for under extremely high temperatures [109].
The measured concentration of CO2 in the furnace mid plane for the four
burner cases is shown in Figure 6.10. The measurements clearly show the
diﬀerence between the gas composition in the LTOF and air-fuel cases.
The H2O-vapor concentration should be equally higher in the LTOF case
compared to the air-fuel case as they are both formed as a product of the
combustion. The high concentration of N2 in the air-fuel cases lower the
gas emissivity.
The measured concentrations of CO2, NO and O2 can be found in Ap-
pendix E. The measurements show a higher concentration of NO in the
air-fuel cases with values around 140-160 ppm, while the LTOF cases show
concentrations of NO in the 80-100 ppm region throughout the furnace.
The presence of nitrogen in the LTOF cases was due to a air inlet near the
burner to ensure a small amount of overpressure in the furnace. The O2
concentration outside the ﬂame zone was around 5% in the LTOF cases
while it was around 2% in the air-fuel cases.
The radiation heat ﬂux in the furnace was measured in 10 points in the
furnace using a radiation heat ﬂux sensor lance of the Gardon gauge type.
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(a) LTOF 1142◦C (b) Air-fuel 1131◦C
(c) LTOF 1008◦C (d) Air-fuel 1016◦C
Figure 6.10: CO2 concentration in horizontal mid plane of furnace on a dry
basis. Based on 24 measurement points in the furnace using 1-2 minute
averages in each point.
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(a) LTOF 1142◦C (b) Air-fuel 1131◦C
(c) LTOF 1008◦C (d) Air-fuel 1016◦C
Figure 6.11: Measured total heat ﬂux in horizontal mid plane of furnace.
Based on 10 measurement points in the furnace using 1 minute averages
in each point.
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(a) LTOF 1142◦C (b) Air-fuel 1131◦C
(c) LTOF 1008◦C (d) Air-fuel 1016◦C
Figure 6.12: Measured radiation heat ﬂux in horizontal mid plane of fur-
nace. Based on 10 measurement points in the furnace using 1 minute
averages in each point.
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6.4 Summary and conclusions
The experiments performed in the pilot scale furnace clearly demonstrated
some of the key diﬀerences between Low-temperature Oxyfuel (LTOF) and
air-fuel technology in an aluminium melting application. There was a deﬁ-
nite higher heating rate for aluminium samples when comparing the LTOF
cases with the two air-fuel cases for the same furnace temperatures. The
average heat ﬂux was up to 38% higher for the LTOF cases using less
burner input and a higher cooling rate in the furnace.
The impact of surface properties on the heat transfer to the aluminium
samples was also investigated and the results showed a signiﬁcant dif-
ference of up to 12% between diﬀerent surface structures run under the
same furnace conditions. A relationship between the surface roughness
and emissivity could not be established in this case. The reason for the
diﬀerence in heat transfer between the surfaces is believed to be due to
diﬀerences in reﬂectivity, where the sample with a dull ﬁnish gave a higher
emissivity and hence a higher radiation heat transfer than samples with a
shiny ﬁnish.
The experiments form basis for the development and validation of numer-
ical models presented in the next chapter. The CFD models are able to
give more information about the heat transfer in the furnace and quantify
the impact of radiation and convection heat, quantities which were not
measured in the experiments.
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Chapter 7
Numerical Modeling of
Burners in a Pilot Scale
Furnace
7.1 Introduction
3-dimensional CFD models were developed to compare with the experi-
mental results for the Low Temperature Oxy-fuel (LTOF) burner and cold
air-fuel burner presented in Chapter 6. The focus of the numerical models
was on being able to reproduce the burner characteristics and furnace con-
ditions in the experiments and to obtain consistent results for the heating
trials. The models can then give additional insight into the heat transfer
mechanisms in the furnace and what separates the two technologies in how
heat is being transferred into the metal. These models can also form a
basis for simulation of full scale industry furnaces where experiments to
validate the numerical results are more diﬃcult.
Separate CFD models were developed for the furnace cases with the cold
air-fuel burner and the low temperature oxy-fuel burner. For each of
the burners, two cases with diﬀerent furnace temperatures were created
by adjusting the cooling in the furnace equal to what was done in the
experiments.
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7.2 Geometry and mesh
The cylindrical 8 m3 pilot scale furnace geometry was created based on
technical drawings. The diameter of the furnace was 1.4 m with a length
of 4.5 m excluding the ﬂue gas channel in the back. The furnace lining was
not explicitly modeled but set as boundary conditions where wall thick-
ness, material properties and an outer boundary condition for convection
and radiation heat loss was speciﬁed. The symmetrical shape of the fur-
nace allowed for only half of the furnace to be modeled with a symmetry
line along a vertical middle plane as shown in Figure 7.1.
Figure 7.1: Pilot scale furnace geometry in CFD model with vertical sym-
metry plane. Burner is to the left and the partially insulated sample near
one of the sides 1875 mm downstream from burner. 3 cooling rods in the
bottom were used as heat sinks equal to the water cooled rods in the real
furnace.
The sample geometry was placed in the furnace at a distance of 1875 mm
downstream from the burner in the furnace and 600 mm radially from
the center position in the horizontal middle plane. The sample with the
insulation can be seen in Figure 7.2. Because of the furnace symmetry
the sample was duplicated to the opposite side of the furnace but this was
considered to give an negligible eﬀect on the gas ﬂow and furnace condi-
tions since the sample represent such a small load with its moderate size.
The sample and insulation was modeled as a solid body in the furnace.
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Figure 7.2: Aluminium sample with insulation ﬁber material inside furnace
in CFD model.
The geometries for the LTOF burner (Figure 6.4) and the air-fuel burner
(Figure 6.3) were reconstructed from CAD drawings and simpliﬁed for
practical purposes. The burners were inserted in one of the ends of the
furnace in a center position. The air-fuel burner geometry was simpliﬁed
in the numerical model and the swirl of the air produced by the wing ﬂaps
seen on the outer areas of Figure 6.3(a) were not resolved. A stable solu-
tion for the numerical case was not attainable with this geometry. Instead
an annular shaped outlet with no swirl was applied. The 12 small circular
propane gas outlets were also simpliﬁed to an annular shaped continuous
outlet for the same reason. These simpliﬁcations are believed to change the
detailed burner characteristics of the air-fuel burner slightly regarding gas
and air outlet speeds, mixing and ﬂame size. To reproduce the two levels
of furnace temperature for each burner the rods in the bottom were set as
heat sinks with a certain heat ﬂux into the volumes corresponding to the
cooling in the experiments. The oxy-fuel burner geometry was also simpli-
ﬁed where the oxygen and fuel feeds were only set as boundary conditions.
A full resolution of the burner geometry was not stable in transient cases,
but data from a case using the full burner geometry resolved was used to
compare and adjust boundary conditions for the simpler burner geometry.
The geometry and mesh for the domain was created in the software tool
Gambit. Size functions were employed to ensure a ﬁne enough mesh
around the burners, cooling rods and sample in the furnace. For the
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LTOF case a tetrahedral mesh structure ranging from 0.5mm to 35 mm
in side lengths was employed. The tetrahedral elements are well suited to
model complex geometries but increase the total amount of cells. The size
of the mesh was reduced in ANSYS Fluent by polyhedral conversion where
up to six tetrahedral elements are converted into one polyhedral element.
The mesh in the middle plane of the furnace for the furnace oxy-fuel case
can be seen in Figure 7.3. The size of the mesh was after the polyhedral
conversion 306000 cells, reduced from the original 1.6 million cells.
Figure 7.3: Top view of polyhedral converted mesh in horizontal middle
plane of furnace for the Low Temperature Oxy-fuel burner model.
A polyhedral converted mesh did not provide a stable simulation with sat-
isfactory results for the furnace model with the air-fuel burner. This could
be due to the increased gas amounts giving instabilities in the ﬂow. The
furnace model with the air-fuel burner was meshed using hybrid tetra-
hedral elements around a hexahedral core. The mesh in the horizontal
middle plane of the furnace in Figure 7.4 shows a thin layer of tetrahedral
elements around the boundaries of the plane and also along the central line
of the furnace because of the furnace symmetry. The regular hexahedral
mesh dominates the mesh in the rest of the plane. The size of the mesh
was 435000 cells.
The mesh for the air-fuel furnace case along a vertical middle plane dis-
played in Figure 7.5 shows how the tetrahedral mesh was constructed
around the hexahedral core.
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Figure 7.4: Hybrid tetrahedral mesh with a hexahedral core in horizontal
middle plane of furnace for the air-fuel burner model.
Figure 7.5: Hybrid tetrahedral mesh with a hexahedral core in vertical
middle plane of furnace for the air-fuel burner model.
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7.3 Model set-up
Steady state cases were established for the two burners. During the ex-
periments the furnace was run in a near steady operation by using 3 water
cooled rods to control the temperature in the furnace. In the CFD mod-
els 3 cooling rods with a speciﬁed heat sink were included to remove the
amount of heat needed to obtain the correct temperatures in the furnace.
For the simulation of a heating experiment the converged steady state case
was switched to a transient simulation where the sample and insulation
temperature were patched to 20◦C. Since the samples were only heated
up to 600◦C in the experiments a melting model was not needed in the
simulation.
The ﬂuid ﬂow was modeled using the reynolds-averaged momentum equa-
tions with a k- turbulence model based on the Realizable formulation.
Compressibility eﬀects were included because of high velocities in the
burner regions. The energy equation was solved for heat transfer by con-
duction and convection. Details are found in section 3.3 and section 5.3.
The radiation heat exchange was solved using the Discrete Ordinates ra-
diation model (details section 3.4) using 3 angular divisions for both θ and
φ in each octant of the angular space. Every angular division was divided
into 5 pixels in θ and φ direction. Radiation exchange was calculated every
time step.
The Eddy Dissipation Model (details in section 3.5) was applied for model-
ing of the chemical reactions and heat release from combustion of the gas.
The reactions were modeled using a 2-step reaction mechanism for propane
and air for the air-fuel burner. In the oxy-fuel case air was replaced with
pure oxygen. The Eddy Dissipation Model assumes fast chemistry where
the reactions are turbulence controlled and where fuel and oxidizer reacts
as soon as species are mixed at the limiting concentration value.
A pressure-based solver using the Semi-Implicit Method for Pressure-
Linked Equations (SIMPLE) algorithm [108] was used to solve the equa-
tions in both the steady state and transient cases. This algorithm ﬁrst
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solves the momentum equations 3.1.2 using the previous time step pres-
sure distribution, then solves the continuity equation 3.1.1 for the new
pressure distribution before correcting the velocities and ﬂuxes.
7.4 Boundary conditions
The burner input was set at 92% of that of the experiments to achieve a
good ﬁt, 290 kW for the air-fuel case and 236 kW for the low temperature
oxy-fuel burners. The refractory material of the walls in the furnace were
a combination of three diﬀerent materials. Based on the properties for
the three materials an appropriate average of these materials were set as a
uniform refractory material in the CFD model with the following constant
properties
Property Value
ρ 1530 kg/m3
k 1.5 W/mK
Cp 1000 J/kgK
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1
The emissivity, , of the refractory walls were unknown but set to 0.65
based on values found in literature [109]. The properties for the aluminum
samples were set as
Property Value
ρ 2698 kg/m3
k polynomial, see section 3.8
Cp polynomial, see section 3.8
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1.
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The ﬁber used as insulation around the samples used for the heating trials
were set with the following properties
Property Value
ρ 128 kg/m3
k temperature dependent polynomial
from 0.06− 0.30 W/mK
Cp 1080 J/kg K
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1.
The boundary condition on the furnace outside walls to the surroundings
was speciﬁed as a mixed convection and radiation boundary conduction
with a value for the heat transfer coeﬃcient of 8 W/m2 K and with a free
stream temperature for the air outside the furnace of 20◦C. The surface
emissivity was set at 0.8 and the temperature of the surroundings 20◦C.
The default properties in the software database of Fluent for the species
in the gas mixture in the furnace was used. A weighted-sum-of-gray-gases
approach was used for the radiation absorption of the gas enabling the
local mass fractions of species to be taken into account in the Discrete
Ordinates Radiation Model as explained in section 3.4.
7.5 Results
The numerical models for the air-fuel burner and the oxy-fuel burner re-
quired separately developed models where each of the models had two lev-
els of cooling in the furnace controlled by a heat ﬂux boundary condition.
This resulted 4 cases in total to match the experiments. A big challenge
was to achieve good ﬁt with experimental data for the 4 cases simultane-
ously with the same boundary conditions for all cases. Only the burner
input and cooling diﬀered between the cases. Extensive adjustments and
a time consuming ﬁtting process was needed to get a satisfactory ﬁt for
all cases. The numerical models are compared to the measurements per-
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formed along lines in 4 diﬀerent distances downstream from the burner,
seen in Figure 7.6. Hatches could be opened and measuring equipment
was inserted into the furnace without disturbing the furnace operation
signiﬁcantly. These hatches can also be identiﬁed in Figure 6.1 and Figure
6.2.
Figure 7.6: Measurement lines in furnace for experiments.
The emphasis in the numerical models was on reproducing the burner char-
acteristics realistically, especially for the low temperature oxy-fuel burner.
Thus the burner inputs in the numerical models were set at about 92% of
that of the experiments. This was done to compensate for the combustion
models tendency to overpredict temperatures. The cooling in the numeri-
cal model was used as a means of adjusting the temperature in the furnace
to match the experiments and diﬀered somewhat from that of the exper-
iments. In the experiments the cooling was not ﬁxed but rather adjusted
during the experiments to avoid drifting of the furnace temperatures. This
as a result of the furnace walls not being in an equilibrium state. Also
the measurement accuracy for the level of cooling was not precise. This
resulted in diﬀerent values for the cooling in the experiments and the nu-
merical model. Some of this discrepancy could also be attributed to the
furnace walls not being accurately enough modeled with thickness, den-
sity, thermal conductivity and geometry giving a diﬀerence in the heat ﬂux
through the walls in the experiments and the model. Table 7.1 show the
burner inputs and cooling for the 4 cases in the experiments and numeri-
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cal models. The discrepancy between the experimental and numerical net
inputs are roughly on the same level for the air-fuel and LTOF burner,
and only substantial for the high temperature level cases.
Table 7.1: Overview of furnace cases modeled with burner inputs and
cooling.
Burner Burner power Burner power Cooling Cooling
type experiment CFD experiment CFD
(kW) (kW) (kW) (kW)
Case 1 Air-fuel 311 285 23 44
Case 2 Air-fuel 308 285 64 55
Case 3 LTOF 257 236 66 95
Case 4 LTOF 257 236 133 115
Air-fuel burner
A steady state case was established for each of the two cooling levels for
the air-fuel burners, Case 1 and Case 2. Due to the small load of the alu-
minium samples during the heating trials, the furnace conditions during
the transient cases were stable and did not diﬀer from the steady state
cases.
The gas species composition in the furnace is an important parameter for
the heat transfer as combustion gases participate in radiation heat ex-
change with its surroundings. Gases with asymmetric molecules, such as
H2O and CO2 participate in radiation while diatomic molecules such as N2
and O2 to a negligible extent contribute to radiation heat exchange. High
concentrations of radiating gases and low concentrations of non-radiating
gases are thus desirable for heat transfer. The presence of nitrogen dur-
ing combustion does also lead to production of nitrogen oxides which are
damaging to the environment. Figure 7.7 compares the CO2 concentra-
tion in the numerical model with the measurements for the air-fuel burner
in Case 2. The measured concentration is on average somewhat higher
than in the numerical model and we see that the CO2 concentration is
homogeneous throughout the furnace except for a dip close to the burner
7.5. RESULTS 177
where combustion is not yet complete and the oxygen concentration from
the burner air outlets has a peak which can be observed in Figure 7.8.
There is also a small peak in the CO2 concentration in the center at 1125
mm downstream from the burner indicating a ﬂame zone where propane
and air are combusted. The dip in O2 in the center, 375 mm downstream
from the burner, is in the fuel rich region we see in Figure 7.9. The
propane concentration was not measurable during the experiments and
is only available for the numerical model. The CO concentration found
in Figure 7.10 shows that the ﬁrst stage of combustion where CO is an
intermediate product is happening 375 mm downstream from the burner.
The measurement indicates an even stronger presence of incomplete com-
bustion in that distance from the burner. Later carbon monoxide reacts
with oxygen to form carbon dioxide. The measured N2 concentration, in
Figure 7.11, was slightly lower but close to that of the numerical model.
The measured outlier at 100 mm to the side and 375 mm downstream from
the burner was likely due to the measurement hitting the fuel stream.
Figure 7.7: Comparison of CO2 concentration on a dry basis in numerical
model and experimental measurements for Case 2.
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Figure 7.8: Comparison of O2 concentration on a dry basis in numerical
model and experimental measurements for Case 2.
Figure 7.9: Comparison of propane (C3H8) concentration on a dry basis
in numerical model for Case 2.
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Figure 7.10: Comparison of CO concentration on a dry basis in numerical
model and experimental measurements for Case 2.
Figure 7.11: Comparison of N2 concentration on a dry basis in numerical
model and experimental measurements for Case 2.
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In the ﬂame zone it is diﬃcult to get accurate measurements as the concen-
trations of species are following the transient behavior of the ﬂame. Large
ﬂuctuations can occur in a very small length scale and error in the exact
logged position of the measurement can inﬂuence the result signiﬁcantly.
The results of the numerical models must thus be evaluated with this in
mind when comparing with the measurements.
Case 1: Air-fuel burner with 45 kW cooling
Temperature contours in the numerical model for steady state Case 1 in
a horizontal and vertical plane can be seen in Figure 7.12 and Figure 7.13
respectively. Temperatures in the ﬂame core of around 1800◦C are ob-
served with temperatures dropping down to 1000◦C towards the furnace
walls.
Figure 7.12: Temperature contours in the horizontal middle plane of the
pilot scale furnace with air-fuel burner and 45 kW cooling (Case 1).
The gas velocities in the furnace are high from the burner with relatively
low velocities near the walls as seen in Figure 7.14. The gas velocities
around the aluminum sample for the heating trials were below 2 m/s as
displayed in Figure 7.15.
In order to ﬁt the numerical model to the measurements temperatures
were compared for the positions in the furnace measured through the 4
hatches in the furnace in distances seen in Figure 7.6. The comparison with
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Figure 7.13: Temperature contours in the vertical middle plane of the pilot
scale furnace with air-fuel burner and 45 kW cooling (Case 1).
Figure 7.14: Velocity contours in the horizontal middle plane of the pilot
scale furnace with air-fuel burner and 45 kW cooling (Case 1).
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Figure 7.15: Velocity vectors around the aluminium sample placed inside
the pilot scale furnace with air-fuel burner and 45 kW cooling (Case 1).
the measurements in Figure 7.16 shows that the burner was not mounted
perfectly aligned with the furnace in the length direction (z-direction) and
this was conﬁrmed by visual inspection using a laser pointer through one of
the burner inlets after the trials. The misalignment in the measurements
with the numerical results is as expected larger the longer distance from
the burner. The temperatures in the numerical model are however in good
agreement with the measurements except for a small over prediction of the
temperatures in the ﬂame core center, most pronounced at a distance 1125
mm from the burner. The temperature in the center was not measured
at 375 mm distance from the burner because of the equipment’s inability
to measure temperatures above approximately 1400◦C. The temperature
away from the ﬂame towards the walls are under predicted in the numerical
model. This could be due to furnace walls properties not being accurately
modeled in addition to the burner ﬂame being less spread out and thus
distributing less heat radially towards the walls. The sudden drop in
temperature in the numerical model at 1875 mm distance from burner
and around 600 mm radially from the center of the furnace is due to the
sample with insulation in the numerical model. This is present in both
directions because of the furnace symmetry in the numerical model. This is
irrelevant for the steady state model but the sample geometry was needed
later for the transient heating cases.
7.5. RESULTS 183
Figure 7.16: Comparison of temperatures in numerical model with exper-
imental measurements for Case 1.
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Case 2: Air-fuel burner with 56 kW cooling
Temperature contours for the air-fuel burner with 55 kW cooling (Case 2)
in a horizontal and vertical plane are displayed in Figure 7.17 and Figure
7.18 respectively. The temperatures in the ﬂame are similar to Case 1 as
expected since no changes were made to the burner input. The increased
cooling in the 3 cooling tubes in the bottom of the furnace resulted in
lower temperatures radially away from the ﬂame. This is less pronounced
near the back of the furnace (3620 mm from burner) since the cooling rods
are placed in the ﬁrst half of the furnace with regards to distance from
the burner. When comparing the measured temperatures for Case 2 with
the numerical model, Figure 7.19, the levels away from the burner ﬂame
towards the furnace walls are not under predicted as for Case 1 but rather
on level with the measurements.
Figure 7.17: Temperature contours in the horizontal middle plane of the
pilot scale furnace with air-fuel burner and 56 kW cooling (Case 2).
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Figure 7.18: Temperature contours in the vertical middle plane of the pilot
scale furnace with air-fuel burner and 56 kW cooling (Case 2).
Figure 7.19: Comparison of temperatures in numerical model with exper-
imental measurements for Case 2.
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Low temperature oxy-fuel burner
For the Low temperature oxy-fuel burner two steady state cases with dif-
ferent levels of cooling in the furnace were established, namely Case 3 and
Case 4. Similar as for the air-fuel burner cases, the steady state cases
provided the basis for the transient heating of aluminium samples. The
inﬂuence of the samples in the furnace did not aﬀect the furnace condi-
tions signiﬁcantly. When comparing the CO2 concentration in the furnace
for Case 4, in Figure 7.20, the levels are slightly higher in the numerical
model. The concentration of CO in Figure 7.21 are more on level with
the measured values. The O2 concentration in Figure 7.22 shows some-
what higher values in the numerical model. Part of the reason for the
discrepancy in CO2 and O2 concentrations between the measured values
and the numerical model comes from a small amount of air being added
to the furnace in the experiments. This clearly shows on the N2 concen-
trations found in Figure 7.23, where the measured levels are much higher
than what would be expected. The dip in O2 in the center 375 mm down-
stream from the burner is in the fuel rich region we see in Figure 7.24.
The propane concentration was not measured during the experiments and
is only available for the numerical model.
Case 3: LTOF burner with 95 kW cooling
Temperature contours for Case 3 in a horizontal and vertical plane of the
furnace are found in Figure 7.25 and Figure 7.26 respectively. When com-
paring with the corresponding air-fuel burner in Case 1 we see that the
ﬂame core temperature is lower, just exceeding 1500◦C, and that the ﬂame
is more spread out with higher temperatures away from the center of the
furnace. An instability in the ﬂame shown in Figure 7.26 has caused a
local temperature spot of more than 1800◦C between one of the oxygen
outlets and the propane gas outlet.
When comparing the temperatures in the furnace in the numerical model
with the measurements, Figure 7.27, a good agreement is found. As for
the air-fuel burner cases the burner direction seems to be shifted away
from the center in the same direction. There is a small over prediction of
the temperature in ﬂame region and towards the furnace walls but overall
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Figure 7.20: Comparison of CO2 concentration in numerical model and
experimental measurements for Case 4.
Figure 7.21: Comparison of CO concentration in numerical model and
experimental measurements for Case 4.
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Figure 7.22: Comparison of O2 concentration in numerical model and
experimental measurements for Case 4.
Figure 7.23: Comparison of N2 concentration in numerical model and
experimental measurements for Case 4.
7.5. RESULTS 189
Figure 7.24: Comparison of propane (C3H8) concentration in numerical
model for Case 4.
Figure 7.25: Temperature contours in the horizontal middle plane of the
pilot scale furnace with Low Temperature Oxy-fuel burner and 95 kW
cooling (Case 3).
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Figure 7.26: Temperature contours in the vertical middle plane of the pilot
scale furnace with Low Temperature Oxy-fuel burner and 95 kW cooling
(Case 3).
a good agreement, especially towards the back of the furnace.
Case 4: LTOF burner with 115 kW cooling
Temperature contours for Case 4 in horizontal and vertical planes are
found in Figure 7.28 and Figure 7.29 respectively. The increase in cooling
in the numerical model from 95 kW to 115 kW resulted in lower tem-
peratures both in the ﬂame and outside the ﬂame. The lowering of the
ﬂame core temperature is due to radiation exchange with the surroundings.
Figure 7.30 compares temperatures in the numerical model with measure-
ments for case 4. Similar to the previous case the ﬂame core temperature is
a bit over predicted along with the temperatures towards the walls. From
1875 mm distance and back downstream from the burner the agreement
with the measurements is very good.
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Figure 7.27: Comparison of temperatures in numerical model with exper-
imental measurements for Case 3.
Figure 7.28: Temperature contours in the horizontal middle plane of the
pilot scale furnace with Low temperature oxy-fuel burner and 115 kW
cooling (Case 4).
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Figure 7.29: Temperature contours in the vertical middle plane of the pilot
scale furnace with Low temperature oxy-fuel burner and 115 kW cooling
(Case 4).
Figure 7.30: Comparison of temperatures in numerical model with exper-
imental measurements for Case 4.
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7.6 Heating trials
The steady state cases established were switched to transient computation
and the temperature of the aluminium samples and insulation around them
was re-initialized to 20◦C to match the starting temperature of the exper-
iments. An extensive ﬁtting process was needed to adjust the steady state
cases so that good agreement was found ﬁrstly with the measurements of
the furnace conditions regarding temperature, species etc. and secondly
to get agreement for all cases simultaneously for the transient heating of
samples using the same properties. A value of 0.27 for the emissivity of
the aluminium sample surface was found to give the best ﬁt for the 4 cases.
Figure 7.31, Figure 7.32, Figure 7.33 and 7.34 show comparisons for one
of the three thermocouples in each sample (thermocouple A) between the
measured heating curves and the numerical models. The results show a
good match for the heating times, but the experiments show a straighter
heating curve compared to the more arched curve in the numerical models.
This could indicate that there is a higher ratio of radiation heat to con-
vection heat in the experiments compared to the numerical model. The
diﬀerence is more pronounced in the air-fuel cases which would support
this theory. A possible cause for this is the inﬂuence of the sample ladle
which was not modeled in the numerical model. The ladle construction
surrounding the sample was quickly heated in the experiments as it was
put inside the furnace and started to radiate heat towards the sample in-
creasing the radiation heat ﬂux into the sample. The high temperature of
the sample ladle is documented in Figure 7.35. Furthermore the sample
was not insulated at the bottom in the experiments, whereas the numeri-
cal model has insulation on all sides but the front of the sample.
The temperature diﬀerences inside the samples are small as we can see
from the comparison of the thermocouples for all of the cases in Figure
7.36, Figure 7.37, Figure 7.38 and Figure 7.38.
The heat ﬂuxes into the front side of the aluminium samples are dominated
by radiation as we can see from Figure 7.40 and Figure 7.41. When com-
paring the air-fuel cases (Case 1 and Case 2) with the LTOF cases (Case
3 and Case 4), the convection heat ﬂux is on a similar level for the two
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Figure 7.31: Comparison of thermocouple A, 15 mm from the aluminium
front surface, in the sample for Case 1 during heating trials between mea-
surement and numerical model. Emissivity of sample set at 0.27
Figure 7.32: Comparison of thermocouple A, 15 mm from the aluminium
front surface, in the sample for Case 2 during heating trials between mea-
surement and numerical model. Emissivity of sample set at 0.27
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Figure 7.33: Comparison of thermocouple A, 15 mm from the aluminium
front surface, in the sample for Case 3 during heating trials between mea-
surement and numerical model. Emissivity of sample set at 0.27
Figure 7.34: Comparison of thermocouple A, 15 mm from the aluminium
front surface, in the sample for Case 4 during heating trials between mea-
surement and numerical model. Emissivity of sample set at 0.27
196 CHAPTER 7.
Figure 7.35: Aluminium sample with apparatus taken shortly after heating
experiment. The picture clearly shows the high temperature of the laddle
construction.
Figure 7.36: Comparison of temperatures in thermocouples inside alu-
minium sample for Case 1 in numerical model. Emissivity of sample set
at 0.27.
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Figure 7.37: Comparison of temperatures in thermocouples inside alu-
minium sample for Case 2 in numerical model. Emissivity of sample set
at 0.27.
Figure 7.38: Comparison of temperatures in thermocouples inside alu-
minium sample for Case 3 in numerical model. Emissivity of sample set
at 0.27.
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Figure 7.39: Comparison of temperatures in thermocouples inside alu-
minium sample for Case 4 in numerical model. Emissivity of sample set
at 0.27.
burners with a slightly higher level for the oxy-fuel cases. The radiation
heat ﬂux is considerably higher for the LTOF cases than the correspond-
ing air-fuel cases, resulting also in a higher total heat ﬂux. This is a result
of the diﬀerence in gas species composition created by the two burner
technologies.
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Figure 7.40: Comparison of heat ﬂuxes through front side of aluminum
sample in the numerical model for air-fuel (case 1) and low temperature
oxy-fuel (case 3).
Figure 7.41: Comparison of heat ﬂuxes through front side of aluminum
sample in the numerical model for air-fuel (case 2) and low temperature
oxy-fuel (case 4).
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7.7 Summary and conclusions
The CFD models presented in this chapter showed that the air-fuel burner
and the Low Temperature Oxy-fuel (LTOF) burner could be modeled ac-
curately for two diﬀerent temperature levels in the furnace for each burner.
There was a small over-prediction of temperatures in the ﬂame for both
burners and a slightly lower power input was used to attain agreement
between the numerical models and the experimental measurements. The
water-cooled pipes used in the experiments to control the furnace temper-
ature deviated slightly from the values used for cooling in the numerical
models, but this discrepancy is hard to quantify as the furnace was not
in complete equilibrium during the experiments and the eﬀective cooling
varied. The deviation in cooling used in the numerical model from the
experimental values can also be due to the furnace walls not being repre-
sented accurately.
For the heating of aluminium samples a transient CFD model was used
for the two temperature levels in the furnace for each of the burners. A
series of simulations were run to ﬁt the emissivity of the aluminium sam-
ple surfaces, which was unknown, to the experimental results. A value of
0.27 was determined to give a good ﬁt for all furnace cases and samples.
A small discrepancy in the heating curves between the numerical and ex-
perimental results was found, likely caused by the inﬂuence of the sample
ladle construction which was not included in the numerical model.
The heat ﬂux into the sample inside the furnace was dominated by radi-
ation heat transfer. The LTOF burner cases, as in the experiments, gave
a higher heating rate for the samples when comparing with the air-fuel
cases at the same furnace temperature. The diﬀerence in heating rate is
caused by a higher radiation heat transfer in the LTOF burner cases. The
convection heat transfer was on approximately the same level for the two
burners at the same temperature.
The results show that numerical modeling can be used as a viable tool for
LTOF burners and air-fuel burners in aluminium furnaces. These models
were created as a reference for models of a full scale industry furnace using
the LTOF burner.
Part III
Numerical Modeling of a
Full Scale Industry Furnace
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Chapter 8
Numerical Modeling of a
Full Scale Industry Furnace
8.1 Introduction
A numerical case study was performed for one of Hydro Aluminium’s
furnaces at the Rolling Mill plant in Karmøy, Norway and presented by
Buchholz and Rødset [111]. The object was to identify possible sources for
energy reduction in the furnace. The furnace was originally designed as
a holding furnace for potroom metal, but the demand for melting of cold
metal changed the usage of the furnace to include melting. The furnace
is run in batch mode since the furnace layout and design does not allow
for preheating of cold metal. Liquid potroom metal is added after heating
of the cold metal which constitute about 30% of the total nominal charge
weight of 35 tons. The furnace is heated by two Stordy cold air fuel burn-
ers with eﬀects of 1.0 MW and 2.5 MW nominal power using natural gas.
Some of the questions the study was trying to answer were regarding op-
timal time for addition of liquid potroom metal, burner position in the
furnace and other possible options for better energy utilization. Several
CFD cases were developed to address these questions. Burner positions
were changed to see if better gas ﬂow in the furnace was possible. Dif-
ferent furnace arrangements with the cold metal ingots and metal bath
surface were created. In addition a simpliﬁed approach replacing the cold
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air supply in the burners with 92% oxygen was done to imitate oxy-fuel
combustion.
Since oxy-fuel burners have showed some promise it was of interest to
look into this more in detail. With the collaboration of AGA/Linde Gas,
Sweden two Low Temperature Oxy-fuel (LTOF) burners, with nominal
power up to 1.0 MW and 2.0 MW, were recommended. The burners were
implemented in a CFD model for the furnace replacing the 1.0 MW and
2.5 MW cold air-fuel burners.
The modeling results for the LTOF burners are compared with the air-fuel
burner models. The diﬀerence in heat transfer between a melt pool conﬁg-
uration of the metal and a stacked ingot conﬁguration is presented. Eﬀects
of burner input, wall emissivity, metal emissivity and a dross layer on the
heat transfer in the furnace is investigated using the numerical model. This
demonstrates how modeling can play a part of furnace optimization and
evaluation of new technology before making costly investment decisions.
8.2 Furnace geometry and mesh
The geometry of the furnace was created based on technical drawings and
the walls were explicitly included in the model to be able to study heat
storage in the walls. A complete energy balance for the furnace could then
be calculated. The burner geometries were created based on dimensions
given by CAD-drawings from the supplier and the appropriate simpliﬁca-
tions were done for the burners based on the experiences made from the
CFD model presented in Chapter 7 to achieve a realistic performance. A
bird’s-eye view of the furnace can be seen in Figure 8.1. The burners were
inserted in a 12.5◦ downward angle equal to the existing air-fuel burners
in the furnace. After the completion of the numerical models it was dis-
covered that the position of the two burners was reversed compared to
the on-site installation. The same had also been done in the numerical
models of Buchholz and Rødset [111]. It is believed however that this
has limited eﬀect on the results and is only relevant when comparing with
operational furnace data, which is not done here. The study of Buchholz
and Rødseth in addition showed that changes in the burner positions had
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a small impact on heat transfer.
Figure 8.1: Bird’s-eye view of industry furnace with 2 MW and 1 MW
burner on the left side and right side respectively and ﬂue gas channel on
the upper left side of the furnace.
Separate models were created for the furnace with 20 tons of metal di-
vided on 27 stacked ingots and with a 20 ton melt pool. This covers the
ﬂow and heat transfer characteristics under diﬀerent heating phases of a
furnace cycle as the geometry of the metal does not change during the
simulations. In reality the geometry of the metal changes throughout the
heating and melting cycle phase, as it goes from solid metal scrap and
gradually deforms to a liquid metal pool in the end. The furnace with a
20 ton melt is displayed in Figure 8.2. The ﬂat bath arrangement gives a
large surface area for the metal towards the radiating walls and ﬂame, but
still a lower surface to volume area than for a stacked ingot arrangement.
In the case of the stacked ingot arrangement shadowing eﬀects prevents
all sides of the metal ingots to be directly exposed to the ﬂame and ra-
diation from the furnace walls. The metal on top of the stack is however
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Figure 8.2: Side view of full scale industry furnace in CFD model with a
20 ton melt pool. 2 MW burner on the left furnace wall and 1 MW burner
on the back side wall to the right.
closer to the burner ﬂame(s) and a direct ﬂame impingement can increase
heat transfer but also create problems with hot spots resulting in dross
formation and oxidation. The geometry of the stacked ingot arrangement
can be viewed in Figure 8.3. The arrangement of 27 ingots will change
the gas ﬂow in the furnace compared to a ﬂat bath arrangement and thus
also possibly inﬂuence the heat transfer conditions.
Gambit was used for creation of the geometry and for meshing of the do-
main. Fluid ﬂow was enabled for the furnace domain and ﬂue gas while
the aluminum ingots and melt pool were set as solid material with no ﬂuid
ﬂow. The geometry inside the burner and furnace space was meshed us-
ing size functions and tetrahedral volume elements. Surfaces were meshed
ﬁrst in the burner region to ensure a good quality mesh. The size of the
tetrahedral elements was set at around a starting size side length of 2 mm
around the burner outlets up to a size of 85 mm away from the burner
region. Figure 8.4 displays the mesh along the plane of the 2 MW burner
in the furnace. The external wall volume was meshed using tetrahedral
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Figure 8.3: Side view of full scale industry furnace in CFD model with a
20 ton ingot arrangement.
elements of 120 mm. The aluminium melt pool was meshed using tetra-
hedral elements with a size function controlling the size around the melt
surface from both sides.
The area around the ﬂue gas opening was also reﬁned using a size function.
The mesh along the ﬂue gas plane is displayed in Figure 8.5. The total
amount of cells for the melt pool conﬁguration was 2.5 million tetrahedral
cells which were converted and reduced to 0.4 million polyhedral cells in
the software.
For the furnace model with an ingot arrangement it was more challenging
to obtain a good mesh because of the complexity of the stacked ingot
geometry. The ingots, Figure 8.6, were meshed using a tetrahedral mesh
as for the rest of the furnace, Figure 8.7. A size function attached to the
surfaces of the ingots ensured a ﬁne enough mesh to resolve the complex
geometry. The total size of the mesh was 2.4 million tetrahedral cells
which could not be converted into polyhedral cells.
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Figure 8.4: CFD model of industry furnace with polyhedral converted
mesh in 2 MW burner plane of the furnace with a melt pool conﬁguration.
Figure 8.5: CFD model of industry furnace with polyhedral converted
mesh in the ﬂue gas plane of the furnace with a melt pool conﬁguration.
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Figure 8.6: Top view of CFD model of industry furnace with tetrahedral
mesh of stacked ingots.
Figure 8.7: CFD model with a 2.4 million tetrahedral cell mesh shown in
2 MW burner plane of furnace with ingot conﬁguration.
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8.3 Model set-up
A k- turbulence model based on the Re-Normalization Group Theory
(RNG) formulation was used for closure of the Reynolds-Averaged Mo-
mentum Equations. Because of the high velocities in the burner regions,
compressible ﬂow was used for the domain. Heat transfer by conduction
and convection was solved using the energy equation. For details review
section 3.3 and section 5.3.
The Discrete Ordinates radiation model, details section 3.4, was applied
to calculate the radiation heat exchange using 3 angular divisions for both
θ and φ in each octant of the angular space. Every angular division was
divided into 5 pixels in θ and φ direction.
Combustion with chemical reactions and heat release was modeled using
The Eddy Dissipation Model similar to that of the oxy-fuel burner case in
Chapter 7.3. The reactions were modeled using a 2-step reaction mech-
anism for propane and oxygen. This involves fast chemistry where the
reactions are turbulence controlled. Details can be found in section 3.5.
Steady state cases were established for the two furnace conﬁgurations be-
fore running transient analysis. In normal operation the burners were
running on 2.3 MW total energy input. Without any cold metal in the
furnace to absorb a large portion of this heat, as would be the case for
a steady state model, the furnace would overheat. To prevent this and
to attain a suitable steady state solution for the furnace, the same heat
sink as used by Buchholz and Rødseth [111] was introduced in the metal.
The heat sink dynamically adjusted to the furnace conditions and avail-
able heat to obtain a similar heat balance in the furnace experienced at a
certain point of time during a transient melting case. Better heat transfer
conditions would allow the heat sink to absorb more heat and attain a
higher average metal temperature. This allowed steady state cases to be
compared with each other indicating favorable furnace conditions. The
heat sink was established based on the following principle: The amount
of heat required to melt a kilogram of metal is Q = cp(Tend − Tinit) + L,
where L is the latent heat of fusion. Assuming an average temperature in
the metal of 500◦C and an average furnace temperature of 1000◦C and a
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melting time, tm, gives this heat balance
Q = αheatsink(Tfurnace − T averagemetal )tm,
which can be rearranged to
αheatsink =
cp(Tend − Tinit) + L
(Tfurnace − T averagemetal )tm
.
αheatsink is the strength of the heat sink and the melting time tm was ad-
justed to get a desired heat balance. A melting time of 4 hours was found
appropriate.
Changing from steady state to transient calculation in the CFD model, the
metal temperature was re-initialized to a uniform starting temperature of
20◦C and the UDF melting model presented in section 5.3 was applied.
This model accounts for the latent heat release in the metal when reaching
solidus temperature.
A pressure-based solver using the Semi-Implicit Method for Pressure-
Linked Equations (SIMPLE) algorithm [108] was used to solve both steady
state and transient cases. This algorithm ﬁrst solves the momentum equa-
tions 3.1.2 using the previous time step pressure distribution, then solves
the continuity equation 3.1.1 for the new pressure distribution before cor-
recting the velocities and ﬂuxes.
8.4 Boundary conditions
The burner inputs for the oxy-fuel burners were set to 1.5 MW and 0.8
MW using propane as fuel and pure oxygen as oxidizer. This corresponds
to the same energy equivalent as for the air-fuel cases performed by Buch-
holz and Rødseth [111]. The burners in the air-fuel case however used
methane instead of propane as fuel. The burner inputs were based on
data from furnace operation at the plant. A model case using the full
power of the burners, 2.0 MW and 1.0 MW was also established to see the
eﬀect of increasing the energy input, along with a case reducing the input
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of the burners.
The refractory material of the walls in the furnace were given the follow-
ing properties to match the corresponding air-fuel case of Buchholz and
Rødseth [111]:
Property Value
ρ 2320 kg/m3
 0.6
k 0.5 W/mK
Cp 1138 j/kgK
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1.
The properties for the aluminium metal were set constant as
Property Value
ρ 2350 kg/m3
 0.3
k 200 W/mK
Cp 1080 j/kgK
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1.
The boundary conditions for heat loss from the furnace outside walls to
the surroundings were speciﬁed as convection boundary conditions with
a heat transfer coeﬃcient value of 300 W/m2 K and with a free stream
temperature for the air outside the furnace of 20◦C. This was chosen to
match the boundary conditions of Buchholz and Rødseth. In reality the
heat transfer coeﬃcient is assumed to be much lower (see calculations in
section 5.3) and the boundary condition should also include radiation heat
losses, as the furnace outside walls can have a temperature above the level
where radiation heat loss starts to play a signiﬁcant role. The high heat
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transfer coeﬃcient of 300 W/m2 K will compensate for this by increasing
the convection heat losses. In any case the heat conduction in the walls
are more important for the heat loss through the walls and the inﬂuence of
the outer boundary condition is thus assumed to play a minor role. The
boundary conditions and material properties were later revised to more
realistic values in a separate case and compared to the original boundary
conditions.
The default properties in the modeling software database of ANSYS Fluent
for the species in the gas mixture in the furnace were used. A weighted-
sum-of-gray-gases approach was used for the radiation absorption of the
gas enabling the local mass fractions of species to be taken into account
in the Discrete Ordinates radiation model as explained in section 3.4.
8.5 Results
The results of the CFD simulations from the model with Low Tempera-
ture Oxy-fuel Burners are compared to existing simulation results for the
air-fuel burners [111] in this section. In addition the eﬀect of adjusting
burner power, metal emissivity, furnace wall emissivity are investigated
with regard to heat transfer into the metal. These parameters were only
investigated in the melt pool arrangement because of the simpler mesh
and hence computationally cheaper calculation. The results are however
believed to apply also for a stacked ingot arrangement. The results from
the melt pool conﬁguration cases and the stacked ingot arrangement are
presented separately and then compared to each other.
The limitations and simpliﬁcations in the models, the biggest one not
having a dynamic geometry of the metal as it melts, along with a lack
of experimental results for comparison implies that care should be taken
when interpreting the results from the simulations. However the experi-
ences from the smaller scale models in Chapter 5 and Chapter 7 combined
with the corresponding lab scale experiments show that CFD can be a
powerful and precise tool in describing the processes inside the furnace
using the correct conditions.
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Industry production is a complex process where multiple opening of fur-
nace doors, several charges of metal in one cycle, stirring, dross formation,
alloying and holding etc. play important roles in heat transfer and cycle
times. These phenomena were not incorporated into the CFD models and
a production cycle can hence never be directly compared to a simulation.
The results from the simulations are however strong indications on the
inﬂuence and importance of parameters in the process and the eﬀect of
changing these.
Melt pool conﬁguration
A base case for the melt pool conﬁguration using the same boundary
conditions as in the model presented for air-fuel burners in [111] was ﬁrst
established. The ﬂow pattern of the combustion gases from the burners
in the furnace, Figure 8.8, are similar to that of the air-fuel case.
(a) (b)
Figure 8.8: Pathlines for gas ﬂow out of the burners into furnace with melt
pool conﬁguration at (a) 4 m length and (b) 12 m length from the burner
outlets.
Steady state
The steady state calculation using a heat sink gave temperatures in the
furnace shown in Figure 8.9 and Figure 8.10. The furnace gases have a
temperature varying from about 1300◦C up to 2800◦C in the burner ﬂame
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core. The temperature rapidly decreases away from the ﬂame core. The
CFD model of the LTOF burners showed good agreement with measure-
ments for a smaller sized burner running on low input (holding power),
but this does not automatically transfer to an equal agreement for a larger
burner running on full power. The average gas temperature in the furnace
was 1473◦C, while the furnace refractory lining had an average tempera-
ture of 579◦C.
Figure 8.9: Temperature contours (◦C) in numerical model from side view
through 2.0 MW burner plane of steady state melt pool conﬁguration for
base case.
Figure 8.10: Temperature contours (◦C) in numerical model from side
view through ﬂue gas plane of steady state melt pool conﬁguration for
base case.
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The aluminium metal (with a heat sink) reached an average steady state
temperature of 1033◦C with a temperature distribution that can be viewed
in Figure 8.11. The metal varies several hundred degrees in temperature
with a temperature highest near the furnace door where the metal bath
depth goes to zero on the sloping hearth.
Figure 8.11: Temperature contours (◦C) in numerical model of metal melt
pool surface at steady state for base case.
The heat balance in the furnace can be seen in Table 8.1 and shows a
73% energy eﬃciency in the furnace for the steady state case when you
compare the burner input with the amount of heat going into the metal
melt pool. The steady state case does not represent the energy eﬃciency
of the furnace over a whole heating cycle but merely an estimate for the
eﬃciency at a certain point in time. Eﬃciency losses by operational ac-
tivities as door openings etc. would further reduce the energy eﬃciency
attainable in an industry operated furnace. In the numerical models the
ﬂue gas walls were set as insulated walls with no heat ﬂux and the losses
would in reality be considerably higher. The heat losses through the fur-
nace walls are also quite low in the model.
We can compare the steady state heat balance with the steady state heat
balance when using air-fuel burners. The average metal temperature was
in that case 745◦C and with a total heat ﬂux into the metal of 0.77 MW
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Table 8.1: Steady state heat balance in furnace for melt pool conﬁguration.
Surface Heat ﬂux
total burner input 2.30 MW
total heat ﬂux into metal surface 1.71 MW
- radiation ﬂux 1.66 MW
- convection ﬂux 0.05 MW
ﬂue gas walls 0.03 MW
furnace door 0.02 MW
furnace walls 0.16 MW
ﬂue gas outlet 0.33 MW
which is only 45% of the oxy-fuel case and with an energy eﬃciency rate
of 33%. A case in the same study by Buchholz and Rødseth [111] with
a simpliﬁed oxy-fuel approach, where the air in the air-fuel burners was
replaced with oxygen gave a total heat ﬂux of 1.41 MW into the metal
which is 18% lower than the current case. The steady state distribution
of the incident and absorbed radiation ﬂux on the metal surface along
with the local heat transfer coeﬃcient and total surface heat ﬂux is found
in Figure 8.12. Only a small part of the available incident radiation is
actually absorbed and transported into the metal. Negative values comes
from the positive surface normal being deﬁned out of the surface into the
furnace chamber. Near the edge of the metal melt pool towards the door,
the depth of the metal melt approaches zero as it hits the sloping furnace
hearth. This results in locally very high temperatures in the melt which
creates special heat transfer conditions where the net heat ﬂux actually
approaches zero and at the very edge is reversed (not shown in ﬁgure).
The convection heat transfer coeﬃcient diﬀers over the metal surface due
to diﬀerences in gas velocities and partly diﬀerences in temperature.
The heat ﬂuxes change with time in a furnace heating cycle and a tran-
sient case is needed to establish how the heat ﬂuxes develop throughout
the melting process. The heat ﬂuxes are highest in the initial phase as
the temperature gradients between the metal and the surrounding gases
and furnace are largest. The total heat ﬂuxes and radiation heat ﬂux
for the transient case where the metal is heated from room temperature
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(a) (b)
(c) (d)
Figure 8.12: Contour plots of aluminium melt pool conﬁguration for (a)
incident radiation ﬂux (W/m2), (b) absorbed radiation ﬂux (W/m2), (c)
convection heat transfer coeﬃcient (W/m2K) and (d) total surface heat
ﬂux (W/m2).
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up to a desired end temperature can be found in Figure 8.13. The dif-
ference between the total heat ﬂux and the radiation heat ﬂux make up
the convection heat ﬂux. As the temperature in the metal increases the
convection heat ﬂux constitutes a continually smaller part of the total
heat ﬂux into the metal. The time up to an average metal temperature
of 720◦C, radiation amount to about 93% of the total heat. This number
might diﬀer if eﬀects as stirring and melt convection would be included,
as this would lower the temperature of the melt surface and create a more
uniform distribution of heat.
Figure 8.13: Average metal temperature and heat through the 18.2 m2
metal surface for the melt pool conﬁguration for Low Temperature Oxy-
fuel burners using 2.3 MW total burner input.
Separating the amount of radiation heat into the metal from the furnace
walls/roof from the radiation of the burner combustion gases is a complex
question which has no real answer since the furnace walls and roof interact
and exchange radiation heat with the combustion gases. The walls are
heated by the combustion gases from the burner by both radiation and
convection. The walls radiate heat towards the aluminium metal, but this
radiation is absorbed and emitted again by the gases between the surfaces.
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This absorption and emission vary depending on the composition of the
gases. Still it would be interesting to determine the heat transfer between
the furnace walls/roof and metal surface when ignoring the furnace gases.
Let us assume that the furnace walls/roof and the metal surface form a
two surface enclosure as seen in Figure 8.14. We further assume uniform
temperature for the two surfaces and ignore the ﬂue gas channel and burner
openings. The radiation heat transfer, Q˙12, between surface 1, furnace
walls and roof, and surface 2, metal bath surface, is then
Q˙12 =
σ(T 41 − T 42 )
1−1
A11
+ 1A1F12 +
1−2
A22
,
where F12 is the view factor from surface 1 to surface 2 [109]. F12 can be
calculated from the reciprocity relation
AiFij = AjFji.
Figure 8.14: Simpliﬁed two surface radiation enclosure for furnace, with
uniform temperature and emissivity for the surfaces.
The properties for the surfaces taken from the numerical model is
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walls/roof melt surface
A1 = 53 m
2 A2 = 18 m
2
1 = 0.6 2 = 0.3
F12 = 0.3426.
The calculated radiation heat transfer between the two surfaces during a
transient simulation can be viewed in Figure 8.15 along with the actual
registered radiation heat ﬂux through the metal surface in the numerical
simulation. The average melt surface temperature and wall/roof tem-
perature is also displayed. The surface to surface radiation calculated
constitutes an average of 90% of the registered total radiation heat ﬂux.
The maximal value was 94% and the minimum value was 86%. This must
not be interpreted in any way that the radiation exchange with the gases
in the furnace is insigniﬁcant, but rather that the furnace walls and roof
is an important carrier for the heat. The original source of the heat is
nevertheless from the combustion gases in the furnace.
Figure 8.15: Comparison of calculated surface-to-surface radiation heat
ﬂux with registered radiation heat ﬂux through metal surface in CFD
model. The average melt surface temperature and wall/roof temperature
is used in the calculation.
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Transient melting case
The transient case cannot be compared directly to experimental or oper-
ational data from the furnace as they do not exist. Sapa Heat Transfer
AB does however have a 28 ton reverberatory pure remelting furnace with
four oxy-fuel burners installed of the same type used in these models. The
total energy input of the 4 burners at SAPA was 2.6 MW which is close to
the 2.3 MW in the CFD model. Data collection from a week of production
revealed an average tap to tap time of 6.81 hours (equaling 24500s). Of
this, door openings accounted for 74 minutes with an average of 8.5 door
openings per charge to add more cold metal and operate the furnace. The
door openings not only add to lost time for heating but also contributes to
heat loss out of the furnace and thus slow heating once normal operation
is restored. With this in consideration the results from the CFD model
is on level with the operational results. At a later stage the total burner
eﬀect at SAPA was increased to 4 MW which has resulted in an average
furnace cycle time of 5.8 hours.
In the transient case the diﬀerences for the air-fuel case and the oxy-fuel
case are conﬁrmed. Figure 8.16 shows a comparison of the cases. The time
to reach an average melt temperature of 720◦C was about 190 minutes in
the Low Temperature Oxy-fuel case versus 514 minutes in the air-fuel case,
i.e. the latter case being 2.7 times slower.
Some of the boundary conditions in the base case were changed to more
realistic values. Initially they were kept at values to match those of Buch-
holz and Rødseth [111]. The boundary conditions for the external walls
were changed from convection boundaries with a heat transfer coeﬃcient
of 300 W/m2K to a mixed convection and radiation boundary condition
with a convection heat transfer coeﬃcient of 8 W/m2K and an emissiv-
ity of 0.8 to reﬂect the value for the steel sheath of the furnace for the
outer wall of the furnace lining. The density of the aluminium metal was
changed from 2350 kg/m3 to 2698 kg/m3. The thermal conductivity and
heat capacity of aluminium were changed from constant values to temper-
ature dependent linear piecewise functions equal to those in section 3.8.
The properties of the refractory material were kept as before. Figure 8.17
indicates that the heating rate in the beginning of the simulation run do
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Figure 8.16: Comparison of furnace melt pool conﬁguration between air-
fuel burners and Low Temperature Oxy-fuel burners both using 2.3 MW
total burner input.
not diﬀer much, but the melting is slower in the case with updated bound-
ary conditions and material properties. This is mainly due to the change
in the properties for the metal.
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Figure 8.17: Comparison of melt pool conﬁguration for changed boundary
conditions and material properties with original base case.
Changed burner input
A case was run with an increased combined burner input of 3.0 MW and
compared to the base case of 2.3 MW. Both burners were set at their
maximum nominal power of 2.0 MW and 1.0 MW. All other conditions
were kept at the same values of the original case. The increased burner
input resulted in higher temperatures in the furnace seen in Figure 8.18
and Figure 8.19 for the steady state case along with a higher ﬂame tem-
perature. A side by side comparison with the base case can be found in
Figure F.1 in Appendix F. The average gas temperature in the furnace
was 1639◦C with an average metal temperature of 1187◦C. The furnace
lining had an average temperature of 649◦C.
The heat balance in the steady state case for 3.0 MW burner input, Table
8.2, showed an increased total heat ﬂux into the metal of 2.2 MW, an
increase of almost 30% and with an almost identical energy eﬃciency of
73% compared to the base case.
If we compare the transient cases of increased burner input with the base
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Figure 8.18: Temperature contours from side view through 2.0 MW burner
plane of steady state melt pool conﬁguration for case with increased burner
input from a total of 2.3 MW to 3.0 MW.
Figure 8.19: Temperature contours from side view through ﬂue gas plane
of steady state melt pool conﬁguration for case with increased burner input
from a total of 2.3 MW to 3.0 MW.
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Table 8.2: Heat balance in furnace for case with increased burner input.
Surface Heat ﬂux
total burner input 3.00 MW
total heat ﬂux into metal surface 2.20 MW
- radiation ﬂux 2.14 MW
- convection ﬂux 0.06 MW
ﬂue gas walls 0 MW
furnace door 0.03 MW
furnace walls 0.18 MW
ﬂue gas outlet 0.53 MW
level case, Figure 8.20, the time to reach an average metal temperature
of 720◦C is 136 minutes versus 190 minutes respectively, a reduction of
28%. The total amount of heat needed for the metal to reach an average
temperature of 720◦C was 24540 MJ and 26181 MJ for the 3.0 MW and
2.3 MW cases respectively, indicating a higher energy eﬃciency for the
former case. It should however be noted that the total energy contents of
the melt was not the same due to a diﬀerence in fraction of molten metal
at that temperature.
A high burner input involves high temperatures in the furnace and possibly
overheating of the furnace refractory along with increased dross formation
due to high temperatures on the metal surface. A viable option would
then be to reduce the burner input while maintaining or slightly increas-
ing the melting speed of an air-fuel burner. With this in mind a CFD
model with 50% of the original burner input of 2.3 MW was established.
The combined input of 1.15 MW for the two burners was split as 0.75 MW
and 0.4 MW for the large (2.0 MW nominal power) and smaller (1.0 MW
nominal power) burner respectively. The temperature in the furnace was
now considerably lower than for the original burner input as can be seen
from the temperature contour plots in Figure 8.21 and Figure 8.22. A side
by side comparison with the base case can be found in Figure F.2 in Ap-
pendix F. The average gas temperature in the furnace was now 1151◦C as
opposed to 1473◦C in the base case and 1639◦C in the case with increased
burner input. The steady state average metal temperature using the heat
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Figure 8.20: Industry furnace melt pool conﬁguration comparison of 2.3
MW and 3.0 MW total burner input for the Low Temperature Oxy-fuel
burners.
sink was 766◦C which is considerably lower than the 1033◦C of the base
case or the 1187◦C of the case with increased burner input.
The steady state distribution of the incident and absorbed radiation ﬂux
on the metal surface along with the local heat transfer coeﬃcient and total
surface heat ﬂux is found in Figure 8.23. The incident radiation on the
metal surface is much lower than for the base case using 2.3 MW burner
input and the radiation heat ﬂux into the metal on a corresponding lower
level. The convection heat transfer coeﬃcient is also lower mainly due to
lower gas velocities. This only has a minor eﬀect on the total heat ﬂux
since radiation is dominating.
The lower burner input resulted in a slower heating of the metal melt pool
compared to the cases with 2.3 MW burner input and 3.0 MW, as seen in
Figure 8.24. The time to heat the metal from 20◦C to 720◦C was now 434
minutes which is 128% longer than the case with a 2.3 MW burner input.
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Figure 8.21: Temperature contours from side view through 2.0 MW (nom-
inal) burner plane of steady state melt pool conﬁguration for case with
decreased burner input from a total of 2.3 MW to 1.15 MW.
Figure 8.22: Temperature contours from side view through ﬂue gas plane
of steady state melt pool conﬁguration for case with decreased burner
input from a total of 2.3 MW to 1.15 MW.
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(a) (b)
(c) (d)
Figure 8.23: Contour plots of aluminium ingots conﬁguration for (a) in-
cident radiation ﬂux (W/m2), (b) absorbed radiation ﬂux (W/m2), (c)
convection heat transfer coeﬃcient (W/m2K) and (d) total surface heat
ﬂux (W/m2).
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Figure 8.24: Industry furnace melt pool conﬁguration comparison of 1.15
MW, 2.3 MW and 3.0 MW total burner input for the Low Temperature
Oxy-fuel burners.
The case with lower burner input is comparable to the case of Buchholz
[111] using cold air-fuel burners with 2.3 MW burner power. Figure 8.25
shows that the LTOF burners provide a faster heating of the metal with
only 50% of the burner input. It is worth noting that the ﬂue gas tem-
peratures are almost identical in the two cases and that the average gas
temperatures in the furnace cases are 1151◦C versus 1134◦C for the LTOF
burner and the air-fuel burner respectively.
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Figure 8.25: Comparison of LTOF burners with 1.15 MW and air-fuel
burners with 2.3 MW for the melt pool conﬁguration.
Furnace walls emissivity
The inﬂuence of the furnace walls and roof’s emissivity on the heat trans-
fer and heat balance in the furnace is an interesting parameter as it can
be manipulated with relative ease and low cost when relining furnaces.
The results from the steady state model shows no signiﬁcant change in
the temperature of the melt or in the heat balance of the furnace. This
was neither expected as when the furnace is in thermal balance the walls
act as an approximate black enclosure around the relatively smaller metal
surface area.
When cold metal is put inside a hot empty furnace the walls are cooled by
heat transferred to the metal. It is interesting to see if there is a diﬀerence
between how the walls recover and reabsorb heat from the burners depend-
ing on their emissivity. A case using an emissivity of 1.0 for the furnace
walls and roof was run and compared to the base case with emissivity 0.6.
The results in Figure 8.26 were almost identical for the two cases. This
could either indicate that the amount of heat stored in the wall lining is
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much larger than the heat lost through the inner walls when the metal is
added (and that this is the major source for recovering the temperature
of the inner walls after a metal addition), or that the walls and roof are
able to absorb heat from the burners at a near equal rate regardless of the
emissivity.
Figure 8.26: Comparison of furnace refractory wall emissivity 0.6 and 1.0
using the melt pool conﬁguration.
The average temperature on the inner walls and roof of the furnace through-
out the transient run is compared for the two cases in Figure 8.27 and show
no signiﬁcant diﬀerence. As the simulations start the temperature on the
inner walls drop rapidly before steadily recovering throughout the dura-
tion of the run.
The temperature inside and near the furnace lining was studied at three
places in the furnace model (Figure 8.28) to ﬁnd any possible diﬀerences
in the two cases. The temperatures at the start of the simulation run was
the same for both wall emissivities both in the furnace wall in all the three
lining monitors points and near the wall in the chamber as can be seen
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Figure 8.27: Comparison of average temperature on the inner furnace wall
surfaces during the heating cycle for a case with furnace wall emissivity of
0.6 versus 1.0.
in Figure 8.29, Figure 8.30 and Figure 8.31. The temperature in the wall
stays more or less constant during the time from 0 s to 390/410 s. Data
points for the exact same time was not available for the two cases. There
is a jump in the temperature on the furnace inner wall surface after the
start of the simulation, though it does not seem to diﬀer for the two wall
emissivities except for in line 1. Figure 8.29 shows that the temperature
is higher for the case with 1.0 wall emissivity. One can also notice a drop
in the outside temperature of the furnace lining from time 0 s to 390/410
s for all the monitors. There is however no noticeable diﬀerence between
the two cases of diﬀerent wall emissivity.
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Figure 8.28: Line monitors investigated for temperature in furnace lining
(top view).
Figure 8.29: Comparison of temperatures in line 1 monitor in the furnace
wall and chamber for cases with furnace wall emissivity of 0.6 versus 1.0
at diﬀerent times.
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Figure 8.30: Comparison of temperatures in line 2 monitor in the furnace
wall and chamber for cases with furnace wall emissivity of 0.6 versus 1.0
at diﬀerent times.
Figure 8.31: Comparison of temperatures in line 3 monitor in the furnace
wall and chamber for cases with furnace wall emissivity of 0.6 versus 1.0
at diﬀerent times.
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Metal emissivity
The emissivity of the aluminium surface was an important parameter for
heat transfer into the metal in the heating and melting trials presented
in earlier chapters. In a full scale industry case this relation may not be
so pronounced as the heat transfer processes are more complex and the
amount and surface area of the metal is much higher compared to the fur-
nace size. Three separate cases were run with a metal surface emissivity
of 0.2, 0.3 and 0.8. Emissivities of 0.2 and 0.3 reﬂect realistic values found
for aluminium metal used in recycling and remelting while an emissivity
of 0.8 would be attainable with a coating on the metal. If results show
that a higher emissivity on the surface is attractive for the melting, then
black paint could be used to increase the emissivity of the metal before
remelting. The revised boundary conditions and material properties were
applied in the simulation for all cases. Figure 8.32 gives a comparison
of the three cases. It is interesting to note that the diﬀerence in heating
rates between the cases is not as pronounced as for the heating of a single
sample in the laboratory furnace in section 5.4 where the time from 20◦C
to molten at 660◦C was reduced by more than half when the emissivity
of the metal sample was increased from 0.2 to 0.8. In the cases presented
here the reduction in time is 18% going from 0.2 to 0.8 in metal surface
emissivity for the same temperature span.
If we look at the heat ﬂuxes into the metal bath surface for the three cases
in Figure 8.33, the results show that the radiation heat ﬂux is signiﬁcantly
higher for the  = 0.8 case than  = 0.2 and  = 0.3 cases in the start phase.
The radiation heat ﬂux is however reduced more quickly with time for the
 = 0.8 case, giving a smaller diﬀerence in radiation heat ﬂux between the
cases. This might be due to the temperature at the metal surface reaching
a high temperature and where heat is not conducted fast enough into the
metal from the surface and thus limiting heat transfer. The convection
heat ﬂuxes conﬁrm this assumption, as the highest ﬂux is for the  = 0.2
case and the lowest is for the  = 0.8 case. This gives another indication
that the metal surface temperature is higher in the latter case resulting in
a lower temperature gradient and thus a lower convection heat ﬂux. The
convection heat is an order of magnitude lower than the radiation heat
and has just a minor impact on the total heat into the metal.
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Figure 8.32: Comparison of melt pool conﬁguration with metal surface
emissivities of 0.2, 0.3 and 0.8 respectively.
Figure 8.33: Comparison of radiation (left axis) and convection (right axis)
heat ﬂuxes between metal surface emissivities 0.2, 0.3 and 0.8 for furnace
cases with a melt pool conﬁguration.
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Dross layer
Previously dross generation on the metal bath surface and its inﬂuence
on heat transfer has not been considered. Dross formed on the surface
is a mixture of aluminium oxide, metallic aluminium and other elements.
The contents of metal typically vary between 60-90 wt%. Parameters that
inﬂuence dross formation are mainly time, gas composition, temperature
and alloy. Details regarding oxidation of aluminium and aluminium alloys
can be found for instance in Thiele [112]. Solovjov and Webb [113] inves-
tigated the eﬀect of a dross layer on the heat transfer into an aluminium
melt in a 1-dimensional numerical model. The model did not however look
at the interaction between the dross layer and the furnace. It was then
concluded that a thin dross layer was beneﬁcial for heat transfer since the
emissivity of the metal surface is increased. The dross layer however acts
as an insulator and at a certain thickness, heat is prevented from being
conducted down into the melt and is thus counterproductive for the heat
transfer. The base furnace case simulation was run with an added simu-
lated dross layer formed on top after 5403 s with the properties found in
Table 8.3.
Table 8.3: Properties of dross layer on top of aluminium metal melt pool.
Property Value
ρ 500 kg/m3
k 10 W/mK
Cp 1000 j/kgK
a 0 m−1
σs 0 m
−1
Φ isotropic
n 1
 0.70
thickness 0.05 m
Using a static dross layer that is not dependent on time or temperature
is a considerable simpliﬁcation, but can still give an indication of how the
dross layer inﬂuence the heat transfer in the furnace. Figure 8.34 shows
how the case is inﬂuenced by the introduction of the dross layer. There
is a small decrease in the heat transfer to the metal in the furnace caused
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by the dross layer and a subsequent increase in the ﬂue gas temperature.
A thicker dross layer than used here would decrease the heat transfer to
the metal more.
Figure 8.34: Comparison of the furnace base case with and without the
introduction of a 5 cm dross layer after 5403 s.
Ingot conﬁguration
The stacked ingot conﬁguration gives a quite diﬀerent geometry of the
metal and hence a diﬀerent gas ﬂow in the furnace compared to the melt
pool conﬁguration. Figure 8.35 displays the gas ﬂow pathlines from the
burners with two diﬀerent distances from the burners. The combustion
gases from the burners are dispersed by the ingots and has a residence
time which is longer than for the melt pool conﬁguration.
An ingot conﬁguration case was run at 50% burner input and with bound-
ary conditions matching those of the base case and an air-fuel case with the
same metal geometry presented by Buchholz and Rødseth [111]. Steady
state temperatures in the furnace can be viewed in Figure 8.36 and Figure
8.37. A side by side comparison of the stacked ingot and the melt pool
240 CHAPTER 8.
(a) (b)
Figure 8.35: Pathlines for gas ﬂow out of the burners into furnace in the
stacked ingots metal conﬁguration at (a) 4 m length and (b) 12 m length
from the burner outlets.
conﬁguration can be seen in Figure F.3 in Appendix F. The average gas
temperature in the furnace chamber was 1024◦C and hence a bit lower for
the ingot conﬁguration than the corresponding melt pool conﬁguration
(1151◦C). The average aluminium metal temperature was 792◦C with a
temperature distribution on the metal surface that can be viewed in Fig-
ure 8.38. The metal ingots varies several hundred degrees in temperature
with a temperature highest near the burner ﬂames and lowest near the
bottom of the furnace. The average furnace wall refractory temperature
was 435◦C.
The incident and absorbed radiation ﬂux contours along with the local
heat transfer coeﬃcient and total surface heat ﬂux contours for the metal
ingots are shown in Figure 8.39. As for the metal melt pool conﬁguration,
only a small part of the available incident radiation is actually absorbed
and transported into the metal. Negative values comes from the conven-
tion of the positive surface normal out of the melt surface into the furnace
chamber. Larger diﬀerences in heat ﬂuxes, both radiation and convection,
are observed over the metal surface for the ingots than the melt pool con-
ﬁguration at the same burner input due to the shadowing eﬀects of the
ingot stack. The convection heat transfer coeﬃcient diﬀers over the metal
surface mainly due to diﬀerences in gas velocities.
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Figure 8.36: Temperature contours from side view through 2.0 MW burner
plane of steady state stacked ingots conﬁguration for case with 1.15 MW
total burner input.
Figure 8.37: Temperature contours from side view through ﬂue gas plane
of steady stacked ingots conﬁguration for case with 1.15MW total burner
input
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Figure 8.38: Temperature contours (◦C) in numerical model from side
view through ﬂue gas plane of steady state ingots conﬁguration case with
1.15MW total burner input.
The ingot conﬁguration is compared to the corresponding metal conﬁgu-
ration case for air-fuel burners in Figure 8.40. The time for the oxy-fuel
case to reach 720◦C from the starting temperature of 20◦C was only about
336 minutes, which is 13% less than the time needed for the air-fuel case
(387 minutes). The average liquid fraction for the metal was however a
bit higher for the air-fuel case with 0.59 versus 0.55 for the oxy-fuel case
at 720◦C average metal temperature.
Figure 8.41 shows how the ingot conﬁguration diﬀers from the melt pool
conﬁguration. The ingots were heated at a higher rate from about 200◦C
and started to melt earlier than for the ﬂat metal pool case. Towards the
end of the simulation runs the average liquid fraction for the melt pool
however caught up and surpassed that of the ingot conﬁguration, even
though the average temperature in the metal was higher for the ingots.
This indicate a larger gap between the maximum and minimum tempera-
tures for the ingots where the ingots on top were very hot and the ingots
at the bottom of the furnace were shielded from much of the heat and re-
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(c) (d)
Figure 8.39: Contour plots of aluminium ingots conﬁguration for (a) in-
cident radiation ﬂux (W/m2), (b) absorbed radiation ﬂux (W/m2), (c)
convection heat transfer coeﬃcient (W/m2K) and (d) total surface heat
ﬂux (W/m2).
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Figure 8.40: Comparison of stacked ingot metal conﬁguration between
air-fuel burners (2.3 MW input) and Low Temperature Oxy-fuel burners
(1.15 MW input).
mained in solid state. This could lead to an unphysical phenomenon as in
reality the metal on top will change geometry as it melts and form a pool
in the bottom of the furnace. This would then enhance the heat transfer
to the shielded ingots at the bottom and create a more evenly distributed
temperature in the metal.
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Figure 8.41: Comparison of stacked ingot and melt pool metal conﬁgura-
tion with 1.15 MW input for LTOF burner.
8.6 Discussion and conclusions
The numerical models for the full scale industry furnace conﬁrms the re-
sults for the Low Temperature Oxy-fuel Burner (LTOF) previously at-
tained in experiments and numerical models in a pilot scale furnace. Com-
paring the models with results from Buchholz and Rødseth [111] (using
cold air-fuel burners) shows that LTOF burners provide a heating and
melting rate of up to 170% higher than air-fuel burners using the same
burner input. The temperatures in the furnace however are higher for the
LTOF burners with an average gas temperature of 1473◦C for the steady
state case. The average gas temperature was 1120◦C for the air-fuel case.
The model results further showed that the power input of the LTOF burn-
ers could be turned down to 50% of normal input and still obtain heating
and melting rates even slightly higher than that of the air-fuel burners.
The lower burner input also resulted in similar furnace temperatures be-
tween the cases, avoiding possible increased dross formation and wear on
the furnace due to high temperatures. The cost of oxygen must of course
be taken into account when looking at possible fuel savings in an econom-
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ical context. The LTOF burners also have the ﬂexibility of increasing the
furnace throughput or productivity by increasing the burner input without
overheating the furnace. This is possible because of the diﬀerence in gas
species composition between a furnace using oxy-fuel burners and air-fuel
burners. The gases are able to transfer more heat through radiation at the
same temperature because of the absence of nitrogen in the gas mix and
higher relative concentrations of radiating combustion gases. The heat
transfer to the metal in the furnace was dominated by radiation from the
hot combustion gases and the furnace walls and roof.
The numerical models did not have the ability to model deformation and
change in shape of the metal as it goes from a solid to liquid state when
melting. As a consequence of this, models with two diﬀerent static metal
conﬁgurations were developed to imitate the shape of the metal in an
early solid phase of the cycle and at a later stage. This was done using a
stacked ingot conﬁguration and a metal melt pool. A comparison between
the two metal conﬁgurations showed that the ingot conﬁguration had a
faster heating rate due more direct impingement of the burner ﬂame on
the metal and a larger surface to volume ratio. The stacked ingots however
had larger temperature diﬀerences in the metal, where the metal ingots at
the bottom were shielded from heat transfer by a shadowing eﬀect from
the ingots on the top. This resulted in very hot metal ingots at the top
of the stack and cold ingots at the bottom. This eﬀect would not be so
pronounced during real furnace operation as the metal on top would melt,
pour down and redistribute heat to the colder ingots in the bottom of the
stack. The behavior of the two metal conﬁgurations was otherwise similar.
The eﬀect of the wall and roof surface emissivity on the heat transfer in the
furnace was investigated for the melt pool conﬁguration by running nu-
merical cases using diﬀerent emissivity values. The results showed a very
small diﬀerence in the heat transferred to the metal and negligible eﬀect on
the walls capability of storing heat. The eﬀect of changing the emissivity
of the aluminium metal however resulted in a change in the radiation heat
transfer to the metal. Increasing the emissivity of the aluminium up to 0.8
by applying a coat or paint could result in a higher heating and melting
rate for the metal (close to 20%), but not as pronounced as seen for single
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samples in a laboratory scale furnace presented in earlier chapters (close
to 100%).
Introduction of a dross layer on the metal surface for the melt pool conﬁg-
uration inﬂuenced the heat transfer only to a minor extent with a slightly
lower heat transfer. The simpliﬁed approach used here does not reveal
all eﬀects of dross in the furnace and a dross layer with diﬀerent physical
properties using a more comprehensive model might yield diﬀerent results.
Experiments in a pilot scale furnace showed that there was a certain over-
prediction of temperatures in the furnace for the corresponding numerical
models that was developed. It is assumed that this might also apply for
the full scale industry furnace models presented in this chapter and the
results should be evaluated accordingly. The over-prediction of temper-
ature was present for both oxy-fuel cases and air-fuel cases at the same
rate and comparisons of the two technologies should hence not be aﬀected.
Process control systems for aluminium furnace operation often use ther-
mocouples in the ﬂue gas to avoid overheating of the furnace and as an
indicator of the state of the metal in the furnace. The numerical models
conﬁrms that there is a strong relationship between the temperature of
the ﬂue gas and the temperature in the metal and that this could be used
to assess how much heat has been transferred to the metal. Thus it is
vital to avoid unnecessary door openings or interruptions in the heating
and to be able to determine the correct time to add liquid pot room metal
and alloying elements or to assess when the melt has reached the casting
temperature.
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Chapter 9
Conclusions and Further
Work
The work presented in this thesis has been a contribution to the under-
standing of heat transfer in aluminium melting furnaces. Heating and
melting experiments of aluminium samples were performed to investigate
heat transfer in a laboratory furnace. They revealed diﬀerences in heat
ﬂuxes for diﬀerent types of aluminium scrap and conﬁrmed an increased
heat transfer for submerged samples compared to samples heated in a dry
furnace. The time for the metal melt to replace the heat transferred to the
submerged sample was however considerably longer than the time to melt
a sample in the furnace without melt. Numerical models were successfully
developed to obtain detailed information about the heat transfer into the
metal and quantiﬁed the importance of radiation for heat transfer. Pa-
rameters as gas and refractory temperature along with the emissivity of
the aluminium surface play an important role in this regard.
A Low Temperature Oxy-fuel Burner (LTOF) was compared to a conven-
tional air-fuel burner in experiments carried out in a pilot scale furnace.
Measurements of total heat ﬂux, radiation heat ﬂux, temperature and gas
composition were performed in addition to heating of aluminium samples.
The results showed a considerably higher heating rate for the samples us-
ing the LTOF burner compared to the cold air-fuel burner for the same
furnace temperature. The burner input needed to create the same tem-
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perature level in the furnace was also lower for the LTOF burner than
for the cold air-fuel burner. Aluminium samples with a diﬀerent surface
ﬁnish was in addition run to see the inﬂuence of surface properties on the
emissivity and the results conﬁrmed a signiﬁcant diﬀerence between the
samples but due to other properties of the surfaces.
CFD models of the burner experiments were able to reproduce the re-
sults accurately though with a small overprediction of temperatures in the
burner ﬂame. A ﬁtted value for the emissivity of the sample surfaces was
determined with good agreement. The main diﬀerence between the LTOF
and the air-fuel burner when heating aluminium samples was radiation
heat ﬂux which was higher in the former case. This was due to diﬀerences
in the composition of the furnace gas atmosphere created by the two burn-
ers. The convection heat ﬂux was on the same level for the two burners.
A full scale 3-dimensional numerical model of a 30 ton industry furnace
with two LTOF burners installed was developed and compared to an ex-
isting numerical model developed by Buchholz et al. [111] of the same fur-
nace using air-fuel burners. The heating and melting rate of the aluminium
metal was much higher for the LTOF burners using the same burner in-
put. This however resulted in higher furnace temperatures for the LTOF
burners. The burner input of the LTOF burners could be reduced to 50%
to that of the air-fuel burners and still retain a slightly higher melting
rate than the air-fuel burners. The temperatures in the furnace were then
approximately at the same level. As the numerical model did not have the
capability of a dynamic geometry as the metal was melting, but rather had
a rigid geometry through the entire simulation, two diﬀerent metal conﬁg-
urations were created to cover the early and late phase of a furnace melting
cycle. A stacked ingot conﬁguration was used to recreate the conditions in
the early phase, while a ﬂat metal bath was used to simulate the metal at
a later stage. The simulations showed that the stacked ingot conﬁguration
had a slightly higher heat ﬂux into the metal than the ﬂat metal bath, but
that shadowing eﬀects created larger temperature diﬀerences in the metal.
Sensitivity studies showed that the emissivity of the furnace walls and roof
did not have an eﬀect on the heat transfer. The inﬂuence of the metal emis-
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sivity was however signiﬁcant, but also a lot less notable in the full scale
furnace than for small single samples in a lab furnace. Burner input was
however important for the heat transfer and made a major impact on the
heating of the metal. Care should however be taken to avoid overheating
of the furnace with resulting wear and damage on the refractory, and hot
spots on the metal leading to metal oxidation and dross formation. Intro-
duction of a dross layer on the metal bath surface gave only a small eﬀect
on the heat transfer to the metal, but a thicker layer would lead to a more
signiﬁcant reduction in heat transfer.
9.1 Future Work
The potential for further work in this ﬁeld is vast and the results presented
in this thesis only represent a small part of the possibilities that can be
done both experimentally and with numerical modeling. This work has
focused on mainly two things: 1) Understanding heat transfer and the
inﬂuence of physical parameters in aluminium furnaces and 2) Investigat-
ing the behavior of a new oxy-fuel burner regarding heat transport and
how this compares to conventional cold air-fuel burners. Other alternative
furnace technologies have only been referred to in Chapter 2 and have not
been investigated in this research. A natural extension of this work would
be to look at other promising furnace technologies. Electromagnetic stir-
ring was also brieﬂy mentioned in Chapter 2 and shows good results in
combination with oxy-fuel technology. At one stage there was plans to in-
clude EM stirring into the numerical models developed for this project but
this was abandoned due to time constraints. It would require an external
software used with ANSYS Fluent to create an electromagnetic ﬁeld and
calculate the resulting Lorentz forces which could be imported into Fluent
and sent back to the software again to calculate adjustments in the ﬁeld
and forces due to the interaction with the aluminium metal.
For the experiments presented in this thesis it would be interesting to mea-
sure the surface emissivity of the aluminium samples used and compare
this to the ﬁtted values in the numerical models. This would add con-
ﬁdence in the validity of the models. Expanding the experimental work
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to include measurements in full scale industry furnaces would also be in-
teresting in the development of accurate numerical models. Equipping
industry furnaces with thermocouples and sensors is a demanding task
and production facilities often have little ﬂexibility in adjusting operation
to suit experimental needs. Also experiments in full scale often become
complex with a lot of unknown and uncontrollable factors inﬂuencing the
results. This can be partly compensated for by recordings over longer pe-
riods of time, i.e. weeks or months. Recordings of metal temperatures,
burner input over time, furnace gas temperatures, ﬂue gas temperatures,
metal weight over a large number of furnace cycles could provide important
data in the further development and improvement of numerical models,
but also be valuable in itself to monitor and optimize furnace operation.
This knowledge could be used to create or improve process control systems
for the furnaces.
The numerical models developed in this work could be used to investigate
more furnace cases than the ones presented in this work and more elabo-
rate analysis could be done for the existing furnace cases. Some physical
parameters could be more thoroughly checked by real life measurements to
get even more accurate results. This applies especially for the numerical
models of the full scale industry furnace. The limitation of the numeri-
cal models’ ability to simulate deformation of geometry and liquid motion
when melting could be improved. This would be a natural and obvious
continuation of the work in this thesis.
This thesis has established a basis for further work in the ﬁeld of heat
transfer in aluminium melting furnaces and for studying details that have
not been covered here. This includes looking at other available furnace
technologies using some of the methodology presented here.
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Appendix A
Einstein notation
It is often convenient to use Einstein notation, also called index notation,
to save space and time when writing equations that involve the use of
coordinates. If we take the three dimensional Cartesian coordinate system
we have the spacial vector−→x on component form for instance [x, y, z] or velocity vector, −→u on com-
ponent form [u1, u2, u3] or [ux, uy, uz]. A ﬁrst order vector will in Einstein
notation be denoted with one index
xi, i = 1,2 or 3; xi = [x1, x2, x3].
The shear tensor, τ , has nine components
τ =
⎡
⎣τ11 τ12 τ13τ21 τ22 τ23
τ31 τ32 τ33
⎤
⎦ . (A.1)
This gives a second order tensor with 9 (32) components in a three dimen-
sional space
τij , i=1,2 or 3 and j=1,2 or 3
The indices i and j are arbitrarily chosen and only states that both i and
j can have the values 1,2 and 3 in a three dimensional space. τij then de-
notes all of the 9 components of the shear tensor, while τkk would denote
the three components on the diagonal of matrix A.1.
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The Einstein Sum Convention also implies that we sum over the indices
in a term such as
uiui read as
3∑
i=1
uiui = u1u1 + u2u2 + u3u3,
∂ui
∂xi
read as
3∑
i=1
∂ui
∂xi
=
∂u1
∂x1
+
∂u2
∂x2
+
∂u3
∂x3
,
uj
∂ui
∂xj
read as
3∑
j=1
uj
∂ui
∂xj
= u1
∂ui
∂x1
+ u2
∂ui
∂x2
+ u3
∂ui
∂x3
.
In the last expression the i indices are not summed because they only
appear once. They however create 3 diﬀerent expressions for each i.
Appendix B
Turbulence models details
B.1 k- model
In 1895 Reynolds introduced the notion that a ﬂow ﬁeld could be decom-
posed into a time-averaged value and a ﬂuctuating component
ui = u¯i + u
′. (B.1)
This enabled that Navier-Stokes equations could be decomposed and solved
only for the averaged quantities. The Reynolds averaged Navier Stokes
(RANS) equations
∂
∂t
(ρu¯i) +
∂
∂xj
(ρu¯iu¯j) = − ∂p¯
∂xi
+
∂
∂xj
(
τ¯ij − ρu′iu′j
)
+ ρf¯i, (B.2)
(B.3)
where
τ¯ij = μ
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
+ (μB − 2
3
μ))
∂u¯k
∂xk
δij . (B.4)
In most situations the bulk viscosity μB is considered 0 (Stokes hypoth-
esis). After averaging the equations of momentum have unknown terms
−ρu′iu′j which needs to be modeled or resolved in order to close the RANS
equations. These terms are convective transport in the turbulent motion
and are diﬀusive terms in the RANS equations.
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The standard k- model builds on the RANS equations where the mean
ﬂow properties of the domain is solved as opposed to the instantaneous
quantities of a real physical ﬂow which are never in steady state. They
require that the Navier Stokes equations are solved down to the smallest
length and time scales of the ﬂow and for turbulent ﬂows this would re-
quire a resolution in time and space which are not accessible for complex
geometries and ﬂows in practical applications (yet). Often we are however
only interested in the mean ﬂow quantities and are satisﬁed with a model
averaging the instantaneous values of the ﬂow and can hence relax the
resolution requirements.
Kinetic energy per mass unit for a ﬂuid in motion is 12uiui. If we subtract
the mean value from the kinetic energy we are left with the kinetic energy
in the turbulent ﬂuctuations. The turbulence energy is then deﬁned as
the average of these turbulence ﬂuctuations
k =
1
2
u′iu
′
i =
1
2
(u′1
2 + u′2
2 + u′3
2).
Turbulence increases the transport in the ﬂuid ﬂow and we can think of
turbulent transport as an addition to the molecular viscosity
τeﬀective = τ + τturbulent
and
μeﬀective = μ+ μturbulent
This is often called the eddy viscosity or the Boussinesq viscosity after
his introduction in 1877 [59]. μt is a product of a characteristic velocity
scale and length scale like the molecular viscosity and can be deﬁned as
μt = ρνt = Cμρ
k2
 .
If the turbulence diﬀusion term is modeled the same way as the molecular
diﬀusion term (B.4) we get for constant density ﬂow
−ρu′iu′j = μt
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
− 2
3
(
ρk + μt
∂u¯l
∂xl
)
δij .
B.1. K- MODEL 271
A transport equation for k can be deduced from the momentum equa-
tion by ﬁrst subtracting a Reynolds averaged momentum equation and
multiplying with the ﬂuctuation ui, and then average this equation again
yields
∂
∂t
(ρk)+
∂
∂xj
(ρku¯j) = −ρu′iu′j
∂u¯i
∂xj︸ ︷︷ ︸
ρPk
+
∂
∂xj
(
μ
∂k
∂xj
)
︸ ︷︷ ︸
ρDk,v
+
∂
∂xj
(
−1
2
ρu′iu
′
iu
′
j − p′u′j
)
︸ ︷︷ ︸
ρDk,t
−μ∂u
′
i
∂xj
∂u′i
∂xj︸ ︷︷ ︸
ρ
The production term for turbulence energy ρPk has no new quantities and
can under the turbulent viscosity hypothesis be expressed as
ρPk = μt
(
∂u¯i
∂xj
+
∂u¯j
∂xi
)
∂u¯i
∂xj
.
The turbulent diﬀusion term ρDk,t can be expressed as a gradient model
ρDk,t =
∂
∂xj
(
μt
σk
∂k
∂xj
)
.
This gives the ﬁnal modeled k-equation
∂
∂t
(ρk) +
∂
∂xj
(ρku¯j) =
∂
∂xj
((
μ+
μt
σk
)
∂k
∂xj
)
+ ρPk − ρ.
A transport for  can now be deﬁned to close the equations. This can
also be deduced from the momentum equation but gives little information
except for identifying diﬀusion ρD, production ρPepsilon and dissipation
ρQ terms.
∂
∂t
(ρ) +
∂
∂xj
(ρu¯j) = ρD + ρP − ρQ.
Using a gradient model for the diﬀusion term as in the k-equation we get
ρD =
∂
∂xj
((
μ+
mut
σ
)
∂
∂xj
)
. (B.5)
The production of  is proportional to the production and dissipation of k
ρP = C1ρ

k
Pk (B.6)
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and
Q = C2ρ

k
. (B.7)
This gives the modeled equation for  in the k--model
∂
∂t
(ρ) +
∂
∂xj
(ρu¯j) =
∂
∂xj
((
μ+
μt
σ
)
∂
∂xj
)
+ C1

k
ρPk − C2 
k
ρ
The modeling constants σk, σ, C1, C2 and Cμ were originally determined
from experiments and the values presented by Launder and Spalding [110]
are still used in what is considered the standard k--model today
σk = 1.0 σ = 1.3 C1 = 1.44 C2 = 1.92 Cμ = 0.09
Adjustments for low reynolds number ﬂows and ﬂows with reactions have
been done.
Later a rigorous mathematical derivation of a k--model using renormal-
ization group theory (RNG) was done by Orszag and Yakot and published
in amongst [114]. This model includes an extra term in the -equation
and has slightly values for the constants. The RNG model is said to have
improved accuracy in strained ﬂows, swirl eﬀects and in low reynolds num-
ber ﬂows than that of the standard k- model. The RNG model is still
founded on the turbulent viscosity hypothesis.
Appendix C
Modeling of Phase Change
The Stefan Problem presented in section 3.7 can only be solved analytically
in very special cases. Still these solutions give important information and
understanding of phase change problems and form the basis for evaluating
more complex cases and validating numerical solutions. The conditions
for these solutions are that they are 1-dimensional, semi-inﬁnite geometry,
uniform initial temperature, phasewise constant thermal properties and
constant temperature imposed at the boundary. These cases are well cov-
ered in [66]. Still, here the explicit solution for two simple Stefan Problem
are presented as background material for the reader in the ﬁeld of modeling
of phase change.
C.1 One-Phase Stefan Problem
The simplest solvable phase-change problem is the one-phase Stefan Prob-
lem for a semi-inﬁnite material with constant temperature at the left
boundary and initial temperature Tm and constant thermophysical prop-
erties. This only means that the heat equation for the liquid 3.7.1 domain
needs to be solved since the temperature of the solid is known (Tm). The
solution for this problem is called the Neumann Similarity Solution (see
references [66] and [115]). The solution yields
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X(t) = 2λ
√
αLt (C.1)
T (x, t) = TL −ΔTL
erf
(
x
2
√
αLt
)
erf(λ)
, ΔTL = TL − Tm (C.2)
where erf is the error function deﬁned as erf(z) = 2√
π
∫ z
0 e
−s2ds and λ is
the root of the transcendental equation
λeλ
2
erf(λ) =
StL√
π
. (C.3)
where StL =
cL(TL−Tm)
L is the Stefan Number for a melting process. The
left side of this equation is a strictly increasing function for λ > 0 and hence
it exists a unique root which can be found and then put into equations C.1
and C.2. Often approximations to the error function [116] and the tran-
scendental equation, for example λ ≈ 0.706√St1− 0.21(0.5642St)0.93−0.15St,
are used. The Stefan number can be seen as the ratio between the sensible
heat and the latent heat and completely characterizes the melting process.
This is evident when writing the problem on dimensionless form where the
Stefan number is the only parameter (p37 in [79]). For freezing processes
the solution is analogous with the Stefan number deﬁned as
StS =
cS(Tm − TS)
L
. (C.4)
For the case of small Stefan Numbers (close to zero) λ can be approximated
as λ ≈
√
St
2 giving the Neumann temperature of T (x, t) ≈ TL −ΔTL xX(t) .
C.2 Two-Phase Stefan Problem
The solution to the one-phase Stefan problem shown above can be ex-
panded to a Two-Phase Stefan Problem using the Neumann similarity
solution. The interface location, the temperature in the liquid and solid
region are now given by
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X(t) = 2λ
√
αLt (interface location)
(C.1)
T (x, t) = TL −ΔTL
erf
(
x
2
√
αLt
)
erf(λ)
(liquid region 0 < x < X(t))
(C.2)
T (x, t) = TL −ΔTL
erf
(
x
2
√
αLt
)
erf(λ)
(solid region x > X(t))
(C.3)
StL
exp(λ2)erf(λ)
− StS
ν exp(ν2λ2)erfc(νλ)
= λ
√
π (transcendental equation)
(C.4)
with ν =
√
αL
αS
. An approximation for the root λ for StL ≈ 0 is
λ2−phase ≈ 1
2
⎡
⎣− StS
ν
√
π
+
√
2StL +
(
StS
ν
√
π
)2⎤⎦ (C.5)
This simpliﬁes further if StS >> StL ≈ 0 to
λ2−phase ≈ ν
√
π
2
StL
StS
. (C.6)
Most materials have diﬀerent density in liquid and solid state and this
will induce material ﬂow under solidiﬁcation and melting. This compli-
cates the phase-change process. If mechanical eﬀects are ignored and bulk
movement of the phase is incorporated the similarity solution can still be
found. The physical eﬀects of density change from buoyancy forces in the
liquid region creating interfering with the interface direction are ignored.
The liquid itself does not move but pushes the solid region to the right
when melting. The heat conduction equation for the solid region with
ρL ≤ ρS , both constant is now
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Tt + v(t)Tx = αSTxx, X(t) < x < ∞, t > 0 (C.7)
v(t) =
[
1− ρL
ρS
]
X ′(t), t > 0. (C.8)
The Stefan Condition (Equation 3.7.4) will no longer hold due to the vol-
ume change, but is still often used as an approximation to conserve the
similarity solution. A proper adjustment of the Stefan Condition involves
solving conservation equations for mass, momentum and energy and un-
ables the use of the similarity solution.
Appendix D
Additional Results From
Aluminium Melting
Experiments in a
Reverberatory Lab Furnace
This chapter contains results that complement the work presented in
Chapter 4.
D.1 Thermocouple positions in samples
The position of thermocouples inside the samples for the heating and melt-
ing experiments can be found in the following section. Monitor points were
established in the numerical models to compare experimental and numer-
ical values.
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Figure D.1: Top view of sample Ingot A with placement of thermocouples
in sample.
Figure D.2: Top view of sample Ingot B with placement of thermocouples
in sample.
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Figure D.3: Top view of sample Ingot C with placement of thermocouples
in sample.
Figure D.4: Top view of sample Ingot D with placement of thermocouples
in sample.
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Figure D.5: Top view of sample Ingot E with placement of thermocouples
in sample.
Figure D.6: Top view of sample Ingot F with placement of thermocouples
in sample.
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Figure D.7: Top view of sample Ingot G with placement of thermocouples
in sample.
Figure D.8: Top view of sample Foil A with placement of thermocouples
in sample.
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Figure D.9: Top view of sample Foil B with placement of thermocouples
in sample.
Figure D.10: Top view of sample Litho A with placement of thermocouples
in sample.
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Figure D.11: Top view of sample Litho B with placement of thermocouples
in sample.
D.2 Placement of samples in furnace
Figure D.2 shows the placement of the samples in the furnace during the
experiments. The samples were placed on refractory bricks in the middle
of the furnace in direct line of the burner ﬂame.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure D.12: Placement of samples in furnace during experiments: (a)
Ingot A , (b) Ingot C , (c) Ingot F , (d) Ingot G , (e) Litho A, (f) Litho
B , (g) Foil A , (h) Foil B.
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D.3 Ingot D
Sample Ingot D was from 99.8% dense aluminium and insulated on all
sides except for the side facing the burner using a ﬁbre insulating ma-
terial. The sample was placed on refractory bricks in the midle of the
furnace in the direct line of the burner ﬂame. Figure D.13 and Figure
D.14 shows a comparison between thermocouples placed in the sample
during the experiments and a corresponding numerical CFD model.
Figure D.13: Temperature curve comparison between CFD-model and
experiments for thermocouple B in Ingot D.
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Figure D.14: Temperature curve comparison between CFD-model and
experiments for thermocouple C in Ingot D.
D.4 Ingot A
Sample Ingot A consisted of 99.8% dense aluminium with no insulation
on either sides. The sample was placed on refractory bricks in the middle
of the furnace in the direct line of the burner ﬂame. A comparison of
experimental results and a CFD-model for thermocouples placed inside
Ingot A are found in Figure D.15, D.16, D.17, D.18 and D.19. Figure
D.20 and Figure D.21 displays the radiation and convection heat ﬂux for
all the sides of Ingot A respectively.
D.4. INGOT A 287
Figure D.15: Temperature curve comparison between CFD-model and
experiments for thermocouple B in Ingot A.
Figure D.16: Temperature curve comparison between CFD-model and
experiments for thermocouple C in Ingot A.
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Figure D.17: Temperature curve comparison between CFD-model and
experiments for thermocouple D in Ingot A.
Figure D.18: Temperature curve comparison between CFD-model and
experiments for thermocouple E in Ingot A.
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Figure D.19: Temperature curve comparison between CFD-model and
experiments for thermocouple F in Ingot A.
Figure D.20: Radiation heat ﬂuxes through sides of Ingot A in CFD model.
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Figure D.21: Convection heat ﬂuxes through sides of Ingot A in CFD
model.
D.5 Ingot B
Sample Ingot B consisted of 99.8% dense aluminium with no insulation
on either sides. The sample was dropped into aluminium melt in the
reverberatory lab furnace. A comparison of experimental results and a
CFD-model for thermocouples placed inside Ingot B is found in Figure
D.22, D.23, D.24and D.25.
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Figure D.22: Temperature curve comparison between CFD-model and
experiments for thermocouples B in Ingot B.
Figure D.23: Temperature curve comparison between CFD-model and
experiments for thermocouples C in Ingot B.
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Figure D.24: Temperature curve comparison between CFD-model and
experiments for thermocouples D in Ingot B.
Figure D.25: Temperature curve comparison between CFD-model and
experiments for thermocouples E in Ingot B.
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D.6 Litho A
Sample Litho A was from compacted lithographic plates presumably made
out of a AA1100 alloy or a AA3003 alloy and often coated or anodized.
Figure D.26, D.27 and D.28 compares the results from the experiments
with a numerical model for thermocouples placed inside the sample.
Figure D.26: Temperature curve comparison between CFD-model and
experiments for thermocouples B in Litho A.
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Figure D.27: Temperature curve comparison between CFD-model and
experiments for thermocouples C in Litho A.
Figure D.28: Temperature curve comparison between CFD-model and
experiments for thermocouples D in Litho A.
Appendix E
Additional Results from
Experiments With Burner
Technology in a Pilot Scale
Furnace
This chapter contains results that complement those presented in Chapter
6. The results are based on measurements performed in a pilot scale fur-
nace at AGA/Linde Gas, Lidingo¨, Sweden. A Low Temperature Oxy-fuel
(LTOF) burner was compared against a cold air-fuel burner at two dif-
ferent temperature levels in the furnace. In the 4 resulting furnace cases,
measurements were done.
Figure E.1 shows the smoothed CO concentration level in the furnace
based on 17 measurement points. The diﬀerence between the air-fuel
burner cases and the LTOF burner cases comes from mainly from the
diﬀerence in the burner geometry where the fuel and oxidizer outlets are
placed diﬀerently.
Figure E.2 shows the smoothed NO concentration level in the furnace
based on 17 measurement points. There is a higher level of NO in the
air-fuel burner cases compared to the LTOF burner cases. This is due to
the absence of nitrogen in the oxidizer of the oxy-fuel burner. A small
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(a) LTOF 1142◦C (b) Air-fuel 1131◦C
(c) LTOF 1008◦C (d) Air-fuel 1016◦C
Figure E.1: Measured CO concentration in horizontal mid plane of fur-
nace. Based on 17 measurement points in the furnace using 1 minute
averages in each point.
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amount of air was however blown into the furnace about 40 cm from the
burner for the LTOF cases creating the opportunity for NOx gases to be
formed. The production of nitrogen oxides is dependent on temperature
and the results show a higher concentration for the two furnace cases at
higher temperature compared to the two cases at lower temperature.
(a) LTOF 1142◦C (b) Air-fuel 1131◦C
(c) LTOF 1008◦C (d) Air-fuel 1016◦C
Figure E.2: Measured NO concentration in horizontal mid plane of fur-
nace. Based on 17 measurement points in the furnace using 1 minute
averages in each point.
Figure E.3 shows the smoothed O2 concentration level in the furnace cases.
The diﬀerence between the air-fuel burner cases and the LTOF burner
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cases near the burner comes from the diﬀerence in burner geometry and
placement of oxidizer outlets. The level of oxygen further back in the fur-
nace is a bit lower in the air-fuel burner cases.
(a) LTOF 1142◦C (b) Air-fuel 1131◦C
(c) LTOF 1008◦C (d) Air-fuel 1016◦C
Figure E.3: Measured O2 concentration in horizontal mid plane of furnace.
Based on 17 measurement points in the furnace using 1 minute averages
in each point.
Appendix F
Additional Results from
Numerical Modeling of a
Full Scale Industry Furnace
This chapter contains results that complement those presented in Chap-
ter 8. The results presented here are from numerical modeling of one of
Hydro Aluminium’s furnaces at the Rolling Mill plant in Karmøy, Norway.
Figure F.1 displays a side by side comparison of steady state temperature
plots between LTOF burners using 2.3 MW total burner input and 3.0
MW burner input.
Figure F.2 displays a side by side comparison of steady state temperature
plots between LTOF burners using 2.3 MW total burner input and 1.15
MW burner input.
Figure F.3 displays a side by side comparison of steady state temperature
plots between metal melt pool and stacked ingot conﬁguration using 1.15
MW burner input.
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(a) (b)
(c) (d)
Figure F.1: Side by side comparison of steady state temperature contours
of (a) 2.3 MW burner power through 2 MW burner plane, (b) 3.0 MW
burner power through 2 MW burner plane, (c) 2.3 MW burner power
through exhaust plane and (d) 3.0 MW burner power through exhaust
plane.
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(a) (b)
(c) (d)
Figure F.2: Side by side comparison of steady state temperature contours
of (a) 2.3 MW burner power through 2 MW burner plane, (b) 1.15 MW
burner power through 2 MW burner plane, (c) 2.3 MW burner power
through exhaust plane and (d) 1.15 MW burner power through exhaust
plane.
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(a) (b)
(c) (d)
Figure F.3: Side by side comparison of steady state temperature contours
of (a) metal melt pool through 2 MW burner plane, (b) stacked ingot
conﬁguration through 2 MW burner plane, (c) metal melt pool through
exhaust plane and (d) stacked ingot conﬁguration through exhaust plane.
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