Abstract. This paper addresses the statistics underlying cloudy sky radiative transfer (RT) by inspection of the distribution of the path lengths of solar photons. Recent studies indicate that this approach is promising, since it might reveal characteristics about the diffusion process underlying atmospheric radiative transfer (Pfeilsticker, 1999) . Moreover, it uses an observable that is directly related to the atmospheric absorption and, therefore, of climatic relevance. However, these studies are based largely on the accuracy of the measurement of the photon path length distribution (PPD). This paper presents a refined analysis method based on high resolution spectroscopy of the oxygen A-band. The method is validated by Monte Carlo simulation atmospheric spectra. Additionally, a new method to measure the effective optical thickness of cloud layers, based on fitting the measured differential transmissions with a 1-dimensional (discrete ordinate) RT model, is presented. These methods are applied to measurements conducted during the cloud radar intercomparison campaign CLARE'98, which supplied detailed cloud structure information, required for the further analysis. For some exemplary cases, measured path length distributions and optical thicknesses are presented and backed by detailed RT model calculations. For all cases, reasonable PPDs can be retrieved and the effects of the vertical cloud structure are found. The inferred cloud optical thicknesses are in agreement with liquid water path measurements.
Introduction
The deposition of the solar shortwave (SW) radiation is the driving force of many atmospheric processes, such as atmospheric dynamics or photochemistry. Thus, it is a primary factor controlling the climate of the globe (Stephens and Correspondence to: O. Funk (ofunk@montrouge.sema.slb.com) Tsay, 1990; Wild et al., 1995 Wild et al., , 1996 , and others). Despite its important role for the terrestrial climate, the amount of SW radiation absorbed in the clear and cloudy atmosphere is still poorly understood. Under cloudy skies, the poor understanding is primarily due to either (a) deficits in understanding atmospheric absorber characteristics (interstitial aerosol absorption, water vapor line strength and continuum absorption or yet unknown absorption mechanism, such as water dimers) and (b) deficits in understanding the cloudy sky radiative transfer (e.g. results presented at the recent Chapman Conference on Atmospheric Absorption and Solar Radiation, AGU 2001).
The present paper explores in more detail possibility (b) by presenting joint cloudy sky photon path length distribution and cloud optical thickness measurements, cloud structure data, and model calculations. The cloudy sky photon path length distribution measurements were performed by means of high resolution oxygen A-band measurements in zenith scattered skylight. This type of measurement has been developing rapidly in recent years (e.g. Harrison and Min, 1997; Pfeilsticker et al., 1998) . Historically, cloudy sky photon path length distributions have been shown to be approximately gamma distributed in a homogenously (and in the vertical inhomogeneously) scattering atmosphere (Van de Hulst, 1980; Marshak et al., 1995) . From the very beginning it was clear that scattering problems in real cloud covered atmospheres may lead to far more complicated PPDs since cloud covers tend to appear in patches, multilayers or even as fractal cloud decks (e.g. Davis et al., 1996) . Thus, real scattering atmospheres require assumptions on the distribution of the individual step sizes, which are different from the classical assumption of a well-defined exponential distribution, the latter leading to the classical diffusion assumption for homogenous, optically thick media. Clearly, real atmospheres do not fulfill this assumption, while theoretically they are more likely to support scattering statistics with individual step size distributions which allow for more frequent extreme step sizes. This lack of theoretical correctness in classical cloudy sky RT modelling led Davis and Marshak (1998) to suggest Levy type diffusion, characterized by individual step size distributions decreasing according to power laws (in contrast to the exponential distribution in Gaussian diffusion), to be more appropriate in cloudy sky scattering phenomena, a suggestion experimentally supported for many complicated cloudy sky cases by Pfeilsticker (1999) or recently by Min et al. (2001) . Previous oxygen A-band PPD measurements, however, were suffering from several limitations, such as a limited temporal and, hence, spatial resolution at the expense of a high spectral resolution, an insufficient spectral retrieval technique, and a lack of validation. While overcoming the first limitation requires more sensitive instrumentation, being presently developed, the other limitations are addressed by the methodic improvement presented in this paper.
Photon path length distributions, Beer's law and the Laplace transformation
The basic idea of cloudy sky geometrical path length distributions is that the sequence of scattering events form a light path from which finally, only the total geometrical length is relevant. Extinction can then be regarded solely as gaseous absorption along this path. Since multiple scattering is a stochastic process, each photon will travel a different path. The probability that a photon has travelled a total path length l is given by the probability density function (PDF) of the geometrical path lengths p(l) (short PPD).
This distribution is only valid in absence of absorption, i.e. for the scattering processes only. In an absorbing atmosphere, the transmission with respect to absorption, described by the absorption cross section σ and the number concentration n, along a specific path of length L is given by Beer's law.
For constant extinction α = σ n the total transmission of all occurring paths is given by the integral over the path length distribution weighted with the Beer factor exp{−αl}.
This expression is formally equivalent to the Laplace transformation L of p(l) with respect to α. Thus, it is a consequence of the exponential form of Beer's law that T (α) is the Laplace transform of the PPD. This relationship implies that the explicitly unmeasurable path length distribution can be derived by measuring the transmissions for different absorption strengths and inverting the Laplace transformation. Techniques for this non-trivial inversion are discussed in Sect. 3.
The above relation is only valid for constant extinction, i.e. in an isotropic atmosphere. In the real atmosphere mainly the pressure and temperature dependencies of n and σ introduce a vertical anisotropy. For a general atmosphere the path integral in the exponent of Eq. (2) can be different for each photon trajectory. For an ensemble of N photons the total transmission T is then given by the ensemble average:
The right-hand side of this equation is highly complex, since it requires the knowledge of each photon trajectory. Moreover, T cannot be expressed as an explicit function of α. The Laplace transformation of p(l) is, therefore, in general not given by the transmissions T as in Eq. (3). Equation (4) can, however, be simplified approximately using p(l) and a mean absorption coefficientᾱ.
This approximation introduces a systematic error, but its approximated validity can be tested by a Monte Carlo simulation of the photon paths in a non-isotropic atmosphere (see Sect. 4).
Inversion of the Laplace transformation
The possibility ofretrieving the path length distribution from measured transmissions is based on an accurate technique for the calculation of the inverse Laplace transformation. This inversion is not straightforward. Direct techniques are unsuited (see Appendix A). Therefore, a constrained method imposing a priori assumptions on the analytical form of the path length distribution can be used. Most common in this context is the Gamma distribution. Van de Hulst (1980, 17.2.3) shows that the photon optical path distribution for homogeneous slabs can be well approximated by Gamma distributions. Marshak et al. (1995) show that the distribution of the photon displacement at the point of escape from homogeneous, as well as horizontally fractal cloud layers, is well approximated by Gamma distributions. The Gamma distribution (Eq. (6)) has two parameters, l and κ, each being functions of the first two moments of the PDF.
The inversion problem is solved if the Laplace transformation of the analytical expression of the PDF can be calculated. For the Gamma distribution it is given by:
A more general, numerical method is based on accurate forward modelling of the measured transmissions according to Eq. (3). In this case any parameterized expression using parameters p i can be used as PDF, p(l) = f (l, a 1 , . . . , a n ).
The parameters are then retrieved by applying a least-squares fit of observed (measured or from radiative transfer models) and forward modelled transmissions. Another well suited standard distribution is the log-normal distribution:
with parameters M and S. The validity of these PDF models is tested with a Monte Carlo model (see Sect. 4). For further analysis this numerical method with Gamma and log-normal distributions as models for p(l) are used. Additionally, two modifications of p(l) are made for practical purposes:
The path length is measured in units of vertical paths through the atmosphere. This is done by changing the independent variable from α to the vertical optical density V OD = α·l ver . This changes the independent variable ofp(l) from l to l = l/ l ver . Since α is not constant in the atmosphere, V OD = ∞ 0 α(z) dz is used instead.
-Shift of the distribution Since lengths of path shorter than one vertical path through the atmosphere cannot occur for transmission, the distribution is shifted by one vertical path by l = l −l ver in old, or l = l −1 in new variables. Application of the translation property of the Laplace transformation yields a factor of e −V OD in the Laplace transform (see Eq. (A3)).
Validation with a Monte Carlo radiative transfer model
The method is validated by modelling the path length distributions and transmissions for the atmosphere by a Monte Carlo radiative transfer model. Since the inaccuracy of the approximation in Eq. (5) strongly depends on the cloud situation, i.e. mainly the vertical extent and vertical variability of the paths, two different typical cases are presented here: Table 2 . Results (moments m 1/2 ) of the PPD retrievals for the first two moments using both PDF models for both cases. Also included are the results of the direct fit to the MC PDF, see Fig Table 1 . A backward approach is used to save computation time. The photon is injected into the atmosphere at the detector position in zenith viewing direction. It is then traced along its path. Upon escape from the model atmosphere, the probability for the last scattering to result in the direction towards the Sun is calculated, and a statistical weight equal to this probability is assigned to the trajectory. In order to simulate the transmission, the optical densities at 15 wavelengths, located in the centers of oxygen A-band lines, are accurately integrated along the trajectories. For that to occur, the absorption cross section and number concentration are calculated according to a temperature profile taken from a radio sonde for a real measurement (see Sect. 5), the pressure is assumed to follow an exponentially decreasing profile. Additionally, the vertical optical density is integrated. The parameters for the PDF model (Gamma or log-normal) are then calculated by a least-squares fitting of the transmis- shows a typical broad distribution, while the reflection between the two layers generate a bimodal distribution for Case 2. To fit these PDFs, a Gamma distribution is used for Case 1 (b) and a log-normal distribution is used for Case 2 (d). Included is the results of a direct fit of the Monte Carlo PDF with the PDF model (labelled as PDF direct). This comparison demonstrates the validity of the PDF model. Good agreement is found for Case 1; however, the Gamma function cannot follow exactly the rising flank which starts at higher path lengths and is steeper. The single peaked PDF model does not match the two modes of the distribution for Case 2. Finally, the results of the retrieval, using the modelled transmissions, is included (labelled as result). For Case 1 the result is similar to the PDF direct result. For Case 2 there is quite a difference between the two retrieved log-normal distributions. The result from the fit with the transmissions looks closer and the moments, see Table 2 , are better matched than for the PDF direct fit, which is "misled" by the bimodal form (continues next page).
sions resulting from the RT model (T MC ) with those calculated from the parameterized PDF model (discrete in l with i points, correctly normalized) for all V ODs:
The results are shown in Fig. 1 and Table 2 . For Case 1 the path lengths are underestimated by approx. 10-15% using the log-normal and Gamma distribution. Also, the second moment is underestimated substantially. For the Gamma distribution this is a consequence of the fixed shape of the distribution, as can be seen in Fig. 1b . It rises too fast for path lengths just above 1, while it decreases too fast around path lengths of 30. The log-normal model gives excellent results for the direct fit (Table 2) but similar results as the Gamma distribution from the transmission fit.
For Case 2 the log-normal model fits the moments best. Excellent agreement is found, indicating that atmospheric in- homogeneity concerning temperature and pressure does not play a critical role, and Eq. (5) is a valid approximation. In this case the transmission fit results in even better agreement in the moments than the direct fit (see Fig. (1d) . To summarize this validation, it can be said that the choice of the PDF model appears to be more critical than the approximation made for the isotropy. Even though the log-normal distribution appears to be the better choice in all cases, in practice often the Gamma distribution is used due to a more stable convergence behavior in the fit (see Sect. 5).
Spectrum analysis and instrumental setup
The transmissions for a wide range of absorption strengths T (α), i.e. the Laplace transform of the path length distribution (Eq. 3), can be measured by oxygen A-band spectroscopy (e.g. Pfeilsticker et al., 1998; Harrison and Min, 1997) . The main advantages of the oxygen A-band (b 1 + g ← X 3 − g , 759-775 nm) are the lack of interference with other atmospheric absorbers (as oxygen is the only absorber in this spectral range) and the constant oxygen mixing ratio. Additionally, the absorption characteristics of oxygen are known very accurately. The key problem in the spectrum evaluation is the insufficient resolution of the spectrograph. Since the true transmissions are required for the analysis of Eq. (3), the measured spectrum must be corrected for resolution effects. Pfeilsticker et al. (1998) corrected the transmissions for the centers of a set of A-band absorption lines by using a curve of growth measured for direct light. However, the curve of growth is dependent on the path length distribution, since it modifies the line shapes of the absorption lines. Therefore, this method introduces a systematical error. The refined method presented here solves this problem by first modelling the true absorption line shapes for the current path length distribution at high spectral resolution (5×10 −2 pm) and then converting the whole modelled spectrum to the measurement resolution by convolution with the instrument function (see Fig. (4) . The spectroscopic model uses spectroscopic data from Ritter and Wilkerson (1987) and Gamache et al. (1998) , and radio sonde atmospheric pressure and temperature profiles, p and T , to calculate cross section spec- Schematic view of the spectrum evaluation process. The critical spectral calculations are performed at high spectral resolution (for 100 000 discrete wavelengths). The fit optimizes the parameters of the PDF model {a j }. The spectroscopic model contains a Fraunhofer reference. Additionally, terrestrial absorption above the cloud is separated from the actual cloud transmission, see Eq. (11). The convolution to measurement resolution is a critical step. Any inaccuracy in the instrument function will be compensated for by an erroneous modification of the PPD. The accuracy of the evaluation can be tested for direct light measurements, where a delta type PPD is expected. tra, σ i (T , p, λ). Voigt line profiles and temperature corrected line strengths are used for the individual rotational absorption lines, i, for 40 atmospheric layers, l. The light path above the cloud is assumed to be straight with a incidence angle µ 0 (= cos(SZA), with the Sun zenith angle SZA). Absorption above the cloud top can, therefore, be separated from absorption occurring inside the cloud and below (scattering above the cloud top is neglected). Therefore, two references spectra, R a/c for above and below the cloud top, respectively, containing the vertical optical depth (VOD) of all absorption lines, are calculated by multiplication of the absorption cross section with the layer column density, c l , and summing up over the corresponding layers (the layer containing the cloud top is added proportionally to both references).
The modelled high resolution spectrum is calculated by:
with the Fraunhofer reference F which accounts for spectral structures in the sunlight and the transmission below the cloud top, T cloud , calculated using a discrete and correctly normalized PDF model p(l i ) with parameters {a j }:
This modelled spectrum is then convoluted ( ) with the instrument function, f λ , and fitted to the measured spectrum, I meas , using a modified Levenberg Marquard method for the least-squares fit, (Moré et al., 1980) , with the {a j } being the free parameters.
In the retrieved PDF the photon path lengths are given in units of the cloud top height. The instrumental setup is equivalent to the setup described in Pfeilsticker et al. (1998) . The sky light collected by a zenith pointing telescope (field of view 0.86 • ) is conducted by a quartz fiber via an optical band pass filter (771.4 nm, FWHM of 11.2 nm) into an Echelle monochromator (Model MPP1, Aerolaser, focal length 1250 mm, numerical aperture f/15.3, grating: blaze angle 65 • , 100 gr/mm). The spectral resolution is 19.4 pm. The spectrum is recorded by a photo diode array detector (1024 channels, 25 µm, channel dispersion 4.1 pm), digitized (ADC resolution 16 bit) and stored on a PC. The raw spectrum is corrected for electronic offset, photo diode dark current and the overall spectral sensitivity. For further details on the measurements and evaluation, refer to Funk (2000) .
Due to the low intensity of the zenith scattered light and the high spectral resolution of these measurements, the spectra must be integrated for typically 900 seconds. (This is mainly a constraint of the low gain of the PDA detector used, since modern CCD detectors are much more sensitive. However, the problem of low photon statistics remains.) This integration corresponds to an intensity-weighted temporal averaging. Under the assumption of slow changes in the cloud structure, the temporal averaging corresponds to a spatial averaging over a scale, determined by the integration time and the drift speed of the clouds (ergodicity). Additionally, the diffusion inside the cloud leads to spatial averaging. The size of this radiative smoothing scale (Marshak et al., 1995; Savigny et al., 1999) is strongly dependent on the degree of inhomogeneity. In the case of a single, homogeneous cloud layer, the mean lateral displacement for transmission is equal to the layer thickness. More details on scales are discussed in Pfeilsticker (1999) .
A measured spectrum, together with the result of the evaluation and the retrieved path length distribution, is shown in Fig. 3. 
Cloud optical thickness
A second result of the above fit is the high resolution transmission spectrum T cloud (λ, {a j } * ). These transmissions can be compared to those resulting from radiative transfer model calculations. Here the 1-D discrete ordinate RT model DIS-ORT (Stamnes et al., 1988 ) is used. The absorption properties (σ a ) are constant and known. The scattering properties can be parameterized using the cloud optical thickness τ c , defined as the vertical integral of the scattering coefficient α s , τ c = H c α s dz, or as τ c = H c /λ c , with the mean free path inside the cloud λ c and the cloud geometrical thickness H c . All other scattering properties are given in Table 1 . Several cloud layers can be included. The free model parameters are the cloud optical thicknesses {τ c,i } of these layers. A leastsquares fit is used to find the {τ c,i } * for which the transmissions from the RT model agree best with those gained from the PPD retrieval.
Since the transmission at a certain wavelength is only depending on the path length distribution, this method yields the equivalent optical thicknesses of homogeneous cloud layers which result in a similar path length distribution. This optical thickness can be compared with the τ c gained from liquid water path (LWP) measurements, using the effective radius r e for the corresponding cloud type (Slingo, 1989) :
Results
The measurements presented here were conducted during the cloud RADAR intercomparison campaign CLARE'98 at Chilbolton, Hampshire, UK (51. radar MIRACLE operated by GKSS (Geesthacht, Germany) recorded detailed information about the cloud structure. Of particular interest for this study is the vertical distribution of the cloud layers and the cloud top height. The cloud base is measured accurately by a ceilometer. Additionally, data collected by a microwave radiometer operated by TUE (Eindhoven, Netherlands) was used to retrieve the cloud liquid water path. The sum of these complementary measurements form a good data set to study the effect of cloud structure on the radiative transfer. Some exemplary cloud cases are presented here. Figure 4 shows the result for a relatively thin cirrus cloud layer in about 8 km height. A high cloud layer is expected to reduce the mean photon path lengths for zenith viewing geometry, since the probability for a vertical path is largely increased. The direct light air mass factor (AMF = 1/µ 0 ) is 2.4 for this measurement, and the retrieved mean path length is 1.8 (always in units of the vertical path), which agrees with the expectation. The exact form of the PPD is determined by the PDF model; however, a maximum probability for nearly vertical paths is reasonable for this case. Figure 5 shows the cloud structures and retrieved PPDs for two subsequent measurements. During the first measurement (09:31-09:46 UT), two separated extended cloud layers are observed. The weak structure between these layers results from precipitation originating from the upper layer. Since the larger precipitating drops cause a superproportional large backscatter signal (the backscatter ratio depends on the particle diameter d to the sixth d 6 ), the radar signal between the cloud layers around 09:35 UT is presumably caused by optically thin rain, Fig. 5a . During the second measurement (09:46-10:01 UT), heavy precipitation falls out of the upper layer, closing the gap between the two layers. An inhomogeneous mixture of cloud and rain emerges from the cloud base at 300 m (from ceilometer) to the cloud top at 9000 m with no clear borders, Fig. 5c . This transition from a two-layer stack to a single extended layer is reflected by the retrieved PPDs. While the mean path length remains nearly constant l = 11.6, the distribution is wider in the first case and more concentrated around the mean for the second case. This is also seen in lower second moments of l 2 = 217 for the first distributions compared to l 2 = 199 for the second case. The broadening of the distribution for two separated cloud layers can be explained by reflections between the cloud layers which dominate the radiative transfer in this case, while for a compact layer the photon path lengths are more centered around the diffusion mean path length. This behavior is verified by Monte Carlo simulations for these two cases. Therefore, the optical thickness of the cloud layers was derived using the method described in Sect. 6. The results are displayed in the left half of Table 3 , marked as τ c,RT . Total cloud optical thicknesses of 144 and 197 are found for measurement 1 and 2, respectively. These optical thicknesses are used in the MC model described in Sect. 4, to generate path length histograms, Fig. 6 . The measured shapes of the PPDs are qualitatively well reproduced by the MC model.
Finally, the retrieved cloud optical thicknesses are compared to the LWP data from the MW measurements. The measured mean LWPs for the two cases are 0.35 mm and 0.65 mm, see Table 3 . Using Eq. (15) and the retrieved cloud optical thicknesses, this results in reasonable values for the vertically averaged effective radii of 3.65 µm and 4.96 µm for Cases 1 and 2, respectively. Using the geometrical thickness and LWP and r e for standard cloud types reported by Stephens (1979) (Sc1, St1, St2 ), the agreement with the re- trieved optical thicknesses is not as good. However, this is not surprising given the variability of these parameters even for the same cloud type and the degree of inhomogeneity found, especially in the second case. As a last case, Fig. 7 shows a single low level cumulus cloud layer between 300 m and 3300 m. Typically for these clouds is that the cloud base and top are well-defined, while there is a great degree of internal inhomogeneity and large gaps. The retrieved optical thickness is τ c = 44.7 ± 2.0. The path length distribution resulting from the transmissions from the RT model is included in Fig. 7 , together with the retrieved PPD. Both the PPDs agree within the error. A different shape, resulting from the plane-parallel model and the measurement, is not found for this case (within the errors), in agreement with findings reported by Portmann et al. (2001) .
The mean LWP from the microwave radiometer is approx. 0.3 mm. For a mean optical depth of 44.7, this LWP translates into a mean effective radius of 10 µm, which is a typical value for stratocumulus or cumulus clouds (Sc 2/Cu, Stephens, 1979) . However, the mean free path for the whole layer is 67 m. This value is much longer than the typical mean free path of 10-15 m for Sc 2 or Cu clouds. This enhanced mean free path might be explained by the inhomogeneous distribution of the liquid water content. For this case the cloud inhomogeneity only seems to prolong the mean free path, but has apparently no effect on the shape of the PPD.
Conclusions
With the presented improved method for oxygen A-band PPD measurements, a validated tool for the investigation of cloudy sky radiative transfer statistics is at hand. The analyzed cases already provide a taste of the new information that can be obtained, and the analysis which is possible provided an extensive data set, such as for CLARE'98. The effect of vertical cloud inhomogeneities on the path length distribution could be measured and reproduced qualitatively by Monte Carlo RT model calculations. Effective cloud optical thicknesses for equivalent horizontally homogeneous layers were retrieved using a 1-dimensional (1-D) radiative transfer model. For the presented measurements, no significant difference between the measured and 1-D modelled PPDs could be observed, even for a horizontally inhomogeneous cloud cover. We argue that this is likely due to smoothing effects caused by the long averaging time, the main remaining limitation of the method. By increasing the temporal or spatial resolution to scales smaller than the radiative smoothing scale, the path length distribution measurements may help to unravel the statistics underlying the cloudy sky radiative transfer, i.e. whether and when it is a classical or anomalous (e.g. Levy-type) diffusion process.
Using the Characteristic Function 
The moments m j can be found by expanding the exponential function in Eq. (3):
For weak absorbers, i.e. α < l > 1, the first order approximation yields the well-known relation:
T α<l> 1 ≈ 1 − α < l > and (A10)
