Deceptive jamming plays an irreplaceable role in electronic counter measures (ECM) due to its flexibility and high power efficiency. Based on digital channelized receiver, this paper proposes a novel deceptive jamming method for linear frequency modulation (LFM) radar, side-lobe jamming, which builds decoy group utilizing filter side lobes. Via adjusting the filter structure properly, this method produces false targets at specific positions. Unlike intermittent sampling repeater jamming (ISRJ) which forms a train of symmetric decoys, side-lobe jamming can generate asymmetric false targets, which is more deceptive. On the other hand, it can produce much more false targets than ISRJ, which has a certain suppressive effect on the radar. The experimental results with simulated data verify the effectiveness of the proposed algorithm.
INTRODUCTION
Linear frequency modulation (LFM) signal is widely adopted in modern radar. Thus, LFM radar jamming is an important issue in electronic counter measures (ECM) [1] . Noncoherent noise jamming tends to lose energy after coherent operation of radar [2, 3] . In contrast, deception jamming can offset partial or total gain of radar coherent processing [4] . Hence, deceptive jamming has caused wide concern among researchers [ [5] [6] [7] .
With the growing application of high-speed digital circuit and signal processing in ECM, coherent repeater jamming based on digital radio frequency memory (DRFM) [8] and direct digital synthesis (DDS) [9] has become main force to counter coherent radar. In principle, it is a process during which the radar signal is sampled without distortion, and the sampled signal is processed properly and finally reverted to the corresponding simulated signal. To preserve the coherence of signal, the sampling frequency of the repeater should satisfy the Nyquist sampling theorem [10] . For wideband LFM radar, high-speed sampling of wideband signal is a great challenge to the implementation of the jammer. Wang et al. propose intermittent sampling repeater jamming (ISRJ) [11, 12] . The radar signal is sampled with a low rate by the jammer, and the matched filter of a pulse compression radar is fed by the sampled signal, and then the output involving a train of false targets can be obtained, which are symmetrically distributed in the radial distance. The power of the false targets decreases fast from the center to edge, with only 3 to 5 strong false targets.
Recently, digital channelized receiver is adopted in electronic welfare, which helps to achieve large bandwidth, high intercept probability, and miniaturization of the jamming system [13] . Despite its advantages, digital channelized jammer has faced the challenge of designing the filter bank. Researches on digital channelized receiver sprung up in 1980s [14] [15] [16] . Wang et al. promoted a structure of digital channelized receiver based on weighted overlap-add (WOLA) filterbank in 2006 [17] . This structure gets rid of the fixed relationship in polyphase discrete Fourier transform filterbank, reduces the computation of the system, and improves the flexibility. Classical researches tend to reduce the filter bank side lobes to reconstruct radar signals accurately [18] [19] [20] , which greatly increases the computation cost of the filter bank and presents significant challenges to the implementation of a system with real-time wideband signal processing. This paper focuses on reducing waste and building false target group using the side lobes. So we adjust the proper filter structure to produce false echoes at specific positions. Thus, this paper promotes a novel jamming method based on digital channelization. By increasing the side lobes of channelization filters, we obtain a series of false targets in radial distance after radar matched filtering. Furthermore, the number, location, and amplitude of the false targets can be adjusted according to scenarios.
Starting from analyzing the structure of digital channelized receiver, we build the mathematical model of the side-lobe jamming signal and deduce the output of the radar matched filter fed by the jamming signal. Then, the efficiency of periodic side-lobe jamming and shift-side-lobe jamming for wideband LFM pulse compression radars are discussed, respectively. Finally, numerical simulations are carried out, and conclusions are given.
JAMMING SIGNAL MODEL BASED ON DIGITAL CHANNELIZATION
Digital channelized jamming system consists of three parts -receiving part, transmitting part, and jamming modulation part. Receiving and transmitting parts are digital channelization based, as described in Figure 1 . Here, s(n) is the radar signal, andŷ(n) is the jamming signal. ⊗ represents the convolution operator. The bandwidth of each subchannel is 2π M , where M is the subchannel number. ω k is the center frequency of the kth (k = 0, 1, ..., M − 1) subchannel. h(n) and f (n) are the analysis filter and synthesis filter, respectively. Generally, h(n) = f (n). (·) ↓ represents the downsampling while (·) ↑ denotes the signal interpolation. D is the down sampling rate. g k (m) is the down-sampled signal of the kth (k = 0, 1, ..., M − 1) subchannel, and x k (m) is modulation function of the corresponding subchannel.
Receiving part Jamming modulation part Transmitting part The key technologies are channelized receiving and transmitting. In this paper, digital channelization structure based on polyphase digital Fourier transform (PDFT) filter is adopted. The structures can be classified according to the subchannel number M and the subchannel down sampling rate D. D = M and D = M/2 are two common cases [21] . Figure 2 depicts the two structures of the receiving system. Correspondingly, those of the transmitting system are shown in Figure 3 .
For simplicity, the structure on condition of D = M is adopted in this paper. The Fourier transform ofŷ(n) is given as [22, 23] 
. T 0 (ω) and T p (ω) are the modulation function and aliasing error function, respectively, and defined as:
Here F (ω), H(ω), and X k (ω) are the Fourier transforms of f (n), h(n), and x k (n), respectively. For
To save resources and improve operational efficiency, the length of x k (n) is 1.
. When the radar matched filter is fed by signalŶ p (ω), the output R p (ω) is given as
where S(ω) is the Fourier transform of s(t) = e −jπγt 2 , and
which describes the amplitude relationship between radar range profile and digital channelized modulation function (when p = 0) as well as aliasing error function (when p > 0).
SIDE-LOBE JAMMING
Generally, sidelobes inevitably arise with the use of filters. However, these sidelobes provide a new way for the active jamming based on digital channelization, which is studied in detail in this section.
Periodic Side-Lobe Jamming
When p = 0, Eq. (5) is recast in discrete form as
where h 0 (n) = π −π H(ω)F (ω)e jωn dω. When the cutoff frequency ω c = ε π M (0 < ε < 1), the main lobe of h 0 (n) is enlarged. Thus some periodic components of x(n) M remain and form periodic false targets after range compression. In this case, the isolation between subchannels is higher, namely, the crosstalk T p (ω) (p = 1, 2, . . . , D − 1) can be ignored.
Assume that the channelized filter is a rectangular window defined as
Thus,
Substituting Eq. (8) into Eq. (6), we have
Assume x(n) M = 1, n = lM 0, n = lM , l = 0, ±1, ±2, . . .. It is found that when n = lM , l = 0 and ω c n = π 2 (2k − 1), k = 0, ±1, ±2, ..., the side-lobe component arises. Contrariwise, the lth periodic component of x(n) M is suppressed at the zero point of sin(ωcn) n . When l = 0, r 0 (n) denotes the main lobe.
Some conclusions can be drawn from Eq. (9):
• The amplitude of the lth false target at cM l 2fs , normalized with the main lobe, is |sinc(εl)|. • The range between adjacent side-lobe false targets is proportional to sampling rate M , inversely
proportional to subchannel number f s , and unrelated to filter cutoff frequency ω c . • The energy of side lobes concentrates as the subchannel number M and cutoff frequency ω c increase.
Shift-Side-Lobe Jamming
When p > 0, Eq. (5) can be expressed in discrete form as:
where
, the energy of t p (n) increases, which spawns shift-side-lobe false targets in range profile. Meanwhile, the main lobe of h 0 (n) is so narrow that the periodic components of r 0 (n) = 1 D h 0 (n) · x(n) M are weakened seriously. Therefore, the error of r 0 (n) can be overlooked. Suppose that the channelized filter is a rectangular window defined as
We have
Therefore, t p (n) can be written as
Because ω c > π D , the main lobe width of h p (n) is smaller than M , which suppresses the periodic components of x(n) M , that is, h p (n) · x(n) M = h p (n) · x(n). Therefore, t p (n) can also be expressed as
Substituting Eq. (14) into Eq. (10), we have
Similarly, when p < ε, 
|r p (n)| and |r D−p (n)| (p = 1, 2, ..., ε − 1 ) are the shift-side-lobe false targets in radar range profile, where α is the largest integer less than or equal to α. When p = 0, r 0 (n) denotes the main lobe.
Some conclusions can be learned from above analysis:
• There are 2 ε − 1 shift-side-lobe false targets in range compression output in total resulting from aliasing function t 1 (n), t D−1 (n), t 2 (n), t D−2 (n), ..., t ε−1 (n), t D− ε−1 (n).
• The positions of the pth and (D − p)th false targets are − Brpc 2Dγ and Brpc 2Dγ , respectively. The amplitude of those, normalized with the main lobe, is ε−p ε , p = 1, 2, ..., ε − 1. • The range between adjacent side-lobe false targets is inversely proportional to subchannel number M , chirp rate γ, proportional to working bandwidth B r , and unrelated to filter cutoff frequency ω c . • The energy of shift-side lobes concentrates as ε declines, and subchannel number M grows.
EXPERIMENTS
In this section, to analyze the jamming performance and influencing factors to side-lobe jamming, some simulations are conducted based on simulated inverse synthetic aperture radar (ISAR) data. The radar parameters are listed in Table 1 . For simplicity, finite impulse response (FIR) filters are adopted as analysis filter bank and integrated filter bank. 
Jamming Effect
The pulse compression output of the side-lobe jamming, normalized with that of the main lobe, is illuminated in Figure 4 (a) and Figure 4(b) . The ISRJ jamming effect with the same JSR in is also presented in Figure 4 (c) for comparison [11] . For convenience, the zero point of abscissa denotes reference point, where the preset false target is. For periodic side-lobe jamming shown in Figure 4 (a), a train of false targets are symmetrically distributed in the radial distance, and their power decreases fast from the center to the edge, with several strong targets. The ±2th and ±4th false targets are suppressed because they meet the zero points of rectangular window. The output JSR is 16.96 dB. As for shift-side-lobe jamming shown in Figure 4 (b), there are 6 shift-side-lobe false targets and a main-lobe one, whose JSR is 15.55 dB. The power of them descends more mildly than periodic side-lobe jamming. In general, the periodic side-lobe jamming performs similarly with the ISRJ in jamming effect, while the former can produce false targets ahead of the real target much easier than the latter. Also, in jamming energy distribution, the shift-side-lobe jamming can build more effective false targets than ISRJ, which can only form 3-5 false targets. Figure 5 displays how the subchannel number M influences the amplitude and position of side-lobe false targets. Overall, M has little influence on the amplitude, as shown in Figure 5(a) . For periodic side-lobe jamming, some side-lobe false echoes are suppressed as long as they meet the zero points of the filter. Accordingly, the others are enhanced due to the energy conservation. This explains the ripples on the blue line in Figure 5(a) . As for the distance distribution shown in Figure 5(b) , the range between the two adjacent false targets increases in direct proportion to M in the case of periodic side-lobe jamming. However, it is in inverse proportion to M in the case of shift-side-lobe jamming.
Influencing Factors to Side-Lobe Jamming
Opposite to the subchannel number M , the cutoff frequency ω c mainly impacts the amplitude of side lobes reflecting the energy distribution among false targets and has almost no effect on the range distribution, as depicted in Figure 6 . For periodic side-lobe jamming, the amplitude of the side lobes normalized with the main lobe decreases with the increase of ω c , which is contrary to shift-side-lobe jamming. Generally speaking, the energy concentrates in the main-lobe false target as ω c goes away from π M . It is interesting that the relative amplitude of the pth (p = 1, 2, ..., ε − 1 ) side-lobe false target with ω c = ε π M is almost the same as that with ω c = 1 ε π M . The position of the preset false target, denoted by R, the distance between the main lobe and the reference point, also influences the parameters of side-lobe jamming. Firstly, to ensure that the subchannel modulation function has a length of 1, the length of original modulation function is less than the subchannel number, that is, |R|·fs c < M 6 . Then, the symmetry of side-lobe jamming will be disrupted if R = 0, as described in Figure 7 . For periodic side-lobe jamming, this mainly causes asymmetrical energy distribution, which can be explained by the filter mismatch. As for shift-side-lobe jamming, the nonzero R brings about irregular glitches among false echoes. The glitches share more energy as |R| grows. When |R|·fs c > M 3ε , the glitches are so high that the main lobe is hid. The filter order and window type affect the filter sidelobes, in turn influencing the performance of side-lobe jamming. Figure 9 depicts how they affect the output JSR which reflects the energy distribution in a way. Normally, the higher the JSR is, the more the energy concentrates. For periodic side-lobe jamming, presented in Figure 8 (a), when N < M, JSR rises dramatically as N increases until it reaches its peak. For rectangular window, the peak appears at N = M . For Hamming and Blackman window, it appears at N = 2M . The main reason is that the energy concentrates on one point in these cases. After the peak, JSR decreases slowly because the rise of N leads to the drop of the filter side lobes. Then, when N > 10M , the side lobes fall to the bottom. Both the filter and the window (a) (b) Figure 9 . The MSE of the jamming output of the 10-bit quantified system for (a) periodic side-lobe jamming; (b) shift-side-lobe jamming.
type have little effect on the energy distribution. Figure 8(b) indicates that the JSR of shift-side-lobe jamming increases with the uptrend of N when N < M and becomes steady when N > M. The influence of the window type is also very little.
Quantization Analysis
To assess the physical achievability of the proposed jamming method, we analyze the jamming output of the 10-bit quantified jamming system and calculate its mean squared error (MSE) displayed in Figure 9 .
Overall, the MSE is around 10 −10 and decreases as the cutoff frequency ω c approaches π M . It is suggested that the side-lobe jamming can be realized on the field-programmable gate array (FPGA).
CONCLUSIONS
This paper proposes a novel jamming method, side-lobe jamming, based on the side lobes introduced by digital channelizing filter bank. Due to the flexibility of DRFM and DDS, the proposed method can produce a symmetrical/asymmetrical train of false targets around the preset decoy. On the other hand, the number of side-lobe false targets can be easily controlled, which can form dense false target jamming in case of necessity. The experimental results verify the effectiveness and physical achievability of this method. We will focus on building the jamming system based on FPGA in the following research.
