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Ferroelectric materials offer a variety of new applications in the ﬁeld of smart structures
and intelligent systems. Accordingly, the modelling of these materials constitutes an active
ﬁeld of research. A critical limitation of the performance of such materials is given when
electrical, mechanical, or mixed loading fatigue occurs, combined with, for instance, micro-
cracking phenomena. In this contribution, fatigue effects in ferroelectric materials are
numerically investigated by utilisation of a cohesive-type approach. In view of ﬁnite ele-
ment-based simulations, the geometry of a natural grain structure, as observed on the
so-called meso-level, is represented by an appropriate mesh. While the response of the
grains themselves is approximated by coupled continuum elements, grain boundaries
are numerically incorporated via so-called cohesive-type or interface elements. These offer
a great potential for numerical simulations: as an advantage, they do not result in bad-con-
ditioned systems of equations as compared with the application of standard continuum
elements inhering a very high ratio of length and height. The grain boundary behaviour
is modelled by cohesive-type constitutive laws, designed to capture fatigue phenomena.
Being a ﬁrst attempt, switching effects are planned to be added to the grain model in
the future. Two differently motivated fatigue evolution techniques are applied, the ﬁrst
being appropriate for low-cycle-fatigue, and a second one adequate to simulate high-
cycle-fatigue. Subsequent to a demonstration of the theoretical and numerical framework,
studies of benchmark boundary value problems with fatigue-motivated boundary condi-
tions are presented.
 2008 Elsevier Ltd. All rights reserved.1. Introduction
In recent years, smart materials have occupied a decisive role in many ﬁelds of engineering science. They can be subdi-
vided into several subclasses, e.g., piezoelectric solids, shape memory alloys, electro-rheostatic and magneto-rheostatic ﬂu-
ids, to name but a view. By their revolutionary properties, smart materials expand technical possibilities, in turn giving new
inspiration to their own evolution. An apparent example is the continuing downsizing of the application scales, being doc-
umented by developments related to nanotechnology. Depending on the type of application, use can be made of both the. All rights reserved.
nger), steinmann@ltm.uni-erlangen.de (P. Steinmann), andreas.menzel@udo.edu, andreas.menzel@so-
r), http://www.ltm.uni-erlangen.de/ (P. Steinmann), http://www.mmd.mb.uni-dortmund.de/, http://
4688 J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708direct as well as the inverse piezoelectric effect. In any case, cyclic loading conditions are common, resulting in fatigue-re-
lated degradation of the various material properties.
Concerning fatigue life, many physical processes, occurring on different scales, are of interest. According to the literature,
there are two types of fatigue, the ﬁrst due to embrittlement and the second resulting from fatigue crack growth (Lupascu,
2004). In Daining et al. (2004) it was found for PZT, that for cyclic electric loading with an amplitude far below the coercitive
ﬁeld strength Ec, the evolution and propagation of parallel microcracks is observed. With the amplitude getting closer to Ec,
macrocracks are emerging. Due to diffusion processes, the behaviour of piezoelectric materials is rate dependent (Lohkämper
et al., 1990) and, consequently, fatigue effects are in general subject to cyclic frequency loading (Schorn et al., 2006). Depen-
dent on the particular application considered, either low-cycle-fatigue or high-cycle-fatigue effects are observed. In this re-
gard, geometrical inﬂuences as, e.g., notches (Westram et al., 2007), can lead to a very limited fatigue life. For electric loading,
fatigue-related inﬂuences are highly concentrated at the electrodes. Certainly, in view of oscillating loading conditions close
to some operating point near to the polarisation saturation, the high-cycle-loading type is most common. However, on the
micro scale, domain switching within the grains, grain boundary effects and their interactions all together cause the fatigue
properties of a piezoelectric material on the meso scale.
In this contribution, focus is placed on grain boundaries, amongst others being relevant when considering electrical prop-
erties of a piezoelectric ceramic (Knauer, 1982), and playing a crucial role in the fatigue behaviour (Lupascu, 2004). The smal-
ler the grains are, the larger the inﬂuence of the grain boundaries on the global behaviour of the material becomes
(Schaumburg, 1994). Consequently, grain boundaries are of crucial importance on the nano scale (Rühle, 2004,). They are
mechanically weak (Lupascu, 2004) and reveal a lower permittivity than the grain bulk (Bast, 1985). Additionally, amor-
phous structures in the grain boundaries emerging under fatigue loading conditions (Lupascu, 2004) suggest very reduced
coupling effects. According to Schaumburg (1994), driving forces for the defect structure of grain boundaries are the electro-
statical potential, the degradation of elastic strain energy, and the formation of associated defects with dipole character.
To reduce the number of experiments, various simulation tools can be applied. Furthermore, by relating simulations and
experimental results, further insight can be gained. In this context, the ﬁnite element-method makes a model of the meso-
structure accessible to simulation. There are several proposals for thermodynamically motivated constitutive models for the
bulk, e.g., Kamlah (2001), Kamlah and Böhle (2001), Schröder and Gross (2004), Schröder and Romanowski (2005), Klinkel
(2006a), Klinkel (2006b) and Mehling et al. (2007), mostly incorporating switching phenomena, see also Arockiarajan et al.
(2006), Arockiarajan and Menzel (2007), Menzel et al. (2008), and references cited therein. In view of ﬁnite element discret-
isations of polycrystalline mesostructures, it is well-established to generate appropriate meshes by utilisation of the Voro-
noi-tessellation (Espinosa and Zavattieri, 1999; Sfantos and Aliabadi, 2007). Additionally, though being restricted concerning
its applications, the boundary-element-method can be applied to discretise grain boundaries (Sfantos and Aliabadi, 2007),
thereby omitting the computational costs induced by discretised grains.
Grain boundaries are very narrow zones, being located in between surrounding grains. This suggests the application of so-
called interface elements or cohesive-type elements to discretise grain boundaries. Interface elements are of one dimension
smaller than surrounding continuum elements, thereby avoiding bad-conditioned stiffness matrices, as obtained for too nar-
row continuum elements (Schellekens and De Borst, 1993; Utzinger et al., 2007a). In this context, concerning the numerical
modelling of interfaces, see also the approach based on regularised discontinuities by Jansson and Larsson (2001) and Lars-
son and Jansson (2002). To simulate grain boundaries in ceramics, Espinosa and Zavattieri (1999) incorporated a bilinear,
irreversible cohesive law in an interfacial ﬁnite element context. Concerning fatigue damage, the reader is referred to the
investigations by, e.g., Paas et al. (1993) and Peerlings et al. (2000). In these works, evolution criteria for non-piezoelectric
bulk materials under cyclic loading are developed, especially suited for high-cycle-fatigue. Similar formulations have been
proposed by Robinson et al. (2005), Munoz et al. (2006) and Erinc et al. (2007) for non-piezoelectric interfaces. A cohesive
low-cycle-fatigue formalism was developed by Nguyen et al. (2001), and further extended by Arias et al. (2006) for coupled
problems, however, without placing emphasis on its numerical implementation.
In this work, a polycrystalline mesostructure of PZT is discretised by triangular continuum elements for the grains and
interface elements for the grain boundaries. The continuummaterial law is coupled and linear, while the interfacial material
law is basically linear and decoupled, but endowed with a penalty formalism and two different fatigue damage evolutions.
The ﬁrst type is suitable for low-cycle-fatigue, while the second type captures high-cycle-fatigue. The constitutive model of
the interface is artiﬁcial in nature, due to missing reliable information on the exact grain boundary behaviour for fatigue-
type loading. It is designed to place emphasis on grain boundary effects and is believed to be a ﬁrst step towards a sound
physics-based model of real fatigue processes as, e.g., observed near the electrodes for electric loading. Both, switching
and grain boundary effects, have to be considered in future works.
The paper is structured as follows: In Section 2, electromechanical ﬁeld equations and thermodynamical relations are
introduced. Related, residual quantities, namely stresses and dielectrical displacements, are derived. Moreover, the consti-
tutive model of the bulk is exempliﬁed. In Section 3, two different models for fatigue damage evolution are introduced. In
detail, Section 3.1 deals explicitly with interfacial constitutive modelling details, concerning a so-called time-based fatigue
formulation, being the appropriate choice for the simulation of low-cycle-fatigue. An interfacial constitutive model suitable
for high-cycle-fatigue simulations is introduced in Section 3.2. Subsequently, Section 4 addresses ﬁnite element-related as-
pects with special emphasis on interface elements. A discretisation of a rectangular PZT mesostructure is introduced, serving
as a framework for the implementation of the cohesive models examined before. Representative numerical results are pre-
sented in Section 5. Thereby, different low- and high-cycle-fatigue motivated boundary conditions are applied considering
J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708 4689both mechanical and electrical cycling. Subsequently, the results are discussed. Finally, conclusions and an outlook are given
in Section 6.
In the following, brackets ½ denote mathematical groupings and intervals, parentheses ðÞ denote functional dependen-
cies and curly brackets fg are used in the context of sets. Double brackets s  t denote a jump of some relevant argument,
while the so-called Macaulay-brackets are deﬁned ashi ¼  if  > 0
0 if  6 0

ð1Þ2. Electrostatics
In this section, balance equations and thermodynamical considerations are reviewed, introducing the residual quantities
of the bulk and the interface as stresses, or, respectively, tractions, and dielectrical displacements.
2.1. Balance equations
Let B  Rndim be the conﬁguration of a body of interest, subjected to small deformations. Then, position vectors pointing
on B are denoted as x 2 Rndim and related displacements and the electric potential shall be given as u and, respectively, U.
Considering B, inherent physical properties can be described as quasi-electrostatic and source-free, with body forces and
external charges being neglected. Consequently, the local format of the balance of linear momentum reads asdivr ¼ 0 in B ð2Þ
with r being the stress tensor and boundary conditionsu ¼ up on oBu; s ¼ r  nr ¼ sp on oBr ð3Þ
Here, sp are prescribed tractions and nr is the outward normal with respect to oBr. For the present conﬁguration, mechanical
and electrical ﬂuxes have to be considered. In this regard, the second balance law to be incorporated is the Gaussian law,
resulting from Maxwell’s equations, given asdivD ¼ 0 in B ð4Þ
wherein D is the dielectrical displacement. Appropriate boundary conditions are given asU ¼ Up on oBU; K ¼ D  nD ¼ Kp on oBD ð5Þ
with Kp denoting external surface charges and nD being the outward normal with respect to oBD, compare also Kamlah
(2001) and Schröder and Romanowski (2005) or Maugin (1988) and Eringen and Maugin (1989). Without loss of generality,
we restrict ourselves to a two-dimensional setting in the 1;3-plane, i.e. B  R2 which is splitted into two parts, denoted as
Bþ and B. These are bonded by an interface, with C denoting the related centre line. Adequate interface-related position
vectors x are only considered to point onto C. Furthermore, towards the interface, let Bþ and B be closed by boundaries Cþ
and C, see Fig. 1 for a visualisation. With respect to bothBþ andB, the before mentioned balance equations retain all their
validity. Additionally, a traction equilibrium condition, incorporating Cauchy’s lemma and theorem, reads assCþ þ sC ¼ 0; with sCþ ¼ r  nCþ ; sC ¼ r  nC ð6Þ
see also Fig. 1 for further explanation, and a displacement compatibility condition is given asuCþ  uC ¼ sut ð7Þ
Furthermore, a dielectrical displacement equilibrium condition takes the representationFig. 1. Conﬁguration B, interface C, some boundary and complementing conditions.
Table 1
Quantit
e ¼ rsy
u
E ¼ r
U
D
W}
C}
e}
}
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while the electric potential compatibility condition reads asUCþ UC ¼ sUt ð9Þ2.2. Electric enthalpy of the bulk and related residual quantities
In order to concentrate on grain boundary effects, a linear coupled material law is incorporated for the bulk. Accordingly,
an operating point close to a saturated polarisation is assumed and switching effects are neglected. Furthermore, any rate
dependencies are excluded. Consequently, the electric enthalpy of the bulk can be speciﬁed asH}ðe;EÞ ¼ inf
D
ðW}  E  DÞ ¼ 1
2
e : C} : e E  e} : e 1
2
E  }  E ð10Þcompare also Schröder and Gross (2004) or the textbook of Smith (2005), with index } denoting bulk quantities, see Table 1.
Here, the electric enthalpy H} is summarising a mechanical part, a coupling part, and a purely electrical part. The trans-
versely isotropic stiffness tensor, reﬂecting the underlying tetragonal symmetry, can be described in Voigt notation (index
V), given as½C}Vij ¼
kþ 2l? kþ f 0
kþ f kþ 2fþ g 2l? þ 4lk 0
0 0 lk
2
64
3
75 ð11Þwith elastic constants k, l?, lk, f, and g. The Voigt-notated matrix of piezoelectric coefﬁcients is given as½e}Vij ¼
0 e31
0 e33
e15 0
2
64
3
75 ð12Þwhile the permittivity matrix reads as½}ij ¼
11 0
0 33
 
ð13ÞThe appropriate dissipation inequality, or, respectively, Clausius–Duhem inequality is conforming to the electric enthalpy-
based Clausius–Planck inequality. It is given by means of the stress power W}mech, the complementary dielectric displace-
ment powerW};elec, and the rate of the bulk electric enthalpy
_H} asD} ¼ D}loc ¼W}mech W};elec  _H} ¼ r : _e D  _E  _H} P 0 ð14Þ
which is equivalent tor oH
}
oe
" #
: _eþ D oH
}
oE
" #
 _EP 0 ð15ÞThe Coleman–Noll entropy principle then directly implies the residual quantities of stresses and dielectrical displacements
to be given as the derivatives of the electric enthalpy with respect to the strain tensor and the electric ﬁeld vector. Accord-
ingly, the stress tensor takes the representationr ¼ oeH} ¼ C} : e e}  E ð16Þ
while the dielectric displacement vector reads asD ¼ oEH} ¼ e} : eþ }  E ð17Þies occurring in the electric enthalpy formulation of the bulk
mu Strain tensor
Displacement vector
U Electric ﬁeld vector
Electric potential
Dielectric displacement vector
Free energy
Transversely isotropic elastic stiffness tensor
Piezoelectric coefﬁcient tensor
Permittivity tensor
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Quantit
sut
E ¼ sU
sUt
W
K
d
C ¼ css
cs , cn
fs;ng
0
rðdÞ
q > 0D}red ¼ 0P 0 ð18Þ
is trivially satisﬁed, with any dissipative effects in the bulk material being excluded.
2.3. Electric enthalpy of the interface and related residual quantities
In view of the grain boundaries, or rather interfaces, the quantities of displacements and electric potential are replaced by
jump quantities over the interface, i.e. the displacement jump and the electric potential jump, due to reasons exposed in the
introduction. The starting point for the subsequent elaborations is a linear, coupled interfacial material behaviour. For grain
boundaries associated with the centre line C of an interface, opposite surface lines are identiﬁed with Cþ and C. As a pen-
etration of the opposite surface lines should be avoided for obvious physical reasons, an adequate penalty formalism has
additionally to be considered to guaranteesuðxÞt  nC P 0 8 x 2 C ð19Þ
Furthermore, to account for fatigue effects, a change of constitutive tensors is incorporated in the subsequent elaborations.
This is accomplished by introducing a damage parameterd 2 ½0;1 ð20Þ
In grain boundaries, foreign atoms and impurities are deposited, not ﬁtting into the stable crystal conﬁguration of the grains.
Additionally, secondary phases can occur (Schaumburg, 1994), resulting in a more or less heterogeneous consistency. As al-
ready mentioned, amorphous structures in the grain boundaries emerge under fatigue loading conditions. Based on these
informations, a piezoelectric coupling mechanism is considered to be of a very reduced intensity. Consequently, the inter-
facial coupling factor will be set to zero. Depending on certain doping conditions, grain boundaries might become highly
charged interface layers (Lupascu, 2004). In this case, capacitor-type interfacial material laws could be applied, which con-
stitutes current and future research.
Taking into account the constitutive characteristics highlighted above, an electric enthalpy for the interface shall be intro-
duced asHðsut; EÞ ¼ inf
K
ðW EKÞ ¼ 1
2
½1 dsut  C  sut 1
2
0rðdÞE2 þ q6 hsut  ni
3 ð21Þwith the quantities incorporated being deﬁned in Table 2. Please note that as this work proceeds, we identify n ¼ nC . The
interfacial electric enthalpy H is composed of a mechanical part, an electrical part and a penalty part. In this context, the
electric enthalpy-based Clausius–Duhem inequality, or rather Clausius–Planck inequality, is determined by means of the
interfacial stress powerWmech, the interfacial complementary dielectric displacement powerWelec, and the rate of the inter-
facial electric enthalpy _H, namelyD ¼ Dloc ¼Wmech Welec  _H ¼ s  _sutK _E _H P 0 ð22Þ
which is equivalent tos oH
osut
 
 s _utþ K oH
E
 
_E oH
od
_dP 0 ð23Þand, considering the Coleman–Noll entropy principle, renders the residual quantities of the interface as derivatives of the
interfacial electric enthalpy. Straightforwardly, the traction vector follows as:s ¼ osutH ¼ ½1 dC  sut q2 hsut  ni
2n ð24Þies occurring in the electric enthalpy formulation of the interface
Displacement jump
t Electric ﬁeld
Electric potential jump
Free energy in the interface
Dielectric displacement
Damage variable
 sþ cnn n Elastic stiffness tensor
Stiffness parameters
Interfacial orthonormal base system
Permittivity of the vacuum
Relative permittivity
Penalty stiffness
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tions are reduced by application of the above parameter d in the context of Lemaitre-type damage, if the driving force allows.
The dielectric displacement is derived asK ¼ oEH ¼ 0rðdÞE ð25Þ
The reduced format of the Clausius–Planck inequality follows asDred ¼  oHod
_d ¼ 1
2
sut  C  sutþ 1
2
0E2
orðdÞ
od
 
_d ¼ Y _dP 0 ð26Þwhereby the driving force is identiﬁed with Y. Here, healing processes of the damage are excluded. Consequently, the rate of
the damage parameter is constrained by_dP 0 ð27Þ
Due to the fact that the driving force constrains the kinetics of the damage parameter evolution, inequalities (26) and (27)
indicate_d > 0 for Y > 0 ð28Þ
_d ¼ 0 for Y 6 0 ð29ÞFor the issue of Lemaitre-type damage, see also Lemaitre (1994), Lemaitre and Chaboche (1994), Menzel and Steinmann
(2001), Ekh et al. (2003) and Willam et al. (2004). Moreover, it has been assumed that the interfacial permittivity
 ¼ 0rðdÞ is also subject to fatigue effects.
2.4. Modelling of the permittivity change
From the experimental point of view, it could not yet been clariﬁed how the grain boundary permittivity changes under
fatigue loading conditions. The permittivity is deﬁned as the polarisation capability of a medium. An argument for a decreas-
ing permittivity could be that given dipolar structures are destroyed by some kind of fatigue-related erosion, or that the
intergranular medium is endowed with, e.g., oxygen vacancies, eventually diffusing out of the bulk under fatigue loading
(Lupascu, 2004). In view of the permittivity-decreasing inﬂuence of cracks, the present model only accounts for a very re-
duced broadening of grain boundaries. Concerning the phenomenon of microcracking, it is not yet fully understood and still
subject of intense discussion, see Lupascu (2004) and references cited therein. Moreover, shaking and aligning of ions due to
fatigue loading conditions, as well as some hypothetical increase of the ion concentration in the grain boundary due to cyclic
loading, would suggest an increasing permittivity. Certainly, concerning the thermodynamically motivated considerations of
the above, simpliﬁed assumptions have been made. Chemical potentials as well as any ﬂuxes, diffusion phenomena or dipo-
lar charges are neglected, but for sure play a role and consequently motivate further research and enhanced modelling ap-
proaches. Up to now, the rather simple free energy-motivated approach being applied here reﬂects a ﬁrst attempt that has to
be extended towards more sophisticated and physical sound models. Due to the unclear physical circumstances, an artiﬁcial
but simple linear relation concerning the permittivity is assumed asrðdÞ ¼ initr þ ½endr  initr d
  ð30ÞHere, initr denotes the relative permittivity at the beginning of a damaging process, while 
end
r is the relative permittivity at
the end when d ¼ 1.
3. Fatigue damage evolution
In the following, two differently motivated fatigue damage evolution formulations are presented. The ﬁrst one is called
‘‘time-based fatigue formulation” and is appropriate for low-cycle-fatigue simulations, while the second one, named ‘‘cycle-
based fatigue formulation”, is capable of representing high-cycle-fatigue loadings. Both methods inhere a common ground
which is given by an effective quantity d, deﬁned asd ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
b2s sust
2 þ b2nsunt2 þ b2UsUt2
q
ð31Þ
withsust ¼ sut  s; sunt ¼ sut  n ð32Þ
and bs, bn, and bU denoting material parameters, controlling the inﬂuence of the projected displacement jumps and the elec-
tric potential jump on d, while s and n are orthonormal unit vectors characterising the interface itself, compare Fig. 4. Grain
boundary physics is not fully understood yet, but in order to take into account the inﬂuence of both the displacement and the
electric potential, this rather simpliﬁed approach is applied. Without taking notice of the potential jump, it has intensively
been used in the literature, see e.g., Pandolﬁ and Ortiz (1998), Pandolﬁ et al. (1999), Ortiz and Pandolﬁ (1999), Cirak et al.
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jump into the effective quantity.
3.1. Time-based fatigue formulation
The fatigue formulation introduced in this section is called time-based, because it can trace a cyclic loading history
not in cycle-by-cycle steps, but in arbitrarily exact time intervals, or, respectively, loading segments. One of the ﬁrst
publications concerning this matter, considering an unloading–reloading hysteresis for a traction–separation correlation,
is Nguyen et al. (2001). Therein, loading stiffness rates have been constructed such that shakedown effects are pre-
vented. An application to the prediction of fatigue crack nucleation has been provided by Serebrinsky and Ortiz
(2005), while Arias et al. (2006) applied the same elaborations to the cohesive modelling of ferroelectric fatigue. Depend-
ing on certain circumstances, e.g., geometrical inﬂuences like notches, low-cycle-fatigue occurs, see for example Wes-
tram et al. (2007).
The material law which is applied to capture low-cycle-fatigue is given as an exponential function, to be speciﬁcFig. 2.
loadingd ¼ exp a
~d
 	
) d 2 ½0;1Þ ð33Þwith a being a positive material parameter. ~d takes the interpretation as a history-dependent effective quantity. An incre-
mental update for the damage variable is then accomplished, with index nþ 1 denoting the current loading step. It is given
asdnþ1 ¼ exp  a~dnþ1
 	
ð34ÞThe related history-dependent effective quantity ~d is updated as follows:~dnþ1 ¼ ~dn þ hdnþ1  dni; ~d0 ¼ 0 ð35Þ
The sketch of Fig. 2 schematically illustrates the effective quantity d and the projection of the traction vector s onto the
interfacial normal vector n for some cyclic loading boundary conditions. For loading, the expression in the Macaulay-
brackets is positive and the history-dependent effective quantity is updated, whereas, for unloading, it will be retained.
In Fig. 2, points of time where loading passes into unloading are marked by a circle. Consequently, only an increasing d
contributes to the damage evolution in this rather simple, but efﬁcient formulation. Nevertheless, all types of cycling,
incorporating cyclic compressive, tensile and alternating loads, are time-explicitly reﬂected, contributing to the evolution
of d in the same manner.
3.2. Cycle-based fatigue formulation
In this section, a fatigue formulation for high-cycle-fatigue is introduced. It is based on a constitutive integration over
many cycles by means of a cycle number N. This idea has ﬁrst been implemented for continua by Paas et al. (1993) and Peer-
lings et al. (2000). Concerning interfaces, similar formulations have been adopted for uncoupled problems by Robinson et al.
(2005), Munoz et al. (2006) and Erinc et al. (2007). In the following, we will proceed along the strategy described in Peerlings
et al. (2000). The damage variable is related to the deformation by means of a damage loading functionO
O
O
O
O
O
Schematic sketch of the normal traction component over the effective quantity, using the update from Eqs. (34) and (35). The solid line indicates
, whereas the dotted line denotes unloading.
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where j is a threshold. Thereby, damage evolution will be active if the given effective quantity d exceeds j. Here, the mate-
rial law is given by the rate of the damage parameter d as_d ¼ hðd; dÞ
_d if f P 0 and _f P 0 and d < 1
0 else
(
ð37Þwith the evolution functionhðd; dÞ ¼ C expðcdÞdb ð38Þ
and C, b, and c denoting material parameters. Now, assume dt , dtþDt to be damage parameters corresponding to points in time
t and t þ Dt. For continued loading, integration of Eq. (37) then rendersdtþDt ¼ dt þ
Z tþDt
t
_dðsÞds ð39ÞTo avoid the inﬂuence of some highly varying _d, an approximation of this correlation is not advisable. Therefore, a sum nota-
tion with respect to single cycles in combination with a transformation of integration limits concerning time and cycle num-
bers is accomplished. With this in hand and the damage evolution being active, combining Eqs. (37) and (39) rendersdNþDN ¼ dN þ
XNþDN
k¼N
Z da;k
j
hðdk; dkÞddk ð40Þwith N and N þ DN being the number of performed cycles at points in time t and t þ Dt. Moreover, da;k, dk, and dk denote the
effective parameter amplitude at cycle k, the variable effective parameter and damage parameter during cycle k. It shall be
mentioned that, again, only loading related d shall contribute to the damage evolution. For the thus obtained expression for
dNþDN , neither da;k nor dk would vary much within a sufﬁciently small increment DN. Hence, the sum expression in Eq. (40)
can now be approximated. Application of the trapezoidal rule with respect to loading cycles N and N þ DN is reasonable,
which ends up withdNþDN ¼ dN þ 12 ½HðdN ; da;NÞ þHðdNþDN; da;NþDNÞDN ð41ÞwhereinH ¼
R da
j hðd; dÞdd if da > j
0 else
(
ð42ÞNext, according to Peerlings et al. (2000), Heun’s method enables to solve Eq. (41). This is accomplished by incorporating the
Euler forward method. In detail, introducing a predictor value dp, reading asdp ¼ dN þHðdN ; da;NÞDN ð43Þ
replaces dNþDN . Finally, Eq. (41) together with (43) render the damage update to take the formatdNþDN ¼ dN þ 12 ½HðdN ; da;NÞ þHðdp; da;NþDNÞDN ð44Þwhich nicely can be incorporated into a ﬁnite element context. The accuracy of this strategy is raised by diminishing DN. For
j 6¼ 0, either the range of cyclic compressive or tensile loads can be addressed, or a non-damaging regime concerning d is
achieved for cyclic alternating loads. Additionally, a so-called damage cut-off is deﬁned viadNþDN ¼ 0:99 if dN þ 12 ½HðdN; da;NÞ þHðdp; da;NþDNÞDN > 0:99 ð45Þ4. Finite element formulation
Embedded between standard continuum elements, interface elements have no numerical width. They are designed to
model material interfaces and do not possess typical deﬁciencies (as for instance bad-conditioned tangent operators) of con-
tinuum elements with a very high ratio of length and height. In this work, grain boundaries are identiﬁed as a-priori-known
zones of delamination. Hence, combined with appropriate constitutive models, interface elements can systematically be
used to model intergranular weak zones.
In the following, a PZT polycrystalline mesostructure is discretised with ﬁnite elements. At ﬁrst, a motivating micrograph
of a specimen of the mentioned functional ceramic is highlighted, together with an appropriate FE-discretisation. Subse-
quently, detailed remarks on, e.g., weak forms, interface elements, and linearisation are provided. All considerations are re-
viewed for a two-dimensional problem.
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To enlighten the functionality of the fatigue-related material laws of the above, a piezoelectric mesostructure, im-
ported from Nuffer et al. (2000), is discretised with ﬁnite elements. In a non-linear ﬁnite element algorithm, low-
and high-cycle-fatigue related constitutive relations are reﬂected by means of algorithmic tangent moduli. Thereafter,
the ﬁnite element model can be subjected to different low- and high-cycle-fatigue-motivated boundary conditions.
The present mesostructure, shown in Fig. 3 on the left hand side, is a micrograph of PIC 151, manufactured by PI Cera-
mic, Lederhose, Germany. It has been generated by a scanning electron microscope (SEM). PIC 151 is a standard material
for actuators and suitable for low-power ultrasonic transducers and low-frequency sound transducers. On the right hand
side of Fig. 3, an adequate discretisation of this mesostructure is highlighted. Grains are represented by continuum ele-
ments, and red-coloured. A pragmatic choice are linear triangular elements, geometrically deﬁned by some point inside
the grain and the grain polygon. The dark-blue-coloured interface elements are given at every grain boundary as one
side of the related grain polygons, whereby each interface element is surrounded by two triangular elements. In this
two-dimensional approximation of a real mesostructure, concerning the micrograph on the left hand side of Fig. 3, sur-
faces of underlying grains, apparent as black areas, are treated as voids in the related discretisation, see the right hand
side of Fig. 3.
4.2. Global level
For the given coupled problem, the displacements u and the electric potentialU are considered to contribute to the virtual
work representation by means of their virtual counterparts. These can be interpreted as displacement test functions a and
electric potential test functions b. The principle of virtual work renders two weak equations, one related to the balance of
linear momentum, the other reﬂecting the Gaussian law, namelyFig. 3.
coloure
interpreGu ¼
Z
BnC
eðaÞ : rðu;UÞdAþ
Z
C
sat  sðsut; sUtÞdS
Z
oBr
a  spdS ¼ 0 and u ¼ up on oBu ð46Þ
GU ¼
Z
BnC
EðbÞ  Dðu;UÞdAþ
Z
C
EðbÞKðsut; sUtÞdSþ
Z
oBD
b qpdS ¼ 0 and U ¼ Up on oBU ð47ÞWithin Eqs. (46) and (47), integration areas are separated with respect to the bulk, denoted as B, the bulk Neumann bound-
aries oBr and oBD, and the interface, identiﬁed with C. Corresponding inﬁnitesimal area and line elements are denoted as dA
and dS.Micrograph of PIC 151 (left, courtesy by Prof. D.C. Lupascu, see Nuffer et al. (2000)) and ﬁnite element discretisation (right). Continuum elements are
d red, interface elements are dark blue. The green spot marks the Gauss point where the damage variables for Figs. 23 and 24 are saved. (For
tation of the references to colour in this ﬁgure legend, the reader is referred to the web version of the article.)
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Next, emphasis is placed on elaborations on the interface element level. In our case, linear line interface elements are ap-
plied, generally being surrounded by two linear triangular elements, see Fig. 4 for a graphical illustration. The energetically
conjugate quantities of the interface are tractions s and relative displacement jumps sut, and, respectively, dielectric dis-
placements K and electric potential jumps sUt. To include those jumps within a ﬁnite element context, the dependencies
of sut and sUt on absolute degrees of freedom u and U must be incorporated. For the interface element displayed in
Fig. 4, surrounding nodes are marked by a circle. Absolute displacements and absolute electric potential at the surrounding
nodes are expressed in vectors uN and UN . Corresponding test quantities are denoted as aN and bN . Based on linear interfacial
ansatz functionsN ¼ ½NI;NII ¼ ½0:5ð1 nÞ; 0:5ð1þ nÞ ð48Þ
referred to interfacial nodes I and II and depending on the interpolation variable n 2 ½1;1, discrete jump quantities are ex-
pressed assath ¼ B  aN ; suth ¼ B  uN; sbth ¼ a  bN; sUth ¼ a UN ð49Þ
withB ¼ NI 0 NII 0 NII 0 NI 0
0 NI 0 NII 0 NII 0 NI
 
ð50Þanda ¼ ½NI;NII;NII;NI ð51Þ
whereby B is a nodal operator matrix and a a nodal operator vector. Adopting standard notation, approximated quantities
are endowed with an h-index. Following this strategy, the differences of absolute quantities at nodes 4 and 1, and, respec-
tively, 3 and 2 are interpolated over the interface element nodes I and II, compare also Schellekens and De Borst (1993) and
Utzinger et al. (2007a).
Applying this discretisation with respect to Eqs. (46) and (47) on the domain of an interface element renders the associ-
ated discrete virtual work contributions asGie;hu ¼
Z
Cie
aN;t  Bt  sðsuth; sUthÞdSie ð52Þ
Gie;hU ¼
Z
Cie
bN;t  atKðsuth; sUthÞdSie ð53Þwherein the association with one interface element is indicated by the index ie. Accordingly, residua of an interface element
are given asf ieu ¼
Z
Cie
Bt  sðsuth; sUthÞdSie ð54Þ
f ieU ¼
Z
Cie
atKðsuth; sUthÞdSie ð55Þto be combined as the interface element residuum vectorf ie ¼ f
ie
u
f ieU
" #
ð56ÞFig. 4. Schematic sketch of a one-dimensional interface element.
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asTable 3
Materia
k ¼ 0:0
l? ¼ 0:
lk ¼ 0:
f ¼ 0:00
g ¼ 0:0
½e}V31 ¼
½e}V33 ¼
½e}V15 ¼
½}11 ¼
½}33 ¼DGie;hu ¼ aN;t 
Z
Cie
Bt  Calguu  B dSie
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
K ieuu
DuN þ aN;t 
Z
Cie
Bt  calguU  a dSie
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
kieuU
DUN ð57Þ
DGie;hU ¼ bN;t 
Z
Cie
at  calgUu  B dSie
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
kieUu
DuN þ bN;t 
Z
Cie
atcalgUUa dS
ie
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
kieUU
DUN ð58Þwherein increments of the degrees of freedom are denoted as D, and the underlying algorithmic tangent moduli
Calguu ð2	 2Þ; calguU ð2	 1Þ; calgUu ð1	 2Þ; calgUU ð1	 1Þ ð59Þhave been introduced, being given in Appendix. Despite the fact that there is no coupling effect for the elastic case, the fa-
tigue damage evolution introduces some coupling due to d ¼ dðsut; sUtÞ. Finally, the interface element stiffness matrix fol-
lows asK ie ¼ K
ie
uu k
ie
uU
kieUu k
ie
UU
" #
ð60ÞPlease note that, due to the non-associated character of the fatigue law incorporated, the interface element stiffness matrix
K ie turns out to be in general non-symmetric. All interfacial integrals are computed by application of the standard two-point
Gauss-integration technique, with f ie and K ie to be implemented in a non-linear ﬁnite element context.
5. Results and discussion
In the following, different low- and high-cycle-fatigue-motivated boundary conditions are applied to the discretisation
shown on the right hand side of Fig. 3, considering mechanical and electrical cycle loading. Both the time-based and the cy-
cle-based model are incorporated, and, consequently, compared. As a starting point, material parameters of the grains, or,
respectively, the bulk material, are highlighted in Table 3. All material parameters of the bulk are related to PIC 151. Concern-
ing the material parameters of the interface, no speciﬁc stiffness or permittivity values could be retrieved from the literature.
Based on Lupascu (2004) and Bast (1985), grain boundaries are supposed to be mechanically weaker than grains, and, more-
over, seem to inhere a lower permittivity. The internal length of the interface is a default value and set as l ¼ 0:3	 106 m,
related to the width of a grain boundary. Consequently, stiffnesses and permittivities have been academically chosen ascs ¼ cn ¼ ½C
}V33
10l
; q ¼ ½C
}V33
l
; initr ¼ ainit
½}33
0l
; endr ¼ aend
½}33
0l
ð61Þwith coupling effects in the interface being neglected. In the examples to be shown, an interfacial permittivity varying with
the damage has been assumed, in accordance with Eqs. 26, 28, 29 and ainit ¼ 1=10. The material parameters incorporated in
the effective quantity d are chosen as bs ¼ 1 m1, bn ¼ 1 m1, and bU ¼ 0:01 A s3/[kg m2]. The comparatively low inﬂuence of
the electric potential jump is considered to reﬂect the underlying physical behaviour, as the mechanical and electrical dis-
ruption of the grain boundary due to mechanical effects is considered to be dominant. Please note that, to improve numerical
accuracy, it is necessary to express the unit of time as ½s ¼ 103 ms for all computational input parameters.
5.1. Time-based fatigue computations
For the examples of this section, the time-based material law is applied, see Section 3.1. The FE-discretisation introduced
in the above serves as input for a non-linear FE-program, together with appropriate boundary conditions. The material
parameter has been chosen as a ¼ 4	 107.l parameters in the bulk
630	 1012 (N/m2)
0222	 1012 N/m2
0196	 1012 N/m2
07	 1012 N/m2
018	 1012 N/m2
0:0397	 102 A s/m2
0:2879	 102 A s/m2
0:1197	 102 A s/m2
17152	 1012 A2 s4/[kg m3]
18685	 1012 A2 s4/[kg m3]
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The boundary conditions of the ﬁrst example are schematically shown in Fig. 5. On the right hand side, it is shown that on
the upper boundary of the rectangular model, cyclic displacements are applied. On the left hand side of Fig. 5, the same cyclic0 50 100 150 200 250 300
0
1
2
3
4
5
6
7
8
x 10-7
O O O
Fig. 5. Loading history (left) and boundary conditions (right, cyclic displacements): increasing interfacial permittivity. (For interpretation of the references
to colour in the citation of this ﬁgure, the reader is referred to the web version of the article.)
Fig. 6. ryy [MPa] after 0 (left), 5 (middle), and 20 (right) cycles.
Fig. 7. Ey [MV/m] after zero (left), 5 (middle), and 20 (right) cycles.
J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708 4699displacements are plotted over the number of loading steps. The cyclic load is applied such that it is always in the global
range of tensile loading, with 14 loading steps for each cycle, and 288 steps in total to simulate 20 cycles including one addi-
tional loading step for the ﬁrst loading sequence. The resulting stresses in vertical direction in the bulk, denoted as ryy, are0 50 100 150 200 250 300
0
1
2
3
4
5
6
7
8
x 10-7
O O O
Fig. 8. Loading history (left) and boundary conditions (right, cyclic displacements): decreasing interfacial permittivity.
Fig. 9. ryy [MPa] after 0 (left), 5 (middle), and 20 (right) cycles.
Fig. 10. Ey [MV/m] after 0 (left), 5 (middle), and 20 (right) cycles.
4700 J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708displayed in Fig. 6, while the electric ﬁeld in vertical direction in the bulk, Ey, is shown in Fig. 7. In both ﬁgures, snapshots are
taken after the ﬁrst loading amplitude (¼: 0 cycles), 5 and 20 cycles, all of them being marked in Fig. 5 by red circles. Fig. 6
shows that the stresses ryy decrease under continued cycling. This clearly accompanies a damage-related stiffness decrease.
With a damage-induced increasing permittivity in mind (aend ¼ 3=10), and only considering electric effects, the electric po-0 50 100 150 200 250 3000
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Fig. 11. Loading history (left) and boundary conditions (right, cyclic electric potential): increasing interfacial permittivity.
Fig. 12. ryy [MPa] after 0 (left), 5 (middle), and 20 (right) cycles.
Fig. 13. Ey [GV/m] after 0 (left), 5 (middle), and 20 (right) cycles.
J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708 4701tential jump over the interface would tend to decrease, and, in consequence, a related fraction of the electric ﬁeld in the bulk
would increase to compensate this. Hence, the fraction of strains in the bulk related to this is raised by some amount. In turn,
this raises the displacement jumps in the interface, supporting damage evolution. For the current bU 
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Fig. 14. Loading history (left) and boundary conditions (right, cyclic displacements): increasing interfacial permittivity.
Fig. 15. ryy [MPa] after 105 (left), 3:1	 106 (middle), and 4:1	 106 (right) cycles.
Fig. 16. Ey [102 kV/m] after 105 (left), 3:1	 106 (middle), and 4:1	 106 (right) cycles.
4702 J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708displacement jump contributes to the damage. Considering the overall constitutive answer, the decreasing absolute value of
the electric ﬁeld component Ey, as shown in Fig. 7, seems to be due to the dominant inﬂuence of decreasing interfacial stiff-
nesses. For a lower stiffness in the interface, strains in the bulk decrease, and, simultaneously, also a large reduction of the0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
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0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
x 10-7
O OO
Fig. 17. Loading history (left) and boundary conditions (right, cyclic displacements): decreasing interfacial permittivity.
Fig. 19. Ey [10
2 kV/m] after 105 (left), 3:1	 106 (middle), and 4:1	 106 (right) cycles.
Fig. 18. ryy [MPa] after 105 (left), 3:1	 106 (middle), and 4:1	 106 (right) cycles.
J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708 4703absolute value of the electric ﬁeld Ey will occur. The prevailing role of stiffnesses seem to be induced by the mechanical
boundary conditions of cyclic displacement loading, while, simultaneously, at the upper boundary of the specimen, the elec-
tric potential boundary condition is free. Therefore, the electrical ﬁeld behaviour in the bulk is dominated by the mechanical
response, leading to decreasing values of Ey due to decreasing stiffnesses.0 0.5 1 1.5 2 2.5 3 3.5 4 4.5
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Fig. 20. Loading history (left) and boundary conditions (right, cyclic electric potential): increasing interfacial permittivity.
Fig. 22. Ey [GV/m] after 10
5 (left), 3:1	 106 (middle), and 4:1	 106 (right) cycles.
Fig. 21. ryy [MPa] after 105 (left), 3:1	 106 (middle), and 4:1	 106 (right) cycles.
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would tend to increase. Consequently, this effect does not assist the bulk strains to increase, and therefore, in the sense
of the correlations described in the above, this effect does not support the damage evolution. With Fig. 9 revealing solely
a slight inﬂuence of this effect for the stresses ryy, the electric ﬁeld Ey given in Fig. 10 shows a smaller decrease as compared
to Fig. 7.
5.1.2. Electric potential loading
In contrast, for a cyclic electric potential, adequate boundary conditions are found in Fig. 11. Again, seven loading steps
are chosen for loading and unloading within one cycle, resulting in 288 loading steps for 20 cycles, including one more load-
ing step in the ﬁrst loading sequence. Moreover, Figs. 12 and 13 display snapshots after the ﬁrst loading amplitude (¼: 0 cy-
cles), 5 and 20 cycles. The interfacial permittivity is considered to increase, i.e. aend ¼ 3=10. Concerning the electric ﬁeld
component in vertical direction, Ey, Fig. 13 shows that the absolute value of Ey increases with continued cycling. This can
be related to increasing permittivities in the interfaces. With a cyclic electric potential given as a boundary condition, no dis-
placements are prescribed for the upper boundary. Therefore, it is considered that electric fatigue effects superpose mechan-
ical-related effects concerning the absolute value of the electric ﬁeld component Ey. This is not the case for the stresses ryy,
displayed in Fig. 12. There, mechanical inﬂuences still prevail and stresses are reduced with continued cycling.
5.2. Cycle-based fatigue computations
Concerning cycle-based fatigue, the boundary conditions are essentially similar to the boundary conditions of Sections
5.1.1 and 5.1.2, with a difference referred to the number of cycles and the numerical implementation. The appropriate mate-
rial law is discussed in Section 3.2. Material parameters have been chosen as C ¼ 1:5	 109, b ¼ 1, and c ¼ 0.
5.2.1. Displacement loading
For the case of cyclic displacement loading, boundary conditions are given in Fig. 14. In view of the numerical implemen-
tation, displacements are applied in the ﬁrst loading step. In subsequent loading steps, the displacements, given at the upper
boundary, are ﬁxed. For each loading step, DN ¼ 105 cycles are assumed to take place, resulting in 4:1	 106 cycles distrib-
uted on 41 loading steps. This is illustrated on the left hand side of Fig. 14. Snapshots are taken after 105, 3:1	 106, and
4:1	 106 cycles. At ﬁrst, increasing interfacial permittivities are assumed (aend ¼ 3=10). Stresses in vertical direction ryy
are given in Fig. 15 while the electric ﬁeld component in vertical direction Ey is displayed in Fig. 16. As Fig. 15 reveals, stres-
ses ryy decrease due to decreasing stiffnesses induced by cycle-based fatigue. Simultaneously, the absolute values of the ver-
tical electric ﬁeld component Ey also decrease. This seems to be due to the superposition of electric effects by mechanical
effects as described in Section 5.1.1, caused by dominant mechanical boundary conditions.
For identical boundary conditions (Fig. 17) and a decreasing permittivity with aend ¼ 1=100, the damage evolution is less
pronounced for reasons as described in Section 5.1.1. This is understood by comparing the stresses ryy of Figs. 15 and 18 and
the electric ﬁeld component Ey of Figs. 16 and 19. As observed from Figs. 18 and 19, this effect is for the cycle-based fatigue
even more signiﬁcant as for the time-based fatigue of Section 5.1.1.
5.2.2. Electric potential loading
In view of electric potential loading, boundary conditions are illustrated in Fig. 20. Again, each loading step represents
DN ¼ 105 cycles as explained in Section 5.2.1. In this context, snapshots are once more taken after 105, 3:1	 106, and
4:1	 106 cycles. Interfacial permittivities are considered to increase, i.e. aend ¼ 3=10. The corresponding plots of the stresses
in vertical direction ryy are given in Fig. 21, while the vertical component of the electric ﬁeld Ey is displayed in Fig. 22, reveal-
ing increasing absolute values of Ey corresponding to increasing interfacial permittivities. According to the precedent exam-
ples, electrical effects seem to match the intensity of mechanical effects concerning the absolute value of the electric ﬁeld
component Ey. Moreover, it emerges that concerning the stresses ryy, mechanical inﬂuences still prevail and stresses are re-
duced with continued cycling.
5.3. Discussion
Subsequently, some important aspects concerning the above results are discussed.
5.3.1. Comparison of the time-based and cycle-based fatigue evolution
First of all, it is noteworthy that for the two fatigue-damage evolutions described in Sections 3.1 and 3.2, different func-
tional dependencies are incorporated. This must clearly result in different types of the damage evolution. In Fig. 23, the dam-
age parameter is plotted over the number of load steps for the time-based fatigue example of Sections 5.1.1 and 5.1.2 for
increasing permittivities. The damage parameter d is displayed for the Gauss point marked in Fig. 3. The step patterns result
from the fact that only for loading, the damage parameter is updated. Moreover, it is recognised that the damage evolution
for cyclic electric potential loading is more progressive than for cyclic displacement loading. Similar dependencies for cycle-
based fatigue are shown in Fig. 24. Please note that, for the Gauss point considered, the damage cut-off is reached after
30	 105 cycles for displacement loading. However, different evolution techniques for time-based and cycle-based fatigue
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Fig. 23. Time-based fatigue: damage parameter d over number of load steps. Solid line: displacement loading, dotted line: electric potential loading.
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Fig. 24. Cycle-based fatigue: damage parameter d over number of cycles. Solid line: displacement loading, dotted line: electric potential loading.
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fatigue evolutions seem to provide more freedom to be ﬁtted to experimental data due to a larger number of material param-
eters. In this context, only academic simulations are accomplished, and comparisons with experiments would give further
information on the practicability of the models. Indeed, before considering comparisons with measurements, further signif-
icant attributes of piezoelectric material behaviour, for example switching effects, should additionally be included in the
computational formulation.
5.3.2. On neglected coupling effects in the interface and the role of bs, bn, and bU
With the numerical examples discussed above, interfacial coupling effects have been neglected in order to model the very
reduced coupling abilities occurring along the amorphous grain boundaries. Direct consequences thereof are as follows: if
cyclic displacement boundary conditions are applied to an interface, and, at the same time, electric potential boundary con-
ditions at the top of the specimen are free, mostly the interfacial displacement jumps are cycled, whereas the electric poten-
tial jumps are affected in a smaller amount, not being coupled to the displacement jumps. From this it can be concluded that
displacement jumps and stiffnesses in the interface will dominate the stresses and the electric ﬁeld in the bulk, triggered by
interfacial effects. The interfacial electric potential jumps are then inﬂuenced by the damage variable and the related change
of permittivity, and, as inherent to the overall solution of the coupled BVP, the bulk itself. Here, however, the electric poten-
tial jump inﬂuences the bulk only in a small amount. Moreover, mainly displacement jumps would contribute to the damage
4706 J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708evolution. Analogous effects occur when the mechanical boundary conditions at the top of the specimen are free and a cyclic
electric potential is applied. Then, mainly electric potential jumps would contribute to the damage evolution and bulk ac-
tions are dominated by interfacial electric potential jumps and permittivities. Nevertheless, no matter which degrees of free-
dom are cycled, the associated damage variable will always be applied to both the interfacial stiffnesses and permittivities.
What clearly inﬂuences the weight of displacement or electric potential jumps concerning damage evolution are the damage
material parameters bs, bn, and bU, see also Eq. (31). In the current work, bU has been chosen much smaller than bs, bn which
is considered to reﬂect some physics of piezoceramic grain boundaries. Consequently, the role of the electric potential jump
and of varying permittivities is reduced as compared to the inﬂuence of the displacement jump and reduced stiffnesses.
These correlations are generally reﬂected by the simulation results. For cyclic displacements combined with the time-
based or the cycle-based fatigue model, stresses ryy are decreasing due to decreasing stiffnesses. Simultaneously, the abso-
lute value of the electric ﬁeld component Ey is also decreasing due to the dominant role of interfacial displacement jumps –
the electric potential at the upper boundary is free. For cyclic electric potentials and both fatigue models, the absolute values
of the electric ﬁeld components Ey rise with continued cycling, which can be correlated to the dominant role of the interfacial
electric potential jumps and the related increase of permittivities which has been assumed in those examples. In view of the
stresses ryy, mechanical inﬂuences still prevail, and a decrease is observed, due to the small value of bU and the electric-ﬁeld-
induced increase of the bulk strains, promoting increasing interfacial displacement jumps.
5.3.3. Inﬂuence of increasing and decreasing interfacial permittivities
For both the time-based and the cycle-based fatigue computations, increasing and decreasing interfacial permittivities
have been investigated for cyclic displacement boundary conditions. Concerning the overall constitutive behaviour, the cyc-
lic displacement boundary conditions induce that the overall electric ﬁeld is triggered by the strains, both decreasing with
increasing damage with respect to the cycling history. The damage is directly inﬂuenced by the interfacial jump quantities.
Due to the small weighting factor bU, the direct inﬂuence of the potential jump and the permittivities is of minor signiﬁ-
cance; nevertheless, they still indirectly inﬂuence the overall damage, though being strongly superposed by mechanical
effects.
For increasing permittivities, the electric potential jump over the interface would tend to decrease. Hence, a related frac-
tion of the electric ﬁeld in the bulk would increase to compensate this and the related fraction of bulk strains would then be
raised by some amount due to piezoelectric coupling. As a consequence, this raises the displacement jumps in the interface,
which supports the damage evolution. Contrariwise, for decreasing permittivities, the electric potential jump over the inter-
face would tend to increase, causing a certain fraction of the bulk strains to decrease. Such behaviour would decrease the
displacement jumps in the interface, restraining the damage evolution to some amount. Consequently, such effects are indi-
cated in the results. Due to the circumstances discussed in the above, for decreasing permittivities, stresses ryy and the elec-
tric ﬁeld component Ey decrease less than for increasing permittivities, which stems from some restrained damage evolution.
5.3.4. Inﬂuences of grain structure and discretisation
For the micrograph considered, compare Fig. 3, a void is present in the middle of the discretisation. For cyclic displace-
ments and both fatigue models, but especially for the cycle-based fatigue evolution, fatigue-motivated damage starts in an
area around the mentioned void, compare Figs. 15, 16, 18 and 19.
Concerning the discretisation of the continuum, linear triangular elements have been applied, inhering rather poor
approximation abilities compared to the application of higher order ansatz functions or ﬁner meshes. Nevertheless, the dis-
cretisation used turns out to reﬂect all important properties of the academic example investigated.6. Conclusions
A SEM-obtained mesostructure (Nuffer et al. (2000)) of the piezoelectric material PIC 151 has been discretised by apply-
ing linear triangular ﬁnite elements for the grains and linear interface elements for the grain boundaries. Different fatigue-
loading-motivated boundary conditions have been applied to the discretisation. In this context, a ﬁrst attempt has been
made to model such a structure, emphasising the grain boundary behaviour. For the grains, or rather the bulk material, a
linear and coupled material law has been implemented. Concerning the grain boundaries, discretised by interface or, respec-
tively, cohesive-type elements, two different material models have been considered: the ﬁrst appropriate by capturing low-
cycle-fatigue, and the second material model being able to reﬂect high-cycle-fatigue behaviour. For the bulk, PIC 151-like
material parameters have been incorporated. In view of the interface, an effective parameter d has been incorporated into
the fatigue-motivated damage evolution, being academic in nature due to missing reliable information on the exact physical
processes in grain boundaries under fatigue loading. Electrical and mechanical effects have been decoupled concerning the
linear response. The ﬁrst interfacial material model, reﬂecting low-cycle-fatigue behaviour, is of an exponential format. It is
entitled ‘‘time-based fatigue formulation” and explicitly tracks the loading history of single cycles. In contrast, a second
interfacial material model, also being of an exponential though of different format, captures high-cycle-fatigue behaviour
by directly incorporating a certain number of cycles. It has been entitled as ‘‘cycle-based fatigue formulation”. The related
damage parameter d is constrained by the driving force in a thermodynamical consistent framework. For the chosen aca-
demic examples it turned out that the proposed assumptions of a fatigue-related decrease of interfacial mechanical tractions
J. Utzinger et al. / International Journal of Solids and Structures 45 (2008) 4687–4708 4707and varying permittivities are reﬂected in the results. So far, the literature does not clearly reveal experimental results con-
cerning the permittivity behaviour under fatigue-related loading boundary conditions. Anyhow, literature reveals that grain
boundary permittivity is generally lower than the permittivity of the grains.
In view of the fact that only permittivities and stiffnesses are accounted for in this work, it is clear that realistic grain
boundaries must inhere further and more complex phenomena under fatigue loading than those incorporated here. In this
context, it is necessary to prospect for new experimental results and to improve knowledge concerning the fatigue-related
grain boundary behaviour. As this is just a ﬁrst step towards an integral modelling of a fatigued piezoelectric mesostructure,
non-linear effects as phase transformations have to be included in the bulk constitutive response in the future. To model
polarisation switching of domain structures, e.g., internal variable methods can be applied (e.g., Lynch and McMeeking
(1994), Lynch (1998), Arockiarajan et al. (2006), Arockiarajan and Menzel (2007), Menzel et al. (2008)).
Furthermore, it is a matter of ongoing research to include cohesive laws possibly substantially different to the ones pre-
sented in this work. In this regard, a capacitor-like behaviour of the interface is investigated. Additionally, fracture energy
related models are considered. Another ﬁeld of interest constitutes the bifurcation analysis of the related continuum-inter-
face problem, see, e.g., Utzinger et al., 2007b for a discussion on a related non-coupled problem. Finally, when the mesome-
chanical material models are accurate enough, an incorporation into multiscale computations is considered.
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Appendix A. Algorithmic tangent moduli
In the following, the algorithmic tangents appearing in Section 4.3 are given for the cases of fatigue evolution.
A.1. Time-based fatigue formulation
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