This paper considers the nonparametric M-estimator in a nonlinear cointegration type model. The local time density argument, which was developed by Phillips and Park (1998) and Wang and Phillips (2009a) , is applied to establish the asymptotic theory for the nonparametric M-estimator. The weak consistency and the asymptotic distribution of the proposed estimator are established under mild conditions. Meanwhile, the asymptotic distribution of the local least squares estimator and the local least absolute distance estimator can be obtained as applications of our main results. Furthermore, an iterated procedure for obtaining the nonparametric M-estimator and a cross-validation bandwidth selection method are discussed, and some numerical examples are provided to show that the proposed methods perform well in finite sample case.
Introduction
During the past two decades, there has been much interest in various nonparametric techniques to model time series data with possible nonlinearity. Both estimation and specification testing problems have been systematically examined for the case where the observed time series satisfy a type of stationarity. For recent development of them, we refer to Green and Silverman (1994) , Fan and Gijbels (1996) , Fan and Yao (2003) , Gao (2007) , Li and Racine (2007) and the references therein.
As pointed out in the literature, the stationarity assumption seems too restrictive in practice. When tackling economic and financial issues from a time perspective, we often deal with nonstationary components. In reality, neither prices nor exchange rates follow a stationary distribution. Thus practitioners might feel more comfortable avoiding the stationary restriction. Until now, there has been large literature on nonparametric estimation of nonlinear regression and autoregression time series models with nonstationarity. The paper by Phillips and Park (1998) was among the first to study nonparametric autoregression in the context of a random walk. Karlsen and Tjøstheim (2001) and Karlsen et al (2007) independently discussed the nonparametric estimators in the framework of null recurrent Markov chains. Wang and Phillips (2009a) developed the asymptotic theory for local time density estimation and nonparametric cointegration models. For other recent development of nonparametric and semiparametric inferences in nonstationary time series, see Müller and Elliott (2003) , Elliott and Müller (2006) , Schienle (2008) , Cai et al (2009) , Chen et al (2009) , , Phillips (2009b, 2009c) and the references therein.
The notion of cointegration was introduced by Granger (1981) and Engle and Granger (1987) . Two time series {x t } and {y t } are said to be linearly cointegrated if they are both nonstationary and if there exists a linear combination ax t +by t = w t such that {w t } is stationary. As the relationship between two time series is not necessarily linear, in this paper, we consider a nonlinear cointegration model defined by
where m(·) is some nonlinear function, {x t } is some unit root type nonstationary input process defined as
2)
x 0 = O P (1), and {w t } and {v t } are two sequences of stationary random variables satisfying some mild conditions.
A natural nonparametric estimator of m(z 0 ) in model (1.1) is the NadarayaWatson (NW) type estimator (cf. Karlsen et al, 2007 and Phillips, 2009a) ,
where K(·) is some kernel function and h n is the bandwidth. The NW estimator is widely used in nonparametric regression since its introduction. However, it is not robust due to the fact that the NW estimator can be considered as a local least-squares estimator and the least-squares estimator is not robust. For instance, it is sensitive to outliers and does not perform well when the error distribution is heavy-tailed. However, outliers or aberrant observations are observed very often in economic time series and finance as well as in many other applied fields. A treatment of outliers or heavy-tailed errors is an important step in highlighting features of a data set. So in order to attenuate the lack of robustness of NW estimator, M-type regression estimator is a natural candidate for achieving desirable robustness properties. In Section 2, We will construct a robust version of nonparametric regression estimator for m(z 0 ).
There is extensive literature on asymptotic properties of the robust nonparametric regression estimator in stationary time series. See, among others, Cleveland (1979) for locally weighted scatter plot smoothing, Härdle (1984) and Boente and Frainman (1989) for robust kernel method, Cunningham et al (1991) for smoothing spline methods, and Welsh (1994) for local polynomial techniques.
For recent development of nonparametric robust estimation, we refer to Fan and Jiang (2000) , Jiang and Mack (2001) , Beran et al (2003) , and Cai and Ould-Saïd (2003) . Recently, Lin et al (2009a) studied the robust nonparametric estimation in nonstationary time series and established the asymptotic results in the framework of null recurrent Markov chains as in Karlsen and Tjøstheim (2001) and Karlsen et al (2007) .
In this paper, we apply the local time limit theory to establish the asymp-totic results of the nonparametric M-estimator. The local time approach was introduced by Phillips and Park (1998) in the context of nonparametric autoregression and was developed recently by Wang and Phillips (2009a) for nonparametric cointegrating regression. The local time argument makes the approach in this paper more closely related to conventional nonparametric approaches than the null recurrent Markov chain method. In Section 2, we combine the local time argument with the nonparametric M-type smoothing technique to estimate the regression function m(·). Under some mild conditions, we obtain the weak consistency as well as the asymptotic distribution of the proposed estimator. As applications of our main results, we establish the asymptotic properties of local least square estimators (LLSE) and local least absolute distance estimators (LLADE). Since the fully iterative procedure for the nonparametric M-estimator is time consuming, we apply a one-step iterative procedure to reduce the computational burden. Furthermore, we discuss the bandwidth selection based on the robust cross-validation method and give some numerical examples to show that the nonparametric M-estimator performs well in finite sample case.
The rest of the paper is organized as follows. In Section 2, we give the definition of the nonparametric M-estimator and some assumptions. In Section 3, we state the asymptotic results together with some remarks. In Section 4, we provide an iterated procedure for the M-estimator, the choice of bandwidth as well as some numerical examples. In Section 5, we conclude the paper and give some extensions. In Appendix, we provide the proofs of the main results.
The estimation method and assumptions
The 1) or as the solution to the equation 
The set of all subderivatives of ρ(·)
at u 0 is a nonempty closed interval [a, b] with a and b being the one-sided limits
Many authors have considered the asymptotic theory for M-estimators under some assumptions on the loss function ρ(·) and its derivative ψ(·), such as Huber (1964, 1973) , Bickel (1975) , Bassett and Koenker (1978) , Heiler and Willers (1988) , Bai et al (1990) . However, most of these papers discussed particular choices of ρ(·) and ψ(·) (such as ρ(z) = |z|), or general ρ(·) and ψ(·) under some restrictive conditions which do not cover some important special cases. Inspired by the paper by Bai et al (1992) , here we allow ρ(·) and ψ(·) to include many commonly used estimators such as LLSE and LLADE.
The following assumptions will be made to establish the asymptotic properties of the nonparametric M-estimator.
A1. The kernel K(·)
is nonnegative and has compact support, say [−1, 1].
A2. ρ(·) is a convex function and ψ(·) is any choice of the subderivatives of ρ(·).
Let D be the set of discontinuity points of ψ(·), then P (D) = 0.
A3. There exists a function λ 1 (·), such that as |u| → 0,
where σ 2 (x) > 0 and σ 2 (x) is continuous at z 0 ;
(ii) Uniformly for x in a neighborhood of z 0 ,
where λ(·) is continuous at 0 with λ(0) = 0;
A5. The regression function m(·) satisfies
sequence of positive numbers satisfying
Then, there exist a triple array of positive constants d l,k,n and an array of
has a density φ l,k,n (·) which is uniformly bounded and tends to a limit
in a neighborhood of 0.
A7. The bandwidth h n satisfies
where β is defined as in A5.
Remark 2.1. The above assumptions are relatively mild in this kind of problems and can be justified in details. For example, A1 and A5 are quite natural and correspond to those used for the stationary time series. A2-A4 are assumed by many authors (see Lin et al, 2009b for example) to establish the asymptotic properties of nonparametric M-estimators and they cover some well-known cases such as LLSE, LLADE and mixed LLSE and LLADE. This conditional independence assumption in A4 (i) is a little restrict and it is satisfied when {w t } is a sequence of i.i.d. random variables and is independent of F n (v) = σ{v t , 1 ≤ t ≤ n}. A6
and A7 are similar to Assumption 2.3 in Wang and Phillips (2009a) . Next, we will give two examples in which A6 and A7 are satisfied.
Example 2.1. Assume that {v t } is a sequence of i.i.d. random variables and v t ∼ N (0, 1). It is easy to check that A6 is satisfied if we choose
Example 2.2. Let {v t } be a sequence of nonlinear transforms of a linear process,
i.e.
where {η i } is a sequence of i.i.d. random variables satisfying Wang and Phillips (2009a) showed that A6 and A7 hold under some mild conditions. Assume that
where L(·) is a slowly varying function and Condition 1 in Wu (2006) 
C p 0 is some positive constant, and
In this case, A7 becomes
as n → ∞.
Wu (2006), we can show that A6 is satisfied with
B p 0 is some positive constant, and
Then, A7 is satisfied when (2.4) holds.
Asymptotic results
As our asymptotic theory relies heavily on the local time, we first introduce the local time of a continuous semimartingale 
where T ranges over partitions of the interval [0, s] and the norm of the partition T is the mesh. In (3.1), the local time is defined with respect to the measure
measures how much time the process M (s) has spent at x up to time t. For more details about the local time, see Geman and Horowitz (1980) and Revuz and Yor (1994) .
The local time L M (t, x) satisfies the following important Occupation Time Formula:
where H(·) is a nonnegative transformation on R.
Next, we present the asymptotic properties of the robust estimator m n (z 0 ), which is defined in (2.1). We first give the consistency of m n (z 0 ) and then establish its asymptotic distribution. 
where
is the integer part of nt and d n is defined as in A6.
Then, we have
where Hence, the convergence rate in (3.4) is O(n 1/4 h 1/2 n ), which is the same as that obtained by Karlsen et al (2007) with β = 1/2 in their paper and it is slower than the well-known convergence rate O( √ nh n ) for stationary nonparametric regression estimator.
Remark 3.2. The condition, that given F n (v), {w t } is an independent sequence, can be weakened. It can be seen from the proof of Theorem 3.2 that this independence restriction can be relaxed to the condition that given F n (v), {ψ(w t )} is a sequence of martingale differences. We conjecture that the results also hold for other dependent {w t } such as α-mixing or linear processes. But to focus on essentials in our development of asymptotic theory, we simply assume that {w t } are independent given F n (v). Furthermore, we can also establish analogous results for generalized nonparametric M-estimators such as local linear M-estimators or local polynomial M-estimators Jiang, 2000, Jiang and Mack, 2001 ).
Since the proofs are similar, we will not give the details here. 
where m n (z 0 ) is LLADE of m(z 0 ) and σ 2 2 = ν 2 /(g 2 (0)φ 2 (0)ν 2 1 ). LLADE has been discussed by many authors in the stationary case, see, for instance, papers by Basset and Koenker (1978) , Bai et al. (1990) . (3.5) is a new result for LLADE in nonstationary time series. Furthermore, Theorem 3.2 also holds for Huber's ψ-function.
Examples of implementation
In this section, we discuss some critical problems such as the iterative algorithm for obtaining the nonparametric M-estimator of m(·) and the choice of a proper bandwidth. We also experiment with two numerical examples to illustrate the proposed method.
The iterated procedure and cross-validation bandwidth selection
The nonparametric M-estimator defined by (2.2) can be obtained by an iterative procedure. Define
The initial value of θ 0 (z 0 ) can be arbitrarily chosen and the above procedure is
0001. Then, we let the nonparametric M-estimator of m(z 0 ) to be θ t 0 (z 0 ). However, this fully iterative procedure is time-consuming when the sample size is large. To overcome this disadvantage, we apply a one-step iterative procedure in our simulation as in Fan and Jiang (2000) . The one-step M-estimator is defined by
where θ 0 (z 0 ) is the initial value. When the initial value satisfies
the one-step M-estimator θ OS (z 0 ) has the same asymptotic properties as the
M-estimator (see Fan and Jiang 2000 for details). Following the arguments in
Fan and Chen (1999) and Fan and Jiang (2000) , we can use the NW estimator of m(z 0 ) as an initial value. The simulation results below show that the one-step method works well in practice.
Another difficult problem in simulation is the choice of a proper bandwidth involved in nonparametric M-estimator. In this paper, we employ a robust crossvalidation method as in Lin et al (2009a) . The cross-validation method is very useful in assessing the performance of estimators via estimating their prediction errors. The basic idea is to set one of the data points aside for validation of a model and use the remaining data to build the model. Define
where m hn,−t (x t ) is the nonparametric M-estimator with bandwidth h n and the t-th observation left out. The bandwidth is selected to minimize CV (h n ).
Numerical examples
Next, we give two numerical examples to show that the nonparametric Mestimator is more robust than the NW estimator for contaminated observations.
Example 4.1. Consider the linear cointegration model
where {x t } is generated by the unit root process defined by Table 1 . The quantities in Table 1 are the mean MSE's based on 1000 replications and the standard deviation of the MSE's throughout 1000 replications. From Tables 1, we can find that, for Example 4.1, both the nonparametric M-estimator and NW estimator perform well when the error {w t } has the normal or contaminated norm distribution, and the performance of the two estimators improves as the sample size increases. However, when the error is heavy-tailed (Cauchy distributed), the nonparametric M-estimator behaves much better than NW estimator. The simulation results show that the nonparametric M-estimator is more robust than NW estimator.
Example 4.2. Consider the nonlinear cointegration model
where {x t } is defined as in Example 4.1. We still study the following two cases:
(i) {w t } has a normal distribution N (0, σ 2 ), and (ii) {w t } has a symmetric contaminated normal distribution 0.1N (0, 5 2 σ 2 ) + 0.9N (0, σ 2 ), and (iii) Cauchy distribution 0.1C(0, 1).
The data from each of the above distributions still consist of 1000 replications of samples of sizes n = 400, 800 and 1600. The results are reported in Table 2 . From Table 2 , we can find that, for Example 4.2, the performance of the nonparametric M-estimator is much better than that of the NW estimator no matter which of the three distributions the error {w t } take. Meanwhile, the performance of the two estimators in this example is worse than that in Example 4.1. This may due to the fact that when the regressor {x t } is nonstationary, the volatility of {x 2 t } is much higher than that of {x t } in Example 4.1.
Conclusions
In this paper, we establish the weak consistency as well as the asymptotic distribution for the proposed nonparametric M-estimator in a nonlinear cointegration model. We employ an iterated algorithm and a cross-validation bandwidth selection method in the simulated examples. The simulation results show that the nonparametric M-estimator works well for both linear and nonlinear cointegration models even when the error is heavy-tailed.
There are many issues left for future study. For example, as suggested by the referees, we may allow for contemporaneous correlation between {x t } and {w t } as in Wang and Phillips (2009b) . In this case, we might have to apply a different method to establish the asymptotic theory. We may use Lemmas 7.1 and 7.2 in Wang and Phillips (2009b) to deal with the variance term in the proofs of Lemma A.1 and Theorem 3.1 in Appendix and apply the argument in the proof of Theorem 3.1 in Wang and Phillips (2009b) to obtain the asymptotic distribution of the nonparametric M-estimator. On the other hand, the limiting distribution of the proposed estimator will be different if the initial condition
is replaced by x 0 = O P (n 1/2 ) and this case will be considered in our future research. Other extensions include studying Bahadur representation of the proposed M-estimator as in Lin et al (2009a) . Meanwhile, testing problems based on such robust estimation procedures will also be left for our future research.
Before giving the proofs of Theorems 3.1 and 3.2, we establish the following two lemmas which correspond to Theorems 2.1 and 2.3 in Bai et al (1992) . However, the proofs are more difficult here because of the nonstationarity of {x t }.
Throughout the proofs, we assume that x 0 = 0 for simplicity. The basic idea also holds for the general case of x 0 = O P (1) and the assumption of x 0 = O P (1) will not affect the asymptotic properties (cf. Park and Phillips, 1999) . 
(A.1)
Proof. As ρ(·) is convex, we have
where |η| ≤ 1. Letting
we have
Hence, it is easy to check that
Noting that for |x t − z 0 | ≤ h n and by A5, we have
By (A.5), A4(ii), A6 and A7, we know that for n sufficiently large,
By (A.6) and applying the same argument as (A.7), we can obtain
From (A.4), (A.7) and (A.8) we know that for (
On the other hand, by A3 and the convexity of ρ(·), we can show that
The proof of (A.10) is similar to Lemma 1 in Bai et al (1992) . As a result,
By (2.3), (A.11) and (A.12), we obtain
(A.13) By (A.9) and (A.13), we have
is convex in θ, and 
Proof. Using the same method as that in the proof of Lemma A.1 and by Theorem 2.5.7 in Rockafellar (1970), we can prove Lemma A.2. Details are omitted here.
Proof of Theorem 3.1. Let θ n = m n (z 0 ). We first prove
It suffices for us to prove that, for any positive sequence {c n } satisfying c n → ∞,
By (A.1), we can choose a sequence of positive numbers {c n }, such that c n → ∞, c n ≤ c n and (A.18) From (A.7) and A4 (i), we have
Ez 2 t,n + 2 
By the definition of θ n in (2.1), we get
As K(·) is an integrable function, by Theorem 2.1 in Wang and Phillips (2009a) we get
On the other hand, by A4 (i), we know that, given F n (v), {K i ψ(w i ), 1 ≤ i ≤ n} is a sequence of martingale differences. Therefore, by A4 (i), A8, (A.26) and the central limit theorem for martingale differences (Hall and Heyde, 1980) , we know (A.27) where ξ ∼ N (0, 1) and ξ is independent of V . In view of (A.25) and (A.27), the proof of Theorem 3.2 is completed.
