Abstract. While finite non-commutative operator systems lie at the foundation of quantum measurement, they are also tools for understanding geometric iterations as used in the theory of iterated function systems (IFSs) and in wavelet analysis. Key is a certain splitting of the total Hilbert space and its recursive iterations to further iterated subdivisions. This paper explores some implications for associated probability measures (in the classical sense of measure theory), specifically their fractal components.
I. Introduction
In quantum communication (the study of (quantum) error-correction codes), certain algebras of operators and completely positive mappings form the starting point; see especially the papers [20] and [22] . They take the form of a finite number of channels of Hilbert space operators F i which are assumed to satisfy certain compatibility conditions. The essential one is that the operators form a partition of unity, or rather a partition of the identity operator I in the chosen Hilbert space. Here (Definition I.1) such a systems (F i ) are known as column isometries. An extreme case of this is when a certain Cuntz relation (Definition I.1) is satisfied by the operators. Referring back to our IFS application, the extreme case of the operator relations turn out to correspond to the limiting case of nonoverlap. Using this operator theory, in this paper we explore the fractal measures associated with the inherent self similarity affine fractals, a subject involving both iterated function systems (IFSs), and an aspect of quantum communication.
Both the quantum mechanical measurement problem and IFSs have as starting point a finite set of operations: in the case of IFSs they are geometric, and in the quantum case, they involve channels of Hilbert spaces and associated operator systems. The particular aspects of IFSs we have in mind are studied in [10] ; and the relevant results from quantum communication in [20] and [22] . We begin the Introduction with some background and motivation on IFSs. The operator theory, the fractal measures and their applications are then taken up more systematically in section II below.
Let H be complex Hilbert space, and let A be a finite set. We will be interested in an indexed set of operators {F i | i ∈ A} satisfying i∈A F * i F i = I
where I denotes the identity operator in H.
Definition I.1. A finite system of operators F i in a Hilbert space H is said to be a column isometry if
is isometric; and it is said to be a Cuntz-system if also
When a system of operators (F i ) i∈A in H is given, then
is completely positive and α F (I) = I. Conversely, every completely positive α has the form α F for a (non-unique) system (1). This system (F i ) satisfies (2) if and only if α F is multiplicative. Because of a certain reasoning outlined in the references below such (F i ) systems are called measurements in quantum probability; see e.g., [18] , [22, OA0404553] , or [24] , [25, quant-ph 101061] , [23] . But they arise in other fields as well, in representation theory, in geometric measure theory, and in wavelet analysis; see e.g., [8] , [16] , [15] , [17] , and [19] . Closely related systems of Hilbert space operators play a big role in the theory of frames [11] , [6] and their engineering applications. Suppose #A = N . Denote by N the cyclic group of order N viz., Z/N Z ∼ = {0, 1, · · · , N − 1} or Z N , and set
We shall give Ω its Tychonoff topology, and we view it as a compact Hausdorff space. Let F = (F i ) i∈N be a measurement, and let ψ ∈ H be a unit-vector, i.e., a quantum mechanical pure state. Then it is immediate that
is a probability distribution on N.
The "measure" in the title of the present paper refers to operator-valued, or scalar-valued measures on Ω = Ω N induced by (1) -(4). The induction from Z N to Ω N is based on the Kolmogorov consistency condition [21] , [16] , as follows:
(a) Cylinder sets:
(b) Operator valued conditional probabilities:
(c) Kolmogorov consistency: Formula ( 8) below.
Since we have the disjoint union
we need the formula
in order to extend ( 6) to a probability measure P defined on the Borel subsets of Ω. On the other hand, it is easy to see that ( 7) is satisfied by ( 6) . ( Just use the basic formula ( 1) for the given measurement F .)
There is a unique positive operator-valued probability measure P defined on Ω, and satisfying (6) . For any Borel set B ⊂ Ω, P (B) is well defined, and ψ|P (B) ψ ≥ 0 for all ψ ∈ H. Moreover, P is sigma-additive, or countably additive, i.e.,
whenever B 1 , B 2 , · · · are disjoint Borel sets; and
Proof. The argument for the existence and uniqueness of the extension is a standard application of Kolmogorov consistency. See [21] , [16] , [17] , [15] for more details.
The relationship between the following three mathematical constructs (1) - (3) below is of use in the study of Positive Operator Valued Measures (POVMs), see for example the references [5, 1, 4] : The three constructs are as follows: (1) the operator systems (F i ) from Definition I.1, (2) the associated completely positive mappings α F , and the present operator valued measures P (·) in Lemma I.3. When a given POVM is evaluated in a pure state what results is a scalar measure, and it is the scalar valued measures which usually arise in applications to fractals and to wavelets. Of course, a given POVM induces a variety of scalar valued measures. Here we are stressing the interconnections between the three constructs.
, and
Then
Then, for i j ∈ {0, 1, 2} , k ∈ N, and 1 ≤ j ≤ k, we have
Proposition I.5. If we introduce N -adic partitions of the unit-interval [0, 1] as follows Remark I.6. Recall X 3 is the unique ( compact) subset of R satisfying
and the Cantor measure µ = µ 3 is the unique Borel measures satisfying
for all bounded Borel functions f .
Proof. (of Proposition I.5) The assertions follow from standard applications of the Kolmogorov extension principle, and the reader is referred to [17] , [15] for additional discussion.
II. Fractal Scales
The authors of [9] recently adapted the discrete wavelet algorithms to fractals, and the present work extends [9] .
The distinction between the two prototypical cases (a) and (b) in Example I.4 can be made precise in a number of different ways; for example, it can be checked that the fractal dimension (in this case = the Hausdorff dimension) of (a) is 1, and of (b) it is s = ln 2 ln 3 = log 3 (2). For our present discussion, the following definition of the fractal dimension will suffice: If a subset X ⊂ R d is obtained by the iteration of a finite family of contractive and affine maps
While operator systems (F i ) as in equation (1) are at the foundation of quantum measurement as it is used in [13, Chapter 22] , they are also tools for understanding geometric iterations as used in the theory of iterated function systems (IFSs). It is shown in for example [14] that every IFS naturally induces operator systems (F i ) subject to (1) . The probability content in (1) amounts to a certain splitting of the total Hilbert space; and its iterations to a further iterated subdivision. This process in turn induces certain measures (in the classical sense of measure theory) on associated infinite product spaces, or path spaces; hence the word "measure" in the title of our paper "The measure of a measurement." It was shown, for example in [2] and [18] that these induced measures can be understood as restrictions to abelian subalgebras of certain states on associated Cuntz algebras. These restrictions include determinantal measures as defined in for example [12] . See also [18] .
Starting with an operator systems (F i ) as in equation (1) resulting from an IFS, the geometry, of for example overlap in the system, and the measure theoretic properties of the IFS reflect themselves in the operator theory of the systems (F i ) as shown in [14] .
Following Proposition I.5, especially (15), we will restrict attention in the following to subsets of [0, 1] and measures defined on the Borel subsets of [0, 1] . If J ⊂ [0, 1] is a subinterval, we denote by |J| the length of J.
Definition II.1. Let µ be a probability measure on [0, 1] defined on the Borel sets.
We say that s − is a lower scale of µ if lim inf
and we say that s + is an upper scale of µ if lim sup
It is easy to see that the Cantor measure µ = µ ψ in Example I.4 (b) has both upper and lower scale s + = s − = s = log 3 (2).
Our next result is motivated by examples from wavelet analysis. Before stating our general result we first recall the wavelet examples. To emphasize our point, we do not consider the wavelet examples in the widest generality.
Example II.2. Discrete Wavelet Transforms. Let a 0 , a 1 , · · · be a sequence of complex numbers such that j a j a j+2k = δ 0,k .
In the summation ( 21), it is understood that terms are zero if the subindex is not in the range where a = 0.
We define operators F 0 and F 1 on the Hilbert space H=ℓ 2 as follows:
and
Then it is easy to check that (1) holds, and so the pair (F 0 , F 1 ) defines a measurement in the sense of the definition in Section I. In this case, more is true: The adjoint operators F * i are isometries with orthogonal ranges, i.e.,
If the sequence a 0 , a 1 , · · · from (21) is finite, then it is easy to see that the number of non-zero terms must necessarily be even. We consider 2D scalars,
and the corresponding two (2D − 1) by (2D − 1) matrices F 0 and F 1 defined as follows:
and F 1 built the same way, but using the numbers
For D = 2, the two matrices are simply
Staying with a 0 , a 1 , a 2 , a 3 , there are practical reasons in wavelet analysis to add the following two requirements to (21):
Taking the combined conditions together, it can be shown that a 0 , a 1 , a 2 , a 3 are determined by a single real parameter β thus;
A consequence of (29) is that each of the three pairs (a 0 , a 1 ), (a 0 , a 3 ), and (a 1 , a 2 ) lies on the circle
see Fig. 1 . Theorem II.3. Let the numbers a 0 , a n , · · · , a 2D−1 be given, and suppose (21) is satisfied. Let F 0 and F 1 be the corresponding matrices determined by (26)-(27). Suppose further that a 0 · a 2D−1 = 0. Let
Then the number s = log 2 α
is a lower scale of µ 0 (·) = e 0 |P (·) e 0 where
It follows in particular that if α > (15) , N = 2, set
(36) Then it follows from (16) and Lemma I.3 that
using (35)
Let V be a non-empty open subset of [0, 1], and pick k ∈ N and ξ as in (35) such that the interval ξ, ξ + 2 −k is contained in V . We now turn to the two possibilities for the number α in (31).
and we conclude that the expression
is bounded below as n → ∞, and hence (19) holds for s = log 2 α −1 , see (32).
by the same reasoning used in the first case. We now get the lower estimate (19) satisfied for the intervals J = ξ + 2 −k (1 − 2 −n ) , ξ + 2 −k as n → ∞. This completes the proof
III. Upper and Lower Fractal Scales for the Measure µ 0
Consider the example outlined in (29) above. The two matrices F 0 and F 1 are used in wavelet analysis where they refer to low-pass and high-pass filters; terms that derive from signal processing, see [7] and [3] .
Recall that when a 0 , a 1 , a 2 , a 3 are given by (29) then there are solutions φ, ψ in L 2 (R ) to
and when β ∈ R ± π 4 , ± 3π 4 + Z2π , then the two functions φ (the scaling function) and ψ (the wavelet) satisfy the further conditions 
and it follows that the number α = max a When the four numbers a 0 , a 1 , a 2 , a 3 that make up the matrix F 0 are given by formulas (29), one easily computes the spectrum of F 0 as follows:
and we have sketched the point
in the spectrum in Figure 3 . An inspection shows that λ (β) is not dominant in spec (F 0 ) in the sense that the inequalities is not dominant.
We will now turn to our analysis of the two-sided scale bound for the measure µ 0 and we show how it applies to the matrices F 0 and F 1 which are used in wavelet theory.
Theorem III.2. Let the numbers a 0 , a 1 , · · · , a 2D−1 satisfy condition (21) , and in addition
The two matrices F 0 and F 1 are defined as in (26)- (27). We make the following additional assumptions on the spectrum of F 0 :
(iii) the algebraic multiplicity of a 0 in spec (F 0 ) is one.
Then there is a unique vector v such that 
Proof. Set w = (1, 1, · · · , 1
2D−1 ones
). Then (43) implies
where w * denotes the column vector corresponding to w. So property (45), i.e., (ii) above, yields
Since F * 0 e 0 =ā 0 e 0 , (46) implies that a 0 is not in the spectrum of the matrix G arising from F 0 by deletion of the first row and the first column, i.e.,
To better visualize (52) the reader may check that, if D = 2,
where
Recall that the characteristic polynomial of G is
and that p (a 0 ) in the fraction of (55) is evaluation of (56) at λ = a 0 . Hence, assumption (46) comes into play.
Returning to the general case, we claim that v satisfies (47). Indeed, let v be given by (53). then 
such that ξ, ξ + 2 −k ⊂ V . We now wish to estimate µ 0 ξ, ξ + 2 −k−n and get the asymptotic scaling rate as n → ∞.
To that end, we prove in the next section (in a separate lemma; see especially (60) that
and as a result
Since v 2 ≥ 1, the desired conclusion follows.
IV. A Technical Lemma
In the proof of Theorem III.2 above, we relied on the following lemma regarding operators in a finite-dimensional Hilbert space. While it is analogous to the classical Perren-Frobenius theorem, our present result makes no mention of positivity. In fact, our matrix entries will typically be complex.
Notation IV.1. If M is a complex Hilbert space, we denote by L (M) the algebra of all bounded linear operators on M. If M is also finite-dimensional, we will pick suitable matrix representations for operators F :M → M.
Suppose M contains two subspaces M i , i = 1, 2 such that M 1 ⊥ M 2 and M = M 1 ⊕ M 2 , then we get a block-matrix representation
where the entries are linear operators specified as follows.
, and M 1 = Cw for some w ∈ M, then we will identify the operators M 1 → M with M via T η : C ∋→ zη, where η ∈ M. the adjoint operator is
, and let a ∈ C satisfy the following four conditions:
(ii) |a| > max {|λ| |λ ∈ spec (F ) {a}} ; (iii) the algebraic multiplicity of a is one; (iv) there is a w ∈ M, w = 1, such that F * w =āw.
Then there is a unique ξ ∈ M such that w|ξ = 1 and F ξ = aξ.
Moreover, lim
Remark IV.3. There is a constant C independent of d = dim M and x, such that
and we get the resulting block-matrix representation of F ,
where a is the number in (i), the vector η ∈ M ⊥ , and operator G ∈ L M ⊥ , are uniquely determined.
As a result, we get the factorization
for the characteristic polynomial. Assumptions (ii) and (iii) imply
and in particular, we note that a is not in the spectrum of G. Hence the inverse (a − G) −1 is well defined, and (a
We claim that the vector
satisfies the conditions in (59). First note that (a − G) −1 η ∈ M ⊥ , so w|ξ = w|w = w 2 = 1. Moreover, F ξ = aw + η + G (a − G) −1 η = aw + a (a − G) −1 η = aξ, which proves the second condition in (59). Uniqueness of the vector ξ in (59) follows from (65).
Using the matrix representation (63), we get n = a n 00 · · · 0 a n−1 η + a n−2 Gη + · · · + G n−1 η G n (67) = a n 00 · · · 0 (a n − G n ) (a − G)
Hence, if we show that lim
then the desired conclusion (60) will follow. Using the matrix form (67), the conclusion (60) reads
In proving (68), we will make use of the Jordan-form representation for G. Jordan's theorem applied to G yields three operators D, V , N ∈ L M ⊥ with the following properties:
(1) D is a diagonal matrix with the numbers spec (F ) {a} down the diagonals; (2) V is invertible; Let x ∈ M ⊥ , and let n ≥ d. Using (2)- (5), we get
But the matrix a −n D n−i is diagonal with entries a −n s n−i |s ∈ spec (F ) {a} , 0 ≤ i < d − 1.
Using finally assumption (ii), we conclude that lim n→∞ n i a −n s n−i = 0,
and the proof of (68) is completed.
Proof. (Remark IV.3) Let the conditions be as stated in the Remark. From the arguments in the proof of Lemma IV.2, we see that the two vectors on the left-hand side in (61) may be decomposed as follows:
and w|x ξ = w|x w + (a − G) −1 η.
(72) Hence, the difference is in M ⊥ , and
max s a n |s ∈ spec (F ) {a} which is the desired conclusion(61).
The University of Iowa E-mail address: jorgen@math.uiowa.edu URL: www.math.uiowa.edu/~jorgen
