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Abstract
In this article, we consider derivatives of local time for a (2, d)-Gaussian field
Z =
{
Z(t, s) = XH1t − X˜H2s , s, t ≥ 0
}
,
where XH1 and X˜H2 are two independent processes from a class of d-dimensional centered
Gaussian processes satisfying certain local nondeterminism property. We first give a condi-
tion for existence of derivatives of the local time. Then, under this condition, we show that
derivatives of the local time are Ho¨lder continuous in both time and space variables. Moreover,
under some additional assumptions, we show that this condition is also necessary for existence
of derivatives of the local time at the origin.
Keywords: Gaussian fields, Derivatives of local time, Local nondeterminism property, Ho¨lder
continuity.
Subject Classification: Primary 60F25; Secondary 60G15, 60G22.
1 Introduction
For H ∈ (0, 1), let XH = {XHt : t ≥ 0} be a d-dimensional centered Gaussian stochastic process
whose components XH,ℓ(1 ≤ ℓ ≤ d) are independent and identically distributed, and satisfy
the following local nondeterminism property: for any T > 0, there exists a positive constant
κT,m,H depending only on T , m and H, such that for any 0 = t0 < t1 < · · · < tm < 2T and
xi ∈ R(1 ≤ i ≤ m), we have
Var
( m∑
i=1
xi(X
H,ℓ
ti
−XH,ℓti−1)
)
≥ κT,m,H
m∑
i=1
x2i (ti − ti−1)2H . (1.1)
Let GdL be the class of all such d-dimensional centered Gaussian processes X
H and GdL,U the class
of XH ∈ GdL posessing the following property: there is a positive constant CT,H depending only
on T and H such that Var (XH,1t ) ≤ CT,H |t|2H for all t ∈ [0, 2T ].
From results in [9], we can easily see that the d-dimensional Gaussian processes given below are
in GdL,U :
(i) Bifractional Brownian motion (bi-fBm). The covariance function for components of this process
is given by
E (XH,ℓt X
H,ℓ
s ) = 2
−K0
[
(t2H0 + s2H0)K0 − |t− s|2H0K0],
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whereH0 ∈ (0, 1) andK0 ∈ (0, 1]. HereH = H0K0 andK = 1 gives the classic fractional Brownian
motion (fBm) case with Hurst parameter H = H0.
(ii) Subfractional Brownian motion (sub-fBm). The covariance function for components of this
process is given by
E (XH,ℓt X
H,ℓ
s ) = t
2H + s2H − 1
2
[
(t+ s)2H + |t− s|2H],
where H ∈ (0, 1).
It is well-known that the Dirac function δ(x) on Rd can be approximated by
pε(x) =
1
(2πε)
d
2
e−
|x|2
2ε =
1
(2π)d
∫
Rd
eιy·xe−
ε|y|2
2 dy.
So, for multi-index k = (k1, · · · , kd) with all ki being nonnegative integers, we can approximate
δ(k) =
∂k
∂xk11 · · · ∂xkdd
δ(x)
by
p(k)ε (x) =
∂k
∂xk11 · · · ∂xkdd
pε(x) =
ι|k|
(2π)d
∫
Rd
( d∏
i=1
ykii
)
eιy·xe−
ε|y|2
2 dy,
where |k| =
d∑
i=1
ki.
Let XH1 and X˜H2 be two independent Gaussian processes in GdL with parameters H1 and H2,
respectively. Then
Z =
{
Z(t, s) = XH1t − X˜H2s , s, t ≥ 0
}
(1.2)
is a (2, d)-Gaussian field. For any T > 0 and x ∈ Rd, if
L(k)ε (T, x) :=
∫ T
0
∫ T
0
p(k)ε (X
H1
t − X˜H2s − x) ds dt (1.3)
converges to a random variable in Lp(p ≥ 1) when ε ↓ 0, we denote the limit by L(k)(T, x) and call
it the k-th derivatives of local time for the (2, d)-Gaussian field Z. If it exists, L(k)(T, x) admits
the following Lp-representation
L(k)(T, x) =
∫ T
0
∫ T
0
δ(k)(XH1t − X˜H2s + x) ds dt. (1.4)
When k = 0, L(0)(T, x) is just the local time of the (2, d)-Gaussian field Z at x. Local time
of Gaussian processes or Gaussian fields are important subjects in probability theory and has a
long history, see, e.g., [1, 8, 3, 4] and references therein. When x = 0, L(0)(T, 0) is also called the
intersection local time of XH1 and X˜H2 . Recently, intersection local time for independent fBms and
its derivatives have received a lot of attention. If XH1 and X˜H2 are two independent d-dimensional
fBms with the same Hurst parameter H, Nualart and Ortiz-Latorre in [6] proved that L(0)(T, 0)
exists in L2 if and only if Hd < 2. This result was later extended to (N, d)-fBms with Hurst
parameters H1 and H2 by Wu and Xiao in [10], where they also established the regularity of the
corresponding intersection local time. When k 6= 0, Yan in [11] showed that L(1)ε (T, x) converges
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in Lp (p > 0) if 1H1 +
1
H2
> 3 for the 1-dimensional fBm case; Guo, Hu and Xiao in [2] gave a
condition for existence of L(k)(T, 0) and showed the exponential integrability of L(k)(T, 0) for the
d-dimensional fBm case. When the (2, d)-Gaussian field Z is replaced by a 1-dimensional fBm,
Jaramillo, Nourdin and Peccati in [5] gave a sharp condition for existence (in L2) of derivatives of
the local time and established their Ho¨lder continuity in the time variable.
In this paper we consider existence of L(k)(T, x) for independent processes from a large class
of d-dimensional centered Gaussian processes including fBms, bi-fBms and sub-fBms. In addition,
we do not require that XH1 and X˜H2 are both fBms. They can be different, for example, XH1
can be a bi-fBm while X˜H2 a sub-fBm. We give a mild condition for existence of L(k)(T, x) and
then establish its Ho¨lder continuity in both time and space variables. Our condition is sharp since
it is also necessary for existence of L(k)(T, 0) if XH1 and X˜H2 satisfy certain additional property,
which is posed by Gaussian processes, say fBms, bi-fBms and sub-fBms. A reason for focusing on
two independent Gaussian processes is that the methodology developed here can be easily used
to obtain the corresponding results for one Gaussian process or k (k ≥ 3) independent Gaussian
processes. Moreover, this paper can be viewed as an extension of [9, 7] where central limit theorems
for functionals of XHt − X˜Hs are not available for H ≤ 2d+2 , see [5] for this phenomenon in the one
1-dimensional fBm case. Here the main difficulty comes from the second independent Gaussian
process. Especially in the proof of Theorem 1.2, we need some kind of chaining argument to get
the main ingredient in E [|L(k)ε (T, 0)|2] as ε ↓ 0.
The following are main results of this paper.
Theorem 1.1 Assume that XH1 = {XH1t : t ≥ 0} and X˜H2 = {X˜H2t : t ≥ 0} are two independent
Gaussian processes in GdL with parameters H1,H2 ∈ (0, 1), respectively. If H1H2H1+H2 (2|k| + d) < 1,
then the k-th derivative of local time L(k)(T, x) exists in Lp for any p ∈ [1,∞). Moreover, L(k)(T, x)
has a modification which is θ1-Ho¨lder continuous in space for all θ1 ∈ (0, 1∧ ( 1H1 + 1H2 − 2|k| − d))
and θ2-Ho¨lder continuous in time for all θ2 ∈ (0, 1 − H1H2H1+H2 (|k|+ d)).
Theorem 1.2 Assume that XH1 = {XH1t : t ≥ 0} and X˜H2 = {X˜H2t : t ≥ 0} are two independent
Gaussian processes in GdL,U with parameters H1,H2 ∈ (0, 1), respectively. The following statements
are true:
(i) if H1H2H1+H2d ≥ 1, then L
(0)
ε (T, 0) diverges in L2 as ε ↓ 0;
(ii) if H1H2H1+H2d ≤ 1 and
H1H2
H1+H2
(2|k| + d) ≥ 1, then L(k)ε (T, 0) diverges in L2 as ε ↓ 0.
Remark 1.3 For independent d-dimensional centered Gaussian processes XH1 and X˜H2 in GdL,U ,
Theorem 1.1 and statement (i) in Theorem 1.2 imply that L(0)(T, 0) exists in L2 if and only if
H1H2
H1+H2
d < 1. Theorem 1.1 and statement (ii) in Theorem 1.2 say that, if L(0)(T, 0) exists in L2,
then L(k)(T, 0)(k 6= 0) exists in L2 if and only if H1H2H1+H2 (2|k| + d) < 1. In the proof of Theorem
1.2 below, we also give concrete divergence rates of E |L(k)ε (T, 0)|2 as ε ↓ 0 in different cases. The
asymptotic behavior of L
(k)
ε (T, 0) as ε ↓ 0 in these cases will be studied in a future paper.
Remark 1.4 For N ∈ N, define the (N, d)-Gaussian field
ZN =
{ N∑
j=1
X
j,Hj
tj
: tj ≥ 0, j = 1, . . . , d
}
,
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where X
j,Hj
tj
are independent Gaussian processes in GdL. Replace Z in L
(k)(T, x) and L(k)(T, x) by
ZN and denote the new terms as L
(k)
N (T, x) and L
(k)
N,ε(T, x), respectively. Using similar arguments
as in the proof of Theorems 1.1 and 1.2, we can also obtain that
(1) If 2|k|+ d <
d∑
j=1
H−1j , L
(k)
N (T, x) exists in L
p for any p ∈ [1,∞). Moreover, L(k)N (T, x) has a
modification which is θ1-Ho¨lder continuous in space for all θ1 ∈ (0, 1 ∧ (
d∑
j=1
1
Hj
− 2|k| − d))
and θ2-Ho¨lder continuous in time for all θ2 ∈ (0, 1 − |k|+d∑d
j=1 H
−1
j
).
(2) If d ≥
d∑
j=1
H−1j and X
j,Hj
tj
∈ GdL,U for each j = 1, 2 . . . , ℓ, then L(0)N,ε(T, 0) diverges in L2 as
ε ↓ 0.
(3) If (2|k|+d) ≥
d∑
j=1
H−1j ≥ d and X
j,Hj
tj
∈ GdL,U for each j = 1, 2 . . . , ℓ, then L(k)N,ε(T, 0) diverges
in L2 as ε ↓ 0.
After some preliminaries in Section 2, Section 3 is devoted to the proofs of Theorems 1.1 and 1.2.
Throughout this paper, if not mentioned otherwise, the letter c, with or without a subscript, denotes
a generic positive finite constant whose exact value is independent of m and may change from line
to line. For any x, y ∈ Rd, we use x · y to denote the usual inner product and |x| = (
d∑
i=1
|xi|2)1/2.
Moreover, we use ι to denote
√−1.
2 Preliminaries
In this section, we give two lemmas for Gaussian processes XH in GdL. Lemma 2.1 is needed in the
proof of Theorem 1.1, while Lemma 2.2 plays an important role in the proof of Theorem 1.2.
Lemma 2.1 For 0 < s1 < s2 < · · · < sm < 2T , k ∈ N ∪ {0} and ε ≥ 0, there exists a constant
CT,k,m,H depending only on T , k, m and H such that∫
Rmd
exp
(
− 1
2
Var
( m∑
j=1
yj ·XHsj
)
− ε
2
m∑
j=1
|yj|2
) m∏
j=1
|yj |k dy
≤ CT,k,m,H
∑
S
m∏
j=1
[
(sj − sj−1)2H + ε
]− 1+k(pj+pj−1)
2
,
where S = {pi, pi : pi ∈ {0, 1}, pi + pi = 1, i = 1, . . . ,m− 1, pm = 1}.
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Proof. Make the change of variables xj =
m∑
k=j
yk for j = 1, 2, · · · ,m with the convention xm+1 = 0.
Then, using the local nondeterminism property (1.1) and Lemma 4.4, we can obtain
∫
Rmd
exp
(
− 1
2
Var
( m∑
j=1
yj ·XHsj
)
− ε
2
m∑
j=1
|yj|2
) m∏
j=1
|yj|k dy
≤
∫
Rmd
exp
(
− κT,m,H
2
m∑
j=1
|xj |2
[
(sj − sj−1)2H + 2ε
m(m+ 1)κT,m,H
]) m∏
j=1
|xj − xj+1|k dx.
Let c = κT,m,H ∧ 2m(m+1) . Then
∫
Rmd
exp
(
− 1
2
Var
( m∑
j=1
yj ·XHsj
)
− ε
2
m∑
j=1
|yj|2
) m∏
j=1
|yj|k dy
≤ 2km
∫
Rmd
exp
(
− c
2
m∑
j=1
|xj |2
[
(sj − sj−1)2H + ε
]) m∏
j=1
(|xj |k + |xj+1|k) dx
= 2km
∑
S
∫
Rmd
exp
(
− c
2
m∑
j=1
|xj |2
[
(sj − sj−1)2H + ε
]) m∏
j=1
|xj|k(pj+pj−1) dx
≤ CT,k,m,H
∑
S
m∏
j=1
[
(sj − sj−1)2H + ε
]− 1+k(pj+pj−1)
2
.
This gives the desired result.
Lemma 2.2 For any p ≥ 1 and m ∈ N, there exists a positive constant CT,m,H,p depending on T ,
m, H and p such that
(∫
[0,T ]m<
exp
(
− 1
2
Var
( m∑
j=1
yj ·XHui
))
du
)p
≤ CmT,m,H,p
∫
[0,T ]m<
exp
(
− κT,m,H
2
m∑
j=1
∣∣∣ m∑
i=j
yi
∣∣∣2(∆uj) 2Hp
)
du,
where
[0, T ]m< =
{
0 = u0 < u1 < u2 · · · < um < T
}
and ∆uj = uj − uj−1 for j = 1, 2, . . . ,m.
Proof. For any a ≥ 0 and T > 0, let fT (a) =
(∫ T
0
e−a v
2H
dv
)p
∫ T/m
0
e−av
2H
p
dv
. Clearly, fT (·) is continuous on
[0,∞), lim
a→∞
fT (a) =
Γp( 1
2H
)
p(2H)p−1Γ( p
2H
)
and fT (0) = mT
p−1. Therefore, there exists a positive constant
CT,m,H,p depending only on T , m, H and p such that(∫ T
0
e−a v
2H
dv
)p
≤ CT,m,H,p
∫ T/m
0
e−a v
2H
p
dv, for all a ≥ 0.
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Using local nondeterminism property (1.1) and the above inequality,
(∫
[0,T ]m<
exp
(
− 1
2
Var
( m∑
j=1
yj ·XHui
))
du
)p
≤
(∫
[0,T ]m<
exp
(
− κT,m,H
2
m∑
j=1
∣∣∣ m∑
i=j
yi
∣∣∣2(∆uj)2H) du
)p
≤
m∏
j=1
(∫ T
0
exp
(
− κT,m,H
2
∣∣∣ m∑
i=j
yi
∣∣∣2v2H) dv)p
≤ CmT,m,H,p
m∏
j=1
∫ T/m
0
exp
(
− κT,m,H
2
∣∣∣ m∑
i=j
yi
∣∣∣2v 2Hp ) dv
≤ CmT,m,H,p
∫
[0,T ]m<
exp
(
− κT,m,H
2
m∑
j=1
∣∣∣ m∑
i=j
yi
∣∣∣2(∆uj) 2Hp
)
du.
This completes the proof.
3 Proofs of main results.
In this section, we will give proofs of Theorems 1.1 and 1.2.
3.1 Proof of Theorem 1.1
Proof. Recall the definition of L
(k)
ε (T, x) in (1.3). Using Fourier transform,
L(k)ε (T, x) =
ι|k|
(2π)d
∫ T
0
∫ T
0
∫
Rd
d∏
i=1
ykii e
ιy·(X
H1
u −X˜
H2
v −x)e−
ε|y|2
2 dy du dv.
Fix an even integer m ≥ 1 and denote Tm = [0, T ]2m. We have
E
[
|L(k)ε (T, x)|m
]
≤ 1
(2π)md
∫
Tm
∫
Rmd
exp
{
− 1
2
E
[ m∑
j=1
yj · (XH1sj − X˜H2tj )
]2}
× exp
{
− ε
2
m∑
j=1
|yj |2
} m∏
j=1
( d∏
i=1
|yj,i|ki
)
dy dt ds.
Let Pm be the set of all permutations of {1, 2, . . . ,m} and
DmT =
{
u ∈ [0, T ]m : 0 < u1 < · · · < um < T
}
.
Then
E
[
|L(k)ε (T, x)|m
]
≤ m!
(2π)md
∑
σ∈Pm
∫
DmT ×D
m
T
∫
Rmd
exp
{
− 1
2
E
[ m∑
j=1
yj · (XH1sj − X˜H2tσ(j))
]2} m∏
j=1
|yj ||k| dy dt ds.
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Using Ho¨lder inequality,
∫
Rmd
exp
{
− 1
2
E
[ m∑
j=1
yj · (XH1sj − X˜H2tσ(j))
]2} m∏
j=1
|yj||k| dy
≤
(∫
Rmd
exp
{
− H1 +H2
2H2
Var
( m∑
j=1
yj ·XH1sj
)} m∏
j=1
|yj||k| dy
) H2
H1+H2
×
(∫
Rmd
exp
{
− H1 +H2
2H1
Var
( m∑
j=1
yj ·XH2tσ(j)
)} m∏
j=1
|yj ||k| dy
) H1
H1+H2
≤
(∫
Rmd
exp
{
− 1
2
Var
( m∑
j=1
yj ·XH1sj
)} m∏
j=1
|yj ||k| dy
) H2
H1+H2
×
(∫
Rmd
exp
{
− 1
2
Var
( m∑
j=1
yj ·XH2tσ(j)
)} m∏
j=1
|yj||k| dy
) H1
H1+H2
.
Now by Lemma 2.1 and the inequality
( n∑
i=1
ai
)α ≤ n∑
i=1
aαi for any n ∈ N, ai ≥ 0 and α ∈ [0, 1],
we have
E
[
|L(k)ε (T, x)|m
]
≤ c1
(∑
S
∫
DmT
m∏
j=1
(sj − sj−1)−
H1H2
H1+H2
d−
H1H2
H1+H2
|k|(pj+pj−1)ds
)2
, (3.1)
where S = {pj, pj : pj ∈ {0, 1}, pj + pj = 1, j = 1, . . . ,m− 1, pm = 1}.
Note that pj + pj−1 ∈ {0, 1, 2} for j = 1, . . . ,m. Hence, when H1H2H1+H2 (d+ 2|k|) < 1,
E
[
|L(k)ε (T, x)|m
]
<∞
for all ε > 0.
Observe that
E
[
|L(k)ε (T, x)− L(k)η (T, x)|m
]
≤ 1
(2π)md
∫
Tm
∫
Rmd
exp
{
− 1
2
E
[ m∑
j=1
yj · (XH1sj − X˜H2tj )
]2}
×
m∏
j=1
∣∣∣∣ exp{− ε2 |yj|2
}
− exp
{
− η
2
|yj|2
}∣∣∣∣
m∏
j=1
( d∏
i=1
|yj,i|ki
)
dy dt ds
and
∫
Tm
∫
Rmd
exp
{
− 1
2
E
[ m∑
j=1
yj · (XH1sj − X˜H2tj )
]2}∣∣∣∣
m∏
j=1
( d∏
i=1
|yj,i|ki
)
dy dt ds <∞
when H1H2H1+H2 (d+2|k|) < 1. Now, by the dominated convergence theorem, we can easily obtain that
the k-th derivative of the local time L(k)(T, x) exists in Lp for any p ∈ [1,∞) if H1H2H1+H2 (d+2|k|) < 1.
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In the sequel, we show the Ho¨lder continuity of L(k)(T, x) in time and space variables. For
Ho¨lder continuity in the space variable, using Fourier transform,
L(k)ε (T, z + x)− L(k)ε (T, x)
=
ι|k|
(2π)d
∫ T
0
∫ T
0
∫
Rd
d∏
i=1
ykii e
ιy·(X
H1
u −X˜
H2
v )(e−ιy·(z+x) − e−ιy·x)e− ε|y|
2
2 dy du dv.
Then, for any even integer m,
E
[
|L(k)ε (T, z + x)− L(k)ε (T, x)|m
]
≤
∫
Tm
∫
Rmd
exp
{
− 1
2
E
[ m∑
j=1
yj · (XH1sj − X˜H2tj )
]2}
× exp
{
− ε
2
m∑
j=1
|yj|2
} m∏
j=1
(|e−ιyj ·z − 1||yj ||k|) dy dt ds.
Note that |e−ιyj ·z − 1| ≤ cα|z|α|yj|α for any α ∈ [0, 1]. Hence
m∏
j=1
(
|e−ιyj ·zj − 1||yj ||k|
)
≤ cmα |z|mα
m∏
j=1
|yj||k|+α.
Similarly, for any α ∈ [0, 1 ∧ ( 1H1 + 1H2 − 2|k| − d)),
E
[
|L(k)ε (T, z + x)− L(k)ε (T, x)|m
]
≤ c2|z|mα.
Therefore,
E
[
|L(k)(T, z + x)− L(k)(T, x)|m
]
≤ 3m lim
ε↓0
E
[
|L(k)(T, z + x)− L(k)ε (T, z + x)|m
]
+ 3m lim sup
ε↓0
E
[
|L(k)ε (T, z + x)− L(k)ε (T, x)|m
]
+ 3m lim
ε↓0
E
[
|L(k)ε (T, x)− L(k)(T, x)|m
]
≤ c3|z|mα.
The desired θ1-Ho¨lder continuity in the space variable follows from the Kolmogorov’s continuity
criterion.
For Ho¨lder continuity in the time variable, we see that
L(k)ε (T + h, x)− L(k)ε (T, x)
=
∫ T+h
0
∫ T
0
p(k)ε (X
H1
t − X˜H2s − x) ds dt+
∫ T
0
∫ T+h
T
p(k)ε (X
H1
t − X˜H2s − x) ds dt
+
∫ T+h
T
∫ T+h
T
p(k)ε (X
H1
t − X˜H2s − x) ds dt
=: Iε,1 + Iε,2 + Iε,3.
It suffices to show that, for any even integer m, E |Iε,1|m is less than a constant multiple of
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h
m
(
1−
H1H2
H1+H2
(|k|+d)
)
. Let T hm = [T, T + h]
m × [0, T ]m. By Fourier transform,
E |Iε,1|m ≤ 1
(2π)md
∫
Thm
∫
Rmd
exp
{
− 1
2
E
[ m∑
j=1
yj · (XH1sj − X˜H2tj )
]2}
× exp
{
− ε
2
m∑
j=1
|yj|2
} m∏
j=1
|yj||k| dy dt ds.
Let DmT,h =
{
u ∈ [T, T + h]m : T < u1 < · · · < um < T + h
}
. Now using Ho¨lder inequality as in
obtaining (3.1) and then Lemmas 4.1 and 4.2,
E |Iε,1|m ≤ c3
∑
S
∫
DmT,h
m∏
j=1
(sj − sj−1)−
H1H2
H1+H2
d−
H1H2
H1+H2
|k|(pj+pj−1)ds
≤ c4
∑
S
h
m∑
j=1
[
1−
H1H2
H1+H2
d−
H1H2
H1+H2
|k|(pj+pj−1)
]
≤ c5 hm
(
1−
H1H2
H1+H2
(|k|+d)
)
.
Therefore,
E
[∣∣L(k)(T + h, x)− L(k)(T, x)∣∣m]
≤ 3m lim
ε↓0
E
[∣∣L(k)(T + h, x) − L(k)ε (T + h, x)∣∣m]+ 3m lim sup
ε↓0
E
[∣∣L(k)ε (T + h, x) − L(k)ε (T, x)∣∣m]
+ 3m lim
ε↓0
E
[∣∣L(k)ε (T, x)− L(k)(T, x)∣∣m]
≤ c6 hm
(
1−
H1H2
H1+H2
(|k|+d)
)
.
By Kolmogorov’s continuity criterion, we get the θ2-Ho¨lder continuity in the time variable.
This completes the proof.
3.2 Proof of Theorem 1.2
Proof. We divide the proof into several steps.
Step 1. Recall that
E
[
|L(k)ε (T, 0)|2
]
=
(−1)|k|
(2π)2d
∫
[0,T ]4
∫
R2d
I2(H1, s, x)I˜2(H2, t, x)
× exp
{
− ε
2
(|x1|2 + |x2|2)
} d∏
i=1
xki2,i
d∏
i=1
xki1,i dx dt ds, (3.2)
where I2(H, t, x) = exp
{
− 12E
[
x2 ·XHt2 + x1 ·XHt1
]2}
and
I˜2(H, t, x) = exp
{
− 1
2
E
[
x2 · X˜Ht2 + x1 · X˜Ht1
]2}
.
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We define F
(k)
T,ε by replacing
d∏
i=1
xki1,i in (3.2) with
d∏
i=1
(−x2,i)ki . That is,
F
(k)
T,ε =
1
(2π)2d
∫
[0,T ]4
∫
R2d
I2(H1, s, x)I˜2(H2, t, x)
× exp
{
− ε
2
(|x1|2 + |x2|2)
} d∏
i=1
x2ki2,i dx dt ds.
Note that
min
{
I2(H, t, y), I˜2(H, t, y)
}
≥ exp
{
− c1
(|x2|2t2H2 + |x1|2t2H1 )}.
Hence,
F
(k)
T,ε ≥ c2
∫
[0,T ]4
∫
R2d
exp
{
− |x2|2(t2H22 + s2H12 + ε)− |x1|2(t2H21 + s2H11 + ε)
} d∏
i=1
x2ki2,i dx dt ds
= c3
∫
[0,T ]4
(t2H22 + s
2H1
2 + ε)
− d
2 (t2H21 + s
2H1
1 + ε)
− d
2
−|k| dt ds.
By Lemma 4.3,
F
(k)
T,ε ≥


c4 ε
H1+H2
H1H2
−d
if H1H2H1+H2 d > 1, |k| = 0
c4 ln
2(1 + ε−
1
2 ) if H1H2H1+H2 d = 1, |k| = 0
c4 ln(1 + ε
− 1
2 )ε
H1+H2
2H1H2
− d
2
−|k|
if H1H2H1+H2 d = 1,
H1H2
H1+H2
(2|k| + d) > 1
c4 ε
H1+H2
2H1H2
− d
2
−|k|
if H1H2H1+H2 d < 1,
H1H2
H1+H2
(2|k| + d) > 1
c4 ln(1 + ε
− 1
2 ) if H1H2H1+H2 d < 1,
H1H2
H1+H2
(2|k| + d) = 1.
(3.3)
Step 2. We estimate
∣∣∣E [|L(k)ε (T, 0)|2]−F (k)T,ε ∣∣∣. It is easy to see that ∣∣∣E [|L(0)ε (T, 0)|2]−F (0)T,ε ∣∣∣ = 0.
So it suffices to consider the case |k| ≥ 1 in the sequal. Recall that P2 is the set of all permutations
of {1, 2}. That is,
P2 =
{
σ1, σ2 : σ1(1) = σ2(2) = 1, σ1(2) = σ2(1) = 2
}
.
For σ ∈ P2, define
J˜σ2 (H, t, y) = exp
{
− 1
2
Var
[
(yσ(2) − yσ(2)+1) · (X˜Ht2 − X˜Ht1 ) + y1 · X˜Ht1
]}
with the convention y3 = 0 and
J2(H, t, y) = exp
{
− 1
2
Var
[
y2 · (XHt2 −XHt1 ) + y1 ·XHt1
]}
.
Making the change of variables y2 = x2 and y1 = x2 + x1 gives
E
[
|L(k)ε (T, 0)|2
]
− F (k)T,ε
= 2
(−1)|k|
(2π)2d
∑
σ∈P2
∫
D2T×D
2
T
∫
R2d
J2(H1, s, y)J˜
σ
2 (H2, t, y) exp
{
− ε
2
(|y1 − y2|2 + |y2|2)}
×
d∏
i=1
yki2,i
( d∏
i=1
(y1,i − y2,i)ki −
d∏
i=1
(−y2,i)ki
)
dy dt ds,
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where D2T =
{
0 < t1 < t2 < T
}
.
Set
∆k,d(y) =
d∏
i=1
yki2,i
( d∏
i=1
(y1,i − y2,i)ki −
d∏
i=1
(−y2,i)ki
)
.
It is easy to see that
|∆k,d(y)| ≤ c5
|k|∑
ℓ=1
|y2|2|k|−ℓ|y1|ℓ.
For ℓ = 1, . . . , |k|, define
F ℓ(y) = exp
{
− ε
2
(|y1 − y2|2 + |y2|2)
}
|y2|2|k|−ℓ|y1|ℓ.
Then,
∣∣∣E [|L(k)ε (T, 0)|2]− F (k)T,ε ∣∣∣ ≤ c5
|k|∑
ℓ=1
(Kℓε,1 +K
ℓ
ε,2), (3.4)
where
Kℓε,i =
∫
D2T×D
2
T
∫
R2d
J2(H1, s, y)J˜
σi
2 (H2, t, y)F
ℓ(y) dy dt ds, i = 1, 2.
Step 3. We estimate Kℓε,1 and K
ℓ
ε,2 for ℓ = 1, . . . , |k|. Using the local nondeterminism property
(1.1) and Lemma 4.4,
Kℓε,1 ≤ c6
∫
D2T×D
2
T
∫
R2d
exp
{
− |y2|2{(t2 − t1)2H2 + (s2 − s1)2H1 + ε}
}
× exp
{
− |y1|2{t2H21 + s2H11 + ε}
}
|y2|2|k|−ℓ|y1|ℓ dy dt ds
≤ c7
∫
D2T×D
2
T
{(t2 − t1)2H2 + (s2 − s1)2H1 + ε}−
2|k|−ℓ+d
2 {t2H21 + s2H11 + ε}−
ℓ+d
2 dt ds
≤ c7
∫
[0,T ]2
(u2H2 + v2H1 + ε)−
2|k|−ℓ+d
2 du dv
∫
[0,T ]2
(u2H2 + v2H1 + ε)−
ℓ+d
2 du dv.
For ℓ = 1, . . . , |k|, by Lemma 4.3, we could obtain that
Kℓε,1 ≤ c8 hd,|k|,1H1,H2(ε), (3.5)
where
h
d,|k|,1
H1,H2
(ε) =


ε
H1+H2
2H1H2
− d
2
−|k|
if H1H2H1+H2 d = 1,
H1H2
H1+H2
(2|k| + d) > 1
ε
H1+H2
2H1H2
− d
2
−|k|+β
if H1H2H1+H2 d < 1,
H1H2
H1+H2
(2|k| + d) > 1
1 if H1H2H1+H2 d < 1,
H1H2
H1+H2
(2|k| + d) = 1,
(3.6)
where β = 14
{
1 ∧ (H1+H2H1H2 − d) ∧ (d+ 2|k| − H1+H2H1H2 )
}
.
We next estimate Kℓε,2. Using Ho¨lder inequality,
Kℓε,2 ≤
(∫
R2d
F ℓ(y)
( ∫
D2T
J2(H1, s, y)ds
)H1+H2
H2 dy
) H2
H1+H2
×
(∫
R2d
F ℓ(y)
( ∫
D2T
J˜σ22 (H2, t, y) dt
)H1+H2
H1 dy
) H1
H1+H2
.
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Then, by Lemmas 2.2 and 4.4,
∫
R2d
F ℓ(y)
( ∫
D2T
J2(H1, s, y)ds
)H1+H2
H2 dy
≤
∫
R2d
∫
D2T
exp
{
− c9
(|y2|2{(s2 − s1) 2H1H2H1+H2 + ε}+ |y1|2{s 2H1H2H1+H21 + ε})}|y2|2|k|−ℓ|y1|ℓ ds dy
≤ c10
∫ T
0
(u
2H1H2
H1+H2 + ε)−
2|k|−ℓ+d
2 du
∫ T
0
(u
2H1H2
H1+H2 + ε)−
ℓ+d
2 du
≤ c11 hd,|k|,1H1,H2(ε).
Making the change of variables gives y1 − y2 = x2 and y1 = x1 gives∫
R2d
F ℓ(y)
( ∫
D2T
J˜σ22 (H2, t, y) dt
)H1+H2
H1 dy
=
∫
R2d
exp
{
− ε
2
(|x1 − x2|2 + |x2|2)
}
|x1 − x2|2|k|−ℓ|x1|ℓ
(∫
D2T
J˜σ12 (H2, t, x) dt
)H1+H2
H1 dx
≤
∫
R2d
∫
D2T
exp
{
− c12
(|x2|2{(t2 − t1) 2H1H2H1+H2 + ε}+ |x1|2{t 2H1H2H1+H21 + ε})}
×
2|k|−ℓ∑
j=0
|x1|j+ℓ|x2|2|k|−ℓ−j dt dx
≤ c13
2|k|−ℓ∑
j=0
∫ T
0
(u
2H1H2
H1+H2 + ε)−
2|k|−ℓ−j+d
2 du
∫ T
0
(u
2H1H2
H1+H2 + ε)−
ℓ+j+d
2 du
≤ c14 hd,|k|,2H1,H2(ε),
where in the last inequality we used Lemma 4.3 and
h
d,|k|,2
H1,H2
(ε) =


ln(1 + ε−
1
2 )ε
H1+H2
2H1H2
− d
2
−|k|
if H1H2H1+H2 d = 1,
H1H2
H1+H2
(2|k| + d) > 1
ε
H1+H2
2H1H2
− d
2
−|k|
if H1H2H1+H2 d < 1,
H1H2
H1+H2
(2|k| + d) > 1
ln(1 + ε−
1
2 ) if H1H2H1+H2 d < 1,
H1H2
H1+H2
(2|k| + d) = 1.
(3.7)
Therefore,
Kℓε,2 ≤ c15
(
h
d,|k|,1
H1,H2
(ε)
) H1
H1+H2
(
h
d,|k|,2
H1,H2
(ε)
) H2
H1+H2 . (3.8)
Step 4. We show the divergence of E
[
|L(k)ε (T, 0)|2
]
as ε tends to 0. Combining inequalities (3.4),
(3.5) and (3.8) gives∣∣∣E [|L(k)ε (T, 0)|2]− F (k)T,ε ∣∣∣ ≤ c16 1N(|k|)(hd,|k|,1H1,H2(ε)) H1H1+H2 (hd,|k|,2H1,H2(ε)) H2H1+H2 .
Recall the inequality (3.3), definition of h
d,|k|,1
H1,H2
(ε) in (3.6) and definition of h
d,|k|,2
H1,H2
(ε) in (3.7). We
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finally have
E
[|L(k)ε (T, 0)|2] ≥


c17 ε
H1+H2
H1H2
−d
if H1H2H1+H2d > 1, |k| = 0
c17 ln
2(1 + ε−
1
2 ) if H1H2H1+H2d = 1, |k| = 0
c17 ln(1 + ε
− 1
2 )ε
H1+H2
2H1H2
− d
2
−|k|
if H1H2H1+H2d = 1,
H1H2
H1+H2
(2|k|+ d) > 1
c17 ε
H1+H2
2H1H2
− d
2
−|k|
if H1H2H1+H2d < 1,
H1H2
H1+H2
(2|k|+ d) > 1
c17 ln(1 + ε
− 1
2 ) if H1H2H1+H2d < 1,
H1H2
H1+H2
(2|k|+ d) = 1.
This completes the proof.
4 Appendix
In this section, we give some known results that are used in this paper.
Lemma 4.1 For any T > 0 and ai ∈ (0, 1) with i = 1, 2, · · · ,m,∫
DmT
m∏
j=1
u−aij du =
∏m
j=1 Γ(1− aj)
Γ(m+ 1−∑mi=1 ai)T
m∑
i=1
(1−ai)
,
where DmT =
{
0 < u1 + u2 + · · ·+ um < T : ui ≥ 0, i = 1, 2, · · · ,m
}
.
Proof. For i = 1, 2, · · · ,m, let dui =
∏m
j=i duj . Then
∫
DmT
m∏
j=1
u−aij du =
T
m∑
i=1
(1−ai)
1− a1
∫
Dm−11
(1−
m∑
j=2
uj)
1−a1
m∏
j=2
u−aij du2
=
T
m∑
i=1
(1−ai)
1− a1
∫
Dm−21
∫ 1− m∑
j=3
uj
0
u−a22 (1−
m∑
j=3
uj − u2)1−a1 du2
m∏
j=3
u−aij du3
...
=
T
m∑
i=1
(1−ai)
1− a1
m∏
j=2
B(1− aj , j −
j−1∑
i=1
ai)
=
∏m
j=1 Γ(1− aj)
Γ(
∑m
i=1(1− ai) + 1)
T
m∑
i=1
(1−ai)
.
Lemma 4.2 For any T > 0 and ai ∈ (0, 1) with i = 1, 2, · · · ,m,∫
DmT,h
m∏
j=1
u−aij du ≤
∏m
j=1 Γ(1− aj)
Γ(m+ 1−∑mi=1 ai)h
m∑
i=1
(1−ai)
,
where DmT,h =
{
T < u1, T < u1 + u2 + · · ·+ um < T + h : ui ≥ 0, i = 2, · · · ,m
}
.
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Proof. For i = 1, 2, · · · ,m, let dui =
∏m
j=i duj . Then∫
DmT,h
m∏
j=1
u−aij du =
1
1− a1
∫
Dm−1h
[(T + h−
m∑
j=2
uj)
1−a1 − T 1−a1 ]
m∏
j=2
u−aij du2
≤ 1
1− a1
∫
Dm−1h
(h−
m∑
j=2
uj)
1−a1
m∏
j=2
u−aij du2
=
∫
Dmh
m∏
j=1
u−aij du
=
∏m
j=1 Γ(1− aj)
Γ(
∑m
i=1(1− ai) + 1)
h
m∑
i=1
(1−ai)
,
where we used Lemma 4.1 in the last equality.
Lemma 4.3 Assume that T > 0 and α ≥ 0. Then for all ε ∈ (0, T/2),
∫ T
0
(u
2H1H2
H1+H2 + ε)−
d
2
−αdu ≍


ε
H1+H2
2H1H2
− d
2
−α
if H1+H2H1H2 < d+ 2α
ln(1 + ε−
1
2 ) if H1+H2H1H2 = d+ 2α
1 if H1+H2H1H2 > d+ 2α
and ∫
[0,T ]2
(
u2H1 + v2H2 + ε
)− d
2
−α
du dv ≍


ε
H1+H2
2H1H2
− d
2
−α
if H1+H2H1H2 < d+ 2α
ln(1 + ε−
1
2 ) if H1+H2H1H2 = d+ 2α
1 if H1+H2H1H2 > d+ 2α
,
where f(ε) ≍ g(ε) means that the ratio f(ε)/g(ε) is bounded from below and above by positive
constants not depending on ε ∈ (0, T/2).
Proof. This first result follows from Lemma 2.2 in [10]. To get the second one, we make the change
of variables uH1 = r cos θ and vH2 = r sin θ. It is easy to see that
∫
[0,T ]2
(
u2H1+v2H2+2ε
)− d
2
−α
du dv
is less than a constant multiple of
∫ 2TH1∨2TH2
0
r
H1+H2
H1H2
−1
(r2+ε)
d
2+α
dr and greater that a constant multiple of
∫ TH1∧TH2
0
r
H1+H2
H1H2
−1
(r2+ε)
d
2+α
dr. The desired result now follows from Lemma 2.2 in [10].
Lemma 4.4 For any m ∈ N, xj ∈ Rd with j = 1, · · · ,m and xm+1 = 0,
m∑
j=1
|xj − xj+1|2 ≥ 2
m(m+ 1)
m∑
j=1
|xj|2.
Proof. Make the change of variables yj = xj − xj+1 for j = 1, . . . ,m. Then
m∑
j=1
|xj |2 =
m∑
j=1
|
m∑
k=j
yk|2 ≤
m∑
j=1
(m− j + 1)
m∑
k=j
|yk|2 ≤ m(m+ 1)
2
m∑
k=1
|yk|2.
Substituting the original variables back gives the desired inequality.
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