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Abstract  
In the development of modern logistics, the role of automated cargo warehousing is gradually 
reflected, which is essential for the automatic distribution of goods. This paper briefly introduced 
the automatic location allocation model and the particle swarm optimization (PSO) algorithm used 
to optimize the model. At the same time, it introduced the concept of genetic operator and multi-
group co-evolution to improve the algorithm, and then the simulation analysis of standard PSO 
and improved PSO was performed on MATLAB software. The results showed that the improved 
PSO iterated fewer times and get better solution sets; compared with the manual allocation 
scheme, the improved PSO calculation reduced more warehousing time, lowered more center of 
gravity height, and improved shelf stability. In summary, the improved PSO algorithm can effec-
tively optimize the automated goods dynamic allocation and warehousing model. 
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Introduction 
Logistics is defined as the collection of a series of 
work such as packaging, storage, and distribution of 
goods during the process of transporting goods from the 
seller to the buyer [1]. In modern logistics, in order to 
improve efficiency, automated stereoscopic warehouse is 
generally adopted to realize automatic distribution of 
goods [2]. In this process, different kinds of goods con-
tinue to circulate the process of “loading-storage-
unloading”. After a period of time, the stacking of goods 
on the shelves will become disorderly, which will not on-
ly affect the efficiency of storage, but also affect the sta-
bility of tridimensional shelves [3]. Therefore, real-time 
optimization of the cargo location allocation is required. 
When allocating cargo space, it is not only necessary to 
maintain the overall stability of the shelf, but also to en-
sure the utilization of storage space and the efficiency of 
loading and unloading. Common algorithms include 
enumeration method, random method and evolutionary 
algorithm [4]. The optimized location allocation model 
can effectively improve logistics efficiency and enhance 
shelves stability. Relevant studies are as follows. Fontana 
et al. [5] proposed a multi-criteria decision-making model 
to classify and store products in multi-storey warehouse 
and solve it. The simulation results showed that the 
method could effectively improve the order response effi-
ciency. Simulation results showed that the method could 
effectively improve order response efficiency. Dijkstra et 
al. [6] used the path length formula and the optimality at-
tribute to determine the allocation of goods storage loca-
tion in order to improve the efficiency of goods in and out 
of warehouse. The experimental results showed that the 
method could improve the efficiency of goods in and out 
of warehouse. Xie et al. [7] proposed a new two-layer 
grouping optimization model for the location allocation 
with grouping constraints and solved the model using the 
multi-stage random search method and the tabu algo-
rithm. The experimental results showed the effectiveness 
of the model and algorithm. This paper briefly introduced 
the automatic cargo space allocation model and the parti-
cle swarm optimization (PSO) algorithm used to optimize 
the model, and improved the algorithm by introducing the 
concepts of genetic operator and multi-population co-
evolution. Then the simulation analysis of standard PSO 
and improved PSO was carried out in MATLAB soft-
ware. In this study, the optimal scheme of automatic dis-
tribution and warehousing of goods was calculated using 
the PSO algorithm, so as to improve the efficiency of lo-
gistics. The novelty of this study is that genetic algorithm 
is introduced into the standard PSO algorithm to make 
PSO algorithm avoid the defect of premature in the itera-
tive process, so as to further improve the efficiency and 
optimization results of the algorithm. 
Automated cargo space allocation model 
In the paper, some assumptions are made for the con-
venience of explanation and calculation when establish-
ing the warehousing model of goods distribution: (1) the 
goods are distributed through a single entrance and exit; 
(2) the relevant information of the goods in storage is 
known, and the total amount of it cannot exceed that of 
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the warehouse; (3) The spacing between the shelves is the 
same as the width of the shelves; (4) the same kind of 
goods is regarded as one cargo, and only one cargo is 
stored in one cargo space; (5) when goods are put into 
storage, the working speed of the automatic tools used for 
transportation remains unchanged, and only one cargo is 
transported at a time. 
There are two objectives of the goods distribution 
warehousing model, that is, to place the light goods at the 
top and the heavy good at the bottom as far as possible 
and to get the goods in and out of the warehouse as effi-
ciently as possible. The function formula used to describe 
the optimization effect of the previous objective is: 
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where 1 stands for the function of the center of gravity of 
the shelves, the smaller the function, the higher the stabil-
ity; x, y, z represents the number of shelf rows, the number 
of layers, and the number of columns; n, p, q represents the 
maximum number of rows, the maximum number of lay-
ers, and the maximum number of columns in the shelf; mxyz 
represents the mass of the goods in the row x layer y col-
umn z; Axyz represents whether there are any goods in row x 
layer y column z , 1 if there are and 0 if not. 
The function formula [8] used to describe the effi-
ciency of warehousing is: 
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where 2 is a function of warehousing efficiency, follow-
ing the principle of proximity; xyz represents the access 
frequency in (x, y, z) coordinates; Txyz represents the total 
time required by the automatic transportation equipment 
to store the goods in the cargo space of row x layer y col-
umn z; tx, ty, tz represents the time required for automatic 
transport equipment to transport goods to row x, layer y 
and column z. 
In summary, the mathematical expression of automat-
ic cargo space allocation model [9] is: 
Objective function: 











,  (4) 
where ,  are the proportion weights of 1and 2 in the 
whole model. 
Improved PSO 
PSO, whose full name is particle swarm algorithm, is 
one of the evolutionary algorithms, and the iterative for-
mula [10] is: 
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where Pi, Vi are the position and velocity of particle i; 
pbesti, gbesti are the individual optimal position and the 
global optimal position respectively; a1, a2 are the learn-
ing factors; x1, x2 are the random numbers which evenly 
distribute between 0 and 1. The iteration stops when the 
optimal solution is found or the maximum number of it-
erations is reached. The PSO iteration formula is as de-
scribed above. It is seen from the formula that the princi-
ple of the algorithm is relatively simple: the position is 
randomly searched using a large population of particles in 
the search space first, then the relatively appropriate posi-
tion is found out, and the rest of the particles will gather 
to the appropriate position, just like the rest of the birds 
follow the leader when migrating. According to the above 
PSO principle analysis, it can be seen that pbesti and 
gbesti play a very important role in the iteration process 
which applies the iteration formula, the former is the in-
dividual optimal position, and the latter is the global op-
timal position. The individual optimal position refers to 
the optimal position searched by a single individual parti-
cle i in the particle population in the iteration process, and 
the global optimal position is the position of the particle 
with the optimal fitness in the population in the iteration. 
In order to overcome the shortcoming of the above-
mentioned standard PSO algorithm, which is easy to 
"premature", this paper introduces genetic operators and 
implements multi-group co-evolution. The flow of the 
improved PSO algorithm is shown in Fig. 1. 
1. Relevant parameters were imputed, including parti-
cle swarm size, crossover, mutation probability, learning 
factor and maximum number of iterations, etc., and then 
multiple initial populations were generated. Three initial 
populations are selected in this paper. Each particle Xi in 
the population represents a kind of cargo warehousing 
plan, which is encoded as: Xi = (Xi1, Xi2,, Xim,, XiD,.), 
where Xim = (xim, yim, zim) indicates the cargo position of 
item m in the cargo warehousing plan i, and 
m(1, 2, 3, , D), D indicates the number of goods spe-
cies. The particles in the initial population are randomly 
generated, the particles containing duplicate cargo posi-
tions are removed before participating in the iteration, 
and new random particles are added to meet the popula-
tion size requirements. 
2. The fitness values of the particles in each popula-
tion were calculated, and the individual optimal solution 
and the global optimal solution of each population were 
selected. The adaptive function is equation (3) above. The 
fitness value is the value reflecting the excellent degree of 
the solution of particle search, which is calculated by the 
fitness function formula. The fitness function which is 
used for calculating the fitness value in this paper is equa-
tion (3) mentioned above, i.e., the objective function, be-
cause the purpose of using PSO algorithm is to search out 
the best scheme of goods distribution and warehousing, 
and the method which is used for measuring the quality 
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of the scheme is calculating the comprehensive values of 
center of gravity of shelf and warehousing efficiency with 
equation (3) (the smaller the values, the more excellent 
the scheme). The individual optimal solution and global 
optimal solution are the particle individual optimal posi-
tion and the global optimal position mentioned in the 
above description of PSO iteration formula. In the PSO 
algorithm, a particle represents a distribution scheme, and 
its position in the search space is the content of the corre-
sponding distribution scheme. 
 
Fig. 1. The flow of the improved PSO algorithm 
3. The position and velocity of the particles according 
to equation (5) in each population were updated and par-
ticipated in the next step. 
4. The particles in each population is genetically ma-
nipulated, including crossover and variation [11]. The 
crossover operation uses a single-point crossover opera-
tor, that is, selecting two particles that reach the crossover 
probability, randomly selecting one gene position from 
them, and then exchanging the coordinates of the cargo 
position in the gene position to form two new particles; 
the mutation operation adopts the basic mutation opera-
tor. When the gene position in the particle reaches the 
mutation probability, the coordinate of the cargo position 
in the gene position randomly become the cargo coordi-
nates that are not repeated with other gene positions of 
the same particle and are within the limit range. 
5. After the end of each population's genetic opera-
tion, the migration operator [12] is used to make the three 
populations communicate and achieve the effect of co-
evolution. The main operation is to replace the worst par-
ticles of the next population with the best particle of the 
population in a sequential cycle.  
6. The best particles in the population were selected 
from the current number of iterations; and were copied 
and stored in an independent elite population, which does 
not participate in the multi-population evolutionary itera-
tion. After storing the optimal particles in the contempo-
rary population into the elite population, the other three 
populations are determined whether to continue the itera-
tion or not according to the termination conditions. 
7. The termination condition is generally that the 
maximum number of iterations was reached or the fitness 
converged to stability. In addition to the maximum num-
ber of iterations, the termination condition of this paper 
also determined whether the algorithm continued to iter-
ate according to the optimal particle retention algebra in 
elite population [13]. Each iteration of the algorithm 
stored the best contemporary particles into the elite popu-
lation. When the optimal particles stored in each time re-
main were kept unchanged, and the continuous algebra 
reached the set minimum maintenance algebra, the itera-
tion stopped. Then the optimal particle in the elite popu-
lation was output to obtain the optimal solution set of the 
allocation scheme. 
Experimental analysis 
1. Experimental environment 
This paper used MATLAB software [14] to simulate 
and analyze the standard PSO algorithm and the im-
proved PSO algorithm. The experiment was carried out 
on a laboratory server. The operating system was Win-
dows 7, the CPU was Core I7, and the memory size was 
16G. 
2. Experimental parameters 




















1 0.24 35 6 0.55 56 
2 0.58 45 7 0.20 15 
3 0.66 55 8 0.32 20 
4 0.41 60 9 0.31 25 
5 0.61 40 10 0.33 35 
The access frequency and mass of the goods are 
shown in Table. 1. The relevant parameters of the auto-
stereoscopic shelf were: row 5, layer 5 and column 6; the 
length, width and height of the SKU were 1 m; the speed 
of automatic transport equipment was 1.5 m / s horizontal-
ly and 1 m / s vertically. 
The parameters of the standard PSO algorithm were: 
the population size was 30; the learning factor a1, a2 were 
2.0; the maximum number of iterations was 400. 
The parameters of the improved PSO algorithm were: 
the size, learning factor and maximum number of itera-
tions of the three populations were the same as the stand-
ard PSO algorithm; the crossover probability of each 
population was 0.8, and the mutation probability was 
0.0008. 
3. Field experiment 
In order to further verify the effectiveness of the im-
proved PSO algorithm, the traditional PSO algorithm and 
improved PSO algorithm were applied to the actual au-
http://www.computeroptics.ru http://www.computeroptics.smr.ru 
846 Computer Optics, 2020, Vol. 44(5)   DOI: 10.18287/2412-6179-CO-682 
tomatic warehouse allocation. In the field experiment, 
there were 7 rows, 6 layers and 7 columns of automatic 
three-dimensional shelves, and the length, width and 
height of each compartment in the three-dimensional 
shelves were 1.2 m, 1.1 m and 1.3 m respectively. Moreo-
ver, the horizontal speed and vertical movement speed of 
the automatic transportation equipment matched with the 
automatic three-dimensional shelves were 1.4 m / s and 
1.2 m / s respectively. 
The scale of the goods for this field experiment was 
150 pieces, and the specifications of single goods did not 
exceed the specifications of the shelf; the access frequen-
cy was between 0.2 and 0.6, and the mass of single goods 
was between 35 kg and 70 kg. Due to the large quantity of 
goods, limited by the length, the detailed information of 
single goods is not listed here. 
The standard PSO algorithm and improved PSO algo-
rithm which were used for calculating the automatic car-
go distribution scheme were compiled by MATLAB 
software, and the relevant parameters were consistent 
with the simulation experiment above. Moreover, skilled 
employees with 3 years of work experience were as-
signed manually to obtain the allocation scheme, and the 
scheme was compared with the allocation scheme ob-
tained by the first two algorithms. 
4. Experimental results 
After 400 times of iterations, the fitness of the popula-
tion in the two algorithms converged gradually. The con-
vergence curve is shown in Fig. 2. It can be seen from the 
Fig. that the standard PSO algorithm converged to stabil-
ity after about 50 times of iterations, and the improved 
PSO algorithm converged to stability only after about 20 
times of iterations. It can be clearly seen that the optimal 
solution obtained by the improved PSO algorithm was 
better when it converged stably, which also indicated that 
the standard PSO algorithm fell into the phenomenon of 
"premature" when the convergence was stable, and the 
optimal solution found when it converged to stability was 
not the true global optimal solution. 
 
Fig. 2. Convergence curves of the two algorithms 
The warehousing time and the overall height of center 
of gravity obtained by the two-segment optimized loca-
tion allocation scheme are shown in Table 2. At the same 
time, in order to illustrate the optimization effect of the 
two algorithms on the location allocation model, the allo-
cation schemes calculated by the two algorithms were 
compared with the traditional manual allocation scheme. 
Among them, the traditional manual allocation scheme 
required 3654 s to allocate goods into warehouse, the 
standard PSO algorithm required 1290 s, which was re-
duced by 64.70 %, and the improved PSO algorithm re-
quired 1130 s, which was reduced by 69.07 %. In the tra-
ditional manual allocation scheme, the overall height of 
center of gravity of the three-dimensional shelf was 4.123 
m. The overall height of center of gravity of the standard 
PSO calculation based scheme was 3.847 m, showing a 
decrease of 6.69 %, and the overall height of center of 
gravity of the improved PSO calculation based scheme 
was 3.543 m, which decreased by 14.07 %. It can be seen 
that the cargo allocation based scheme optimized by the 
optimized PSO algorithm had a shorter storage time and a 
lower height of center of gravity, which means the three-
dimensional shelf is more stable. The optimization effect 
of the improved PSO algorithm was better. 
Table. 2. Optimization effects of two algorithms on automatic 
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/ 64.70 % 69.07 % 
Height of cen-
ter of gravi-
ty / m 






/ 6.69 % 14.07 % 
The allocation and warehousing time and height of cen-
ter of gravity of the distribution scheme optimized by the 
two algorithms and the scheme obtained by manual distri-
bution are shown in Fig. 3. In the scheme of manual distri-
bution, the warehousing of goods needed 13250 s; in the 
scheme obtained by the standard PSO algorithm, the ware-
housing of goods needed 10250 s; in the scheme obtained 
by the improved PSO algorithm, 8890 s was needed. The 
height of center of gravity of goods was 5.325 m in the 
scheme of manual distribution, 4.123 m in the scheme ob-
tained by the standard PSO algorithm, and 2.894 m in the 
scheme obtained by the improved PSO algorithm. It was 
seen from Fig. 3 that the distribution scheme obtained by 
the PSO algorithm had more advantages than the manual 
distribution method in the efficiency of distribution and 
warehousing and the stability of center of gravity of goods 
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in the field experiment, and the improved PSO algorithm 
obtained a distribution scheme with higher warehousing ef-
ficiency and more stable center of gravity of good than the 
standard PSO algorithm. 
 
Fig. 3. The optimization effects of the distributions schemes 
obtained by the two algorithms in the field experiment 
Conclusion 
This paper briefly introduced the automatic location 
allocation model and the PSO algorithm used to optimize 
the model. At the same time, it introduced the concept of 
genetic operator and multi-group co-evolution to improve 
the algorithm, then the simulation analysis of standard 
PSO and improved PSO algorithm was performed on 
MATLAB software. The results are as follows: (1) the 
standard PSO algorithm converged to stability after about 
50 times of iteration, and the improved PSO algorithm 
converged to stability after about 20 times of iteration; 
the fitness after stabilization was smaller than the stand-
ard PSO algorithm, which was more excellent; (2) com-
pared with the manual allocation scheme, the allocation 
scheme obtained by the standard PSO algorithm  reduced 
the storage time by 64.70 % and the shelf gravity center 
by 6.69 %; the scheme obtained by the improved PSO al-
gorithm reduced the storage time by 69.07 % and the 
shelf gravity center by 14.07 %, so the optimization effect 
of improved PSO algorithm was better; (3) the results of 
the field experiment further verified that the PSO algo-
rithm could obtain a distribution scheme with better 
warehousing efficiency and more stable center of gravity 
of goods and that the distribution scheme obtained by the 
improved PSO algorithm had higher warehousing effi-
ciency and more stable center of gravity. 
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