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Résumé – Dans cet article, nous présentons une méthodologie pour générer des échantillons suivant une loi normale à support positif dans le
cas scalaire grâce à l’algorithme d’acceptation-rejet. Nous proposons plusieurs lois candidates, et choisissons celle qui donnera le meilleur taux
d’acceptation moyen pour des paramètres de la loi cible donnés. Nous obtenons alors une méthode très rapide puisque générant très peu de rejet.
Abstract – In this article, we provide an accept-reject algorithm to simulate positive normal variables in the univariate case. The main idea
consists in determining among different proposal distributions a priori chosen the one which gets the highest average probability of acceptation,
depending on the shape of the target distribution. It yields a fast method since it generates low reject.
1 Introduction
En déconvolution impulsionnelle, le signal à restaurer est
souvent modélisé par un processus Bernoulli-gaussien. Or, dans
certaines applications (telles que la spectroscopie [6, 9], ou la
génétique [7]), les pics sont tous positifs. Ils peuvent donc être
modélisés par un a priori Bernoulli-gaussien à support dans
R
+
, la loi a posteriori devient alors le mélange d’un pic de Di-
rac et d’une gaussienne de moyenne et de variance quelconques
tronquée en zéro (c’est-à-dire à support positif). Dans le cas
où l’on souhaite résoudre le problème en utilisant une méthode
MCMC (notamment lorsque le nombre de variables est très im-
portant), il est nécessaire de générer des variables gaussiennes
positives. Un autre type d’application est la séparation myope
de sources positives dont les coefficients de mélanges sont éga-
lement positifs en analyse de mélanges chimiques [8].
Nous présentons donc dans cet article une approche pour si-























Notons que la valeur de C n’est pas nécessaire pour la mise en
œuvre de l’algorithme. On peut calculer facilement la moyenne
et la variance de cette loi :



































La technique d’inversion de la fonction de répartition [3, 4]
consiste à générer u ∼ U[0,1], puis à calculer :








où erf est la fonction erreur. Cette méthode a l’avantage de
fournir une solution explicite mais suppose que les fonctions
erf et erf−1 sont parfaitement connues. En pratique, l’utili-
sation de ces fonctions peut se révéler inefficace car elles ne
peuvent être qu’approchées numériquement et l’erreur d’ap-
proximation devient importante lorsque |µ| est trop grand (cf.
section 4) [5, 10].
Une autre approche consiste à utiliser un algorithme d’ac-
ceptation-rejet [3, 10, 11]. La loi candidate la plus simple est
évidemment la loi normale, mais elle n’est adaptée que dans le
cas où µ est suffisamment grand (cf. figure 2). Au contraire, la
loi exponentielle proposée par Robert [10] n’est bien adaptée
que lorsque µ est suffisamment petit (cf. figure 2). En effet,
lorsque µ → −∞, la loi normale tronquée tend à ressembler à
une loi exponentielle [5].
Comme la forme de la loi varie en fonction de µ et σ2,
nous proposons d’utiliser une méthode basée sur l’algorithme
d’acceptation-rejet en utilisant plusieurs lois candidates g, l’idée
étant que chacune soit adaptée aux formes particulières de la
loi cible. Cette idée d’un algorithme d’acceptation-rejet mixte
a déjà été utilisée par Geweke [5], qui propose deux lois can-
didates (les lois normale et exponentielle) pour simuler une loi
normale tronquée unilatéralement et détermine les intervalles
d’utilisation de ces lois de manière empirique. Or, une détermi-
nation empirique donne des valeurs d’intervalles dépendant du
code utilisé. Pour éviter cela, nous déterminons les valeurs des
intervalles en fonction du taux d’acceptation théorique (lié au
temps de calcul), ce qui permet d’obtenir des valeurs indépen-
dantes du codage. De plus, afin d’améliorer les performances
de l’algorithme, nous proposons d’utiliser quatre lois candi-
dates. Cette idée d’algorithme d’acceptation-rejet mixte peut
s’adapter sur toute loi cible qui n’est pas directement échan-
tillonnable par les techniques classiques, et dont la forme varie
en fonction de ses paramètres.
Dans la section 2, nous présentons la méthodologie de ma-
nière générale puis nous l’appliquons au cas particulier de la
simulation d’une loi normale à support positif dans la section 3.
La section 4 propose des comparaisons avec des méthodes exis-
tantes et montre que l’approche proposée simule correctement
une loi normale tronquée. Enfin, la section 5 conclue ce travail
en y présentant quelques perspectives de recherche.
2 Méthodologie générale
L’algorithme d’acceptation-rejet requiert la détermination
d’une loi candidate g et d’une constante M telles que
∀x ∈ S, M ≥ f(x)/g(x) (2)
où S est le support de f . La loi candidate g(x) est nécessai-
rement non nulle sur S afin que M soit fini et donc que le
taux d’acceptation moyen soit non nul (cf. équation (4)). L’al-
gorithme d’acceptation-rejet découle du lemme suivant :
Lemme 1 [3, 10, 11] La variable aléatoire x résultante de l’al-
gorithme suivant est distribuée suivant f :
1. générer z ∼ g(z) et u ∼ U[0,1],
2. calculer ρ(z) = f(z)/Mg(z),
3. si u ≤ ρ(z) : x = z (acceptation),
sinon : retour en 1 (rejet).
Le choix des lois candidates est déterminant pour les perfor-
mances de la méthode. Tout d’abord, elles doivent être facile-
ment échantillonnables, sinon l’algorithme d’acceptation-rejet
perd son intérêt. En particulier, elles doivent être simulables
avec un taux d’acceptation de 1, sinon le taux d’acceptation
moyen correspondant doit être pris en compte dans le calcul
du taux d’acceptation moyen global. Précisons également que
le choix des lois candidates doit prendre en compte la com-
plexité de l’algorithme : certaines lois intéressantes a priori
s’avéreront inadéquates car la détermination de M ou le cal-
cul de ses paramètres peut être difficile, gourmand en temps de
calcul, voire impossible ! Ainsi, on peut choisir des lois cou-
rantes (dans notre exemple : les lois normale et exponentielle)
ou construire des lois particulières afin d’obtenir des lois can-
didates convenables (une loi normale couplée à la loi uniforme
pour notre exemple).
Pour le choix de M , n’importe quelle constante vérifiant
l’équation (2) convient ; cependant, il est nécessaire que M soit
la plus petite possible pour avoir un taux d’acceptation moyen




Malheureusement, cette valeur n’est pas toujours calculable.
Cependant, si elle l’est, alors on peut déterminer le taux d’ac-
ceptation ρ :
ρ(x) = f(x)/Mg(x). (3)
Enfin, le taux d’acceptation moyen ρ = E[ρ(X)] nous permet-











Remarquons que si g(x) est proche de zéro, alors M devient
très grand et le taux d’acceptation moyen diminue. L’efficacité
de l’algorithme dépend donc de l’adéquation entre f et g ; en
particulier, pour que M reste borné, il faut que g ait des queues
plus lourdes que celle de f , sans toutefois que leur rapport soit
trop grand, au risque d’augmenter M [11].
L’expression du taux d’acceptation dépend dans certains cas
des paramètres de la loi candidate (par exemple, le paramètre
α de la loi exponentielle dans notre cas particulier : cf. sec-
tion 3). Il faut alors trouver les valeurs de ces paramètres qui
maximisent le taux d’acceptation.
Parmi l’ensemble des lois candidates utilisées, une seule four-
nit le meilleur taux d’acceptation moyen pour des paramètres
de la loi cible donnés. Il faut donc déterminer les intervalles sur
ces paramètres pour déterminer quelle est la meilleure loi can-
didate à utiliser sur l’intervalle considéré. L’algorithme proposé
est donc le même que l’algorithme d’acceptation-rejet avec une
étape préliminaire qui consiste à choisir la meilleure loi can-
didate gi en fonction des paramètres de f , puis à calculer la
constante M correspondante :
1. sélectionner la loi candidate gi la plus appropriée en fonc-
tion des paramètres de f ,
2. calculer Mi,
3. générer z ∼ gi(z) et u ∼ U[0,1],
4. calculer ρ(z) = f(z)/Migi(z),
5. si u ≤ ρ(z) : x = z (acceptation),
sinon : retour en 3 (rejet).
Notons que si f est tronquée à t 6= 0, la méthode peut être
adaptée par simple translation de la variable aléatoire générée
X : Y = X + t. De même, sans perdre en généralité, on peut
se restreindre au cas σ2 = 1, puisque tous les autres cas se dé-
duisent par changement d’échelle Y = Xσ : nous supposerons
dans la suite que σ2 = 1.
3 Simulation d’une loi normale tronquée
Quatre lois candidates (représentées figure 1) sont proposées
pour simuler la loi cible f :











­ La loi normale couplée à la loi uniforme (c’est une dis-
tribution définie sur R+, uniforme sur [0, µ[ et qui suit la













si x ≥ µ ;











¯ La loi exponentielle [10] :
g4(x) = α exp(−αx)1R+
où la valeur de α correspond à la valeur qui maximise le
taux d’acceptation moyen :
α =
(√
µ2 + 4σ2 − µ
)
/2σ2. (5)
Des techniques de génération d’échantillons distribués suivant
ces lois candidates sont présentées dans l’annexe A.













(a) Loi normale ¬
(µ = 1, σ2 = 1)













(b) Loi normale couplée à la
loi uniforme ­
(µ = 1, σ2 = 1)














(c) Loi normale tronquée en la
moyenne ® (µ = −1, σ2 = 1)












(d) Loi exponentielle ¯
(µ = 1, σ2 = 1)
FIG. 1 – Lois candidates proposées
Notre choix est motivé par le fait que les lois ¬ et ¯ per-
mettent d’obtenir un taux d’acceptation moyen très important
lorsque |µ| ≫ 0, et les lois ­ et ® permettent d’améliorer le
taux d’acceptation moyen autour de zéro (cf. figure 2). Pour
chacune de ces lois, nous pouvons calculer l’expression des




















Le calcul des taux d’acceptation ρ(x) est alors direct.
Les taux d’acceptation moyens pour chacune des quatre lois
candidates ont été représentés en fonction de µ figure 2. Nous
pouvons alors trouver les expression des trois points d’intersec-
tions qui délimitent les zones. Les calculs sont directs pour µB
et µC , mais on ne peut que déterminer une valeur approchée de
µA. En effet, d’après l’équation (5), on a :
µ = (1− α2σ2)/α,
et, en égalant les taux d’acceptation moyen des lois ® et ¯, on
obtient :
ασ exp(α2σ2/2) = e
√
2/pi.
Cette dernière équation définit ασ sous une forme implicite.
On peut en déduire que ασ s’exprime sous la forme
ασ =
√
W (2e2/pi) ≈ 1, 1367,
où W est la fonction de Lambert définie comme l’inverse mul-
tivaluée de la fonction f(w) = wew [2]. Ainsi :
µA ≈ −0, 257σ, µB = 0, µC = σ
√
pi/2.










FIG. 2 – Taux d’acceptation moyens pour les quatre lois candi-
dates en fonction de µ (σ2 = 1)
Le taux d’acceptation moyen le plus faible correspond à µ =
µA ; il est égal à 0,797 environ, ce qui est un très bon taux
d’acceptation. L’algorithme obtenu est donc très rapide car il
génère très peu de rejet.
4 Simulations numériques
Toutes les simulations ont été faites avec Matlab. La fonction
erf est définie dans [1], et les variables uniformes et normales
sont générées avec rand et randn respectivement.
La méthode d’inversion [3, 4], bien qu’elle soit explicite
et que le taux d’acceptation soit de 1, s’avère inefficace dans
certains cas pratiques ou −µ est trop grand [5]. Cela est dû
à la fonction erf dont le calcul engendre des approximations
créant alors des problèmes numériques. Pour illustrer ce pro-
pos, considérons la génération de 100 000 variables normales
positives avec le paramètre µ = −7.5 grâce à la méthode d’in-
version et l’approche proposée. Les histogrammes correspon-
dants sont représentés figure 31. Il est clair que la méthode




























FIG. 3 – Histogrammes de 100 000 variables (µ = −7.5, σ2 =
1), et la distribution normale tronquée correspondante.
d’inversion s’avère inefficace alors que l’approche proposée
fonctionne très bien. Évidemment, les performances de la mé-
thode d’inversion pourraient être améliorées en utilisant une
meilleure approximation de la fonction erf , mais cela entraîne-
rait un coup calculatoire conséquent. De plus, pour certaines
1Les éventuelles valeurs infinies générées par la méthode d’inversion n’ont
pas été représentées sur l’histogramme.
AP ¬ ­ ¯
µ = −2 0,36 s 11,094 s (µ < 0 !) 0,39 s
µ = 0 0,406 s 0,485 s 0,422 s 0,454 s
µ = 0.5 0,406 s 0,375 s 0,422 s 0,515 s
µ = 2 0,281 s 0,297 s 0,531 s 0,813 s
TAB. 1 – Comparaison des temps de calcul pour l’approche
proposée (AP) et les algorithmes d’acceptation-rejet utilisant
les lois candidates ¬, ­ et ¯.
valeurs des paramètres, la méthode d’inversion peut générer
des valeurs négatives ou infinies. Si elles restent relativement
peu nombreuses, le problème peut être résolu en générant de
nouvelles variables, mais, dans certains cas, la méthode peut
ne donner que des valeurs inexploitables (par exemple avec
µ = −8.5) : la méthode d’inversion s’avère alors inappropriée.
Comparons maintenant l’approche proposée avec trois algo-
rithmes d’acceptation-rejet classiques utilisant les lois candi-
dates ¬, ­ et ¯. Nous comparons le temps de calcul pour dif-
férents µ, ce qui, en général, est relativement proportionnel au
taux d’acceptation moyen. Les temps de simulation de 10 000
variables sont présentés dans le tableau 1. Dans tous les cas,
les temps de calcul sont cohérents avec les taux d’acceptation
moyens de la figure 2, sauf pour µ = 0, 5 où la loi normale
¬ est plus rapide que la loi normale couplée à la loi uniforme
­. Cela est dû au fait que générer une variable normale est
beaucoup plus rapide que générer une variable suivant la loi ­.
Mais comme cette différence dépend du programme utilisé, il
est difficile de déterminer les différents intervalles à partir des
temps de calcul réels. C’est pourquoi nous préférons le faire à
partir des taux d’acceptation moyens théoriques, ce qui permet
tout de même d’obtenir de bonnes valeurs pour les intervalles.
De toute manière, la différence est faible et particulière au cas
µ = 0, 5.
5 Conclusion
Nous avons présenté une approche pour simuler des variables
suivant une loi dont la forme varie avec ses paramètres. L’idée
développée utilise un algorithme d’acceptation-rejet dont la loi
candidate est sélectionnée parmi d’autres lois choisies a priori.
L’approche est ensuite appliquée au cas particulier de la géné-
ration de variables aléatoires normales à support positif. Quatre
lois candidates ont été présentées, et les intervalles sur les-
quelles elles sont le plus performantes en terme de taux d’ac-
ceptation ont été déterminés. Des simulations ont illustré le fait
que la méthode fonctionne bien et rapidement dans toutes les
situations possibles.
Le travaux futurs se concentrerons sur la recherche de lois
candidates plus performantes, telle que la loi normale couplée
à un polynôme, ou la loi normale tronquée en la moyenne dont
les deux paramètres sont déterminés pour maximiser le taux
d’acceptation moyen. De plus, les recherches pourront égale-
ment être tournées vers le cas de la simulation d’une loi nor-
male tronquée des deux côtés ce qui peut être utile dans le
traitement de données censurées, ou pour simuler des lois nor-
males multidimensionnelles à support positif.
A Simulation des lois candidates
Un échantillon x distribué suivant la loi ­ est situé soit dans
la partie uniforme (d’aire Au), soit dans la partie gaussienne












elles sont de somme unité. Ainsi, l’algorithme suivant permet
de générer un échantillon x suivant la loi ­ :
1. générer u ∼ U[0,1],
2. si u < Au, générer v ∼ U[0,1] puis calculer x = µv,
sinon, générer v ∼ N (0, σ2) puis calculer x = |v|+ µ.
Pour générer un échantillon x suivant la loi ®, il suffit de dé-
caler de µ la valeur absolue d’une variable gaussienne centrée :
x = |y|+ µ où y ∼ N (0, σ2).
Enfin, la méthode d’inversion de la fonction de répartition
permet de simuler la loi exponentielle en générant u ∼ U[0,1],
puis en calculant x = − ln(1− u)/α.
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