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Abstract
We derive a low-scaling G0W0 algorithm for molecules, using pair atomic density
fitting (PADF) and a imaginary time representation of the Green’s function and de-
scribe its implementation in the Slater type orbital (STO) based Amsterdam density
functional (ADF) electronic structure code. We demonstrate the scalability of our al-
gorithm on a series of water clusters with up to 432 atoms and 7776 basis functions
and observe asymptotic quadratic scaling with realistic threshold qualities controlling
distance effects and basis sets of triple-ζ (TZ) plus double polarization quality. Also
owing to a very small prefactor, with these settings a G0W0 calculation for the largest
of these clusters takes only 240 CPU hours. We assess the accuracy of our algorithm
for HOMO and LUMO energies in the GW100 database. With errors of 0.26 eV for
HOMO and 0.55 eV for LUMO energies on the QZ-level for GW100, our implementa-
tion is less accurate that canonical all-electron implementations using GTO-tpye basis
sets. This is related to the well-known shortcomings of the GW space-time method
using analytical continuation techniques as well as to numerical issues of the PADF-
approach of accurately representing diffuse AO-products. We speculate, that this issue
might be overcome by using optimized auxiliary fit sets with more diffuse functions of
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higher angular momenta. Despite these shortcomings, for subsets of medium and large
molecules from the GW5000 database, the error of our approach using basis sets of TZ
and augmented DZ quality is decreasing with system size. On the augmented DZ level
we reproduce canonical, complete basis set limit extrapolated reference values with an
accuracy of 80 meV on average for a set of 20 large organic molecules. We anticipate
our algorithm, in its current form, to be very useful in the study of single-particle
properties of large organic systems such as chromophores and acceptor molecules.
1 Introduction
Spectroscopy provides fundamental insights into the optical and electronic properties of
matter and thus plays a decisive role in chemistry and material science.1–5 The great poten-
tial of computational spectroscopy is leveraged increasingly to complement and understand
spectroscopic experiments.6–15 Still, no existing computational method can be applied rou-
tinely to systems of hundreds of atoms and simultaneously predict the outcome of a spec-
troscopic experiment with satisfactory accuracy.15 For ground state properties, Kohn-Sham
(KS)16 density functional theory (DFT)17–19 has been proven to be very accurate for many
weakly correlated molecular systems.20–26 Excited particles, however, interact strongly with
other electrons and semi-local or hybrid approximations to the exact functional of KS-DFT
do not capture this physics correctly.27–36 Consequently, they fail to adequately describe
single-particle excitations, being necessary to understand and predict phenomena like trans-
port,37–39 tunneling,40–42 or photoemission.43–48
Many body perturbation theory (MBPT)49–51 based on Hedins equations describes the
correlation of the excited electron with its surrounding by an expansion in powers of the
response of the systems total classical potential to an external perturbation.52–54 Only tak-
ing into account the first-order term of this expansion is called GW-approximation.51,55 It
accounts for the major part of electron correlation,46,54,56,57 makes MBPT computation-
ally tractable, and greatly improves over DFT for the description of single-particle excita-
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tions.46,53,58 Large numbers of computational material science codes48,56,59–70 feature GW
implementations and also in the quantum chemistry community it has acquired some mo-
mentum over the last years.58,71–91
The downside of the GW method is its huge operation count compared to KS-DFT, pre-
venting its routine application to large systems. To reduce the computational cost, a popular
approach is to abstain from a self-consistent update of the Green’s function. This so-called
G0W0-approximation often performs well in benchmarks
58,92 and it is an order of magnitude
faster than its self-consistent counterpart. Still, its operation count increases as N4 as a
function93 of system size N and the necessary evaluation of a slowly converging expansion
over empty electronic states46,94,95 results in a large prefactor. Consequently, the last years
have witnessed some effort to reduce time-to-solution further which resulted in massively par-
allel implementations optimized for state-of-the-art supercomputers96,97 but also in notable
algorithmic developments, including stochastic approaches,98–100 implementations avoiding
the explicit summation over empty electronic states in the polarizability, P 101–104 low-rank
approximations to the dielectric function 62,95,105 or the screened interaction W ,106,107 and
basis set error (BSE) correction schemes.108–110
In ab initio calculations on molecular systems, atom centered localized atomic orbitals
(AO) are commonly employed111 In this representation, the dimensions of W and P grow
as N2, making the evaluation of W an N6 operation. One can employ an implicit low-rank
approximation to both quantities by transforming them to a smaller auxiliary basis. Such
transformations, most importantly density fitting (DF)112–124 and Cholesky decomposition
(CD)125–129 techniques, are employed in quantum chemistry since nearly half a century112–114
and they are routinely used in GW implementations for molecules68,130–137 where their ac-
curacy is well documented.80,133 Using these techniques, the evaluation of W becomes an
N3-operation with a sufficiently small prefactor. However, the transformations from product
basis to auxiliary basis and back, usually implicit in the evaluation of P and the self-energy
Σ, respectively, still scale as N4.
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This issue can in principle be avoided by constructing a sparse transformation matrix
using local DF approximations (LDF).138–141 However, conventional GW calculations are
performed in frequency space, necessitating a representation of the Green’s function in the
MO basis where the sparsity of the transformation matrix is lost. From this perspective,
the Green’s function is more conveniently represented in imaginary time29,142–146 since the
energy denominator in P factorizes and the relevant equations can be transformed to the
AO basis where LDF might be used efficiently.
LDF techniques have originally been proposed to evaluate the Fock-matrix in generalized
KS (gKS)- and Hartree-Fock (HF) calculations in a low-scaling fashion.113 This is fortunate,
since in imaginary time the evaluation of Σ is equivalent to calculating the exact exchange
contribution to the Fock matrix. In the most extreme LDF-variant, each AO-pair product is
expanded in a set of auxiliary basis functions (ABF) centered on the same two atoms as the
target pair of primitives. We refer to this approach as pair atomic DF (PADF) and note,
that also the names concentric DF and pair-atomic resolution of the identity (PARI) are
encountered in the literature. It has been introduced by Baerends et al. in the 70s,113 and
subsequently employed in pure147 and hybrid138,148 DFT calculations. As an efficient way to
construct the Fock-matrix, it has received renewed attention over the last years149–155 and its
strengths and shortcomings for this task have been analyzed in detail.156,157 It has also been
applied to correlated methods and shown to be very accurate when appropriate auxiliary fit
sets are used.158–161
For the GW space-time approach145 to be useful in practice, small grids not only in
imaginary time but also in imaginary frequency as well as an efficient way to switch between
both domains are needed to avoid potentially prohibitive prefactors and storage bottlenecks.
How to address these technical issues has been shown by Kresse and coworkers162,163 who
subsequently presented cubic scaling GW implementations for periodic systems164,165 and
also low-scaling space-time RPA166,167 and GW97 implementations for molecular systems
could be realized in the last years.
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It has already been anticipated158 that PADF is especially well suited to implement
GW in a low-scaling fashion. Against this background, we herein derive a GW space-time
algorithm whose asymptotic cost associated with the calculation of P and Σ is reduced to
N3 independent of system size, and to N2, when distance effects are exploited. We only
discuss our G0W0-implementation here while fully self-consistent GW will be discussed in
a future publication. However, we stress that within the herein presented framework fully
self-consistent GW is readily implemented as we always evaluate the complete self-energy
matrix and not only its diagonal in the MO basis.
We implemented our algorithm in the Slater type orbitals (STO) based Amsterdam
density functional package (ADF).168,169 However, we emphasize that the formalism is inde-
pendent of the actual choice of basis functions, provided that they are local. We already note
at this point that similar ideas have been presented by Wilhelm et al.97 and implemented in
the CP2K package.48 We will start the following discussion in section 2 by defining the basic
quantities in real space (RS) and imaginary time, discretize them using an AO basis and
imaginary time grids and transform them to an auxiliary basis. From this starting point, we
outline our algorithm and its implementation before we investigate its accuracy and compu-
tational efficiency in section 3. Finally, section 4 concludes this work with a summary and
perspectives on further research.
2 Theory
2.1 G0W0 in real space and imaginary time
We start this section by briefly outlining the G0W0 approximation to Hedin’s equations in the
random phase approximation (RPA).53 Using the molecular orbitals φn and corresponding
orbital energies n obtained from solving
[
h(0)(r)− n
]
φn(r) +
∫
R3
dr′ Vxc(r, r′)φn(r′) = 0 , (1)
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with a single-particle Hamiltonian h(0) and a potentially local exchange-correlation (xc)
potential Vxc, the irreducible single-particle time-ordered Green’s function in imaginary time
is then given as
G(r, r′, iτ) = Θ(τ)G(r, r′, iτ)−Θ(−τ)G(r, r′, iτ) , (2)
with
G(r, r′, iτ) =i
occ∑
i
φi(r)φ
∗
i (r
′)e−|i−F |τ ,
G(r, r′, iτ) =i
virt∑
a
φa(r)φ
∗
a(r
′)e|a−F |τ
(3)
being particle (retarded) and hole (advanced) Green’s functions, respectively, i, j, . . . (a, b, . . . )
labeling occupied (virtual) orbitals, F being the Fermi-energy and Θ being the Heavyside
step-function. The independent-particle polarizability P in the RPA is defined as
P (r, r′, iτ) = −iG(r, r′, iτ)G(r′, r,−iτ) , (4)
and using (2) and (3) can be written as
P (r, r′, iτ) = −i
occ∑
i
virt∑
a
φi(r)φ
∗
i (r
′)φa(r′)φ∗a(r)e
−|a−F )|τe−|i−F |τ . (5)
The polarizability is the kernel of a Dyson equation relating the reducible (or screened)
Coulomb interactionW (r, r′, iτ) to the bare Coulomb potential V (r, r′) = V ′(r, r′, iτ)δ(τ−τ ′),
W−1(r, r′, iτ) = V −1(r, r′)− P (r, r′, iτ). (6)
From this quantity, the irreducible self-energy Σ can be constructed53 which is most conve-
niently split into a static and a dynamic contribution, Σ = Σx + Σc. The former is the HF
exchange kernel and is given as
Σx(r, r′) = i
∫
dr′′ G(r, r′′, iτ = 0)V (r′′, r′) , (7)
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and the latter as
Σc(r, r′, iτ ′ − iτ) = i
∫
dr′′ dτ ′′G(r, r′′, iτ ′′ − iτ)W˜ (r′′, r′, iτ ′ − iτ ′′) , (8)
where we have introduced W˜ = W − V . In a self-consistent procedure, G would be updated
by solving another Dyson equation containing Σ as its Kernel. In a G0W0 calculation, Σ
c is
transformed to the imaginary frequency axis from where it is analytically continued to the
complex plane.170,171 The quasi-particle (QP) energy QSn is the ω which fulfills
0 = ω − n − 〈n|Re (Σc(ω)) + Σx − Vxc|n〉 , (9)
where 〈n|O|m〉 denote matrix elements of an operator O in the molecular orbital basis.
2.2 G0W0 in a local basis
Discretization of real space Assuming we have represented imaginary time and fre-
quency dependence of all quantities through suitable grids, we use (real) STOs χ to discretize
RS, so that
φn(r) =
∑
µ
bµnχµ(r) . (10)
The single-particle Green’s functions are two-point correlation functions and transform ac-
cordingly (τ > 0),
Gµν,τ =i
∑
µ′ν′
occ∑
i
∫
drdr′χµ(r)χµ′(r)bµ′ie−|i−F |τbiν′χν′(r′)χν(r′)
=i
∑
µ′ν′
Sµµ′Qµ′ν′,τSν′ν (11)
Gµν,τ =i
∑
µ′ν′
virt∑
a
∫
drdr′χµ(r)χµ′(r)bµ′ie−|a−F |τbiν′χν′(r′)χν(r′)
=i
∑
µ′ν′
Sµµ′Qµ′ν′,τSν′ν (12)
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To arrive at (11) and (12), we have inserted (10) into (3) to transform it to the AO basis; S
denotes the AO overlap matrix and Q and Q, as implicitly defined in eqs. (11) and (12), can
be seen as energy-weighted density matrices.172 Σ transforms as 2-point correlation function,
Σµν,τ =
∫
drdr′χµ(r)Σ(r, r, iτ)χν(r) , (13)
while all 2-electron operators transform as 4-point correlation functions,173
Pµκνλ,τ =− i
∑
µ′ν′κ′λ′
Sµµ′Qµ′ν′,τSν′νSκκ′Qκ′λ′,τSλ′λ = iGµν,τGκλ,τ (14)
Vµνκλ =
∫
drdr′χµ(r)χν(r)V (r, r′)χκ(r′)χλ(r′) (15)
W˜µνκλ,τ =
∫
drdr′χµ(r)χν(r)W˜ (r, r′, iτ)χκ(r′)χλ(r′) . (16)
While in this representation P is simply given as a Kronecker-product, the calculation of the
screened interaction (16) from P and V requires the inversion of a matrix in the AO-product
space P = {χµ} ⊗ {χν} for all frequency points (either of W−1 as in (6) or of the dielectric
function  which is calculated from P and V ) whose dimension scales as N2 with system
size. Hence, the matrix inversion scales as N6.
This scaling does not reflect the systems physics and is simply an artefact of the chosen
representation. The Eckard-Young theorem guarantees the optimal rank-r approximation
M (r) to some matrix M to be given by the first r terms in the sum on the r.h.s. of
M (r) =
r∑
i
σivi ⊗ ui, σi ≥ σi+1 , (17)
where σ is a singular value and vi and ui are vectors of the matrices V and U from the
singular value decomposition (SVD) of M . In this way one can indeed show that the ranks
of P , V and W only grow linearly with system size174 and using (17) one might decompose
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P , V and W (given that they are symmetric) as
Mµνκλ =
∑
pq
CµνpZpq[C
T ]qκλ, M = P, V, W˜ , (18)
where Z is the diagonal matrix of singular values and C collects the left singular vectors of
M . A SVD would scale as N4AOr and is prohibitive in practice.
174 Instead, it is common
practice to represent V and W in an auxiliary basis A = {f}, growing linearly with system
size. Expanding all AO-pair products in terms of A,
χµ(r)χν(r) =
∑
p
Cµνpfp(r) , (19)
where Greek lowercase letters label AOs and the Roman lowercase letters p, q, . . . refer to
ABFs, V and W˜ can be expressed as
Vpq =
∫
drdr′fp(r)V (r, r′)fq(r′) (20)
W˜pq =
∫
drdr′fp(r)W˜ (r, r′)fq(r′) , (21)
and with (18) and (19), the equations to be solved in a G0W0 calculation become
Ppq,τ = [C]
T
pµν PµνκλCκλq = −i [C]Tpµν Gµκ,τGνλ,τCκλq (22)
Wpq,τ =Vpq + VprPrs,τWsq,τ =
[[
V −1
]
pq
− Ppq,τ
]−1
(23)
Σxµν =i
∑
κλ
∑
pq
Gκλ,τ=0CκλqVpq [C]
T
pµν (24)
Σcµν,τ =i
∑
κλ
∑
pq
Gκλ,τCκλqW˜pq,τ [C]
T
pµν , (25)
replacing eqs. (5)–(8). In this set of equations, (22) is the computational bottleneck. While
the basis transformation in the first equation in (22) would scale as N5, also using the second
equation one ends up with a scaling of N4. The same is actually true for (7) and (8), however,
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as in a G0W0 calculation only the diagonal elements of Σ in the MO basis are needed, the
computational effort reduces to N3.
Improvements over the N4-scaling can be achieved in essentially two ways. The first way
relies on the asymptotically exponential decay of the density matrix.175–177 Ochsenfeld and
coworkers exploited the resulting sparsity in G and G178 to calculate correlation energies
in second order Møller–Plesset perturbation theory (MP2)179–181 and RPA.182–185 It is an
obvious drawback of the approach that in 3D systems the density matrix is less sparse as
one would hope for,186–188 especially for large AO basis sets with many diffuse functions
commonly employed in GW calculations. The second way is to construct a sparse map from
P to A. How this can be achieved will be discussed in the next paragraph.
Local density fitting approximations Given some target precision , the two main
goals of DF are first, to find a matrix M ′ with dimension Naux for which
‖M −M ′‖ <  (26)
with Naux as small as possible and M defined by (18) and second, to improve over the
unfavourable scaling of eqs. (22), (24) and (25) by constructing C in a way that it becomes
sparse. Both goals are in principle in conflict with each other. In DF, one minimizes the
residual function
rµν(r) = χµ(r)χν(r)−
∑
p
Cµνpfp(r) ∀µ, ν , (27)
with respect to some appropriate norm. In the RI-V approach, the Coulomb repulsion of r
is minimized,
∂
∂Cκλq
∫
drdr′ rκλ(r)V (r, r′)rµν(r′) = 0 , (28)
and it follows that
∑
p
CµνpVpq =
∫
drdr′ χµ(r)χν(r)V (r, r′)fq(r′) , (29)
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i.e. the error in the low-rank approximation of V is quadratic in r since the terms linear in C
vanish. Of course, a similar conclusion can not be drawn for P and consequently also not for
W . Still, it seems that this metric is an excellent choice if the goal is to fulfil (26) with Naux
as small as possible and using auxiliary fit sets from standard libraries. As shown by van
Setten et al, QP HOMOs and LUMOs only deviate by a few meV from the ones obtained
from calculations without any low-rank approximation80,133 when appropriate auxiliary fit
sets123,189 are used.
On the other hand, RI-V is a very bad choice in the sense that the slow decay of the
Kernel of the Coulomb operator ensures that C will be dense. In the RI-SVS approach,116,119
(27) is minimized with respect to the L2 norm which requires larger Naux to fulfil (26) but
results in a C with the number of non-zero elements increasing only linearly with system
size for exponentially decaying basis functions. It has been shown by Wilhelm et al. that
this approach results in tremendous speed-ups in the evaluation of eqs. (22), (24) and (25)
without requiring to large Naux to make the evaluation of (23) problematic for systems of
more than 1000 atoms.97 However, for rather small systems with a 3D structure, the number
of non-zero elements in C will not be much different from N2AO × Naux. Thus, due to the
usually larger Naux compared to RI-V, the method will only be advantageous for sufficiently
large systems.97
In LDF approximations, this shortcoming is addressed by building in sparsity into the
fitting procedure a priori. In PADF, and expansion of the pair-density χµ(r)χν(r) of the
form
χµ(r)χν(r) =
∑
p∈A∪B
Cµνpfp(r) ∀µ ∈ A, ν ∈ B (30)
is employed so that the number of non-zero elements in C scales at most quadratic with
system size. In our implementation, we also define thresholds dµν for each AO-product and
assume Cµνp = 0 if |RA − RB| > dµν so that the number of non-zero elements in C only
increases linearly.160 For each atom, we also reorder all AOs from the most diffuse to the
least diffuse one so that all non-zero elements in C are grouped in dense blocks. Eq. (27)
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becomes
rPADFµν (r) = χµ(r)χν(r)−
∑
p∈A∪B
Cµνpfp(r) ∀µ ∈ A, ν ∈ B , (31)
which is minimized with respect to the Coulomb metric. Solving
∂
∂Cκλq
∫
drdr′ rPADFκλ (r)V (r, r
′)rPADFµν (r
′) = 0 , (32)
does not lead to an equation of the form (29) as the terms linear in C do not vanish. Thus,
determining C by solving (29) for all (nearby) atom pairs (A,B) leads to errors for V linear in
r (the same holds for DF in the RI-SVS approach). It has been concluded that the resulting
errors are too large for the method to be useful in HF calculations154 and that terms linear
in C need to be retained.121,122 This might be true when standard auxiliary fit sets are used
which are optimized for global DF. In principle, the error of the expansion (19) can always
be made arbitrary small when an appropriate fit set is used although this is highly non
trivial. Simply increasing the number of ABFs does not always result in reduced errors and
might even lead to numerical instabilities in the fitting procedure due to an increase of linear
dependencies in the auxiliary basis.160
Another difficulty arises from the presence of diffuse functions in the AO-basis set. To
understand the source of the problem, we recall that very large AO basis sets with many
diffuse functions might be locally overcomplete which causes almost linear dependence of a
subset of basis functions. These lead to numerical instabilities in the SCF190 during canon-
ical orthonormalization when the condition number of the AO-overlap matrix approaches
infinity.191 To restore numerical stability, one projects out the almost linearly dependent
part from the basis by removing eigenvectors from the transformation matrix correspond-
ing to eigenvalues of the AO-overlap matrix smaller than some threshold D,
192 effectively
diminishing the basis set size. This is not a severe restriction in practice since numerical
instabilities usually do not occur when all eigenvalues are larger than D = 10
−6 - 10−7.193–195
Using PADF, numerical instabilities can already occur when all eigenvalues are consid-
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erably larger as has e.g. been observed for linear-response TDDFT with augmented basis
sets196 and MP2/QZ calculations.160 The reason for this behaviour is that individual fit-
coefficients can become quite large for diffuse products from AOs centered on distant atoms.
Note, that this is a fundamental difference to global DF. As a qualitative example, consider
a linear Alkane chain CnH2n+2 and the pair product of a diffuse AOs on C1 and Cn, respec-
tively. The AOs will only have some (small) overlap in the middle of the chain. In global
DF, this pair product could possibly be described very well with only a small set of ABFs
centered on atoms in this region. In PADF, this overlap needs to be described with the
asymptotic tails of diffuse ABFs on C1 and Cn. When there is no appropriate ABF in the
auxiliary basis, this will lead to very large fit-coefficients for some (diffuse) ABFs. In the
transformation of the Coulomb potential from auxiliary basis to AO-product basis, these
large fit-coefficients must cancel with contributions with opposite sign which is numerically
unstable.197 Thus, relatively small errors might accumulate during the SCF and lead to an
erroneous (hole) density matrix and potentially wrong eigenvalues.
To summarise, projecting out parts of the basis during canonical orthonormalization
plays a dual role when PADF is used in the SCF. First, it ensures numerical stability of the
SCF and second, as a side-effect, it removes the part of the basis which potentially results
in diffuse AO-products which are potentially difficult to fit. This nicely illustrates that the
appropriate choice of auxiliary basis and the problem of linear dependencies are intertwined.
Adding more diffuse functions to the auxiliary basis the pair product in our example can be
better approximated, the fit-coefficient become smaller, and the linear dependency problem
is extenuated. This means, the number of AOs which needs to be removed becomes smaller
and larger basis sets can be used in practice.
In the present work, we employ auxiliary fit sets which have been optimized for gKS
calculations with PADF. Using these fit sets, we have shown recently160,161 that the accuracy
of PADF-MP2 is similar to global DF-MP2 with GTOs for basis sets of up to TZ quality. On
the other hand, using quadruple-ζ (QZ) and also smaller basis sets augmented with diffuse
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functions results sometimes in unreliable PADF-MP2 ground state energies. It is clear that
the same issues will arise in GW calculations.
For correlated methods we observed, that a value of D = 10
−3, corresponding to a drastic
truncation of the basis, seems to provide a good trade-off between accuracy and numerical
stability for all basis sets beyond TZ quality and also augmented basis sets. However, while
this truncation prevents collapse to artificially low QP energies, it also leads to deteriorated
results compared to the default of  = 10−4. Increasing the basis set more and more, larger
and larger parts of the virtual space need to be projected out which ultimately prevents us
from reaching the complete basis set (CBS) limit for correlated methods. We expect, how-
ever, that carefully optimized auxiliary fit sets will enable the numerically stable application
of PADF to these methods with larger basis sets. Before we discuss the accuracy of the
present approach in section 3, we will describe in some detail how PADF can be used to
implement eqs. (22)–(25) efficiently.
2.3 GW equations with pair atomic density fitting
In this section we outline how the sparsity of the map from P to A can be exploited to
implement GW in a low-scaling fashion.
Imaginary time and frequency grids After calculation of the Coulomb potential and its
inverse in the basis of ABFs and the basis transformation matrix C as described in section 2.2,
we calculate imaginary frequency and imaginary time grids, {ωk}k=1,...Nω , {τk}k=1,...Nτ , re-
spectively. As outlined by Kresse an coworkers,162 they can be evaluated by minimizing
either the L∞ (Chebyshev) or L2 norm of
η ({α, β} , x) = 1
x
− f ({α, β} , x) , f =

2
Nτ∑
k=1
αke
−βkx β = τ
1
pi
Nω∑
k=1
αk
2x
x2 + β2k
β = ω
(33)
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with respect to the parameter sets α,β, where x ∈ [min, max], where min (max) denotes
the smallest (largest) KS orbital energy difference. Imaginary time and imaginary frequency
domain are connected through Laplace transforms (See also Cancs et al.170),
f(iτ) =
i
2pi
∫
dωf(iω)(cos(ωτ) + i sin(ωτ)) (34)
f(iω) =− i
∫
dτf(iτ)(cos(ωτ) + i sin(ωτ)) . (35)
For our purpose, it is sufficient to treat them as Fourier transforms. To avoid potentially
inaccurate interpolation to equidistant grids in order to use discrete Fourier transforms, we
discretize (35) as
f(iωk) =
Nτ∑
j
γ
(c)
kj cos(ωkτj) (f(iτj) + f(−iτj)) + iγ(s)kj sin(ωkτj) (f(iτj)− f(−iτj)) , (36)
where the weights γ
(c)
kj and γ
(s)
kj account for the non-uniformity of the grids. They are chosen
to minimize the L2 norm of the error introduced by (36) for f(iτ) = e
−x|τ |, x ∈ [min, max],
with respect to the exact transformation eq. (35). By inverting the matrices γ
(c)
kj cos(ωkτj)
and γ
(s)
kj sin(ωkτj), respectively, one can use the same relation to transform f from imaginary
frequency to imaginary time. To calculate the imaginary time grid, we minimize the L∞
norm of (33) as implemented by Helmich-Paris et al.198,199 and in imaginary frequency we
minimize the L2 norm on a logarithmic grid using a Levenberg-Marquardt algorithm.
200,201
Both algorithms require pretabulated values to converge to an acceptable local minimum. For
the imaginary time domain, we use the values distributed with the source-code of Helmich-
Paris et al.202 and for the imaginary frequency domain we tabulated our own values which
we include in the supporting information.
Polarizability After the Green’s function (11) and (12) have been constructed, P can
be evaluated. In this section, we use µ, ν, κ, λ to denote AOs, α, β, γ, δ to denote ABFs,
and the convention that (µ, α) ∈ A, (ν, β) ∈ B, (κ, γ) ∈ C, (λ, δ) ∈ D, where A,B,C,D
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label atoms. We denote the three-leg tensor collecting all fit-coefficients corresponding to all
products formed from AOs centred on A and B and to ABFs centred on B as CABB, i.e.
CABB contains only coefficients corresponding to fit-functions centred on B. Consequently,
the fit-coefficient tensor corresponding to all products formed from AOs on A and B and to
ABFs centred on A and B is split into CABB + CBAA. We also define CABB = 1
1+δAB
C˜ABB
to avoid complications from double-counting. The contribution of each atom pair (A,B) to
P , eq. (22), is given as the sum of four contributions
PABαβ,τ = −i
(
PAB,Iαβ,τ + P
AB,II
αβ,τ + P
AB,III
αβ,τ + P
AB,IV
αβ,τ
)
, (37)
where
PAB,Iαβ,τ =
∑
µνκλ
CDAAλµα G
DC
λκ,τG
AB
µν,τC
CBB
κνβ
PAB,IIαβ,τ =
∑
µνκλ
CDAAλµα G
AC
µκ,τG
DB
λν,τC
CBB
κνβ
PAB,IVαβ,τ =
∑
µνκλ
CDAAλµα G
AB
µν,τG
DC
λκ,τC
CBB
κνβ .
(38)
As G and G are symmetric, the symmetry of the Kronecker product implies that P is
symmetric as well and consequently PAB,III =
[
PBA,II
]T
and PAB =
[
PBA
]T
. Also note,
that Re (P ) = 0. Defining the intermediates
FABBµνβ,τ =
∑
κ
GACµκ,τC
CBB
κνβ (39)
F
ABB
µνβ,τ =
∑
κ
G
AC
µκ,τC
CBB
ν′νβ (40)
HACBµκβ,τ =
∑
ν
FABBµνβ,τG
BC
νκ,τ (41)
H
ACB
µκβ,τ =
∑
ν
F
ABB
µνβ,τG
BC
νκ,τ , (42)
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(38) is most conveniently evaluated as
PAB,Iαβ,τ + P
AB,IV
αβ,τ =
∑
νκ
(
HCBAκνα,τ +H
CBA
κνα,τ
)
CCBBκνβ
PAB,IIαβ,τ =
∑
µν
F
BAA
νµα,τF
ABB
µνβ,τ .
(43)
We parallelize the outermost loop over all atoms and perform all tensor contractions using
level-3 BLAS. No step involves more than three atomic centers and since tensor contractions
corresponding to distant centers (for which all elements in C are zero) can be skipped, the
operation count scales asymptotically as N2. We always evaluate the intermediates eqs. (39)–
(42) on the fly since storage of 2-center quantities with more than 2 indices would quickly
become prohibitive.
Screened Coulomb interaction After having evaluated P for all atom pairs, W˜ can be
evaluated as in conventional approaches using matrices of dimension Naux × Naux. After
transforming the matrix P (which is even in imaginary time) to the imaginary frequency
axis using (36), the screened interaction W˜ω is obtained by inversion,
W˜ω =
[
V −1 − Pω
]−1 − V . (44)
For all ω, W is stored in distributed memory. Note, that on the imaginary frequency axis,
Im (P ) = 0 and thus Im
(
W˜
)
= 0 as well. To evaluate (44), the dielectric function is not
constructed explicitly as it would not be symmetric and its inversion would be computa-
tionally demanding. We invert V −1 − Pω (and V which only needs to be done once) using
an LU decomposition with partial pivoting as implemented in SCALAPACK. Note, that
inversion using CD would be numerically unstable since C might not be full-rank and thus
does not necessarily conserve positive semi-definiteness. We subsequently transform W˜ back
to imaginary time.
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Self-energy Next, the contributions to Σ for all atom pairs,
Σc,ABµν,τ = i
(
ΣAB,Iµν,τ + Σ
c,AB,II
µν,τ + Σ
c,AB,III
µν,τ + Σ
c,AB,IV
µν,τ
)
, (45)
are evaluated, where ΣAB,III =
[
ΣBA,II
]T
, ΣAB =
[
ΣBA
]T
. Also, Re (Σc) = 0, since Re (G) =
0 and Re
(
W˜
)
= 0. We only give here the equations for Σc(iτ) as Σx is obtained in exactly
the same way by replacing W˜ with V and using G(iτ = 0). As Σ is an uneven function
in imaginary time, we also need to evaluate Σ(−iτ) to be able to Fourier transform it to
the imaginary frequency axis. The corresponding equations can be retrieved from the ones
for Σ(iτ) by simply exchanging G with G and replacing upper bars with lower bars in all
intermediates. To express the individual contributions to Σ we define the intermediate
IABCµνγ,τ = C
ABB
µνβ W˜
BC
βγ,τ , (46)
and together with (40) and (39) we obtain
Σc,AC,Iµκ,τ =
∑
νλ
∑
αγ
GDBλν,τC
DAA
λµα W˜
AC
αγ,τC
BCC
νκγ =
∑
να
FBAAνµα,τI
BCA
νκα,τ (47)
Σc,AC,IIµκ,τ =
∑
νλ
∑
αβ
GDBλν,τC
DAA
λµα W˜
AB
αβ,τC
CBB
κνβ =
∑
να
FBAAνµα,τI
CBA
κνα,τ (48)
Σc,AC,IVµκ,τ =
∑
νλ
∑
δβ
GDBλν,τC
ADD
µλδ W˜
DB
δβ,τC
CBB
κνβ =
∑
λδ
[∑
ν
GDBλν,τI
CBD
κνδ,τ
]
CADDµλδ . (49)
As for P we parallelize the outermost loop over all atoms and completely rely on level-3
BLAS for all tensor contractions. Due to its prefactor of N2AO,l×N2aux,l, where Naux,l (NAO,l)
denote the number of ABFs (AOs) on on atomic center, the calculation of I is the most
expensive step. The asymptotic operation count can be reduced significantly as the screened
interaction W˜ , unlike the Coulomb interaction, decays exponentially as direct consequence
of the exponential decay of the Green’s function. In our current implementation, we do
not fully exploit this property as we essentially treat W˜ like the bare Coulomb potential
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in the calculation of Σx. In the same way as for C, we can skip all tensor contractions for
approximately non-Coulomb-interacting atom pairs. For weakly interacting pairs, we rely
on multipole expansions of the Coulomb potential to reduce the prefactor of all contractions
involving W (and V for Σx) considerably so that Σ can also be evaluated with quadratic
operation count. Fully exploiting the exponential decay of W˜ , the asymptotic scaling can
possibly be reduced further.
Quasi-particle equations Σc is subsequently transformed to the MO basis and its diag-
onal elements to imaginary frequency space. With (36),
Σcnn,ωk = −i
∑
j
γ
(c)
kj cos(ωkτj)
[
Σcnn,τj + Σ
c
nn,τj
]
−
∑
j
γ
(s)
kj sin(ωkτj)
[
Σcnn,τj − Σ
c
nn,τj
]
, (50)
from which the QP equation (9) is solved. We analytically continue (AC) Σcnn to the real
frequency axis using a Pad-approximant of order Nω as described by Vidberg and Serene
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and solve (9) for all states of interest using bisection. While the present approach it not
applicable to core level excitations,45–47 it predicts QP energies in the valence region with
good accuracy in case the QP solution is sufficiently distant from any pole of the self-
energy.46,131,204,205 This is always the case for molecules with a large KS HOMO-LUMO
gap. Note, that in these cases small imaginary frequency grids are sufficient to ensure good
accuracy for particle and hole states in the valence region.
To summarize this section, a pseudocode of our implementation together with theoretical
asymptotic scaling with system size is given in figure 1.
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Algorithm 1 Pseudocode for G0W0 using PADF. The asymptotic operation count of some
key steps is given on the right.
Input MO coefficients bµn, orbital energies, n from (1)
Compute C, V , V −1
Compute {τi}i=1,...,Nτ , {ωk}k=1,...,Nω ,
{
γ
(c)
ki , γ
(s)
ki
}
k=1,...,Nω ,i=1,...Nτ
for τ = τ1, τ2, τ3 . . . , τNτ do
Calculate G using (11), (12) N3Nτ
for A ∈ Natom, B ∈ Natom do
Evaluate PAB(τi) using (37)-(43) N
2Nτ
end for
for ω = ω1, ω2, ω3 . . . , ωNω do
Calculate contribution to P (ωi) using (36) N
2NτNω
end for
end for
for ω = ω1, ω2, ω3 . . . , ωNω do
Calculate W (ωk) using (44) N
3Nω
end for
for τ = τ1, τ2, τ3 . . . , τNτ do
for ω = ω1, ω2, ω3 . . . , ωNω do
Calculate W (τi) using (36) N
2NτNω
end for
for A ∈ Natom, B ∈ Natom do
Evaluate ΣAB(τi) using (45) to (49) N
2Nτ
end for
Calculate Σnn,τi and evaluate (50)
end for
Evaluate QP-spectrum using (9)
3 Results
3.1 Computational Details
All calculations have been performed with a locally modified development version of ADF168,169
in which the herein described PADF-G0W0 algorithm has been implemented. In all gKS cal-
culations, PADF has been used to evaluate Coulomb- and exchange terms.147,148,206 We
performed PADF-G0W0@PBE and PADF-G0W0@PBE0 calculations for all molecules in
the GW100 database80 as well as PADF-G0W0@PBE0
207,208 calculations for the 50 largest
molecules in the GW5000 database.209 For GW100, we used the structures as published
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in the original work,80 except for Vinylbromide and Phenol for which we used the updated
structures.210 To preclude potential confusion, we emphasize that all results from other codes
we refer to herein have been taken from the literature and have not been calculated by us.
We herein use several all-electron (AE) STO-type basis sets of double-ζ (DZ), TZ, and
QZ size. The prefix “aug-” denotes augmentation of a basis set with an additional shell
of diffuse functions for all angular momenta l = 0, 1, 2. For augmented QZ basis sets, an
additional diffuse shell of f-functions is added as well. Augmentation of the basis set with
x additional shells of polarization functions is denoted by xP. We employ two different QZ
basis sets, the even-tempered QZ3P211 basis set, and the larger QZ4P212 basis set. For a
detailed description of the basis sets we refer to van Lenthe et al..212 It should be noted,
however, that all basis sets are not correlation consistent (CC) and unsuitable for CBS limit
extrapolation. Also note, that QZ3P and all augmented basis sets are only available for the
first 4 rows of the periodic table. In case of QZ3P we will use QZ4P for all heavier elements
and in case of augmented basis sets we use the respective basis set without augmentation.
If not indicated otherwise, we used the Normal auxiliary fit set,213 Good quality for nu-
merical integration,206 Normal quality for thresholds controlling distance effects, and stan-
dard numerical settings otherwise. We use imaginary time and frequency grids with up to 18
points each214 for GW100 and 16 points each for GW5000. In all G0W0@PBE0 calculations
on GW5000 we employed the Zero Order Regular Approximation (ZORA).215–218
During orthonormalization of the Fock matrix in the SCF, columns of the transformation
matrix are removed when the corresponding eigenvalues of the AO-overlap matrix is smaller
than some threshold D.
191 As explained above, we have adjusted this value to D = 10
−3 in
all calculations using QZ4P or augmented basis sets. Otherwise, the default of D = 10
−4
has been used.
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3.2 Benchmarks
3.2.1 The GW100 database
Comparing AE codes, the size and type of basis set is the most crucial factor influencing the
results of a GW calculation.80 Even on the QZ level, BSEs for HOMO and especially LUMO
QP energies can exceed several hundreds meV, necessitating an CBS limit extrapolation
to obtain very accurate reference values.46,80,209 Using localized AOs one needs to rely on
heuristics since the expansion of MOs in this basis does not converge uniformly, unlike
expansions in terms of PW219 or finite elements in RS.220 HOMO QP energies obtained with
these basis set types are generally in good agreement with the original ones by van Setten
et al.,80 while they often differ substantially for LUMO energies.205,221,222
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Figure 1: Error distributions (in eV) for G0W0@PBE with four different STO-type basis sets
for the HOMO (bottom) and LUMO QP energies (top) in the GW100 database. Due to its
error larger than 3 eV, CO2 is not included in the upper left plot.
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Thus, it is not straightforward for our purpose to chose appropriate reference values and
we will therefore use more than one reference in the following. As primary reference for
GW100 we use RS-CBS limit extrapolated (CBSLE) results223 by Chelikowsky and cowork-
ers222 and whenever we refer to the CBS limit, we mean these reference values if not indicated
otherwise.
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Figure 2: MADs (upper triangle) and maximum absolute deviations (lower triangle) in eV
of QP HOMO energies computed with different codes and basis sets, specified on the axes
for G0W0@PBE.
210
The histograms in figure 1 summarize the results of our benchmarks on GW100 while
we refer to the supporting information for individual QP energies. For LUMO energies (and
consequently all HOMO-LUMO gaps) we excluded all noble gases and the Hydrogen molecule
from our analysis, since the discrepancies between RS, PW-pseudopotential and AE codes
often exceed 2 eV.80,205,221,222 Figure 2 shows MADs for the HOMO QP energies between
different codes and basis sets. Since we are not able to perform basis set extrapolation, the
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QZ4P results are the best ones attainable for us. We observe MADs of 0.26 eV to the CBSLE
nanoGW224 results and of 0.33 eV to the CBSLE FHI-AIMS66,67,132 QP results. With respect
to both, the nanoGW and the FHI-AIMS CBS limit, QZ4P yields an accuracy comparable to
TURBOMOLE225 with the smaller def2-TZVP basis set (6th and 7th column in the heatmap
in figure 2). QZ4P does not give significant improvements over QZ3P and with a MAD of 0.15
eV with respect to nanoGW/CBSLE results, def2-QZVP performs considerably better than
QZ4P. The fact that the former one has more polarization functions (e.g. (7s,4p,3d,2f,1g) vs.
(7s,4p,2d,2f) for second row elements226) might explain part of the discrepancy. Furthermore,
the excessive truncation of the QZ4P-basis in the canonical orthonormalization procedure
during the SCF effectively diminishes the size of the virtual space. This might also explain
why QZ4P only improves moderately over the significantly smaller TZ2P basis set (0.46 vs.
0.33 eV) while going from def2-TZVP to def2-QZVP reduces the MAD with respect to both
CBS limits by roughly 50 %. Also a visual inspection of the error distributions for the QZ3P
and QZ4P QP HOMO energies in figure 1 reveals that the QZ4P-errors shows a larger spread
and more often exceed 0.5 eV than for QZ3P.
Aside from the BSE, the shortcomings of our frequency treatment and the AC technique
are another factor for the rather pronounced deviations to the CBS limit displayed in Fig.
2. Problematic cases are KH,97 KBr, NaCl, BN, O3, BeO, MgO, Cu2 and CuCN for which
the solution of (9) is close to one or more poles of the self-energy.205 When this is the
case, different codes might converge to different numerical values depending on way the QP
equation (9) is solved. Also, since AC is generally ill-conditioned, small errors in Σc on the
imaginary frequency axis might already have a substantial effect on the accuracy of the self-
energy on the real frequency axis. The HOMO QP energies from our code are compared to
several reference values from the literature in table 1. In all cases except Cu2, the def2-QZVP
HOMO QP energies from the low-scaling implementation in CP2K97 using imaginary time
and imaginary frequency grids as described by Kresse and coworkers162 significantly deviate
from the FHI-AIMS results with the same basis set. For KH and NaCl, our QZ4P results are
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Table 1: Columns 1-8: G0W0@PBE HOMO QP energies in eV for 2 different STO-type
basis sets for selected molecules from the GW100 database. The reference values from the
literature (columns 5-8) are taken from Wilhelm et al.,97 (CP2K48/CBSLE), van Setten et
al.80 (column 6: FHI-AIMS66/def2-QZVP, Column 7: FHI-AIMS/CBSLE), and Chelikowsky
and coworkers222 ( nanoGW224/CBSLE). Column 9-10: G0W0@PBE0 HOMO QP energies
in eV from ADF/QZ4P and MolGW68/def2-QZVP.210
G0W0@PBE G0W0@PBE0
ADF def2-QZVP CBS ADF def2-QZVP
Molecule TZ2P QZ4P CP2K AIMS AIMS nGW QZ4P MolGW
44 KH −4.64 −5.53 −5.56 −4.86 −4.99 −4.68 −5.71 −5.65
60 KBr −7.43 −7.84 −7.58 −7.30 −7.57 −7.08 −7.74 −7.89
62 NaCl −8.66 −8.34 −8.31 −8.10 −8.43 −8.18 −8.65 −8.83
65 BN −10.91 −10.81 −11.13 −11.03 −11.15 −11.19 −11.39 −11.54
82 O3 −11.57 −11.68 −11.79 −11.39 −11.49 −12.07 −12.48 −12.56
84 BeO −9.18 −9.35 −9.20 −8.58 −8.60 −9.73 −9.46 −9.64
85 MgO −7.06 −6.57 −6.70 −6.68 −6.75 −7.03 −7.20 −7.46
99 Cu2 −7.62 −7.81 −7.55 −7.55 −7.78 −8.00 −7.62 −7.55
100 CuCN −9.81 −9.87 −9.75 −9.42 −9.56 10.84 −10.08 −10.24
in excellent agreement with the former values. For KBr, QZ4P underestimates the nanoGW
CBS limit by nearly 1 eV but the FHI-AIMS CBS limit by less than 0.3 eV. The TZ2P
QP energies are significantly closer to the nanoGW CBS limit, which is easily explained
with cancellation of BSE and frequency integration error. Note, that for these molecules
our frequency treatment leads to significantly underestimated QP energies compared to all
reference values. KH, NaCl and KBr are indeed responsible for the negative errors in the top
right histogram in figure 1. Also, the G0W0/QZ4P HOMO energies for O3, BeO, Cu2 and
CuCN underestimate the respective FHI-AIMS/def2-QZVP values by several hundreds meV
and are in good agreement with results from the low-scaling implementation by Wilhelm
et al.97 in three of four cases. In fact, this is the expected result and improvements of our
imaginary frequency grids are needed to be able to accurately calculate HOMO QP energies
for systems with a challenging pole structure. We also note, that the discrepancy of the
HOMO QP energies in table 1 to experimental vertical ionization potentials greatly exceeds
the average for GW100,80 227 indicating that G0W0@PBE is not the suitable level of theory
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for these systems.
It has also been noted by Govoni et al., that the poles of the self-energy are shifted
away from the QP solution on the G0W0@hybrid level of theory which should alleviate the
shortcomings of the AC.205 Indication that this is indeed the cases is provided in the last
two columns of table 1 where we compare the G0W0@PBE0/QZ4P HOMO QP energies to
G0W0@PBE0/def2-QZVP reference values from MolGW.68,210 As TURBOMOLE, MolGW
implements GW with an analytical full frequency (AFF) treatment and the results from
both codes generally agree within a few tens of meV for the HOMO level to FHI-AIMS. In
stark contrast to G0W0@PBE, only for KH and Cu2 our code underestimates the reference
insignificantly by less than 0.1 eV while all other values are overestimated by a magnitude
which is in good agreement to the MAD of ADF/QZ4P to FHI-AIMS/def2-QZVP as shown
in figure 2.
Table 2: MADs of the G0W0@PBE HOMO and LUMO QP energies corresponding to figure 1
and HOMO-LUMO gaps with respect to the CBS limit for four different STO-type basis sets
(All values in eV).
TZ2P aug-TZ2P QZ3P QZ4P
HOMO 0.38 0.39 0.29 0.26
LUMO 0.93 0.58 0.59 0.55
gap 0.60 0.29 0.37 0.38
For the LUMO QP energies shown in the upper part of figure 1, aug-TZ2P, QZ3P and
QZ4P show similar MADs of 0.58, 0.59 and 0.55 eV, respectively and thus improve sig-
nificantly over TZ2P with a MAD of nearly 1 eV (see table 2). aug-TZ2P overestimates
HOMO and LUMO QP energies most symmetrically and, with a MAD of 0.29 eV, describes
the HOMO-LUMO gap significantly better than both QZ basis sets. The situation is well
known from augmented GTO-type basis sets71,204,228–231 which usually converge considerably
faster to the CBS HOMO-LUMO gap than non-augmented basis sets,204 although the indi-
vidual HOMO and LUMO levels are often not converged at all. A necessary prerequisite for
this fortunate error cancellation is that QP energies are consistently overestimated. Thus,
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the shortcomings of our frequency treatment has a particularly adverse effect on this quan-
tity which also contributes to the relatively poor performance of PADF-G0W0@PBE/QZ for
GW100.
From the discussion so far it seems that, with the exception of some troublesome cases dis-
cussed above, the BSE is indeed responsible for the largest parts of the PADF-G0W0-errors.
To support this claim further, we investigate some LUMO QP energies with exceptionally
slow convergence to the CBS limit in more detail and see whether convergence can be at-
tained using larger basis sets. While the CO2 LUMO QP energy deviates from the CBS
limit by more than 3 eV, also for F2, CF4 C3H3 and CnH2n+2 for n = 1, . . . 4, the TZ2P
LUMO QP energies deviate between 1.7 eV and 1.4 eV from the CBS limit. We investigate
the convergence with respect to the basis set size for these molecules (except for Propane
and Butane) in figure 3 by adding diffuse functions to the QZ3P basis set.
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Figure 3: Deviations of G0W0@PBE LUMO QP energies to the CBS limit for six selected
molecules from the GW100 database for different STO-type basis sets (all values in eV).
For all molecules except F2, our aug-QZ3P results agree very well with the CBS limit of
Chelikowsky and coworkers. This is a little surprising since the GTO-type basis set CBSLE
results differ by more than 1 eV for CH4, C2H6 and C3H3. As discussed in section 2, this
good agreement with the CBSLE reference is only possibly for us to reach for very small
systems. For F2, the extrapolated CBS limits from different codes are in good agreement
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and the errors from aug-QZ3P are still hard to explain with BSEs alone, although van Setten
et al. found a BSE of 0.53 eV for the LUMO energy using def2-QZVP.80
3.2.2 The GW5000 database
We now turn our attention to systems large enough for local approximations to take effect
and discuss the HOMO and LUMO energies of 20 organic molecules with in between 85 and
99 atoms from the GW5000 database.209 These tests are crucial for our purpose. First, they
allow us to assess the effect of the values of the thresholds controlling distance effects. As
explained in detail elsewhere,160 we essentially rely on three thresholds in our implementa-
tion, which we organize in three tiers, denoted as Basic, Normal and Good. For the exact
values of these thresholds we refer to the supporting information.
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Figure 4: Deviations of the Basic and Normal threshold tiers with respect to the Good tier
for HOMO (bottom) and LUMO (top) QP energies on the G0W0/PBE0 level of theory (all
values in eV).
The convergence with respect to the threshold tiers for HOMO and LUMO QP energies is
shown in figure 4. As shown in the lower panel, the HOMO energies from different threshold
tiers agree within 0.1 eV and the HOMO energies from the Normal and the Good threshold
tier usually agree within an accuracy of 60 mEV. Using the Basic threshold tier, the LUMO
QP energies show a maximum deviation of roughly 0.15 meV with respect to the Good tier.
On the other hand, the LUMO energies from the Normal and Good tier are in even better
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agreement than the corresponding HOMO energies. Thus, using the Normal tier ensures
an internal precision of our implementation of 60 meV for HOMO and LUMO QP energies.
In case only the HOMO level is of interest, sufficient precision is already attained using the
Basic threshold tier.
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Figure 5: Deviations of LUMO (upper panel) QP energies, HOMO (middle panel) QP
energies and HOMO-LUMO QP gaps (lower panel) for the TZ2P (Normal thresholds) as
well as the GTO-type def2-TZVP and def2-QZVP basis sets with respect to the CBS limit for
the HOMO energies of the 20 large molecules from the GW5000 database. HOMO-LUMO
QP gaps from aug-DZP are shown as well. All values are in eV).
Second, the applicability of our implementation to the small molecules in GW100 does
not imply the same for larger systems. In fact, this is true for any method exploiting locality
in any form. Due to the reasons outlined in section 2 we refrain from reporting results with
QZ and large augmented basis sets for these systems. Instead, we want to investigate the
accuracy attainable using the TZ2P and aug-DZP basis sets for which no numerical problems
can be expected also for large molecules.
We compare our results for QP HOMO and LUMO levels as well as HOMO-LUMO gap
for the 20 selected molecules to accurate reference values calculated with numerical GTOs
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Table 3: MADs of HOMO energies, LUMO energies and HOMO-LUMO gaps with respect
to the CBS limit for the 20 considered molecules from the GW5000 database for different
basis sets. The Normal tier of thresholds has been used in all PADF-G0W0 calculations. All
values are in eV.
TZVP QZVP TZ2P aug-DZP
HOMO 0.34 0.14 0.39 0.46
LUMO 0.40 0.17 0.56 0.53
gap 0.06 0.03 0.18 0.08
with the FHI-AIMS code in figure 5. MADs for these quantities with respect to the CBS
limit are given in table 3. We observe that the TZ2P HOMO QP energy never deviates from
def2-TZVP by more than 0.1 eV and the MAD of 0.39 eV is only 50 meV higher than the one
found for def2-TZVP. For the LUMO energy, the situation is different. While def2-TZVP
yields a MAD of 0.40 eV for this quantity, TZ2P performs with 0.56 eV considerably worse.
This has a profound effect on the description of the HOMO-LUMO gap. Since def2-TZVP
overestimates the LUMO level not much more than the HOMO QP energy, the HOMO-
LUMO gap shows with a MAD of 0.06 eV an excellent agreement to the CBS limit while
TZ2P yields a MAD of 0.17 eV. On the other hand, using the smaller aug-DZP basis set we
find with a MAD of 0.08 eV good agreement with the CBS limit. As might be inferred from
table 3, this success results mainly in poorer description of the HOMO level compared to
TZ2P and the error cancellation between HOMO and LUMO is not always reliable, which
can be seen from systems #8 and #9 whose HOMO-LUMO gap differs to the CBS limit
by 0.2 eV. It should also be noted, that def-DZP calculations are slightly slower than TZ2P
ones for medium and large systems since more AO-pair products need to be considered.
Finally, we investigate the accuracy of our algorithm as a function of systems size. To
this end, we randomly selected 250 molecules from the GW5000 database and sorted these
systems from smallest (12 atoms) to largest (99 atoms). Figure 6 shows the deviations to the
CBS limit of our G0W0@PBE0 results for HOMO, LUMO and HOMO-LUMO QP gap with
the TZ2P and aug-DZP basis sets as well as FHI-AIMS results using the def2-TZVP and
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Figure 6: HOMO (left), and LUMO QP energies (middle) as well as HOMO-LUMO QP
gaps (right) with different basis sets for 250 randomly selected molecules from the GW5000
database (dots) as well as linear fits, f(x) = a × x + b. The systems have been sorted
according to increasing size.
def2-QZVP basis sets.209 Additionally, we performed linear fits as implemented in Numpy,
which are also shown in figure 6. Essentially we obtain the same picture as for the 20
large molecules: TZ2P performs nearly as good as def2-TZVP for the HOMO QP energies
and considerably worse for the LUMO level which translates into a worse description of the
HOMO-LUMO gap. While it is observed that the STO-results show a larger spread than
their GTO counterparts especially for LUMO energies, we also observe that the deviation
to the CBS limit decreases with growing system size for all basis sets. For all subplots in
figure 6, the TZ2P fit is more or less parallel (also see the fit-parameters in the supporting
information for comparison) to the GTO-fits, while the slope in the aug-DZP fit for the
HOMO-LUMO gap is slightly more negative. As for the subset of 20 large molecules, aug-
DZP produces HOMO-LUMO gaps which on average agree with the CBSLE reference within
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0.15 eV for systems larger than a few tens of atoms. However, in some cases the errors can
still be rather large (e.g. larger than 0.4 eV in 7 out of 250 cases), while the def2-QZVP
BSE practically never exceeds 0.1 eV.
The decreasing errors are most likely due to basis set superposition which leads to a
more complete basis when the system increases and the assumption that this effect is more
pronounced for basis sets with many diffuse functions such as aug-DZP is reasonable. Thus,
we can conclude that the accuracy of our algorithm is not negatively affected by the system
size. We note, that local over-completeness and the associated numerical issues can already
be encountered for very small systems like the ones the left side of the plots in figure 6. On
the other hand, it is highly unlikely that they become more pronounced for larger systems
due to the locality of the AOs.
3.3 Representative timings
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Figure 7: Wall times in hours for G0W0@PBE/TZ2P calculations on a series of Water clusters
and a linear Alkane chain (exclusive the preceding SCF). The exponent of the polynomial
describing the asymptotic scaling of the algorithm is given on the right of each plot.
In order to analyse the asymptotic scaling of our algorithm, we presentG0W0@PBE/TZ2P
calculations on series of water clusters232 using the same numerical settings as for GW5000,
the Basic and Normal tiers of thresholds and 12 imaginary time and imaginary frequency
points. All calculations presented in this subsection were performed on two 2.2 GHz intel
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Xeon (E5-2650 v4) nodes with 24 cores and 128 GB RAM each. Figure 7 shows the wall
times for the G0W0-part of the calculations and the exponents of the polynomials describing
the asymptotic scaling of these calculations with increasing system size. Information on CPU
time and asymptotic scaling of key steps of the algorithm for the largest of these systems
are given in figure 8
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Figure 8: Contributions to total G0W0 wall times from different key steps for a series of
Water cluster using the TZ2P basis set. Left bar in each group: Basic threshold quality,
right bar in each group: Normal threshold quality.
The largest water cluster here comprises 432 atoms with 7776 AOs and 36576 ABFs.
Using the Normal threshold tier, the whole G0W0 calculation takes five hours on two nodes.
As shown in figure 8, the most expensive step is the calculation of Σ, being responsible
for about half of the wall time of the whole calculation, followed by the evaluation of P .
The evaluation of Σ is also the step which is accelerated most when the thresholds are
loosened. This is due to the contractions eq. (46) which are tremendously accelerated when
the multipole approximation is used for an increasing number of atom pairs. Consequently,
the asymptotic scaling of this step is decreased from N2.34 to N2.15. Also the asymptotic
scaling of P is reduced considerably (from N2.19 to N2.05), so that the wall time of the total
calculation can be reduced to less than 4 hours. The evaluation of W is not affected by
changing the thresholds, however, due to its low prefactor it can not be expected to become
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a bottleneck even for systems larger than the ones considered here.
Water clusters are very compact systems due to their spherical shapes. This takes
an adverse effect on the asymptotic scaling properties of our algorithm, compared to low-
dimensional systems, e.g. linear Alkane chains as the most extreme example. The timings
for a series of Alkane chains is given for comparison in figure 7 as well. With the same thresh-
olds, the G0W0-calculation for C160H322 takes with roughly 2.5 hours only half the time as
the one for (H2O)144 even though the former system is larger. In fact, P is calculated in less
than half an hour which is less wall time than is required for the calculation of W˜ .
Two major downsides of our algorithm should be mentioned as well. First, it scales (at
least) cubic with respect to the number of AOs for fixed system size. This is a general
shortcoming of AO-based algorithms (the scaling might often be even worse) and its current
form it is difficult to envisage modifications of our algorithm which might overcome this
issue. Second, its memory requirements are high. While memory count increases as N2 with
systems size, the practical memory bottleneck is rather the storage of C. Although only
linearly scaling, we store it in shared memory which prevents the scalability of our algorithm
to even larger systems. The memory requirements are reduced for low-dimensional systems
for which C becomes smaller, however, it is clear that systems much larger than the ones
presented herein can not be treated any more. Still, for systems of hundreds of atoms for
which conventional implementations require a supercomputer,96,97 G0W0 calculations with
our algorithm can be performed in a routine fashion which puts its application in main-stream
computational spectroscopy within reach.
4 Conclusion
In this work, we have presented a PADF-based G0W0 implementation using STOs and relying
on imaginary time-representation of the single-particle Green’s function. Our algorithm
combines quadratic scaling in memory and operation count with a very small prefactor due
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to a sparse map from ABF space to AO-product space. Using realistic numerical settings,
a G0W0 calculation for a spherically shaped water cluster with 432 atoms, 7776 AOs, and
36576 ABFs takes 240 CPU hours. Using slightly looser thresholds, the same calculation is
done in 180 CPU hours and the G0W0 calculations for a linear Alkane chain with the same
number of AOs takes only about 100 CPU hours. Thus, our algorithm is at least one order
of magnitude faster than the fastest state-of-the-art canonical implementations.97,204
The accuracy of our algorithm for the calculation of the HOMO and LUMO QP energies
in the GW100 database has been investigated by comparison to RS-CBSLE reference values.
We found MADs of 0.38 eV for TZ2P and 0.26 eV for QZ4P for the HOMO, and 0.93
eV for TZ2P and 0.55 eV for QZ4P for the LUMO energies, respectively. For the HOMO
level, FHI-AIMS/def2-QZVP only deviates from the CBS limit by 0.15 eV on average and
TURBOMOLE/TZVP by 0.28 eV. Thus, for GW100, the accuracy of our algorithm on the
QZ level is comparable to canonical implementations on the TZ level while it is difficult to
make a definite statement about the quality of our LUMO energies due to large discrepancies
between different codes.80,205,221,222
Two factors contribute to the relatively poor performance of our algorithm for GW100.
First, for many systems with QP solutions close to poles of the self-energy, our frequency
treatment with AC is inaccurate and we often observe large differences with respect to
the reference. This feature is also observed within other closely related schemes.97,221 As
expected,205 this issue is mostly avoided when a gKS reference is used. Certainly, using a
more sophisticated algorithm to generate larger imaginary frequency grids than the present
ones which are limited to a maximum of 19 points will also improve our algorithm for systems
with a small KS HOMO-LUMO gap and/or low-lying core states for which generally higher
resolution on the frequency axes is required.233
Second, the PADF-approach becomes numerical unstable for large basis sets. To restore
numerical stability, parts of the unoccupied space needs to be projected out during the SCF
which effectively diminishes the size of the basis, especially when the basis set comprises
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many diffuse functions. This shortcoming can be traced back to the intrinsic difficulty to
represent highly delocalized AO-pair densities using ABFs centered on two atoms only. With
our auxiliary fit sets having been optimized for gKS calculations, this can lead to very large
fit-coefficients which in turn cause numerical instabilities. This issue is of technical nature
and can possibly be resolved by adding more diffuse functions with high angular momenta
to our current auxiliary basis sets.158 Employing auxiliary basis sets optimized for correlated
methods, as it is common practice in global DF,234–240 seems to be a promising route to
approach the accuracy of canonical G0W0 also for large QZ basis sets and large systems.
Using smaller basis sets of augmented DZ and TZ quality, we calculated the HOMO
and LUMO energies of a set of 250 organic molecules between 12 and 99 atoms from the
GW5000 database and observed that the deviation to the FHI-AIMS CBSLE reference, not
only within our scheme but also within the canonical scheme using GTO-type basis sets,
is actually decreasing with increasing system size. Thus, we conclude that PADF-G0W0
calculations on the augmented DZ and TZ level can safely be performed for large systems
as well. For another subset of GW5000 comprising 20 large molecules with in between 85
and 99 atoms, the aug-DZP HOMO-LUMO gap deviates by only 0.08 eV on average from
the CBS limit, which is comparable to the FHI-AIMS/def-TZVP reference.
To summarize, it is clear that further technical improvements of our algorithm are needed.
Nevertheless, the examples in this work demonstrate that already in its current form it
enables accurate G0W0 calculations for large systems of hundreds of atoms with TZ and
augmented DZ basis sets in a routine fashion. Not only its scalability, but also its very
small prefactor make it amenable to fully self-consistent GW calculations which are possible
with straightforward extensions of our algorithm since we construct the complete Σ instead
of only its diagonal in the MO basis. Due to the usually consistent overestimation of QP
energies, BSEs often compensate each other to a large extend in calculations of HOMO-
LUMO gaps and in the past many GW calculations with augmented DZ basis sets have
provided important insights into the optical and electronic properties of practically relevant
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systems.71,204,228–231 This indicates, that our algorithm might prove useful in practice already
in its current form e.g. in the study of large organic chromophores in solution or donor-
acceptor systems, and we think that its computational efficiency out-weights its current
limitations to reach the CBS limit with guaranteed accuracy.
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Figure S1: Distribution of errors for the HOMO-LUMO QP gap on the G0W0@PBE level
of theory using four different STO-type basis sets. The error is in eV and with respect to
the reference by Chelikowsky and coworkers.1
S2 Thresholds
Beside from PADF, we employ further local approximations to reduce the asymptotic scaling
of our algorithm from cubic to quadratic. For more details we refer to our recent work
describing our MP2 implementation.2
A basis function is considered negligible for |r| > dµ if
|χµ(r)| < bas ∀ |r| > dµ , (1)
which implies that CABBµνβ = C
BAA
νµα = 0 whenever
|RA −RB| > dµ + dν , (2)
and bas is some (small) positive real number. In the same way, the interaction between two
pair densities χµχν , χκχλ is evaluated via multipole expansion
3 (recall, that the fit functions
S2
are always assumed to be centered on the second atom of the pair) if
|RB −RD| < dβ + dδ ∀β, δ , (3)
where d is defined by
|fβ(r)| < multi ∀ |r| > dβ . (4)
This is graphically illustrated in figure 1 in reference 2 (where we denoted bas by ϑDCAB,
the procedure for multi is the same).
Finally, when the Coulomb potential due to atom A, V Ac (r), does not overlap with any
basis function on atom B, i.e. whenever
|RA −RB| < dC + dν ∀ν ∈ B , (5)
where dC denotes the distance for which
|V AC (r)| < C ∀|r| > dC , (6)
the two atoms are defined as non-interacting. The values for the three thresholds we used
in this work for all GW -calculations are given in S1.
Table S1: Thresholds controlling distance effects in the PADF-G0W0 algorithm. All values
are in Bohr.
Basic Normal Good
multi 1× 10−2 5× 10−3 1× 10−3
bas 1× 10−3 3× 10−4 1× 10−4
C 3× 10−2 1× 10−2 1× 10−3
S3
S3 GW100 QP Energies
All values are also available in .CVS format
Table S2: G0W0@PBE HOMO QP energies for the GW100 database (all values in eV).
Name TZ2P aug-TZ2P QZ3P QZ4P
1 Helium −22.904 −22.716 −23.102 −23.063
2 Neon −20.087 −20.048 −20.077 −19.821
3 Argon −14.707 −14.585 −14.698 −14.663
4 Krypton −13.113 −12.990 −13.171 −13.483
5 Xenon −11.546 −11.543 −11.690 −11.690
6 Hydrogen −15.490 −15.731 −15.812 −15.732
7 Lithium dimer −4.763 −4.839 −4.814 −4.921
8 Sodium dimer −4.634 −4.676 −4.769 −4.783
9 Sodium tetramer −3.905 −3.970 −4.039 −4.006
10 Sodium hexamer −3.992 −4.057 −4.160 −4.149
11 Potassium dimer −3.795 −3.812 −3.807 −4.029
12 Rubidium dimer −3.669 −3.710 −3.959 −3.959
13 Nitrogen −14.521 −14.293 −14.536 −14.682
14 Phosphorus dimer −9.785 −9.783 −9.877 −9.818
15 Arsenic dimer −9.057 −9.050 −9.195 −9.489
16 Fluorine −14.389 −14.279 −14.606 −14.572
17 Chlorine −10.714 −10.675 −10.816 −10.600
18 Bromine −9.882 −9.769 −9.811 −10.089
19 Iodine −9.188 −8.808 −8.704 −8.701
20 Methane −13.663 −13.675 −13.796 −13.805
21 Ethane −12.146 −12.161 −12.237 −12.285
22 Propane −11.576 −11.608 −11.672 −11.696
23 Butane −11.279 −11.319 −11.368 −11.398
24 Ethylene −10.034 −10.013 −10.232 −10.190
25 Acetylene −10.733 −10.774 −10.790 −10.882
26 Tetracarbon −10.352 −10.500 −10.591 −10.633
27 Cyclopropane −10.312 −10.301 −10.392 −10.401
28 Benzene −8.638 −8.557 −8.844 −8.945
29 Cyclooctatetraene −7.792 −7.836 −7.890 −8.016
30 Cyclopentadiene −8.089 −8.042 −8.193 −8.312
31 Vinyl fluoride −9.715 −9.899 −9.957 −10.058
32 Vinyl chloride −9.429 −9.467 −9.535 −9.518
33 Vinyl bromide −9.158 −9.098 −9.349 −9.238
34 Vinyl iodide −8.777 −8.731 −8.806 −8.819
35 Tetrafluoromethane −14.731 −14.573 −14.946 −14.989
36 Tetrachloromethane −10.639 −10.558 −10.681 −10.706
37 Tetrabromomethane −9.592 −9.722 −9.738 −9.971
38 Tetraiodomethane −8.604 −8.462 −8.649 −8.666
39 Silane −12.071 −12.101 −12.222 −12.164
40 Germane −11.796 −11.864 −11.853 −11.975
41 Disilane −10.027 −10.435 −10.145 −10.166
42 Pentasilane −8.730 −8.708 −8.750 −8.821
43 Lithium hydride −6.984 −6.767 −6.846 −6.980
44 Potassium hydride −4.641 −4.658 −5.175 −5.530
45 Borane −12.654 −12.682 −12.753 −12.766
46 Diborane(6) −11.643 −11.653 −11.720 −11.759
47 Amonia −10.196 −9.889 −10.177 −10.100
48 Hydrazoic acid −10.109 −10.053 −10.220 −10.234
49 Phosphine −9.900 −9.813 −10.024 −10.045
50 Arsine −9.821 −9.851 −9.917 −10.204
Continued on next page
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Name TZ2P aug-TZ2P QZ3P QZ4P
51 Hydrogen sulfide −9.667 −9.652 −9.696 −9.839
52 Hydrogen fluoride −14.883 −15.061 −15.023 −14.848
53 Hydrogen chloride −11.925 −11.777 −11.957 −11.879
54 Lithium fluoride −9.928 −9.603 −9.792 −9.932
55 Magnesium fluoride −12.475 −12.005 −11.968 −12.191
56 Titanium tetrafluoride −13.465 −13.475 −14.080 −13.450
57 Aluminum fluoride −13.459 −13.845 −13.935 −13.936
58 Boron monofluoride −10.269 −10.213 −10.247 −10.405
59 Sulfur tetrafluoride −11.642 −11.678 −11.783 −11.808
60 Potassium bromide −7.430 −7.405 −7.382 −7.848
61 Gallium monochloride −9.295 −9.269 −9.324 −9.460
62 Sodium chloride −8.664 −7.984 −8.118 −8.340
63 Magnesium chloride −10.600 −10.660 −10.700 −10.767
64 Aluminum iodide −9.056 −8.957 −9.061 −9.060
65 Boron nitride −10.915 −10.859 −10.994 −10.808
66 Hydrogen cyanide −12.920 −12.913 −13.023 −12.964
67 Phosphorus mononitride −10.776 −11.316 −10.846 −10.873
68 Hydrazine −9.182 −8.950 −9.133 −9.092
69 Formaldehyde −9.974 −9.973 −10.129 −10.203
70 Methanol −10.257 −10.140 −10.408 −10.371
71 Ethanol −9.849 −9.784 −9.998 −9.991
72 Acetaldehyde −9.159 −9.200 −9.398 −9.406
73 Ethoxy ethane −8.949 −9.021 −9.136 −9.198
74 Formic acid −10.318 −10.408 −10.440 −10.465
75 Hydrogen peroxide −10.641 −10.494 −10.775 −10.862
76 Water −11.774 −10.973 −11.815 −11.685
77 Carbon dioxide −12.811 −12.820 −12.973 −12.927
78 Carbon disulfide −9.344 −9.368 −9.456 −9.450
79 Carbon oxide sulfide −10.529 −10.544 −10.614 −10.583
80 Carbon oxide selenide −9.800 −9.809 −9.921 −10.230
81 Carbon monoxide −13.328 −13.286 −13.308 −13.374
82 Ozone −11.566 −11.372 −11.782 −11.677
83 Sulfur dioxide −11.441 −11.472 −11.627 −11.580
84 Beryllium monoxide −9.180 −9.120 −9.108 −9.356
85 Magnesium monoxide −7.061 −6.651 −6.920 −6.933
86 Toluene −8.285 −8.237 −8.466 −8.552
87 Ethylbenzene −8.239 −8.183 −8.415 −8.435
88 Hexafluorobenzene −9.192 −9.143 −9.277 −9.414
89 Phenol −7.965 −7.984 −8.159 −8.150
90 Aniline −7.425 −7.336 −7.497 −7.561
91 Pyridine −8.774 −8.801 −9.064 −9.016
92 Guanine −7.442 −7.429 −7.521 −7.618
93 Adenine −7.640 −7.720 −7.783 −7.919
94 Cytosine −7.952 −8.079 −8.071 −8.295
95 Thymine −8.406 −8.434 −8.513 −8.616
96 Uracil −8.746 −9.042 −9.140 −9.227
97 Urea −8.716 −9.017 −9.006 −9.149
98 Silver dimer −6.915 −6.940 −6.982 −6.972
99 Copper dimer −7.621 −7.407 −7.356 −7.815
100 Copper cyanide −9.812 −9.606 −9.563 −9.867
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Table S3: G0W0@PBE LUMO QP energies for the GW100 database (all values in eV).
Name TZ2P aug-TZ2P QZ3P QZ4P
1 Helium 10.614 2.916 4.396 2.842
2 Neon 11.236 2.903 2.630 3.755
3 Argon 8.690 2.010 3.087 1.857
4 Krypton 7.593 1.648 1.386 1.433
5 Xenon 5.563 5.563 1.329 1.329
6 Hydrogen 3.389 2.035 2.229 2.797
7 Lithium dimer −0.280 −0.316 −0.376 −0.357
8 Sodium dimer −0.319 −0.343 −0.564 −0.413
9 Sodium tetramer −0.546 −0.588 −0.722 −0.682
10 Sodium hexamer −0.520 −0.733 −0.778 −0.689
11 Potassium dimer −0.379 −0.365 −0.463 −0.526
12 Rubidium dimer −0.477 −0.505 −0.663 −0.663
13 Nitrogen 3.134 2.786 2.758 2.681
14 Phosphorus dimer −0.142 −0.290 −0.386 −0.406
15 Arsenic dimer −0.442 −0.500 −0.528 −0.880
16 Fluorine 0.600 0.479 0.321 0.225
17 Chlorine −0.133 −0.268 −0.359 −0.431
18 Bromine −0.793 −0.866 −0.928 −1.060
19 Iodine −1.090 −1.075 −1.346 −1.345
20 Methane 2.238 0.871 1.114 1.583
21 Ethane 2.169 0.859 1.084 1.480
22 Propane 2.095 0.789 1.011 1.421
23 Butane 2.082 0.704 0.970 1.373
24 Ethylene 2.470 2.194 2.360 2.084
25 Acetylene 3.317 2.871 3.195 2.912
26 Tetracarbon −2.098 −2.206 −2.255 −2.332
27 Cyclopropane 2.327 0.847 1.131 1.557
28 Benzene 1.489 1.361 1.381 1.244
29 Cyclooctatetraene 0.514 0.412 0.352 0.220
30 Cyclopentadiene 1.454 1.313 1.329 1.198
31 Vinyl fluoride 2.601 2.304 2.474 2.204
32 Vinyl chloride 1.935 1.693 1.763 1.615
33 Vinyl bromide 1.757 1.552 1.623 1.588
34 Vinyl iodide 1.359 1.243 1.068 0.938
35 Tetrafluoromethane 2.362 1.363 0.988 2.584
36 Tetrachloromethane 0.650 0.457 0.373 0.322
37 Tetrabromomethane −0.479 −0.574 −0.694 −0.672
38 Tetraiodomethane −2.167 −1.680 −1.674 −1.691
39 Silane 1.856 0.945 1.084 1.148
40 Germane 1.669 1.000 1.185 1.160
41 Disilane 2.048 0.918 1.807 1.620
42 Pentasilane 0.601 0.262 0.338 0.168
43 Lithium hydride 0.102 0.036 0.033 0.018
44 Potassium hydride 0.037 −0.018 −0.067 −0.082
45 Borane 0.633 0.554 0.504 0.428
46 Diborane(6) 1.248 1.157 1.118 1.026
47 Amonia 1.933 0.907 1.105 1.044
48 Hydrazoic acid 2.051 1.791 1.778 1.678
49 Phosphine 1.604 0.841 0.951 1.237
50 Arsine 1.571 0.854 1.006 1.133
51 Hydrogen sulfide 1.701 0.955 1.017 1.014
52 Hydrogen fluoride 2.010 1.264 1.291 1.553
53 Hydrogen chloride 1.979 1.397 1.397 1.486
54 Lithium fluoride 0.131 0.088 0.100 0.079
55 Magnesium fluoride 0.089 0.001 −0.015 −0.064
Continued on next page
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56 Titanium tetrafluoride 0.961 0.941 0.887 0.595
57 Aluminum fluoride 0.636 0.318 0.265 0.068
58 Boron monofluoride 1.831 1.624 1.591 1.502
59 Sulfur tetrafluoride 1.121 0.879 0.795 0.458
60 Potassium bromide −0.197 −0.208 −0.232 −0.229
61 Gallium monochloride 0.333 0.262 0.260 0.168
62 Sodium chloride −0.228 −0.247 −0.257 −0.283
63 Magnesium chloride −0.141 −0.184 −0.242 −0.304
64 Aluminum iodide −0.345 −0.248 −0.402 −0.429
65 Boron nitride −2.942 −3.006 −3.128 −3.172
66 Hydrogen cyanide 3.069 2.687 2.909 2.689
67 Phosphorus mononitride 0.481 0.259 0.188 0.137
68 Hydrazine 1.741 0.819 0.967 1.126
69 Formaldehyde 1.661 1.473 1.486 1.345
70 Methanol 2.090 1.025 1.188 1.446
71 Ethanol 1.981 0.936 1.097 1.380
72 Acetaldehyde 1.751 1.569 1.567 1.438
73 Ethoxy ethane 2.054 0.715 0.945 1.329
74 Formic acid 2.501 2.267 2.304 2.147
75 Hydrogen peroxide 2.962 2.558 2.613 2.390
76 Water 1.844 1.034 1.209 1.246
77 Carbon dioxide 4.169 1.286 1.629 1.114
78 Carbon disulfide 0.415 0.245 0.183 0.140
79 Carbon oxide sulfide 1.879 1.645 1.586 1.516
80 Carbon oxide selenide 1.495 1.360 1.299 1.283
81 Carbon monoxide 1.499 1.301 1.221 1.138
82 Ozone −1.246 −1.445 −1.590 −1.671
83 Sulfur dioxide −0.203 −0.409 −0.502 −0.575
84 Beryllium monoxide −1.711 −1.777 −1.733 −1.878
85 Magnesium monoxide −1.321 −1.435 −1.500 −1.539
86 Toluene 1.429 1.283 1.286 1.081
87 Ethylbenzene 1.467 1.311 1.309 1.121
88 Hexafluorobenzene 1.028 0.526 0.434 0.203
89 Phenol 1.429 1.280 1.293 1.161
90 Aniline 1.565 1.399 1.408 1.232
91 Pyridine 0.988 0.852 0.858 0.437
92 Guanine 1.196 0.992 0.913 0.801
93 Adenine 0.878 0.750 0.755 0.585
94 Cytosine 0.771 0.636 0.637 0.177
95 Thymine 0.602 0.460 0.438 −0.030
96 Uracil 0.562 0.431 0.414 0.034
97 Urea 1.443 0.620 0.745 0.901
98 Silver dimer −0.669 −0.673 −0.762 −0.760
99 Copper dimer −0.638 −0.657 −0.702 −0.961
100 Copper cyanide −1.026 −1.088 −1.114 −1.181
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Table S4: G0W0@PBE0 LUMO QP energies for the GW100 database (all values in eV).
HOMO LUMO
Name TZ2P QZ4P TZ2P QZ4P
1 Helium −23.202 −23.546 10.677 2.813
2 Neon −20.402 −20.381 11.331 3.794
3 Argon −14.989 −14.933 8.743 1.879
4 Krypton −13.297 −13.474 7.653 1.447
5 Xenon −11.761 −11.935 5.598 1.349
6 Hydrogen −16.004 −16.099 3.282 2.658
7 Lithium dimer −5.053 −5.182 −0.244 −0.314
8 Sodium dimer −4.788 −4.931 −0.285 −0.378
9 Sodium tetramer −4.058 −4.186 −0.515 −0.645
10 Sodium hexamer −4.179 −4.348 −0.489 −0.666
11 Potassium dimer −3.910 −4.105 −0.357 −0.496
12 Rubidium dimer −3.808 −4.335 −0.384 −0.564
13 Nitrogen −15.084 −15.071 3.093 2.661
14 Phosphorus dimer −10.026 −10.095 −0.139 −0.381
15 Arsenic dimer −9.238 −9.657 −0.440 −0.630
16 Fluorine −14.899 −15.140 0.626 0.298
17 Chlorine −10.995 −11.120 −0.083 −0.368
18 Bromine −10.107 −10.290 −0.739 −1.002
19 Iodine −9.131 −9.237 −1.103 −1.269
20 Methane −14.044 −14.138 2.266 1.564
21 Ethane −12.465 −12.574 2.216 1.476
22 Propane −11.908 −12.012 2.163 1.430
23 Butane −11.607 −11.724 2.162 1.387
24 Ethylene −10.253 −10.325 2.532 2.208
25 Acetylene −11.023 −11.112 3.408 2.977
26 Tetracarbon −10.864 −11.014 −2.130 −2.347
27 Cyclopropane −10.586 −10.694 2.373 1.537
28 Benzene −8.933 −9.184 1.682 1.356
29 Cyclooctatetraene −8.043 −8.223 0.666 0.430
30 Cyclopentadiene −8.311 −8.454 1.606 1.345
31 Vinyl fluoride −9.978 −10.281 2.675 2.337
32 Vinyl chloride −9.709 −9.833 2.001 1.688
33 Vinyl bromide −9.422 −9.752 1.820 1.543
34 Vinyl iodide −8.831 −9.128 1.435 1.094
35 Tetrafluoromethane −15.358 −15.642 2.354 2.596
36 Tetrachloromethane −11.069 −11.163 0.711 0.391
37 Tetrabromomethane −9.945 −10.151 −0.434 −0.657
38 Tetraiodomethane −8.822 −8.938 −1.424 −1.640
39 Silane −12.472 −12.592 1.876 1.315
40 Germane −12.167 −12.290 1.663 1.037
41 Disilane −10.343 −10.467 1.630 1.048
42 Pentasilane −8.975 −9.120 0.769 0.334
43 Lithium hydride −7.541 −7.521 0.016 −0.065
44 Potassium hydride −5.721 −5.706 −0.016 −0.122
45 Borane −13.034 −13.133 0.609 0.403
46 Diborane(6) −12.024 −12.154 1.326 1.094
47 Amonia −10.520 −10.486 1.923 1.309
48 Hydrazoic acid −10.439 −10.573 2.006 1.625
49 Phosphine −10.163 −10.321 1.609 1.223
50 Arsine −10.022 −10.308 1.581 1.126
51 Hydrogen sulfide −9.916 −10.012 1.671 1.128
52 Hydrogen fluoride −15.260 −15.341 1.862 1.364
53 Hydrogen chloride −12.137 −12.104 1.816 1.342
54 Lithium fluoride −10.465 −10.517 −0.003 −0.033
Continued on next page
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HOMO LUMO
Name TZ2P QZ4P TZ2P QZ4P
55 Magnesium fluoride −13.498 −12.867 0.063 −0.064
56 Titanium tetrafluoride −14.403 −14.498 0.357 0.025
57 Aluminum fluoride −14.318 −14.613 0.675 0.297
58 Boron monofluoride −10.663 −10.727 1.738 1.402
59 Sulfur tetrafluoride −12.055 −12.278 1.124 0.734
60 Potassium bromide −7.701 −7.738 −0.304 −0.355
61 Gallium monochloride −9.472 −9.633 0.284 0.137
62 Sodium chloride −8.495 −8.655 −0.337 −0.390
63 Magnesium chloride −11.062 −11.265 −0.155 −0.311
64 Aluminum iodide −9.300 −9.427 −0.200 −0.384
65 Boron nitride −11.252 −11.387 −3.106 −3.269
66 Hydrogen cyanide −13.248 −13.330 3.078 2.656
67 Phosphorus mononitride −11.301 −11.458 0.452 0.127
68 Hydrazine −9.459 −9.493 1.746 1.082
69 Formaldehyde −10.399 −10.614 1.677 1.357
70 Methanol −10.652 −10.790 2.066 1.356
71 Ethanol −10.309 −10.434 1.995 1.326
72 Acetaldehyde −9.726 −9.927 1.838 1.530
73 Ethoxy ethane −9.413 −9.634 2.132 1.337
74 Formic acid −10.823 −11.102 2.562 2.217
75 Hydrogen peroxide −11.070 −11.238 2.784 2.246
76 Water −12.096 −12.261 1.770 1.249
77 Carbon dioxide −13.216 −13.429 4.248 1.448
78 Carbon disulfide −9.590 −9.795 0.385 0.128
79 Carbon oxide sulfide −10.821 −10.895 1.865 1.520
80 Carbon oxide selenide −10.055 −10.397 1.466 1.198
81 Carbon monoxide −13.866 −13.891 1.377 1.052
82 Ozone −12.089 −12.478 −1.349 −1.726
83 Sulfur dioxide −11.855 −12.049 −0.234 −0.573
84 Beryllium monoxide −9.355 −9.465 −1.842 −1.990
85 Magnesium monoxide −7.153 −7.206 −1.337 −1.544
86 Toluene −8.565 −8.758 1.594 1.289
87 Ethylbenzene −8.506 −8.677 1.707 1.307
88 Hexafluorobenzene −9.560 −9.695 0.992 0.075
89 Phenol −8.185 −8.489 1.539 1.261
90 Aniline −7.633 −7.848 1.596 1.396
91 Pyridine −9.378 −9.479 1.063 0.849
92 Guanine −7.736 −7.913 1.247 0.806
93 Adenine −8.013 −8.183 1.014 0.801
94 Cytosine −8.337 −8.535 0.831 0.598
95 Thymine −8.757 −8.946 0.683 0.418
96 Uracil −9.130 −9.304 0.631 0.381
97 Urea −9.507 −9.711 1.469 0.907
98 Silver dimer −6.867 −7.013 −0.486 −0.663
99 Copper dimer −7.471 −7.622 −0.477 −0.602
100 Copper cyanide −10.130 −10.082 −0.945 −1.075
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S4 GW5000 QP Energies
All values are also available in .CVS format
Table S5: G0W0@PBE0 HOMO QP energies for 20 large from GW5000 (all values in eV).
The numbers in the second column refer to the system numbers in the reference4 and the
ordering of systems is the same as in the main text.
aug-DZP TZ2P
Name Basic Normal Good
1 53699 −5.839 −5.725 −5.790 −5.796
2 47797 −7.020 −6.993 −7.024 −7.024
3 47126 −6.861 −6.905 −6.914 −6.901
4 50280 −6.169 −6.184 −6.243 −6.241
5 48940 −7.316 −7.358 −7.378 −7.351
6 46250 −6.172 −6.062 −6.082 −6.135
7 45406 −6.522 −6.623 −6.599 −6.607
8 48237 −7.035 −7.047 −7.077 −7.095
9 44870 −8.035 −8.084 −8.084 −8.083
10 51751 −5.707 −5.837 −5.851 −5.848
11 47842 −6.579 −6.765 −6.767 −6.767
12 48180 −7.614 −7.722 −7.721 −7.720
13 44586 −6.048 −6.069 −6.073 −6.136
14 47776 −8.377 −8.618 −8.618 −8.617
15 49155 −6.374 −6.574 −6.569 −6.594
16 48578 −7.562 −7.651 −7.650 −7.649
17 47017 −7.252 −7.229 −7.152 −7.144
18 47010 −6.373 −6.547 −6.550 −6.562
19 48008 −7.186 −7.263 −7.252 −7.250
20 47960 −6.036 −5.896 −5.981 −5.983
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Table S6: G0W0@PBE0 LUMO QP energies for 20 large from GW5000 (all values in eV)
for different threshold qualities (for TZ2P). The numbers in the second column refer to the
system numbers in the reference4 and the ordering of systems is the same as in the main
text.
aug-DZP TZ2P
Name Basic Normal Good
1 53699 −1.910 −1.797 −1.862 −1.872
2 47797 −0.493 −0.370 −0.379 −0.379
3 47126 −0.775 −0.658 −0.658 −0.657
4 50280 −0.804 −0.793 −0.795 −0.795
5 48940 −0.303 −0.255 −0.251 −0.251
6 46250 −0.691 −0.837 −0.640 −0.673
7 45406 −0.703 −0.607 −0.606 −0.606
8 48237 −0.057 −0.292 −0.153 −0.163
9 44870 0.119 0.127 0.127 0.127
10 51751 −0.189 −0.215 −0.144 −0.136
11 47842 0.017 −0.123 −0.125 −0.125
12 48180 −0.191 −0.133 −0.138 −0.138
13 44586 −0.492 −0.514 −0.513 −0.513
14 47776 0.180 0.117 0.116 0.116
15 49155 −0.284 −0.305 −0.347 −0.346
16 48578 0.287 0.269 0.269 0.269
17 47017 −1.803 −1.363 −1.498 −1.482
18 47010 0.271 0.171 0.183 0.184
19 48008 −0.475 −0.346 −0.341 −0.333
20 47960 −1.149 −1.127 −1.084 −1.077
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Table S7: G0W0@PBE0 HOMO and LUMO QP energies for 250 randomly selected systems
from GW5000 (all values in eV) for different threshold qualities (for TZ2P). The numbers in
the second column refer to the system numbers in the reference4 and the ordering of systems
is the same as in the main text.
HOMO LUMO
Name aug-DZP TZ2P aug-DZP TZ2P
1 10214 −9.861 −10.006 −1.834 −1.944
2 11403 −10.740 −10.937 0.711 0.604
3 23303 −7.077 −7.261 −1.066 −1.232
4 37765 −8.934 −9.091 0.222 0.145
5 5760 −10.026 −10.543 0.145 −0.020
6 18255 −8.425 −8.570 −0.793 −0.841
7 21895 −8.903 −9.097 0.201 0.121
8 15634 −7.972 −8.162 0.451 0.388
9 12569 −9.043 −9.146 −0.011 −0.100
10 27595 −9.125 −9.285 −0.809 −0.885
11 10450 −7.374 −7.564 0.094 0.037
12 56782 −8.312 −8.510 0.027 −0.064
13 37128 −8.136 −8.348 −1.662 −1.838
14 25240 −9.216 −9.354 0.292 0.231
15 55516 −8.685 −8.858 −0.031 −0.089
16 54009 −7.426 −7.530 0.335 0.331
17 9202 −7.869 −8.073 −0.653 −0.806
18 22078 −6.960 −7.144 −1.100 −1.134
19 17502 −8.115 −8.266 −0.226 −0.302
20 1942 −7.509 −7.669 0.466 0.418
21 57610 −7.689 −7.844 0.398 0.374
22 2869 −8.306 −8.448 −0.618 −0.703
23 40494 −7.665 −7.827 −0.224 −0.289
24 60360 −8.312 −8.458 −0.189 −0.287
25 13505 −7.319 −7.417 −0.067 −0.098
26 59304 −9.199 −9.437 −1.126 −1.302
27 57383 −8.917 −9.130 −0.710 −0.862
28 55803 −8.678 −8.878 −0.507 −0.564
29 32571 −8.680 −8.879 0.200 0.181
30 4257 −7.909 −8.113 0.193 0.167
31 22407 −8.448 −8.592 −1.023 −1.093
32 33146 −8.693 −8.854 0.270 0.187
33 4465 −7.682 −7.779 −0.226 −0.252
34 3387 −7.360 −7.458 −0.335 −0.399
35 1761 −7.816 −7.961 0.120 0.041
36 7474 −7.871 −8.051 −0.266 −0.347
37 60545 −7.566 −7.687 0.031 −0.023
38 56584 −9.642 −9.767 −0.809 −0.909
39 55110 −8.095 −8.217 0.282 0.221
40 53842 −7.954 −8.042 −0.781 −0.810
41 60749 −7.468 −7.619 −0.637 −0.687
42 58846 −7.789 −7.951 0.162 0.094
43 10698 −9.038 −9.184 −0.435 −0.456
44 389 −8.086 −8.201 −0.178 −0.158
45 55259 −7.354 −7.482 −0.507 −0.587
46 57147 −6.917 −7.026 −0.214 −0.289
47 6527 −8.345 −8.420 −0.878 −0.922
48 54908 −6.809 −6.990 −1.443 −1.525
49 6838 −8.484 −8.615 0.258 0.224
50 46362 −8.312 −8.474 0.350 0.277
51 48399 −7.424 −7.579 −0.774 −0.829
52 61346 −7.545 −7.685 0.158 0.123
53 2686 −7.462 −7.621 −0.997 −1.067
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HOMO LUMO
Name aug-DZP TZ2P aug-DZP TZ2P
54 60181 −7.597 −7.784 −0.609 −0.661
55 6247 −7.542 −7.673 0.220 0.160
56 38315 −8.282 −8.424 −0.255 −0.321
57 33531 −7.203 −7.369 −0.156 −0.210
58 16444 −7.931 −8.148 −0.395 −0.476
59 10978 −6.983 −7.113 0.222 0.178
60 59849 −8.296 −8.534 0.165 0.119
61 12919 −7.256 −7.435 −0.022 −0.086
62 48653 −7.273 −7.404 −1.096 −1.179
63 4002 −7.708 −7.870 −1.808 −1.902
64 31853 −7.484 −7.623 −0.546 −0.609
65 25789 −8.381 −8.506 0.068 0.030
66 13712 −7.521 −7.654 −0.637 −0.727
67 21105 −7.866 −8.009 −1.764 −1.860
68 40764 −8.239 −8.346 −1.573 −1.632
69 56219 −8.425 −8.592 −0.437 −0.493
70 56050 −8.389 −8.579 0.335 0.285
71 45218 −7.913 −7.973 −0.105 −0.165
72 23028 −8.367 −8.546 −0.147 −0.235
73 14226 −7.317 −7.483 0.199 0.143
74 7729 −8.470 −8.595 −0.471 −0.543
75 54412 −8.211 −8.433 −0.651 −0.749
76 59631 −7.101 −7.249 −0.358 −0.437
77 19910 −9.251 −9.407 −0.854 −0.920
78 15429 −6.181 −6.355 −0.425 −0.483
79 28162 −6.974 −7.206 0.151 0.079
80 8509 −8.713 −8.847 0.022 −0.063
81 56406 −7.024 −7.174 −0.334 −0.387
82 54233 −7.399 −7.523 0.339 0.308
83 41377 −7.968 −8.135 −0.020 −0.068
84 23853 −7.182 −7.335 0.054 −0.006
85 21611 −6.323 −6.450 −0.365 −0.393
86 60961 −7.611 −7.777 −0.825 −0.879
87 58206 −6.707 −6.803 −0.498 −0.536
88 24031 −5.993 −6.174 0.023 −0.050
89 1627 −7.198 −7.367 −1.077 −1.217
90 16 −6.928 −7.094 0.337 0.296
91 584 −10.062 −10.224 −1.184 −1.295
92 39917 −7.507 −7.710 0.342 0.272
93 39685 −7.540 −7.712 −0.573 −0.672
94 26685 −7.586 −7.734 −0.290 −0.333
95 22875 −7.158 −7.342 0.311 0.254
96 964 −7.808 −8.013 −0.114 −0.168
97 58653 −8.841 −8.947 0.122 0.008
98 26821 −7.647 −7.835 0.000 −0.028
99 18460 −6.755 −6.904 −0.617 −0.667
100 23652 −7.581 −7.792 0.102 −0.071
101 25412 −7.473 −7.715 −0.322 −0.385
102 21210 −7.677 −7.848 0.030 −0.036
103 25995 −7.012 −7.124 0.115 0.065
104 212 −7.697 −7.860 −0.208 −0.258
105 59124 −6.851 −7.021 −0.616 −1.054
106 27801 −7.611 −7.717 0.181 0.147
107 53566 −9.270 −9.509 0.679 0.587
108 45995 −7.406 −7.606 −0.072 −0.193
109 21361 −8.067 −8.185 −1.063 −1.117
110 1145 −7.097 −7.242 −0.387 −0.429
111 54680 −6.957 −7.115 0.197 0.092
112 28450 −7.101 −7.263 −0.651 −0.683
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Name aug-DZP TZ2P aug-DZP TZ2P
113 16704 −5.880 −6.167 −0.812 −0.871
114 58443 −8.475 −8.668 0.447 0.347
115 3793 −8.475 −8.622 0.145 0.141
116 26458 −7.307 −7.474 0.183 0.120
117 20821 −7.881 −8.063 −0.640 −0.718
118 20649 −7.447 −7.584 0.390 0.314
119 57896 −7.321 −7.394 −0.314 −0.393
120 27000 −7.278 −7.337 0.126 0.094
121 24951 −7.149 −7.304 −0.119 −0.151
122 20065 −7.660 −7.808 −0.355 −0.427
123 35442 −6.787 −6.892 −0.473 −0.471
124 38639 −6.204 −6.352 0.059 0.011
125 24201 −6.454 −6.602 0.298 0.267
126 20311 −8.335 −8.508 0.270 0.260
127 19347 −8.017 −8.218 −1.483 −1.564
128 18611 −8.179 −8.375 0.477 0.361
129 1304 −8.403 −8.479 −1.140 −1.177
130 2403 −6.949 −7.035 −0.448 −0.522
131 19664 −8.339 −8.503 −0.571 −0.587
132 61133 −7.001 −7.153 0.033 −0.037
133 48162 −7.819 −7.938 −0.701 −0.736
134 27374 −7.595 −7.741 0.223 0.194
135 18825 −7.021 −7.133 −0.364 −0.399
136 19062 −7.293 −7.461 0.202 0.105
137 47200 −6.802 −6.979 −0.200 −0.241
138 3133 −10.356 −10.544 −1.231 −1.354
139 26246 −7.579 −7.784 −0.421 −0.539
140 24722 −6.758 −7.044 0.280 −0.011
141 24419 −8.315 −8.426 0.289 0.290
142 2142 −7.871 −7.985 −0.430 −0.475
143 1415 −7.555 −7.733 0.417 0.380
144 9040 −6.694 −6.832 0.309 0.297
145 30647 −7.499 −7.646 0.106 0.083
146 29484 −7.657 −7.799 −0.237 −0.308
147 28674 −7.811 −8.018 0.210 0.173
148 50401 −7.342 −7.635 0.310 0.225
149 16245 −7.276 −7.424 0.227 0.186
150 12004 −7.049 −7.356 0.035 −0.078
151 14979 −8.341 −8.596 0.391 0.313
152 8314 −8.666 −8.817 0.430 0.390
153 13321 −7.654 −7.828 −0.867 −0.921
154 5330 −8.041 −8.212 −0.128 −0.205
155 30510 −6.565 −6.589 −0.052 −0.040
156 12143 −8.016 −8.180 −0.353 −0.437
157 7902 −7.937 −7.989 −0.013 0.003
158 7348 −7.844 −8.021 0.265 0.265
159 4727 −7.459 −7.633 0.374 0.265
160 45485 −7.783 −7.883 −1.034 −1.066
161 30240 −6.984 −6.982 0.265 0.253
162 29288 −8.967 −9.193 0.278 0.183
163 5948 −6.558 −6.674 0.186 0.173
164 14670 −7.744 −7.898 −0.385 −0.381
165 12405 −7.611 −7.782 0.014 −0.028
166 8115 −7.624 −7.807 −0.420 −0.444
167 22699 −7.751 −8.181 −1.044 −1.095
168 13736 −6.935 −7.027 0.028 0.046
169 9844 −8.092 −8.268 0.049 0.019
170 8740 −7.723 −7.841 0.073 0.101
171 46991 −8.445 −8.586 −0.339 −0.390
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HOMO LUMO
Name aug-DZP TZ2P aug-DZP TZ2P
172 30014 −6.665 −6.786 −0.843 −0.860
173 28006 −7.303 −7.427 −0.231 −0.235
174 16849 −7.541 −7.693 0.065 0.007
175 30833 −7.397 −7.517 −0.540 −0.616
176 13722 −7.551 −7.710 −0.140 −0.193
177 4986 −8.325 −8.469 0.196 0.276
178 31114 −7.323 −7.491 −0.103 −0.159
179 29738 −7.666 −7.778 0.292 0.275
180 15938 −7.645 −7.784 0.021 0.007
181 31332 −7.543 −7.686 −0.123 −0.166
182 9538 −8.261 −8.320 −1.122 −1.133
183 5179 −7.012 −7.116 −0.740 −0.738
184 28988 −7.242 −7.501 0.034 −0.078
185 14098 −6.731 −6.865 −0.217 −0.263
186 52978 −8.001 −8.096 0.675 0.590
187 13151 −7.525 −7.712 0.208 0.137
188 35225 −7.648 −7.882 0.436 0.299
189 31529 −7.470 −7.636 0.327 0.301
190 13702 −6.510 −6.649 0.427 0.440
191 7071 −7.105 −7.254 −0.017 −0.075
192 47575 −7.469 −7.615 −0.454 −0.450
193 15273 −7.085 −7.261 0.163 0.086
194 13760 −7.038 −7.082 −0.146 −0.132
195 11661 −8.027 −8.226 0.330 0.283
196 11151 −7.744 −7.844 −0.402 −0.447
197 42090 −7.331 −7.487 0.026 −0.040
198 38920 −6.739 −6.840 −0.697 −0.634
199 36205 −8.119 −8.277 −0.583 −0.622
200 32294 −6.457 −6.550 −1.260 −1.284
201 18111 −6.820 −6.925 −0.024 −0.063
202 42908 −6.885 −7.107 −0.035 −0.149
203 51981 −8.108 −8.233 −0.143 −0.135
204 40978 −8.508 −8.649 0.492 0.572
205 49946 −7.363 −7.598 −0.086 −0.164
206 44205 −7.460 −7.071 −0.606 −0.212
207 43090 −6.498 −6.596 −0.758 −0.787
208 40143 −7.710 −7.844 −0.574 −0.578
209 49106 −7.441 −7.580 −0.552 −0.572
210 34005 −7.253 −7.336 −0.045 −0.017
211 39175 −6.431 −6.552 0.057 0.040
212 36515 −7.551 −7.698 −0.180 −0.239
213 43905 −7.235 −7.392 0.080 0.039
214 34913 −6.783 −6.961 −0.113 −0.173
215 37381 −7.796 −8.050 0.459 0.359
216 51317 −6.743 −6.889 −0.284 −0.317
217 43385 −7.059 −7.233 −0.349 −0.393
218 42754 −6.852 −7.027 −0.246 −0.363
219 41897 −7.510 −7.653 −0.400 −0.616
220 39418 −7.737 −7.875 −0.556 −0.574
221 33692 −8.145 −8.312 −0.282 −0.331
222 53229 −8.268 −8.427 −0.081 −0.069
223 43634 −7.465 −7.643 0.016 −0.114
224 41571 −6.212 −6.399 −0.406 −0.501
225 17264 −7.013 −7.084 −0.680 −0.698
226 42424 −7.600 −7.755 0.385 0.326
227 17807 −7.216 −7.358 0.146 0.103
228 35790 −7.028 −7.096 −0.123 −0.073
229 52590 −6.456 −6.417 −0.433 −0.611
230 36735 −6.913 −7.126 −0.899 −1.041
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HOMO LUMO
Name aug-DZP TZ2P aug-DZP TZ2P
231 34307 −7.269 −7.425 −0.919 −0.915
232 33372 −7.157 −7.421 0.383 0.239
233 32947 −6.888 −7.021 −0.542 −0.579
234 38018 −6.897 −7.060 −0.063 −0.079
235 34564 −6.437 −6.467 −0.253 −0.318
236 16982 −7.388 −7.630 0.032 −0.058
237 51045 −7.286 −7.415 0.256 0.248
238 51639 −7.426 −7.573 −0.803 −0.879
239 48947 −6.835 −6.850 0.108 0.159
240 46610 −8.042 −8.316 0.220 0.066
241 45666 −8.281 −8.487 0.327 0.232
242 46821 −6.772 −6.926 −0.570 −0.621
243 52259 −7.938 −8.132 −0.358 −0.368
244 50771 −7.554 −7.693 0.115 0.153
245 49471 −6.039 −6.103 −1.372 −1.402
246 50224 −8.174 −8.341 −0.239 −0.231
247 47960 −5.915 −5.982 −1.035 −1.077
248 44870 −7.972 −8.083 0.128 0.127
249 44586 −6.048 −6.127 −0.492 −0.512
250 47797 −6.961 −7.024 −0.445 −0.379
Table S8: Parameters of the linear fits f(x) = a× x+ b shown in figure 8 in the main text.
All value are in eV.
HOMO LUMO gap
basis set a b a b a b
aug-DZP −0.000 431 0.653 289 −0.000 734 0.814 004 −0.000 303 0.160 719
TZ2P −0.000 285 0.482 206 −0.000 524 0.731 793 −0.000 239 0.249 591
def-TZVP −0.000 136 0.400 648 −0.000 365 0.515 398 −0.000 229 0.114 750
def-QZVP −0.000 126 0.190 429 −0.000 247 0.245 059 −0.000 121 0.054 630
S5 Numerical frequency integration
All pretabulated grid points and integration weights (the latter are needed for RPA correla-
tion energies) used in our work to obtain converged imaginary frequency grids are available
as .txt-file. For all tabulated ranges, the file also includes the L2-norm of the minimized
error-distribution function5 for all ranges of transition energies [1, max/min], where min
(min) denotes the smallest (largest) KS orbital energy difference.
‖η(x; {γi, ωi})‖2 =
∥∥∥∥∥1x − 1pi
Nω∑
i=1
γi
(
2x
x2 + ω2i
)2∥∥∥∥∥
2
; , x ∈ [1, max/min] . (7)
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