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Prioritisation of conservation areas has become a major area of study over the last few 
decades as a result of greatly increased rates of biodiversity loss and extinction with the 
rapidly expanding human population and development. These extinctions are most commonly 
associated with habitat loss, the prevention of which is part of the mandate of Ezemvelo 
KwaZulu-Natal Wildlife (EKZNW). Prioritisation has historically been aimed at areas of 
predominantly biological importance. Currently, EKZNW faces requests from the South 
African government to provide jobs, develop communities, and conserve biodiversity. This 
study proposes that right from the outset of the identification of potential conservation areas 
in KZN, the tourism potential should be a factor considered by decision makers in 
prioritisation. In order to present such a case, the dissertation considers the role of 
competitive advantage within tourism. Multiple linear regression is used to quantify the 
competitive advantage gained by KZN nature-based tourism destinations by virtue of macro 
environmental and locational factors. The results of the analyses of competitiveness are used 
to predict the relative advantage of a number of potential conservation sites currently being 
considered by EKZNW staff.  
The thesis is the first, to the author’s knowledge, to consider the prioritisation of 
conservation areas using tourism competitive advantage at a macro-level as a tool for 
decision making. This tool could save costs of in-depth tourism feasibility studies at 
destinations that could potentially be shown to have low potential competitive advantage. 
Funds could then rather be focused on further feasibility studies at destinations already 
shown to have some form of competitive advantage. 
The study analyses secondary financial data, collected from a variety of EKZNW protected 
areas with different accommodation types. The sources of primary data on the marketed 
attributes of the destinations are pamphlets and EKZNW internet sites. Panel data are 
analysed using Tobit regression to identify the effects of changes in attributes of destinations 
on competitiveness. Three variables identified in the literature are used as proxies for 
competitiveness: price, occupancy percentage and revenue per available room. The Tobit 
analyses are supported by estimations using Generalised Least Squares (GLS) regression 
and the results were found to be relatively robust to changes in estimation techniques. 
Marginal effects from the Tobit regression analyses are used to rank the relative 
iii 
 
competitiveness and order priority of conservation for a number of potential sites under 
consideration by EKZNW.  
With regard to prioritisation, the Tobit models estimated that the most influential macro-
environmental factors influencing the competitive advantage of destinations are: 
 Their location beside the ocean,  
 The presence of the Big Five (lion, leopard, elephant, rhino and buffalo),  
 The size of the destination protected area, and 
 The distance from Johannesburg. 
With regard to competitiveness, important management or destination factors affecting the 
competitiveness of destinations were: 
 Star rating (i.e. Quality of resort), (star-rated destinations had increased 
competitiveness), 
 Provision of breakfast within accommodation fee, (competitiveness was lower at 
destinations that included breakfast in accommodation fees), 
 Facilities inside the accommodation for self-catering, (such facilities are preferred), 
and 
 Pricing strategies that reflect the relative demand. 
The thesis results suggest that it is vital to consider the competitive advantage of a site when 
assessing the site for conservation. A number of the recommendations can be drawn from the 
study regarding the marketing and management of current EKZNW tourism destinations: the 
incomes and annual Rand turn-over of these sites could be significantly improved by 
focussing on the variety of potential tourists and targeting specific niche markets, such as 
birders and visitors interested in historic or cultural sites. An important future focus for 
EKZNW could be to set competitive pricing relative to the experience offered in order to 
improve their overall performance. This is especially necessary when there are large 
discrepancies between the value placed on an attribute by EKZNW (e.g. high prices for 
birding) and the behaviour displayed by tourists using that attribute (e.g. low occupancy 
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CHAPTER 1. INTRODUCTION 
1.1 Background to the study 
Prioritisation of conservation areas is a key topic for current debate as parts of the world are 
currently experiencing mass extinction of multiple species and biodiversity loss (Ceballos & 
Ehrlich, 2002). Cardinale et al. (2012), in a review of biodiversity loss and implications for 
humanity, defined biodiversity as “the variety of life, including variation among genes, 
species and functional traits.” The imperatives that have emerged on the effects of 
biodiversity loss are primarily ecological, relating to ecosystem functioning, however the 
outcomes of biodiversity loss are largely a societal impact. Deterioration of ecosystem 
functions reduces the level of ecosystem services which are the benefits that ecosystems 
provide to humanity. Such services are essential for life on Earth and are made up of two 
primary groups; provisioning services (e.g. provision of food, wood, fresh water) and 
regulating services (e.g. climate, pest/disease control) (Cardinale et al., 2012). Thus, 
conservation of the Earth in one form or another will remain essential. Given that resources 
for conservation are limited, the pertinent economic questions would be: ‘What should be 
conserved?’ and ‘How should these resources be conserved?’ 
Natural resource conservation and use theory originated from two primary, conflicting 
schools of thought. The first, the predominant economic perspective, regarded the 
environmental resource base “as an infinitely large and adaptable capital stock” which could 
be used and substituted for as scarcity became evident (Dasgupta, 1996). The second school 
of thought was the predominant ecological perspective that would “regard the human 
presence as an inessential component of the ecological landscape” and concludes that 
biodiversity conservation is best achieved by the absence of humans (Dasgupta, 1996). Given 
the increasing global population (Haub, 2012), and growing pressure on natural resources as 
sources of fuel and/or for alternative land uses, this second view is infeasible. These extreme 
views indicate the challenge inherent in the methods and ability to reconcile how to manage 
natural resources. Prioritisation of conservation areas globally has and still generates 
considerable debate primarily due to differences in points of view relating to: 
 Substitutability in production between man-made capital and natural capital 
(Constanza et al., 2007); perfectly substitutable views suggesting that there is no 
reason to conserve natural capital given that it is replaceable by man-made capital. 
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Conversely, imperfect substitution indicates that there is a need to conserve resources 
for future generations. 
 The concept of value as defined by ecological and neoclassical economists; ecologists 
typically define value as “that which is desirable or worthy of esteem for its own sake; 
thing or quality having intrinsic value” (Webster’s New World Dictionary, 1988). 
This is also called a biocentric value, that is, an intrinsic value attached to all living 
creatures (Taylor, 1989; Haider & Jax, 2007). This intrinsic value implies something 
that is “of value in and for itself” (Callicott, 1989, cited by Freeman, 2003), i.e. value 
not determined by its utility. This is compared to an economist’s perspective, a fair or 
proper equivalent in money or commodities, where the ‘equivalent’ refers to the 
equivalent effect on the welfare or utility of individuals (Freeman, 2003). This could 
also be described as an anthropocentric value, i.e. a value given to nature only in as 
far as it is useful to human interests (Haider & Jax, 2007). 
 All biological resources are valuable and should be conserved for moral and ethical 
reasons (Fox, 1984 cited by Freeman, 2003); this leaves no basis for priority setting, it 
implies that everything should be conserved. 
From an economic view-point, resource scarcity does not permit the conservation of 
everything. This, combined with both land and budget available for conservation being 
limited (Ando et al., 1998; Polasky et al., 2001) and that not all areas that would be useful for 
conservation can be exclusively accessed for such a purpose at the same time, necessitates 
prioritisation. In order to prioritise, there must be a ranking or differentiation of areas so that 
higher priority areas for conservation may be targeted. The prioritisation of conservation 
areas has previously been done in many ways, primarily based on ecological aspects, 
depending on the focus of the conservation effort (Sarkar et al., 2006).   
Conservation projects are typically complex systems involving intervention strategies and 
their relationships with biological habitats, human-caused threats and social considerations 
(Salfasky & Margoluis, 1999). Ecological prioritisation methods (further discussed in 
Chapter 2) have been coupled with efforts to include socio-economic criteria into planning 
tools (Faith, 1995) as well as aspects such as provision of ecosystem goods and services 
(Naidoo et al., 2008; Chan et al., 2006). Combining these aspects has resulted in the 
development of algorithmic models which currently make up the field of systematic 
conservation planning often utilising various forms of multi-criteria decision analysis (Faith, 
1995; Margules & Pressey, 2000; Sarkar et al., 2006). Because of the time frame of the 
3 
 
evolution of these methods, most current reserves were allocated predominantly on either 
species-specific basis or depending on opportunistic land availability or an ad hoc basis 
(Gotmark et al., 1986; Pressey et al., 1993 cited by Freitag et al., 1996) rather than being 
selected by any specific in-depth scientific methodology. As methods have been developed, 
they have begun to include certain aspects of agricultural land use and/or potential income 
streams (e.g. Polasky et al., 2005; 2008; Mouysset et al., 2011). Though there has been a 
gradual change from purely ecological to ecological and socio-economic prioritisation of 
conservation areas (further discussed in Chapter 2), there has not, to the author’s knowledge 
been any effort to specifically consider the potential tourism incomes.  
The United Nations World Tourism Organisation (UNWTO) defines tourism as “activities of 
individuals travelling to and staying in places outside their usual environment for not more 
than one consecutive year for leisure, business and other purposes not related to the exercise 
of an activity remunerated from within the place visited” (UNWTO, 2013). The definition of 
ecotourism has varied and developed in the literature over time. The first explicit definition 
was offered by Ceballos-Lascurain (1987) who defined ecotourism as tourism involving: 
 Travelling to relatively undisturbed or uncontaminated areas, 
 Specific objective of studying, admiring and enjoying the scenery, its wild plants and 
animals, and  
 Enjoying existing cultural manifestations, both past and present found in the area. 
The key differences between conventional tourism and ecotourism are: 
 In ecotourism the key attractant is natural resource-based, whereas in conventional 
tourism, the attractant may be natural or man-made (e.g. a theme park such as uShaka 
Marine World). 
 In ecotourism there is an emphasis on benefit sharing with communities. 
Nature-based-tourism (NBT) is tourism for which the main attractant is nature-related; 
examples include photo-tourism and hunting (Aylward, 2003). NBT is a product sold in 
ecotourism and possibly in other conventional tourism.  
Conservation of biodiversity in South Africa is overseen by two major players; Ezemvelo 
KwaZulu-Natal Wildlife (EKZNW) and South African National (SAN) Parks. EKZNW is a 
quasi-public organisation which is entrusted with the long-term conservation of biodiversity 
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within the province of KwaZulu-Natal (KZN) (EKZNW, 2013). SAN Parks is responsible for 
management of a range of National Parks in the remaining portion of South Africa (SAN 
Parks, 2013). In light of the threats to biodiversity from urban/agricultural development, 
mismanagement of natural resources and lack of awareness of the value of biodiversity, 
prioritisation of conservation areas is very important to SAN Parks and EKZNW. 
Prioritisation within EKZNW is effected using a systematic conservation planning tool called 
Conservation-Plan (Escott et al., 2012). Computer software is used to select a minimum 
network of parks or areas that can be acquired to conserve all current species and biomes. 
The Conservation-Plan software does this by analysing individual Planning Units (PUs) in 
order to allocate a relative biodiversity importance value to that specific PU. From this, the 
minimum set of PUs that make-up the network retaining a certain level of biodiversity is 
selected, this is called the MINSET. The software uses purely ecological based data to 
allocate biodiversity importance.  
The preferred manner of both EKZNW and SAN Parks to cover the costs of conservation is 
through income from various methods of nature based tourism (NBT), provided by 
enterprises operating within the national parks and protected areas (PAs). To date there does 
not seem to be a formal conservation prioritisation tool that these organisations use to include 
both ecological and financial factors in prioritising conservation areas. This study aims to 
help build such a tool by ranking potential conservation areas with a level of comparative 
NBT potential. The research problem is more clearly outlined in the next section. 
1.2 Statement of the research problem 
Attempting to address the challenges posed by the trade-off between biodiversity 
conservation and economic development is one of the most complicated issues facing 
humanity (Wilson, 1992; Pimm et al., 1995; Myers et al., 2000; Salfasky et al., 2001). If land 
was abundant, such conflict would be of little consequence because there would be abundant 
space for both conservation and alternative forms of development. However, there is land 
scarcity in many countries due to socio-political considerations such as the desire for 
economic development or budget constraints (Sarkar et al., 2006). In South Africa, these land 
pressures are evident in the form of alternative economic activities (e.g. agriculture) and 
consumptive uses of resources by communities.  
A limited budget prevents current conservation boards from procuring and protecting all 
potential conservation priorities at once. Just as limited conservation budgets must be 
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allocated to maximize the conservation return on investment (i.e. return in the form of species 
protection) (Murdoch et al., 2007), they should also be allocated in order to achieve optimum 
social, conservation and monetary returns. This could improve monetary returns and increase 
the ability of EKZNW (and other conservation areas) to conserve other valuable biodiversity 
that does not generate other independent cash income, e.g. endemic plant/reptile species. To 
the author’s knowledge, globally no spatial prioritisation studies have specifically aimed at 
conservation based on the potential success of NBT enterprises. The current EKZNW method 
of prioritisation of conservation areas has a very strong representation of biodiversity 
priorities. However, biodiversity conservation is a challenge including ecological, financial 
and social dimensions. One of the shortfalls of the current EKZNW prioritisation method is 
that it fails to take into account the financial income potential from NBT, or the impacts of 
conservation on the communities in the area in question. 
This study focuses on the prioritisation of conservation areas from a new perspective. Rather 
than prioritisation according to purely biodiversity conservation potential, it is argued that 
areas could be prioritised for conservation according to both biodiversity level and the 
potential financial incomes of prospective ecotourism enterprises suitable to that area. The 
focus is on linking the presence/proximity of various environmental/spatial factors, and the 
potential financial incomes from an ecotourism enterprise at that site. For this reason, 
although the EKZNW long-term focus is on ecotourism enterprises, this study isolates the 
NBT aspect of ecotourism, emphasising on relative financial potential (more on the choice to 
of an NBT focus as compared to an ecotourism focus is discussed in Chapter 2). Aspects that 
improve the financial performance of a NBT resort in this study are referred to as 
competitiveness aspects because they contribute to the relative competitiveness of a tourism 
enterprise potentially operated on that site (Ritchie & Crouch, 2003).  
This study is justified because conservation of all biodiversity is not feasible for EKZNW due 
to limited resources for conservation (e.g. money, time, space). Thus, choice of conservation 
areas must reflect this resource scarcity. Taking into account the potential financial incomes 
gained by virtue of spatial aspects that improve competitiveness (i.e. resources conserved and 
positioning of conservation areas), is one way to achieve this. Competitive advantage due to 
improved financial incomes can thus assist in covering the costs of conservation. 
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1.3 Research objectives 
Given the background to the study and the specific research problem discussed above, the 
general objective of this study is to show how adding a relative competitiveness component 
(from NBT operated within potential PAs) can improve the prioritisation of conservation 
areas by EKZNW. This will be achieved through addressing the following specific 
objectives: 
1) Identify site attributes that contribute to the competitiveness of NBT for EKZNW PAs 
in KZN, 
2) Quantify the comparative effect of the attributes identified in (1) on competitiveness 
from a number of perspectives relating to financial incomes, and, 
3) Given the results of (1) and (2), evaluate the prioritisation of a number of potential or 
recent conservation sites under consideration by EKZNW. 
1.4 Expected research outcomes 
The expectation of this study is that the inclusion of factors reflecting NBT financial income 
potential into a conservation prioritisation model will differentiate between otherwise equally 
important conservation priorities and indicate the financially more sustainable choice. 
Practically, this will be demonstrated and will create a priority listing according to NBT value 
for a limited number of potential conservation sites currently under consideration by 
EKZNW. This will not give each destination a score, rather it will order the destinations 
relative to the alternatives presented. This will help guide EKZNW decision makers in their 
choices on which areas to conserve and how to prioritise them. The study will also identify a 
limited number of destination management and marketing issues that could be examined and 
developed in order to enhance the competitiveness of destinations. 
Only financial aspects are used in this study as compared to aspects pertaining to the 
community, (e.g. local benefit-sharing and/or transaction costs), because these are essentially 
issues for implementation of a specific project rather than blanket conditions that could be 
ascertained before-hand. And, as noted by Parker & Khare (2008), it is best to begin with 
analysis of financial aspects pertaining to ecotourism enterprise development (further 
discussed in Section 2.1). The largest difference between ecotourism and conventional NBT 
is based in the methods used (i.e. community involvement). The financial income aspects 
(and the focus of this study) vary little, thus, the terms tourism and ecotourism are used inter-
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changeably in this thesis, depending on whether statements pertain strictly to financial 
aspects, or if they have results that extend into the greater PA management. 
Academically, this study is a pilot study on how to include the competitiveness of NBT into 
decisions about the prioritisation of conservation areas. The actual effects of elements of 
tourism competitiveness will be observed and will provide indications as to what aspects of 
natural resource endowment are especially important in a destination gaining competitive 
advantage in KZN.   
1.5 Scope and limitations of the study 
From the outset this study had a number of limitations. Firstly, a potentially biased sample 
because data were only sourced from EKZNW. The study utilised time-series or panel data in 
order to ensure the use of reliable financial data over a period of time across a large number 
of sites. The nature of such financial data is that it is often difficult to obtain from multiple 
companies. The focus on EKZNW PAs was taken primarily because the organisation had 
similar data categories in similar forms available for all of its NBT enterprises. Thus, there 
was a limitation of the size of the data set and, subsequently, the number of variables that 
could be studied. Because all of the data were from EKZNW, there are two added 
disadvantages: 
1) There are no relative comparable data for private tourism operators in KZN, and 
2) The EKZNW tourism functions are operated as a secondary focus because the 
primary mandate of EKZNW is biodiversity conservation. 
Thus, the outcomes of the study would be limited to ‘in-house’ EKZNW PA relative 
comparisons. For this reason, a number of aspects measuring competitiveness are identified 
and assessed, allowing the estimated results for each model with different dependent 
variables to be compared and contrasted.  
The second major limitation is that the study data are not based on direct contact with 
tourists. Past studies present fairly reliable and consistent indications of tourist preferences 
with regard to wildlife viewing (e.g. Lindsey et al., 2007; Di Minin et al., 2013); however, 
with regard to rarer, or niche activities there are few studies. Areas that have limited literature 
with specific reference to South Africa include fishing, birding and historical/cultural tours.  
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Thirdly, the study presents only one side of the effects of location on competiveness, namely 
tourism incomes. Location may have statistically significant effects on running costs and 
access for the supplier; this would in turn possibly affect the balance of preference for 
conservation. For example, consider a destination that may perform poorly in tourist 
preference because it is relatively small, however if close to a city, running costs may be 
sufficiently low that profits are acceptable. These limitations strongly impact on the 
suggested directions for future research which are addressed in Section 5.3. 
1.6 Structure of the thesis 
This thesis begins by reviewing literature on conservation and tourism (Chapter 2); this 
includes the reasons of focus on NBT as compared to ecotourism, an outline of ecological 
prioritisation of conservation areas and how this approach has been adjusted slightly to 
include economic aspects. It also outlines the relationships between tourism, competitiveness 
and conservation, and reviews past frameworks used to study tourism.  
Chapter 3 contains the empirical methodology where the models used are outlined and the 
determinants of competitiveness specified are justified. This also contains a section on how 
the empirical research will be applied to a conservation choice problem. Chapter 4 presents 
and contains a discussion of the empirical results and applications to conservation. Chapter 5 
discusses policy recommendations relating to conservation prioritisation and NBT by 
EKZNW in light of the major findings of the thesis. It also discusses areas for further 




CHAPTER 2. THE STATUS OF RELEVANT RESEARCH RELATED TO 
CONSERVATION PRIORITY SETTING 
2.1 Introduction 
Globally, studies in relation to the placement of areas for conservation and/or economic 
activities have varied widely over the last two decades. Early studies focussed primarily on 
reserve selection methods in which an area that is selected would be exclusively for 
conservation purposes. For this reason, the techniques used were primarily based on theories 
from ecology. Two main methods came out in the literature. The first method, though not 
formalised, is selection of sites on the basis of increased probability of the presence of an 
endangered species; this is species specific conservation site selection (Arthur et al., 2004). In 
the second method, reserve sites were selected irrespective of endangerment to maximize the 
number of species that could be conserved in the area as set by a limited budget (Ando et al., 
1998; Polasky et al., 2001); this method of reserves site selection was often called the 
maximum coverage problem (MCP) (Eppink & van den Bergh, 2007). More recent priorities 
have begun to contain additional aspects such as provision of ecosystem goods and services 
(Naidoo et al., 2008; Chan et al., 2006).  
The type of tourism which has most often been regarded as the most “conservation-friendly” 
is ecotourism (as defined in Chapter 1), the success of which is based upon three main factors 
(Wight, 1993; Weaver & Lawton, 2007; Parker & Khare, 2008): 
(1) Environmental  
(2) Socio-cultural, and  
(3) Economic.  
Parker & Khare (2008) suggest many critical elements within these three factors that should 
be investigated prior to investment into an ecotourism enterprise. They recommend first 
investigating the economic factors, as the enterprise will ultimately fail without economic 
success, secondly, the environmental factors, and lastly, local community and benefit-sharing 
issues. The latter are the most resource-demanding; in addition, in order to discuss 
partnerships, benefit sharing etc. there must be a potential project in place which requires the 





Within this chapter, Section 2.1.1 considers the benefits and challenges associated in the 
relationships between tourism and conservation prioritisation. Section 2.1.2 outlines the move 
in research from a purely ecological perspective to the inclusion of an economic perspective 
in addressing the prioritisation problem. Section 2.1.3 outlines the tourism competitiveness 
framework presented by Crouch & Ritchie (1999) and the implications of this framework for 
this study. This is a theoretical framework included in order to clarify the relationships 
between aspects of competitiveness included in this study and competitiveness as a whole. 
Section 2.2 considers empirical studies which consider the evaluation of factors affecting 
competitiveness (Section 2.2.1), studies in the closely related field of valuation of 
environmental products which are not directly marketable (Section 2.2.2), and an outline of 
the characteristics framework and how it relates to the current study (Section 2.2.3). The 
chapter closes with a summary of the theoretical and empirical literature. 
2.1.1 Linking conservation prioritisation and tourism competitiveness 
Increasing tourism is often identified as one of the solutions for poverty alleviation in Africa, 
especially Southern Africa. It is a fast growing sector in a number of countries containing the 
world’s poorest people. The WTO (2002) found that tourism was a significant export for 83 
per cent of developing countries. A number of these countries are in sub-Saharan Africa 
within which about 300 million people live under extreme poverty (UNDP, 2003). These are 
only a number of the facts that result in tourism being a tool used to improve livelihoods in 
Southern Africa. South Africa’s White Paper on the Development and Promotion of Tourism 
(1996) was especially foresighted in promoting the development of responsible and 
sustainable tourism as a key entity for future generations (DEAT, 1996). This includes 
aspects of sustainable management of resources, the inclusion of communities in decision 
making and use of impact assessment prior to development among others. Despite the 
emphasis on tourism in sub-Saharan Africa, the region only made up on average just over 1.5 
per cent of the global gross domestic product to travel and tourism from 2000 to 2012 
(WTTC, 2013). South African tourism has grown at a rate of 5.3 per cent over the same 
period (WTTC, 2013). The growth figure in South African tourism highlights the importance 
that tourism plays with regard to conservation.  
It is necessary to differentiate the public and private nature of tourism products as well as 
conservation. Biodiversity conservation and the provision of NBT opportunities contain 
aspects of both private and public goods. Public interest is maintained by the conservation of 
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biodiversity for future generations, all individuals have the opportunity to benefit from this 
conservation, for example in deriving an existence value1. A second key element in which the 
public interest is served by conservation is with regard to ecosystem services. These are 
defined by the Millennium Ecosystem Assessment (MEA, 2005) as benefits people obtain 
from ecosystems, categorized into: 
 Supporting services 
 Provisioning services 
 Regulating services 
 Cultural services 
Identification and evaluation of such ecosystem services is an area of current debate (e.g. 
Atkinson et al., 2012; Grabowski et al., 2012; van Wiligen et al., 1996). However, that is not 
the primary purpose of this study. 
The conflict generated between the relatively public interest of the protected area 
(Biodiversity conservation) and the private interests (NBT) result in a necessary trade-off of 
preferences. This is noted by South African National Parks (SAN Parks) when pointing out 
the commitments which follow as a result of their stated values; “Finally, acknowledge that 
conversion of some natural and cultural capital has to take place for the purpose of sustaining 
our mandate, but that this should never erode the core values…” (SAN PARKS, 2006). NBT, 
the preferred source of revenue for EKZNW (EKZNW, 2009), even at very low volumes will 
in some way increase the ecological foot-print left by humans in a protected area, even if only 
in the form of roads affecting traffic of animals and edge-effects in vegetation (e.g. Laurance 
et al., 2006; Hunter, 2002; Gossling et al., 2002; Turner, 1996). The implication of this 
realisation is that neither conservation of biodiversity, nor revenue-generating activities, can 
be undertaken as an individual activity without affecting the other activity’s incomes or 
conservation status.  
Put simply, tourism and conservation do not always have mutually beneficial outcomes. The 
reason is that conservation seeks to primarily retain the environment in its current state, 
whereas tourism seeks to take people into that environment in order to enjoy the benefits 
therein, which could degrade the natural capital (e.g. Liu et al., 2001) (Goodwin, 1996). For 
example, if an area is pristine, isolated bush-veld, a tourist may desire isolation, but by virtue 
                                                 
1 For the purpose of this study ‘Existence value’ is defined as an unmeasured utility derived by an individual due 
to the knowledge of the conservation of a resource for future generations. For alternative perspectives on the 
construction of this definition, consult Larson (1993), Aldred (1994), and Attfield (1998). 
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of the development of a tourism enterprise, the isolation decreases. As more roads are built to 
make the area more accessible, more people desire to see it, and the ‘isolation’ factor may 
totally disappear. This remains true for species and biodiversity that are sensitive to 
disturbance, if tourism is introduced to finance ‘conservation’; the very nature of that tourism 
may be detrimental to what is conserved (Cater, 1993; Goodwin, 1996; Green & Giese, 
2004)2. Thus, the desirability of practitioners and EKZNW to pursue ecotourism enterprises 
that provide a sustainable source of tourism revenues to provide incomes for conservation 
and community beneficiation.  
Although prioritisation can be undertaken from either the public goods perspective, focusing 
for example, on ecosystem services, this thesis addresses the problem from the private goods 
perspective. This entails a focus on use values of areas protected for conservation, in this 
case, tourism. The reason is that it is suggested that in light of current demands on the 
government in South Africa for what are perceived as urgent public services such as 
provision of electricity, water and education, the long-term public goods such as conservation 
may be required to become self-sustaining. This is compounded by a relatively short term 
political time-line which drives politicians thus the urgency of short-term change often 
overrides the importance of the long-term. The debate about whether investment in long-term 
public goods is more or less important than the short-term is not addressed here. However, 
the demands for conservation agencies to make money and be self-sustaining are real and 
evident. This study therefore focuses on the private aspects of conservation, namely, NBT. 
The challenges of concurrently pursuing tourism and conservation outcomes are well 
documented (e.g. Butler & Boyd, 2000), and have been considered in multiple environments. 
Examples specific to Africa have been considered by Lilieholm & Romney (2000), among 
others. Some of the complications associated with partnerships in tourism and conservation 
are considered by Goodwin (2000), along with reference to multiple specific examples in the 
pursuit of responsible tourism by Spenceley (2010). The emphasis of the relevance of this 
section in relation to the study is, however, not rooted in these complications. Rather, this 
study suggests that a tourism destination can be financially successful if placed in a spatially 
more competitive location. This is only a small part of the challenge relating to the 
prioritisation of conservation areas and the implementation of such tourism resorts. However, 
it is an important starting point for consideration. With this in mind, Section 2.1.3 outlines a 
framework within which tourism competitiveness can be assessed. 
                                                 
2 For more on this discussion on this, the ecological fields of habitat fragmentation are relevant. 
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2.1.2 Ecological and economic prioritisation of conservation 
The selection of species for target conservation has been done in a number of ways, including 
various classifications, such as whether a species is a key-stone species (these have a 
disproportionately large effect on the ecosystem relative to its total biomass, e.g. elephant), 
an umbrella species (if conserved, these species allow the conservation of other species 
predominantly due to its large habitat requirements, e.g. wild-dog), or a flagship species 
(species used as a tool or emblem to motivate public support and finance, e.g. rhino, koala-
Bear). Most conservation policies are designed to conserve those species. There are many 
varying ways in which these species are identified and selected for conservation. However, 
the base principle is that areas are selected to target those selected species.  
If conservation success is rated per unit rand, the choice of species to conserve becomes 
problematic because of the different perceived value of species. To illustrate this, consider a 
situation where there is a choice between conserving a population of 30 elephant, or 
conserving 10 lion. Both investments will cost one million Rand. The conservation choice is 
now deciding if 10 lion are comparatively more valuable than 30 elephant or vice versa. The 
valuation problem presents itself in the following questions: 
 Are elephant equally, more or less valuable than lion? 
 How can the value of these animals be converted to one unit/weight? (e.g. is 1 
elephant =2.1 lion?) 
 If these values cannot be economically defined, how are choices (and hence priorities) 
made? 
These questions have been answered in various ways in biology and ecology, but the 
economic problem is still very relevant. Biologically, Weitzman (1992) suggested that 
conservation of species should be according to the relative uniqueness of the genetic material 
that those species retain towards total biodiversity. He uses the concept of a distance function 
or relative displacement of genetic material from the closest similar species and developed a 
method where conservation priorities were developed at a species level. This was later used, 
among others, by Reist-Marti et al. (2003) to prioritize cattle breeds for conservation. The use 
of biodiversity genetic conservation has, however, come under criticism for ignoring non-
genetic values that species could potentially have, such as economic use and non-use values 
(Mainwaring, 2001). Tourism is one potential way in which the use-values of these species 
could be taken into consideration. At the protected area level in this study, application of 
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management strategy techniques is relevant to a higher level of biodiversity than the species 
level. Thus, Weitzman’s technique is made more relevant by Weikard (2002) who adapted 
the same concept for application at an ecosystem level (different level of aggregation). 
Additionally, an indicator was developed by Onal (2003) in which both species’ richness as 
well as the uniqueness of the various species contribute to the relative biodiversity level.  
Prioritisation by use of genetic material, however, is limited in that it merely takes into 
account the ideal species to conserve rather than the cost and/or cost effectiveness of 
management strategies undertaken or any other externalities (e.g. other species also 
conserved/decrease in certain species due to competition in one direction). Weitzman (1998) 
went on to add changes species survival to his original model, finding that including long-
term survival probability was essential. Witting et al. (2000) and van der Heide et al. (2005) 
included multiple species interactions and the effect of conservation effort on survival rate. 
Baumgartner (2004) went on to include the provision of ecosystem services that are 
generated by the protection of a specific species. Through all of these studies it becomes 
apparent that the choice of what to prioritize in conservation is very complex, mainly due to 
the trade-offs in the metric and complication in accounting for other socio-economic and 
management factors.   
The selection of conservation areas has moved from a basis of species-area curves, or the 
island bio-geography theory, to a basis on localized socioeconomic and biological data 
incorporated into computer-based conservation planning tools (Sarkar et al., 2006). These 
tools identify conservation priorities most often according to either (a) sets of complementary 
sites required to meet conservation targets or (b) the relative contribution that an individual 
site makes to the total biodiversity conservation in the area (Sarkar et al., 2006). One example 
of a programme that can focus on both of these aspects is Conservation-Plan (C-Plan), as 
used by EKZNW, (Ferrier et al., 2000) which has an ability to calculate the relative 
importance of a planning unit (PU) (for example, Lombard et al., 2003). The name given to 
the value of relative importance allocated to a PU is the “level of irreplaceability”3 and is 
measured between zero and one. In KZN, if a PU is allocated an irreplaceability level of one, 
it is essential that it be conserved in order to maintain the current overall level of biodiversity 
in KZN. Such a PU will be in the minimum set4 of selected PUs 100% of the time. If that PU 
                                                 
3 “Irreplaceability” is a ranked likelihood that a specific area would be required in order to meet a conservation 
target (Escott et al., 2012). 
4 The “minimum set” refers to the smallest area of complementary sites needed to achieve quantitative targets 
for biodiversity (Escott et al., 2012). 
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is ‘lost’ and allocated to infrastructure development or deteriorated by use for agriculture, 
then the overall biodiversity is irreversibly deteriorated. As the irreplaceability level 
decreases (i.e. approaches zero), the PU in question is less critical for conservation and hence 
less likely to be selected in a MINSET solution. In this way, land areas are selected for 
conservation by EKZNW from the most to the least irreplaceable (Escott et al., 2012). 
Even when these species are selected, however, the challenge remains of where to conserve 
them, hence the development of the second, site selection problem. A key assumption is that 
reserve site selection is constrained by funding, and not all selected areas for conservation 
may be achievable. In addition, areas selected may be developed by the time that the funds 
and transaction take place; hence resulting in a lower conservation value. Drechsler (2005) 
notes that different types of land use will have different effects on species survival and/or 
ecosystem services, hence there is a need to take into account spatially heterogeneous land 
use pressures, as done by Arthur et al. (2002), Pfaff & Sanchez-Azofeifa (2004), Polasky et 
al. (2005; 2008), and Mouysset et al. (2011), among others. Conservation areas under various 
management regimes have been formalised to a much larger extent with regard to the 
management of conservation in agricultural areas, e.g. Polasky et al. (2005; 2008) and 
Mouysset et al. (2011). These studies, among others, use ecological and economic data to 
develop decision-making tools. Ecological indices are compiled either from secondary data 
on studies that have been done within the area in question in the past or from collection of 
primary data. Economic models have been compiled according to the land use that the area in 
question may potentially be put under, for example, forestry, farming, pasture systems, or 
priority conservation and the potential revenues that could be derived from the use in 
question. 
Cost-effective conservation is conservation that maintains maximum diversity (i.e. species 
richness and uniqueness) per unit of money invested. It is based on the premise that 
conservation efforts are hampered by limited budgets (Eppink & van den Bergh, 2007) and 
the effectiveness of conservation is measured in non-monetary terms, such as 
protected/resulting ‘bird-pairs’ or ‘viable population groups,’ among others (Hughey et al., 
2003). Studies such as those by Polasky et al. (2005; 2008) and Mouysset et al. (2011) are 
primarily based on cost-effective conservation and take into account agricultural incomes. 




To the author’s knowledge, no spatial prioritisation studies have specifically aimed at 
including the level of competitiveness of NBT. The closest comparative studies are 
conservation in communities within agricultural landscapes, which take into consideration the 
biodiversity conserved by agricultural activities.  
2.1.3 The tourism competitiveness framework 
Ritchie & Crouch (2003, p.2) described the dimensions of tourist destination competitiveness 
as “…what makes a tourism destination truly competitive is its ability to increase tourism 
expenditure, to increasingly attract visitors while providing them with satisfying, memorable 
experiences, and to do so in a profitable way, while enhancing the well-being of destination 
residents and preserving the natural capital of the destination for future generations.” Thus, 
competitiveness of ecotourism is multidimensional, including aspects of environmental, 
economic, technological, political, cultural and social strengths.  
Conceptually this is not unlike the migration literature which describes push and pull factors 
affecting migration decisions (Martin & Zurcher, 2008). Applied to tourism, the concept 
behind the factors is that tourists are pushed by their own internal forces which are largely 
intangible, such as intrinsic desire for a holiday. Pull factors are those that result due to the 
attractiveness of a destination as it is perceived by the tourist (Mohammad & Som, 2010). 
These may include tangibles (such as accommodation), or intangibles such as experiences of 
novelty or tranquillity and are closely linked to the marketed image of the destination 
(Baloglu & Uysal, 1996). 
Porter (1996), cited by Ritchie & Crouch (2003) claimed that the economic competitiveness 
of a nation is derived from four main factors, with regard to a tourist destination: 
1) Factor conditions: these include the factors of production such as infrastructure or 
skilled labour necessary to compete in a given industry. 
2) Demand conditions: the nature of individual demand for the industry’s product.  
3) Related and supporting industries: the presence or absence of these industries in the 
region of the supplier (ecotourism resort) that are internationally (in this case 
regionally) competitive. 
4) Firm strategy, structure and rivalry: the nature of domestic rivalry as well as the 




Relating these to push and pull factors, (1) and (3) above could be considered as relevant pull 
factors. Although the aspects presented by Porter (1996) are not exhaustive of factors 
affecting competition in ecotourism, Ritchie & Crouch (2003) used them as a basis for 
developing their competitiveness framework. The framework identifies 36 destination 
characteristics which are clustered into five key groups; within each of these groups there are 
characteristics that are the result of either the competitive (micro) environment or the global 
(macro) environment; these macro- and micro-competition environment factors are not split. 
The five clusters which represent the key elements of competitiveness are (Ritchie & Crouch, 
2003): 
 Core resources and attractors: these include the primary reasons for destination 
appeal. Although other components are essential for the success and profitability of an 
ecotourism enterprise, these factors are the fundamental drivers for choice of type of 
holiday destination, e.g. proximity to the ocean or the presence of rare game species at 
a destination. 
 Supporting factors and resources: these factors provide the foundations upon which 
the successful tourist industry relies in order to help tourists ‘appreciate’ the core 
resources and attractions. A destination with many core resources and attractors but 
without the supporting resources to facilitate ecotourism cannot be exploited, e.g. 
accommodation infrastructure. 
 Destination policy, planning and development: this is especially important when 
multiple goals are ensued with particular economic, social and other societal goals. 
These aspects vary widely between institutions and hence have to be assessed as per 
ecotourism enterprise, e.g. careful consideration given to biodiversity conservation. 
 Destination management: these characteristics focus on the implementation of the 
planning and policy objectives in order to enhance the core resource and attractors 
for the tourist, strengthen the effectiveness of the supporting factors and resources, 
and adapt to the opportunities or restrictions presented or imposed by the qualifying 
and amplifying determinants, e.g. allocative efficiency of resources within the 
destination.  
 Qualifying and amplifying determinants: these factors could also be called situational 
conditioners because their effects on the competitiveness of a tourist destination are to 
define its scale, limit or potential. These aspects either magnify or moderate the 
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destination competitiveness by filtering the influence of the other groups of factors, 
e.g. location or security. 
The conceptual model of the destination competitiveness framework has been slightly for this 
study (Figure 1) and shows how all of the 36 characteristics combine to either enhance or 
detract from the competitiveness of the destination in question. The names for types of input 
were altered from various types of “resources” to relevant characteristic types of economic 
capital. These specific characteristics (central) are a result of either the comparative 
advantage as a result of resource endowment (left) or the competitive advantage as a result of 
resource deployment (right). The comparative advantage (resource endowment) is the main 
point of interest in this thesis because that is directly related to location and thus conservation 
prioritisation. The adaptions to the framework are the sources of comparative advantage. The 
terminology has been adjusted to be more applicable to an economic perspective on 
destination competitiveness and sustainability. The types of capital presented are taken from 
Goodwin (2003) and are used within the sustainable livelihoods development frameworks.   
The specific characteristics of destinations that are listed are not exhaustive, and in this study, 
not all will be relevant. Certain characteristics will be explained to a greater degree as they 
are applicable in the construction of the framework for the current study (Section 3.3.3). Note 
that there is a key difference between the competitiveness framework and the current study. 
The competitiveness framework focuses primarily on the factors and processes within a 
destination that determines its sustainability and competitiveness within the influence of 
global factors which are beyond the control of management (Ritchie & Crouch, 2003). The 
current study, however, focuses on the comparison of factors leading to competitive 
advantage between destinations. It is important when considering the methodology and 
results of this study that the concept of competitiveness due to spatial and comparative 
characteristics is not considered isolated from other aspects of competitiveness as identified 
in this framework, i.e. although this study identifies some aspects of competitiveness, there 
































































































































































































































































































































































































































































































































































































































































































2.2 Studies apportioning income value to destination characteristics 
2.2.1 Hedonic price analyses 
Hedonic price analysis (HPA) regresses the price of a visit to a destination on various 
characteristics of the destination. HPA has been mostly developed within the property 
valuation literature; however in recent years it has been more widely used in tourism studies. 
Because of the large volume of tourism globally which is based in hotels, these make up the 
majority of the studies pertaining to the effects of characteristics on price (e.g. Espinet et al., 
2003; Papatheodorou, 2002). Another wide field of study using hedonic pricing is the effect 
of environmental attributes on property prices and/or willingness to pay to visit a destination 
(e.g. Garrod, 1992; Marcouiller, 1998). A few studies have extended to more remote 
locations and assessed different factors affecting tourism, such as Hunt et al. (2005) who 
valued factors affecting Ontario’s sport fishing. In South Africa, very few hedonic price 
analyses of tourism have been undertaken, especially in the field of protected area tourism. 
Wright (2001) regressed the prices from a range of wildlife destinations in South Africa on 
the characteristics of the destination in question. His work varies from the current study on 
both the level of aggregation of the data and the application of the models. Wright (2001) 
used an overview of a wide range of parks and regressed one price per park on the attributes, 
in order to estimate values for particular attributes. The current study considers a number of 
indicators of competitiveness of the destinations over a period of time (i.e. panel data as 
compared to cross sectional data). This study applies the results to both a problem of 
conservation prioritisation and to management implications for competitiveness.  
Freeman (2003, p.7) defines the economic theory of value as being “based on the ability of 
things to satisfy human needs and wants or to increase the well-being or utility of 
individuals.” Thus, in a perfectly competitive market it would be expected that the price is a 
good indicator of the utility that individuals derive from consuming a product. For this 
reason, price is a generally accepted indicator of the quality or desirability of a product. This 
follows a typically neo-classical economics perspective on price. In environmental 
economics, it does not necessarily follow that price is a good indicator of overall value or 
usefulness of a product to one party or another. For example, gold may be valued (in money 
terms) more highly than water, however, in a desert, water is infinitely more useful than gold. 
Similarly, someone having sufficient water in a desert may still value gold more highly 
relative to someone having gold and no water. Similarly, when a tourist destination wants to 
sell a tourism product, the perception of value in money terms may vary between seller and 
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buyer. Because of the complex interaction between P and room occupancies, price may no 
longer be a good indicator of relative value to the seller of the tourism product. Thus, other 
competitiveness indicators are also considered. 
2.2.2 Occupancy and revenue per available room analyses 
As outlined in Section 2.2.1, with regard to valuing the product from the perspective of the 
destination in question, price may not be the best indicator of relative value. The reason for 
this is that the value of an attribute in a destination to the owner, or supplier of that attribute is 
based on both the willingness of a tourist to pay, and the price, i.e. a price, may be relatively 
high, but if the prospective tourist is unwilling or unable to pay the price, the characteristic is 
of no value to the seller. The price may not accurately reflect the relative competitiveness of 
the destination because it does not take into account the returns to investment in selling that 
product. Price may indicate what consumers are willing to pay for, but not necessarily what 
makes a tourism destination competitive.  
A wider accepted proxy measure for tourism profitability and competitiveness is occupancy 
percentage (Occ%). Jeffrey et al. (2002) analysed success factors for hotels based on 15 years 
of occupancy records for hotels in England. Jeffrey & Barden (2000, 2001) explored the 
usefulness of Occ% in analysing hotel performance and later the implications for marketing. 
Occ% was cited as being a key driver of success in hotels and various other tourist 
destinations. In Kenya, Occ% has been identified as a crucial element to the success of 
community-based tourism enterprise development, and in South Africa, Loon & Polakow 
(2001) identified the importance of Occ% in the success of ecotourism ventures.  
Occ% is possibly the most widely used proxy for success or competitiveness of tourism 
destinations, however it is fairly widely stated that Revenue per available room (RevPAR) is 
the best indicator (e.g. O’Neill & Mattila, 2006; Papatheodorou, 2002). The challenge with 
such a measurement is that few companies are willing to part with specific incomes data, thus 





2.2.3 The characteristics framework  
Given the variety of studies outlined (Sections 2.2.1 and 2.2.2), the characteristics framework 
was selected as the most applicable methodological framework for this study. Classical 
demand studies focus on the theory of demand in microeconomics, based on the assumption 
that individuals derive utility by consuming goods per se (Stabler et al., 2010). The 
characteristics framework is an alternative to this classical ecotourism demand setting. The 
focus is on the consumption of characteristics which are associated with goods, rather than 
the goods themselves, i.e. the goods are desired or otherwise, due to the characteristics that 
they possess. The framework itself attempts to compare a variety of characteristics at various 
levels to understand an individual tourist’s optimum choices within a budget and time 
constraint. Note that this is useful in understanding the concept of tourist choice and thus 
beginning to understand the factors that make a destination more or less competitive.  
At the destination level, modelling tourist choice based on the utility maximisation 
framework takes the following standard form (Papatheodorou, 2006): 
     𝑚𝑎𝑥𝑈 = 𝑔(𝒛)     (2.1) 
s.t.𝒛 =  𝑩 ∙ 𝒙; 𝒑 ∙ 𝒙 +  ∑ 𝑭𝒊 ≤ 𝒀
𝑵
𝒊=𝟏 ; ∑ (𝒙𝒊 + 𝒕𝒊) ≤ 𝑻;
∞
𝒏=𝟏  𝒀, 𝑻 ≥ 𝟎, 
Where: 
U: Utility of consumer 
z: The column vector of quantities of characteristics j, (these could be binomial, i.e. a 
presence/absence variable, or a continuous variable such as distance to destination), 
x: Is the column vector of the number of days spent in each destination i, 
B: Shows the consumption technology matrix, via the quantity of each characteristic j 
consumed by staying one day in destination i,  
p: Daily cost of living in the tourist destination (in a row vector),  
Fi: the return fare to destination i, 
Y: NBT budget, 
T: Total time available for the tourist (external limitations, e.g. leave time), and 




Because the technology is assumed to be linear and additive, for each characteristic j 
(Papatheodorou, 2006): 
     𝑧𝑗 = ∑ 𝐵𝑗𝑖𝑥𝑖
𝑁
𝑖=1     (2.2) 
The framework is better understood using Figure 2. A tourist destination may display two 
different attributes, namely, attractions (natural or built - depicted on the x-axis) and facilities 
(hotel, restaurant or camping, depicted on the y-axis): 
 
Figure 2. Application of the characteristics model in ecotourism  
Source: Extracted from Stabler et al. (2010). 
A tourist who visits destinations OD1, OD2 and OD3 experiences the facility and attraction 
characteristics in ratios of x, y, and z, respectively. Although the graphical illustration does 
not include multiple characteristics, the statistical model can accommodate multiple 
characteristics, thus attributes (e.g. price and distance to destination) can be added. The 
consumption technology matrix (B above) is captured by these rays (OD1, OD2 and OD3), 
and shows the ratio that the length of stay is converted into consumption of meaningful 
characteristics (attractions and facilities). From the figure it is apparent that destination D1 
attempts to gain competitive advantage by having more (or better) facilities and a lower 
proportion of attractions. Conversely, D3 has more attractions and comparatively less 
facilities. D2 is an intermediate between the two options. The consumer preference or 
indifference curve is shown by I-I. Accordingly, there is no notable preference between one 





preferences change, this is captured by a change in gradient of the indifference curve, I-I. 
This framework assumes that destinations are chosen by tourists in a discrete manner, i.e. 
tourists spend their vacation time at either D1, D2 or D3, and no linear combinations are 
permitted.  
The length of stay, and hence quantity of characteristics ‘consumed,’ in each resort is limited 
by both time available for the tourist and the tourist’s budget (Rugg, 1973). For each resort, 
D1, D2 and D3, the limits on the length of stay due to time and budget are represented by 
points T1, B1;T2, B2; and T3, B3, respectively. These points on the consumption vectors (OD-
1, OD2 and OD3) represent a characteristics combination known as a vertex. Thus, for 
destination D1 the limiting factor for the tourist is time available, T1. For D2 the limiting 
factor is also time, T2. And for the last destination, D3, the limiting factor is budget, B3. The 
consumer’s maximum utility is defined by the point at which the indifference curve intersects 
with the attainable set of vortices, in this example T2. Although this framework relates to 
individual tourist choices, it is relevant to this NBT study because the study of aggregate 
ecotourism is primarily rooted in individual tourist choices. The application of this concept is 
extended in the next section in relation to the present study. 
The current study is based on aspects relating to this framework, though not relating directly 
to tourist choice. This study focuses on measuring and comparing the relative level of 
advantage that is captured in monetary terms by different NBT destinations rather than 
focusing on the tourist choice itself. However, the tourist choices are assumed to fit the 
characteristics framework. Competitiveness of ecotourism destinations can be individually 
assessed in depth according to a wide range of characteristics (e.g. Ritchie & Crouch, 2003). 
Alternatively, a wide number of resorts can be compared according to the characteristics of 
the products that they provide from the perspective of the tourist (e.g. Papatheodorou, 2002).  
Within the context of tourist-based HPA research, the most common is the analysis of the 
consumer’s implicit value of various environmental attributes. These attributes are usually 
singular and relatively clearly defined, such as air quality (e.g. Anderson & Crocker, 1971) or 
view from a property (e.g. Lansford & Jones, 1995). Different tourists have varying 
preferences for bundles of characteristics in different ratios, thus their choice and willingness 
to pay vary. It is assumed that the ratio of observed preference for combinations of 
characteristics (provided in a destination) will reflect the ratios within the overall demand for 




Over the last few decades the prioritisation of conservation areas has changed from being 
based on an almost entirely ecological focus to a combined economic and ecological focus. 
Despite this trend, there has been no prioritisation (to the author’s knowledge) according to 
NBT potential; rather, the economic aspect has focused on least cost conservation. In order to 
prioritise also considering NBT potential, it is necessary to understand the factors that 
contribute to NBT potential, and ultimately, competitive advantage. This study proposes that 
a well-placed and managed tourism enterprise in a PA can cover its own expenses and have 
surplus income that can be directed towards the conservation costs of the PA in question. One 
of the first requirements for a viable tourism enterprise is a set of factors that attract visitors 
to a destination (Ritchie & Crouch, 1999). Destinations with better attractants and a better 
location are expected to be more competitive in the long-run and hence generate more 
income. Thus, a PA located in order to give advantage to tourism competitiveness, compared 
to an alternative PA with similar ecological conservation value which does not enhance 
tourism competitiveness, is expected to be more sustainable. More competitive tourism 
destinations should thus be preferred for prioritisation. Variations in public and private 
priorities for conservation prioritisation may also influence these linkages and so were 
outlined in theory (Section 2.1.1) and considered in the results and discussion. 
The most widely used theoretical framework considering the concept of competitiveness is 
the Tourism Competitiveness Framework (Ritchie & Crouch, 1999). This forms the basis for 
understanding the factors influencing competitiveness; however, with regard to empirical 
studies it has not been widely applied. This study tries to include the aspect of 
competitiveness of tourism into the decision about the prioritisation of conservation site 
selection. It aims to quantify the relative competitive potential gained by an NBT destination 
due to its resources (natural and man-made), its position or environmental factors. This is as 
part of a larger interest in the development of ecotourism in line with the concept of the 
Triple Bottom Line5 (Elkington, 1997; Hacking & Guthrie, 2008) and with EKZNW 
principles (EKZNW, 2009).  Note that competitiveness in the terms of the characteristics 
framework refers to overall profitability, however in this study competitiveness focusses on 
the relative desirability of a destination. This desirability should impact/influence the 
profitability but will not necessarily reflect profitability exactly. 
                                                 
5 The triple bottom line refers to management systems based on three pillars, easily summarised as people, profit 
and planet (Slaper & Hall, 2001). 
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Valuation of environmental characteristics (using market price) and/or analysis of indicators 
of success in tourist resorts (such as occupancy percentage and revenue per available room) 
have formed the basis of empirical analysis. In an attempt to clearly evaluate factors giving 
competitive advantage to destinations, this study assesses all three variables which are all 
well-conceptualised empirically for tourism within the characteristics framework. The reason 
for this multiple use of independent variables is more clearly explained in the methodology 
(Section 3.3.3). The theoretical components for this study, therefore, are largely drawn from 
the Tourism Competitiveness Framework, and the empirical methodology from the 





CHAPTER 3. THE EMPIRICAL METHODOLOGY 
3.1 Introduction 
As outlined in Section 2.3 the methodological elements of the study are drawn from two 
separate frameworks, the characteristics framework and the tourism competitiveness 
framework. This chapter begins by describing the study area and data collection, followed by 
a theoretical outline and justification of the economic and econometric models used. 
Variables are identified which are applicable to this study with specific reference to spatial 
variables as they are important for the prioritisation process. Once the prospective 
econometric models are presented, a number of potential econometric problems are 
identified. The chapter closes with a section that describes possible solutions to the expected 
econometric issues outlined.  
Section 3.2 outlines the sources of data, followed by discussion of the econometric methods 
used in Section 3.3. This includes the general economic model, the dependent variables 
selected to proxy competitiveness and the independent variables under consideration 
affecting competitiveness, the specified econometric equations, criteria for selection of the 
modelling technique and justification of the models selected for the analysis. A description 
of, and solutions to, a number of econometric estimation challenges is presented in Section 
3.4. 
3.2 Sources of data 
3.2.1 Study area 
This study focuses on a method to help prioritise conservation areas in the province of KZN 
in South Africa. There are three reasons for the focus of the study within this area: 
1) It has high biodiversity, including a number of endemic species and some areas in the 
northern parts of the province are ranked as international biodiversity hotspots, 
2) There is currently a large focus on increasing tourism in the province for conservation 
and economic empowerment reasons, and 




3.2.2 Data collection 
Monthly data were collected directly from EKZNW for a period of 41 months, coded 1-41 as 
a time variable. However, data records were incomplete for time periods 1, 2 and 41. There 
were no data for time periods 10 and 11. Thus, these five time periods were omitted from the 
analysis and 36 time periods were used. Note that the financial income values that are used 
are actual transactions that occurred. This is preferred to using pamphlet or advertised prices 
as it more accurately represents the market price of the tourism product (Papatheodorou, 
2002). The result is a set of panel data described as a ‘short’ panel in that the number of time 
periods is smaller than the number of cross-sectional units (accommodation codes, described 
below). Data for tourism-related aspects were collected by searching the EKZNW web site 
and pamphlets. This is a common practice for investigating factors attracting tourists as the 
choice of destination is largely made prior to departure (i.e. before seeing the destination) and 
their expectations of the tourism product are likely shaped by the advertising related to that 
product (Papatheodorou, 2002). 
Each tourism product was grouped into a product type according to the PA that it was in and 
the accommodation type. Each different combination of accommodation type and protected 
area was given an individual code number. Thus, different products were given different 
codes so that the prices paid for one night of accommodation in a specific destination were 
recorded separately (e.g. a two bed chalet in protected area A is given a different code 
(Code1) to a two bed chalet in protected area B (Code2). Similarly, a four bed chalet in 
protected area A is assigned a different code to both of these (Code3)). The result was 135 
codes spread through 28 different protected areas. The sample consisted of over ten variations 
in accommodation types with a high level of very unique characteristics associated with 
many of these. For this reason, a limited number of accommodation classes were selected in 
order to compare across similar features and to take into account the sources of the majority 
of incomes to EKZNW destinations. All chalet accommodation types, log cabins, camping 
and caravanning accommodation types were retained to give a limited number of 
comparisons which are well spread over a number of sites. Accommodation types omitted 
were hiking huts, group cabins, safari tents and luxury lodges. The resulting data set 
contained 93 accommodation codes spread through 24 PAs and took into account 78% of the 
EKZNW annual income. The highest income earner over the whole period was chalets 
(54.2%) followed by log cabins (12.2%) and a variety of camp sites (11.8%). 
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3.3 Econometric models employed 
3.3.1 The economic model 
The HPA for the current study regresses price of accommodation type on a number of 
facilities, location and activity attributes. Core resources and attractants make up the factors 
that the PA is endowed with that are key motivators for an individual to visit a destination 
(Ritchie & Crouch, 2003). These, therefore, affect the tourist willingness to pay for a product 
containing these attractants, and their decision to visit a place at all, including: the type of 
physiography of an area, its proximity to places of historical or cultural significance and the 
activities that may be undertaken while visiting. Additional man-made (rather than naturally 
endowed) core resources and attractants include the tourism superstructure such as the type or 
quality of accommodation and the facilities available. Thus, price paid for accommodation 
can be shown as the function: 
Price = f(Attractants, Facilities, Availability, Location/Accessibility,   (3.1) 
Service level, Internal management)       
It is expected that as the level of attractants and available facilities rise, the price would rise. 
Conversely, as the availability of a product increases it is expected that the price of that 
product would fall. Location/Accessibility is potentially more complex to predict. Improved 
accessibility would imply decreased travel cost and decreased travel time which would, in 
turn, imply that there is a larger budget available for tourism accommodation expenses and 
hence higher prices could be paid (Stabler et al., 2010). However, if an area is located close 
to an urban centre, or is not some distance away to travel, there may be a crucial element of 
the tourist experience that is omitted, namely remoteness. NBT is the form of tourism closely 
associated with a desire for tranquillity and remoteness, especially some distance away from 
development and urban centres. The complications imposed within this study by these 
opposing attributes are greatly reduced because most EKZNW PAs within the sample are at 
least one hour from any major urban centre (i.e. all are considered remote). As a result it is 
expected that price will increase as the accessibility of a resort increases.  
Given these over-arching classes of determinants, the selection of explanatory variables to be 
included in the study models are selected from the tourist preference literature rooted in 
factors affecting tourist resort competitiveness (Ritchie & Crouch, 2003) and individual 
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tourist choices (See Papatheodorou (2002), Lindsey et al., (2007), and Di Minin et al. (2013) 
among others).  
3.3.2 The dependent variables to proxy competitiveness 
Most tourist preference studies focus on the micro-economic decisions of individual tourists. 
Lim (1997) found four key determinants of tourism demand: tourist arrivals and/or departures 
(43.6%), tourist expenses (41.9%), travel imports and/or exports (6%) and the number of 
nights spent in a type of accommodation (8.5%). These dependent variables adequately 
capture the individual factors of tourist demand; however, they do not adequately capture the 
cumulative effect of tourist choices on a destination in question. The most notable 
comparisons of competitiveness of destinations was conceptualised by Crouch & Ritchie 
(1999) and has been adjusted to meet various objectives (e.g. Enright & Newton, 2004; 
2005). These methods are all, however, qualitative/perspective based with relative 
importance allocated to certain categories of organisation or development by managers or 
professionals, rather than quantitative. There have been no studies to the author’s knowledge 
that have attempted to empirically link these factors to the level of competitiveness of a 
particular destination. The study begins to fill a gap in the literature on the link between 
tourism destination competitiveness and the cash-in-hand earned by ecotourism destinations. 
In line with the framework conceptualised and expanded by Ritchie & Crouch (2003), 
competitive advantage of a destination is determined by the attributes of a destination 
including both man-made and natural resources and the processes and human resources. The 
competitive advantage gained by a particular destination by virtue of its location or physical 
and natural resources could theoretically be valued. The method to value such attributes fits 
best within the characteristics framework as outlined in Section 2.2.3. The value of the 
location in question would be the present value of the future expected net returns to that 
destination; the value associated with a particular attribute or trait would be the increase in 
the present value of that destination over another alternative destination by virtue of having 
the particular attribute in question. The final valuation of such resources is beyond the scope 
of this study; however, the concept can form the basis for this study. Because the focus is on 
comparative advantage, it is plausible to compare the relative present values as derived by 
EKZNW from those attributes. The assumption made is that the current trends in tourism 
expenditure, tastes and preferences will remain the same for the foreseeable future. 
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In a competitive market, price adjusts in order to compensate for changes in the level of 
demand and supply of a product. This takes into account factors such as consumer tastes and 
preferences, thus price paid for a product should technically represent the ‘market’ value 
placed on that product. If this is the case for ecotourism, then higher prices should be 
associated with destinations that have a product that generates higher customer utility, i.e. 
products containing characteristics that are of higher value to consumers than a similar 
destination of lower price, ceteris paribus. However, in an imperfectly competitive market 
where price is either set at fixed levels over time periods, there is a lack of information or 
there are changes in supply and/or demand, the attributes of the products may not be captured 
by changes in price. As a result, price may be a less useful indicator of value. Additionally, 
price in tourism is largely set by the destination in question and then potentially altered due to 
special offers or the influence of agents. This means that the ‘pegging price’ from which 
changes occur is set by the supplier and as a result, in an imperfect market the price will be 
biased towards the value placed on the resource by the supplier. Situations may occur where a 
destination which has a higher price may have lower visitation numbers and, consequently, 
derive less income than a destination that has a lower price and higher visitation numbers. 
Percentage occupancy (Occ%) has commonly been touted as an important indicator of 
profitability in the tourism literature (e.g. Porter et al., 2003; Haber & Reichel, 2005) and 
may be a potential alternative indicator of relative competitiveness. This takes into account 
the popularity of a destination (number of arrivals or bed-nights) in relation to the size of the 
destination’s accommodation infrastructure. This has the advantage of taking into account the 
choice of consumers’ destination and can indicate a strong level of preference for particular 
characteristics from the tourists’ perspective. The disadvantage is that it does not take into 
account the value (in Rands) gained in income. For example, heavy price discounting may 
result in high occupancy levels and have little effect on overall profitability (Middleton, 
1994; Moutinho & Peel, 1994).  
To try and gain a clear understanding of the advantages gained by destinations (in terms of 
income) by virtue of location and/or natural resources, this study preforms three sets of 
analyses. These are regressions of the destination location, natural and man-made resources 
on three different independent variables: the first two, price (P) and Occ% are strongly 
supported in tourism research demand studies, and, despite their draw-backs for the current 
study (as discussed above), provide a useful grounding for the research.  
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The third analysis will use a dependent variable also widely accepted in theory, but rarely 
used in empirical models, namely ‘Revenue per available room’ (RevPAR). Malk & 
Schmidgall (1993) (cited by Jeffrey & Barden, 2001), point out that this measure (RevPAR) 
or profit per available room (ProPAR) would be more desirable than Occ% as measures of 
profit and sales performance. Despite this, there are relatively few published empirical studies 
using these dependent variables. The common reason suggested for this is that the data 
required are often not available at sufficiently regular intervals in a consistent form across 
different study sites (Jeffrey & Barden, 2001). Additionally, the private nature of profitability 
information means that surveys requesting such data are often incomplete. This study, 
however, has access to the RevPAR data from EKZNW. ProPAR is not used for the study 
due to data constraints and the complications of allocating individual profitability measures to 
various accommodation types within EKZNW destinations when the costs cannot be 
sufficiently segregated.  
It is noted that within this study the importance of using P, Occ% and RevPAR as proxies for 
competitiveness rests on the fact that although one measure may be preferable to another, the 
data are not drawn from a competitive market. Because the data are collected through one 
institution (EKZNW) which runs operations from a central base, the assumption is that 
pricing may not be flexible at the park level, nor may various management decisions. For this 
reason, one proxy for competitiveness may under or over-represent the importance of 
particular attributes. Using many proxies may also identify issues to be considered in future 
research. The use of P, Occ% and RevPAR results in an assumption that the destination that 
earns greater income is the most profitable; this may not be true, however these proxies can 
still represent the relative desirability of a destination which will in turn impact the 
competitiveness. As was stated previously, ProPAR would be the most desirable dependent 
variable, however data of this nature was not available. 
3.3.3 The independent variables affecting competitiveness 
Independent variables were selected based on the general economic equation for this study 
(Equation 3.1, Section 3.3.1) and the proxy variables for competitiveness, P, Occ% and 
RevPAR (Section 3.3.2). Note that the actual data used for the RevPAR analysis were 
revenue per available room night, not per available room. This gives a more exact 
comparative variable because it is dependent on the number of nights a room is available in a 
month and thus takes into consideration closures for renovation, free bed nights or shorter 
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months. The magnitudes of revenues per available room night are understandably lower than 
per room analyses over a month. In a 30 day month, there are 30 room nights, as compared to 
just one room. Although the magnitudes are different, the relative importance of variables 
will remain unchanged because all data sources use the room night variable.  
Not all independent variables are valid for all of the proxies for competitiveness analysed. 
For those that are common, although the qualifying comments below refer to a relationship 
with P or effects on competitiveness, this is assumed to be the same for Occ% and RevPAR 
unless otherwise stated. This section closes with two summary tables of all of the 
independent variables and their relevance to each dependent variable to compare between the 
models (Tables 1 and 2). These tables include relevant references supporting the inclusion of 
the variables in the analysis. Some customer specific effects and/or small variations in value, 
e.g. from a view or proximity to a specific area of interest, may be lost because the data are 
averages over a monthly time period. However, from the perspective of EKZNW, the average 
income per bed night at an aggregate level is more important than consumer specific-effects 
of preference. A ‘Bed-Night’ refers to the number of nights a bed can be or is used; thus a 
two-bed chalet would equate to 60 bed nights in a typical 30-day month. Price per bed night 
(P) was regressed on the attributes and characteristics of the destination in question.  
Given Equation 3.1, independent variables must proxy the following aspects: 
 Location/Accessibility, 
 Attractants,  
 Facilities  
 Availability 
 Service level 
 Internal management. 
Location factors affecting competitiveness influence both the supply and demand factors for 
that tourism. From the supplier’s perspective, a good location may cut costs and hence 
increase competitiveness. From a tourist (demand) perspective, a good location may imply 
that it is cheaper to get to the destination due to distance, wear and tear on the vehicle, or time 
travelled. This is easily conceptualised within the characteristics framework outlined in 
Section 2.2.3 as either a direct cost or a time cost. Thus the relationship between distance and 
competitiveness (whether P, Occ% or RevPAR) is expected to be negative in line with 
Nicolau & Mas (2006). Additionally, location may be influenced by proximity to places of 
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alternative (non-nature based) interest, e.g. shopping or movies. Accessibility must, therefore, 
take into consideration a number of aspects, of which a number may be highly correlated, 
such as: 
 Distance (costs of fuel and discomfort), 
 Road quality (costs associated with wear and tear), 
 Travel time (opportunity cost of time), and 
 Proximity to urban area. 
Fenwick & Lyne (1999), in an agricultural study, suggested that accessibility factors could be 
joined using an index created by combining a weighted importance of each aspect. In this 
study, the origin of the tourists is unknown. Thus, weighting an aspect such as distance or 
travel time is impossible.  
The Google Maps system, developed and patented by Ran (2001), calculates the time taken to 
travel to a destination. The system takes into account the quality of road and the distance 
travelled and yields a travel time estimate in hours and minutes. Thus using this estimate as a 
measure of location relative to a point would take into consideration three of the four 
accessibility factors mentioned. Scientifically, the Google Maps, time estimates have been 
shown to be relatively accurate and have been included into Stata software (Ozimek & Miles, 
2011). The same time estimates are accessible using internet free-ware. Use of this travel 
time variable, accessed from Google Maps solves the challenges of combining distance, road 
quality and time. However, there is an inherent problem of where to measure the distance to a 
destination from. Ma & Swinton (2011) in a hedonic analysis of land values, measured the 
distance to the closest major road and the distance to the closest city. The particulars of which 
city was closest were captured using a set of dummy variables. In this study, the distance to 
the closest major road is irrelevant because it is captured in the time variable off Google 
maps. Using the closest city for the distance variable is problematic because tourists will 
typically be willing to travel much further for holidays than the distance to the closest city. 
Additionally, because tourism takes into account international visitors, distance to an 
international airport may be relevant.  
Wright (2001) in a hedonic price analysis of game reserve tariffs in South Africa included the 
presence of an airstrip at a destination, but omitted any other accessibility variables. In this 
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study, two possible sources of tourists were chosen, namely Johannesburg and Durban, 
because: 
1) Given the distribution of EKZNW PA’s through KZN, it makes sense that a large 
number of visitors will come from both of these two urban centres, 
2) Given the large size of Durban and Johannesburg and their relative economic 
productivity, it is likely that a large portion of the overall visitors come from in or 
around those areas, and 
3) International visitors using an airport are likely to use either the King Shaka 
International Airport (Durban) or O.R. Tambo International Airport (Johannesburg). 
Having both of these destinations as potential sources, it does not make practical sense to 
only record the distance to the closer of the two cities because in most cases this would be 
Durban. The resulting option is to either include both distances independently into the 
regression analysis, or join the variables (possibly using an average). Joining the measures 
implies that the marginal cost of an hour of travel from one city (e.g. Johannesburg) would be 
the same as that for a person travelling from the other city (e.g. Durban). This may be true in 
that the direct cost per hour is probably roughly equal. However, given that O.R. Tambo 
International Airport is larger than King Shaka International Airport, and that on average the 
distances from Johannesburg are larger than from Durban, the response to time travel may be 
different. For this reason, the travel times from both Johannesburg and Durban were included 
in the analysis separately, as DJ and DD, respectively. 
A second accessibility factor derived termed urban proximity (UP) was captured as a 
binomial variable (=1 for destinations with close urban proximity, and 0 otherwise). 
Destinations within an hour and a half of Durban, or less than 30 minutes from another large 
urban centre, were given a 1 for UP, e.g. Vernon Crookes nature reserve (1.75 hours from 
Durban, but less than 30 min from other coastal towns). The separation of 1.5 hours for 
Durban and 0.5 hours elsewhere is due to variations in perceptions of distance due to 
different size cities. The reason for specifying UP as a binomial variable and not as a 
continuous variable is that the discrete nature of consumer perceptions can play a role in 
considering destinations (Papatheodorou, 2002). Consumers may perceive a destination as 
‘near’ or ‘far.’ As a result, a destination that is within some distance from an area (say less 
than 1 hour drive) may be considered in a different category to a destination which is 
relatively far (e.g. 3 hours). Thus they may be treated as potential ‘day’ destinations rather 
than over-night visits.  
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Certain elements of both location and attraction are closely linked to the physiography6 of the 
destination. These elements were captured by separating the destinations into a number of 
macro physiographic groups and activities available at the destination in question. 
Physiography grouped destinations into categories Oc, GR, DL and M for ‘ocean,’ ‘game 
reserve,’ ‘Dam/lake’ and ‘mountains’ was a set of classifications that are used to distinguish 
groups of characteristics on EKZNW resort summaries. Separating these groups was 
considered in order to allow the individual analysis of aspects within these groups. However, 
on closer examination it was found that a large number of activities, views and facilities 
unrelated to the study question are contained within these groupings and, hence, there was 
potential for large collinearity biases. For example, free hiking trails and Drakensberg views 
were common to all of the mountain reserves as they are in the Drakensberg. Similarly, all 
deep sea fishing, beach-bathing and scuba diving activity possibilities are limited to the ocean 
resorts. For this reason, some specific activities were omitted. 
Another physiographic variable included which relates to both location and activities was a 
size dummy variable which was aimed at capturing small destination areas (S) (1 for small 
areas and 0 otherwise). Destinations that were less than 10 000 ha in size were treated as 
small. The cut-off of 10 000 ha was chosen for two reasons: Firstly, 10 000 ha is a threshold 
size used within EKZNW to distinguish variations in conservation management as a result of 
different scale fauna and flora (Carbutt & Goodman, 2010). Secondly, there was a natural 
break in sizes at roughly 10 000 ha, with most destinations being much larger than 10 000 ha 
or smaller. The assumption made in this regard is that if the park is perceived as managed 
differently for conservation, there is a possibility that this may impact on the tourism 
management of the area. One exception was made to this size categorisation: A destination 
slightly smaller than 10 000 ha was recorded as large because it was bordered by large 
conservation areas, freely accessible to individuals staying at that destination, thus the area 
accessible to tourists is significantly larger than 10 000 ha. It is expected that the 
competitiveness of tourism in small destinations will be lower than in large destinations. The 
primary reason for this is that the amount of area that could potentially be ‘explored’ during 
an activity (i.e. hiking, game driving, birding) is less and, thus, less desirable.  
There are three main classes of activities available in EKZNW PAs that are not limited 
specifically to one or the other class of physiography as mentioned above (i.e. Oc, GR, DL 
and M). These include birding, game viewing and fishing. Quality of birding and game 
                                                 
6 Physiography refers to the physical features and geography of the region (Merriam-Webster, 2013) 
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viewing were captured by two binomial variables each, birding (B) and exceptional birding 
(EB), and exceptional game viewing (EG) and small/common game species (SCG).  These 
variables were split into separate binomial variables for two reasons: 
1) To account for the discrete choice nature of consumer decisions and the complications 
that this could potentially cause for functional forms in the econometric model, e.g. 
the consumer’s perception of wildlife quality is not usually related to the number of 
species, rather it is good or excellent in relative terms rather than smooth 
measurements (Papatheodorou, 2002).  
2) The response to one level of quality of an attribute may not linearly increase, e.g. 
‘good birding’ may be less than half of the value of ‘excellent birding.’ As a result 
using an ordinal category may not display a linear relationship with the dependent 
variable. 
Birding is a rapidly growing NBT area (Cordell et al., 1999; Biggs, 2013; Vas, 2013), yet 
remains a niche activity, possibly because of relatively higher education levels of birders. 
Capturing the quality of birding could be done by: 
1) Creating a birding quality index taking into account the number of species and/or 
presence of rare species, 
2) Creating a ranked variable of the quality of birding, or, 
3) Creating a number of discrete (binomial) variables in order to categorise various 
levels of birding quality. 
Given the discrete nature of tourist choice discussed previously, and the difficulty with 
capturing accurate data from tourist leaflets, the first option of creating a birding quality 
index was rejected. The second option makes an assumption that the value of birding 
increases linearly as the rank of birding quality increases. This may not be the case since 
birding is characterised as a niche activity, with much higher value accorded to higher quality 
birding (Jones, 2001; Vardman, (1980, 1982) and Valentine, 1984, all cited by Valentine & 
Birtles, 2004). This value accumulation is not necessarily even. For this reason it was decided 
to form two dichotomous birding variables, for ‘birding present’ (B) and exceptional birding 
(EB). Destinations for which no reference to birding was made in the advertising pamphlets 
were allocated a 0 for both B and EB. If the mentioned number of species was less than 300, 
the destination was allocated a 1 in B and 0 in EB. If the number of species was over 300 and 
there was specific reference made to a number of rare birds, the destination was allocated a 1 
in EB and a 0 in B. The reason for the selection of this break in species number is the level of 
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influence placed on birding in pamphlets. Parks advertising over 300 species contained a 
much higher amount of advertising in pamphlets compared to parks advertising less than 300 
species.  
Game viewing was captured following a similar rationale as presented for birding. Absence 
of any game type was captured as a 0 in both EG and SCG, and the presence of 
small/common game was captured by a 1 in SCG and a 0 in EG. The presence of exceptional 
game viewing was captured as a 1 in EG. Exceptional fishing opportunities were captured 
using a binomial variable (EF) which was allocated a 1 for exceptional fishing and 0 
otherwise. Fishing was only captured by one binomial variable because the data collected did 
not have sufficient distinction in emphasis of fishing quality to warrant more than one group. 
It is expected that the presence of any of these activities would improve the tourist experience 
and hence increase price (Lindsey et al., 2007; Hunt et al., 2005).  
Two additional measures for quality of game viewing were included to take into account 
effects of the ‘Big Five.’ The “Big Five” are five large terrestrial species which were 
originally called so because they were the most dangerous or difficult to hunt on foot. These 
include lion, leopard, elephant, buffalo and rhino. The ‘Big Five’ have become a somewhat 
iconic African marketing tool and a label that can be used to advertise destinations because 
they attract tourists for game viewing (Lindsey et al., 2007; Scholes & Biggs, 2004 cited by 
Di Minin et al., 2013). The number of the big five (NBF) present is represented as a discrete 
variable, zero to five for the number of the big animals present. It is expected that as NBF 
increases, there would be higher tourist interest and hence higher prices charged. The 
possibility remains that the utility derived from the presence of individual species of the Big 
Five do not cumulate linearly and that there is a premium paid in order to have the 
opportunity of seeing ALL of the Big Five. In order to take this into account, a binomial 
variable (BF) was included where the presence of all of the Big Five =1 and if not, 0. This is 
strongly supported by evidence that a destination containing all of the Big Five has a 
significant marketing advantage (Scholes & Biggs, 2004 cited by Di Minin et al., 2013). 
Historical and cultural tourism has increased greatly over the last two decades (Silberberg, 
1995; Lynch et al., 2011). The growth of this sector has been subjected to ethical and cultural 
complications because of the impacts on the, sometimes isolated, cultures of the people 
visited, e.g. Medina (2003) and Smith (2009), among others. It still, however, remains a fast 
growing sector and is expected to be a strong pull factor to certain destinations in EKZNW 
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parks, with specific reference to the ‘battlefields’ of KZN (e.g. from Zulu and Anglo-Boer 
wars of the 1800s-early 1900s)  (Pers. Comm. Escott, 2013). For this reason, a binomial 
variable, HC, was used to represent proximity to a place of historical or cultural significance 
(=1 for close proximity and 0 otherwise). The expectation is that P would increase if there is 
an area of great historical or cultural significance close-by because it adds to the possibility of 
more valuable activities/entertainment.  
Facilities took into account broad accommodation classes and some additional, specific 
facilities. The broad accommodation classes were split using binomial variables for chalet 
(Ch), log cabin (LC), camp site (C), caravan site (Ca) and caravan/camp site (CaC). Note that 
these binomial variables capture a broad difference between accommodation types and the 
effect in the model is similar to that of fixed effects. In essence it implies that the price for a 
camp-site or log cabin will differ as a result of varying characteristics of a destination. An 
added implication is that the marginal effects of an additional attribute (e.g. HC described 
above) is the same regardless whether an individual is camping or staying in a chalet. Notes 
about an improved view quality were captured using a binomial variable (V) (=1 for good 
view noted, and 0 otherwise). View is expected to have a positive relationship with P as 
customers would pay premiums for better views, ceteris paribus. The presence of an 
electricity plug was captured using the binomial Z (=1 if the site had a plug, and 0 otherwise).  
Within each destination, accommodation is sold at various unit sizes. This means that within 
one accommodation type, e.g. chalets, there could be two-bed, 4-bed or 6-bed chalets. This 
was captured as the unit size, US. P should decrease as US increases, because as US 
increases, more people typically share one kitchen, bathroom or lounge. Although these units 
would most commonly be allocated to families, it is assumed that the utility from staying in 
that destination would decrease as more sharing is required, thus decreasing P. From a sales 
perspective, the tourist destination would have invested less in infrastructure per bed in larger 
units because, as mentioned above, more facilities would be shared. In addition to the size of 
the unit, the number of units may have an impact on the relative value placed on 
accommodation. If a certain accommodation type, e.g. log cabins, were in very short supply, 
it is expected that there would be higher P, Occ% and RevPAR, the number of available 
units, TU would be expected to have a negative relationship with all of the dependent 
variables. This is compounded by the likelihood that the fewer the number of units available, 
the more remote, or isolated the destination would feel. Because NBT is commonly 
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associated with peace and quiet, it’s expected that at least to a small extent, isolation would 
command a premium. 
The only facility taken into consideration specifically was the presence or absence of a 
restaurant (R), captured as a binomial dummy variable (=1 for presence, and 0 otherwise). 
Other facilities are combined with the quality of service because of the use of star rating 
measures. The Tourism Grading Council of South Africa allocates ‘Stars’ in order to grade 
quality within tourism destinations. Not all destinations are rated; however, typically owners 
will have their resort rated for publicity or advertising reasons. Stars are rated on quality of 
facilities and service. For one to three star rating, the conditions include (TGCSA, 2013): 
 A formal reception area, 
 Servicing of rooms 7 days/week (included in room fee), 
 Breakfast available/provided, 
 On-site representative must be contactable at all times, and 
 Plus optional extras from higher rating grades. 
Four and five star rating includes: 
 Food and beverages available for all meals (including room service), 
 Formal dining area, 
 Valet services, 
 Portage of luggage, 
 Additional facilities, e.g. child handling facilities, message/office services etc., and 
 Full housekeeping and laundry services, among others. 
The advantage of using star-rating is that it is universally recognised and hence consumers 
know before visiting a resort the benefits there-in. The disadvantage is that the effect of 
specific functions or services is lost. The service-level, although not specific, is closely 
related to the star-rating. Star-rating is expected to be more influential in consumer choice 
than specific services because it is widely used and can be identified prior to visiting a 
destination. This variable is typically captured by a categorical variable (zero to five) because 
there are five levels of rating and zero would represent unrated. However, in this case the data 
set only has 3-star rated resorts and un-rated resorts. Thus, star rating is captured as a single 
binomial dummy variable for three star rating (TSR) (=1 for presence of three-star rating, and 
0 represents unrated).  
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Certain destinations may qualify for a star rating and yet have not been rated. Technically, 
this would cause a problem with the quality rating and use of TSR. However, because 
decisions to visit a tourism destination are typically made prior to visiting the destination, the 
absence of the rating should technically have an effect. Similarly, the pricing structure 
implemented by the supplier is expected to reflect rating status and thus P would be 
influenced positively by TSR. With regard to Occ% and RevPAR, this positive relationship 
may be poorly reflected if the price is not competitively set. However, overall it is still 
expected that the TSR will be positively related to both of these competitiveness measures. It 
should be noted that on two of the three main media sources used for this study (internet and 
one set of pamphlets), there was little or no indication of the star-rating, this may have 
implications for the effectiveness of the star-rating in improving competitiveness as analysed 
by the study data. 
Additional service measures include the practice that some destination chalet prices included 
breakfast in the accommodation cost. This was captured in the binomial (BB) (=1 for bed and 
breakfast included, and 0 for no breakfast included). The expected relationship of BB with P 
is positive because the product has additional services. The absence of self-catering facilities 
within some types of accommodation was captured by a non-self-catering variable (NSC) (=1 
for non-self-catering destinations, and 0 otherwise). Although non-self-catering rooms are 
expected to be similar in price to self-catering units, dinner, bed and breakfast are included at 
all destinations that offer a class of NSC rooms. Thus, it is expected that NSC will be 
positively related to P. The relationship with Occ% and RevPAR is unknown because it 
depends on the consumer trade off of utility derived from meals provided (which would 
predict that they are positively related) and the additional cost of such means (possibly be 
negatively related). A number of arguments are outlined in the discussions of the results 
(Section 4.3). 
One final variable was used to capture special events. Over the time period studied, there has 
only been one major event held in South Africa that was noted, the World Cup (June-July, 
2010). An increased number of foreign tourists in the country should increase the chance of 
visitors to EKZNW PAs and hence increase Occ% and RevPAR. This variable (WC) is not 
expected to have a different effect between groups. Rather, it is expected to account for 
variations in one time period. The inclusion of this variable may yield useful implications for 
expectations in the future regarding large national events and competitiveness. For this 
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reason, it has been included to assist in expanding the understanding of competitiveness in 
EKZNW PAs.  
Internal management of individual tourism destinations is liable to affect the overall 
profitability and desirability of the destination (Ritchie & Crouch, 1999). Within this study, 
however, EKZNW parks are all managed from a central location, with PA conservation 
managers also managing the tourism aspect of the destination. The sales are managed through 
a central hub, and advertising is done on the same EKZNW web site, and through the same 
type of pamphlets. A few external adverts are run through magazines and newspapers; 
however, they are not recorded as specific to a destination as they cannot be attributed to a 
specific PA. Additionally, no cost estimates can be made because they are done on a ‘trade’ 
basis, where for a certain number of adverts, a number of complementary rooms are given 
out. Other adverts are generally limited to last minute weekend specials sent through e-mail 
to members of a EKZNW loyalty club (Pers. Comm. Mahabeer, 2013). Because the structure 
of the internal workings of EKZNW focus on conservation rather than tourism, and the input 
into tourism is the same and spread throughout the organisation, management aspects are 
omitted.  
Two aspects included in the Occ% and RevPAR analyses but not in the price analysis are 
whether destinations are paraplegic friendly (i.e. wheel-chair friendly) and whether they are 
joint ventures (explained below). Whether an accommodation code is paraplegic friendly is 
captured by a binary variable, Pa (=1 for paraplegic-friendly, and 0 otherwise). It is expected 
that Pa will have no specific relationship with P (thus is not included in the price regression) 
but that it will be negatively related with Occ% and RevPAR. This is expected because where 
there are a limited number of paraplegic destination codes in a resort, they will be ‘held’ back 
from early rental in case there is a booking by a paraplegic. Thus, although Pa should 
technically allow for increased customers, it is expected that they are utilised less. 
Joint ventures refer to destination codes that have partnerships with private investors or 
communities outside of EKZNW. These were captured by a binary variable, Inc (=1 for joint 
venture codes and, 0 otherwise). Joint venture codes would be expected to out-perform non-
joint venture codes because of possible added publicity or investment (Powell, 1992; Jamal & 
Getz, 1995). However, the booking and advertising still is undertaken through EKZNW 
channels. There is no specific note made, or special features of joint venture accommodation 
codes in the advertising of the destinations. The knowledge that destinations are joint 
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ventures was provided only by EKZNW management; there is no mention in the public 
tourism advertising of such partnerships. Thus, there is no expectation for a different price 
and as a result this variable is omitted from the price analysis.  
As a result of poor communication of joint ventures to tourists, there are varying expectations 
of relationships between Inc and the dependent variables. Despite the theoretical advantage of 
joint ventures (see paragraph above), Occ% and RevPAR are expected to display either non-
significant or negative relationships with Inc. The reason for this is that they are either not 
managed differently by EKZNW compared to alternative accommodation codes, and thus, 
should experience similar occupancy as alternative codes that are not joint-ventures. Or, 
EKZNW offices may (intentionally or un-intentionally) rent out accommodation codes that 
are 100% EKZNW preferentially to joint-venture codes. If this was the case, Inc would be 
negatively related to Occ% and RevPAR.  
A summary of the selected independent variables is tabulated (Table 1 on page 44-45) and 




Table 1. Descriptions and literature sources for price explanatory model variables 
Variable 
Name 
Description Variable measurement Unit 
Expected relationship with: 
P Occ% RevPAR 






Negative Negative Negative 
DD Distance, Durban Continuous Hours 
of 
travel 
Negative Negative Negative 
UP Urban Proximity Binomial=1 if the PA is in 
close proximity to an urban 
area, 0 otherwise 
Position Negative Negative Negative 
Activities       
B Birding Binomial= 1 if protected 
area has birding, 0 if not 
Present/ 
Absent 
Positive Positive Positive 
EB Exceptional 
birding 
Binomial= 1 if protected 
area has exceptional 
birding, 0 if not 
Present/ 
Absent 
Positive Positive Positive 
EG Exceptional game 
viewing noted 
Binomial= 1 if protected 
area has exceptional game 
viewing, 0 otherwise 
Present/ 
Absent 
Positive Positive Positive 
SCG Small or common 
game  
Binomial= 1 if protected 
area has small or common 
game, 0 otherwise 
Present/ 
Absent 
Positive Positive Positive 
EF Exceptional 
fishing noted 
Binomial= 1 if protected 




Positive Positive Positive 
NBF Number of big 5 
present 
Ordinal, 1-5. Number Positive Positive Positive 
BF The presence/ 
absence of the Big 
5  
Binomial= 1 if the protected 




Positive Positive Positive 
HC Historical/ 
Cultural activity 
in close proximity 
Binomial= 1 if protected 
area has a historical or 




Positive Positive Positive 
Physiography       
Oc Ocean Binomial= 1 if protected 




Unknown Unknown Unknown 
GR Game Reserve Binomial= 1 if protected 
area is a game reserve 
resort, 0 otherwise 
Present/ 
Absent 
Unknown Unknown Unknown 
DL Dam or Lake Binomial= 1 if protected 




Unknown Unknown Unknown 
M Mountains Binomial= 1 if protected 




Unknown Unknown Unknown 
S Size of protected 
area :Small 
Binomial= 1 if the protected 
area is small (less than 
3000ha), 0 otherwise 
Present/ 
Absent 
Negative Negative Negative 
V View or beauty 
notes 




Positive Positive Positive 
References from which principles are drawn for variables include: Nicolau & Mas, 2008; Nicolau & Mas, 2006; Hamilton, 
2007; Ritchie & Crouch, 2003; and Lindsey et al., 2007 
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Table 1 Cont. Descriptions and literature sources for price explanatory model variables 
Variable Name Description Variable 
measurement 
Unit Expected relationship with P 
P Occ% RevPAR 
Facilities             
Ch Chalets Binomial=1 for 
chalets, 0 otherwise 
Present/ Absent Positive Unknown Unknown 
LC Log Cabin Binomial=1 for log 
cabin, 0 otherwise 
Present/ Absent Positive Unknown Unknown 
C Camp site only Binomial= 1 if the 
site is for camping, 0 
otherwise 









Ca Caravan site 
only 
Binomial= 1 if the 
site is for caravans 
only, 0 otherwise 
Present/ Absent Positive Positive Positive 
CaC Camp and 
Caravan site 
Binomial= 1 if the 
site is for both 
caravans and camps, 
0 otherwise 
Present/ Absent Positive Positive Positive 
Z Electricity 
plug 
Binomial= 1 if plug 
is present, 0 
otherwise 
Present/ Absent Positive Positive Positive 
US Unit Size Continuous= number 
of beds per unit 
Present/ Absent Negative Positive Positive 
TU Total unit 
number 
Continuous Count Negative Negative Negative 
NSC Non-Self 
Catering 
Binomial= 1 if chalet 
has no self-catering 
facilities, 0 otherwise 
Present/ Absent Negative Unknown Negative 
Tourism 
Superstructure 
      
R Restaurant Binomial= 1 if a 
restaurant is present, 
0 if otherwise 
Present/ Absent Positive Positive Positive 
TSR Three Star 
Rating 
Binomial= 1 if the 
resort is 3 star rated, 
0 otherwise 
Present/ Absent Positive Positive Positive 
Inc Joint venture 
chalets 
Binomial= 1 if 
present, 0 otherwise 
Present/ Absent  Positive Positive 
Services       
BB Bed and 
breakfast 
Binomial= 1 if 
present, 0 otherwise 
Present/ Absent Positive Positive Positive 
Pa Paraplegic 
friendly 
Binomial- 1 if 
paraplegic friendly, 0 
otherwise 
Presence/Absence  Negative Negative 
Special Events       
WC  World Cup, 
event dummy 
Binomial= 1 if 
World Cup, 0 
otherwise 
Present/ Absent Positive Positive Positive 
References from which principles are drawn for variables include: Nicolau & Mas, 2008; Nicolau & Mas, 2006; Hamilton, 




3.3.4 The specified econometric equations 
Given the variables selected for economic analysis (Section 3.3.2 and 3.3.3) which were 
summarised (Tables 1 & 2), three sets of econometric analyses were proposed. For the 
analysis of the P variable: 
𝑃𝑖𝑡 = 𝑐 + 𝛽1𝑂𝑐𝑖𝑡 + 𝛽2𝐺𝑅𝑖𝑡 + 𝛽3𝐷𝐿𝑖𝑡 + 𝛽4𝐷𝐽𝑖𝑡 + 𝛽5𝐷𝐷𝑖𝑡 + 𝛽6𝑈𝑃𝑖𝑡 +  𝛽7𝑆𝑖𝑡 +  𝛽8𝐵𝑖𝑡
+ 𝛽9𝐸𝐵𝑖𝑡 +  𝛽10𝐸𝐺𝑖𝑡 +  𝛽11𝑆𝐶𝐺𝑖𝑡 +  𝛽12𝐸𝐹𝑖𝑡  + 𝛽13𝑁𝐵𝐹𝑖𝑡 + 𝛽14𝐵𝐹𝑖𝑡
+  𝛽15𝐻𝐶𝑖𝑡 +  𝛽16𝐶ℎ𝑖𝑡 + 𝛽17𝐿𝐶𝑖𝑡 +  𝛽18𝑍𝑖𝑡 + 𝛽19𝑉𝑖𝑡 + 𝛽20𝑅𝑖𝑡 + 𝛽21𝑇𝑆𝑅𝑖𝑡
+ 𝛽22𝐵𝐵𝑖𝑡 + 𝛽23𝑁𝑆𝐶𝑖𝑡 + 𝛽24𝑈𝑆𝑖𝑡 + 𝛽25𝑇𝑈𝑖𝑡 + 𝛽26𝑊𝐶𝑖𝑡 + 𝑒 
           (3.2) 
Where 𝛽1−𝛽26 represent the coefficient estimates of the explanatory variables described 
previously. The c represents the constant in the equation and e captures the error term. 
The econometric models proposed for the analysis of Occ% and RevPAR is: 
𝑂𝑐𝑐%𝑖𝑡 𝑜𝑟 𝑅𝑒𝑣𝑃𝐴𝑅𝑖𝑡  
= 𝑐 + 𝛽1𝑂𝑐𝑖𝑡 + 𝛽2𝐺𝑅𝑖𝑡 + 𝛽3𝐷𝐿𝑖𝑡 + 𝛽4𝐷𝐽𝑖𝑡 + 𝛽5𝐷𝐷𝑖𝑡 + 𝛽6𝑈𝑃𝑖𝑡 + 𝛽7𝑆𝑖𝑡
+  𝛽8𝐵𝑖𝑡 + 𝛽9𝐸𝐵𝑖𝑡 +  𝛽10𝐸𝐺𝑖𝑡 +  𝛽11𝑆𝐶𝐺𝑖𝑡 +  𝛽12𝐸𝐹𝑖𝑡  + 𝛽13𝑁𝐵𝐹𝑖𝑡 + 𝛽14𝐵𝐹𝑖𝑡
+  𝛽15𝐻𝐶𝑖𝑡 +  𝛽16𝐶ℎ𝑖𝑡 + 𝛽17𝐿𝐶𝑖𝑡 + 𝛽18𝑉𝑖𝑡 +  𝛽19𝑍𝑖𝑡 + 𝛽20𝑈𝑆𝑖𝑡 + 𝛽21𝑇𝑈𝑖𝑡
+ 𝛽22𝑅𝑖𝑡 + 𝛽23𝑇𝑆𝑅𝑖𝑡 + 𝛽24𝐵𝐵𝑖𝑡 + 𝛽25𝑁𝑆𝐶𝑖𝑡 + 𝛽26𝑊𝐶𝑖𝑡 + 𝛽27𝑃𝑎𝑖𝑡
+ 𝛽28𝐼𝑛𝑐𝑖𝑡 + 𝑒 
           (3.3) 
Note that the variables C, Ca and CaC were all combined into the one category, CaC, as 
camp and/or caravan sites at the same destination are sometimes advertised differently, i.e. 
the internet source may advertise a camp site (only) where the pamphlet may advertise a 
camp or caravan site at the same destination. Additionally, there was no clear differentiation 
in price between the categories and so they were merged. Accommodation types are 
exhaustive within the data set (i.e. all accommodation types are either LC, Ch or CaC). 
Because of this, the CaC variable is intentionally omitted from the equations (3.2 and 3.3) in 
order to prevent the dummy variable trap associated with perfect collinearity between 
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variables. Similarly, the physiography types (Oc, DL, M and GR) are potentially collinear 
dummy variables, thus the M variable was omitted.  
The explanatory variables are selected based on the theoretical research with regard to factors 
affecting the attractiveness of a tourism destination (Papatheodorou, 2001; Stabler et. al. 
2010), and factors affecting competitiveness (Ritchie & Crouch, 1999; 2003; Enright & 
Newton, 2004; 2005). The independent variables are further supported by specific empirical 
research and/or theoretical arguments as presented in Section 3.3.3. The way that the models 
are specified is consistent with methods used in other tourism competitiveness studies (e.g. 
Papatheodorou, 2002; Hunt et al., 2005) and functionally similar hedonic studies in different 
fields. For example, farm property valuation (e.g. Elad et al., 1994; Ma & Swinton, 2011), 
valuation of environmental amenities (e.g. Bastian et al. 2002) and valuation of remoteness 
(e.g. Sengupta & Osgood, 2003). Additionally, the specification fits the conceptual 
understanding of tourism choice as explained in the characteristics framework 
(Papatheodorou, 2006; Stabler et al., 2010). Given these factors, and the methodology 
commonly used in the tourism literature to collect data on characteristics at destinations from 
pamphlets or adverts (e.g. Papatheodorou, 2002), the methodologies used are justified.  
An important advantage in the analysis is that the sample used is from within one institution, 
EKZNW, but many different destinations or sites, thus policy directives and planning are 
centralised and constant across all sites and variations in performance can be attributed to 
site-specific attributes. Conversely, there may be a disadvantage that the effects of price 
variation are not fully captured due to pricing being set by one institution. This necessitates 
the use of multiple indicators of competitiveness and thus multiple analyses according to P, 
Occ% and RevPAR. Justification of the specific regression models and econometric problems 
associated with the models are addressed in Sections 3.3.5, 3.3.6 and 3.4. 
3.3.5 Estimation methods for econometric panel data models 
3.3.5.1 Factors to consider for selection of panel data models 
In order to identify factors that affect the choice of model used in analysing panel data, the 
most common starting point is Ordinary Least Squares (OLS) regression (Wooldridge, 2010), 
the reasons being that it is widely understood in econometric circles. In panel data analysis, 
there are two regression analyses that can happen simultaneously or individually depending 
on the nature of the study. These are the between analysis which compares variation across 
groups at a number of periods in time and the within analysis which compares variation 
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within groups or units over time. Thus, a key choice is whether the variables of interest in the 
study vary across or within groups or panels (Baltagi et al., 2003). In the event that a study 
analyses variation within groups over a period of time, the type of model used is most often 
the fixed effects model. This study focuses on the variability between sites (i.e. across 
panels), thus the choice of fixed or random effects theoretically must be the random effects 
model (Bartels, 2008). 
Estimation techniques between the two types of model do, however, vary. In the fixed effects 
model, the constant term, c is assumed to be fixed and independent of the error term, e. In the 
event of examining between group variability, the alternative model is the random effects 
model. In the random effects model, the constant and error terms are correlated within the 
same cross-sectional unit. The errors from the different cross-sectional units are, however, 
independent. Because of this correlation (within the same cross-sectional units), OLS 
regression for the random effects models yield incorrect standard errors. In order to overcome 
this, Generalised Least Squares (GLS) is rather used to estimate the random effects model 
(Berry & Feldman, 1985). 
Although the choice between random or fixed effects models are predominantly theory-based 
and have been chosen as outlined, there are statistical tests which can also be used to 
motivate the choice. The most common test used to identify whether the model applied 
should be fixed or random effects is the Hausman test (Hausman, 1987), which compares the 
fixed effects model to the random effects estimators. This is not applicable in the current case 
because the number of fixed variables in each panel is so large that the collinearity in the 
fixed effects estimators fails the asymptotic assumptions of the Hausman test. An alternative 
test available is the Breusch & Pagan Lagrangian Multiplier (LM) test for random effects. 
The null hypothesis of the LM test is that variance across entities is zero, i.e. there is no 
significant difference across units (no panel effects). If there is evidence that there are 
significant differences across panels, the null hypothesis is rejected and random effects 
regression by GLS is confirmed as more desirable than OLS.  
A second key factor when making a choice of model, is the distribution of the dependent 
variables. OLS estimation models (and consequently GLS) assume that the dependent 
variables are continuous (i.e. -∞ to +∞). If this is not the case, the expectation is that GLS 
would yield biased coefficient estimates (Baltagi, 2002). In this study all of the dependent 
variables are limited. Price and RevPAR are all greater than or equal to zero, thus they have a 
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lower limit. Occ% is a percentage, thus it is truncated at 0% and 100%. GLS yields 
coefficient estimates which are consistent and unbiased when distribution assumptions are 
met. However, Maximum Likelihood Estimation (MLE) has been shown to yield more 
efficient coefficient estimates (Baltagi, 2005; Wooldridge, 2010). The challenge with MLE is 
that when normality assumptions of the error terms are not met, it may produce inconsistent 
estimators of parameters (Wooldridge, 2010). The result is that GLS is preferable for more 
consistent results when normality assumptions are relaxed, yet MLE would produce more 
efficient coefficient estimates. Because of the truncation necessities in the data set, MLE is 
used in this study as the primary regression analysis as it is expected to produce more 
efficient coefficient estimates. In order to support these results, GLS estimations are also 
undertaken and tested. These GLS estimations are presented in the appendices and referenced 
in the text. The next section outlines the basics of truncated models by MLE followed by an 
overview of GLS. 
3.3.5.2 Limited dependent variable panel data regression 
The common name given to the group of models which deal with truncated dependent 
variables is limited dependent variable models. These include models that allow for binomial 
dependent variables (e.g. probit) or categorical dependent variables (e.g. multinomial logit), 
among others. Truncated regression models refer to models that limit the sample in such a 
way that they fit within boundaries. This means that the sample is not random and OLS 
cannot be used (Baltagi, 2002). In the event that OLS is used, coefficient estimates would be 
biased and inconsistent because there is no guarantee that the error term will have a mean of 
zero (Gujarati & Porter, 2009). A common strategy is to use MLE (Gujarati & Porter, 2009), 
as was done by Hausman & Wise (1977). An alternative to the MLE procedure is to perform 
a Heckman two-step procedure; however, MLE yields more efficient coefficient estimates 
(Gujarati & Porter, 2009).  
For continuous data that is truncated, the logit transformation procedure has allowed for the 
variable to be categorised and included in a regression by creating a suitable dependent 
variable. The dependent variable is formed by taking the natural log of the transformed 
proportion variable (For example, see Wale, 2010 and Sharaunga & Wale, 2013). In the 
current study, it would be more advantageous to leave the dependent variables as true figures 
(i.e. un-transformed) within the upper and lower bounds so that they can be easily cross-
compared between regressions of Occ%, P and RevPAR. Tobin (1958) designed a model, 
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adapted by Rosett & Nelson (1975), which can truncate dependent variables at an upper and 
lower limit, and yet treats the variables in between as continuous.  This means that the models 
can be easily compared across different dependent variable regressions (i.e. P, Occ% and 
RevPAR). Thus, the Tobit model was selected for analysis of the truncated samples. The one-
limit Tobit is used for analyses of P and RevPAR, and the two-limit Tobit for Occ%. This is 
because P and RevPar are all expected to be greater than 0 and Occ% being a percentage will 
be bound between 0% and 100%. 
The Tobit model specifies the latent variable 𝑦𝑖𝑡
∗  to depend on regressors, an idiosyncratic 
error (i.e. an error that changes across and within panels), and an individual-specific error 
(Cameron & Trivedi, 2010): 
     𝑦𝑖𝑡
∗ = 𝑥𝑖𝑡
′ 𝛽 + 𝛼𝑖 + 𝜀𝑖𝑡    (3.4) 
Where 𝛼𝑖 = 𝑁(0, 𝜎𝛼
2) and 𝜀𝑖𝑡 = 𝑁(0, 𝜎𝜀
2) and the regressor vector xit includes an intercept.  
For left censoring at L, observed yit variables are such that:  
    𝑦𝑖𝑦 = 𝑦𝑖𝑡
∗ if 𝑦𝑖𝑡
∗ > 𝐿 or 𝐿 if 𝑦𝑖𝑡
∗ ≤ 𝐿   (3.5) 
Because the limits in the data for this study are actual physical limits (i.e. they are not 
inferred), 𝑦𝑖𝑦 is always equal to 𝑦𝑖𝑡
∗ . It is however important to note that because Tobit 
estimation is applied to a limited dependent variable, interpretation of the coefficient 
estimates is undertaken with care. A common error in the interpretation of the Tobit model is 
that the coefficient estimates measure the correct regression coefficients for the observations 
within the explanatory variables limits (McDonald & Moffitt, 1980); this is however not the 
case. Rather, the direct coefficient estimates in the Tobit model reflect the change on the 
mean value of the latent dependent variable (i.e. the entire sample including those at and 
beyond the limits) as a result of a change in one unit of an independent variable (Gujarati, 
2011) (for detailed derivations of this, see McDonald & Moffitt (1980), Amemiya (1973) and 
Tobin (1958)). The latent dependent variable is not directly observed, rather it is an 
underlying, or desired variable in ideal modelling situations (Gujarati, 2011). In order to 
estimate the marginal effect of a change in an independent variable on the actual observed 
value of dependent variable, the marginal effect of a regressand on the latent dependent 
variable must be multiplied by the probability of a unit change in the regressand actually 
happening (McDonald & Moffitt, 1980; Gujarati, 2011). The probability calculation utilises 
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the coefficient estimates of all of the regressors in the model (Gujarati, 2011). Stata computes 
the marginal effects of each regressor directly (Stata Corp., 2009); these are most often 
measured at the mean of the independent variables for ease of estimation (Gujarati, 2011). 
The marginal effects estimates are expected to be smaller in magnitude than the coefficient 
estimates from the Tobit model because they refer to the variation only within the limits 
rather than at the limits, as illustrated by McDonald & Moffitt’s (1980) decomposition of 
work done by Tobin (1958), Dagenais (1975) and Rosen (1976), among others. 
In this study, results for both coefficients (i.e. the effects of a unit change in an explanatory 
variable on the latent dependent variable) and marginal effects (i.e. the effects of a unit 
change in the explanatory variable on the actual dependent variable) of the Tobit model are 
estimated and reported at the mean of each independent variable.  Estimation of the goodness 
of fit, R2, for Tobit models using panel data in Stata is calculated by (1) generating a set of 
predicted values for the dependent variable using the estimated Tobit model, (2) estimating 
the correlation coefficient between the predicted variable from (1) and the actual dependent 
variable, and (3) squaring the correlation coefficient to calculate R2 (Stata Corp., 2009). The 
discussions focus on the marginal effects estimates as these are the values which are 
practically of interest for the objective of prioritising conservation.  
In order to justify the estimation results of the Tobit models, regressions are also run with 
GLS and compared to the Tobit coefficient estimates. This is because Tobit estimation results 
may be less robust to disturbance if assumptions are not fully met (Cameron & Trivedi, 
2010). The GLS results are accompanied by the pre- and post-estimation tests undertaken for 
other GLS regressions in order to show that the comparative results of the Tobit model are 
consistent, and thus relatively robust to the estimation procedure undertaken. 
Post-estimation of the Tobit regression analysis, a likelihood ratio test is undertaken between 
the estimation of the panel Tobit model and the pooled Tobit maximum likelihood estimation. 
This is done using the –tobit- option in Stata. Significance of this test rejects the null 
hypothesis that there is no difference between the models and consequently justifies the use 
of panel Tobit for truncated maximum likelihood regression (Stata Corp., 2009). 
The Tobit model in Stata is estimated by maximum likelihood using either adaptive or non-
adaptive Gauss-Hermite quadrature to compute the coefficient estimates (Stata Corp., 2009). 
Adaptive quadrature is the default integration method and is much more accurate. Estimation 
results may vary depending on the number of quadrature points used in the procedure and 
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where these points fall in the data. In order to check the sensitivity of the results to variations 
in the quadrature approximation, the -quadchk- procedure is used. This procedure refits the 
model for a range of quadrature points and compares the different solutions. This will be 
done for each Tobit model undertaken in order to confirm the robustness of the 
approximation method. Variation is desired to be less than 0.01%; however slightly higher 
than this is acceptable. Variation as high as 1% indicates that the quadrature approximation is 
not reliable and an alternative approximation method should be used (Stata Corp., 2009). 
Additional checks for robustness of the estimated model can be undertaken by using the 
model to predict estimates of the dependent variable. These estimates are subsequently 
compared to the actual fitted dependent variable data. An R2 goodness of fit estimate is 
calculated following the Introduction to SAS (2013) where the correlation between predicted 
estimates and the fitted dependent variable are squared. 
Robustness of results to sample bias can be undertaken by bootstrapping the estimation 
procedure (Drukker, 2002). This procedure takes a sub-sample of the overall sample in order 
to re-estimate the model and thus deals with any non-normality of the data. Bootstrapping 
assumes that the overall sample is indicative of the overall population (Guan, 2003). This 
assumption can be made for this study because the sample includes the whole population for 
the accommodation codes used. 
3.3.5.3 Generalised least squares panel data regression  
GLS regression is an adaptation of OLS regression. Original variables that would normally be 
used for an OLS regression are transformed in such a way that the transformed variables 
satisfy the assumptions of a classical model, after which OLS is applied to them (Gujarati & 
Porter, 2009), i.e. GLS is OLS on a set of transformed variables in such a way that the 
transformation maintains the empirical relationships between the dependent and explanatory 
variables. GLS is most often used in order to overcome problems in estimation associated 
with heteroscedasticity (non-zero error term) and/or a certain degree of autocorrelation, as 
these may cause OLS estimations to be statistically inefficient and hence give misleading 
inferences (Berry & Feldman, 1985). In this study, GLS is used primarily because it is the 
standard regression type used for panel data studies in which the random effects model is 
used (Section 3.3.5.1). Additionally, GLS can be used in order to deal with any potential 




In Stata, there are two options of GLS random effects regression (StataCorp, 2009):  
 The -xtreg- procedure, which assumes that the error components u(i) and e(i,t),  are 
both normally distributed, and  
 The -xtgls- procedure, which assumes that there is some structure for the distribution 
of the error term, e(i,t), and allow for conditions adjusting for heteroskedasticity 
and/or correlation problems.  
There is, however, a limitation that the estimation using –xtgls- is preferred for ‘long’ panels 
of data (i.e. more time periods than cross-sectional units) where the number of time periods is 
greater than the number of panels. In ‘short’ panels (i.e. fewer time periods than cross-
sectional units) the standard errors are under-estimated resulting in highly significant co-
efficient estimates. The data for this study are in a ‘short’ panel and thus –xtreg- with the 
robust option is applied to deal with heteroskedasticity (Stata Corp., 2009; Hoechle, 2007). 
3.4 Econometric problems and estimation strategies 
Within both Tobit and GLS models, it is not ideal for there to be excessive collinearity 
between variables. It has been observed in this study that tourism research which focuses on 
spatial distribution of naturally endowed resources has a major disadvantage, in that there 
will be inherent collinearity between categories and characteristics. One such aspect is the 
high potential for severe collinearity between the classification of a destination as a game 
reserve (GR) and the probability of it definitely having small common game (SCG), 
exceptional game viewing (EG) and/or at least a number of the big five (NBF).  
A similar difficulty presents itself with destinations that are especially marketed as birding 
destinations. In order for a destination to have exceptional birding, there is an inherent 
implication that there cannot be significant disturbance of the natural environment because 
birds (especially endangered species) tend to be highly sensitive to environment alterations. 
Thus, the fact that a destination has exceptional birding may be closely linked to the fact that 
it has been developed with very low intensity. The low development may thus lead to a lower 
price or being visited less often (low Occ% or RevPAR). This could potentially be attributed 
to ‘high quality birding’ and show a negative value when in fact the reality is that collinearity 
between development levels and high birding quality may distort that relationship.  
Alternative sources of collinearity problems include the relationships between exceptional 
birding, fishing and game viewing. Because of the nature of data collection and advertising, 
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the advertising of high quality fishing may take a significant amount of space or priority in 
the advertising, despite the presence of good quality game viewing. Thus, there may be a 
negative association with fishing when compared to game viewing simply because between 
two areas that have similar game viewing levels, one area’s advertising may be dominated by 
fishing as compared to game quality.  
A common solution to multicollinearity problems is the use of principal component analysis 
(PCA) (Jolliffe, 2004). When undertaken between highly collinear quantitative variables, 
PCA can decrease the number of variables in a regression analysis, while still explaining an 
often high percentage of variability by using the component loadings in the component 
estimation (Jolliffe, 2004). Within this study, there are a number of problems with the 
concept of using PCA because the use of PCA on dummy variables is not justified. PCA was 
developed using multivariate normal distribution (Hotelling, 1933; Anderson, 2003; Mardia 
et al.,1980). As a result, most of the results and interpretations of PCA implicitly use the 
consistency of the estimated factor loadings under normality assumptions. Filmer & Pritchet 
(2001) used PCA in development economics studies to summarise household wealth data; 
however, they were strongly criticised for the use of dummy and discrete variables as if they 
were continuous (Kolenikov & Angeles, 2004; 2009). Because PCA analysis can be 
undertaken by the use of either covariance or correlation matrices (Jolliffe, 2004), some 
improvements of the method have been made. Pearson (1901) introduced tetrachoric 
correlations for a two-by-two matrix as an improved measure of correlation between binary 
variables. Pearson & Pearson (1922) and Olsson (1979) introduced polychoric and polyserial 
correlations as the underlying correlations between the unobserved, normally distributed 
variables and their discrete versions using maximum likelihood. PCA could still be used 
between continuous variables in the data set if there is a need. 
Kolenikov & Angeles (2004; 2009) examined the comparative performance of polychoric 
PCA with standard PCA assuming that the dummy variables acted as would be expected with 
continuous variables. They found that there was a significantly improved performance of the 
PCA when the polychoric function was used for correlations. In this study compilation of sets 
of highly correlated variables into fewer principal components will be considered using 
polychoric PCA.  
Another estimation problem commonly associated with time series and panel data analyses is 
that of autocorrelation which implies that observations are correlated over time (within 
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panels) (Gujarati & Porter, 2009). The effect of this is that typical OLS estimators of models 
would not display the minimum variance possible for the sample and would in turn result in 
inefficient coefficient estimates (Gujarati & Porter, 2009). A test for panel level serial/auto-
correlation in panel-data models was developed by Wooldridge (2002) (Cited by Drukker, 
2003). Drukker (2003) named the test –xtserial- and provides evidence that the test has good 
size and power properties in large samples. A statistically significant result for the test 
indicates the presence of serial correlation. Using the Stata -cluster()- command, 
autocorrelation can be taken into consideration in the statistical analysis to deal with the 
problems associated with autocorrelation (Hoechle, 2007). 
3.5 Applications to conservation prioritisation 
The models outlined (Section 3.3.2 - 3.3.4) focus on being explanatory models so that the 
factors affecting the performance of accommodation codes can be understood. In this way, 
the effects of a different physiography or potential activity that is reliant on natural 
endowment can be valued in comparison to some alternative. The price models quantify the 
relative value placed on attributes by a select number of consumers (i.e. those that choose to 
purchase the product). Thus price is largely influenced by the price set by management at a 
destination, and, hence, are possibly not market-related. The price analysis still effectively 
quantifies perceived value to the tourist because the consumer of a tourism product only takes 
into account the price that they pay, rather than the advantage gained by the overall park.  
Occupancy levels are analysed as both an alternative and a comparison to the price model. 
Occupancies have a closer relationship to overall profitability and hence competitiveness than 
price (Norkett, 1985; Evans et al., 1989; Russo, 1991, cited by Jeffrey et al., 2002). The 
complication with only using occupancy is the effect of variable prices on products, and thus, 
the influence of price paid rather than purely the destination characteristics (Jeffrey & 
Barden, 2001). For this reason there is advantage of also comparing with the price model. 
The RevPAR model, broadly, would be expected to present the ‘best’ indicator of 
competitiveness since it attempts to take into account the differences in prices and in 
occupancies and relates directly back to the attributes of the destination (Jeffrey & Barden, 
2001). The reason that this is however supported by the evidence presented by the P and 
Occ% models is that there are few empirical illustrations of RevPAR in the literature. Occ% 
are more common models due to the comparative ease of data access. Thus the RevPAR 
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model is complemented by the P and Occ% models in order to provide a number of different 
comparisons for prioritising conservation according to competitiveness.  
By estimating the coefficient estimates for the respective characteristics in the models 
outlined, they can be used to predict the relative advantage gained to tourism by virtue of 
destination. Effectively this takes the explanatory models designed to understand the factors 
affecting competitiveness and uses them to rank the relative advantage at various 
destinations. The models rank advantage purely based on the economic income factors, rather 
than using typical ecological prioritisation. This does not imply that there is no place for 
prioritisation according to ecological features, rather competitiveness can be used to 
complement these previous methods. Combining economic and ecological factors into one 
index for prioritisation is highly complex because it implies the need for weighting systems to 
track individual trade-offs between incomes and biodiversity conserved. Keeping NBT and 
biodiversity indices separate (as is done in this study) allows the practitioner on the ground to 
choose their own weightings which are likely to be subjective. 
The focus of the study is comparative advantage between limited sites for the purposes of 
conservation prioritisation. After the initial regression analyses to quantify the relevant 
factors affecting competitiveness, data on 10 potential conservation areas currently under 
consideration by EKZNW will be collected. This data will be used to demonstrate the use of 
the framework to prioritise potential conservation areas in terms of competitiveness of NBT 
possibly established in those areas. The data will be collected primarily from EKZNW 
prioritisation practitioners and from spatial analyses (i.e. location) of the sites under 
consideration. Once the attributes of a destination are identified, the overall advantage gained 
by virtue of location will be calculated by summing the product of the respective attributes 
and coefficient estimates of the destination in question. This will be done for P, Occ% and 
RevPAR and the resulting prioritisation orders and preferences will be discussed. This will 
form an example of how adding competitiveness value can be used to help prioritise 
conservation areas. The complications of how to include both the tourism competitiveness 
considerations and the ecological considerations remain in the site selection problem. This 
study presents the first (to the author’s knowledge) prioritisation according to prospective 
competitive advantage gain by tourism in conservation destinations. This competitive 
advantage gain, combined with the ecological level of irreplacability used by EKZNW for 
prioritisation of conservation areas, would attempt to address the challenges associated with 
the trade-offs between conservation per se, and cost (or -income) -effective conservation. 
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3.6 Summary  
This chapter has outlined the sources of data and the theoretical selection of both dependent 
and independent variables under consideration. Three dependent variables were selected for 
analysis (P, Occ% and RevPAR) in order to provide different perspectives on the 
competitiveness of destinations. The explanatory variables were selected after reviewing 
previous literature and the marketing media released by EKZNW. Section 3.3.5 considered a 
number of different econometric estimation strategies that could be considered for this 
research. Panel data Tobit regression was selected as the most appropriate econometric 
method. The chapter concluded with Section 3.4 outlining potential econometric problems, 





CHAPTER 4. RESULTS AND DISCUSSION 
4.1 Introduction 
This chapter presents the results and discussions of the theoretical models specified in 
Chapter 3. This chapter begins by outlining the descriptive results of the data set, followed by 
collinearity statistics and alterations to the individual econometric models described 
previously (Section 4.2). A number of changes were made to the original econometric 
equations proposed (Section 3.3.4), in order to deal with problems in the data set. This 
chapter contains the details of such changes as well as the results and a discussion of the 
analyses of factors affecting Price, Occ% and RevPAR. 
Section 4.3 outlines and presents a discussion of the estimation results from the econometric 
analysis of P, Occ% and RevPAR separately. This is followed by Section 4.4 which 
compares the findings of the models according to categories of interest for conservation 
prioritisation and competitiveness and discusses the results in depth. Section 4.5 illustrates 
the use of the results in prioritising conservation areas according to tourism potential and the 
chapter closes (Section 4.6) with a summary of the findings. 
4.2 Descriptive results 
4.2.1 Summary statistics 
The data set compiled from financial records of EKZNW and various advertising media 
mentioned (Section 3.2.2) generated 93 accommodation codes spread through 24 protected 
areas (PAs). The 93 codes were spread through four categories of area, mountains, game 
reserves, ocean destinations and dams or lakes. Types of accommodation were not evenly 
spread throughout the types of destination; the most common accommodation type was 
chalets (Figure 3). Game reserve and mountain destinations contained the widest variety of 
chalet accommodation and game reserves had very few alternative forms of accommodation. 
The second widest range of accommodation codes was provided by camping.  
The summary statistics of the data set (Table 2, page 60) were compiled for all of the 
explanatory variables, of which the majority are in a binomial form (0 or 1). On average, 
destinations are closer to Durban (DD) than Johannesburg (DJ), and there are fewer small 
destinations than large destinations, captured by a mean S of below 0.5. The low mean values 
for EB, EF and BF suggest there are relatively few destination codes that have exceptional 
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quality of activities and/or the big five present. Comparatively, destinations advertising 
something of historical or cultural significance are more common (HC). SCG and TSR have 
means of about 0.5 showing that roughly half of the destination codes display these attributes. 
The US mean and standard deviation suggest that a typical accommodation code may contain 
between 2 and 7 beds. The TU variable has a very high standard deviation relative to the 
mean which indicates that there is a wide range of destination sizes, from very big to very 
small.  
 
Figure 3. Number and type of accommodation codes according to physiography type 














































Table 2. Summary statistics of the dataset  
Variable Mean Standard deviation 
DJ 5.518 1.273 
DD 2.941 1.087 
S 0.344 0.475 
B 0.269 0.443 
EB 0.043 0.203 
SCG 0.452 0.500 
EF 0.097 0.296 
NBF 1.022 1.766 
BF 0.086 0.280 
HC 0.290 0.454 
V 0.097 0.296 
Z 0.194 0.395 
US 4.591 2.273 
TU 411.391 615.442 
TSR 0.516 0.500 
BB 0.258 0.438 
NSC 0.043 0.203 
WC 0.028 0.164 
Pa 0.750 0.264 
Inc 0.054 0.226 






4.2.2 Collinearity statistics and alterations to the econometric models 
As outlined (Section 3.4), collinearity between explanatory variables can be an issue when 
dealing with a cross-section of destinations grouped into categories also affected by other 
variables that are of interest. Table 3 shows collinearity statistics between a number of 
problematic explanatory variables that were included in the original econometric models in 
equations 3.2 and 3.3. 




NBF BF EG UP BB 
GR 0.945*** 0.605*** 0.967***   
DL    0.756***  
NBF  0.691*** 0.950***   
S    0.769***  
R     0.899*** 
Note: *** represents significance at the 1% level 
Source: EKZNW data   
As was predicted, there were a number of collinearity issues among variables. The highly 
correlated variables were grouped into wildlife quality (NBF, BF and EG) and a service 
variable (BB and R). When camps are omitted for the Occ% and RevPAR analysis, the 
collinearity between BB and R became almost perfect. This is because almost all destinations 
which have both chalets and a restaurant include breakfast in their chalet rates. An attempt to 
perform a tetrachoric or polychoric PCA on these variables was problematic because of the 
nature of the variables (binomial) and extremely high correlation. The latter causes a failure 
to generate results in Stata. The result is that polychoric and tetrachoric correlation matrices 
yield missing variables and cannot be used to estimate the PCs (for discussion on the various 
options available using PCA, see Section 3.4).  
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As a result of PCA not being useful, a number of options remain to address multicollinearity 
(Gujarati & Porter, 2009): 
1) Obtain more data, 
2) Use past information of relationships between explanatory variables, 
3) Drop either of the correlated variables, and/or, 
4) Leave the multicollinearity. 
Obtaining more data was problematic because the data were collected from a tourist 
perspective, i.e. more data that could have possibly been collected (e.g. detailed species lists) 
would include aspects that are not readily available to prospective visitors when they are 
visiting a destination. For this reason, more data were not obtained. Past information on how 
explanatory variables are related is difficult to find because of the limited research of this 
specific nature undertaken in South Africa. However, certain related ecological literature 
aspects were taken into account when making decisions regarding potentially dropping a 
variable which has the disadvantage that it decreases the explanatory power of the model. 
However, an advantage is that it is a simple method, and if the variable dropped is carefully 
considered, there is a possibility that the remaining variables can be considered as proxies for 
more than what they actually represent. Leaving the variables in the presence of 
multicollinearity has the disadvantage that the collinearity may lead to spurious regression 
and, as a result, biased coefficient estimates. Due to the latter, the researcher chose to drop 
some variables. This was done in conjunction with examining additional literature specific to 
the variables in question.  
With regard to the service level (R and BB), the researcher chose to drop the restaurant 
variable (R) for two reasons: 
1) Although there is literature supporting the inclusion of R, some empirical studies find 
that the coefficients estimated are not significant (e.g. Wright, 2001). The reason 
suggested for this is that individuals pay for the use of the restaurant (i.e. their meal) 
and, thus, pay for the utility provided by the restaurant independently of their 
accommodation. 
2) Bed and breakfast is a direct cost included in the accommodation cost thus it has a 
stronger theoretical basis for inclusion into the model. 
Variables which captured game viewing quality, namely BF, NBF and EG, were highly 
correlated and were also all highly correlated with the physiography type GR (Table 3). The 
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physiography variable GR was dropped because it was found to be non-significantly different 
from the M variable in the preliminary analyses. This is understandable because by the very 
nature of being a Game Reserve the value of visitors is based predominantly on the presence 
of game, rather than the type of surroundings. Thus, the three groups of physiography 
become land (L), Oc and DL, where L encompasses what was previously M and GR.  
With regard to the remaining game viewing quality variables, namely BF, NBF and EG, the 
EG variable was dropped because NBF can act as a relevant proxy for game quality. This is 
because given the nature of the big five, each species requires a large area of land and 
consequently there is often an inclusion of other species in the parks that contribute to the 
wild-life. The term given to such species is ‘umbrella’ species because the conservation of 
such species ensures conservation of other species. They are also called ‘key-stone’ species 
because of the aura attached to viewing them, thus their conservation is often of public 
concern (e.g. the anti-rhino-poaching campaigns are largely privately supported). Despite the 
high correlation between BF and NBF, BF was retained because it may capture a separate 
premium or competitive advantage gained by having all of the big five species (e.g. Lindsey 
et al., 2007) examined the effects on tourist preference of all the Big Five separately to the 
individual species).  
The statistically significant correlations between UP and S, and UP and DL, were more 
problematic because although it is understandable that PAs close to urban areas would likely 
be small, it does not follow that all small conservation areas are close to urban areas. 
Similarly, although it is likely that a dam or lake near an urban area could potentially be 
developed as a tourism area, it does not follow that all dams and lakes are near such areas. 
The UP variable, constructed from relative position, captures a valuable aspect of 
competitiveness due to abundant alternatives in developed areas, and the factors relating to 
accessibility to other, city-based amenities. However, because it is a created variable rather 





4.3 Estimation results 
4.3.1 Price regression on destination characteristics 
After the adjustments due to multicollinearity, the final econometric model estimated for P 
was: 
𝑃𝑖𝑡 = 𝑐 + 𝛽1𝑂𝑐𝑖𝑡 + 𝛽2𝐷𝐿𝑖𝑡 + 𝛽3𝐷𝐽𝑖𝑡 + 𝛽4𝐷𝐷𝑖𝑡 + 𝛽5𝑆𝑖𝑡 +  𝛽6𝐵𝑖𝑡 + 𝛽7𝐸𝐵𝑖𝑡 +  𝛽8𝑆𝐶𝐺𝑖𝑡 +
 𝛽9𝐸𝐹𝑖𝑡  + 𝛽10𝑁𝐵𝐹𝑖𝑡 + 𝛽11𝐵𝐹𝑖𝑡 +  𝛽12𝐻𝐶𝑖𝑡 +  𝛽13𝐶ℎ𝑖𝑡 + 𝛽14𝐿𝐶𝑖𝑡 +  𝛽15𝑉𝑖𝑡 +  𝛽16𝑍𝑖𝑡 +
𝛽17𝑈𝑆𝑖𝑡 + 𝛽18𝑇𝑈𝑖𝑡 + 𝛽19𝑇𝑆𝑅𝑖𝑡 + 𝛽20𝐵𝐵𝑖𝑡 + 𝛽21𝑁𝑆𝐶𝑖𝑡 + 𝛽22𝑊𝐶𝑖𝑡 + 𝑒  (4.1) 
The Tobit analysis estimated Wald χ2 indicates an overall model statistically significant at 
lower than the 1% level (Appendix 1a; pg. 119), implying that the estimated Tobit model fits 
the data statistically significantly better than a model with no explanatory variables. Twelve 
of the estimated coefficients were statistically significant, with 11 at the 1% level and one at 
the 10% level. The likelihood ratio test comparing the Tobit estimation to the pooled 
regression model yielded a statistically significant result at lower than the 1% level, thus the 
Tobit model is justified. The correlation between the predicted variables and the fitted 
variables in the model was 0.93 yielding an R2 goodness of fit estimate of 0.874 (Appendix 
1b; pg. 119) (See Section 3.3.5.2). The guad-check procedure examines variation in results as 
a result of changing the number of quadratures used in the MLE (as outlined in Section 
3.3.5.2). The results of the quad-check for Tobit regression of price on destination 
characteristics indicated that there was a difference of lower than 0.01% between estimations 
(Appendix 1c; pg. 120). Thus the results are robust to variations in the estimation procedure.  
The bootstrapped Tobit (Appendix 1d; pg. 121) and GLS (Appendix 1e; pg. 122) models 
estimated with the same variables yielded almost identical results with similar statistical 
significances. In the GLS model, the Breusch and Pagan Lagrangian multiplier test for 
random effects yielded a large chi-squared value of 2469 which indicates that the random 
effects model is suitable for the data analysed (i.e. fixed effects model would be un-suitable) 
(Appendix 1f; pg. 122). The Wooldridge test for autocorrelation was highly insignificant 
(Appendix 1g; pg. 122) indicating that in the GLS model, autocorrelation was not a problem. 
Combined, all of these results indicate a highly robust estimated model and consistent results. 
The marginal effects for each explanatory variable were estimated at their means as per 
Appendix 1h (pg. 123) and are tabulated along with the coefficient estimates from the Tobit 
model (Table 4, pg. 66). The estimated marginal effects varied from the coefficient estimates 
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of the Tobit model very little thus the latent dependent variable is very close to the actual 
observed variables. This may be because in the price regression, although prices are 
theoretically censored at R0 (i.e. you do not experience prices in the negative), there are none 
that are actually R0 thus the effect of censoring for the price below R0 has a low effect. The 
ensuing discussion is predominantly based on the marginal effects estimates because of their 
relevance to the current conservation prioritisation problem. 
The positive coefficient estimate for Oc makes sense as the ocean variable embodies a set of 
characteristics that are typically associated with positive utility. Oc destinations have a 
guarantee that there will be beaches and waves and the presence of the sea. Given the size of 
ocean tourism (even outside of PAs) it is believable to expect that there will be a premium 
paid to visit such a destination, especially in pristine environmental surrounds. Given the high 
level of ocean-visit tourism, it’s expected that a greater premium would be paid for ocean 
destinations when compared to DL or Land destinations.  DL destinations, however, though 
they have boating and fishing opportunities, do not have the same “draw factor” as the ocean. 
The results indicate that DL destinations do not command significantly different prices from 
land destinations.  
Location factors in the estimated model included DD, DJ and S. The estimated model appears 
and corresponding marginal effects estimates suggest that prices are dictated by distance from 
Johannesburg (DJ) rather than distance from Durban (DD) (which was not statistically 
significant). Of these, only the coefficient estimate for distance from Johannesburg was 
statistically significant (1%). The DD finding is surprising and is addressed further when it is 
compared to the results of the next sets of analyses (Occ% and RevPAR) (Section 4.4.2). The 
negative relationship of DJ with P makes economic sense when considered in conjunction 
with the characteristics framework. Increased time of travel would be expected to have a 
negative relationship with price because of the increased cost of travel. This concurs with 
findings by Nicolau & Mas (2006). Although their study did not directly cost the distance 
travelled, Jachmann et al. (2011), found that tourism popularity of PAs decreased with 
increased distance from hotels. Karanath & DeFries (2010) did not directly evaluate the 
effects of distance in their analysis of PA management and tourism, however, they included it 
as an important attribute with the expectation that increased distance would decrease 




























DJ Negative -76.25*** -76.25*** The price paid per bed night decreases by R76 per hour of travel from Johannesburg, ceteris paribus
DD Negative -1.71 -1.71
B Positive 7.88 7.88
EB Positive 141.07*** 141.07*** Exceptional birding commands a premium of R141 bed night, ceteris paribus
SCG Positive 15.52 15.52
EF Positive 15.95 15.95
NBF Positive 12.84 12.84
BF Positive 184.60*** 184.60*** The presence of all the Big Five has a cumulative value of R185, ceteris paribus
HC Positive 19.47 19.47
Oc Unknown 183.22*** 183.21*** Visitors to ocean destinations pay a premium of R183 per bed night compared to visitors to land regions, ceteris paribus
DL Unknown -26.11 -26.11
S Negative -76.49*** -76.48*** Destinations in small protected areas receive on average R76 less per bed night, ceteris paribus
V Positive 0.30 0.30
Ch Positive 167.82*** 167.81*** Chalets on average command a price of R168 per bed night more than camping, ceteris paribus
LC Positive 186.74*** 186.73*** Accommodation in a log cabin commands a R187 premium per bed night compared to camping, ceteris paribus
Z Positive 3.21 3.21
US Negative -3.26 -3.26
TU Negative -0.003 -0.003
NSC Positive 125.52*** 125.51*** Accommodation codes which are non-self-catering command a premium of R126, ceteris paribus
TSR Positive 35.66** 35.66** Three star rating increases the average bed night price by R36, ceteris paribus
BB Positive 125.76*** 125.76*** Destinations that include breakfast in the chalet rate generally command a premium of R126 per bed night, ceteris paribus
WC Positive -24.20*** -24.20*** Visitors during the World Cup paid R24 less than at other times, ceteris paribus
Table 4. Hedonic price analysis, summary of coefficient estimates and marginal effects 
Notes: *** and ** represent statistical significance at the 1 and 5% level respectively. 
Expected relationships with P written in Italics indicate potential problem areas in the results, discussed in text.
¹Marginal effects were estimated at the means of each explanatory variable










The marginal effects estimate for S of –R76 indicates that PAs that are greater than 10 000 ha 
command price premiums. This aligns with expectations that smaller destinations would be 
cheaper. The theoretical basis for this is the assumption that a visitor to a destination desires 
some form of entertainment and/or exploring. Small destinations would possibly result in less 
area to hike and/or game drive and could lead to boredom of residents. It is likely that the 
range of wildlife present is also reduced because of the large home-range requirements of 
large and/or many rare species (Di Minin et al., 2013). No studies, to the author’s knowledge, 
directly study the effect of PA size on P. However, a number of studies use size (or a proxy 
for size) as an input to an index for various natural asset base and/or tourism base indices 
(e.g. Cernat & Gourdon, 2012) or features of ecosystem health (e.g. Bojanic, 2011). 
Jachmann et al. (2011), found that the number of tourists was positively related with the size 
of the park. These studies reflect increased competitiveness/sustainability with increased size, 
supporting the results found in this study. Differences in magnitude of the effects are due to 
differences in aims of the studies and thus the methodology (unit measures) and applications 
of the studies. 
With regard to the quality of birding, there is a small non-statistically significant premium 
paid for ‘good’ birding of about R8; however, if the birding is of an especially high quality 
there is a further increase of R141. The estimated low quality birding (B) coefficient is not 
statistically significant; however, the high quality birding (EB) estimate is statistically 
significant at the 1% level. This indicates that there is only an increase in value associated 
with high quality birding. This agrees with the current literature which predicts that devout 
birders will pay premiums in order to have the chance of spotting a very rare species (Jones, 
2001; Vardman, 1980, 1982; Valentine, 1984 cited by Valentine & Birtles, 2004). 
Furthermore, this result justifies the separation of B and EB discussed in Section 3.3.3. 
The quality of game viewing in a destination, as captured by SCG, BF and NBF, indicates 
that the most influential factor that commands a high price is the presence of all of the big 
five (BF), with a premium of R185. Surprisingly, the NBF coefficient estimate was not 
significant, which suggests that game viewing quality is not paid for unless all of the big five 
are present. SCG was positive which is expected, yet was not statistically significant; this 
may be because although increased game quality is valued, it is not the driving factor of 
utility. This result supports findings by Lindsey et al. (2007), and Di Minin et al. (2013), that 
large mammal species were the most sought after wildlife, closely followed by the presence 
of all of the big five. Wright (2001) found that the ‘Big Seven’ species (the big five plus 
68 
 
whale and shark) commanded a premium of R60 per species. This study considered only the 
‘Big Five’ because the ‘Big Seven’ were not mentioned in EKZNW advertising.  
Papatheodorou (2002) describes the concept of value for money and a bargain, ceteris 
paribus, as the utility gained by virtue of the presence of a characteristic which is unpaid for. 
This is evident in hedonic price analysis because of product specific effects, which are at 
odds with the pure hedonic framework, but for which evidence has been found (Dickie et al., 
1997). The concept of a bargain in HPA is further explained in Section 4.4.1 because of the 
high relevance to the arguments in that section. At this stage, suffice to say that the presence 
of SCG or NBF would be regarded as a bargain, ceteris paribus, because the same price 
would be paid even in their absence; as a result their inclusion may simply offer customers 
more utility.  
Alternatively, the presence of game other than the Big Five may offset possible 
disappointment when tourists are selecting destinations. This phenomenon, called loss 
aversion, has been found with regard to places of historic or cultural significance (Nicolau, 
2011). This may explain the non-statistical-significance of coefficient and marginal effects 
estimates for other factors that are expected to be positively related with P, in this case HC 
and EF.  
Variations in accommodation type and style are captured by LC, Ch, V and US. Premiums of 
about R187 and R168 are paid for log cabins (LC) and chalet (Ch) accommodation types 
above the price paid for camp or caravan accommodation per bed night. A note as to a good 
view (V) was expected to command a premium as rooms are priced higher; however, this was 
not the case. On closer inspection of the data, it is apparent that bookings with discounts are 
allocated to both accommodation codes with a noted view, and ones without. The result is 
that the variation in the average price per person is large (Figure 4). From the difference in 
the sizes of the standard deviations (error bars illustrated, Figure 4), the larger standard errors 
of destinations with no view are due to more destination codes which do not specifically have 
a good view.  
Surprisingly, there was no significant difference in price per bed night at different unit sizes. 
It would be expected that the price per bed decreases as there are more beds in the unit due to 
decreased privacy and shared facilities. The lack of price difference may indicate destinations 
being more ‘family-friendly’, hence larger units being more sought after and thus having 
similar prices. Or, alternatively, there may be higher prices per person for larger units 
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because there are less units available at those sizes. This possibility is supported by a negative 
relationship between TU and P, although the coefficient estimate was not statistically 
significant. The influence of discounts may also increase the variation and thus mask the 
effect of unit size. On average, for destinations that do not have good views, there is a trend 
that smaller unit sizes are more expensive (Figure 4). The presence of an electricity point (Z) 
was not found to statistically significantly affect price. 
 
Figure 4. Price comparison between destination codes with and without a view at 
various unit sizes 
Source: Data from EKZNW.  
Service dummy variables, TSR, BB and NSC had estimated coefficients (price premiums) of 
R 36, R126 and R126 respectively (statistically significant at the 5%, 1% and 1% level 
respectively). These price premiums make economic sense in that a premium is expected to 
be paid in order to obtain the services associated with three star rating, as well as the 



























The dummy included in order to take into account for the 2010 Soccer World Cup event in 
South Africa had a negative estimated coefficient of about 24. This suggests that prices were 
lower during the World Cup. This was not expected as there is an impression that large 
national events should bring increased visitors to the country resulting in inflated prices. The 
Soccer World Cup is commonly associated with a boost for private industry (Whitson & 
Macintosh, 1996; Ferreira, 2011), often at the expense of the tax payer (Whitson & 
Macintosh, 1996; Baade & Matheson, 2004). In this case, tourism in EKZNW PAs would be 
expected to receive price (and possibly Occ%) premiums. On examination of the data, 
EKZNW ran a specific special over the time of the World Cup which may have resulted in 
the significantly lower incomes per night. Additionally, since most visitors for the World Cup 
are international, the bulk would typically be expected to book through a travel agent. Thus, 
the agent discount would explain the decreased price over the period. The total number of 
unit nights at a destination had no significant effect on the price per bed night. This is further 
discussed in Section 4.4.3 dealing with comparisons between the various models and 
competitiveness. 
4.3.2 Occupancy regression on destination characteristics 
Given the alterations in the explanatory variables due to collinearity (Section 4.2.2) the final 
model regressing Occ% on the characteristics of the destination is: 
𝑂𝑐𝑐% = 𝑐 + 𝛽1𝑂𝑐𝑖𝑡 + 𝛽2𝐷𝐿𝑖𝑡 + 𝛽3𝐷𝐽𝑖𝑡 + 𝛽4𝐷𝐷𝑖𝑡 +  𝛽5𝑆𝑖𝑡 +  𝛽6𝐵𝑖𝑡 + 𝛽7𝐸𝐵𝑖𝑡 +
 𝛽8𝑆𝐶𝐺𝑖𝑡 +  𝛽9𝐸𝐹𝑖𝑡  + 𝛽10𝑁𝐵𝐹𝑖𝑡 + 𝛽11𝐵𝐹𝑖𝑡 +  𝛽12𝐻𝐶𝑖𝑡 +  𝛽13𝐶ℎ𝑖𝑡 + 𝛽14𝐿𝐶𝑖𝑡 +
 𝛽15𝑉𝑖𝑡 +  𝛽16𝑍𝑖𝑡 + 𝛽17𝑈𝑆𝑖𝑡 + 𝛽18𝑇𝑈𝑖𝑡 + 𝛽19𝑇𝑆𝑅𝑖𝑡 + 𝛽20𝐵𝐵𝑖𝑡 + 𝛽21𝑁𝑆𝐶𝑖𝑡 +
𝛽22𝑃𝑎𝑖𝑡 + 𝛽23𝐼𝑛𝑐𝑖𝑡 + 𝛽22𝑊𝐶𝑖𝑡 + 𝑒       (4.2) 
The Tobit regression was estimated with an upper limit of 100 and a lower limit of 0 by 
virtue of the nature of Occ% being a percentage between 0% and 100%. In the same way as 
for the price analysis, the model was also estimated using GLS and a bootstrapped Tobit 
model. The results of the bootstrapped Tobit model (Appendix 2a; pg. 124) were slightly 
different to the results of the Tobit model (Appendix 2b; pg. 125). The differences were only 
found in the statistical-significance levels of some coefficient estimates. The size and sign of 
the estimates were identical. The bootstrapped Tobit model Wald χ2 of 652.01 was 
statistically significant at a less than the 1% level, again indicating a better fit than a model 
with no explanatory variables. The predicted dependent variables from the estimated model 
correlated with the actual dependent variables by 0.7267, yielding an R2 of 0.53 (Appendix 
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2c; pg. 125) (for method of calculation see Section 3.3.5.2). After running the quadrature 
check of the Tobit regression (Appendix 2d; pg. 126), the differences as the number of 
quadratures increased was less than 0.001%, thus the results were robust to variations in the 
approximation procedure. Following Drukker (2002), it is assumed that the bootstrapped 
results are more accurate than the non-bootstrapped estimates. Thus, these results are reported 
and the bootstrapped model is used when estimating marginal effects (Appendix 2e; pg. 127) 
(Table 5). The signs (i.e. positive/negative) and statistical significances of the marginal 
effects estimates and the coefficient estimates are the same. The magnitudes of the marginal 
effects estimates are slightly smaller than the coefficient estimates as was expected (Section 
3.3.5.2). 
The GLS regression analysis of Occ% on characteristics of the destination estimated an 
overall model Wald χ2 which was statistically significant below the 1% level (Appendix 2f; 
pg. 127). The magnitude of coefficient estimates and the majority of significances were of 
similar magnitude and signs. The estimated R2 for the GLS model was 51%. The similarities 
in coefficient estimates across all three models indicate that the results are relatively robust to 
variations in estimation techniques. Post estimation tests for random effects (Breush and 
Pagan Lagrangian multiplier test) yielded a statistically significant result indicating that a 
random effects model is the correct model for estimation (Appendix 2g; pg. 128). The 
Wooldridge test for autocorrelation yielded a statistically non-significant F statistic as there 






























DJ Negative -8.98* -8.50* Occupancy falls by 9% per hour of travel from Johannesburg, ceteris paribus
DD Negative -5.2 -0.50
B Positive -6.16 -5.83
EB Positive -10.10 -9.56
SCG Positive 9.62 9.11
EF Positive 17.05** 16.14** Exceptional fishing improves occupancy percentage by 16%, ceteris paribus
NBF Positive 7.25*** 6.87*** Occupancy increases, 7% per animal of the big five present, ceteris paribus
BF Positive 17.38 16.45
HC Positive 14.85** 14.06** Historical or cultural destinations experience a 14% higher occupancy percentage, ceteris paribus
Oc Unknown 21.03* 19.91* By virtue of being an ocean destination, the accommodation code retains a 20% occupancy more than inland destinations, 
ceteris paribus
DL Unknown -3.23 -3.06
S Negative -18.21*** -17.24*** Destinations which are small in size experience lower occupancy percentages by 17%, ceteris paribus
V Positive 12.88*** 12.19*** Accommodation codes which experience better views are 12% more popular than other codes, ceteris paribus
Ch Positive 33.18*** 31.42*** Chalets experience 31% higher than camp occupancy, ceteris paribus
LC Positive 30.69*** 29.06*** Log cabins experience 29% higher occupancies than camps, ceteris paribus
Z Positive 13.85*** 13.11*** The presence of a plug increases the camp-site occupancy percentage by 13%, ceteris paribus
US Negative 0.42 0.40
TU Negative 0.004* 0.004* Larger destinations tend to have higher occupancy percentages by 0.004% per room night, ceteris paribus
NSC Unknown -18.81*** -17.81*** Non-self-catering destinations experience occupancy levels 18% lower than alternative destinations, ceteris paribus
TSR Positive 1.87 1.78
Inc Positive -14.98*** -14.18*** Accommodation codes that are joint-ventures experience 14% lower occupancy percentages, ceteris paribus
Services
BB Positive -23.96*** -22.68*** Bed and breakfast destinations experience occupancy levels that are 23% lower than other destinations, ceteris paribus
Pa Negative -13.36** -12.65** Paraplegic-friendly accommodation codes experience lower occupancy levels by 13%, ceteris paribus
WC Positive -6.38*** -6.04*** Over the period of the world cup, occupancies were 6% lower than other times, ceteris paribus
Table 5. Occupancy percentage analysis, summary of coefficient estimates and marginal effects 
Notes: ***, ** and * represent statistical significance at the 1, 5 and 10% level respectively. 
Expected relationships with P written in Italics indicate potential problem areas in the results, discussed in text.
¹Marginal effects were estimated at the means of each explanatory variable









Location factors in the estimated Occ% model yielded results which generally were in line 
with the expectations. With regard to the Oc and DL dummy variables included, similar 
results were found to the P regression, with evidence that the utility derived from purely 
being at an ocean destination increases Occ%. However, the coefficient estimate for DL was 
not statistically significant. Similarly, within land destinations, the bulk of value is derived 
from location and wild-life viewing characteristics, as was shown by a strongly positive 
occupancy increase with the incremental increases of NBF (marginal effect of about 7%). 
The BF and SCG coefficient estimates were not statistically significant. These results are 
further discussed in light of findings by Lindsey et al. (2007), and Di Minin et al. (2013), and 
in comparison with the results of the P and RevPAR analyses in Section 4.4.1. 
Other location factors influencing Occ% were the distance from Johannesburg (9% lower 
occupancy per hour of travel; 10% significance level) and the size of the destination PA (17% 
lower occupancy in small destinations significant at the 1% level). The distance variable is 
consistent with expectations and supports the findings of Nicolau & Mas (2006). Both the DJ 
and S coefficient estimates are similar to the results of the P model; hence, arguments and 
references from the discussion in Section 4.3.1 are relevant. Surprisingly, the DD coefficient 
estimate was again not statistically significant. This is consistent with the P model (Section 
4.3.1) and may have some important implications for destination pricing and advertising 
(discussed further in Section 4.4.2). 
Coefficient estimates for variables capturing the quality of birding were not statistically 
significant at either low (B) or high levels (EB). The lack of a statistically significant positive 
effect on occupancy suggests that the presence of good quality birding has no effect on the 
occupancy which is not expected. This presents an interesting point of comparison between 
the price results (positive) (Section 4.3.1) and the RevPAR result (non-significant) (Section 
4.3.3 to come). Similar disparities between the P and Occ% coefficient estimates were found 
for EF and HC. Although both analyses estimated positive coefficient estimates for these 
variables, only the Occ% analysis yielded statistically significant coefficient estimates (both 
at the 5% level). The comparison and further discussion of these elements and supporting 
research from the literature is undertaken in Section 4.4.1.  
Accommodation type dummy variables suggest that chalets and log cabins have higher Occ% 
than camps, ceteris paribus. The marginal effect estimate for LC (29%) was slightly lower 
than that for Ch (31%) which aligns with expectations. The noted presence of an exceptional 
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view (V) and the presence of an electricity point in a camp site (Z) both yielded positive, 
statistically significant coefficient estimates at the 1% level (12.9% and 13.9% respectively). 
These findings agree with predictions, because a good view and/or a plug point are expected 
to increase the utility and hence the desirability of a site, ceteris paribus. Occupancy was un-
affected by the size of each unit (US). A negative relationship between TU and Occ% was 
predicted because it is expected that more common destination codes would be less 
desireable, however, this was not the case. On average, larger destinations experienced higher 
Occ% of 0.004% per unit night (statistically significant at the 10% level), thus an increase in 
occupancy of a little under 1.5% per unit at the destination (calculated as the product of the 
marginal effect of one unit night and 365 days per year). This positive relationship could be 
because EKZNW has invested more effort in marketing larger destinations; it may also be as 
a result of larger accommodation codes being built at destinations with more desirable 
features. Regardless the cause, the implication is that the relative uniqueness of an 
accommodation code is not typically valued by visitors, rather, they are satisfied to stay in 
more common accommodation types. 
Service level choices such as BB and TSR indicate that the star rating of the destination has 
no effect on the occupancy percentage, and that destinations selling bed and breakfast chalets 
have lower occupancies, ceteris paribus. This (BB) coefficient estimate (about -23%) is at 
odds with the expected relationship; it was predicted that BB would have a positive 
relationship with Occ%. This unexpected result may be due to the influence of the average 
room price and will be discussed further (Section 4.4.3). NSC destinations also showed a 
negative relationship with occupancy percentage (about -18%) with similar possible 
implications.  
During the World Cup there were lower occupancy percentages by about 6%. Generally, the 
expectation is that large events would increase occupancies in destinations (du Plessis & 
Maennig, 2011). Althought the overall impact of the World Cup on South Africa tourism was 
lower than expected (du Plessis & Maennig, 2011), this was not to the same magnitude as 
that observed in this study. The possible implications of this are discussed further in Section 
4.4.3. 
Accommodation codes which are specifically adapted for paraplegic visitors (Pa) or are joint 
ventures (Inc) both experience lower occupancy rates (13 and 14%, respectively). The 
negative relationship between Pa and Occ% can be understood because accommodation 
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codes which are paraplegic friendly would typically be withheld until they are requested 
specifically for a paraplegic visitor. The negative coefficient estimate for Inc (significant at 
the 1% level) disagrees with prior findings that collaboration should enhance competitiveness 
and hence Occ% (Powell, 1992; Ingram & Roberts, 2000; Ritchie & Crouch, 2003; Torres et 
al., 2011). The possible reasons for this are outlined in a comparison with results estimated in 
the RevPAR analysis (Section 4.4.3). 
4.3.3 Revenue per available room regression on destination characteristics 
The final estimated econometric equation regressing RevPAR on destination characteristics 
was the same as that used for Occ% (Section 4.3.2). The bootsrapped Tobit analysis 
(Appendix 3a; pg. 129) was again presented as the most reliable of the results estimated 
(Table 6). The estimated regression Wald χ2 of 803.97 was statistically significant at below 
the 1% level, with eleven statistically significant coefficient estimates. The calculated R2 
indicated that the model accounted for 61% of the overall variation in the sample ((0.7786)2; 
Appendix 3b; pg. 129). The results of the bootstrapped Tobit model and the non-bootstrapped 
model (Appendix 3c; pg. 130) were very similar with only the effect of coefficient estimate 
for TSR becoming non-statistically significant. The quadrature check estimates showed that 
the results were relatively insensitive to the number of quadratures used to estimate the Tobit 
model (Appendix 3d; pg. 131). The largest changes due to quadrature number were well 
below 0.01%. The coefficient estimates and model fit Tobit regression were comparable in 
size and sign with the results estimated using GLS (Appendix 3e; pg. 132). Further tests on 
the GLS model yielded evidence that there was no autocorrelation (Appendix 3f; pg. 132) 
and that the estimation of the random effects model was preferable to the fixed effects model 
(Appendix 3g; pg. 132). The multiple estimations and tests show that the model was again 
relatively robust to estimation techniques. The marginal effects from the bootstrapped Tobit 
regression of RevPAR on the destination characteristics were estimated (Appendix 3h; pg. 



























DJ Negative -102.83** -92.47** Revenue per available room night drops by R93 per hour of drive from Johannesburg, ceteris paribus
DD Negative 20.84 18.74
Activities
B Positive -21.79 -19.59
EB Positive 85.50 76.89
SCG Positive 76.13 68.46
EF Positive 66.28 59.60
NBF Positive 29.43 26.46
BF Positive 576.04*** 518.01***
The presence of all of the big five results in accommodation units generating an additional R518 per unit night, ceteris 
paribus
HC Positive 52.55 47.25
Physiography
Oc Unknown 196.61 176.80
DL Unknown -98.96 -88.99
S Negative -156.06*** -140.34*** Small destinations yield R140 less than alternative destinations, ceteris paribus
V Positive 126.20** 113.49** Accommodation codes with a good view (noted in charges) generates an additional R113 per unit night, ceteris paribus
Ch Positive 365.88*** 329.02*** Chalets generate an additional R329 per unit night, ceteris paribus
LC Positive 429.92*** 386.61*** Log Cabins generate an additional R387 per unit night, ceteris paribus
Z Positive 6.47 5.82
US Negative 46.77*** 42.06*** Larger units yield an additional R42 per unit night, ceteris paribus
TU Negative 0.03 0.03
NSC Unknown -249.90*** -224.72*** Non-self-catering accommodation codes yield R225 less per unit night, ceteris paribus
TSR Positive 105.74* 95.08* Three star accommodation codes generate an additional R95 per unit night, ceteris paribus
Inc Positive -135.31*** -121.68*** Accommodation codes that are joint-ventures experience yield R122 less, ceteris paribus
Services
BB Positive -59.71 -53.70
Pa Negative -182.34** -163.97** Paraplegic-friendly accommodation codes yield R164 less than alternatives, ceteris paribus
Special Events
WC Positive -81.18*** -73.00*** Over the period of the World Cup, RevPAR decreased by R73 per unit night, ceteris paribus
Table 6. Revenue per availiable room analysis, summary of coefficient estimates and marginal effects 
Notes: ***, ** and * represent statistical significance at the 1, 5 and 10% level respectively. 
Expected relationships with P written in Italics indicate potential problem areas in the results, discussed in text.
Source: Data collected from EKZNW sales and advertising pamphlets.






Note that in this section, results are only briefly discussed for the RevPAR model estimations. 
The reason for this is that the discussion of these values is greatly enhanced by comparison 
with results estimated in the P and Occ% models. These in-depth discussions comparing the 
marginal effects from the different analyses are undertaken in Sections 4.4.1-4.4.3. 
Location factors suggest that there is no statistically significant difference between land 
destinations (the default), ocean destinations (Oc) and dam/lake destinations (DL) as they all 
do not have statistically significant coefficient estimations. Small destination PAs yield lower 
revenues than larger areas (by R140) which is consistent with the findings in both the P and 
Occ% estimations. Distance of travel factors suggest that the distance from Johannesburg is 
still the more important factor to consider between DD and DJ, with the marginal effect of 
one hour of driving from Johannesburg resulting in a R92 decrease in RevPAR. 
Factors affected by location such as the quality of birding, the presence of small or common 
game and the presence of places of historical or cultural significance and the presence of 
exceptional fishing had no significant effect on RevPAR. This was surprising as it appears to 
indicate that there is no relationship between the relative levels of attraction factors and PA 
incomes. It is, however, worth noting that the BF variable for the presence of the big five had 
a highly statistically significant and positive coefficient estimate (R518). This indicates that 
although there appears to be no notable value placed on smaller species (i.e. SCG and NBF), 
the highly iconic big five are still highly sought after. This is in agreement with previous 
studies which found that the big five species are some of the top priority species for tourists 
to South African PAs (Lindsey et al., 2007; Di Minin et al., 2013). Despite the high statistical 
significance of BF, the finding that NBF was non-statistically significant is surprising 
because previous studies in South Africa found that there is also utility derived from 
individual Big Five species (Lindsey et al., 2007; Di Minin et al., 2013). This may indicate 
that there could possibly be different marketing strategies employed for different species, e.g. 
an area which has a lot of leopard may advertise high chances of a leopard sighting. Further 
discussion of the factors influencing and influenced by all of the attractant variables (i.e. BF, 
NBF, EF, B, EB and HC) are discussed in Section 4.4.1. 
Coefficient estimates for LC and Ch were positive and statistically significant at the 1% level. 
This indicates that there are much higher revenues per available unit night for hutted 
accommodation codes than for camping accommodation codes which aligns with 
expectations. Interestingly, log cabin accommodation codes were shown on average to have a 
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higher yield than chalets codes. RevPAR for accommodation codes was further enhanced by 
good views, shown by a positive, statistically significant coefficient estimate for V of R113. 
The presence of an electricity plug in camp sites had a positive, non-statistically significant 
coefficient estimate.  
Service levels indicated by TSR had a statistically significant (at the 10% level) coefficient 
estimate of R95 per unit. This was expected because TSR is a widely accepted quality 
indicator for accommodation destinations, thus should have a significant positive relationship 
with RevPAR. The presence of bed and breakfast (BB) was not statistically significantly 
related to RevPAR, however, NSC facilities had a significant (at the 1% level) negative 
relationship with RevPAR with a coefficient estimate of almost –R225. Facilities that are 
paraplegic friendly tend to yield less than alternative accommodation codes, shown by a 
marginal effects estimate of -R164 (Significant at the 1% level). Joint venture destination 
codes also yielded lower incomes per unit night (-R122, coefficient estimate, statistically 
significant at the 1% level) than non-joint venture accommodation codes. This result is 
consistent with the P and Occ analyses; however, as noted before (Section 4.3.1 and 4.3.2) 
the findings are not consistent with expectations and other literature. These findings, along 
with coefficient estimates for TU, US and WC are best compared to findings of the P and 
Occ% models and thus discussed in Section 4.4.3. 
4.4 Comparison between models: Implications for competitiveness and prioritisation 
Competitive advantage may be gained by a destination by either having a product with a high 
price, or a product that is very popular and experiences high occupancies. The relationship 
between P, Occ% and RevPAR is typically fairly complex and thus can be difficult to 
understand and interpret (O’Neill & Mattila, 2006). Because of this, none of the three 
variables alone necessarily captures the various dimensions of competitiveness in this study. 
An example is clearly evident, where a destination may experience high occupancies because 
of high price discounting, thus overall possibly being out-performed by a destination with 
lower occupancies (Middleton, 1994; Moutinho & Peel, 1994).  
If the competiveness of a destination is rooted in the characteristics of the product sold there 
(as is presented in this study), technically, the overall effects on P, Occ% and RevPAR should 
also be compared for the same variables. For this reason, this section compares the results 
across the three models outlined in Section 4.3. For ease of reading, the discussions of 
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variables are separated into three groups: destination competitiveness factors (Section 4.4.1); 
location factors (Section 4.4.2); and services/product factors (Section 4.4.3).  
4.4.1 Destination attribute competitiveness and prioritisation 
The three models analysed regressed various indicators of competitiveness on characteristics 
of the product demanded. P and Occ% are the most common of these indicators in the 
literature, primarily because access to such information is easier than that of actual revenues 
captured by destinations. For this reason, although RevPAR is suggested as the more 
desirable of the three indicators, there is less literature on such results. Competitiveness of 
destinations has been said to take into consideration two important dimensions, the price paid 
to stay at a destination and the level of occupancy achieved by the destination in question. 
With specific focus on the values placed on, and the utility derived from, a tourist experience, 
this section highlights the influence of the relationship between P and Occ% and its influence 
on competitiveness.  
Table 7 below shows the marginal effects estimates for the P, Occ% and RevPAR models for 
a number of key explanatory variables. These variables are most important in the analysis of 
competitiveness as factors related to the events or activities that visitors experience while at a 
destination. The pricing (P) of destinations that have these various characteristics is important 
in order to try and encourage consumers to pay the requested price in volumes (Occ%) that 
are sufficient in order to ensure the best possible financial incomes (RevPAR). The table 
shows the relevant coefficient estimates for a number of such characteristics. 
Table 7. Marginal effects estimated for characteristics of attraction at destinations 
Regression P Occ% RevPAR 
EF 15.95 16.14** 59.6 
B 7.88 -5.83 -19.59 
EB 141.07*** -9.56 76.89 
HC 19.47 14.06** 47.25 
NBF 12.84* 6.87*** 26.46 
BF 184.60*** 16.45 518.01*** 
SCG 15.52 9.62 68.46 
Note: ***, ** and * represent statistical significance at the 1, 5 and 10% level, respectively. 
Source: Extracted from tables 4 (pg. 66), 5 (pg. 72) and 6 (pg. 76).  
Exceptional fishing (EF) had no statistically significant effect on P, ceteris paribus, yet a 
statistically significant positive relationship with Occ% would indicate that exceptional 
fishing locations would consistently do better, ceteris paribus. This is, however, not the case 
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with RevPAR yielding a non-statistically significant coefficient estimate. The result is that 
although there appears to be increases in Occ% when exceptional fishing is available, the 
effects on price may not alter the overall RevPAR. This result is surprising especially as 
fishing has been found to be a relatively large recreation pastime (Ditton et al., 2002; Bauer 
& Herr, 2004). This is most likely as a result of the nature of fishing as an activity. 
Exceptional fishing is most commonly found in relatively remote, hard to access locations, 
thus the accommodation type may tend to be more rustic (e.g. camping or cottages) and thus 
be relatively cheaper. Any overall increase in incomes as a result of good fishing may be 
hidden by these influences. Given these results, the inclusion of EF in conservation 
prioritisation decisions could be argued against (due to the failure to affect RevPAR), but 
could also be supported from the effect on Occ%.  
Birding (B) has no statistically significant effect in any of three models; however, exceptional 
birding (EB) had a highly significant, positive relationship with P but a non-statistically 
significant, negative relationship with Occ% and an overall non-statistically significant 
relationship with RevPAR. This may have important implications for the relative pricing of 
destinations that are advertised targeting visitors deriving utility from exceptional birding. 
The results imply that birding is highly valued by EKZNW and a few visitors, but that the 
volume of visitors that value exceptional birding is not large enough to markedly affect 
revenue. Birding markets are generally considered a specialised niche with very low volume, 
high paying customers (Cordell et al., 1999; Biggs, 2013). This supports findings by Di 
Minin et al. (2013), who found that birding was a favourite in parks for less than 1% of 
visitors. However, if a specific rare species is present, birders may potentially travel far 
distances and pay high prices for a chance of spotting it (Pers. Comm. Escott, 2013). Given 
that birding is a niche market, and that it may even be species-specific, the way in which 
birding is advertised may be very important. By re-visiting the advertising data collection 
points (EKZNW internet sites and pamphlets) about each destination, there was often 
mention of the number of species and occasional mention of specific species. There were, 
however, no links to complete bird lists for destinations, neither were there an easily found 
form of ‘birder’s guide to EKZNW parks.’ Two species and destination list were found after 
extensive search; however, only one had links to this list and additional information. In 
internet search using Google for ‘Birding routes, KZN,’ EKZNW did not appear in the first 
20 results. The overall implications of these findings are that the low RevPAR associated 
with exceptional birding, despite the high price associated with it, may result as a 
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combination of (1) low occupancies due to over-pricing, and (2) poor marketing of 
destinations’ birding benefits. This has several implications for management and 
competitiveness which are presented in Section 5.3.1. 
Proximity to places of historical or cultural significance had no significant effect on P. 
However, it had a significant effect on Occ%, and once again no significant effect on 
RevPAR. This can be explained by Nicolau (2011) who found that the presence of a cultural 
attraction in a destination does not tend to influence P. Rather it has the effect of decreasing 
the potential regret experienced by visitors. Thus, more visitors may visit a destination 
because their ‘fear of disappointment’ is less, ceteris paribus, not necessarily because they 
value the cultural significance of that area more. A similar relationship may be observed for 
historical destinations. If this were the case, HC would not significantly affect P, or RevPAR, 
but it may affect Occ% which is in line with the findings of this study. Despite this 
possibility, there is evidence in the literature of historical and cultural factors making marked 
income contributions in certain instances (Silberberg, 1995; Lynch et al., 2011). This implies 
that EKZNW staff should give more thought into how EKZNW can benefit from places of 
cultural or historical significance under their control. Specific mention can be made of 
battlefield tours which have proven successful in a number of global cases, e.g. World War II 
tourism (Dunkley et al., 2011) and many other locations (Butler & Suntikul, 2013). A recent 
study in South Africa found that cultural experiences in South Africa received the lowest 
ratings from tourists (Ivanovic, 2011). This indicates that despite a rich South African 
heritage, there is much more that can potentially be done by EKZNW in order to sell such 
products better. No clear pathways of battlefield tours or historical routes are advertised by 
EKZNW, despite other local agents finding this a profitable enterprise (for example, see 
Fugitives Drift (2014) and Isibindi Zulu Lodge (2014)). 
With regard to the quality of game viewing, SCG has no significant effect on P or RevPAR, 
but it has a statistically significant coefficient estimate for Occ%. This may potentially be 
caused by a similar phenomenon as HC, where preference for the presence of SCG is 
expressed, but it is not the main cause of choice and is not highly valued. Papatheodorou 
(2002) explores such cases with a perspective of ‘value for money.’ He suggests that when a 
characteristic is expected to have a positive relationship with price, a negative or null 
coefficient estimate may indicate that a bundle of goods containing that particular 
characteristic is ‘good value for money’. Conceptually, consider a case where an attribute, x1, 
of a good, g, is expected to have a positive relationship with P. In HPA, as performed in this 
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study, the coefficient estimate of x may be non-statistically significant, or negative, however, 
the product is still sold for price P. The implication is that the value placed on the product is a 
result of other characteristics, x2...xn, within the product. As a result, the purchaser of g pays 
for those characteristics (x2...xn) and yet still receives the benefits associated with x1. Thus the 
purchaser receives a ‘bargain’, ceteris paribus. Taking this into consideration, the coefficient 
estimate for SCG in the Occ% model in light of the other two analyses would suggest that 
SCG is regarded as good ‘value for money’ or a ‘bargain’, ceteris paribus. 
The number of the big five (NBF) is estimated to increase both P and Occ%. However, the 
positive coefficient estimate for RevPAR is not statistically significant. The implication is 
that although the NBF present increases value and desirability of a destination, it may not 
increase the overall performance (RevPAR) of the destination. Rather, the cumulative value 
of having all of the big five (BF) present is of more value. Note also that the high marginal 
effect estimated from the model for BF (R518 for RevPAR) may be closely linked to the 
presence of lion. Within the data set, all destinations containing lion contain all of the big five 
species. Given the iconic status given to lion as ‘king of the beasts’ and the level of publicity 
gained by dangerous animals, this may play a large part in the value attached to the big five. 
This preference of tourists to see lion was confirmed by an ex-EKZNW ecologist (Gordjin, 
2013) and supports findings by Lindsey et al. (2007), that large predators are the most desired 
animal group to see in the wild, followed by the big five. Di Minin et al. (2013), found that 
lion, leopard and elephant, which are all part of the big five, were the most common favourite 
species. Individual species analyses suggest that the most desired predator to see in the wild 
is leopard, followed very closely by lion. In this study, lion is, however, likely to be the main 
cause for value attached to the big five because leopards are comparatively rare sightings. 
This value attached to lion, added to the presence of all the big five whenever lion are 
present, may explain the large positive coefficient associated with BF as compared to NBF. 
Given the discussions regarding BF and NBF and the findings of Di Minin et al. (2013), 
outlined above, EKZNW may be able to improve the competitive performance of areas that 
do not have the big five by marketing specific species. For example, if a destination has 
comparatively high leopard sightings, this could be highlighted in marketing. Such target 
marketing could be replicated for destinations that have large elephant herds.  
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4.4.2 Location factors, competitiveness and prioritisation 
Specific location factors are a small group of variables that include the actual physical 
characteristics of each destination. Within the three models estimated in this study, these 
included the distances from Durban and Johannesburg, the physical size of the destination PA 
and the overall physiography of the destination. The marginal effects for these variables for 
all three estimated models are shown below (Table 8). 
Table 8. Marginal effects estimated for location specific physical 
factors 
Regression P Occ% RevPAR 
S -76.48*** -17.24*** -140.34*** 
DJ -76.25*** -8.50* -92.47** 
DD -1.71 -0.50 18.74 
Oc 183.21*** 19.91* 176.80 
DL -26.11 -3.06 -88.99 
Note: ***, ** and * represent statistical significance at the 1, 5 and 10% level, respectively.  
Source: Extracted from tables 4 (pg. 66), 5 (pg. 72) and 6 (pg. 76).  
The most surprising outcome of the location factors was the consistently stronger influence of 
the distance from Johannesburg than the distance from Durban. A summary of some 
descriptive data obtained from EKZNW suggests that almost 60% of visitors are from KZN, 
followed by around 30% from Gauteng. A possible cause of the relatively greater influence 
of the distance from Johannesburg may be the presence of the country’s largest international 
airport and population there. Thus, EKZNW may set prices according to targeting incomes 
from the Gauteng area. If this is the case, the rack price (base price) is set taking potential 
Johannesburg customers into account, and this would influence Occ% and RevPAR. Note 
that the ‘pegging-price’ (i.e. the prices set by EKZNW) would influence heavily on the 
results of these analyses. This is especially true given that the data are collected from one 
company with multiple destinations, thus may not show a ‘pure’ market overview of 
competitiveness. Given the highly statistically significant marginal effect of DJ in all 
analyses, this would be a key variable to consider for applications to prioritisation of 
conservation areas. 
The size of the PA had the expected effect of decreasing income and attractiveness at 
destinations which are smaller in size. This was constantly observed through decreased P, 
Occ% and RevPAR in small destinations. This is in line with expectations outlined (Section 
3.3.3). DL destinations also had negative coefficient estimates, but the lack of statistical 
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significance suggests there are no differentials paid between land and DL destinations for the 
study sample. There may be potential for improving RevPAR and occupancy by varying 
prices charged for accommodation at such destinations.  
Compared to DL or land destinations, Oc destinations perform better by virtue of their 
physiography. Although extra utility values are added (especially to land destinations) by the 
presence of quality game and/or the variations in accommodation types and services, the 
location of a destination near the ocean gives it a distinct advantage. The higher utility 
associated with Oc destinations is likely to result from the utility associated with beach-side 
resorts. The literature on ocean/beach tourism destinations indicates the extent to which this 
type of destination has been popular over the last few decades (e.g. Gray, 1974; 
Papatheodorou, 2004). The evidence that Oc destinations appear to out-perform inland and/or 
DL destinations indicates that beach access may an important characteristic to consider in 
prioritisation of conservation areas. 
All of the variables discussed in this section are especially applicable for the prioritisation of 
conservation areas by EKZNW because they are relatively ‘immobile’, i.e. if a potential PA 
is not on the coast, there is no way to move it and place it on the coast. Similarly, if a 
potential PA is 5 hours drive from Johannesburg, this cannot be altered and the decision 
problem is whether to prioritise that area or not compared to other areas. The inherent 
complication in this decision arises when economic and ecological criteria may be 
contradictory. 
4.4.3 Competitiveness of services and products 
This section focuses on aspects related to the type and quality of the accommodation and the 
level of services available. Similar to the effects of pricing and competitiveness for location-
related attractants, the comparison of results between the three models can help to identify 
potential changes for EKZNW management in order to enhance competitiveness. Table 9 







Table 9. Estimated marginal effects for service and product attributes 
Regression P Occ% RevPAR 
LC 186.73*** 29.06*** 386.61*** 
Ch 167.81*** 31.42*** 329.02*** 
TU -0.003 0.004* 0.03 
US -3.26 0.40 42.06*** 
V 0.30 12.19*** 113.49** 
Z 3.21 13.11*** 5.82 
TSR 35.66*** 1.78 105.74* 
BB 125.76*** -22.68*** -53.70 
NSC 125.51*** -17.81*** -224.72*** 
Inc - -14.18*** -121.68*** 
Pa - -12.65** -163.97*** 
WC -24.20*** -6.04*** -73.00*** 
Note: Where ***, ** and * represent statistical significance at the 1, 5 and 10% levels, respectively. 
Source: Extracted from tables 4 (pg. 66), 5 (pg. 72) and 6 (pg. 76).  
The most obvious comparison of accommodation attributes is the type of accommodation. 
The model estimated large and positive coefficients for both LC and Ch. This was expected 
especially since the omitted dummy variable was the camping variable. Surprisingly, the LC 
estimation was higher than the Ch estimation. This would not normally be expected as LC are 
generally a more rustic accommodation form. It is possible, however, that the cause of this is 
that chalets, as more up-market accommodation, have been built in higher resource-endowed 
locations. If this is the case, part of the value of a chalet may be more closely associated with 
these resources. The number of units of each accommodation code (TU) had a statistically-
significant coefficient estimate in only the Occ% model. This suggests that from a consumer 
perspective, there is currently no preference shown for more or less common accommodation 
codes in the study. 
The estimated coefficient for size of the unit (US) was not statistically significant for either P 
or Occ%, however, it was statistically significant for RevPAR. This is because P is calculated 
on a per person basis whereas Occ% and RevPAR are compiled on a per unit basis. Thus if P 
per person and Occ% per unit are not statistically significantly different as unit size increases, 
it follows that the RevPAR should increase proportional to the size of the unit, i.e. US. Thus 
the statistical significance of the estimated coefficient for US in the RevPAR model is 
justified despite the non-significance in the P and Occ% models. The implication is that 
larger units generate higher revenues. EKZNW management would be advised to do a 
comprehensive breakdown of construction and maintenance costs for varying unit sizes in 
order to calculate if smaller or larger units would be more profitable overall. US provides a 
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good example of an area where competitiveness using purely P or Occ% analysis would fall 
short of indicating relative competitiveness of differing products.  
The presence of a preferable view within a destination code has no statistically-significant 
effect on P (despite a premium paid) which is possibly due to individuals visiting with 
various discounts, or travel agents which decrease price paid. However, the pricing structure 
means that codes with a view would still command a premium even if the variation makes the 
result non-statistically significant. The preference for chalets with good views statistically-
significantly increases Occ% of these codes and thus overall increases RevPAR. This 
suggests that in the event of building more chalets/log cabins, it would be worth the view 
being taken into account as codes with good views are preferable to codes without such 
views. Additionally, to generate more income, it may be worth examining the currently built 
accommodation codes at destinations where there are no view distinctions made and 
considering if it would be worth grouping them into ‘view’ and ‘non-view’ groups. Thus, a 
small premium could be added to the chalets with a better view, and evidence suggests that 
visitors would be willing to pay a premium. Coefficients estimated for the presence of an 
electricity plug in a camp site, Z, were not statistically-significant for P or RevPAR; however, 
the statistically significant coefficient estimate for the Occ% model shows that there is 
definite preference for destinations containing plug points. 
Service levels and choices of additional accommodation options are captured by TSR, BB 
and NSC. TSR findings indicate that although there is a price premium paid for TSR 
destinations, there is no statistically significant effect on Occ% and consequently the effect 
on RevPAR is only statistically significant at the 10% level. Thus, although the set price by 
EKZNW indicates that there is a higher value product, this is not clearly displayed by visitors 
to the destination. This is shown by no improvement in Occ%, and thus no improvement in 
RevPAR. These results could be attributed to two possible causes: Firstly, if the price 
premium paid for TSR accurately reflects the utility gained on average by customers from 
staying at a TSR resort, ceteris paribus, then the potential tourist may be indifferent with 
regard to choice of TSR accommodation when compared to alternative options. This would 
be because the loss of utility due to an increase in price is almost exactly off-set by the utility 
gained from the benefits associated with TSR codes and, as a result, the more expensive 
destination is equally attractive as a cheaper, less luxurious destination. The second possible 
cause is the lack of advertising of the destinations. As noted in Section 3.3.3, there was very 
little or no mention of the star rating of the resorts on the bulk of EKZNW marketing media. 
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There was one pamphlet, and one separate web-site that advertised them and referred to the 
star rating. As a result, potential visitors may not be aware of the possible utility gains as a 
result of TSR and thus do not make purposeful choices to visit such destination codes. 
The BB variable capturing the presence of bed-and-breakfast services had a positive 
relationship with price which was expected as there is additional utility associated with an 
extra meal. There was, however, a negative association with Occ% and non-statistically 
significant, negative coefficient estimate in the RevPAR model. The implication is that from 
a tourist perspective in this sample, the balance between price and utility gain in BB 
accommodation codes is directed in such a way that the price increase is more than the 
overall utility increase, and as a result BB destinations are viewed as less preferable. The 
overall non-statistically significant change in RevPAR indicates that from the destination 
(EKZNW) perspective, the decrease in Occ% is offset by the increase in P. Another 
perspective may be that consumer preference is to provide their own meals, as this could be a 
source of more family time together and holiday enjoyment. The implication is that although 
there is no difference with RevPAR, there is lower overall profitability associated with BB 
destinations because there is additional cost associated with BB services. This would support 
studies of hotel performance where full service rooms are less profitable than non-service 
rooms (O’Neill & Mattila, 2006). There is also possibly large under-utilised capacity at the 
destination (as a result of low Occ%). This suggests that there are possible improvements in 
RevPAR available through improved marketing of the benefits associated with BB, possibly 
the quality of the meal, flexible meal times or additional package deals or discounts that 
could alter Occ% without markedly decreasing price.  
The non-self-catering (NSC) codes had a large positive estimated coefficient with P, and 
negative coefficients associated with Occ% and RevPAR. The most probable reason relates 
to the price differential associated with purchasing food, or the difficulty of self-organised 
meals in a NSC destination code. Tourism budget and time are said to be the two primary 
conflicting factors (Stabler et al., 2010). NSC presents a trade-off between budget and effort 
associated with ‘home’ produced meals, thus it is possible that for the majority of tourists 
visiting EKZNW PAs in the sample, there is a stronger association with budget constraint 
than the effort involved. It is also possible that tourists prefer self-catering facilities as it adds 
flexibility to meal times and/or choices and in most cases, when desired, an option of a visit 
to the restaurant would still be available. 
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Accommodation codes which are paraplegic friendly, (Pa), show a negative relationship with 
Occ% and RevPAR. This is not surprising as they are expected to be ‘with-held’ from the 
bulk of tourists in order to be available for paraplegic individuals. The more worrying result, 
however, is the Inc variable for joint-venture accommodation codes. The negative association 
with Occ% and RevPAR suggests that they are treated as less preferred codes. If this was 
known to potential investors or partners, it could form a serious dis-incentive to invest or 
partner with EKZNW. Where joint-ventures or market linkages are expected to improve 
profitability and marketing (Powell, 1992; Ingram & Roberts, 2000; Ritchie & Crouch, 2003; 
Torres et al., 2011), this is not the case. The nature in which joint ventures are undertaken 
and the type of accommodation codes which are established through them may need to be re-
thought. Marketing strategies could allow for the public to observe that there is a partnership 
with external entities in order to promote tourism and through that, conservation. Evidence of 
this, depending on how it is marketed, can allow the public to feel that they are an integral 
part of the conservation initiative and thus make them more willing to pay for an experience 
in the PA that they are assisting in conserving. This is supported by empirical research 
(Ballantyne et al., 2009) showing that wildlife tourism management practices that enlist 
tourists as conservation partners are most likely to succeed in attempting to meet both the 
needs of tourists and conservation. This includes communicating the reasons for tourist or 
conservation constraints, and keeping tourists informed with regard to best interactions with 
wildlife. 
The last variable is WC, specified to capture the effects of the 2010 World Cup as a national 
event. The WC time period was associated with lower prices, lower occupancies and 
statistically significantly lower incomes per room. This is surprising as the predictions 
associated with such events are predominantly of increased incomes due to increased visitors. 
Although the overall effect of the 2010 World Cup in South Africa was lower than expected 
(du Plessis & Maennig, 2011), such a negative result is surprising. International tourists that 
would usually travel to game reserves were possibly either put off by the perceived increased 
prices of travel at the time (e.g. air flights) or they chose rather to spend their money on 
soccer-related expenses such as mementoes and attending matches. For South Africans, they 
may have spent time and money focussed more on the soccer festivities of the time than on 
typical, South African PA holidays. These effects are all combined with a special promotion 
which was run by EKZNW over the period which could account for the decreased prices. A 
possible criticism of the use of this variable is that the scale of event was impractical for site 
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specific competitiveness of these destinations. Events can scale from an international level 
such as was used in this instance, to much smaller, such as weddings and conferences. This 
study shows that national events may not have the positive impact commonly quoted, 
however it does not consider smaller scale events. This may be an area of future research 
where the timing of small events such as weddings and conferences are analysed in relation 
to competitiveness. 
4.5 Ordering of conservation priorities  
4.5.1 Application of the models to the prioritisation problem 
Given the findings of the three models, the variables for prediction of tourism potential were 
ranked into three groups. The first grouping was according to RevPAR, the second was 
according to Occ% and the third was according to P. Each rank was constructed by summing 
the products of the attributes of the potential destination and the marginal effects for those 
attributes from the model in question. Mathematically, for each potential conservation area, p, 
according to RevPAR rank, r, the conservation rank Crp is given by: 
𝐶𝑟𝑝 = ∑ 𝛥𝛽𝑟𝑛𝑋𝑖𝑝
𝑖=𝑛
𝑖=1     (4.3) 
where the number of attributes (X) taken into consideration is n, for each potential 
conservation area, p and 𝛥𝛽𝑟𝑛 is the marginal effect calculated for the estimated RevPAR 
model for each characteristic. This study suggests that conservation areas should be 
prioritised according to their natural and location advantages; this implies that after a 
destination is selected, any combination of man-made capital could be invested, i.e. different 
accommodation types or facilities. In order to compare only relative site advantage, all 
facility and/or service coefficients (namely Ch, LC, V, Z, US, TU, TSR, BB, NSC, WC, Pa, 
and Inc), were set to 0. It is noted that V is technically a site attribute; however, the decision 
of where to construct accommodation within the destination is a micro-decision, whereas this 
is a macro-prediction of relative priority. As a result, the equation to calculate conservation 
rank, Crp, for destination p is: 
𝐶𝑟𝑝 = 176.80𝑂𝑐𝑝 − 88.99𝐷𝐿𝑟𝑝 − 92.47𝐷𝐽𝑝 + 18.74𝐷𝐷𝑝 − 140.34𝑆𝑝 − 19.59𝐵𝑝
+ 76.89 𝐸𝐵𝑝 + 68.46𝑆𝐶𝐺𝑝 + 59.60𝐸𝐹𝑟𝑝 + 26.46𝑁𝐵𝐹𝑝 + 518.01𝐵𝐹𝑝
+ 47.25𝐻𝐶𝑃 




And the equivalent equation for the second Occ% (O) rank, Cop, is:  
𝐶𝑜𝑝 = 19.91𝑂𝑐𝑝 − 3.06𝐷𝐿𝑝 − 8.50𝐷𝐽𝑝 − 0.50𝐷𝐷𝑝 − 17.24𝑆𝑝 − 5.83𝐵𝑝 − 9.56 𝐸𝐵𝑝
+ 9.62𝑆𝐶𝐺𝑝 + 16.14𝐸𝐹𝑝 + 6.87𝑁𝐵𝐹𝑝 + 16.45𝐵𝐹𝑝 + 14.06𝐻𝐶𝑃 
           (4.5) 
 
 
The final equation, for conservation ranking according to RevPAR, Cpp, is: 
𝐶𝑝𝑝 = 183.21𝑂𝑐𝑝 − 26.11𝐷𝐿𝑝 − 76.25𝐷𝐽𝑝 − 1.71𝐷𝐷𝑝 − 76.48𝑆𝑝 − 7.88𝐵𝑝 + 141.07 𝐸𝐵𝑝
+ 15.52𝑆𝐶𝐺𝑝 + 15.95𝐸𝐹𝑝 + 12.84𝑁𝐵𝐹𝑝 + 184.60𝐵𝐹𝑝 + 19.47𝐻𝐶𝑃 
           (4.6) 
where symbols for all of the equations in question have been defined (Table 1, Section 3.3.3, 
pg. 44-45).  
Data were collected on the characteristics of ten potential conservation areas currently under 
consideration by EKZNW. The marginal effects estimates for each attribute under 
consideration, along with the specific attributes of each site are presented in Table 10 
(overleaf). Variables that are exact and measured include the distance measures, DJ and DD, 
and the size measure (Ha), which is used to allocate the binomial size variable for small 
destinations (S). DJ and DD were calculated in the same way as in the previous models using 
Google Earth estimated travel times. Size estimates of the potential conservation areas were 
collected from geographical information system (GIS) maps of the areas. These were 
provided by the research department at EKZNW. Variables such as B, EB, SCG, EF, NBF, 
BF and HC are allocated according to: 
1) Proximity to parks of similar species/capacity that could potentially assist in 
translocation; closer location to such parks implies increased ease of translocation and 
thus higher potential of containing these species. 
2) Size (small destinations cannot contain the big five purely due to size restrictions), 
thus destinations classed as small have a disadvantage. 
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3) Physical features such as dams that could potentially be developed as fishing 
destinations; these features increase the potential profitability of a prospective 
conservation area. 
4) Proximity or relative involvement expected from communities given their location to 
the PA as well as proximity to places of historical significance; closer proximity to 
collaborative communities and areas of historical significance increases the potential 
for activities related to historical or cultural attractions. 
These aspects were considered in consultation with EKZNW assessment officers who begin 
the consideration of potential conservation sites. Relevant data collected for these sites are 
shown (Table 10). Data were collected through personal communication with professionals 
directly involved with securing conservation areas and agreements in EKZNW (Pers. Comm. 
Martindale, 2013). 
Given the characteristics outlined and the equations presented, the ten potential conservation 
areas were given a score (Table 11) after which they were ordered from first to last priority 
and plotted on a radar chart (Figure 5 overleaf). Note that the magnitude of the conservation 
scores (Table 11) are not indicative of actual P, Occ% or RevPAR values of the prospective 
destination because there are no facility values and no constant included in the equation. The 
values represent a relative rank which can allow ordering of conservation priorities. 
 
 
Item Name DD DJ S NBF BF EF B EB Oc DL HC SCG
A 3.25 6.75 0 1 0 1 1 0 0 0 0 1
B 3 4 1 5 1 0 1 0 0 0 0 1
C 2 4.25 1 2 0 1 1 0 0 0 0 1
D 3.75 5.5 1 2 0 0 1 0 0 0 0 1
E 5.25 7 1 2 0 0 1 1 0 0 0 1
F 5 6.5 1 1 0 0 1 1 0 0 0 1
G 3.25 5.5 1 5 1 0 1 1 0 0 1 0
H 2 5.25 1 0 0 1 1 1 0 1 0 1
I 3 3.75 1 1 0 1 1 1 0 0 1 1
J 2.25 6.25 1 0 0 0 1 1 0 0 1 1
Price -1.71 -76.3 -76.5 12.84 184.6 15.95 7.88 141.1 183.2 -26.1 19.47 15.52
Occ% -0.5 -8.5 -17.2 6.87 16.45 16.14 -5.83 -9.56 19.91 -3.06 14.06 9.11







Table 10. Attribute table for potential conservation areas under consideration
Source: Data collected from EKZNW. 
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Table 11. Scores for each potential conservation area according to occupancy, price and 




Occ% P RevPAR 
A -48.33 -544.54 -568.68 
B 20.08 -37.93 385.52 
C -20.21 -338.93 -334.47 
D -29.73 -376.71 -336.52 
E -69.28 -429.06 -510.57 
F -71.90 -403.35 -495.48 
G 2.72 -7.71 307.18 
H -55.07 -325.90 -491.96 
I -1.09 -78.34 -31.47 
J -62.59 -372.95 -503.10 























Figure 5. Priority ranking for potential conservation areas according 
to different models




The results in Figure 5 indicate that the order of priority of conservation areas varies 
depending on the competitiveness indicator used. The variation is, however, not very large, 
with the top three priorities (those closest to the centre of the chart) being the same priorities 
across the board albeit a slightly varied order. Slightly more variation in order is observed 
from the fourth priority; however, priorities 4-6 are again predominantly only three 
destinations (C, D and H). Given the direct relationship with incomes, RevPAR probably 
gives the most reliable result, and in this case is especially important because it illustrates 
which destinations are liable to have positive incomes and hence potentially be viable (Table 
11) as compared to some that may perform very poorly. It may only be advisable to develop 
tourism resorts in destinations B and G if they are conserved because they display substantial 
RevPAR advantages over the next best alternative (I). Note also that this analysis does not 
guarantee a successful tourism destination development and neither does it limit a successful 
destination in potential conservation areas which are ranked low. However, it does reduce the 
work load related to in-depth cost/benefit analyses of potential areas. Thus, given this result, 
the first priority in-depth analysis of tourism viability would be most sensibly allocated to 
potential conservation area B and then G as these are consistently predicted to be the most 
competitive. 
The variation in order of priorities is very low between Occ% and RevPAR, with 
discrepancies only seen on priority positions 6, 7, and 10. The difference of order is much 
greater between P and either of these two indicators. This supports past findings that Occ% is 
a strong indicator of overall performance of a destination (Jeffrey & Barden, 2000; 2001) and 
indicates the importance of competitiveness analysis or prioritisation according to expected 
destination performance rather than price. 
4.5.2 Challenges with implementation of the prioritisation solution 
The results and implications outlined in Section 4.5.1 apply directly to the conservation 
problem. However, a number of challenges may appear with implementation of this 
perspective. In a parastatal conservation agency such as EKZNW, there is a continuous trade-
off between the public and the private benefit, in this case, conservation outcome and 
profitability, respectively. A bias towards the private benefit has been presented most 
evidently in this study (See Section 2.1.2), and thus the results in Section 4.5.1 are directed 
towards prioritising cost-effective conservation. However, from a public perspective, these 
models may be applied differently.  
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In the event that the potential conservation areas outlined all had highly valuable and 
irreplaceable biodiversity, the public (conservation) incentive is to conserve the least 
profitable first! The rationale behind this is that areas that are potentially profitable as a 
tourism destination are more likely to get purchased and used for tourism in the private 
market; as a result conservation may happen as a positive spin-off of such investment. 
However, if the area will make no money in tourism, the incentive is for the private market to 
use the potential conservation area for another, more profitable use, for example agriculture. 
If this were the case, in the public interest, destinations that are small, with low attraction 
characteristics should be conserved first in order to prevent them being destroyed by 
alternative development. 
This is well depicted in a case where a small, biodiversity rich region near to a town is a 
prospective site. Because of urban development and the premiums paid for accessible 
farmland, among other things, such a property is likely to be a ‘high-risk’ loss for 
biodiversity, even though in tourism it may make no money. This is compared to a 
destination that is far away and may command significant incomes, but there is no immediate 
risk of development or large-scale land-use change. Ultimately, the choice is made by 
conservation practitioners. As an economist, the arguments in this thesis have been outlined 
(Section 2.1.2) and generally favour a private approach, whereby the choice of prioritisation 
is made taking into consideration the potential business incomes from the site. This would 
promote the sustainability of the investment. However, it is important to keep various 
prospective uses of results in mind when addressing the results outlined. 
4.6 Summary 
Chapter 4 has presented the results for three models which regress various proxies of 
competitiveness of a destination on the characteristics of the destination. The results of these 
regressions were discussed in light of competitiveness and prioritisation of conservation 
areas. Though the better indicator of competitiveness is usually RevPAR, in this case 
deductions were made by comparing P, Occ% and RevPAR. The empirical results and 
discussions effectively outline a number of potential changes that could be undertaken by 
EKZNW management in order to improve the competitiveness of the destinations in 
question. These are expanded on in the conclusion (Chapter 5), where the implications for 
policy, competitiveness and future research are presented.  
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The primary aim of this thesis, to prioritise conservation according to tourism potential 
competitiveness, was enacted and discussed. Ten potential conservation areas were ranked 
according to competitiveness and hence prioritisation importance for conservation. These 
ranks were presented within a discussion of the differing applications of the rank depending 
on the decision maker. There are aspects of both public and private interest involved in any 




CHAPTER 5. CONCLUSIONS AND POLICY IMPLICATIONS 
5.1 Conclusions 
This study contributes to the existing literature in two ways. Firstly, it illustrates prioritisation 
of conservation areas according to competitiveness gain by destinations according to their 
naturally endowed resources. This was done by using Tobit regression analysis to quantify 
the marginal effects of destination attributes on P, Occ% and RevPAR. A prioritisation 
example was then presented for a number of potential conservation areas currently under 
consideration by EKZNW. This prioritisation ranking was done by calculating a score for 
each area according to competitiveness based on P, Occ% and RevPAR. The values of the 
attributes of the destinations under consideration were multiplied by the respective estimated 
marginal effects for each attribute. These products were then summed for each destination. 
The result is that for destinations that are biologically equally important for conservation, the 
more advantageous (from a competitiveness perspective) could be selected as priorities. 
Because most of South African conservation activities depend on government funding, this is 
especially applicable in the future given expected government funding constraints.  
Secondly, the study compares the use of P, Occ% and RevPAR as proxies for 
competitiveness and how these influence conservation priority choices. Previous studies tend 
to use only one of the three competitiveness proxies; however, this was shown to omit 
important information that may be inferred with regard to the relationships between them. 
This study compares the P, Occ% and RevPAR models and suggests how competitiveness 
can be better analysed by use of multiple models. This use of a combination of indicators is 
relatively scarce in the literature. 
The study identified and quantified site attributes that contribute to the competitiveness of 
Nature Based Tourism (NBT) in KZN. Spatially, the most influential of the factors analysed 
were the size and location of the park relative to Johannesburg. Larger parks in the sample 
were more competitive than smaller parks and so their conservation could be prioritised. 
Additionally, ocean destinations were found to be more competitive than inland destinations 
by virtue of their physiography. For inland destinations, the main factor that affects the 
overall incomes of the destination is whether or not the destination contains the ‘Big Five’.   
There are a number of policy implications from the study specific to EKZNW that may 
potentially improve the organisation’s competitiveness in the long-term. These are addressed 
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in Section 5.2. The most influential aspects identified that EKZNW management can address 
to improve competitiveness are with regard to balancing pricing with expected customer 
utility and by improving the marketing of the destinations. Areas for future research are 
outlined in Section 5.3.  
5.2 Policy implications 
5.2.1 Pricing and utility 
Pricing policy within EKZNW in the past has not been regularly updated and may have 
become less competitive compared to surrounding competitors. Additionally, because of the 
emphasis of the mandate of EKZNW on conservation, it is possible that attractants (primary 
reasons for destination appeal) that are also conservation priorities are over-valued by the 
‘supplier’ compared to the value of the attractant to the tourist. One example where such a 
relationship has been relevant is with regard to the availability of exceptional birding. Birding 
is highly regarded by EKZNW because (1) a high diversity in a destination represents a 
conservation success, (2) bird life is a common indicator of overall biodiversity richness and 
isolation, because birds tend to be sensitive to disturbance, and (3) there is awareness that 
birding is a niche market with high revenue potential. As a result the EKZNW destinations 
with good birding have a premium charge. On the other side of the market, the tourists 
(demand) may not value birding as highly, or in the quantity available and are less willing to 
pay price premiums and hence occupancy decreases and overall benefit for EKZNW from 
birding decreases. This implies that it is imperative that there is a balance between the 
understandings of value from a conservation perspective, and utility from a tourist 
perspective. Management at EKZNW may need to consider a number of options in order to 
take advantage of the potential competitive edge that could be gained via exceptional birding 
destinations, such as: 
1) The price associated with destinations yielding good birding could be lowered to 
make them more affordable for more customers, and 
2) Marketing may be improved by advertising different aspects of the destination, i.e. 
destinations containing exceptional birding are highly unlikely to have birding as a 
‘stand-alone’ product. However, more visitors may be attracted by marketing 
focussed on large mammals or ocean environment in the event that those are available 




The challenge with the possible alterations suggested in (1) is that birding is a fairly 
specialised pastime; as a result, the demand is likely to be relatively price in-elastic. If this is 
the case, a 1% decrease in price is likely to cause a less than 1% increase in the quantity of 
that product demanded ceteris paribus, hence an overall loss of revenue. If it was possible to 
do effective split marketing, birding could be marketed as a high value product to known 
birders, and a cheaper, alternative product to other potential customers. 
Another recommendation is that the pricing premiums paid for birding quality be decreased. 
The provision of bed and breakfast at select destinations should also be re-considered. 
Potentially, bed and breakfast could become an optional add-on. Thus, the decrease in 
occupancy associated with bed and breakfast destinations could possibly be changed. 
Alternatively, the price premiums paid could be decreased thus increasing willingness to pay. 
5.2.2 Marketing of destinations 
Given the importance of reconciling pricing and the utility derived from an experience in a 
destination, marketing must align well with the experience in that destination. This is 
important from two perspectives. Firstly, good marketing of characteristics that people 
demand could entice more first time visitors (e.g. in a birding and wildlife destination, 
wildlife should be marketed prominently). Secondly, expectations that are generated by 
advertising must be met (and possible exceeded) so that the utility derived is equal to or 
greater than what was expected. In this way, visitors are more likely to desire a repeat visit. A 
number of specific changes in marketing could include:  
 Attributes such as three star rating that reflect the higher quality of the destination 
accommodation should be prominently advertised, possibly even highlighting specific 
attributes associated with that rating.  
 Experiences such as viewing the big five should be more prominently marketed on 
pamphlets and the web. 
 Niche experiences such as birding should be marketed in such a way as to 
complement alternative marketing. For example, a pamphlet called “Birder’s guide to 
KZN parks” could outline birding areas and be along-side park specific adverts that 
focus more on wildlife (due to increased volumes). Similar techniques could be 
employed for sale of battle field tours and/or cultural experiences. Internationally and 




 Adding a ‘search by activity’ or ‘search by price’ function to the internet web 
marketing site may assist potential visitors in deciding between the many potential 
destinations. Currently the EKZNW web-based advertising is predominantly on a 
‘browse by park’ basis, and bookings cannot be made directly online.  
 Use of social media marketing such as Twitter and/or Facebook may widen the range 
of people that are reached when compared to the current marketing methods.  
These recommendations are a range of possibilities, the cost/benefit of such implementations 
would have to be evaluated and could be one of a number of directions for further research 
(Section 5.3). 
5.3 Directions for further research 
Drawing from the implications for management (Section 5.2) and the limitations of the study 
(Section 1.5), this study can also provide a platform for further research into the factors 
affecting competitiveness and prioritisation of conservation. It is apparent that more research 
on tourist preferences within EKZNW PAs is required. In order to further understanding of 
tourist choices, studies of displayed preference presented here can be complemented by stated 
preference methods. This could potentially also inform the type of communication that 
tourist’s desire from the management of the PAs with specific regard to conservation. It may 
also identify relevant marketing communication strategies to use for target marketing. 
A study which simultaneously considers the prices of various alternative destinations in close 
proximity to the PAs in question could possibly help guide in choices regarding the price of 
products. In this way, the causes of variations observed in this study could be validated with 
respect to the influence of price, possible alternatives and the factors driving the final tourist 
choice. A survey of a wider variety of destinations (competitors) would potentially assist in 
establishing clear elasticities of demand for various attributes of a tourist product.  
Research into the effect of current marketing strategies within EKZNW, coupled with 
attempts to distinguish the most appropriate marketing methods of marketing to target 
different demographic groups of the public, and could improve the tourist influx to parks. 
This could also consider customer loyalty to EKZNW parks, and the factors affecting such 
loyalties as this would influence re-visit decisions. Similarly, marketing channels and the ease 
with which bookings could be made may improve willingness of tourists to deal directly with 
EKZNW rather than operating through agents or other private parks.  
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This study has attempted to begin the development of prioritisation of conservation areas 
from a potential ecotourism perspective, that is, a competitiveness perspective. In order to 
advance this prioritisation method, developments specifically pertaining to the community 
factors affecting ecotourism success could be included. If these factors, or some of them, can 
be identified prior to investment, then there may be a much higher success rate in the future 
for ecotourism enterprises. Similarly, this study presents a prioritisation method that can be 
used alongside prioritisation using irreplaceability, however combining the two methods into 
one index may assist decision making in the future. 
Another element of prioritisation and tourism competitiveness to research would be an 
analysis of factors affecting the running costs of PAs. Although this study has addressed 
some of the spatial factors affecting incomes to destinations, it has not taken into account the 
spatial effects of running costs. This may be a key element to distinguish the most influential 




CHAPTER 6. SUMMARY 
Prioritisation of conservation areas is changing from being based on an almost entirely 
ecological focus to a combined economic and ecological focus. The economic aspects of 
prioritisation have primarily aimed at least cost conservation. NBT is the most preferred 
method that EKZNW desire to use to fund their conservation; for this reason, this study 
suggested and demonstrated a way that the competitiveness of NBT destinations could be 
used for prioritisation. To do this, the study undertook to understand the factors that 
contribute to tourism potential, and ultimately, competitive advantage. The Tourism 
Competitiveness Framework (Ritchie & Crouch, 1999) formed the basis for understanding 
the factors influencing competitiveness. Empirical research was based on the Characteristics 
Framework which is based on the same concept as hedonic price analysis. 
With consultation of a wide range of tourism research, three dependent variables were 
selected for analysis in order to provide different perspectives on the competitiveness of 
destinations. These were price (P), occupancy percentage (Occ%) and revenue per available 
room (RevPAR). P provides the most widely used measure of perceived value for those 
partaking in the tourism, whereas Occ% provides a measure of popularity given a specific set 
of characteristics of the destination, and RevPAR captures the proxy of income value of 
certain characteristics to the management of a destination in question. Characteristiscs of the 
destinations in question were selected from marketing media released by EKZNW with 
consultation of other literature. This was used as a source of the characteristics of the 
destination because tourist visiting decisions are most often made “sight-unseen,” i.e. the 
tourists may decide to visit a certain destination although they have never seen the product 
offered; their decisions and expectations are shaped by the advertising media presented to 
them. Originally 32 explanatory variables were selected. In order to decrease 
multicollinearity problems in the data set, taking into consideration previous research, six 
explanatory variables were later dropped. This took the total of explanatory variables to 26 of 
which two were omitted from the analysis to prevent perfect collinearity associated with the 
‘dummy-variable’ trap. 
After examining a number of econometric models of panel data utilising both OLS and MLE 
techniques, panel data Tobit regression was selected as the most appropriate econometric 
model. This allowed estimation taking into consideration the censoring of Occ% at 0 and 
100% and P and RevPAR at 0. Supporting models were estimated using bootstrapping and 
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panel data GLS in order to observe if the estimated results were robust to changes in the 
estimation technique. Post estimation test for heteroskedasticity, autocorrelation and to 
identify if a fixed or random effects models were more appropriate were also estimated. It 
was found that all of the results were relatively robust to estimation techniques and there 
were no reasons identified from post-estimation tests to reject the validity of the estimated 
results. 
Although the better indicator of competitiveness is usually RevPAR, deductions were made 
by comparing P, Occ% and RevPAR. Marginal effects were estimated at the means of all of 
the explanatory variables for each of the three models. It was found that the most influential 
aspects affecting competitiveness which are also related to prioritisation of conservation areas 
included: 
1) Location beside the ocean (Oc); the coefficient estimates for this variable where 
strongly positive and in most cases highly significant. Thus conservation areas should 
be prioritised, where possible, on the coast-line. None of the ten potential 
conservation areas that prioritisation was applied to had this attribute; 
2) Small destination (S); coefficient estimates for S were consistently large, negative and 
highly statistically significant. Prioritisation, where possible should incorporate larger 
areas, or be small areas which are linked to an already conserved, larger area; 
3) The distance from Johannesburg (DJ) consistently showed a negative relationship 
with all of the competitiveness variables indicating that potential conservation areas 
are relatively worse off for prioritisation the further they are from Johannesburg; and, 
4) The presence of the Big Five (BF) and the number of the Big Five present (NBF) both 
were both positively related to the various proxies for competitiveness (significant at 
varying degrees). Competitiveness of land destinations is thus largely driven by 
aspects of what is ‘on’ the land rather than just the scenery and wildness itself. 
A number of competitiveness conclusions are drawn from exceptional birding destinations 
(EB) which yielded slightly conflicting results. EB appears to be highly valued by individuals 
(hence positive relationship with price), and yet they are negatively related with Occ%. This 
may indicate that EKZNW management is either: 
1) Over-pricing aspects of birding, and/or, 
2) Under-advertising the beneficial aspects of birding in the destinations in question. 
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A study with specific regard to marketing birding may yield valuable insights for EKZNW 
management with regard to their pricing and marketing strategies for destinations selling EB 
aspects. Similar studies may be advised for destinations selling exceptional fishing (EF) 
which are relatively popular (high coefficient estimate for Occ%) but have no significant 
effect on RevPAR. 
With regard to service levels and destination management characteristics, three star resorts 
and accommodation which had self-catering were found to be consistently more competitive 
than un-rated or non-self-catering resorts. Accommodation codes which included the price of 
breakfast in the accommodation fee (BB) were found to be less popular (Occ%); however, 
the relationship with RevPAR was non-significant (probably due to the relatively higher 
prices as captured by positive relationship between BB and P). 
In order to illustrate the concept of prioritisation according to destination competitiveness, the 
results were used to rank 10 potential conservation areas in order of competitiveness, and 
thus conservation priority. The first three destinations were prioritised relatively consistently, 
after which there was more variation in the order of prioritisation order (when comparing 
between prioritisation using P, Occ% and RevPAR). The variation in order was smaller 
between Occ% and RevPAR than comparisons with P, which confirms past findings that 
Occ% may be used as a research alternative when RevPAR is unavailable.  
This study successfully illustrated a way in which conservation areas can be prioritised 
according to relative competitiveness of the location. A number of competitiveness attributes 
within destinations were also identified and discussed. Ten potential conservation areas were 
ranked according to competitiveness and hence priority for conservation. The variations in 
the ranking order were discussed in light of varying priorities of a decision maker.  
To the author’s knowledge, this study is the first of its kind to apply aspects of 
competitiveness of potential tourism destinations to the problem of prioritisation of 
conservation areas. As such there are many potential improvements in the process undertaken 
as well as a number of further applications that can be applied using the current study. The 
most apparent of these is the future combination of the financial potential with the ecological 
prioritisation already used by EKZNW. At present the current methodology could be used to 
identify between relatively equal (in terms of irreplaceability) potential conservation areas; 
however, this does not consider potential conservation areas of varying ecological importance 
which was beyond the scope of the current study.  
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This study has achieved its objectives of identifying and quantifying spatial aspects that give 
NBT destinations within EKZNW competitive advantage. The study went on to illustrate the 
potential for conservation areas to prioritise at least in part according to the competitiveness 
of a possible tourism resort established in that destination. In order to aid conservation areas 
in becoming financially sustainable in the long term with only NBT incomes, it is advised 






Aldred, J. 1994. Existence value, welfare and altruism. Environmental Values 3(4):381-402. 
Amemiya, T. 1973. Regression analysis when the dependent variable is truncated normal. 
Econometrica 41:997-1016. 
Anderson, T.W. 2003. An Introduction to Multivariate Statistical Analysis, 3rd edition, John 
Wiley and Sons, New York. 
Anderson, J.R. & Crocker, T.D. 1971. Air pollution and property values. Urban Studies 
8:171-180. 
Ando, A., Camm, J., Polasky, S. & Solow, A. 1998. Species distributions, land values and 
efficient conservation. Science 279:2126-2128. 
Arthur, J.L., Camm, J.D., Haight, R.G., Montgomery, C.A. & Polasky, S. 2004. Weighing 
conservation objectives: Maximum expected coverage versus endangered species protection. 
Ecological Economics 14(6): 1936-1945. 
Arthur, J.L., Haight, R. G., Montgomery, C.A. & Polasky, S. 2002. Analysis of the threshold 
and expected coverage approaches to the probilistic reserves site selection problem. 
Environmental Modelling and Assessment 7:81-89. 
Atkinson, G., Bateman, I. & Mourato, S. 2012. Recent advances in the valuation of 
ecosystem services and biodiversity. Oxford Review of Economic Policy 28(1): 22-47. 
Attfield, R. 1998. Existence value and intrinsic value. Ecological Economics 24:163-168. 
Aylward, B. 2003. The actual and potential contribution of nature tourism in Zululand: 
Considerations for development, equity and conservation. In: Aylward, B & Lutz, E. 2003. 
Nature Tourism, Conservation and Development in KwaZulu-Natal, South Africa. The World 
Bank, Washington: 3-40. 
Baade, R.A. & Matheson, V.A. 2004. The quest for the cup: Assessing the economic impact 
of the World Cup. Regional Studies 38(4):343-354. 
Baumgartner, S. 2004. Optimal investment in multi-species protection: Interacting species 
and ecosystem health. Eco-Health 1:101-110. 
Bauer, J. & Herr, A. 2004. Hunting and fishing tourism. In: K. Higginbottom (Ed.) Wildlife 
Tourism, Impacts, Management and Planning. Common Ground Publishing, Australia: 57-
77. 
Ballantyne, R., Packer, J. & Hughes, K. 2009. Tourists’ support for conservation messages 




Baloglu, S. & Uysal, M. 1996. Market segments of push and pull motivations: a canonical 
correlation approach. International Journal of Contemporary Hospitality Management 
3(8):32-38. 
Baltagi, B.H. 2002. Econometrics (3rd Edition). Springer-Verlag, Berlin, Heidleberg, New 
York. 
Baltagi, B.H. 2005. Econometric analysis of panel data (3rd Edition). John Wiley & Sons, 
Ltd. Chichester. 
Baltagi, B.H., Bresson, G. & Pirotte, A. 2003. Fixed effects, random effects or Hausman-
Taylor? A pretest estimator. Economics Letters 70: 361-369. 
Bartels, B. 2008. Beyond “fixed versus random effects”: a framework for improving 
substantive and statistical analysis of panel, time-series cross-sectional, and multilevel data. 
The Society for Political Methodology 1-43.  
Bastian, C.T., McLeod, D.M., Germino, M.J., Reiners, W.A. & Blasko, B.J. 2002. 
Environmental amenities and agricultural land values: A hedonic model using geographical 
information systems data. Ecological Economics 40:337-349. 
Berry, W.D. & Feldman, S. 1985. Multiple Regression in Practice. Sage Publications.Inc. 
Thousand Oaks, California. 
Biggs, D. 2013. Birding, sustainability and ecotourism. In: R. Ballantyne & J. Packer (Eds.) 
International Handbook on Ecotourism. Edward Elgar Publishing Inc. Vheltenham, UK: 394-
403. 
Bojanic, D. 2011. Using a tourism importance-performance typology to investigate 
environmental sustainability on a global level. Journal of Sustainable Tourism 19(8):989-
1003. 
Butler, R. & Suntikul, W. 2013.Tourism and war, an ill wind? In: R. Butler, & W. Suntikul 
(Eds.) 2013. Tourism and War. Routledge, New York. 1-11. 
Butler, R.W. & Boyd, S.W. (Eds.) 2000. Tourism and National Parks. John Wiley & Sons 
Ltd. Chichester U.K. 
Carbutt, C. & Goodman, P.S. 2010. Assessing The Management Effectiveness of State-owned, 
Land-based Protected Areas in KwaZulu-Natal. Ezemvelo KZN Wildlife. Unpublished, 
confidential report, Queen Elizabeth Park, Pietermaritzburg.  
Cardinale, B.J., Duffy, J.E., Gonzalez, A., Hooper, D.U., Perrings, C., Venail, P., Narwani, 
A., Mace, G.M., Tilman, D., Wardle, D.A. Kinzig, A.P., Daily, G.C., Loreau, M., Grace, J.B., 
Lariguderie, A., Srivastava, D.S. & Naeem, S. 2012. Biodiversity loss and its impact on 
humanity. Nature 486:59-67. 
Cameron, A.C. & Trivedi, P.K. 2010. Microeconometrics using Stata. Revised Edition. Stata 
Press, College Station, Texas. 
107 
 
Cater, E. 1993. Ecotourism in the third world: problems for sustainable tourism development. 
Tourism Management 14(2):85-90. 
Ceballos, G. & Ehrlich, P.R. 2002. Mammal population losses and the extinction crisis. 
Science 296:904-907. 
Ceballos-Lascurain, H. 1987. The future of ecotourism. Mexico Journal 1(17):13-19. 
Cernat, L. & Gourdon, J. 2012. Paths to success: Benchmarking cross-country sustainable 
tourism. Tourism Management 33:1044-1056. 
Chan, K.M.A., Shaw, M.R., Cameron, D.R., Underwood, E.C. & Daily, G.C. 2006. 
Conservation planning for ecosystem services. PLOS Biology 4(11):e379. Accessed online at 
http://www.plosbiology.org/article/info%3Adoi%2F10.1371%2Fjournal.pbio.0040379 on 
15/06/2012. 
Christie, I.T. & Crompton, D.E. 2001. Tourism in Africa. Africa Region Working Paper 
Series no. 12 The World Bank. Accessed online at: 
http://www.worldbank.org/afr/wps/wp12.pdf on 10/02/2013 
Constanza, R., Cumberland, J., Daly, H., Goodland, R. & Norgaard, R. 2007. An Introduction 
to Ecological Economics. In: Encyclopaedia of Earth. Cutler, J. (Ed.) Cleveland. 
Washington, D.C. Accessed online at: 
http://www.eoearth.org/article/An_Introduction_to_Ecological_Economics_(e-book) on 
15/04/2013. 
Cordell, H.K., Herbert, N.G. & Francis, P. 1999. The growing popularity of birding in the 
United States. Birding 31(2):168-176. 
Crouch, G.I. & Ritchie, J.R.B. 1999. Tourism, competitiveness and societal prosperity. 
Journal of Business Research 44:137-152. 
Dagenais, M. 1975. Application of a threshold regression model to household purchases of 
automobiles. Review 57:275-285. 
Dasgupta, P. 1996. The economics of the environment. Environment and Development 
Economics 1(4):387-428. 
Department of Environmental Affairs and Tourism (DEAT). 1996. The development and 
promotion of tourism in South Africa. White Paper, Government of South Africa, Pretoria. 
Di Minin, E., Fraser, I., Slotow, R. & MacMillan, D.C. 2013. Understanding heterogeneous 
preference of tourists for big game species: Implications for conservation and management. 
Animal Conservation 16:249-258. 
Dickie, M., Delorme, C.D. Jr. & Humphreys, J.M. 1997. Hedonic Prices, goods-specific 




Ditton, R.B., Holland, S.M. & Anderson, D.K. 2002. Recreational fishing as tourism. 
Fisheries 27(3):17-24. 
Drechsler, M. 2005. Probabilistic approaches to scheduling reserves selection. Biological 
Conservation 122:253-262. 
Drukker, D.M. 2002. Bootstrapping a conditional moments test for normality after Tobit 
estimation. The Stata Journal 2(2):125-139. 
Drukker, D.M. 2003.Testing for serial correlation in linear panel-data models. Stata Journal 
3(2):168-177. 
du Plessis, S. & Maennig, W. 2011. The 2010 world cup high-frequency data economics: 
effects of international tourism and awareness for South Africa. Development Southern Africa 
28(3):349-365. 
Dunkley, R., Morgan, N. & Westwood, S. 2011. Visiting the trenches: Exploring meanings 
and motivations in battlefield tourism. Tourism Management 32:860-868. 
Elkington, J. 1997. Cannibals with forks: the Triple Bottom Line of the 21st Century Business. 
Capstone Publishing Ltd. Oxford. 
Elad, R.L., Clifton, I.D. & Epperson, J.E. 1994. Hedonic estimation applied to farmland 
market in Georgia. Journal of Agriculture and Applied Economics 26(2):351-366. 
Enright, M.J. & Newton, J. 2004. Tourism destination competitiveness: a quantitative 
approach. Tourism Management 25:777-788. 
Enright, M.J. & Newton, J. 2005. Determinants of tourism destination competitiveness in 
Asia Pacific: Comprehensiveness and universality. Journal of Travel Research 43:339-350. 
Eppink, F.V. & van den Bergh, J.C.J.M. 2007. Ecological theories and indicators in economic 
models of biodiversity loss and conservation: A critical review. Ecological Economics 
61:284-293. 
Escott, B., Livingstone, T.C., Elliot, F., Nxele, B., Harris, J. & Jewitt, D. 2012. Document 
Describing the Conservation Planning Terms for the EKZNW Spatial Planning Products. 
Accessed from EKZNW research and policy documents, Queen Elizabeth Park, 
Pietermaritzburg.  
Espinet, J.M, Saez, M., Coenders, G. & Fluvia, M. 2003. Effect on prices of the attributes of 
holiday hotels: a hedonic prices approach. Tourism Economics 9(2):1-13. 
Ewing, B., Reed, A., Galli, A., Kitzes, J. & Wackernagel, M. 2010. Calculation Methodology 
for the National Footprint Accounts, 2010 Edition. Oakland: Global Footprint Network. 
EKZNW. 2009. Ezemvelo KwaZulu-Natal Wildlife Strategy plan, 2009-2014. Accessed 
online at http://www.ekznw.co.za/EKZN_Strategy_2009_2014.pdf on 31/10/2012. 
109 
 
Ezemvelo KwaZulu-Natal Wildlife Profile. 2013. Accessed online at 
http://www.kznwildlife.com/index.php/about-ezemvelo-kzn-wildlife.html on 9/05/2013. 
Faith, D.P. 1995. Biodiversity and Regional Sustainability Analysis. Lyneham, Austria. 
CISRO Division of Wildlife Ecology. 
Ferreira, S. 2011. South African tourism road to economic recovery: 2010 FIFA Soccer 
World Cup as vehicle. Tourism Review International 15:91-106. 
Ferrier, S., Pressey, R.L. & Barrett, T.W. 2000. A new predictor of the irreplaceability of 
areas for achieving a conservation goal, its application to real-world planning, and a research 
agenda for further refinement. Biological Conservation 93(3):303-325. 
Fenwick, L.T. & Lyne, M.C. 1999. The relative importance of liquidity and other constraints 
inhibiting the growth of small-scale farming in KwaZulu-Natal. Development Southern 
Africa 16(1):141-155. 
Filmer, D. & Pritchett, L. 2001. Estimating wealth effects without expenditure data-or tears: 
An application to educational enrolments in states of India. Demography 38:115-132. 
Freeman, A.M. 2003. The Measurement of Environmental and Resource Values. RFF Press, 
Washington DC. 
Freitag, S., Nicholls, A.O. & van Jaarsveld, A.S. 1996. Nature reserves selection in the 
Transvaal, South Africa: what data should we be using? Biodiversity and Conservation 
5:685-698. 
Fugitives Drift. 2014. Battlefield Tours Itinerary. Accessed online at 
http://www.fugitivesdrift.com/tours/battlefield-tours/ on 12/02/2014. 
Garrod, G.D. 1992. Valuing goods’ characteristics: an application of the hedonic price 
method to environmental attributes. Journal of Environmental Management 34(1):59 
Goodwin, H. 2000. Tourism, national parks and partnerships. In: R.W. Butler, & S.W. Boyd 
(Eds.) Tourism and National Parks. John Wiley & Sons. Ltd., Chichester, U.K. 245-262. 
Goodwin, H.R. 1996. In pursuit of ecotourism. Biodiversity and Conservation 5:277-291. 
Goodwin, H.R. 2003. Five kinds of capital: useful concepts for sustainable development. 
Global Development and Environment Institute Working Paper No. 03-07. 
Gossling, S., Hansson, C.B., Horstmeier, O. & Saggel, S. 2002. Ecological footprint analysis 
as a tool to assess tourism sustainability. Ecological Economics 43:199-211. 
Grabowski, J.H., Brumbaugh, R.D., Conrad, R.F., Keeler, A.G., Opaluch, J.J., Peterson, 
C.H., Piehler, M.F., Powers, S.P. & Smyth, A.R. 2012. Economic valuation of ecosystem 
services provided by oyster reefs. BioScience 62(10): 900-909. 




Green, R & Giese, M. 2004. Negative Effects of Wildlife Tourism on Wildlife. In: 
Higginbottom, K. (Ed.) 2004. Wildlife Tourism: impacts, management and planning. 
Common Ground Publishers, Australia. Pp. 81-92. 
Guan, W. 2003. From the help desk: Bootstrapped standard errors. The Stata Journal 2(1):71-
80. 
Gujarati, D.N. & Porter, D.C. 2009. Basic Econometrics. McGaw-Hill Publishers, Singapore. 
Gujarati, D.N. 2011. Econometrics by Example. Palgrave MacMillan, London.  
Haber, S. & Reichel, A. 2005. Identifying performance measures of small ventures-the case 
of the tourism industry. Journal of Small Business Management 43(3):257-286. 
Hacking, T. & Guthrie, P. 2008. A framework for clarifying the meaning of the Triple 
Bottom-Line, integrated, and sustainability assessment. Environmental Impact Assessment 
Review 28:73-89. 
Haider, S. & Jax, K. 2007. The application of environmental ethics in biological 
conservation: a case study from the southernmost tip of the Americas. Biodiversity 
Conservation 16:2559-2573. 
Hamilton, J.M. 2007. Coastal landscape and the hedonic price of accommodation. Ecological 
Economics 62:594-602. 
Haub, C. 2012. Fact sheet: World Population Trends 2012. Population Reference Bureau. 
Accessed online at http://www.prb.org/Publications/Datasheets/2012/world-population-data-
sheet/fact-sheet-world-population.aspx on 13/05/2012. 
Hausman, J.A. 1987. Specification tests in econometrics. Econometrica 46:1251-1271. 
Hausman, J.A. & Wise, D.A. 1977. Social experimentation, truncated distributions and 
efficient estimation. Econometrica 45:919-938. 
Hoechle, D. 2007. Robust standard errors for panel regression with cross-sectional 
dependence. The Stata Journal 7(3):281-312.  
Hotelling, H. 1933. Analysis of complex statistical variables into principal components. 
Journal of Educational Psychology 24(6):417-441. 
Hughey, K.F.D., Cullen, R. & Moran, E. 2003. Integrating economics into priority setting 
and evaluation in conservation management. Conservation Biology 17(1):93-103. 
Hunt, L.M., Boxall, P., Englin, J. & Haider, W. 2005. Forest harvesting, resource-based 
tourism, and remoteness: an analysis of northern Ontario’s sport fishing tourism. Canadian 
Journal of Forest Research 35:401-409. 
Hunter, C. 2002. Sustainable tourism and the touristic ecological footprint. Environment, 
Development and Sustainability 4(1):7-20. 
111 
 
Introduction to SAS. 2013. UCLA: Statistical Consulting Group. Accessed online from 
http://www.ats.ucla.edu/stat/stata/dae/tobit.htm on 19/11/2013. 
Ingram, P. & Roberts, P.W. 2000. Friendships among competitors in the Sydney Hotel 
Industry. American Journal of Sociology 106(2):387-423. 
Isidindi Zulu Lodge. 2014. Isibindi Zulu Lodge, Zulu Culture and History. Accessed online at 
http://www.fugitivesdrift.com/tours/battlefield-tours/ on 15/02/2014. 
Ivanovic, M. 2011. Exploring the authenticity of the Tourist Experience in Cultural Heritage 
tourism in South Africa. Unpublished. M.A. Thesis, Tourism. North-West University, 
Potcheftroom Campus. 
Jachmann, H., Blanc, J., Nateg, C., Balangtaa, C., Debrah, E., Damma, F., Atta-Kusi, E. & 
Kipo, A. 2011. Protected area performance and tourism in Ghana. Southern African Wildlife 
Management Association 41(1):95-109. 
Jamal, T.B. & Getz, D. 1995.Collaboration theory and community tourism planning. Annals 
of Tourism Research 22(1):186-204. 
Jeffrey, D. & Barden, R.R.D. 2000. Monitoring hotel performance using occupancy time-
series analysis: the concept of occupancy performance space. International Journal of 
Tourism Research 2:383-402. 
Jeffrey, D. & Barden, R.R.D. 2001. Multivariate models of hotel occupancy performance and 
their implications for hotel marketing. International Journal of Tourism Research 3:33-44. 
Jeffrey, D., Barden, R.R.D., Buckley, P.J. & Hubbard, N.J. 2002. What makes a successful 
hotel? Insights on hotel management following 15 years of hotel occupancy analysis in 
England. The Service Industries Journal 22(2):73-88. 
Jolliffe, I.T. 2004. Principal Components Analysis 2ndedition. Springer Science and Business 
Media, New York. 
Karanath, K.K. & DeFries, R. 2010. Nature-Based tourism in Indian protected areas: New 
challenges for park management. Conservation Letters 4:137-149. 
Kolenikov, S., & Angeles, G. 2004. The Use of Discrete Data in PCA: Theory, Simulations, 
and Applications to Socioeconomic Indices. Chapel Hill: Carolina Population Center, 
University of North Carolina. 
Kolenikov, S. & Angeles, G. 2009. Socioeconomic status measurement with discrete proxy 
variables: is principal component analysis a reliable answer? Review of Income and Wealth 
55(1):128-165. 
Lansford, H. & Jones, L.L. 1995. Marginal price of lake recreation and aesthetics: A hedonic 
approach. Journal of Agricultural and Applied Economics 27(1):212-223. 
Larson, D. M. 1993. On measuring existence value. Land Economics 69(4):377-388. 
112 
 
Laurance, W.F., Nascemento, H.E.M., Laurance, S.G., Andrade, A., Ribeiro, J.E.L.S., 
Giraldo, J.P., Lovejoy, T.E., Condit, R., Chave, J., Harmis, K.E. & D’Angelo, S. 2006. Rapid 
decay of tree-community composition in Amazonian forest fragments. Ecology, 
Sustainability Science 103(50):19010-19014. 
Lilieholm, R. & Romney, L.R. 2000. Tourism, national parks and wildlife. In: R.W. Butler, 
& S.W. Boyd (Eds.) Tourism and National Parks. John Wiley & Sons. Ltd. Chichester, U.K. 
137-151. 
Lim, C. 1997. Review of international tourism demand models. Annals of Tourism Research 
24(4):835-849. 
Lindsey, P.A., Alexander, R., Mills, M.G.L., Romanach, S. & Woodroffe, R. 2007. Wildlife 
viewing preferences of visitors to protected areas in South Africa: Implications for the role of 
ecotourism in conservation. Journal of Ecotourism 6(1):19-33. 
Liu, J., Linderman, M., Ouyang, Z., Yang, J. & Zhang, H. 2001. Ecological degradation in 
protected areas: the case of Wonlong Nature Reserve for giant pandas. Science 292(5514):98-
101. 
Lombard, A.T., Cowling, R.M., Pressey, R.L. & Rebelo, A.G. 2003. Effectiveness of land 
classes as surrogates for species in conservation planning for the Cape Floristic Region. 
Biological Conservation 112(2003):45-62. 
Loon, R.M. & Polakow, D. 2001. Ecotourism ventures, rags or riches? Annals of Tourism 
Research 28(4):892-907. 
Lynch, M.F., Duinker, P.N., Sheehan, L.R. & Chute, J.E. 2011. The demand for Mi’kmaw 
cultural tourism: Tourist perspectives. Tourism Management 32(5):977-986. 
Ma, S. & Swinton, S.M. 2011. Valuation of ecosystem services from rural landscapes using 
agricultural land prices. Ecological Economics 70:1649-1659. 
Mainwaring, L. 2001. Biodiversity, bio-complexity, and the economics of genetic 
dissimilarity. Land Economics 77(1):79-93. 
Marcouiller, D.W. 1998. Environmental resources as latent primary factors of production in 
tourism: the case of forest-based commercial recreation. Tourism Economics 4(2):131-145. 
Mardia, K.V., Kent, J.T. & Bibby, J.M. 1980. Multivariate Analysis. Academic Press, 
London. 
Margules, C.R. & Pressey, R.L. 2000.Systematic conservation planning. Nature 405:242-253. 
Martin, P. & Zurcher, G. 2008. Managing migration: the global challenge. Population 
Bulletin 63(1):1-19. 
McDonald, J.F. & Moffitt, R.A. 1980. The uses of Tobit analysis. The Review of Economics 
and Statistics 62(2):318-321. 
113 
 
Medina, L.K. 2003. Commoditizing culture tourism and Maya identity. Annals of Tourism 
Research 30(2):353-368. 
Merriam-Webster Dictionary. 2013. Accessed online at: http://www.merriam-
webster.com/dictionary/physiography on 05/06/2013 
Middleton, V.T.C. 1994. Marketing in Travel and Tourism, 2nd edition. Butterworth-
Heinmann, Oxford. 
Millennium Ecosystem Assessment, 2005. Ecosystems and Human Well-being: Synthesis. 
Island Press, Washington, DC. 
Mohammad, B.A.M.A. & Som, A.P.M. 2010. An analysis of push and pull travel motivations 
of foreign tourists in Jordan. International Journal of Business and Management 5(12):41-50. 
Moutinho, L. & Peel, M.J. 1994. Marketing budgeting-hotels. In: S.Witt & L. Moutinho 
(Eds.) Tourism Marketing and Management Handbook, (2nd edition.) Prentice Hall: Hemel 
Hempstead 446-452. 
Mouysset, L., Doyen, L., Jiguet, F., Allaire, G. & Leger, F. 2011.Bio economic modelling for 
a sustained management of biodiversity in agricultural lands. Ecological Economics 70:617-
626. 
Murdoch, W., Polasky, S., Wilson, K.A., Possingham, H.P., Kareiva, P. & Shaw, R. 2007. 
Maximizing return on investment in conservation. Biological Conservation 139:375-388. 
Myers, N., Mittermeier, C.G., Mittermeier, G.A.B., da Fonseca & Kent, J. 2000. Biodiversity 
hotspots for conservation priorities. Nature 403:853-858. 
Naidoo, R., Balmford, A., Constanza, R., Fischer, B., Green, R.E., Lehner, B., Malcolm, T.R. 
& Rickets, T.H. 2008. Global mapping of ecosystem services and conservation priorities. 
Proceedings of the National Academy of Sciences of the United States of America 
105(228):1495-9500.  
Nicolau, J.L. & Mas, F.J. 2006. The influence of distance and prices on the choice of tourist 
destinations: The moderating role of motivations. Tourism Management 27:982-996. 
Nicolau, J.L. 2011. Differentiated price loss aversion in destination choice: The effect of 
tourists’ cultural interest Tourism Management 32:1186-1195. 
Olsson, U. 1979. Maximum likelihood estimation of the polychoric correlation. 
Psychometrika 44:443-460. 
Onal, H. 2003.Preservation of species and genetic diversity. American Journal of 
Agricultural Economics 85(2):437-447. 
O’Neill, J.W. & Mattila, A.S. 2006. Strategic hotel development and positioning: the effects 




Ozimek, A. & Miles, D. 2011. Stata utilities for geocoding and generating travel distance 
information. The Stata Journal 11(1):106-119. 
Papatheodorou, A. 2001. Why people travel to different places. Annals of Tourism Research 
28(1):164-179. 
Papatheodorou, A. 2002. Exploring competitiveness in Mediterranean resorts. Tourism 
Economics 8(2): 133-150. 
Papatheodorou, A. 2004. Exploring the evolution of tourism resorts. Annals of Tourism 
Research 31(1):219-237. 
Papatheodorou, A. 2006.Microfoundations of tourist choice. In: L. Dwyer & P. Forsyth 
(Eds.) International Handbook on the Economics of Tourism. Edward Elgar Publishing 
Limited, Cheltenham, UK 73-88. 
Parker, S. & Khare, A. 2008. Understanding success factors for ensuring sustainability in 
ecotourism development in Southern Africa. Journal of Ecotourism 4(1):32-46. 
Pearson, K. 1901. On lines and planes of closest fit to systems of points in space. 
Philosophical Magazine 2:559-572. 
Pearson, K. & Pearson, E.S. 1922. On polychoric coefficients of correlation. Biometrika 
14:127-156. 
Pfaff, A.S.P. & Sanchez-Azofeifa, G.A. 2004. Deforestation pressure and biological reserve 
planning: A conceptual approach and an illustrative application for Costa Rica. Resource and 
Energy Economics 26:237-254. 
Pimm, S.L., Russel, G.J., Gittleman, J.L. & Brooks, T.M. 1995. The future of biodiversity. 
Science 269:347-350. 
Polasky, S., Camm, J.D. & Garber-Yonts, B. 2001. Selecting biological reserves cost-
effectively: an application to terrestrial vertebrate conservation in Oregon. Land Economics 
77:68-78. 
Polasky, S., Nelson, E., Camm, J., Csuti, B., Fackler, P., Lonsdorf, E., Montgomery, C., 
White, D., Arthur, J., Garber-Yonts, B., Haight, R., Kagan, J., Starfield, A. & Tobalske, C. 
2008. Where to put things? Spatial land management to sustain biodiversity and economic 
returns. Biological Conservation 141(2008):1505-1524. 
Polasky, S., Nelson, E., Lonsdorf, E., Fackler, P. & Starfield, A. 2005. Conserving species in 
a working landscape: land use with biological and economic objectives. Ecological 
Applications 15(4):1387-1401. 
Porter, S., Ferrer, S. & Aylward, B. 2003. The profitability of nature tourism in Zululand. In: 
B. Aylward & E. Lutz (Eds.) Nature Based Tourism, Conservation and Development in 
KwaZulu-Natal, South Africa. The World Bank, Washington 289-324. 
115 
 
Powell, T.C. 1992. Organisational alignment as competitive advantage. Strategic 
Management Journal 13:119-134. 
Ran, B. 2001. Method of providing travel time. United States Patent US 6317686B1. 
Reist-Marti, S.B., Simianer, H., Gibson, J., Hanotte, O. & Rege, J.E.O. 2003. Weitzman’s 
approach and conservation of breed diversity: an application to African cattle breeds. 
Conservation Biology 17(5):1299-1311. 
Ritchie, J.R.B. & Crouch, G.I. 1999. Tourism, competitiveness, and societal prosperity. 
Journal of Business Research 44(3):137-152. 
Ritchie, J.R.B. & Crouch, G.I. 2003. The competitive destination: A sustainable tourism 
perspective. Cromwell Press, Towbridge. 
Rosett, R. & Nelson, F. 1975. Estimation of the two-limit probit regression model. 
Econometica43:141-146. 
Rosen, H. 1976. Taxes in a labour supply model with joint wage-hours determination. 
Econometrica 44:485-507. 
Rugg, D. 1973. The choice of journey destination: a theoretical and empirical analysis. 
Review of Economics and Statistics 55:64-72. 
Salfasky, N., Cauley, H., Balachander, G., Cordes, B., Parks, J., Margoluis, C., Bhatt, S., 
Encarnacion, C., Russell, D. & Margoluis, R. 2001. A systematic test of an enterprise strategy 
for community-based biodiversity conservation. Conservation in Practice 15(6):1585-1595. 
Salfasky, N., & Margoluis, R. 1999. Threat reduction assessment: a practical and cost-
effective approach to evaluating conservation and development projects. Conservation 
Biology 13:830-841. 
SAN Parks (South African National Parks). 2013. Accessed online at 
http://www.sanparks.org/about/default.php on 13/06/2013. 
SAN Parks (South African National Parks). 2006. Coordinated Policy Framework Governing 
Park Management Plans. Accessed online at 
http://www.sanparks.co.za/conservation/park_man/cpfjuly06.pdf on 10/05/2012. 
Sarkar, S., Pressey, R.L., Faith, D.P., Margules, C.R., Fuller, T., Stoms, D.M., Moffett, A., 
Wilson, K.A., Williams, K.J., Williams, P.H. & Andelman, S. 2006. Biodiversity 
conservation planning tools: Present status and challenges for the future. Annual Review of 
Environmental Resources 31: 123-59. 
Sengupta, S. & Osgood, D.E. 2003. The value of remoteness: A hedonic estimation of 
ranchette prices. Ecological Economics 44:91-103. 
116 
 
Sharaunga, S. & Wale, E. 2013. The dis-incentive effects of food aid and agricultural policies 
on local land allocation in developing countries: The case of Malawi. Development Southern 
Africa 30(4-5):491-507. 
Silberberg, T. 1995. Cultural tourism and business opportunities for museums and heritage 
sites. Tourism Management 16(5):361-365. 
Slaper, T.F. & Hall, T.J. 2011. The triple bottom line: What is it and how does it work? 
Indiana Business Review Spring 2011:4-8. 
Smith, M.K. 2009. Issues in Cultural Tourism Studies. Routledge, New York. 
Spenceley, A. (Ed.). 2010. Responsible Tourism, Critical issues for conservation and 
development. MPG Books, London, UK. 
Stabler, M.J., Papatheodorou, A. & Sinclair, T. 2010. The Economics of Tourism (2nd 
Edition). Routledge, London. 
Stata Corporation LP. 2009. Stata 11; Longitudinal Data/Panel Data. Stata Press Publishers, 
College Station, Texas. 
Taylor, P.W. 1989. Respect for Nature: a Theory of Environmental Ethics. Princeton 
University Press, Princeton. 
Tobin, J. 1958. Estimation of relationships for limited dependent variables. Econometrica 
26:24-36. 
Torres, R.M., Skillicorn, P. & Nelson, V. 2011. Community corporate joint ventures: An 
alternative model for pro-poor tourism development. Tourism Planning and Development 
8(3):297-316. 
Tourism Grading Council of South Africa. 2013. South African Star Grading System 
Guidelines. Accessed at: http://www.ntshoms.com/docs/Hotel%20Grading%20Criteria.pdf 
on 10/07/2013. 
Turner, I.M. 1996. Species loss in fragments of tropical rain forest: A review of the evidence. 
Journal of Applied Ecology 33:200-209. 
United Nations Development Programme (UNDP). 2003. Human Development Report 2003. 
UNDP, New York, Accessed at http://hdr.undp.org/en/reports/ on 15/10/2013. 
UNWTO, 2013. United Nations World Tourism Organisation. Accessed online at: 
http://www.untwo.org on 10/09/2013. 
van der Heide, M.C., van den Bergh, J.C.J.M. & van Ierland, E.C. 2005. Extending 
Weitzman’s economic ranking of biodiversity protection: combining ecological and genetic 
considerations. Ecological Economics 55, 218-223. 




Valentine, P. & Birtles, A. 2004. Wildlife Watching. In: K. Higginbottom (Ed.) Wildlife 
Tourism, Impacts, Management and Planning. Common Ground Publishing, Australia: 15-
34. 
Vas, Krisztian. 2013. A birding trail as sustainable tourism development. OIDA International 
Journal of Sustainable Development 6(3):23-34. 
Wale, E. 2010. How do farmers allocate land for coffee trees? Implications for on-farm 
conservation and seed technology adoption in Ethiopia. Journal of Sustainable Agriculture 
34(3):270-291. 
Weaver, D.B. & Lawton, L.J. 2007. Twenty years on: The state of contemporary ecotourism 
research. Tourism Management 28: 1168-1179. 
Webster’s New World Dictionary. 1988. Simon & Schuster Publishers, New York. 
Weikard, H.P. 2002. Diversity Functions and the value of biodiversity. Land Economics 
78(1):20-27. 
Weitzman, M.L. 1992. On Diversity. The Quarterly Journal of Economics 107(2):363-405. 
Weitzman, M.L. 1998. The Noah’s Ark problem. Econometrica 66:1279-1298. 
Whitson, D. & Macintosh, D. 1996. The global circus: International sport, tourism and the 
marketing of cities. Journal of Sport and Social Issues 20(3):278-295. 
Wight, P. 1993. Sustainable Ecotourism: balancing economic, environmental and social goals 
within an ethical framework. The Journal of Tourism Studies 4:54-65. 
Wilson, E.O. 1992. The diversity of life. The Belknap Press of Harvard University Press, 
Cambridge, Massachusetts. 
Witting, L., Tomiuk, J. & Loeschke, V. 2000. Modelling the optimal conservation of 
interacting species. Ecological Modelling 125:123-143. 
Wooldridge, J.M. 2010. Econometric analysis of Cross Section and Panel Data. MIT Press, 
Cambridge, MA. 
World Tourism Organisation (WTO). 2002. Tourism and poverty alleviation. World Tourism 
Organisation, Madrid. 
World Trade and Tourism Council (WTTC). 2013. Economic data search tool. Accessed 
online at: http://www.wttc.org/research/economic-data-search-tool/ on 16/10/2013. 
Wright, M. 2001. Tariff determination of South African Game Reserves using the Hedonic 




Escott, B. 2013. Spatial Planning, Scientific Services, EKZNW, Queen Elizabeth Park, 
Pietermaritzburg. 
Gordjin, P. 2013. Ex-EKZNW resident Technical Ecologist, Thembe Elephant Park and 
Ithala Game Reserve. MSc Ecology UKZN. 
Mahabeer, S. 2013. EKZNW staff, sales and bookings office, Data Manager for incomes. 






Appendix 1a. Results for Tobit regression of price on destination characteristics  
 




                               0 right-censored observations
                            3084     uncensored observations
  Observation summary:         0  left-censored observations
Likelihood-ratio test of sigma_u=0: chibar2(01)=  573.09 Prob>=chibar2 = 0.000
                                                                              
         rho     .2296311   .0291017                      .1766845     .290457
                                                                              
    /sigma_e     55.71147   .7202689    77.35   0.000     54.29977    57.12317
    /sigma_u      30.4166   2.464366    12.34   0.000     25.58653    35.24666
                                                                              
       _cons     462.5472   61.19099     7.56   0.000     342.6151    582.4794
          WC    -24.20323   6.483944    -3.73   0.000    -36.91153   -11.49494
         NSC     125.5169    18.9074     6.64   0.000     88.45912    162.5748
          BB     125.7608   18.25783     6.89   0.000     89.97612    161.5455
         TSR     35.65672    12.7001     2.81   0.005     10.76498    60.54846
          TU     -.002838   .0071012    -0.40   0.689    -.0167561    .0110801
          US    -3.257545    2.12384    -1.53   0.125    -7.420195    .9051044
           Z     3.209773   13.45603     0.24   0.811    -23.16357    29.58312
           V      .301615   14.66344     0.02   0.984     -28.4382    29.04143
          LC     186.7364   17.44558    10.70   0.000     152.5437    220.9291
          Ch     167.8168   13.26019    12.66   0.000     141.8273    193.8063
          HC     19.47082   20.64912     0.94   0.346     -21.0007    59.94235
         NBF      12.8398    6.76217     1.90   0.058    -.4138067    26.09341
          BF     184.6026   34.82649     5.30   0.000      116.344    252.8613
          EF     15.94688    23.6652     0.67   0.500    -30.43605    62.32981
         SCG     15.51814   14.83516     1.05   0.296    -13.55824    44.59452
          EB     141.0768    34.0336     4.15   0.000     74.37219    207.7815
           B     7.880719   17.19373     0.46   0.647    -25.81837    41.57981
           S     -76.4855   16.10384    -4.75   0.000    -108.0484   -44.92256
          DD    -1.708053   6.164477    -0.28   0.782    -13.79021     10.3741
          DJ    -76.25487   13.43791    -5.67   0.000    -102.5927   -49.91706
          DL    -26.10725   19.59738    -1.33   0.183    -64.51742    12.30291
          Oc     183.2206   36.03516     5.08   0.000      112.593    253.8483
                                                                              
           P        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood  = -16884.374                    Prob > chi2        =    0.0000
                                                Wald chi2(22)      =   2557.77
                                                               max =        36
                                                               avg =      33.2
Random effects u_i ~ Gaussian                   Obs per group: min =         8
Group variable: CodeNumber                      Number of groups   =        93
Random-effects tobit regression                 Number of obs      =      3084
Iteration 1:   log likelihood = -16884.374  
Iteration 0:   log likelihood = -16884.374  
Fitting full model:
Iteration 2:   log likelihood = -16884.374
Iteration 1:   log likelihood = -16884.378
Iteration 0:   log likelihood = -16885.089
Obtaining starting values for full model:
Iteration 2:   log likelihood = -17170.921  
Iteration 1:   log likelihood = -17170.921  
Iteration 0:   log likelihood = -17170.964  
Fitting full model:
Iteration 1:   log likelihood = -20364.862  
Iteration 0:   log likelihood = -20364.862  
Fitting constant-only model:
Fitting comparison model:
. xttobit P Oc DL DJ DD S B EB SCG EF BF NBF HC Ch LC V Z US TU TSR BB NSC WC, ll(0) tobit
           P      0 . 9 3 4 7    1 . 0 0 0 0
     y h a t l i n      1 . 0 0 0 0
                                
                y h a t l i n         P
( o b s = 3 0 8 4 )
.  c o r r e l a t e  y h a t l i n  P
           P         3 0 8 4     2 6 7 . 4 1 2 7     1 7 8 . 5 0 4 9    7 . 9 3 5 3 0 3    1 6 1 8 . 5 8 1
     y h a t l i n         3 3 4 8     2 5 9 . 3 0 0 1     1 6 7 . 8 0 4 5   - 1 9 . 2 7 5 0 9    6 9 7 . 1 7 9 9
                                                                      
    V a r i a b l e          O b s         M e a n     S t d .  D e v .        M i n         M a x
.  s u m m a r i z e  y h a t l i n  P
( 1 5  m i s s i n g  v a l u e s  g e n e r a t e d )
( o p t i o n  x b  a s s u m e d ;  f i t t e d  v a l u e s )
.  p r e d i c t  y h a t l i n
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Appendix 1c. Results of the quadrature check estimation procedure for Tobit regression 
price on destination characteristics  
 
 
                                                     
                            -1.275e-16              0   Relative difference
   _cons                    -7.105e-15              0   Difference
sigma_e:      55.711473      55.711473      55.711473
                                                     
                            -1.070e-13     -2.675e-14   Relative difference
   _cons                    -3.254e-12     -8.136e-13   Difference
sigma_u:      30.416596      30.416596      30.416596
                                                     
                             8.602e-16      2.458e-16   Relative difference
   _cons                     3.979e-13      1.137e-13   Difference
P:            462.54722      462.54722      462.54722
                                                     
                             7.339e-16      1.468e-16   Relative difference
      WC                    -1.776e-14     -3.553e-15   Difference
P:           -24.203232     -24.203232     -24.203232
                                                     
                            -1.132e-16     -1.132e-16   Relative difference
     NSC                    -1.421e-14     -1.421e-14   Difference
P:            125.51695      125.51695      125.51695
                                                     
                             1.130e-16      1.130e-16   Relative difference
      BB                     1.421e-14      1.421e-14   Difference
P:             125.7608       125.7608       125.7608
                                                     
                            -1.993e-16     -1.993e-16   Relative difference
     TSR                    -7.105e-15     -7.105e-15   Difference
P:             35.65672       35.65672       35.65672
                                                     
                             1.559e-14      3.973e-15   Relative difference
      TU                    -4.424e-17     -1.128e-17   Difference
P:           -.00283802     -.00283802     -.00283802
                                                     
                             3.408e-15      8.180e-16   Relative difference
      US                    -1.110e-14     -2.665e-15   Difference
P:           -3.2575453     -3.2575453     -3.2575453
                                                     
                             6.364e-15      1.660e-15   Relative difference
       Z                     2.043e-14      5.329e-15   Difference
P:            3.2097729      3.2097729      3.2097729
                                                     
                             5.282e-14      1.307e-14   Relative difference
       V                     1.593e-14      3.941e-15   Difference
P:            .30161505      .30161505      .30161505
                                                     
                            -7.610e-16     -1.522e-16   Relative difference
      LC                    -1.421e-13     -2.842e-14   Difference
P:             186.7364       186.7364       186.7364
                                                     
                            -3.387e-16              0   Relative difference
      Ch                    -5.684e-14              0   Difference
P:            167.81681      167.81681      167.81681
                                                     
                            -9.123e-16     -1.825e-16   Relative difference
      HC                    -1.776e-14     -3.553e-15   Difference
P:            19.470822      19.470822      19.470822
                                                     
                             4.289e-15      9.684e-16   Relative difference
     NBF                     5.507e-14      1.243e-14   Difference
P:            12.839802      12.839802      12.839802
                                                     
                            -4.619e-16     -1.540e-16   Relative difference
      BF                    -8.527e-14     -2.842e-14   Difference
P:            184.60264      184.60264      184.60264
                                                     
                             2.328e-14      5.904e-15   Relative difference
      EF                     3.713e-13      9.415e-14   Difference
P:            15.946876      15.946876      15.946876
                                                     
                             8.127e-15      1.946e-15   Relative difference
     SCG                     1.261e-13      3.020e-14   Difference
P:            15.518138      15.518138      15.518138
                                                     
                            -1.007e-15     -2.015e-16   Relative difference
      EB                    -1.421e-13     -2.842e-14   Difference
P:            141.07683      141.07683      141.07683
                                                     
                            -1.905e-14     -4.846e-15   Relative difference
       B                    -1.501e-13     -3.819e-14   Difference
P:            7.8807187      7.8807187      7.8807187
                                                     
                             5.574e-16      1.858e-16   Relative difference
       S                    -4.263e-14     -1.421e-14   Difference
P:           -76.485499     -76.485499     -76.485499
                                                     
                             2.249e-14      5.590e-15   Relative difference
      DD                    -3.841e-14     -9.548e-15   Difference
P:            -1.708053      -1.708053      -1.708053
                                                     
                             7.454e-16      1.864e-16   Relative difference
      DJ                    -5.684e-14     -1.421e-14   Difference
P:           -76.254867     -76.254867     -76.254867
                                                     
                             3.402e-15      9.526e-16   Relative difference
      DL                    -8.882e-14     -2.487e-14   Difference
P:           -26.107251     -26.107251     -26.107251
                                                     
                            -1.551e-16     -1.551e-16   Relative difference
      Oc                    -2.842e-14     -2.842e-14   Difference
P:            183.22065      183.22065      183.22065
                                                     
                             2.155e-16              0   Relative difference
likelihood                  -3.638e-12              0   Difference
Log          -16884.374     -16884.374     -16884.374
                                                     
             12 points      8 points       16 points
             quadrature     quadrature     quadrature
               Fitted       Comparison     Comparison
                         Quadrature check
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                               0 right-censored observations
                            3084     uncensored observations
  Observation summary:         0  left-censored observations
Likelihood-ratio test of sigma_u=0: chibar2(01)=  573.09 Prob>=chibar2 = 0.000
                                                                              
         rho     .2296311   .0707146                      .1156697    .3885083
                                                                              
    /sigma_e     55.71147   6.983251     7.98   0.000     42.02455    69.39839
    /sigma_u      30.4166    3.83801     7.93   0.000     22.89423    37.93896
                                                                              
       _cons     462.5472    97.6204     4.74   0.000     271.2147    653.8797
          WC    -24.20323   7.813567    -3.10   0.002    -39.51754   -8.888921
         NSC     125.5169   45.55305     2.76   0.006     36.23461    214.7993
          BB     125.7608   31.57944     3.98   0.000     63.86624    187.6554
         TSR     35.65672   16.87345     2.11   0.035     2.585356    68.72808
          TU     -.002838   .0083637    -0.34   0.734    -.0192305    .0135545
          US    -3.257545   3.954455    -0.82   0.410    -11.00814    4.493045
           Z     3.209773   14.83916     0.22   0.829    -25.87444    32.29399
           V     .3016151   19.08907     0.02   0.987    -37.11228    37.71551
          LC     186.7364   27.72002     6.74   0.000     132.4062    241.0666
          Ch     167.8168   20.83908     8.05   0.000      126.973    208.6607
          HC     19.47082    29.8982     0.65   0.515    -39.12857    78.07021
         NBF      12.8398   14.09574     0.91   0.362    -14.78735    40.46695
          BF     184.6026   63.48759     2.91   0.004     60.16926     309.036
          EF     15.94688   51.62255     0.31   0.757    -85.23146    117.1252
         SCG     15.51814   26.37449     0.59   0.556    -36.17492    67.21119
          EB     141.0768   54.69559     2.58   0.010     33.87544    248.2782
           B     7.880719   26.40344     0.30   0.765    -43.86908    59.63052
           S     -76.4855   15.43165    -4.96   0.000     -106.731   -46.24003
          DD    -1.708053   9.613832    -0.18   0.859    -20.55082    17.13471
          DJ    -76.25487   21.37324    -3.57   0.000    -118.1457   -34.36408
          DL    -26.10725   34.98944    -0.75   0.456    -94.68528    42.47078
          Oc     183.2206   56.30441     3.25   0.001     72.86603    293.5753
                                                                              
           P        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                 Observed   Bootstrap                         Normal-based
                                                                              
                             (Replications based on 93 clusters in CodeNumber)
Log likelihood  = -16884.374                    Prob > chi2        =    0.0000
                                                Wald chi2(22)      =   2746.54
                                                               max =        36
                                                               avg =      33.2
Random effects u_i ~ Gaussian                   Obs per group: min =         8
Group variable: CodeNumber                      Number of groups   =        93
Random-effects tobit regression                 Number of obs      =      3084
.....x........................x............x......    50
         1         2         3         4         5 
Bootstrap replications (50)
(running xttobit on estimation sample)
. xttobit P Oc DL DJ DD S B EB SCG EF BF NBF HC Ch LC V Z US TU TSR BB NSC WC, ll(0) tobit vce(bootstrap)
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Appendix 1e. Generalised least squares regression of price on destination characteristics  
 
Appendix 1f. Results for Breusch and Pagan Lagrangian multiplier test for random 
effects, price analysis 
 






                                                                              
         rho    .26878696   (fraction of variance due to u_i)
     sigma_e     55.73191
     sigma_u    33.789834
                                                                              
       _cons     462.2711   65.01398     7.11   0.000     334.8461    589.6962
          WC      -24.162   7.499778    -3.22   0.001     -38.8613   -9.462708
         NSC     125.5333   29.28118     4.29   0.000     68.14319    182.9233
          BB     125.7727   18.02561     6.98   0.000     90.44316    161.1022
         TSR     35.65175   11.51796     3.10   0.002     13.07696    58.22655
          TU    -.0028166    .005002    -0.56   0.573    -.0126203     .006987
          US    -3.252035   2.660566    -1.22   0.222     -8.46665    1.962579
           Z     3.178006   9.679978     0.33   0.743     -15.7944    22.15041
           V      .292226   13.63265     0.02   0.983    -26.42728    27.01173
          LC     186.8115    17.1474    10.89   0.000     153.2032    220.4198
          Ch     167.8307   12.88594    13.02   0.000     142.5747    193.0867
          HC     19.45302   18.91204     1.03   0.304    -17.61389    56.51993
         NBF     12.78598   6.816038     1.88   0.061    -.5732109    26.14517
          BF     184.7094   33.45869     5.52   0.000     119.1316    250.2872
          EF     15.60108    30.1794     0.52   0.605    -43.54945    74.75161
         SCG     15.41253   18.04063     0.85   0.393    -19.94645    50.77151
          EB     141.2074   31.91499     4.42   0.000     78.65516    203.7596
           B     8.031004   18.05114     0.44   0.656    -27.34858    43.41059
           S    -76.45605   11.98846    -6.38   0.000    -99.95301   -52.95909
          DD    -1.688259    7.08172    -0.24   0.812    -15.56817    12.19166
          DJ    -76.20965   13.97874    -5.45   0.000    -103.6075   -48.81181
          DL    -26.03065   20.14945    -1.29   0.196    -65.52284    13.46154
          Oc     183.2786   33.97962     5.39   0.000     116.6797    249.8774
                                                                              
           P        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Robust
                                                                              
                            (Std. Err. adjusted for 93 clusters in CodeNumber)
0.4963   0.6540     0.7349     0.7349   0.7349
  min      5%       median        95%      max
                    theta                     
corr(u_i, X)       = 0 (assumed)                Prob > chi2        =    0.0000
Random effects u_i ~ Gaussian                   Wald chi2(22)      =   4524.44
       overall = 0.8737                                        max =        36
       between = 0.9650                                        avg =      33.2
R-sq:  within  = 0.0046                         Obs per group: min =         8
Group variable: CodeNumber                      Number of groups   =        93
Random-effects GLS regression                   Number of obs      =      3084
. xtreg P Oc DL DJ DD S B EB SCG EF BF NBF HC Ch LC V Z US TU TSR BB NSC WC, re robust theta
                          P r o b  >  c h i b a r 2  =    0 . 0 0 0 0
                             c h i b a r 2 ( 0 1 )  =   2 4 6 8 . 7 8
        T e s t :    V a r ( u )  =  0
                       u      1 1 4 1 . 7 5 3        3 3 . 7 8 9 8 3
                       e      3 1 0 6 . 0 4 6        5 5 . 7 3 1 9 1
                       P         3 1 8 6 4        1 7 8 . 5 0 4 9
                                                       
                                 V a r      s d  =  s q r t ( V a r )
        E s t i m a t e d  r e s u l t s :
        P [ C o d e N u m b e r , t ]  =  X b  +  u [ C o d e N u m b e r ]  +  e [ C o d e N u m b e r , t ]
B r e u s c h  a n d  P a g a n  L a g r a n g i a n  m u l t i p l i e r  t e s t  f o r  r a n d o m  e f f e c t s
.  x t t e s t 0
           P r o b  >  F  =       0 . 5 5 4 4
    F (   1 ,       9 1 )  =       0 . 3 5 2
H 0 :  n o  f i r s t - o r d e r  a u t o c o r r e l a t i o n
W o o l d r i d g e  t e s t  f o r  a u t o c o r r e l a t i o n  i n  p a n e l  d a t a
.  x t s e r i a l  P  O c  D L  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  Z  V  T S R  B B  N S C  U S  T U  D J  D D  W C
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          WC    -24.20274   7.809206    -3.10   0.002    -39.50851   -8.896979
         NSC     125.5144   45.55012     2.76   0.006     36.23782     214.791
          BB     125.7583   31.61665     3.98   0.000     63.79076    187.7258
         TSR       35.656   16.87071     2.11   0.035     2.590014    68.72198
          TU     -.002838   .0083626    -0.34   0.734    -.0192284    .0135525
          US    -3.257479   3.954345    -0.82   0.410    -11.00785    4.492895
           Z     3.209708   14.83837     0.22   0.829    -25.87297    32.29239
           V     .3016089   19.08866     0.02   0.987    -37.11148     37.7147
          LC     186.7326   27.75984     6.73   0.000     132.3243    241.1409
          Ch     167.8134    20.8573     8.05   0.000     126.9339     208.693
          HC     19.47043   29.89804     0.65   0.515    -39.12866    78.06952
         NBF     12.83954    14.0936     0.91   0.362    -14.78341     40.4625
          BF     184.5989    63.5365     2.91   0.004     60.06965    309.1282
          EF     15.94655   51.62131     0.31   0.757    -85.22935    117.1225
         SCG     15.51782   26.37729     0.59   0.556    -36.18072    67.21637
          EB      141.074   54.74754     2.58   0.010     33.77078    248.3772
           B     7.880559    26.4043     0.30   0.765    -43.87092    59.63204
           S    -76.48395   15.42197    -4.96   0.000    -106.7104   -46.25745
          DD    -1.708018   9.613563    -0.18   0.859    -20.55026    17.13422
          DJ    -76.25332   21.38999    -3.56   0.000    -118.1769   -34.32972
          DL    -26.10672   34.98626    -0.75   0.456    -94.67853    42.46509
          Oc     183.2169   56.33076     3.25   0.001     72.81068    293.6232
                                                                              
                    dy/dx   Std. Err.      z    P>|z|     [95% Conf. Interval]
                          Delta-method
                                                                              
               WC              =    .0246433 (mean)
               NSC             =    .0466926 (mean)
               BB              =     .266537 (mean)
               TSR             =     .535668 (mean)
               TU              =    423.9938 (mean)
               US              =    4.538262 (mean)
               Z               =    .1919585 (mean)
               V               =    .1014916 (mean)
               LC              =    .0963035 (mean)
               Ch              =    .5774968 (mean)
               HC              =    .3031777 (mean)
               NBF             =     1.05415 (mean)
               BF              =    .0933852 (mean)
               EF              =    .1034371 (mean)
               SCG             =    .4448768 (mean)
               EB              =    .0440986 (mean)
               B               =    .2649157 (mean)
               S               =    .3203632 (mean)
               DD              =    2.945363 (mean)
               DJ              =    5.533658 (mean)
               DL              =    .1433204 (mean)
at           : Oc              =    .2743191 (mean)
dy/dx w.r.t. : Oc DL DJ DD S B EB SCG EF BF NBF HC Ch LC V Z US TU TSR BB NSC WC
Expression   : E(P*|8<P<1619), predict(ystar(8,1619))
Model VCE    : Bootstrap
Conditional marginal effects                      Number of obs   =       3084
. margins, predict(ystar(8,1619)) dydx(Oc DL DJ DD S B EB SCG EF BF NBF HC Ch LC V Z US TU TSR BB NSC WC ) atmeans
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Appendix 2a. Results for the bootstrapped Tobit regression of occupancy percentage on 
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          U S        . 4 2 1 9 1    . 6 5 5 0 9 9 5      0 . 6 4    0 . 5 2 0     - . 8 6 2 0 6 1 4     1 . 7 0 5 8 8 1
           Z      1 3 . 8 5 0 3 7    4 . 1 4 0 3 6 6      3 . 3 5    0 . 0 0 1      5 . 7 3 5 3 9 6     2 1 . 9 6 5 3 3
           V      1 2 . 8 7 5 0 1    4 . 9 3 1 3 9 2      2 . 6 1    0 . 0 0 9      3 . 2 0 9 6 5 8     2 2 . 5 4 0 3 6
          L C      3 0 . 6 8 8 2 4    7 . 0 9 0 8 9 6      4 . 3 3    0 . 0 0 0      1 6 . 7 9 0 3 4     4 4 . 5 8 6 1 4
          C h      3 3 . 1 8 3 7 4    4 . 6 7 4 3 2 4      7 . 1 0    0 . 0 0 0      2 4 . 0 2 2 2 4     4 2 . 3 4 5 2 5
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          B F      1 7 . 3 7 5 8 5    1 3 . 5 0 5 4 8      1 . 2 9    0 . 1 9 8     - 9 . 0 9 4 4 1 2      4 3 . 8 4 6 1
         N B F      7 . 2 5 3 3 4 2    2 . 6 0 9 9 3 9      2 . 7 8    0 . 0 0 5      2 . 1 3 7 9 5 6     1 2 . 3 6 8 7 3
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           B     - 6 . 1 6 2 4 0 6    5 . 2 4 5 0 4 8     - 1 . 1 7    0 . 2 4 0     - 1 6 . 4 4 2 5 1     4 . 1 1 7 6 9 9
           S     - 1 8 . 2 1 1 0 9     6 . 4 0 4 1 1     - 2 . 8 4    0 . 0 0 4     - 3 0 . 7 6 2 9 2    - 5 . 6 5 9 2 6 7
          D D     - . 5 2 3 5 2 0 5    1 . 9 6 5 7 2 8     - 0 . 2 7    0 . 7 9 0     - 4 . 3 7 6 2 7 6     3 . 3 2 9 2 3 5
          D J     - 8 . 9 8 4 9 7 8    5 . 4 0 3 9 2 9     - 1 . 6 6    0 . 0 9 6     - 1 9 . 5 7 6 4 8     1 . 6 0 6 5 2 7
          D L     - 3 . 2 2 9 0 3 7    7 . 7 0 0 9 8 6     - 0 . 4 2    0 . 6 7 5     - 1 8 . 3 2 2 6 9     1 1 . 8 6 4 6 2
          O c      2 1 . 0 3 2 9 2    1 2 . 7 3 0 4 6      1 . 6 5    0 . 0 9 8     - 3 . 9 1 8 3 1 1     4 5 . 9 8 4 1 6
                                                                              
         O c c         C o e f .    S t d .  E r r .       z     P > | z |      [ 9 5 %  C o n f .  I n t e r v a l ]
                 O b s e r v e d    B o o t s t r a p                          N o r m a l - b a s e d
                                                                              
                             ( R e p l i c a t i o n s  b a s e d  o n  9 3  c l u s t e r s  i n  C o d e N u m b e r )
L o g  l i k e l i h o o d   =  - 1 3 0 8 7 . 8 6 3                     P r o b  >  c h i 2         =     0 . 0 0 0 0
                                                W a l d  c h i 2 ( 2 4 )       =     6 5 2 . 0 1
                                                               m a x  =         3 6
                                                               a v g  =       3 5 . 4
R a n d o m  e f f e c t s  u _ i  ~  G a u s s i a n                    O b s  p e r  g r o u p :  m i n  =         2 2
G r o u p  v a r i a b l e :  C o d e N u m b e r                       N u m b e r  o f  g r o u p s    =         9 3
R a n d o m - e f f e c t s  t o b i t  r e g r e s s i o n                  N u m b e r  o f  o b s       =       3 2 9 4
. . . . . . . . . . . . . . . x . . . . x . . . . . . . . . . . . . x . . . . . . . . . . . . . . .     5 0
         1          2          3          4          5  
B o o t s t r a p  r e p l i c a t i o n s  ( 5 0 )
( r u n n i n g  x t t o b i t  o n  e s t i m a t i o n  s a m p l e )
.  x t t o b i t  O c c  O c  D L  D J  D D  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  V  Z  U S  T U  T S R  B B  N S C  W C  P a  I n c ,  l l ( 0 )  u l ( 1 0 0 )  t o b i t  v c e ( b o o t s t r a p )
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Appendix 2b. Results for Tobit regression of occupancy percentage on destination 
characteristics 
 
Appendix 2c. Predicted results from Tobit regression of occupancy percentage on 
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126 
 
Appendix 2d. Quadrature check procedure for Tobit regression of occupancy 
percentage on destination characteristics  
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   _cons                     .00003611      .00003647   Difference
Occ:          42.616634       42.61667      42.616671
                                                     
                            -1.636e-07     -1.629e-07   Relative difference
     Inc                     2.450e-06      2.440e-06   Difference
Occ:         -14.975935     -14.975932     -14.975932
                                                     
                            -5.131e-07     -5.120e-07   Relative difference
      Pa                     6.856e-06      6.840e-06   Difference
Occ:         -13.360575     -13.360568     -13.360569
                                                     
                             2.603e-09      2.564e-09   Relative difference
      WC                    -1.662e-08     -1.636e-08   Difference
Occ:         -6.3831822     -6.3831822     -6.3831822
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     NSC                    -2.452e-06     -2.453e-06   Difference
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      TU                    -3.986e-10     -4.307e-10   Difference
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      US                     2.175e-07      2.170e-07   Difference
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       S                     7.812e-06      7.809e-06   Difference
Occ:         -18.211092     -18.211084     -18.211084
                                                     
                            -7.728e-06     -7.813e-06   Relative difference
      DD                     4.046e-06      4.090e-06   Difference
Occ:          -.5235205     -.52351645     -.52351641
                                                     
                             9.333e-07      9.435e-07   Relative difference
      DJ                    -8.385e-06     -8.477e-06   Difference
Occ:         -8.9849783     -8.9849867     -8.9849868
                                                     
                            -1.962e-06     -2.005e-06   Relative difference
      DL                     6.337e-06      6.475e-06   Difference
Occ:         -3.2290374     -3.2290311     -3.2290309
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      Oc                     .00002217      .00002243   Difference
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                             6.573e-13     -3.266e-14   Relative difference
likelihood                  -8.602e-09      4.275e-10   Difference
Log          -13087.863     -13087.863     -13087.863
                                                     
             12 points      8 points       16 points
             quadrature     quadrature     quadrature
               Fitted       Comparison     Comparison
                         Quadrature check
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Appendix 2e. Marginal effects estimates for bootstrapped Tobit regression of occupancy 
percentage on destination characteristics 
 
Appendix 2f. Results for generalised least squares regression of occupancy percentage 
on destination characteristics  
 
                                                                              
         I n c     - 1 4 . 1 7 9 2 3    3 . 6 2 3 1 0 6     - 3 . 9 1    0 . 0 0 0     - 2 1 . 2 8 0 3 9    - 7 . 0 7 8 0 7 4
          P a     - 1 2 . 6 4 9 8 1    5 . 4 9 0 6 7 7     - 2 . 3 0    0 . 0 2 1     - 2 3 . 4 1 1 3 4    - 1 . 8 8 8 2 7 7
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          B B     - 2 2 . 6 8 1 0 2    6 . 9 6 3 5 9 6     - 3 . 2 6    0 . 0 0 1     - 3 6 . 3 2 9 4 2    - 9 . 0 3 2 6 2 2
         T S R      1 . 7 7 0 9 8 2    3 . 8 3 0 6 5 5      0 . 4 6    0 . 6 4 4     - 5 . 7 3 6 9 6 4     9 . 2 7 8 9 2 8
          T U       . 0 0 3 5 2 6    . 0 0 1 9 5 1 3      1 . 8 1    0 . 0 7 1     - . 0 0 0 2 9 8 5     . 0 0 7 3 5 0 6
          U S      . 3 9 9 4 6 4 8     . 6 2 0 3 4 3      0 . 6 4    0 . 5 2 0     - . 8 1 6 3 8 5 1     1 . 6 1 5 3 1 5
           Z      1 3 . 1 1 3 5 4    3 . 9 2 8 4 7 8      3 . 3 4    0 . 0 0 1      5 . 4 1 3 8 6 5     2 0 . 8 1 3 2 1
           V      1 2 . 1 9 0 0 7    4 . 6 7 2 9 2 8      2 . 6 1    0 . 0 0 9        3 . 0 3 1 3     2 1 . 3 4 8 8 4
          L C      2 9 . 0 5 5 6 6    6 . 6 9 8 0 0 5      4 . 3 4    0 . 0 0 0      1 5 . 9 2 7 8 1     4 2 . 1 8 3 5 1
          C h       3 1 . 4 1 8 4    4 . 4 4 5 2 4 6      7 . 0 7    0 . 0 0 0      2 2 . 7 0 5 8 8     4 0 . 1 3 0 9 2
          H C      1 4 . 0 5 5 2 7    6 . 5 1 3 5 2 8      2 . 1 6    0 . 0 3 1      1 . 2 8 8 9 8 6     2 6 . 8 2 1 5 5
          B F      1 6 . 4 5 1 4 7    1 2 . 7 9 6 9 4      1 . 2 9    0 . 1 9 9     - 8 . 6 3 0 0 7 4     4 1 . 5 3 3 0 1
         N B F      6 . 8 6 7 4 7 2    2 . 4 8 2 4 5 4      2 . 7 7    0 . 0 0 6      2 . 0 0 1 9 5 1     1 1 . 7 3 2 9 9
          E F      1 6 . 1 3 9 7 2    6 . 9 3 0 8 9 6      2 . 3 3    0 . 0 2 0      2 . 5 5 5 4 1 8     2 9 . 7 2 4 0 3
         S C G      9 . 1 1 0 6 6 1    6 . 0 3 3 3 6 3      1 . 5 1    0 . 1 3 1     - 2 . 7 1 4 5 1 3     2 0 . 9 3 5 8 3
          E B     - 9 . 5 6 2 8 0 4    1 2 . 6 7 2 1 9     - 0 . 7 5    0 . 4 5 0     - 3 4 . 3 9 9 8 5     1 5 . 2 7 4 2 4
           B     - 5 . 8 3 4 5 7 2     4 . 9 8 1 0 7     - 1 . 1 7    0 . 2 4 1     - 1 5 . 5 9 7 2 9     3 . 9 2 8 1 4 5
           S     - 1 7 . 2 4 2 2 8    6 . 0 2 7 7 1 4     - 2 . 8 6    0 . 0 0 4     - 2 9 . 0 5 6 3 8    - 5 . 4 2 8 1 7 8
          D D     - . 4 9 5 6 6 9 7    1 . 8 6 0 2 4 4     - 0 . 2 7    0 . 7 9 0      - 4 . 1 4 1 6 8     3 . 1 5 0 3 4 1
          D J     - 8 . 5 0 6 9 8 7    5 . 1 1 8 3 0 6     - 1 . 6 6    0 . 0 9 6     - 1 8 . 5 3 8 6 8     1 . 5 2 4 7 0 9
          D L     - 3 . 0 5 7 2 5 6    7 . 2 9 0 7 0 8     - 0 . 4 2    0 . 6 7 5     - 1 7 . 3 4 6 7 8     1 1 . 2 3 2 2 7
          O c      1 9 . 9 1 3 9 9    1 2 . 0 4 7 3 8      1 . 6 5    0 . 0 9 8     - 3 . 6 9 8 4 3 7     4 3 . 5 2 6 4 2
                                                                              
                    d y / d x    S t d .  E r r .       z     P > | z |      [ 9 5 %  C o n f .  I n t e r v a l ]
                          D e l t a - m e t h o d
                                                                              
               I n c              =     . 0 5 4 6 4 4 8  ( m e a n )
               P a               =     . 0 7 6 5 0 2 7  ( m e a n )
               W C               =     . 0 2 7 0 1 8 8  ( m e a n )
               N S C              =     . 0 4 3 7 1 5 8  ( m e a n )
               B B               =     . 2 6 2 2 9 5 1  ( m e a n )
               T S R              =     . 5 2 4 5 9 0 2  ( m e a n )
               T U               =     4 1 8 . 1 3 5 1  ( m e a n )
               U S               =     4 . 5 7 6 1 9 9  ( m e a n )
               Z                =     . 1 9 2 4 7 1 2  ( m e a n )
               V                =     . 0 9 8 3 6 0 7  ( m e a n )
               L C               =     . 0 9 0 4 6 7 5  ( m e a n )
               C h               =      . 5 5 7 3 7 7  ( m e a n )
               H C               =      . 2 9 5 0 8 2  ( m e a n )
               B F               =     . 0 8 7 4 3 1 7  ( m e a n )
               N B F              =     1 . 0 2 9 7 5 1  ( m e a n )
               E F               =     . 0 9 8 3 6 0 7  ( m e a n )
               S C G              =     . 4 5 0 5 1 6 1  ( m e a n )
               E B               =     . 0 4 3 7 1 5 8  ( m e a n )
               B                =     . 2 6 4 7 2 3 7  ( m e a n )
               S                =     . 3 4 1 2 2 6 5  ( m e a n )
               D D               =      2 . 9 4 0 6 5  ( m e a n )
               D J               =     5 . 4 9 3 9 8 9  ( m e a n )
               D L               =     . 1 5 3 0 0 5 5  ( m e a n )
a t            :  O c               =     . 2 6 7 7 5 9 6  ( m e a n )
d y / d x  w . r . t .  :  O c  D L  D J  D D  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  V  Z  U S  T U  T S R  B B  N S C  W C  P a  I n c
E x p r e s s i o n    :  E ( O c c * | 0 < O c c < 1 0 0 ) ,  p r e d i c t ( y s t a r ( 0 , 1 0 0 ) )
M o d e l  V C E     :  B o o t s t r a p
C o n d i t i o n a l  m a r g i n a l  e f f e c t s                       N u m b e r  o f  o b s    =        3 2 9 4
.  m a r g i n s ,  p r e d i c t ( y s t a r ( 0 , 1 0 0 ) )  d y d x ( O c  D L  D J  D D  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  V  Z  U S  T U  T S R  B B  N S C  W C  P a  I n c )  a t m e a n s
                                                                              
         r h o      . 2 8 0 7 2 3 3    ( f r a c t i o n  o f  v a r i a n c e  d u e  t o  u _ i )
     s i g m a _ e      1 4 . 8 7 9 1 8
     s i g m a _ u     9 . 2 9 5 4 4 5 9
                                                                              
       _ c o n s      4 9 . 7 0 9 3 3    1 6 . 9 9 7 3 2      2 . 9 2    0 . 0 0 3       1 6 . 3 9 5 2     8 3 . 0 2 3 4 6
         I n c     - 1 4 . 5 7 3 5 7    3 . 8 2 9 7 8 3     - 3 . 8 1    0 . 0 0 0     - 2 2 . 0 7 9 8 1    - 7 . 0 6 7 3 3 4
          P a     - 1 2 . 3 1 6 3 2    4 . 6 4 8 6 8 5     - 2 . 6 5    0 . 0 0 8     - 2 1 . 4 2 7 5 7    - 3 . 2 0 5 0 6 3
          W C     - 4 . 9 8 9 0 6 5    1 . 3 5 7 9 5 2     - 3 . 6 7    0 . 0 0 0     - 7 . 6 5 0 6 0 2    - 2 . 3 2 7 5 2 7
         N S C     - 1 9 . 1 3 5 0 9    4 . 6 4 2 9 6 9     - 4 . 1 2    0 . 0 0 0     - 2 8 . 2 3 5 1 4    - 1 0 . 0 3 5 0 3
          B B     - 2 2 . 8 7 1 7 1    5 . 4 1 0 7 1 5     - 4 . 2 3    0 . 0 0 0     - 3 3 . 4 7 6 5 2    - 1 2 . 2 6 6 9 1
         T S R      1 . 7 1 6 3 4 6    3 . 0 3 8 1 2 8      0 . 5 6    0 . 5 7 2     - 4 . 2 3 8 2 7 6     7 . 6 7 0 9 6 8
          T U       . 0 0 3 0 3 3    . 0 0 1 6 6 2 9      1 . 8 2    0 . 0 6 8     - . 0 0 0 2 2 6 1     . 0 0 6 2 9 2 2
          U S      . 4 1 1 6 6 5 8    . 5 4 9 5 8 9 5      0 . 7 5    0 . 4 5 4     - . 6 6 5 5 0 9 9     1 . 4 8 8 8 4 1
           Z      1 0 . 2 8 0 3 8    3 . 4 0 6 0 0 8      3 . 0 2    0 . 0 0 3      3 . 6 0 4 7 2 7     1 6 . 9 5 6 0 3
           V      1 3 . 2 2 7 3 7    4 . 3 0 6 6 0 7      3 . 0 7    0 . 0 0 2      4 . 7 8 6 5 7 3     2 1 . 6 6 8 1 6
          L C      2 7 . 2 2 1 7 4    4 . 7 9 1 7 1 1      5 . 6 8    0 . 0 0 0      1 7 . 8 3 0 1 6     3 6 . 6 1 3 3 2
          C h       2 9 . 2 1 5 6    2 . 8 3 0 8 4 9     1 0 . 3 2    0 . 0 0 0      2 3 . 6 6 7 2 4     3 4 . 7 6 3 9 6
          H C       1 5 . 4 3 9 1    5 . 2 4 4 0 8 9      2 . 9 4    0 . 0 0 3      5 . 1 6 0 8 7 2     2 5 . 7 1 7 3 2
          B F      1 9 . 7 5 1 9 1    1 0 . 0 8 3 1 7      1 . 9 6    0 . 0 5 0     - . 0 1 0 7 4 7 2     3 9 . 5 1 4 5 7
         N B F      7 . 2 1 3 6 4 8    2 . 0 3 4 1 0 5      3 . 5 5    0 . 0 0 0      3 . 2 2 6 8 7 4     1 1 . 2 0 0 4 2
          E F      1 5 . 1 8 1 3 1    5 . 9 3 0 4 3 8      2 . 5 6    0 . 0 1 0      3 . 5 5 7 8 6 7     2 6 . 8 0 4 7 6
         S C G      9 . 4 7 1 6 3 4    3 . 5 9 6 3 2 4      2 . 6 3    0 . 0 0 8      2 . 4 2 2 9 6 8      1 6 . 5 2 0 3
          E B     - 7 . 1 8 1 9 6 8    9 . 2 8 3 3 5 8     - 0 . 7 7    0 . 4 3 9     - 2 5 . 3 7 7 0 2     1 1 . 0 1 3 0 8
           B     - 5 . 2 0 9 3 5 6    3 . 9 6 3 4 5 7     - 1 . 3 1    0 . 1 8 9     - 1 2 . 9 7 7 5 9     2 . 5 5 8 8 7 7
           S     - 1 6 . 7 6 3 5 5    5 . 1 6 4 2 2 8     - 3 . 2 5    0 . 0 0 1     - 2 6 . 8 8 5 2 5    - 6 . 6 4 1 8 4 6
          D D      . 2 8 3 9 4 1 2    1 . 4 8 5 7 0 8      0 . 1 9    0 . 8 4 8     - 2 . 6 2 7 9 9 3     3 . 1 9 5 8 7 6
          D J     - 1 0 . 4 1 2 6 9    3 . 5 4 3 0 0 5     - 2 . 9 4    0 . 0 0 3     - 1 7 . 3 5 6 8 6    - 3 . 4 6 8 5 3 2
          D L     - 1 . 6 0 1 2 9 3    5 . 3 2 3 2 3 8     - 0 . 3 0    0 . 7 6 4     - 1 2 . 0 3 4 6 5     8 . 8 3 2 0 6 2
          O c      2 5 . 1 3 7 1 8    8 . 6 7 2 2 1 4      2 . 9 0    0 . 0 0 4      8 . 1 3 9 9 4 9      4 2 . 1 3 4 4
                                                                              
         O c c         C o e f .    S t d .  E r r .       z     P > | z |      [ 9 5 %  C o n f .  I n t e r v a l ]
                             R o b u s t
                                                                              
                            ( S t d .  E r r .  a d j u s t e d  f o r  9 3  c l u s t e r s  i n  C o d e N u m b e r )
0 . 6 7 7 0    0 . 7 4 2 2      0 . 7 4 2 2      0 . 7 4 2 2    0 . 7 4 2 2
  m i n       5 %        m e d i a n         9 5 %       m a x
                    t h e t a                      
c o r r ( u _ i ,  X )    =  0  ( a s s u m e d )                     P r o b  >  c h i 2         =     0 . 0 0 0 0
                                                W a l d  c h i 2 ( 2 4 )       =     5 6 9 . 6 2
       o v e r a l l  =  0 . 5 3 0 6                                         m a x  =         3 6
       b e t w e e n  =  0 . 8 2 4 6                                         a v g  =       3 5 . 4
R - s q :   w i t h i n   =  0 . 0 0 3 5                          O b s  p e r  g r o u p :  m i n  =         2 2
G r o u p  v a r i a b l e :  C o d e N u m b e r                       N u m b e r  o f  g r o u p s    =         9 3
R a n d o m - e f f e c t s  G L S  r e g r e s s i o n                    N u m b e r  o f  o b s       =       3 2 9 4
.  x t r e g  O c c  O c  D L  D J  D D  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  V  Z  U S  T U  T S R  B B  N S C  W C  P a  I n c ,  r e  r o b u s t  t h e t a
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Appendix 2g. Breusch and Pagan Lagrangian multiplier test for random effects, 
occupancy analysis 
 
Appendix 2h. Results for Wooldridge test for autocorrelation, occupancy analysis 
 
                          P r o b  >  c h i b a r 2  =    0 . 0 0 0 0
                             c h i b a r 2 ( 0 1 )  =   2 8 1 3 . 8 6
        T e s t :    V a r ( u )  =  0
                       u      8 6 . 4 0 5 3 1        9 . 2 9 5 4 4 6
                       e        2 2 1 . 3 9        1 4 . 8 7 9 1 8
                     O c c      6 0 6 . 6 5 6 4         2 4 . 6 3 0 4
                                                       
                                 V a r      s d  =  s q r t ( V a r )
        E s t i m a t e d  r e s u l t s :
        O c c [ C o d e N u m b e r , t ]  =  X b  +  u [ C o d e N u m b e r ]  +  e [ C o d e N u m b e r , t ]
B r e u s c h  a n d  P a g a n  L a g r a n g i a n  m u l t i p l i e r  t e s t  f o r  r a n d o m  e f f e c t s
.  x t t e s t 0
           P r o b  >  F  =       0 . 1 5 5 4
    F (   1 ,       9 2 )  =       2 . 0 5 2
H 0 :  n o  f i r s t - o r d e r  a u t o c o r r e l a t i o n
W o o l d r i d g e  t e s t  f o r  a u t o c o r r e l a t i o n  i n  p a n e l  d a t a
.  x t s e r i a l  O c c  O c  D L  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  Z  V  T S R  B B  N S C  U S  T U  D J  D D  W C  P a  I n c
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Appendix 3a. Results for the bootstrapped Tobit regression of revenue per availiable 
room on destination characteristics  
 
Appendix 3b. Predicted results from Tobit regression of revenue per availiable room on 







                               0  r i g h t - c e n s o r e d  o b s e r v a t i o n s
                            3 0 8 4      u n c e n s o r e d  o b s e r v a t i o n s
  O b s e r v a t i o n  s u m m a r y :        2 1 0   l e f t - c e n s o r e d  o b s e r v a t i o n s
L i k e l i h o o d - r a t i o  t e s t  o f  s i g m a _ u = 0 :  c h i b a r 2 ( 0 1 ) =   6 0 3 . 9 9  P r o b > = c h i b a r 2  =  0 . 0 0 0
                                                                              
         r h o      . 2 2 3 7 8 8 5    . 0 5 4 5 3 8 9                        . 1 3 2 0 0 3     . 3 4 3 8 6 0 9
                                                                              
    / s i g m a _ e      1 8 6 . 6 0 2 3     2 4 . 3 9 8 3      7 . 6 5    0 . 0 0 0      1 3 8 . 7 8 2 5     2 3 4 . 4 2 2 1
    / s i g m a _ u       1 0 0 . 1 9 5    1 0 . 4 4 0 9 8      9 . 6 0    0 . 0 0 0      7 9 . 7 3 1 0 2     1 2 0 . 6 5 8 9
                                                                              
       _ c o n s      1 6 6 . 6 1 7 5    2 5 2 . 9 9 8 9      0 . 6 6    0 . 5 1 0     - 3 2 9 . 2 5 1 1     6 6 2 . 4 8 6 2
         I n c     - 1 3 5 . 3 1 2 4    5 1 . 4 6 8 7 6     - 2 . 6 3    0 . 0 0 9     - 2 3 6 . 1 8 9 3    - 3 4 . 4 3 5 5 3
          P a     - 1 8 2 . 3 3 7 4    8 7 . 9 9 0 3 6     - 2 . 0 7    0 . 0 3 8     - 3 5 4 . 7 9 5 4    - 9 . 8 7 9 4 8 4
          W C     - 8 1 . 1 7 9 6 6    1 8 . 0 6 4 4 8     - 4 . 4 9    0 . 0 0 0     - 1 1 6 . 5 8 5 4    - 4 5 . 7 7 3 9 2
         N S C     - 2 4 9 . 8 9 5 2    8 1 . 0 3 7 0 6     - 3 . 0 8    0 . 0 0 2     - 4 0 8 . 7 2 4 9    - 9 1 . 0 6 5 4 8
          B B     - 5 9 . 7 1 0 6 6    1 0 9 . 1 6 3 2     - 0 . 5 5    0 . 5 8 4     - 2 7 3 . 6 6 6 6     1 5 4 . 2 4 5 3
         T S R      1 0 5 . 7 3 6 3    6 0 . 5 8 4 7 4      1 . 7 5    0 . 0 8 1     - 1 3 . 0 0 7 6 2     2 2 4 . 4 8 0 2
          T U      . 0 2 9 9 2 2 7    . 0 2 9 5 3 3 2      1 . 0 1    0 . 3 1 1     - . 0 2 7 9 6 1 3     . 0 8 7 8 0 6 6
          U S        4 6 . 7 7 2    1 4 . 7 7 6 4 2      3 . 1 7    0 . 0 0 2      1 7 . 8 1 0 7 4     7 5 . 7 3 3 2 6
           Z      6 . 4 6 6 7 8 4    4 4 . 8 3 7 8 5      0 . 1 4    0 . 8 8 5     - 8 1 . 4 1 3 7 9     9 4 . 3 4 7 3 6
           V      1 2 6 . 2 0 3 5    6 4 . 7 3 5 9 9      1 . 9 5    0 . 0 5 1     - . 6 7 6 6 8 1 5     2 5 3 . 0 8 3 7
          L C      4 2 9 . 9 1 8 9    9 0 . 6 2 2 4 1      4 . 7 4    0 . 0 0 0      2 5 2 . 3 0 2 2     6 0 7 . 5 3 5 5
          C h      3 6 5 . 8 7 5 5    5 0 . 3 1 9 0 8      7 . 2 7    0 . 0 0 0      2 6 7 . 2 5 1 9     4 6 4 . 4 9 9 1
          H C       5 2 . 5 4 8 4    9 5 . 7 6 5 9 5      0 . 5 5    0 . 5 8 3     - 1 3 5 . 1 4 9 4     2 4 0 . 2 4 6 2
          B F      5 7 6 . 0 3 9 6     1 6 7 . 5 7 6      3 . 4 4    0 . 0 0 1      2 4 7 . 5 9 6 8     9 0 4 . 4 8 2 5
         N B F      2 9 . 4 2 6 1 8    3 2 . 6 6 9 2 3      0 . 9 0    0 . 3 6 8     - 3 4 . 6 0 4 3 2     9 3 . 4 5 6 6 9
          E F      6 6 . 2 8 0 6 3    1 0 4 . 9 7 8 4      0 . 6 3    0 . 5 2 8     - 1 3 9 . 4 7 3 2     2 7 2 . 0 3 4 5
         S C G      7 6 . 1 3 0 9 7     6 6 . 3 6 8 1      1 . 1 5    0 . 2 5 1     - 5 3 . 9 4 8 1 2     2 0 6 . 2 1 0 1
          E B      8 5 . 5 0 2 1 6    1 3 3 . 0 0 3 2      0 . 6 4    0 . 5 2 0     - 1 7 5 . 1 7 9 3     3 4 6 . 1 8 3 6
           B      - 2 1 . 7 8 4 5    8 0 . 0 5 5 6 1     - 0 . 2 7    0 . 7 8 6     - 1 7 8 . 6 9 0 6     1 3 5 . 1 2 1 6
           S     - 1 5 6 . 0 5 7 4    6 2 . 5 4 4 5 3     - 2 . 5 0    0 . 0 1 3     - 2 7 8 . 6 4 2 4    - 3 3 . 4 7 2 3 6
          D D      2 0 . 8 4 0 2 5    2 5 . 4 2 7 4 4      0 . 8 2    0 . 4 1 2     - 2 8 . 9 9 6 6 3     7 0 . 6 7 7 1 2
          D J     - 1 0 2 . 8 3 0 6    5 3 . 1 8 3 4 5     - 1 . 9 3    0 . 0 5 3     - 2 0 7 . 0 6 8 2      1 . 4 0 7 0 9
          D L     - 9 8 . 9 6 1 6 8    7 4 . 6 8 8 5 1     - 1 . 3 2    0 . 1 8 5     - 2 4 5 . 3 4 8 5     4 7 . 4 2 5 1 1
          O c      1 9 6 . 6 0 5 5    1 4 0 . 6 6 9 2      1 . 4 0    0 . 1 6 2     - 7 9 . 1 0 0 9 9      4 7 2 . 3 1 2
                                                                              
      R e v P A R         C o e f .    S t d .  E r r .       z     P > | z |      [ 9 5 %  C o n f .  I n t e r v a l ]
                 O b s e r v e d    B o o t s t r a p                          N o r m a l - b a s e d
                                                                              
                             ( R e p l i c a t i o n s  b a s e d  o n  9 3  c l u s t e r s  i n  C o d e N u m b e r )
L o g  l i k e l i h o o d   =  - 2 0 7 5 5 . 4 3 5                     P r o b  >  c h i 2         =     0 . 0 0 0 0
                                                W a l d  c h i 2 ( 2 4 )       =     8 0 3 . 9 7
                                                               m a x  =         3 6
                                                               a v g  =       3 5 . 4
R a n d o m  e f f e c t s  u _ i  ~  G a u s s i a n                    O b s  p e r  g r o u p :  m i n  =         2 2
G r o u p  v a r i a b l e :  C o d e N u m b e r                       N u m b e r  o f  g r o u p s    =         9 3
R a n d o m - e f f e c t s  t o b i t  r e g r e s s i o n                  N u m b e r  o f  o b s       =       3 2 9 4
. . . . . . . . . . . x . . . . . . . . . . . . . . . . . . . . . . . . x . . . . . . . . . . . . x     5 0
         1          2          3          4          5  
B o o t s t r a p  r e p l i c a t i o n s  ( 5 0 )
( r u n n i n g  x t t o b i t  o n  e s t i m a t i o n  s a m p l e )
.  x t t o b i t  R e v P A R  O c  D L  D J  D D  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  V  Z  U S  T U   T S R  B B  N S C  W C  P a  I n c ,  l l ( 0 )  t o b i t  v c e ( b o o t s t r a p )
      R e v P A R      0 . 7 7 8 6    1 . 0 0 0 0
     y h a t l i n      1 . 0 0 0 0
                                
                y h a t l i n    R e v P A R
( o b s = 3 2 9 4 )
.  c o r r e l a t e  y h a t l i n  R e v P A R
      R e v P A R         3 2 9 4     2 8 0 . 3 5 3 9     3 2 7 . 3 7 9 9           0    4 1 8 1 . 0 6 5
     y h a t l i n         3 3 4 8     2 6 8 . 2 4 4 7     2 6 5 . 8 0 6 3   - 2 0 6 . 9 4 3 4    9 7 9 . 7 0 7 4
                                                                      
    V a r i a b l e          O b s         M e a n     S t d .  D e v .        M i n         M a x
.  s u m m a r i z e  y h a t l i n  R e v P A R
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                               0 right-censored observations
                            3084     uncensored observations
  Observation summary:       210  left-censored observations
Likelihood-ratio test of sigma_u=0: chibar2(01)=  603.99 Prob>=chibar2 = 0.000
                                                                              
         rho     .2237885    .028432                      .1721158    .2832939
                                                                              
    /sigma_e     186.6023   2.419406    77.13   0.000     181.8604    191.3443
    /sigma_u      100.195   8.085727    12.39   0.000     84.34724    116.0427
                                                                              
       _cons     166.6175   207.1772     0.80   0.421    -239.4424    572.6775
         Inc    -135.3124   54.28686    -2.49   0.013    -241.7127   -28.91215
          Pa    -182.3374   47.44118    -3.84   0.000    -275.3204   -89.35442
     UNTotal     .0299227   .0238148     1.26   0.209    -.0167534    .0765988
           V     126.2035   48.40169     2.61   0.009     31.33797    221.0691
         NSC    -249.8952   62.44492    -4.00   0.000     -372.285   -127.5054
          BB    -59.71066   61.87084    -0.97   0.335    -180.9753    61.55397
           Z     6.466784   43.83395     0.15   0.883    -79.44617    92.37974
    LogCabin     429.9189   57.50044     7.48   0.000     317.2201    542.6176
          Ch     365.8755   43.27649     8.45   0.000     281.0551    450.6958
          BF     576.0396   114.6626     5.02   0.000      351.305    800.7742
         NBF     29.42618   22.45662     1.31   0.190    -14.58798    73.44035
           S    -156.0574   53.90729    -2.89   0.004    -261.7137   -50.40105
          US       46.772   7.040485     6.64   0.000      32.9729     60.5711
         TSR     105.7363   41.88698     2.52   0.012     23.63931    187.8332
          DJ    -102.8306   45.38849    -2.27   0.023    -191.7904   -13.87075
          DD     20.84025   20.28036     1.03   0.304    -18.90853    60.58903
          EF     66.28063    77.8176     0.85   0.394    -86.23907    218.8003
          HC      52.5484   68.81057     0.76   0.445    -82.31784    187.4146
           B     -21.7845   56.58516    -0.38   0.700    -132.6894    89.12038
          EB     85.50216    114.112     0.75   0.454    -138.1533    309.1577
         SCG     76.13097   49.01801     1.55   0.120    -19.94256    172.2045
          DL    -98.96168    64.2918    -1.54   0.124    -224.9713    27.04794
          Oc     196.6055   120.4015     1.63   0.102     -39.3772    432.5882
         WC2    -81.17966   20.85346    -3.89   0.000    -122.0517   -40.30763
                                                                              
 RUNTTourism        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                                                                              
Log likelihood  = -20755.435                    Prob > chi2        =    0.0000
                                                Wald chi2(24)      =    605.17
                                                               max =        36
                                                               avg =      35.4
Random effects u_i ~ Gaussian                   Obs per group: min =        22
Group variable: CodeNumber                      Number of groups   =        93
Random-effects tobit regression                 Number of obs      =      3294
Iteration 3:   log likelihood = -20755.435  
Iteration 2:   log likelihood = -20755.435  
Iteration 1:   log likelihood = -20755.511  
Iteration 0:   log likelihood = -20762.778  
Fitting full model:
Iteration 2:   log likelihood = -21883.102
Iteration 1:   log likelihood = -21883.103
Iteration 0:   log likelihood = -21883.253
Obtaining starting values for full model:
Iteration 3:   log likelihood = -21057.429  
Iteration 2:   log likelihood = -21057.429  
Iteration 1:   log likelihood = -21057.434  
Iteration 0:   log likelihood = -21078.064  
Fitting full model:
Iteration 3:   log likelihood = -22596.097  
Iteration 2:   log likelihood = -22596.097  
Iteration 1:   log likelihood = -22596.101  
Iteration 0:   log likelihood = -22605.654  
Fitting constant-only model:
Fitting comparison model:
. xttobit RUNTTourism WC2 Oc DL SCG EB B HC EF DD DJ TSR US S NBF BF Ch LogCabin Z BB NSC V UNTotal Pa Inc, ll(0) tobit
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Appendix 3d. Quadrature check procedure for Tobit regression of revenue per 
available room on destination characteristics  
                                                      
                             9.176e-09      9.187e-09   Relative difference
   _cons                     1.712e-06      1.714e-06   Difference
sigma_e:      186.60234      186.60234      186.60234
                                                     
                             5.283e-06      5.283e-06   Relative difference
   _cons                     .00052928      .00052934   Difference
sigma_u:      100.19497       100.1955       100.1955
                                                     
                             6.254e-06      6.290e-06   Relative difference
   _cons                     .00104195      .00104801   Difference
RevPAR:       166.61754      166.61859      166.61859
                                                     
                            -5.310e-07     -5.298e-07   Relative difference
     Inc                     .00007186      .00007169   Difference
RevPAR:      -135.31244     -135.31237     -135.31237
                                                     
                            -1.003e-06     -1.001e-06   Relative difference
      Pa                      .0001828      .00018252   Difference
RevPAR:      -182.33743     -182.33725     -182.33725
                                                     
                            -1.138e-08     -1.145e-08   Relative difference
      WC                     9.236e-07      9.295e-07   Difference
RevPAR:      -81.179656     -81.179655     -81.179655
                                                     
                             2.219e-07      2.219e-07   Relative difference
     NSC                    -.00005545     -.00005546   Difference
RevPAR:      -249.89519     -249.89525     -249.89525
                                                     
                            -2.374e-06     -2.380e-06   Relative difference
      BB                     .00014177      .00014212   Difference
RevPAR:      -59.710656     -59.710514     -59.710514
                                                     
                            -1.736e-07     -1.757e-07   Relative difference
     TSR                    -.00001835     -.00001858   Difference
RevPAR:       105.73628      105.73626      105.73626
                                                     
                            -2.579e-06     -2.598e-06   Relative difference
      TU                    -7.717e-08     -7.773e-08   Difference
RevPAR:       .02992266      .02992258      .02992258
                                                     
                             6.838e-08      6.819e-08   Relative difference
      US                     3.198e-06      3.189e-06   Difference
RevPAR:       46.771999      46.772003      46.772003
                                                     
                            -.00008078     -.00008112   Relative difference
       Z                     -.0005224     -.00052458   Difference
RevPAR:       6.4667843      6.4662619      6.4662598
                                                     
                             4.742e-07      4.759e-07   Relative difference
       V                     .00005985      .00006006   Difference
RevPAR:       126.20353      126.20359      126.20359
                                                     
                            -1.189e-06     -1.194e-06   Relative difference
      LC                    -.00051133     -.00051314   Difference
RevPAR:       429.91886      429.91835      429.91834
                                                     
                            -1.607e-06     -1.612e-06   Relative difference
      Ch                    -.00058783     -.00058991   Difference
RevPAR:       365.87548      365.87489      365.87489
                                                     
                             1.957e-06      1.981e-06   Relative difference
      HC                     .00010284      .00010412   Difference
RevPAR:       52.548403      52.548506      52.548507
                                                     
                             5.088e-08      5.648e-08   Relative difference
     NBF                     1.497e-06      1.662e-06   Difference
RevPAR:       29.426184      29.426185      29.426185
                                                     
                             5.696e-07      5.727e-07   Relative difference
      BF                     .00032813      .00032991   Difference
RevPAR:       576.03963      576.03996      576.03996
                                                     
                            -3.444e-06     -3.461e-06   Relative difference
      EF                    -.00022829     -.00022937   Difference
RevPAR:       66.280629        66.2804      66.280399
                                                     
                            -3.984e-07     -3.932e-07   Relative difference
     SCG                    -.00003033     -.00002994   Difference
RevPAR:       76.130967      76.130937      76.130937
                                                     
                             5.110e-06      5.134e-06   Relative difference
      EB                      .0004369      .00043895   Difference
RevPAR:       85.502163        85.5026      85.502602
                                                     
                            -5.702e-06     -5.720e-06   Relative difference
       B                     .00012421       .0001246   Difference
RevPAR:      -21.784496     -21.784371     -21.784371
                                                     
                            -1.635e-06     -1.635e-06   Relative difference
       S                     .00025519      .00025517   Difference
RevPAR:      -156.05739     -156.05714     -156.05714
                                                     
                             5.915e-06      5.951e-06   Relative difference
      DD                     .00012328      .00012402   Difference
RevPAR:       20.840249      20.840372      20.840373
                                                     
                             2.104e-06      2.120e-06   Relative difference
      DJ                    -.00021641     -.00021795   Difference
RevPAR:      -102.83056     -102.83078     -102.83078
                                                     
                            -1.940e-06     -1.963e-06   Relative difference
      DL                     .00019196      .00019428   Difference
RevPAR:      -98.961683     -98.961491     -98.961489
                                                     
                             3.053e-06      3.076e-06   Relative difference
      Oc                     .00060033      .00060469   Difference
RevPAR:       196.60549      196.60609      196.60609
                                                     
                             4.619e-13     -1.185e-13   Relative difference
likelihood                  -9.586e-09      2.459e-09   Difference
Log          -20755.435     -20755.435     -20755.435
                                                     
             12 points      8 points       16 points
             quadrature     quadrature     quadrature
               Fitted       Comparison     Comparison
                         Quadrature check
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Appendix 3e. Results for generalised least squares regression of revenue per avaliliable 
room analysis on destination characteristics  
 
Appendix 3f. Results for Wooldridge test for autocorrelation, revenue per available 
room analysis 
 
Appendix 3g. Breusch and Pagan Lagrangian multiplier test for random effects, 




                                                                              
         rho    .29030261   (fraction of variance due to u_i)
     sigma_e    179.42905
     sigma_u    114.75764
                                                                              
       _cons     254.7447   164.3999     1.55   0.121     -67.4731    576.9626
         Inc    -130.1483   36.89751    -3.53   0.000     -202.466   -57.83048
          Pa    -170.0288   65.02744    -2.61   0.009    -297.4802   -42.57734
          WC    -61.05471   14.09614    -4.33   0.000    -88.68264   -33.42678
         NSC    -253.0605    53.9481    -4.69   0.000    -358.7968   -147.3241
          BB    -47.07996   64.53044    -0.73   0.466    -173.5573    79.39737
         TSR     103.1969   38.17785     2.70   0.007     28.36967    178.0241
          TU     .0182811   .0187231     0.98   0.329    -.0184156    .0549777
          US     46.58481   9.795208     4.76   0.000     27.38655    65.78306
           Z    -39.47792   29.93015    -1.32   0.187    -98.13993     19.1841
           V     130.6251   56.84776     2.30   0.022     19.20553    242.0446
          LC     382.2177   64.91553     5.89   0.000     254.9856    509.4498
          Ch     312.5629   30.79404    10.15   0.000     252.2077    372.9181
          HC      59.3441   60.66248     0.98   0.328    -59.55218    178.2404
         NBF     29.00524   19.73507     1.47   0.142    -9.674775    67.68526
          BF     603.8829   95.49731     6.32   0.000     416.7116    791.0542
          EF     42.23668   62.04441     0.68   0.496    -79.36812    163.8415
         SCG     72.06983    42.1922     1.71   0.088    -10.62535     154.765
          EB     118.3669   89.30339     1.33   0.185    -56.66448    293.3984
           B    -11.97992   45.35144    -0.26   0.792    -100.8671    76.90727
           S    -135.6972   43.13857    -3.15   0.002    -220.2472   -51.14713
          DD     31.28061     15.547     2.01   0.044     .8090573    61.75216
          DJ     -119.385   35.45903    -3.37   0.001    -188.8834   -49.88658
          DL     -79.0422   57.50027    -1.37   0.169    -191.7407    33.65626
          Oc     246.2558    100.031     2.46   0.014     50.19862     442.313
                                                                              
      RevPAR        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]
                             Robust
                                                                              
                            (Std. Err. adjusted for 93 clusters in CodeNumber)
0.6838   0.7478     0.7478     0.7478   0.7478
  min      5%       median        95%      max
                    theta                     
corr(u_i, X)       = 0 (assumed)                Prob > chi2        =    0.0000
Random effects u_i ~ Gaussian                   Wald chi2(24)      =    819.74
       overall = 0.6093                                        max =        36
       between = 0.8612                                        avg =      35.4
R-sq:  within  = 0.0032                         Obs per group: min =        22
Group variable: CodeNumber                      Number of groups   =        93
Random-effects GLS regression                   Number of obs      =      3294
. xtreg RevPAR Oc DL DJ DD S B EB SCG EF BF NBF HC Ch LC V Z US TU TSR BB NSC WC Pa Inc, re robust theta
           P r o b  >  F  =       0 . 9 7 8 6
    F (   1 ,       9 2 )  =       0 . 0 0 1
H 0 :  n o  f i r s t - o r d e r  a u t o c o r r e l a t i o n
W o o l d r i d g e  t e s t  f o r  a u t o c o r r e l a t i o n  i n  p a n e l  d a t a
.  x t s e r i a l   R e v P A R  O c  D L  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  Z  V  T S R  B B  N S C  U S  T U  D J  D D  W C  P a  I n c
                          P r o b  >  c h i b a r 2  =    0 . 0 0 0 0
                             c h i b a r 2 ( 0 1 )  =   3 0 6 6 . 6 9
        T e s t :    V a r ( u )  =  0
                       u      1 3 1 6 9 . 3 2        1 1 4 . 7 5 7 6
                       e      3 2 1 9 4 . 7 8        1 7 9 . 4 2 9 1
                  R e v P A R      1 0 7 1 7 7 . 6        3 2 7 . 3 7 9 9
                                                       
                                 V a r      s d  =  s q r t ( V a r )
        E s t i m a t e d  r e s u l t s :
        R e v P A R [ C o d e N u m b e r , t ]  =  X b  +  u [ C o d e N u m b e r ]  +  e [ C o d e N u m b e r , t ]
B r e u s c h  a n d  P a g a n  L a g r a n g i a n  m u l t i p l i e r  t e s t  f o r  r a n d o m  e f f e c t s
.  x t t e s t 0
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Appendix 3h. Marginal effects estimates for bootstrapped Tobit regression of 
occupancy percentage on destination characteristics. 
 .  
                                                                              
         I n c     - 1 2 1 . 6 8 0 7    4 5 . 6 2 7 9 6     - 2 . 6 7    0 . 0 0 8     - 2 1 1 . 1 0 9 9    - 3 2 . 2 5 1 5 5
          P a     - 1 6 3 . 9 6 8 3    7 8 . 2 2 5 8 1     - 2 . 1 0    0 . 0 3 6     - 3 1 7 . 2 8 8 1    - 1 0 . 6 4 8 5 3
          W C     - 7 3 . 0 0 1 4 1    1 5 . 4 1 7 7 7     - 4 . 7 3    0 . 0 0 0     - 1 0 3 . 2 1 9 7    - 4 2 . 7 8 3 1 3
         N S C     - 2 2 4 . 7 2 0 1    7 1 . 3 3 7 4 5     - 3 . 1 5    0 . 0 0 2     - 3 6 4 . 5 3 8 9    - 8 4 . 9 0 1 2 9
          B B     - 5 3 . 6 9 5 2 5    9 7 . 9 2 2 2 1     - 0 . 5 5    0 . 5 8 3     - 2 4 5 . 6 1 9 3     1 3 8 . 2 2 8 8
         T S R      9 5 . 0 8 4 1 4    5 4 . 1 9 4 0 6      1 . 7 5    0 . 0 7 9     - 1 1 . 1 3 4 2 7     2 0 1 . 3 0 2 5
          T U      . 0 2 6 9 0 8 2    . 0 2 6 5 9 4 4      1 . 0 1    0 . 3 1 2     - . 0 2 5 2 1 5 8     . 0 7 9 0 3 2 2
          U S      4 2 . 0 6 0 0 7    1 3 . 1 8 2 7 7      3 . 1 9    0 . 0 0 1      1 6 . 2 2 2 3 1     6 7 . 8 9 7 8 3
           Z      5 . 8 1 5 3 0 4    4 0 . 3 0 7 3 3      0 . 1 4    0 . 8 8 5      - 7 3 . 1 8 5 6     8 4 . 8 1 6 2 1
           V      1 1 3 . 4 8 9 5    5 8 . 2 1 3 5 9      1 . 9 5    0 . 0 5 1     - . 6 0 7 0 6 5 3      2 2 7 . 5 8 6
          L C      3 8 6 . 6 0 7 7    8 4 . 3 8 3 9 8      4 . 5 8    0 . 0 0 0      2 2 1 . 2 1 8 2     5 5 1 . 9 9 7 3
          C h      3 2 9 . 0 1 6 3    4 5 . 2 3 2 4 7      7 . 2 7    0 . 0 0 0      2 4 0 . 3 6 2 2     4 1 7 . 6 7 0 3
          H C      4 7 . 2 5 4 5 4    8 6 . 0 8 1 8 8      0 . 5 5    0 . 5 8 3     - 1 2 1 . 4 6 2 8     2 1 5 . 9 7 1 9
          B F      5 1 8 . 0 0 7 9    1 5 7 . 3 2 5 6      3 . 2 9    0 . 0 0 1      2 0 9 . 6 5 5 4     8 2 6 . 3 6 0 5
         N B F      2 6 . 4 6 1 7 2    2 9 . 1 9 6 7 7      0 . 9 1    0 . 3 6 5     - 3 0 . 7 6 2 9 1     8 3 . 6 8 6 3 4
          E F      5 9 . 6 0 3 3 5    9 4 . 3 1 4 1 8      0 . 6 3    0 . 5 2 7      - 1 2 5 . 2 4 9     2 4 4 . 4 5 5 7
         S C G      6 8 . 4 6 1 3 4    6 0 . 2 2 1 3 8      1 . 1 4    0 . 2 5 6      - 4 9 . 5 7 0 4     1 8 6 . 4 9 3 1
          E B      7 6 . 8 8 8 4 6    1 2 0 . 3 7 6 4      0 . 6 4    0 . 5 2 3      - 1 5 9 . 0 4 5      3 1 2 . 8 2 2
           B     - 1 9 . 5 8 9 8 7    7 1 . 9 9 1 3 7     - 0 . 2 7    0 . 7 8 6     - 1 6 0 . 6 9 0 4     1 2 1 . 5 1 0 6
           S     - 1 4 0 . 3 3 5 8    5 5 . 8 4 4 5 8     - 2 . 5 1    0 . 0 1 2     - 2 4 9 . 7 8 9 1    - 3 0 . 8 8 2 4 1
          D D      1 8 . 7 4 0 7 5    2 2 . 8 8 5 9 4      0 . 8 2    0 . 4 1 3     - 2 6 . 1 1 4 8 8     6 3 . 5 9 6 3 8
          D J     - 9 2 . 4 7 1 1 5    4 8 . 0 5 0 1 1     - 1 . 9 2    0 . 0 5 4     - 1 8 6 . 6 4 7 6     1 . 7 0 5 3 3 9
          D L     - 8 8 . 9 9 2 0 3    6 7 . 3 8 1 9 9     - 1 . 3 2    0 . 1 8 7     - 2 2 1 . 0 5 8 3     4 3 . 0 7 4 2 4
          O c      1 7 6 . 7 9 8 9    1 2 6 . 6 3 5 9      1 . 4 0    0 . 1 6 3      - 7 1 . 4 0 2 9     4 2 5 . 0 0 0 8
                                                                              
                    d y / d x    S t d .  E r r .       z     P > | z |      [ 9 5 %  C o n f .  I n t e r v a l ]
                          D e l t a - m e t h o d
                                                                              
               I n c              =     . 0 5 4 6 4 4 8  ( m e a n )
               P a               =     . 0 7 6 5 0 2 7  ( m e a n )
               W C               =     . 0 2 7 0 1 8 8  ( m e a n )
               N S C              =     . 0 4 3 7 1 5 8  ( m e a n )
               B B               =     . 2 6 2 2 9 5 1  ( m e a n )
               T S R              =     . 5 2 4 5 9 0 2  ( m e a n )
               T U               =     4 1 8 . 1 3 5 1  ( m e a n )
               U S               =     4 . 5 7 6 1 9 9  ( m e a n )
               Z                =     . 1 9 2 4 7 1 2  ( m e a n )
               V                =     . 0 9 8 3 6 0 7  ( m e a n )
               L C               =     . 0 9 0 4 6 7 5  ( m e a n )
               C h               =      . 5 5 7 3 7 7  ( m e a n )
               H C               =      . 2 9 5 0 8 2  ( m e a n )
               B F               =     . 0 8 7 4 3 1 7  ( m e a n )
               N B F              =     1 . 0 2 9 7 5 1  ( m e a n )
               E F               =     . 0 9 8 3 6 0 7  ( m e a n )
               S C G              =     . 4 5 0 5 1 6 1  ( m e a n )
               E B               =     . 0 4 3 7 1 5 8  ( m e a n )
               B                =     . 2 6 4 7 2 3 7  ( m e a n )
               S                =     . 3 4 1 2 2 6 5  ( m e a n )
               D D               =      2 . 9 4 0 6 5  ( m e a n )
               D J               =     5 . 4 9 3 9 8 9  ( m e a n )
               D L               =     . 1 5 3 0 0 5 5  ( m e a n )
a t            :  O c               =     . 2 6 7 7 5 9 6  ( m e a n )
d y / d x  w . r . t .  :  O c  D L  D J  D D  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  V  Z  U S  T U  T S R  B B  N S C  W C  P a  I n c
E x p r e s s i o n    :  E ( R e v P A R * | 0 < R e v P A R < 4 1 8 1 ) ,  p r e d i c t ( y s t a r ( 0 , 4 1 8 1 ) )
M o d e l  V C E     :  B o o t s t r a p
C o n d i t i o n a l  m a r g i n a l  e f f e c t s                       N u m b e r  o f  o b s    =        3 2 9 4
.  m a r g i n s ,  p r e d i c t ( y s t a r ( 0 , 4 1 8 1 ) )  d y d x ( O c  D L  D J  D D  S  B  E B  S C G  E F  N B F  B F  H C  C h  L C  V  Z  U S  T U   T S R  B B  N S C  W C  P a  I n c )  a t m e a n s
