A new construction scheme for a time-discrete version of the Stefan problem with Gibbs-Thomson law is introduced. Extending a scheme due to Luckhaus [11] our approach uses a local minimisation of certain penalised functionals instead of minimising these functionals globally. The main difference is that local minimisation allows for surface loss of approximate phase interfaces in the limit. The theory of varifolds is used to obtain the convergence of approximate Gibbs-Thomson equations. A particular situation exhibits that local minimisation provides more physically appealing solutions than those constructed by global minimisation.
Introduction
The Stefan problem and its variants describe phase transitions like melting or solidification of a given material. The Gibbs-Thomson law accounts for surface tension effects and introduces a geometric condition on the phase boundary. This generalisation of the classical Stefan problem allows modelling phenomena like superheating or undercooling of phases. For a derivation of the model see [9] and [22] .
Let a time interval (0, T ) and an open bounded region Ω ⊂ R 3 with Lipschitz boundary be given, and set Ω T := (0, T ) × Ω. We are looking for a phase and a temperature function, X : Ω T → {0, 1} and u : Ω T → R.
Here the set {X (t) = 1} represents the liquid phase, {X (t) = 0} the solid phase. The common boundary in Ω describes the phase interface. The governing equations are the energy balance H 2 -measure a Dirichlet condition is prescribed. In [11] (see also [10] for all ξ ∈ C ∞ c (Ω T ; R 3 ). In [11] an implicit time-discretisation is used and approximate phase functions are chosen as global minimisers of appropriate functionals. This global minimisation preserves the total surface area of the phase interfaces when the time-steps approach zero. As a consequence approximate Gibbs-Thomson laws converge within the BV-formulation and in the limit phase functions enjoy additional minimising and regularity properties. Singularities of phase boundaries, like cusps, which for example can arise when two parts of one phase merge, are excluded. In this sense solutions constructed by global minimisation are too restrictive. In [13] Plotnikov and Starovoȋtov proved that solutions of a certain phase field model converge to weak solutions of the Stefan problem with Gibbs-Thomson law. The authors use the same notion of weak solutions which enjoy the same minimising and regularity properties as those of [11] .
In the present paper, as an alternative to global minimisation, a local minimisation is used to construct approximate phase functions. We use the same time-discrete functionals as used in [11] but introduce a second discrete evolution. Approximate phase functions are chosen as suitable stationary points instead of global minimisers. Our construction admits quite general phase interfaces and provides more physically appealing solutions than those constructed by global minimisation.
From a technical point of view the main difference to global minimisation is that local minimisation allows a loss of total surface mass for the phase interfaces when passing to the limit with time-discrete approximations. The following time-independent example presents some difficulties which arise. Consider approximate phase functions X h each consisting of two solid parts and let the solid parts merge with h → 0. A part of the boundary, indicated by the dashed line, has ceased to separate two different phases. We call this part the hidden boundary, whereas the phase interface represents the physically relevant part of the boundary. Cusp singularities occur due to the cancellation of phase interfaces. As shown in [16] the BV-formulation of the Gibbs-Thomson law breaks down. Thus a more general formulation has to be given.
Following an idea from [17] we deal with the surface measure of the phase boundaries. In the above example the limit h → 0 yields a Radon measure with double multiplicity on the hidden boundary. To treat such objects we use the concept of integral varifolds as introduced by Almgren [1] . In Geometric Measure Theory a notion of mean curvature for varifolds has been developed. Schätzle [17] investigates the limit behaviour of surfaces with mean curvature given by a Sobolev function in the ambient space. In this context it is useful to take hidden boundaries into account. On the other hand the Gibbs-Thomson law is relevant only on the phase interface. In Section 3 we justify the following generalised notion of mean curvature for quite general phase interfaces.
and µ has locally bounded first variation with mean curvature vector H µ satisfying
Then we call
We use this definition to extend the BV-formulation of the Gibbs-Thomson law. The main result of this paper is the following existence theorem. 
there exist functions
constructed by a local minimisation, such that
Moreover for almost all t ∈ (0, T ) the reduced boundary of E(t) = {X (t, ·) = 1} has a generalised mean curvature vector H (t), which H 2 -almost everywhere on ∂ * E(t) satisfies the Gibbs-Thomson law 5) where ν(t) = ∇X (t)/|∇X (t)| on ∂ * E(t).
The proof of the theorem is given in Sections 4 and 5. Section 6 investigates the behaviour of solutions. We study a particular situation where two ice balls grow monotonically. Solutions constructed by global minimisation build a bridge-like connection at a positive distance whereas solutions by local minimisation can touch continuously.
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General definitions and notation
We fix some notations and recall some basic definitions. As a general reference for Geometric Measure Theory see the book of Simon [19] .
For functions depending on time and space variables denote by "∇" and "∇·" the spatial gradient and spatial divergence, respectively. For a differentiable function f : R n → R n and a k-dimensional subspace T of R n we define the divergence restricted to T by
where {t i } i=1,...,k is any orthonormal basis of T .
Let ω k denote the volume of the k-dimensional unit ball and define for (y, t) ∈ R n−1 × R and , σ > 0 the cylinder
Let Ω ⊂ R n be open and µ a Radon measure on Ω. We define the k-dimensional density of µ at a point x ∈ Ω,
and for a subset A ⊂ Ω the density
if the respective limits exist. If θ(µ, A, x) = 1 we say that the set A has full density at x (with respect to µ). For x ∈ Ω and > 0 define the scaled measures
A k-dimensional subspace P ⊂ R n is called the k-dimensional tangential plane of µ at x, denoted by T x µ, if there is θ > 0 such that µ x, → θH k P as Radon measures as goes to zero. In this case θ is the multiplicity of µ in x. We call µ a rectifiable (n − 1)-varifold if for µ-almost all x ∈ Ω the (n − 1)-dimensional tangential plane T x µ exists, and an integral (n − 1)-varifold if in addition θ n−1 (µ, ·) is µ-almost everywhere integer-valued. A general (n − 1)-varifold is a Radon measure on the Grassmannian G n−1 Ω, which is the product of Ω and the space of (n − 1)-dimensional unoriented subspaces of R n . In the present paper we identify a rectifiable (n − 1)-varifold µ and the related Radon measure V µ on G n−1 Ω, defined by
The first variation of a rectifiable (n − 1)-varifold µ is given by
We say µ is of locally bounded first variation with mean curvature vector
A point x 0 ∈ spt(µ) is called generic with respect to µ if the following conditions hold:
• the tangential plane T x 0 µ exists,
In this case we write y = ap-lim x→x 0 ϕ(x). A function ϕ : A → R is twice approximately differentiable at x 0 ∈ Ω if there are a vector b ∈ R n and a symmetric matrix S ∈ R n×n such that ap-lim
Then we set
For a L n -measurable set E ⊂ Ω of finite perimeter let ∂ * E denote the reduced boundary of E in Ω, that is, the subset of ∂E ∩ Ω where a generalised inner normal exists as Radon-Nikodym derivative ∇X E /|∇X E | with length one. Then |∇X E | = H n−1 ∂ * E is an integral (with density 1) (n − 1)-varifold on Ω (see [3, Section 3.5]).
A notion of mean curvature for general phase interfaces
To give an extension of the Gibbs-Thomson law we justify the notion of generalised mean curvature given in Definition 1.1. We are concerned with phase interfaces given as boundaries of Caccioppoli sets that can be completed to integral varifolds. If the latter have a mean curvature of sufficiently high integrability, we prove that on the phase interface this mean curvature is independent of the completion.
µ i is of locally bounded first variation with mean curvature vector H µ i , and
This proposition justifies Definition 1.1. The proof of the proposition relies on the following lemma, which extends arguments from [17] and [18] . Let µ and H µ be as in Proposition 3.1. On any subset of the support of µ that is the graph of a measurable function, the mean curvature of µ is already determined by the mean curvature of the graph function.
LEMMA 3.2 Let µ be an integral (n − 1)-varifold with locally bounded first variation and mean
Proof. Let Σ = spt(µ) and ω : R → R indicate a generic modulus of continuity, that is, an o(1) function at zero. Define the set of "good" points to be G := {y ∈ Y : ψ is twice approximately differentiable at y and satisfies (3.1)}.
According to [7, 3.1.4 ] the set G is measurable, and [7, 2.9.11] ensures that
We will show that on the other hand
Comparing (3.2) and (3.3) we obtain L n−1 (Y \ G) = 0 and the conclusion of the lemma follows. The proof of (3.3) splits into several steps.
STEP 1 For L n−1 -almost all points y 0 ∈ Y we find that
Proof. Observe that for the orthogonal projection π : R n → R n−1 ×{0} and an (n−1)-dimensional hyperplane T = {ν(T )} ⊥ of R n the Jacobian is given by
Thus the coarea formula [6, Theorem 3.4.2] guarantees that Proof. Abbreviate the height of x 0 , the tangential plane of µ at x 0 and the (n − 1)-dimensional density of µ at x 0 by
Denote the "slope" of T 0 with respect to R n−1 × {0} by
By [19, Lemma 17.11 ] the existence of T x 0 µ and H µ ∈ L s loc (µ) with s > n − 1 implies
Therefore we can choose 0 = 0 (λ) > 0 such that Z 0 ,3m 0 (x 0 ) ⊂⊂ Ω and for all 0 < < 0 ,
We define the upper and lower height functions
Then ϕ + is upper and ϕ − is lower semicontinuous. By [18, Theorem 6 .1] the height function ϕ + is twice approximately differentiable L n−1 -almost everywhere in B n−1 0 (y 0 ), and for L n−1 -almost all y ∈ B n−1
Now ϕ + and ψ are measurable, and by [7, 2.9 .11], L n−1 -almost all points in {ϕ + = ψ} have full density in this set. Thus ψ is twice approximately differentiable L n−1 -almost everywhere in {ϕ + = ψ} ∩ B 0 (y 0 ) and satisfies (3.1). STEP 3 The set
has full density at x 0 with respect to µ.
Proof. We follow [17] and use a version of the Lipschitz approximation theorem of Brakke (see A.1 in the appendix). The scaled measures µ x 0 , as defined in (2.1) are integral (n − 1)-varifolds in B n 7 (0) with µ x 0 , (B n 7 (0)) 2ω n−1 7 n−1 θ 0 for all 0 < 1. We have to control the Lipschitz approximation constant (see the definition in the appendix). We claim
In fact the existence of T 0 = T x 0 µ yields
Next we observe that lipapp µ x 0 , (0, 7, T 0 ) = lipapp µ (x 0 , 7 , T 0 ) and
The third term of lipapp µ x 0 , (0, 7, T 0 ) is estimated by
Thus the assumptions of Theorem A.1 are fulfilled with θ 0 = θ n−1 (µ, x 0 ), T 0 = T x 0 µ, and (3.8).
Hence there are a constant δ 0 independent of and θ 0 , and Lipschitz-continuous functions
such that for the set Y 0 of all y ∈ B n−1 δ 0 (0) with θ n−1 (µ x 0 , , (y, t)) = #{i : f i (y) = t} for all −1/2 < t < 1/2 (3.9) and the set
the following limit vanishes:
Assuming 0 < δ 0 < 1/4m, we observe that, for all 0 < 1,
, we see from (3.9) that
By (3.12) we obtain x ∈ Z 0 ,3m 0 (x 0 ) and ϕ + (y), ϕ − (y) ∈ R . Moreover (3.7) and (3.11) yield
and by (3.13) we get ϕ − (y) = ϕ + (y) and x ∈ Σ 0 . Now for α = min(δ 0 , 1/2) and all 0 < < 0 we have
where we have used (3.10), the full density with respect to µ of the set {θ n−1 (µ, ·) = θ 0 } at x 0 according to assumption (3.4), and θ 0 = θ n−1 (µ, x 0 ). The above calculations yield the claim of
Step 3,
(3.14)
STEP 4 The set {ϕ + = ψ} has full density at y 0 .
Proof. For (y, ψ(y)) ∈ Z 0 ,3m 0 (x 0 ) we have
The approximate continuity of ψ at y 0 implies
The coarea formula and (3.7) yield, with β = 2 max{2m, 1},
where we have used (3.14). Together with (3.16) and (3.17) we end up with θ n−1 ({ϕ + = ψ}, y 0 ) = 0.
STEP 5 Steps 4 and 2 prove that ψ is twice approximately differentiable in a set of full L n−1 -density at y 0 and satisfies (3.1). Thus we arrive at (3.3), which completes the proof of the lemma. 2
Now we are in a position to prove Proposition 3.1.
Proof of Proposition 3.1. Since X E ∈ BV(Ω) and the reduced boundary of E is (n−1)-rectifiable, ∂ * E is up to a set of H n−1 -measure zero covered by a countable union of Lipschitz (n − 1)-graphs (see [3, Proposition 2.76]). Lemma 3.2 ensures that for each of these Lipschitz graphs the mean curvature vectors H µ 1 and H µ 2 on the intersection of the graph with ∂ * E are H n−1 -almost everywhere determined by the graph function and therefore identical. Thus, as desired,
2) should fulfil the Gibbs-Thomson law in the sense that for almost all t ∈ (0, T ) the phase interface ∂ * {X (t, ·) = 1} has a mean curvature vector according to Definition 1.1, which is H n−1 -almost everywhere on ∂ * {X (t, ·) = 1} given by the trace of u as H (t, ·) = u(t, ·) ∇X |∇X | (t, ·). In fact this is a reasonable formulation of the Gibbs-Thomson law. (ii) For ξ ∈ C ∞ c (Ω) and µ = |∇X | we have
Invoking [17, Theorem 1.3] we find that µ has locally bounded first variation with mean curvature vector H µ ∈ L s loc (µ), s > n − 1. We obtain u ∈ L s loc (µ) and
Thus H µ = u∇X /|∇X | µ-almost everywhere. Definition 1.1 and H n−1 ∂ * {X = 1} µ prove the claim.
(iii) From (3.18) we deduce that
which is the desired BV-formulation. 
Time-discretisation and local minimisation
We determine approximate solutions by an implicit time-discretisation. Compared to [11] we take the same time-discrete functionals, but choose phase functions to be suitable stationary points and not necessarily global minimisers. Let a time step h > 0 be given and look for step functions in time
We write u h
This turns out to be equivalent to
For future use we also defineK h (v) to be the solution of
Let us first summarise some properties of the above operators.
The operators (v, w) → 
Proof. To prove
and we obtain K h (v) −M almost everywhere in Ω. The corresponding estimate from above and L ∞ (Ω)-bounds for K h 0 (v) andK h (v) can be derived analogously. The proofs of the other assertions are straightforward.
2
We determine the functions u h , X h iteratively. Set
In [11] the function X h t is chosen to be a global minimiser of F h t , and u h t is defined by (4.1). Let us make a few remarks concerning this approach:
• The first variation of the area integral Ω |∇X | is given by the mean curvature, leading to an approximate Gibbs-Thomson law for stationary points of F h t .
• If for h t t 0 the X h t are stationary points of the functionals F h t and in addition F h t (X h t ) F h t (X h t−h ), then we get an energy estimate
with a constant C independent of t 0 , h (see [11] ).
• The term 1 2 Ω K h 0 (X − X h t−h )(X − X h t−h ) "penalises" in some sense the distance from X h t−h . As we see from Lemma 4.1 the penalisation is uniformly bounded in h > 0 and consequently quite mild. Thus global minimisation preserves a minimising property for the limits of the approximate solutions. This excludes a loss of surface area of phase interfaces as h → 0 and gives additional regularity properties.
If we consider the functional F h t as a kind of energy of the physical system, it is not very well justified to choose X h t to be a global minimiser. A global minimiser of F h t can be "far away" from X h t−h , with a large amount of energy "in between". It would be more appropriate to choose a local minimum connected with X h t−h by a path on which the energy monotonically decreases. To implement this idea we approximate a flowX (τ ), τ 0, satisfying
by a second discrete evolution (X i ) i∈N . This can be seen as an evolution on a finer scale. We call this approach local minimisation in contrast to the global minimisation used in [11] . DEFINITION 4.2 Choose positive "time steps" (ε h ) h>0 and "penalisation parameters" (λ h ) h>0 with
To determine iterativelyX i =X h t,i ∈ BV(Ω, {0, 1}) set
and letX i be a global minimiser of the functional F i = F h t,i ,
where the operatorK ε h was defined in (4.4). Proof. Let ψ j ∈ BV(Ω; {0, 1}) be a minimising sequence in BV(Ω; {0, 1}). Thus (ψ j ) j ∈N is uniformly bounded in BV(Ω). The compact embedding BV(Ω) → L 1 (Ω) implies the strong L 1 (Ω)-convergence to a function X ∈ BV(Ω; {0, 1}) for a subsequence j k → ∞. With respect to strong L 1 (Ω)-convergence the perimeter is lower semicontinuous and all other terms ofF i are continuous. This shows that X is a global minimiser. To prove the regularity of the boundary we show that a global minimiserX i has a 1/2-almost-minimal boundary in the sense of Almgren. For this let B r (x) ⊂ Ω, ψ ∈ BV(Ω; {0, 1}) withX i = ψ in Ω \ B r (x). The inequalitỹ F i (X i ) F i (ψ) leads to the estimate
where we have used the bilinearity and symmetry of the maps (v, w)
According to [22 
Next we prove the convergence ofX i up to a subsequence to a stationary point of F h t .
LEMMA 4.4 There is a subsequence i k → ∞ and a functionX ∞ ∈ BV(Ω; {0, 1}) such that
Moreover,
and
In particular,X ∞ is a global minimiser ofF : BV(Ω; {0, 1}) → R, defined bỹ
and {X ∞ = 1} has a C 1,1/2 -boundary after changingX ∞ on a set of L 3 -measure zero.
Proof. Observe F j (X j ) F j (X j −1 ) and sum over j to obtain, for any i ∈ N ,
Thus we can estimate
Therefore (X i ) i∈N is uniformly bounded in BV(Ω) and we can choose a subsequence to get X ∞ ,X ∞ ∈ BV(Ω; {0, 1}) withX
By (4.10) and Lemma 4.1 we obtain
and consequentlyX ∞ =X ∞ . Now F h t is lower semicontinuous with respect to L 1 -convergence and by means of (4.9) we get the estimate (4.7).
Recalling F i k (X i k ) F i k (X ) for any X ∈ BV(Ω; {0, 1}), we have
Letting k → ∞ in this estimate gives (4.8). The regularity of the boundary follows as in Lemma 4.3. and define u h t by (4.1). We immediately observe that u h t ∈ L ∞ (Ω) since u h t−h ∈ L ∞ (Ω), and by Lemma 4.1.
DEFINITION 4.5 Set
LEMMA 4.6 For the approximate solutions we have
The function X h t is a stationary point of F h t and for all ξ ∈ C 1 c (Ω; R 3 ) we have
Proof. Inequality (4.11) follows from (4.7). We deduce (4.12) from (4.1), (4.2) and (4.3). Since X h t =X ∞ is a stationary point ofF and the first variation of X → λ h ΩK ε h (X −X ∞ )(X −X ∞ )
vanishes at X h t , we obtain
Now (4.1) gives the assertion.
2
The following estimates are proved in [11] , where only (4.1) and (4.11) are used (and not the global minimising property of the approximate phase functions!).
LEMMA 4.7 For any t 0 ∈ (0, T ), t 0 = Mh, we have the energy estimate
Thus we get uniform bounds for
Proof. See [11] .
Moreover an estimate for time differences can be derived, which is crucial for the L 1 (Ω T )-compactness of u h and X h : LEMMA 4.8 For any 0 < τ < T we have
uniformly in h > 0.
Proof. For the proof see [11] .
REMARK 4.9 It is this lemma which requires the assumption H 2 (Γ D ) = 0. In [11] the assertion is also proved for a pure homogeneous Neumann condition but here the global minimising property of the functions X h t is used, in particular to exclude oscillations between the states X h t and 1 − X h t .
Convergence to solutions
To prove Theorem 1.2 the passage to a limit in the approximate Gibbs-Thomson equations (4.13) is crucial. If a loss of surface mass for the phase interfaces can be excluded as in [11] , a lemma of Reshetnyak [14] proves convergence of the Gibbs-Thomson law within the BV-formulation. In contrast, local minimisation requires different arguments. We deal with the surface measures |∇X h t | and apply a convergence result for surfaces with mean curvature given by a Sobolev function in the ambient space ( [17] ; see Theorem A.2 in the appendix).
LEMMA 5.1 There are functions
and a subsequence h → 0, such that for all 1 p < ∞, .3) hold. We set
and define integral 2-varifolds µ h t on Ω by
We complete the proof of Theorem 1.2.
THEOREM 5.2 For almost all t ∈ (0, T ) there exists an integral 2-varifold µ t with locally bounded first variation and mean curvature vector H µ t ∈ L 4 loc (µ t ) such that
In particular ∂ * E(t) has for almost all t ∈ (0, T ) a generalised mean curvature vector according to Definition 1.1 and the Gibbs-Thomson law (1.5) is satisfied. The integral varifolds µ t can be obtained as limit points of (µ h t ) h>0 . Proof. We restrict ourselves to points t ∈ (0, T ) for which (5.2) holds. By (4.16) and the Fatou lemma we deduce
In consequence for almost all t ∈ (0, T ) there exists a subsequence h i (t) → 0 (i → ∞) and a function v ∈ H 1,2 (Ω) with u
The Rellich-Kondrashov embedding theorem (see [5, Theorem 5.7 .1]) and (5.2) give v = u(t).
Observing that hK h 0 (f ) H 1,2 (Ω) → 0 we get
Moreover by (4.15) the functions X h i t are uniformly bounded in BV(Ω) for almost all t ∈ (0, T ). By the weak*-compactness of Radon measures (see [19, Theorem 4 .4]) we can choose a further subsequence of h i → 0 to obtain for almost all t ∈ (0, T ) Radon measures V t on G 2 Ω with
Moreover the mean curvature equation (4.13) becomes
By (5.2), (5.4), (5.5) and (5.6) all assumptions of the convergence theorem in [17] (see Theorem A.2 in the appendix) are fulfilled and we conclude that there is an integral 2-varifold µ t on Ω such that
Moreover ∂ * E(t) ⊂ spt(µ t ) and µ t has locally bounded first variation with mean curvature vector
which satisfies the Gibbs-Thomson law 
which completes the proof.
2
In Theorem 5.2 the location of the hidden boundaries spt(µ t ) \ ∂ * E t remains dependent on the choice of subsequences in (5.5), which itself depends on time t ∈ (0, T ). This fact is the cause of bad control over the hidden boundaries and motivates the definition of mean curvature for the phase interface ∂ * {X (t) = 1}.
Behaviour of solutions
We compare solutions by local minimisation and solutions by global minimisation. First we state some special properties of solutions by global minimisation.
REMARK 6.1 The time-discretisation in [11] admits an additional penalisation term and minimises for Λ > 0 the functionals
Solutions (u, X ) of the Stefan problem with Gibbs-Thomson law, which were constructed by a global minimisation of the functionals F Λ,h t , satisfy for all comparison functions ψ ∈ L ∞ (0, T ; BV(Ω; {0, 1})) the inequality
Therefore for almost all t ∈ (0, T ) the X (t) are global minimisers of
on BV(Ω; {0, 1}). This leads to additional regularity properties. From (4.17) we obtain as in Remark
This shows that ∂ * {X (t) = 1} has a C 1,α -almost-minimal boundary for all 0 < α < 1/2. After changing X (t) on a set of L 3 -measure zero, ∂{X (t) = 1} is a C 1,α -surface. Moreover a theorem of Tamanini ([21] , see [22, Theorem XI.8.5] ) gives the existence of r 0 > 0 and 0 < c 0 < 1, independent of t ∈ (0, T ), such that for all 0 < r < r 0 and all x ∈ ∂{X (t) = 1},
This regularity influences the behaviour of the solutions by global minimisation as we will see in the following example.
Example
Consider two ice balls in a container of water. Do the balls touch continuously when they grow monotonically in time? For solutions by global minimisation inequality (6.3) gives a first answer: If the balls would touch as t ↑ t 0 one finds ε > 0 and for all t ∈ [t 0 − ε, t 0 ] points contradicting (6.3). Therefore solutions by global minimising create bridge-like connections at a positive distance. To investigate this situation let R, L with 0 < R < L/2 be given, set Ω = B L (0), f = 0 and Γ D = ∅ (note that this implies K h = K h 0 =K h ). We choose the pure Neumann condition for simplicity although our existence result does not comprise this case. For a Dirichlet or mixed boundary condition we expect a similar behaviour of solutions. Choose an initial radius r 0 ∈ (0, R) and an initial temperature u 0 ∈ H 1,2 (Ω) ∩ L ∞ (Ω) such that the ice balls have to grow monotonically (without proof we assume that this is possible).
For r ∈ (0, r), σ ∈ [0, r] define bridge-like solutions ψ(r, σ ) by S σ := Z σ,R (0), ψ(r, σ ) := X Ω\(E(r)∪S σ ) . We expect minimisers of the functionals F h t and F i to be ball-or bridge-like, when ball-like solutions are preferred to bridge-like solutions or vice versa. To analyse qualitatively the behaviour of solutions we restrict ourselves to the class of functionsX (r) and ψ(r, σ ), when minimising the respective time-discrete functionals. For a time step h > 0 we assume ball-like solutions until a time t ∈ (0, T ), so X h τ =X (r h τ ) for τ t, r h τ increasing in τ . In [11] , X h t+h is chosen to be a global minimiser of
We claim that for all radii near r = R the global minimisation prefers bridge-like solutions to balllike solutions. The bridges must have a minimal diameter. Furthermore in case their diameters are not large enough ball-like solutions are preferred. and obtain
2
Restricting to special initial data we show that local minimisation prefers ball-like solutions.
PROPOSITION 6.3 Let initial data 0 r 0 < R and u 0 ∈ H 1,2 (Ω) ∩ L ∞ (Ω) with u 0 > −1/2 be given. Then solutions by local minimisation do not build bridges before the ice balls touch.
To determine X h t+h we have to consider the evolution {X i } i∈N , whereX i minimises the functional
Assume again X h t =X (r h t ) andX i−1 =X (r i−1 ), and definẽ
In a first step we notice that bridge-like solutions are only competitive in a small neighbourhood of r = R shrinking to a point with h → 0:
LEMMA 6.4 There exists a function ω : (0, h 0 ) → R with ω(h) → 0 (h → 0) such that for all r i−1 r < R − ω(h) and 0 < σ r,
Proof. By (6.4) we assume σ > σ 1 (r) := min(σ 1 ,
Considering for α > 0 and 0 < m < L the fundamental solution Φ α of id − α∆ in R 3 we observe that ∇(X B m (0) * Φ α ) · ν ∂B m (0) < 0. The maximum principle theorems 8.1, 8.6 in [20] applied to id − α∆ yield K α (X B m (0) ) X B m (0) * Φ α and
Observing that
we find that this can be satisfied with ω(h) → 0 (h → 0).
By Lemma 6.4 the creation of a bridge at a positive distance of the balls yields a jump of the radius. This jump affects the first evolution and is never limited to the evolutions {X i } i∈N . 
This yields
), the assumed monotonic growth and invoking the maximum principle twice implies K h (u h τ ) inf Ω u 0 (see the proof of Lemma 4.1). Now we obtain
2
Now we are able to prove Proposition 6.3. Notice that u + X is in C 0 (0, T ; L p (Ω)) for all 1 p < ∞ (see [11] , [12] ), and that for Γ D = ∅, f = 0 the energies are monotone, that is,
are decreasing in (0, T ).
To sketch the idea consider a single ball jumping at a time t, that is, r(t+) − r(t−) = lim δ→0 (r(t + δ) − r(t − δ)) > 0.
The continuity of u + X forces u to jump as well:
u(t+) = u(t−) − (X (t+) − X (t−)).
The maximum principle implies u(t−) inf Ω u 0 > −1/2 but in contradiction to the monotonicity of energy we get 3ω 3 (r(t+)
To adapt this idea notice that by Lemma 6.4 the radii have to jump when a bridge-like connection appears at a positive distance of the balls. With the aid of Lemma 6.5 we derive a contradiction to the monotonicity of energy at the level of the time-discrete evolutions X h . Applying the L p (Ω)-convergence of u h t , X h t for a subsequence h → 0 and almost all t ∈ (0, T ) and using the fact that u + X ∈ C 0 (0, T ; L p (Ω)) we restrict ourselves to the following situation: ASSUMPTION There are subsequences h 0 and δ 0 such that
in L p (Ω), X (t − δ) → X (t−), X (t + δ) → X (t+) in L p (Ω), X h t−δ =X (r h t−δ ), X (t − δ) =X (r(t − δ)), r(t − δ) → r(t−) < R.
(In case of r(t−) = R we are done.)
CLAIM There exists δ 0 > 0 with X (t + δ) =X (r(t + δ)) for all δ < δ 0 , r(t + δ) → r(t−).
Assuming this claim to be false we obtain a subsequence δ → 0 and h δ > 0 such that either ( Ω u h t−δ w k 2 and Ω u(t − δ)w k 2 are convergent majorants).
The monotonic increase of the radius and the maximum principle yield as above the estimate ( This is a contradiction.
A. Lipschitz approximation and convergence of mean curvature
First we state a version of the Lipschitz approximation theorem of Brakke [4, Theorem 5.4 ] (see also [18] ), which we use in Section 3. Second we quote the convergence result of Schätzle [17] , which is crucial in Section 5.
A.1 Lipschitz approximation
For an integral (n − where we set lipapp µ (x 0 , , T ) = ∞ if H µ ∈ L 2 (µ B n (x 0 )).
