When a large number of simultaneous statistical inferences are conducted, unbiased estimators become biased if we purposefully select a subset of results to draw conclusions based on certain selection criteria. This happens a lot in A/B tests when there are too many metrics and segments to choose from, and only statistically significant results are considered. This paper proposes two different approaches, one based on supervised learning techniques, and the other based on empirical Bayes. We claim these two views can be unified and conduct large scale simulation and empirical study to benchmark our proposals with different existing methods. Results show our methods make substantial improvement for both point estimation and confidence interval coverage.
INTRODUCTION 1.Background
Statistical inference, a major force behind the big data revolution, bridges the data and the probabilistic models governing its underlying generating process, and enables transformation of leanings from one data-set to more general populations [5, 34] . Typically, the goal of statistical inference is to infer quantities associated with the aforementioned probabilistic models, e.g., common descriptive statistics (mean, median et al.), trained/fitted machine learning model parameters, or model evaluation metrics (accuracy, error rate et al.). In particular, the main output of the inference consist of a point estimation and its corresponding confidence interval [31] , representing both a prediction of the unknown quantity's value and the associated uncertainty. Due to the well-known duality between confidence interval and null hypothesis significance testing, an inferential procedure yielding correct confidence interval coverage rates naturally implies a hypothesis testing procedure with proper type-I error rates [32] .
On-line controlled experiments (a.k.a A/B tests) are widely used to evaluate and optimize web products, such as search engine [4, 29, 41] , social network [6, 46] , web streaming services [42, 44] and shared economy platforms [24] . At its core, A/B testing aims at inferring the treatment effects (new experiences, features et al.) to a set of metrics. Typically, collecting feedback from users interacting with web products [28] is cost-efficient and near real-time, opening up the potential opportunities of large-scale A/B tests. First, the amount of data for each experiment is large. This is a challenge for computation but a blessing for analysis, as it allows large sample asymptotic theory to help reduce many problems into a point estimation related to a problem concerning only normal distributions without making any strong assumption on the data generating process of the observations [7, 10] . Second, the number of analyses for each experiment is large. Experimenters are often interested in a set of metrics, from tens to hundreds or thousands [14] . Moreover, each metrics can be analyzed for various segments, such as different markets, operation systems and so on [15, 26] . Third, the number of experiments conducted during a release cycle is large. The types of changes teams make into a feature/treatment in those iterations range from complete rewrite to minor configuration change.
Post-selection inference in A/B testing
Post-selection inference naturally arises in simultaneous analysis. As an illustrative example, consider a Gaussian random variable X with mean µ and standard deviation σ . Given one sample with i.i.d. observations X 1 ,...,X n , the sample average X = n i=1 X i is an unbiased estimator of µ. However, what if we repeatedly sample for many times, and only report if X > µ +1.65σ ? By definition, there is a 5% chance of meeting this criterion, in which case our estimate becomes an exaggeration of µ. This phenomenon is ubiquitous in modern data analysis. Indeed, most statistical theories require us to pre-specify a scientific question and then provide an answer, whether it's "favorable" or not. However, in the post-selection scenario we ask multiple questions, and choose to answer a subset after peeking at the data. Intuitively, this practice creates bias, because we tend to select questions with which the data provides favorable answers. In A/B testing, there are just too many metrics, segments, or treatments being tested, and practitioners (and even experts) often filter down to only statistically significant results, thus introduce biases (also known as "winner's curse", see [30] ). This is a sound procedure, lest we be drowned by an ocean of noisy numbers. At the same time, this is an epitome of post-selection inference. Unfortunately, as intuitive as it sounds, assessing the post-selection bias seems impossible for real-life datasets, because we don't know the ground-truth we seek to estimate.
An attainable alternative to assess post-selection bias is replication. For a given post-selected estimate, if we re-run the exact same experiment and conduct the same analysis, the resulted new estimate should be unbiased. By comparing the two estimates, we can assess the post-selection bias. In fact, a simpler and perfect replication pair can be formed by just randomly splitting the experiment traffic into two splits [6] , analogous to splitting a data-set into training, validation and testing sets. One split is treated as the first run with the second split be its replication. As an example, Figure 1 contains scaled Deltas (i.e., observed effects) of 168 experiment split pairs, from 1026 experiments conducted by the same product team, with a selection criteria of p−value<0.1 applied to ∆ A . We group the experiments by whether their sample sizes exceed twenty millions 1 . For each group we fit a smooth local regression curve 2 . If ∆ A is an 1 We explored different grouping mechanisms, all yielded similar results. 2 All 1026 pairs were used, we also symmetrized data to make the curve symmetric. unbiased estimation of the true effect, it should be unbiased for ∆ B , implying that the observations should be along the reference line ∆ B = ∆ A . However, both curves are under/above the reference line for positive/negative values of ∆ A , suggesting the need of adjustment. Moreover, the adjustment is non-linear. Indeed, both curves appear flat near 0 and seem to approach ∆ B = ∆ A asymptotically. In other words, the larger ∆ A is, the less adjustment is needed. As a preview of the paper, Table 1 highlights the performances of the naive estimator (i.e., observed Delta without adjustment), the classic James-Stein estimator [11, 16, 22] , and the Ghidorah estimator that we will propose later. Table 1 provides two key take-aways. First, the naive estimator has the highest prediction error across the board, and under post-selection the corresponding confidence interval severely under-covers ∆ B , the proxy of true effect. In other words, adjustment appears very much necessary. 3 Second, Ghidorah estimator substantially reduces the prediction error. Moreover, under post-selection the corresponding confidence interval has the best coverage rates without increasing the interval width. The inferior of J-S estimator to Ghidorah empirically justifies the need for non-linear adjustments [1, 25] . We defer detailed discussions to later sections.
Contributions and organization
Other than raising awareness of the necessity for trustworthy postselection inference, in this paper we make the following contributions to the data mining community. First, we comprehensively survey existing methods, and provide a holistic view that facilitates development of new methods. Second, we propose two new methods, both of which significantly improved performances. Third, we conduct extensive simulation and empirical studies to demonstrate the advantages of our proposed methodologies. To our best knowledge, we are the first to evaluate both post-selection biases and confidence interval coverage rates, using real-life experiments.
This paper is organized as follows. Section 2 introduces notations and surveys existing methods. section 3 provides a unified view that stimulates two new methods. We also present a Bayes Factor bound method for cold-start scenarios. Sections 5 and 6 highlight the advantages of our proposed methods via simulated and empirical examples, respectively. Section 7 concludes and discusses future work.
SURVEY OF EXISTING WORK 2.1 Notations
We consider a standard A/B test with a treatment and a control group with sample size N T and N C and metric value Y T and Y C . A metric could be in a form of an average across i.i.d. samples but not limited to it. Central limit theorem entails that when sample sizes are large enough, the estimated treatment effect ∆ = Y T −Y C approximately follows a normal distribution of mean µ and variance σ 2 T /N T + σ 2 C /N C . With i.i.d. observations, σ 2 T and σ 2 C are sample variances of the respective groups. With non i.i.d. observations, we need to leverage more advanced methods, e.g., the Delta method [13] . Define the effective sample size and pooled variance as
Consequently, ∆ ∼ Normal(µ,σ 2 /N ) and our goal is to infer µ.
Conditional maximum likelihood
Intuitively, traditional maximum likelihood based inference need to be updated to include the selection criterion. To be specific, maximum likelihood estimator (MLE) becomes conditional Maximum likelihood estimator (CMLE), hypothesis testing needs to be conducted conditioning on the action of selection, and confidence interval be constructed accordingly. Reid et al. [36] studied the inference of a Gaussian mean µ with known variance σ 2 , under the selection criteria that |∆| ≥ K -a close set-up to A/B testing. In this case, the conditional maximum likelihood estimator is a solution of µ to the following equation
This CMLE has an intuitive explanation of iterative bias correction. If we know µ, then the expected selection bias E(∆ − µ ||∆| > K) is the right hand side of (1). Because we don't know µ, we equalize the expected bias with the observed bias ∆−µ and obtain (1) , which can be solved iteratively. We initialize µ with its unconditional MLE ∆ and compute the expected bias on the right hand side of (1). We then update µ by subtract the expected bias from ∆. Such iterative procedure guarantees converge to the solution of (1). Lee and Shen [30] applied the idea of expected bias correction to A/B testing, focusing on the marginal expectation E[(∆−µ)1 |∆ |>K ] instead of the conditional expectation, and stopping at the first iteration. Consequently, their correction can be applied to a compound estimation of a group of estimates, not to each individual inference.
Experiment splitting
Coey and Cunningham [6] pointed out that we could leverage the data points in Figure 1 (including those not passing the selection criterion) to train a regression model to predict
, under L 2 loss function we immediately obtain a predictive model of µ given ∆ A . More importantly, the regression is conditioned on observations, therefore takes post-selection into account in a way similar to CMLE. Data splitting transforms post-selection inference into a standard supervise learning problem, because it does not require a explicit data generating model, or the exact functional form of the estimator. Despite the overall brilliant proposal, in practice a missing piece in [6] is the proper functional form of the learner that can capture the non-linear shrinkage demonstrated in Figure 1 . Moreover, linear or not, the predictive model should depend on the sample size of each experiment. If we know the prior distribution of µ and the data generating process, we could compute the posterior mean of µ, which depends on the sample size. Therefore, training on the split data requires all experiments to have similar sample sizes. Moreover, the trained model needs to be properly "scaled up to full sample size" when making predictions for future experiments.
Empirical Bayes
Bayesian methods are known to be immune to post-selection bias, by conditioning on the observations [12, 20, 21, 33, 38] . Using notations introduced in Section 2, consider a prior distribution µ ∼ π and the subsequent data-generating process ∆ | µ ∼ Normal(µ,σ 2 /N ). We can compute the posterior mean E(µ |∆) by the classic Tweedie's formula [21] . To be specific, let l be the marginal log-likelihood of ∆ (with fixed N ), 4 Analogously, the curves in Figure 1 can be seen as examples of predicting µ given ∆ A .
In particular, if µ ∼ Normal(0,τ 2 ), then l ′ (∆) is a linear function of ∆ with the posterior mean
In practice, we can use historical A/B tests to estimateτ [9, 16] , and obtain the James-Stein shrinkage estimator [22] . It is worth noting that, although the shrinkage is linear in (3), the shrinkage factor depends on the sample size in a non-linear way. Moreover, Normal prior is a strong assumption. A more palatable assumption for the prior is unimodal with slowly decaying tails, always shrinking ∆ toward zero.
In particular, if the tail of the prior is heavier than Normal, the adjustment is smaller for large |∆|. This is further supported by Figure 1 where the empirically fitted curves are flat near zero, with increasing slope and less adjustments for bigger ∆s 5 . Intuitively, we should not "penalize" break-through features with large treatment effects. The main challenge of Bayesian methods is specification of the prior. This problem is partially alleviated by using real-life A/B tests to search within a family of prior distributions. However, the challenge of this empirical Bayes approach is to find a family of priors that can cover a large space of possibilities. Efron [21] suggested directly estimating l ′ (∆) non-parametrically from observed ∆s, however this idea does not apply when sample sizes vary and ∆ given µ is heteroskedastic. Another practical challenge is that experimenters sometimes question whether the historical experiments used to train the priors can properly represent a new feature they are currently A/B testing.
A UNIFIED VIEW AND NEW METHODS 3.1 Motivation
We surveyed conditional maximum likelihood estimator (CMLE), regression with experiment splitting (RwES) and empirical Bayes (EB), in Sections 2.2-2.4 respectively. Among them, CMLE appears rather limited, as it conditions on a pre-scribed selection criterion instead of the observations. More importantly, practitioners often adopt fluid selection criteria (e.g., gradually changing p−value threshold) when analyzing A/B tests. Simulation studies in late sections also show the inferiority of CMLE. Fortunately, RwES and EB both condition directly on the observations, and share the same end goal of directly modeling E(µ |∆). On one hand, EB is a "generative" method, as it models the prior π , which subsequently determines E(µ |∆). On the other hand, RwES is a "discriminative" method, as it takes the shortcut and directly models E(µ |∆) by regression. Intuitively, unifying EB and RwES has the potential of combining the strengths of both. As previously mentioned, one challenge of RwES is that it lacks the ability to account for the non-linearity with respect to ∆, and the experiment sample size N . We can equip RwES with treebased methods (e.g., gradient boosting tree) to handle non-linearity. However, they usually require more data points than we have.
For illustration, we conduct a simulation study using a (heavytailed) t−distribution with degree of freedom three, as the prior for µ. For a given training data size K, we simulate K +1000 experiments with a ground-truth effect from the prior, K for training and 1000 for Gradient Boosting Tree using ∆ and sample size N as predictors performs worse than simple regression for small data size. Even at 10,000 data points, it is not as good as the J-S estimator.
testing. We also independently simulate the sample size of each experiment from 0.2, 0.5, 1 and 2 millions, with equal probability. We set the t−prior with mean 0 and scale parameter τ such that τ 2 σ 2 /N = 0.1 when N is 1 million. For EB methods, we learn the hyper-parameters of the prior from the training set. For RwES methods, we split each experiment in the training set into two, and use the first split to fit models that predict ∆ in the second split. We apply the resulted (EB or RwES) models to the test set, for which we know the ground-truth effect, and compute the corresponding RMSEs (the lower the better). In addition, we also compute the RMSE of the "oracle" estimator, i.e., the theoretical conditional mean E(µ |∆) with known t−prior, based on a first order approximation in [35] . We plot the results in Figure 2 . The J-S estimator is inferior to the oracle, because the prior assumption is wrong. Nevertheless, it out-performs the RwES methods, because of the heterogeneous sample sizes. Interestingly, the gradient boosting tree (GBT) method fails to beat simple linear regression, even with large amount of training data. It is worth noting that, we explored different prior settings and reached the same conclusions. The above simulated example hints that neither the existing EB methods nor the existing RwES methods appear to be the best solution, leaving the door ajar for improving and/or combining the strengths of both.
TARwES: Theory-Assisted Regression
The "model-free" advantage of RwES method in the end demand more and we are once again facing the no free lunch principle. But there is a way out. Empirical Bayes method can be treated as feature generators to help expressing non-linear functional form as features. We call this Theory-Assisted Regression with Experiment Splitting (TARwES).
As the name suggests, we use the theoretical functional form from Empirical Bayes with various prior distributions as predicting features in RwES method. This two step hybrid method has the following advantages:
(1) Traditional EB methods relies heavily on the choices of priors. In Theory-Assisted Regression, they are merely used as feature generators. We can use multiple priors, each of which provides a possible non-linear form of the regression function. The regression step using experiment splitting can empirically pick the best combination. (2) We pointed out the RwES method can only capture the nonlinear dependency of the regression w.r.t. sample size N in the split data, which has a different sample size than the full experiment data. This scale up problem is very much mitigated in TARwES because the EB features encode the non-linear form of N already. When applied to the full experiment data, we just use the full sample size to compute these theory assisted features. We no longer need data hungry non-linear regression such as Gradient Boosting Tree in the regression step. Simple regression with regularization suffices. (3) Some parameters in EB method can be very hard to estimate.
For example, degrees of freedom of a t distribution is hard to estimate when it is small and the tail is heavy (the effective samples are only those at tails). Instead of estimating these parameters, TARwES method allows us to treat these unknown parameters simply as different features. For instance, we can put t prior with degrees of freedom 3, 5, 10, and 30 all as feature generators (degrees of freedom more than 30 can be approximated by normal prior) to cover all range of possible degrees of freedom. (4) RwES can benefit from adding features that is derived form auxiliary metrics other than the main target metric we wish to estimate its effect µ. TARwES inherits this. In our implementation, we used the following EB models as feature generator: normal prior (J-S), Laplace prior, t-prior with various of degrees of freedom. These features are combined with the unadjusted observation ∆ in the RwES step. For better regularity, we symmetrize the training data in the RwES step by mirroring each training data (negative to positive, vice versa). The regression model also does not have intercept, meaning when ∆ is 0 the prediction will always be 0. We emphasize that regularization is an absolute must in TARwES. This is because by design the EB based features are all trying to predict the ground-truth effect µ. Different prior assumptions render these predictions different, some may fit large effect better and some small effect better. Nevertheless, these feature can be highly correlated. The design matrix in ordinary least square will be close to degeneracy. We implemented Ridge regression and Non-negative least square [39] .
We chose to use these priors because their regression formula (posterior mean) exists in closed-form. Pericchi and Smith [35] derived both posterior mean and variance for Laplace prior, and provided approximated formula for t-prior. We found the t-prior features are less useful when Laplace prior is already used in both simulation and empirical study. This is also reflected also by the good performance of Laplace prior EB method when the true prior is t distribution in simulation study we show later. In the following we exclude t-priors in TARwES.
The Laplace (Double Exponential) prior EB is worth mentioning by its own right. It will also be an important component for our next new method. A Laplace prior with mean 0 and variance ν 2 has a density function
Its posterior mean given ∆ ∼ Normal(µ,σ 2 /N ) has a special weighted average form
Φ is Gaussian CDF. Equation (4) is a weighted average between
The weight is 1/2 at 0 (regression is 0 when ∆ is 0). w(∆) converges to 0 as ∆ approaches positive infinity and 1 for negative infinity, meaning for large positive ∆, the regression prediction will move close to ∆− σ 2 √ 2 N ν and for negative ∆, the asymptote is
This bounded bias correction property is in sheer contrast with the linear multiplier correction of J-S shrinkage for a normal prior, where the correction grows as |∆| increases. The asymptotic correction b is smaller if either the noise variance σ 2 /N is smaller or the prior signal variance τ is bigger.
Posterior variance for Laplace prior also has a simple form. Let
(ϕ is the normal density function) Then
We refer readers to [35] for details of posterior mean and variance approximation of a t-prior with a Gaussian noise.
Ghidorah: The Three-Headed Monster
In TARwES we used Empirical Bayes methods as feature generators to help Regression with Experiment Splitting to tackle non-linear functional forms. In this section we explore the opposite. How can the supervised learning perspective help Empirical Bayes? Choice of priors is the biggest challenge of all EB methods, in both theoretical and practical sense. The theoretical implication is obvious, when prior models are away from the true effect distribution, we have model mis-specification problem and all the nice theoretical formula of posterior mean and variance simply may not work. The deeper problem is we didn't have a way to even evaluate our model assumption as we did not observe the ground-truth effect directly so no simple measure like RMSE was available. The practical issue is no less challenging. Even though we may have a prior distribution family that we believe is a good representation of the true effect distribution, how do we know it applies to the next experiment? In our experience applying J-S shrinkage method to real experiments, experimenters frequently argue their new idea should be treated differently from those hold tested ideas. Not surprisingly, those arguments are louder when the post-selection correction makes bigger correction and renders the value of the treatment less impactful.
Our unified view of RwES and EB provides a new perspective to this conundrum. Instead of thinking in the classic Bayesian way treating the choice of prior as a postulation, we consider the prior just a mean to the end -to predict the true treatment effect. We carried a similar view in theory-assisted regression method using EB purely as feature generators. Here we won't go into to regression step and will just relying on EB to provide posterior mean and variance. How do we know we used the right prior family? We don't. We just treat the EB prior and the whole procedure of producing a prediction and confidence interval as a black-box. We will be focusing on its empirical performance of prediction error and confidence interval coverage rate. Thanks to experiment splitting, we can use the observed ∆ for the other split as if it were the ground-truth to evaluate our prediction. To be specific, letμ A and be our EB prediction for µ using split A,
We can compute both terms on the right side of (8) so we can get the MSE ofμ even if we do not observe the ground-truth directly. Similarly, (9) allows us to derive the 95% CI for ∆ B given ∆ A , and we can evaluate how is the empirical coverage compared to the nominal 95%. In a nutshell, RwES allows us to cast the EB paradigm into a supervised learning problem, where the philosophical dispute around the choice of prior is no different than model assumptions for any other regression models. A close analogy is regularization methods like Lasso and ridge regression. These extra penalty terms are equivalent to putting priors on the regression coefficients: a Laplace prior for Lasso and a normal prior for ridge regression. But we have never heard anyone questioning the validity of these prior assumptions, as the empirical evidence supporting these regularization techniques are abundant and people merely treat these as tuning parameters rather than model assumptions. For the practical concern about how the trained prior properly represents a new experiment. In the supervised learning perspective, this is equivalent to asking how well will the model trained from a training data-set generalize to a new test data point. The generalization power is already reflected in the model performance if we properly evaluated the model using a separate training and test set. As an experimenter, we may believe every new idea is unique and different from our earlier ideas. Given a model that can predict the true effect with prediction accuracy way better than unadjusted ∆, would you use this model for bias correction or choose to be a non-believer? 6 This mental shift of treating EB as supervised learning also changes the way parameters are estimated in Empirical Bayes. Parameter fitting in EB is typically done via maximum (marginal) likelihood, also called MLE-II for it is MLE at a higher hierarchy [3] . However, if prediction accuracy is our main concern, we should be minimizing it directly. In fact, there is a close connection of minimizing model prediction to maximum likelihood with model complexity adjustment. Stein's unbiased risk estimator (SURE) tries to unbiasedly estimate the testing error of a model at the same sets of predictor x as in the same training set (as if we independently draw another response y o for those x) [17, 19] . Xie et al. [45] used SURE in Empirical Bayes setting to improve prediction accuracy of J-S shrinkage estimator. We use SURE in parameter estimation of the scale parameter for priors. If we want, we can also use experiment splitting data to estimate parameters. We chose not to because not only experiment splitting requires additional steps for data preparation, it also requires more data points to give stable estimate.
We propose a special prior as a mixture of three components, hence the name Ghidorah -the three-headed monster. Its first head monitors 0 effect representing no or practical negligible effect, the second head attends to a normal prior for incremental effects, and the last head has a Laplace prior watching out for potential breakthrough heavier-than-normal tailed effects. We chose mixture prior for its simple posterior mean and variance form. Letμ G (∆) andμ L (∆) be the posterior mean of the Gaussian and Laplace component, let p G (∆) and p L (∆) be the posterior probabilities of the two component being active respectively (the rest is 0 component), and let Var G (∆) and Var L (∆) be the posterior variances. We have
Ghidorah model is transparent and explainable. For each new prediction, we can check the posterior probability (the attention) of each head and their contribution. When trained on historical data, the larger the prior mixture probability for the Laplace head is, the more heavy tail the treatment effect distributes. Similarly, when the Zero head has a large weight, the metric is very hard to move. The combination of a Gaussian prior with a Laplace prior has its connection to the Huber prior [27] , where we let
Huber prior is a continuous transition from Gaussian in the center around 0 to a Laplace distribution where K controls the point of transition. The major difference between a mixture prior of the two and the Huber prior is that the mixture prior has one more degree of freedom to fit the empirical data better. If we pay close attention, we can see the Huber prior's Laplace component has a scale parameter of τ 2 /K. When the Laplace component gets bigger as K approach to 0, the scale also increase and blows up. This coupling of the transition point and the scale of Laplace component could be an issue and this is what we also see in empirical study that Ghidorah generally outperforms Huber prior. The Zero component of the Ghidorah prior is important (Recall Ghidorah is labeled Monster Zero in the MonsterVerse). Our experience conducting many real experiments suggests for a mature product in 70% to 80% cases a metric like Revenue may not display any chance of movement and another 10% could be very weak movement (not surprising that we don't have many successful ideas to increase revenue while keep users happy). For these zero inflated cases without the Zero component (soft) filtering out these noisy data points the accuracy of the scale parameters for other components can be significantly hurt.
Parameters of Ghidorah prior involves separate scale parameters for the Gaussian and the Laplace component, as well as their prior probabilities. Mixture prior makes it hard to directly use SURE. We use SURE to get an initial scale parameter and then use EM [8] .
Combining the two
We presented TARwES and Ghidorah as two different methods. In fact, they complement each other. TARwES is a regression framework utilizing EB based predictions as individual features, and Ghidorah prediction can also be used. We call the enhanced method TARwES+, showcasing the flexibility of the TARwES framework which can be improved further with better theory-assisted features.
Another enhancement to TARwES is to go beyond the target metric and include observations or EB predictions of other metrics as features. Consider
The information ∆ 2 has for µ 1 is greater if 1) the correlation between the underlying movement µ 1 and µ 2 is larger, or 2) the correlation between the noises in Σ is lower. In one extreme, µ 1 = µ 2 and noises are uncorrelated. Then ∆ 2 contains as much information as ∆ 1 has for µ 1 . But if the noises are also perfectly correlated, then ∆ 1 = ∆ 2 and ∆ 2 will not be helpful. When considering the practical benefit of adding extra metrics it is crucial to separate the two types of correlations apart. Many metrics with high movement correlation may also have high noise correlations -metrics derived from similar signals.
CONFIDENCE INTERVAL, VARIANCE REDUCTION AND COLD START 4.1 Confidence Interval and Adjusted p−value
For CMLE method the confidence intervals are computed by inverting the dual hypothesis testing problem [32, 36] . When selection criteria is one sided, it produces very asymmetric confidence interval, especially when observed effect ∆ is close to the selection threshold.
For EB method, with posterior mean and variance, a 95% CI can be computed as E(µ |∆)±1.96 Var(µ |∆) . This assumes normality of the posterior distribution, which is only asymptotically true due to Bernstein-Von Mises theorem [43] . In this paper we focus on empirical performance of this CI and take the symmetric form as desired and required.
For RwES methods including TARwES, the regression model estimates E(µ |∆), not Var(µ |∆). But we can use another regression model to estimate E(µ 2 |∆). Let ∆ B = µ +ϵ B where ϵ B is a noise independent of split A and µ,
Therefore, E(µ 2 |∆ A ) = E(∆ 2 B |∆ A )−σ 2 /N B can be used to predict the second moment and the variance. It does require a separate model to be trained and we have to also make sure the predicted variance is numerically stable. For example, regression model might produce a negative variance. EB methods have advantage over RwES in this regard. Note that although many regression models also provides a variance for the prediction, it is very different from the posterior variance we need as the two has completely different data generating processes. In practice, we can just use σ 2 /N in place of Var(µ |∆) as the latter is usually smaller than σ 2 /N as explained shortly after. p−value can be defined as the smallest α such that the two sided 1−α symmetric confidence interval excludes 0. We define adjusted p−value as 2×min{P(µ ≥ 0|∆),P(µ ≤ 0|∆)} .
Although the posterior distribution itself and the Bayesian confidence (or credible) interval contains more information. Users familiar with p−value can treat this adjusted p−value in the same way they use p−value to assess significance even post selection.
Variance Reduction
Tweedie's formula for the posterior variance (2) shows
Posterior variance is smaller than σ 2 N when l ′′ (∆) < 0 -uncertainty reduction is guaranteed if the marginal likelihood is log-concave.
Because the marginal likelihood of ∆ is a convolution of the prior density and a Gaussian density of noise. It can be shown that the convolution of two log-concave densities is log-concave. It is easy to see Gaussian is log-concave. Therefore if our prior is log-concave, the empirical Bayes confidence interval will be narrower than the standard unadjusted σ 2 /N . Priors like Gaussian, Laplace are log-concave. However, it is not true that mixture of log-concave distribution is also log-concave. Nevertheless, we found the Ghidorah prior is empirically log-concave for a large range of ∆ that we need to evaluate the posterior variance for. When the variance is not reduced, we found from (11) that they are cases where the posterior probability of the Zero component is close to 0.5 and therefore the last three terms of (11) is relatively big. In practice, we propose to cap the variance byσ 2 /N so the confidence interval is always reduced. Our simulation and empirical study showed this modification still keeps good confidence interval coverage.
Cold start: When there is no training data
Empirical Bayes methods require a certain number of observations ∆ i ,i = 1,...,n for parameter estimation. For A/B testing, this typically requires at least 50 to 100 historical experiment data points. This "cold-start" problem limits the application of empirical Bayes method when experimenting in a nascent area. For A/B testing on a new product or with a new partner team, there is no historical data available, and yet we still hope to do post-selection inference. Motivated by these real-life scenarios, we propose another method based on local H 1 bound [37] .
We postulate a prior for the effect µ that is a mixture of 0 with probability p and a log-concave distribution with probability 1−p. In statistical null hypothesis testing, the 0 component is the null hypothesis H 0 and the alternative part is the alternative H 1 . Because of log-concavity, for positive ∆,
We can bound posterior mean by 14) and the posterior variance by
Sellke et al. [37] derived a bound for P(H 1 |∆) when the distribution of µ under H 1 is assumed to be "local," which is a uni-modal distribution centered at 0 with both decaying tails. 7 P(H 1 |∆)
where z is the p-value of the two-sided hypothesis test. For any given prior odds p/(1 − p), (16) bounds the posterior odds, hence the posterior P(H 1 |∆). We then use this to bound both posterior mean and variance in (14) and (15) . For negative ∆, we get the lower bound for posterior mean and upper bound for posterior variance.
We use these bounds as if they are the posterior mean and variance themselves.
SIMULATION STUDIES
We use simulations to study performances of TARwES and Ghidorah comparing to 6 existed methods (CMLE, EB with Normal, Laplace and Huber, RwES with linear regression and Gradient Boosting Tree).
In these studies we know and use the ground-truth effect µ to directly measure prediction accuracy in RMSE and confidence interval coverage. Recall τ 2 is the prior variance and σ 2 /N is that of the noise. τ 2 N /σ 2 represents the signal-noise-ratio (SNR). As in the previous simulation producing Figure 2 , we simulate experiments with sample size N from 0.2, 0.5, 1 and 2 millions with equal probability. We conducted three in-depth studies using different priors and they were ordered from simple to hard. For RwES and TARwES, we simply use σ 2 /N in place of Var(µ |∆) to skip a second regression model for variance. In each study, we first use only 100 training data points, and then increase it to 1000 to see how the performance change with increased training data. Besides RMSE and confidence interval coverage, we also look at variance reduction/shrikage V ar S by taking the ratio of Var(µ |∆) to the noise variance σ 2 /N . For CMLE, we first compute its confidence interval using inverted conditional Hypothesis testing, and its width to infer an equivalent variance. For Unadjusted, RwES and TARwES since we simply took σ 2 /N as variance we don't need to report variance reduction rate (they are 1). In all cases, we selected SNR to make 10% to 15% p−values less than 0.1 and 6% to 8% less than 0.01, to match with the selection rate we observed in real experiments. All RMSE numbers are scaled with the unit of 0.1 for easier comparison. All SNR numbers are with respect to 1 million sample size. In each study, we also implemented the theoretical conditional mean and variance to show or approximate the best possible results.
Case 1: Normal Prior with SNR 0.1
Results in Table 2 . Normal prior is the simplest and we expect many existed methods such as J-S shrinkage can do well. In this setting, we saw about 15.2% cases passed p−value 5% threshold and 6.5% passed 1%. Our main observations are the following. First, all methods improved upon unadjusted prediction. Second, CMLE showed the worst RMSE. Its confidence interval coverages are 100% but with variance ratio of 4 to 6. This means the high coverage is at the cost of much wider intervals. Third, as expected EB with normal prior showed good performance and with 1000 training data it is very close to the theoretical best. But Ghidorah performed almost the same, as did Huber prior. Their performance for 100 training points is already close to EB with normal prior. Lastly, RwES methods weren't as good as EB methods. GBT's performance improved significantly with increased training data. TARwES significantly improved upon RwES, and was at par with Ghidorah and Normal EB for 1000 training data. Results in Table 3 . With 50% 0 effect and 50% heavy tailed t-distribution, 14.5% passed p−value threshold 5% and 6.5% less than 1%. This case is harder than normal prior and could create trouble for normal prior EB. With only 100 training data, only 50 data points are effective for estimating prior scale parameter, and the other 50 are adding noises. We found RwES with linear and GBT struggled even with 1000 training data -they are not much better than Unadjusted. Ghidorah gave the best results, followed by Laplace prior. At 100 training data, Ghidorah already beat the approximated theoretical best (using first order approximation for t-prior as exact formula does not exist) in both RMSE and coverage. Increasing training data further improved RMSE and interval coverage. Both Normal and Huber prior showed mediocre performance, as does CMLE. TARwES is only slightly worse than Ghidorah with 1000 training data.
Case 3: 90% Zero and 10% T-prior with degrees of freedom 3 and SNR 10
Results in Table 4 . This is the hardest case. With 100 training data, only 10 points are effective for prior parameter estimation, with 90 points adding noises. This prior represents no effect or breakthrough. This can be seen from the fact that among 11.6% with p−value less than 5%, 7.14% are less than 1%. RMSE of Unadjusted prediction post-selection ofp−value<0.01 wasn't too bad -very little adjustment is needed at tail. Similar to the last case, two RwES methods and EB with Normal and Huber prior didn't do well. Ghidorah still performed the best, very close to the approximated theoretical best. Laplace prior was better than Normal and Huber prior, but wasn't as good as Ghidorah with a big gap. We think the reason is all 
Benefit of adding related metrics in TARwES
The simulation set-up is the same that produced Figure 2 , except we also simulated a second metric with the same effect µ as the main metric with independent noises. Figure 3 shows Ghidorah and TARwES both outperforms RwES with linear regression by a large margin. Ghidorah bested the approximated theoretical posterior for even 50 training data, so did TARwES with more than 200 training data. They both were outperformed by MultiTARwES (with the additional metric in the regression) with more than 200 training data. It is worth noting MultiTARwES isn't as good as Ghidorah for small training data such as 50, even though the extra metric in this set-up doubled the information. This study shows although theoretically related metrics should help, it requires more training data to yield the gain under the experiment splitting framework.
REAL EXPERIMENTS STUDY
We evaluated and compared our new methods to existed methods using a real experiment data-set from a business unit of a large product. We did thorough data quality check and experiments with known trustworthy issue such as sample ratio mismatch [23] were filtered out and for each experiment we only look at 1 week result to avoid duplication. We further only include experiments with at least 1m sample sizes and the remaining sample sizes ranges from 1m to more than 50m. More than 1000 experiments were used in evaluation, from which we randomly put half as the training set and the other as the test set. For experiments in both sets, we further split them into two. This is required for testing as we will apply various methods to split A and compare it with the "ground-truth" observed in split B. For training, EB based methods like Ghidorah do not need splitting, while RwES and TARwES methods train on split data. We looked at two top line metrics, one measures user engagement and the other for site performance (page-loading-time). Table 5 shows the results on the test set. For the engagement metric, 13.1% (68/519) p−values were less than 5% and 6.6%(34/519) less than 1%; the site performance metric had 14.4%(75/522) less than 5% and 7.7%(40/522) less than 1%. These numbers are common for a mature product that has been under heavy optimization using A/B testing. We included TARwES+, which adds Ghidorah prediction as one of the features in addition to Normal and Laplace priors. We also included Local H1 method we proposed that can be used without any training data. We used a naive prior odds of 1:1 and also a "cheated" version where we use 1:7 for engagement metric and 1:6 for site performance metric to make the prior probability of H 1 close to the proportion of p−values less than 5%. We removed CMLE and RwES with GBT from the contestants given inferior results from simulation studies.
We drew the following conclusions. Most methods helped to reduce RMSE and improved coverage, except RwES with linear regression. This is because there is a large range of different sample sizes. Ghidorah did very well and was the best in both accuracy and coverage, while significantly reduced confidence interval width when p−values are not small. Huber prior closely follows Ghidorah for both metrics. Laplace and Normal prior showed a clear gap to Ghidorah and Huber. TARwES uses Normal and Laplace EB as its features so its performance is similar to the two. TARwES+ added Ghidorah as a new feature. It also did very well and was close to Ghidorah. For Local H1 methods, the performance depends heavily on the prior odds. 1:1 prior odds clearly wasn't good. With a bit domain knowledge tuning, 1:7 and 1:6 priors for the two metrics showed much better results, nevertheless still not as good as Ghidorah and TARwES+.
Using real experiment data, this study showed different performances of Laplace prior and Huber priors comparing to simulation studies, indicating the simulated priors and the true prior distributions are different. Nevertheless, Ghidorah performed exceedingly well in all cases, making it a robust and dependable choice. In Figure 4 we sampled 50 experiments with p−value less than 10% and compared predicted values (solid) with the split B observations (circle) (point sizes reflecting their sample sizes). Solid points were plotted smaller than circle to make it possible to spot almost perfect predictions. We saw Ghidorah showed non-linear regression curves for all sample size tiers and the smaller the sample size the more corrections were applied. TARwES+ is almost the same as Ghidorah. Huber prior produced similar pattern with more corrections at tails. Local H1 depends a lot on prior odds. With hand tuned prior odds, it also produced non-linear pattern similar to Ghidorah, but its corrections reduced to 0 faster than Ghidorah to the tails.
CONCLUSION
In this paper we showed post-selection in A/B testing is a ubiquitous practice with serious implications. Not only estimated treatment effects are biased, confidence intervals also under-cover. After comprehensively surveying existed methods, we provided a unified view which yielded two new methods: Theory-Assisted Regression with Experiment Splitting, and the Ghidorah prior. Simulation studies and a large scale empirical study using more than 1000 real experiments confirmed Ghidorah being a robust, adaptive and training data efficient empirical Bayes method for post-selection inference of A/B tests. TARwES can be extended to include Ghidorah and other related metrics to further improve upon Ghidorah's already outstanding results.
We found Ghidorah can be used with as little as 50 historical experiments results for training. For a complete cold start where no training data is available. We proposed a local H1 Bayes Bound based method. Results shows guided with some domain knowledge of a proper prior odds of H 1 to H 0 , local H1 method can serve as a very good starting point.
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