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Abstract
We study fiber bundles where the fibers are not a group G, but a free G-space with disjoint orbits.
These bundles closely resemble principal bundles, hence we call them semi-principal bundles. The study
of such bundles is facilitated by defining the notion of a basis of a G-set, in analogy with a basis of a
vector space. The symmetry group of these bases is a wreath product. Similar to vector bundles, using
the notion of a basis induces a frame bundle construction, which in this case results in a principal bundle
with the wreath product as structure group. This construction can be formalized in the language of a
functor, which retracts the semi-principal bundles to the principal bundles. In addition, semi-principal
bundles support parallel transport just like principal bundles, and this carries over to the frame bundle.
This theory could provide a mathematical framework for particular gauge theories.
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1 Introduction
Fiber bundles are mathematical objects generalizing the idea of a product space. This versatile definition
now has a prominent role in many theories in both mathematics and physics. The basic principle is that
the total space locally looks like a product of a small piece of the base and some fixed space, called the
fiber. However, imposing a particular structure on the fiber reveals the existence of various specifications
of fiber bundles, each with its distinctive properties. A well-known example is the vector bundle, where
the fiber is a vector space.
Another famous class of bundles is formed by the principal bundles. However, here one must be careful
when specifying the fiber. Given a topological or Lie group G, a principal G-bundle has a fiber given by
the underlying space of G, endowed with some additional structure. The important observation here is
that this is not the group structure, whence the fiber should not be identified with the original group G.
Instead, the fiber has the structure of a G-space; a space endowed with a continuous, or even smooth,
G-action. The fiber of a principal bundle is thus a G-torsor, i.e. a free and transtive G-space. A significant
difference between G as a group and G as a torsor is the existence of a canonical base point. This is of
utmost importance in gauge theory; the freedom in fixing a gauge only exists in the absence of such a
canonical choice.
Given that principal bundles are thus fiber bundles based on torsors, and that torsors are specific
group-spaces, clearly there exist more general classes of bundles with similar properties. That is, principal
bundles form a specific subclass of the group-space bundles. In this paper we explore a certain part of
this theory. Indeed, we will find that allowing not just torsors but general group-spaces opens up many
possibilities, which at some point will force us to restrict ourselves. That is, we limit ourselves to free
group-spaces that are a disjoint union of torsors, spaces we call semi-torsors. It turns out that these can
be studied in great analogy to vector spaces. In particular, they admit a definition of a basis similar to
vector spaces.
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The set-up of the paper is as follows. We will start by considering the difference between a bundle
of groups and a bundle of group-spaces in more detail in Sec. 2. We will also discuss how the group-
spaces induce a larger category of bundle that extends the principal bundles. We then focus on a special
intermediate class of bundles, namely the bundles whose fibers are semi-torsors. These semi-torsors and
their use in bundle theory will be our main object of study for the rest of the paper. To start this study, we
consider an equivalent of vector space bases for group-sets in Sec. 3. We will also focus on the symmetry
group of these bases, and the functorial nature of sending admissible group-sets to their frame spaces. We
then study the lifts of this technique to bundle theory in Sec. 4. That is, we will consider in more detail
the bundles of semi-torsors, which we call semi-principal bundles because of the great similarity with
principal bundles. We will find that the frames of a group-space can be used to define a frame bundle,
similar to the frame bundle of a vector space. We finish the exploration with showing that semi-principal
bundles support parallel transport just as well as principal bundles. In Sec. 5 we will summarize the main
results.
2 Group bundles versus group-space bundles
By definition, the key property of any fiber bundle is its local triviality. It is this property that allows
one to endow the fiber with additional structure, which then lifts to a structure on the entire bundle.
Let us take the fiber in a category C whose objects are topological spaces with additional structure and
whose morphisms are continuous maps preserving this additional structure. A fiber bundle with fiber
in C consists of the data (pi,B,M,F ), where F is an object of C called the model fiber, B and M are
topological spaces and pi : B →M is a continuous surjection. This tuple is subject to the defining property
that every point x ∈M has a neighborhood U and a homeomorphism φ : U × F → pi−1(U) such that
• pi ◦ φ = prU ,
• φ|{u}×F is an isomorphism in C, for all u ∈ U .
Hence B, or more precisely each fiber Bx, should be equipped with the structure as given by C, in such
a way that a continuous structure on B is obtained. In the following, we will take C to the category of
topological groups, the category of group-spaces, as well as subcategories of these. The case of manifolds
is then a natural adaption. Morphisms of fiber bundles follow the same general structure. A morphism
from (pi1, B1,M1, F1) → (pi2, B2,M2, F2) is a pair f = (f1, f2) of continuous maps f1 : B1 → B2 and
f2 : M1 →M2 such that pi2 ◦ f1 = f2 ◦pi1 and, for all x ∈M1, f1|(B1)x : (B1)x → (B2)f2(x), viewed in local
trivializations, is a map in C. In the following we will only consider the case where f2 is identity, so we
only specify f1 and simply write f : B1 → B2.
2.1 Group bundles
We start with taking C to be the category of topological groups, which will result in the subclass of group
bundles. We will first state the definition of a group bundle that we will use in this paper.
Definition 2.1. Let G be a topological group. A group bundle with model fiber G is a fiber bundle
(pi,B,M,G) such that
• each fiber of B has a group law. More precisely, there is a bundle map
µ : B ×M B → B
(b1, b2) 7→ b1b2
(2.1)
such that (Bx, µ|Bx×Bx) is a group for all x ∈M . Moreover, the corresponding inverse map B → B
should be continuous.
• each point x ∈ M has a neighborhood U and a homeomorphism φ : U × G → pi−1(U) such that
pi ◦ φ = prU , and for each u ∈ U the map φ|{u}×G : {u} ×G→ Bu is an isomorphism of groups.
A map of group bundles is a bundle map f : B → B′ such that f |Bx : Bx → B′x is a morphism of groups
for all x ∈M . The group bundles and these maps together form the category of group bundles.
This definition is in line with e.g. [1, p. 330] and [2, Def. 2.8]. Here, we explicitly require that the
group multiplications of the fibers fit together in a continuous bundle map. In addition, we also demand
local triviality of the projection. Observe that vector bundles are a special case of group bundles; a vector
bundle is a group bundle with a commutative model group and compatible scalar multiplication. It follows
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that all non-trivial vector bundles provide non-trivial group bundles, proving that not all group bundles
are trivial.
We now wish to illustrate general group bundles by going over some basic results and examples.
First, observe that transition functions take values in the group Aut(G). This clearly distinguishes group
bundles from principal bundles, as the latter’s transition functions take values in G, which is in general
not isomorphic to Aut(G).
Lemma 2.2. The transition functions of a group bundle with model G take values in the automorphism
group Aut(G) of G.
Proof. Let us consider local trivializations φi : Ui×G→ B|Ui , i = 1, 2 such that the overlap U := U1∩U2
is non-empty. For u ∈ U , the maps φi|{u}×G : G→ Bu are isomorphisms of groups. Hence the transition
map φ21 = φ
−1
2 φ1 : U ×G→ U ×G is identity on the U component, hence restricting to any u ∈ U yields
an automorphism of G.
Another property of group bundles is the existence of a global unit section. This section is defined
by assigning to x ∈ M the unit ex := eBx of the group Bx. In the case of vector bundles, this section
is known as the zero section, and provides an embedding of the base space M in B. For group bundles,
there is the following statement.
Proposition 2.3. Given a group bundle (pi,B,M,G), the unit section 1 : M → B is an embedding. More-
over, if G is discrete, then B can be topologically partitioned into the image of e, which is homeomorphic
to M , and the complement of this image.
Proof. Clearly 1 is injective. Locally on U ⊂ M , 1 looks like the embedding U → U × G, u 7→ (u, e),
which shows that 1 is an embedding. If G is discrete, then U × {e} is closed and open in U ×G. Hence
the image of 1 is locally disjoint from other parts of B, whence is so globally as 1 is global.
Again we emphasize a significant difference between group bundles and principal bundles. It is well-
known that a principal bundle admitting a global section must be trivial. Here we see that group bundles
always admit a global section, but this does not imply triviality of the bundle. Indeed, any non-trivial
vector bundle provides a counterexample, but we will now go over some other examples. We will take M
to be the circle S1. In this case, we may view a group bundle B with model group G as a quotient of the
trivial group bundle [0, 1]×G by gluing {0} ×G and {1} ×G by an automorphism of G.
Example 2.4 (Z3-bundles over the circle). Let us view Z3 as the additive group of remainders modulo 3,
whose elements are 1¯, 0¯ and −1¯. The group Aut(Z3) consists of 2 elements, namely id and −id. Naturally,
gluing via id will yield the trivial bundle over S1, i.e. the bundle B is isomorphic to the group bundle
S1 × Z3. The unit section traces out the subspace S1 × {0¯}, which is indeed well separated from its
complement and homeomorphic to the base S1.
Gluing along −id means that 1¯ and −1¯ are exchanged upon returning, hence return to themselves after
a second round. We may thus picture them to traverse the boundary of a Mo¨bius band. The element 0¯,
which follows the unit section, will again trace out a circle. Hence the total space of this bundle consists
of a circle and the boundary of a Mo¨bius band, hence is homeomorphic to 2 disjoint circles. It thus cannot
be homeomorphic to the trivial bundle, as this consists of 3 disjoint circles. Compare the illustrations of
the bundles in Fig. 1.
Observe that this example treats the most elementary non-trivial group bundle. Indeed, the circle
requires at least 1 automorphism to be specified, and the smallest group possessing non-trivial automor-
phisms is Z3. Naturally, if G is trivial, then B ∼= M is trivial as the fiber has only 1 point. In case G = Z2
the bundle will also be trivial; one can use Lemma 2.2 to conclude that all transition functions are trivial,
or alternatively use Prop. 2.3 to remark that B consists of two disjoint copies of M , hence is trivial.
The argument in Ex. 2.4 holds for any group G with Aut(G) = Z2. Indeed, the identity map in Aut(G)
yields the trivial bundle S1 × G, while the non-identity map yields a non-trivial bundle. For instance,
picking G = Z similarly yields infinitely many copies of the boundaries in Fig. 1, which can be envisioned
to lie on the infinite cylinder resp. infinite Mo¨bius band. The choice G = U(1) reproduces the familiar
picture of a cylinder whose edge circles are glued to obtain a torus resp. a Klein bottle. As Z4 is naturally
a subgroup of U(1), the case G = Z4 can again be viewed as lines on a surface, where the surface is now
given by a U(1)-bundle. Pictorially, one places 4 equidistant points on a circle, which become straight
lines on a cylinder, and by gluing the edge circles of this cylinder one finds all lines coming back to
themselves on the torus resp. 2 lines coming back and 2 lines exchanging on the Klein bottle.
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Figure 1: Representatives of the two non-isomorphic classes of Z3-bundles over the
circle, see Ex. 2.4. The shaded cylinder and Mo¨bius band are visual aids. In both
cases, the unit section traces out the middle circle, whereas the other group elements
follow the boundary.
A final remark is that the (isomorphism class of) a group bundle over the circle may be the same
for different automorphisms of G. For one, if the automorphisms can be connected by a path, then the
resulting bundles are isomorphic. As an example, if G = R, then Aut(R) = R× ∼= R>0 × Z2, and the
class of the obtained bundle only depends on the Z2 part. In addition, conjugate automorphisms of G
also yield isomorphic bundles. This we illustrate in Ex. 2.5.
Example 2.5 (Z2×Z2-bundles over the circle). Let us consider G = Z2×Z2 ∼= {1, a, b, c}, where a2 = 1,
ab = ba = c and similarly for the cyclic permutations of these equations. The elements a, b and c thus
satisfy identical relations, and indeed the automorphisms are given by permuting a, b and c amongst
themselves. Hence Aut(G) is isomorphic to S3.
Although this group has 6 elements, there are less isomorphism classes. Let us go over all permutations
in Aut(G). Naturally, the identity permutation will yield the trivial group bundle S1 × G. All the
transpositions will yield another class, as do the 3-cycles.
Take (ab) for instance. This means that we glue the 4 intervals in [0, 1]×G such that the intervals of
a and b form a single circle, whereas the intervals of 1 and c will each form a separate circle. For (bc) and
(ca) one will get essentially the same picture, revealing that the obtained bundles are isomorphic. For
(abc) and (acb) a similar argument holds; now the intervals of a, b and c are connected to a single circle,
and the only difference between the two gluings is the order in which the pieces of the circle are traversed.
We thus see that the obtained bundle class is the same for automorphisms in the same conjugacy class
of Aut(G). Moreover, each conjugacy class yields another class of group bundles; the obtained spaces are
homeomorphic to 4, 3 and 2 circles respectively.
2.2 Group-space bundles
Let us shift our attention to group-sets instead of groups. This brings us closer to principal bundles as
these are a special class of group-space bundles. Indeed, the axioms on the fiber of a principal bundle are
similar to the axioms of a group-set. We will investigate these objects in more detail here and later on in
the paper, and so wish to review some basic statements on group-sets.
Definition 2.6. Let G be a group with unit e. A G-set is a tuple (F,A) where F is a set and A is a left
action of G on F , i.e. a map
A : G× F → F, (g, f) 7→ gf (2.2)
such that ∀f ∈ F and ∀g1, g2 ∈ G one has g1(g2f) = (g1g2)f and ef = f . For convenience, we will simply
refer to the G-set as F , which we understand as a set endowed with a left action A by G. In case G is
a topological group, F a topological space and the action map A is continuous, F is called a G-space.
Similarly, if G is a Lie group, F is a manifold and the action map A is smooth, then F is a G-manifold.
A function α : F → F ′ between a G-set F and a G′-set F ′ is called ξ-equivariant, where ξ : G→ G′ is
a homomorphism, if
α(gf) = ξ(g)α(f), ∀f ∈ F,∀g ∈ G. (2.3)
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In particular, a G-map is a function between two G-sets that is idG-equivariant, i.e. α(gf) = gα(f). In
case F and F ′ are G-spaces or G-manifolds, the map α is also required to be continuous resp. smooth.
Moreover, the category formed by G-sets and G-maps is called the category of G-sets. Similarly, one has
the category of G-spaces and G-manifolds.
A G-set is called free resp. transitive if the action is free resp. transitive, which is equivalent to the
map
G× F → F × F
(g, f) 7→ (gf, f) (2.4)
being injective resp. surjective. Denoting the action quotient map as q : F → F/G, the image of the above
map, i.e. all pairs of elements in the same orbit, can be written as
F ×q F = {(f ′, f) ∈ F × F | q(f) = q(f ′)} . (2.5)
If F is both free and transitive, then F is called a principal homogeneous space for G, or G-torsor.
The fibers of a principal G-bundle are thus G-torsors. Of course, a particular G-torsor is the underlying
space of G where the action is given by left translation. Clearly, any G-torsor F is isomorphic to this
G-torsor; any orbit map establishes an isomorphism of G-torsors. A straightforward generalization of
principal bundles are thus group-space bundles, which can be defined as follows.
Definition 2.7. Let G be a topological group and F a G-space. A G-space bundle with model F is a
fiber bundle (pi,B,M,F ) such that
• each fiber of B is a G-space. That is, there is a bundle map
A : G×B → B
(g, b) 7→ gb (2.6)
such that (Bx, A|G×Bx) is a G-space for all x ∈M .
• each point x ∈ M has a neighborhood U and a homeomorphism φ : U × F → pi−1(U) such that
pi ◦ φ = prU , and for each u ∈ U the map φ|{u}×F : {u} × F → Bu is an isomorphism of G-spaces.
Let B be a G-space bundle and B′ be a G′-space bundle. A map of group-space bundles f : B → B′ is a
bundle map such that f |Bx : Bx → B′x is ξ-equivariant for all x ∈ M , i.e. f(gb) = ξ(g)f(b) for all g ∈ G
and b ∈ B, where ξ : G→ G′ is a homomorphism.
This defines the category of group-space bundles. From it, one obtains special subcategories by
restricting the model group-space to a prescribed class. The principal bundles are readily recognized as
the restriction of group-space bundles to the case where the model fiber is a torsor. The group-space
bundles are more general in the following sense.
Lemma 2.8. The principal bundles are a full subcategory of the group-space bundles.
Proof. As a G-torsor is a G-space, any principal bundle is a group-space bundle. In addition, any map
of principal bundles is a map of group-space bundles. This proves the subcategory claim. It is full as
any group-space bundle map between principal bundles is an equivariant bundle map, hence a map of
principal bundles.
A significant difference between principal bundles and general group-space bundles is the way in which
the structure group can describe changes in the fiber. This is relevant already for the transition functions,
but also when one considers holonomy. The nature of the transition functions can be found in the standard
way, as done for group bundles previously, and results in the following.
Lemma 2.9. The transition functions of a group-space bundle with model fiber F take values in the
automorphism group Aut(F ), i.e. the group of invertible group-space maps F → F .
Let us first relate this back to principal G-bundles, in which case F may be taken as the G-torsor
G. The left-equivariant invertible maps are exactly the right-translations, hence Aut(F ) ∼= G. In other
words, the group G faithfully describes all relevant changes in the fiber F . This need not be so for general
group-spaces F . Intuitively speaking, if F is not free then G has redundant elements, and if F is not
transitive then G is too small. A more formal description of Aut(F ) is given in Appendix A.
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Another significant difference is the internal structure of the fiber F . By this we mean that F itself
can have an interesting topology. Let us consider the quotient map q : F → F/G. Remarkably, if q is
locally trivial, the tuple (q, F, F/G,G) is itself a group-space bundle. This bundle need not be trivial,
in fact one can take F to be (the total space of) any non-trivial principal G-bundle. This means that
non-trivial topology can appear not only on the global level, but also already on the fiber level.
We will restrict ourselves to a certain class of group-spaces, for which the fibers have both a clear
automorphism group and the quotient map is trivial. This can be done by requiring the group-spaces
to be free, but instead of having a single orbit they are allowed to have more, as long as these form a
partition of the group-space in open and closed subsets. In other words, we consider G-spaces F such
that F is free and F/G is discrete. It readily follows that F must be isomorphic to G×F/G as G-spaces,
which reveals the trivial topology. As all such G-spaces are of the form unionsqF/GG, i.e. a disjoint union of
’standard’ torsors, we propose to call them semi-torsors. We will start phrasing the results for manifolds,
and leave the topological equivalents as implicit.
Definition 2.10. Let G be a Lie group and F a G-manifold. Then F is a semi-torsor if F is free and
F/G is discrete.
Clearly, every torsor is a semi-torsor; in this case F/G consists of a single point, hence is discrete.
As principal bundles correspond to torsors, the bundles corresponding to the semi-torsors will form a
generalization of the principal bundles. We call these bundles semi-principal bundles as they locally look
like a sum of principal bundles. A schematic overview of how these bundles relate to group-spaces and
other classes of bundles can be found in Fig. 2.
Definition 2.11. Given a Lie group G, a semi-principal G-bundle is a group-space bundle pi : B → M
where the model fiber F is a G-semi-torsor. That is, B is endowed with a fiber-preserving G-action,
local trivializations of B are G-equivariant, and the model fiber F is a free G-manifold such that F/G is
discrete.
group-spaces
free
transitive
torsor
semi-torsor
group-space
bundles
free
homogeneous
principal
semi-principal
Figure 2: Correspondence between classes of group-spaces and the classes of group-
space bundles having these as fibers. This paper focuses on the gray parts, i.e. the semi-
torsors and semi-principal bundles, which extend the torsors and principal bundles.
Unlike principal bundles, the projection map pi : B →M of a semi-principal bundle need not coincide
with the action quotient Q : B → B/G, where B/G is endowed with the unique smooth manifold structure
such that Q becomes a surjective submersion. Indeed, when taking the action quotient, the fiber F is
reduced to F/G, which need not consist of a single point. Nevertheless, this new fiber is a discrete space,
and as proven below B/G forms a covering of M . As Q will still define a principal bundle, the following
result says that any semi-principal G-bundle is a principal G-bundle on top of a covering space.
Proposition 2.12. Let pi : B →M be a semi-principal G-bundle with model fiber F , set X = F/G. The
map Q : B → B/G defines a principal G-bundle. Moreover, the quotient space B/G is itself an X-bundle
over M , i.e. a regular |X|-fold covering. This bundle is defined by the reduced map pi/G : B/G→M given
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by the relation pi = pi/G ◦Q, i.e.
B B/G
M
pi
Q
pi/G
(2.7)
is a commutative diagram of semi-principal bundles.
Proof. As pi is G-invariant, it is constant on the fibers of Q. As Q is smooth submersion, the map pi/G is
a well-defined smooth map [3, Thm 4.30]. To see the local forms of Q and pi/G, let us use a G-equivariant
local trivialization φ : U ×X × G → B|U of pi. One can reduce φ to orbits, and as (B|U )/G = (B/G)|U
this results in the commutative diagram
U ×X ×G U ×X
B|U (B/G)|U
U
φ
prU×X
φ/G
Q
pi pi/G
(2.8)
where all solid arrows are smooth.
Let us consider the induced map φ/G. It is smooth as Q ◦ φ is a smooth map that is constant on
the fibers of the smooth submersion prU×X . In fact, φ/G is a diffeomorphism. Being the quotient of
a bijection, it is bijective. Its inverse is smooth as well; prU×X ◦φ−1 is a smooth map that is constant
on the fibers of the smooth submersion Q. Hence φ/G is a local trivialization of pi/G provided that
pi/G ◦ φ/G = prU . The latter can be deduced from
(pi/G ◦ φ/G)(u, x) = (pi/G ◦Q ◦ φ)(u, x, g) = (pi ◦ φ)(u, x, g) = prU (u, x, g) = u, (2.9)
where g ∈ G may be chosen arbitrarily because of G-equivariance. Hence pi/G is an X-bundle over M ,
and as X is discrete this is a covering.
Shifting our attention to Q : B → B/G, using the same maps one can find a local trivialization for Q.
This is φ ◦ ((φ/G−1 × idG) : (B/G)|U × G → B|U , ([b], g) 7→ φ((φ/G)−1([b]), g). This diffeomorphism is
G-equivariant as φ is, and satisfies
Q◦φ◦ (φ/G−1× idG) = φ/G◦prU×X ◦(φ/G−1× idG) = φ/G◦φ/G−1 ◦pr(B/G)|U = pr(B/G)|U , (2.10)
hence is a local trivialization of Q. This implies Q is a principal G-bundle.
This result clearly reveals two special cases of semi-principal bundles. Naturally, one case is where
the bundle is actually principal, which means that pi and Q coincide. The other special case is that pi
and pi/G coincide, which happens if and only if G is trivial. Here the definition of semi-principal bundle
reduces to that of a fiber bundle with discrete fiber, i.e. a regular covering space.
An example of a generic semi-principal bundle can be found in Ex. 2.13 below. Here we consider the
trivial principal U(1)-bundle over the circle S1, i.e. the torus, but we wind it around multiple times to
obtain a coil-like object. The resulting projection is no longer a principal bundle, but it does remain
semi-principal. We will repeatedly build upon this example throughout the paper by illustrating new
results with it.
Example 2.13 (Winding torus). The trivial principal U(1)-bundle over the circle is the torus T 2 =
S1 × S1, where the projection is on the first factor, and the action is on the second. Let us denote this
map by pi : T 2 → S1. Now consider the map sk : S1 → S1, with k ≥ 1 an integer, given by winding the
circle k times around, i.e. z 7→ zk for z on the unit circle in C. Then Πk := sk ◦ pi : T 2 → S1 winds the
torus k times around the circle. Clearly, this is a semi-principal U(1)-bundle with model fiber S1 × Ik,
where Ik = {1, 2, . . . , k}. However, for k > 1 the bundle Πk is not isomorphic to the trivial semi-principal
U(1)-bundle over S1; that bundle is given by the projection S1 × (S1 × Ik) → S1 on the first factor,
in which case the total space is not a single torus but k disjoint tori. The picture to have in mind is
illustrated in Fig. 3 for the case k = 2.
One observes that the gluing needed to obtain Πk cannot be described using an element in U(1) if
k > 1. Here lies our main motivation for the following material; one can pass over to a principal bundle
formulation such that the gluing, and also holonomies, can again be described using the structure group.
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Figure 3: Illustration of the total space of Π2 in Ex. 2.13. This space is topologically a
torus, but the projection Π2 indicates that it winds twice around its base circle. Points
with the same color are projected to the same point in S1.
3 Bases of a group-set
In this section we will study a notion of basis, also known as frame, of a group-set. In particular, we will
consider the space formed by all the frames of a group-set. This will include the study of the symmetry
group of these frames, which will be a wreath product. This group will reappear Sec. 4 as the structure
or gauge group when we return to bundle theory.
3.1 Basis of a group-set
Similar to the notion of basis of a vector space, one can define the basis of a G-set F . Intuitively speaking,
such a basis should be a tuple (fx)x∈X of elements of F , where X is the indexing set, such that any point
in F can be ’reached’ using these points in a unique way, and that a G-map from F to any other G-set
is specified once the images of the fx are known. We will use that a tuple (fx)x∈X is equivalent to a
function f˜ : X → F by the relation f˜(x) = fx, and we will often use the f˜ formalism throughout this
paper for convenience.
Let us first discuss how this ’reaching of points’ can be phrased in a formal way, staying in close
analogy to vector spaces. In linear algebra, if V is a real vector space, then given a tuple v˜ := (v1, . . . , vm)
of vectors in V , there is the associated map from coefficients to the vector space as
φv˜ : Rm → V
(c1, . . . , cm) 7→
m∑
i=1
civi.
(3.1)
As this map is already linear, it is an isomorphism of vector spaces if and only if it is bijective. This
question is usually subdivided in the properties of linear independence and spanning set. That is, the
tuple v˜ is linearly independent if and only if φv˜ is injective, and similarly the tuple is a spanning set if and
only if φv˜ is surjective. If V admits a finite basis, then all bases of V have the same number of vectors,
and the dimension of V is defined to be this finite number. If not, then V is called infinite-dimensional.
This argument can almost fully be copied once we agree on a specific G-map induced by a tuple
(fx)x∈X of G-set elements. Of course, in this case no addition + is available, but there is some sort of
scaling given by the group action; (g, f) 7→ gf . It is now straightforward to extend this map to tuples; we
define this map below and also extend the definition of a basis to G-sets. Here we agree on the canonical
G-set structure on G×X given by the action g(h, x) = (gh, x).
Definition 3.1. Let X be an index set, and consider the set FX of functions f˜ : X → F , or equivalently
the set of ordered tuples (fx)x∈X with fx ∈ F for all x ∈ X. Given such a tuple, we define its associated
map to be the G-map
φf˜ : G×X → F
(g, x) 7→ g · fx = g · f˜(x).
(3.2)
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A tuple f˜ is called a basis of F if the associated map φf˜ is an isomorphism of G-sets. The subset of F
X
consisting of all bases of F we denote as Fr(F ).
Before discussing the existence of these bases, let us first consider the following. Namely, the scaling
of vector spaces may differ in a crucial way from the group action used here. If one wants to preserve
some idea of linear independence, it is important that g1f = g2f implies g1 = g2. However, this need not
hold for a general group action; it holds only for free actions. Hence, one may expect that the idea of a
basis only matches intuition when F is free. This is indeed sufficient; the map φf˜ is an isomorphism if
and only if it is bijective, so we need both injectivity and surjectivity. The map φf˜ is surjective if and
only if every orbit contains at least one of the fx, and if F is free, then φf˜ is injective if and only if the fx
lie in different orbits. This indeed mimics the properties of linear independence and spanning set. In fact,
having a basis and being free is equivalent, as stated in the following lemma. We also prove the intuitive
statement that all bases of a given G-set have the same cardinality; this ’dimension’ is now the number
of orbits |F/G|, which can be infinite.
Lemma 3.2. A G-set F has a basis if and only if F is free. Moreover, for a free G-set F the index set
X is unique up to bijection, in particular X ∼= F/G.
Proof. If F has a basis, then F ∼= G×X as G-sets. As the latter is free, so is F . Conversely, assume F
is free. Then every orbit in F is bijective to G. We only need to specify base points for each orbit; these
base points will form the basis. That is, for each orbit x ∈ F/G, pick a point in this orbit and denote it
by s(x). This defines a section s of the quotient map q : F → F/G. To check that s is a basis of F , we
consider its induced map φs : G× F/G→ F given by (g, x) 7→ gs(x). This has an explicit inverse
f 7→ ([f/s(q(f))], q(f)), (3.3)
where [f/s(q(f))] ∈ G is the group element such that f = [f/s(q(f))]s(q(f)). This element is well-defined;
it exists as f and s(q(f)) lie in the same orbit, and it is unique as F is free. Hence s is a basis of F with
index set X = F/G.
Assuming F is free, pick two bases f˜1 and f˜2 with index sets X1 resp. X2. Then φ
−1
f˜2
φf˜1 : G×X1 →
G×X2 is a G-isomorphism. Hence the orbit sets are bijective, which yields X1 ∼= X2. Whence all index
sets of the G-set F are bijective. We just saw that F/G is always an index set, hence any other index set
X must be bijective to F/G.
Given this result, we will restrict ourselves to free F from now on. Also, we take X = F/G, but
sometimes still write X for clarity. In addition, one may observe that in the previous proof one does need
s to be a section; an orbit may be send to a point in another orbit, as long as all orbits are visited exactly
once. We like to emphasize this freedom at certain places by not using the quotient notation.
We remark that φf˜ has an interesting interpretation concerning the model of a G-set. Given a finite-
dimensional real vector space V , one often tries to identify it with Rm for some m using a linear iso-
morphism. In this way, the vector spaces Rm, m ∈ N, provide models for real (finite-dimensional) vector
spaces. One may then ask what the model space is in case of G-sets, and the above indicates that this is
G×X. This is valid for free G-sets, as any free F is isomorphic to G× F/G, hence of the correct form.
The bases are then the labels of such isomorphisms F ∼= G×X.
We finish this inspection of individual bases with the following statements on G-maps in relation to
bases. Again, we emphasize the similarity with the theory of vector spaces.
Lemma 3.3. Let F, F ′ be G-sets and α : F → F ′ a G-map. Then:
1. for any f˜ ∈ FX , one has φα(f˜) = α ◦ φf˜ ,
2. if F is free, the map α is fully determined by its values on a basis,
3. if both F and F ′ are free, then α is an isomorphism if and only if α sends a basis to a basis.
Proof. For the first, observe φα(f˜)(g, x) = gα(fx) = α(gfx) = α ◦ φf˜ (g, x), which indeed yields φα(f˜) =
α◦φf˜ . For the second, assume β : F → F ′ is another G-map that coincides with α on a basis f˜ of F . Pick
any f ∈ F ; it is related to the basis f˜ via f = hfx for some h ∈ G and x ∈ X. Using this decomposition,
one finds
α(f) = α(hfx) = hα(fx) = hβ(fx) = β(hfx) = β(f) (3.4)
and as f was arbitrary, α = β. The third then follows as well; given that φf˜ is a G-isomorphism, then α
is a G-isomorphism if and only if φα(f˜) is, i.e. if and only if α(f˜) is a basis of F
′.
9
3.2 The space of bases of a group-set
We will now shift our scope and study properties of the bases of F as a whole, i.e. we study Fr(F ). This
we do using a kind of basis criterion in terms of the quotient map q. Basically, we pose the question when
a candidate basis f˜ , i.e. any element in FX = {f˜ : X → F}, lies in Fr(F ).
The basic observation is that invertibility of φf˜ , as it is equivariant, can be deduced by just knowing
how the elements fx are distributed over the orbits of F , i.e. by knowing the map q ◦ f˜ : X → F/G. More
explicitly, q ◦ f˜ fits in the commutative diagram
G×X F
X F/G
φf˜
prX q
q◦f˜
(3.5)
which indicates that q ◦ f˜ is φf˜ reduced to orbits. This yields the following short yet convenient criterion
for bases.
Lemma 3.4. Let F be a free G-set. Then f˜ ∈ FX is a basis if and only if q ◦ f˜ is bijective.
Proof. First, observe that φf˜ is injective if and only if f˜ reaches every orbit at most once. In other words,
every fiber of q contains at most one element of the basis f˜ . This is equivalent to q ◦ f˜ being injective.
Dually, the map φf˜ is surjective if and only if every orbit is reached at least once. In other words, every
fiber of q contains at least one element of the basis f˜ . This is equivalent to q ◦ f˜ being surjective.
Hence, the question whether a particular f˜ ∈ FX lies in Fr(F ) can be answered by inspecting whether
q ◦ f˜ is bijective. We are thus inclined to look at the map f˜ 7→ q ◦ f˜ , which we formally write as
qX : FX → XX
f˜ 7→ q ◦ f˜ . (3.6)
In other words, this map is the X-fold product of q. We may thus write Lemma 3.4 as the following
pre-image statement.
Corollary 3.5. Let F be a free G-set, set X = F/G and write denote by Sym(X) the group of bijections
of X. The set Fr(F ) inside FX is the pre-image of Sym(X) under qX .
We remark that the set Sym(X) is a special subset of XX ; the latter has a natural monoid multipli-
cation given by composition, and Sym(X) is the set of units of this monoid.
We will now start to take topology into account; we assume G is a topological group and F is a
G-space. The set F/G thus inherits the quotient topology, such that q is continuous. For any set X, FX
inherits the product topology and the map qX is continuous. In this setting, Cor. 3.5 could be used to
deduce topological properties of Fr(F ). This requires us to consider the topology of X, which should be
homeomorphic to the topology of F/G given the bijectivity from Lemma 3.2. We will restrict ourselves
to discrete X, i.e. F should be a semi-torsor; this preserves the index set intuition and guarantees that
previous results on G-sets are still valid. Pictorially, this means that the orbits inside F form a partition
of F into open and closed subsets. Under this assumption, the following holds.
Corollary 3.6. If F is a G-semi-torsor, then Fr(F ) is open and closed in FX .
Proof. As X is discrete, so is XX (with the product topology). Hence Sym(X) is an open and closed
subset of XX . As qX is continuous, the claim follows from Cor. 3.5.
In case G is a Lie group and F is a G-manifold, this corollary implies that Fr(F ) is an open and closed
submanifold of FX . We assume G to be finite-dimensional in this paper, but as we allow for infinite X,
the manifold FX can be infinite-dimensional.
We remark that the similar version of Cor. 3.6 for vector spaces need not hold. For V a real vector space
of finite dimension n, this statement would be that the set Fr(V ) inside V n is open and closed. However,
Fr(V ) is only an open subset of V n. This can be proven by observing that Fr(V ) inside V n is similar
to GL(n,R) inside the space of all real n × n matrices. Now GL(n,R) is the pre-image det−1(R \ {0})
and so open. It is not closed; there are sequences of invertible matrices that converge to a non-invertible
matrix. This argument does not hold in the case of G-spaces, if we assume that the orbits are disjoint.
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Given a sequence f˜k of bases, look at the induced sequence q ◦ f˜k of orbit-representatives in X. As X is
discrete, a sequence in X converges if and only if it becomes constant. That is, if the original sequence
f˜k converges, then the basis elements settle in particular orbits, which must be different. As the orbits
are disjoint, also the limit of the f˜k has basis elements in different orbits. That is, the limit of the bases
f˜k is itself a basis.
Let us go over some examples. First, suppose G is the trivial group and F is a finite set. We will find
that the set of bases is the set of tuples listing all elements exactly once. This means that |Fr(F )| = |F |!,
and because of this we will sometimes use factorial notation for induced maps on frames later on. We
also continue Ex. 2.13 of the torus winding around multiple times.
Example 3.7. Let F be a finite set. We may label its elements such that F = {F1, . . . , Fn}, where
n = |F |, which implicitly means that we chose the index set X = In := {1, . . . , n}. Any set can be viewed
as a group set under the action by the trivial group, and indeed In is bijective to the quotient set. The
quotient map q : F → In can be written as the map Fi 7→ i.
A candidate basis f˜ ∈ FX is a map In → F . Hence q ◦ f˜ maps i ∈ In to the label j defined by
f˜(i) = Fj . As we have seen, f˜ is a basis if and only if this map is bijective. This means that the f˜(i)
should be a permutation of the Fj , in other words, f˜(i) is a tuple that list all elements of F exactly once.
The set of these tuples is commonly denoted as F !, where |F !| = |F |!.
Example 3.8. Let us continue Ex. 2.13 on the winding torus, defined by the map Πk : T
2 → S1 with
fiber S1 × Ik. A frame of S1 × Ik is a tuple ((zj , ij))kj=1, with zj ∈ S1 and ij ∈ Ik, such that j 7→ ij is a
permutation of Ik. Concerning its topological properties, we see that varying the zj yields a k-dimensional
torus T k :=
∏k
S1. Furthermore, one obtains such a torus for any permutation of Ik, i.e. the tori can be
indexed by Sym(Ik) = Sk. This means that Fr(S
1 × Ik) is homeomorphic to T k × Sk, i.e. k! many tori of
dimension k.
3.3 Wreath product action
In preparing the claim that the frame bundles with model fiber of the form Fr(F ) are principal bundles,
it is natural to show that Fr(F ) is a torsor. Intuitively speaking, this will describe how one can construct
a new basis from a given one. This reasoning is similar to arguing that GL(n,R) can turn any basis into
another, which is captured by its action on the set of bases Fr(V ), where V is an n-dimensional real vector
space. An important property of this action is that the precise vector space V need not be known; the
existing basis vectors are just mixed in such a way that a new basis is obtained. This observation is crucial
in defining the frame bundle of a vector bundle, and in some sense we will show a G-space equivalent
here.
Let us start with the action on tuples of G-set elements, i.e. the action on the set of functions FX =
Hom(X,F ). A first symmetry is that any element of the tuple may be scaled independently from the
others. This is given explicitly by the action
GX × FX → FX
(g˜, f˜) 7→ g˜ · f˜ , (3.7)
where g˜ · f˜ is the function defined by point-wise multiplication; (g˜ · f˜)(x) = g˜(x) · f˜(x). Of course, this is
the natural GX -set structure on FX inherited from F .
Another symmetry of FX is to change labels, or in the tuple view, to rearrange positions. More
algebraically; as FX is a function space, it has a natural action by Sym(X) given by pre-composing with
the inverse permutation:
Sym(X)× FX → FX
(σ, f˜) 7→ f˜ ◦ σ−1. (3.8)
These actions of GX and Sym(X) on FX can be merged into a single action by a special group. This
new group is the wreath product of G and X. There are multiple constructions known under the term
wreath product, but we shall use it as follows. We only need the information that G is a group and X is
a set. The essential information is the canonical (left) action of Sym(X) on GX given by σ · g˜ = g˜ ◦ σ−1,
i.e. again shuffling the tuple g˜ according to σ. As the map g˜ 7→ g˜ ◦ σ−1 is an automorphism of the group
GX , the action defines a map Sym(X) → Aut(GX). That is, the action specifies a semi-direct product
GX o Sym(X) with multiplication given as
(g˜, σ) · (g˜′, σ′) = (g˜(g˜′σ−1), σσ′). (3.9)
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This group is known as a wreath product and written as G oX Sym(X). This notation allows for other
groups than Sym(X) to act on X, but as we will only use Sym(X) we simply denote this group by G oX.
Naturally, if G is a topological/Lie group, then GoX is as well via the semi-direct product realization. The
connected subgroup of G oX is that of GX . Hence, in case G is a Lie group with algebra g, the algebra of
G oX is gX , which we view as the space of functions X → g. It follows that dim(G oX) = dim(G)|X|, so
for infinite X and non-discrete G one formally obtains an infinite dimensional object. However, because
G oX locally looks like separate copies of G and we assume G to be finite dimensional we do not dwell on
this.
Having introduced the wreath product, we may now define how it acts on FX . We simply combine
the previous actions on FX by stating that a pair (g˜, σ) ∈ GX × Sym(X) acts by first acting with σ and
then acting by g˜. We also check that this action restricts to the bases of F .
Proposition 3.9. The map
G oX × FX → FX
((g˜, σ), f˜) 7→ g˜(f˜ ◦ σ−1). (3.10)
defines a G oX-action on FX . Moreover, Fr(F ) is an invariant subset, even a G oX-torsor.
Proof. Let us check that the proposed map indeed defines a G oX-action. Clearly the identity element of
G oX fixes any f˜ , and for the homomorphism property one checks
(g˜, σ)[(g˜′, σ′)f˜ ] = (g˜, σ)[g˜′(f˜σ′−1)] = g˜(g˜′σ−1)(f˜σ′−1σ−1) = [g˜(g˜′σ−1), σσ′)]f˜ . (3.11)
So indeed (g˜, σ)[(g˜′, σ′)f˜ ] = [(g˜, σ)(g˜′, σ′)]f˜ , whence the above map defines a G oX-action.
To check the restriction to Fr(F ), we check the criterion of Lemma 3.4. If f˜ ∈ Fr(F ), then qf˜ is
invertible and hence
q((g˜, σ)f˜) = q(g˜(f˜σ−1)) = qf˜σ−1 (3.12)
is invertible. Hence (g˜, σ)f˜ ∈ Fr(F ), implying that the action restricts to Fr(F ). Concerning the last claim,
pick two frames f˜ and f˜ ′. Then qf˜ and qf˜ ′ are invertible, hence one obtains a permutation σ = (qf˜ ′)−1qf˜ .
It follows that σ ·f˜ and f˜ ′ have the same underlying permutation as q(σ ·f˜) = qf˜σ−1 = qf˜(qf˜)−1qf˜ ′ = qf˜ ′.
Hence for each x ∈ X, the elements (σ · f˜)(x) and f˜ ′(x) lie in the same G-orbit, and as F is free they are
related by a unique group element g˜(x). This means that σ · f˜ and f˜ ′ are related by a unique element
of GX . Hence any two frames can be related by a unique element of G o X, i.e. the action is free and
transitive.
Example 3.10. We already saw that Fr(S1 × Ik) is homeomorphic to T k × Sk in Ex. 3.8. The action of
U(1) o Ik on this space is clear; U(1)k rotates the angles in T k, and Sk permutes both factors of T k × Sk.
Indeed, T k × Sk is a U(1) o Ik-torsor.
We wish to make a technical remark on the choice of group. Observe that the symmetry group of the
basis Fr(F ) can also be argued to be Aut(F ). Indeed, given any two basis f˜ and f˜ ′, the map φ′
f˜
φ−1
f˜
is
an element of Aut(F ), even the unique element which brings f˜ to f˜ ′. It follows that this action on Fr(F )
is also free and transitive. Hence one could pick either G o X or Aut(F ) as the symmetry group of F .
However, there is a subtle yet significant difference between the two.
Let us illustrate this difference in the more familiar setting of a real vector space V of dimension n.
Clearly, Fr(V ) has a natural action by GL(n,R); a matrix A = (Aij) ∈ GL(n,R) acts on a basis as
A · (v1, . . . , vn) = (A1ivi, . . . , Anivi), (3.13)
where repeated indices are summed over. However, one may argue that the symmetry group of Fr(V ) is
GL(V ), as this is the automorphism group of V . The action of φ ∈ GL(V ) on a basis is
φ · (v1, . . . , vn) = (φ(v1), . . . , φ(vn)). (3.14)
This is again free and transitive, similar to the GL(n,R)-action. Of course, GL(V ) is isomorphic to
GL(n,R). However, let us try to use these actions to define new actions, but now on Fr(V ′), where V ′
is another real vector space of dimension n. We see that the GL(n,R)-action can be copied verbatim;
A acting on a basis (v′1, . . . , v
′
n) of V
′ is simply (A1iv′i, . . . , Aniv
′
i). This is not so for the GL(V )-action;
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φ ∈ GL(V ) takes elements of V and not of V ′. Even in the case V = Rn this subtle issue arises. In this
notation, under the GL(n,R)-action every vector in the new basis depends on all the old ones, whereas
under the GL(Rn)-action every new vector depends only on the previous one. In particular, if one perturbs
only 1 of the basis vectors, then this may change all vectors under the GL(n,R)-action, but only one under
the GL(Rn)-action. As a final remark, note that vector bundles describe a smooth family of vector spaces.
When defining the frame bundle of a vector bundle, it is this crucial that a global GL(n,R)-action can be
defined, despite the fact that every fiber involves another vector space.
For G-sets we find a similar argument; instead of using Aut(F ) we will use G o X. This will be
important when we discuss bundles involving G-spaces later on. A more detailed exploration of Aut(F )
and how it is isomorphic to the wreath product G oX is given in Appendix A.
3.4 Functorial property
The previous material indicates that a G-semi-torsor F can be mapped to the G o (F/G)-torsor Fr(F ).
Such a statement hints at a functorial property, which brings us to the question which equivariant maps
α : F1 → F2 will induce a map on frames Fr(F1)→ Fr(F2) in the canonical way f˜ 7→ α ◦ f˜ . As we assume
that F1 and F2 are free, this can be answered by looking at orbits only. We first show that α induces a
unique map on the quotients, and that invertibility of this map is equivalent to the posed question.
Lemma 3.11. Let Fi be Gi-semi-torsors with orbits spaces Xi = Fi/Gi for i = 1, 2. Let α : F1 → F2 be
a ξ-equivariant map. Then α descends to a unique map on orbits α/ : F1/G1 → F2/G2. That is, there is
a unique arrow such that the following diagram commutes.
F1 F2
F1/G1 F2/G2
α
q1 q2
α/
(3.15)
Moreover, an equivariant map α : F1 → F2 lifts to a map α! : Fr(F1)→ Fr(F2) if and only if α/ : X1 → X2
is a bijection, i.e. if α is a bijection on orbit level. In this case, and after identifying X1 and X2 with X
for simplicity, α! is equivariant w.r.t. the group map ξ! = (ξX , idSym(X)) : G1 o X → G2 o X.
Proof. By equivariance, α maps a G1-orbit in F1 inside a single G2-orbit in F2. That is, the map q2 ◦ α
is G1-invariant. Hence α/ exists as a function. More generally, as the Xi are discrete, this map is also
continuous. Let us thus consider the induced maps on bases. The statement is trivial in case X1 and
X2 are not bijective; then bases of F1 and F2 have unequal cardinality, but also α cannot be a bijection.
Hence we treat the case X1 ∼= X2 ∼= X. In this case, there is a well-defined function αX : FX1 → FX2 given
by f˜ 7→ α ◦ f˜ . To check that α ◦ f˜ is a bases of F2 whenever f˜ is a bases of F1, we use the criterion in
Lemma 3.4. This concerns the invertibility of
q2 ◦ α ◦ f˜ = α/ ◦ q1 ◦ f˜ . (3.16)
From this equation it follows that for q2 ◦ α ◦ f˜ to be invertible whenever q1 ◦ f˜ is, it is both necessary
and sufficient that α/ is a bijection. Concerning equivariance, note that αX is ξX -equivariant. Moreover,
αX is also Sym(X)-equivariant as
σ(αX(f˜)) = σ(αf˜) = αf˜σ−1 = αX(f˜σ−1) = αX(σf˜). (3.17)
That is, αX is equivariant with respect to both ξX and idSym(X), which implies that α
X is equivariant
w.r.t. the map ξ! : G1 o X → G2 o X given by (ξX , idSym(X)). As the actions restrict to the frames, the
restriction α! of αX to the frames is again equivariant w.r.t. ξ!.
The requirement in this result is not automatic; there exist equivariant maps of semi-torsors that are
not a bijection on orbit level. A simple example is mapping GunionsqG to G via identity maps. Hence, taking
the frame space can only form a functor from semi-torsors to torsors if the maps α between semi-torsors
are restricted to those where α/ is a bijection. This functor would also fix the torsors, revealing that
taking the frame space can be seen as a retract from the semi-torsors to the torsors. We summarize this
in the following.
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Theorem 3.12. Consider the category with as objects the semi-torsors F and as maps the equivariant
maps α satisfying the condition of Lemma 3.11. The assignment
F 7→ Fr(F )
α 7→ α!, (3.18)
defines a covariant functor from this category to the category of torsors. Moreover, this functor is (essen-
tially) constant on the torsors.
Proof. Observe that the source is a well-defined category; any identity map trivially satisfies the condition
of Lemma 3.11, and composition of maps preserves this condition; if α and β are composable maps which
satisfy that α/ and β/ are bijections, then as (αβ)/ = α/β/ also αβ does. By Prop. 3.9 and Lemma 3.11,
the assignment is well-defined on objects resp. maps. Given the explicit form of α! in Lemma 3.11, it
follows that idF ! = idFr(F ) and (αβ)! = α!β!. Hence the assignment is a functor. As Fr(F ) is a G oX-torsor
and α! is equivariant, this functor takes image in the category of torsors. If F is already a torsor, then
X consists of a single point and the condition of Lemma 3.4 is vacuous, so Fr(F ) = FX ∼= F . Hence, the
functor is (essentially) constant on the torsors.
4 Semi-principal bundles and their frame bundles
We will now use the results on the frames of a semi-torsor to introduce the frame bundle of a semi-principal
bundle. This association is of functorial nature. We also discuss how a connection on a semi-principal
bundle can be defined and how it carries over to frame bundle, which happens in such a way that the
parallel transport can be described more easily.
4.1 The frame bundle of a semi-principal bundle
In Sec. 3, we saw that a semi-torsor has an associated space of frames, which is itself a torsor. This hints
that a semi-principal G-bundle pi : B → M with model fiber F has an associated frame bundle, which is
a principal bundle. This is indeed what we will show next.
We will stay close to the earlier argument, following that Fr(F ) is a special subspace of FX , where
again X is an index set bijective to F/G. Let us start from the fiber-wise product bundle
BX = {(bx)x∈X | pi(bx) constant in x}
=
{
b˜ : X → B | pi ◦ b˜ : X →M is constant
} (4.1)
which is a fiber bundle
FX BX M.pi
X
(4.2)
Just as FX has a canonical G oX action on it, so does BX . This is phrased in the following proposition,
which states that the above fiber bundle respects the G oX-action.
Proposition 4.1. There is a (left) G oX-action on the FX-bundle BX →M given by
G oX ×BX → BX
((g˜, σ), b˜) 7→ g˜ · (b˜σ−1). (4.3)
This action is fiber-preserving. Moreover, the local trivializations of BX may be taken G oX-equivariant.
Proof. The action argument is similar as for FX in Prop. 3.9. It is fiber-preserving as the GX - and
Sym(X)-actions are. Concerning the last claim, let φ : U×F → B|U be a local G-equivariant trivialization
of B. Then this induces the map
φX : U × FX → BX |U
(u, f˜) 7→ [x 7→ φ(u, f˜(x))] (4.4)
which is a local GX -equivariant trivialization of BX . This map is GoX-equivariant by a similar argument
as in the proof of Lemma 3.11.
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We can now view the frame bundle Fr(B) of B as the subspace of BX where the elements define
bases, as done formally in the following definition. In this way the topology and manifold structure on
Fr(F ) are immediate. A proof that Fr(B) is indeed a fiber bundle, even a principal bundle, follows directly
afterwards.
Definition 4.2. Given a semi-principal G-bundle pi : B →M , its frame bundle is defined as the bundle
Fr(B) =
{
b˜ ∈ BX | b˜ is a basis of the corresponding fiber of B
}
. (4.5)
Theorem 4.3. If pi : B → M is a semi-principal G-bundle, then its frame bundle Fr(B) is an open
subbundle of BX , and forms a principal bundle
G oX Fr(B) M. (4.6)
Proof. By Prop. 3.9, the G oX-action on BX restricts to Fr(B) as each fiber Fr(By) is a G oX-invariant
subspace of the corresponding fiber BXy . Hence let us consider local trivializations. Pick a point b˜ ∈ B,
let again y ∈M be the base point. Let U ⊂M be a trivializing neighborhood of pi around y in M , with
local trivialization φ : U × F → B|U . The induced local trivialization φX : U × FX → BX |U of piX
around y is G o X-invariant as seen in Prop. 4.1. As Fr(F ) is open and closed in FX by Cor. 3.6, the
map φX restricts to a G o X-equivariant isomorphism from U × Fr(F ) onto its image. This image is
Fr(B)|U as for each u ∈ U the map φ establishes an isomorphism F → Bu of G-spaces. Hence Fr(B) is
an open Fr(F )-bundle over M . Now Fr(F ) is a G oX-torsor, as proven in Prop. 3.9, hence the bundle is
principal.
We place the following comment concerning the notation Fr(B). This notation makes explicit reference
to the G-manifold B, but implicitly uses the bundle map pi as well. As seen in Ex. 4.4 below, different
projection maps may yield different frame bundles, yet the total space of these projection maps is the
same G-manifold. We thus write Fr(B) with the understanding that B is short for the entire bundle
structure.
Example 4.4 (Frame bundle of winding torus). In Ex. 3.10 we saw that Fr(S1×Ik) is the U(1) o Ik-torsor
T k × Sk. The frame bundle of the bundle Πk can be envisioned as these k! tori moving along the circle,
where each torus takes the place of its (1 2 . . . k) shifted version (assuming the labels follow the order
from Πk). In other words, the gluing needed to obtain the frame bundle of Πk from [0, 1]× (T k ×Sk) can
be expressed using the group element (idU(1)k , (1 2 . . . k)) ∈ U(1) o Ik, as we may assume the angles to
match. The total space of the frame bundle thus consists of (k − 1)! components, where each component
is a concatenation of cyclically permuting tori.
We wish to finish our treatise on Fr(B) by emphasizing the need to leave B behind if one wishes to
use a well-defined permutation action on the bundle. In the case of Fr(B), one uses the globally defined
order of tuples to define the permutation action. One may ask if the local labelling indexed by X also
suffices to define a permutation action. As we discuss in Appendix B, the answer is negative in general.
4.2 Functoriality of taking the frame bundle
We finished the previous section with the result that any semi-principal bundle has an associated principal
frame bundle. Again, this association can be viewed as a functor, similar to the semi-torsor to torsor
functor in Thm. 3.12. Clearly, the objects of the source category are the semi-principal bundles. However,
the admissible maps will not be all equivariant bundle maps; inspecting a single fiber brings us back to
Lemma 3.11, which indicates that a map should be a bijection on orbits. This condition readily lifts to
the level of bundles, and is a sufficient condition to obtain an induced map on the frame bundles as proven
below.
Lemma 4.5. Let α : B1 → B2 be an equivariant bundle map of semi-principal bundles over M , where
the map on groups is ξ : G1 → G2, and X1 ∼= X2 ∼= X. Then α descends to a fiber-wise map on orbits
α/ : B1/G1 → B2/G2. That is, in the following diagram the lower arrow exists and is a bundle map.
B1 B2
B1/G1 B2/G2
α
Q1 Q2
α/
(4.7)
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Moreover, α induces a map of bundles
α! : Fr(B1)→ Fr(B2)
b˜ 7→ α ◦ b˜ (4.8)
if and only if α/ : B1/G1 → B2/G2 is a bundle isomorphism. In this case, α! is equivariant w.r.t. the
map ξ! = (ξX , idSym(X)) : G1 oX → G2 oX, so in particular α! is a map of principal bundles.
Proof. As α is equivariant α/ exists as a function, which is fiber-preserving as the action is so. To prove
it is smooth, one can look locally over a trivializing open or use that Q1 is a surjective submersion. Hence
α/ is a well-defined bundle map. As α is a bundle map, so is its product αX : BX1 → BX2 . The
restriction of αX is also a bundle map, as Fr(B1) is an open subbundle of BX1 by Theorem 4.3. This
restriction takes image in Fr(B2) if and only if ∀y ∈M the map αy : (B1)y → (B2)y maps bases to bases.
By Lemma 3.11, this is if and only if α/y : (B1/G1)y → (B2/G2)y is a bijection for all y. However, as α/
is a bundle map this is equivalent to α/ being an isomorphism. The equivariance of α readily follows; a
similar derivation as in Lemma 3.11 applies. Hence αX restricts to the map α! : Fr(B1)→ Fr(B2) if and
only if α/ is a bundle isomorphism, in which case α! is a map of principal bundles.
This result tells us that the frame functor is not applicable to the full subcategory of group-manifold
bundles obtained by restricting the fibers to semi-torsors but retaining all possible maps of group-manifold
bundles. To obtain a genuine frame functor, we must restrict the maps α to those which satisfy that α/
is a bundle isomorphism. Similar to the semi-torsor case in Thm. 3.12, this will yield a subcategory;
idB/ = idB/G is always an isomorphism, and a composition of admissible maps is again admissible as
(αβ)/ = α/β/. Because of its interest in the frame bundle construction, we wish to list this category in
a definition.
Definition 4.6. The category of semi-principal bundles over a base M , denoted SPrin(M), is defined to
have as objects the semi-principal bundles over M and as morphisms all equivariant bundles maps α such
that α/ is an isomorphism.
Clearly, as we deliberately discard some maps, this is a subcategory but not a full subcategory of the
group-manifold bundles. On the other hand, the principal bundles and their morphisms are still contained
in the semi-principal bundles. In that sense, the semi-principal bundles can be seen as a specific extension
of the concept of principal bundles.
Lemma 4.7. The category Prin(M) of principal bundles and equivariant bundle maps over M is a full
subcategory of SPrin(M). That is, all principal bundles are semi-principal and HomPrin(M)(P, P
′) =
HomSPrin(M)(P, P
′) whenever P and P ′ are principal bundles over M .
Proof. All principal bundles are semi-principal bundles as any torsor is a semi-torsor. Pick a principal
G-bundle P and a principal G′-bundle P ′ over M , and consider an equivariant bundle map α : P →
P ′. As P/G ∼= M and P ′/G′ ∼= M and α/ preserves fibers, one has α/ = idM up to isomorphism.
That is, the condition that α/ is an isomorphism is automatically satisfied. As this is the only axiom
that distinguishes between morphisms in Prin(M) and SPrin(M), it follows that HomPrin(M)(P, P
′) =
HomSPrin(M)(P, P
′).
Back to the frame bundles, one may observe that taking the frame bundle maps SPrin(M) to its full
subcategory Prin(M). This association is functorial, and can be interpreted as a kind of retract. The
formal statement is the following theorem, which is the bundle equivalent of Thm. 3.12.
Theorem 4.8. The association
B 7→ Fr(B)
α 7→ α! (4.9)
defines a covariant functor SPrin(M)→ Prin(M). Moreover, this functor is (essentially) constant on the
principal bundles.
Proof. By Theorem 4.3 this functor is well-defined on the objects, and by Lemma 4.5 it is also well-defined
concerning morphisms. It is easily seen that identity maps and compositions are preserved, hence the
map is a (covariant) functor. Also, if B is a principal bundle, i.e. X is a point, then the basis condition
is vacuous and Fr(B) = BX ∼= B.
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Example 4.9. An remarkable application of this result is the quotient map Q : B → B/G. Indeed, this
is a morphism in SPrin(M), where we view B/G as an semi-principal bundle with trivial structure group.
The corresponding bundle map diagram is
B B/G
M
G
F X
(4.10)
with model fibers indicated. Applying the functor results in the bundle map diagram
Fr(B) Fr(B/G)
M
GX
GoX Sym(X)
(4.11)
where each arrow is a principal bundle with the indicated structure group.
We finish this exploration of the category SPrin(M) with the following results on its morphisms.
Lemma 4.10. Let α : B1 → B2 be a morphism in SPrin(M), equivariant w.r.t. a group map ξ : G1 → G2.
Then α can be expressed in local trivializations as
ζ = (idU , ξ, idX) : U ×G1 ×X → U ×G2 ×X (4.12)
where U ⊂M is the trivializing open of both B1 and B2.
Proof. For i = 1, 2, let φi : Ui × Gi × Xi → Bi|Ui be local trivializations of Bi, where U = U1 ∩ U2 is
non-empty. As α/ is an isomorphism, it follows that X1 ∼= X2, hence call them both X. Restricting
the φi to U and identifying Xi ∼= X, one has the map ζ = φ−12 αφ1. This is a bundle map, hence
the idU follows. It is also equivariant, hence a G1-orbit {u} × G1 × {x} is mapped inside the G2-orbit
{u} × G2 × {x′}. The induced map x 7→ x′ on orbits is a bijection by assumption, hence by identifying
X2 with X differently if needed one may assume x
′ = x for all x ∈ X, which proves the idX part. The
middle map thus remains. Here, note that equivariance reads ζ(u, g1, x) = ξ(g1) · ζ(u, e1, x), such that ζ
is fixed by the points ζ(u, e1, x) = (u, g2(u, x), x). This defines a smooth function g2(u, x), which can be
translated to be constant e2 by absorbing it in the G2-part of φ2 (which does not interfere with the choice
for X earlier). However, then ζ(u, g1, x) = ξ(g1) · ζ(u, e1, x) = ξ(g1) · (u, e2, x) = (u, ξ(g1), x), meaning ζ
equals the proposed map.
Corollary 4.11. The map α is injective/surjective if and only if ξ is. Moreover, in case it is surjective
α defines a principal ker(ξ)-bundle.
Proof. It follows that ζ as above is injective/surjective if and only if ξ is. Hence α is injective/surjective if
and only if ξ is. Finally, as ker(ξ) is a closed normal subgroup of G1, if ξ is surjective there is the principal
bundle ker(ξ)→ G1 → G2. Hence ξ locally looks like prV : V ×ker(ξ)→ V , where V is a trivializing open
in G2. Hence ζ can be restricted to the map ζ
′ = (idU ,prV , idX) : U × (V × ker(ξ))×X → U × V ×X,
which is clearly ker(ξ)-invariant. As any point in B2 has a neighborhood of the latter form, it follows that
α defines a principal ker(ξ)-bundle whenever it is surjective.
This latter result is the remarkable observation that maps of semi-principal bundles may themselves
be principal bundles. We observe that the quotient map Q : B → B/G in Prop. 2.12 provides an example.
4.3 Connections on a semi-principal bundle and its frame bundle
A remarkable property of principal bundles is that they allow for equivariant parallel transport, which
can be formulated using special connection 1-forms. We will now inspect how semi-principal bundles can
support a similar structure. This will turn out to be almost a verbatim copy of the theory of principal
connections. In addition, a connection on a semi-principal bundle will induce a (principal) connection on
its frame bundle.
One way of writing the axioms for a 1-form ω to be a principal connection is by assuming two relations
involving the G-action on the manifold. In other words, these axioms do not need to know more than a G-
manifold structure. This motivates us to use the following definition, for which we use notation as follows.
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The action map we write as A : G × F → F , where acting with g is denoted as Lg := A(g,−) : F → F .
One can also consider a specific point f ∈ F , and restrict A to Af := A(−, f) : G → F . The differential
af = (dAf )e : g→ TfF is known as the infinitesimal action at f . We thus have the notation to state the
following.
Definition 4.12. Let G be a Lie group with algebra g and let F be a (left) G-manifold. A g-valued
1-form ω on F is called a G-connection 1-form, or just G-connection, if
• ωf ◦ af = idg for all f ∈ F
• (Lg)∗ω = Adg(ω) for all g ∈ G.
This definition readily applies to semi-principal bundles, and so principal bundles, as their total spaces
are by definition G-manifolds. However, these axioms can only hold for certain G-manifolds. The left-
inverse axiom of ωf implicitly states that af will be a right-inverse, hence af must be injective for all
f ∈ F . In other words, the action has to be free on a local level. Again, we will not treat the general
theory but consider the case of semi-principal bundles. We remark that we choose the name G-connection
to avoid confusion. As Prop. 2.12 indicates, a G-manifold can be a principal bundle for one bundle
projection and a semi-principal bundle for another. The axioms of a G-connection 1-form do not make
reference to such differences, hence we wish to avoid terminology suggesting such reference.
The case of a G-connection on a G-semi-torsor F turns out to be special. In this case, F admits exactly
one G-connection. The key observation is that if the infinitesimal is invertible, then the G-connection is
fixed.
Proposition 4.13. Any G-semi-torsor F has a natural G-connection ω given by
ωf = a
−1
f . (4.13)
Moreover, this is the only G-connection on F .
Proof. As the action is free, af is injective for all f ∈ F . As F/G is discrete, dim(F ) = dim(G), hence af
is a linear isomorphism. Hence the condition ωf ◦ af = idg uniquely specifies ωf = a−1f . To verify that ω
is a G-connection, it remains to check the equivariance. This reads
(L∗gω)f (X) = a
−1
gf (dLg(X)) = Adg(a
−1
f (X)) = Adg(ωf (X)), (4.14)
where we used the relation dLg ◦ af = agf ◦Adg.
This 1-form can be considered an extension of (a left-action version of) the usual canonical 1-form
on G, also known as Maurer-Cartan form. A crucial difference is that the above form ω does not need
any identification of (a part of) F with G. Moreover, in case F is G viewed as a (left) G-torsor one does
obtain the usual formula. Indeed, then Ag = Rg and one finds
ωg = a
−1
g = (dAg)
−1
e = (dRg)
−1
e = (dRg−1)g (4.15)
which is indeed the Maurer-Cartan form in the case of a left-action.
Another perspective on this connection involves the map
G× F → F ×q F
(g, f) 7→ (gf, f) (4.16)
which by choice of image is always surjective. For a free action, this map is also injective, and an inverse
function exists. This is an invertible map; the dimensions of source and target space coincide, and the
differential has full rank. Let us write this smooth inverse as
F ×q F → G× F
(f ′, f) 7→ ([f ′/f ], f) (4.17)
where [−/−] : F ×q F → G is the smooth map sending (f ′, f) to the unique element [f ′/f ] ∈ G such
that f ′ = [f ′/f ]f . That is, the division map allows to track the group element relating points in F . Its
derivative will thus yield an infinitesimal generator, which yields again the unique G-connection on F in
the following way.
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Proposition 4.14. The canonical G-connection on a G-semi-torsor F can alternatively be written as
ωγ(0)(γ˙(0)) =
d
dt
∣∣∣
t=0
[γ(t)/γ(0)]. (4.18)
Proof. As dim(F ) = dim(G), γ(t) and γ(0) always lie in the same orbit, hence the stated division is well-
defined. It suffices to check the G-connection axioms, in fact the left-inverse property alone is already
sufficient by Prop. 4.13. Taking f ∈ F and Y ∈ g, this verification reads
ωf (af (Y )) =
d
dt
∣∣∣
t=0
[exp(tY )f/f ] =
d
dt
∣∣∣
t=0
exp(tY ) = Y. (4.19)
The equivariance can also be verified using the identity [gf ′/gf ] = g[f ′/f ]g−1 = Cg([f ′/f ]);
(L∗gω)γ(0)(γ˙(0)) =
d
dt
∣∣∣
t=0
[gγ(t)/gγ(0)] =
d
dt
∣∣∣
t=0
Cg([γ(t)/γ(0)]) = Adg(ωγ(0)(γ˙(0))). (4.20)
The semi-torsor assumption cannot be omitted; the points γ(t) and γ(0) should be in the same orbit
for any path γ, hence the dimensions of F and G should be equal. Of course, here we still assume the
action to be free, otherwise the division would be ill-defined. Hence F can only consist of separated copies
of the standard G-torsor, meaning F is a G-semi-torsor.
Again, this notation reduces to (the left-action version of) the Maurer-Cartan form in case F is the
G-torsor G. This time, the key relation is [−/g] = Rg−1 , so for a curve γ such that (γ, γ˙)(0) = (g,X) it
holds that
ωg(X) =
d
dt
∣∣∣
t=0
[γ(t)/g] =
d
dt
∣∣∣
t=0
Rg−1(γ(t)) = dRg−1(X). (4.21)
Nevertheless, the division map does not need to employ a right translation, hence is more general.
Let us move from semi-torsors to semi-principal bundles. A first check is that a G-connection on a
semi-principal G-bundle induces a G-equivariant parallel transport. In other words, we wish to show that
this result on principal bundles extends to all semi-principal bundles. One can prove this result in various
ways. One way is to use the observation that a semi-principal bundles locally looks like the projection
U ×G×X → U , which locally looks like the projection U ×G→ U , whence allows for a similar argument
as in principal bundle theory. Alternatively, one can use the result on principal bundles and extend it
using the decomposition from Prop. 2.12. Let us employ the latter method in the following proof.
Proposition 4.15. Let pi : B →M be a semi-principal G-bundle and ω a G-connection on B. Given any
piece-wise smooth curve γ : [0, 1]→M and an initial point b ∈ B above γ(0), there is a unique horizontal
lift Γ: [0, 1] → B through b, specified by pi ◦ Γ = γ and Γ(0) = b. Moreover, the parallel transport maps
are G-equivariant; the lift of γ starting from gb is gΓ.
Proof. By Prop. 2.12, the semi-principal bundle pi : B →M decomposes as a principalG-bundle B → B/G
and a covering B/G → M . Lifting the curve γ from M to a curve γ¯ in B/G with initial point [b] = Gb
then follows from covering theory. Now ω is a G-connection, hence a principal connection concerning the
principal G-bundle B → B/G. As b lies above Gb, one can lift γ¯ to a unique Γ in B such that Γ(0) = b.
Hence any curve γ in M lifts to a unique curve Γ in B given an initial condition and the 1-form ω. If
the starting point would be gb, then only the lifting from B/G to B changes. However, as B → B/G is
a principal bundle the lift becomes gΓ, as claimed.
We already saw that the frame bundle Fr(B) of a semi-principal bundle B allows one to describe the
symmetries of the fiber of B using an G oX-action. Similarly, we now want to describe holonomy of the
semi-principal bundle B using G o X. In search of this, we must first discuss how a G-connection on B
carries over to Fr(B). This procedure is straightforward as Fr(B) is a submanifold of BX . The latter
has a canonically induced connection by stating that a curve
Γ(t) = (Γx(t))x∈X (4.22)
in BX is horizontal if and only if the curves Γx in B are horizontal for all x ∈ X. Equivalently, in
the 1-form formalism, the bundle BX is naturally endowed with the GX -connection 1-form ωX ∈
Ω1(BX , gX) defined by
(ωX)b˜ := (ωbx)x∈X =
∏
x∈X
ωbx . (4.23)
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We note that this formally leads to infinite dimensional groups and algebras in case X is infinite, but as
seen in the curve picture it is well-defined. A connection ω! on Fr(B) is obtained by restriction of ωX
to Fr(B), i.e. one takes the pull-back of ωX along the inclusion i : Fr(B)→ BX . This induced 1-form
is indeed a G oX-connection. A proof of this requires knowledge of the adjoint representation of G oX,
hence we inspect this first.
Lemma 4.16. The adjoint representation Ad: G oX → GL(gX) is given by the rules
Adg˜ =
∏
x∈X
Adg˜(x)
Adσ = [X˜ 7→ X˜σ−1].
(4.24)
Proof. As (g˜, σ) = (g˜, idX)(e˜, σ), it suffices to compute the two listed maps. The relevant conjugation
maps are
Cg˜(h˜, τ) = (Cg˜(h˜), τ) = ((Cg˜(x)(h˜(x))x∈X , τ)
Cσ(h˜, τ) = (h˜σ
−1, Cσ(τ)).
(4.25)
The first one recalls that the Ad of GX is X copies of the Ad of G. The second immediately shows that
derivatives follow the same permutation as the tuple.
Proposition 4.17. Let B be a semi-principal G-bundle with G-connection ω. The 1-form
ω! := i∗ωX ∈ Ω1(Fr(B), gX) (4.26)
is a G oX-connection on Fr(B). In particular, ω! is a principal connection.
Proof. To start, ω! indeed takes values in the algebra gX , which is the algebra of G oX. The condition
that ω! is a left-inverse for the infinitesimal action on Fr(B) is satisfied as it is so per copy, i.e. for
each x ∈ X independently. To check equivariance of ω, let us consider the GX - and Sym(X)-actions
separately. The GX -action can again be inspected per x ∈ X, and reduces to the equivariance of ω.
Concerning the permutations, fix σ ∈ Sym(X). Then (Lσ)∗ω! =
∏
x∈X ωσ−1(x) = Adσ(ω!). Hence ω! is a
G oX-connection.
This statement shows that also connections carry over in the frame functor. The connection data on
B and Fr(B) is in essence the same; the latter consists of copies of the first. However, the connection ω!
has the convenient property that its holonomy can be written in terms of group elements.
We end this section with the remark that a morphism of semi-principal bundles can be used to transfer
a connection from one bundle to another. In this case, the induced map on the holonomy groups is easily
expressed after going to the frame bundle.
Proposition 4.18. Let pii : Bi → M be semi-principal Gi-bundles for i = 1, 2 with equal index set X.
Let α : B1 → B2 be a ξ-equivariant morphism. Then any G1-connection ω1 on B1 induces a unique
G2-connection ω2 on B2 satisfying
α∗ω2 = ξ∗ω1. (4.27)
Moreover, after taking the respective frame bundles, the induced map ξ! = (ξX , idSym(X)) restricts to maps
on holonomy groups.
Proof. As semi-principal bundles locally look like principal bundles, similarly for the maps between them,
one can use the same argument as for principal bundles, e.g. [4, Prop. II.6.1]. The claim on ξ! readily
follows from entry-wise inspection.
A trivial example is the quotient map Q : B → B/G; any connection on B gets reduced to the lifting
of a curve through a covering map. Another example can be phrased on the winding torus as follows.
Example 4.19. Let us consider the semi-principal bundle Πk : T
2 → S1 from Ex. 2.13. Define the
U(1)-connection ω1 on T
2 by declaring the horizontal subspaces to be the lines orthogonal to the vertical
bundle, where the metric is obtained via the usual embedding in R3. Observe that ω1 only needs to be
compatible with the group structure; the projection need not be taken into account. Indeed, the usual
embedding of T 2 in R3 corresponds to Π1, but the obtained U(1)-connection is compatible with any Πk.
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Consider the map α : T 2 → T 2 which winds the torus twice along the fibers, which is equivariant for
the group map ξ : U(1)→ U(1) taking the square. This is a bundle self-map with respect to Πk, for any
k. The new connection ω2 will again be a U(1)-connection on T
2. In fact, ω2 = ω1 as the new horizontal
subspaces coincide with the old ones (they are doubly covered by α∗). In terms of the formula, we observe
that both α∗ and ξ∗ introduce a scaling by 2, hence cancel.
5 Discussion
In this paper we explored fiber bundles where the model fiber was a group or group-space. We found
these to be significantly different. In addition, we found that principal bundles form a special class of
group-space bundles, namely those whose fiber is a torsor. We then shifted our attention to a intermediate
class of group-space bundles, namely those whose fiber is free and has discrete quotient, i.e. a semi-torsor.
To study these semi-torsors, we defined the notion of a basis of a G-set F , in analogy with the bases of
a vector space. The symmetry group of the space Fr(F ) of bases of F is the wreath product G oX, with
X = F/G the orbit space. The map sending a G-semi-torsor F to the G oX-torsor Fr(F ) is of functorial
nature.
This theory was lifted to fiber bundles. The bundles of semi-torsors we called semi-principal bundles,
and we found that every semi-principal bundle has a frame bundle, which is the principal G oX-bundle
of frames of the fibers. However, this association is a functor only when restricting the maps of semi-
principal bundles to the orbit-preserving ones. The category so obtained has the principal bundles as full
subcategory, and taking the frame bundle defines a retracting functor from this category to the principal
bundles. Moreover, semi-principals bundles support parallel transport just like principal bundles, and
this carries over to the frame bundle in a straightforward way.
We suspect that the theory of semi-torsors and semi-principal bundles is of relevance to physics, in
particular to gauge theory. Indeed, a collection of gauges is by definition a free group-set for its symmetry
group; it cannot be a group as a canonical reference is absent. As the gauges form a group-space, there is
a quotient map q. It is readily seen that q maps theoretical descriptions to the actual physical states; an
example is a ray of kets modelling the same physical quantum state. The orbit space F/G, or indexing
set X, thus labels the different physical states. Commonly, only one such state is considered, in which
case the gauges form a torsor. One can then think of a semi-torsor as modelling a discrete collection of
states, leaving a continuum of states for a general free group-space. The frame space and frame bundle
constructions then indicate how this could be reformulated as a standard gauge theory, but for an enlarged
symmetry group, which has an explicit reference to permutations of states.
Considering present literature, we remark that the model in [5] has the form of a frame bundle. The
group appearing there is (U(1) × U(1)) o Z2, which in the notation of this paper reads U(1) o I2. In
addition, the gauge fields and their group transformations are of the form ω!. We thus hope that this
paper will contribute to the dictionary relating the mathematics of bundles and gauge theory.
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A Automorphism group of a group-set
In this appendix we show that the wreath product G o X and the automorphism group Aut(G × X) of
the model free G-set G × X are isomorphic. We first show that Aut(F ) fits in a special short exact
sequence (SES), cf the semi-direct product structure of the wreath product. Afterwards, we treat an
explicit isomorphism, which can be derived using an argument similar to that of dual spaces.
In both parts, we will use the following notation. Observe that any two bases f˜ , f˜ ′ ∈ Fr(F ) are related
by a unique element [f˜ ′/f˜ ] ∈ Aut(F ) specified by the equality
f˜ ′ = [f˜ ′/f˜ ]f˜ (A.1)
of maps X → F . This yields [f˜ ′/f˜ ] = φf˜ ′ ◦ φ−1f˜ , which is a composite of G-isomorphisms, hence [f˜ ′/f˜ ]
lies indeed in Aut(F ). This notation is compatible with the more general division in the main text; the
division here corresponds to viewing Fr(F ) as an Aut(F )-torsor.
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A.1 Short exact sequence using quotient map
To start, let us examine the group Aut(F ) for F a free G-set. A first observation is that an element of
Aut(F ) must induce a bijection on the orbit space F/G. That is, the following holds.
Lemma A.1. For any map ψ ∈ Aut(F ), there is a unique map Cq(ψ) such that the diagram
F F
F/G F/G
ψ
q q
Cq(ψ)
(A.2)
commutes. This association defines a map of groups
Cq : Aut(F )→ Sym(F/G)
ψ 7→ Cq(ψ).
(A.3)
which admits sections.
Proof. The map Cq(ψ) is well-defined as q ◦ ψ is G-invariant and so constant on the fibers of q. If also
ψ′ ∈ Aut(F ), then by combining two of the above squares one can deduce Cq(ψ′ψ) = Cq(ψ′)Cq(ψ), i.e.
Cq is a homomorphism. As Cq(idF ) = idF/G, it follows that all images of Cq are invertible, whence Cq
has image in Sym(F/G). To show that Cq admits sections, let us argue using a section f˜ of q. Then for
each σ ∈ Sym(X) one has a map
ψσ := [f˜σ/f˜ ] = φf˜ (idG, σ)φ
−1
f˜
: hfx 7→ hfσ(x). (A.4)
This map is basis dependent, but nevertheless invertible and G-equivariant, hence an element of Aut(F ).
If one only varies the permutation σ, one obtains a map of groups
sf˜ : Sym(F/G)→ Aut(F ), σ 7→ ψσ. (A.5)
To check that this is a section of Cq, observe that Cq(ψ) = qψf˜ as f˜ is a section of q. A computation
then shows
Cq(sf˜ (σ)) = qψσ f˜ = q[f˜σ/f˜ ]f˜ = qf˜σ = σ. (A.6)
As Cq admits sections it must be surjective, hence let us consider its kernel. This is readily seen to be
the subgroup
Aut(q) := {ψ ∈ Aut(F ) | q ◦ ψ = q} (A.7)
i.e. the group of orbit-preserving automorphisms. In other words, it is the group of deck transformations
of q, hence the notation Aut(q). One thus arrives at the following SES, which can be considered a corollary
of the previous lemma. The used notation highlights that this sequence is obtained by considering the
automorphisms of the objects in ”q : F → F/G”.
Corollary A.2. Let F be a free G-set. The group Aut(F ) fits in the short exact sequence
1 Aut(q) Aut(F ) Sym(F/G) 1
Cq
(A.8)
which is right-split.
This result need not hold for a general G-set F . In this case, Cq is still a homomorphism with kernel
Aut(q), but Cq need not be surjective, let alone admit sections. That is, only the part
1 Aut(q) Aut(F ) Sym(F/G)
Cq
(A.9)
is exact. This sequence need not extend to the right as the image of Cq need not be normal in Sym(F/G).
Any ψ ∈ Aut(F ) may only shuffle orbits of the same shape, hence a counterexample is any F where at
least two orbits differ but also two orbits are isomorphic. This does not happen in case F is free, in which
case the sequence closes to a SES. There are other assumptions one can place on F , but we will not study
these in this paper.
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A.2 Autmorphism group of the quotient map
We now wish to rewrite Aut(q) in a more explicit form. The elements of this group act on the fibers of q,
which are isomorphic to G, hence they can be specified using an element of G for each orbit. To describe
this, we use a division operation on F , which is not to be confused with the previous division (on Fr(F )).
That is, for (f ′, f) ∈ F × F we denote by [f ′/f ] ∈ G the unique group element satisfying
f ′ = [f ′/f ]f. (A.10)
Here, we view F as a G-semi-torsor by viewing a set as a discrete space, hence also this division is
in line with the main text. However, we wish to state the following familiar rules for this division
[−/−] : F ×q F → G.
Lemma A.3. Assume F is a free G-set, let (f1, f2) ∈ F ×q F . The following rules hold
1. inverse: [f2/f1]
−1 = [f1/f2].
2. cancellation: for any f ∈ F in the same orbit as f1 and f2, one has [f2/f1] = [f2/f ][f/f1].
3. scaling: for any g1, g2 ∈ G, one has [g2f2/g1f1] = g2[f2/f1]g−11 . In particular, for g1 = g2 = g, one
has [gf2/gf1] = Cg([f2/f1]).
4. invariance: if ψ ∈ Aut(F ), then [ψ(f2)/ψ(f1)] = [f2/f1].
Observe that the division is ’covariant’ with respect to Aut(F ) in its right slot, whereas in its left slot
it is ’contravariant’. By this we mean that for ψ1, ψ2 ∈ Aut(F ) and f ∈ F one has
[f/ψ1ψ2(f)] = [f/ψ1(f)] · [ψ1(f)/ψ1ψ2(f)] = [f/ψ1(f)] · [f/ψ2(f)] (A.11)
such that the order is preserved, whereas for the other slot it is reversed as
[ψ1ψ2(f)/f ] = [ψ1ψ2(f)/ψ1(f)] · [ψ1(f)/f ] = [ψ2(f)/f ] · [ψ1(f)/f ]. (A.12)
We can now specify an isomorphism Aut(q) → GF/G. Let us use again a section f˜ of q; in this way
each f˜(x) lies in the orbit x, so no shuffling of orbits will happen in what follows. The idea is that each
ψ ∈ Aut(q) translates the orbit by a group element, which can be found as
g˜ψ,f˜ (x) = [f˜(x)/ψ(f˜(x))] = [ψ(f˜(x))/f˜(x)]
−1. (A.13)
One thus has the map
Aut(q)→ GF/G
ψ 7→ g˜ψ,f˜
(A.14)
which is a homomorphism as the division on F is covariant in its right slot. As one can reconstruct ψ
from g˜ψ,f˜ given f˜ , this map is invertible, hence an isomorphism. We thus find the following result.
Lemma A.4. If F is a free G-set, then Aut(q) ∼= GF/G.
We wish to place some remarks here. First, this isomorphism depends on the chosen section f˜ ; picking
another section f˜ ′ of q, one has f˜ ′(x) = hxf˜(x) for some elements hx ∈ G and finds
g˜ψ,f˜ ′(x) = [hxf˜(x)/ψ(hxf˜(x))] = hx[f˜(x)/ψ(f˜(x))]h
−1
x = Chx(g˜ψ,f˜ (x)). (A.15)
This means that, if one restricts to bases which are sections, the identification Aut(q) ∼= GF/G is unique
up to inner automorphism of GF/G. In particular, the identification is canonical if and only if G is
commutative. A second remark is that instead of g˜ψ,f˜ (x) being the element mapping f˜(x) to ψ(f˜(x)), it
is actually the inverse of this. An intuitive answer why this is can be found in the pairing argument we
discuss below.
Combining Lemma A.4 with the SES in Cor. A.2 shows that the group Aut(F ) is isomorphic to the
semi-direct product GF/Go Sym(F/G), which is the wreath product G o (F/G). We now wish to discuss
this more explicitly in the following.
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A.3 Wreath product as model automorphism group of semi-torsor
Let us specify an explicit isomorphism G oX → Aut(G ×X). Here we also allow G to be a topological
group or a Lie group, and require automorphisms to respect this additional data. To do this, we assume
that X as the orbit space is again discrete, such that G ×X is a model G-semi-torsor. An explicit map
is given by
I : G oX → Aut(G×X)
g˜ 7→ [(g, x) 7→ (g[g˜(x)]−1, x)]
σ 7→ [(g, x) 7→ (g, σ(x))]
(A.16)
such that a pair is mapped to
I(g˜, σ) = [(g, x) 7→ (g[g˜(σ(x))]−1, σ(x))]. (A.17)
Lemma A.5. The map I : G oX → Aut(G×X) is an isomorphism.
Proof. Let us check that this map is well-defined. First, we note that the returned functions are indeed
(left) G-equivariant; GX acts by right-translation and Sym(X) does not touch the G-slot. These maps
are also bijective and are continuous of even smooth, hence lie in Aut(G×X). A quick check shows that
I is a homomorphism, hence it remains to show that I is invertible.
Take ψ ∈ Aut(G×X). First, note that Cq returns the underlying unique permutation Cq(ψ) = σψ ∈
Sym(X) of ψ, so only the GX -element remains to be found. For this purpose, observe that ψ◦(idG, (σψ)−1)
is identity on the X factor. Hence, one may define g˜ψ uniquely by the requirement
ψ((h, σ−1ψ (x))) = (hg˜ψ(x)
−1, x) (A.18)
or in function form
ψ ◦ (idG, σ−1ψ ) = r−1g˜ψ . (A.19)
Note that both sides contain left-equivariant maps. The map ψ 7→ (g˜ψ, σψ) is the inverse of I. As we will
see now, it is a homomorphism as well. The combination ψ′ψ clearly has σψ′ψ = σψ′σψ, and the similar
rule for the GX -element follows from
ψ′ψ ◦ (idG, σ−1ψ σ−1ψ′ ) = ψ′(ψ ◦ (idG, σ−1ψ )) ◦ (idG, σ−1ψ′ )
= ψ′(idG, σ−1ψ′ )(idG, σψ′)(r
−1
g˜ψ
) ◦ (idG, σ−1ψ′ )
= r−1g˜ψ′ ◦ r
−1
g˜ψ◦σ−1ψ′
= r−1
g˜ψ′ (g˜ψ◦σ−1ψ′ )
(A.20)
such that g˜ψ′ψ equals g˜ψ′(g˜ψ ◦ σ−1ψ′ ). The latter is exactly the G-component in the multiplication of the
wreath product. Hence I is an isomorphism of groups.
The form of I can actually be deduced by an argument similar to that of dual spaces. In particular,
this argument explains why g˜ enters via an inverse (in fact σ also has an inverse w.r.t. previous equations).
A motivating argument is as follows. Fix some f ∈ F , let f˜ be a basis with basis index set X. Then there
is a unique pair (g, x) ∈ G×X such that
f = gf˜(x), (A.21)
so the pair (g, x) can be seen as the coordinates of f . Let us change basis by acting with g˜ on f˜ . Then f
is given as
f = g[g˜(x)]−1(g˜(x)f˜(x)), (A.22)
so in the new basis the point f has coordinates (g[g˜(x)]−1, x). Hence, the inverse on the group element
can be found by looking for the map on coordinates induced by the change of basis.
We discuss this in terms of a pairing map. This map is canonical; it takes coordinates (g, x) and a
basis f˜ and returns the element that this pair describes, i.e. gf˜(x). More formally, for the G-set F this is
the map defined as
〈 , 〉 : (G×X)× Fr(F )→ F
((g, x), f˜) 7→ φf˜ (g, x) = gf˜(x).
(A.23)
The key observation is the following invariance argument.
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Lemma A.6. Any (g˜, σ) ∈ G oX induces a unique map ψg˜,σ ∈ Aut(G×X) via the invariance condition
〈ψg˜,σ(g, x)), (g˜, σ) · f˜〉 = 〈(g, x), f˜〉, ∀(g, x) ∈ G×X, ∀f˜ ∈ Fr(F ). (A.24)
This assignment (g˜, σ) 7→ ψg˜,σ defines a homomorphism G oX → Aut(G×X).
Proof. We recall that the φf˜ are G-isomorphisms for any basis f˜ . The invariance condition reads
φ(g˜,σ)·f˜ (ψg˜,σ(g, x)) = φf˜ (g, x), or ψg˜,σ(g, x) = φ
−1
(g˜,σ)·f˜ ◦ φf˜ (g, x). (A.25)
Hence ψg˜,σ = φ
−1
(g˜,σ)·f˜ ◦ φf˜ , provided the latter is independent of f˜ . This can verified by a direct check,
but also by the following argument. Let us use the map [f˜ ′/f˜ ] and observe that it commutes with the
G oX-action, as it lies in Aut(F ). Moreover, φ[f˜ ′/f˜ ]f˜ = [f˜ ′/f˜ ]φf˜ cf Lemma 3.3. Hence, in the basis f˜ ′ one
gets
ψ′g˜,σ = φ
−1
(g˜,σ)·f˜ ′ ◦ φf˜ ′ = φ
−1
(g˜,σ)·[f˜ ′/f˜ ]f˜ ◦ φ[f˜ ′/f˜ ]f˜ = φ
−1
[f˜ ′/f˜ ](g˜,σ)·f˜ ◦ φ[f˜ ′/f˜ ]f˜
= φ−1
(g˜,σ)·f˜ [f˜
′/f˜ ]−1[f˜ ′/f˜ ]φf˜ = φ
−1
(g˜,σ)·f˜φf˜ = ψg˜,σ.
(A.26)
Hence ψg˜,σ is a well-defined map. As the φ’s are G-isomorphisms, so is ψg˜,σ, hence it lies in Aut(G×X).
The homomorphism claim readily follows from the invariance condition and uniqueness of the counter-
acting map.
Given the description ψg˜,σ = φ
−1
(g˜,σ)·f˜ ◦ φf˜ , one can explicitly compute the induced homomorphism.
We then quickly recognize the map I as
ψ(g˜,id) = φ
−1
g˜·f˜ ◦ φf˜ : (g, x) 7→ gf˜(x) = g[g˜(x)]
−1(g˜(x)f˜(x)) 7→ (g[g˜(x)]−1, x) (A.27)
and analogously
ψ(id,σ) = φ
−1
σ·f˜ ◦ φf˜ : (g, x) 7→ gf˜(x) = gf˜(σ
−1(σ(x))) 7→ (g, σ(x)). (A.28)
We remark that a similar argument can be phrased for vector spaces. In particular, one may consider
the map
Rn × Fr(Rn)→ Rn
((ci), (vi)) 7→
n∑
i=1
civi.
(A.29)
Note that this explicitly pairs coordinates and bases to describe a certain element. In this case GL(n,R)
acts on Fr(Rn), and the induced map GL(n,R) → Aut(Rn) ∼= GL(n,R) is given by the contragredient
map A 7→ A−T .
B Permutation action on semi-principal bundle
In this appendix we show that a semi-principal bundle B with index set X will in general not support
a faithful Sym(X)-action. For simplicity, we will consider the reduced bundle B/G, or taking another
perspective, we assume G is the trivial group. For the ease of the example, we take X to be finite. Hence
F ∼= X = In := {1, 2, . . . , n} for some natural number n, and B is a regular covering space.
Some motivation to consider this is to check if an faithful Sn-action can be defined already on B. If
that would be the case, one may wonder if the step to Fr(B) may be avoided. Concerning the individual
fibers there is no problem; choose a bijection to In and transfer the action of Sn = Sym(In) on In via
conjugation. However, it is this choice of bijection that might not be possible on a global scale; it is not
guaranteed that all the local choices glue together to form a global Sn-action.
Let us check if such a bijection is needed. The case n = 1 is trivial. The case n = 2 is also not a
problem; one simply declares that the permutation (12) exchanges the only 2 objects in each fiber, which
certainly forms a global action. However, in case n ≥ 3 one does not obtain a well-defined action in
general. Informally, this is because now one really needs to know the labels of fiber elements. Indeed,
to specify the action of e.g. (12) when there are 3 objects, it is necessary to know which of the objects
is labelled by 3. Hence, specifying the action of (12) is equivalent to specifying which of the objects is
labelled by 3. This observation leads us to the following result.
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Lemma B.1. Let A be a set with n elements, where 3 ≤ n <∞. A faithful Sn-action on A, or in other
words an isomorphism Sn ∼= Sym(A), induces a unique equivariant bijection A ∼= In.
Proof. Pick i ∈ In, consider the subgroup Hi of permutations of Sn that leave i fixed, i.e. the stabilizer
of i in Sn. Then there is at least one element ai ∈ A that is fixed by Hi; otherwise Hi would contain
a permutation affecting all elements of In, including i, which is a contradiction. This element is unique
for n ≥ 3, as Hi then contains permutations moving every element of In except i. Hence there is a
well-defined map In → A, i 7→ ai. This map is equivariant; pick i ∈ I and σ ∈ Sn, then for any τ ∈ Hσ(i)
one has σ−1τσ ∈ Hσ−1(σ(i)) = Hi. Hence σ−1τσai = ai, or τ(σai) = σai. As τ ∈ Hσ(i) was arbitrary, σai
is fixed by Hσ(i), hence σai = aσ(i), showing equivariance. It remains to show that i 7→ ai is a bijection. It
suffices to show that all ai are distinct. This follows from the observation that at least n distinct objects
are needed to have a faithful Sn-action. As one can explicitly find the bijection A ∼= In in the above way,
it is unique.
We may use this result per fiber in the bundle theory. In essence, the global Sn-action is equivalent
to specifying a global labelling, which in turn provides a trivialization of the bundle.
Proposition B.2. Let B be an In-bundle over M , where 3 ≤ n <∞. There is an faithful fiber-preserving
Sn-action on B if and only if B is trivial.
Proof. The ’if’ statement is clear. For the ’only if’, define φ : B →M × In fiber-wise; for m ∈M , b ∈ Bm
is mapped to the pair (m, i(b)), where i(b) is the index obtained by applying Lemma B.1 on the Sn-space
Bm. Hence φ is a bijection as it is so at each fiber. Using local triviality of B and continuity of the
Sn-action, it follows that φ is locally constant, hence a homeomorphism. That is, B is trivial.
Ironically, this means that one may work with an Sn-action on B only if no permutation will appear
in parallel transport. The reason why a frame does not have this problem is clear; in that case not a
locally defined label but instead the globally defined location in the ordered tuple matters.
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