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Cap´ıtulo 1
Introduccio´n
En la u´ltima de´cada, los gobiernos de distintos pa´ıses, principalmente de la
unio´n europea, han creado e implementado pol´ıticas ambientales con el fin de reducir
las cantidades de desechos de cualquier tipo, con el fin de reducir los dan˜os causados
por e´stos al medio ambiente. En el caso espec´ıfico de los desechos de equipos ele´ctricos
y electro´nicos (WEEE por sus siglas en ingle´s) existe una gran preocupacio´n debido
a que este tipo de dispositivos tienen ciclos de vida u´til muy cortos y generalmente
contienen componentes nocivos para el medio ambiente.
En diversos pa´ıses se han puesto en marcha regulaciones o pol´ıticas para la
reduccio´n de los WEEE. Este trabajo se basa en una pol´ıtica gubernamental que se
implemento´ en los pa´ıses de la Unio´n Europea. Dicha pol´ıtica hace responsables a los
productores de dispositivos ele´ctricos y electro´nicos del manejo de estos una vez que
llegan al final de su vida u´til. Entonces, los productores se ven obligados a efectuar
actividades de log´ıstica inversa para recolectar dichos art´ıculos. Esto beneficia en
gran medida al medio ambiente, pero no es el u´nico beneficio, ya que al recolectar
los productos, los productores tiene la ventaja de reutilizar partes de estos productos
para la fabricacio´n de nuevos, contribuyendo a disminuir su costo de produccio´n.
En esta tesis, nos enfocamos en un problema de disen˜o de log´ıstica inversa en
mu´ltiples periodos. El principal objetivo es localizar centros de distribucio´n, centros
de inspeccio´n y plantas remanufacturadoras, determinando el precio de adquisicio´n
de productos recolectados para su remanufactura, determinando el precio de adquisi-
cio´n y la cantidad de productos recolectados, dependiendo esto de la ganancia por
1
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unidad recuperada y el precio de adquisicio´n de nuestra competencia.
Se decidio´ extender a mu´ltiples periodos para poder analizar de una forma ma´s
real el comportamiento de nuestra cadena de suministros, tomando como un periodo
un intervalo fijo de tiempo, ya sea un mes, un bimestre, un semestre, etc. Justificamos
esta extensio´n con el ana´lisis a largo plazo entre los costos de recuperacio´n de un
producto, y las ganancias que este producto nos ofrece al ser recuperado para su
remanufactura.
La coordinacio´n de los flujos primario (env´ıo) y secundario (retorno) tambie´n
es tomada en consideracio´n, ya que juega un papel muy importante a la hora de
minimizar los costos de transportacio´n, los costos fijos y por ultimo los costos de
adquisicio´n de los productos recolectados.
Como resultado de nuestra modelacio´n, formulamos un problema entero-mixto
no-lineal, para el cual se sugieren me´todos exactos para su solucio´n, ya que cuando
el precio de adquisicio´n es fijado en un valor, el problema resultante es entero-mixto
pero lineal, el cual podemos resolver por me´todos exactos como Ramificacio´n y
Acotamiento, Descomposicio´n de Benders,etc.
Para fijar el valor del precio de adquisicio´n que minimice la funcio´n de costo de
nuestro problema y de esta forma linealizarlo, sugerimos te´cnicas de parametrizacio´n
como la Bu´squeda de la Seccio´n Dorada o la Bu´squeda Binaria.
1.1 Antecedentes
La importancia de la log´ıstica inversa (LI) [40] se ha incrementado en las u´lti-
mas de´cadas. La reutilizacio´n de productos ha tra´ıdo como consecuencia un flujo
de los mismos desde los clientes de vuelta a los fabricantes. El manejo de este flujo
inverso opuesto al flujo tradicional, es el principal tema de estudio de la LI. Debido
a la poca vida que ha tenido esta actividad, hoy en d´ıa au´n no existen estimadores
del beneficio econo´mico a largo plazo de las actividades de reuso, pero el nu´mero de
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empresas afiliadas a este sector esta´ creciendo ra´pidamente debido a la oportunidad
de ahorro al reutilizar productos, y a la legislacio´n de responsabilidad extendida del
productor que cada vez ma´s pa´ıses utilizan. Obligaciones de recoleccio´n, presio´n por
parte del cliente, y motivacio´n econo´mica han estimulado a muchas compan˜´ıas a
explorar la opcio´n de recuperacio´n de sus productos [45, 42]. Desafortunadamente,
a pesar de este crecimiento del mercado de la LI en an˜os recientes, aun no existen
suficientes modelos anal´ıticos que proporcionen asistencia en decisiones estrate´gicas
sobre como planear, implementar y administrar una red de LI.
La Unio´n Europea (UE) tiene dos directivas para lidiar con el ra´pido incremen-
to en el deshecho de equipo ele´ctrico y electro´nico (WEEE): El primero es el reciclaje
de equipos ele´ctricos y electro´nicos caseros (2002/96/EC WEEE). El segundo es ac-
erca de la limitacio´n sobre el uso de algunos materiales peligrosos (2002/95/EC
RoHS). La directiva WEEE cubre un amplio rango de productos, como juguetes,
equipo de telecomunicaciones, equipo de iluminacio´n, herramientas ele´ctricas, equipo
deportivo, dispositivos me´dicos, dispositivos de monitoreo y control, etc. La figura
1.1 ejemplifica la recoleccio´n y reuso de WEEE.
A escala mundial la cantidad de basura electro´nica oscila entre 20 y 50 millones
de toneladas, segu´n indica el Programa de Naciones Unidas para el Medio Ambiente
[32], cantidad suficiente para cargar un tren que le dar´ıa la vuelta al planeta.
1.2 WEEE en Me´xico
La generacio´n de basura electro´nica alcanza alrededor de 250,000 toneladas por
an˜o en nuestro pa´ıs, de las cuales tan solo el 5 % se recicla [17]. Cerca de 15 toneladas
diarias de WEEE se producen en una ciudad con 1 millo´n de habitantes solamente.
Au´n no existe una conciencia ecolo´gica en Me´xico, por lo que este tipo de desechos
se tiran en cualquier basurero o se tratan igual que a la basura tradicional, lo cual
dan˜a en gran medida a nuestro medio ambiente.
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Figura 1.1: Acopio y Reciclaje de WEEE.
El rescate de materiales de esta tecnolog´ıa, cuando se realiza, se hace de manera
inadecuada, lo que ocasiona la liberacio´n de toxinas y metales pesados en el medio
ambiente, lo cual provoca contaminacio´n del suelo principalmente. Sin embargo, eso
no es todo, ya que los metales pesados contenidos en los equipos electro´nicos esta´n
asociados a las sustancias reconocidas como cancer´ıgenas, lo cual, asociado con el
mal manejo que se les da, propicia dan˜os a la salud de la personas que trabajan con
ellos.
Aunque s´ı existen leyes en materia de reciclaje de equipo de co´mputo y elec-
tro´nicos, Me´xico no cuenta actualmente con un programa de regulacio´n de WEEE
que lo ayude a ser redituable y seguro. No existen medidas gubernamentales para
la regulacio´n de informacio´n y manejo de estos desechos. “Tenemos una idea de
cua´ntos equipos se comercializan a escala nacional y cua´ntos se desechan; pero es
fundamental saber que por las condiciones de la economı´a nacional, estos aparatos
tienen una vida u´til muy larga”, sen˜ala E´dgar del Villar, coordinador de asesores de
la subsecretar´ıa de Fomento y Normatividad Ambiental.
En junio del 2004 se contemplo´ por primera vez el tema de los residuos elec-
tro´nicos y de co´mputo con la Ley General para la Prevencio´n y Gestio´n Integral
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de los Residuos. En 2006 surge el Reglamento para dicha Ley, la cual especifica y
clasifica los residuos tecnolo´gicos.
De acuerdo con el diagno´stico sobre la generacio´n de basura en Me´xico elabo-
rado por el Instituto Polite´cnico Nacional (IPN) y el Instituto Nacional de Ecolog´ıa,
la vida u´til de las computadoras es de 5 an˜os; de los televisores 10, celulares 3, repro-
ductores de sonido 6 y tele´fonos inala´mbricos 6 an˜os. Estos productos electro´nicos
contienen sustancias y materiales to´xicos como Plomo, Mercurio, Cadmio y Cromo
hexavalente, que segu´n el tiempo y cantidad de exposicio´n de una persona pueden ser
mortales, adema´s pueden causar dan˜os cerebrales y ocasionar ca´ncer, mientas que
los compuestos orga´nicos policromados como bifenilos policlorados y e´teres bifenilos
polibromados son cancer´ıgenos, bioacumulables y permanecen largos per´ıodos en el
medio ambiente.
1.3 Acopio y Reciclaje de WEEE en Me´xico
En nuestro pa´ıs las marcas de tecnolog´ıa no cuentan con programas integrales
de acopio-reciclado en gran medida porque no hay tecnolog´ıa propia para tratamien-
to de estos residuos. La tecnolog´ıa extranjera de nivel ba´sico cuesta alrededor de 2
millones de euros y no cubre al 100 % la disposicio´n del material [16].Algunas plan-
tas recicladoras existentes tan solo extraen el material ba´sico (cobre y aluminio) y
desechan el resto de los residuos en los rellenos sanitarios.
El tiempo de vida u´til de un equipo computacional es de alrededor de 3 a 5
an˜os. Actualmente existen ma´s de 20 an˜os de inventario de equipos que no se han
recolectado. La situacio´n del equipo de co´mputo obsoleto es alarmante en Me´xico.
La mayor´ıa de los fabricantes manejan diferentes esta´ndares regionales. Por ejemplo,
HP tiene en Estados Unidos, Europa, China, India y Filipinas, entre otros pa´ıses,
programas de reciclaje de equipo de co´mputo que incluso puede ser de cualquier
marca, no necesariamente HP. Pero en Me´xico so´lo tiene un programa de devolucio´n
de art´ıculos de impresio´n y es exclusivo para “clientes de negocios selectos”. Para
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recibir y reciclar equipos de co´mputo cobran una tarifa, lo cual deja de ser atractivo
y conveniente para los clientes finales, quienes a fin de cuentas, son los que tienen el
papel ma´s importante en este ciclo. IBM/Lenovo so´lo tiene programas de acopio y
reciclaje en la Unio´n Europea, China y otros pa´ıses, pero no en Me´xico. En cambio
Dell, ofrece en Me´xico reciclado gratuito de todos los productos de su marca. Para
participar en este programa basta con llenar una forma en el portal de reciclaje
de su sitio web y ellos se encargara´n de recoger el equipo. No existen cargos a
menos que se cambie por peticio´n la fecha previamente programada para el acopio.
Lamentablemente, no es una pol´ıtica abierta que promuevan de forma masiva.
Con respecto a las medidas para la regulacio´n y reglamentacio´n de los desechos
electro´nicos, el documento del IPN considerara´ planes de manejo y promocio´n de
lineamientos gubernamentales para la aplicacio´n de programas para las empresas y
en las que se trabaje en la elaboracio´n de una norma de manejo. Hasta ahora el IPN
ya ha propuesto cinco equipos considerados bajo estudios “peligrosos” para el medio
ambiente, pero beneficiosos para el reciclaje por su ciclo de renovacio´n alto tales
como refrigeradores, computadoras de escritorio, computadoras porta´tiles, celulares
y tele´fonos fijos.
Greenpeace presento´ en enero de 2010 la nueva edicio´n de la gu´ıa verde de
electro´nicos, la cual contiene la revisio´n de las Restricciones de Substancias Peligrosas
que realiza la directiva de electro´nicos de la Unio´n Europea, y que apunta que varias
compan˜´ıas redujeron sus marcadores en esta edicio´n en el segmento de substancias
perjudiciales.
En forma paralela, la Ca´mara Nacional de la Industria Electro´nica, de Teleco-
municaciones y Tecnolog´ıas de la Informacio´n de Me´xico (CANIETI), ha propuesto
un programa nacional que abarca la log´ıstica de regulacio´n y manejo de material elec-
tro´nico desechado, desde co´mo recopilar los equipos obsoletos, co´mo trasladarlos a
plantas de reciclaje y co´mo aprovechar los productos que salgan de e´stos. Dicho pro-
grama fue proporcionado a la Semarnat para su evaluacio´n y su posible tratamiento
en las Ca´maras de Diputados y Senadores.
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Un caso emblema´tico es el del proyecto EWR-Remsa, firma mexicana que se
encarga de reciclar equipos de co´mputo a partir de la recoleccio´n de donaciones de
equipos obsoletos en puntos estrate´gicos. Este proyecto ofrece la opcio´n de moni-
torear el estatus de lo que se hara´ con cada una de las partes que se aprovechara´n
del equipo reciclado.
Hace falta mucha infraestructura y tecnolog´ıa propia, hecha en Me´xico, que nos
ayude a tener programas funcionales para la recoleccio´n de los equipos, su tratado,
su valoracio´n y los ma´s importante, su reciclaje.
1.4 Objetivo
El objetivo de esta investigacio´n, es determinar la estrategia de recoleccio´n de
productos usados en un marco de log´ıstica inversa. Se ampliara´ nuestra perspectiva a
mu´ltiples periodos para analizar el comportamiento de nuestra cadena de suministros
de una forma ma´s real, analizando la relacio´n a largo plazo entre los costos de
recuperacio´n de productos y las ganancias o ahorros que estos productos recuperados
nos dan al ser remanufacturados en cada periodo para su posterior distribucio´n.
1.5 Hipo´tesis
Las empresas hoy en d´ıa no esta´n dispuestas a invertir tiempo y recursos en
actividades que, a su juicio, no traera´n ningu´n beneficio para ellas. Sin embargo,
mediante leyes bien desarrolladas, el gobierno no so´lo puede orillarlas a implementar
estas medidas, sino tambie´n motivarlas a hacerlo, da´ndoles apoyo y soporte sobre
co´mo disen˜ar e implementar su red de LI, e incluso ofreciendo algu´n tipo de incentivo,
que les ayude a la adaptacio´n de sus instalaciones para hacer posible la recuperacio´n
y remanufactura de productos, promoviendo as´ı la conservacio´n del medio ambiente.
Para lograr lo anteriormente mencionado, es necesario desarrollar y analizar
modelos como el que proponemos, ya que uno de los principales factores por los
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cuales las grandes empresas no se deciden a recuperar y remanufacturar productos,
es porque no existen indicadores a largo plazo de los beneficios que esto puede traer,
tanto econo´micos como ambientales.
1.6 Justificacio´n
Hoy en d´ıa se necesitan te´cnicas de investigacio´n que obtengan los mejores
resultados de co´mo manejar el flujo de productos a trave´s de una cadena de sumin-
istros, logrando minimizar los costos de transporte y analizando que tan conveniente
es recuperar productos que los clientes ya no quieren o desechan, para utilizar los
componentes u´tiles de estos para la produccio´n de nuevos productos del mismo rubro.
El problema se basa en determinar la ubicacio´n de instalaciones a partir de
Fa´bricas y Zonas de Clientes ya conocidas, de tal forma que se minimice el costo de
transporte de nuestros productos, tanto de las Fa´bricas a los Clientes, como de los
Clientes a las Plantas de Remanufactura.
Nos enfocaremos en un problema que las empresas mexicanas deber´ıan de
empezar a planificar, ya que se pueden enfrentar a e´l en un futuro pro´ximo, ya sea
por objetivos propios como disminuir costos de produccio´n, o al verse obligadas por
nuevas leyes ambientales.
1.7 Contribucio´n Esperada
Se espera desarrollar una herramienta para la ayuda a la toma de la decisio´n
sobre que´ modificaciones ser´ıan necesarias y cua´nto tendr´ıamos que invertir para
ampliar nuestra red de distribucio´n de productos actual a un marco de Log´ıstica In-
versa, adema´s de poder analizar que´ tan conveniente ser´ıa realizar estas adaptaciones
a mediano y largo plazo.
Sugeriremos una estrategia tanto para la adquisicio´n de productos usados, como
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para el disen˜o de la red de recoleccio´n. Desarrollaremos un modelo matema´tico para
dar solucio´n a preguntas tales como “¿Cua´nto debo invertir para hacer posible esta
te´cnica en mi empresa?” y “¿Co´mo se debe disen˜ar y aplicar una red de recoleccio´n?”.
Tambie´n sugerimos diferentes te´cnicas de solucio´n y las comparamos en base a su
eficiencia y precisio´n.
1.8 Metodolog´ıa
Estudiar los antecedentes sobre el disen˜o de redes de log´ıstica inversa, as´ı como
su motivacio´n en la industria. Extensio´n de los modelos deterministas convencionales
a mu´ltiples per´ıodos para un mejor ana´lisis a mediano y largo plazo, y utilizar te´cni-
cas exactas de solucio´n para nuestro modelo que nos permitan brindar conclusiones
acertadas sobre nuestro problema.
1.9 Diagrama General de Nuestro Problema
Es importante mencionar que al ser una cadena de suministros de ciclo cerrado,
nuestro problema esta´ compuesto por los flujos de env´ıo y de retorno, considerados
simulta´neamente al momento de resolver nuestro problema. Pero esta no es la u´nica
consideracio´n importante, ya que debemos recordar que estamos manejando mu´lti-
ples per´ıodos, lo que an˜ade un mayor grado de dificultad a la solucio´n del mismo. La
figura 1.2 nos muestra el disen˜o general de nuestra cadena de suministros de ciclo
cerrado.
1.10 Estructura de la Tesis
La tesis esta´ organizada de la siguiente manera: El segundo cap´ıtulo resume las
principales caracter´ısticas de las redes de LI, e incluye un repaso de la literatura mas
relevante. El modelo matema´tico esta´ formulado en el cap´ıtulo 3. La metodolog´ıa
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Figura 1.2: Panorama general de nuestra red de log´ıstica inversa.
de solucio´n propuesta es explicada en el cap´ıtulo 4, al igual que la literatura rela-
cionada con cada te´cnica. Los resultados obtenidos en instancias generadas por un
me´todo aleatorio, son presentados en el cap´ıtulo 5. Finalmente, el cap´ıtulo 6 contiene
conclusiones y sugerencias para investigacio´n futura.
Cap´ıtulo 2
Disen˜o de una Red de Log´ıstica
Inversa
2.1 Principales Caracter´ısticas de las Redes LI
Existe una gran variedad de definiciones para LI en la literatura. La primera
definicio´n que se conocio´ fue publicada por The Council of Logistics Management
[40] como: “el te´rmino comu´nmente utilizado para referirse a la actividad de log´ıstica
en el reciclaje, desecho de basura, y manejo de materiales peligrosos. Una mayor
perspectiva incluye todo lo relacionado con la log´ıstica necesaria para reduccio´n de
recursos, reciclaje, substitucio´n, reutilizacio´n de materiales y desechos”. El Grupo
Europeo de Trabajo en Log´ıstica Inversa [33] define LI de la siguiente forma: “El
proceso de planear, implementar y controlar los flujos de materiales, en procesos
de inventario, y productos terminados de un fabricante, distribuidor o algu´n otro
punto, a un punto de recuperacio´n o algu´n punto designado para su desecho”. De
acuerdo con Carter y Ellram [8], LI es la distribucio´n inversa que incluye reduccio´n
de recursos. Distribucio´n inversa es el movimiento en contra de la cadena de un
producto o material obtenido de la reutilizacio´n, reciclaje o desecho. Reduccio´n de
recursos es la minimizacio´n de desechos, lo cual resulta en procesos de distribucio´n
mucho ma´s eficientes. La LI es diferente del manejo de desechos y de la Log´ıstica
Verde (Green Logistic), y puede verse como parte del desarrollo sustentable [9].
Fleischmann et al. [14] enlistan las actividades presentes en la recuperacio´n de
11
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productos de la siguiente forma:
Recolectar los productos usados (retornos).
Determinar la condicio´n de los productos por inspeccio´n y/o separacio´n.
Remanufacturar los retornos para capturar su valor restante.
Desechar los productos que fueron considerados irrecuperables debido a razones
tecnolo´gicas y/o econo´micas.
Redistribuir los productos remanufacturados.
Brito y Dekker [9] analizaron el tema desde tres puntos de vista principales:
¿por que´?, ¿que´? y ¿co´mo?.
¿Por que´ las cosas son devueltas?: enlistaron las razones de devoluciones de
acuerdo a la jerarqu´ıa usual de la cadena: manufactura, distribucio´n y devoluciones
de los clientes.
Manufactura:
• Exceso de materia prima.
• Devoluciones de control de calidad.
• Sobrantes de la produccio´n.
Distribucio´n:
• Recuperacio´n de productos encontrados peligrosos o defectuosos.
• Devoluciones comerciales (saldos, productos dan˜ados).
• Ajustes de inventario.
Clientes:
• Devoluciones por garant´ıa.
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• Devoluciones de servicio (reparaciones y reemplazo de piezas).
• Devoluciones por desuso (obsoleto).
• Devoluciones por fin de vida del producto.
¿Que´ es lo que se devuelve?: describieron las caracter´ısticas del producto (com-
posicio´n, patro´n de uso y deterioracio´n) lo cual vuelve al producto recuperado atrac-
tivo o repulsivo, y dieron algunos ejemplos basados en casos reales. La composicio´n
del producto es importante desde el punto de vista de facilidad de desensamblaje, ho-
mogeneidad de los elementos que lo constituyen, presencia de materiales peligrosos,
y facilidad de transporte. El patro´n de uso del producto muestra la ubicacio´n y la
intensidad de uso, as´ı como la duracio´n del uso.
¿Co´mo la LI funciona en la pra´ctica?: Enlistaron los actores y los procesos
(co´mo se recupera el valor de los productos). Los actores son los que devuelven, los
que reciben y los que recolectan. Los tipos de recuperacio´n son recuperacio´n de pro-
ducto, recuperacio´n de componente, recuperacio´n de material y recuperacio´n de en-
erg´ıa. Existen cuatro tipos principales de procesos de LI: recoleccio´n, la combinacio´n
de inspeccio´n-seleccio´n-ordenamiento, re-procesamiento o recuperacio´n directa, y fi-
nalmente la redistribucio´n.
La figura 2.1 muestra los flujos de log´ıstica inversa en varios estados de la
cadena de suministros (Adaptado de Thierry et al. [31]). Lund [28] y Jacobsson [19]
describieron tres diferentes tipos de compan˜´ıas que realizan la remanufactura:
Fabricantes Originales de Equipo (OEM), quienes remanufacturan sus propios
productos.
Remanufacturadores por Contrato, que son contratados para remanufacturar
productos en representacio´n de otras compan˜´ıas.
Remanufacturadores Independientes, quienes casi no tienen contacto con el
OEM, y la mayor´ıa de las veces son ellos mismos quienes deben realizar todo
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el proceso de recuperacio´n e inspeccio´n de los productos. Algunas veces, es-
tas compan˜´ıas son contratadas por el distribuidor para recoger los productos
desechados.
Figura 2.1: Flujo de retorno en diferentes puntos de la cadena de suministros.
Geyer y Jackson [15] examinaron las siguientes restricciones para el reciclaje y
la reutilizacio´n de los productos:
Acceso limitado a los productos que han llegado al fin de su vida u´til.
Factibilidad limitada de reprocesamiento de productos en el fin de su vida u´til.
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Demanda de mercado limitada para productos salidos del reprocesamiento.
Blackburn et al. [7] mostraron que el valor de los productos retornados var´ıa
ampliamente entre las industrias y las categor´ıas de los productos. Fisher [12] clasif-
ico´ las estrategias de retorno como eficientes y reactivas. Una estrategia eficiente
es elegida cuando es ma´s importante distribuir productos a un costo mı´nimo, como
es el caso de productos funcionales con un mercado ya establecido. Elegimos una
estrategia reactiva cuando necesitamos agilizar la distribucio´n, lo cual ocurre con
productos nuevos e innovadores.
Sundin [41] estudio´ co´mo el disen˜o de procesos y productos puede contribuir a
una exitosa remanufactura, respondiendo las siguientes preguntas:
¿Es ambientalmente preferible la remanufactura de productos en comparacio´n
a la manufactura de nuevos productos?
¿Que´ pasos deben de ser incluidos en un proceso gene´rico de remanufactura?
¿Que´ propiedades del producto son preferibles para su remanufactura?
¿Co´mo las plantas de remanufactura pueden volverse ma´s eficientes?
¿Co´mo podemos integrar este disen˜o a las compan˜´ıas de manufactura?
Brito y Dekker [9] desarrollaron un marco de decisio´n para la LI, el cual esta´ de-
sarrollado en tres niveles: estrate´gico, ta´ctico y operativo. La estrategia de recu-
peracio´n, el disen˜o del producto, la capacidad y disen˜o de la red, y las herramientas
estrate´gicas conforman el nivel estrate´gico. El nivel ta´ctico esta dirigido a integrar
las devoluciones de productos con la organizacio´n general. El flujo de retorno, la co-
ordinacio´n, la planeacio´n de la produccio´n, el manejo de inventario, el mercadeo, y
los aspectos de informacio´n y tecnolog´ıa son considerados en este nivel. El nivel oper-
ativo consiste en la programacio´n y control de la produccio´n, y en la administracio´n
de la informacio´n.
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Fleischmann et al. [13] dividieron la LI en tres a´reas principales, llamadas
planeacio´n de la distribucio´n, control de inventario, y planeacio´n de la produccio´n.
Planeacio´n de la distribucio´n involucra el flujo de retorno de los productos usados
desde los clientes finales hasta el fabricante. El control de inventario incluye la trans-
formacio´n de los productos usados recuperados en productos nuevamente u´tiles. La
planeacio´n de la produccio´n consiste de la programacio´n de las actividades de pro-
duccio´n relacionadas con el reuso de productos y materiales. Ellos enumeraron las
principales caracter´ısticas de las redes LI de la siguiente forma:
Incertidumbre de suministro.
Complejidad en la estructura de la red al incluir inspeccio´n de calidad y trans-
porte de flujos combinado (recoleccio´n y distribucio´n).
Gran nu´mero de fuentes y bajos volu´menes de flujo.
El ciclo de vida de los productos y la variabilidad en la cantidad de retornos
sobre el tiempo, son factores altamente importantes al analizar las redes LI para
la tomar decisiones segu´n Serrato et al. [38]. Algunos de los factores que afectan la
cantidad de retornos son:
La longitud del ciclo de vida de un producto, y en que´ punto de e´ste se en-
cuentra el producto.
El decremento del valor de producto con respecto al tiempo.
Costo de administrar los retornos.
Precio de adquisicio´n ofrecido por cada producto usado recolectado.
Cantidad de productos que maneja la compan˜´ıa.
Volumen de ventas del producto.
Esfuerzo necesario para lograr la remanufactura.
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Inversio´n necesaria.
Servicio al cliente requerido.
Riesgo y control.
2.2 Repaso de la Literatura
Muchos investigadores han mostraron intere´s en el disen˜o de redes de recolec-
cio´n desde diferentes puntos de vista, pero sigue habiendo falta de entendimiento
sobre el tema. Fleischmann et al. [14] realizaron un resumen de disen˜os de redes de
recuperacio´n de productos. La mayor´ıa de ellos tan solo consideraba el flujo de re-
torno y clasificaron estos casos estudiados en tres grupos: redes de reciclaje a granel,
redes de remanufactura de productos ensamblados, y redes de art´ıculos reutilizables.
En el primer grupo, Barros et al. [14] estudiaron un problema multinivel de
localizacio´n de instalaciones capacitado como un problema entero mixto lineal, cuan-
do el volumen y la ubicacio´n de la demanda no son conocidas de antemano. Ellos
determinaron la cantidad o´ptima, la capacidad y la localizacio´n de los centros de
limpieza para el reciclaje de arena de los desechos de construccio´n. Louwers et al.
[26] determinaron la ubicacio´n y capacidad apropiadas para los centros regionales
de recuperacio´n, utilizando los costos de inversio´n, procesamiento y transportacio´n
para el reuso de desecho de tapetes. Ellos utilizaron costos dependientes del volumen,
y desarrollaron un modelo continuo no lineal que resolvieron utilizando programas
convencionales. Ammons et al. [1] utilizaron nuevamente un modelo multinivel de
localizacio´n de instalaciones capacitado lineal para el reciclaje de tapetes, el cual en-
contraba la cantidad y ubicacio´n de centros de recoleccio´n y plantas de procesamien-
to, adema´s de la cantidad de tapetes recolectados cuando los centros de entrega para
el material recolectado son conocidos. Realff et al. [2] mostraron que el volumen es
fundamental para el disen˜o de la red utilizando el modelo anterior. Spengler et al.
[39] propusieron un modelo multinivel de ubicacio´n de centros de distribucio´n para el
Cap´ıtulo 2. Disen˜o de una Red de Log´ıstica Inversa 18
reciclaje de acero, con funcio´n de costo lineal a trozos. Ellos resolvieron que´ procesos
de reciclaje instalar en que´ instalaciones y a que´ nivel de capacidad.
En el segundo grupo, Thierry [31] desarrollo´ un modelo lineal capacitado cuan-
do las ubicaciones de las instalaciones son fijadas al combinar los flujos de env´ıo y de
retorno, para determinar el flujo o´ptimo para la recuperacio´n de copiadoras. Berger
y Debaillie [6] determinaron la ubicacio´n de centros de desensamblaje para extender
una red de distribucio´n existente. Ellos propusieron MILPs (Modelo Entero Mix-
to Lineal por sus siglas en ingle´s) capacitados multinivel para diferentes versiones
del problema para determinar la ubicacio´n de centros de desensamblaje/reparacio´n
y centros de inspeccio´n de forma separada. Jayaraman et al. [20] presentaron un
modelo multi-producto de localizacio´n de centros de distribucio´n, donde el nu´mero
y localizacio´n o´ptimos de las fa´bricas de remanufactura y el nu´mero de produc-
tos recolectados son determinados considerando la inversio´n, la transportacio´n, los
costos de procesamiento y almacenamiento de una empresa remanufacturadora de
equipo electro´nico en EUA. Krikke et al [41] aplicaron un modelo MILP a un man-
ufacturador de copiadoras en Holanda para el disen˜o e implementacio´n de una red
LI. Ellos optimizaron el flujo y ubicacio´n de centros para el proceso de recuperacio´n
de productos, adema´s de la eleccio´n entre dos ubicaciones de intere´s.
El tercer grupo incluye el art´ıculo de Kroon y Vrijens [23], quienes se enfocaron
en un sistema de depo´sito para contenedores de pla´stico en renta. Ellos modelaron
el problema de centros de distribucio´n no capacitados como un MILP.
El disen˜o de redes LI requiere muchos tipos de consideraciones en una perspec-
tiva multi-dimensional. Ammons et al [3] caracterizaron la produccio´n y distribucio´n
de env´ıo de partes, as´ı como el flujo de retorno para la reutilizacio´n, el reciclado, y
el desecho de productos y empaques usados para EARPS (Electronic Assembly Re-
verse Production Systems), una compan˜´ıa dedicada a la recuperacio´n de productos
electro´nicos usados. Ellos desarrollaron un modelo entero mixto lineal para brindar
soporte a la toma de decisiones para el disen˜o y operacio´n de sistemas de retorno
efectivos, y respondieron las siguientes preguntas:
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¿El ordenamiento de productos electro´nicos usados deber´ıa ser centralizado o
descentralizado?.
¿Se debe establecer un solo centro o mu´ltiples centros de reciclaje?.
¿Que´ tipo de tecnolog´ıa se debe emplear para la tarea de reciclaje?.
¿Cua´l debe ser el plan de expansio´n para hacer crecer la red?.
¿Cua´les son los productos ma´s beneficiosos y co´mo la localizacio´n de sus centros
de reciclaje afecta la rentabilidad de la red?.
¿Que´ volu´menes de material se necesitan para justificar las tareas intensivas
de reciclaje?.
¿Se debe almacenar el material sobrante para su futuro procesamiento si la
capacidad actual es excedida?.
Krikke et al. [22] desarrollaron modelos cuantitativos para el apoyo a las de-
cisiones sobre el disen˜o estructural de un producto (reparabilidad, reciclabilidad)
y el disen˜o estructural de la red de log´ıstica. Los impactos ambientales son medi-
dos en funcio´n de la cantidad de energ´ıa y la cantidad de desecho. Los costos son
modelados como una funcio´n lineal de los volu´menes con un nivel de componentes
fijos para las instalaciones. Bajo estas consideraciones, ellos aplicaron este modelo al
disen˜o de una cadena de suministros de ciclo cerrado para refrigeradores, utilizando
datos obtenidos de estudios reales de las operaciones en Europa de una compan˜´ıa
japonesa de electro´nicos. El modelo fue resuelto para diferentes configuraciones de
para´metros, como procesamiento centralizado versus procesamiento descentralizado,
disen˜os alternativos de productos, variacio´n de cantidad y calidad de los retornos, y
potenciales leyes ambientales basadas en la responsabilidad extendida del productor.
Otra consideracio´n que se debe hacer al disen˜ar redes LI es el valor comercial
de los productos recuperados [18]. La temporada, el tipo de producto, y los merca-
dos globales son algunos factores que afectan la cantidad de retornos. Decidir entre
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estructuras centralizadas (eficientes en cuanto a costo) o descentralizada (reactivas
en cuanto a tiempo) depende en gran medida del costo en los retrasos de tiempo y
de su efecto en la recuperacio´n de los productos. De esta forma, la capacidad o´ptima
de manejo de productos en los centros de inspeccio´n y plantas reamanufacturado-
ras, la eleccio´n de las medios de transporte con diferentes niveles de obligacio´n del
fabricante, y la eleccio´n de las estrategias de recuperacio´n deben de ser decididas.
Souza et al. [18] estudiaron una red de colas simple para identificar los componentes
del disen˜o de una cadena de suministros y analizar como el tiempo de transporte
generalmente afecta la eleccio´n entre una red de retornos eficiente y una reactiva.
Dos de las principales estrategias de disen˜o de redes LI son de depo´sito (drop-
off) y de recoleccio´n (pick-up). Wojanowski et al. [48] se enfocaron en el uso de
requerimientos de tipo depo´sito-reembolso por parte del gobierno cuando las canti-
dades de recoleccio´n calculadas son insuficientes para una participacio´n voluntaria
de la empresa. Utilizaron un marco de modelacio´n continua para disen˜ar una red
tipo depo´sito y para determinar el precio de venta que maximice la ganancia de la
empresa bajo un requerimiento tipo depo´sito-reembolso. Se utiliza un modelo discre-
to con utilidades estoca´sticas, y se realiza un ana´lisis parame´trico para determinar
el valor neto que puede ser recuperado de un producto recolectado, esto para alentar
a la compan˜´ıa a comprometerse a la recoleccio´n de forma voluntaria. Los autores
concluyeron que un requerimiento de depo´sito-reembolso mı´nimo no logra grandes
cantidades de recuperaciones para productos con valor de devolucio´n bajo, pero pro-
pusieron dos pol´ıticas complementarias que el gobierno puede implementar. Ellos
propusieron que la efectividad de recoleccio´n depende de la voluntad del consumidor
de regresar un producto usado al momento de que e´ste se vuelve inservible y de
la accesibilidad a las instalaciones de recoleccio´n. Ellos tambie´n establecieron que
incentivar al cliente al momento de que realice una entrega incrementar´ıa en gran
medida la voluntad de seguirlo haciendo, de igual forma al establecer una pol´ıtica del
tipo recoleccio´n, en donde se programa la recoleccio´n del producto usado en la casa
del cliente. Estos son aspectos sumamente importantes que afectan directamente
la cantidad de productos recuperados. Wojanowski et al [47] tambie´n estudiaron
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estrategias de recoleccio´n de productos basadas en incentivos, utilizando un mod-
elo continuo con utilidad estoca´stica. Ellos compararon las pol´ıticas de depo´sito y
recoleccio´n con respecto a la adquisicio´n de productos usados. Tambie´n examinaron
los efectos de costos de recuperacio´n y cantidad de productos recuperados variables
para la eleccio´n de estrategias de recoleccio´n.
Listes y Dekker [25] presentaron una aproximacio´n estoca´stica de co´mo un
modelo determinista de localizacio´n para el disen˜o de una red de recuperacio´n debe
ser extendido para lidiar con la incertidumbre. Ellos implementaron el modelo en el
ambiente GAMS y utilizaron CPLEX para solucionarlo.
Listes [24] estudio´ un modelo estoca´stico gene´rico para el disen˜o de sistemas
en redes LI. Utilizo´ un me´todo de descomposicio´n basado en Ramificacio´n y Corte
conocido como el me´todo entero L-shaped, para resolver el problema y concluir que
el volumen de recuperacio´n es un factor fundamental en las redes integradas con
caracter´ısticas de remanufactura.
Ferrer y Swaminathan [11] analizaron un modelo multi-per´ıodo en el que los
productos nuevos y los remanufacturados son indistinguibles, y concluyo´ que si la re-
manufactura es econo´micamente muy conveniente, la compan˜´ıa intente incrementar
el nu´mero de productos recuperados para su remanufactura.
La mayor´ıa de modelos existentes en el contexto de LI se centran en modelar
cada aspecto del problema y utilizan software comercial para resolver sus modelos
resultantes, principalmente por la gran complejidad de este tipo de modelos. Verter
y Aras [46] presentaron un me´todo basado en Relajacio´n Lagrangeana, evaluaron su
eficiencia y desempen˜o de tiempo de solucio´n. Resolviendo secuencialmente el mismo
problema (optimizando primero el flujo primal y luego el dual), lograron identificar
bajo que´ condiciones el me´todo secuencial provee buenas soluciones en comparacio´n
con el me´todo integrado.
Lu y Bostel [27] tambie´n utilizaron Relajacion Lagrangeana para resolver un
problema de localizacio´n de instalaciones con flujos de retorno y tres tipos de instala-
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ciones. A pesar que su modelo tiene grandes similitudes con el nuestro al considerar
manufactura, remanufactura, centros de distribucio´n y de inspeccio´n, ellos no con-
sideran precio de adquisicio´n de los productos recolectados.
Marin y Pelegrin [29] analizaron un modelo MILP de localizacio´n de insta-
laciones considerando flujos de env´ıo y retorno, y desarrollaron una heur´ıstica de
solucio´n basada en Descomposicio´n Lagrangeana. Ellos asumieron que el nu´mero
de productos recolectados es proporcional a la demanda para cada cliente, y que
la capacidad de remanufactura de una planta es proporcional a su capacidad de
manufactura.
Aras y Aksen [4] investigaron un problema MINLP de localizacio´n de diferentes
tipos de instalaciones bajo una estrategia de depo´sito, para determinar tanto la ubi-
cacio´n optima de los centros de recoleccio´n como el valor del incentivo por cada tipo
de producto retornado. La motivacio´n de los clientes para realizar retornos se basa en
el incentivo otorgado por el retorno as´ı como la distancia al centro de recoleccio´n ma´s
cercano. Ellos propusieron una heur´ıstica anidada basada en Bu´squeda Tabu´ para la
eleccio´n de los centros de recoleccio´n, y Bu´squeda Fibonacci para encontrar el mejor
incentivo.
Aras et al. [5] desarrollaron un modelo MINLP de localizacio´n de instalaciones
para encontrar tanto la ubicacio´n optima de un nu´mero predeterminado de centros de
recoleccio´n, como el valor o´ptimo de los incentivos para diferentes tipos de productos
bajo una estrategia de recoleccio´n. Veh´ıculos con capacidad limitada viajan de los
centros de recoleccio´n a las zonas de clientes para la recoleccio´n de los productos.
Ellos propusieron la bu´squeda de Nelder-Mead para obtener el mejor valor de los
incentivos, y Bu´squeda Tabu´ para la ubicacio´n de los centros de recoleccio´n.
Salema et al. [35] propusieron una formulacio´n MILP para el disen˜o de una red
LI basada en la ubicacio´n de centros de distribucio´n, donde tanto el flujo de env´ıo
como el de retorno son considerados de forma simulta´nea. Ellos definieron primero
un modelo con un solo tipo de producto y no capacitado, despue´s extendieron este
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modelo a multi-producto capacitado. Ellos utilizaron software comercial como GAMS
y CPLEX para darle solucio´n.
En el trabajo desarrollado por Salema et al. [36], se propuso un modelo multi-
producto con restricciones de capacidad, y con incertidumbre en la demanda y en la
cantidad de retornos. Ellos, al igual que nosotros, propusieron el me´todo de Ramifi-
cacio´n y Acotamiento para darle solucio´n.
Salema et al. [37] desarrollaron un modelo de localizacio´n estrate´gica para
el disen˜o simulta´neo de cadenas de suministro de env´ıo y retorno. Las decisiones
estrate´gicas como el disen˜o de la red son consideradas al mismo tiempo que las deci-
siones ta´cticas, como planeacio´n de la produccio´n, almacenamiento, y distribucio´n.
La integracio´n entre decisiones estrate´gicas y ta´cticas es lograda desarrollando una
escala de dos tiempos, con una estructura completamente interconectada. Esta es-
cala incluye un macro tiempo relacionado con las decisiones estrate´gicas, y un micro
tiempo relacionado con las decisiones ta´cticas. Se obtuvo una formulacio´n MILP, la
cual fue resuelta con te´cnicas de Ramificacio´n y Acotamiento.
Min et al. [30], y Ko y Evans [21] utilizaron algoritmos gene´ticos para resolver
modelos LI, los cuales inclu´ıan elementos no lineales al igual que en nuestro ca-
so. Min et al. [30] resolvieron solamente la red LI para retorno de productos. Su
modelo incluye disminuciones en el costo de transportacio´n para grandes volu´menes.
Los productos retornados deb´ıan ser recolectados en puntos de consolidacio´n para
poder lograr beneficiarse con los descuentos de transportacio´n. Existe una taza de
intercambio entre los costos de almacenamiento de los puntos de consolidacio´n y los
descuentos en el costo de trasporte. Ko y Evans [21] no solo resolvieron el flujo de re-
torno, sino tambie´n el flujo de env´ıo al igual que en nuestro modelo. La capacidad de
sus instalaciones pod´ıa ser expandida gradualmente a varios niveles, esto provocaba
la no-linealidad del modelo.
Uster et al. [44] utilizaron Descomposicio´n de Benders para resolver un proble-
ma de disen˜o de cadena de suministros multi-producto de ciclo cerrado con un solo
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origen. Ellos generaron mu´ltiples cortes fuertes de Benders aprovechando la especial
estructura de descomposicio´n de los problemas con un solo origen.
Por u´ltimo, los siguientes estudios nos brindan una mejor y ma´s comprensi-
ble perspectiva del trabajo realizado sobre el disen˜o de redes LI. Rubio et al. [34]
conformo´ una base de datos con los art´ıculos sobre logistica inversa publicados en
las revistas ma´s importantes durante el periodo 1995-2005. Demirel y Gokcen [10]
revisaron y clasificaron los estudios sobre disen˜o de redes LI para recuperacio´n de
productos, y analizaron sus principales caracter´ısticas.
Cap´ıtulo 3
Planteamiento y Formulacio´n
del Problema
En esta seccio´n explicaremos a detalle nuestro problema, las caracter´ısticas y
consideraciones del mismo, y por u´ltimo el modelo que adaptamos para representar
nuestra problema´tica en particular.
3.1 Planteamiento del Problema
A partir del ana´lisis de un problema determin´ıstico de tipo entero mixto no
lineal (MINLP), se modifico´ y extendio´ el modelo original para su aplicacio´n a varios
per´ıodos, esto se hace para analizar de una mejor forma el comportamiento de una
cadena de suministros de ciclo cerrado real, en la que los productos devueltos por
los clientes en cada per´ıodo, var´ıan de acuerdo al tipo de producto y al tiempo de
vida u´til del mismo.
Nuestro modelo principalmente determina la localizacio´n de Centros de Inspec-
cio´n (CI), Centros de Distribucio´n (CD) y Plantas Remanufacturadoras de productos
(PR), de tal forma que se minimice el costo total. Los CD distribuyen el producto
que llega de las Fa´bricas y de las PR hacia las Zonas de Clientes (ZC), esto para
satisfacer la demanda total de cada ZC. Un CI recolecta el material devuelto por las
ZC, el cual es inspeccionado con el fin de determinar que´ porcentaje de lo recolec-
tado sigue siendo u´til, y por lo tanto sera´ enviado a las PR para su remanufactura,
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y que porcentaje es considerado sin utilidad, el cual sera´ desechado. Una PR es una
adaptacio´n de una Fabrica ya existente para poder realizar el proceso de remanu-
factura y as´ı poder utilizar los productos recolectados e inspeccionados en los CI
como materia prima para la elaboracio´n de nuevos productos, que a su vez, sera´n
devueltos al mercado para su venta y distribucio´n.
En nuestro modelo so´lo consideramos un producto que fluye a lo largo de
nuestra red, el cual es elaborado por las Fa´bricas y PR exclusivamente para su
posterior env´ıo a los CD. Al decidir abrir PR, CD y CI incurriremos en costos fijos
para cada uno de ellos, los cuales afectan nuestro costo total. Para determinar que´ PR
abrir, se toma como base el conjunto de plantas existentes, mientras que para los CD
y CI se cuenta con un conjunto potencial de ubicaciones. La ubicacio´n y cantidad
de ZC y de Fa´bricas es conocida de antemano, por lo que la principal decisio´n es
localizar las instalaciones en los mejores puntos, de tal forma que se minimice el
costo total.
3.1.1 Caracter´ısticas del Modelo
Una de las caracter´ısticas de nuestro modelo es que toda la demanda se debe
satisfacer, ya sea por produccio´n de las Fa´bricas exclusivamente, o con mezcla de
produccio´n entre las Fabricas y las PR. Debemos tomar en cuenta que como al re-
manufacturar estamos ahorrando costos de produccio´n, preferimos producir art´ıculos
en nuestras PR mientras sea posible, y completar la demanda con productos de nues-
tras Fa´bricas, esto ya que la ganancia por venta de productos remanufacturados y
productos nuevos es la misma en nuestro modelo debido a que los productos recolec-
tados se utilizan como materia prima para la fabricacio´n de nuevos productos. Una
vez terminado, el producto es enviado a los CD, los cuales se encargan de distribuir
a cada ZC su correspondiente demanda. Esta parte de nuestra red forma el flujo
primal o flujo de env´ıo.
Una fraccio´n de la demanda total de cada per´ıodo proveniente de las ZC es
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recolectada por los CI. Una vez ah´ı es inspeccionada y clasificada en dos gupos,
material u´til y material de desecho. El material de desecho no es u´til para ser re-
manufacturado, por lo cual es desechado. Por su parte, el material encontrado u´til
es enviado a las PR para ser transformado en materia prima de nuevos productos.
Esta parte de nuestra red forma el flujo dual o flujo de retorno.
La cantidad de productos recolectada esta´ en funcio´n de nuestro precio de
adquisicio´n y el precio de adquisicio´n de la competencia, y como en nuestro modelo
tan solo consideramos un competidor, esta cantidad es directamente proporcional
con nuestro precio de adquisicio´n e inversamente proporcional al de la competencia.
Debido a lo anterior, es de gran importancia calcular de forma o´ptima el valor de
nuestro precio de adquisicio´n que maximice nuestra ganancia.
3.1.2 Consideraciones del Modelo
Consideramos un problema determin´ıstico con 2 per´ıodos.
La ubicacio´n de instalaciones sera´ exclusivamente en el primer per´ıodo.
So´lo consideramos 1 producto para nuestra red.
So´lo consideramos 1 competidor para nuestro modelo.
Nuestra funcio´n objetivo esta´ compuesta de 4 partes, los costos fijos de ubicar
instalaciones, los costos de env´ıo del flujo primal, los costos de retorno del flujo
dual y la ganancia por unidad remanufacturada.
La cantidad y ubicacio´n de las Fa´bricas es conocida de antemano.
El conjunto potencial de PR es conformado por las Fa´bricas ya existentes.
Las ubicacio´n y demanda de cada ZC son conocidas de antemano.
Las potenciales ubicaciones para los CD y CI son conocidas.
Los costos fijos en los que incurrimos al ubicar instalaciones son conocidos.
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Nuestros CD y CI no tienen restricciones de capacidad, por lo que pueden
recibir cada per´ıodo tanto producto como necesiten.
Nuestros CD y CI no pueden almacenar, por lo que deben enviar todo lo que
recibieron cada per´ıodo.
El conjunto de CD y CI puede ser el mismo o pueden ser conjuntos indepen-
dientes, en nuestro caso tomaremos conjuntos independientes.
Nuestra Fabricas y PR tiene capacidad limitada.
La cantidad de productos recolectados en cada per´ıodo depende del precio de
adquisicio´n nuestro y del precio de adquisicio´n del competidor.
La tasa de retorno de productos es fija y depende del periodo.
El porcentaje de productos recolectados encontrados u´tiles es fijo y depende
del periodo.
Nuestra red esta´ formada por 2 flujos diferentes, el primal o de env´ıo que va
de las Fa´bricas y PR a los CD, y de los CD a las ZC y el dual o de retorno
que va de las ZC a los CI, y de los CI a las PR.
Cuando el modelo devuelve que el precio de adquisicio´n nuestro debe ser 0,
quiere decir que la recuperacio´n de productos para su remanufactura no es
conveniente para este caso en particular.
3.2 Formulacio´n Matema´tica del Modelo
3.2.1 Variables y Pa´rametros
Indices.
i Indice de Fa´bricas y PR.
j Indice de CD y CI.
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k Indice de zona de clientes.
t Indice para los per´ıodos.
Variables Binarias.
Hi Indica cua´ndo una PR es ubicada en la zona i.
Yj Indica cua´ndo un CD es ubicado en la zona j.
Tj Indica cua´ndo un CI es ubicado en la zona j.
Variables Continuas.
Uijt Monto enviado de Fa´brica i al CD j en el per´ıodo t.
Xjkt Monto enviado del CD j a la ZC k en el per´ıodo t.
Wkjt Monto enviado de la ZC k a CI j en el per´ıodo t.
Vjit Monto enviado del CI j a la PR i en el per´ıodo t.
Rkt Total recuperado de la ZC k en el per´ıodo t.
L Precio de adquisicio´n nuestro.
Para´metros.
dkt Demanda de la ZC k en el periodo t.
cij Costo de enviar una unidad de la Fa´brica i al CD j.
ejk Costo de enviar una unidad del CD j a la ZC k.
epkj Costo de enviar una unidad de la ZC k al CI j.
cpji Costo de enviar una unidad del CI j a la PR i.
hi Costo fijo de ubicar una PR en i.
fj Costo fijo de ubicar un CD en j.
gj Costo fijo de ubicar un CI en j.
si Capacidad de manufactura de la Fa´brica i.
ai Capacidad de remanufactura de la PR i.
αt Porcentaje de producto recolectado encontrado u´til en el periodo t.
τt Porcentaje de producto recuperado en el periodo t.
b Ganancia por unidad u´til recuperada.
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l Precio de adquisicio´n del competidor.
3.2.2 Modelo Matema´tico
z = min
∑
j
fjYj +
∑
j
gjTj +
∑
i
hiHi +
∑
t
(
∑
i
∑
j
cijUijt
+
∑
j
∑
k
ejkXjkt +
∑
j
∑
i
cpjiVjit +
∑
k
∑
j
epkjWkjt +
∑
k
(L− b)Rkt)
Sujeto a
∑
j
Xjkt = dkt ∀ k, t. (3.1)∑
j
Wkjt = Rkt ∀ k, t. (3.2)∑
k
Xjkt =
∑
i
Uijt ∀ j, t. (3.3)
αt
∑
k
Wkjt =
∑
i
Vjit ∀ j, t. (3.4)∑
j
Uijt −
∑
j
Vjit ≤ si ∀ i, t. (3.5)∑
j
Vjit ≤
∑
j
Uijt ∀ i, t. (3.6)∑
j
Vjit ≤ aiHi ∀ i, t. (3.7)
Xjkt ≤ dktYj ∀ j, k, t. (3.8)
Wkjt ≤ Tj
∑
p
τpdk(t−p+1) ∀ j, k, t. (3.9)
Rkt =
L
L+ l
∑
p
τpdk(t−p+1) ∀ j, t. (3.10)
Xjkt,Wkjt, Uijt, Vjit, L,Rkt ≥ 0 ∀ i, j, k, t. (3.11)
Yj, Tj, Hi ∈ (0, 1) i, j. (3.12)
La funcio´n objetivo esta organizada en cuatro partes, primero los costos fijos
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de ubicar instalaciones, despue´s los costos de env´ıo del flujo primal, luego los costos
de retorno del flujo dual y por u´ltimo la ganancia por unidad remanufacturada.
La ecuacio´n (3.1) establece que toda la demanda de los clientes debe ser cubierta
para cada periodo. Cabe sena˜lar que el cliente puede ser abastecido de uno o ma´s
centros de distribucio´n, ya que no existe alguna restriccio´n que lo impida. En la
ecuacio´n (3.2) establecemos que todo lo que se recolecta en cada per´ıodo de cada ZC
sera´ enviado a los CI para su clasificacio´n. Para la ecuacio´n (3.3) estamos validando
que todo el flujo que pasa por los CD sea enviado a las ZC, ya que los CD no tienen
propiedades de almacenaje. Para (3.4) estamos validando que todo el porcentaje de
productos encontrados u´tiles despue´s de su inspeccio´n en los CI (α) sea enviado a las
PR para su remanufactura, ya que al igual que los CD los CI no tienen propiedades
de almacenaje. La ecuacio´n (3.5) asegura que la cantidad de productos enviados
para su remanufactura no exceda la capacidad de las PR. La restriccio´n (3.6) nos
indica que no es posible remanufacturar ma´s productos de los que se produjeron en
cada periodo. La ecuacio´n (3.7) nos asegura que si no adaptamos la Fa´brica ubicada
en i a PR, no podemos enviar productos a ella desde nuestro CI. La restriccio´n
(3.8) nos indica que si no ubicamos un CD en j, no podemos enviar productos
a nuestras ZC desde el. La restriccio´n (3.9) nos asegura que si no ubicamos un
CI en j, no le podemos enviar productos desde nuestras ZC. (3.10) describe que
el producto recolectado en cada periodo ademas de estar en funcio´n del precio de
adquisicio´n nuestro y del competidor, depende tambie´n de la tasa de retorno de
cada periodo (τt). Las restricciones (3.11) y (3.12) representan las restricciones de
no negatividad y de integralidad respectivamente. Estas restricciones representan el
problema establecido anteriormente, al cual daremos solucio´n con diversos me´todos
en los cap´ıtulos posteriores.
Cap´ıtulo 4
Metodolog´ıa de Solucio´n
Con base en lo observado en el cap´ıtulo anterior, sabemos que el problema
al que nos enfrentamos es entero mixto no lineal (MINLP), esto debido a que en
nuestra funcio´n objetivo aparece una multiplicacio´n de variables, al igual que en la
restriccio´n 3.10, en donde tenemos una divisio´n de variables. Cabe mencionar que
en ambos casos, una de las variables involucradas es L, la cual representa nuestro
precio de adquisicio´n de productos usados.
El primer intento para solucionar nuestro problema fue utilizando solvers no
lineales como el Dicopt, esto debido a la naturaleza de nuestro problema, pero al
evaluar la calidad de las soluciones encontradas nos dimos cuenta que a pesar de la
rapidez de solucio´n que nos ofrecen, estas soluciones no son nada eficientes, incluso
en muchas ocasiones no fueron ni siquiera factibles para nuestro problema. Debido
a esto, nos vimos obligados a explorar diversas te´cnicas de solucio´n par as´ı poder
comparar y determinar la mejor forma de solucionar este tipo de problemas.
El punto clave para abrir las puertas a una gran diversidad de te´cnicas ya
bien desarrolladas, era linealizar nuestro problema. Como explicamos anteriormente,
nuestro modelo perd´ıa linealidad en dos partes, en la funcio´n objetivo y en una de
las restricciones. Tambie´n encontramos que en ambas partes, la variable implicada
en la pe´rdida de linealidad era nuestra L, por lo que fijando el valor de la misma
lograr´ıamos eliminar la no linealidad del problema y as´ı convertirlo en un problema
entero mixto lineal (MILP), el cual, a diferencia del no lineal, podemos resolver
mediante me´todos exactos como Ramificacion y Acotamiento (Branch and Bound),
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Descomposicio´n de Benders, etc.
4.1 Linealizando el Modelo
Al fijar el valor de la variable L, nuestro problema puede ser manejado como
un problema entero mixto lineal. Para fijar este valor, hemos propuesto dos me´todos
de parametrizacio´n, el primero es el me´todo de la Bu´squeda de la Seccio´n Dora-
da (Golden Section Search), la cual presenta la ventaja de recortar el dominio de
bu´squeda de una forma inteligente para agilizar la bu´squeda. El otro me´todo es el
de la tradicional parametrizacio´n de valores, que a pesar de ser evidentemente ma´s
lento, tambie´n es ma´s preciso al recorrer pra´cticamente todo el dominio de valores.
4.1.1 Bu´squeda de la Seccio´n Dorada
La optimizacio´n de una sola variable tiene como meta encontrar el valor de la
variable que genere un extremo, ya sea un ma´ximo o un mı´nimo de la funcio´n. La
bu´squeda de la seccio´n dorada es una te´cnica simple de bu´squeda unidimensional que
debe su eficiencia a la acertada eleccio´n de los puntos medios a evaluar. El algoritmo
propuesto para este me´todo se encuentra en el Ape´ndice A.
4.2 Descomposicio´n de Benders
El me´todo de Descomposicio´n de Benders ha sido aplicado de forma satisfacto-
ria en la literatura a la resolucio´n de muchos problemas enteros mixtos lineales. Este
procedimiento se basa en el principio de que cada problema entero mixto puede sepa-
rarse en dos problemas, el subproblema de Benders (SPB) que contiene las variables
continuas, y el problema maestro (PMB) con las variables enteras y una variable
continua adicional. Resolviendo estos 2 problemas de forma iterativa, nos lleva a
encontrar soluciones eficientes a problemas con la estructura adecuada.
Cap´ıtulo 4. Metodolog´ıa de Solucio´n 34
El proceso trata de ir resolviendo relajaciones del PMB, es decir considerando
solo algunas restricciones del problema. En cada iteracio´n buscaremos saber si hay
alguna restriccio´n que no ha sido considerada que este´ siendo violada y en dicho
caso incorporarla. Para ello resolveremos el SPB para encontrar la restriccio´n que
este´ siendo violada en mayor magnitud, y esa sera´ la restriccio´n que agregaremos.
4.2.1 Subproblema de Benders
Al fijar el valor de la variable L a un valor L y el valor de las variables binarias
Hi,Yj y Tj a valores factibles Hi,Yj y Tj, generamos el siguiente SPB:
SPB = min
∑
t
(
∑
i
∑
j
cijUijt +
∑
j
∑
k
ejkXjkt +
∑
j
∑
i
cpjiVjit
+
∑
k
∑
j
epkjWkjt)
s.a ∑
j
Xjkt = dkt ∀ k, t. (4.1)
∑
j
Wkjt =
L
L+ l
∑
p
τpdk(t−p+1) ∀ k, t. (4.2)∑
k
Xjkt =
∑
i
Uijt ∀ j, t. (4.3)
α
∑
k
Wkjt =
∑
i
Vjit ∀ j, t. (4.4)∑
i
Uijt −
∑
j
Vjit ≤ si ∀ i, t. (4.5)∑
j
Vjit ≤ Uijt ∀ i, t. (4.6)∑
j
Vjit ≤ aiHi ∀ i, t. (4.7)
Xjkt ≤ dktYj ∀ j, k, t. (4.8)
Wkjt ≤ Tj
∑
p
τpdk(t−p+1) ∀ j, k, t. (4.9)
Xjkt,Wkjt, Uijt, Vjit ≥ 0 ∀ i, j, k, t. (4.10)
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Utilizando nuevas variables duales λkt, βkt, γjt, θjt, µit, ωit, it, σjkt, y ψjkt cor-
respondientes a las restricciones (4.1), (4.2), (4.3), (4.4), (4.5), (4.6), (4.7), (4.8),
y (4.9) respectivamente, podemos construir el subproblema dual SPDB de nuestro
SPB de la siguiente forma:
SPDB : maxZSPD =
∑
t
(
∑
k
dktλkt −
∑
i
µitsi −
∑
i
itaiHi −
∑
j
∑
k
σjktdktY jt
−
∑
j
∑
k
ψjktTj
∑
p
τpdk(t−p+1) +
∑
k
βkt
L
L+ l
∑
p
τpdk(t−p+1))
s.a
−γjt − µit + ωit ≤ cij ∀i, j, t
λkt+ γjt − σjkt ≤ ejk ∀j, k, t
−θjt + µit − ωit − it ≤ cpji ∀i, j, t
βkt + αθjt − ψjkt ≤ epkj ∀j, k, t
µit, ωit, it, σjkt, ψjkt ≥ 0, ∀i, j, t
λkt, βkt, γjt, θjt sin restriccio´n de signo
La solucio´n de SPDB es usada para generar cortes que iterativamente agre-
garemos al PMB relajado de la siguiente forma:
minZ0
s.a
Z0 ≥
∑
j
fjYj +
∑
j
gjTj +
∑
i
hiHi +
∑
k
(L− b) L
L+ l
∑
p
τpdk(t−p+1) + ZSPD
Si la solucio´n del SPDB es no acotada, un vector de direccio´n es agregado
al problema maestro relajado, el cual podemos encontrar resolviendo el siguiente
problema:
max dummy
∑
t
(
∑
k
dktλkt −
∑
i
µitsi −
∑
i
itaiHi −
∑
j
∑
k
σjktdktY jt
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−
∑
j
∑
k
ψjktTj
∑
p
τpdk(t−p+1) +
∑
k
βkt
L
L+ l
∑
p
τpdk(t−p+1)) = 1
−γjt − µit + ωit ≤ 0 ∀i, j, t
λkt+ γjt − σjkt ≤ 0 ∀j, k, t
−θjt + µit − ωit − is ≤ 0 ∀i, j, t
βkt + αθjt − ψjkt ≤ 0 ∀j, k, t
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Resultados Computacionales
Para dar solucio´n a nuestro modelo, se evaluo´ el problema mediante dos alterna-
tivas anteriormente propuestas, la primera mediante Ramificacio´n y Acotamiento y la
segunda mediante la programacio´n del me´todo iterativo de la Descomposico´n de Ben-
ders. Para lienalizar nuestro modelo, se utilizaron dos te´cnicas de parametrizacio´n,
la Bu´squeda de la Seccio´n Dorada y una parametrizacio´n tradicional sobre el espacio
de bu´squeda.
El co´digo desarrollado para estos me´todos fue escrito en el lenguaje de mod-
elacio´n GAMS y solucionado en una terminal con Procesador Sun Fire v440, conec-
tado a 4 Procesadores de 1602 MHhz Ultra SPARC III con 1MB de cache y 8GB de
Memoria RAM.
Se generaron instancias de diversos taman˜os y se evaluaron solamente con 1
periodo, esto para comparar contra el modelo original[43], con la finalidad de probar
que los valores obtenidos para ambos modelos fueran iguales en el caso en que solo
se considerara un solo periodo.
5.1 Me´todo de Generacio´n de Instancias.
Las instancias que se utilizaron fueron generadas mediante una hoja de ca´lculo
de Microsoft Excel. En ella se generaron nu´meros pseudo-aleatorios entre 0 y 1 para
la generacio´n de coordenadas que indicaran la localizacio´n de las Fa´bricas y ZC,
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adema´s de las ubicaciones potenciales de nuestros CD y CI. Para calcular los costos
de transporte de cada nivel, se utilizaron los puntos aleatorios de la ubicacio´n de las
instalaciones, y se calculo la distancia euclidiana de cada par de puntos comunicados
entre si. Tambie´n generamos nu´meros entre 0 y 100 para que representaran las
demandas de cada una de las ZC para cada uno de los per´ıodos. Estos datos fueron
transformados mediante GAMS a archivos tipo GDX, los cuales son fa´ciles de incluir
en programas creados en GAMS.
5.1.1 Taman˜o de Instancias
Para compara el desempen˜o de cada una de las te´cnicas propuestas, decidimos
fijar varios taman˜os de instancias, y generar al menos 4 instancias diferentes para
cada taman˜o fijado. De esta forma podr´ıamos resolver cada instancia de cada taman˜o
con ambos me´todos, y al final comparar los elementos de intere´s para nosotros, como
lo son el valor de la funcio´n objetivo, el valor de la variable L, el tiempo de solucio´n,
la estructura de la red, etc.
Al hablar de un taman˜o de instancia en espec´ıfico, nos referimos a ella como
una instancia de taman˜o 1-2-3, a continuacio´n la explicacion de cada nu´emro:
1: Cantidad de Fa´bricas existentes y potenciales ubicaciones de PR.
2: Cantidad de ubicaciones potenciales para nuestros CD y CI.
3: Cantidad de ZC consideradas para nuestro problema.
De acuerdo al taman˜o de cada instancia, e´sta puede ser clasificada de 3 formas,
pequen˜a, mediana o grande. La tabla 5.1 nos muestra los taman˜os de instancia que
establecimos y la clasificacio´n de cada uno de ellos segu´n su taman˜o.
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Tipo Taman˜o Clasificacio´n
1 5-10-20 Pequen˜a
2 5-10-40 Pequen˜a
3 5-15-50 Pequen˜a
4 8-15-50 Mediana
5 8-20-70 Mediana
6 10-20-40 Mediana
7 10-30-60 Mediana
8 10-50-80 Mediana
9 15-30-80 Grande
10 15-50-100 Grande
Tabla 5.1: Tabla de clasificacio´n de taman˜os de instancias.
5.1.2 Asignacio´n de Valores a los Para´metros
Los para´metros de entrada de los costos fijos para ubicar PR, CD y CI fueron
de 10000, 7500 y 5000 unidades respectivamente, de igual forma se fijo´ un precio de
adquisicio´n del competidor l en 10 unidades y la ganancia por unidad recuperada
encontrada u´til b en 15. Para las capacidades de manufactura de las Fa´bricas y re-
manufactura de las PR, se implementaron las siguientes fo´rmulas que nos garantizan
factibilidad al generar las instancias:
ai =
α1τ1
∑
k dk1
n
si =
∑
k dk1
n
Donde n representa la cantidad de Fa´bricas existentes.
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5.2 Comparacio´n del Desempen˜o de los Me´todos
de Solucio´n.
Primeramente se evaluaron ambos me´todos, tanto Descomposicio´n de Benders
como Ramificacio´n y Acotamiento, en instancias pequen˜as, esto para observar el
comportamiento de cada me´todo en la solucio´n de instancias pequen˜as y sencillas.
Debemos recordar que para aplicar estos me´todos, es necesario fijar previamente el
valor de nuestra variable L, razo´n por la cual anidamos estos me´todos dentro de la
Bu´squeda de la Seccio´n Dorada. Observemos la tabla 5.2, la cual nos muestra los
resultados obtenidos para estas pruebas:
Taman˜o de Ramificacio´n y Acotamiento Descomposicio´n de Benders
Instancia Objetivo L Tiempo(seg) Objetivo L Tiempo(seg)
5-10-20 950.28 7.76 39.44 950.28 7.76 790.33
5-10-40 2126.30 6.98 74.44 2126.30 6.98 3115.55
5-15-50 2602.41 6.93 269.40 2602.41 6.93 6468.07
Tabla 5.2: Tabla comparativa de desempen˜o de me´todos de solucio´n para instancias
pequen˜as.
Es fa´cil de observar en la tabla que el me´todo de Descomposicio´n de Benders no
ha tenido buen desempen˜o comparado con el de Ramificacio´n y Acotamiento, pero
au´n no es muy clara la tendencia, ya que el tiempo no tiene incrementos constantes a
medida que el taman˜o de instancia crece. Como Tombus [43] sen˜ala que el me´todo de
Descomposicio´n de Benders tiene un mejor desempen˜o a medida que las instancias
crecen, decidimos evaluar las instancias medianas y grandes en un tiempo l´ımite de
18000 segundos (5 horas). Los resultados son presentados en la tabla 5.3.
En la tabla 5.3, (*) indica optimalidad, por lo que en comparacio´n podemos
decir que el me´todo de Ramificacio´n y Acotamiento mostro´ un mejor desempen˜o que
la Descomposicio´n de Benders, alcanzando el valor o´ptimo para los 7 taman˜os de in-
stancias utilizados, mientras que la Descomposicio´n de Benders tan solo para 5 de los
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Taman˜o de Ramificacio´n y Acotamiento Descomposicio´n de Benders
Instancia Objetivo L Tiempo(seg) Objetivo L Tiempo(seg)
8-15-50 6630.10* 6.37 558.88 6630.10* 6.37 6874.35
8-20-70 4602.41* 6.23 827.56 4602.41* 6.23 7997.83
10-20-40 9332.38* 6.45 1107.84 9332.38* 6.45 9868.07
10-30-60 5003.39* 7.51 1635.91 5003.39* 7.51 12278.89
10-50-80 3632.71* 5.93 2557.45 3632.71* 5.93 15673.72
15-30-80 7462.18* 5.52 5385.05 10769.49 6.73 19781.34
15-50-100 6822.13* 5.98 9367.21 15952.47 9.36 25000+
Tabla 5.3: Tabla comparativa de desempen˜o de me´todos de solucio´n para instancias
medianas y grandes.
7 casos. Tambie´n hay que considerar que el tiempo de solucio´n siguio´ siendo mucho
mejor para Ramificacio´n y Acotamiento, lo que nos motiva a seguir implementando
este me´todo y descartar la Descomposicio´n de Benders.
Finalmente presentamos el gra´fico 5.1 donde observamos el comportamiento
del tiempo contra el taman˜o de instancia en ambos me´todos. Podemos observar que
el incremento de tiempo parece ser exponencial para ambos me´todos.
5.3 Mejorando Nuestro Me´todo de Solucio´n
Una vez elegido Ramificacio´n y Acotamiento como el me´todo de solucio´n, nos
propusimos a mejorar su funcionamiento modificando algunos para´metros de control
propios del me´todo. La primera y mas sencilla idea fue aumentar el valor de nuestro
GAP relativo, ya que en las pruebas anteriores lo estuvimos utilizando al 0 % lo cual
significa resolver hasta optimalidad. En base a esto, fijamos 4 valores diferentes de
GAP para nuestras instancias, 0 %, 5 %, 15 % y 30 %, y se procedio´ a resolver cada
instancia con estos cuatro valores de GAP. La tabla 5.4 muestra los porcentajes del
tiempo promedio que tardo´ cada instancia en ser solucionada. Tomamos el 100 %
como el tiempo que tardaron las instancias con GAP de 0 %, y en base a ese tiempo,
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Figura 5.1: Gra´fico comparativo del comportamiento del tiempo contra el taman˜o
de instancia para los me´todos de solucio´n propuestos.
se calculan los dema´s porcentajes.
La tabla 5.5 muestra los porcentajes de la desviacio´n promedio del valor ob-
jetivo de cada taman˜o de instancia. Tomamos el 0 % como el valor de las funciones
objetivo con GAP de 0 %, y en base a este se calculan los dema´s porcentajes.
Por u´ltimo, la tabla 5.6 muestra los porcentajes de la desviacio´n promedio del
valor de L de cada taman˜o de instancia. Tomamos el 0 % como la desviacio´n de la
L con GAP de 0 %, y en base a este se calculan los dema´s porcentajes.
Al analizar en conjunto las tablas 5.4, 5.5 y 5.6, no es dif´ıcil darse cuenta de la
gran ventaja que nos brinda el aumentar el GAP relativo al momento de solucionar
nuestro problema, ya que el tiempo de solucio´n mejora casi 9 veces con un GAP
al 30 %, y tanto la desviacio´n del valor objetivo como la desviacio´n del valor de la
variable L, son relativamente muy pequen˜as au´n, por lo que podemos decir que al
utilizar esta configuracio´n para solucionar nuestras instancias, obtendremos una muy
buena solucio´n en un corto tiempo, lo cual es muy deseable en muchas ocasiones.
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Instancia GAP 0 % GAP 5 % GAP 15 % GAP 30 %
1 100.00 % 57.31 % 38.35 % 33.08 %
2 100.00 % 64.50 % 36.24 % 18.71 %
3 100.00 % 26.69 % 11.21 % 8.54 %
4 100.00 % 39.67 % 16.92 % 8.14 %
5 100.00 % 26.16 % 13.43 % 6.57 %
6 100.00 % 30.63 % 12.94 % 7.57 %
7 100.00 % 35.58 % 13.12 % 6.03 %
8 100.00 % 19.67 % 12.17 % 2.40 %
9 100.00 % 23.73 % 9.12 % 3.56 %
10 100.00 % 18.46 % 10.89 % 2.91 %
Mejora 0.00 % 266.48 % 528.62 % 878.82 %
Tabla 5.4: Tabla de porcentajes del tiempo promedio de solucio´n al variar el GAP
relativo.
Instancia GAP 0 % GAP 5 % GAP 15 % GAP 30 %
1 0 % 0.06 % 0.11 % 4.34 %
2 0 % 0.00 % 0.03 % 1.71 %
3 0 % 0.41 % 0.67 % 0.67 %
4 0 % 0.89 % 1.12 % 1.12 %
5 0 % 0.30 % 0.43 % 0.58 %
6 0 % 0.52 % 1.43 % 1.43 %
7 0 % 0.27 % 1.35 % 1.10 %
8 0 % 0.32 % 2.89 % 5.54 %
9 0 % 0.29 % 2.33 % 1.06 %
10 0 % 0.37 % 1.79 % 0.94 %
Promedio 0 % 0.35 % 1.00 % 2.06 %
Tabla 5.5: Tabla de porcentajes de la desviacio´n promedio del valor objetivo al variar
el GAP relativo.
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Instancia GAP 0 % GAP 5 % GAP 15 % GAP 30 %
1 0 % 0.06 % 0.45 % 14.67 %
2 0 % 0.00 % 0.07 % 5.38 %
3 0 % 2.25 % 0.00 % 0.00 %
4 0 % 0.20 % 0.00 % 0.00 %
5 0 % 0.00 % 0.00 % 0.00 %
6 0 % 0.82 % 0.00 % 0.00 %
7 0 % 0.00 % 0.53 % 0.00 %
8 0 % 0.67 % 9.35 % 0.00 %
9 0 % 0.07 % 0.03 % 0.00 %
10 0 % 0.23 % 0.05 % 0.70 %
Promedio 0 % 0.43 % 1.048 % 2.075 %
Tabla 5.6: Tabla de porcentajes de la desviacio´n promedio del valor de L al variar el
GAP relativo.
Una vez que encontramos una configuracio´n para obtener muy buenos resul-
tados en poco tiempo, decidimos realizar una nueva prueba comparativa. Nos in-
teresaba saber que tan bien estaba funcionando la bu´squeda de la seccio´n dorada
en nuestro problema, por lo que decidimos compararlo contra la tradicional te´cnica
de la parametrizacio´n. Esto nos servir´ıa no solo para evaluar el desempen˜o de la
bu´squeda de la seccio´n dorado, sino tambie´n para analizar el comportamiento de
nuestra funcio´n objetivo segu´n el valor de la variable L fuera cambiando.
Para realizar la parametrizacio´n, decidimos fijar 50 valores en el intervalo de 0
a b, donde b representa nuestra ganancia por unidad u´til recuperada. Primeramente
decidimos solo realizar esta prueba con un GAP de 0 % y una instancia de cada
taman˜o, esto debido a que el tiempo de solucio´n para una instancia con el me´todo
de parametrizacio´n, tarda mas de 2 veces el tiempo que tarda en solucionarse una
instancia con la bu´squeda de la seccio´n dorada. Las gra´ficas 5.2, 5.3 y 5.4 muestran
los resultados de esta comparacio´n para instancias pequen˜as, medianas y grandes
respectivamente.
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Figura 5.2: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para instancias pequen˜as.
Figura 5.3: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para instancias medianas.
Podemos observar como nuestra funcio´n se va haciendo mas uniforme a medida
que el taman˜o de instancia va creciendo, la bu´squeda de la seccio´n dorada encuen-
tra mejores resultados, ya que para las instancias pequen˜as este me´todo se pierde,
encontrando o´ptimos locales bastante lejanos al optimo global, mientras que para
instancias medianas, logra encontrar soluciones tan buenas como la te´cnica de la
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Figura 5.4: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para instancias grandes.
parametrizacio´n, e incluso mejores soluciones para instancias grandes.
Una vez realizada esta prueba, decidimos analizar que suced´ıa al aumentar el
GAP relativo al 30 %, y comparar de igual forma el comportamiento de nuestra fun-
cio´n objetivo al implementar estas dos te´cnicas. Las gra´ficas 5.5, 5.6 y 5.7 muestran
los resultados de esta comparacio´n para instancias pequen˜as, medianas y grandes
respectivamente.
Es claro que al aumentar el GAP del 0 % al 30 %, el comportamiento de nuestra
funcio´n objetivo se vuelve mas uniforme que en las gra´ficas 5.2, 5.3 y 5.4, lo cual,
como hab´ıamos analizado previamente, provoca que la bu´squeda de la seccio´n dorada
obtenga buenos resultados para todos los taman˜os de instancias. Como muestra,
solo basta observar que para instancias pequen˜as, el desempen˜o de la bu´squeda
mejora notablemente, mientras que para instancias medianas y grandes mantiene
pra´cticamente los mismos resultados que la prueba con GAP al 0 %. Esto nos motiva
a seguir utilizando esta configuracio´n para dar solucio´n a futuras instancias, ya que
ademas de agilizar el tiempo de solucio´n de nuestras instancias, nos garantiza mejores
soluciones por el comportamiento de nuestra funcio´n objetivo.
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Figura 5.5: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para instancias pequen˜as con GAP relativo al 30 %.
Figura 5.6: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para instancias medianas con GAP relativo al 30 %.
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Figura 5.7: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para instancias grandes con GAP relativo al 30 %.
5.4 Me´todo Alterno de Generacio´n de
Instancias.
En nuestro me´todo original de generacio´n de instancias propusimos costos fijos,
los cuales eran independientes del taman˜o de la instancia, lo cual puede provocar
un funcionamiento no deseado de nuestro modelo ya que para instancias pequen˜as
los costos fijos podr´ıan ser demasiado grandes en comparacio´n con los costos de
transporte, por lo que el me´todo de solucio´n se centrar´ıa principalmente en minimizar
estos costos fijos, dejando a un lado los costos de menor impacto que son en este caso
los de transporte. Por otro lado, si las instancias son muy grandes, estos costos fijos
podr´ıan pasar a segundo termino, ya que los costos de transporte seria el principal
costo a minimizar.
En esta seccio´n proponemos un nuevo me´todo de generacio´n de nuestras instan-
cias, donde todo quedara´ igual con excepcio´n de la forma de generar los costos fijos
de apertura y adaptacio´n de instalaciones. La nueva forma de generar estos costos
esta en funcio´n del taman˜o de nuestra instancia, esto para mantener una proporcio´n
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de los costos en todo momento, y tambie´n porque de esta forma es mas apegada a
la realidad. Los costos sera´n generados de la siguiente forma:
hi =
100 ∗ (PC + ZC)
n
+ U [0, 100]
fj =
100 ∗ ZC
n
+ U [0, 100]
gj =
100 ∗ ZC
n
+ U [0, 100]
n: cantidad de Fa´bricas existentes.
ZC: nu´mero de zonas de clientes.
PC: nu´mero de potenciales ubicaciones para los CD / CI.
U [0, 100]: nu´mero uniforme entre 0 y 100.
Aplicando esta nueva configuracio´n de valores a nuestras instancias ya exis-
tentes, procedimos a realizar el mismo ana´lisis sobre el comportamiento de nuestra
funcio´n objetivo a medida que se varia el precio de adquisicio´n de los productos
usados. Los resultados fueron agrupados nuevamente segu´n el taman˜o de instancia,
resultando las siguientes gra´ficas:
Como podemos observar, el comportamiento de nuestra funcio´n objetivo es
ahora mucho mas uniforme. Sin importar el taman˜o de instancia, este nuevo me´todo
de generacio´n de datos nos ayuda a mantener una proporcio´n entre los costos de
transporte y los costos fijos, lo cual hace que nuestros me´todos de bu´squeda mejoren
en gran medida, principalmente la Bu´squeda de la Seccio´n Dorada, el cua´l es el de
nuestro mayor intere´s, ya que muestra un gran desempen˜o al implementarlo con este
nuevo me´todo de generacio´n de instancias, logrando muy buenas soluciones en un
tiempo bastante mas reducido al del me´todo de parametrizacio´n.
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Figura 5.8: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para las nuevas instancias pequen˜as con GAP relativo al 0 %.
Figura 5.9: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para las nuevas instancias medianas con GAP relativo al 0 %.
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Figura 5.10: Gra´fico comparativo del comportamiento de nuestra funcio´n objetivo al
variar el valor de L para las nuevas instancias grandes con GAP relativo al 0 %.
Cap´ıtulo 6
Conclusiones y Trabajo Futuro
6.1 Conclusiones
En esta tesis, nos enfrentamos a un problema de disen˜o de una red log´ıstica
inversa entero mixto no lineal. Los productos nuevos y los remanufacturados son
enviados desde Fa´bricas y Plantas Remanufacturadoras hacia los Centros de Dis-
tribucio´n, los cuales a su vez, distribuyen los productos a las Zonas de Clientes
para satisfacer su demanda. Los productos usados son recolectados de las Zonas de
Clientes y enviados a Centros de Inspeccio´n. Asumimos que los incentivos ofrecidos
por nuestra compan˜´ıa y por la competencia determinan la voluntad de los clientes
por regresar sus productos usados. La finalidad de esta investigacio´n es analizar y
desarrollar metodolog´ıas de solucio´n para un modelo con un alto grado de dificultad.
Nos basamos principalmente en los me´todos utilizados por Tombus [43], ya
que nuestro modelo es una extensio´n del suyo, por lo que sus me´todos y resultados
podr´ıan aplicar de igual forma para nuestro modelo. Utilizamos las te´cnicas mas
efectivas ah´ı desarrolladas, como la Descomposicio´n de Benders y Ramificacio´n y
Acotamiento. Para atacar la restriccio´n no lineal, utilizamos la Bu´squeda de la Sec-
cio´n Dorada en conjunto con cada una de las te´cnicas antes mencionadas. Estos
me´todos se basan en la observacio´n de que al fijar el valor del costo de adquisicio´n
de productos usados, el problema resultante se convierte en un MILP. El valor del
precio de adquisicio´n que minimiza el costo total es encontrado mediante la Bu´sque-
da de la Seccio´n Dorada de una forma iterativa. El resultante MILP es resuelto con
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Descomposicio´n de Benders y con Ramificacio´n y Acotamiento.
Al comparar estos dos me´todos de solucio´n, encontramos que Ramificacio´n y
Acotamiento es sumamente superior a la Descomposicio´n de Benders para nuestro
caso en particular, ya que mejora en gran medida el tiempo de solucio´n, y la calidad
de la solucio´n sigue siendo la misma. Otra gran ventaja que encontramos, es que
podemos reducir aun ma´s el tiempo de solucio´n de nuestros problemas aumentando
el valor del GAP relativo al momento de mandar solucionar nuestras instancias,
ya que como analizamos en el cap´ıtulo anterior, mejoramos en casi nueve veces el
tiempo de solucio´n de nuestros problemas, y a pesar de que no podemos asegurar
que se encontrara´ el resultado o´ptimo, sabemos que obtendremos una muy buena
solucio´n, por lo que se convierte en una excelente opcio´n cuando se necesita una
buena respuesta en un tiempo relativamente corto.
Tambie´n es importante resaltar que al implementar el segundo me´todo de gen-
eracio´n de instancias se lograron mejores resultados, tanto de tiempo como de calidad
de solucio´n, ya que mediante este nuevo me´todo, la funcio´n se vuelve pra´cticamente
una para´bola, lo cual facilitaba en gran medida el desempen˜o del me´todo de la
Bu´squeda de la Seccio´n Dorada, por lo que nos garantizaba encontrar mejores solu-
ciones que al generar las instancias con el primer me´todo implementado. Otra ventaja
de esta forma alternativa de generacio´n de instancias es que se mantiene una relacio´n
entre los valores de los para´metros y el taman˜o de la instancia, lo cual ayuda a no
perder de vista alguno de estos costos al momento de minimizar el costo total, lo
cual si ocurr´ıa con el primero de los me´todos.
En base a las soluciones obtenidas para cada instancia y a los tiempos de solu-
cio´n de cada una de ellas, podemos concluir que cuando tenemos suficiente tiempo
para dar solucio´n a una instancia en particular, es conveniente utilizar Ramificacio´n y
Acotamiento con un GAP relativo al 0 %, lo cual nos garantizara encontrar una solu-
cio´n o´ptima o muy cercana al o´ptimo. Cuando no contamos con el tiempo suficiente
para solucionar una instancia a optimalidad, es sumamente conveniente utilizar un
GAP relativo del 30 %, esto nos permite encontrar una muy buena solucio´n en un
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tiempo relativamente corto, en ocasiones incluso la calidad de la solucio´n puede ser
tan buena como con un GAP al 0 % y en un tiempo de hasta nueve veces menor.
6.2 A´reas de oportunidad
Es importante mencionar que el modelo utilizado en esta investigacio´n fue
adaptado en gran medida para representar la problema´tica real en lo mas posible,
pero algunas adaptaciones siguen siendo necesarias, y a medida que los estudios
sobre este tema avancen, ma´s cambios sera´n necesarios cada vez. A continuacio´n se
presentan algunos de las adaptaciones que consideramos importantes y no fueron
realizadas por falta de tiempo.
Una de las adaptaciones ma´s importantes segu´n mi criterio, seria agregar ca-
pacidad a los Centros de Distribucio´n y a los Centros de Inspeccio´n, ya que al no
contemplar esta restriccio´n, en la solucio´n de nuestras instancias solo se optara por
abrir los que minimicen los costos de transporte de las Fa´bricas a las Zonas de
Clientes, sin importar si la cantidad enviada a ese Centro es demasiada. Entonces,
al agregar restricciones de capacidad, se abrira´n los que minimicen los costos de
transporte, pero al ser los mas convenientes, saturaran su capacidad y la cantidad
de productos restante debera´ ser asignada a otro Centro, tal y como sucede en la
vida real.
Otra adaptacio´n que se visualiza prometedora, es la de agregar a nuestra ca-
dena de suministros un segundo producto, ya que nuestro modelo tan solo considera
la distribucio´n y recoleccio´n de uno solo. De esta forma, al agregar un segundo pro-
ducto, seria un caso mucho mas real, ya que la mayor´ıa de compan˜´ıas hoy en d´ıa,
comercializan con mas de un producto, por lo que es necesario contemplar mu´ltiples
productos para nuestro modelo.
Otra a´rea de oportunidad diferente a las adaptaciones tambie´n es de suma
importancia, esta es la modificacio´n de para´metros de nuestro me´todo de solucio´n.
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Nosotros optamos experimentar con el GAP relativo, varia´ndolo en cierto rango
de valores para observar sus resultados, pero el GAP relativo no es el u´nico valor
con el que podemos jugar, existen muchos otros que explotan la estructura de los
problemas, como lo es el me´todo de seleccio´n de nodo, el tiempo ma´ximo de solucio´n
por nodo, la cantidad ma´xima de nodos a explorar, etc. Variando uno o varios de
estos valores a la vez, podr´ıamos encontrar una mejor configuracio´n de para´metros
que nos lleve a encontrar mejores soluciones, o a soluciones de la misma calidad pero
en un tiempo mas reducido.
Otra modificacio´n posible a nuestro modelo, seria incorporar un sistema de
entrega-recoleccio´n, esto es, recolectar los productos devueltos por los clientes en el
mismo viaje en que se entregan los nuevos productos provenientes de los Centros de
Distribucio´n, de esta forma se reducir´ıan en gran medida los costos de transporte,
ya que el mismo viaje se aprovecha para entrega y recoleccio´n de productos. Este
sistema lo implementan ya varias empresas para diferentes productos, como llantas,
colchones, bater´ıas de carros, etc.
Tambie´n ser´ıa muy interesante investigar para que otro tipo de productos se
puede adaptar nuestro modelo, ya que al ser una cadena de suministros de ciclo cer-
rado, se puede aplicar pra´cticamente a cualquier problema de reciclaje de productos,
o de recoleccio´n de materiales peligrosos. Necesitar´ıamos ver que elementos faltan o
sobran en nuestro modelo para poder transformarlo en un problema diferente, lo cual
no deber´ıa de representar tanta dificultad analizando la similitud de las estructuras
de funcionamiento.
Ape´ndice A
Ape´ndice
Algoritmo 1 Me´todo de la Seccio´n Dorada
Entrada: Li ← 0 ∨ Lu ← l ∨D > 0
Salida: Lb
1: Calcula nu´mero dorado mediante R =
√
5−1
2
2: mientras D >  hacer
3: L1 ← Li +D
4: L2 ← Lu −D
5: Evalu´a F (L1) mediante el me´todo propuesto.
6: Evalu´a F (L2) mediante el me´todo propuesto.
7: si F (L1) < F (L2) entonces
8: Li ← L2
9: en otro caso
10: Lu ← L1
11: fin si
12: D = R ∗ (Lu − Li)
13: fin mientras
14: Li ← Lb
15: devolver Lb
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Algoritmo 2 Algoritmo del Me´todo de Descomposicio´n de Benders
1: Inicializa
2: Fija las variables binarias en valores factibles.
3: Define LB := −∞
4: Define UB :=∞
5: mientras UB − LB >  hacer
6: Resuelve el SPDB
7: si No acotado entonces
8: Obte´n un corte de factibilidad.
9: Agrega el corte al problema maestro.
10: en otro caso
11: Obte´n un corte de optimalidad.
12: Agrega un corte al problema maestro
13: Resuelve y actualiza UB si el valor de la solucio´n de SPDB es mejor.
14: fin si
15: resuelve el problema maestro
16: mı´nY,T,H{z|cortes}
17: Actualiza LB como z
18: fin mientras
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