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Biomolecular condensates are dynamic intracellular structural units or distinct reaction spaces that can 
form by condensation of their constituents from the cytoplasm or the nucleoplasm. It is generally not 
clear yet, how dynamic, continuum-like condensate properties relevant for large-scale intracellular 
organisation emerge from the interplay of proteins and nucleic acids on the level of few individual 
molecules. With this work, we expand the portfolio of methods to investigate the role of protein-nucleic 
acid interactions in biomolecular condensates by introducing optical tweezers-based mechanical 
micromanipulation of single DNA molecules combined with confocal fluorescence microscopy to the 
field. We used this approach to characterise how the two landmark proteins1 Fused in Sarcoma and 
Heterochromatin Protein 1 form condensates with single DNA molecules. 
Fused in Sarcoma (FUS) is a key protein for various aspects of the nucleic acid metabolism and evidence 
is accumulating that biomolecular condensation is crucial for both, its physiological functions and its 
role in pathological aggregate formation. In this thesis, we directly visualised the formation of FUS 
condensates with single molecules of ssDNA and dsDNA. We showed that the formation of these micro-
condensates is based on nucleic acid scaffolding. We explored their mechanical properties and found 
that the mechanical tension that (FUS-dsDNA) condensates can withstand or exert is in the range below 
2 pN. We further demonstrated that already on this fundamental scale and with limited amounts of 
constituent molecules, dynamic properties like shape relaxations, reminiscent of viscoelastic materials, 
can emerge. 
Heterochromatin Protein 1 (HP1) is a prototypic chromatin organising factor that is in particular 
involved in the formation of dynamically compacted heterochromatin domains. HP1 forms biomolecular 
condensates and compacts DNA strands in vitro. In this work, we measured the influence of HP1 on the 
mechanical properties of individual DNA molecules and demonstrated the response of HP1-DNA 
condensates to different environmental conditions. We contributed a methodological framework to 
characterise viscoelastic-like systems on the single molecule level. 
Taken together, our optical tweezers-based approach revealed structural and mechanical properties of 
prototypic protein-DNA condensates and hence helped to elucidate mechanisms underlying their 
formation in unprecedented spatiotemporal and mechanical detail. We anticipate that this method can 
become a valuable tool to investigate how large-scale intracellular organisation based on protein-nucleic 
acid condensation emerges from interactions between individual building blocks. 
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1 Introduction and scope 
 
Membrane-less compartments are dynamic intracellular structural units or distinct reaction spaces that 
assemble by condensation of their building blocks from the cytoplasm or nucleoplasm of eukaryotic cells. 
The majority of these condensates is composed of proteins and nucleic acids and plays important roles 
in physiological and pathological processes. A comprehensive picture of how protein-nucleic acid 
condensates emerge from the interaction of their building blocks is, however, still missing. Also, their 
internal structure and mechanical properties are widely unexplored on a fundamental level. We combine 
optical tweezers-based mechanical micromanipulation with confocal fluorescence microscopy to study 
structural and mechanical properties of two prototypic protein-DNA condensate systems. DNA-Fused 
in Sarcoma (FUS) condensates are relevant for a wide range of aspects of the nucleic acid metabolism 
and associated with neurodegenerative diseases. DNA-heterochromatin protein 1 (HP1) condensates are 
a key element in the chromatin architecture. With this study we want to contribute a single molecule 
perspective to answer the question: How does the large-scale intracellular organisation based on 
biomolecular condensation emerge from interactions between most fundamental structural building 
blocks? 
1.1 Biomolecular condensates are an intracellular organisation principle 
 
Biological systems are organised in a hierarchical manner to orchestrate and distribute functions and 
processes. Multicellular organisms are made up of organ systems, which in turn consist of organs which 
themselves are composed of tissues. The basic unit of a tissue and hence of an organism is considered to 
be the cell.  
Still, also the intracellular space needs to be organised in both, space and time, in order to allow required 
biochemical reactions and biophysical processes to proceed efficiently. In eukaryotic cells, the formation 
of distinct reaction spaces and structural units is on one hand achieved by membrane-bound 
compartments (MBCs) like mitochondria or the endoplasmic reticulum, and on the other hand by 
membrane less compartments (MLCs)1,2. MBCs are typically structurally stable and hence well suited for 
processes and biochemical reactions that need to take place constantly and stably. MLCs are local hubs 
of concentrated proteins and nucleic acids that are held together by transient and multivalent interactions 
between each other, giving rise to often very dynamic material properties. Their building blocks typically 
show a high internal mobility, they exhibit viscoelastic behaviour upon mechanical perturbations and 
often have the ability to form and dissolve on demand (Figure 1.1). 
Classical examples for MLCs are the P-granules in the Caenorhabditis elegans germ line3, stress granules4, 
the nucleolus5 or Cajal bodies6. MLCs are found in both, the cytoplasm of cells and the nucleus. There is 
also evidence that, apart from acting as physiologically relevant functional units, MLCs might also be a 
precursor of pathological biomolecular aggregates7,8. 
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Figure 1.1: Biomolecular condensates are an intracellular organisation principle 
The intracellular space is organised using membrane-bound and membrane-less compartments (MLCs). MLCs 
are found in both, the nucleus and the cytoplasm. They form by condensation of their constituent molecules 
from solution and typically have dynamic material properties. They might also act as precursors for disease 
related aggregates. 
 
MLCs are formed by condensation of several biomolecular species from the surrounding medium due 
to intermolecular interactions and hence also referred to as biomolecular condensates. In this work we 
use the term biomolecular condensate (BC) generally for intracellular structures that are dense, enriched 
in certain biomolecules (typically proteins and nucleic acids), show dynamic material properties and that 
are not enclosed by lipid membranes. Our definition of BCs is not restricted to objects formed by a 
particular mechanism.  
In this section we are going to provide a general overview over BCs, including their physical properties, 
building blocks, possible formation mechanisms and their physiological and pathological roles. 
 
Physical properties of BCs and a toolbox to study them 
 
There is a set of standard experimental techniques that is typically used to characterise and identify BCs 
based on their dynamic, often liquid-like material properties. Using various microscopy techniques 
(fluorescence, Differential Interference Contrast, etc.), potential in vivo condensates are checked for 
roundness, fusion events and deformations upon mechanical perturbations. Exchange processes within 
the structures and with the environment are often assessed by fluorescence recovery after photobleaching. 
The same set of techniques is used to study the properties of in vitro reconstituted systems containing 
only one or few of the purified components the in vivo condensates are thought to consist of. In vitro 
assays additionally allow for the control of concentrations of constituents like proteins and nucleic acids 
as well as external conditions like pH, temperature or ionic strength1. More advanced methods use for 
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example super resolution microscopy9–11 to study the fine structure of BCs or single molecule tracking12,13 
to assess the mobility of constituents in different regions of the BCs . 
 
Protein building blocks of BCs 
 
Proteins that are involved in the formation of BCs either contain repeats of structured modular 
interaction domains14 or intrinsically disordered regions (IDRs)15. The former class of proteins allows for 
multivalent interactions between folded domains and their binding partners. Their tendency to form 
assemblies and the extend of dynamic rearrangements in these assemblies was shown to depend on the 
valency (the number of potentially interacting modules) and the affinity between modules. The latter 
class, intrinsically disordered proteins (IDPs), to a variable extend consists of IDRs that by definition 
lack a defined 3D fold. They instead typically consist of a limited number of repeated amino acid 
sequences (hence also called Low Complexity Domains, LCDs) that allow for multivalent, transient 
interactions with other IDPs or different binding partners like nucleic acids. IDPs are often enriched in 
polar, charged or aromatic amino acids that give rise to purely electrostatic, pi-stacking, cation-pi and 
dipolar interactions. Further, not only the existence, but also the spatial patterning of interaction units, 
the local flexibility, post-translational modifications and external conditions like pH or ionic strength of 
the solution influence the tendency of these proteins to form condensates. This, in turn renders BCs 





BCs can consist of an arbitrary number of diverse nucleic acid and protein components11,17–19, which 
makes it so far difficult to establish a unifying physical description underlying their formation. However, 
for several types of condensates that have been observed in vivo20 and reconstituted using single or few 
components in vitro21, the concept of liquid-liquid phase separation (LLPS) has been shown to be 
applicable. This model assumes that the interactions of molecules A and a medium B are such that spatial 
proximity of A and B is disfavoured, while the spatial proximity of A with A and B with B are favoured. 
The total free energy of the system is minimized for the state in which two distinct phases have 
established, one enriched in A and one enriched in B, accordingly. Hence, above a critical concentration 
of A, the entropically favoured completely mixed state (that would exist for non-interacting A and B) is 
replaced by a phase separated state due to intermolecular interactions. The same mechanism underlies 
for example the demixing of oil and water. 
Recent work has, however, suggested that alternative mechanisms for the formation of BCs have to be 
considered as well 12,22,23. Rigorous biophysical analysis of a set of BCs indicates that not all of them are 
necessarily formed by LLPS, although they show a set of properties considered to be indicative for phase 
separated objects. For many-component systems, especially when active processes and potentially 
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dominant scaffolding events (for example by long stretches of amino acids) play a role, alternative models 
still have to be considered and developed. 
 
Functions and malfunctions of BCs 
 
BCs have been shown to be involved in a wide range of physiological processes, mostly related to the 
ability of BCs to spatially concentrate certain biomolecular species while excluding others. For example, 
BC are able to buffer intracellular gene expression noise using the intrinsic physical property of phase 
separated systems to maintain phases with two set concentrations of their constituents24. In yeast, the 
reversible gelation of the translation termination factor Sup35 helps to protect against pH-induced 
stress25. In epithelial tissues, zona occludens proteins form membrane attached condensates and help to 
assemble functional tight junctions26. 
As the body of physiologically relevant functions for BCs is growing, it becomes more and more evident 
that BCs also play an important role in pathological processes7,8. Mutations or environmental 
perturbations (pH, temperature) can generally alter the tendency of biomolecular species for 
condensation. This might then lead to loss- or gain-of-function phenotypes, for example via altered 
material properties or condensate composition or even the formation of condensates at the wrong cellular 
location8. Several of these alterations have already been assigned to cancer, neurodegeneration and also 
infectious diseases. The connections between BCs and neurodegeneration are probably the best 
described7,8,27. For example, the tendency of the microtubule associated IDP tau to form dynamic 
condensates might, in healthy neurons, help to form and maintain the microtubule cytoskeleton28,29. 
Disease related mutations and abnormal post translational modifications of tau, however, make it prone 
to form pathological aggregates30. 
 
Taken together, we have introduced the general concept of BCs, shed light on building blocks and 
potential formation mechanisms and shown that BCs are highly relevant for physiological as well as 
pathological processes. So far, we have mostly addressed the proteomic aspects of BCs. However, as 
highlighted earlier, the vast majority of BCs is not only formed by proteins, but also nucleic acids. From 
here on we will focus on protein-nucleic acid condensates. The mechanisms underlying their formation 
as well as their physical properties are not well understood and provide a number of exciting research 
avenues to be followed. 
 
1.2 Protein-nucleic acid condensates 
 
Nucleic acids are abundant in almost all cell types and have been shown to be important interaction 
partners for proteins to form membrane less organelles at various cellular locations, ranging from the 
nucleus to the cytoplasm. In fact, the vast majority of MLCs so far studied in vivo contains nucleic acids. 
For example, mRNA is known to be a critical component of Caenorhabditis elegans P-granules and 
triggers their assembly31. HP1 forms condensates with dsDNA to compact chromatin into 
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transcriptionally repressive heterochromatin domains13,32. FUS assembles at sites of DNA damage only 
when seeded by the nucleic-acid like polymer poly(ADP-ribose) (PAR)33,34 . Other BCs that contain both, 
proteins and nucleic acids are stress granules (RNA4), P-bodies (RNA17), nucleoli (RNA, DNA5,35), Cajal 
bodies (RNA19), nuclear speckles (RNA36), transcription hubs (DNA37), paraspeckles (lncRNA38) and 
RNA transport granules (RNA39), just to name a few examples.  
 
Various in vitro reconstitution studies have recently helped to unravel formation mechanisms as well as 
structural properties of protein-nucleic acid condensates.  
For example, a set of studies has focussed on the condensation of the microtubule associated protein tau 
and RNA40–42. It has been shown that tau forms dynamic condensates with RNA based on a charge 
balancing mechanism, implying LLPS underlying condensate formation for this system. Further, the 
condensed state rendered tau more vulnerable for forming fibrillar states that resembled disease related 
aggregates. 
Maharana et al. studied how RNA influences the ability of FUS to form dynamic condensates and 
aggregates. Using in vitro reconstitution, they showed that the ratio between FUS and RNA determines 
if BC formation is prevented or promoted and that this effect might also depend on the length and 
structure of the RNA. They also showed that the presence of RNA keeps FUS BCs in a dynamic state. 
These findings were contextualised by in vivo data43.  
A more recent study has confirmed that FUS binds RNA in a length dependent manner in different 
binding modes, that this is connected to its ability to form BCs and that binding and condensation are 
linked to disease related FUS mutations44. 
 
The vast majority of these studies has approached protein-nucleic acid condensates from the perspective 
of macroscopic assemblies. However, it is still not clear how the macroscopic material properties of 
condensates emerge from the interplay of molecular building blocks. To close the gap between individual 
molecules and macroscopic materials, we applied an approach using optical tweezers based mechanical 
micro-manipulation and fluorescence imaging. Before we introduce the instrumental approach, we aim 
to provide an overview over the two model proteins whose condensates with DNA we studied here: Fused 
in Sarcoma (FUS) and Heterochromatin Protein 1 (HP1). FUS condensates are involved in a multitude 
of processes related to nucleic acid metabolism and HP1 is tightly connected to the formation of 
compacted heterochromatin domains.  
 
1.2.1 FUS: from biomolecular condensation to neurodegeneration 
 
FUS is considered to be a prototypic protein for linking physiological BCs and pathological aggregates 
associated to neurodegeneration. In the following section, we are going to highlight how its structural 
features connect to its physiological role in BCs, how FUS BCs are connected to neurodegeneration and 
how all that motivates the novel approach to study protein-nucleic acid condensates presented in this 
thesis. 
1 Introduction and scope 
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Figure 1.2 FUS is a prototypic IDP that might link physiological BCs and pathological aggregates 
A, FUS consists of an LCD that mediates self-interaction and several modules that bind to nucleic acids and alike 
molecules. B, FUS forms BCs in HeLa cell nuclei that are associated to transcription (BC formation prevented 
1.2 Protein-nucleic acid condensates 
 7 
by the transcription inhibitor Actinomycin D) and in response to UV laser irradiation induced DNA damage. 
Upon heat stress, FUS localizes to cytoplasmic stress granules. C, Purified FUS forms liquid-like BCs in vitro 
under conditions of molecular crowding. The BCs deform under shear flow and fuse with each other upon 
contact. D, The formation of FUS BCs upon DNA damage is scaffolded by the nucleic-acid like polymer PAR 
that is generated by PAR polymerase 1 (PARP1) and degraded by PARG. Application of a PARP1 inhibitor 
prevents BC formation and application of a PARG inhibitor prevents their degradation. E, In vitro, FUS BCs 
aggregate over time and this aggregation is accelerated by the G156E mutation that is also linked to the formation 
of FUS inclusions in neuronal tissues found in ALS (Amyotrophic Lateral Sclerosis) patients. Images for A,-E, 




FUS domains and their functions 
 
FUS consists of an N-terminal SYGQ2 (serine, tyrosine, glycine, glutamine)-rich LCD that is intrinsically 
disordered45, an RNA-recognition motif (RRM), multiple RGG (arginine, glycine, glycine)-repeat 
regions, a zinc finger motif and a nuclear localisation signal (NLS)46. The RRM and the RGG-ZnF-RGG 
domains on the C-terminal side of the protein contribute to binding of nucleic acids. In vitro, FUS 
promiscuously and cooperatively binds not only ssRNA, but also ssDNA and with reduced affinity 
dsDNA and dsRNA47–49. Also, binding to the nucleic acid-mimicking biopolymer PAR is mediated by 
the RGG repeats of FUS34. In general, the promiscuity of FUS-nucleic acid interaction might largely be 
attributed to its electrostatic nature. A substitution of positively charged arginines in RGG repeats with 
serines impaired recruitment of FUS to PARylated sites34. 
The LCD has been shown to be crucial for self-association of FUS. In vitro, FUS forms dynamic, liquid-
like condensates in presence of molecular crowding agents, while the ∆LCD truncation under the same 
conditions does not33,50. The LCD has also been shown to underlie the formation of FUS hydrogels51. 
Post-translational modifications of the LCD influence the ability of FUS to form BCs. Phosphorylation 
of the LCD prevents condensation52. 
Condensation of FUS can also be seeded by nucleic acids and PAR, indicating cross-talk of the two parts 
of the protein33,34,48. It has been shown that the presence of PAR reduces the critical concentration for 
FUS droplet and aggregate formation and that FUS forms higher order structures in presence of RNA. 
In these cases, the interaction of FUS with the charged polymers is mediated by the nucleic acid binding 
part of the protein and the in this way created increased local density of LCDs might allow to recruit 
more proteins and stabilize them by protein-protein interactions.  
In summary, FUS consists of an LCD that promotes self-interaction and a nucleic acid binding domain 
(NABD) that allows to bind not only nucleic acids, but also nucleic acid-like polymers like PAR via 
mainly electrostatic interactions. FUS can form condensates using its LCD and this condensation can be 




2 Corrected. Originally ‘SYCQ’ 
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Physiological and pathological roles of FUS 
 
Most known physiological functions of FUS are related to the nucleic acid metabolism46. These processes 
occur in the nucleus, the cytoplasm and at their interface. Inside the cell nucleus, FUS has been shown 
to be linked to transcriptional regulation, for example by binding to ssDNA elements in gene promoters53 
or binding to chromatin via its LCD54, to mRNA splicing, for example by binding to introns of pre-
mRNA55, to the processing of non-coding RNA by regulating paraspeckle formation through interaction 
with the long non-coding RNA56 and to DNA damage response34 as will be explained later. Cytosolic 
functions of FUS among others include a role in mRNA stability in neurons57, involvement in mRNA 
trafficking in neurons along dendrites58 and last but not least the regulation of mRNA translation under 
stress conditions by helping to store RNAs in stress granules4. The shuttling of FUS between nucleus and 
cytoplasm is potentially important to prevent cytotoxic protein aggregation by an RNA buffering 
mechanism43. 
The work presented in this thesis is mainly based on the findings presented in a recent landmark study 
that has opened up avenues to understand and conceptualise at least a part of the functions of FUS in 
the light of biomolecular condensation. Patel et al. have studied how the structural features of FUS allow 
it to form physiologically relevant condensates and how these condensates might be related to 
neurodegeneration33. 
They first showed that FUS assembles into various dynamic compartments in vivo (Figure 1.2B). While 
anyways predominantly being localised to the nucleus, FUS formed small foci in the nucleoplasm that 
were potentially linked to transcription and splicing. It further localized to DNA lesions upon UV laser 
irradiation. Upon heat stress, FUS formed cytoplasmic granules reminiscent of stress granules. All types 
of compartments were shown to have liquid-like properties under three aspects: they recovered after 
(partial) photo bleaching, they were spherical and they fused and rounded up after fusion (apart from 
the DNA bound compartments).  
The liquid-like properties of these in vivo condensates could be recapitulated in vitro (Figure 1.2C). It 
was demonstrated that recombinant FUS forms condensates under conditions of molecular crowding 
and these condensates behave like liquid droplets (FRAP, deformation under shear stress, fusion). It 
must, however, be mentioned that the FUS concentrations required for condensation were above 
intracellular values. This provides a link to the role of FUS in DNA damage response and the importance 
of potential scaffolds (Figure 1.2D).  
It was further shown that the recruitment of FUS to UV laser irradiation induced DNA damage sites 
depends on the activity of PAR polymerase 1 (PARP1). PARP1 recognizes DNA damage sites and 
produces PAR polymers which are bound by FUS and act as an inducible seed for FUS condensate 
formation. These findings have been confirmed and expanded by others34,59. The formation of such DNA 
repair compartments requires, as mentioned before, the interplay of PAR binding via RGG repeats and 
self-interaction via LCDs of FUS proteins. Their formation is further reversible by degradation of PAR. 
This again emphasizes the critical role of PAR as a scaffold for condensate formation under conditions 
at which FUS condensates are not self-sustained. That all other known physiological functions of FUS 
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are related to nucleic acids as well, suggests that scaffolding by nucleic acids and nucleic acid-like 
molecules could be a general mechanism underlying FUS condensate formation in vivo. 
The last aspect Patel et al. covered was the relation between FUS BCs and neurodegeneration (Figure 
1.2E, left side). A set of neurodegenerative diseases, including ALS and FTLD, are associated to the 
formation of FUS positive aggregates60. It was shown that initially dynamic condensates formed from 
FUS containing a disease associated mutation in its LCD (G156E) hardened faster than WT FUS 
condensates and formed aggregates that resembled FUS inclusions found in patient tissues (Figure 1.2E, 
right side). Also, the tendency of FUS condensates to aggregate is dependent on the FUS concentration. 
This is in line with findings that aggregate formation is connected to impaired FUS shuttling between 
nucleus and cytoplasm and hence altered local FUS levels61. 
Taken together, FUS is a key protein for various aspects of the nucleic acid metabolism. It has an inherent 
ability to form dynamic BCs in vitro, but in vivo, FUS BC formation seems to depend on scaffolding by 
nucleic acids or nucleic acid like molecules. Further, it appears evident that FUS BCs are linked to the 
formation of pathological protein aggregates. There is a critical need to understand the formation and 
biophysical properties of FUS-nucleic acid condensates on a fundamental level in order to elucidate 
mechanisms of FUS action in physiology and to further elucidate how physiological FUS condensates 
might be transition into pathological aggregates. We aim to investigate the formation and mechanical 
properties of FUS-nucleic acid condensates using a single molecule approach based on mechanical 
micromanipulation combined with confocal fluorescence imaging. 
 
1.2.2  HP1: biomolecular condensates as chromatin organisers  
 
In eukaryotic cell nuclei, DNA is organized hierarchically. The DNA molecule is wrapped around 
octameric histone proteins to form so-called nucleosomes. The linear chain of nucleosomes is called 
chromatin fibre. The interaction of the chromatin fibre with other structural proteins leads to its folding 
and local compaction and results in nuclear regions of higher and lower chromatin density. High density 
regions are called heterochromatin and regions of lower density are called euchromatin63. In this work, 
we are going to focus on heterochromatin. Constitutive heterochromatin is functionally linked to gene 
silencing64. Its two hallmark properties are the methylation of lysine 9 of histone protein 3 (H3K9me) 
and the association to HP1 proteins that recognize this histone mark, but also directly interact with the 
underlying DNA. HP1 associated chromatin can spread across large regions of the genome and can 
recruit various ligands65. 
The mechanisms underlying the formation and spreading of this compacted state of the chromatin fibre 
are not clear. Recent studies have targeted the biophysical properties and in particular the ability to self-
associate of the key chromatin organizing factor HP1 to tackle this problem. 
Taken together, FUS is a key protein for various aspects of the nucleic acid metabolism. It has an inherent 
ability to form dynamic BCs in vitro, but in vivo, FUS BC formation seems to depend on scaffolding by 
nucleic acids or nucleic acid like molecules. Further, it appears evident that FUS BCs are linked to the 
formation of pathological protein aggregates. There is a critical need to understand the formation and 
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biophysical properties of FUS-nucleic acid condensates on a fundamental level in order to elucidate 
mechanisms of FUS action in physiology and to further elucidate how physiological FUS condensates 
might be transition into pathological aggregates. We aim to investigate the formation and mechanical 
properties of FUS-nucleic acid condensates using a single molecule approach based on mechanical 
micromanipulation combined with confocal fluorescence imaging. 
 
 
1.2.3  HP1: biomolecular condensates as chromatin organisers  
 
In eukaryotic cell nuclei, DNA is organized hierarchically. The DNA molecule is wrapped around 
octameric histone proteins to form so-called nucleosomes. The linear chain of nucleosomes is called 
chromatin fibre. The interaction of the chromatin fibre with other structural proteins leads to its folding 
and local compaction and results in nuclear regions of higher and lower chromatin density. High density 
regions are called heterochromatin and regions of lower density are called euchromatin63. In this work, 
we are going to focus on heterochromatin. Constitutive heterochromatin is functionally linked to gene 
silencing64. Its two hallmark properties are the methylation of lysine 9 of histone protein 3 (H3K9me) 
and the association to HP1 proteins that recognize this histone mark, but also directly interact with the 
underlying DNA. HP1 associated chromatin can spread across large regions of the genome and can 
recruit various ligands65. 
The mechanisms underlying the formation and spreading of this compacted state of the chromatin fibre 
are not clear. Recent studies have targeted the biophysical properties and in particular the ability to self-
associate of the key chromatin organizing factor HP1 to tackle this problem. 
 
Structural properties of HP1 
 
HP1 proteins typically consist of 5 modules (Figure 1.3A). The two folded domains chromodomain (CD) 
and chromoshadow domain (CSD) are interspaced by a flexible hinge (H). The hinge as well as the C-
terminal extension and the N-terminal extension (CTE and NTE) are intrinsically disordered66. The CSD 
is responsible for dimerization of HP1 and its interaction with other binding partners67,68. The CD 
recognizes the H3K9me mark69,70. The hinge is positively charged and binds unspecifically to DNA and 
RNA71,72. The phosphorylation of the NTD has been shown to be implicated in the formation of 
heterochromatin foci in cells73. CD and CSD within the human paralogues HP1a, b and g are well 
conserved, while they differ in their hinge, NTE and CTE. Some HP1 paralogs from other organisms 
lack or have a very short C-terminal domain74. They partially perform functions that are not related to 
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HP1 might compact chromatin based on biomolecular condensation 
 
The work presented in this thesis is based on two recent landmark studies that shed light on how HP1 
helps to drastically compact chromatin while still keeping it in a dynamic, accessible state13,32. 
In the first study we want to discuss here, Strom et al. investigated the mechanisms underlying the 
formation of heterochromatin in vivo and in vitro. They showed that in nuclei of Drosophila embryos, 
starting from post-fertilisation nuclear cycle 11, HP1a forms dynamic condensates that become more 
stable from cycle 14 on (Figure 1.3B). These condensates were spherical, grew, fused and dissolved upon 
entry to the mitotic phase. FRAP and the treatment with the aliphatic alcohol 1,6-hexanediol that is 
believed to disrupt weak, hydrophobic interactions showed that the condensates consisted of both, mobile 
and immobile fractions and that the mobile fraction might be held together by hydrophobic interactions. 
Using two methods to assess the mobility of HP1a and inert probes inside, at the boundary and outside 
of the condensates indicated that the condensates have a boundary and that this boundary helps to 
exclude inert probes. Hence, the authors speculated whether indeed a phase separation mechanism 
underlies the formation of HP1a positive heterochromatin domains. This was backed up by in vitro data 
showing that purified HP1a can undergo liquid-liquid phase separation and form round, temperature 
reversible droplets. The formation of droplets was salt dependent, suggesting that not only hydrophobic 
interactions play a role for HP1a heterochromatin BC formation, but also electrostatic interactions. 
Taken together, it has been shown that HP1 is associated to dynamic heterochromatin compartments in 
vivo and can form BCs in vitro. 
In the second study we want to discuss, Larson et al. have focussed on linking structural properties of 
HP1a to condensate formation using in vitro approaches. They showed that HP1a can also form dynamic 
BCs in vitro, but only when the NTE is phosphorylated. This BC formation was also reversible by 
temperature increase. The ability to form BCs was attributed to the conformation of individual dimers. 
NTE phosphorylation was shown to lead to an open conformation of HP1a that allows for 
oligomerisation, probably based on electrostatic bridging interactions between the positively charged 
hinge and the negatively charged phosphorylated NTE. That electrostatic bridging plays a role in HP1a 
BC formation was further supported by the finding that unphosphorylated HP1a also formed BCs in 
presence of saturating DNA concentrations.  To further investigate if and how HP1a-DNA BC formation 
helps to compact DNA, so-called DNA curtain assays were performed. For that, lambda phage DNA was 
tethered with one end to barriers in a microfluidic flow cell and stretched by buffer flow. When buffer 
with HP1a was flushed in, the DNA molecules rapidly compacted into point-like structures. This 
compaction was reversed by flushing high ionic strength buffer (Figure 1.3C). Taken together, Larson et 
al. have shown that HP1 can form BCs and that this condensation helps to compact DNA. 
In summary, we have introduced HP1 as a key player for the formation of heterochromatin. It forms 
dynamic condensates in vitro and in cell nuclei in vivo. In particular for the human paralog HP1a, self-
association seems to be mediated by electrostatic interactions. Its combined ability to condense into 
higher order structures and to bind DNA allows it to dynamically compact DNA. To date, a detailed 
characterisation of the mechanical properties of such HP1a-DNA condensates is still missing. In order 
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to gain insights into the mechanisms that underlie the formation of compact but dynamic and accessible 
heterochromatin domains, we studied the mechanical properties of single DNA molecules in presence 




Figure 1.3: HP1 is a key heterochromatin organising factor 
A, HP1is a modular protein consisting of the folded domains chromoshadow domain (CSD) and chromodomain 
(CD) and the disordered domains hinge, N-terminal extension (NTE) and C-terminal extension (CTE). The 
hinge mediates nucleic acid interactions, CSD is responsible for dimerisation and binding to other factors, CD 
binds to nucleosomal H3K9me marks and the NTE regulates chromatin binding. B, HP1a forms dynamic 
condensates in Drosophila embryo nuclei during development that grow, fuse and dissolve. In vitro, purified 
HP1a forms dynamic condensates. C, In a DNA curtain assay, HP1a was able to compact lambda phage DNA 
into puncta. Scale bars: 5 µm. Images for A, and C, modified from 32, images for B, modified from 13.  
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1.3 Studying protein-DNA interactions using optical tweezers 
 
Living systems are complex and organised on a wide range of scales. Their spatial organisation spans 
from individual molecules that are only a few nanometres in diameter to full organisms like the Sequoia 
sempervirens trees that easily reach a hundred metres in height. Molecular oscillations happen at 1013 Hz 
frequencies, while life cycles of cells can take tens of years75. Proteins can be unfolded by piconewton  
forces76, while human skulls can resist several kilonewtons77. Higher order phenomena and the 
organisation on larger scales typically arise from the interplay of basic building blocks and processes on 
smaller scales. However, the complexity of the systems of interest typically restricts a fundamental 
understanding. Even sub-cellular organelles like the beforementioned nucleoli already contain hundreds 
of potentially interacting components18. In vitro reconstitution experiments on the single molecule level 
using the smallest possible number of building block components on the lowest organisational scale 
hence are essential to infer the basis of more complex phenomena. 
We apply an approach combining single molecule force measurements using optical traps and confocal 
fluorescence microscopy to understand the mechanisms underlying the formation as well as the 
mechanical properties of protein-nucleic acid condensates from a bottom-up perspective. 
 
Brief physics behind optical trapping 
 
Optical traps are instruments to mechanically manipulate micron sized objects using the interactions 
between light and matter. In the 1970s, Ashkin and colleagues have discovered that dielectric particles 
with a refractive index higher than the surrounding medium can be trapped using counterpropagating 
gaussian laser beams78. Based on this, they later observed that such a trapping effect can also be generated 
using a single, tightly focussed laser beam79. 
A brief introduction to the physical basis of optical trapping of objects that are larger than the wavelength 
of the trapping laser can be given using the ray optics picture of the scattering process80. Optical trapping 
is based on a quantum mechanical property of light: it carries momentum. This momentum gets 
transferred when light changes its direction of propagation due to refraction or reflection at an interface 
(Figure 1.4A). The momentum transfer of a laser beam with a gaussian intensity profile at a dielectric 
particle with a higher refractive index than its surroundings gives rise to a force acting on the particle. 
This can be decomposed into two components: a gradient force and a scattering force. The scattering 
force arises from the momentum transfer when the incident light gets reflected at the surface of the 
scattering object. It pushes the object into the direction of light propagation. The gradient force arises 
from the momentum transfer when light with a gaussian intensity profile (or another non-homogeneous 
intensity profile) gets refracted while travelling through the particle. It pushes the particle towards regions 
of higher intensities. For tightly focussed gaussian beams generated by a high numerical aperture 
objective, the gradient force can balance the scattering force in the direction of light propagation and the 
particle is held (“trapped”) close to the focus. For small deviations from the trap centre, the net trapping 
potential can be approximated to be quadratic with respect to this deviation. Hence, the restoring force 
is directly proportional to deviations from the trap centre according to Hooke’s law81. The proportionality 
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factor is a spring constant and can be obtained from a spectral analysis of the confined Brownian motion 
of the trapped particle82. As the forces acting on the particle are well defined, optical traps can not only 
be used to trap particles, but also to precisely measure external forces acting on them. Referring to the 
possibility to manipulate micron sized objects using light, optical traps are also termed optical tweezers. 
Depending on the desired application, single, dual or even multiple traps can be generated. State of the 
art devices allow for force measurements at sub-piconewton accuracy with kilohertz sampling frequencies 
and distance measurements between different trapped objects in the nanometre regime83. Optical 
tweezers designed for biophysical applications are often equipped with a fluorescence imaging system to 
not only allow to mechanically manipulate biological samples, but to also infer further dynamic 
properties like binding events of ligands to a biopolymer or their diffusion84.  
Taken together, optical tweezers allow for the mechanical manipulation of micron sized objects and to 
measure forces on biologically relevant scales. 
 
Optical tweezers in biology: from trapped bacteria to protein-DNA interactions 
 
Optical tweezers are versatile tools and have been used to study a broad range of biological systems on 
different scales. They have been applied to study bacterial motility86,87, measure forces relevant for the 
mitotic spindle88,89, assess the stepping characteristics of individual cytoskeletal motor proteins90,91, study 
the folding of proteins92,93 or understand the mechanisms underlying vesicle tethering94.  Several studies 
have also addressed the mechanical properties of BCs25,62,95. 
Nucleic acid-protein interactions have, however, emerged as a particularly fruitful biophysical application 
of optical tweezers. Especially in combination with fluorescence microscopy, they have not only proven 
useful for studying structural properties of nucleic acids, but also helped to reveal many aspects of 
protein-DNA interactions that are inaccessible by bulk methods. In the context of DNA organisation, 
mechanisms of DNA compaction by protein binding have been elucidated96–99. With respect to DNA 
damage repair, the assembly of protein structures important for non-homologous end joining and 
homologous recombination has been investigated100–103. Further, structural aspects of chromosome 
bridging during cell division have been visualised using this approach104,105.  
Like most of these studies, the work presented in this thesis relies on the manipulation of single DNA 
molecules and hence a thorough understanding of the mechanical and structural properties of DNA. For 
that reason, we are going to discuss a set of seminal studies that contributed methods and concepts 
relevant for understanding the structure of DNA under mechanical tension. 
Smith et al.106 pioneered the field by developing the first assays that utilised optical tweezers for the 
analysis of the elastic properties of DNA and introducing the corresponding theoretical framework. They 
showed that dsDNA being stretched to roughly its contour length can be described as a continuous 
semiflexible rod (Worm-Like Chain model, WLC) 
More detailed insights into the elastic response of DNA, especially when stretched far above its contour 
length, became possible with the advent of combined optical tweezers and fluorescence imaging 
instruments. These allowed to correlate ligand binding events to structural and hence mechanical changes 
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of the DNA (Figure 1.4B). A seminal study applying this approach to examine the structural changes in 
mechanically challenged DNA was presented by Van Mameren et al.85. They tethered a lambda phage 
DNA molecule to two micron-sized beads that were held in individual optical traps and stretched it by 
increasing the distance between the traps while recording the corresponding force. During this process, 
the DNA was exposed to fluorescent ligands that specifically label ssDNA and dsDNA (Figure 1.4C). 
The measured force-extension curve (FEC) of the dsDNA extended to about 0.9 times its contour length 
is flat, the measured forces are on the sub-piconewton scale. Up to extensions slightly above the contour 
length, the force first drastically increases and then transitions into another flat region at even higher 
extensions. This region is called overstretching and characterised by a typical force of about 65 pN. 
At extensions below and slightly above its contour length, the DNA molecule is homogeneously stained 
by a dye that indicates base paired dsDNA. In fact, in this regime stretching is performed against entropic 
and enthalpic forces. The enthalpic contributions arise from the internal stretch modulus of the dsDNA 
and the untwisting of the helix structure107. In the overstretching regime (and under low ionic strength 
conditions), the DNA is stained as continuous segments of ssDNA and dsDNA, delimited by punctum-
like structures stained as ssDNA. As ssDNA segments grow and dsDNA segments shrink with increasing 
extension and hence enforced overstretching, this regime can be regarded as the gradual conversion of 
dsDNA to ssDNA by a loss of base pairing. This conversion is achieved by the unpeeling of ssDNA 
originating from free ends (for example nicks in the phosphate backbone) and by that allows to release 
mechanical tension. At 65 pN, dsDNA base pairs are 0.34 nm long, while ssDNA nucleotides are 0.58 
nm long (factor of 1.7). The fraction of ssDNA in the molecule linearly increases with the total DNA 
extension until the original dsDNA molecule is completely unpeeled and only a ssDNA tether remains 
at a total extension of 1.7 times the contour length of the dsDNA molecule (this is however only possible 
if the dsDNA molecule is tethered via the two ends of only one of the two single DNA strands).  
Taken together, overstretched DNA consists of segments of ssDNA and dsDNA stretched to 65 pN, 
interspaced by relaxed, protruding ssDNA. The relative lengths of ssDNA and dsDNA segments are 
governed by the total extension of the molecule. 
 
Taken together, we have demonstrated that the optical tweezers-based mechanical manipulation of single 
DNA molecules on the one hand has helped to elucidate structural and mechanical properties of DNA 
and on the other hand provides a wide range of possibilities to probe the interactions between proteins 
and DNA under mechanical perturbations. This can be used to mimic the mechanical challenges DNA 
is exposed to in its natural environment. In this work, we used the combination of optical tweezers and 
confocal fluorescence imaging to study the formation and mechanics of dynamic protein-DNA 
condensates. In particular, we used DNA in different mechanical states as platform to probe interactions 
of DNA with FUS and HP1. The different segments found in overstretched DNA allowed to investigate 
the recruitment of proteins to stretched dsDNA, stretched ssDNA and relaxed (unpeeled) ssDNA. 
Further, we studied the recruitment of these proteins to dsDNA under variable external tension. 
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Figure 1.4: Optical tweezers allow to study structural properties of DNA and protein-DNA 
interactions 
A (left side), Laser beams get refracted when they cross interfaces between media with different refractive indices, 
for example a dielectric polystyrene bead in aqueous solution. Photons carry a momentum and the momentum 
change during refraction is transmitted to the bead. The bead experiences a momentum change opposed to the 
light refraction. (right side), A bead gets trapped close to the centre of a tightly focussed laser beam due to a force 
that results from refraction (“gradient force”) and reflection (“scattering force”) of the beam at the bead. The 
total force ∆F that drives the bead towards its equilibrium position is proportional to its deflection ∆x. B, For 
applications to study structural properties of biomolecules, often two optical traps are used to trap dielectric 
beads (dual trap optical tweezers). The biomolecule of interest, for example DNA, is attached to the beads which 
are used as experimental handles for mechanical manipulation. Optical tweezers setups are often equipped with 
a fluorescence imaging system to either observe the tethered (fluorescent) molecule or the binding of fluorescent 
ligands. C, The force-extension curve of a lambda phage DNA molecule. In the entropic/enthalpic region, the 
molecule is stretched against the entropic collapse, the intrinsic stretch modulus and the winding of the double 
helix. In the overstretching regime (at about 65 pN), dsDNA is converted into ssDNA by unpeeling from free 
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DNA ends (or opening of melting bubbles). This conversion progresses linearly with increasing extension of the 
DNA molecule. The different structural states of DNA during overstretching are shown using fluorescent 
markers for ssDNA and dsDNA. Overstretched DNA consists of segments of stretched ssDNA and dsDNA 
interspaced by relaxed, protruding ssDNA. A model of the overstretching process is shown. Images for C, 




It has become evident that physiological and pathological roles of FUS, HP1 and similar nucleic acid 
binding proteins can only be understood by linking their structural properties to biophysical mechanisms 
of condensate formation and the mechanical properties resulting from this. 
The mechanisms underlying the formation as well as the fine structure, material properties and dynamics 
of protein-nucleic acid condensates are largely unclear. In this work, we aimed to expand the portfolio 
of methods to investigate the role of protein-nucleic acid interaction in biomolecular condensates by 
introducing optical tweezers to the field. Although this tool has already been used to study the mechanical 
properties of macroscopic condensates, its potential for studying biomolecular condensates on the single 
molecule level has not been exploited, yet. We show the, to our knowledge, first applications of optical 
tweezers combined with confocal fluorescence microscopy to study the role of DNA scaffolds in the 
formation and mechanics of biomolecular condensates. 
In the context of the biomolecular condensation of FUS and DNA we aimed to investigate the dynamics 
of the interaction of FUS with different subtypes of DNA. We wanted to test if and how FUS forms 
condensates with single molecules of ssDNA and dsDNA and characterise material properties, 
composition and formation mechanisms thereof. The thereby obtained fundamental picture of protein-
nucleic acid condensates was anticipated to help to describe a wide range of similar structures in the 
framework of intracellular organisation based on biomolecular condensation. 
In the context of heterochromatin compartments, we wanted to study how the macroscopically observed 
formation of compact HP1-DNA condensates is represented in the microscopic mechanical properties 
of single DNA molecules exposed to HP1. We expected that the understanding of condensate mechanics 
on the level of the most fundamental building blocks might provide deep insights into large scale genome 
organisation based on biomolecular condensation. 
 
2. Results FUS 
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2 FUS forms condensates with relaxed single stranded and double stranded DNA 
 
FUS is a key protein for various aspects of the nucleic acid metabolism. It has an inherent ability to form 
dynamic BCs in vitro, but in vivo, FUS BC formation seems to depend on scaffolding by nucleic acids or 
nucleic acid like molecules. Further, it appears evident that FUS BCs are linked to the formation of 
pathological protein aggregates. There is a critical need to understand the formation and biophysical 
properties of FUS-nucleic acid condensates on a fundamental level in order to infer mechanisms of FUS 
action in physiology and to further elucidate how physiological FUS condensates might transition into 
pathological aggregates. We aimed to investigate the biophysical properties of FUS condensates formed 
on single DNA molecules using an optical tweezers based mechanical micromanipulation approach 
combined with confocal fluorescence imaging. Using this as a model system, we wanted to contribute to 
answering the question: how do the interactions between the basic building blocks give rise to dynamic 
intracellular organisation based on biomolecular condensation? 
 
2.1 FUS directly binds to DNA in a DNA subtype specific manner 
 
We first wanted to test whether we are able to observe direct interaction of FUS and DNA using our 
combined microfluidics, optical tweezers and fluorescence imaging assay. To that aim, we exposed single 
lambda phage DNA molecules attached to optically trapped beads to 100 nM FUS-GFP (from here on 
called “FUS”). Scanning confocal fluorescence microscopy was used to visualise the binding of FUS to 
DNA. DNA was progressively overstretched to study the interaction of FUS with DNA in three different 
mechanical states: stretched ssDNA, stretched dsDNA and relaxed, protruding ssDNA generated by 
unpeeling. These three DNA states were called “DNA subtypes” throughout this thesis (Figure 2.1A). All 
measurements were carried out inside a microfluidics chamber in order to allow for rapid buffer 
exchange procedures. More details on how to set up the experiment can be found in Chapter 5.2 and 
Figure 2.1A. 
We observed that stretched dsDNA got coated homogeneously with FUS when it got transferred into the 
protein channel (Figure 2.1B). During enforced overstretching, the DNA molecule then got segmented 
into regions that kept their homogeneous coating, interspaced by less brightly, homogeneously coated 
regions and bright puncta that separated the two beforementioned from each other. When overstretching 
was enforced further, the original dsDNA segments shrunk while the less bright regions grew. Also, the 
puncta grew with enforced overstretching in terms of intensity and extension. At some point, the DNA 
molecule broke.  
Consistent with the model of DNA overstretching introduced earlier, the bright regions were interpreted 
as FUS unspecifically bound to stretched dsDNA (Figure 2.1C). Less bright regions then correspond to 
FUS bound to stretched ssDNA as they appear only during overstretching and grow with enforced 
overstretching. Apparently, at 100 nM FUS, the line densities of FUS on stretched ssDNA and dsDNA 
differ, indicating different affinities of FUS for these two types of DNA. Puncta were interpreted as 
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condensates of unpeeled free ssDNA and FUS. That they grow with unpeeling indicates that the 
recruitment of FUS to these condensates is determined by the number of available nucleotides. 
In summary, FUS binds to DNA in a DNA subtype specific manner. It homogeneously coats stretched 




Figure 2.1: FUS binds DNA in a DNA subtype specific manner 
A, The interaction between FUS and DNA is studied using a combined optical tweezers-confocal fluorescence 
microscopy assay. Terminally biotinylated lambda phage DNA was bound to polystyrene beads that were 
optically trapped and allowed for DNA micro manipulation. The assay was performed in a microfluidics 
chamber. The experiment was set up by firstly trapping beads and transferring them to the DNA channel, 
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secondly catching a DNA molecule and thirdly testing it for singularity. The single DNA molecule was then 
transferred to the protein channel, where it got overstretched in presence of FUS while being imaged. 
Overstretched DNA serves as a platform to study the interaction of FUS with stretched ssDNA and dsDNA and 
relaxed ssDNA. B, When DNA gets overstretched in presence of 100 nM FUS, segments with different FUS 
densities were generated. C, The working model used throughout this thesis. FUS homogeneously coats stretched 
ssDNA and dsDNA (however to different extends) and forms puncta with free ssDNA generated by strand 
unpeeling. These puncta grow with the amount of provided substrate which is governed by the total extension 
of the DNA. Scale bar: 4 µm 
2.2 FUS-DNA interaction is reversible and concentration dependent  
 
We next wanted to see whether FUS-DNA interaction is reversible and whether the equilibrium and 
kinetic properties of FUS-DNA interactions are FUS concentration dependent. For that we performed 
binding and unbinding (BUB) experiments at different FUS concentrations. Binding-unbinding 
experiments were conducted by overstretching a DNA molecule in the buffer channel to 20 µm extension 
before moving it into (“binding”), out of (“unbinding”) and again into (“re-binding”) the protein channel 
while imaging (Figure 2.2A). 
At 10 nM FUS, FUS-ssDNA puncta formed slowly up to a distinct final size during the binding step 
(Figure 2.2B). Some parts of the remaining molecule got sparsely coated, on some segments no binding 
was observed. During the unbinding step, puncta dissociated slowly, but in time scales accessible to us, 
they did not disappear completely. The coating of stretched parts decayed more quickly (if there was 
any). During re-binding, puncta grew again and the coating of stretched parts re-established similarly to 
the binding step. 
At 100 nM FUS, puncta basically instantaneously grew to a final size during the binding step. They were 
larger and had a higher intensity than the ones formed at 10 nM FUS. The stretched parts of the molecule 
were coated homogeneously up to two different levels. This coating also got established instantaneously. 
During unbinding, puncta dissociated slowly and in time scales accessible to us they did not disappear 
completely. The coating of stretched parts again decayed more quickly. During re-binding, puncta 
instantaneously grew again to their initial size. Also, the coating of stretched parts re-established 
instantaneously. 
Taken together, we have shown that the interaction between FUS and DNA is reversible in buffer 
exchange experiments 
 
Next, to allow for more detailed down-stream data analysis, the different segments of stretched DNA 
were categorized into ssDNA and dsDNA. This was done using information from independent 
experiments where overstretching was enforced in a step-wise manner (see section 2.3). Assuming that 
during enforced overstretching, stretched ssDNA segments must grow while stretched dsDNA segments 
must shrink, typical equilibrium FUS intensities on stretched ssDNA and dsDNA segments at the given 
FUS concentration were estimated and subsequently used to differentiate between stretched ssDNA and 
dsDNA in binding-unbinding experiments. Further, the fact that ssDNA, puncta and dsDNA have to 
alternate in a way consistent with the unpeeling model was utilized. 
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In summary, using this approach, we were able to identify the underlying DNA substrate for the different 
segments of FUS coated DNA. 
 
 
Figure 2.2: FUS-DNA interaction is reversible and concentration dependent 
A, Bind-unbind experiments were performed by transferring overstretched DNA into (binding), out of 
(unbinding) and again into (re-binding) the protein channel while imaging. B, At 10 nM FUS, FUS puncta with 
ssDNA formed slowly. The stretched parts of the DNA were coated only dimly. In absence of free protein, FUS 
dissociated from the DNA. In the re-binding step, a state similar to binding step was achieved. At 100 nM FUS, 
the stretched parts of the DNA were coated homogeneously, but to variable extends. The puncta were brighter 
than at 10 nM. All FUS structures were built up instantaneously. In absence of free protein, FUS dissociated 
slowly. In the re-binding step, a state similar to the one at the end of the initial binding step was recovered. 
Segmentation of the DNA was done using intensity information from independent gradual overstretching 
experiments and the model for unpeeling during overstretching introduced earlier. Bead size: 4.4 µm 
 
Having specified the DNA subtype of the segments, we now proceed with a more detailed description 
and of FUS-DNA interactions observed in binding-unbinding experiments. At 10 nM FUS, stretched 
ssDNA was coated more strongly than stretched dsDNA, while at 100 nM this relation was inverted. The 
intensities on ssDNA and dsDNA were generally higher at 100 nM than at 10 nM, indicative for a 
concentration dependent binding equilibrium. 
The formation of puncta and coatings was strongly accelerated at 100 nM FUS compared to 10 nM, 
indicative for concentration dependent on-rates. Further, at both concentrations, dissolution of puncta 
and coating occurred upon protein depletion when the DNA molecule was moved out of the protein 
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channel and into the buffer channel. Notably, unbinding happened on clearly slower time scales than 
binding.  
That the size of puncta upon moving back into the protein channel resembled the size that was reached 
during the first binding cycle indicates that the mechanism setting their size probably relies on the 
number of available relaxed nucleotides as potential binding sites which is set by the extend of OS. 
In summary, using binding-unbinding experiments, we have shown that FUS-DNA interaction is 
reversible and concentration dependent. 
 
Binding and unbinding intensity time traces 
 
We next aimed to generate DNA subtype specific binding and unbinding fluorescence intensity time 
traces to allow us to subsequently quantify kinetic and equilibrium properties of FUS-DNA interaction 
(Figure 2.3). For that purpose, we performed binding-unbinding experiments at FUS concentrations 
between 5 and 200 nM, segmented images of the FUS-bound DNA molecules according to the criteria 
described earlier (into stretched ssDNA, stretched dsDNA and relaxed ssDNA) and finally plotted the 
background subtracted mean intensity in these segments versus time for binding as well as unbinding 
experiments. It must be noted that the concentration assigned to unbinding time traces indicates the 
concentration at which the corresponding binding experiment was performed. The unbinding process 
always happened in the absence of free protein. 
We first focus on the binding traces. All binding time traces (for stretched DNA segments: mean over N 
DNA molecules; for puncta: mean over N puncta) reached saturation within the maximum observation 
time (60 s). On dsDNA, basically no binding was detected as 5 and 10 nM FUS. At higher FUS 
concentrations, the coating established instantaneously, however with concentration dependent 
equilibrium coverage (meaning the final average intensity). On ssDNA, no binding was detected at 5 nM 
FUS. At 10 nM, the coat built up gradually and above 10 nM instantaneously. Again, the equilibrium 
coverage depended on the FUS concentration. The formation rate of FUS-ssDNA puncta was also 
concentration dependent. At 5 and 10 nM FUS, they grew slowly and above 10 nM basically 
instantaneously. The mean intensity of the puncta was also concentration dependent. 
Unbinding of FUS from all three DNA subtypes occurred initially very fast and slowed down towards 
later time points. 
Taken together, we have generated intensity time traces of FUS binding to and unbinding from different 
DNA subtypes at different FUS concentrations. They provide an intuitive understanding of the 
concentration dependent binding and unbinding behaviour and serve as the basis for quantifying on- 
and off-kinetics and equilibrium binding properties of the FUS-DNA system. 
 
Binding and unbinding kinetics 
 
We next aimed to quantify the binding and unbinding kinetics of the interaction between FUS and the 
different DNA subtypes. For that, we extracted on- and off-rates by fitting exponential functions to the 
2.2 FUS-DNA interaction is reversible and concentration dependent 
 23 




Figure 2.3: Binding and unbinding time traces of the different DNA subtypes 
Time traces of mean intensities obtained from segmenting binding and unbinding kymographs from experiments 
performed at FUS concentrations between 5 and 200 nM. For ssDNA and dsDNA, N is the number of DNA 
molecules from which segments were obtained. For puncta, N is the number of individual puncta. The 
concentration annotated for the unbinding curves indicates the FUS concentration at which the DNA has been 
incubated before it was transferred to the protein depleted buffer. Data: mean ± SEM. 
 
We first focussed on the analysis of the binding kinetics. This was challenging for two reasons (Figure 
2.4). Firstly, at low FUS concentrations, the protein coverage on stretched ssDNA and dsDNA was too 
low to actually distinguish the intensity on the DNA from the background. Secondly, at increased FUS 
concentrations, the equilibrium protein coverage was established too fast to perform a meaningful fit. 
The buffer exchange takes about 0.5 - 1 s and the imaging frame rate is limited to max. 2 fps. Hence, no 
fit was performed when the jump from initial to final intensity occurred within less than 4 data points 
(2 s). It must further be mentioned that in particular at high FUS concentrations, the physical buffer 
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exchange process introduced artefacts represented as sharp peaks in the intensity signal at time points 
around these events. For these reasons, for stretched dsDNA, no on-rate could be extracted. For stretched 
ssDNA, fitting could be performed for 10 nM FUS using a single exponential function and yielded 0.51 
s-1, corresponding to a characteristic binding time ton of about 2 s (inverse of the rate). The formation of 
puncta at low FUS concentrations (5-10 nM) could also be fitted with a single exponential, leading to a 
concentration dependent ton of 15 s at 5 nM that decreases to 1 s at 50 nM. The latter value is for the 
beforementioned reasons not very reliable, but emphasises the trend that the formation of FUS-ssDNA 
puncta is accelerated at higher FUS concentrations. 
Taken together, we have analysed the binding kinetics of FUS to the different subtypes of DNA. The 
binding kinetics of FUS to stretched ssDNA and dsDNA and relaxed ssDNA is concentration dependent 
and exceeds the detection limit of our fluorescence and microfluidics-based method already at FUS 
concentrations above 10 nM. At 10 nM FUS, the kinetics of FUS binding to stretched ssDNA is faster 
than FUS binding to relaxed ssDNA. This might either be because the local structure of the stretched 
conformation facilitates FUS binding or because the global entanglement of the relaxed strand reduces 
accessibility of binding sites in that state. The generally drastic increase of on-rates with increasing FUS 
concentration could speak in favour of cooperative effects between FUS molecules. This, however needs 
to be studied using methods with higher temporal resolution. 
 
 
Figure 2.4: Analysis of FUS-DNA binding kinetics 
A, Kinetic on-rates for binding experiments were obtained by fitting single exponentials to the average binding 
time traces for every DNA subtype at every concentration. This was challenging as at concentrations above 10 
nM, DNA was typically saturated on time scales below the temporal resolution of our imaging setup (dark grey 
curve in inset). At low concentrations, the DNA coverage was typically too low to infer the binding rate (light 
grey curve in inset). B, The calculated on-rates reflect the observed concentration dependence of the binding 
kinetics (data: fit result in 95% confidence bounds). 
 
 
We next focussed on the extraction of off-rates from the unbinding time traces. We noticed that in many 
cases the time traces could only be fitted poorly using single exponentials, whereas double exponentials 
showed satisfying fitting results (Figure 2.5A). As the number of exponentials required to describe the 
unbinding process indicates how many types of interactions might be involved, we set out to 
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systematically screen for the optimal fitting approach. For that, we analysed the coefficient of 
determination (R2) obtained by fitting either one or two exponentials to the unbinding time traces of the 
different DNA subtypes at different concentrations (Figure 2.5B) The R2 value is a measure for the 
goodness of fit and hence can be used to judge how well a process is described by a certain model. 
For stretched dsDNA, the fitting at 5 and 10 nM FUS worked poorly due to the generally low protein 
coverage obtained from binding experiments at these concentrations. From 30 to 200 nM FUS, the fitting 
worked and clearly got improved using two exponentials instead of one. The higher the incubation 
concentration, the stronger the relative improvement observed for two exponentials. 
 
 
Figure 2.5: Analysis of FUS-DNA unbinding kinetics 
A, Unbinding time traces often could not be fitted sufficiently well using single exponentials, but required two 
exponentials. B, A screen over single and double exponential fits to unbinding traces for the different DNA 
subtypes at different concentration shows that under conditions at which DNA is detectably coated with FUS, 
double exponentials describe the data better than single exponentials. Only for puncta at 5 or 10 nM, single 
exponentials suffice. C, At low [FUS], the single off-rates indicate unbinding time scales of hundreds of seconds. 
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At high [FUS], a fast and a slow off-rate were found. The fast process occurred on the scale of seconds, the slow 
process on the scale of tens to hundreds of seconds. Data: fitting result in 95 % confidence intervals. 
 
For stretched ssDNA, the fitting at 5 and 10 nM FUS again worked poorly due to the generally low 
protein coverage. Also, for this DNA subtype, the fitting by two exponentials worked significantly better 
than fitting by one exponential for FUS concentrations between 30 and 200 nM 
For FUS-ssDNA puncta, unbinding time traces at 5 and 10 nM could be fitted equally well with one and 
two exponentials. At FUS concentrations between 30 and 200 nM, fitting with two exponentials worked 
clearly better.  
In summary, we have shown that unbinding of FUS from DNA incubated at 30 to 200 nM FUS can be 
described better using two exponentials than using one exponential. This indicates that FUS in these 
cases shows two distinct relevant interaction modes. FUS unbinding from relaxed ssDNA (or puncta) 
can be described by one exponential at 5 and 10 nM FUS, indicating only one interaction mode under 
these conditions. 
 
Considering the results of this fitting analysis, we extracted the off-rates for the 3 DNA subtypes 
incubated at different FUS concentrations. We extracted one off-rate for puncta at 5 and 10 nM initial 
FUS concentration and two off-rates for all three DNA subtypes at initial concentrations between 30 and 
200 nM FUS (Figure 2.5C).  
The single off-rates of puncta were in the range of 2·10-3 s-1, indicating an unbinding time scale of 500 s. 
The two off-rates (high and low) extracted for DNA molecules extracted at higher FUS concentrations 
correspond to a slow and a fast unbinding time scale. The fast time scale (high off-rate) was found to be 
in the order of few seconds, while it was highest for dsDNA and lowest for puncta. Generally, for 
stretched DNA it seemed to be independent of the initial FUS concentration, while for puncta it seemed 
to increase with increasing initial concentration. The slow time scale (low off rate) was found to be in 
the order of hundreds of seconds. It was the highest for dsDNA and the lowest for puncta. It seemed to 
be independent of the initial concentration. 
Taken together, we have analysed the kinetics of FUS unbinding from different subtypes of DNA. When 
DNA was incubated at 30 nM FUS or more, unbinding was well described with two exponentials, 
indicating interactions on two time scales. The fast unbinding process happens in the range of seconds 
and is faster for stretched ssDNA and dsDNA than for puncta. The slow unbinding process occurs in 
the range of hundreds of seconds and seems to be concentration independent. At low FUS 
concentrations, FUS unbinding from relaxed ssDNA could be described by one exponential, indicating 
interactions on only one time scale. Interestingly, this time scales resembles the slow time scale observed 
at higher FUS concentrations.  
The observation of two unbinding time scales might either be attributed to different binding modes of 
FUS to DNA (strong and weak binding) or the presence of secondary binding mechanisms additional to 
FUS-DNA interactions. This could for example be FUS-FUS interactions. The first scenario could for 
example either involve the interactions of FUS with different sites on the DNA or the interaction via 
different parts of the protein. FUS has several domains that might contribute to nucleic acid binding, 
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including the RGG domains, the RRM or the ZnF motif. Hence, different interaction time scales could 
emerge from that. In the latter scenario, a layered structure could be envisioned that involves rather 
stable binding of FUS to DNA (slow unbinding time scale) and transient protein-protein interactions 
(fast unbinding time scale) that give rise to something like a second layer on top of the initial protein-
DNA core.  
Taken together, kinetic rates of FUS-DNA interaction were extracted from binding-unbinding 
experiments. FUS shows the highest mobility in interaction with dsDNA and lowest mobility when 
forming puncta with loose ssDNA. The two interaction modes extracted from unbinding experiments 
might either be attributed to different FUS-DNA interaction modes or FUS-FUS interaction additional 
to FUS-DNA interaction 
 
Table 1: kinetic rates and time scales extracted from binding-unbinding experiments 
For the different DNA subtypes on and off rates were extracted in the FUS concentration range between 5 and 
200 nM. Rates are shown with their 95 % confidence intervals. For clarity, we also calculated the characteristic 




























DNA subtype [FUS] (nM) kon (s-1) ton (s) koff (s-1) toff (s) koff1 (s-1) toff1 (s) koff2 (s-1) toff2 (s) 
stretched 5 - - - - - - - - 
dsDNA 10 - - - - - - - - 




















stretched 5 - - - - - - - - 
ssDNA 10 0.51  
(0.70, 0.31) 
2 - - - - - - 
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Equilibrium binding of FUS to DNA 
 
Having analysed kinetic parameters of FUS-DNA interaction, we next aimed to extract the equilibrium 
FUS coverage of the different DNA subtypes. For that we examined the FUS line density on the DNA as 
well as the FUS density per potential binding site or DNA subunit at different FUS concentrations. 
To estimate the FUS line density (or spatial FUS density; equivalent to the average intensity in every 
segment visible when simply looking at the fluorescence image), we calculated the mean over the 
intensities in every segment during the last 20 seconds of every binding experiment (Figure 2.6A). 
In the concentration range we examined (5-200 nM), the FUS line density on stretched ssDNA and 
dsDNA, as well as in puncta increased with increasing FUS concentration until it saturated. Saturation 
occurred on stretched and relaxed ssDNA from about 50 nM on and on stretched dsDNA from about 
100 nM on. Interestingly, at 5 and 10 nM FUS, the intensity on stretched ssDNA was higher than on 
stretched dsDNA, while from 30 nM on, the intensity on stretched dsDNA was higher than on stretched 
ssDNA. The FUS coverage of relaxed ssDNA (puncta), also increased with increasing FUS concentration 
until it saturated at about 50 nM FUS. Signs for sigmoidal binding behaviour were visible between 5 and 
30 nM FUS for stretched DNA segments. This feature must, however, be treated with caution, as such 




Figure 2.6: FUS equilibrium coverage of DNA 
A, The line density of FUS along the DNA is plotted for different DNA subtypes. For stretched ssDNA, stretched 
dsDNA and relaxed ssDNA (puncta), the amount of bound FUS increases with increasing [FUS] until a 
saturation level is reached. Different DNA types have different saturation concentrations and saturation levels. 
B, The amount of FUS bound to subunits of the different DNA types is plotted vs. [FUS].  Relaxed ssDNA can 
accommodate more FUS per subunit (nucleotide) than stretched ssDNA (nucleotide) and stretched dsDNA (base 
pair). Data: mean ± SEM 
 
The saturation level of the FUS line density on stretched dsDNA was higher than on stretched ssDNA, 
implying that dsDNA can accommodate more FUS molecules per unit length than ssDNA. Further, the 
line density in puncta segments was at all concentrations clearly higher than the intensity on stretched 
DNA. 
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Taken together, the FUS line density on DNA increases with increasing FUS concentration until it 
saturates. The saturation level of FUS line density on DNA is DNA subtype specific. A potential reason 
for the differences in FUS line densities (indicating in the amount of accommodated FUS per unit length) 
on the different DNA subtypes are the different spatial densities of available FUS binding sites. This 
difference in the spatial density of potential binding sites arises from the structural differences between 
ssDNA and dsDNA. At the overstretching force of 65 pN, the structural unit of ssDNA, the nucleotide, 
is 0.58 nm long, while the structural unit of dsDNA, the base pair, is 0.34 nm long85. Hence, each of our 
100 nm wide pixels (to which the average intensity refers) theoretically accommodates 294 base pairs of 
stretched dsDNA, but only 172 nucleotides of stretched ssDNA. Assuming that FUS binds to the 
negatively charged DNA backbone via electrostatic interactions34 and the charge is distributed according 
to the spacing of the corresponding DNA subunits, we have to re-scale the intensities for stretched 
ssDNA and stretched dsDNA by these factors to get the FUS density per DNA subunit and hence per 
potential binding site. The approach to calculate the intensity per nucleotide in FUS-ssDNA puncta 
assumed that unpeeled ssDNA gets entirely incorporated into the puncta. For simplicity, we only 
considered puncta that formed with ssDNA that unpeeled from free ssDNA ends and did not consider 
puncta that formed with ssDNA that unpeeled from nicks. In the former case, the number of nucleotides 
in a punctum can be calculated from the distance between the bead on the corresponding side of the 
DNA molecule and the punctum itself, divided by the characteristic nucleotide length of 0.58 nm at 65 
pN. The total intensity of the punctum was calculated by integrating the equilibrium intensity profile 
along the DNA within the borders of the punctum. The ratio between total intensity and number of 
nucleotides for each punctum resulted in the intensity per nucleotide. A more detailed description of this 
method can be found in Section 2.3. 
Using these approaches, we analysed the FUS intensity per DNA subunit. This value can be considered 
to be a proxy for the occupancy of potential binding sites (Figure 2.6B). The rescaling of the intensity vs. 
concentration curves for stretched ssDNA and dsDNA did not alter their general shape. The curves still 
increase with increasing FUS concentration until they saturate at the beforementioned concentrations 
(50 nM for ssDNA, 100 nM for stretched dsDNA). Moreover, below 100 nM FUS, they almost coincide, 
while the coverage of dsDNA is slightly below the coverage of ssDNA. At 100 nM, the curves cross so 
that at 200 nM FUS, there is more FUS bound to a base pair of dsDNA than to a nucleotide of ssDNA.  
The binding curve of FUS in FUS-ssDNA puncta shows the same trend as before, although obtained 
using a slightly different method. It again increases until 50 nM FUS, followed by saturation. In general, 
there is clearly more FUS bound to a relaxed ssDNA nucleotide than to a stretched base pair of dsDNA 
or a stretched nucleotide od ssDNA.  
 
In summary, we have analysed the equilibrium coverage of FUS on the different DNA subtypes. We 
found evidence that FUS binds to stretched ssDNA, stretched dsDNA and relaxed ssDNA in a way that 
is reminiscent of Langmuir-like binding. In this model, the available binding sites get filled by ligands to 
an extend that depends on the external ligand concentration. Once all binding sites are saturated, no 
more binding can occur. 
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We want to discuss two aspects of these binding curves. The first point is that at saturating FUS 
concentrations (100-200 nM), different amounts of FUS are bound per DNA subunit and hence per 
potential (electrostatic) binding site of the different DNA subtypes. Relaxed ssDNA can accommodate 
about double as much FUS per nucleotide as stretched ssDNA. Stretched dsDNA can accommodate 
more FUS per subunit (bp) than stretched ssDNA (nt), but less than relaxed ssDNA. These observations 
might to some extend be explained by two parameters: the local DNA flexibility and the spatial charge 
density distribution along the DNA. Relaxed ssDNA has a higher local flexibility than stretched ssDNA 
and hence might fit better into the nucleic acid binding sites on the FUS molecules. That stretched 
dsDNA can still accommodate more FUS per subunit (bp) than stretched ssDNA, but less than relaxed 
ssDNA might be because it has a higher negative charge per subunit than ssDNA (two base-paired 
nucleotides instead of one), but also a lower local flexibility than relaxed ssDNA. For the former reason, 
it can bind more FUS than stretched ssDNA and for the latter reason it still can bind less FUS than 
relaxed ssDNA. Another reason for the high FUS capacity of relaxed ssDNA could be that relaxed and 
hence coiled ssDNA could allow FUS molecules bound to different ssDNA lattice sites to self-interact, 
leading to a stabilisation of these structures via FUS-FUS interactions (for example mediated by the 
LCD). 
This leads to the second aspect to be discussed. The general shapes of the binding curves indicate a simple 
binding mechanism based on a gradual filling of available FUS binding sites depending on the external 
ligand (FUS) concentration (Langmuir-like). This implies that protein-protein interactions do not help 
to notably stabilize assemblies of FUS as this would be represented in sigmoidal binding curves. However, 
we indeed found several signs for protein-protein interactions. In unbinding experiments, the presence 
of a second off rate could correspond to secondary interactions additionally to protein-DNA interactions. 
In other experiments (shown in the next sections), we have observed FUS-ssDNA puncta have material 
properties that are reminiscent of viscoelastic, continuum-like objects. 
How these apparently contrasting observations fit together is not entirely clear. One possibility might be 
that FUS generally gets recruited to DNA due to relatively stable FUS-DNA interactions. Recruitment to 
DNA leads to local concentration and increased spatial proximity of FUS molecules and allows them to 
interact with each other, for example via their LCDs. We anticipate that if these interactions are weak, 
transient and short ranged, they might not influence the equilibrium coverage of DNA, but still might 
give rise to continuum-like material properties. 
 
2.3 FUS concentration and number of available nucleotides set size and composition of 
FUS-ssDNA condensates and thus determine their material properties  
 
Having characterised the interaction of FUS with different subtypes of DNA, including stretched ssDNA 
and dsDNA, from now on we are going to focus on the puncta that FUS forms with relaxed ssDNA.  
Binding, unbinding and re-binding experiments have shown that FUS-ssDNA condensates can be 
dissolved to a large extend by protein depletion and re-formed by re-exposure to the protein solution. 
This indicates reversibility of condensate formation depending on the external FUS concentration. That 
2.3 FUS concentration and number of available nucleotides set size and composition of FUS-ssDNA 
condensates and thus determine their material properties 
 31 
in the re-binding experiment condensates grow to the same size as established in the first binding round 
is further indicative for a critical role of the underlying ssDNA in condensate formation. 
In this section, we want to disentangle how the amount of incorporated ssDNA and the external FUS 
concentration influence the size and the material properties of FUS-ssDNA condensates. To that aim we 
first studied if FUS-ssDNA condensates can be dissolved by the removal of the underlying ssDNA 
substrate. For that we performed an initial repetitive stretch-relax experiment by slowly overstretching a 
DNA molecule in presence of 100 nM FUS from 17 to 21 µm, relaxing it and overstretching it again 
while observing the spatiotemporal distribution of FUS (Figure 2.7A). This was based on the rationale 
that overstretching generates ssDNA available for condensate formation, while relaxation gradually 
removes it. 
During the first overstretching, progressive condensate formation originating from a nick and a free end 
on the right side of the DNA molecule was observed (Figure 2.7B). The size and brightness of the puncta 
increased with increasing overstretching. During the following relaxation, the puncta dissolved 
progressively. During the second overstretching, the puncta formed in the precisely same way as during 
the first overstretching.  
 
 
Figure 2.7: Reversibility of FUS-ssDNA puncta formation 
A, To test if the formation of FUS-ssDNA puncta is reversible by base pairing, we performed 2 consecutive 
overstretch-relax cycles with nicked lambda phage DNA between 17 and 21 µm extension in presence of 100 nM 
FUS. B, During the first overstretching, three puncta emerge from unpeeling of ssDNA from a nick and a free 
end at the right bead. They grow with overstretching and shrink and finally vanish upon relaxation. The exact 
same was observed during the second cycle. Scale bar: 4 µm 
 
Taken together, we have observed that FUS-ssDNA condensate formation is reversible by relaxation of 
the overstretched DNA molecule, underlining a potential scaffolding function of the underlying unpeeled 
ssDNA. FUS-ssDNA interactions appear to be the key element for condensate formation, while 
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potentially occurring FUS-FUS interactions do not suffice to either maintain the FUS-ssDNA condensate 
against DNA re-annealing or to maintain a pure FUS condensate without the ssDNA scaffold. In line 
with this, the size of the condensate seems to be governed by the amount of available free ssDNA and 
thus determined by the extend of overstretching. 
 
We next wanted to investigate the influence of the amount of underlying free ssDNA and external FUS 
concentration on the size and properties of FUS-ssDNA condensates. To that aim, we performed step-
wise overstretching experiments at different FUS concentrations (Figure 2.8A). Step-wise overstretching 
means that the extension of the tethered DNA molecules was successively increased in steps of 1 µm, 
interrupted by pauses of 10 s. Hence, the amount of unpeeled ssDNA available for condensate formation 
got increased in a step-wise manner. For simplicity, only DNA molecules without nicks are considered 
here, so that unpeeling and condensate formation only occurred from the ends of the molecules. 
 
 
Figure 2.8: Step-wise overstretching experiments 
A, To relate the amount of incorporated nucleotides and the external FUS concentration to the size of FUS-
ssDNA puncta, step-wise overstretching experiments were performed at different FUS concentrations. For that, 
the extension of the DNA was increased in steps of 1 µm every 10 s. B, At 5 nM FUS, FUS-ssDNA puncta had a 
point-like morphology, grew with enforced overstretching and migrated instantaneously upon bead movement. 
At 100 nM FUS, puncta grew with enforced overstretching and showed creeping-like movement, reminiscent of 
viscous drops. Scale bar: 4 µm 
 
At 5 nM FUS, point-like FUS-ssDNA condensates emerged from the ends of the DNA molecule, 
following the unpeeling fronts that progressed with enforced overstretching (Figure 2.8B). The 
condensates followed the movement of the beads instantaneously and grew with enforced overstretching.  
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At 100 nM FUS, the condensates at the beginning of the overstretching experiment also emerged as 
point-like objects at the ends of the DNA molecule, but were clearly brighter and while they grew, they 
also elongated and followed the bead movement in a rather creeping-like manner, reminiscent of a 
viscoelastic drop being dragged along a string. Leading and lagging edge of the condensates followed the 
bead movement on different response time scales, resulting in elongated condensate shapes. Further, 
these shapes relaxed during the waiting periods. 
 
Taken together, using step-wise overstretching experiments, we have qualitatively investigated how the 
amount of available ssDNA and the external FUS concentration influence the FUS-ssDNA condensate 
size and material properties. We found that the amount of ssDNA seems to govern the size and brightness 
of the condensates at a given FUS concentration. Vice versa, apparently, the FUS concentration governs 
the size and material properties of the condensates for a given amount of incorporated ssDNA. At 
elevated FUS concentrations, condensates are larger/brighter and react like a viscoelastic, continuum-
like material to mechanical perturbations.  
 
 
Figure 2.9: Analysis of step-wise overstretching experiments 
A, To analyse the relation between number of incorporated nucleotides, external FUS concentration and intensity 
of FUS-ssDNA puncta, we analysed step-wise overstretching experiments performed at different FUS 
concentrations. The analysis was restricted to unpeeling events starting from the ends of the molecule. For every 
step of the overstretching process, the number of nucleotides in the puncta was obtained by measuring the 
distances between beads and punctum centres (a and b) and dividing these by the characteristic length of a 
nucleotide at 65 pN (0.58 nm). The corresponding punctum intensities (Aa and Ab) were obtained from 
integrating the time averaged intensity profile along the DNA. B, At every FUS concentration, the punctum 
intensity grew linearly with the number of incorporated nucleotides. The slope was set by the FUS concentration. 
Number of events: 1 nM: 25, 5 nM: 72, 10 nM: 68, 30 nM: 69, 50 nM: 47, 100 nM: 38, 200 nM: 59. Dashed lines: 
linear fits to data points of the corresponding FUS concentration. C, The slope of the linear relationships between 
intensity and number of nucleotides was extracted and defined the concentration dependent material 
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composition of the puncta. It is a measure for the number of FUS molecules per nucleotide or the ratio between 
protein and nucleic acids. It linearly increases up to 50 nM FUS and saturates from then on. Plotted: result of 
linear fitting in 95% confidence intervals 
 
We next wanted to precisely quantify how the size of puncta at a certain FUS concentration scales with 
the number of incorporated nucleotides. For that, we performed step-wise overstretching experiments in 
a range of FUS concentrations (1 to 200 nM). For the subset of experiments in which unpeeling and thus 
condensate formation originated from the ends of the DNA molecules, we estimated the number of 
nucleotides inside a condensate by measuring the distance between condensate and the corresponding 
bead surface and divided this by the characteristic length of a nucleotide at 65 pN (0.58 nm). The in this 
way for each step of the overstretching experiment obtained number of nucleotides contained in a 
condensate was the related to the intensity of the corresponding condensate (Figure 2.9A). 
We plotted the intensity of condensates vs. the number of contained nucleotides for the FUS 
concentration range between 1 and 200 nM. Every data point represents one condensate in one step of a 
step-wise overstretching experiment (Figure 2.9B). We found that at every concentration, the intensity 
in a condensate linearly scales with the number of contained nucleotides, with slopes that depend on the 
FUS concentration.  
Taken together, the size of a FUS-ssDNA condensate at a given FUS concentration is determined by the 
number of incorporated nucleotides. 
 
We next aimed to extract the composition of condensates in terms of intensity per nucleotide (as a proxy 
for number of FUS molecules bound per nucleotide) (Figure 2.9C). Since the condensate size at a given 
FUS concentration scales linearly with the number of incorporated nucleotides, the protein/nucleotide 
ratio is constant and can be determined using the slope of this relation. Extraction of this slope for 
different FUS concentrations hence yields the FUS concentration dependent condensate composition. 
As expected from the intensity vs. number of nucleotides plot, the intensity per nucleotide almost linearly 
increases with FUS concentration between 1 and 50 nM and transitions into a saturation regime from 
50 nM on. 
In summary, in order to quantify how size and composition of FUS-ssDNA condensates depend on the 
FUS concentration and number of incorporated nucleotides, we analysed step-wise overstretching 
experiments performed in a range of FUS concentrations between 1 and 200 nM. On the one hand, the 
size (intensity) of condensates scales linearly with the number of incorporated nucleotides for all FUS 
concentrations. On the other hand, the composition of condensates (intensity per nucleotide, proxy for 
FUS molecules per nucleotide) is determined by the external FUS concentration. The protein to 
nucleotide ratio increases with increasing protein concentration and saturates from around 50 nM FUS 
on. Both findings speak in favour of a Langmuir-like binding mechanism underlying the formation of 
ssDNA-FUS condensates. The overstretching state (end-to-end distance of DNA) determines the number 
of available binding sites on relaxed ssDNA. These binding sites get filled with FUS molecules to an 
extend that is determined by the external FUS concentration. In other words: the FUS concentration 
determines the composition of the condensates and thus “how protein-rich they are” (with respect to 
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their nucleotide content). From 50 nM FUS on, the DNA scaffold is saturated and cannot accommodate 
any more FUS molecules.  
Taken together, the conditions at which a ssDNA-FUS condensate is formed (FUS concentration, 
number of available scaffold nucleotides) determine its composition in terms of protein to nucleotides 
ratio and this in turn seems to determine its material properties. They are for example reflected in the 
point-like vs. viscoelastic, continuum-like behaviour of condensates observed in step-wise overstretching 
experiments performed at low and high FUS concentrations. That condensates with different relative 
protein content have different material properties might be explained by differences in local density. At 
increased local protein density, proteins are in closer spatial proximity and hence have a higher 
probability to interact with each other. 
 
2.4 FUS-ssDNA puncta formed at saturating FUS concentrations round up after 
formation  
 
In step-wise overstretching experiments, FUS-ssDNA condensates that formed at high FUS 
concentrations showed shape relaxations during waiting periods between two subsequent steps (Figure 
2.8, right side). Also, in binding experiments (Figure 2.10A) performed at saturating concentrations of 
FUS (higher than 100 nM), puncta have occasionally been observed to change their shape over time from 
elongated to point-like. In order to investigate such shape changes in detail, we analysed the width, the 
maximum intensity and the total intensity of the puncta in binding experiments over time. 
 
Figure 2.10B shows snapshots of a binding experiment performed at 200 nM FUS. Marked are 3 FUS-
ssDNA puncta. While the two small puncta (blue and yellow) did not change their shape after formation, 
the big punctum (red) transitioned from a rather elongated to a point-like shape. In the kymograph of 
this process, it becomes evident that this transition is continuous and directed in the sense that the 
material moves away from the neighbouring ssDNA towards the dsDNA. We quantified this transition 
using the maximum peak intensity (as a proxy for material density of the punctum), the punctum width 
and the product of width and maximum peak intensity (as a proxy for the total/integrated intensity of 
the punctum). These quantities were obtained using a peak finding algorithm (Figure 2.10C). 
The integrated peak intensity of each of the three puncta stayed basically constant over time after 
formation (which happened instantaneously upon moving to the protein channel, in agreement with 
Section 2.2). The width of the big punctum decreased from initially ≈ 800 to ≈ 500 nm (to ≈ 60%), while 
the widths of the small puncta did not change. At the same time the maximum intensity of the big 
punctum increased from 200 to 300 a.u. (to 150 %), while the maximum intensities of the small puncta 
did not change. This example shows that indeed puncta occasionally round up after formation and that 
this transition can be quantified. 
 




Figure 2.10: FUS-ssDNA puncta round up after formation 
A, Punctum rounding was observed in binding experiments performed by transfer of overstretched DNA into 
the protein channel. B, Upon transfer of overstretched DNA into the protein channel (200 nM FUS), puncta 
formed instantaneously. For a big punctum, a shape transition from elongated to point-like was observed. The 
transition was continuous and occurred as material transfer away from the neighbouring stretched ssDNA. Scale 
bar: 4 µm C, Rounding was quantified using the temporal evolution of total peak intensity, the peak width and 
the maximum peak intensity during the binding experiment. 
 
 
We next wanted to study whether the amount of material in puncta influences their tendency to round 
up after formation. For that, all immobile* puncta observed in binding experiments at 200 nM were 
analysed regarding the temporal evolution of maximum intensity, width and total intensity and classified 
according to whether they rounded up or not (*immobile: the punctum did not move after formation, 
meaning that the unpeeling fronts did not change their position on the DNA). Rounding was defined as 
the initial maximum intensity after formation being at least smaller than the final maximum intensity 
(mean over last 20 frames) minus 4 times its standard deviation (during last 20 frames). Puncta that 
according to this criterium did not round up (“non-rounding”) are depicted in grey (7 out of 12), 
rounding puncta in red (5 out of 12). We observed that big puncta in terms of both total intensity and 
width appear to have an increased tendency to round up compared to small puncta (Figure 2.11A). 
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To provide a more general picture of the rounding process, we normalised and averaged the discussed 
quantities for the two groups of puncta (Figure 2.11B). We found that rounding puncta reduce their 
width within approximately 20 s in average to 70 % of their initial width and increase their material 





Figure 2.11: Rounding quantification 
A, Total peak intensity, peak width and maximum peak intensity versus time were plotted for all stationary 
puncta that formed at 200 nM FUS. The traces were colour coded depending on whether rounding was observed 
or not (initial maximum intensity at least smaller than the final max. intensity minus 4 times the standard 
deviation). Bigger puncta have a clear tendency to round up. B, The traces were grouped according to their 
rounding behaviour. For the groups “rounding” and “no rounding”, the average traces were calculated and 
normalised with respect to the final state. At 200 nM, the rounding happens within 20 s after punctum formation. 
Data: mean ± SEM 
 
We next wanted to investigate whether the rounding also depends on the protein concentration. To that 
aim, the same analysis was performed at 100 and 50 nM FUS (Figure 6.3). At 100 nM FUS, condensate 
rounding was detected as well. Similar to the observation at 200nM FUS, larger puncta had a higher 
tendency to round up than smaller puncta. Rounding occurred in terms of a density increase to 120 % 
and width decrease to 85 % within about 30 s.  In general, the ratio of rounding to non-rounding puncta 
was slightly smaller than for 200 nM (30 % vs. 42 %). At 50 nM FUS, rounding could barely be detected. 
1 out of 10 puncta showed the characteristic signature. 
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Taken together, we have analysed the rounding of FUS-ssDNA condensates after formation in binding 
experiments with respect to FUS concentration and condensate size. The tendency to round up was 
increased at higher FUS concentrations and for bigger puncta. Additionally, the rounding typically 




Figure 2.12: Rounding Model 
Potential model for rounding: Overstretching generates free ssDNA protruding from the original DNA strand 
at the unpeeling front. It separates regions of stretched ssDNA and dsDNA. Upon transfer to the protein channel, 
the stretched parts immediately get coated with FUS to an extend set by [FUS]. Also, the FUS-ssDNA punctum 
forms immediately and establishes contact surfaces with the two stretched neighbouring segments. To minimize 
its free energy, the punctum relaxes its shape. As at 200 nM, FUS interaction with stretched ssDNA is less 
favourable than with stretched dsDNA, the punctum reduces its contact surface with stretched ssDNA. 
 
An approach to rationalise this effect might be based on the local environment of the condensates (Figure 
2.12). They form due to rapid recruitment of FUS to relaxed, free ssDNA generated by strand unpeeling. 
Condensates by definition have 3 distinct interfaces: with the surrounding buffer, with stretched ssDNA 
and with stretched dsDNA. Their equilibrium shape is thus governed by the surface tension arising from 
5 interaction parameters: FUS-ssDNA (relaxed), FUS-ssDNA (stretched), FUS-dsDNA (stretched) FUS-
FUS and FUS-buffer. We here want to focus on the surfaces of puncta with stretched ssDNA and dsDNA. 
As discussed in Section 2.2 and shown in Figure 2.6A, the affinity of FUS for stretched ssDNA and 
dsDNA diverges between 50 and 200 nM. While the ratio between the equilibrium line coverages of 
stretched dsDNA and ssDNA is roughly 1 at 50 nM FUS, it increases to 2.8 at 200 nM, strongly favouring 
local interactions between FUS and stretched dsDNA over interactions between FUS and stretched 
ssDNA. This concentration dependent affinity gradient between FUS and different neighbouring DNA 
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segments might thus contribute as a driving force for condensate rounding. However, a more rigorous 
mathematical model might be required to test this hypothesis. In particular, further parameters like the 
interaction pair FUS-buffer, FUS-relaxed ssDNA and FUS-FUS might have to be considered. 
In the context of interaction surfaces, also the size dependence of rounding might be rationalised. Larger 
condensates, in contrast to small ones, have a noteworthy interaction surface with stretched ds and 
ssDNA. We must, however, also consider the fact that especially the observation of smaller condensates 
is restricted by the optical resolution limit of our imaging setup (250 nm), which sets an inherent limit 
to the detectability of shape changes of these objects of this size. 
Taken together, we have found that FUS-ssDNA condensates round up after formation in a size and FUS 
concentration dependent manner. This rounding might be driven by minimisation of surface energy and 
hence another indicator for continuum-like properties of FUS-ssDNA condensates.  
2.5  Protein rich FUS-ssDNA condensates delay DNA dissociation 
 
In Section 2.3, we showed that the external FUS concentration and the number of incorporated 
nucleotides determine the size as well as the composition and thus the material properties of FUS-ssDNA 
condensates. As FUS is known to be a protein involved in the early phases of DNA damage response, we 
wondered whether condensate formation has an impact on the mechanical integrity of DNA. We 
approached this question firstly by studying the ability of FUS to prevent unpeeled DNA fragments from 
falling off the bottom strand during overstretching and secondly by investigating whether FUS helps to 
rescue DNA strands from rupturing during overstretching. 
 
Rescue of dissociating DNA fragments 
 
We have shown that FUS-ssDNA condensates have material properties that depend on the external FUS 
concentration. In the context of FUS based DNA damage response we were wondering if the interaction 
with FUS helps to prevent dissociation of unpeeled ssDNA fragments from falling off their “mother” 
strand and whether this effect depends on the FUS concentration and hence on the material properties 
of the condensates. For that we analysed kymographs of the stepwise overstretching experiments from 
Section 2.3 under the aspect of dissociation of unpeeled fragments (Figure 2.13A). 
The example kymograph for the stepwise overstretching experiment at 5 nM FUS shows unpeeling of 
ssDNA originating from the two ends of the DNA molecule and from two nicks (Figure 2.13B). The 
unpeeling fronts were enriched with FUS. When two fronts met, they subsequently disappeared from the 
field of view. This indicates that the corresponding ssDNA fragment (“top strand fragment”) left the 
“bottom strand” (the complementary ssDNA molecule that is attached to the beads and that is left behind 
by the dissociating fragment). All three ssDNA fragments that formed during overstretching, dissociated 
from the bottom strand over the course of the overstretching experiment. The bottom strand was still 
intact after dissociation of the top strand fragments as can be seen from its dim coverage with FUS. 
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The example kymograph for 100 nM FUS coincidentally shows a similar nicking and unpeeling pattern. 
In this experiment, however, the top strand fragments did not fall off when unpeeling fronts of a fragment 




Figure 2.13: Condensate formation helps to prevent DNA dissociation 
A, To test how FUS-ssDNA condensate formation influences dissociation of DNA fragments during 
overstretching, we performed step-wise overstretching experiments. B, At 5 nM FUS, fragments generated by 
overstretching fall off the bottom strand while at 100 nM FUS, fragments stay attached to the bottom strand. 
Scale bar: 4 µm C, Analysis of the fraction of fragments that fall off vs. the fraction of fragments that stay attached 
(“are rescued”) shows, that only at 5 and 10 nM FUS fragments are able to leave the bottom strand, whole 
condensates formed at higher [FUS] always stay attached. Number of events: 5 nM: 23, 10 nM: 16, 30 nM: 14, 50 
nM: 7, 100 nM: 23, 200 nM: 18. D, Illustration of the fragment rescue process. The concentration dependent FUS 
content of FUS-ssDNA condensates as well as the concentration dependent coverage of stretched ssDNA and 
dsDNA might contribute to fragment rescue. 
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To generate a more general picture regarding the concentration dependence of this rescuing effect, we 
analysed all suitable unpeeling events from all experiments in the concentration range between 5 and 200 
nM and classified them into “fallen off” (a fragment disappeared from the bottom strand when two 
corresponding unpeeling fronts met while the bottom strand stayed intact) and “rescued” (a fragment 
stayed on the bottom strand when two corresponding unpeeling fronts met). We found that only in the 
presence of low FUS concentrations, a considerable fraction of unpeeled fragments fell off the bottom 
strand (Figure 2.13C). While at 5 nM FUS, most fragments fell off (≈ 80 %), the fraction of these events 
was already reduced at 10 nM (≈ 20 %).  At FUS concentrations higher than 10 nM, no fragments fell 
off anymore. 
 
In summary, we observed that condensate formation with FUS can prevent unpeeled ssDNA fragments 
from falling off the bottom strand in overstretching experiments in a concentration dependent manner. 
While at low FUS concentrations (5-10 nM), fragments fall off despite being slightly coated with FUS, 
their dissociation gets prevented at higher concentrations (above 10 nM FUS). This might be 
interpretable in terms of the FUS concentration dependent FUS content of FUS-ssDNA condensates. At 
increased FUS concentrations, the FUS content of condensates is higher and FUS-FUS interactions might 
be facilitated, giving rise to glue-like behaviour.  In contrast, at low FUS concentrations, the FUS content 
of condensates is low, so that protein-protein interactions might not play a significant role (Figure 
2.13D). A second consideration concerns the coverage of stretched ssDNA and dsDNA with FUS. We 
have shown that at low FUS concentrations (≤ 10 nM), stretched ssDNA and dsDNA are barely coated 
with FUS. In order to anchor a FUS coated ssDNA fragment or (FUS-ssDNA condensate) to the bottom 
strand, the condensate either has to interact directly with the bottom strand or with its protein layer. If, 
however, at low FUS concentrations on one hand the protein content of the condensate is low and on 
the other hand the bottom strand is barely coated with FUS, both possibilities to rescue top strand 
dissociation are rather impaired. 
 
DNA rupture delay 
 
We have shown that condensation with FUS can prevent ssDNA fragments from dissociating during 
DNA overstretching. We were thus further wondering whether FUS-ssDNA condensate formation might 
also have an effect on the rupturing behaviour of the entire dsDNA molecule during overstretching. 
dsDNA molecules rupture during overstretching due to unpeeling induced loss of connectivity between 
the two complementary single strands. During enforced overstretching, unpeeling fronts originating 
from nicks in the DNA backbone migrate along the dsDNA molecule and leave ssDNA behind. When 
counterpropagating unpeeling fronts of the two complementary strands meet, the mechanical connection 
is lost and the measured force drops as the tether is broken. We now hypothesized that if the free ssDNA 
at the unpeeling fronts forms condensates with FUS, they might act as sticky ends and prevent or delay 
rupturing. 
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To test this, we induced rupturing of dsDNA molecules by continuously increasing the bead to bead 
distance from 10 to 30 µm at high rates (1 µm/s) and analysed the measured force-distance curves with 
respect to the breaking behaviour (Figure 2.14A).   
In absence of FUS (0 nM), the FEC of example DNA molecule showed a direct break at around 25 µm 
extension: the force dropped from 65 to 0 pN within the sampling time of 2 data points (max. 0.2 s). For 
completeness, we also present the kymograph of this experiment which only shows the autofluorescence 
of the moving beads (Figure 2.14B).   
At 100 nM FUS, the example DNA also broke at around 25 um extension, but the force drop was delayed. 
It occurred over multiple sub-steps. The corresponding kymograph shows that ssDNA-FUS condensates 
emerged at the beginning of the overstretching experiment, originating from a nick and a DNA end. 
Two of them merged during the course of the experiment and subsequently smeared out before the DNA 
molecule finally disappeared from the field of view (the kymograph lacks temporal resolution due to the 
mismatch between highest possible frame rate and the short duration of the experiment caused by the 
fast pulling). 
Taken together, this shows that the interaction with FUS can lead to delayed DNA breaking and that this 
effect might be associated to the formation of FUS-ssDNA condensates. 
 
We next wanted to test if the delay of breaking is related to the composition and amount of material in 
FUS-ssDNA condensates (as anticipated from the kymograph in Figure 2.14B). To that aim, we analysed 
the DNA extension at which a breaking event occurred and whether this was a direct or delayed break.  
This approach was based on the rationale that the “stickiness” of condensates might depend on their size 
and composition in terms of protein/nucleotide ratio. We have shown that the condensate size at a certain 
FUS concentration is set by the number of unpeeled nucleotides and the protein/nucleotide ratio of a 
condensate is set by the external FUS concentration. We anticipated that the extension at which delayed 
breaking events occurred and hence the amount of unpeeled ssDNA required to form sticky condensates 
depends on the FUS concentration. 
At 0 and 1 nM FUS, delayed breaks almost exclusively occurred at extensions of around 30 µm. At these 
extensions, the DNA molecules are considered to be fully overstretched and hence fully converted to 
ssDNA. At 10 and 100 nM FUS, delayed breaking events occurred at significantly lower extensions 
(Figure 2.14C). A proxy for the critical DNA extension above which delayed DNA breaks typically occur 
was found by fitting error functions to the data. approach yielded 29.5 µm for 0/1 nM FUS, 23.5 µm at 
10 nM and 22 µm at 100 nM. As the ratio between dsDNA and ssDNA in an overstretched DNA molecule 
directly depends on its total extension we can convert these critical extensions into the amount of ssDNA 
that is available for FUS-ssDNA condensate formation. These are 48,500 nt at 0/1 nM FUS (as the 
molecules are fully overstretched at this extension), 24,000 and 18,000 for 10 and 100 nM FUS. 
In summary, we have studied the influence of FUS on the breaking behaviour of DNA molecules during 
overstretching. We found that at low/no FUS, DNA molecules showed almost exclusively direct breaks, 
whereas at higher FUS concentrations, a considerable number of delayed breaks occurred. Analysis of 
the extension above which delayed breaks typically occurred showed that in absence of FUS, only fully 
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overstretched molecules (in few instances) showed delayed breaks, while at 10 and 100 nM breaks were 
already delayed for half-way overstretched molecules. That FUS-ssDNA condensate formation might be 
responsible for delaying the breaks is supported by the observation that in kymographs of such delayed 
breaking events typically two ssDNA-FUS condensates merge when a breaking event starts. 
 
 
Figure 2.14: condensate formation influences DNA breaking 
A, To test if FUS-ssDNA condensate formation impacts the breaking behaviour of DNA, we provoked DNA 
breaking by extending it to 30 µm at high rates in presence of different FUS concentrations. B, In the absence of 
FUS, a normal, direct break was observed, while at 100 nM FUS, the break was delayed. This delay was 
accompanied by the merging of two condensates moving towards each other. Scale bar: 4 µm C, Breaks were 
classified into “direct” and “delayed” and the DNA extension at which they occurred was measured. Error 
functions were fitted to the break type vs. extension plots to estimate characteristic extension above which 
typically delayed breaks occurred. This extension is reduced for higher FUS concentration. Number of analysed 
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DNA molecules: 0/1 nM: 96, 10 nM: 29, 100 nM: 29 D, Model: condensates that form on complementary strands 
might be able to merge during enforced overstretching and act as sticky damping element that delays the DNA 
rupture. 
 
We next wanted to test if the delay of breaking is related to the composition and amount of material in 
FUS-ssDNA condensates (as anticipated from the kymograph in Figure 2.14B). To that aim, we analysed 
the DNA extension at which a breaking event occurred and whether this was a direct or delayed break.  
This approach was based on the rationale that the “stickiness” of condensates might depend on their size 
and composition in terms of protein/nucleotide ratio. We have shown that the condensate size at a certain 
FUS concentration is set by the number of unpeeled nucleotides and the protein/nucleotide ratio of a 
condensate is set by the external FUS concentration. We anticipated that the extension at which delayed 
breaking events occurred and hence the amount of unpeeled ssDNA required to form sticky condensates 
depends on the FUS concentration. 
At 0 and 1 nM FUS, delayed breaks almost exclusively occurred at extensions of around 30 µm. At these 
extensions, the DNA molecules are considered to be fully overstretched and hence fully converted to 
ssDNA. At 10 and 100 nM FUS, delayed breaking events occurred at significantly lower extensions 
(Figure 2.14C). A proxy for the critical DNA extension above which delayed DNA breaks typically occur 
was found by fitting error functions to the data. This approach yielded 29.5 µm for 0/1 nM FUS, 23.5 
µm at 10 nM and 22 µm at 100 nM. As the ratio between dsDNA and ssDNA in an overstretched DNA 
molecule directly depends on its total extension, we can convert these critical extensions into the amount 
of ssDNA that is available for FUS-ssDNA condensate formation. These are 48,500 nt at 0/1 nM FUS (as 
the molecules are fully overstretched at this extension), 24,000 at 10 nM and 18,000 at 100 nM FUS. 
 
In summary, we have studied the influence of FUS on the breaking behaviour of DNA molecules during 
overstretching. We found that at low/no FUS, DNA molecules showed almost exclusively direct breaks, 
whereas at higher FUS concentrations, a considerable number of delayed breaks occurred. Analysis of 
the extension above which delayed breaks typically occurred showed that in absence of FUS, only fully 
overstretched molecules (in few instances) showed delayed breaks, while at 10 and 100 nM FUS, breaks 
were already delayed for half-way overstretched molecules. That FUS-ssDNA condensate formation 
might be responsible for delaying the breaks is supported by the observation that in kymographs of such 
delayed breaking events typically two ssDNA-FUS condensates merge when a breaking event starts. 
The working model we propose is based on how DNA molecules are expected to break during an 
overstretching experiment (Figure 2.14D). A dsDNA molecule that has nicks (or other free ends, for 
example at the bead attachment points) in both strands, breaks in an overstretching experiment when 
the continuously progressing unpeeling fronts originating from free ssDNA ends on the two 
complementary strands meet. This leads to a complete loss of mechanical connectivity and thus can be 
measured as an instantaneous drop of the force to 0 pN. In presence of FUS, a delay of this force drop 
might now be caused by the formation of viscoelastic condensates of the unpeeled free ssDNA with FUS. 
These condensates on the two complementary strands might be able to merge when they meet and thus 
act as a viscous damping element for the mechanical disruption. In Section 2.3, we have shown that the 
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size of condensates at a given FUS concentration is determined by the number of incorporated 
nucleotides and that the amount of protein in a condensate for a given number of nucleotides is 
determined by the FUS concentration. Along these lines it seems reasonable that with higher FUS 
concentration, less ssDNA is required to form condensates that allow to delay breaking. This might have 
two reasons. On the one hand, at higher FUS concentrations, bigger condensates already form with less 
incorporated nucleotides. On the other hand, condensates formed at higher FUS concentrations have a 
higher FUS/nucleotide ratio and might hence be stickier. For completeness, it must be noted that of 
course not all ssDNA nucleotides will be present in the two condensates that merge at the breaking site. 
However, statistically speaking, the number nucleotides to form condensates that delay a breaking event 
will be lower at higher FUS concentration. 
 
2.6 FUS forms condensates with relaxed dsDNA  
 
In the previous sections we have shown that on one hand, relaxed ssDNA forms dynamic condensates 
with FUS and on the other hand, FUS homogeneously coats stretched ssDNA and dsDNA. Biomolecular 
condensation has been proposed to be involved in organising chromatin in the nucleus, for example by 
dynamically compacting of dsDNA. Along these lines we used our tweezers setup to probe whether FUS, 
as a model protein, can also form compact condensates with relaxed dsDNA. 
 
Discovery of FUS puncta on relaxed dsDNA 
 
To study if relaxed dsDNA can form dynamic condensates with FUS, we performed two consecutive 
relax-stretch cycles (RSCs). RSCs consisted of relaxation and stretching processes between 7.5 and 15.5 
µm DNA extension, interspaced by waiting periods to observe equilibration of the system (Figure 2.15A) 
We observed that the stretched example DNA molecule got homogeneously coated with FUS upon 
transfer to the protein solution (Figure 2.15B). During the following relaxation, a bright punctum 
emerged on the molecule, flanked by homogeneously coated regions. The punctum grew with decreasing 
extension. During the following waiting period, the punctum kept its size. The whole DNA molecule and 
hence also the punctum fluctuated due to the low tension in this state. During the subsequent stretching 
step, the punctum shrank until it disappeared completely, recovering the homogeneously coated state of 
the DNA. The recovered tension lead to a reduction of the molecular fluctuations. The same observations 
were made during the second RSC. It must, however, be noted that the punctum did not form at the 
precisely same position as during the first relaxation.  
In summary, we have observed that FUS forms single condensates on or with relaxed dsDNA. These 
puncta were reversible in the sense that they were dissolved by DNA stretching and re-formed by 
subsequent relaxation. This indicates that they are highly dynamic structures. 
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Figure 2.15: Interaction of FUS with relaxed dsDNA 
A, To study how FUS interacts with relaxed dsDNA, we performed tweezers based relaxation experiments. They 
consisted of two consecutive relax-stretch cycles (RSCs). Stretched DNA was brought into the buffer channel 
and was subsequently relaxed. After a waiting period, it got stretched again. This sequence was repeated after 
another waiting period. B, Stretched dsDNA got homogeneously coated with FUS. During relaxation, a FUS 
enriched punctum emerged and grew. It shrank again and disappeared during the following stretching procedure. 
The same observation was made during RSC 2. Scale bar: 4 µm 
 
 
We next wanted to study how the formation of these FUS-dsDNA condensates depends on the external 
FUS concentration. For that, we performed the relax-stretch experiment at 30 and 500 nM FUS (Figure 
2.16A). At 30 nM FUS, the DNA initially was homogeneously coated, however to a smaller extend 
compared to 100 nM FUS. This was expected from previous experiments. Upon relaxation, the measured 
intensity on the DNA dropped as the molecule fluctuated more strongly within the imaging plane due 
to the low tension. Subsequent stretching recovered the initial homogeneously coated state. During the 
second RSC, a punctum formed, flanked by homogeneously coated segments. The punctum, just like the 
one at 100 nM, grew with relaxation and reached its final size at the minimum extension. It shrank and 
finally completely disappeared during the following stretching step. 
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Figure 2.16: formation of FUS-dsDNA puncta depends on FUS concentration 
A, At 30 nM, no punctum forms during the RSC 1. The coated DNA becomes invisible due to increased thermal 
fluctuations. In RSC 2, a dynamic punctum forms. At 500 nM FUS, the FUS signal on the DNA is overlapped 
by the high background intensity. Still, in RSC1, 2 puncta form that disappear upon stretching. During RSC2, 
again 2 puncta form (scale bar: 4 µm). B, The occurrence of puncta per DNA molecule was quantified for different 
[FUS] for RSC1 and RSC2. Number of analysed molecules: 30 nM: 47, 100 nM: 54, 500 nM: 24. 
 
At 500 nM FUS, the coating of the stretched part of the DNA was practically undetectable due to the 
high background intensity. However, the formation of puncta in the relaxed configuration could still be 
observed. In contrast to the experiments at lower FUS concentration, now there were two or three puncta 
instead of a single one. These puncta still reached their maximum size in the most relaxed state and 
disappeared when DNA got stretched again.  
Taken together, we had evidence that the tendency of relaxed dsDNA to form dynamic, FUS enriched 
puncta might depend on the FUS concentration. 
 
We thus next aimed to quantify the concentration dependent occurrence of FUS-dsDNA puncta. For 
that, we plotted the number of puncta (as fraction) found on the DNA during the first and second relax-
stretch cycle (Figure 2.16B). At 30 nM FUS, in 70 % of the DNA molecules no punctum was observed 
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during the first relaxation. However, often a smeared region of slightly increased intensity was visible on 
the molecule. During the second relaxation, one punctum formed on most of the molecules. At 100 nM 
FUS, during both, the first and the second relaxation one punctum formed on most DNA molecules. At 
500 nM, typically one or two puncta were observed during the first relaxation and up to 3 during the 
second relaxation. 
In summary, we have observed that reversible FUS enriched puncta form on or with dsDNA when it gets 
relaxed. The number of puncta is low and typically between 1 and 2. The tendency for the formation of 
these puncta appears to depend on the FUS concentration and the “mechanical history” of the system, 
meaning the mechanical perturbations that have been exerted earlier. 
 
Correlating puncta size and mechanics 
 
We have shown that the appearance of FUS enriched puncta on dsDNA molecules is linked to the DNA 
being relaxed. We next wanted to get insights into the structure of these puncta and extract potential 
mechanisms underlying their formation. For that, we related the puncta intensity to the tension on the 
DNA and the slack of relaxed DNA as a proxy for the amount of DNA that is potentially involved in the 
formation of a punctum.  
We tracked the intensity of puncta over the course of the stretch-relax cycles using a peak finding 
algorithm (Figure 2.17A). The position of the found peaks is shown for an example kymograph recorded 
at 100 nM FUS. In agreement with the findings reported earlier, the punctum was detected when the 
DNA was relaxed and disappeared when the DNA was stretched. 
To correlate the punctum size to the mechanical properties of the FUS-DNA system, we plotted the 
punctum intensity, the force and the extension of the molecules for every frame over the course of the 
two relax-stretch cycles (average over 15 molecules, ± STD). As anticipated, the intensity of puncta is 
highest when the extension of the molecules and the force are lowest. Interestingly, the intensity of the 
puncta is in average higher during the first relaxation cycle than during the second. 
Taken together, we have demonstrated that we can track FUS-dsDNA puncta and correlate their intensity 
to their mechanical properties. 
 
We next wanted to generate a more detailed picture of the force range in which FUS-dsDNA puncta 
exist. For that we correlated the intensity of puncta to the force measured in the corresponding frame 
(Figure 2.17B). Starting from a plateau at around 150 a.u. at forces above 2 pN, the punctum intensity 
increased with decreasing force, reaching around 450 a.u. close to 0 pN. In other words, puncta were 
mainly detected at forces below 2 pN. This low-force regime corresponds to a wide range of possible 
DNA extensions, which explains the high standard deviation of the intensity in this region. Occasional 
events detected at higher forces rather represent the background intensity of FUS on the DNA. 
Taken together, we have found that FUS puncta on dsDNA only exist at forces below 2 pN. 
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Figure 2.17: Correlation between punctum size and mechanical properties 
A, The intensity of puncta on relaxed dsDNA was tracked and correlated to the measured force and the extension 
at the corresponding time points. The intensity was highest when the force and the extension were lowest. Data: 
mean ± STD B, Correlation between punctum intensity and force shows that puncta exist at forces below 2 pN. 
C, Correlation between the punctum intensity and the slack of the relaxed DNA shows that the punctum intensity 
increases with the length of potentially incorporated DNA. Data for B, and C,: mean ± STD. Number of analysed 
DNA molecules: 15, number of analysed frames: 2271 
 
That puncta only exist at low forces shows that the DNA has to be loose to allow for puncta formation. 
It is, however, not clear whether the puncta are pure FUS assemblies that form on relaxed DNA or if the 
DNA is an integral part of the condensates and serves as a scaffold. To clarify this aspect, we plotted the 
intensity of tracked puncta vs. the slack of the relaxed DNA (Figure 2.17C). The DNA slack is defined 
as the difference between the contour length of lambda phage DNA (16.5 µm) and the actually measured 
extension of the DNA molecule. It serves as a proxy for the length of DNA that might potentially be 
incorporated into the FUS-dsDNA condensates.  
We found that the intensity of puncta increased almost linearly with the DNA slack from the background 
level of around 150 a.u. at 1 um to around 400 a.u. at around 9 µm slack. This indicates that the size of 
condensates grows with the amount of loose DNA available for condensate formation. This, in turn, 
speaks in favour of puncta being a composite of FUS and dsDNA rather than pure FUS puncta sitting 
on the DNA.  
In summary, by tracking the intensity of FUS enriched puncta on relaxed dsDNA and relating their 
intensity to the mechanical properties of the system we were able to extract their potential structure. 
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Puncta exist typically at forces below 2 pN and their intensity increases with the DNA. We hence propose 
that these puncta are composites of FUS and coiled up DNA, rather than pure FUS structures that sit on 
the DNA. They seem to are formed due to weak and/or transient interactions which might be protein-
protein interactions (Figure 2.18). 
 
 
Figure 2.18: Model for FUS-dsDNA puncta 
FUS coats dsDNA. Relaxation of the DNA generates slack that allows the formation of a compact punctum, 
potentially mediated by interactions between FUS molecules bound to the DNA. These interactions might be 
very weak as they cannot stabilize puncta against forces above 2 pN. The relaxation of DNA might additionally 
allow FUS to occupy a strongly DNA bound state that leads to DNA shortening. This state might be associated 
to the ability of the system to form a punctum. 
 
Force-extension curves of FUS coated dsDNA 
 
We have shown that FUS-dsDNA puncta only exist on relaxed DNA. We have, however, noticed that 
the interaction with FUS also alters the DNA mechanics at higher forces. Thus, we next wanted to 
systematically analyse the impact of FUS on the DNA mechanics. For that, we plotted FECs of DNA 
during the two consecutive RSCs and a subsequent overstretching process in presence of 100 nM FUS. 
Additionally, we analysed the force-time traces during the waiting periods in the stretched and relaxed 
configuration. For comparison, we plotted the FEC of a DNA molecule in absence of FUS (Figure 2.19). 
We found that during the first relaxation process, the FEC of DNA in presence of FUS resembled the 
curve of naked DNA, despite ending up at a slightly increased force in the completely relaxed 
configuration (≈ 0.5 pN instead of 0 pN). During the following waiting phase, the force increased by 
about 0.2 pN, indicative for a process that builds up tension on the relaxed molecule. The FEC of the 
following stretching process again deviated from the FEC of stretching naked dsDNA. Higher forces 
were required to extend the molecules to 15.5 um, the curve lay above the one of naked DNA. Thus, the 
molecules appeared to be shortened. During the subsequent waiting process in the extended 
configuration, the force dropped by about 2 pN, indicative for a process that released built-up tension 
from the molecule. Accordingly, the following relaxation FEC lay below the previous stretching FEC but 
above the first relaxation FEC. In the waiting phase after the second relaxation, again a force gain by 
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about 0.25 pN could be observed, indicative for a tension generating process happening in the relaxed 
configuration. The last step of the experiment consisted the measurement of full FECs by stretching the 
molecules until they broke. The final FEC confirmed the observation of continuous shortening of DNA 
when undergoing repeated stretch-relax cycles in the presence of FUS. The corresponding FEC clearly 
lay above the FEC of the first stretching process. The contour length of the molecules during this final 
overstretching was in average reduced by 6 % (from 16.5 to 15.5 µm) compared to the naked DNA. 
In summary, the mechanical properties of DNA in presence of 100 nM FUS during two consecutive 
RSCs were characterised by three features: 1) The molecules got shortened. The shortening increased 
with the number of RSCs. 2) In the relaxed configuration (short end-to-end distance) a process generated 
additional tension. 3) In the extended configuration (high end-to-end distance) a process released part 
of the built-up tension. 
 
 
Figure 2.19: Force-extension analysis of DNA in presence of FUS 
FECs and force-time traces (insets) of the two RSCs were plotted. A force gain is observed in the relaxed 
configuration and a force drop in the stretched configuration, indicative for dynamic rearrangement processes. 
The DNA get shortened with consecutive mechanical perturbations. Number of analysed DNA molecules: 22, 
data: mean ± SEM 
 
That in the relaxed configuration additional tension builds up over time might be explained by DNA 
being pulled into the condensate. However, the DNA molecule appears shortened even at high forces 
(up to 50 pN) and this shortening increases with the number of relax-stretch cycles. This cannot be 
explained by the puncta alone, as they firstly dissolve at forces above 2 pN and secondly this shortening 
is also observed for DNA molecules on which no puncta were observed during relaxation (data not 
shown here). 
A possible explanation for the DNA shortening might be that relaxation of the DNA brings it into a local 
conformation that allows a certain fraction of FUS molecules to bind tightly and stably to the DNA. This 
process could potentially generate kinks or bridges between neighbouring DNA segments. In line with 
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this, the force drop observed when the DNA was held at higher tension could be attributed to the 
dissociation of a part of the tightly bound FUS fraction or breaking of bridges. 
An additional aspect of this hypothesis is that such a fraction of tightly bound protein molecules might 
actually be the anchoring layer that enable the formation of the actual FUS-dsDNA condensates. Failure 
of the establishment of this initial layer might then be linked to a reduced ability of a DNA molecule to 
form a condensate with FUS. Such behaviour is for example observed at lower FUS concentration (30 
nM) where often during the first stretch-relax cycle no punctum forms and sometimes not even in the 
second round.  
Taken together, we have shown that the interaction with FUS dynamically compacts dsDNA. This 
compaction might be on one hand related to the formation of dynamic FUS-dsDNA condensates and 
on the other hand involve stable FUS-DNA interaction modes. 
 
 
FUS-dsDNA condensates might be associated to DNA damage sites 
 
We have shown that FUS-ssDNA condensates form when dsDNA gets relaxed in presence of FUS. 
Typically, there are a few, mostly only one condensate per DNA molecule. What determines the location 
of condensate formation along the DNA molecule is, however, entirely unclear. As FUS puncta are 
observed to form at DNA damage sites in vivo, we speculated whether the location of condensate 
formation is related to nicking sites.  
In order to correlate the position of FUS-dsDNA puncta with DNA nicks, we firstly performed 2 RSCs 
to determine the location of the condensate and secondly overstretched the DNA molecules to infer the 
position of nicking sites (Figure 2.20A). As shown in earlier sections, the location of nicks in the 
phosphate backbone of DNA can be tracked using the ssDNA unpeeling fronts marked by FUS. 
In the kymograph of the first example DNA molecule, the formation and dissolution of a condensate 
depending on the stretch-status of the DNA can be observed. When the condensate dissolves again 
during the final overstretching, it leaves behind a dim trace. (Figure 2.20B). This trace helps to track its 
original position on the DNA. It directly leads to the position from where unpeeling fronts emerge during 
overstretching.  
In the kymograph of the second example molecule, again the formation and dissolution of one 
condensate can be observed. In this case, unpeeling from two locations occurred during overstretching, 
indicative for at least two nicks in the DNA backbones. The FUS-dsDNA punctum did not leave a 
detectable trace behind after dissolution, so that a direct connection between condensate and unpeeling 
cannot be made. However, the left punctum seems to be too far away from the original position of the 
condensate to be associated to its position. For the right punctum, a connection to a nicking site is 
possible, but cannot be proven. 
Taken together, we have found evidence that nicks in the DNA backbone might help to nucleate the 
formation of condensates of relaxed dsDNA and FUS. 
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Figure 2.20: FUS-dsDNA condensate-nick correlation 
A, To estimate whether FUS-dsDNA condensates are nucleated at DNA nicks, we performed 2 RSCs with 
subsequent overstretching. This would allow to correlate the position of a formed condensates to the origin of 
unpeeling fronts and hence the position of nicks. B, In Example 1, the punctum seems to be formed at the origin 
of the unpeeling fronts. In Example 2, no clear correlation between the position of nicks and the dsDNA-FUS 
punctum can be inferred. Scale bar: 4 µm. C, statistical assessment of the potential correlation between nicks and 
formed dsDNA-FUS puncta. Total number of analysed condensates (left side): 30 nM: 49, 100 nM: 56, 500 nM: 
41. Total number of analysed unpeeling events (right side): 30 nM: 49, 100 nM: 76, 500 nM: 13 
 
To show a more comprehensive picture of this process, we analysed the whole data set recorded at 30, 
100 and 500 nM FUS under two aspects (Figure 2.20C). 1) Is a condensate that was observed on the 
DNA indeed the origin of unpeeling events? This can be answered with “Yes” in a case like in “Example 
1”, with “No” for the left unpeeling event in “Example 2” and “Unclear” for the right unpeeling event in 
“Example 2”. It turns out that at 30 and 100 nM FUS, the position of condensates could in ≈ 30 % of the 
cases clearly be identified as close to the origin of unpeeling. In about 50-60 % of the cases, the position 
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of condensate formation and unpeeling were clearly not related and in about 10-20 % it was rather 
unclear. Evaluation at 500 nM was challenging as the high background intensity of FUS did not allow 
for sufficient tracking of puncta and unpeeling fronts. We did not observe events where condensates 
could clearly be identified as coinciding with unpeeling. In 30 % of the cases it was unclear and in 70 % 
of the cases unpeeling appeared unrelated to the position of condensates. 
In summary, not all, but some FUS-dsDNA condensates seem to form at nicks. 
 
As we have observed that not all unpeeling events also originate from condensates, the other aspect under 
which we analysed the data was 2) Where does unpeeling start from? This aimed towards tackling the 
condensate/nick problem from the perspective of the nicks. At 30 and 100 nM FUS, 20-30 % of the 
unpeeling events appeared to start from the position of FUS-dsDNA condensates, while in around 10 % 
of the cases it was unclear. At both concentrations, around 70 % of the unpeeling events appeared to 
start from sites on the DNA that were far away from the position of FUS-dsDNA condensates (“other 
site”). At 500 nM, exactly happens is unclear due to the high background intensity. 
Taken together, we found that some, but not all unpeeling events start from FUS-dsDNA condensates. 
 
To sum up both perspectives, we studied whether the nucleation of condensates happens at DNA nicking 
sites by relating the position of condensates to the origins of unpeeling events during overstretching. Due 
to a lack of a reliable markers for nicks we used spatial proximity and traces that condensates left behind 
after dissociation to relate condensates to nicks. 
Using this method, we found that at 30 and 100 nM FUS, around 30 % of FUS-dsDNA condensates 
(possibly) were located at positions from which subsequently unpeeling event would start. At these 
concentrations, also around 30 % of the unpeeling events started from locations at which condensates 
were sitting. 
Although not all condensates seem to form at locations that have nicks and not all nicks nucleate 
condensates, the correlation seems to be too strong to be random. Two aspects might be added to this. 
Firstly, our method for estimating the spatial correlation between condensates and unpeeling sites solely 
took the position of residual condensate intensity in a quite stretched DNA state into account. This 
residual intensity trace might not necessarily be the nucleation point, but could also result from the 
formation of a random aggregate-like FUS state while it is condensed. In the previous section we have 
shown that in the fully relaxed DNA state (7.5 µm extension) potentially more than 50 % (9 µm) of the 
DNA molecule are incorporated into the condensate. Thus, the nucleation could potentially have 
occurred along a far longer stretch of DNA. Using this method, we hence likely underestimate the 
correlation between nicks and condensate formation. Secondly, also other inhomogeneities along the 
DNA sequence might be nucleation sites for the formation of FUS-dsDNA condensates. If nicking sites 
are nucleation sites, they might as well be only one among many other kinds.  
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2.7 Summary, discussion and outlook 
 
FUS is essential for a wide range of aspects of the nucleic acid metabolism. It is able to form dynamic 
BCs in vitro21,62. In vivo, however, FUS BC formation seems to depend on scaffolding by nucleic acids or 
nucleic acid like molecules34,62. How the interactions between their fundamental building blocks give rise 
to the characteristic dynamic material properties of protein-nucleic acid condensates is largely unclear. 
We used optical tweezers-based manipulation of single DNA molecules combined with confocal 
fluorescence microscopy to investigate how the interactions between FUS and DNA lead to the formation 
of dynamic condensates. 
 
We first used our assay to study the general phenomenology of FUS-DNA interactions. We found that 
FUS binds DNA dynamically and could not detect sequence specificity. FUS homogeneously coats 
stretched ssDNA and dsDNA and forms dynamic condensates with relaxed ssDNA. We observed that 
the interaction of FUS with these different DNA subtypes is reversible and concentration dependent. 
These findings agree with reports that attributed FUS-nucleic acid interactions to multivalent, 
promiscuous and electrostatic interactions, probably mediated by the positively charged RGG repeats in 
the nucleic acid binding domain34,47,48  
Taken together, FUS-DNA interactions are highly dynamic and show little specificity. 
 
We next wanted to elucidate the mechanism underlying the formation of dynamic FUS-DNA 
condensates. For that, we combined measurements of the equilibrium FUS coverage of DNA with kinetic 
information. 
We found that stretched ssDNA and dsDNA and relaxed ssDNA get covered by FUS in a concentration 
dependent manner. The amount of FUS bound per subunit increases steadily with increasing FUS 
concentration until it saturates. The saturation FUS concentrations slightly differ for the different DNA 
subtypes and lie in the range of tens of nM. Also, the saturation FUS coverage per subunit shows slight 
differences between the different DNA subtypes. Further, we could show that for a wide range of FUS 
concentrations, the size of FUS-ssDNA condensates linearly scales with the number of incorporated 
nucleotides. Additionally, upon removal of the underlying ssDNA, the condensates dissolved. This 
demonstrates that the DNA is required as a scaffold for condensation and that FUS cannot maintain a 
self-sustained condensed state under the tested conditions. 
Taken together, the equilibrium binding properties indicate a Langmuir-like binding mechanism that 
underlies not only the interaction of FUS with stretched ssDNA and dsDNA, but also the formation of 
condensates of FUS with relaxed ssDNA. This model assumes that a lattice (the corresponding ssDNA 
molecule) gets filled with ligands (FUS molecules) to an extend that is governed by the ligand 
concentration108. Once the lattice sites are fully occupied, no more binding can occur. The lattice is 
saturated. It must be noted that this model excludes noteworthy cooperative interactions between the 
ligands and hence opposes the idea that protein-protein interactions drive condensate formation in our 
example system. 
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Next, in the context of the kinetic properties, we analysed on and off-rates of FUS-DNA interaction. We 
found that binding of FUS to the different DNA subtypes is rapid and concentration dependent. We 
further demonstrated that the unbinding of FUS from DNA occurs on multiple time scales, indicative 
for multiple relevant interaction types. At low FUS concentrations, probably only one process (slow, 
hundreds of seconds) is involved, whereas at elevated FUS concentrations, at least two different kinds of 
interactions (one in the order of seconds and one in the order of hundreds of seconds) seem to play a 
role. The observation of two unbinding time scales might either be attributed to different binding modes 
of FUS to DNA (strong and weak) or the presence of secondary binding mechanisms additional to FUS-
DNA interactions, for example FUS-FUS interactions.  
In the first model, the interactions of FUS with different sites on the DNA or the interaction with DNA 
via different parts of the protein could play role. FUS has several domains that might contribute to nucleic 
acid binding, including the RGG domains, the RRM or the ZnF motif47. Different interaction time scales 
observed at different FUS concentrations could emerge from the potentially wide range of the nucleic-
acid affinities of these different kinds of domains. Different FUS-DNA interaction modes might also help 
to explain differences in the saturation concentration and the saturation coverage of different DNA 
subtypes. 
The second proposed model could involve the formation of a structure based on stable binding of FUS 
to DNA (slow unbinding time scale) and transient protein-protein interactions (fast unbinding time 
scale) that give rise to something like a second layer on top of an initial protein-DNA core.  
 
Summarising the equilibrium and kinetic properties of FUS-DNA interactions, we have obtained 
fundamental insights into the potential mechanism underlying the formation of FUS-DNA condensates. 
We propose that the formation of dynamic condensates is dominated by the direct interaction between 
FUS and DNA. DNA acts as a scaffold that recruits FUS. This recruitment seems to be achieved primarily 
by a dominant FUS-DNA interaction component and a secondary, potentially weak and transient 
component. The recruitment of FUS to the DNA scaffold leads to a local increase of FUS density and 
hence might allow for the establishment of potentially weak, transient and promiscuous interactions 
between the FUS molecules. Although they apparently do not help to recruit FUS from solution onto the 
DNA, they might get enabled once FUS molecules are confined in close proximity on the DNA. In case 
of a flexible, relaxed DNA substrate, the system will adopt a compacted conformation that can be 
considered to be a condensate. 
 
So far, we have demonstrated how scaffolding by nucleic acids might give rise to the formation of FUS-
ssDNA condensates. However, whether these condensates have the dynamic material properties that are 
thought to be typical for membrane-less compartments, needs to be demonstrated. Such properties would 
for example be dynamic turnover of constituents, reversible assembly or viscoelastic material properties, 
for example in terms of deformability upon external mechanical perturbations1. Thus, we next want to 
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summarise properties of FUS- condensates that are reminiscent of dynamic membrane-less 
compartments.  
Firstly, FUS-ssDNA condensate formation is reversible. They dissolve and form again in buffer exchange 
experiments (hence in response to alterations of the protein concentration) and upon removal and 
subsequent provision of ssDNA substrate. The first observation demonstrates that these condensates 
exchange molecules with their environment and the second observation once more manifests that the 
condensation is generally governed by the underlying scaffold. 
Secondly, the condensates have concentration dependent material properties that are reminiscent of 
viscoelastic droplets. They round up after formation in binding experiments, probably depending on 
their composition and their interaction with the environment. In step-wise overstretching experiments, 
they show shape deformations and relaxations upon mechanical perturbations. 
Thirdly, the condensates exhibit sticky behaviour, reminiscent of a molecular glue. Formation of 
condensates with FUS prevents ssDNA fragments from dissociating from their bottom strand. A similar 
effect might delays breaking of overstretched DNA. 
 
Taken together, these findings suggest that FUS-ssDNA condensates formed by Langmuir-like 
scaffolding mechanism can indeed exhibit a set of properties reminiscent of typical dynamic membrane-
less compartments. We propose that the recruitment of FUS to ssDNA is the basis for condensate 
formation as this process generates the increased local protein density required for weak protein-protein 
interactions to come into action. Once enabled, protein-protein generates transient and potentially weak 
internal connectivity that is macroscopically detected as continuum-like behaviour. 
This model supports findings from other studies that suggested that indeed interactions between proteins 
and nucleic acids or nucleic acid-like molecules are a driving force for the formation of membrane-less 
compartments12,31,34,109. We further want to note that nucleic acids (at least in the system we studied here) 
have the function of scaffolds rather than nucleators. Nucleation describes a process in which the 
formation of a structure has to be initiated by a nucleator, while, once formed, it will be stable even after 
removal of the nucleator. This is not the case for the FUS-ssDNA condensates we studied. They dissolve 
upon removal of the underlying ssDNA and are hence not self-sustained. 
 
Whether scaffolding by nucleic acids is indeed a mechanism relevant for the formation of membrane-
less compartments needs to be verified in further studies. However, we want to mention that this 
mechanism does not only seem to underlie the formation of FUS condensates with ssDNA, but also with 
dsDNA. 
We observed that at 100 nM FUS, FUS-enriched puncta appeared on relaxed dsDNA. These puncta were 
only present at forces below 2 pN and their size increased with the amount of provided DNA slack. The 
formation of these condensates was reversible by removal and subsequent provision of DNA substrate. 
Further, their formation appeared to depend on the FUS concentration and hence on the coverage of 
DNA with FUS. Together, these features suggest that also the formation of these condensates is 
fundamentally driven by FUS-DNA interactions. They locally increase the FUS density, hence allow for 
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potentially weak and transient FUS-FUS interactions and by that support compaction of the relaxed 
substrate. At this point we want to note that the formation of FUS-DNA condensates not only depends 
on the extend of FUS coverage of DNA and hence the available FUS-FUS contacts, but also on the local 
flexibility of DNA. The persistence length of ssDNA is about 3 nm, meaning that it will form a coiled 
structure with FUS even without supportive interactions110. The persistence length of dsDNA is about 50 
nm and hence makes it harder to form a compacted structure111. 
Taken together, we have demonstrated the interplay of nucleic acid-based scaffolding and FUS-FUS 
interaction allows to form dynamic condensates of FUS with ssDNA and dsDNA. 
 
 
Figure 2.21: FUS-nucleic acid condensation based on scaffolding 
Condensation of FUS with relaxed DNA and potentially other nucleic acids and nucleic acid-like molecules 
appears to be governed by FUS-nucleic acid interactions. Nucleic acids seem to act as a scaffold that recruits and 
concentrates FUS in a [FUS] dependent manner. The in this way achieved spatial proximity and confinement 
allows FUS-FUS interactions (probably mediated by LCDs) to come into effect and compact a relaxed DNA 
substrate. Thus, a condensate is formed. The amount of FUS on the scaffold determines how many (promiscuous) 
interactions between FUS molecules can be established and hence regulates the material properties of the 
condensate 
 
To further elucidate the actual role of FUS-FUS interaction in the formation and material properties of 
FUS-DNA condensates, our future work will address perturbations of the FUS-FUS interactions. The 
low complexity domain (LCD) has been shown to be responsible for FUS self-interaction. We will 
investigate whether truncation of the LCD will alter the FUS-DNA interactions. We anticipate that 
condensates formed with ∆LCD FUS do not show creeping-like motion in step-wise overstretching 
experiments, exhibit at least reduced rounding potential and do not interfere with DNA fragment 
dissociation and DNA rupturing. Also, ∆LCD FUS should not form condensates with relaxed dsDNA. 
Further, truncation of the LCD might also help to understand if the secondary interaction mode observed 
during unbinding experiments is a FUS-FUS interaction mode or another, however weak, FUS-DNA 
interaction mode. 
 
FUS is a key protein in nucleic acid metabolism. Our findings thus might shed light on various 
physiological processes that involve FUS-nucleic acid condensates and potentially protein-nucleic acid 
condensates in general.  
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We first want to discuss the impact of our work in the context of DNA damage response. FUS assembles 
in condensates at DNA damage sites scaffolded by the nucleic acid-like polymer PAR34,62. Similar to 
ssDNA, PAR might act as a scaffold that helps to recruit FUS to form dynamic condensates at sites of 
DNA damage. We have shown that at a given FUS concentration, the size of a FUS-ssDNA condensate 
is solely determined by the amount of incorporated ssDNA. Hence, the amount of produced PAR might 
allow to precisely control the size of the corresponding DNA repair compartment.  
Further, rapid compartment assembly might be key in the response to immediate DNA damage. We 
have shown that the formation of FUS-ssDNA condensates upon transfer of overstretched DNA into the 
FUS solution happens on sub-second time scales at concentrations above 30 nM. Nuclear FUS 
concentrations are in the µM regime43. Translated to the DNA damage response this means that as soon 
as the PAR polymer is produced, the repair compartment can form.  
Prevention or delay of mechanical disruption is necessary in response to immediate DNA damage. We 
showed that condensate formation with FUS helps to prevent or delay mechanical disruption of nucleic 
acid structures. This highlights that rapidly formed repair compartments could also have a plaster or 
glue-like function. 
FUS can not only form condensates with single stranded nucleic acids, but also with dsDNA. Together 
with the observation that FUS-dsDNA condensate formation might potentially be nucleated by DNA 
nicks, this poses the attractive possibility that damaged dsDNA gets dynamically compacted into separate 
repair compartments that, as FUS-dsDNA condensates have been shown to be very force sensitive, can 
also be mechanically dissociated on demand. Such dynamic repair compartments could help to 
concentrate damaged DNA and thus optimise downstream repair pathways, as proposed by Singatulina 
et al.59.  
Lastly, we want to refer to nucleic acid-based scaffolding of BCs in general. The majority of BCs observed 
in vivo contains potential scaffolding elements. This can be nucleic acids or cytoskeletal filaments. 
Compared to other formation mechanisms, like for example liquid-liquid phase separation (LLPS), 
scaffolding based assembly of condensates provides a set of appealing properties. Firstly, the size of 
condensates can be controlled precisely by the size of the scaffold, like the amount of PAR polymers at 
DNA damage sites or the amount of RNA in other organelles. Costly control of the protein levels is not 
required for that mechanism. Secondly, if the stability of the condensate is determined by the availability 
of the scaffold, condensate disassembly will instantaneously follow from dissociation of the scaffolding 
polymer. Example mechanisms might be based on RNAse31,43 or PARG34,62. Thirdly, if condensate 
formation can only happen in presence of the scaffolding element, also unwanted or spontaneous 
condensation or even aggregation are less likely. 
 
Taken together, from a mechanistic point of view, we have demonstrated that scaffolding by nucleic acids 
or nucleic acid-like molecules is a powerful model to understand various aspects of the intracellular 
organisation based on biomolecular condensation.  
From a methodological perspective, we assume that our assay based on mechanical micromanipulation 
and fluorescence imaging has a wide range of applications for the investigation of protein-nucleic acid 
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condensates. We anticipate that it can in principle be used to study the interaction and potential 
condensation of any nucleic acid binding protein associated to biomolecular condensation. This ranges 
from RNA binding proteins like PGL-3 or other P-granule proteins over single stranded DNA binding 
proteins to proteins involved in the organisation of dsDNA. 
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3 Condensate formation of DNA and HP1 leads to dynamic DNA compaction 
 
HP1 is a key chromatin organising factor and in particular associated to the formation of compacted, 
transcriptionally silent heterochromatin domains. The Drosophila paralog HP1a recently has been shown 
to form biomolecular condensates in vitro. Using DNA curtain assays, the human HP1a has been shown 
to dynamically compact DNA based on biomolecular condensation. A detailed biophysical description 
of how HP1 based condensation of DNA helps to generate compact and yet dynamic, accessible 
heterochromatin domains is still missing, though. In order to contribute to understanding the material 
properties of compacted heterochromatin-like domains on a fundamental level, we performed optical 
tweezers-based measurements of the mechanical properties of single DNA molecules in presence of 
HP1a (called HP1 throughout this chapter). All experiments were carried out using terminally 
biotinylated lambda phage DNA immobilised on optically trapped streptavidin coated beads as a probe. 
Measurements were performed inside a microfluidics chip that allowed for rapid buffer exchange 
procedures. Details on the experimental set-up can be found in Section 5.2. 
 
 
3.1 HP1a binds to DNA and compacts it dynamically 
 
We first wanted to test if the interaction with HP1 influences the mechanical properties of DNA. For 
that, we performed Stretch-Relay Cycles (SRCs) with DNA in presence of HP1. SRCs were carried out 
in the following way: we first moved a tethered DNA molecule into a 2 µM HP1 solution where we 
initially incubated the relaxed molecule with protein in presence of a slight buffer flow. The actual 
measurement then consisted of 4 steps: 1) stretching of DNA up to a force of 30 pN, 2) waiting in this 
stretched state for 10 s, 3) relaxation back to 5.5 um tether extension, 4) waiting in this relaxed state for 
10 s. We then analysed the Force-Extension Curves (FECs) of the stretching and the relaxation process 
and the change of force over time (Force-Time Traces, FTTs) during the waiting periods in the stretched 
and relaxed state. 
We found that the mechanical properties of the example DNA molecule differed from the mechanical 
properties of DNA in plain buffer. The FEC of the DNA molecule getting stretched in presence of HP1 
clearly deviated from the FEC of a naked DNA molecule (Figure 3.1B). It lay above the latter and despite 
being globally rather smooth, it locally showed small bumps and tooth-like signatures. The measured 
extension of the DNA molecule in presence of HP1 at 15 pN was 15.05 um compared to 16.25 µm in 
plain buffer. While waiting in the stretched state, the force dropped by about 6 pN until it stabilised. 
DNA in absence of the protein generally does not show a force drop in this state. Notably, the force of 
the DNA in presence of HP1 did not drop onto the FEC of naked DNA within experimentally accessible 
time scales. The FEC measured for the relaxation of DNA in presence of HP1 still deviated from the FEC 
of plain DNA. It lay above it, but still was very smooth. Once the relaxed position was reached and the 
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waiting period had started, the force on the molecule started to increase again by 0.2 pN over 10 s until 
it appeared to level off. Plain DNA in this state does not show this force gain. 
 
 
Figure 3.1: Optical tweezers experiment to measure HP1-DNA interaction 
A, the interaction between HP1 and DNA was studied using optical tweezers. Terminally biotinylated lambda 
phage DNA was bound to polystyrene beads that were optically trapped and allowed for DNA micro 
manipulation and force measurements. The assay was performed in a microfluidics chamber. The experiment 
was set up by firstly trapping beads, secondly catching a DNA molecule and thirdly testing it for singularity. The 
DNA was then transferred to the protein channel, where its mechanical properties in presence of HP1 were 
studied in consecutive stretch-relax cycles (SRCs). SRCs consisted of the sequence (1) stretching, (2) waiting, (3) 
relaxation, (4) waiting. Subsequently, the DNA could be transferred to a channel containing a different buffer to 
test its impact on the DNA-HP1 system properties. B, The FECs of DNA in presence of 2 µM HP1 (grey line) 
lay above the FEC of DNA in plain buffer (dashed black line), indicative for HP1 induced compaction of DNA. 
While waiting in the stretched configuration, the force dropped and while waiting in the relaxed configuration, 
the force increased, indicative for dynamic rearrangements in the system. Plotted are the original signals (1 kHz) 
and the averaged signals (moving average over 50 data points). 
 
 
In summary, the interaction with HP1 changed the mechanical properties of the DNA molecule and gave 
rise to increased dynamics. The FEC of DNA in presence of HP1 showed a shortening of the contour 
length of the molecule by 7 %. Bumps and tooth-like signatures in the stretching FEC were indicative for 
the breaking of interactions that were responsible for this shortening. The force drop while waiting in 
the extended configuration was indicative for a process that released the tension that had built up during 
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the stretching. Hence, this signature was potentially also related to disruption of interactions that 
contributed to the shortening of the DNA. The force gain in the relaxed state was indicative for a process 
that generated tension on the relaxed molecule. Such a process could for example involve the formation 
of new interactions that tend to shorten the DNA and generally hints towards a dynamic reorganisation 
of HP1 on the DNA. 
Taken together, we have observed that the exposure to HP1 gives rise to dynamic DNA compaction. 
 
 
DNA-HP1 interaction during consecutive stretch-relax cycles 
 
We next wanted to study the impact of repetitive stretch-relax cycles and the continued exposure of the 
DNA to HP1 on the mechanics of the HP1 coated DNA. To that aim, we performed three consecutive 
stretch-relax cycles (Figure 3.2A).  
We found that the mechanical properties of DNA in presence of HP1 evolve with consecutive stretch-
relax cycles. 
The FECs for the stretching steps of the three consecutive stretch-relax cycles of the example DNA 
molecule all lay above each other, indicating that the shortening of the DNA increased with the number 
of applied stretch-relax cycles (Figure 3.2B). The curves were generally smooth, with some minor tooth-
like features. During the waiting in the extended configuration, the force dropped by 5-10 pN within 
10 s. The FECs during relaxation were mostly smooth, but for all three cycles lay above the FEC of plain 
DNA, indicative for maintained shortening. During the waiting step in the relaxed state, the force 
increased by 0.2-0.4 pN. 
In order to confirm these observations, we calculated averaged FECs and force-time traces for a data set 
of N=18 DNA molecules exposed to HP1 during the three stretch-relax cycles (Figure 3.2C). This data 
showed a similar trend. The FECs of consecutive stretch-relax cycles lay above each other, showing that 
the DNA gets increasingly shortened with successive mechanical perturbations in presence of HP1. The 
force drop in the extended state was similar for the different stretch-relax cycles (around -7 to -8 pN). 
The FECs measured during the relaxation of the DNA also clearly lay above the FEC of plain DNA. The 
force gain while waiting in the relaxed state was again similar for the cycles (around 0.25 pN). 
To further quantify the observed DNA shortening, we measured the extension of DNA during the 
stretching process at a force of 15 pN (Figure 3.5). This characteristic extension decreased over the three 
SRCs in presence of HP1 from 15 (± 0.3) to 14 (± 0.5) µm. To also quantify the extend of hysteresis 
during stretch-relax cycles, we calculated the area enclosed by the FEC for stretching and relaxation. This 
area increased over the three SRCs in presence of HP1 from 32.6 (± 6) to 50 (± 6.7) pN·µm. A summary 
of theses parameters for all experiments presented in this chapter can be found in Figure 3.5. 
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Figure 3.2: HP1-DNA interaction over multiple stretch-relax cycles 
A, To test the influence of mechanical perturbations and continued exposure to HP1 on the mechanical 
properties of DNA, we performed 3 consecutive SRCs of DNA in presence of 2 µM HP1. B, FECs and force-
time traces show an increased compaction of DNA over multiple SRCs, while the dynamic properties are kept. 
C, The trend observed for the example molecule is confirmed by the averaged data of 18 individual molecules 
(Mean ± SEM). 
 
Taken together, we studied how the mechanical properties of DNA in presence of HP1 evolve over 
repetitive stretch-relax cycles by analysing FECs and force-time traces. We found that the DNA 
shortening increased (characteristic length of DNA decreased) with the number of SRCs. An additional 
tension was built up while waiting in the relaxed state and tension got released while waiting in the 
stretched state, leading to hysteresis within individual stretch-relax cycles. This hysteresis increased over 
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the number of SRCs. One working hypothesis based on these observations is that the DNA is coated by 
a dynamic, contractile HP1 layer. Such a layer would have a certain time scale of internal molecular 
rearrangements in response to external mechanical perturbations mediated by the underlying DNA. 
Along these lines, we interpret the force drop in the stretched state in the way that the DNA gets stretched 
faster than the associated viscoelastic-like protein layer can follow. Hence, an additional tension builds 
up during stretching that then gets released during the waiting process. The force gain in the relaxed 
state might be attributed to the protein layer’s tendency to maximise its interaction surface with DNA. 
Hence, the relaxed DNA gets pulled into the layer. The kinetics of this process would also be governed 
by the time scale of internal rearrangements inside the protein layer.  
Taken together, we found that DNA gets dynamically compacted when exposed to HP1 and that this 
compaction gets enforced with consecutive SRCs in presence of HP1. 
 
 
3.2 HP1a/DNA condensates are stable against protein depletion 
 
We next aimed to investigate to which extend the dynamic properties of HP1-DNA condensates are on 
one hand related to internal rearrangements of molecules and on the other hand caused by protein 
binding and unbinding to and from condensates. To that aim we carried out a buffer exchange 
experiment (Figure 3.3A). We first performed three subsequent stretch-relax cycles in presence of HP1 
and then moved the DNA to a channel of the microfluidics chip containing a buffer with the same ionic 
strength, but without protein (called low salt buffer or short: buffer). There, we again performed three 
consecutive stretch-relax cycles. 
We found that the HP1 induced DNA compaction did not get diminished by protein depletion. The 
FECs and force-time traces of the example molecule in presence of the protein resembled what we had 
reported before (more shortening with more SRCs, force gain at relaxed state, force drop in extended 
state). When the molecule then got transferred into the protein depleted buffer, the properties did not 
drastically change according to the FECs and FTTs for three consecutive SRCs in this buffer (Figure 
3.3B). The FECs roughly coincided with the last FEC measured in presence of protein. The force drop 
in the stretched state (by -6 to -8 pN) and the force gain in the relaxed state (by 0.2 pN) were still present 
to comparable levels. This observation was mainly confirmed by the analysis of the averaged (N=10) 
FECs and force-time traces (Figure 3.3C). The extension of the molecules directly after transfer to the 
buffer was slightly more reduced and increased over the three stretch-relax cycles (12.8 (± 0.3) µm to 
13.5 (± 0.5) µm) and the area enclosed by the FECs was slightly increased, before it decreased over the 
three stretch-relax cycles (62.0 (± 5.2) pN·µm to 45.2 (± 5.8) pN·µm). The force gain was still present, 
but got reduced over the three SRCs (0.24 (± 0.13) pN to 0.14 (± 0.06) pN). The force drop was also still 
present, but became less pronounced over the 3 cycles (-9.5 (± 0.9) pN to -6.3 (± 0.5) pN). 
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Figure 3.3: Stability of HP1-DNA condensates in absence of free protein 
A, To investigate if pre-formed HP1-DNA condensates are stable in absence of free protein, we first performed 
3 SRCs in presence of 2 µM HP1, moved the system to a protein-free buffer and again performed 3 SRCs. B, The 
example FECs and force-time traces showed that the HP1 dependent dynamic compaction of DNA was kept in 
absence of free protein. C, The observations for the example DNA molecule were confirmed using the average 
traces from 10 experiments (mean ± SEM).  
 
In summary, in order to attribute the hysteresis in the FECs of DNA interacting with HP1 to molecular 
rearrangements within the HP1 protein layer and binding/unbinding events of HP1 to/from the DNA, 
we performed buffer exchange experiments. We showed that the hysteresis builds up during the first 
three SRCs in presence of protein and gets only slightly reduced over the three SRCs in absence of free 
HP1. This indicates that indeed internal molecular rearrangements in the protein layer are the main 
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driver for this hysteresis, but exchange with the environment still plays a role. This is also supported by 
the observation that the hysteresis increased over the first three SRCs in presence of free protein. The 
picture that arises from these two aspects is the following: In presence of HP1, HP1 is recruited to DNA 
and forms a layer. When the underlying DNA gets stretched and relaxed, that layer follows with a certain 
internal time scale governed by molecular rearrangements. If the external mechanical perturbation is 
faster that the time scale of rearrangements in the protein layer allows, hysteresis in the force signal can 
be observed. The total hysteresis within an SRC might be dictated by the total amount of protein forming 
the layer. For that reason, it increases in presence of free protein (layer still grows due to continued 
binding). That it only slightly drops when free protein is depleted from the surrounding medium speaks 
in favour of a low off rate of protein from the system under low ionic strength.  
Taken together, we have shown that the dynamic properties of HP1-DNA condensates might be 
attributed to internal molecular rearrangements in response to mechanical perturbations, rather than 
binding and unbinding events to and from the condensate. 
 
 
3.3 HP1a/DNA condensate stability is salt sensitive 
 
We have shown that the HP1 layer on DNA seems to be stable against protein depletion at low ionic 
strength. We next wanted to investigate whether the layer can be dissolved in high ionic strength 
conditions and how the mechanical properties of the system would then change. For that we performed 
a buffer exchange experiment with a transition from low salt buffer and presence of protein to high salt 
buffer and absence of protein (Figure 3.4A).  
We indeed found signs for dissolution of HP1-DNA condensates in presence of high ionic strength. The 
example FECs and FTTs recorded during the three stretch-relax cycles in presence of protein shows the 
characteristic behaviour already discussed in the previous sections (Figure 3.4B). However, a drastic 
change occurred upon the switch to the high salt buffer. Already with the first SRC at high salt conditions, 
the hysteresis visible in the FECs largely collapsed. The force drop in the stretched state decreased and 
the force gain in the relaxed state completely vanished. With the second and third stretch-relax cycle, the 
hysteresis then further decreased. This effect was even more evident in the averaged (N=8) FECs and 
FTTs (Figure 3.4C). While in presence of free protein in low salt buffer, the hysteresis in the FECs 
increased with every stretch-relax cycle, it dramatically decreased after the switch to the high salt buffer. 
FECs and FTTs gradually approached the behaviour of plain DNA with every SEC. The characteristic 
extension increased to 15.5 (± 0.3) µm and then further to 15.7 (± 0.1) µm. It must be noted that a 
residual shortening remained even after three SRCs in high salt buffer. The area under the FECs dropped 
to 8.1 (± 4.0) pN·µm and then to 3.9 (± 1.1) pN·µm, meaning that hysteresis between stretch and relax 
processes almost vanished. This is also represented in the total loss of the force gain in the relaxed state 
and a strong reduction of the force drop to -3.0 (± 2.8) pN and then to -1.0 (± 0.4) pN. 




Figure 3.4: Stability of HP1-DNA condensates at high ionic strength 
A, To investigate if pre-formed HP1-DNA condensates are stable at high ionic strength, we first performed 3 
SRCs in presence of 2 µM HP1, moved the system to a protein-free, high ionic strength buffer and again 
performed 3 SRCs. B, The example FECs and force-time traces show that the HP1 dependent dynamic 
compaction of DNA gets gradually lost at high ionic strength. C, The observations for the example DNA 
molecule were confirmed using the average traces from 8 experiments (mean ± SEM).  
 
In summary, in order to study the type of interactions that give rise to HP1 mediated dynamic DNA 
compaction, we exposed the DNA-HP1 system to buffer with high ionic strength. We show that the 
hysteresis in FECs and FTTs collapses under this condition. This indicates that the dynamic HP1 layer 
around the DNA is stabilized by electrostatic interactions, especially considering the aspect that the layer 
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was only slightly altered when transferred from the protein containing buffer to the low salt buffer. 
That a residual shortening of the DNA molecules remains after interfering with the protein layer might 
be indicative for a salt insensitive anchoring layer of HP1 on the DNA. 
 
 
Figure 3.5: Summary of the characteristic mechanics parameters 
To describe the mechanical properties of the DNA-HP1 system over the course of SRCs at different conditions, 
we analysed the DNA extension at 15 pN during the stretch process, the area enclosed by the FEC of an SRC, 
the force gain while waiting in the relaxed configuration and the force drop while waiting in the stretched 
configuration (mean ± STD). 
 
3.4 Fluorescence imaging reveals punctum-like structures on HP1a coated DNA 
 
We have shown that the interaction with HP1 leads to a dynamic compaction of DNA and speculated 
that this might be due to the formation of a contractile protein layer on the DNA. The structure of this 
layer is, however, unclear. We hence next aimed to visualise the distribution of HP1 on DNA. For that 
we performed relax-stretch experiments of DNA in presence of fluorescently labelled HP1 while carrying 
out confocal fluorescence imaging (Figure 3.6A). 
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We transferred the DNA dumbbell into the protein channel, relaxed it to 7.5 um extension and flushed 
at moderate flow rates for 30 s. We then stretched the DNA to 15.5 µm, waited for 20 s, relaxed to 7.5 µm, 
waited again for 20 s and finally stretched the DNA until it broke. We were provided with fluorescent 
HP1 that has been prepared based on a KCK labelling strategy by the Redding lab at UCSF. Based on 
their initial experiments, we performed the following experiments in presence of 10 µM HP1 spiked with 
400 nM of HP1-488. 
We observed that a bright punctum appeared on the example DNA towards the end of the flushing 
process, indicating the formation of an HP1 rich structure on the DNA (Figure 3.6B). Whether the rest 
of the DNA molecule was coated with HP1 as well, could not be concluded from the data due to the high 
background intensity. During the relax-stretch cycles, the punctum seemed to follow the motion of the 
underlying DNA. Whether the intensity of the punctum depends on the extension and tension of the 
underlying DNA, cannot be concluded either.  
In summary, in order to visualize the distribution of HP1 on DNA we have performed stretch-relax 
cycles of DNA in presence of fluorescently labelled HP1 while imaging it. HP1 rich puncta appeared on 
the DNA. Whether there was also a layer-like HP1 structure present on the DNA, could not be concluded 
due to the high background intensity. 
 
We next wanted to relate the observed HP1-DNA structures to the mechanical properties of the system 
and further compare the characteristics of the protein sample we used for the imaging experiments to 
the protein sample we used for the plain mechanics experiments shown in the previous sections. For that 
we analysed mean FECs and FTTs of the stretch-relax process (Figure 3.6C). 
We first compared the FECs of the DNA incubated with HP1 (average over 21 molecules) to the FEC of 
plain DNA. The FEC of the initial relaxation process (“relax 1”) in presence of HP1 did not notably 
deviate from the FEC of plain DNA. After the following flushing period, the molecules appeared to be 
shortened as the FEC of the corresponding stretching process (“stretch 1”) lay clearly above to FEC of 
plain DNA. During the following waiting period, we observed a force drop by about 3 pN. The FEC of 
the subsequent relaxation process (“relax 2”) still lay above the plain DNA FEC, showing that the 
shortening still persisted. Analysis of the force-time signal of the following waiting period shows in 
average a very weak force gain of about 0.05 pN. The FEC of the following stretching process (“stretch 
2”) again clearly lay above the FEC of plain DNA, showing that the shortening was stable up to forces of 
50 to 60 pN. 
In summary, in order to assess the characteristics of the protein sample and to relate the punctum-like 
structure of HP1 observed on DNA to the mechanical properties of the system, we analysed FECs and 
FTTs. We show that the DNA was shortened after incubation with HP1 and accompanying punctum 
formation and that this compaction was dynamic, however to a drastically lower extend than observed 
in the experiments with non-fluorescently labelled HP1 shown in the previous sections.  
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Figure 3.6: HP1 distribution on DNA 
A, To investigate the distribution of HP1 on DNA we performed a combined fluorescence imaging and 
mechanical manipulation experiment. DNA was transferred to the channel containing fluorescent HP1 and 
repeatedly stretched and relaxed while being imaged. B, in some cases, HP1 enriched puncta formed on the DNA. 
Due to the high background intensity, the distribution of HP1 on the DNA cannot be assessed to its full extend. 
C, interaction with HP1 leads to DNA compaction (mean ± SEM). Number of analysed DNA molecules: 21 
 
To which extend the shortening was, however, related to the punctum is not entirely clear. Firstly, in 
part of the experiments we have not observed puncta, but still measured shortening. Secondly, due to the 
high background intensity under the conditions we tested, the distribution of HP1 on the rest of the 
molecule could not be assessed. Further, we must note that the properties of the sample we used for the 
imaging experiment seemed to deviate from the sample we used for the pure mechanics experiments as 
the dynamics we observed especially in the waiting states was clearly reduced. 
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3.5 Summary, discussion and outlook 
 
HP1 is a key chromatin organising factor and in particular associated to the formation of compacted, 
transcriptionally silent, but still dynamic heterochromatin domains. The Drosophila paralog HP1a 
recently has been shown to form biomolecular condensates in vitro13. The human HP1a has been shown 
to dynamically compact DNA based on biomolecular condensation32. We thus aimed to characterise the 
material properties of heterochromatin-like condensates using optical tweezers-based measurements of 
the mechanical properties of individual DNA molecules in presence of HP1a. 
 
We found that the DNA got compacted by HP1a and that this compaction got enforced with increasing 
number of stretch-relax cycles in presence of HP1. In each cycle, an additional tension was built up while 
waiting in the relaxed state and tension was released while waiting in the stretched state, leading to 
hysteresis within individual stretch-relax cycles. This hysteresis increased over the number of SRCs and 
indicated properties reminiscent of viscoelastic materials.  
We further found that depletion of free protein from the condensate environment barely impacted the 
mechanical properties of the condensates. Hence, HP1-DNA condensates were stable against protein 
depletion. We also demonstrated that when transferred to a high ionic strength buffer, all mechanical 
properties that before suggested viscoelastic-like properties of the condensates changed towards the 
behaviour of naked DNA. This indicates almost complete dissolution of the condensates at high ionic 
strength. Notably, a residual shortening of DNA was maintained after condensate dissolution. 
Using combined force-fluorescence measurements in presence of fluorescently labelled HP1, we observed 
that occasionally, HP1 rich puncta appeared on the DNA, while the shortening was similar to the one 
observed for non-fluorescently labelled HP1. However, we noticed that the fluorescent tags appeared to 
have an impact on the mechanical properties of the system. Thus, whether the punctum formation is an 
artefact of the fluorescent tag, is not entirely clear.  
 
Figure 3.7: Model for HP1-DNA condensation 
The mechanical properties observed in our experiments might be explained by a layered architecture of HP1 on 
DNA. Upon contact, HP1 might form a tight anchoring layer on relaxed DNA that helps to recruit more HP1 
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via protein-protein interactions. This additional HP1 forms a dynamic second layer with an intrinsic viscosity 
determined by the internal rearrangements of molecules upon mechanical perturbation. When the underlying 
DNA gets stretched, the dynamic layer can only follow slowly, giving rise to a tension and shortening. This 
tension gets reduced during the following waiting period. When the DNA gets relaxed again, it takes some time 
for the HP1 layer to rearrange, leading to a gradual relative tension gain during the following waiting period. 
 
Based on the observations made for HP1 without the fluorescent tag, the simplest model describing our 
data is based on protein layers on the DNA (Figure 3.7). We suggest that HP1 upon contact strongly 
interacts with DNA, forming an anchoring layer. The establishment of this anchoring layer might depend 
on DNA relaxation and is potentially accompanied by the formation of strong protein-based bridges and 
kinks into the DNA molecules. These might be causative for the residual shortening observed after 
condensate dissolution in the high ionic strength buffer. Similar effects have been observed for other 
DNA compacting factors98,112. 
On this anchoring layer, another dynamic protein layer might be formed in presence of more HP1.  
When the underlying DNA and hence the tightly attached anchoring layer gets stretched, the dynamic 
layer can follow only at a timescale dictated by the intra-layer reorganisation of interacting protein 
molecules. If this time scale is slower than the mechanical perturbation, a tension is built up (as observed 
in our data). In a subsequent waiting period, this tension will be released by intra-layer rearrangements 
of HP1, leading to a force drop. When the DNA gets relaxed again at a high rate, the dynamic layer will 
again not be able to follow. As it will keep equilibrating during a subsequent waiting period, an additional 
tension builds up and the DNA gets pulled into the condensate. This process will happen at every 
consecutive stretch-relax cycle and lead to the mechanical properties reminiscent of viscoelastic systems 
we observed for DNA in presence of HP1. A similar model for HP1 based heterochromatin domain 
formation has been proposed by Strom et al.13. 
 
In Chapter 2, we have observed that DNA can get compacted into point-like condensates by FUS. The 
impact of FUS on the mechanical properties of DNA was similar to the impact of HP1. This again shows 
that indeed, also HP1 might form point-like structures with DNA, rather than the proposed layered 
architecture. However, as we consider the results from our HP1 imaging experiments to be not very 
conclusive, we still stick to the simple layer model.  
It must further be noted that the mechanisms we propose for the formation of FUS-DNA and HP1-DNA 
condensates are substantially different. This reflects the possibility that the intracellular organisation 
might be based on a wide range of potential mechanisms, ranging from nucleic acid scaffolding to 
condensates formed via liquid-liquid phase separation driven by protein-protein interactions. Also, 
mixed types do not only seem possible, but actually quite likely in the light of the variability and number 
of potential condensate components22,23. 
 
Using our single molecule force spectroscopy assay, we could recapitulate and shed new light on various 
aspects of HP1 based DNA organisation found in two recent landmark studies on the role of 
condensation in heterochromatin formation. 
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Using a DNA curtain assay, Larson et al. found that HP1 can compact DNA and that this compaction is 
reversible by high ionic strength32. This is in agreement with our measurements. We additionally were 
able to characterise the material properties of the compacted DNA domains formed during this process 
and found that these condensates were highly dynamic. The time scales for relaxation of the condensates 
after mechanical perturbation (stretching, relaxing) which we extracted from keeping the condensate in 
a resting position, were in the order of seconds. This agrees well with results from studies of material 
properties of biomolecular condensates on the macroscopic level62,113. 
 
We could also show, that the dissolution of condensates at high ionic strength is clearly represented in 
their mechanical properties. Most of the interactions responsible for the condensate formation appear to 
be electrostatic, as both, pure HP1 condensates and HP1-DNA condensates dissolve in a high ionic 
strength buffer13,32. However, it has also been observed that 1,6 hexanediol, an aliphatic alcohol 
responsible for the disruption of weak hydrophobic interactions, can dissolve heterochromatin domains 
in vivo. The degree to which hydrophobic and electrostatic interactions influence the stability of HP1-
DNA condensates is not clear and appears to be an attractive topic for future studies using our single 
molecule mechanics measurements.  
 
The formation of condensed chromatin domains based on unspecific interactions offers a large portfolio 
of potential mechanism for their regulation and function in the physiological context.  
Firstly, again referring to the role of electrostatic interaction, post-translational modifications (PTMs) 
might allow to control the condensate formation. For example, phosphorylation of the disordered N-
Terminal Extension (NTE) has been shown to not only largely impair the ability of HP1 to interact with 
DNA114 , but also to negatively affect the HP1 based DNA compaction32. The investigation of the effect 
of phosphorylation on the mechanical properties of DNA-HP1 condensates might provide important 
insights into the different states of heterochromatin regulated by PTMs. 
Secondly, it has been shown that, although they are largely silent, heterochromatin domains can be 
reinforced by the production of small RNAs115. RNAs are widely involved in the formation of dynamic 
condensate-like compartments, underlining that indeed heterochromatin domain formation might be 
governed by such a mechanism116. This must not be restricted to nucleic acids, but could also involve 
other factors like shugoshin 1 or the lamin B that impact the self-association of condensate components32. 
Thirdly, organisation of domains by unspecific interactions might also be a means to control recruitment 
to and exclusion from these structures. It has been shown that for example double strand breaks can get 
excluded from heterochromatin domains to allow for their repair117.  
Last, but not least, the dynamic, viscoelastic material properties of condensation-based heterochromatin 
domains might also allow them to fuse, generating large-scale organisational units that help to up-scale 
required processes and help to increase their efficiency. The observed spread of heterochromatin118,119 
over distant chromatin sites could elegantly be explained by this model. 
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Taken together, we have shown that optical tweezers are a useful tool to assess the material properties of 
protein-nucleic acid condensates on biologically relevant scales. Future work in this context could focus 
on the regulation of chromatin mechanics. How can spread of heterochromatin be regulated? How can 
formation of condensates be increased or inhibited and how can its mechanical properties be influenced, 
for example by other chromatin components like histones? In general, mechanical properties, in 
particular on the fundamental level, might be a key to gain new insights into formation and function of 
chromatin. 
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4  Synopsis 
 
Membrane-less compartments are dynamic intracellular structural units or distinct reaction spaces that 
assemble by condensation of their building blocks from the cytoplasm or nucleoplasm of eukaryotic cells. 
The majority of these condensates is composed of proteins and nucleic acids and plays important roles 
in both, physiological and pathological processes. A comprehensive picture of the internal structure, 
mechanical properties or the mechanisms underlying the formation of such protein-DNA condensates 
on the fundamental level of their building blocks is, however, still missing.  
We combined optical tweezers-based mechanical micromanipulation with confocal fluorescence 
microscopy to study the structure and mechanical properties of two prototypic protein-DNA condensate 
systems. DNA-Fused in Sarcoma (FUS) condensates are relevant for a wide range of aspects of the nucleic 
acid metabolism and potentially associated to neurodegenerative diseases. DNA-heterochromatin 
protein 1 (HP1) condensates are a key element for chromatin architecture.  
We have shown that FUS forms dynamic condensates with relaxed ssDNA and dsDNA and have 
demonstrated that scaffolding by nucleic acids might be a key driver of condensate formation. We have 
further presented a detailed nanomechanical characterisation of the material properties of single DNA 
molecules compacted by condensation with HP1. 
In summary, we have shown that the combination of optical tweezers and confocal fluorescence 
microscopy is a powerful tool to potentially unravel otherwise inaccessible structural and mechanical 
features of the wide range of biomolecular condensates consisting of proteins and nucleic acids. We 
anticipate that the single molecule perspective will indeed allow deep insights into the basis of 
intracellular organisation in future. 
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5 Materials & Methods 
 
The goal of our work was to use optical tweezers based mechanical micromanipulation combined with 
fluorescence microscopy to elucidate how the interactions between the basic building blocks of protein-
DNA condensates give rise to their mechanical and structural properties and hence allow for dynamic 
large-scale intracellular organisation. In general, we immobilised unspecific DNA to optically trapped 
beads and incubated it with our proteins of interest under various mechanical perturbations. In this 
chapter, we provide the detailed protocols and procedures that were required to prepare and perform 
the experiments and the pipelines used for data analysis. 
5.1 Preparatory work 
 
In this section, we provide the protocols used for purification of our proteins of interests (FUS and HP1), 
for biotinylation of lambda phage DNA and a detailed description of the optical tweezers instruments 
we used. 
 
Expression and purification of HP1 (1) 
 
The expression and purification of HP1 was done by Martine Ruer, Hyman Lab, MPI-CBG. This sample 












MW = 24.5 kDa 
E = 29,450 (reduced) 
pI = 6.11 
 
Lysis buffer: 25 mM HEPES pH 7.25, 150 mM KCl, 10 mM Imidazole, 1 mM DTT, 1 x Benzonase, 10 
mM MgCl2, 1 x PIs 
His binding buffer: 25 mM HEPES pH 7.25, 150 mM KCl, 10 mM Imidazole, 1 mM DTT 
His wash buffer: 25 mM HEPES pH 7.25, 150 mM KCl, 40 mM Imidazole, 1 mM DTT 
His elution buffer: 25 mM HEPES pH 7.25, 150 mM KCl, 250 mM Imidazole, 1 mM DTT 
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Dilution buffer: 25 mM HEPES pH 7.25, 1 mM DTT 
Anion 50 mM KCl buffer: 25 mM HEPES pH 7.25, 100 mM KCl, 1 mM DTT 
Anion 100 mM KCl buffer: 25 mM HEPES pH 7.25, 100 mM KCl, 1 mM DTT 
Anion 200 mM KCl buffer: 25 mM HEPES pH 7.25, 200 mM KCl, 1 mM DTT 
Anion 400 mM KCl buffer: 25 mM HEPES pH 7.25, 400 mM KCl, 1 mM DTT 
Anion 1 M KCl buffer: 25 mM HEPES pH 7.25, 1 M KCl, 1 mM DTT 
 
1 µLPlasmid was transformed into T7 pRARE KanR competent cells. 50 mL LB + Kan was inoculated 
with 1 single colony and grown overnight at 37 °C. Next day, the preculture was transferred into 1 L TB 
+ Kan and grown for 2.5 h at 37 °C. Protein expression was induced by addition of 0.5 mM IPTG and 
further growth at 37 °C for 2.5 h. Bacteria were harvested by centrifugation at 5,000 rpm for 5 min, 
bacterial pellet was resuspended into lysis buffer and snap frozen as frozen pearls and stored at –80 °C. 
The lysate was thawed and lysed using sonication (4 min, 6 s pulse + 10 s break, 50 % amplitude) on ice 
(sample was a bit overheated). The solution was centrifuged at 20,000 rpm for 30 min at 8 °C. 
Ni-NTA purification (5 mL ProTino column, peristaltic pump at RT): Column was rinsed with 10 CV 
H2O and equilibrated with 10 CV His binding buffer. Crude supernatant was loaded (sample of the flow-
through was taken). Column was washed with 10 CV binding buffer two times. 1.5 ml fractions were 
eluted with elution buffer. Fractions 4 to 11 were pooled.  
Anion exchange (HiTrapQ 5 ml column, step gradient with peristaltic pump, RT): 
The His elution pool was taken and diluted 3 x with dilution buffer. The column was rinsed with 10 CV 
H2O and equilibrated with 10 CV Anion 50 mM KCl buffer. Sample was loaded on the column (sample 
of the flow-through was collected). Elution was sequentially done with 20 mL Anion 100 mM KCl buffer, 
20 mL Anion 200 mM KCl buffer, 20 ml Anion 400 mM KCl buffer and 20 mL Anion 1 M KCl buffer, 
the flow-through was collected each time. 
 
 
Figure 5.1: SDS gel documenting the step-wise purification of HP1 











1 2 3 4 5 6 7 8 9
1- HP1α crude supe (3 µl)
2- His FT (3 µl)
3- His wash FT (3 µl)
4- His PP (3 µl)
5- Anion exchange Q seph. FT
6- Anion exchange Q seph. 100 mM KCl elution
7- Anion exchange Q seph. 200 mM KCl elution
8- Anion exchange Q seph. 400 mM KCl elution
9- Anion exchange Q seph. 1 M KCl elution
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Fraction “400 mM KCl” was concentrated with Amicon 15 mL 10 kDa MWCO to a final concentration 
of 5.79 mg/mL (236.3 µM). This was aliquoted to 10 µL and 3 times 1 mL, snap frozen and stored at 
- 80 °C. 
 
Expression, purification and labelling of HP1 (2) 
 
Expression, purification and fluorescent labelling of HP1 for combined mechanics and imaging 
experiments using the C-Trap was performed by Madeleine Keenan, Redding lab, UCSF.  
 
Plasmids were grown in Rosetta competent cells in 2x LB with 25	µg/mL chloramphenicol and 50	µg/mL 
carbenicillin at 37 °C until OD 1.0-1.4. Protein expression was induced with 0.3mM isopropy-βD-
thiogalactopyranoside (IPTG), grown for 3 hours, then spun down at 4,000xg for 30 minutes. Pellets 
were resuspended in 30 mL Lysis Buffer (20 mM Hepes pH 7.5, 300 mM NaCl, 10% glycerol, 7.5 mM 
Imidazole) supplemented with protease inhibitors (1 mM phenylmethanesulfonyl fluoride, 1μg/mL 
pepstatin A, 2 µg/mL aprotinin, and 3 μg/mL leupeptin) and lysed with a C3 Emulsiflex. Lysate was spun 
for 30 minutes at 25,000 g and supernatant added to 1 mL of Talon cobalt beads and incubated rotating 
for 1 h at 4 °C. Bead-lysate mixture was added to a gravity column and lysate ran through, then washed 
with 50 mL of Lysis Buffer.  Protein was collected with 10 mL of elution buffer (20 mM Hepes pH 7.5, 
150 mM KCl, 400 mM Imidazole), TEV protease added to cleave the 6x-His-tag, and dialyzed overnight 
in TEV cleavage buffer (20 mM Hepes pH 7.5, 150 mM KCl, 3 mM DTT) at 4 °C. The sample was 
injected onto a MonoQ column and washed with a salt gradient from 150 mM KCl to 800 mM KCl over 
16 column volumes supplemented with 20 mM Hepes and 1 mM DTT. Fractions were collected and 
concentrated in an Amicon 10K spin concentrator to 500 μL and injected onto an S75 sizing column 
with size exclusion chromatography (SEC) buffer (20 mM Hepes pH 7.5, 200 mM KCl, 1 mM DTT, 10% 
glycerol). Protein fractions were collected, concentrated to 500 µM in the 10K spin concentrator, and 
flash frozen in liquid nitrogen. 
Fluorescent proteins were purified with a C-terminal GSKCK tag and then dialyzed overnight into SEC 
buffer with 1 mM TCEP instead of DTT. The protein was then mixed at a 1:1 molar ratio with either 
maleimide Atto488 or maleimide Atto565 (Millipore Sigma 28562 and 18507) then immediately 
quenched with a 10-fold molar excess of BME. The labeled protein was purified from free dye by injection 
into a HiTrap desalting column (GE17-1408-01) than flash frozen for future use. 
 
Expression and purification of FUS-GFP 
 
FUS-GFP was purified by Regis Lemaitre, Protein Expression and Purification Facility, MPI-CBG, using 
published protocols33. 
 
Lysis buffer: 1 M KCl, 50 mM Tris, 5 % Glycerol, pH 7.4, 20 mM Imidazole, 1 mM DTT, 0.5x PIs 
Wash buffer: 1 M KCl, 50 mM Tris, 5 % Glycerol, pH 7.4, 25 mM Imidazole, no DTT 
Elution buffer: 1 M KCl, 50 mM Tris, 5 % Glycerol, pH 7.4, 250 mM Imidazole, 1 mM DTT 
5 Materials & Methods 
 80 
Gel filtration buffer: 0.5 M KCl, 50 mM Tris, 5% Glycerol, pH 7.4, 1 mM DTT 
 
In brief, 2x 500 mL of Sf9ESF cells were infected with 2x 1 mL of P2 virus V1634. 
Cells were collected, resuspended with 120 mL of Lysis Buffer + PIs, lysed using a C3 Emulsiflex device 
and subsequently centrifuged 40 min at 38,000 g. The supernatant was filtered at 0.45 µm and 0.2 µm 
pore size. 
The filtered supernatant was loaded on 2x 5 mL Ni-NTA Protino columns, washed with 60 mL of Wash 
buffer, eluted with Elution buffer and kept in fridge overnight. A Bradford assay of the peak fraction was 
performed and an SDS-PAGE gel was run for quality checks. 
 
100 µL of His tagged 3C enzyme (1 mg/ml) was added to the eluted solution and incubated for 4-5 h at 
RT. The solution was then loaded on a prepared Superdex 200 column and eluted at 2.5 mL/min. The 
fractions were stored in the fridge overnight. The next day, an SDS gel of the peak fractions was run. 
Peak fractions were pooled and concentrated on an Amicon Ultracel 30K. 
 
Using the measured OD280 (4.45) and the molecular extinction coefficient (92030), the concentration 
was found to be 48 µM. 20 µL aliquots were made, snap frozen and stored at -80 °C. 
 
Biotinylation of lambda phage DNA 
 
Lambda phage DNA is a suitable probe for protein DNA interactions in optical tweezers based single 
molecule experiments as it is widely available, can easily be biotinylated and due to its length (48.5 kb, 
contour length 16.5 µm) it is experimentally easy to handle. We want to mention two ways to terminally 
biotinylate lambda phage DNA that differ in the way they allow for DNA attachment to streptavidin 
coated beads (Figure 5.2).  
 
Figure 5.2: lambda phage DNA Biotinylation 
Linearized lambda phage DNA is a suitable probe for protein-DNA interactions as it has terminal overhangs 
that can be biotinylated and hence used for DNA immobilisation on streptavidin coated beads. Depending on 
the biotinylation strategy, the bead attachment points are either on only one (on the 3’ and the 5’ end of the same 
strand) or on the two complementary strands (3’ end of each single strand). 
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In order to bind DNA to streptavidin coated beads via the 3’ ends of its two complementary strands we 
biotinylated both 5’ overhangs (cos sites, 12 nt long) of linearized lambda phage DNA according to the 
following protocol. This DNA attachment strategy was very simple and hence used for all experiments 
concerning HP1-DNA interactions. For experiments where binding to the beads via tethering points on 
the 3’ and 5’ ends of only one single strand was required, we purchased such lambda phage DNA directly 
from Lumicks. Attachment of DNA in this configuration allows for complete unpeeling of one of the 
strands while the other one stays attached to the beads. This approach was used for all experiments 
concerning FUS-DNA interactions.  
First, the following reaction mix was prepared on ice: 
 
Table 2: Reaction conditions for DNA biotinylation 
Reagent Stock Final Volume (µL) 
Lambda DNA (NEB) 500 ng/µL (16 µM) 4 nM 60 
dTTP 1 mM 100 µM 24 
dGTP 1 mM 100 µM 24 
dATP-biotin 400 µM 80 µM 48 
dCTP-biotin 400 µM 80 µM 48 
Klenow pol (exo-) 5 U/µL 0.05 U/µL 2.4 
NEBuffer 2 10x 1x 24 
NF H2O   9.6 
 
The polymerase was added last to control for the start of the reaction. The solution was distributed to 
PCR tubes and incubated for 30 min at 37 °C in a PCR cycler. After this, the biotinylated DNA was 
purified via phenol-chloroform extraction combined with subsequent ethanol precipitation and stored 
at 4 °C. 
 
Optical tweezers setups 
 
Optical tweezers experiments were performed using two setups: a custom-built system and the fully 
integrated C-Trap G2 (Lumicks, Amsterdam).  
The custom-built instrument is a dual trap setup based on a 5 W 1064 nm laser and Nikon CFI P-Apo 
VC, 60x WI, NA:1.2 objective. The two traps are generated by splitting the initial beam into its two 
polarization components. They can be steered independently via a piezo mirror and an Acousto-Optical 
Deflector. Force detection is performed using Back-Focal Plane Interferometry120. 
The C-Trap allows for the generation of up to four traps based on double splitting of the initial 20 W 
1064 nm laser through a Nikon Water Immersion 60x NA:1.27 objective. This instrument is additionally 
equipped with a confocal fluorescence imaging unit based on three excitation lasers (488 nm, 561 nm, 
638 nm). It further contains a temperature control unit. 
The trap stiffness was in each case estimated from the analysis of the power spectral density of the 
confined Brownian motion of beads using in-built calibration routines. The custom instrument was 
operated with 3 W power output, leading to typical trap stiffnesses in the range of 0.7 pN/nm. 
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Experiments with both tweezers systems were performed inside glass-based 4 or 5-channel microfluidics 
flow cells purchased from Lumicks (Figure 5.3A) coupled to pressure systems (µFlux system (Lumicks, 
Amsterdam) and a custom-built system). Laminar flow fields allow to generate compositionally distinct 
environmental conditions in different regions of the cells. Also, they provide a high level of 
reproducibility and reusability. 
 
5.2 Experimental procedures 




All experiments to study protein-DNA interactions using the C-Trap were based on careful preparation 
of the instrument and the required samples. The C-Trap was mainly used to study FUS-DNA 
interactions. Details about the C-Trap experiments regarding HP1-DNA interactions can be found in 
the “low force relax-stretch experiments” section. 
 
The interior of the flow cell was cleaned thoroughly by flushing 2 % filtered Hellmanex III solution for 
an hour and subsequently water. 
Objective and condenser were approached to the flow cell such that the trapping plane was generate in 
the middle (in z direction) of the flow cell. The typical trapping settings were: Trapping laser 70 %, 
Overall power 50 %, QTrap split 0 %, Trap 1 split 50 %. The bright field LED was set to 20-25 % power 
output.   
 
FUS samples were thawed at RT and their concentration was estimated in triplicate A280 measurements 
using a Nanodrop ND-1000 instrument. According to the in this way estimated stock concentration, the 
protein was diluted in FUS buffer (70 mM KCl, 10 mM Tris, pH 7.4) to the final concentration, typically 
between 1 and 200 nM. DNA was diluted to 20 pg/µL in FUS buffer. 4.4 um streptavidin coated 
polystyrene beads were purchased from Spherotech and diluted to 3 ‰ (m/v) in FUS buffer. 1 mL of 
each solution was then transferred to the corresponding 4 separate channels of the µFlux system of the 
C-Trap. To reach a stable protein concentration in the protein channel of the flow cell (to equilibrate 
against absorption in the tubing etc.) we flushed at 0.8 bar for at least 45 min (a quantification of the 
establishment of a stable protein concentration can be found in Section 6.1). 
 
Once stable experimental conditions were reached, the actual initiation of experiments was started 
(Figure 5.3A). For setting up the DNA tethers, a mild flow was generated at 0.2-0.3 bar. Beads were 
trapped in the corresponding channel and moved into the buffer channel. There, the thermal calibration 
was performed in absence of buffer flow using the in-built calibration routine of the Bluelake software 
(however, not for every bead pair, but rather at the beginning of the measurement day).  The beads were 
then moved to the DNA channel to form DNA tethers. For that, in presence of mild flow, the beads were 
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moved relative to each other (in x-direction, between 6 and 16 um bead-to-bead distance) using the in-
built Ping-Pong function of the Bluelake software. Upon the detection of a characteristic force increase, 
the beads were moved back to the buffer channel. In absence of flow we probed the tether for singularity 
be measuring its force-extension curve (FEC) and comparing it with a typical FEC of lambda phage 
DNA. If the tether was not a single DNA molecule (or in any way irregular) the bead pair was discarded 




Figure 5.3: Details of correlative force-fluorescence tweezers experiments 
A, Tweezers experiments were performed in a microfluidics chamber where a laminar flow field helped to 
generate spatially distinct buffer conditions. Typically, 4 channels were used: I, bead channel, II, DNA channel, 
III, buffer channel, IV, protein channel. All experiments were initiated by first catching beads secondly catching 
a DNA tether and thirdly, testing this tether for being a single DNA molecule in the plain buffer channel. Starting 
from that configuration, the actually experiments could be performed. B, For bind-unbind experiments, the DNA 
was pre-overstretched in the buffer channel and subsequently transferred into, out of and again into the protein 
channel. For step-wise overstretching experiments, the DNA was transferred into the protein channel and then 
its extension was increased in discrete steps. DNA rupturing experiments were performed by increasing the 
extension of a DNA molecule at a high rate until it broke. To study the interaction of protein with relaxed DNA, 
the extension of an initially stretched DNA molecule was reduced inside the protein channel. This was followed 
by optional stretch and relax cycles and an overstretching step (“low force relax-stretch”). C, The region of 
interest (ROI) for fluorescence imaging was chosen such that the DNA, the central segments of the beads and a 
region for the estimation of the background at every stage of the experiment was contained. 
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For all fluorescence imaging experiments, the power of 488 nm excitation laser was set to 5 % (2.14 µW) 
and the dwell time per pixel (100x100 nm) to 0.05 ms. The size of the ROI was, depending on the 
experiment, chosen such that it could fit the DNA, the central bead segments and a region on the left 
side of the left bead that allowed to estimate the background intensity for each frame (Figure 5.3C). The 
frame rate was set with respect to the time scales of interest in the corresponding experiment on one 
hand and to minimise photodamage on the other hand and thus varied between 2 fps and 0.25 fps. For 
our analysis, we typically used the low-frequency data (10 Hz). 
All experiments were carried out using custom python scripts and at a constant temperature of 28 °C to 




In bind-unbind experiments (Figure 5.3B) we aimed to study the kinetics and equilibrium properties of 
binding and unbinding of FUS to and from different subtypes of DNA. For that we initially overstretched 
the DNA to 20 µm extension in the buffer channel, leading to unpeeling of ssDNA starting from free 
ends at nicks and the DNA termini. This resulted in DNA molecules that consisted of segments of 
stretched dsDNA and ssDNA and free ssDNA protruding from the tether. These, we called the three 
“DNA subtypes”. For the binding process, this molecule was then transferred into the protein channel 
while imaging at the highest possible frame rate of 2 fps for 60 s. To study the unbinding of FUS from 
DNA, the DNA molecule was transferred back to the buffer channel while imaging at 1 frame every 4 
seconds (0.25 fps) for 480 s. This reduced imaging frequency was chosen in order to minimise photo 
damage during these long experiments. An additional binding experiment (re-binding, same conditions 




In order to study the relation between size of ssDNA-FUS condensates and the amount of incorporated 
unpeeled ssDNA at different FUS concentrations as well as to extract further properties that are related 
to this, we performed step-wise overstretching experiments (Figure 5.3B). For that, the DNA molecule 
was transferred into the protein channel and the bead-to-bead distance (and hence the extension of the 
DNA) was increased in steps of 1 um at 5 µm/s every 10 s from initially 16 µm until the molecule broke. 




In order to study whether FUS influences the rupturing behaviour of DNA we transferred the DNA 
molecule into the protein channel and continuously increased its extension at 1 µm/s until it broke, 
starting from 10 µm. Imaging was performed at 1 fps (Figure 5.3B). 
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Low force relax-stretch experiments 
 
In order to study the interaction of FUS with loose dsDNA (Figure 5.3B) we transferred the DNA 
molecule into the protein channel. Starting from an extension of 15.5 µm it was relaxed at 0.5 µm/s 
to 7.5 µm. After a 20 s waiting period, the molecule was stretched back to 15.5 µm, again with a 
subsequent 20 s waiting period. The molecule was then again relaxed to 7.5 µm in order to check for 
reversibility of the observed FUS-dsDNA interaction. The molecule was then stretched until it broke. 
After breaking, the beads were again brought to 7.5 µm distance to allow for the estimation of a force 
base line. Imaging was performed at 2 fps. The same protocol was applied in experiments regarding the 
interaction of fluorescent HP1 with DNA. There, a 30 s flushing period was added after the initial 
relaxation. 
 
5.2.2 HP1-DNA mechanics experiments 
 
Experiments to study the effect of the interaction with HP1 on the mechanical properties of DNA were 
performed using the custom-built optical tweezers instrument described earlier. This data was 





Experiments carried out with the custom-built instrument followed the general guidelines described for 
the C-Trap experiments.  
The flow cell was ensured to be cleaned thoroughly. Objective and condenser were approached such that 
trapping could be carried out in the centre of the flow cell. Trapping laser was set to 3 W output, which 
under the conditions we used lead to a typical trap stiffness of about 0.7 pN/nm. 
HP1 (stock: 236 µM) was diluted to 2 µM in HP1 buffer (70 mM KCl, 20 mM Hepes, pH 7.2, 1 mM 
DTT). DNA was diluted to 20 pg/µL and 2.1 um streptavidin coated polystyrene beads (Spherotech) were 
diluted to 3 ‰ (m/v) in HP1 buffer. 1 mL of each of the solutions was transferred to the custom pressure 
system connected to the flow cell. Flushing was performed for a sufficient amount of time until stable 
experimental conditions were achieved. 
 
To start the experiments, beads were trapped in presence of mild flow and transferred to the buffer 
channel, where for each bead pair a thermal calibration was performed (in absence of flow). DNA tethers 
were then generated and checked for singularity as described earlier. 
The DNA molecules were then transferred to the protein channel, relaxed to 6 µm and incubated with 
protein in presence of mild buffer flow. The flow was then stopped and the molecule exposed to 3 
consecutive stretch-relax cycles (SRCs) consisting of the sequence stretching up to 30 pN (at 1 µm/s), 
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waiting for 10 s, relaxation to 6 µm, waiting for 10 s. After this, the DNA was transferred to either the 
low salt buffer channel (70 mM KCl, 20 mM Hepes, pH 7.2, 1 mM DTT) or the high salt buffer channel 
(500 mM KCl, 20 mM Hepes, pH 7.2, 1 mM DTT), where again 3 consecutive SRCs were performed. 
Force-distance data was recorded at 1 kHz. 
 
5.3 Data analysis 
5.3.1  Correlative force-fluorescence data (FUS and HP1) 
 
The C-Trap generates HDF5 output files. From these, using custom Matlab routines, we extracted the 
imaging (pixel intensities, pixel time stamps etc.) and mechanics (forces, distances, time stamps etc.) data 
that was required for the downstream analysis and saved it in Matlab structures. 
 
Figure 5.4: General fluorescence data handling scheme 
The raw imaging stacks were extracted from the original HDF5 output of the C-Trap. For simple representation 
purposes, these stacks were exported as TIF and further processed using Fiji. In that way, kymographs and snap 
shots were generated. To enable rigorous downstream data analysis, raw stacks were processed using only Matlab. 
Using the background region of the images, every image was background subtracted. Line profiles along the 
DNA were generated by summing up the intensities of background subtracted images perpendicularly to the 
DNA. Background subtracted kymographs were generated by plotting background subtracted line profiles vs. 
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the corresponding frame number for a stack. Downstream data analysis was typically done using background 
subtracted kymographs and line profiles using Matlab. 
 
General fluorescence data handling: background subtraction and intensity estimation 
 
Every imaging experiment was performed in an ROI that allowed for the estimation of the background 
intensity (BG-ROI, Figure 5.3C). For every frame the background subtracted image was generated by 
calculating the mean intensity in the BG-ROI and subtracting this value from every pixel intensity in the 
total ROI (Figure 5.4). The intensity profile along the DNA was then estimated as the sum of background 
subtracted pixel intensities along the y-direction of the ROI. 
 
Kymographs are plots of the intensity along the DNA vs. time and are useful representation to assess the 
dynamics of fluorescent objects on the DNA. For downstream data analysis in Matlab they were 
generated as plots of the intensity profile of a frame vs. the corresponding frame number for all frames.  
For representation purposes of raw imaging data (figures in this thesis), kymographs were typically 
generated using Fiji. For that we first exported the imaging data stack of an experiment into a TIF file 
using a custom Matlab routine, loaded this in Fiji and the applied the “Plot Profile” command on a line 




Analysis of bind-unbind experiments (BUB) was done only for complete binding or unbinding sub-
experiments (no DNA breaking, no major problems with the excitation laser, no aggregates landed on 
the DNA). 
To prepare the analysis of kinetics and equilibrium properties of FUS interaction with the different 
subtypes of DNA present in overstretched DNA (stretched dsDNA and ssDNA, relaxed ssDNA), we first 
segmented the kymographs of binding and unbinding sub-experiments (Figure 5.5). This was done 
according to the expected unpeeling pattern (sequence of dsDNA, ssDNA and ssDNA-FUS puncta must 
alternate such that it is physically reasonable) and using the relative intensities of FUS on stretched 
dsDNA and ssDNA extracted from enforced overstretching experiments. Segment boundaries were saved 
and double checked for correctness accordingly after segmentation. 
 
Analysis of kinetics and equilibrium properties of FUS-DNA interaction was based on binding and 
unbinding curves (intensity vs. time). In the case of stretched dsDNA and ssDNA we obtained them 
from averaging over all pixels of a kymograph of a DNA molecule that belonged to each of these two 
classes for each time point. The obtained curves were then averaged over all DNA molecules with respect 
to the FUS concentration. Time traces of individual puncta were obtained by averaging over all pixels 
that belonged to the corresponding punctum for each time point. The time traces of individual puncta 
were then also grouped according to FUS concentration and averaged. This was done for both, binding 
and unbinding sub-experiments.  




Figure 5.5: Bind-unbind experiment data handling scheme 
The background subtracted kymographs of the binding-unbinding experiments were the basis for segmentation. 
The kymograph of every sub-experiment (binding or unbinding) was segmented manually in stretched ssDNA, 
stretched dsDNA and puncta using its averaged profile. The intensity-time trace was calculated using the mean 
intensity in a segment for every frame. The mean of all time traces of individual segments at a certain FUS 
concentration was used to calculate kinetic and equilibrium parameters of FUS-DNA interactions. 
The kinetic parameters (on and off rates) of FUS-DNA interaction were obtained from fitting 
exponential functions to the average binding curves at different concentrations. There, several challenges 
occurred. On-rates could not be extracted under two conditions: 1) at low FUS concentrations (5-10 nM), 
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the fluorescence signal on the stretched DNA was undistinguishable from the background and hence 
fitting was not reasonable. 2) at high concentrations, saturation of the DNA occurred faster than our 
imaging frame rate (2 fps) allowed us to observe. For all cases that did not fall into these two categories, 
kon was obtained by fitting a single exponential using the Matlab Curve Fitting Toolbox. The initial time 
point was set using the onset of saturation of the background concentration. 
To describe the unbinding behaviour of FUS from DNA we fitted either one or exponential functions to 
the unbinding curves. Unbinding was thus expressed in terms of either one (koff) or two off-rates koff1 and 
koff2. 
 
The binding equilibrium (coverage of DNA by FUS at different FUS concentrations) was described in 
two ways: 1) spatial FUS density and 2) FUS density per DNA subunit. The spatial density was defined 
as the mean intensity on stretched ssDNA, dsDNA and in puncta per pixel, obtained from the average 
intensity in the corresponding segments during the last 20 seconds of the binding experiment (hence, 
when saturation was reached).  
 
The density per DNA subunit for stretched DNA was calculated by dividing the mean intensity per pixel 
in a segment by the number of DNA building blocks per pixel length. One pixel (100 nm) of the line 
profile of a DNA molecule was assumed to contain 294 bp (0.34 nm/bp) stretched dsDNA and 174 nt 
(0.58 nm/nt) stretched ssDNA. The correlation of intensity and number of nucleotides contained in the 
puncta relied on an approximation explained in more detail in the paragraph about the stepwise 
overstretching experiments. In short, we correlated the integrated intensity of puncta that unambiguously 
originated from ssDNA unpeeling from the ends of a DNA molecule to the number of nucleotides they 
contained. This number was estimated from dividing the distance between bead surface and the centre 
of the corresponding punctum by the length of a stretched nucleotide at 65 pN (again 0.58 nm).  
 
Condensate intensity vs. nucleotide content 
 
To find a relation between the size (intensity) of FUS-ssDNA condensates and the amount of 
incorporated ssDNA we performed stepwise overstretching experiments with DNA molecules that were 
bound to the beads via the two ends of one single strand. The analysis was based on the assumption that 
all available unpeeled nucleotides get incorporated into condensates. In that case we can estimate the 
number of nucleotides in a condensate from the distance between the condensate and a bead (Figure 
5.6). This is true for condensates that form on relaxed ssDNA that unpeeled from a free end of the DNA, 
originating from the bead surface. This distance is, after unpeeling, bridged by the stretched ssDNA 
strand that is complementary to the unpeeled strand. Hence, from the length of this strand and the length 
of a nucleotide under tension (0.58 nm/nt) we can estimate the number of nucleotides in a condensate 
and relate it to the total intensity of the condensate.  
We first segmented the kymographs of the full experiments such that we isolated each step of the 
overstretching experiment, including the beads. We calculated the line profile along these segments. For 
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every condensate that unambiguously originated from unpeeling from a DNA end/bead we estimated 
the length of ssDNA spanning bead and condensate as well as the boundaries of the condensate. The 
total condensate intensity was estimated by integrating the line profile between the beforementioned 
boundaries and related to the number of incorporated nucleotides that was obtained by dividing the 
ssDNA length by the specific length of a nucleotide. This analysis was performed for all applicable puncta 
found at all steps of the stepwise overstretching experiments performed at concentrations between 1 and 
200 nM FUS.  
 
Figure 5.6: Step-wise overstretching experiment data handling scheme 
Background subtracted kymographs of step-wise overstretching experiments with unpeeling events starting from 
the DNA ends were segmented with respect to individual steps. For every step, the averaged profile along the 
DNA was calculated. Bead positions and boundaries of puncta were manually selected. Intensities of puncta were 
integrated and the number of nucleotides in each punctum was calculated by dividing the distance between a 
punctum and its corresponding bead by the length of a stretched nucleotide (0.58 nm). Intensity per punctum 
was plotted vs. the number of incorporated nucleotides. The composition of puncta was calculated from the slope 
of this relation. 
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As the relation between condensate intensity and number of incorporated nucleotides turned out to be 
described by a first order polynomial we could estimate the composition of condensates in terms of 
intensity per nucleotide (which is a proxy for the number of FUS proteins per nucleotide) using the slope 
of the beforementioned graphs. This was estimated using a linear fit to the intensity vs. number of 




FUS-ssDNA condensates formed at high FUS were observed to change their shape after formation in 
binding experiments. Analysis of this shape change relied on the segmentation performed in preparation 
of the BUB analysis. Segments of puncta that did not change their position after formation (hence that 
kept their ssDNA content constant) were selected. Using a peak finding algorithm, we estimated the 
maximum intensity (proxy for material density) and the width of each punctum and analysed the time 
evolution of these quantities as well as of their product (which served as a proxy for the total intensity of 
the punctum). 
Whether a punctum was rounding up after formation was evaluated according to the change of its 
maximum intensity over time. If the peak intensity directly after formation (average over 10 s) was 
smaller than the final peak intensity (average over last 10 s) minus four times its standard deviation 
(during the last 10 s), we defined the punctum as rounded up. According to this classification we 
calculated the average time traces of all the mentioned quantities of these two classes for FUS 




In order to study whether FUS can rescue unpeeled ssDNA fragments from falling off the “bottom 
strand” we analysed the stepwise overstretching experiments with respect to the number of fragments 
that actually fell off during this process. The bottom strand was defined as the single strand that was 
bound to the beads. The analysis was restricted to the time points of the experiment before the molecule 
broke. A fragment was defined as fallen off when during enforced overstretching two unpeeling fronts 
that were moving in opposing directions met and subsequently disappeared from the field of view while 
the bottom strand stayed intact. A fragment was defined as rescued in case the two fronts merged and 
subsequently stayed bound to the bottom strand. The fraction of rescued and fallen off fragments was 




To analyse if the presence of FUS influences the breaking behaviour of DNA tethers we provoked DNA 
breaking by overstretching it continuously. We classified the breaks we observed in the force-extension 
curves according to the extension at which they occurred and whether they happened directly (force drop 
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from overstretching plateau to zero within few data points) or in a delayed manner (via multiple 
intermediate states). We then plotted the type of breaking event vs. the extension at which it occurred 
for the concentration range between 0 and 100 nM FUS. A characteristic extension for the switch from 
direct to delayed breaks was estimated using an error function fit. At 100 nM a group of data points 
indicating direct breaks at around 30 µm extension was excluded from the fit as they probably were 
associated with rupturing of the DNA at the junctions with the beads rather than being caused by DNA 
unpeeling. 
 
Analysis of FUS condensates on relaxed dsDNA 
 
To initially assess the formation of FUS enriched condensates on relaxed DNA we manually counted the 
number of condensates that occurred during the 2 sequential relax-stretch cycles at different 
concentrations and plotted their relative occurrences. 
 
To gain more insights into the mechanisms underlying the formation of the FUS-dsDNA condensates, 
we correlated the intensity of condensates to the applied force and the extension of the DNA.  
The maximum intensity of condensates was tracked for each frame of an experiment using a peak finding 
algorithm.  
The force signal was baseline subtracted. For that we recorded the force while moving the beads after 
breaking the DNA molecule from the most extended to the closest position. The obtained FEC was fitted 
by a first order polynomial. As not all molecules broke we generated an average base line from all the 
existing base lines and subtracted this one from all force traces of the corresponding set of experiments. 
To correlate imaging and mechanics data, we first synchronized the time stamps of the two signals and 
then down sampled the mechanics data to match the imaging frame rate (2 Hz). The average time traces 
of peak intensity, applied force and DNA extension were then calculated. For simplicity we only 
considered experiments where at 100 nM FUS one condensate formed on the DNA molecule. 
To analyse the impact of the interaction with FUS on the mechanical properties of DNA in this 
experimental scheme, we generated force-extension curves (FECs) and force-time traces. The FECs of all 
molecules were base line subtracted (as explained before), averaged and plotted for the 4 parts of the 
experiment: relax 1, stretch 1, relax 2, stretch 2. The force-time traces were plotted for the waiting periods 
after relax 1 and 2 and stretch 1. To obtain the force gain or force drop after relaxation or stretching we 
calculated the difference between the force at each time point after the waiting position was reached and 
the initial force of each waiting period. The average traces were then plotted vs. the time after reaching 
the waiting position. 
To evaluate at which forces the condensates exist, we plotted the condensate intensity for all frames (if a 
condensate had been detected) vs. the corresponding force. The data was binned with respect to the force 
and then averaged. 
To gain insights into the condensate architecture we studied the relation between condensate intensity 
and the slack of the relaxed DNA. This was supposed to serve as a proxy for the amount of DNA that 
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could potentially be incorporated into the condensate. The rationale behind this was that for a condensate 
that consisted of FUS scaffolded by coiled up DNA, the intensity if the condensate should increase with 
the amount of incorporated DNA. The DNA slack was estimated as the difference between theoretical 
contour length of lambda phage DNA of 16.5 µm and the in each frame measured DNA extension (end-




When we overstretched DNA molecules on which in relaxed state condensates had been observed, we 
occasionally noticed that the location of condensate formation in the relaxed state spatially coincided 
with the origin of unpeeling fronts in overstretching. In order to study whether the condensates found 
on relaxed DNA were nucleated by nicks, we analysed the kymographs of experiments at different FUS 
concentrations with respect to two aspects: how many condensates are starting points for unpeeling 
events and how many unpeeling events start from condensates. Connection between condensates and 
unpeeling fronts were drawn from spatial proximity and potential residual intensity traces left after 
dissociation of condensates. The puncta were classified according to whether they clearly coincided with 
unpeeling events, it was not really clear or whether this was clearly not the case. Unpeeling events were 
classified according to whether they clearly originated from former condensate positions, it was not really 
clear or whether they clearly originated from other sites. The relative occurrences were plotted for the 
different concentrations. 
 
HP1 mechanics and imaging 
 
The analysis of the influence of HP1 spiked with HP1-488 on the mechanical properties of DNA was 
based on the method described in the corresponding section for FUS (Analysis of FUS condensates on 
relaxed dsDNA). The only difference was that in the case of HP1 only the force gain after relax 2 was 
analysed as the flushing after relax 1 interfered with the force signal in the corresponding time window. 
 
5.3.2 HP1-DNA mechanics data 
 
The custom-built optical tweezers instrument generates plain text output files. From these, using custom 
Matlab routines, we extracted the mechanics data (forces, distances, time stamps etc.) that was required 
for downstream analysis and saved it in Matlab structures. For the analysis of forces we used the signal 
of the respective stationary trap. 
 
Force-extension curves, force-time traces and characteristic parameters 
 
To prepare the analysis of FECs and force-time traces, we initially cropped the combined force-time-
extension signal according to the experiment state (stretching, relaxing) and the external condition 
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(protein, low salt buffer, high salt buffer). The data was base line subtracted (for each channel a separate 
base line was recorded by moving the beads within the relevant range after rupturing the DNA molecule). 
To obtain mean FECs, the force signals of individual molecules were binned according to extension 
(separate for stretch and relax process) and then averaged. Force-time traces of waiting periods were 
generated by subtracting the initial force after reaching the waiting position from the force trace during 
the waiting period. These signals were the plotted as force gain or force drop after relaxation or stretching 
for the different buffer conditions and trials. 
The areas within FECs were calculated using the trapezoid method applied to the smoothened FECs 
(moving average, time window 50 data points) of each trial of each molecule.  
The characteristic extension at 15 pN during stretching was found by a custom Matlab routine applied 
to smoothened FEC of the stretching process for every trial of every molecule.  
The characteristic force gain and drop of a molecule was found by averaging the last 0.5 s of the waiting 
steps. 
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6 Appendix 
6.1 Assay quality checks 
 
Control over protein concentrations is key to guarantee reproducibility in our protein-DNA interaction 
assays. In preparation of and during every experiment, we had 3 checks to ensure and document the 
concentrations of our protein of interest. Firstly, after thawing the protein, we measured its concentration 
via UV absorption using the Nanodrop ND-1000 Photospectrometer. Secondly, while flushing the 
diluted protein solution into the flow cell, we measured the fluorescence intensity over time. Thirdly, 
while performing the actual imaging experiments, the background fluorescence was recorded. To 
demonstrate the reliability of our measurements, we are going to briefly present the data of the latter two 
quality checks. 
 
Establishment of stable protein concentrations during experiment initiation 
 
Using a microfluidics system to deliver protein solutions for our experiments, losses for example due to 
unspecific protein absorption at the tubing and flow cell walls can greatly impact the actual protein 
concentrations at the position of measurements. To ensure stable, reproducible experimental conditions, 
in preparation of every experimental session, we extensively flushed protein solution through the 
microfluidics system while recording the corresponding fluorescence intensity.  
Here, we plot the average intensity recorded using our standard imaging settings over the course of 
45 min flushing processes (0.2-0.3 bar) at concentrations between 1 and 200 nM FUS-GFP. 
 
Figure 6.1: Equilibration time trace 
We recorded the fluorescence intensity while equilibrating our flow system with respect to the protein 




At every concentration, the intensity drastically increased within the first 30 minutes and then started to 
saturate. It is also evident that under our standard imaging conditions, 1 nM GFP labelled protein is very 
close to the detection limit. 
Taken together, we have demonstrated that it is crucial to carefully equilibrate the flow system. Extensive 
flushing apparently leads to saturation of unspecific adsorption surfaces and guarantees reproducible 
experimental conditions. 
 
Checking the background concentration during experiments 
 
The extensive initial flushing establishes reliable starting conditions for assays based on fluorescence 
measurements. To also control for the protein concentrations during experiments and to allow for 
background subtraction, the background intensity was recorded for every frame in every experiment 
(also see Figure 5.3C). We here present the time traces of the background intensities in binding-
unbinding experiments in the range between 5 and 200 nM. 
 
 
Figure 6.2: Background intensity in binding-unbinding experiments 
A, In every binding-unbinding experiment, the background fluorescence intensity is recorded. It allows 
to follow the different experimental stages. Data: mean ± SEM, N: number of experiments. B, The 
equilibrium intensity in binding experiments can be used to generate calibration curves. Data: 
mean ± SEM, in red: linear fit to means  
 
In binding experiments, the imaging was performed for 11 frames (5.5 s) inside the buffer channel, hence 
in absence of protein. The instantaneous jump to a saturated fluorescence level indicates movement into 
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the protein channel. Over time, no intensity loss can be observed, indicative for a stable protein 
concentration and only minor diffusion of protein out of the channel. Remarkably, at high protein 
concentrations (100-200 nM FUS-GFP), a dent in the signal during the first 10-15 s inside the protein 
channel is detected. The origin of this is unclear. A reason might be the thermophoretic effect. Local 
heating by the trapping laser might lead to a diffusion of proteins out of the area with increased 
temperature. Over time, the temperature gets equilibrated (also, using the temperature control unit) and 
concentration gradients vanish. Other explanations might include photobleaching or protein absorption 
to the beads. Taken together, we emphasized that it is important to check the protein concentration 
during experiments. 
In unbinding experiments, imaging is performed at lower frame rates (0.25 fps). 4 frames are recorded 
in presence of protein before the ROI is moved out of the protein channel. The background fluorescence 
time traces show an instant drop of fluorescence within one frame. This demonstrates once more that 
the background intensity is an important control parameter for our experiments. 
We further used the background intensity during the last 30 s of binding experiments to relate the actual 
protein concentrations to each other. Here, we present a plot of the average background intensities 
recorded at different protein concentrations. They follow a linear trend, indicating that our attempts to 
guarantee reliable experimental conditions can be considered successful. This relation further can serve 
as a calibration curve to estimate local protein concentrations on DNA or in condensates. This, however, 
involves several levels of complexity we do not want to discuss here. 
 
Taken together, we have demonstrated measures to ensure reliable and reproducible experimental 
conditions in fluorescence-based optical tweezers assays. 
 
 
6.2 FUS concentration dependence of condensate rounding 
 
In Section 2.4, we have shown that FUS-ssDNA condensates formed at 200 nM FUS round up after 
formation. Here, we show the same analysis for 50 and 100 nM FUS. The tendency for the condensates 
to round up after formation seems to depend on the amount of material and the FUS concentration at 




Figure 6.3: Rounding analysis of FUS-ssDNA condensates 
We plotted the total peak intensity, the peak width and the maximum peak intensity of FUS-ssDNA condensates 
formed at different FUS concentrations in binding experiments over time. We plotted individual traces and 
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