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ASYMPTOTIC HYPERFUNCTIONS, TEMPERED HYPERFUNCTIONS,
AND ASYMPTOTIC EXPANSIONS
ANDREAS U. SCHMIDT
ABSTRACT. We introduce new subclasses of Fourier hyperfunctions of mixed
type, satisfying polynomial growth conditions at infinity, and develop their sheaf
and duality theory. We use Fourier transformation and duality to examine rela-
tions of these asymptotic and tempered hyperfunctions to known classes of test
functions and distributions, especially the Gelfand–Shilov-Spaces. Further it is
shown that the asymptotic hyperfunctions, which decay faster than any nega-
tive power, are precisely the class that allow asymptotic expansions at infinity.
These asymptotic expansions are carried over to the higher-dimensional case by
applying the Radon transformation for hyperfunctions.
1. INTRODUCTION
Since the advent of Sato’s hyperfunctions [49, 50], and the introduction of
Fourier hyperfunctions by Kawai [30], the research field of hyperfunctions has
become grossly diversified. Main branches are the algebro-analytic [29] and the
functional analytic approach to the subject. Within the latter, in which the present
study takes its place, a large number of special classes of hyperfunctions has been
considered, cf. the introductions of [22, 23, 48]. The construction of two new sub-
classes of Fourier hyperfunctions in this article is driven by two motives: Firstly,
their relation to known classes of distributions and hyperfunctions, and, secondly
yet not less, their intended application. The two classes of tempered respectively
asymptotic hyperfunctions that we consider, satisfy two extreme cases of polyno-
mial bounds at infinity. The latter fall off faster than any power, while the former
are allowed to grow as an arbitrary finite power. With respect to the first motive
above, we show that tempered and asymptotic hyperfunctions fit into and extend
the scheme of generalized functions introduced by Gelfand and Shilov [15]. In
this way, we gain insight in the operations of duality and Fourier transform on
our and several other spaces of test and generalized functions, paralleling earlier
studies [56, 17, 43]. The second motive has two roots: The application of hy-
perfunctions in theoretical physics, and the more general and classical subject of
asymptotic expansions [64, 63, 42]. To the first, there is a long standing view that
in a fundamental formulation of quantum field theory, the mathematical problems
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of QFT can bee seen as a problem of the choice of the ‘right’ class of generalized
functions for the representation of quantum fields [65, 24, 4, 34, 59, 52, 51, 57, 58].
Among other developments, this has led to formulations of QFT in terms of ultra-
distributions [8, 9, 47] and finally hyperfunctions [35, 36, 37, 38, 39, 4, 5]. Fur-
thermore, there are results which relate these problems, and especially the most
difficult subject of renormalization [60], to asymptotic expansions [2, 3, 62]. Also,
infrared divergences show a connection to these [54]. This altogether inspired our
interest in the possibility of asymptotic expansions for a suitable class of hyper-
functions, and we are able to show that our asymptotic hyperfunctions are well
suited in this respect.
This article contains some of the essential parts of [53] in Sections 3 and 4, and
is organized as follows:
In Section 2 we establish the sheaf theory of tempered and asymptotic hyper-
functions of general type with values in a Fréchet space by the duality method.
The strategy follows coarsely the proceeding of [22] and uses methods and argu-
ments from other sources, see, e.g., [40, 46], which are almost classical. Therefore,
to omit superfluous repetitions and in order to clarify the line of argument, we state
only the core results, postponing all proofs to Appendix A. A further generaliza-
tion to tempered and asymptotic hyperfunctions with values in a general Hilbert
space as in [23] seems possible, but we do not undertake this.
It should be noted at this point that in the one-dimensional case, the sheaf the-
ory for tempered and asymptotic hyperfunctions can be built upon relatively el-
ementary complex-analytic methods, as in the case of ordinary hyperfunctions,
see [26, 33]. In essence, this amounts to analogies of Runge’s approximation theo-
rem and Mittag–Leffler’s theorem with polynomial growth conditions. This is done
in [53], where polynomial bounds at infinity for hyperfunctions in one dimension
are established. For the duality theory of these hyperfunctions in one dimension, it
is useful to follow the spirit of the famous Phragmén–Lindelöf-Principle, to obtain
polynomial bounds on integrals along a contour around an unbounded domain in
C from bounds in the interior. This result of separate interest is contained in [55].
Section 3 explores the functional analytic structure of the spaces of tempered and
asymptotic hyperfunctions. To that end, we combine duality to test function spaces
with behavior under Fourier transformation. We are able to show the identity of
tempered hyperfunctions to the dual of the Gelfand–Shilov-Space S 1, see [15].
This way, we extend the Gelfand–Shilov-Scheme of test function and distribution
spaces by hyperfunctions with polynomial growth conditions.
Section 4 contains an application of asymptotic hyperfunctions which we regard
as essential. We use them to extend the asymptotic expansions of distributions
exhibited in [12, 13] to hyperfunctions, cf. also the related results for ultradistri-
butions in [7]. It turns out that the asymptotic ones are the natural objects in the
category of hyperfunctions for such expansions. We start by exploring the one-
dimensional case. Generalization to higher dimensions could trivially be done
using cartesian products, but we prefer a more symmetric approach which uses
the Radon transformation for hyperfunctions described by Kaneko and Takiguchi
in [27].
Finally, the Appendix contains the proofs of the statements in Section 2.
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2. HYPERFUNCTIONS BY THE DUALITY METHOD
At the heart of the duality method lies a general theorem on the existence and
uniqueness of a flabby sheaf of Fréchet spaces under quite weak conditions which
are streamlined for the use with duals of appropriate test function spaces. It first
appeared in [25] and was further generalized in [22]. We use a slightly weaker
statement, which is sufficient for our needs.
Theorem 2.1 (Shapira–Junker–Ito, [22, Theorem 1.2.1]). Take X to be a locally
compact, σ -compact topological space satisfying the second axiom of countability.
Assume there is a collection {FK} of Fréchet spaces labeled by the compact subsets
K of X such that F∅ = 0 and for any two compacta K1, K2 ⊂ X holds:
i) If K1 ⊂ K2, then exists a continuous injection iK1,K2 : FK1 → FK2 .
ii) If K1 ⊂K2 is such that every connected component of K2 intersects K1, then
iK1,K2 has dense image.
iii) The sequence of Fréchet spaces
0 −−−−→ FK1∩K2 −−−−→ FK1 ⊕FK2 λ−−−−→ FK1∪K2 −−−−→ 0,
with λ : (u1,u2) 7→ u1−u2, is an exact topological sequence.
iv) Fore every at most countable family {Ki} of compacta in X holds FK =⋂
i FKi , where K =
⋂
i Ki.
Then, there exists exactly one flabby sheaf F on X with ΓK(X ,F ) = FK for every
compact set K in X.
In practice, the spaces FK will be spaces of locally analytic functionals on real
subsets of Cn. To obtain all types of Fourier hyperfunctions, the base space X is
set out as a combination of Rn and two types of radial compactifications of Rn: As
usual we denote by Dn, n ∈ N, the radial compactification of Rn in the sense of
Kawai, see, e.g., [26]. To denote the base spaces on which germs of holomorphic
functions respectively hyperfunctions of arbitrary mixed type live, we use triple
indices of nonnegative integers n def=(n1,n2,n3), n ∈ I. Here, we denote by I the
subset of n∈N30 such that |n|
def
=n1+n2+n3 6= 0. With this, we set Qn def=Cn1×(D+
iR)n2 × (D× iD)n3 , for n ∈ I. Here, the real subspace Dn def=Rn1 × (D1)n2 × (D1)n3
is conceived as a compact subset of Qn. We will later introduce separate symbols
for the common special cases of indices n corresponding to ordinary, Fourier-,
modified, and mixed type hyperfunctions. The reader will find it easy to reconstruct
the notation of [22, Section 2.1] from ours. We set z = (z′,z′′,z′′′) for z ∈C|n|, with
z′ = (z1, . . . ,zn1), z
′′ = (zn1+1, . . . ,zn1+n2), z
′′′ = (zn1+n2+1, . . . ,z|n|). For any S⊂Qn
we write SC|n| for S∩C|n|. We denote by U the closure of U in Qn and by K◦ the
interior of K.
Definition 2.2. For an open set U ⊂ Qn let O
∞
(U) (resp. O−∞(U)) be the space
of all holomorphic functions f on UC|n| , such that for any compact set K ⊂U there
exists a γ ∈R (resp. for all γ ∈ R) and
sup
K
C|n|
∣∣ f (z)(1+ ∣∣z′′∣∣+ ∣∣z′′′∣∣)−γ∣∣< ∞
holds. The sheaves O±∞ of germs of tempered respectively asymptotic holomor-
phic functions are the sheafifications of the pre-sheaves generated by the spaces
O±∞(U) of local sections.
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Next we introduce topologies on the spaces of local sections.
Definition 2.3. Let K ⊂ Qn be compact and U ⊂ Qn be open. For m ∈ Z and a
compact set K ⊂Qn we set
‖ f‖m,K def= sup
K
C|n|
∣∣ f (z)(1+ ∣∣z′′∣∣+ ∣∣z′′′∣∣)−m∣∣,
whenever this makes sense for a function f . We denote by OBm(K) the space of
holomorphic functions f on K◦
C|n| , which are continuous on KC|n| , and such that
‖ f‖m,K < ∞ holds. Choose a fundamental system {Vm} of neighborhoods of K
with Vm+1 ⋐Vm and a sequence {Lm} of compacta which exhausts U . We set
O
∞
(K) def= lim−→O
B
m(Vm), O−∞(U)
def
= lim←−O
B
−m(Lm),
O
∞
(U) def= lim←−O∞(Lm), O−∞(K)
def
= lim−→O−∞(Vm),
thereby introducing locally convex topologies on these spaces.
Proposition 2.4. The spaces O±∞(K) are DFS-spaces and O±∞(U) are FS-spaces.
All these spaces are nuclear.
The sheaves of germs of tempered respectively asymptotic real analytic
functions are defined by P±∞
def
=O±∞|Dn . The spaces of sections P±∞(K) of P±∞
on a compact set K ⊂ Dn are the DFS-spaces O±∞(K). The spaces of local sec-
tions of the sheaves O±∞ and P±∞ exhibit the usual tensor product decomposition
property:
Proposition 2.5. For compact sets K ⊂ Qn and L ⊂ Qm, we have the following
topological isomorphisms:
i) O±∞(U ×V )∼= O±∞(U) ⊗̂O±∞(V ), U ⊂Qn, V ⊂Qm open.
ii) O±∞(K×L)∼= O±∞(K) ⊗̂O±∞(L), K ⊂Qn, L ⊂Qm compact.
iii) P±∞(K×L)∼= P±∞(K) ⊗̂P±∞(L), K ⊂ Dn, L ⊂ Dm compact.
iv) P±∞(Q(n1,n2,n3))∼= A (Rn1) ⊗̂P±∞(D(0,n2,n3)),
where A (Rn) denotes the space of ordinary real analytic functions on Rn.
By duality, one could derive Schwartz-type kernel theorems for the tempered
and asymptotic hyperfunctions to be defined below from the above proposition, as
in [22, Section 3.1] or [6], but we will be content with leaving this issue on the
level of test functions.
Theorem 2.6. For every compact set K ⊂ Dn holds H1K(Dn;P±∞) = 0.
This theorem is the basis for the localization of hyperfunctions. Namely, by
considering the long exact sequence of cohomology groups
0 −→P±∞(K1∪K2)−→P±∞(K1)⊕P±∞(K2)−→P±∞(K1∩K2)
−→ H1K1∪K2(Dn;P±∞)−→ ·· ·
for two compact sets K1, K2 ⊂ Dn, we immediately derive from it the following
important conclusion, which is dual to condition iii) of Theorem 2.1:
Corollary 2.7. The following sequence is exact:
0→P±∞(K1∪K2)−→P±∞(K1)⊕P±∞(K2)−→P±∞(K1∩K2)→ 0.
The last main ingredient is an approximation theorem of Runge type.
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Theorem 2.8. P±∞(Dn) is dense in P±∞(K) for K ⊂ Dn compact.
Now let E be any Fréchet space. For an open set U ⊂ Qn we call the spaces
O ′±∞(U ;E)
def
=L(O±∞(U);E) of all continuous linear mappings from O±∞(U) into
E the asymptotic respectively tempered analytic functionals on U with values
in E . Similarly, we define O ′±∞(K;E)
def
=L(O±∞(K);E) respectively P ′±∞(K;E)
def
=
L(O±∞(K);E) for K ⊂ Qn respectively K ⊂ Dn compact. All these spaces are
endowed with the topology of convergence on compact subsets. Then, by virtue
of [61, Proposition 50.5], see also [41, proof of Theorem 5.7], we have:
Proposition 2.9. For any Fréchet space E holds:
i) O ′±∞(U ;E)∼= O ′±∞(U) ⊗̂ E, for U ⊂Qn open.
ii) O ′±∞(K;E)∼= O ′±∞(K) ⊗̂ E, for K ⊂Qn compact.
iii) P ′±∞(K;E)∼= P ′±∞(K) ⊗̂E, for K ⊂ Dn compact.
We say that a compact set K ⊂U ⊂Qn is a carrier for a section F ∈O ′±∞(U ;E)
if F can be extended to an element of O ′±∞(K;E). The functional F is said to be
carried by an open subset V in U if it is carried by some compact subset of V . If
a compact set K in U ⊂ Dn has the Runge property, and thus P±∞(U) is dense in
P±∞(K) by Theorem 2.8, then F is carried by K if and only if it is carried by all
open neighborhoods of K in U .
By using the dual of the exact sequence of Corollary 2.7, and by induction, we
easily see that
⋂
i P
′±∞(Ki;E) = P ′±∞(
⋂
i Ki;E) for every countable family {Ki}
of compacta in Dn. Then, Zorn’s Lemma implies that for every functional F ∈
P ′±∞(D
n;E) with F 6= 0, we can find a smallest compact set K in Dn which is
a carrier for F . We call K the support of F and denote it by supp(F), cf. [22,
Theorems 2.3.4 and 2.3.5]. Then, the identity P ′±∞(Ki;E) = {F ∈P ′±∞(Dn;E) |
supp(F)⊂ K} easily follows.
With these preparations, we are ready to define the sheaves of tempered and
asymptotic hyperfunctions of general type with values in a Fréchet space E .
Namely, the mapping K 7→ P ′±∞(K;E), which assigns a Fréchet space to every
compact set K ⊂ Dn, satisfies all conditions of the Shapira–Junker–Ito-Theorem
2.1, cf. [22, proof of Theorem 2.4.1]. Thus we have:
Theorem 2.10. There exists exactly one flabby sheaf EQ±∞ such that for every
compact set K ⊂ Dn holds ΓK(Dn,EQ±∞) = P ′∓∞(K;E).
There is a natural embedding of flabby sheaves
E
Q−∞ →֒ EQ∞ →֒ EQ
of asymptotic into tempered into ordinary Fourier hyperfunctions on Dn, induced
by the continuous inclusions of the respective test functions spaces.
3. THE STRUCTURE OF TEMPERED AND ASYMPTOTIC HYPERFUNCTIONS
In this section, we specialize to the case of scalar-valued, unmodified, tempered
and asymptotic hyperfunctions, i.e., we consider Q±∞ = CQ±∞ on Dn =D(0,n,0) ⊂
Qn =Q(0,n,0). The following theorem establishes the orthantic boundary value rep-
resentation for global sections of these sheaves, cf. [26, §7.1]. We do not go into
developing a duality theory for local sections, resembling Poincarè–Serre duality
for cohomology groups, but rather present duality theorem which relates globally
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defined tempered and asymptotic hyperfunctions to boundary values of holomor-
phic functions with the same growth or decay behavior.
Theorem 3.1. There is a linear, topological isomorphism
Q±∞(D
n)∼= O±∞(W#Dn)
/ n
∑
j=1
O±∞(W # jDn),
for every open, cylindrical neighborhood W of Dn in Qn.
Here, for W =W1× . . .×Wn and a compact, cylindrical subset K = K1× . . .×Kn
of W we define
W#K def=(W1 \K1)×·· ·× (Wn \Kn)
and
W # jK
def
=(W1 \K1)×·· ·× Wj︸︷︷︸
omitted
×·· ·× (Wn \Kn).
We will not give a detailed proof of this theorem, since the existing ones for Fourier
hyperfunctions can be literally applied in our case, see, e.g., the clear exposition
in [4, Part C]. Let us nevertheless comment on the essential points. For an equiva-
lence class [F] in one of the quotients defined above and a function f ∈P∓∞(Dn)
one defines an inner product
〈[F ] , f 〉=−
∫
Γ1
· · ·
∫
Γn
F(z1, . . . ,zn) f (z1, . . . ,zn)dz1 · · ·dzn,
where the integration plane Γ = Γ1× . . .×Γn has to be chosen to lie in the common
domain of holomorphy of F and f . Since it is of the form of a cartesian product,
Cauchy’s Theorem ensures independence of the bilinear form of the special choice
of Γ. One easily sees that the linear functional T[F] = 〈[F] , ·〉 is continuous. That
the mapping F 7→ T[F] is injective is essentially an application of Cauchy’s integral
formula, but with an exponentially decaying kernel. This kernel
hz(w)
def
=
n
∏
i=1
−1
2pii
· e
−(zi−wi)2
zi−wi ,
is also used to show surjectivity of T by evaluating it on a given functional T ∈
Q±∞(D
n). The function T (hz) is in O±∞(W#Dn), since h preserves the present
asymptotic resp. tempered growth condition as can easily be verified by explicit
estimation, see [53], and defines T via T[T (hz)] = T and accordingly, T (hz) is called
a defining function for the hyperfunction T .
The set W#Dn decomposes into 2n connected components labeled by the signs
σ = (σ1, . . . ,σn) of the imaginary parts of the components (z1, . . . ,zn) of the co-
ordinate z. By this decomposition, every tempered or asymptotic hyperfunction
possesses the orthantic boundary value representation
f (x) = ∑
σ
Fσ (x+ iΓσ 0), Fσ (z) ∈ O±∞(Dn + iΓσ 0),
where Γσ
def
= {x ∈ Rn | σ · x > 0} is the σ -th orthant and Fσ is holomorphic on
an infinitesimal wedge of type Dn + iΓσ 0, see [26, Page 82]. Contact with rep-
resentations by boundary values from other infinitesimal wedges can be made by
convolution of a hyperfunction f ∈ Q±∞(Dn) with the exponentially decreasing
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Radon decomposition kernel W∗(x,ω), ω ∈ Sn−1, which preserves the polynomial
growth conditions on f , see [27, Appendix]. Consistency of all such representa-
tions is assured by Martineau’s edge of the wedge theorem with polynomial
decay conditions, which we may cite now in a form suitable for tempered and
asymptotic hyperfunctions:
Theorem ([27, Theorem A.6]). Let f (x) be a Fourier hyperfunction with a set
of defining functions {Fj(z) ∈ O±∞(Dn + iΓ j0)}Nj=1. Assume f = 0 in Q±∞(Dn).
Then for any choice of proper sub-cones Γ′j ⋐ Γ j there exist wedge-analytic func-
tions Fjk ∈ O±∞(Dn + i(Γ′j +Γ′k)0) such that
Fjk =−Fk j, Fj(z) =
N
∑
k=1
Fik(z)
on an infinitesimal wedge of type Dn + iΓ j0.
The Fourier transformation F on Q±∞(Dn), see [26, Chapter 7], can be defined
as usual by taking the boundary value of the Fourier–Laplace-Transformation of
a single boundary value and extending linearly to the formal sums representing
f ∈Q±∞(Dn). It is consistent with the embedding Q±∞(Dn) →֒Q(Dn) (since the
boundary value representations are), and the Fourier inversion formula holds.
We first consider the Fourier transform of the space P−∞(Dn) of asymptotic
real analytic functions, which is the test function space of Q
∞
(Dn). As one would
expect, FP−∞(Dn) is a space of exponentially decreasing C∞-functions. Closer
examination shows that it is one of the spaces S βα introduced by Gelfand and
Shilov. We give an equivalent definition of it:
Definition 3.2 ([15, Chapter IV, §3]). We set
S1(R
n)
def
=
{
f ∈C∞(Rn)
∣∣∣ ∃δ > 0,∀α : sup
x
|Dαx f (x)|eδ |x| < ∞
}
.
The topology of S1(Rn) is that of an inductive limit
S1(R
n) = lim−→
A→∞
S1,A(R
n),
of countably normed spaces, where S1,A(Rn) is the space of all infinitely differen-
tiable functions f for which all the norms
‖ f‖
S1;m,p
def
= sup
x,|α |≤p
|Dαx f (x)|em
−1(1−p−1)|x|,
are finite, where m = eA, and p = 2,3, . . ..
Theorem 3.3. The Fourier transformation F : P−∞(Dn) ∼−→ S1(Rn) induces a
linear topological isomorphism.
Proof. We choose an equivalent representation of the space P−∞(Dn) as an induc-
tive limit of countably normed spaces:
P−∞(D
n)∼= lim−→
m
O
B
−∞(Um), with O
B
−∞(Um)
def
= lim←−
k
O
B
−k(Um).
Here we use the special system Um = Dn + i{|Imz| < 1/m} of neighborhoods of
Dn. Now let f ∈ OB−∞(Um) for an m ∈ N. Since f is an asymptotic function on the
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whole domain UmCn we can use Cauchy’s Theorem and dominated convergence to
calculate its Fourier transform f̂ by shifting the integration plane as follows:
Dαξ f̂ (ξ ) =
∫
z=Rn+iy
(−iz)α e−izξ f (z)dz,
with arbitrary |y| ≤ 1/m. Choosing z = x∓ i/m for ξ ≷ 0, we estimate
|Dαξ f̂ (ξ )| ≤ ‖ f‖−|α |−n−1,Um ·
∣∣∣∣∫
Rn
e−ixξ e−|ξ |/m(1+ |x|)−n−1dx
∣∣∣∣
≤Cn · ‖ f‖−|α |−n−1,Um · e
−|ξ |/m,
with certain Cn > 0. This shows that f̂ is an exponentially decreasing C∞-function,
i.e., an element of S1(Rn). Thus, for the norm ‖·‖S1;m,p on S1,A(R
n) with A=m/e
we have
‖ f̂‖S1;m,p ≤C · ‖ f‖−p−n−1,Um · supξ
e−|ξ |/me(1−p−1)|ξ |/m
≤C · ‖ f‖−p−n−1,Um · supξ
e−|ξ |/(mp) ≤C · ‖ f‖−p−n−1,Um ,
and similarly for every m′ > m, which shows continuity of F with respect to the
inductive limit topologies of P−∞(Dn) and S1(Rn). Then, by the classical Fourier
inversion formula, F is a continuous linear bijection and the continuity of F−1
follows similarly as above. 
Since the Fourier transformation acts on the Gelfand–Shilov-Spaces by exchang-
ing the indices, we can immediately place P−∞(Dn) itself into the S
β
α -scheme.
Tempered hyperfunctions also find their place, since P−∞(Dn) are their test func-
tions:
Corollary 3.4. The space P−∞(Dn) is topologically isomorphic to the function
space S 1(Rn) and Q
∞
(Dn) is topologically isomorphic to the space S 1′(Rn).
The Fourier transformation induces a mapping F : Q
∞
(Dn)
∼−→ S ′1(Rn), which
is a linear, topological isomorphism.
Modeled after the scheme exhibited above, we can now examine the Fourier
transform of asymptotic hyperfunctions. It is by now clear that FQ−∞(Dn) is
a space of smooth functions. They exhibit the infra-exponential growth property
which is typical for Fourier transforms of Fourier hyperfunctions.
Definition 3.5. We denote by C∞∗(Rn) the space of infra-exponential, smooth
functions. These are all f ∈ C∞(Rn) such that: For all k ∈ N and ε > 0 exists a
constant Ck,ε > 0 with ∣∣∣∣∂ α f (x)∂xα
∣∣∣∣≤Ck,ε eε |Rez|,
for all multi-indices α ∈ Nn with |α | ≤ k. We equip C∞∗(Rn) with the topology of
a countably normed space induced by the norms
‖ f‖C∞∗;m,p def= sup
x,|α |≤p
|Dαx f (x)|e−|x|/m
for all p, m ∈ N, and consider C∞∗(Rn) to be completed in this topology.
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We note aside that with this topology, C∞∗ is isomorphic to the test function
space which was denoted by P in [12].
Theorem 3.6. The Fourier transformation F : Q−∞(Dn) ∼−→C∞∗(Rn) induces a
linear topological isomorphism.
Proof. Since F extends to linearly to sums of boundary values, it suffices to
consider an asymptotic hyperfunction f represented by a single boundary value
f (x) = F(x+ iΓσ 0) from an orthant Γσ . So, let W be an infinitesimal wedge of
type Dn+ iΓσ 0 and F(x+ iy)∈O−∞(W ) be a defining function for f . Then, for ev-
ery compact set L⊂Rn such that K =Dn+ iL is compact in W , holds the estimate:
|Dαξ f̂ (ξ )|=
∣∣∣∣∫Imz=y(−iz)α e−izξ F(z)dz
∣∣∣∣
≤ ‖F‖−|α |−n−1,K
∣∣∣∣∫
Rn
e−ixξ eyξ (1+ |x|)−n−1dx
∣∣∣∣, (†)
with arbitrary y ∈ L. This shows F f ∈ C∞∗(Rn) since |y| can be made arbitrar-
ily small, leaving the integral unchanged by Cauchy’s Theorem. On the other
hand, let Ĝ(ξ ) ∈C∞∗(Rn) be such that all derivatives of Ĝ decrease exponentially
outside the closed cone Γσ , which can be achieved by eventually decomposing
the original function utilizing exponentially decreasing multipliers. Then, the in-
verse Fourier transform G = F−1Ĝ is a boundary value G(z) ∈ O∗(Dn + iΓσ 0)
and thus a Fourier hyperfunction, cf. [26, Proposition 8.3.2]. It is an easy calcula-
tion to show G(z) = O(|Rez|−∞) locally uniformly in Imz. This shows F−1Ĝ ∈
Q−∞(D
n). The inversion formula for Fourier hyperfunctions, see [26, Theorem
8.3.4], thus implies that F is a linear bijection from Q−∞(Dn) onto C∞∗(Rn) with
inverse F−1. It remains to show continuity. If we choose a special exhausting
sequence of compacta {K j = Dn + iL j} j∈N for W , such that some points of the
cylindrical surface {|Imz|= |y|= 1/ j} are contained in K jCn , then we can make y
in estimate (†) small enough to conclude
|Dαξ f̂ (ξ )| ≤C · ‖F‖−|α |−n−1,K j · e|ξ |/ j.
This yields
‖ f̂‖C∞∗;m,p ≤C · ‖F‖−p−n−1,K j supξ
e( j
−1−m−1)|ξ | ≤C · ‖F‖−p−n−1,K j ,
for all j≥m, showing continuity of F in the topologies of Q−∞(Dn) and C∞∗(Rn).

Again, we can immediately draw the following conclusion:
Corollary 3.7. The Fourier transformation F : P
∞
(Dn)
∼−→C∞∗′(Rn) induces a
linear topological isomorphism.
The test function spaces S βα for α , β ≥ 1, are ordered in the Gelfand–Shilov
scheme according to two characteristics: Growth order, controlled by the lower
index α , which ranges from exponential decay for α = 1 to rapid (asymptotic in
our terminology) decay for α = ∞. And regularity, which is that of real analytic
functions in strip-like neighborhoods of the real axis for β = 1, i.e., the typical
regularity of test function spaces of Fourier hyperfunctions, and on the other hand
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FIGURE. A diagram of generalized functions.
simple C∞-functions for β = ∞ (of course satisfying the growth conditions de-
manded by α to all derivatives). Note that, e.g., the Schwartz-Space S is nothing
but S ∞
∞
, and it is long known, see [35, Proposition 2.1], that S 11 (Rn) is exactly the
space P∗(Dn) of exponentially decaying, real analytic test functions whose dual
is the space Q(Dn) of Fourier hyperfunctions.
We can use our two Paley–Wiener-Type Theorems 3.3 and 3.6 and their corollar-
ies to extend this scheme largely to include asymptotic, tempered and Fourier hy-
perfunctions. The result is shown in the figure above. On the ordinate are marked
four types of growth conditions: Exponential decay, asymptotic, i.e., rapid decay,
tempered growth and infra-exponential growth, symbolized in that order by O∗,
O−∞, O∞, O∗. Here, the use of the symbol for holomorphic functions is justi-
fied by the embedding of the various spaces into spaces of hyperfunctions with the
namely growth conditions, i.e., the existence of representations by boundary values
of holomorphic functions exhibiting these conditions. The regularities marked on
the abscissa are P for functions which are real analytic in strip-neighborhoods,
C∞ for smooth functions, DF′ for distributions of finite order, and Q for hyper-
functions.
In the lower left corner of the figure we find the part of the Gelfand–Shilov-
Scheme which has been described above. The Fourier transformation is a sym-
metry of the diagram which operates by reflection on the diagonal, i.e., exchang-
ing growth conditions with singularity. The remarkable fact about the diagram
is that it incorporates a second symmetry operating by point reflection on the
center, namely duality. The combination of these two symmetries allowed us to
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draw the cross-conclusions of the above corollaries from the corresponding Paley–
Wiener-Theorems. The self-dual L2 in the middle is closed under Fourier trans-
formation. It forms Gelfand-Triplets together with pairs of other spaces, e.g.,
(P−∞(D
n),L2(Rn),Q
∞
(Dn)).
We note that similar configurations of generalized functions, which would fur-
ther enhance our figure, have already been considered by Sebastião e Silva in [56],
Hasumi in [17] and Park and Morimoto in [43]. They considered the so-called
Fourier ultra-hyperfunctions U which are the elements of the dual space of the
space H of entire functions of rapid decay. Via Fourier transformation, H corre-
sponds to a space H of smooth functions which decay faster than e−γ |x| for every
γ > 0, and U corresponds to the space Λ∞ of distributions of exponential growth.
Note. Our definition of tempered hyperfunctions Q
∞
(Dn) contains an inherent am-
biguity: One has to make the choice whether the boundary value F(x + iΓ0) ∈
Q
∞
(Dn) will have fixed growth order, say O(xN), as y ∈ Γ tends to zero or if this
growth order may vary. With our definitions, the latter is the case, for it is imme-
diate from Definition 2.3 that F(x+ iy) is of a fixed growth order in x only locally
uniformly in y ∈W , W an infinitesimal wedge of type Γ. This behavior conforms
with that of boundary value representations of tempered distributions in S ′. As
one would expect, we find:
Remark 3.8. There is a continuous embedding P−∞(Dn) →֒S (Rn) of test func-
tion spaces, as a consequence of Cauchy’s estimates.
The above mentioned ambiguity also appears in the case of exponentially de-
creasing hyperfunctions, cf. [26, Note 8.3, p. 411], which explains the paren-
theses around Q∗ and P in the figure above: In duality to the space of infra-
exponential analytic functions P is the relative cohomology group Hn
Dn
(Qn;O∗)
which consists of boundary values with an exponential decay at infinity that may
vary with Im(z). This was the original definition of the space Q∗(Dn) of ex-
ponentially decreasing hyperfunctions. In contrast, to obtain the Fourier trans-
form of P Kaneko defined in [27] exponentially decreasing hyperfunctions as
Q∗(D
n) =
⋃
ε>0 e
−ε
√
1+x2Q(Dn), which consists of boundary values of constant
exponential decay in Im(z). Note also that this ambiguity does not appear for as-
ymptotic hyperfunctions, since obviously their defining functions remain asymp-
totic when approaching the real axis.
There is a natural relation between tempered hyperfunctions and tempered dis-
tributions: The embedding of the corresponding test function spaces P−∞(Dn) →֒
S (Rn) remarked above has dense image [61, Theorem 15.5] , and thus by duality
yields the following result:
Remark 3.9. The space S ′(Rn) is continuously embedded into Q
∞
(Dn).
The question comes up naturally, which space of distributions is in the equiva-
lent relation to asymptotic hyperfunctions. The distributions K ′ were introduced
in [16] and used by Estrada, Kanwal et al. in [11] for distributional asymptotic
expansions. It will turn out that they are related to asymptotic hyperfunctions of
modified type. We define K ′ and recall some of its properties from [11] and [13].
Definition and Remark 3.10. Denote for γ ∈ R by Kγ(R) the space of all φ ∈
C∞(R), for which φ (k) = O(|x|γ−k) holds for |x| →∞ and every k ∈N. Kγ becomes
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a locally convex space equipped with the system
‖φ‖K,k,γ def= sup
x∈K
∣∣∣(1+ x)k−γ φ (k)(x)∣∣∣
of seminorms for K ⊂ R compact. Then Kγ(R) →֒Kγ ′(R) for γ ≤ γ ′, and we de-
fine K (R)def= lim−→γ→∞ Kγ(R). The function algebra K is normal, i.e., S is dense
in K , and K (R) is a nuclear space. We set K ′(Rn)def=K ′(R)⊗̂n.
To this point, we have treated normal and modified Fourier hyperfunctions in
a unified manner as far as regards notation. From now, we use the shorthand
Q˜−∞(D
n)
def
=Q−∞(D
(0,0,n)) and P˜
∞
(Dn)
def
=P
∞
(D(0,0,n)) for the modified type.
Proposition 3.11. There is a continuous embedding P˜
∞
(Dn) →֒ K (Rn) which
induces the embedding K ′(Rn) →֒ Q˜−∞(Dn).
Proof. We need only consider the case n = 1 due to the tensor product decom-
position property for Q˜−∞(Dn), see Proposition 2.5, and the corresponding prop-
erty of K ′(Rn). If f ∈ P˜
∞
(D) then f ∈ OBm(V ) for some m ∈ N and a neigh-
borhood V ⊂ Q(0,0,1) of D(0,0,1). Without loss of generality, we can assume that
VC = {z ∈ C | |Imz| < ε(1+ |Rez|)}. Under this conditions, it follows from ele-
mentary properties of holomorphic functions on wedge-shaped domains, see [42,
Chapter 1, Theorem 4.2], that f (k) ∈OBm−k(U) for every neighborhood U of D(0,0,1)
which is relatively compact in V . This shows f ∈Kγ(D) for every γ > m and thus
P˜
∞
(Dn) ⊂ K (R). The inclusion is continuous, since the topology of K (R) is
weaker than that of P˜
∞
(D), which in turn is a consequence of Cauchy’s estimates.
It is also finer by definition, and the inclusion has dense image. 
The counterexample zmeiz shows that the conclusion of the proposition does not
hold for asymptotic hyperfunctions of ordinary type.
To conclude this section, we prove a structural theorem, as it is traditionally
called in the theory of generalized functions, for the asymptotic and tempered hy-
perfunctions, i.e., that every asymptotic (tempered) hyperfunction can be rendered
by applying a certain differential operator to a continuous function with the same
asymptotic decay (tempered growth). Of course, a generic hyperfunction cannot
be yielded through a differential operator of finite order. The right notion in this
case is that of a local (pseudo-)differential operator. By this we mean an infinite
order differential operator J(D) with constant coefficients
J(D) = ∑
αi≥0
bα Dαx with Dαx
def
=
∂ α1
∂xα11
· · · ∂
αn
∂xαnn
,
such that the coefficients satisfy the estimate
lim
|α |→∞
|α|√|bα |α! = 0.
Those operators get their name from their property of preserving the supports
of hyperfunctions, thus inducing endomorphisms of the sheaf Q, and as well of
Q±∞. More precisely we have by combining Theorems 2.10, 3.6, and Corollary 3.4
with [26, Proposition 8.4.8]:
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Corollary 3.12. Every local operator J(D) with constant coefficients induces an
endomorphism of sheafs Q±∞(Rn) −→ Q±∞(Rn), i.e., J preserves supports, and
the formula
F (J(D) f )(ξ ) = J(ξ ) · (F f )(ξ )
holds for f ∈ Q±∞(Rn), where in particular J(ζ ) is an infra-exponential, entire
function.
Theorem 3.13. Every f ∈Q±∞(Rn) can be represented as J(D) f0(x), where J(D)
is a local differential operator and f0 ∈C(Rn) is of asymptotic decay, i.e., f (x) =
O(|x|−∞) if f ∈ Q−∞(Rn) and f0 is of tempered growth, i.e., f (x) = O(|x|r), for
some r ∈ R, if f ∈Q
∞
(Rn).
The proof goes coarsely as follows: Multiply the Fourier transform of the given
hyperfunction with an entire function which is then taken to be the reciprocal of the
Fourier transform of a local operator, which in turn is nothing but a multiplication
operator with an entire function. This function can be chosen to decay fast enough
to ensure that its inverse Fourier transform is continuous on the real axis. To ensure
the existence of these multipliers, we need two basic lemmata.
Lemma 3.14 ([26, Proposition 8.1.6]). Let φ(t) be a positive, monotonously in-
creasing function on the half-axis t ≥ 1 with φ(t) > 1 and limt→∞ φ(t) = ∞. Then
the infinite product
J(ζ ) =
∞
∏
k=1
(
1+ ζ
2
(kφ(k))2
)
,
with ζ 2 def= ζ 21 + . . .+ ζ 2n , is an infra-exponential, entire function which fulfills the
lower estimate
|J(ζ )| ≥C exp
(
c
|ζ |
φ(|ζ |+1)
)
for |Imζ | ≤ max{(1/√3)|Reζ |,1} and constants C, c > 0.
Lemma 3.15 ([26], Lemma 8.1.7). Let { fk(t)}k∈N a sequence of positive, continu-
ous functions on the half-axis t ≥ 0 that have infra-exponential growth. Then exists
a function φ(t) as in the assumption of Lemma 3.14, and constants Ck such that
fk(t)≤Ck exp
(
t
φ(t +1)
)
holds for t ≥ 0.
Proof of Theorem 3.13. We first consider the case f ∈Q−∞(Rn). By decomposing
f linearly into components decreasing exponentially outside chosen cones, we can
assume that the Fourier transform of f can be represented as a single boundary
value f̂ (ξ ) = F̂(ξ + iΓ0), and such that the holomorphic function F̂ ∈ O∗(W )
on an infinitesimal wedge W of type Dn + iΓ is exponentially decreasing outside
another closed cone ∆◦. Let {K j} j∈N be an exhausting sequence of compact sets
in Qn for W . Then, every one of the functions h j = supη∈K j |F̂(ξ + iη)| is infra-
exponential and we can apply the two cited Lemmata to conclude that there exists
a positive, infra-exponential, entire function J(ζ ) and constants {C j} j∈N such that
|F̂j(ξ + iη)| ≤ C j|J(ξ + iη)| holds for η ∈ K j. By Theorem 3.6, F̂(ξ ) is a C∞-
function on the real axis. Consider the function
F̂0(ζ ) = F̂(ζ )J(ζ )(1+ζ 2)n ,
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which is for Imζ = η and η ∈W absolutely integrable in ξ = Reζ and its restric-
tion to the real axis is C∞. Thus the inverse Fourier transform of F̂0 are well-defined
in the sense of Fourier hyperfunctions as a boundary value F0 = F−1F̂0 on an in-
finitesimal wedge of type Dn + i∆0 which is furthermore exponentially decreasing
outside −Γ◦j . Now, F0 can be extended to a continuous function on the real axis,
which can be shown to be of asymptotic decay, since it is the inverse Fourier trans-
form of a smooth function. Set f0(x) = F0(x), then Corollary 3.12 shows the claim.
The case f ∈Q
∞
(Rn) follows by similar reasoning, except for the following mod-
ification: The Fourier transform F f becomes a distribution of finite order in this
case and one can apply the well-known structural theorem for these, see, e.g., [61],
to represent it as a finite order differential operator applied to a continuous func-
tion. After dividing by J(ζ )(1+ ζ 2)n and inverse Fourier transformation one can
conclude that f0 becomes a continuous function with a certain polynomial, i.e.,
tempered, growth. 
4. ASYMPTOTIC EXPANSIONS
4.1. One-Dimensional Asymptotic Expansions. We are now ready to generalize
the moment asymptotic expansions of distributions [12, 13] to the case of asymp-
totic hyperfunctions. We start with the one-dimensional case.
Definition 4.1. For any asymptotic hyperfunction f on D and every number n =
0,1, . . ., we define its n-th moment by
µn( f ) def=
∫
D
xn · f (x)dx
(and write µn for short if there is no danger of confusion). The space
Q[N](D)
def
=
{
f ∈Q−∞(D)
∣∣∣ µn( f ) = 0, n = 0, . . . ,N−1}
is called the remainder space of order N.
Here, the integral over an asymptotic hyperfunction is defined as usual by the
integral over a defining function. It is now an easy task to show the validity of
asymptotic expansions for hyperfunctions on D.
Theorem 4.2. The moment asymptotic expansion
f (x) = SNf (x) mod Q[N+1](D),
with the asymptotic sum of order N, given by
SNf (x)
def
=
N
∑
n=0
(−1)n
n! µ
n( f )δ (n)(x),
holds for any f ∈Q−∞(D).
Proof. We have to show that the remainder of the N-th order expansion is in the
remainder space of the same order:
RNf (x)
def
= f (x)−SNf (x) ∈Q[N+1](D),
for every N ∈ N. The partial sum SNf is trivially a hyperfunction with support in
the origin. Since the exponentially decaying Cauchy–Hilbert kernel hz of the last
section induces a continuous embedding of B∗(R) into Q−∞(D), we can regard
SNf as an asymptotic hyperfunction. Thus the difference RNf = f − SNf is again
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asymptotic and RNf ∈ Q[N+1](D) follows immediately from the definition of the
remainder. 
In applications of asymptotic expansions, as well as for the expansions of dis-
tributions as in [12, 13, 11], it is useful to state the expansion in the so-called
parametric form, i.e., in application to a test function with scaled argument. We
start with a technical lemma:
Lemma 4.3. For any continuous seminorm ‖·‖ on P
∞
(R) and every function φ ∈
P
∞
(R) with φ (n)(0) = 0 for n = 0, . . . ,N holds
‖φ(z/λ )‖ = O(|λ |−N−1),
for |λ | → ∞.
Proof. Similar to the proof of Theorem 3.3, we represent P
∞
(D) as an inductive
limit P
∞
(D) ∼= lim−→O
B
m(Um), m ∈ N, with neighborhoods Um = {z ∈ C | |Imz| <
1/m}. A locally convex topology on OBm(Um) can be generated by the system of
seminorms
‖φ(z)‖m,R def= sup
{
|φ(z)(1+ |Rez|−m)|
∣∣∣ z ∈Um, |Rez| ≤ R} ,
for R > 0. This topology is apparently weaker than the original topology of the
space OBm(Um), but has the following property, which is sufficient for our purpose:
If φn is a sequence which is bounded in OBm(Um) and converges to zero in the
seminorms ‖.‖m,R for every R > 0, then it converges to zero in O
B
m′(Um′) for every
m′ > m, cf. Definition 2.3. That means, the systems of seminorms ‖.‖m,R induces
on the bounded subsets of P
∞
(D) the original topology of that space. Now, for
any φ ∈P
∞
(D) the set {φ(z/λ )}λ>C>0 is bounded in P∞(D) and therefore it is
also bounded in some OBm(Um). We can thus argue as follows: Let φ ∈ OBm(Um)
such that φ (n)(0) = 0 for n = 0, . . . ,N. Then, there is a constant K > 0 for which
|φ(z)| ≤ K|Rez|N+1, z ∈Um, |Rez| ≤ 1.
If λ > R then ‖φ(z/λ )‖m,R ≤ K/λ N+1, and thus
‖φ(z/λ )‖m,R = O(|λ−N−1|)
for all R. Since the topology of P
∞
(R) is generated by all seminorms for which the
restriction to every subspace OBm(Um) is again a continuous seminorm, the assertion
follows. 
A lemma of this type is fundamental for every asymptotic expansion in para-
metric form, as the following general arguments will show.
Theorem 4.4. For every f ∈Q−∞(D), the moment asymptotic expansion in para-
metric form
f (λx)∼
∞
∑
n=0
(−1)nµn( f )δ (n)(x)
n!λ n+1 ,
holds for λ ∈ R, |λ | → ∞. This formula holds in the dual sense, i.e., for all φ ∈
P
∞
(D) holds
〈 f (λx) ,φ(x)〉 =
N
∑
n=0
µn( f )φ (n)(0)
n!λ n+1 +O
(
|λ |−N−2
)
,
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for λ ∈ R, |λ | → ∞.
Proof. If f and φ are as above then
〈 f (λx) ,φ(x)〉 = 1λ
〈 f (x) ,φ(λ−1x)〉.
We write the Taylor expansion of φ(x/λ ) in x around 0 with remainder as
φ(x/λ ) =
N
∑
n=0
φ (n)(0)
n!λ n · x
n +TN(λ ;x).
Since RNf ∈Q[N+1](D), it follows
〈 f (λx) ,φ(x)〉 = 〈SNf (λx)+RNf (λx) ,φ(x)〉
=
N
∑
n=0
µn( f )φ (n)(0)
n!λ n+1 +λ
−1〈RNf (x) ,TN(λ ;x)〉.
Now, TN(λ ;x) is in P∞(D) and DnxTN(λ ;0) = 0, n = 0, . . . ,N. Consequently, the
assertion follows from the above lemma, the definition of TN and the fact that RNf
is a continuous linear functional on P
∞
(D). 
We state clearly at this point that, despite the synonymy, our asymptotic ex-
pansions of hyperfunctions have almost nothing to do with that based on second
microlocalization, see [28]. Rather it is a proper generalization of the distributional
expansions by R. Estrada and coworkers [12, 13].
It is simple but useful to restate the expansion for the Fourier transforms of
asymptotic hyperfunctions.
Proposition 4.5. Let f ∈ Q−∞(D). Then, its Fourier transform f̂ fulfills the as-
ymptotic expansion
f̂ (ξ ) =
N
∑
n=0
(−iξ )n
n! µ
n( f ) mod Q̂[N+1](R)
around 0, i.e., for |x| → 0. Here, we denote the image of Q[N+1](D) under the
Fourier transformation by
Q̂[N+1](R)
def
=
{
g ∈C∞∗(R)
∣∣∣ g(n)(0) = 0, n = 0, . . . ,N}.
Proof. By Theorem 3.6, we can calculate the derivatives of f̂ at 0 explicitly:
ik f̂ (k)(0) =
(
ik
dk
dξ k
∫
D
e−ixξ f (x)dx
)∣∣∣∣∣ξ=0 = ik
∫
D
(−ix)k f (x)dx = µk( f ).
That is, the stated asymptotic expansion is identical to the Taylor expansion of the
smooth function f̂ around 0 and we have R̂(n)N (0) = 0 for n≤ N by definition of the
remainder space Q[N+1](D). 
This allows us to derive the following basic result, cf. [12, 13]:
Proposition 4.6. The moment asymptotic expansion of asymptotic hyperfunctions
is a complete asymptotic scheme, i.e., for any given sequence {µn}n∈N0 ⊂C exists
an f ∈Q−∞(D) with µn( f ) = µn.
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In order to prove this assertion, we use the classical Theorem of Ritt in a formu-
lation which can be derived from [10, Section 1].
Theorem 4.7. For {µn}n∈N0 ⊂ C and a given sector S = {ζ ∈ C | α < argζ <β , 0 < |ζ |} with vertex 0 in the complex plane, there exists a function ψ(ζ ), which
is holomorphic in S, bounded in S, satisfies ψ(ζ ) = O(|ζ |−∞) for ζ → ∞ in S, and
such that furthermore holds
ψ(ζ )∼
∞
∑
n=0
(−iζ )n
n! µ
n,
for ζ → 0 in S.
Proof of Proposition 4.6. By Proposition 4.5 and Theorem 3.6, the assertion is
equivalent to: There exists a function f̂ ∈ C∞∗(R) such that f̂ (n)(0) = (−i)nµn,
since then f = F−1 f̂ ∈Q−∞(D) fulfills the original condition. Choose the sector
S in Theorem 4.7 large enough to contain R\{0} and a function ψ as there. This
function is analytic and therefore C∞ in R \{0} and has a C∞-continuation to the
point 0. Furthermore, it is asymptotic along the real axis, and thus we can choose
f̂ = ψ ∈C∞∗(R). 
We remark that f can even be chosen to lie in S (R).
4.2. Radon Transformation of Asymptotic Hyperfunctions. Our final task is
to carry over the one-dimensional asymptotic expansions to higher dimensions.
To this end, we use the geometrical Radon transformation of hyperfunctions,
introduced by Kaneko and Takeguchi, see [27]. This transformation decomposes a
given asymptotic hyperfunction into a one-dimensional part depending only on the
radial coordinate and a second part depending on the remaining angle coordinates.
For the readers convenience, we briefly review the general concept. Note that the
following results, up to Definition and Theorem 4.8 are proved in [27].
For any f ∈S (Rn), its Radon transform is defined by integrals over the affine
planes P(ω , t) def=
{
x ∈ Rn ∣∣ ωx = t} for ω ∈ Sn−1 and t ∈ R by
R f (ω , t) def=
∫
Rn
δ (t−ωx) f (x)dx.
R f is a C∞-function on Sn−1 with values in S (R), i.e., an element of the topolog-
ical vector space C∞(Sn−1;S (R)) in the notation of [61, Chapters 40–44]. Since
S (R) is nuclear, this space is isomorphic to a completed tensor product and thus
R f ∈C∞(Sn−1) ⊗̂S (R) holds. It is geometrically clear that R f is an even func-
tion in (ω , t), i.e., R f (−ω ,−t) = R f (ω , t).
For a hyperfunction f , neither its restriction to P(ω , t) nor its integral over this
hyperplane is well defined in general, see [26, Chapter 3, §4]. To remedy that prob-
lem, Kaneko and Takiguchi introduce a special class of Radon hyperfunctions, for
which they define the Radon transformation via duality. These Radon hyperfunc-
tions are not a proper subclass of Fourier hyperfunctions, but for appropriate sub-
classes of Radon hyperfunctions which are also Fourier hyperfunctions, the Radon
transformation can be defined explicitly using the boundary value representation
of hyperfunctions. This is especially the case for asymptotic hyperfunctions, as we
will now see.
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Using the decomposition
δ (t−ωx) = −1
2pii
(
1
(t + i0)−ωx −
1
(t− i0)−ωx
)
of the δ -function, we are led to the formal definition of the Radon transform for an
f ∈Q−∞(Dn):
R f (ω , t) def=G(ω , t + i0)−G(ω , t− i0),
with
G(ω ,τ) def= −1
2pii
∫
Dn
f (x)
τ−ωxdx,
for τ ∈ C \R. This result is to be understood as a Fourier hyperfunction val-
ued ordinary function in ω . In a special boundary value representation f (x) =
∑Nj=1 Fj(x+ iΓ j0), with Fj ∈ O−∞(Dn + iΓ j0), this becomes
R f (ω , t) def=
N
∑
j=1
G j(ω , t + i0)−G j(ω , t− i0),
with defining functions G j given by
G j(ω ,τ j)
def
=
−1
2pii
∫
Imz j=y j
Fj(z j)
τ j−ωz j dz j =
−1
2pii
∫
Rn
Fj(x+ iy j)
t + is j−ω(x+ iy j)dx.
Here, we set τ j = t + is j and z j = x+ iy j for y j ∈ Γ j. The integrals converge ab-
solutely and independently of the damping factor (τ j −ωz j)−1, and yield a defin-
ing function for R f . Furthermore, the definition is independent of the choice of
integration planes Imz j = y j by Cauchy’s Theorem. In the sense that for ω →
ω0 ∈ Sn−1 one has G j(ω ,τ j) → G j(ω0,τ j) in the topology of O∗(Q \D), we
can regard R f (ω , t) as a continuous function on Sn−1. That is, we have R f ∈
C(Sn−1;Q(Dt)) ∼= C(Sn−1) ⊗̂Q(Dt), where Dt denotes D with coordinate t. We
will see below that the Radon transformation is well-defined, i.e., does not depend
on the choice of boundary value representation of f , by exhibiting its connection
with the Fourier transformation.
To see that R f is an asymptotic hyperfunction in t for all ω , we first recover the
original representation of the Radon transform by integrals over hyperplanes from
the above definition of the G j:
G j(ω ,τ j) =
∫
Rn
δ (t + is j−ω(x+ iy j))Fj(x+ iy j)dx
=
∫
P(ω ,τ j)
Fj(x+ iy j)dS.
Here, P(ω ,τ j) is the n−1-dimensional real affine plane
P(ω ,τ j)
def
=
{
z j = x+ iy j
∣∣ t + is j = ω(x+ iy j)}⊂ Cn.
Now, the estimate |x| = O(|t|) holds locally uniformly in s j and y j on P(ω ,τ j).
From this it follows, that G j is an asymptotic function in t locally uniformly in y j.
Thus indeed, R f (ω , ·) ∈Q−∞(Dt) for all ω ∈ Sn−1.
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There is a close connection between the Radon and the Fourier transformations,
which is given by the formula
R f (ω , t) = 1
2pi
∫
∞
−∞
f̂ (ρω)eitρ dρ .
For f (x)∈Q−∞(Dn) we have f̂ (ξ )∈C∞∗(Rn) by Theorem 3.6, and its partial back
transformation along the fiber ξ = ρω can be interpreted as a Fourier hyperfunction
as follows: Split the integration path at 0 and compute the two components
G±(ω ,τ)
def
=± 1
2pi
∫ ±∞
0
f̂ (ρω)eiτρdρ
of the defining function of R f for ± Imτ > 0 separately. We show that this yields
the same result as the original formula for G(ω ,τ):
G±(ω ,τ) =
1
2pi
∫ ±∞
0
eiτρ
(∫
Dn
f (x)eiρωxdx
)
dρ ,
for± Imτ > 0. The inner integral is an absolutely convergent integral over defining
functions and can thus be exchanged with the outer one, which leads to
G±(ω ,τ) =
∫
Dn
f (x)
(
1
2pi
∫ ±∞
0
eiρ(τ−ωx)dρ
)
dx
=
∫
Dn
−1
2pii
f (x)
τ−ωxdx = G(ω ,τ),
as we wanted to show. As an aside, this also shows the invariance of the def-
inition of R f under a change of the boundary value representation of f by the
namely property of the Fourier transformation, see, e.g., [26, Lemma 8.3.3 and
Theorem 8.3.4]. We compile the information we won so far in the following
Definition and Theorem 4.8. We define the Radon transform of f (x)∈Q−∞(Dn),
denoted by R f (ω , ·), by the functions G±(ω ,τ±) ∈ C∞(Sn−1;O−∞(Q±)), called
canonical defining functions, and where Q± def={z | Imz≷ 0}\D, via the boundary
values
R f (ω , t) = [G(ω ,τ)]τ=t = [G+(ω , t + is),G−(ω , t− is)]s=0.
We have R f ∈ Ck(Sn−1) ⊗̂Q−∞(Dt), R f is an even function in (ω , t), and the
canonical defining function G(ω ,τ) fulfills the estimates
|DαωG(ω ,τ)| ≤C
(|α |!)2
ν |α |
,
with constants ν , C > 0.
Proof. We only have to show the bounds on the derivatives of G. The proof fol-
lows [27, Propositions 2.3 and 2.8]. As in Theorem 3.6, we can assume f to be
represented by a single boundary value f = F(x+ iΓ0), F ∈ O−∞(Dn + iΓ0), such
that F decreases exponentially outside a certain cone ∆◦. A coarse estimate for the
Fourier transform of F is
|Dαξ F̂(ζ )| ≤
∣∣∣∣∫
Rn
e−izζ (−iz)α F(z)dx
∣∣∣∣ ≤C∫
Rn
exη+yξ |xα ||F(x+ iy)|dx,
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with ζ = ξ + iη and z = x+ iy. Now, for every compact set L ⊂ −∆ and η ∈ L,
there is a constant δL > 0 such that we can further estimate
|Dαξ F̂(ζ )| ≤C′eyξ
∫
Rn
e−δL|x||xα ||F(x+ iy)|dx ≤C′′ · |α |!
δ |α |L
· eyξ ,
cf. the proof of [26, Theorem 8.3.2]. Since the derivatives Dαω f̂ (ρω) exist for
arbitrary α , we can calculate that of, e.g., G+:
|DαωG+(ω , t + is)|=
∣∣∣∣ 12pi Dαω
∫
∞
0
ei(ρ+iσ)(t+is)F̂((ρ + iσ)ω)dρ
∣∣∣∣,
where ω ∈ −∆ if we choose σ > 0. This can be estimated by
≤
∣∣∣∣ 12pi
∫
∞
0
e−ρs−σtρ |α |(Dαξ F̂)((ρ + iσ)ω)dρ
∣∣∣∣.
Using the first estimate above, we further get for every κ > 0
≤C
∫
∞
0
ρ |α | |α |!
δ |α |σ
eκρe−ρs−σtdρ ≤C′ (|α |!)
2
(δσ (s−κ))|α |
e−σt .
Since this final result is finite for every σ , we can replace the denominator by ν |α |
for a suitable constant ν > 0. This proves the assertion. 
The regularity of R f expressed by the bounds on its derivatives in ω , is the well
known one of ultradifferentiable functions, cf. [32]:
Definition 4.9. A function g ∈C∞(Rn) is said to be in the Gevrey-Class of order
s for s > 1, if and only if for every compact set K ⊂ Rn there are constants h and
C > 0 such that
‖Dαg‖C0(K) ≤Ch|α |(|α |!)s
holds for |α |= 0,1,2, . . ..
For f ∈ Q−∞(Dn), we immediately find by Theorem 4.8 that Gevrey-Bounds
hold for all derivatives of R f (ω , ·) with respect to ω ∈ Sn−1, for h = ν−1 and with
s = 2, that is:
Corollary 4.10. For f ∈Q−∞(Dn), R f (ω , t) is a function in the Gevrey-Class of
order 2 on Sn−1 with values in Q−∞(Dt).
This result is analogous to [27, Proposition 2.8], where it is shown that this type
of regularity holds for the Radon transforms of exponentially decaying hyperfunc-
tions, and is the best possible in this case.
4.3. Radon Asymptotic Expansions. The moments of a Radon transform R f ,
which are the last ingredients for asymptotic expansions in higher dimensions are
known as the Helgason moments, see [18], and are defined by the formula
pkR f (ω)
def
=µk(R f (ω , ·)) =
∫
Dt
tk ·R f (ω , t)dt, for k = 0,1,2, . . . .
The pk
R f (ω) satisfy the Helgason moment condition, cf. [18, p. 100]:
Proposition 4.11. For f ∈ Q−∞(Dn) and k = 0,1,2, . . ., the Helgason moment
pk
R f (ω) is a homogeneous polynomial of total degree k in ω .
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Proof. We first calculate the Helgason moments as in the proof of Proposition 4.5,
to obtain
pkR f (ω) =
(∫
Dt
R f (ω , t)tke−itρdt
)∣∣∣∣
ρ=0
=
(
ik
dk
dρk
∫
Dt
R f (ω , t)e−itρ dt
)∣∣∣∣∣
ρ=0
=
(
ik
dk
dρk f̂ (ρω)
)∣∣∣∣∣
ρ=0
.
Since f̂ is C∞, we can write down its Taylor series up to the order k with remainder
around the point 0 as
f̂ (ξ ) = ∑
|α |≤k
aα ξ α +Rk+1(ξ ),
with aα = Dαξ f̂ (0)/α! and
Rk+1(ξ ) = ∑
|β |=k+1
Dβξ f̂ (Θξ )
β ! ξ
β ,
for a suitable Θ ∈ [0,1]. Inserting this in the formula above yields, since we have
DkρRk+1(ρω) = O(|ρ |) for |ρ | → 0, the exact form of pkR f (ω), namely:
pkR f (ω) = i
kk! ∑
|α |=k
aα ω
α ,
proving the assertion. 
Now, we have collected all necessary facts about the Radon transformation of as-
ymptotic hyperfunctions, their Helgason moments, and the relation to their Fourier
transforms to carry over the asymptotic expansions of Theorem 4.2 and Proposi-
tion 4.5 to the case of dimension n > 1.
Theorem 4.12. For f ∈Q−∞(Dn), the Radon asymptotic expansion
R f (ω , t) =
N
∑
k=0
(−1)k
k! p
k
R f (ω) ·δ (k)(t) mod RQ[N+1](Sn−1×Dt)
holds good. Here, we defined the Radon remainder space of order N +1 by
RQ[N+1](S
n−1×Dt) def=
{
Rg ∈RQ−∞(Dn)
∣∣∣ pkRg ≡ 0, k = 0, . . . ,N} .
Furthermore, the following relation to the Taylor expansion of the Fourier trans-
form f̂ around the origin holds:
R f (ω , t) =
N
∑
k=0
∑
|α |=k
(−i)kaα ωα ·δ (k)(t) mod RQ[N+1](Sn−1×Dt),
where aα = Dαξ f̂ (0)/α!.
Proof. By [27, Theorem 2.4], the N-th partial sum SN
R f of the Radon asymptotic ex-
pansion has a unique preimage under the Radon transformation. By the same theo-
rem, this preimage R−1SN
R f is a hyperfunction with compact support and therefore
especially in Q−∞(Dn). Thus, the remainder f −R−1SNR f is asymptotic and its
image under R is exactly the remainder of the Radon asymptotic expansion. The
Helgason moments of the remainder vanish up to order N by definition. 
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Note aside how every partial sum SN
R f becomes an even function in (ω , t): When
changing the variable to (−ω ,−t), the sign of δ (k) cancels that of pk
R f . We refrain
from rewriting the Radon asymptotics in parametric form as in Theorem 4.4, and
instead give a very basic example.
Example 1. Let f (x) = J(D)δ (x−a), with a ∈Rn, and let J(D) = ∑|α |≥0 bα Dαx be
a local operator. The Radon transform of f is
R f (ω , t) = J(ωDt)δ (t−aω),
see [27, Example 3.3], by which the Helgason moments can easily be calculated.
This yields the Radon asymptotic expansion
R f (ω , t) ∼
∞
∑
k=0
∑
|α |≤k
(−1)k−|α |
|α |! · (bα ω
α)(aω)k−|α | ·δ (k)(t).
This representation makes the Helgason moment condition manifest.
We conclude our analysis by giving a condition on the support of a hyperfunc-
tion in terms of the moments of its Radon asymptotic expansion. To do so, we
apply a recent result by Kim, et al.:
Theorem 4.13 ([66, Theorem 3.1]). A sequence {µk}k∈N0 is the moment sequence
of a hyperfunction f ∈ B∗(R) with support in the interval [−R,R], if and only if
for every S > R and ε > 0 there exists a constant Cε > 0 such that the estimate∣∣∣∣∣ ∞∑k=0 µ
k
k!
1
2S
(
−piiqS
)k∣∣∣∣∣≤Cεeε |q| (‡)
holds for all q ∈ Z.
This result was originally formulated for cubic domains in Rn, but for our pur-
pose a one dimensional version suffices, since we want to use the Radon transfor-
mation again to generalize to higher dimensions. To that end, we need an adaption
of another result of [27], which connects the support of a Radon transform with that
of its Radon–preimage. This so called support theorem goes back to Helgason,
see [18, pp. 105], where it is proved for functions in D (Rn).
Theorem 4.14 ([27, Theorem 4.1]). If f ∈ Q−∞(Dn) is such that R f (ω , t) van-
ishes for |t| ≥ R, then f (x) vanishes for |x| ≥ R.
We finally give the intended result which allows one to restrict the support of
hyperfunctions to spherical domains, provided that a growth condition on the Hel-
gason moments of the Radon asymptotic expansion holds:
Theorem 4.15. A sequence {αk(ω)}k∈N0 of polynomials on Sn−1 which fulfill Hel-
gason’s moment condition is the sequence of Helgason moments of the Radon
transform R f of a hyperfunction f ∈ B∗(Rn) with support in the ball BR(0) =
{x ∈ Rn | |x| ≤ R}, if and only if the αk satisfy the estimate (‡).
Proof. If f ∈ Q−∞(Dn) has support in BR(0) then R f (ω , t) vanishes for |t| > R
and all ω . The estimate is then immediate from Theorem 4.13. Let conversely
αk(ω) be a sequence of polynomials satisfying Helgason’s condition and the esti-
mate (‡). From Proposition 4.6 and the formula for the Helgason moments found
in the proof of Proposition 4.11 it follows that there is an asymptotic hyperfunc-
tion g∈Q−∞(Dn) such that pkRg(ω) =αk. By the assumption and Theorem 4.13, g
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can be chosen such that every component Rg(ω , ·) has compact support in [−R,R].
Then g itself vanishes for |x|> R by Theorem 4.14. 
We finally want to give a very simple example that shows how the Radon as-
ymptotic expansion can be utilized to solve differential equations by an asymptotic
series ansatz. Naturally, the Radon transform becomes most effective when the
equation in question exhibits a spherical symmetry.
Example 2. Consider the ordinary differential equation on Dn(
r2
d
dr −1
)
f (x) = 0. where r =
(
n
∑
i=1
x2i
)1/2
.
After Radon transformation this is easily seen to correspond to the equation(
t2
d
dt −1
)
R f (ω , t) = 0
on Sn−1 ×Dt only depending on t, i.e., an one-dimensional equation. It is well-
known, see [33, Example 3.9.7], that this irregular-singular equation has two pure
hyperfunction solutions which we try to recover by an asymptotic series ansatz.
We first calculate
t2
d
dt δ
(n)(t) =
[−1
2pii
τ2(−1)n+1(n+1)!
τn+1
]
= (n+1)n
[−1
2pii
(−1)n−1(n−1)!
τn−1
]
=
{
0 for n≤ 1;
(n+1)n ·δ (n−1)(t) otherwise,
where we used the usual notation for hyperfunctions in terms of defining functions.
With that the equation becomes(
t2
d
dt −1
)
∞
∑
n=0
dnδ (n)(t) =
∞
∑
n=1
dn(n+1)nδ (n−1)(t)−
∞
∑
n=0
dnδ (n)(t)
=
∞
∑
n=1
(dn(n+1)n−dn−1)δ (n−1)(t) = 0,
yielding the recursive prescription dn = dn−1/(n(n+ 1)) for the coefficients. We
solve it with initial condition d0 = 1 through setting dn = ((n+ 1)!n!)−1, for all
n = 0,1, . . .. These coefficients decay fast enough to turn J = ∑∞n=0 dnDnt into a
local operator and thus the asymptotic series in this case actually converges to a
hyperfunction with support in the single point {0}. This yields the first hyperfunc-
tion solution:
f1(ω , t) =
∞
∑
n=0
dnδ (n)(t) =
1
2pii
[
∞
∑
n=0
(−1)n+1
(n+1)!τn+1
]
τ=t
=
1
2pii
[
e−1/τ −1
]
τ=t
=
1
2pii
[
e−1/τ
]
τ=t
.
In this case, the inverse Radon transform exists and is unique, see [27, Theorem
2.4]. It can be explicitly calculated and seen to fulfill the original differential
equation. The second hyperfunction solution can be recovered by the following
trick: Changing the sign of the G−-part of the canonical defining function for
−2piiδ (t) = [G+(τ+),G−(τ−)], where G+(τ) = G−(τ) = 1/τ , essentially gives
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the Cauchy principal value, i.e., the finite part distribution associated with 1/t and
likewise for the higher derivatives. We therefore consider the new ansatz
f2(ω , t) =
∞
∑
n=0
hn f.p.
1
tn
(where f.p. denotes Hadamard’s finite part, and with the convention f.p.1 = 1).
Inserting
t2
d
dt f.p.
1
tn+1
=−(n+1) f.p. 1
tn
yields(
t2
d
dt −1
)
∞
∑
n=0
hn f.p.
1
tn+1
=−h0−
∞
∑
n=1
(hn(n+1)+hn−1) f.p.
1
tn
= 0.
With the initial condition h0 = 1 we get hn = (−1)n/(n + 1)!, n = 0,1, . . .. On
subtracting the constant hyperfunction 1 to compensate the term h0 we get the
second hyperfunction solution by a converging series of defining functions
f2(ω , t) = 1+
∞
∑
n=1
(−1)n
n!
f.p. 1
tn
=
1
2
(
e−1/(t+i0)+ e−1/(t−i0)
)
.
These two hyperfunction solutions span, together with the classical solution f3(t)=
e−1/t , t > 0, continued by 0 to (−∞,0], the solution space of the original equation.
APPENDIX A. PROOF OF THE ASSERTIONS OF SECTION 2
A.1. Proof of Proposition 2.4. We refer to [31] and [14] for the essentials of
locally convex spaces defined by limits of inductive or projective sequences. For
the corresponding results in the context of ultradistributions see [44, 45]. To show
that O±∞(K) is DFS, respectively that O±∞(W ) is FS for every compactum K ⊂Qn,
respectively for every open set W ⊂Qn, it is enough to show the following lemma.
Lemma A.1. The natural inclusion mapping ρ : OBm(L) →֒ O
B
n (K) is a compact
mapping whenever m < n and K ⋐ L ⊂Qn are compact.
Proof. Let { fq} ⊂ OBm(L) be a bounded sequence. Then, we have the estimate
sup
z∈U
∣∣ fq(z)∣∣ ≤MS∥∥ fq∥∥n,K ≤ NS∥∥ fq∥∥m,L,
which holds, with constants MS, NS > 0, for every compact set S ⊂ K◦C|n| , every
open neighborhood U of S in KC|n| , and uniformly in q. Under these conditions,
[20, Corollary 2.2.5] implies that there is a subsequence fqk converging to a limit
f ∈ O (K◦
C|n|) uniformly on compact subsets of K
◦
C|n| . The second inequality above
shows that fqk converges to f in O
B
n (K). This shows the assertion. 
To show nuclearity of the four types of spaces in question, we proceed as in
the proof of [40, Proposition 2.12] or [22, Proposition 2.1.3], by first showing
nuclearity of yet another space. Let U ⊂Qn be open and define for every integer s
the Fréchet space
Os(U)
def
=
{
f ∈ O (UC|n|)
∣∣∣ ‖ f‖s,p,K < ∞, K ⊂U compact, p = 2,3, . . .},
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with the following system of seminorms for p ≥ 2:
‖ f‖s,p,K def=
∫
K
C|n|
| f (z)|Mp(z)dλ (z), where Mp(z) = (1+ |Rez|)−s−|s|/p.
Here, λ denotes the Lebesgue measure on C|n|.
Lemma A.2. The space Os(U) is nuclear.
Proof. Repeat the proof of [40, Proposition 2.11], or [22, Lemma 2.1.4] with minor
modifications. 
Now, choose a fundamental system {Um}m∈N of open neighborhoods of K such
that Um+1⋐Um and further an exhausting sequence {Vm}m∈N for W such that Vm ⋐
Vm+1 are open sets in W .
Lemma A.3. There are linear, topological isomorphisms
O
∞
(K)∼= lim−→Om(Um), and O−∞(W )∼= lim←−O−m(Vm).
Proof. We have a continuous inclusion OBm(Um) →֒ Om+|n|(Um+|n|). On the other
hand, an application of Cauchy’s integral formula as in the proof of [22, Lemma
2.1.4] yields an embedding Om(Um) →֒O
B
m+1(Um+1). This suffices to show equiv-
alence of the inductive limits in the tempered case. The asymptotic case follows
by similar considerations. 
The permanence properties of nuclearity, see [61, Proposition 50.1], then imply
all assertions of Proposition 2.4.
A.2. Proof of Proposition 2.5. Since the proof is mainly an application of general
facts about locally convex spaces and their tensor products, we refer the reader to
the proofs of [22, Proposition 2.1.7–2.1.10], which in turn follows [40, Proposition
3.6], and merely note the only modification that has to be inserted: There is an
auxiliary space E∗ of C∞-functions which has to be replaced by
E−∞(U)
def
=
{
f ∈C∞(UC|n|)
∣∣∣ ∀γ > 0: sup
z∈K
C|n|
| f (α)(z)(1+ |z|)γ |< ∞
}
,
E∞(U)
def
=
{
f ∈C∞(UC|n|)
∣∣∣ ∃γ ∈ R : sup
z∈K
C|n|
| f (α)(z)(1+ |z|)γ |< ∞
}
,
for the asymptotic and tempered case of the assertions respectively, and any open
subset U of Qn. The conditions in the definitions above are meant to hold for
every compact set K ⊂ U and every real partial derivative f (α), α ∈ N2|n|0 . The
proof can then be carried out as in the reference indicated above, using further the
results [61, Theorem 39.2 and Proposition 36.1], [21, Corollary 1 of Lemma A],
and [1, Theorem 5 of §4].
A.3. Proof of Theorem 2.6. This proof follows [22, Theorem 2.1.14]. It heavily
depends on a notion originally designed for slowly increasing, i.e., infra-exponen-
tial functions in the context of Fourier hyperfunctions, see [30], but which is also
applicable in our case due to its mainly geometric nature.
Definition A.4 ([40, Definition 5.1]). An open subset V of Qn is called an O∗-
pseudoconvex set if
i) sup{| Imz′′|, | Im z′′′|− |Rez′′′| ∣∣ z ∈VC|n|}< ∞.
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ii) There exists a smooth, plurisubharmonic function ϕ(z) on VC|n| which is
bounded on LC|n| for every compactum L ⊂V , and such that Vc is compact
in V , where Vc
def
=
{
z ∈ vC|n|
∣∣ ϕ(z)< c}.
Condition i) only states that a pseudoconvex domain is of finite width around
Dn in the second part of the coordinates n = (n1,n2,n3), and of finite inclination
above Dn in the third part. The second condition is a direct generalization of the
notion of pseudoconvexity in the complex domain, see [20, Theorem 2.6.7]. The
following is an analogue of Grauert’s Theorem:
Theorem A.5 ([40, Theorem 5.3], [22, Theorem 2.1.13]). For every open
S ⊂ Dn and an open neighborhood U ⊂Qn of S, there exists an O∗-pseudoconvex
set V ⊂U such that S =V ∩Dn.
Thus the compact set K in the statement of Theorem 2.6 has a fundamental
system of neighborhoods in Qn consisting of O∗-pseudoconvex sets. Therefore, we
have only to prove that H1U(Qn;O±∞) = 0 for every O∗-pseudoconvex set U ⊂Qn,
such that |Imz′| < ε , |Imz′′| < ε , and |Imz′′′| < ε(1+ |Rez′′′|) on UC|n| for some
ε sufficiently small for our later purposes. Since U is paracompact, the relative
cohomology groups coincide with the ˇCech cohomology groups and it remains
only to show H1({U j} j∈N;O±∞) = 0 for any locally finite covering {U j} j∈N of U
such that Vj =U jC|n| is O∗-pseudoconvex.
We prove the assertion for O
∞
only, since a very similar argument applies in
the case of asymptotic functions. Let Cs(Zloc({Vj})) be the space of cochains
c = {cJ | J = ( j0, . . . , js) ∈ Ns+1} such that
i) ∂cJ = 0 on VJ =Vj0 ∩ . . .∩Vjs ,
ii) ∑J∈M
∫
VJ |cJ|2dλ < ∞, for any finite subset M of Ns+1.
If d = {di j} represents a cocycle in H1({U j} j∈N;O∞) then there is a γ > 0 such that
di j · j−γ |Vi j is in C1(Zloc({Vj})), where the multiplier jγ is defined for γ ∈R by jγ def=(
1+z′′2+z′′′2
)γ/2
. Here, we assume that the ε above is small enough such that j−γ
and j−γ−2 (to be used below) are holomorphic on UC|n| , i.e., we implicitly consider
the simultaneous inductive limit over neighborhoods U of K and increasing growth
order of forms in H1(U ;O
∞
). Define c = {ci j} ∈C1(Zloc({Vj})) such that δc = 0,
by ci j
def
=di j · j−γ−2|Vi j , where δ is the coboundary operator. Let {χ j} be a smooth
partition of unity subordinate to {Vj}, and set b j def=∑i χici j . Then δc = 0 implies
δb = c and consequently δ∂b = ∂c = 0 by condition i). Since ∑ χi = 1 and χi ≥ 0
we have ∫
V j
|b j|2dλ ≤∑
i
∫
Vi
χi|ci j|2dλ < ∞
by the triangle inequality and condition ii). Since U is O∗-pseudoconvex, there
exists a smooth plurisubharmonic function ψ on V def=UC|n| that satisfies the two
conditions (1) ∑ j |∂ χ j(z)| ≤ exp(ψ(z)) and (2) supK
C|n|
ψ ≤CK for every relatively
compact subset K of U . Thus, (1) and condition ii) above, together with the defini-
tion of c and b imply
∑
j∈M
∫
V j
|∂ b j|2(1+ |z|2)2 exp(−ψ(z))dλ < ∞,
for all finite sets M ⊂ N. Since ∂b is closed, it defines a global section f on
UC|n| . This and the last estimate allow us to make use of [20, Theorem 4.4.2], and
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conclude that there exists a smooth section u on UC|n| such that ∂u = f , and with∫
K
C|n|
|u|2dλ < ∞ for all relatively compact subsets K of U (this theorem increases
the growth order by two, but remember the estimate on the integral over |∂ b j|
above.) Set c′j def= b j − u|V j . Then ∂c′j = 0, δc′ = δb = c, and c′ is an element of
C1(Zloc({Vj})). Finally, with d′j def= c′j · jγ+2|V j we find that the collection d′ def={d′j}
is a subset of O
∞
such that δd′ = d, which means that d = 0 in H1({U j} j∈N;O∞).
Since d was a generic element, we find H1({U j} j∈N;O∞) = 0.
A.4. Proof of Theorem 2.8. The proof follows the original one in the case of
Fourier hyperfunctions [30, Theorem 2.2.1], see also [40, proof of Theorem 3.1]
and [22, Section 2.2].
Again, we consider only the case P
∞
. Since Dn is σ -compact, the assertion of
the theorem factorizes in the first and the last two variables and it is sufficient to
prove:
Theorem A.6. If L = {x′ ∈ Rn1 | |x′| ≤ a}×Dn2 ×Dn3 contains the compact set
K ⊂ Dn for some a > 0 then P
∞
(L) is dense in P
∞
(K).
For W ⊂ Qn open and η > 0, we define O2,locη (W ) to be the space of all holo-
morphic functions on WC|n| such that for all compacta K ⊂W holds:
∫
K
C|n|
| f |2(1+
|z′′|+ |z′′′|)−η dλ < ∞. This space is a FS-space (consider any exhaustive sequence
of compacta for W ), and we have
Lemma A.7. If {Wj} is a fundamental system of neighborhoods for a compact
subset K in Qn, then there is a linear topological isomorphism
O
∞
(K)∼= lim−→O
2,loc
j (Wj).
To see this, note that for sufficiently large j, there are numbers k, l such that
there exist continuous inclusions OBj (Wj) →֒ O2,locj+k (Wj+k) and O2,locj+k (Wj+k) →֒
O
B
j+k+l(Wj+k+l).
Now, let {Wj} and {Vj} be fundamental systems of neighborhoods for the com-
pact sets L⊂K ⊂Dn of Theorem A.6 respectively, such that Vj ⊂Wj for all j. Then
O
∞
(L)∼= lim−→O
2,loc
j (Wj) and O∞(K)∼= lim−→O
2,loc
j (Vj). We are done if we are able to
show that O2,locj (Wj) is dense in O
2,loc
j (Vj) for sufficiently large j, cf. [22, Lemma
2.2.7]. For this, it trivially suffices to show that O2,locl (Wj) is dense in O2,locj (Vj)
for l ≤ j sufficiently large. Setting for brevity W =Wj, V =Vj, the Hahn–Banach
Theorem tells us that we only need to prove the following: If µ ∈ O2,locj (V )
′
and
〈µ ,v〉= 0 for all v ∈O2,locl (W ) then µ = 0.
The solution of our problem requires finding solutions of the dual Cauchy-
Riemann differential equation with growth conditions. These solutions tradition-
ally live in L2–spaces, and so we have to make another definition: L2,locη (W ) is
the space of locally square integrable functions on WC|n| that satisfy the same in-
tegrability condition as the functions in O2,locη (W ). L2,locη (W ) is a FS*–space and
O
2,loc
η (W ) is a closed subspace of it. The dual space of L2,locη (W ) is the space
L2,c−η(W ) of functions f ∈ L2,loc(WC|n|) with compact support in W , and such that∫
W
C|n|
| f |2(1+ |z′′|+ |z′′′|)η dλ < ∞.
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Now, since O2,locj (V ) is a closed subspace of L
2,loc
j (V ), there exists a representa-
tive u ∈ L2,c− j(V ) of µ ∈ O2,locj (V )
′
, i.e.,
〈µ ,v〉=
∫
V
C|n|
vudλ , for v ∈ O2,locj (V ).
Thus we only have to prove that u is orthogonal to O2,locj (V ).
Set T = supp(u). By [22, Lemma 2.2.6], there exists a neighborhood U of T
which is relatively compact in V , and a strictly plurisubharmonic smooth function
θ on WC|n| such that i) θ(z) < 0 on TC|n| , ii) θ(z) > 0 on a neighborhood N of
(∂U)C|n| , and iii) supL
C|n|
θ(z)<∞ for any relatively compact set L⊂W . Then, [19,
Theorem 2.3.2] ensures that there exists a form f ∈ L(0,1)2 (WC|n|;(2− j) log(1+ |z|))
such that u=ϑ f , where ϑ is the adjoint of the ∂ -operator. Furthermore, supp( f )⊂
{z∈WC|n| | θ(z)≤ 0}. Choose a smooth function χ on WC|n| such that 0≤ χ(z)≤ 1,
χ(z) = 1 on TC|n| , χ(z) = 0 on (U ∪N)C|n| , supp(∂ χ)⊂N, and sup |∂ χ |< ∞. Then,
for every w ∈ O2,locj−2 (V ) holds
〈µ ,w〉=
∫
V
C|n|
wudλ =
∫
W
C|n|
(χw)udλ
=
∫
W
C|n|
(χw)ϑ f dλ =
∫
W
C|n|
∂ (χw) f dλ = 0,
by the constraints on f and χ . A trivial analogue of of [22, Lemma 2.2.5] implies
that O2,locj−2 (V ) is dense in O
2,loc
j (V ) if we choose the shape of V as in [22, p. 234].
This completes the proof of Theorem A.6.
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