In this paper we investigate the performance of a shape-reconstruction technique as tested on the 'Marseille data'. This approach, which is based on a level set technique, offers several advantages compared to other approaches, as for example well-defined boundaries and the incorporation of an intrinsic regularization in the form of a priori assumptions regarding the general structures in the medium. The level set strategy (which is an implicit representation of the shapes) frees us from topological restrictions during this reconstruction process. Our algorithm is aiming at, not only detecting the objects, but simultaneously determining their approximate locations, sizes and dielectric properties. The numerical experiments show the utility of this method.
Introduction
The problem of inverse scattering with real boundary data is of much interest in a large variety of applications: from noninvasive medical diagnosis, such as microwave imaging for early breast cancer detection, to the detection of flaws in materials subjected to stress. This problem is highly illposed, meaning that the result does not depend on the data continuously, and highly nonlinear, meaning a complex relationship between the data and the model that leads to nonuniqueness of the solution. As a consequence, regularization is of crucial importance in to order to limit the complexity of the solution and therefore reduce the range of possible solutions.
For example, the least-squares method can be viewed as a very simple form of regularization. If necessary, the leastsquares data misfit can be augmented by some additional regularization terms in order to stabilize the inversion process. Unfortunately, the standard Tikhonov Philips regularization term, usually employed in these strategies, has the effect of 'over-smoothing' the reconstructed images, and as a consequence, it is difficult or impossible to accurately estimate the key characteristics of the object like its shape and its internal dielectric properties. On the other hand, a shape-based reconstruction technique incorporates an intrinsic regularization in the form of a priori assumptions regarding the general structure of the medium. Here, we will assume that the dielectric properties are piecewise constant over the domain with only two or three possible values depending on the number of different objects embedded in the medium. Besides, we will assume well-defined boundaries between the objects and the background medium. These assumptions reduce the dimensionality of the inverse problem and thereby stabilize the reconstruction.
In this paper, we use a level set technique to represent the shapes implicitly [1] [2] [3] [4] [5] [6] [7] . Roughly speaking, at locations where a defined level set function is negative, it is assumed that an object is present. At those locations where all the level set functions have positive values, it is assumed that it is the background medium. The points where one level set function is zero, define the boundary of that object. Using such an 'implicit' representation of the objects by level set functions has significant advantages during the iterative inversion process, as it is pointed out in the literature (see [8] , and references therein) and as we will demonstrate further below in this paper. Table 1 Representation of the objects by the level set functions ψ and ϕ.
Object 2 Background
From the earlier work [3, 9] we have the experience that a 'classical' level set iteration, when initiated from an arbitrary starting guess for the location, tends to suffer from local minima, since it does not allow for the 'creation' of shapes but only for the deformation, propagation, splitting and merging of already existing shapes. It was found that small objects (compared to the domain size and/or the wavelength) require good initial guesses for their locations in order to reliably detect them by this technique. Such initial guesses are difficult to find without using already some information given by the data. To overcome this difficulty, we have investigated an alternative approach also used in [10] for the detection of millimeter sized tumors from microwave data. Our algorithm is able to start without any pre-specified starting guess for the location, and to create shapes at any location of the domain. It does so during the early iterations taking into account the data and the sensitivity mapping of the inverse problem. Once a good first approximation for the shape is found by the algorithm, it continues in a completely automatic way, optimizing this shape until the output least-squares cost functional is sufficiently reduced. This strategy has the advantages of avoiding certain local minima and to speed up the convergence of the reconstruction process.
A second novelty of our algorithm is its simultaneous search for the accurate permittivity value of the objects. Typically, in similar problems discussed in the literature, for example, of optical tomography [6] or of reservoir characterization [11] , it is attempted to incorporate the additional search for this parameter value by looking in each step of the iterative scheme for two updates, namely one for the shape and one for the parameter value. In this paper we follow a slightly different approach. We monitor the minimized cost functional for a series of assumed permittivity values in an efficient way in order to determine those values which yield the global minimum of the combined search.
The main goal of this paper is to test the performance of the algorithm presented in [10] for early breast cancer detection against the experimental data. This is done by the inversion of the electromagnetic scattered field data from cylindrical objects, measured by the Institut Fresnel (http://www.loe.u-3mrs.fr/rf.htm). In [10] , we considered a synthetic configuration consisting of a simple 12 cm diameter breast model, covered by a skin layer, with a possible tumor in its interior. This models the situation in which a patient is lying facedown with the breast naturally extending through a hole in the examination table. The breast was surrounded by several electromagnetic transducers that illuminated the breast, one after the other, with microwaves of different frequencies. The 'true' simulated data were numerically generated using a finite difference scheme to solve the 2D scalar Helmholtz equation.
The paper is organized as follows. In Section 2 we explain the representation of the shapes by the level set technique. In Section 3 we describe the experimental setup. Section 4 contains the numerical model used during the reconstructions. In Section 5 we present the results of our reconstructions. Section 6 contains our conclusions and some hints to future work.
Representation of shapes by level sets
A crucial feature of our reconstruction algorithm is the assumption that there are objects with well-defined boundaries and dielectric properties which are distinct from those of the background medium. We consider here the case of two different objects embedded within the medium: 'object 1' and 'object 2'.
In the level set approach of shape reconstruction, the unknown shapes of these objects are implicitly represented by two different 'level set functions' ψ(x) and ϕ(x), as follows. We introduce two sufficiently smooth level set functions ψ and ϕ such that (see Table 1 )
Here, κ 1 (x) denotes the (squared) wavenumber inside 'object 1', κ 2 (x) denotes the wavenumber inside 'object 2', and κ b (x) denotes the wavenumber in the background medium. We will indicate the dependence (1) of the parameter κ on the level set functions ψ and ϕ, by κ = κ[ψ, ϕ].
The main advantage of this implicit representation of the unknown shapes by level set functions consists of its capability of automatically splitting and merging shapes during the reconstruction, and, in its generalized form as employed here, to create and eliminate an arbitrary number of objects automatically at any step of the algorithm if this is required by the data.
The shape reconstruction
To reconstruct the shape we need to find an evolution law for the unknown level set functions ϕ and ψ which minimize the least-squares cost functional 
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In (2), R(κ[ϕ, ψ]) denotes the mismatch between the true boundary data and those calculated by the forward model using the parameter distribution κ[ϕ, ψ]. During the first stage, when we look for the first shape, we can consider that ψ is constant and positive. Then, the general evolution law
describes the evolution of the ϕ during an artificial time t. Here, the unknown forcing term f (x, t) needs to be determined from the data in each (artificial) time step. It is chosen to point into some descent direction for the cost functional (2).
If we formally differentiate J(κ(ϕ(t))) with respect to the artificial time t, applying the chain rule, we can select a descent direction for the cost functional by choosing [8] :
for all x ∈ Ω.
In (4), R (κ) * denotes the formal adjoint of the linearized residual operator R (κ) (see [8, 9] for a more detailed discussion), and the expression R (κ) * R(κ) coincides with the pixel-based Frechét derivative which can be computed by using an adjoint scheme. Ω is the domain.
Numerically discretizing (3) by a straightforward finite difference discretization of the time derivative with time-step τ (n) > 0 in step n, and interpreting ϕ
Similarly, we obtain the following iteration rule for the second level set function:
where g (n) is determined by using (4) and substituting κ 1 by κ 2 .
Problem description
The experimental data were obtained in the anechoic chamber of the center Commun de Ressourses Micro-ondes at Marseille, France. All details of the free space camera used in the recovering of experimental data can be consulted in [12, 13] . We give here a brief description of the two experimental setups corresponding to the microwave databases we use for our numerical reconstructions.
First experimental setup
The first experimental setup corresponds to the experiments 1 and 2 shown below, and consists of an anechoic chamber of 14.5 m long, 6.50 m wide and 6.50 m high. The emitter is placed at a fixed position on a circular rail, while a receiver is rotating with an arm placed at the domain center. The emitter illuminates the targets from different positions by TM or TE waves, depending on whether the electric or magnetic field is parallel to the cylinder axis, respectively. The range of the frequencies is between 1 and 8 GHz. The receiving antennas are positioned on a circle of radius d = 0.76 m, and the emitter is located at a distance d = 0.72 m from the center of the camera. The targets in all the experiments are very long in the direction perpendicular to the plane, in which the antennas are located, such that a 2D configuration can be assumed for the reconstruction, as will be explained in the next section.
In the left image of Fig. 1 , we illustrate the scheme configuration of this first experimental setup. In order to contain the emitter and the surrounding receivers, we choose the numerical domain to be a square of size 1.8 m × The data for TM illumination at 1 and 2 GHz, corresponding to the 36 emitter positions and 49 receiver positions used in our reconstructions, are obtained from the datafile twodielTM-8f.exp [12] .
Second experimental setup
The second experimental setup corresponds to the experiments 3 and 4 shown below. The same faradized anechoic chamber as in the first experimental setup is used in these experiments (see [13] for more details), but the dimension of the circular rail used to generate the data is different. The emitter and the receiver are now placed at a distance d = 1.67 from the center of the domain. The receiver rotates around the center of the domain gathering data at 241 equidistant positions for each of the 8 emitter positions. In these experiments, the frequency of the illuminating waves ranges from 2 to 10 GHz.
In the left image of Fig. 3 we illustrate the scheme configuration of this second experimental setup. Now, the targets to be reconstructed are a 8 cm diameter foam cylinder (with permittivity i1 = 1.45 ± 0.15) and a 3.1 cm diameter plastic cylinder (with permittivity i2 = 3.0 ± 0.3) embedded inside the foam cylinder. See the zoom at the top right corner of the left image of Fig. 3 . We choose the size of the computational square domain being equal to 3.62 m × 3.62 m.
The data for TM illumination at 2 GHz used in our reconstructions, corresponding to 8 emitter positions and 81 receiver positions, are obtained from the datafile FoamDielIntTM [13] . 
Numerical model and calibration
The targets in all these experiments are very long in the direction perpendicular to the plane in which the antennas are located, so that a 2D approximation can be used for the reconstruction. Since we only consider TM polarized illumination, the scalar Helmholtz equation
supplemented by the standard Sommerfeld radiation condition is a good approximation for describing the nonzero component of the electric field u. In Eq. (7) 
is the complex wavenumber given by (1), where is the relative permittivity and σ is the conductivity. q is the source.
Since in our model we use (unit) point sources to generate the incident fields, and in the experiments these fields are generated by horn antennas, we need to calculate the calibration factor for each frequency and source position in order to compare the simulated and the 'true' measured fields. To find the calibration factor we compute the ratio between these fields, and we multiply the simulated data by this factor [14] . It is obvious that this crude approximation of the highly directive antennas by a uniformly radiating line source reduces the quality of reconstruction but it can be considered like added noise to the data.
Reconstruction results
First experimental setup
In the first two experiments our purpose is to detect and estimate the key properties of a pair of plastic cylinders within the medium. The number of cylinders is not known a priori in our reconstructions. In the first experiment, the average permittivity of the two cylinders is assumed to be known ( i = 3), while in the second experiment it is not. The results are shown in Figs. 1 and 2 , respectively.
Since in the first experiment we assume prior information about the dielectric properties of the objects, the inversion is reduced to a shape optimization problem. We start our reconstruction with an initial positive level set function (equal to 1) in all the domain, meaning that we do not assume any initial object within the medium. In the first update of our algorithm the possible objects are created automatically by lowering the initial level set function to negative values using the sensitivity structure of the data. This creates the objects very close to the correct locations, and only a few more iterations, as explained in [10] , are needed to refine the details of their shapes. Fig. 1 shows the 'true' (left image) and reconstructed (right image) permittivity distributions. We also include the zoom of the area of interest at the top right corner of both images. We note that the reconstructed objects are well located and their sizes are well approximated.
In the second experiment, we consider the same experimental setup and dataset as in the previous case, but we do not assume the permittivity of the cylinders to be known. Therefore, we have generalized the algorithm in order to simultaneously (i) locate the objects, (ii) estimate their sizes, and (iii) estimate their dielectric properties. With this purpose, we monitor the minimized cost functional for a series of assumed permittivity values at the end of our algorithm in order to determine the value which yields the global minimum of the combined search for size and permittivity. The results of this reconstruction are displayed in Fig. 2 in a panel shapes of the objects, choosing an arbitrary permittivity value inside them. This value is chosen to be slightly bigger than the value for the background medium, so there is some contrast between the objects and the surrounding medium. Finally, the bottom right image shows the minimal values of the cost functional achieved during the last stage of the algorithm, where we simultaneously look for the shapes and permittivities of the detected objects. We observe that in this case, the reconstructed objects are also well located and their sizes are well approximated. Besides, the estimated permittivity value inside the cylinders (here 3.25) is within the range of the values given in the experiment.
Second experimental setup
In the third and the fourth experiments we reconstruct a more complex object: a plastic cylinder embedded in a foam cylinder (see the left image in Fig. 3 ). In the third experiment we assume the permittivity average values of these two parts of N. Irishina the object to be known. Therefore, i1 = 1.45 and i2 = 3.0 are known and fixed during this reconstruction. The results of this reconstruction are displayed in Fig. 3 . The left image corresponds to 'true' permittivity profile. The middle image is the result at the end of the intermediate stage of algorithm during which we only search for a homogeneous object, with permittivity i1 = 1.45, using the first level set function. The right image of Fig. 3 shows the final reconstruction achieved at the end of the second stage of the algorithm, where we introduce the second level set function searching for a possible higher contrast region with i2 = 3.0. As it can be observed in this image, the object is well located and its structure is well estimated.
In the next experiment, shown in Fig. 4 , we do not assume to know the piecewise permittivity distribution of the object. The 'true' permittivity profile is depicted in the top left image of Fig. 4 . We start the reconstruction by considering only one level set function (initially equal to 1 in all the domain) that will define an object with a permittivity value slightly higher than the background medium (here, i1 = 1.15) once it is lowered to negative values at the first iteration of the algorithm.
A few more iterations lead to the result at the end of this first stage presented in the top right image of Fig. 4 . Since the 'true' object has a higher average permittivity value than the one assumed during this stage, this is compensated by the algorithm by a bigger object. At the beginning of the second stage of the algorithm, we introduce a second level set function (also, initially equal to 1 in all the domain) to look for a higher contrast region. The second level set function will define a region with permittivity i2 = 2.0. Upon iteration, we find the result presented in the bottom left image. During the third, and final, stage of the algorithm we gradually change the permittivities inside the two found regions. We define a grid over the 2D parameter space i1 − i2 and we carry out a shape optimization problem for each node of the grid. We monitor the minimized cost values, and we choose the reconstruction corresponding to the global minimum as our final reconstruction. The result of this 2D search is displayed in the bottom right image of the Fig. 4 . The estimated values of the permittivities in the final reconstruction are i1 = 1.25 and i2 = 2.5, which are slightly lower than the real ones.
Conclusions
In this paper we have tested a novel nonlinear inversion shape-based algorithm for the early detection of breast cancer, reported in [10] , against the experimental 'Marseille data'. This study shows that our algorithm also gives rise to good reconstructions when it is used with experimental real data instead of synthetic data as in [10] . Besides, it shows the potential of a shape-based reconstruction approach for detecting and imaging dielectric objects from real data. In our future research we plan to generalize our algorithm by incorporating more general objects, and by extending the algorithm to a more realistic 3D situation with preferably a more detailed reconstruction of more shape details from a richer data set.
