To extract full information from samples of DNA sequence data, it is necessary to use sophisticated model-based techniques such as importance sampling under the coalescent. However, these are limited in the size of datasets they can handle efficiently. Chen and Liu (2000) introduced the idea of stopping-time resampling and showed that it can dramatically improve the efficiency of importance sampling methods under a finite-alleles coalescent model. In this paper, a new framework is developed for designing stopping-time resampling schemes under more general models. It is implemented on data both from infinite sites and stepwise models of mutation, and extended to incorporate crossover recombination. A simulation study shows that this new framework offers a substantial improvement in the accuracy of likelihood estimation over a range of parameters, while a direct application of the scheme of Chen and Liu (2000) can actually diminish the estimate. The method imposes no additional computational burden and is robust to the choice of parameters.
Introduction
ping-times. A judicious choice of stopping-time makes the comparison between partially-reconstructed genealogies more meaningful. Chen et al. (2005) illustrate their method by applying it to genetic data from a fully linked locus under a finitealleles model.
Unfortunately, extending the method of Chen et al. (2005) to more general coalescent models is not straightforward. As is shown in this paper, applying their stopping-time resampling method to data generated under other models of mutation can actually be detrimental to Monte Carlo estimation. In this paper a new framework is introduced for designing stopping-times applicable to more general coalescent models. The method is illustrated by incorporating both infinite sites and stepwise models of mutation, as well as crossover recombination. I perform a simulation study in order to quantify the improvement resulting from the new method and also to investigate the effect of choice of tuning parameter B (defined below). Finally, I briefly discuss how the problems we encounter under the coalescent model might also arise for other problems in which SIS is used.
Population genetic inference

The coalescent
Throughout we will assume the standard, neutral, coalescent model, which may be obtained as follows. Suppose haplotypes are sampled from a large, stationary, randomly mating population of diploid effective size N. Reproduction occurs in discrete generations. Haplotypes composing the present generation are formed by sampling a parent uniformly at random; with probability 1 − u the inherited allele is identical to the parent, otherwise it differs by a mutation occurring under some specified model of allelic changes. For concreteness we will focus on the infinite sites model: A haplotype is idealized as a unit interval [0, 1] , and a mutation event occurs at a random site never previously mutant, which can be encapsulated by assigning a Uniform[0, 1] random variable to the location of the mutation. The haplotype is specified by the list of locations of mutant alleles that it carries. Crossover recombination can be incorporated by saying that with probability 1 −r a haplotype inherits its alleles from a single parent in this manner, otherwise a recombination event occurs at a random breakpoint. Then the alleles to the left and to the right of this breakpoint are inherited independently by sampling two parents uniformly at random from the previous generation.
Take the usual diffusion limit in which the population mutation and recombination parameters θ = 4Nu and ρ = 4Nu are held fixed as N → ∞, and rescale time in units of 2N generations. A random sample D of n haplotypes can be drawn from this model by picking n haplotypes from the present and tracing their ancestral lineages back in time until we reach a most recent common ancestor (MRCA) for every position along the haplotype. On the coalescent timescale, backwards in time each pair of lineages coalesces to find a common ancestor at rate 1, each lineage mutates at rate θ /2, and each lineage recombines at rate ρ/2. When a recombination occurs, a lineage splits into two going backwards in time. The resulting genealogy is a random ancestral recombination graph (ARG) (Griffiths and Marjoram, 1996) , embedded in which is a coalescent tree for each position along the haplotype. The ARG determines the allelic states at the leaves, which in turn specifies the configuration D of our sample. By taking a slice of the ARG at a fixed time between each coalescence, mutation, and recombination event, we also specify a sequence H = (H 0 , H −1 , . . ., H −m ) of successive configurations going back in time. The sequence proceeds from the present-day sample, H 0 = D, back to a grand MRCA of the sample H −m comprised of a single haplotype carrying no mutant alleles. When branch lengths between events are not recorded and lineages are labelled by the present-day samples to which they are ancestral, each ARG determines a sequence H and vice versa. This notation follows Stephens and Donnelly (2000) .
Sequential importance sampling (SIS)
The ARG associated with a given dataset is of course unobserved, and to compute the likelihood we must sum over all ARGs that could have given rise to the data. The state space of such ARGs is vast, and it is this that motivates the Monte Carlo approach. For parameters Ψ = (θ , ρ), a naïve Monte Carlo estimate of the likelihood is:
is an indicator for whether the ARG H gives rise to the configuration D, and (H (1) , . . ., H (M) ) is a sample of ARGs drawn from the coalescent prior p(H ; Ψ). This approach is doomed since, even for samples of moderate size, the overwhelming majority of draws H ( j) will not give rise to the observed data and the Monte Carlo estimate is 0 . Importance sampling is an alternative that can guarantee each draw is compatible with D, and can be used to try to sample ARGs of high posterior probability via a user-specified proposal distribution. Furthermore, it is useful to specify the IS proposal distribution sequentially; that is, we write: 
The final term, p(H −m ), does not appear in the last line of (2) because it is unity for the mutation models considered in this paper. An efficient choice of q can make the variance of the estimate (2) considerably lower than that of (1). The optimal choice of q(H ) is the posterior p(H | D) , but this is not known in general. There has been much research in the design of efficient proposal distributions , Fearnhead and Donnelly, 2001 , De Iorio and Griffiths, 2004 , De Iorio et al., 2005 , Griffiths et al., 2008 , Hobolth et al., 2008 , Jenkins and Griffiths, 2011 .
Sequential importance resampling
The set {(H
. ., M} can be constructed either serially or in parallel. Provided the resources are available to store each reconstruction, or stream (Liu and Chen, 1998) , simultaneously, the latter approach can be advantageous. Intuitively, reconstructions that are doing badly can be discarded and replaced by 4 Statistical Applications in Genetics and Molecular Biology, Vol. 11 [2012] , Iss. 1, Art. 9 DOI: 10.2202 /1544 -6115.1770 duplicating those whose performance is currently superior. Suppose we have the partial reconstructions {H
A vanilla resampling algorithm is:
1. Multinomially draw M new samples with replacement from {H ( j) K : j = 1, . . ., M} specified by the probabilities {a ( j) : j = 1, . . ., M}. 2. Set the weight of a stream resampled with probability a ( j) to be w
Typically one chooses a ( j) ∝ w ( j) K ; the performance of a stream is proportional to its current SIS weight.
Step 2 of the algorithm ensures we properly account for the fact that only surviving streams are ultimately used in Monte Carlo estimation.
A number of improvements to this basic algorithm are available (for recent review see Doucet and Johansen, 2011) . In particular:
1. Variation introduced as a consequence of multinomial resampling can be reduced without disrupting the expected number of resampled copies of each stream; alternatives include systematic resampling and residual resampling. 2. Resampling need not take place according to a deterministic schedule, say every K steps. An alternative, dynamic approach, is to resample only when the variation in the weights exceeds some threshold. 3. Resampling reduces the diversity of the current set of streams for an expected improvement at future steps. Thus, there is no gain in resampling at the final step, and we prohibit resampling here.
In this article we will use residual resampling (Liu and Chen, 1998 ) and a dynamic resampling schedule following Chen et al. (2005) , by resampling only if the coefficient of variation of the SIS weights exceeds some threshold parameter B ≥ 0. The idea here is that resampling is necessary when only a few streams become important to the likelihood estimate; we have some streams from a region of relatively high posterior probability with large SIS weights, and the remainder with weights effectively zero. Conversely, when the coefficient of variation of the SIS weights is low then the utility of each stream to the likelihood estimate is comparable, and resampling is unlikely to offer further improvement.
Stopping-time resampling
The resampling algorithm as described above relies on the idea that the current SIS weight is in positive correlation with-and therefore a good predictor of-the final SIS weight. In most SMC applications this is indeed the case, but for the coalescent model the correlation between current and final SIS weight may be weak or even negative (Fearnhead, 2008) . One reason for this reduction is that at stage K a stream could have a low SIS weight because it is already quite close to the MRCA. The total number of steps m required by each stream is really a random quantity, and those streams destined to require fewer steps overall may be punished by a resampling algorithm that fails to take this into account. Chen and Liu (2000) and Chen et al. (2005) provide a way around this problem by showing that resampling can still be carried out when streams are allowed to proceed a varying number of steps before being compared by the resampling algorithm. A summary of the SIS procedure with dynamic resampling and general stopping-times T 1 , T 2 , . . ., is as follows:
1. Set l = 0, T 0 = 0, and w
. ., M} exceeds B then apply the resampling algorithm described above. 3. For each j, continue to reconstruct the genealogy H For genetic data drawn from a nonrecombining locus under a finite-alleles model, Chen and Liu (2000) and Chen et al. (2005) suggest a more natural timescale for reconstruction to be the stopping-times T C 1 , T C 2 , . . ., T C n−2 , where
and C ( j) k is the number of coalescence events encountered by stream j after k steps. (Henceforth this choice of stopping-time is referred to as stopping scheme C, denoted by the superscript C.) By comparing streams only after they have encountered the same number of coalescence events, the SIS procedure with stopping-times (4) operates on a more natural timescale. Notice that the definition of stopping-times is independent of the choice of proposal distribution q, and can be designed without a particular q in mind. One should note, however, that a given stopping scheme will perform better with some proposal distributions than with others. For example, if we had access to the optimal proposal distribution then resampling under any stopping scheme cannot improve our estimate and will typically make it worse. 
A new stopping-time for sequence data
Stopping-time resampling has been applied without success to data assumed to conform to the infinite sites model [Larribe (2003) , also mentioned in preprints of Fearnhead and Donnelly (2001) and Hobolth et al. (2008) ], suggesting that the number of coalescence events may not be the most effective timescale under this model.
In fact, as is demonstrated below, this resampling scheme can perform rather worse than if resampling is not used at all. Some intuition for this is as follows. In many SMC applications the (normalized) sequence of SIS weights is a martingale (Kong, Liu, and Hong, 1994 ), so we should expect the effect of 'bad' decisions taken by a stream to be propagated to the future. Thus, its current and future weight are in positive correlation, and resampling can intercept these poor streams early. I refer to this component of the effect on SIS weight as extrinsic. For the coalescent model there is also an extrinsic component: an example would be for q to propose recombination events when ρ is small and recombination events need not be invoked to explain the data. However, for the coalescent model there is also an intrinsic component to the SIS weight, which depends upon decisions that are in some sense unavoidable. Regardless of how a stream reconstructs a genealogy, there are some events it must propose in order for the resulting ARG to be compatible with the data. An example is the effect on the SIS weight caused by proposing a mutation event when such a mutation is required at least somewhere in the genealogical history. Suppose for example that θ is small, so the prior probability of seeing a mutation under p is small and hence proposing a mutation event generally causes the SIS weight of a stream to be reduced. Importantly, a resampling algorithm could punish a stream for having proposed such a move, even though every stream will eventually have to do so. In this respect the intrinsic component of SIS weight decreases the correlation between its current and final value.
Our aim then should be to perform resampling in such a way that we compare only the extrinsic components of the SIS weights between streams. Stoppingtime resampling achieves this by running streams until their intrinsic components -0 Table 1 : Likelihood estimates (at θ = 1, ρ = 0) of the dataset shown in Figure 1 under various stopping schemes, together with standard errors and number of resampling events incurred. Estimates are based on M = 10 4 runs with B = 1, except for the 'true' value which is based on M = 10 7 runs with B = ∞. The 'true' value is used to estimate the relative errors.
are approximately equal. The stopping-times in (4) estimate this by the number of coalescence events encountered. Crucially, when a dataset conforms to the infinite sites model and exhibits s segregating sites, we know that there will be contributions to intrinsic weight from precisely s mutation events. Defining a stopping-time by the number of coalescence events ignores how many of these s hurdles each stream has overcome. A simple example is shown in Figure 1 , for which stopping-time resampling under scheme C diminishes the accuracy of the likelihood estimate by an order of magnitude, compared to no resampling (Table 1) . Of the two example configurations shown in Figure 1 at T C 1 , one is clearly much closer to the MRCA than the other, though the resampling algorithm does not use this information. Indeed, if mutation events tend to decrease the SIS weight then the configuration closer to the MRCA will tend to be removed by resampling.
Infinite sites mutation
A simple correction to equation (4) is to count coalescence or mutation events, which will be denoted as scheme CM:
where M ( j) k is the number of mutation events encountered by stream j after k steps. This is an improvement over C (Table 1) , but (i) the total number of stoppingtimes is now fixed at n + s − 2, which may be large and cannot be adjusted; and (ii) more seriously, we should not expect coalescence and mutation events to have the same effect on the SIS weight. Why should a stream that has encountered three coalescence events be compared against one that has encountered, say, one 8 Statistical Applications in Genetics and Molecular Biology, Vol. 11 [2012 ], Iss. 1, Art. 9 DOI: 10.2202 /1544 -6115.1770 coalescence and two mutations? To solve these problems we imbue the space of configurations with a pseudometric on partially reconstructed genealogies:
for fixed ν, μ > 0, and define a new stopping-time for stream j by This is a scaled (SCM) version of the stopping scheme CM. The parameter ν is for convenience, allowing us to specify the grain of the stopping-times. Throughout, ν is set so that each stream encounters precisely n − 2 stopping-times during the reconstruction, the same number as under scheme C. The parameter μ specifies an exchange rate, in terms of the effect on the SIS weight, between coalescence and mutation events. For SCM we will use the ratio of the expected number of coalescence events to the expected number of mutation events, in a sample of size n:
One justification for this choice is that T SCM l enjoys the following properties of convergence in distribution:
Thus for example when the mutation rate is small, whether a stopping-time has been reached is largely determined simply by the number of mutation events a stream has overcome. Notice that the previous stopping-times can also be recast in this manner; scheme C corresponds to the special case ν = 1, μ = 0, while scheme CM corresponds to ν = 1 = μ. The three stopping schemes are illustrated in Figure 2 . A number of other choices were explored, with less improvement (Jenkins, 2008) .
Multiple loci and crossover recombination
The above framework can be extended to multiple loci; for clarity, exposition is restricted to a two-locus model in which recombination events always occur at position 1 2 in the unit interval representing the haplotype. Refer to the two loci as A and B. If they have separate mutation parameters θ A , θ B , then we simply introduce two stopping-time parameters μ A , μ B corresponding to (8), replacing θ respectively a a a  a a a a a a a  a a a a a a a a a a  a a a a a a a a a a a  a a a a a a a a a a a  a a a a a a a a a a a a a a a Figure 2 : Illustration of each stopping scheme defined in the main text. Contours (solid red lines) represent stopping-times. The trajectory of a stream is a random walk projected onto two axes counting the number of coalescence events C k and the number of mutation events M k , starting at the origin. In the example shown, the rescaling under SCM corresponds to a small value of θ ; now, more than two coalescence events are required to reach the next stopping-time compared with only one mutation event.
with θ A and θ B . We then count mutation events occurring to the two loci separately and adjust ν so that the total number of stopping-times is unchanged. Recombination introduces an additional complication. The state space of configurations now records the mutant alleles carried by each haplotype and also the regions over which a haplotype is ancestral to the present-day sample. For example, the two parents of a recombining haplotype ancestral over the whole of [0, 1] are themselves ancestral over only part of the interval, one over [0, Griffiths and Marjoram (1996) for full details of this concept and Jenkins and Griffiths (2011) for the specialization to two loci. Stopping-times are adjusted as follows. Rather than track the total number of coalescence events encountered, we should track the total length of ancestral material remaining. For stream j at step k this quantity will be denoted by L ( j) k . For a fully-specified sample of n haplotypes we have L k respectively (see also Larribe, 2003) . Combining these observations, we arrive at a full, two-locus, definition for SCM: are the number of mutation events encountered by stream j at step k, at locus A and B respectively. Corresponding multi-locus definitions for schemes C and CM are obtained by setting ν = 1, μ A = μ B = 0, and ν = μ A = μ B = 1, respectively. In the following section we will compare the performance of the stopping schemes C, CM, and SCM, given by the appropriate choices for ν, μ A , and μ B inserted into equation (9).
Simulation study
To evaluate the performance of the stopping-times developed in the previous sections, we use the proposal distribution described in Jenkins and Griffiths (2011) for a two-locus, infinite sites model; recall though that stopping-time resampling is applicable to any sequential proposal distribution. I simulated a large number of datasets using ms (Hudson, 2002) under this model and under a variety of ρ-values; motivated by the human data examined in Jenkins and Griffiths (2011) I fixed θ A = θ B = 3.5 for simulating data and for the SIS driving values. The study was restricted to a modest n = 20 and M = 10 4 runs, so that one is able to obtain an independent, 'true' estimate of the likelihood for each dataset using a much larger number of runs (M = 10 7 , without resampling). The unsigned relative error of the shorter runs compared to this 'true' value serves as our measure of performance:
where
is the likelihood estimate from a short run with resampling, and L(Ψ) is the likelihood estimate from the long run without resampling.
The distribution of the unsigned relative error (10) can be estimated for a given dataset by constructing many independent estimates L(Ψ) on that dataset. It is worth elaborating on this approach to obtaining a reliable measure of accuracy. Two other commonly used tools are the standard error (SE), s e (k) = σ k / √ M, and the effective sample size,
, where μ k is the mean and σ k the standard deviation of SIS weights constructed to the kth step (Kong et al., 1994) . There are two issues with these tools. First, they must be estimated through the sample mean μ k and sample standard deviation σ k , which introduces statistical difficulties: σ k is likely to underestimate σ k even though it is unbiased, leading to an underestimated likelihood and an overconfidence in its accuracy. As a consequence, Fearnhead and Donnelly (2001) observe that while a low ESS is indicative of a poor estimate, a large ESS does not guarantee an accurate one. Second, these tools are designed for streams propagating independently, and we should not expect them to be meaningful when we also employ a resampling algorithm. For example, resampling so much that only one genealogy is left in the sample at the final step m will result in σ m = 0 and hence ESS(m) = M, but it does not follow that the resulting likelihood estimate is optimal. Throughout the simulations presented in this article, I observed SE and ESS to be better indicators of how often resampling had been performed than of the accuracy of the likelihood estimates, showing a roughly monotonic relationship with the number of resampling events incurred.
For these reasons it is necessary to look at the variability in likelihood estimates L(Ψ) from independent experiments on a given dataset, and, where possible, to construct a 'true' estimate against which to compare these experiments, as in (10). Of course, in real applications the latter will be unavailable.
First we examine the effect of the choice of stopping scheme from among those defined above. I computed a likelihood estimate for each scheme, using simulated datasets as described above. Since we do not know in advance the appropriate choice for the resampling parameter B, this procedure was repeated over a range of values. The range B = 2 −4 , 2 −3 , . . ., 2 14 , was sufficient to encompass the whole range of responses, from resampling at every step (B = 2 −4 ) to no resampling at all (B = 2 14 ). For each choice of B, each stopping scheme, and each dataset I computed 25 independent likelihood estimates to find the distribution of the unsigned relative error defined in (10). The results for a dataset simulated with ρ = 5 are shown in detail in Figure 3 . As is clear from the boxplots, the stopping scheme SCM generally exhibits the lowest relative error in the likelihood. For many choices of B the likelihood estimate resulting from scheme C was essentially zero, resulting in an unsigned relative error of 1. This error was higher than if we had not done any resampling (right-most boxplot at B = 2 14 ). For all choices of B, resampling under scheme C offered no improvement and in fact diminished the accuracy of the likelihood estimate. This pattern was typical of other datasets simulated under these parameters (not shown), though some showed a modest improvement near B = 2 12 . For such datasets, this confirms the observation of Chen et al. (2005) that a small number of resampling events is preferable and too many becomes inefficient. This is also true here of the schemes CM and SCM, for which the optimal number of resampling events is small and positive, roughly 2-5. Importantly, scheme SCM is highly robust to misspecification of B; resampling too often is still preferable to no resampling at all. This is useful because in practical applications the optimal choice for B is not known: it will vary with the size and complexity of the dataset under examination and with the efficiency of the proposal distribution. On the other hand, resampling too often under scheme C or CM can be counterproductive.
To examine the effect of recombination rate on these results, this experiment was repeated for data simulated under a variety of choices of ρ. Figure 4 gives six examples. Again, our measure of performance is the distribution of the unsigned relative error (10). For clarity we focus on the median of this distribution. For the dataset simulated under a small recombination rate (panel ρ = 0.1) the likelihood estimate is already quite accurate and resampling under any scheme offers little further improvement. Relative errors are smaller here as it is easier for the proposal distribution to explore those genealogies with few recombination events. The schemes CM and SCM perform similarly, although resampling under scheme C still diminishes the accuracy of its likelihood estimate. For intermediate recombination rates the performance of the stopping schemes on all the datasets shown here are in a clear ordering, with SCM producing the smallest relative errors and C the largest. In most cases the relative error of the likelihood estimate is minimized by using SCM and a small number of resampling events, as was the case for Figure 3 . For the dataset simulated under a large recombination rate (panel ρ = 100), with this number of runs none of the stopping schemes seems to have improved the likelihood estimate significantly, using any choice of B.
To confirm that these observations were not restricted to those datasets used in Figures 3 and 4 , I repeated the procedure on a larger collection of 100 datasets for each of the same various choices of recombination parameter. For each combination of ρ and stopping scheme, I used a preliminary simulation to pick the value of B that brought the mean number of resampling events close to two; other parameters remained as before. Results are shown in Table 2 . As is evident from the table, the patterns seen in Figure 4 do apply more generally. The stopping scheme SCM clearly outperforms the others over a wide range of ρ, except for ρ = 0.1 where there is little difference between schemes and ρ = 100 where resampling under any scheme offers no improvement.
Microsatellite data
Similar reasoning to that used for infinite sites data can be used to design stoppingtimes under other mutation models. In this section we consider a single locus mutating under a stepwise mutation model. Under this model, the allele of a sampled haplotype is an integer, and a mutation event increments or decrements this value by one, each with probability 1 2 . This model is a simple representation for the number of repeat copies seen at a microsatellite locus.
The key difference between this and the previous mutation model is that the number of mutation events is no longer fixed. A mutation may or may not bring a configuration closer to its MRCA, and the metric used by the proposed stoppingtime should account for this. The term M (i) k in (6) is no longer a single-valued function for H −m , and so we replace it with the following. Let n ( j) k (z) denote the number of copies of allele z ∈ Z in the configuration of stream j at step k of the reconstruction, and define
what will be referred to as the diameter of the configuration. Although the diameter of a configuration will fluctuate during the reconstruction of a genealogical history of the observed sample, it must approach zero as the reconstruction approaches its MRCA, and is thus appropriate for use in our stopping-time:
defined as before. Incidentally, a more suitable choice for μ than that given in equation (8) would be to replace the expected number of mutation events in its denominator with the expected diameter of a sample of size n. To my knowledge this is not known in closed-form except in the special case n = 2 (Ohta and Kimura, 1973) . Since the choice in (8) worked well, I do not pursue this further.
To gauge the improvement from this new stopping-time we revisit a dataset examined by Chen et al. (2005) , who used a sample of n = 296 allele counts sampled from locus G10M of brown bears from the Western Brooks Range of Alaska (Paetkau, Waits, Clarkson, Craighead, and Strobeck, 1997) : 99,...,117 = {0, 0, 0, 0, 0, 24, 134, 16, 32, 81, 0, 8, 0, 1, 0, 0, 0, 0,0, 0}. (This has initial diameter 8.) Chen et al. (2005) applied the proposal distribution of Stephens and Donnelly (2000) with driving value θ = 6 and used what I have called stopping scheme C. They found that it offered more accurate likelihood estimation compared to the case without resampling. I performed a similar analysis using the stopping scheme SCD defined in equation (11) (and its unscaled counterpart, CD). Since it is difficult to further improve on the results of Chen et al. (2005) , I reverted to the simpler proposal distribution of Griffiths and Tavare (1994) , also with driving value θ = 6. For each stopping scheme, 25 independent likelihood estimates at θ = 6 were obtained from M = 10 4 runs (setting B = 10). As in previous sections, accuracy was measured by computing the distribution of the unsigned relative error (10). For this purpose we require one longer simulation of M = 10 7 runs without resampling; here I used the more efficient proposal distribution of De Iorio et al. (2005) . Results are shown in Figure 5 , which confirms that stopping scheme C improves on the implementation without resampling. We also find that stopping scheme SCD offers significant further improvement.
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Discussion
In this article we have overcome some limitations of the stopping scheme suggested by Chen and Liu (2000) and Chen et al. (2005) for improving the efficiency of SIS methods of likelihood estimation under the coalescent model. In particular, the schemes denoted SCM and SCD are recommended, since they incorporate a number of important features giving a marked improvement in the accuracy of likelihood estimation. First, they impose no computational burden above that of scheme C (whose own burden over a regular SIS algorithm is very small). Second, they combine information from the number of both coalescence and mutation events in an appropriate way. Third, they are robust to the choice of tuning parameter B. In particular, resampling too often is seldom worse than not resampling at all.
There is obvious scope for further improvements to the stopping schemes proposed here, and for the design of stopping schemes under other models. We have recast the problem to one of designing suitable (pseudo-)metrics on the space of partially reconstructed genealogies of the data, which will further help with intuition in new situations. For example, failures of the four-gamete test visible in infinite sites data require recombination events that are another obvious source of the 'intrinsic' contribution to SIS weight. One could add a third dimension to the plots in Figure 2 by measuring the minimum remaining number of recombination events required for a stream to reach its MRCA, although this quantity is not a simple function of the configuration and must be approximated or computed algorithmically (e.g. Lyngsø, Song, and Hein, 2005) .
The challenges encountered in this article demonstrate that ideas from SMC are not wholly transferable to all situations in which SIS can be used. Here it was important to adjust the resampling algorithm to account for the fact that the current SIS weight is a poor predictor of the final SIS weight, and it has been useful to think about a conceptual separation between 'intrinsic' and 'extrinsic' components of the SIS weight. These complications are not restricted to coalescent models. Modifications of SMC ideas to account for related problems also arise in, for example, solving partial differential equations (Chen et al., 2005) , polypeptide folding (Zhang and Liu, 2002) , and sampling paths of diffusion bridges (Lin, Chen, and Mykland, 2010) . In addition to stopping-time resampling, another strategy to account for the fact that current and future SIS weight may be in poor correlation is to estimate the future SIS weight of a stream by pilot exploration (Zhang and Liu, 2002 , Jenkins, 2008 , Lin et al., 2010 , and to adjust the resampling probabilities {a ( j) : j = 1, . . ., M} accordingly. That is, at a resampling checkpoint one resamples a stream based on its expected SIS weight a few steps into the future, as estimated by a further small Monte Carlo sample of its possible future configurations. One allows a pilot 'team' to explore either forwards from the current position of the stream (Zhang and Liu, 2002) or backwards from the endpoint (Lin et al., 2010) . Although some of these methods were developed with a specific application in mind, each is in effect dealing with a closely related underlying problem. It would be of great interest both to better characterize models for which these issues arise and to unify the optimal approach to their solution.
