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Given a sequence T = (Ti)i≥1 of nonnegative random variables,
a function f on the positive halfline can be transformed to E
∏
i≥1 f(tTi).
We study the fixed points of this transform within the class of decreas-
ing functions. By exploiting the intimate relationship with general
branching processes, a full description of the set of solutions is estab-
lished without the moment conditions that figure in earlier studies.
Since the class of functions under consideration contains all Laplace
transforms of probability distributions on [0,∞), the results provide
the full description of the set of solutions to the fixed-point equation
of the smoothing transform, X
d
=
∑
i≥1 TiXi, where
d
= denotes equal-
ity of the corresponding laws, and X1,X2, . . . is a sequence of i.i.d.
copies of X independent of T . Further, since left-continuous survival
functions are covered as well, the results also apply to the fixed-point
equation X
d
= inf{Xi/Ti : i≥ 1, Ti > 0}. Moreover, we investigate the
phenomenon of endogeny in the context of the smoothing transform
and, thereby, solve an open problem posed by Aldous and Bandy-
opadhyay.
1. Introduction. Let T := (Ti)i≥1 be a sequence of nonnegative random
variables, and consider the mapping f 7→ E
∏
i≥1 f(tTi) for suitable functions
f :R→R. Then it is natural to call f a fixed point of this transformation if
f(t) = E
∏
i≥1
f(tTi).(1.1)
The main objective here is to identify all fixed points within certain classes
of functions, which becomes an increasingly challenging task as the available
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class gets bigger. There is a substantial literature, [12, 16, 21, 27, 30, 32],
and relatively complete results, improved here, when f must be the Laplace
transform of a nonnegative random variable. Much less was known up to now
[8, 10, 29] when f is from the larger class of survival functions of nonnega-
tive random variables (or simply monotone decreasing functions with range
[0,1]). Solving the problem in this case is one of the main achievements of
this paper. In fact the ideas also allow the available class to include suitable
nonmonotonic functions, as will be indicated in the final section.
When f is the Laplace transform of a nonnegative variable X , equa-
tion (1.1) can be rewritten in terms of random variables as
X
d
=
∑
i≥1
TiXi,(1.2)
where X1,X2, . . . are i.i.d. copies of X independent of T , and
d
= means
equality in distribution. An X , or its distribution, satisfying this is often
called a fixed point of the smoothing transform (going back to Durrett and
Liggett [21]). If instead f is the (left-continuous) survival function of a non-
negative variable X , equation (1.1) can be rewritten as
X
d
= inf
{
Xi
Ti
: i≥ 1, Ti > 0
}
,(1.3)
where the infimum over the empty set is defined to be ∞. A solution X ,
and the associated survival function P (X ≥ t), is called nondegenerate if
P(X ∈ (0,∞))> 0. The inversion x 7→ x−1 turns this “inf-type” equation into
a “sup-type” one, so the theory will cover these too. Both (1.2) and (1.3)
are examples of stochastic fixed-point equations (also called recursive dis-
tributional equations in [2]). Thus, for these two cases, characterizing fixed
points for equation (1.1) in the appropriate class corresponds to identifying
the X which can arise in these stochastic fixed-point equations. In con-
sidering (1.2), the relevant class of functions (Laplace transforms) is quite
restricted, and so the problem is correspondingly easier. It turns out that
solutions to (1.2) are intimately related to solutions to (1.3), which allows
the characterization of the latter using results for the former.
There is considerable interest in, and literature on, stochastic fixed-point
equations like (1.2) and (1.3). They occur in various areas of applied proba-
bility: probabilistic combinatorial optimization [1], stochastic geometry [37],
the analysis of recursive algorithms and data structures [20, 24, 34, 40, 41]
and also in connection with branching particle systems [14, 25]. Inhomo-
geneous versions of (1.2) and the sup-type version of (1.3) arise in the
average-case and worst-case analysis of divide-and-conquer algorithms, and
Ru¨schendorf [42], Theorem 3.1 and Theorem 4.2, showed, in a more re-
stricted setting, that the solutions to the inhomogeneous versions are in
one-to-one correspondence with the solutions of their homogeneous coun-
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terparts. In theoretical probability, they are of relevance in connection with
the central limit problem [18] and in extreme value theory [39], where they
can be interpreted as generalizations of the distributional equations of sta-
bility and min-stability, respectively. For further information we refer to the
survey by Aldous and Bandyopadhyay [2].
Without loss of generality, suppose that the number N =
∑
i≥1 1{Ti>0} of
positive terms satisfies N = sup{i≥ 1 :Ti > 0}, and define the function
m : [0,∞)→ [0,∞], θ 7→ E
N∑
i=1
T θi .
Its canonical domain, {m < ∞}, is an interval ⊆ [0,∞), for m may be
viewed as the Laplace transform of the intensity measure of the point pro-
cess Z :=
∑N
i=1 δS(i). Here S(i) := − logTi, i ∈ N (and S(i) :=∞ if Ti = 0).
The following assumptions will be in force throughout.
P(T ∈ {0,1}N)< 1.(A1)
EN > 1.(A2)
There is an α > 0 such that 1 =m(α)<m(β) for all β ∈ [0, α).(A3)
This number α is called the characteristic exponent (of T ). Previous [9,
10, 21, 32] and recent [5] studies show that a satisfactory characterization
will typically entail the existence of some α > 0 such that m(α) = 1, as
in (A3), though [29] and [8] provide a study of a case where this fails. The
discussions in [32] for equation (1.2) and [8, 29] for equation (1.3) imply that
only simple cases are ruled out by (A1) and (A2). Let r > 1 be the smallest
number such that the strictly positive elements of T are concentrated almost
surely on rZ, and let r=1 otherwise, that is, when the smallest closed (in R+)
multiplicative group containing the strictly positive elements of T is R+. The
former is called the r-geometric (or lattice) case, the latter the nongeometric
(or continuous) case. There are more technicalities to deal with before the
main results can be stated but a special case is given now as illustration.
Theorem 1.1. Suppose that (A1)–(A3) hold true, that P(N <∞) = 1,
m(θ)<∞ for some θ ∈ [0, α) and that T is nongeometric. Then there exists
a nonnegative and finite random variable W satisfying P(W > 0)> 0 and
W
d
=
∑
i≥1
Tαi Wi,(1.4)
(where W1,W2, . . . are i.i.d. copies of W independent of T ) such that non-
degenerate survival functions that are solutions to (1.1) are given by the
family, parametrized by h ∈R+,
f(t) = E exp(−Whtα).(1.5)
Note that (1.4) is just (1.2) with T replaced by T (α) := (Tα1 , T
α
2 , . . .). It is
already known, under mild conditions that are relaxed a little in Theorem 3.1
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here, that solutions to (1.4) of the form described in Theorem 1.1 are unique
up to a scale factor. Therefore, in (1.5), the same family will result, whichever
solution to (1.4) is selected. Form (1.5) is a mixture (with mixing variableW )
of Weibull survival functions. This form is not surprising in the light of
results for deterministic T described in [10] and the corresponding results
for (1.2) going back to Durrett and Liggett [21]. In the latter case, f has
to be a Laplace transform and (1.5) expresses it as a W -mixture of positive
α-stable transforms (necessitating also that α≤ 1).
It is natural to deploy iteration to study a functional equation. A key as-
pect of the approach here is to remove the expectation on the right of (1.1)
and then iterate. Suitably formulated, this iteration derives naturally from
a branching process based on T . Solutions to (1.1) correspond to certain
(multiplicative) martingales. Studying these, and their limits, delivers infor-
mation on the form of the solutions. This basic idea goes back at least to
Neveu [36] and is used more recently in [14, 16] and [8]. This technique is
a kind of disintegration of (1.1), since it considers the stochastic processes
obtained by removing the expectation in it and its iterates. For fixed t, under
the iteration of the disintegration, the conditions imply that the arguments
of the function f on the right of the equation become small. Hence, the
properties of the whole function will be implicit in its behavior for small
arguments.
Further, our approach brings to the forefront a fundamental property of
solutions to (1.4): endogeny. Heuristically speaking, a solution W to (1.4) is
endogenous if W can be constructed from the branching process mentioned
above without additional randomization. In their survey paper, Aldous and
Bandyopadhyay posed the open problem of studying the endogeny property
in the context of the smoothing transform [2], Open Problem 18. In Sec-
tion 6 (see Theorem 6.2), we give the solution to this problem under mild
conditions.
2. Main results. We continue with further assumptions on T , namely,
E
∑
i≥1
Tαi logTi ∈ (−∞,0) and E
(∑
i≥1
Tαi
)
log+
(∑
i≥1
Tαi
)
<∞.(A4a)
There exists some θ ∈ [0, α) satisfying m(θ)<∞.(A4b)
In order to prove our main results, we need at least one of the assump-
tions, (A4a), (A4b), to be true; in other words, we need the following as-
sumption:
(A4a) or (A4b) holds.(A4)
It is worth mentioning that (A4) is fairly weak compared to the assumptions
in earlier works on fixed points of the smoothing transform, that is, on
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solutions to (1.2). For ease of reference to earlier results, when (A3) holds
let
m′(α) = E
∑
i≥1
Tαi logTi,
even when m is finite only at α; whenever we refer to m′(α) we will be
assuming the expectation exists, which it certainly does when (A4) holds.
We impose one further assumption. To state it, call a random variable W
nonnull if P(W 6= 0)> 0, and assume that (A3) holds.
There is a finite, nonnull, nonnegative random variable W , with
Laplace transform ϕ, satisfying (1.4).
(A5)
The next result indicates that this assumption is known to hold widely. It
follows directly from Theorem 1.1 in [32] when P(N <∞) = 1 and, as is
explained further in Section 6, from [33] when (A4a) holds.
Proposition 2.1. If (A1)–(A3) and, furthermore, either (A4a) or P(N <
∞) = 1 hold true, then so does (A5).
The r-geometric case involves some complications that require additional
notation. A function h is multiplicatively r-periodic if h(x) = h(rx) for
all x. Given r > 1, let Hr be the set of multiplicatively r-periodic func-
tions h :R+ → R+ such that t 7→ h(t)tα is nondecreasing [where α comes
from (A3)]. To deal with all cases together, let H1 be the positive constant
functions in the nongeometric case (when r = 1). In the corresponding re-
sult for (1.2), stated here as a corollary, it is further assumed that α ∈ (0,1].
Then, let Pr be the set of multiplicatively r-periodic functions h :R
+→R+
such that h(t)tα has a completely monotone derivative, and let P1 be the
positive constant functions in the nongeometric case—these functions were
introduced in [21]. When α= 1, the requirements force h to be constant, so
that in this case Pr ≡P1.
Henceforth, let S(M) be the set of solutions to the functional equa-
tion (1.1) within the class
M= {f : [0,∞)→ [0,1] :f is decreasing with
f(0) = f(0+) = 1 and f(t)∈ (0,1) some t > 0}.
Here, f(0+) denotes the right limit of f at 0. Now we are ready to state
our first main result. This result will be derived from Theorem 8.3, which is
more fundamental but needs more background material to state.
Theorem 2.2. Suppose that (A1)–(A5) hold. Then S(M) is given by
the family, parametrized by h ∈Hr,
f(t) = E exp(−Wh(t)tα) = ϕ(h(t)tα) (t≥ 0).(2.1)
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Let S(L) be the set of solutions to (1.1) within the class L of Laplace
transforms of probability distributions 6= δ0 on [0,∞).
Corollary 2.3. Suppose that conditions (A1)–(A5) hold and that α≤ 1.
Then S(L) is given by the family in (2.1) when parametrized by h ∈Pr.
Corollary 2.4. Suppose that (A1)–(A5) hold. Then the set of survival
functions of nondegenerate solutions to (1.3) is given by the family (2.1)
parametrized by the left-continuous h ∈Hr.
3. Further results and discussion. From the formulations of Theorem 2.2
and Corollary 2.3 it is obvious that solutions to (1.4) play a critical role since
they appear as mixing distributions in all other cases. We need information
on these fixed points at an early stage of our analysis. Hence, we continue
with the following results.
Theorem 3.1. Assume (A1)–(A5) hold. Let D(t) := t−1(1−ϕ(t)). Then D
is slowly varying at 0, and ϕ is unique up to a positive scaling factor in its
argument.
This result can be concluded from existing literature if we additionally
assume (A4b) and P (N <∞) = 1. In this case, the claimed uniqueness of ϕ
follows from [16], Theorem 3. The regular variation of 1−ϕ follows from [14],
Theorem 1.4, in the case when m′(α) < 0 and from [30], Theorem 1, if
m′(α) = 0. We prove the result as stated here in Section 10; there we will
see that for uniqueness up to scaling (A4a) can be replaced by EW <∞,
which is in fact weaker.
Understanding the behavior of solutions to (1.1) near zero is an essen-
tial step in proving Theorem 2.2, but it is also interesting in its own right
because it allows the derivation of moment results for the corresponding
distributions by classical Tauberian theorems in the case of (1.2) and by
elementary calculations for the sup-type analog of (1.3).
For a solution f , the near-zero behavior is best considered in terms of Dα
defined by
Dα(t) =
1− f(t)
tα
, t > 0.
When α= 1 and f is a Laplace transform, the convexity of f forces D1(t) =
(1− f(t))/t, to be decreasing in t, and then D1(0+) is finite exactly when
the corresponding random variable has a finite mean.
Theorem 3.2. Suppose that (A1)–(A5) hold true, that T is nongeomet-
ric and f ∈ S(M). Then Dα(t) is slowly varying as t ↓ 0.
A corresponding result for the geometric case is stated next, although it
is tangential to the development of the results.
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Theorem 3.3. Suppose that (A1)–(A5) hold true, that T is r-geometric
and f ∈ S(M). Then there exists a function h ∈Hr such that Dα(t)/h(t) is
slowly varying as t ↓ 0.
It is often possible to say more about the form of the slowly varying func-
tions. We omit the details but give an indication of the results. When α 6= 1,
Theorem 2.2 gives that any solution f ∈ S(M) is of the form f(t) = ϕ(h(t)tα)
for some h ∈Hr, where ϕ comes from (A5). Then t
−1(1−ϕ(t)), which isD(t),
is slowly varying in very specific ways under fairly mild moment conditions.
Roughly speaking, if m′(1)< 0, then D(t) usually converges to a finite con-
stant while, if m′(1) = 0, D(t) usually looks like − log t. See [12], Lemmas 2
and 4, [33] and [19] for information on the first case and [16], Theorems 4
and 5, for information on the second. It is easy to translate such results on ϕ
to corresponding results on asymptotic behavior of f ∈ S(M) at 0.
We finish this section with a brief summary of previous results on fixed
points of the smoothing transform and the corresponding inf-type distribu-
tional equation. Theorem 2.2 has only one real predecessor, namely, Theo-
rem 4.2 in [10], where the inf-type equation is solved in the case of a de-
terministic sequence (T1, T2, . . .). There are (to our knowledge) two further
papers dealing with the inf-type equation: [8, 29]. The first paper, formu-
lated in terms of the corresponding sup-type equation, provides a full de-
scription of the set of solutions only in very special cases, while the second
one presents an approach that leads to all solutions only within subclasses of
sufficiently regular distributions. Much more was known about the solutions
to (1.1) within the set of Laplace transforms. For the case α < 1, Theorem
1.4 in [32] is the result which gave a full description of the set of solutions un-
der the weakest conditions so far. However, beyond the conditions required
in our Corollary 2.3, Liu assumed that EN1+δ <∞ and E(
∑
i≥1 Ti)
1+δ <∞
for some δ > 0. Iksanov [27], Proposition 3, gave a description of the set
of solutions under the condition of existence of a so-called elementary fixed
point. However, due to an error in the proof for the case α < 1 (personal com-
munication), he later reduced his result to fixed points within the subclass
of Laplace transforms φ such that 1− φ is regularly varying at the origin
(see [26]). In the case α= 1, more was already known. Theorem 3 in [16] is
basically our Corollary 2.3 under the assumptions (A4b) and P(N <∞) = 1.
The first complete description of S(L) in the case of the existence of an in-
tegrable solution W to (1.2) together with a criterion for the occurrence of
the latter is due to Iksanov [27], Proposition 3(a) and (c).
The rest of this paper is organised as follows. In Section 4, we prove the
simple inclusions in Theorem 2.2 and Corollary 2.3. Sections 7–12 are dedi-
cated to the proof of the converse direction of these two results. As indicated
in the introduction, iteration of (1.1) naturally leads to a branching model
(variously known as weighted branching, branching random walk and multi-
plicative cascade) which we formally define in Section 5. Section 6 is devoted
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to the property of endogeny, mentioned earlier and first introduced in [2].
Section 7 collects some (known) connections between the branching model
and random walk theory. The key object derived from solutions to (1.1),
called their disintegration, is described in Section 8. With the help of this
notion we are able to formulate a further result (Theorem 8.3) from which
the proofs of Theorem 2.2 and Corollary 2.3 are easily completed. Section 9
contains auxiliary results from the theory of general (CMJ) branching pro-
cesses. The assertions on slow variation of D and of Dα are then proved
in Sections 10 and 11, respectively. Based on these results, we prove Theo-
rem 3.1 (Section 10) and Theorem 8.3 (Section 12). The final section briefly
addresses the possibility of nonmonotonic solutions to (1.1).
4. The simple inclusions.
Lemma 4.1. Let (A1)–(A3) and (A5) hold. Then f ∈ S(M) for any f
which is defined by (2.1). If, moreover, α≤ 1 and the parameter function h
in (2.1) is chosen from Pr, then f ∈ S(L).
Proof. Since W satisfies (1.4) and h(t) = h(tTi) a.s. for h ∈Hr,
f(t) = ϕ(h(t)tα) = E exp(−Wh(t)tα)
= E exp
(
−
∑
i≥1
Tαi Wih(t)t
α
)
= E
(
E
[∏
i≥1
exp(−Wih(tTi)(tTi)
α)|T
])
= E
∏
i≥1
ϕ(h(tTi)(tTi)
α) = E
∏
i≥1
f(tTi).
Therefore, f solves the functional equation. Then it is easily verified that
f ∈ S(M). Now, moreover, suppose that h ∈Pr. Then f(t) = ϕ(h(t)t
α) ∈L
by [22], Criterion 2 on page 441, and Bernstein’s theorem. 
5. The associated branching model. A key tool for the further analysis of
equation (1.1) is an associated weighted branching model (or multiplicative
cascade, or branching random walk) which arises upon iteration of (1.1) and
which we now describe.
Let V :=
⋃
n∈N0
N
n be the infinite Ulam–Harris tree, where N := {1,2, . . .}
and N0 = {∅}. Abbreviate v = (v1, . . . , vn) by v1 . . . vn and write v|k for the
restriction of v to the first k entries, that is, v|k := v1 . . . vk, k ≤ n. If k > n,
put v|k := v. Write vw for the vertex v1 . . . vnw1 . . .wm where w =w1 . . .wm.
In this situation, we say that v is an ancestor of vw. The length of a node v
is denoted by |v|, thus |v| = n iff v ∈ Nn. Next, let T := (T (v))v∈V denote
a family of i.i.d. copies of T , where T (∅) = T = (Ti)i≥1. We interpret Ti(v)
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as a weight attached to the edge (v, vi) in the infinite tree V and then define
L(∅) := 1 and, recursively, L(vi) := L(v)Ti(v) for v ∈V and i ∈N. Thus L(v)
is the product of the weights along the unique path from the root ∅ to v.
With this branching model, nfold iteration of (1.1) gives
f(t) = E
∏
|v|=n
f(tL(v)) (t≥ 0).(5.1)
For n ∈ N0, let An denote the σ-algebra generated by the sequences T (v),
|v|< n and put A∞ := σ(An :n≥ 0) = σ(T (v) :v ∈V). For θ ≥ 0, define
W (θ)n :=
∑
|v|=n
L(v)θ, n≥ 0.(5.2)
Then Nn :=W
(0)
n =
∑
|v|=n 1{L(v)>0} counts the positive branch weights in
generation n. If N =N1 <∞ a.s., then (Nn)n≥0 forms an ordinary Galton–
Watson process with offspring distribution P(N ∈ ·). Assuming (A3), and
thus m(α) = 1, the sequence (W
(α)
n )n≥0 is a nonnegative martingale with
respect to (An)n≥0 and hence converges a.s. toW
(α) := limn→∞W
(α)
n , which
satisfies EW (α) ≤ 1 by Fatou’s lemma. Let ϕα denote its Laplace transform.
The martingale has been studied, in several disguises, by numerous authors.
Further information on W (α) will be given in the next section.
Let us further introduce the shift operators [·]u, u ∈V. Given any function
Ψ = ψ(T) of the weight family T= (T (v))v∈V pertaining to V, define
[Ψ]u := ψ((T (uv))v∈V)
to be the very same function but for the weights pertaining to the subtree
rooted at u ∈V. Any branch weight L(v) can be viewed as such a function,
and thus we have [L(v)]u = Tv1(u) · · · · ·Tvn(uv1 . . . vn−1) if v = v1 . . . vn, that
is, [L(v)]u = L(uv)/L(u) whenever L(u)> 0.
6. Endogeny and the smoothing transformation. For our purposes, the
relevance of the martingale limit W (α), defined through (5.2), with α given
by (A3), stems from the fact that W (α), unless it is zero a.s., provides a W
in (A5) and thus a possible mixing variable in our main results. In the follow-
ing we will dwell upon an additional property associated with W (α), that of
endogeny, introduced by Aldous and Bandyopadhyay [2], Definition 7. This
term applies to what they call a recursive tree process (RTP). Specializ-
ing [2], equation (8), to the situation of equation (1.4), suppose there are
random variables Wu, u ∈V with
Wu =
∑
i≥1
Ti(u)
αWui a.s.(6.1)
and that, independent of the first n− 1 generations in the branching pro-
cess, the {Wu, |u|= n} are i.i.d. Then {Wu :u∈V} is an RTP. Its definition
involves the family T= (T (u))u∈V, sometimes called an innovation process
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in this context. Note that (6.1) implies that
W∅ =
∑
|v|=n
L(v)αWv a.s.(6.2)
for all n≥ 0. An RTP is called invariant if the Wu, u ∈V are identically dis-
tributed. By Lemma 6 in [2], for any distribution P satisfying the distribu-
tional recursion (1.4) there is an invariant RTP with marginal distribution P ,
that is, an RTP {Wu :u ∈V} with Wu having distribution P for all u.
Definition 6.1. An invariant RTP is called endogenous if there exists
a measurable function g : [0,∞)V → [0,∞] such that W∅ = g(T). An RTP
will be called null when Wu = 0 a.s.—a null RTP is endogenous.
It is well known that
[W (α)]u =
∑
i≥1
Ti(u)
α[W (α)]ui a.s.,
and, since W (α) is T-measurable, this is an endogenous RTP for equa-
tion (1.4)—but it is interesting only when not null. Lyons [33] showed that
[under (A1)–(A3)] condition (A4a) is sufficient forW (α) to be nondegenerate
at 0. The complete characterization of the nondegeneracy of W (α) is due to
Iksanov [27]. A detailed proof can be found in [3]. Therefore, under (A1)–
(A4), W (α) can only be degenerate if (A4a) fails and, thus, (A4b) holds.
Even if W (α) = 0 a.s., so that the martingale generates a null RTP, there
may be nonnull endogenous RTP. Under suitable conditions, the limit of the
Seneta–Heyde normed version of W
(α)
n (see [14] and [25]) will give a nonnull
endogenous RTP. Furthermore, if m′(α) = 0, under additional moment con-
ditions, the so-called derivative martingale converges a.s. to a nondegenerate
random variable ∂W (α) which again gives a nonnull RTP; see [16], page 623f.
In fact, we will show that under (A1)–(A5) there is always a nonnull endoge-
nous RTP.
Theorem 6.2. Assuming (A1)–(A5), the following assertions hold true:
(a) There exists a nonnull endogenous RTP {Wu :u ∈V} for equation (1.4),
namely,
W∅ = lim
n→∞
∑
|v|=n
(1− ϕ(L(v))) a.s., Wu = [W∅]u, u∈V.(6.3)
Any other nonnegative invariant RTP for equation (1.4) is a scale multiple
of this one.
(b) Unless α= 1, there is no nonnull endogenous RTP for equation (1.2).
This theorem solves Open Problem 18 in [2]: part (a) extends Corollary 17
in [2] by imposing weaker moment conditions and also dealing with the case
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m′(α) = 0 [corresponding to ρ′(1) = 0 there], while part (b) states that any
endogenous RTP for (1.2) must be null and thus trivial if α < 1. Similar
assertions concerning endogeny for two-sided solutions to (1.2) and (1.4)
can be found in [6], Section 4.8. We postpone the proof of this result until
the end of Section 12. Some partial results relating to Theorem 6.2 that we
need will now be given as propositions.
Proposition 6.3. Suppose that (A1)–(A3) and (A5) hold, with associ-
ated RTP {Wu :u∈V}, and suppose that EW = c ∈ (0,∞). Then EW
(α) = 1
and {Wu :u ∈ V} is endogenous and given by Wv = c[W
(α)]v a.s. for all
v ∈V. If, furthermore, (A4) holds true, then condition (A4a) is satisfied.
Proof. By (6.2), the integrability ofW and the martingale convergence
theorem,
E(W∅|A∞) = lim
n→∞
E(W∅|An) = lim
n→∞
E
(∑
|v|=n
L(v)αWv|An
)
= c lim
n→∞
W (α)n = cW
(α) a.s.,
and taking expectations shows that EW (α) = 1. Now, for arbitrary n ∈N,
W∅ − cW
(α) =
∑
|v|=n
L(v)α(Wv − c[W
(α)]v)
and the method of proof in [2], Corollary 17, shows Wv = c[W
(α)]v a.s. for
all v, which proves the first part of the proposition.
Now suppose additionally that (A4) holds true. Let S1 have the distribu-
tion
P(S1 ∈B) := µα(B) := E
N∑
i=1
Tαi 1B(− logTi)(6.4)
for Borel subsets B of R. Note that, by (A4), the definition of α, and of
m′(α), ES1 =m
′(α) ∈ [0,∞). Now [33] implies (A4a) holds. 
We finish the section with a uniqueness result that sharpens Theorem 3.1
in the case of endogenous RTP. Note that, in contrast to Proposition 6.3,
here it is assumed that the RTP is endogenous.
Proposition 6.4. Assume (A1)–(A5). Let Ŵ be another nonnegative
variable, but with Laplace transform ϕ̂, satisfying (A5). Suppose there are
corresponding endogenous RTPs {Wu :u∈V} and {Ŵu :u ∈V} with respect
to the same innovations process T. Then W∅ = cŴ∅ a.s. for some c > 0.
Proof. By Theorem 3.1, we already know that ϕ(t) = ϕ̂(ct), and it is
no loss of generality to assume c= 1. Using endogeny, the bounded and thus
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integrable random variable exp(−W∅) can be written in the form
exp(−W∅) = E(exp(−W∅)|A∞)
= lim
n→∞
E
(
exp
(
−
∑
|v|=n
L(v)αWv
)∣∣∣An
)
= lim
n→∞
∏
|v|=n
ϕ(L(v)α) a.s.,
and a similar result holds for exp(−Ŵ∅) with ϕ̂ instead of ϕ on the right-
hand side. Now ϕ= ϕ̂ implies exp(−W∅) = exp(−Ŵ∅) a.s. 
This result is first used in the proof of Theorem 8.3 in Section 12. The
only ingredient to the proof of the previous result which has not yet been
verified is Theorem 3.1, and that will be proved in Section 10, so there is no
circularity in the argument.
7. Renewal arguments. Let (Sn)n≥0 denote a zero-delayed random walk
with increment distribution µα introduced at (6.4). Let S(v) := − logL(v)
(v ∈ V) where − log 0 :=∞. It is then easily verified (see [14], Lemma 4.1)
that
P(Sn ∈ ·) = µ
∗n
α = E
∑
|v|=n
e−αS(v)δS(v) (n ∈N0).(7.1)
Importantly, this connection between the branching model and its associ-
ated random walk is preserved under certain stopping schemes. To make
this precise in the present context, let σ :RN0 → N0 ∪ {∞} denote a formal
stopping rule, that is,
σ((sn)n≥0) = inf{n≥ 0 : (s0, . . . , sn) ∈Bn}
where Bn is a Borel subset of R
n+1, n ≥ 0. For n ∈ N0, let σn denote the
nth consecutive application of σ, which means that σ0 := 0 and
σn := inf{k > σn−1 : (0, sσn−1+1 − sσn−1 , . . . , sk − sσn−1) ∈Bk−σn−1}
for n ∈N. Then, for any x= (vi)i≥1 ∈N
N =: ∂V , the boundary of the Ulam–
Harris tree V, we can apply these formal stopping rules to the random walk
along the infinite path ∅→ v1→ v1v2→ · · · from the root to the boundary
of V; that is, we can consider σn((S(x|k))k≥0), n ∈N0. The set of all vertices
in V in which σn stops any random walk from the root to the boundary of V
is denoted by Tσn , that is,
Tσn := {x|σn((S(x|k))k≥0) :x∈ ∂V}.
We refer to the (random) sets Tσn as homogeneous stopping lines (HSLs).
This notion indicates that the above defined random sets are special op-
tional lines in the sense of Jagers [28], Kyprianou [31] and Biggins and
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Kyprianou [15], but where, additionally, stopping along any path of the in-
finite tree V follows the same stopping rule. By some obvious changes in the
proof of Lemma 3.2 in [7], we deduce that
E
∑
v∈Tσn
e−αS(v)δS(v) = P(Sσn ∈ ·, σn <∞) =: (µ
σ
α)
∗n,(7.2)
where in slight abuse of notation we write σn instead of σn((Sk)k≥0). We have
thus established the analogue of (7.1) for the embedded branching model
based upon (σn)n≥0. Here we make use of the HSLs associated with the first
ascending ladder epoch defined by σ> := inf{k ≥ 0 : sk > 0}. When applied
to (Sn)n≥0, this ladder epoch will again be denoted by σ
>, whereas µσ
>
α will
be abbreviated to µ>α .
Lemma 7.1. If (A1)–(A4) hold, then lim supn→∞Sn =∞ a.s. and σ
> <
∞ a.s.
Proof. Under (A4) ES1 ≥ 0 and the result follows from standard ran-
dom walk theory. 
Lemma 7.2. If (A1)–(A3) and (A4a) hold, then ESσ> <∞.
Proof. The first part of (A4a) is equivalent to ES1 ∈ (0,∞). Thus,
from standard random walk theory, we infer integrability of σ> and then
that ESσ> = Eσ
>
ES1 <∞ by Wald’s equation. 
Lemma 7.3 (c.f. [16], Theorem 10(c)). If (A1)–(A3) hold, then, for any
0≤ θ ≤ α,
E
∑
v∈T
σ>
L(v)θ <∞ if, and only if, E
∑
i≥1
T θi <∞.
Proof. Using (7.1), (7.2) and P(σ> <∞) = 1, we infer that the result
is equivalent to the assertion
Ee(α−θ)Sσ> <∞ if, and only if, Ee(α−θ)S1 <∞,
which in turn can be deduced from results in standard random walk theory,
see, for instance, [22], Section XII.3. 
8. Disintegration. Our analysis of equation (1.1) will be built on a path-
wise counterpart of (5.1). Let
Mn(t) :=
∏
|v|=n
f(tL(v)), n≥ 0(8.1)
for f ∈ S(M). Neveu [36] studied the multiplicative martingales (Mn(t))n≥0
in the context of the KPP equation. More recently, they have been considered
in the study of the functional equation of the smoothing transform [14, 16].
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We state the fact that (Mn(t))n≥0 is indeed a martingale in the following
lemma [14], Theorem 3.1.
Lemma 8.1. Let f ∈ S(M) and t≥ 0. Then (Mn(t))n≥0 forms a bounded
nonnegative martingale with respect to (An)n≥0 and thus converges a.s. and
in mean to a random variable M(t) satisfying
EM(t) = f(t).(8.2)
In the situation of Lemma 8.1, we call the stochastic processM = (M(t))t≥0
the disintegration of f (w.r.t. T ) and also a disintegrated fixed point. By
Lemma 8.1, we can calculate any solution to the functional equation (1.1)
from its associated disintegrated fixed point.
Definition 8.2. We say that a random variable W is an endogenous
fixed point w.r.t. T (α) if W is as in (A5) and if there exists an endogenous
RTP {Wu :u ∈V} such that W =W∅.
Theorem 8.3. If (A1)–(A5) hold, then for any f ∈ S(M) with disinte-
gration M there is a function h ∈Hr such that
M(t) = e−Wh(t)t
α
a.s. (t≥ 0)(8.3)
where W is an endogenous fixed point w.r.t. T (α).
The proof of this theorem is postponed until Section 12. The result is
the first that provides a full description of the set of disintegrations of the
functions from S(M). It is, as mentioned just after Corollary 2.3, our central
result. A similar result is implicit in the proof of Theorem 4.2 in [8] but
covers only disintegrations of sufficiently regular f ∈ S(M). Theorem 8.3
has great impact on the analysis of fixed points of inhomogeneous smoothing
transforms [5], Theorems 4.4 and 8.1, as well as of two-sided fixed points of
the smoothing transform [6], Section 4.5 and Proposition 5.3. Next we show
how it allows us to complete the proofs of Theorem 2.2 and Corollary 2.3.
Proof of Theorem 2.2. By Lemma 4.1, we have f ∈ S(M) for any f
given by (2.1) and parametrized with h ∈ Hr. For the reverse inclusion,
pick any f ∈ S(M). Theorem 8.3 shows the existence of an endogenous
fixed point W w.r.t. T (α) and an h ∈ Hr such that the disintegration M
of f satisfies (8.3). This in combination with (8.2) gives f(t) = ϕ(h(t)tα) for
t > 0, as required. 
Proof of Corollary 2.3. Let α ≤ 1. Again, Lemma 4.1 gives one
inclusion. For the reverse one, pick any f ∈ S(L). As in the proof of Theo-
rem 2.2, we obtain f(t) = ϕ(h(t)tα) a.s. (t≥ 0) for some h ∈Hr. It remains
to show that h ∈ Pr. To this end, it suffices to show that t 7→ h(t)t
α has
a completely monotone derivative in the r-geometric case. Without loss of
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generality, we assume h(1) = 1 and use the regular variation of 1− ϕ (see
Theorem 3.1) to infer
1− f(tr−n)
1− f(r−n)
=
1−ϕ(h(t)tαr−αn)
1−ϕ(r−αn)
→ h(t)tα (n→∞).
Thus t 7→ h(t)tα is the limit of a sequence of functions with completely
monotone derivatives and therefore has a completely monotone derivative
itself. 
Proof of Corollary 2.4. Let g be the generating function of the fam-
ily size N . From (1.3), P(X =∞) = g(P(X =∞)) and P(X > 0)≤ g(P(X >
0)). Since X is nondegenerate P(X =∞)< P(X > 0)≤ 1, which implies that
P(X > 0) ≥ g(P(X > 0)). Consequently P(X > 0) is another a fixed point
of g and so must equal one. Thus the survival function f(t) = P(X ≥ t) has
f(0+) = 1 and so f ∈M. The result now follows from Theorem 2.2. 
We finish this section with a series of results that will be useful in the
proof of Theorem 8.3.
Lemma 8.4 (see Lemma 5.2 in [8]). Let f ∈ S(M) with disintegra-
tion M . Then, for all t≥ 0 and n ∈N0, we have
M(t) =
∏
|v|=n
[M ]v(tL(v)) a.s.(8.4)
Lemma 8.4 provides us with a quick proof of the fact that S(M) is con-
tained in the set of solutions to the functional equation (1.1) with the se-
quence T replaced by the family (L(v))v∈T , where T is an a.s. dissecting
HSL. The last notion was introduced in [31] for general stopping lines. For
a HSL T it means that a.s. there exists a positive integer n such that for
any v ∈Nn there is some u ∈ T satisfying u= v|k for some k < |v|. In other
words, with probability one T cuts through the tree prior to some (random)
generation n.
Lemma 8.5. Let f ∈ S(M) with disintegration M and let T denote an
a.s. dissecting HSL. Then
M(t) =
∏
v∈T
[M ]v(tL(v)) a.s.
and thus
f(t) = E
∏
v∈T
f(tL(v)) (t≥ 0).
In particular, any f ∈ S(M) is also a solution to (1.1) with the sequence
(Ti)i≥1 replaced by the family (L(v))v∈T .
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The proof of Lemma 8.5 also works (after some minor changes) for the
more general very simple lines defined in [15], Section 6. These are stopping
lines where for any v ∈ V whether v is on the line or not is determined by
the ancestry of v, but along different ancestral lines the stopping rules may
be different.
Proof of Lemma 8.5. Let T denote an a.s. dissecting HSL and fix
t≥ 0. Define B to be the set where [M ]v(tL(v)) =
∏
i≥1[M ]vi(tL(vi)) for all
v ∈ V. In view of equation (8.4), the invariance of P(T ∈ ·) under the shift
[·]v and the independence of [T]v and L(v), we have P(B) = 1. Since T is
a HSL, there exists some formal stopping rule σ such that T = Tσ. Putting
Tn := Tσ∧n we have that Tn is the HSL where along each path from the root
to the boundary the stopping vertices are chosen according to the stopping
rule σ ∧ n. By induction over n, we infer that on B
M(t) =
∏
v∈Tn
[M ]v(tL(v))
for all n≥ 0. Passing to the limit n→∞ yields the assertion since T is a.s.
dissecting so that T = Tn for some (random) n. 
Now we wish to approximate a disintegrated fixed point M not only by
the sequence Mn(t), n≥ 0, which takes the product over a fixed generation,
but also by terms like MT (t), where the product is taken over all vertices
in a HSL T . Here, as in [14], we focus on special HSLs, namely, first exit
lines Tt based on the first exit times τ(t), viz. τ(t) := inf{k ≥ 0 : sk > t} and
Tt := Tτ(t) = {v ∈V :S(v)> t and S(v|k)≤ t for k = 0, . . . , |v| − 1}.
Lemma 8.6. Assume (A2) and (A3) hold. Then (a) sup|v|≥nL(v)→ 0
a.s., and (b) Tt is dissecting a.s.
Proof. By Theorem 3 in [13], sup|v|=nL(v)→ 0 a.s., which implies the
first assertion. This is equivalent to inf |v|≥nS(v)→∞ a.s. Thus there is
a (random) n(t) such that inf |v|≥n(t) S(v) > t and then every v ∈ Tt has
|v| ≤ n(t). 
Lemma 8.7. Given f ∈ S(M) with disintegration M , the following as-
sertions hold for all t≥ 0:
(a) limn→∞
∑
|v|=n 1− f(tL(v)) =− logM(t) a.s.
(b) limu→∞
∏
v∈Tu
f(tL(v)) =M(t) a.s.
(c) limu→∞
∑
v∈Tu
1− f(tL(v)) =− logM(t) a.s.
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Proof. (a) Using Lemma 8.6(a), f(0+) = 1, and − logx ∼ 1 − x as
x→ 1, we infer for arbitrary t > 0
− logM(t) =− log lim
n→∞
∏
|v|=n
f(tL(v)) = lim
n→∞
∑
|v|=n
1− f(tL(v)) a.s.
(b) For u ≥ 0, denote by ATu := σ(T (v) :v ≺ Tu) the pre-Tu σ-algebra.
Here, v ≺ V for v ∈ V and V ⊆ V means that v has no ancestor in V ,
in particular, v /∈ V (see [28] for a full discussion). More precisely, ATu is
defined as
ATu = σ({T (v) ∈A} ∩ {v ≺ Tu} :v ∈V,A∈B([0,∞)
N)),
where B denotes the Borel-σ-algebra. ATu increases as u increases. Since,
by Lemma 8.6(b), Tu is dissecting, the proof of Lemma 6.1 in [14] applies in
the current context to give
MTu(t) :=
∏
v∈Tu
f(tL(v)) = E[M(t)|ATu ] a.s.
Now let G := σ(ATu :u≥ 0). Standard theory implies thatMTu(t)→ E[M(t)|G]
a.s. as u ↑∞. It remains to show thatM(t) is measurable w.r.t. G. SinceM(t)
is a function of the weight ensemble (L(v))v∈V, it suffices to show that
any L(v), v ∈ V is G-measurable. To this end, fix v = v1 . . . vn ∈ N
n. If
L(v) = 0 and thus S(v) =∞, we have v 6≺ Tu for all u≥ 0. If, on the other
hand, L(v) > 0, then v ∈ Tu for all u > maxk=0,...,nS(v|k). In both cases,
L(v) = limu→∞L(v)1{v≺Tu}. For any fixed u,
L(v)1{v≺Tu} = 1{v≺Tu}
n−1∏
k=0
Tvk+1(v|k)1{v|k≺Tu}.
Clearly, 1{v≺Tu} is ATu -measurable. Elementary arguments further show
that the Tvk+1(v|k)1{v|k≺Tu} are also ATu-measurable. Thus, M(t) is G-
measurable. Finally, we should remark that the formulation of the conver-
gence in Lemma 8.7 indicates that the convergence holds outside a P-null
set for any sequence u ↑ ∞. This is indeed true, for it can be shown that
the martingale (MTu(t))u≥0 a.s. has right-continuous paths. (This follows
basically from the fact that a.s. the positions S(v), v ∈V do not accumulate
in finite intervals (a, b), −∞< a < b <∞.) Since we only need convergence
along a fixed subsequence in what follows, we omit further details.
(c) This follows by combining assertion (b) with the arguments given
in (a), where the simple observation that L(v)≤ e−u for any v ∈ Tu replaces
the use of Lemma 8.6(a). 
Lemma 8.8. Let f ∈ S(M) with disintegration M . Suppose further that
1 − f is regularly varying of index α at 0 in the nongeometric case, while
in the r-geometric case (1− f(ut))/(1− f(t))→ uα whenever u ∈ rZ and t
approaches 0 through a fixed residue class srZ, s > 0. Then the following
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assertions hold:
(a) Wt := − logM(t) is an endogenous fixed point w.r.t. T
(α) for any
t > 0.
(b) If 1− f is regularly varying of index α at 0, then M(t) = e−t
αW1 a.s.
for all t≥ 0, and (A5) holds with W =W1.
Proof. (a) Fix t > 0 and let Wt := − logM(t). By the proof of Lem-
ma 6.2 in [8], EM(t) = f(t)< 1 and thus P(Wt > 0)> 0. For any v ∈V and
s ∈ rZ, a combination of Lemma 8.6(a), our assumptions on the behavior
of f at 0 and Lemma 8.7(a) gives
− log[M ]v(st) = lim
n→∞
∑
|u|=n
1− f(st[L(u)]v)(8.5)
= lim
n→∞
∑
|u|=n
1− f(st[L(u)]v)
1− f(t[L(u)]v)
(1− f(t[L(u)]v))
= sα lim
n→∞
∑
|u|=n
1− f(t[L(u)]v)
= sα(− log[M ]v(t)) a.s.(8.6)
Use this with s=L(v) for |v|= n, and recall (8.4) to obtain
Wt =− log
∏
|v|=n
[M ]v(tL(v))
=
∑
|v|=n
− log[M ]v(tL(v)) =
∑
|v|=n
L(v)α[Wt]v a.s.,
where in the r-geometric case L(v) ∈ rZ a.s., for all v ∈V has been utilized.
We have thus proved that Wt is an endogenous fixed point.
(b) By an application of equations (8.5) and (8.6), which are valid for all
s > 0 if 1− f is regularly varying of index α at 0, we infer, with t= 1, v =∅,
that
M(s) = e−s
αW1 a.s.
for any s > 0. Now, using (8.2), f(t) = φ(tα) for all t≥ 0 where φ denotes the
Laplace transform of W1. Therefore f ∈M implies that φ(t)→ 1 as t ↓ 0,
so that W1 <∞ a.s. and φ(t) < 1 for t > 0, so W1 is not identically zero.
Finally, f ∈ S(M) implies that φ satisfies (1.1) with T (α) in place of T . 
Lemma 8.9. Let ϕ in (A5) have disintegration Φ (w.r.t. T (α)). If 1−ϕ
is regularly varying of index 1 at 0, then ϕ is the Laplace transform of
− logΦ(1).
Proof. This follows immediately from Lemma 8.8(b). 
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9. Results for general branching processes. The weighted branching mod-
el introduced in Section 5 gives rise to the definition of a related general
(CMJ) branching process. This is a critical connection here and in [14, 16].
Recall that S(v) :=− logL(v) for v ∈V. Let T >n denote the HSL associated
with the stopping rule σ>n , the nth strictly ascending ladder index (defined
in Section 7), and let T > be another notation for T >1 . The nth generation
in this general branching process is given by
Z>n :=
∑
v∈T >n
δS(v),
where the S(v) occurring here are the birth times of the individuals in this
generation. The reproduction point process Z> of this general branching
process is given by Z> := Z>1 . Quantities derived from Z , like N and m,
have counterparts for Z> that will be denoted by N>, m> and so on. Specif-
ically, let T> := (T>i )i≥1 be the enumeration of the family {L(v) :v ∈ T
>}
in decreasing order where T>i := 0 if i > |T
>|. Lemma 9.1 below establishes
properties of T> that are inherited from T , or equivalently from the cor-
responding point process Z , which was introduced just before (A1). These
properties can easily be reinterpreted as properties of the reproduction point
process Z>.
Lemma 9.1 (cf. Theorem 10 in [16] and Proposition 5.1 in [4]). If T
satisfies (A1)–(A3), then so does T> = (T>i )i≥1. Thus
P(T>i ∈ {0,1} for any i≥ 1)< 1, EN
> > 1 and
1 =m>(α)<m>(β) for all β ∈ [0, α).
Moreover, if T satisfies (A4a), then so does T>, and similarly for (A4b).
Finally, G(T ) =G(T>), where G(T ) and G(T>) denote the minimal closed
multiplicative subgroups of R+ generated by T and T>, respectively.
Proof. Under the given assumptions, we can apply Lemma 7.1 to infer
that P(σ> <∞) = 1. Hence Proposition 5.1 in [4] implies that the sequence
(T>i )i≥1 satisfies conditions (A1)–(A3). Further, if also (A4a) is assumed
for T , then again Proposition 5.1 in [4] yields the validity of (A4a) for T>.
If T satisfies (A4b), that is, if m(θ)<∞ for some θ < α, then Lemma 7.3
yieldsm>(θ)<∞ for the same θ. It remains to prove that G(T ) =G(T>). To
this end, notice that − logG(T ) = G(µα) and − logG(T
>) =G(µ>α ), where
G(µα) and G(µ
>
α ) denote the minimal closed additive subgroups of R gen-
erated by the distributions µα and µ
>
α , respectively. Now, µα = P(S1 ∈ ·)
while by equation (7.2), µ>α = P(Sσ> ∈ ·). From classical renewal theory (see,
e.g., [11], Section 2) we know that the minimal closed subgroups generated
by a distribution and the associated ladder height distribution coincide if
the associated ladder index is a.s. finite. 
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The key reference for CMJ processes is [35], where µ> is assumed not to
be concentrated on a centred lattice (which corresponds exactly to what is
here called the continuous or nongeometric case) but “all results could be
modified to the lattice case” [35], page 366. The details of the lattice case
(at least concerning a.s. convergence results) have been supplied in [23].
Keep in mind that Tt is defined to be the HSL associated with the first
exit time τ(t). Define W
(α)
Tt
:=
∑
v∈Tt
L(v)α. The first result is just a version
of [35], Proposition 2.4.
Proposition 9.2. (W
(α)
Tt
)t≥0 is a nonnegative martingale with
a.s. limit W (α).
Let Tt be the number of births in the general branching process up to and
including time t, that is,
Tt = |{v ∈V :v ∈ T
>
n for some n ∈N0 and S(v)≤ t}|.
Let S be the survival set of the process (Nn)n≥0. Then S = {Tt→∞} a.s.,
and S has positive probability iff EN> > 1. Moreover, S = {W (α) > 0} a.s.
if P(W (α) > 0)> 0, which is guaranteed by (A4a).
The next result provides us with sufficient conditions for ratio convergence
on S of this general branching processes counted by certain characteristics.
More precisely, it focuses on the asymptotic behavior of the ratio∑
v∈Tt
e−β(S(v)−t)1{S(v)−t>c}∑
v∈Tt
e−α(S(v)−t)
(9.1)
with β > 0. The formulation of the next result is adapted to apply to both
lattice (r-geometric) and continuous (nongeometric) cases.
Proposition 9.3. Assume (A1)–(A3), and let ε > 0. Then the following
two assertions hold:
(a) If (A4a) is satisfied, then for β = α and all sufficiently large c∑
v∈Tt
e−β(S(v)−t)1{S(v)−t>c}∑
v∈Tt
e−α(S(v)−t)
→ ε(c)≤ ε on S as t→∞(9.2)
in probability.
(b) If (A4b) is satisfied, then (9.2) holds true in the a.s. sense for any
β ≥ θ and all sufficiently large c (depending on β).
Proof. The result follows from Theorems 3.1 and 6.3 in [35] and the
corresponding lattice-case results if we check that the appropriate conditions
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are fulfilled. In what follows we restrict ourselves to the continuous case, the
lattice case being similar.
First note that in the situation of both assertions (a) and (b), (A1)–
(A4) are fulfilled. Thus, by Lemma 9.1, we know that (A1)–(A4) also hold
for T>, and hence, with appropriate translation, for Z>. The sums in the
ratio in (9.2) are functions of the BRW (Zn)n≥0. Now notice that since
in both sums the summation is over v ∈ Tt, and the first crossings of the
level t necessarily only occur on vertices that are members of a strictly
increasing ladder line T >n , the sums remain unaffected when replacing the
underlying BRW (Zn)n≥0 by the embedded BRW (Z
>
n )n≥0. Therefore, by
proving the result for the embedded process instead of the original, it is no
loss of generality to assume that Ti < 1 for all i≥ 1, equivalently, S(v)> 0 for
all |v|= 1. In this situation, by (A2), the general branching process (Zn)n≥0
is supercritical. The validity of (A3) implies the existence of a Malthusian
parameter (viz., α), which is Nerman’s condition (ii) in the introduction
of [35], and that of (A4) ensures the validity of Nerman’s condition (iii)
(this is immediate if (A4a) holds whereas it follows from the fact that, in
the given situation, m is strictly decreasing and convex on [θ,∞) in the
case that (A4b) holds). Finally, since we are discussing the continuous case,
Nerman’s condition (i) is also satisfied.
Now, following Nerman’s notation, the numerator in (9.1) derives from
the characteristic
φ(t) = 1[0,∞)(t)
∑
|v|=1
e−β(S(v)−t)1{S(v)>t+c}
≤ 1[0,∞)(t)
∑
|v|=1
e−β(S(v)−t)1{S(v)>t}
and the denominator from
ψ(t) = 1[0,∞)(t)
∑
|v|=1
e−α(S(v)−t)1{S(v)>t}.
Both e−βtφ(t) and e−αtψ(t) are decreasing in t ≥ 0. Thus, φ and ψ have
paths in the Skorohod D-space and Eφ(t) and Eψ(t) are continuous almost
everywhere w.r.t. Lebesgue measure. Thus the conditions of this form needed
in Theorems 3.1 and 6.3 in [35] do hold.
Now we prove part (a) of the proposition, where β = α in φ. To this end,
assume that (A4a) holds. Then φ and ψ satisfy condition (3.2) of Theo-
rem 3.1 in [35] because
e−αtφ(t)≤ e−αtψ(t)
= e−αt1[0,∞)(t)
∑
|v|=1
e−α(S(v)−t)1{S(v)>t} ≤
∑
|v|=1
e−αS(v)
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for all t≥ 0. Moreover,∫ ∞
0
e−αtEφ(t)dt≤
∫ ∞
0
e−αtEψ(t)dt=
∫ ∞
0
E
∑
|v|=1
e−αS(v)1{S(v)>t} dt
= E
∑
|v|=1
S(v)e−αS(v) =−m′(α),
where we have used Fubini’s theorem. Furthermore, −m′(α) is positive and
finite. Since e−αtψ(t) is decreasing, the integral criterion ensures the valid-
ity of condition (3.1) of Theorem 3.1 in [35] for both φ and ψ. Hence, by
Theorem 3.1 of [35] and another use of (7.2), we get
e−αt
∑
v∈Tt
e−α(S(v)−t)1{S(v)−t>c}→W
(α)
∫∞
0 e
−αs
Eφ(s)ds
ES1
= W (α)
∫∞
c
P(S1 > s)ds
−m′(α)
in probability as t→∞. For the denominator, Proposition 9.2 shows that
e−αt
∑
v∈Tt
e−α(S(v)−t) =W
(α)
Tt
→W (α) a.s.
Thus, the ratio tends to ε(c) := (−m′(α))−1
∫∞
c
P(S1 > s)ds in probability
on the set of survival S as t→∞. Finally, integrability of S1 ensures that ε(c)
can be made arbitrarily small.
Turning to the proof of part (b), suppose that (A4b) holds, which gives
E
∑
|v|=1
e−θS(v) =m(θ)<∞.
This implies the validity of Nerman’s Condition 6.1. As for his Condition 6.2,
fix β ≥ θ, and observe that e−β(S(v)−t) ≤ e−θ(S(v)−t) on {S(v)> t}. Thus,
e−θt1[0,∞)(t)
∑
|v|=1
e−β(S(v)−t)1{S(v)>t} ≤
∑
|v|=1
e−θS(v),
which is integrable by (A4b). Therefore, φ and ψ satisfy Nerman’s Con-
dition 6.2. Hence, by Theorem 6.3 in [35], we infer that the ratio in the
proposition tends to ε(c) a.s. on S where ε(c) is defined as in the proof of
part (a). By the same reasoning as above, ε(c) tends to 0 as c tends to ∞
which completes our argument. 
Proposition 9.3 is an essential ingredient to the proof of the next result,
which is in the spirit of Theorem 8.6 in [14] and is designed to give conditions
which allow (9.5) to be deduced from (9.3).
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Theorem 9.4. Suppose that (A1)–(A3), (A4b) and the following three
conditions hold for a sequence tn ↑ ∞, which in the r-geometric case takes
values in dZ (d := log r) only for all n≥ 1:
(i) There are a nonnegative function H and a random variable W such
that ∑
v∈Ttn
e−αS(v)H(S(v))→W a.s. as n→∞.(9.3)
(ii) For some h <∞,
εn(a) =
(
H(a+ tn)
H(tn)
− h
)
→ 0 as n→∞
uniformly in a on compact subsets of [0,∞).
(iii) For a finite K, all a≥ 0 and all sufficiently large n≥ 1
H(a+ tn)
H(tn)
≤Ke(α−θ)a.(9.4)
Then
H(tn)
∑
v∈Ttn
e−αS(v) → hW a.s. (n→∞),(9.5)
where in the r-geometric case it suffices that (ii) holds for a ∈ dZ only and
uniform convergence on compact subsets of [0,∞) can be dropped.
Proof. Note first that, by increasing K if necessary, condition (iii) im-
plies that for all large n
|εn(a)| ≤Ke
(α−θ)a (a≥ 0).
Clearly, the limits in (9.3) and (9.5) are both zero when Ttn is eventually
empty, and so attention can center on the survival set S. For this proof let∑
be the sum over v ∈ Ttn . Then, considering the ratio of the terms on the
left-hand sides of (9.3) and (9.5),∑
e−αS(v)H(S(v))
H(tn)
∑
e−αS(v)
=
∑
e−αS(v)H(S(v))/H(tn)∑
e−αS(v)
=
∑
e−αS(v)(h+ εn(S(v)− tn))∑
e−αS(v)
= h+
∑
e−α(S(v)−tn)εn(S(v)− tn)∑
e−α(S(v)−tn)
.
Fix c > 0 and note that δn := sup{|εn(a)| : 0 ≤ a ≤ c} tends to 0 by condi-
tion (ii). Then∣∣∣∣
∑
e−α(S(v)−tn)εn(S(v)− tn)∑
e−α(S(v)−tn)
∣∣∣∣≤ δn +
∑
e−θ(S(v)−tn)K1{S(v)−tn>c}∑
e−α(S(v)−tn)
.
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Using Proposition 9.3, the right-hand side goes to zero as n and then c tends
to infinity. In the r-geometric case the same argument works with δn :=
max{|εn(a)| :a ∈ [0, c] ∩ dZ}, which converges to zero when the convergence
in (ii) holds for a ∈ dZ. 
10. Proof of Theorem 3.1.
Lemma 10.1. Assume that (A1)–(A3) and (A5) hold and that
lim supn→∞Sn =∞ a.s. Then D(t) = (1− ϕ(t))/t is slowly varying at 0.
Note that in the situation of the lemma, condition (A4) is sufficient for
lim supn→∞Sn =∞ a.s. to hold. The following proof is based on the proofs
of Theorem 1.4 in [14] and Theorem 1 in [30].
Proof of Lemma 10.1. For fixed t > 0, u−1(1−ϕ(ut)) is the Laplace
transform of a σ-finite measure on [0,∞) (see, e.g., [22], Section XIII.2, equa-
tion (2.7)) and thus so is u−1(1−ϕ(ut))/(1−ϕ(t)). The latter is bounded by
u−1 ∨ 1 for u > 0. A standard selection argument shows that any sequence
decreasing to 0 contains a subsequence (tn)n≥1 such that
u−1
1−ϕ(utn)
1−ϕ(tn)
−→
n→∞
l(u) (u > 0)
for some decreasing and convex function l : (0,∞)→ (0,∞). Now fix any
such (tn)n≥1 with corresponding limiting function l. Then, by reproducing
the following telescoping sum from [14], page 345, which is obtained from
the fact that ϕ satisfies the functional equation (1.1) with Tαi instead of Ti,
we get
l(u) = lim
n→∞
1−ϕ(utn)
u(1−ϕ(tn))
= lim
n→∞
E
∑
i≥1
Tαi
1− ϕ(uTαi tn)
uTαi (1−ϕ(tn))
∏
k<i
ϕ(utnT
α
k )
≥ E
∑
i≥1
lim inf
n→∞
Tαi
1−ϕ(uTαi tn)
uTαi (1− ϕ(tn))
∏
k<i
ϕ(utnT
α
k )
= E
∑
i≥1
Tαi l(uT
α
i ) = El(ue
−αS1),
where the inequality follows from a double application of Fatou’s Lemma
and the last equality stems from (7.1) with n = 1. Thus (l(ue−αSn))n≥0 is
a nonnegative supermartingale and a.s. convergent to some finite limiting
variable g(u). Here,
g(u) = lim
n→∞
l(ue−αSn) = limsup
n→∞
l(ue−αSn) = l(0+),
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using the assumption that lim supn→∞Sn =∞ a.s. In particular, since the
expectation of a supermartingale is decreasing, l(1)≥ Eg(1) = l(0+). On the
other hand, by the monotonicity of l, for any 0<u≤ 1, l(0+)≥ l(u)≥ l(1) = 1.
Thus l(u) = 1 for all u ∈ (0,1]. Since this limit is independent of the choice
of (tn)n≥1, D is slowly varying at 0. 
Theorem 10.2. Suppose that (A1)–(A3), (A5) and either EW (α) = 1
or (A4b) hold. Let Φ be the disintegration of ϕ (w.r.t T (α)). Then
lim
t→∞
eαt(1−ϕ(e−αt))
∑
v∈Tt
L(v)α =− logΦ(1) a.s.
The theorem also holds under (A1)–(A5), for, from [33], EW (α) = 1 is
slightly weaker than (A4a).
Proof of Theorem 10.2. Let W :=− logΦ(1). We first consider the
case that EW (α) = 1. Then
W
(α)
Tt
=
∑
v∈Tt
L(v)α→W (α) a.s. as t→∞.(10.1)
Now, for a contradiction, suppose that (1−ϕ(t))/t→∞ as t ↓ 0. Then, for
any K > 0, using Lemma 8.7(c) and (10.1),
W = lim
t→∞
∑
v∈Tt
(1− ϕ(L(v)α))≥ lim
t→∞
∑
v∈Tt
KL(v)α =KW (α) a.s.
Letting K ↑ ∞ yields P(W =∞) ≥ P(W (α) > 0) > 0. Then W =∞ on S
and is zero otherwise. Thus ϕ(1) = Ee−W = 1− P(S) which contradicts the
assumptions in (A5) since ϕ(t) ↓ 1−P(S) as t ↑∞. Thus, (1−ϕ(t))/t→ c <
∞ and so, using Lemma 8.6(a),
W = lim
t→∞
∑
v∈Tt
1− ϕ(L(v)α)
L(v)α
L(v)α = cW (α) a.s.
which combines with (10.1) to give the result.
Now suppose that (A4b) holds. Recall that D(x) := x−1(1 − ϕ(x)) and
is slowly varying at the origin by Lemma 10.1. Slow variation implies that
|D(xy)/D(y)− 1| → 0 as y ↓ 0 uniformly in x on compact subsets of (0,∞),
and for any ε > 0 there exists a finiteK and a C > 0 such thatD(xy)/D(y)≤
Kx−ε for all x≤ 1 and y ≤C. (These statements follow from Theorem 1.2.1
in [17], and from the integral representation of slowly varying functions
given in Theorem 1.3.1 in [17].) Let H(t) :=D(e−αt). Then assumptions (ii)
and (iii) of Theorem 9.4 hold, and (i) follows from a calculation similar to
that at the beginning of the proof of Lemma 8.8. Therefore, Theorem 9.4
completes the proof. 
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Proof of Theorem 3.1. Slow variation is given in Lemma 10.1. It
remains to show uniqueness up to a scale factor. Recall that ϕα is the Laplace
transform of W (α). If EW (α) = 1, the result follows already from the proof of
Theorem 10.2, where we showed that ϕ(t) = ϕα(ct) for some c ∈ (0,∞). In
the general case, let Ŵ be another variable, but with Laplace transform ϕ̂,
satisfying (A5), and let D̂(t) := t−1(1− ϕ̂(t)), t > 0. Then, by Theorem 10.2,
lim
t→∞
D(e−αt)
∑
v∈Tt
L(v)α =− logΦ(1) a.s.
An analogous result holds for ϕ̂ and its disintegration Φ̂. On the other hand,
lim
t→∞
D(e−αt)
∑
v∈Tt
L(v)α
D̂(e−αt)
∑
v∈Tt
L(v)α
= lim
t→∞
D(e−αt)
D̂(e−αt)
a.s. on S,
that is, the limit of the ratios is a deterministic nonnegative constant c ∈
[0,∞], say. This implies − logΦ(1) = c(− log Φ̂(1)) a.s. Now, by Lemma 8.8,
− logΦ(1) and − log Φ̂(1) are both a.s. finite and positive with positive prob-
ability which implies c ∈ (0,∞). Thus ϕ(t) = ϕ̂(ct) in view of Lemma 8.9.

11. Regular variation at 0 of fixed points. The key to the proof of The-
orem 8.3 is the verification that, for any f ∈ S(M), if (A4) holds, 1− f is
regularly varying at 0 with index α in the continuous case, and it is “nearly”
regularly varying otherwise.
Theorem 11.1. Assuming (A1)–(A5), any f ∈ S(M) satisfies
lim
t↓0
1− f(ut)
1− f(t)
= uα(11.1)
for all u ∈ (0,∞) in the continuous case and all u ∈ rZ in the r-geometric
case, where in the latter case the limit t ↓ 0 is restricted to some arbitrary
fixed residue class srZ, s ∈ [1, r).
The rest of this section is devoted to the proof of this theorem, which is
divided into five steps: The first one provides the justification that we can
assume that Ti < 1 a.s. for all i≥ 1. The second step is a standard selection
argument that guarantees that, for any solution f ∈ S(M) and any sequence
t ↓ 0, the ratio (1− f(st))/(1− f(t)) as a function of s ∈ [0,1] has a conver-
gent subsequence. In the third step we introduce S(M)β , a subset of the set
of fixed points containing only fixed points which show a sufficiently regu-
lar behavior at 0. For f ∈ S(M)β , where β := θ if (A4b) holds and β = α
otherwise, we then prove that any limiting function, as obtained in Step 2,
satisfies a Choquet–Deny-type equation. An appeal to the theory of these
functional equations as presented in [38] provides us with a good description
of the behavior of f at 0. The idea of utilizing a Choquet–Deny-type equa-
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tion has been taken from the proof of Theorem 2.12 in [21]. Step 4 proves
Theorem 11.1 under the additional assumption that f ∈ S(M)β . Finally, in
Step 5, we show that S(M)β = S(M).
Step 1: Reduction to the case Ti < 1 a.s. for all i ≥ 1. As in [16], Sec-
tion 3, one element in the approach here is the reduction to the simpler case
when the weights Ti are bounded from above by 1. First, by Lemma 8.5,
f ∈ S(M) entails that f also solves (1.1) with T replaced by T>. By con-
struction, T>i < 1 a.s. for all i≥ 1. Second, Lemma 9.1 ensures that the va-
lidity of (A1)–(A3) for T carries over to T> with the same characteristic ex-
ponent α, and the same inheritance holds true for (A4a), (A4b) and the min-
imal closed subgroup G(T ), respectively. In other words, the sequence T>
also satisfies the assumptions of Theorem 11.1 and also the parameters de-
scribing the behavior of f in equation (11.1), the characteristic exponent α
and the multiplicative G(T ), coincide with the corresponding parameters for
the sequence T>. Consequently, it constitutes no loss of generality to prove
Theorem 11.1 under the additional assumption [besides (A1)–(A5)]
Ti < 1 a.s. for all i≥ 1.(A6)
Step 2: The selection argument.
Lemma 11.2. Suppose that (A1)–(A6) hold, and let f ∈ S(M). Then
any sequence decreasing to zero contains a subsequence (tn)n≥1 such that,
for an increasing function g : (0,1]→ [0,1] satisfying g(1) = 1,
1− f(utn)
1− f(tn)
−→
n→∞
g(u)(11.2)
for all u ∈ (0,1].
Proof. It follows from the proof of Lemma 6.2 in [8] that 1−f(t)> 0 for
all t > 0. Thus, the ratio in (11.2) is well defined. Now starting with an initial
sequence decreasing to zero, we choose a subsequence giving convergence for
each rational u ∈ (0,1]. This is possible since (1− f(ut))/(1− f(t)) ∈ [0,1]
by the monotonicity of f . This defines an increasing limit, which can have
only countably many discontinuities. Now select further subsequences to
get convergence at any discontinuity and define the resulting limit to be g.
Obviously g(1) = 1. 
Step 3: An application of the theory of Choquet–Deny equations. We
introduce a subset of S(M) with members that behave more regularly at 0.
Recall that, for f ∈ S(M), Dβ(t) is (1− f(t))/t
β . With this notation,
S(M)β :=
{
f ∈ S(M) : sup
u≤1,t≤c
Dβ(ut)/Dβ(t)<∞ for some c > 0
}
.(11.3)
For the rest of this section let β := θ if (A4b) holds and β := α, otherwise.
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Lemma 11.3. Assume (A1)–(A6) and let f ∈ S(M)β . Then, for any se-
quence decreasing to zero, there exist a subsequence (tn)n≥1 and a function h
satisfying
lim
n→∞
1− f(utn)
1− f(tn)
= h(u)uα
for all u ∈ (0,1]. In the continuous case, h is one, while in the lattice case,
h is strictly positive and multiplicatively r-periodic with h(1) = 1.
Proof. For any given sequence decreasing to zero choose a subsequence
according to Lemma 11.2, that is, a subsequence (tn)n≥1 such that the frac-
tion (1− f(utn))/(1− f(tn)) converges to g(u) for some increasing function
g : (0,1]→ [0,1] satisfying g(1) = 1. Then, as in the proof of Lemma 10.1,
1− f(utn)
uα(1− f(tn))
= E
∑
i≥1
Tαi
1− f(uTitn)
(uTi)α(1− f(tn))
∏
k<i
f(utnTk).(11.4)
Since f ∈ S(M)β , we have
Tαi
1− f(uTitn)
(uTi)α(1− f(tn))
≤KTαi (uTi)
β−α =Kuβ−αT βi
for sufficiently large n, some deterministic constant K <∞ and all i. By the
definition of β, m(β) is finite and thus the dominated convergence theorem
yields upon letting n→∞ in (11.4)
g(u)/uα = E
∑
i≥1
Tαi
g(uTi)
(uTi)α
(u ∈ (0,1]).
Equivalently [see (7.1)], g˜(x) := eαxg(e−x) (x ≥ 0) satisfies the following
Choquet–Deny-type functional equation:
g˜(x) = Eg˜(x+ S1) (x≥ 0).(11.5)
Since g is increasing and bounded, g˜ is locally bounded on [0,∞) and thus lo-
cally integrable w.r.t. Lebesgue measure. Moreover, since 1 = g˜(0) = Eg˜(S1),
we obtain that P(g˜(S1)≥ 1)> 0, which immediately implies that g˜(x0)≥ 1
for some x0 > 0. This in combination with g˜ being the product of a decreas-
ing function and a positive increasing function gives g˜ > 0 on [0, x0].
Now assume first that we are in the continuous case. Then an application
of Theorem 2.2.2 in [38] shows that g˜ equals a constant c almost everywhere
w.r.t. Lebesgue measure. Utilizing g˜ > 0 on [0, x0] yields c > 0. Rewriting this
in terms of g gives g(u) = cuα almost everywhere w.r.t. Lebesgue measure.
From this we conclude that g(u) = cuα for all u ∈ (0,1) since g is known
to be increasing. Furthermore, g(1) = 1 implies c≤ 1, but to establish that
c= 1 needs additional reasoning. Applying this argument a second time, for
fixed s ∈ (0,1), the sequence (s−1tn)n≥1 has a subsequence (s
−1t′n)n≥1 such
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that for some c′ ∈ (0,1]
lim
n→∞
1− f(us−1t′n)
1− f(s−1t′n)
= c′uα
holds for all u ∈ (0,1). It now constitutes no loss of generality to assume
that (tn)n≥1 = (t
′
n)n≥1. Then
c′(us)α = lim
n→∞
1− f((us)s−1tn)
1− f(s−1tn)
= lim
n→∞
1− f(utn)
1− f(tn)
1− f(ss−1tn)
1− f(s−1tn)
= cuαc′sα = cc′(us)α.
Since c′ > 0 this implies that c= 1.
In the lattice case we have that S1 is confined to Z
d with d := log r. Then
Corollary 2.2.3 in [38] yields g˜(x+ nd) = g˜(x) for all x≥ 0 and n ∈N0; that
is, g˜ is d-periodic. This immediately provides us with the identity g(u) =
g˜(− logu)uα =: h(u)uα (u ∈ (0,1]) where h(u) = g˜(− logu) is multiplicatively
r-periodic. The fact that h is strictly positive follows from the monotonicity
of g in combination with g(1) = 1 and the periodicity of h. 
Step 4: Proof of Theorem 11.1 for f ∈ S(M)β . Let f ∈ S(M)β . It suffices
to show that for any sequence tn ↓ 0 (where tn is chosen from a fixed residue
class of R+mod rZ in the r-geometric case) there exists a subsequence such
that the convergence in (11.1) holds along this subsequence on G(T )∩ (0,1]
(G(T ) is the closed multiplicative subgroup generated by T ). This is what
Lemma 11.3 does.
Step 5: Proof that S(M)β = S(M). In the fifth step, we fix f ∈ S(M)
with disintegration M and show that Dβ(t) = t
−β(1 − f(t)) satisfies the
growth condition in the definition of the set S(M)β in equation (11.3)
and, thus, that f ∈ S(M)β . To this end, let W := − logM(1). Then, by
Lemma 8.7(c),
lim
t→∞
∑
v∈Tt
e−αS(v)Dα(e
−S(v)) =W a.s.(11.6)
As in Lemma 8.9 and Theorem 10.2, let Φ be the disintegration of ϕ, and
recall that D(t) = t−1(1 − ϕ(t)), which is slowly varying at 0. Applying
Lemma 8.7(c) again,
lim
t→∞
∑
v∈Tt
e−αS(v)D(e−αS(v)) =W(11.7)
with W :=− logΦ(1), where W has Laplace transform ϕ and is an endoge-
nous fixed point w.r.t. T (α) (see Lemmas 8.8(a) and 8.9).
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The idea now is to bound Dα using D and thereby to bound the behavior
of Dα at zero. Let
Kl := lim inf
t→∞
Dα(e
−t)
D(e−αt)
and Ku := limsup
t→∞
Dα(e
−t)
D(e−αt)
.
The next lemma gives the only property of Dα in addition to (11.6) that
is relevant for the subsequent results in the fifth step.
Lemma 11.4. For any c > 0 there is a δ > 0 such that
Dα(e
−(x+a))
Dα(e−x)
≤ eδ and
Dα(e
−(x−a))
Dα(e−x)
≥ e−δ
for all x ∈R and 0≤ a≤ c.
Proof. Recall that 1− f(t)> 0 for all t > 0 by [7], Lemma 6.2. Since
e−αxDα(e
−x) = 1− f(e−x) decreases,
Dα(e
−(x+a))
Dα(e−x)
=
e−α(x+a)Dα(e
−(x+a))
e−α(x+a)Dα(e−x)
≤
e−αxDα(e
−x)
e−α(x+a)Dα(e−x)
= eαa ≤ eαc
for any 0 ≤ a≤ c. The second estimation is just the reciprocal of the first.

Lemma 11.5. Under (A1)–(A6), the following assertions are true:
(a) 0<Kl ≤Ku <∞;
(b) ϕ(Kut
α)≤ f(t)≤ ϕ(Klt
α) for all t≥ 0;
(c) KlD(Klt
α)≤Dα(t)≤KuD(Kut
α) for all t≥ 0.
Proof. Lemma 8.7(c) and Theorem 10.2 imply that
lim
t→∞
D(e−αt)
∑
v∈Tt
e−αS(v) =W = lim
t→∞
∑
v∈Tt
e−αS(v)D(e−αS(v)) a.s.(11.8)
Since D is decreasing
lim
t→∞
∑
v∈Tt
e−αS(v)D(e−αS(v))1{S(v)≤t+c}∑
v∈Tt
e−αS(v)D(e−αS(v))
≥ lim
t→∞
D(e−αt)
∑
v∈Tt
e−αS(v)1{S(v)−t≤c}∑
v∈Tt
e−αS(v)D(e−αS(v))
= lim
t→∞
∑
v∈Tt
e−αS(v)1{S(v)−t≤c}∑
v∈Tt
e−αS(v)
D(e−αt)
∑
v∈Tt
e−αS(v)∑
v∈Tt
e−αS(v)D(e−αS(v))
.
Now, by Proposition 9.3 with β = α, the first term tends to a limit ≥ 1− ε
for given ε > 0 when c is large enough. The second goes to one by (11.8) on
{0<W <∞}, which almost surely coincides with S, the survival set. Now,
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using Lemma 11.4 and that D(e−αx) is increasing in x,∑
v∈Tt
e−αS(v)Dα(e
−S(v))≥
∑
v∈Tt
e−αS(v)Dα(e
−S(v))1{S(v)≤t+c}
≥ e−δDα(e
−(t+c))
∑
v∈Tt
e−αS(v)1{S(v)≤t+c}
≥ e−δ
Dα(e
−(t+c))
D(e−α(t+c))
∑
v∈Tt
e−αS(v)D(e−αS(v))1{S(v)≤t+c}
for some δ > 0. Therefore, letting t→∞ along an appropriate sequence,
W ≥ e−δKu(1− ε)W a.s.(11.9)
Since EΦ(1) = ϕ(1)< 1, we have 1− q := P(W > 0)> 0. On the other hand,
as a consequence of the regular variation of 1−ϕ at 0, finiteness of Ku is not
affected by replacing f(t) by f(ct) for c > 0, although the numerical value
of Ku may change. Thus, by rescaling f in this way, we can assume that
f(1)> q. Then, f(1) = Ee−W > q and so P(W =∞)< 1− q. Consequently,
P(W > 0,W <∞) > 0. We now conclude from (11.9) that Ku is finite for
the rescaled f and thus also for the original f . Then, using Lemma 8.7(c)
and the slow variation of D at 0, for any t > 0,
− logM(t) = lim
u→∞
∑
v∈Tu
tαe−αS(v)Dα(te
−S(v))
≤ lim
u→∞
∑
v∈Tu
tαe−αS(v)KuD(te
−αS(v))
= tαKuW a.s.
After an appeal to (8.2), we deduce that f(t) ≥ ϕ(Kut
α), where we used
that W has Laplace transform ϕ. This proves the second half of each of (a)
and (b).
In a similar way, using Lemma 11.4 and that D(e−αx) is increasing in x,∑
v∈Tt
e−αS(v)Dα(e
−S(v))≤ eδDα(e
−t)
∑
v∈Tt
e−αS(v)1{S(v)≤t+c}
+
∑
v∈Tt
e−αS(v)Dα(e
−S(v))1{S(v)>t+c}
≤ eδ
Dα(e
−t)
D(e−αt)
∑
v∈Tt
e−αS(v)D(e−αS(v))1{S(v)≤t+c}
+
∑
v∈Tt
e−αS(v)Dα(e
−S(v))1{S(v)>t+c}.
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Letting t tend to infinity along an appropriate sequence, we obtain with the
help of Proposition 9.3
W ≤ eδKlW +KuεW = (e
δKl +Kuε)W a.s.
where ε > 0 depends on the choice of c. Since EM(1) = f(1) < 1 by [7],
Lemma 6.2, we have P(W > 0)> 0. On the other hand,W <∞ a.s. by (A5).
Then, since ε can be made arbitrarily small, Kl > 0 follows, for otherwise
W = 0 a.s. Now arguing as in the first part of the proof, we obtain f(t)≤
ϕ(Klt
α), t > 0. Part (c) is just a rearrangement of part (b). 
Lemma 11.6. Assuming (A1)–(A6), we have that S(M)β = S(M).
Proof. By Lemma 11.5, ϕ(Kut
α)≤ f(t)≤ ϕ(Klt
α) for all t≥ 0. Thus,
1− f(ut)
1− f(t)
≤
1− ϕ(Ku(ut)
α)
1− ϕ(Kltα)
(11.10)
for all u≥ 0 and t > 0.
Suppose first that (A4a) holds. Then we can assume w.l.o.g. that W =
W (α). Then ϕ is differentiable at 0 with derivative −1 so that
1−ϕ(Ku(ut)
α)
1−ϕ(Kltα)
=
1−ϕ(Ku(ut)
α)
Ku(ut)α
Klt
α
1−ϕ(Kltα)
Ku
Kl
uα ≤C
Ku
Kl
uα
for some C <∞, all u≤ 1 and all sufficiently small t > 0.
The situation is more delicate if (A4b) is assumed instead of (A4a). We
show that for f ∈ S(M) and arbitrary ε > 0, there exist K,c > 0 such that
1− f(ut)
uα(1− f(t))
≤Ku−ε(11.11)
for all u≤ 1 and all t≤ c. We deduce from (11.10) that (keep in mind that
D(s) = (1− ϕ(s))/s is decreasing in s)
1− f(ut)
uα(1− f(t))
≤
Ku
Kl
D(Kut
α)
D(Kltα)
D(Ku(ut)
α)
D(Kutα)
≤
Ku
Kl
D(Ku(ut)
α)
D(Kutα)
.
An application of Theorem 1.3.1 in [17] to the slowly varying function D
shows that the last ratio can be bounded from above by a constant times uε
in a right neighborhood of 0; in other words, we have established (11.11).
Since we can choose ε≤ α− θ, the proof is complete. 
12. The proofs of Theorems 8.3 and 6.2.
Proof of Theorem 8.3. Let f ∈ S(M) and let M denote the corre-
sponding disintegrated fixed point. Then, using (11.1), we obtain from (8.5)
and (8.6) in the proof of Lemma 8.8 that for any u > 0 and s= 1 (nongeo-
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metric case) or u ∈ rZ and s ∈ (r−1,1] (r-geometric case)
− logM(su) = uα(− logM(s)) a.s.
Moreover, − logM(s) is an endogenous fixed point w.r.t. T (α) by Lemma 8.8.
Putting W = − logM(1), we see that M satisfies (8.3) in the continuous
case. In the r-geometric case, Proposition 6.4 comes into play because it en-
sures that for any s ∈ (r−1,1] there exists a constant h(s) > 0 such that
− logM(s) = h(s)sαW a.s. Now we define h(us) := h(s) for u ∈ rZ and
s ∈ (r−1,1]. Thus, h is defined on the whole positive halfline (0,∞). Us-
ing − logM(su) = uα(− logM(s)) a.s. for u ∈ rZ and s ∈ (r−1,1], we see
that M has a representation as in (8.3) in the r-geometric case as well.
To see that h ∈ Hr it remains to prove that t 7→ h(t)t
α is increasing. But
in view of (8.3) and (8.2), this immediately follows from the monotonicity
of f .
We have shown so far that for any disintegrated fixed point M there exist
an endogenous fixed pointW and some function h ∈Hr such that (8.3) holds.
Since endogenous fixed points are unique up to scaling by Proposition 6.4
and Hr is invariant under scaling with positive factors, it is clear that one
can choose W independent of f . 
Before we prove Theorem 6.2, we need some more terminology. First, given
the sequence T , the smoothing transform on the set P(R+) of probability
distributions on R+ maps a distribution P ∈ P(R+) to the distribution of∑
i≥1 TiXi where (Xi)i≥1 is a sequence of i.i.d. random variables with com-
mon distribution P . The corresponding bivariate smoothing transform maps
a distribution P ∈P(R+×R+) to the distribution of (
∑
i≥1 TiXi,
∑
i≥1TiYi)
where (X1, Y1), (X2, Y2), . . . is a sequence of i.i.d. two-dimensional random
vectors with common distribution P . Notice that the bivariate transform
uses the same realization of T in both components.
Proof of Theorem 6.2. Let P be a distribution solving the distri-
butional recursion (1.4) with Laplace transform ϕ, and let (Mn(t))n≥0 for
t≥ 0 be the corresponding multiplicative martingales. By Theorem 8.3, their
limits are given by M(t) = exp(−hWt) a.s. for some h > 0 where W is en-
dogenous w.r.t. T (α). By Lemma 8.1, EM(t) = ϕ(t) for all t≥ 0, and thus hW
has Laplace transform ϕ and distribution P . By replacingW by hW , we can
assume w.l.o.g. that h = 1. Thus the definition of endogenous fixed points
w.r.t. T (α) entails the existence of an endogenous RTP with marginal P . The
form (6.3) of the RTP follows from Lemma 8.7(a). To apply Theorem 11(c)
in [2], consider the bivariate Laplace transform ψn of the nfold application
of the bivariate smoothing transform to the product measure P ⊗ P . De-
note by (X(v))v∈V and (Y (v))v∈V two independent families of i.i.d. random
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variables with distribution P . Then, for (s, t) ∈ [0,∞)2, we have
ψn(s, t) = E exp
(
−s
∑
|v|=n
L(v)X(v)− t
∑
|v|=n
L(v)Y (v)
)
= E
(
E
[
exp
(
−s
∑
|v|=n
L(v)X(v)− t
∑
|v|=n
L(v)Y (v)
)∣∣∣An])
= EMn(s)Mn(t)→ EM(s)M(t) = Ee
−(s+t)W as n→∞.
By the continuity theorem for Laplace transforms, the associated distribu-
tion converges weakly to P((W,W ) ∈ ·). Invoking Theorem 11(c) in [2], it
now follows that the endogeny property holds, which means that any RTP
with marginal P is endogenous. Further, Proposition 6.4 ensures that the
endogenous RTP with marginal P is unique. Since P was an arbitrary so-
lution to (1.4) and since any other solution differs only by a scale factor,
assertion (a) follows.
Turning to assertion (b), let {Wu :u ∈V} be an endogenous RTP associ-
ated with equation (1.2) and α< 1. It suffices to show thatWu = 0 a.s. for all
u. Assume that P(W∅ > 0)> 0. Using endogeny and equation (6.3), we get
Wu = lim
n→∞
∑
|v|=n
1−ϕ([L(v)]u) a.s.
On the other hand, by Theorem 11.1, the corresponding Laplace transform ϕ
satisfies (1− ϕ(st))/(1− ϕ(t))→ sα as t ↓ 0, where in the r-geometric case
s ∈ rZ and the limit t→ 0 is restricted to t ∈ rZ. Consequently, for all n≥ 0,∑
|u|=n
L(u)Wu =W∅ = lim
k→∞
∑
|v|=n+k
1−ϕ(L(v))
= lim
k→∞
∑
|u|=n
∑
|v|=k
1−ϕ(L(u)[L(v)]u)
≥
∑
|u|=n
L(u)α lim
k→∞
∑
|v|=k
1− ϕ([L(v)]u)
=
∑
|u|=n
L(u)αWu a.s.
But sup|u|=nL(u)→ 0 a.s. [see Lemma 8.6(a)], contradicting the inequality.

13. Solutions in other sets of functions. The arguments characterizing
monotonic solutions can be modified to apply to other classes of functions.
What matters is how the functions in the class behave near the origin.
A function f will be called eventually uniformly continuous if it is uniformly
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continuous on [K,∞) for some finite K. Then the new class is the set U
consisting of all functions f : [0,∞)→ [0,1] with f(0) = 1 and f(t)→ 1 as
t ↓ 0 such that log(1− f(e−z)) is eventually uniformly continuous. [It should
be possible to widen this class further, to functions that are ca`dla`g with
log(1− f(e−z)) having a suitably behaved modulus of continuity, but that
has not been attempted.] Note that when f ∈ U it is automatic that f(t)< 1
for all small enough t > 0. We define S(U) to be the set of functions f ∈ U
solving the functional equation (1.1). Much of the argument carries over.
Lemma 11.2 is the first where the argument needs some more substantial
change.
Lemma 13.1. Lemma 11.2 holds for f ∈ S(U) with g continuous (rather
than increasing).
Proof. The functions Ht(z) = log(1− f(te
−z))− log(1− f(t)) (z ≥ 0)
are equicontinuous for all small enough t and uniformly bounded at z = 0.
Hence, by the Arzela–Ascoli theorem, for any sequence decreasing to zero,
there is a subsequence (tn)n≥1 and a continuous function h such that
Htn(z) = log
(
1− f(tne
−z)
1− f(tn)
)
→ h(z) (z ≥ 0).
The asserted convergence follows with g(u) := exp(h(− logu)), u ∈ (0,1]. 
Using Lemma 13.1 it is readily seen that Lemma 11.3 also holds for
f ∈ S(U)β , which has the natural definition. Continuity, rather than mono-
tonicity, is used to show that the limiting function g˜ in (11.5) satisfies g˜ > 0
on an interval including 0 and then continuity implies c = 1, without the
additional argument. Uniform continuity readily yields that when f ∈ U ,
the conclusion of Lemma 11.4 holds. In this way the following theorem is
obtained. For it let Cr be positive constants when r = 1 and positive, con-
tinuous, multiplicatively r-periodic functions otherwise.
Theorem 13.2. Suppose that conditions (A1)–(A5) hold. Then S(U) is
given by the family in (2.1) when parametrized by h ∈ Cr.
Acknowledgments. We are grateful to two anonymous referees for a care-
ful reading of the manuscript and for directing our attention to [2], Open
Problem 18.
REFERENCES
[1] Aldous, D. and Steele, J. M. (2004). The objective method: Probabilistic com-
binatorial optimization and local weak convergence. In Probability on Discrete
Structures. Encyclopaedia Math. Sci. 110 1–72. Springer, Berlin. MR2023650
[2] Aldous, D. J. and Bandyopadhyay, A. (2005). A survey of max-type recursive
distributional equations. Ann. Appl. Probab. 15 1047–1110. MR2134098
36 G. ALSMEYER, J. D. BIGGINS AND M. MEINERS
[3] Alsmeyer, G. and Iksanov, A. (2009). A log-type moment result for perpetuities
and its application to martingales in supercritical branching random walks. Elec-
tron. J. Probab. 14 289–312. MR2471666
[4] Alsmeyer, G. and Kuhlbusch, D. (2010). Double martingale structure and ex-
istence of φ-moments for weighted branching processes. Mu¨nster J. Math. 3
163–212.
[5] Alsmeyer, G. and Meiners, M. (2010). Fixed points of inhomogeneous smoothing
transforms. Preprint. Available at www.arxiv.org: 1007.4509v1.
[6] Alsmeyer, G. and Meiners, M. (2010). Fixed points of the smoothing transform:
Two-sided solutions. Preprint. Available at www.arxiv.org: 1009.2412v1.
[7] Alsmeyer, G. and Meiners, M. (2008). A note on the transience of critical branch-
ing random walks on the line. In Fifth Colloquium on Mathematics and Com-
puter Science 421–435. Assoc. Discrete Math. Theor. Comput. Sci., Nancy.
MR2508804
[8] Alsmeyer, G. and Meiners, M. (2009). A min-type stochastic fixed-point equa-
tion related to the smoothing transformation. Theory Stoch. Process. 15 19–41.
MR2598525
[9] Alsmeyer, G. and Ro¨sler, U. (2006). A stochastic fixed point equation related to
weighted branching with deterministic weights. Electron. J. Probab. 11 27–56
(electronic). MR2199054
[10] Alsmeyer, G. and Ro¨sler, U. (2008). A stochastic fixed point equation for
weighted minima and maxima. Ann. Inst. H. Poincare´ Probab. Stat. 44 89–103.
MR2451572
[11] Bertoin, J. and Doney, R. A. (1994). On conditioning a random walk to stay
nonnegative. Ann. Probab. 22 2152–2167. MR1331218
[12] Biggins, J. D. (1977). Martingale convergence in the branching random walk.
J. Appl. Probab. 14 25–37. MR0433619
[13] Biggins, J. D. (1998). Lindley-type equations in the branching random walk.
Stochastic Process. Appl. 75 105–133. MR1629030
[14] Biggins, J. D. and Kyprianou, A. E. (1997). Seneta–Heyde norming in the branch-
ing random walk. Ann. Probab. 25 337–360. MR1428512
[15] Biggins, J. D. and Kyprianou, A. E. (2004). Measure change in multitype branch-
ing. Adv. in Appl. Probab. 36 544–581. MR2058149
[16] Biggins, J. D. and Kyprianou, A. E. (2005). Fixed points of the smoothing
transform: The boundary case. Electron. J. Probab. 10 609–631 (electronic).
MR2147319
[17] Bingham, N. H., Goldie, C. M. and Teugels, J. L. (1989). Regular Variation.
Encyclopedia of Mathematics and Its Applications 27. Cambridge Univ. Press,
Cambridge. MR1015093
[18] Breiman, L. (1968). Probability. Addison-Wesley Company, Reading, MA.
MR0229267
[19] Caliebe, A. and Ro¨sler, U. (2003). Fixed points with finite variance of a smoothing
transformation. Stochastic Process. Appl. 107 105–129. MR1995923
[20] Devroye, L. (2001). On the probabilistic worst-case time of “find.” Algorithmica 31
291–303. MR1855252
[21] Durrett, R. and Liggett, T. M. (1983). Fixed points of the smoothing transfor-
mation. Z. Wahrsch. Verw. Gebiete 64 275–301. MR0716487
[22] Feller, W. (1971). An Introduction to Probability Theory and Its Applications. Vol.
II, 2nd ed. Wiley, New York. MR0270403
THE FUNCTIONAL EQUATION OF THE SMOOTHING TRANSFORM 37
[23] Gatzouras, D. (2000). On the lattice case of an almost-sure renewal theorem for
branching random walks. Adv. in Appl. Probab. 32 720–737. MR1788092
[24] Gru¨bel, R. and Ro¨sler, U. (1996). Asymptotic distribution theory for Hoare’s
selection algorithm. Adv. in Appl. Probab. 28 252–269. MR1372338
[25] Hu, Y. and Shi, Z. (2009). Minimal position and critical martingale convergence
in branching random walks, and directed polymers on disordered trees. Ann.
Probab. 37 742–789. MR2510023
[26] Iksanov, A. M. (2007). Fixed points of inhomogeneous smoothing transforms. Ha-
bilitation, National T. Shevchenko Univ. Kiev.
[27] Iksanov, A. M. (2004). Elementary fixed points of the BRW smoothing trans-
forms with infinite number of summands. Stochastic Process. Appl. 114 27–50.
MR2094146
[28] Jagers, P. (1989). General branching processes as Markov fields. Stochastic Process.
Appl. 32 183–212. MR1014449
[29] Jagers, P. and Ro¨sler, U. (2004). Stochastic fixed points for the maximum. In
Mathematics and Computer Science III. Trends Math. 325–338. Birkha¨user,
Basel. MR2090523
[30] Kyprianou, A. E. (1998). Slow variation and uniqueness of solutions to the func-
tional equation in the branching random walk. J. Appl. Probab. 35 795–801.
MR1671230
[31] Kyprianou, A. E. (2000). Martingale convergence and the stopped branching ran-
dom walk. Probab. Theory Related Fields 116 405–419. MR1749282
[32] Liu, Q. (1998). Fixed points of a generalized smoothing transformation and ap-
plications to the branching random walk. Adv. in Appl. Probab. 30 85–112.
MR1618888
[33] Lyons, R. (1997). A simple path to Biggins’ martingale convergence for branching
random walk. In Classical and Modern Branching Processes (Minneapolis, MN,
1994). IMA Vol. Math. Appl. 84 217–221. Springer, New York. MR1601749
[34] Neininger, R. and Ru¨schendorf, L. (2005). Analysis of algorithms by the contrac-
tion method: Additive and max-recursive sequences. In Interacting Stochastic
Systems 435–450. Springer, Berlin. MR2118586
[35] Nerman, O. (1981). On the convergence of supercritical general (C-M-J) branching
processes. Z. Wahrsch. Verw. Gebiete 57 365–395. MR0629532
[36] Neveu, J. (1988). Multiplicative martingales for spatial branching processes. In Sem-
inar on Stochastic Processes, 1987 (Princeton, NJ, 1987). Progress in Probability
Statist. 15 223–242. Birkha¨user, Boston, MA. MR1046418
[37] Penrose, M. D. andWade, A. R. (2006). On the total length of the random minimal
directed spanning tree. Adv. in Appl. Probab. 38 336–372. MR2264948
[38] Rao, C. R. and Shanbhag, D. N. (1994). Choquet-Deny Type Functional Equations
with Applications to Stochastic Models. Wiley, Chichester. MR1329995
[39] Resnick, S. I. (1987). Extreme Values, Regular Variation, and Point Processes. Ap-
plied Probability. A Series of the Applied Probability Trust 4. Springer, New
York. MR0900810
[40] Ro¨sler, U. (1991). A limit theorem for “Quicksort”. RAIRO Inform. The´or. Appl.
25 85–100. MR1104413
[41] Ro¨sler, U. and Ru¨schendorf, L. (2001). The contraction method for recursive
algorithms. Algorithmica 29 3–33. MR1887296
[42] Ru¨schendorf, L. (2006). On stochastic recursive equations of sum and max type.
J. Appl. Probab. 43 687–703. MR2274793
38 G. ALSMEYER, J. D. BIGGINS AND M. MEINERS
G. Alsmeyer
Institut fu¨r Mathematische Statistik
Universita¨t Mu¨nster
Einsteinstraße 62
DE-48149 Mu¨nster
Germany
E-mail: gerolda@math.uni-muenster.de
J. D. Biggins
School of Mathematics and Statistics
University of Sheffield
Sheffield S3 7RH
United Kingdom
E-mail: j.biggins@sheffield.ac.uk
M. Meiners
Matematiska institutionen
Uppsala universitet
Box 480
751 06 Uppsala
Sweden
E-mail: matthias.meiners@math.uu.se
