Abstract-Stock trend fo recasting is one of the important issues in stock market research. However, fo recasting stock trend remains a challenge because of its irregular characteristic in the stock indices distribution, which changes over time. Support Vector Machine (SVM) produces a fairly good result in stock trend fo recasting, but the performance of SVM can be affected by the high dimensional input fe atures and noisy data. This paper hybridizes the Particle Swarm Optimization (P SO) algorithm to generate the optimum fe atures set prior to facilitate SVM learning. The SVM algorithm uses the Radial Basis Function (RBF) kernel fu nction and optimization of the gamma and large margin parameters are done using the PSO algorithm. The proposed algorithm was tested on a pre-sampled 17 years record of daily Kuala Lumpur Composite Index (KLCI) data. The PSOSVM approach is applied to eliminate unnecessary or insignificant features, and effectively determine the parameter values, in turn improving the overall prediction results. The optimized fe ature space of technical indicators of the algorithm is proven by the experimental results showing that PSOSVM has outperformed SVM technique significantly.
I. INTRODUCTION
Stock trend fo recasting is one of the important issues in stock market research due to its challenging characteristic. Various studies on the stock market fo recasting have been researched and published [1] [2] [3] [4] [5] [6] [7] . Support Vector Machine (SVM) is able to generate good results [8] but are not robust in data with high dimensional input fe atures and noisy. However, too many input fe atures with noisy data may also affect the accuracy of the SVM algorithm [9] . Hence, a hybrid Particle Swarm Optimization -Support Vector Machine (PSOSVM) algorithm is proposed to overcome this problem so that more accurate predictions results can be produced. Particle Swarm Optimization (PSO) is an optimization algorithm, thus it is possible to select the optimal fe atures for stock trend fo recasting due to its simplicity and computational efficiency [49] [50] [51] [52] [53] . The main fo cus is to select the better fe atures or attributes in stock trend fo recasting so that these selected fe atures can lead to a better classification result for SVM.
978-1 -4799-1415-9/13/$3 l.00 20 In this paper, we presented the implementation of a hybrid PSO and SVM technique to predict the 17 years Malaysia stock trend data. The proposed technique is implemented in MATLAB using the modified LffiSVM. The rest of the paper is organized as fo llows: Section 1 presents the introduction of the problem; Section 2 describes some related literature work; Section 3 discussed on the proposed PSOSVM technique; Section 4 depicts the experimental design, results and the discussion; and Section 5 draws the conclusion and several potential future directions to extend this research work.
II. RELATED WORK
Numerous studies and researches have been done to predict the fu ture movement of stock market. Predicting the trend of the stock market is considered as a tough and challenging task in financial time-series fo recasting. The main reason is because of the uncertainties involved in the movement of the stock market. Various factors affect the stock market and some of them include traders' expectations, events related to the government and economic conditions. Hence, predicting the movement of stock market price is quite a difficult job.
Over the years, many studies on the behavior of stock market prices have been published [10] [11] [12] [13] [14] . Stock index movement are not random but is highly stochastic, noisy, non-stationary and deterministically chaotic [15, 16] . Therefore, these stock indices usually behave in a highly non-linear and dynamic manner [17] . This has made the stock market prices prediction to be a very challenging work. However, the most important factor in gaining profit using financial prediction lies on the trend prediction but not the exact value of the fu ture stock prices. The direction of the the stock index movement makes sufficiently significant influence to most of the investors to make decision as compared to the exact stock price. Thus, trend fo recasting has emerged to be more practical than stock price prediction [8] .
A number of artificial intelligence and machine learning techniques have been used for decades to predict the stock market trend. Although many Artificial Neural Networks (ANN) techniques have been widely used [18] [19] [20] [21] , Support Vector Machine (SVM) has gained its popularity over the past few years. SVM is a non-parametric, non-linear classification technique, which has shown good results in many time series fo recasting, i.e. the electric consumption fo recasting, optical character recognitIOn, medical diagnostics and many other fields [22] . Kim [23] uses the technical analysis indicators as data fe atures to predict the stock market direction using SVM learning scheme. Reference [23] also concludes that SVM has outperformed the Back Propagation Neural Networks (BPNN) generally.
A.
FTSE Burse Ma laysia KL CI Index
Market indices are important tools when trying to anticipate fu ture movement of a stock price. Major stock market dataset are commonly used by researchers in predicting the stock trend, i.e. the United States's stock indices including the Nasdaq index, the Dow Jones index and the S&P 500 index, the Nikkei index, Hang Seng index, etc [24] [25] [26] [27] [28] . However, other stock indices are equally important especially to the local community as they are better indicators to reflect the local economy status. Malaysian stock market refers to the Kuala Lumpur Composite Index (KLCI), which is now known as FTSE Bursa Malaysia KLCI. The KLCI's historical movements of the Malaysian stock market is updated in a 15 seconds fr equency index calculation manner, tracking the market pulse closely and efficiently. It is a market indicator made up of primary market movers which will more suitably define market activities, thus serves as the representative of the country stock market.
B. Stock Trend Forecasting
Analysts fr om the early centuries denied the possibility of fo recasting the stock market's fu ture direction by giving various illustrations and example to disprove the existence of any fo recasting techniques which are under research [29] . However, with the help of technical indicator, technical analysts have proven that there are actually many techniques which have been applied in the stock market field and these techniques have generated significant results which directly profits the stock market companies [16, 23, 30] .
Recent research in using SVM to fo recast the stock market has made significant progress. In 2001, Tay and Cao have used SVM for financial time series prediction [29, [31] [32] [33] . In 2003, Kim [23] has proposed to use technical indicators as input fe atures for SVM to predict stock market direction. In the last few years, hybridization of AI techniques has also been proposed. In 2007, Kim and Shin [2 1] have implemented a genetic algorithm (GA) and neural network approach to improve the effectiveness of the ANN model by optimizing the number of time delays using GA. Besides that, Tu and Chung [34] have also proposed a hybrid of PSO and SVM in several classification problems to increase the classification accuracy by performing fe ature selection using PSO.
However, to the knowledge of the author, there is little published work fo cusing on the FTSE KLCI data [10] [11] [12] [13] [14] 28] . In 2005, Bahrun and Taib [28] used the Maybank and Tenaga stocks to predict stock trend using Artificial Neural Network (ANN). A combination of technical indicator and raw data was used in [10] to predict KLCI with ANFIS modeling in 2008. The fuzzy time series model was also used to fo recast KLCI in 2011 [13] .
C. Te chnical In dicator
Technical analysis indicators are derived fr om technical charts which help interpret the market trend. They are graphical or visual representations of the market activity in terms of upward or downward movements in stock prices over a period of time. Besides that, some technical analysis indicators also take into account trading volumes in the calculations. Leading indicators change before the underneath commodity change. The main benefits of leading indicators is the early signalling for entry and exit, it generate more signals and allow more opportunities to trade in trading markets. On the other hand, more signals and earlier signals mean that the changes of fa lse signals will also increase that might increase the potential losses. Lagging indicators fo llow the price action and are also known as trend-following indicators. Trend-following indicators work best when markets or securities develop a strong trends and signal traders to take long position and keep them holding the position as long as the trend is intact. Trend indicators are not effective in trading or sideways markets and tend to lead to many fa lse signals. Late signal that cause late entry is the only disadvantage of trend fo llowing indicators.
A set of 25 technical indicators in [35] has been chosen for this research because they are commonly being used by financial experts. Some of the more important indicators include Williams %R, Momentum, Stochastic %K, Price Volume Trend and Rate of Change. However, traders must also take note of the strengths and weaknesses associated with most technical indicators. Hence, choosing the better technical indicators is important and they are those that have in the past, tested and proven to be successful.
III. THE PROPOSED PSOSVM TECHNIQUE
PSO is different fr om other evolutionary techniques [36] that it does not need evolution operation such as crossover and mutation. Moreover, information is shared among individuals along the searching process so that the entire population can be maintained, thus directing the search towards the best position in the search space. It has also fa st converging characteristics and more global-searching ability at the beginning of the run and a local searching near the end.
Lin et al. [37] have used a hybrid approach of PSOSVM to measure the performance of the technique on a variety of problems. The fo llowing datasets are used: Australian, Boston housing, Breast cancer, Bupa live, German, Ionosphere, Pima, Sonar, Car Evaluation Database, Glass, Teaching Assistant Evaluation, Vehicle, Vowel and Wine; taken fr om the UCI machine learning repository [38] and Bioinformatic [39] . Results showed that a PSO-based approach is capable of searching for the optimal parameter values for SVM to obtain a subset of beneficial fe atures. Besides that, Wu [40] has also applied the same technique in short-term load fo recasting to improve the security of the power system. Results showed that the fo recasting method is effective and fe asible in such time-series data.
In PSO, each single candidate solution is a particle in the search space. Each particle makes use of its individual memory and knowledge gained by the swarm as a whole to find the best solution [36, 41] . All of the particles have fitness values, which are evaluated by a fitness function (in this study is the SVM), and have velocities which directs the movement of the particles. During searching, each particle adjusts its position according to its own experience and the experience of its neighboring particle, and identifies the best position encountered by itself and its neighbors. The particles move through the problem space by fo llowing a current of optimum particles.
The architecture of the proposed PSOSVM technique is illustrated in Figure l . In this technique, the prediction accuracy serves as the fitness fu nction for the PSO method. In addition, PSO is also used to find the optimal parameters for SVM, i.e. gamma (y) and C automatically. PSO performs as fe ature selection while SVM was used to predicts the results. The initial swarm is generally created in such a way that the population of the particles is distributed randomly over the search space. Each particle keeps track of its coordinates in the problem space, which are associated with the best solution the particle has achieved so far. Each particle is updated by fo llowing two factors, its own best previous experience (pbest) and the best experience among the population (gbest) in every iteration.
Based on the rules of particle swarm optimization, the required particle numbers are set, and then the initial coding alphabetic string for each particle is randomly produced. The adaptive fu nctional values were data based on the particle fe atures representing the fe ature dimension; this data was classified by a SVM to obtain classification accuracy; the SVM serves as an evaluator of the PSO fitness fu nction. The fitness value for the SVM evolves according to the K-fold Cross-Validation. The data is separated into lO parts and carried out training and testing a total of 10 times.
Each particle renewal is based on its adaptive value. The best adaptive value for each particle renewal is pbest, and the best adaptive value within a group of pbest is gbest. Once pbest and gbest are obtained, fe atures of pbest and gbest particles are tracked with regard to their position and speed. A binary version of a PSO algorithm is used for particle swarm optimization [42] . The position of each particle is given in a binary string form that represents the fe ature selection situation. Each particle is updated according to the fo llowing equations.
The fe ature after renewal is calculated by the fu nction s( v�:r), in which the speed value is v�aw. If s( v�aw) is larger than a randomly produced disorder number that is within (0, 1), then its position value F n , n = 1,2, ... , m is represented as {I}. However, if S( v�aw) is smaller than a randomly produced disorder number that is within {O-I}, then its position value F n , n = 1,2, ... , m is represented as {O}.
A support vector machine (SVM) is a computer algorithm that learns by example to classify objects [43] . It is a new technique suitable for binary classification tasks, which is related to and contains elements of non-parametric applied statistics, neural networks and machine learning. In most cases where the data are not linearly separable such as in stock markets, the data would be consequently mapped to a higher-dimensional fe ature space. Therefore, if the data cannot be classified clearly in the current dimensional space, then the SVM will map them to a higher dimensional space for classification. Input data are mapped to a higher dimensional fe ature space by plotting a nonlinear curve.
Several kernel fu nctions help the SVM in obtaining the optimal solution. The most fr equently used kernel functions are the polynomial, sigmoid and Gaussian radial basis fu nction (RBF) [44] [45] [46] . Unlike a linear kernel fu nction, the RBF kernel is widely accepted because it can classify multi dimensional data. In addition, the RBF has fewer parameters settings than a polynomial kernel while maintain similar overall performance. Therefore, this research applies an RBF kernel fu nction in the SVM to obtain optimal solution.
Two RBF parameters in SVM, C and y must be set appropriately. The parameter C is a tuning parameter, which weights in-sample classification errors and thus controls the generalization ability of an SVM. The higher is C, the higher is the weight given to in-sample misclassifications, the lower is the generalization of the machine. In other words, higher C leads to higher specification of the machine. High specification means that the machine may work well on a training set but would perform miserably on a new sample. Bad generalisation may be a result of overfitting on the training sample. By choosing a low C, the risk of overfitting an SVM on the training sample is reduced. It can be demonstrated that C is linked to the width of the margin. The smaller is C, the wider is the margin, the more and larger in-sample classification errors are permitted. Parameter y has a much greater influence on classification outcomes than C, because its value affects the partitioning outcome in the fe ature space. The higher is y, the smoother is the threshold which separates the classes. However, an excessively large value for parameter y results in overfitting [47] . In order to obtain the optimal values for the parameters, experiments on the dataset are needed since the values vary in every dataset. SVM offers a few advantages as below [48] : SVM provides a good out-of sample generalization, if the parameters C and y are appropriately chosen. SVM can be robust, even when the training sample has some bias. SVM delivers a unique solution, since the optimality problem is convex.
IV. THE EXPERlMENT SETTINGS
Both PSO and SVM are implemented in MATLAB . The SVM algorithm is modified fr om the LIBSVM tool to integrate it into MA TLAB . The parameter values for the PSOSVM technique are set as in [36] . Both the cognition learning fa ctor, c 1 and the social learning factor, C 2 are set to 2. Since the PSOSVM approach has a larger solution space, in terms of number of fe atures, the number of solution evaluated is also larger. By setting the number of particles and generations to 8 and 250 respectively, the number of solution evaluated sums up to 2000. The searching range of parameter C of SVM is between 0.01 and 35000, while the searching range of parameter y of SVM is between 0.0001 and 32 [36] . A paired sample t-test is also performed to com pare the means of the two samples -SVM and PSOSVM using the SPSS 17 software. PSOSVM has performed well even in situation of small training data and larger testing data. This is because the SVM implements the structural risk minimization principle and this leads to better generalization. The added advantage of providing a larger partition of training set to SVM is that it can generalize better and lead to better prediction accuracy for stock market price movement as shown in Figure 2. 88.00% 87.00% 86.00% 85.00% 84.00% Comparison of the obtained results with SVM demonstrates that the proposed PSOSVM technique has better prediction accuracy. The PSOSVM approach is applied to eliminate unnecessary or insignificant fe atures, and effectively determine the parameter values, in turn improving the overall prediction results. A common disadvantage of non-parametric techniques such as SVM is the lack of transparency of results. However, interpretation of results is possible and can rely on graphical visualization, as well as on a local linear approximation of the score. Results of this research were obtained with an SVM with RBF kernel function. SVM delivers a unique solution since the optimality problem is convex. This is an advantage compared to neural networks, which have multiple solutions associated with local minima and for this reason may not be robust over different samples.
V. DISCUSSIONS
Other kernel parameters for Particle Swarm Optimization (PSO) and Support Vector Machine (SVM) can be fu rther optimized so that better generalization result can be produced. Since only the RBF kernel fu nction is applied in this study, other kernel functions such as polynomial or sigmoid can be tested to verify their performances in compared to RBF. Technical indicators which serve as input fe atures for the SVM can also be increased to fo recast the stock market. Each technical analysis indicator has its own unique information. That is why it is important to be cautious of the strengths and weaknesses associated with each technical indicator. Many fa ctors interact in the stock market including political events, general economic conditions and traders' expectations. Every field can be discovered to look for significant information to predict the stock market. Fundamental analysis can also be combined with technical analysis to improve prediction accuracy. There are an infinite number of possibilities to improve stock trend fo recasting accuracy. Hence, further research can be done to search for better approaches.
VI. CONCLUSION
This study presents a PSO-based approach, Particle Swarm Optimization-Support Vector Machine (PSOSVM) which is capable of searching for the optimal parameter values for SVM to obtain a subset of beneficial fe atures. This optimal subset of fe atures is then adopted in both training and testing to obtain the optimal outcomes in stock trend prediction. The proposed hybrid PSOSVM technique has been proven to be able to generate better results when compared to the Support Vector Machine (SVM) technique. With fe ature selection, the PSOSVM approach yielded a higher prediction accuracy rate. Since PSOSVM has proven to be better than the conventional SVM approach in prediction stock price movement. 
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