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Abstract
The main objective of the present work is to introduce a variant of Tre%tz’s method for 6nding approximate
solutions to regular or singular two-dimensional boundary-value problems for Laplace’s equation.
After expressing the solution as a 6nite linear combination of trial functions, the method foresees the
enforcement of the boundary condition by using a boundary Fourier expansion technique, instead of the usual
pointwise approach. The procedure ultimately produces a rectangular set of linear algebraic equations.
The method is used to 6nd approximate solutions to 6ve prototype problems, mainly in rectangular regions,
using polar harmonics as trial functions. More complicated cases could be envisaged.
The results are discussed and compared with those obtained by the Boundary Collocation Method for the
same set of trial functions. It appears that the proposed method yields better results. In the case of a singular
behaviour of the solution at the boundary, for which the singularity could be isolated, we have compared the
results obtained by the proposed method, with isolation and without isolation of the singularity.
The proposed method may be easily extended to deal with other boundary-value problems involving more
complicated di%erential operators, boundary geometries and boundary conditions in two or in three dimensions.
c© 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The semi-analytical methods for solving boundary-value problems of partial di%erential equations
have been a subject of interest for many decades. The main reason for such interest is that even the
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most powerful analytical methods are extremely tedious when the geometry of the boundary is not
a simple one or when the equation to be solved cannot be treated by the usual analytical methods.
Even when a closed formula is at hand, it may turn out di@cult to analyze or to produce numerical
results. Classical examples of practical interest from Electrostatics exhibiting such features may be
found in [17].
On the other extreme, the numerical techniques have their own di@culties, such as the problems
of stability of the numerical scheme and the large computational volume required to process them.
The lack of an analytical formula for the solution is another disadvantage.
The semi-analytical methods stand in between. They are in essence approximation methods, aiming
at 6nding a relatively simple analytical formula to approximate the solution of the problem and, at the
same time, to retain the main features of the exact solution. Semi-analytical methods have evolved
in two main streams: (i) to choose an expression for the approximate solution that exactly satis6es
the di%erential (6eld) equation from the outset. The task then reduces to satisfying the boundary
conditions approximately using well-known techniques (Galerkin-type Method, Boundary Collocation
Method, Least Squares Method [15]). Tre%tz’s Method belongs to this category [12,19]. (ii) to use a
boundary representation of the solution, by means of which the unknown functions of the problem are
expressed in terms of a set of boundary integrals and algebraic equations involving some unknowns.
This is usually carried out using the Green’s function technique. This has been extensively used for
the study of harmonic problems in di%erent 6elds of research cf. [2,12] and later on extended to
cover problems involving the biharmonic operator [3–5, and the references therein].
One of the most popular and easily applicable methods of the 6rst type for solving boundary-value
problems is the “Boundary Collocation Method”, hereafter referred to as BCM [1,6–9,13,14,16,20,
and the references therein]. It relies on the expansion of the solution as a linear combination of a
complete set of functions, called the trial functions, satisfying the di%erential equation. Enforcing
the boundary conditions at a certain number of boundary points provides a generally overdetermined
system of linear algebraic equations for the coe@cients of the expansion. When the number of
boundary points at which the boundary conditions are satis6ed is equal to the number of degrees of
freedom (i.e. to the number of expansion coe@cients), the method is said to be “straightforward”.
In this case, the system of linear algebraic equations is square. Two sets of trial functions have been
thoroughly investigated and frequently used in solving two-dimensional boundary-value problems for
Laplace’s equation: The set of polar harmonics and the set of fundamental solutions of Laplace’s
equation, which are trial functions in the form of logarithms of the distance from a general 6eld
point in the domain of solution to a certain set of points in the plane, lying outside the domain.
For this last choice, the method carries the name of “Method of Fundamental Solutions” [6,16, and
the references therein] and is usually combined with the method of Least Squares to produce the
approximate solution. Both sets of trial functions have been tested and the methods relying upon
them improved in several publications. An extensive number of references involving the di%erent
aspects of Tre%tz’s method may be found in [10,21,22].
In this paper, we introduce a variant of Tre%tz’s method. According to this variant, veri6cation
of the boundary condition produces a “boundary function” that assumes, in principle, zero values
on some interval corresponding to the boundary. This function is then expanded in a Boundary
Fourier Expansion in terms of a properly chosen set of orthogonal trigonometric functions. Equating
to zero as many Fourier coe@cients of this boundary function as needed, according to the level of
approximation, yields a rectangular system of linear algebraic equations for the coe@cients of the
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expansion. In essence, the present variant belongs to the class of methods using approximation “in
the mean”. For convenience, this Boundary Fourier Expansion Method will be abbreviated by BFEM.
Five boundary-value problems for Laplace’s equation investigated in [14], most in rectangular
regions, are used as prototypes to test the e@ciency of the proposed method. Four of the considered
problems have known analytical solutions. The resulting systems of linear algebraic equations are
solved by the QR-factorization technique. Both BFEM and BCM are used to 6nd approximate
solutions to the investigated problems for the same set of trial functions. The results are discussed
and compared. It appears that the proposed method yields better results than BCM for the considered
prototype problems.
The exact solutions for the last three problems have a singular behaviour at the boundary. These
singularities were detected and isolated, and the corresponding adequate functions used to enrich
the set of trial functions. Results compared in the two cases, of isolation and without isolation of
the singularities. The numerical results show that the proposed enrichments improve the accuracy
of the approximations and decrease the number of degrees of freedom and, consequently, the cost
of the method.
In the end, we note that the performance of the proposed method largely depends on the choice
of the set of trial functions. These could be constructed by inspection of the local behaviour of
the solution at the boundary points. Once this set has been appropriately chosen, the method will
be easily adaptable to deal with more complicated di%erential operators, boundary geometries and
boundary conditions in two and three dimensions.
2. The method
Let D be a simply connected region in the plane, bounded by a contour C of 6nite length L and
let t ∈ [0; T ] be a real parameter characterizing the points of the contour C, starting from a point
P0 on C. In particular, t may be the arc length s measured on C anticlockwise, starting from P0.
Extension to multiply-connected domains is straightforward.
Consider the following boundary value problem for Laplace’s equation for the unknown
function U :
JU (r) = 0 in D; (1)
WU (t) = f(t) on C; (2)
where r is the position vector of a general point P ∈D, W is a linear partial di%erential operator and
f is a given function on C. Special cases of this problem may be the Dirichlet’s, the Neumann’s and
the mixed boundary-value problems. Consider now a set of harmonics {’i(r); i=0; 1; 2; : : : ; N}. This
set of linearly independent “trial functions” is required to generate the approximate solution Ua(r)
as a linear combination of the functions ’i(r) with a certain error tolerance. This subject, related to
the completeness property, was investigated in [9] for special sets of trial functions, among which
the set of polar harmonics
1; ln r; ; r±i cos i; r±i sin i; i = 1; 2; : : : ;
where i are constants, in which we are presently interested. An additional factor determining the
choice of the trial functions would be the possibility of satisfaction of the boundary condition on
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certain parts of the boundary from the outset. Thus, the linear combination
Ua(r) =
N∑
i=0
ai’i(r) (3)
rigorously satis6es Eq. (1) and, possibly, the boundary condition (2) on certain parts of the boundary.
The number N is usually referred to as the number of degrees of freedom. The unknown coe@-
cients {ai; i=0; 1; 2; : : : ; N} will now be determined so as to enforce the boundary condition on the
remaining part of the boundary. In the BCM, this is simply achieved by satisfying (2) at a certain
number M of boundary points, called the “collocation points”. This is the most direct way of getting
an approximate solution to problem (1) + (2). One inconvenience of this method, however, is the
arbitrariness in choosing the number and the location of the boundary points at which the boundary
condition is enforced. Also, if M is increased beyond a certain limit, a question of crowdedness of
the boundary points may arise, that render the numerical analysis more delicate, if not impossible at
all, due to rounding-o% and accumulation errors and to instability. This approach is usually imple-
mented by the use of optimization techniques, generally nonlinear, a fact that drastically increases the
solution cost [12]. The method ultimately leads to a rectangular system of linear algebraic equations
for the coe@cients {ai}. Enforcing the boundary condition may also be achieved, not pointwise,
but in “the mean”. This leads to approximations of the solution in the sense of L2-space, as for
the standard techniques based on Variational Principles [15]. The resulting set of linear algebraic
equations in this case is square, but the matrix elements are expressed as integrals that need, in
general, to be evaluated numerically.
The method proposed hereafter may be considered as a variant of the standard method of approx-
imation of the solution “in the mean”. It generally leads to rectangular systems of linear equations
and to integrals that are simpler to evaluate than in the standard method and relies on the following
idea: substitution of (3) into (2) yields
ER(t) ≡
N∑
n=0
anW’n(t)− f(t); t ∈ [0; T ]: (4)
Extending the function ER(t) evenly to the interval [−T; 0], one obtains a function that, hopefully,
should vanish on [− T; T ]. The Fourier coe@cients of this function with respect to the orthonormal
set of functions {1; cosmt=T}, m= 1; 2; : : : should then vanish. Setting to zero the 6rst M Fourier
coe@cients generates a rectangular system of linear algebraic equations of size M × N for the
expansion coe@cients {ai; i = 0; 1; 2; : : : ; N} in the form
N−1∑
n=0
Amnan = Bm; m= 0; 1; 2; : : : ; M − 1; (5)
with
Amn =
∫ T
0
W’n(t)cos
mt
T
dt; Bm =
∫ T
0
f(t)cos
mt
T
dt: (6)
The number M may be increased until some error criterion is satis6ed. For our purposes, one of two
measures of error will be considered hereafter: (i) the maximal boundary error (ERB) measuring
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the largest error in satisfying the boundary conditions:
ERB = sup
t∈[0;T ]
|ER(t)|; (7)
and (ii) the maximal solution error (ERS) measuring the largest error between the approximate
solution Ua(r) and the exact solution (assumed known) Ue(r) at a certain properly chosen set of
points in the domain of the solution:
ERS = max
k
|Ua(rk)− Ue(rk)|: (8)
When the problem under consideration is a Dirichlet’s problem, then ERB will be used, since the
maximum error in the solution is expected to be reached at the boundary.
For more complicated cases, where there is more than one boundary condition, the same technique
may be used invariably. For this, one has only to link additional intervals to [−T; T ] corresponding
to the additional boundary conditions.
Further, in the case equation (1) is replaced by Poisson’s equation, the procedure remains valid
after adding to the unknown function a particular solution of Poisson’s equation, which may be
expressed in the form of Newton’s type potential. The problem once again reduces to the form
given by (1) and (2).
In essence, the proposed method is apparented to the method of Least Squares, where the coe@-
cients are determined through the minimization in L2 of a quadratic expression representing the global
error in terms of the unknown coe@cients, yielding a square system of linear algebraic equations
[1,10]. The error may be improved only by increasing the number of degrees of freedom. BFEM,
however, has the advantage of improving the accuracy for any 6xed number of degrees of freedom
(denoted N ) by increasing the number of zeroed Fourier coe@cients (denoted M). Consequently, it
is expected that the present method is in general superior to the Least Squares method.
The BFEM is subsequently used to 6nd the approximate solutions to 6ve test problems, the exact
analytical solutions of four of which are known. These were investigated in [14] using the BCM
and the 6nite element method, and comparison was carried out between the results obtained by both
methods. Comparison was in favour of the BCM. We have solved these problems using the BCM
and the BFEM. The results obtained by these two methods are compared and some conclusions are
drawn concerning the e@ciency of the BFEM. We have produced tables for the errors for di%erent
values of the degrees of freedom for BFEM. Whenever available, results from BCM were also given.
The tables were ended either when the accuracy started to decrease or if no convergence was attained
in the calculations (while performing the integrals).
The calculations throughout the paper were carried out using Mathcad 7 Software and all integrals
were numerically evaluated with a level of accuracy of the order 10−6. In each case, it was noticed
that the condition number of the resulting matrix grew larger as the dimensions of the matrix grew
larger. As a result, the behavior of the error changed from monotonically decreasing to oscillatory
after threshold values for N and M , were reached.
3. Test problems. Analytical and approximate solutions
The 6ve prototype problems investigated in this section are taken from [14]. These were carefully
chosen so as to put in evidence di%erent aspects of the use of polar harmonics as trial functions.
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Fig. 1. Problem I.
All the problems, exception made of the problem II, involve exclusively rectangular boundaries. All
of them describe steady state physical phenomena in Electrostatics, Heat Conduction or potential
Fluid Flow. The provided approximate solutions to these problems clearly indicate the possibility
of e@ciently using sets of harmonic functions for which the given boundaries are not geometrically
“natural” ones. System (5) was solved using the well-known QR-decomposition technique, in which
matrix A is written as
A= QR;
with Q orthonormal and R-upper triangular. The same has been used with the BCM. Here, the
collocation points were chosen so as to correspond to equidistant values of the boundary parameter
t, which does not necessarily mean that the distances between any two successive points are equal.
In all cases, comparison was carried out between the corresponding errors obtained by the BCM
and by the BFEM, for the same level of expansion in terms of the trial functions. For each level,
only the optimal value representing the number of collocation points (in the BCM) or the number
of zeroed Fourier coe@cients (in the BFEM) are given.
3.1. Problem I
This is the mixed boundary-value problem for Laplace’s equation illustrated in Fig. 1:
JU = 0; 0¡x¡ 1; 0¡y¡E(=0:5); (9)
with the boundary conditions
9U
9y = 0; 06 x6 1; y = E(=0:5);
U = 0; 06 x6 1; y = 0 and x = 1; 06y6E(=0:5);
U = 1; x = 0; 06y6E(=0:5): (10)
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Table 1
Problem I by the BFEM
N M ERB ERS
10 30 0:379× 10−3 0:454× 10−3
15 50 0:150× 10−4 0:103× 10−4
20 60 0:437× 10−6 0:345× 10−6
25 72 0:176× 10−7 0:112× 10−7
30 80 0:139× 10−8 0:537× 10−9
35 80 0:256× 10−9 0:112× 10−9
The exact solution Ue to this problem reads
Ue = 1− x − 2
∞∑
k=1
1
k
cosh
[
k
(
1
2 − y
)]
cosh 12 k
sin(kx): (11)
Taking in consideration the jump in the boundary conditions at the corner (0; 0), the approximate
solution is taken in the form
Ua(r; ) =
2

+
N−1∑
k=0
akr2k+2 sin[(2k + 2)]: (12)
This satis6es the boundary conditions on the two sides of the rectangle lying on the coordinate
axes Ox, Oy. Satisfaction of the other two boundary conditions leads to the following expressions
for the coe@cients of the system of linear equations:
Amn=
∫ p
0
(sec t)2n+2 sin[(2n+ 2)t] cos 2mt dt
+
n+ 1
22n+1
∫ =2
p
(csc t)2n+1 cos[(2n+ 1)t] cos 2mt dt;
m= 0; 1; 2; : : : ; M − 1; n= 0; 1; 2; : : : ; N − 1 (13)
and
Bm =−2
∫ p
0
t cos 2mt dt − 2

∫ =2
p
cos t sin t cos 2mt dt; m= 0; 1; 2; : : : ; M − 1: (14)
Table 1 exhibits the obtained numerical results.
The best result obtained by BCM is ERB=0:573×10−8, ERS=0:294×10−8, reached for N =30
and M = 74. This strongly di%ers from the result of [14], where the best reported error was of the
order of 10−3. We believe that this discrepancy is due to the use in [14] of an inconvenient form
for the exact solution.
The error distribution ER() on the boundary is represented in Fig. 2. The maximum value of
ER() is seen to occur at the corner (1; E) of the rectangular boundary, the error being localized
around this point.
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Fig. 2. Problem I. ER() by the BFEM, N = 30.
Fig. 3. Problem II.
3.2. Problem II
This is the mixed boundary-value problem for Laplace’s equation illustrated in Fig. 3:
JU = 0; −1¡x¡ 1; 0¡y¡ 1; r ¿E(=0:4) (15)
with the boundary conditions
U = 0; x = 1; 06y6 1 and r = E(=0:4); 06 6 ;
U = 1; x =−1; 06y6 1;
9U
9y = 0; −16 x6 1; y = 1 and E6 |x|6 1; y = 0: (16)
The approximate solution is taken in the form
Ua(r; ) = a0 ln
r
E
+
N−1∑
k=1
ak
(
rk − E
2k
rk
)
cos k: (17)
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Table 2
Problem II by the BFEM
N M ERB
10 60 0:722× 10−2
15 70 0:857× 10−3
20 80 0:666× 10−4
30 90 0:513× 10−6
40 90 0:165× 10−7
50 90 0:265× 10−9
This satis6es the boundary conditions on the intervals E6 |x|6 1, y = 0 and on the half-circle
r = E(=0:4), 06 6 . Satisfaction of the remaining boundary conditions leads to the following
coe@cients for the linear system of equations for the expansion coe@cients {ak ; k=0; 1; 2; : : : ; N−1}:
Am0 =
∫ =4
0
ln
sec t
E
cosmt dt −
∫ 3=4
=4
sin t cosmt dt +
∫ 
3=4
ln
|sec t|
E
cosmt dt;
m= 0; 1; 2; : : : ; M − 1; (18)
Amn=
∫ =4
0
[
(sec t)n − E
2n
(sec t)n
]
cos nt cosmt dt
+
∫ 3=4
=4
n
[
(csc t)n sin[(n− 1)t]− E
2n
(csc t)n
sin[(n+ 1)t]
]
cosmt dt
+
∫ 
3=4
[
|sec t|n − E
2n
|sec t|n
]
cos nt cosmt dt;
m= 0; 1; 2; : : : ; M − 1; n= 1; 2; : : : ; N − 1 (19)
and
B0 =

4
; Bm =− 1m sin
3m
4
; m= 1; 2; : : : ; M − 1: (20)
The error ER() for this problem involves both the function and its normal derivative. Table 2
exhibits the obtained numerical results.
The best error obtained by BCM is ERB = 0:365 × 10−8, reached for N = 50, M = 60, to be
compared with 0:265 × 10−9 obtained within the present approach for both these functions for the
same number of degrees of freedom.
The error distribution ER() (06 6 ) on the three straight boundaries of the domain is rep-
resented in Fig. 4. This error is localized around the two corners (±1; 1).
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Fig. 4. Problem II. ER() by the BFEM, N = 30.
Fig. 5. Problem III.
3.3. Problem III
This is the mixed boundary-value problem for Laplace’s equation in a rectangular region:
JU = 0; 0¡x¡ 1; 0¡y¡E; (21)
with the boundary conditions
9U
9 = 0; = 0; 06 r6 1 and =

2
; 06 r6E;
U =−1
2
r2; x = 1; 06y6E and y = E; 06 x6 1; (22)
where (r; ) are polar coordinates as in Fig. 5.
The exact solution in terms of the orthogonal Cartesian coordinates (x; y) may be written in a
more convenient way than in [12] as
Ue(x; y) =−1 + 12 (x
2 − y2) + 32
3
∞∑
k=0
(−1)k
(2k + 1)3
cosh
[
(2k + 1)y2
]
cosh
[
(2k + 1)E2
] cos [(2k + 1) x
2
]
: (23)
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The second mixed derivative is
92Ue
9x9y =−
8

∞∑
k=0
(−1)k
2k + 1
[
sinh(2k + 1)y=2
cosh(2k + 1)E=2
]
sin
[
(2k + 1)
x
2
]
: (24)
Asymptotically, the term between brackets, for y=E, tends to the value 1. The convergence, however,
is slower as parameter E becomes smaller. Thus, using the formula [18, p. 149]
∞∑
k=0
(−1)k sin[(2k + 1)z]
2k + 1
=−1
2
ln tan
(
4
− z
2
)
; −
2
¡z¡

2
; (25)
it follows that the mixed second derivative in (12) behaves like (4=)ln(1 − x) as one approaches
the upper right corner (1; E). The other second order derivatives are regular at this point.
A harmonic function possessing this type of behaviour may be taken as
'(x; y) =
2

((2 ln ( sin 2)+ (2) cos 2)); (26)
where ((; )) are polar coordinates centered at the upper right corner, with initial line taken along
the upper side of the boundary, so that
(= [(1− x)2 + (1− y)2]1=2; )= tan−1 1− y
1− x :
This problem will be solved for two cases, denoted Ia (E = 1) and Ib (E¡ 1). Within case Ib,
we shall consider the three values E = 0:5, 0.25 and 0.10.
3.3.1. Problem IIIa
The domain here is the region included in a square of side length 2. By extending both the domain
and the unknown function U symmetrically with respect to the coordinate axes Ox and Oy and in
view of the existing symmetry, one may represent the approximate solution of this problem as
Ua(r; ) =
N−1∑
n=0
anr4n cos 4n+ asf(x; y); (27)
where
f(x; y) = '(x; y) + '(−x; y) + '(x;−y) + '(−x;−y): (28)
The case as = 0 corresponds to the expansion used in [14]. Here, for the improved version of the
solution, this coe@cient is taken equal to unity. Formula (27) satis6es identically the 6rst of boundary
conditions (22) on two sides of the rectangle. Satisfaction of the remaining boundary condition yields
ER() ≡
N−1∑
n=0
anr4n cos 4n+ f(r cos ; r sin ) +
1
2
r2 = 0; 06 6

2
; (29)
where r must now be considered as a function of :
r() =


sec ; 06 6

4
;
csc ;

4
¡6

2
:
(30)
374 M.S. Abou-Dina, A.F. Ghaleb / Journal of Computational and Applied Mathematics 167 (2004) 363–387
Table 3
ERB for Problem IIIa (E = 1:0)
N M ERB N M ERB (improved)
5 10 0:319× 10−3 5 15 0:112× 10−6
10 32 0:420× 10−4 6 15 0:112× 10−6
15 39 0:829× 10−5 7 15 0:387× 10−7
20 45 0:590× 10−6 8 15 0:604× 10−8
25 32 0:311× 10−6 9 15 0:534× 10−8
40 60 0:160× 10−7 10 16 0:553× 10−9
Extending function ER() symmetrically to [ − =2; 0], and equating to zero its 6rst M Fourier
coe@cients leads to the system of linear algebraic equations (5) with
Amn=
∫ =4
0
(sec t)4n cos 4nt cos 2mt dt +
∫ =2
=4
(csc t)4n cos 4nt cos 2mt dt
= [1 + (−1)m]
∫ =4
0
(sec t)4n cos 4nt cos 2mt dt;
m= 0; 1; 2; : : : ; M − 1; n= 0; 1; 2; : : : ; N − 1 (31)
and
Bm=−
∫ =4
0
[
1
2
(sec t)2 + f(1; tan t)
]
cos 2mt dt
−
∫ =2
=4
[
1
2
(csc t)2 + f(cot t; 1)
]
cos 2mt dt; m= 0; 1; : : : ; M − 1: (32)
It is useful to note that the integrals involved in the expressions for Amn may be calculated analyti-
cally.
Table 3 shows the obtained numerical results for ERB. The left half of the table corresponds to
as = 0.
The best result by BCM is ERB = 0:179× 10−5.
3.3.2. Problems IIIb,c,d
Extending the problem symmetrically with respect to the axes as before, the approximate solutions
for these three cases may be expanded as
Ua(r; ) =
N−1∑
n=0
anr2n cos 2n+ asf(x; y); (33)
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Table 4
ERB for Problem IIIb with E = 0:5
N M ERB N M ERB (improved)
5 30 0:812× 10−4 3 9 0:163× 10−2
7 30 0:243× 10−4 4 10 0:316× 10−4
8 30 0:133× 10−4 5 12 0:296× 10−4
11 36 0:970× 10−5 6 11 0:230× 10−5
12 42 0:627× 10−5 7 11 0:102× 10−6
15 60 0:349× 10−5 8 12 0:907× 10−7
17 78 0:205× 10−5 9 16 0:119× 10−7
20 88 0:126× 10−5 10 19 0:643× 10−9
21 90 0:102× 10−5 11 21 0:501× 10−9
22 110 0:558× 10−6 12 22 0:151× 10−9
23 130 0:139× 10−6 13 23 0:140× 10−9
24 140 0:580× 10−7 14 23 0:120× 10−9
with
r() =


sec ; 06 6 *;
E csc ; *¡6

2
;
*= tan−1 E: (34)
The boundary condition involving the normal derivative is identically satis6ed. Enforcement of
the other boundary condition for 06 6 =2 leads to the following expressions for the coe@cients
of the linear system of equations:
Amn =
∫ *
0
(sec t)4n cos 4nt cos 2mt dt + E4n
∫ =2
*
(csc t)4n cos 4nt cos 2mt dt;
m= 0; 1; : : : ; M − 1; n= 0; 1; : : : ; N − 1; (35)
and
Bm=−
∫ *
0
[
1
2
(sec t)2 + f(1; tan t)
]
cos 2mt dt
−
∫ =2
*
[
1
2
E2n(csc t)2 + f(E cot t; E)
]
cos 2mt dt; m= 0; 1; : : : ; M − 1: (36)
The numerical results for ERB for the three cases Ib are shown in Tables 4–6. The optimal result
row is shown in bold. The case E = 0:1 was not treated in [14].
The best result by BCM is ERB = 0:136× 10−5.
The best result by BCM is ERB = 0:131× 10−3.
The above tables show that the approximate solution has been improved due to the additional trial
function, characterized by a weak singularity at the corner point (1; E) in three di%erent ways: A
better accuracy (a gain up to four orders for E = 0:25), a reduction of the number of degrees of
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Table 5
ERB for Problem IIIb with E = 0:25
N M ERB N M ERB (improved)
3 20 0:445× 10−4 3 14 0:893× 10−3
4 18 0:492× 10−4 4 14 0:409× 10−3
5 17 0:449× 10−4 5 25 0:148× 10−4
7 23 0:432× 10−4 7 25 0:104× 10−5
9 23 0:175× 10−4 9 25 0:113× 10−6
11 35 0:240× 10−4 11 25 0:132× 10−7
15 37 0:334× 10−5 15 30 0:283× 10−9
Table 6
ERB for Problem IIIb with E = 0:1
N M ERB N M ERB
3 22 0:736× 10−4 3 25 0:216× 10−2
5 26 0:626× 10−4 5 25 0:190× 10−3
7 32 0:615× 10−4 7 25 0:251× 10−4
8 32 0:562× 10−4 8 25 0:104× 10−4
10 32 0:831× 10−5 10 25 0:329× 10−5
13 38 0:348× 10−5 11 25 0:117× 10−5
15 45 0:106× 10−5 12 30 0:101× 10−5
freedom (up to 75% for E = 1:0) and a reduction of the number of zeroed Fourier coe@cients (up
to 85% for E = 0:5).
The improvement, however, became less noticeable as the value of the shape ratio E decreases to
zero (i.e. as the shape of the boundary deviates from being square). This may be explained by the
remark following Eq. (24) concerning the inQuence of the values of E on the asymptotic behaviour
of 92Ue=9x9y.
4. Problem IV
This is the mixed boundary-value problem for Laplace’s equation illustrated in Fig. 6, where
attention was con6ned to the case E = 1, corresponding to a square domain:
JU = 0; 0¡x¡ 1; 0¡y¡ 1; (37)
with the boundary conditions
9U
9 = 0; = 0; 06 r6 1 and =

2
; 06 r6 1;
U = 0; x = 1; 06y6 1;
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Fig. 6. Problem IV.
9U
9y + Bi(U − 1) = 0; y = 1; 06 x6 1; (38)
where Bi is a given parameter. This is a typical problem of steady state temperature distribution,
with Bi as Biot constant. This type of problems involving the radiation condition was considered by
Kelman [11], who proved the existence and uniqueness of the solution using a perturbation technique
in the parameter Bi, with zero order term corresponding to the Neumann problem (Bi = 0).
The exact solution of this problem in terms of the orthogonal Cartesian coordinates (x; y) may be
written as [14]
Ue(x; y) = 2Bi
∞∑
k=0
(−1)k
+2k
[
cosh(+ky)
sinh +k + (Bi=+k)cosh +k
]
cos (+kx); (39)
with
+k = (2k + 1)

2
; k = 0; 1; 2; : : : : (40)
One may easily notice that the convergence of the solution series becomes weaker as the value
of Bi increases, a fact that may cause inconvenience if a high degree of accuracy is required in the
computations. For su@ciently large K , the tail of this series behaves like
2
∞∑
k=K
(−1)k
+k
1
+k=Bi + 1
e−+k(1−y) cos (+kx):
It is thus expected that the constant Bi will play a primordial role in the analysis of the solution.
We have investigated the derivatives of the function Ue in some detail. To this end, we accelerate
the convergence of the series for Ue by extracting from it a series with singular behaviour. This
may be achieved by subtracting and adding 1=sinh +k to the term between brackets in (39). This
procedure may be repeated any number of times, until the behaviour of the desired derivative is
revealed.
Actually, we have con6ned our attention to the derivatives of Ue up to the second order included.
For convenience, we introduce a local system of Cartesian coordinates (X; Y ) at the upper right
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corner, so that
X = 1− x; Y = 1− y:
The following results were obtained:
1. The 6rst step of the explained procedure extracts from solution (39) a series which behaves
like
f1(X; Y ) = 2Bi
∞∑
k=0
1
+2k
e−+kY sin +kX: (41)
Using results of [18, p. 149], it can be shown that the derivatives of f1 have the following behaviour
as the upper right corner (1,1) is approached along the boundary:(
9f1
9X
)∣∣∣∣
Y=0
→ − 2Bi

ln(X );
(
9f1
9X
)∣∣∣∣
X=0
→ − 2Bi

ln(Y );
(
9f1
9Y
)∣∣∣∣
Y=0
→ −Bi;
(
9f1
9Y
)∣∣∣∣
X=0
= 0;
(
92f1
9X 2
)∣∣∣∣
Y=0
→ − 2Bi

1
X
;
(
92f1
9X 2
)∣∣∣∣
X=0
= 0;
(
92f1
9X 9Y
)∣∣∣∣
Y=0
→ −Bi/(X );
(
92f1
9X 9Y
)∣∣∣∣
Y=0
→ −2Bi

1
Y
:
Thus, the derivative 9f1=9y su%ers a jump at the upper right corner. A harmonic function having
exactly the same type of behaviour at the corner as f1 is
0(x; y) =
−2Bi

(( ln ( cos)− () sin)); (42)
where ((; )) are polar coordinates centered at the upper right corner, with initial line taken along
the upper side of the boundary, so that
(= [(1− x)2 + (1− y)2]1=2; )= tan−1 1− y
1− x :
2. The second step extracts from solution (39) a series which behaves like
f2(x; y) =−2Bi2
∞∑
k=0
1
+3k
e−+kY sin +kX:
As the upper right corner (1,1) is approached along the boundary, the 6rst derivatives of f2 are
regular, while the second order derivatives have the following behaviour:(
92f2
9X 2
)∣∣∣∣
Y=0
→ Bi2;
(
92f2
9X 2
)∣∣∣∣
X=0
→ 0;
(
92f2
9X 9Y
)∣∣∣∣
Y=0
→ −2Bi
2

ln(X );
(
92f2
9X 9Y
)∣∣∣∣
X=0
→ −2Bi
2

ln(Y ):
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This behaviour is adequately simulated by a harmonic function of the type introduced earlier in
(26):
1(x; y) =
−Bi2
2
'(x; y) =
−Bi2

((2 ln ( sin 2)+ (2) cos 2)): (43)
As the procedure develops for higher order derivatives, higher powers of Bi will be involved
as multiplicative constants in the weak singularities at the upper right corner. Such terms will
signi6cantly disturb any iterative method used to solve the problem as Bi grows larger. This is
in accordance with an earlier remark based on Kelman’s work [11].
In order to assess the signi6cance of the procedure of isolation of singularities, four variants of
this problem will be treated, for Bi = 0:1; 1:0; 5:0; 10:0. As before, the symmetric extension of the
solution with respect to the coordinate axes guarantees the vanishing of the normal derivative on
two sides of the square.
The expression for the approximate solution is therefore taken as
Ua(r; ) =
N−1∑
n=0
anr2n cos 2n+ bsg(x; y) + csh(x; y); (44)
with
g(x; y) = 1(x; y) + 1(−x; y) + 1(x;−y) + 1(−x;−y) (45)
and
h(x; y) = 0(x; y) + 0(−x; y) + 0(x;−y) + 0(−x;−y): (46)
The case bs = cs = 0 corresponds to the expansion used in [14]. In what follows, we shall set
bs = cs = 1. Satisfaction of the other two boundary conditions on the interval 06 6 =2 leads to
the following expressions for the coe@cients of the linear system of equations:
Amn=
∫ =4
0
(sec t)2n cos 2nt cos 2mt dt
+
∫ =2
=4
(csc t)2n−1
[
csc t cos 2nt − 2n
Bi
sin[(2n− 1)t]
]
cos 2mt dt;
m= 0; 1; 2; : : : ; M − 1; n= 0; 1; 2; : : : ; N − 1 (47)
and
Bm =
∫ =2
=4
q(tan t; 1) cos 2mt dt; m= 0; 1; 2; : : : ; M − 1; (48)
with
q(x; y) = 1−
(
1
Bi
9g
9y + g
)
−
(
1
Bi
9h
9y + h
)
: (49)
Expecting the largest error in the solution to occur on the side where the radiation condition is
set, we have calculated ERS for a set of points scattered uniformly along this side.
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Table 7
ERB for Problem IV with Bi = 0:1
N M ERB N M ERB (improved)
5 55 0:933× 10−2 5 50 0:263× 10−4
10 50 0:132× 10−2 6 50 0:153× 10−5
15 50 0:337× 10−3 7 50 0:121× 10−5
20 62 0:908× 10−3 8 50 0:251× 10−6
25 62 0:111× 10−2 9 50 0:257× 10−6
30 62 0:835× 10−3 10 50 0:850× 10−7
35 80 0:183× 10−3 11 50 0:611× 10−7
40 80 0:692× 10−4 12 50 0:374× 10−7
50 100 0:274× 10−3 13 50 0:260× 10−7
60 120 0:909× 10−4 15 50 0:133× 10−7
80 120 0:234× 10−4 20 51 0:124× 10−7
Table 8
ERS for Problem IV with Bi = 0:1
N M ERS N M ERS (improved)
10 50 0:593× 10−2 5 50 0:362× 10−5
20 62 0:273× 10−2 7 50 0:110× 10−5
25 62 0:217× 10−2 8 50 0:588× 10−6
30 62 0:191× 10−2 9 50 0:605× 10−6
35 80 0:154× 10−2 10 50 0:465× 10−6
40 80 0:137× 10−2 11 50 0:471× 10−6
50 100 0:106× 10−2 12 50 0:437× 10−6
60 120 0:219× 10−3 13 50 0:433× 10−6
80 120 0:165× 10−3 15 50 0:422× 10−6
Tables 7–14 show the numerical results for ERB and ERS for the four considered values of the
parameter Bi.
The best result by BCM is ERB = 0:900× 10−3.
The best result by BCM is ERB = 0:614× 10−2.
The best result by BCM is ERB = 0:106× 10−1.
The best result by BCM is ERB = 0:246× 10−1.
The tables also show that the approximate solution has been improved due to the additional trial
functions with weak singularities at the corner point (1,1) in three ways: For Bi = 0:10, one notes
a better accuracy (a gain of up to three orders), a reduction of the number of degrees of freedom
(up to 75%) and a reduction of the number of zeroed Fourier coe@cients (up to 50%).
The improvement in the accuracy, however, became less noticeable (from three orders to one only)
as the value of the Biot constant Bi grew larger (from 0.1 to 10.0). Again, this may be explained
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Table 9
ERB for Problem IV with Bi = 1:0
N M ERB N M ERB (improved)
15 50 0:276× 10−2 8 51 0:176× 10−3
20 60 0:360× 10−2 10 51 0:404× 10−4
25 80 0:383× 10−2 12 51 0:165× 10−4
30 80 0:308× 10−2 15 51 0:541× 10−5
35 100 0:874× 10−3 18 51 0:462× 10−5
40 120 0:489× 10−3 20 51 0:432× 10−5
Table 10
ERS for Problem IV with Bi = 1:0
N M ERS N M ERS (improved)
15 50 0:294× 10−1 5 51 0:669× 10−3
20 60 0:205× 10−1 6 51 0:787× 10−3
25 80 0:161× 10−1 10 51 0:768× 10−4
30 80 0:135× 10−1 12 51 0:311× 10−4
35 100 0:111× 10−1 15 51 0:128× 10−4
40 120 0:253× 10−2 18 51 0:605× 10−5
Table 11
ERB for Problem IV with Bi = 5:0
N M ERB N M ERB (improved)
20 50 0:807× 10−2 10 50 0:340× 10−2
30 100 0:678× 10−2 12 50 0:968× 10−3
40 100 0:171× 10−2 14 50 0:369× 10−3
45 85 0:135× 10−2 16 50 0:164× 10−3
50 85 0:110× 10−3 18 50 0:157 × 10−3
by the remark following Eq. (40) concerning the inQuence of the values of Bi on the process of
6nding the solution. To further the accuracy following the proposed procedure, one has to isolate
the singularities in the third order derivatives of the solution, with multiplicative factor Bi3.
4.1. Problem V
This is the mixed boundary-value problem for Laplace’s equation illustrated in Fig. 7, where
attention was con6ned to the case E = 1, corresponding to a square domain:
JU = 0; 0¡x¡ 1; 0¡y¡ 1; (50)
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Table 12
ERS for Problem II with Bi = 5:0
N M ERS N M ERS (improved)
20 50 0:829× 10−1 10 50 0:290× 10−2
25 50 0:680× 10−1 12 50 0:150× 10−2
30 100 0:494× 10−1 14 50 0:907× 10−3
40 100 0:395× 10−1 16 50 0:565× 10−3
45 85 0:387× 10−1 18 50 0:370× 10−3
50 85 0:359× 10−1 21 50 0:181× 10−3
Table 13
ERB for Problem II with Bi = 10:0
N M ERB N M ERB (improved)
20 50 0:117× 10−1 14 50 0:185× 10−2
30 50 0:158× 10−1 15 50 0:120× 10−2
40 70 0:921× 10−2 16 50 0:985× 10−3
50 120 0:180× 10−2 17 50 0:106× 10−2
80 120 0:108× 10−2 18 50 0:844× 10−3
Table 14
ERS for Problem II with Bi = 10:0
N M ERS N M ERS (improved)
20 50 0:134× 100 15 50 0:141× 10−2
30 50 0:103× 100 16 50 0:177× 10−2
40 70 0:776× 10−1 17 50 0:105× 10−2
50 120 0:100× 10−1 18 50 0:130× 10−2
80 120 0:597 × 10−2 19 50 0:804× 10−3
with the boundary conditions
9U
9 = 0; = 0; 06 r6 1 and =

2
; 06 r6 1;
U = 0; x = 1; 06y6 1;
U = 1− x; y = 1; 06 x6 1: (51)
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Fig. 7. Problem V.
The exact solution to this problem is [14]
Ue(x; y) =
8
2
∞∑
k=0
cos[(2k + 1)x=2]cosh[(2k + 1)y=2]
(2k + 1)2 cosh[(2k + 1)=2]
: (52)
One has
9Ue
9y =
4

∞∑
k=0
1
2k + 1
sinh[(2k + 1)y=2]
cosh[(2k + 1)=2]
cos
[
(2k + 1)
x
2
]
: (53)
One 6nds that this derivative behaves like −(2=)ln x on approaching the upper left corner (0,1)
from the upper side of the boundary y = 1. The other 6rst order derivative is regular at this point.
A harmonic function possessing this type of behaviour may be taken as
7(x; y) =
2

(( ln ( sin)+ () cos));
where ((; )) are polar coordinates centered at the upper left corner, with initial line taken along the
upper side of the boundary, so that
(= [x2 + (1− y)2]1=2; )= tan−1 1− y
x
:
Function 7(x; y) will subsequently be properly added to the set of trial functions used to express
the approximate solution.
The symmetric extension of the solution with respect to the coordinate axes guarantees the vanish-
ing of the normal derivative on two sides of the square. The expression for the approximate solution
is taken as
Ua(r; ) =
N−1∑
n=0
anr2n cos 2n+ dsk(x; y); (54)
where
k(x; y) = 7(x; y) + 7(x;−y): (55)
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Table 15
ERB for Problem V
N M ERB N M ERB (improved)
15 25 0:163× 10−1 5 15 0:113× 10−3
20 40 0:890× 10−2 7 20 0:225× 10−5
25 50 0:706× 10−2 10 30 0:419× 10−7
30 50 0:703× 10−2 15 50 0:299× 10−10
35 80 0:264× 10−2 20 60 0:161× 10−10
40 120 0:149× 10−2 30 80 0:159× 10−10
The case ds=0 corresponds to the expansion used in [14]. Here, we set ds=1. Satisfaction of the
other two boundary conditions leads to the following expressions for the coe@cients of the linear
system of equations:
Amn =
∫ =4
0
(sec t)2ncos 2nt cos 2mt dt +
∫ =2
=4
(csc t)2n−1 cos 2nt cos 2mt dt;
m= 0; 1; 2; : : : ; M − 1; n= 0; 1; 2; : : : ; N − 1 (56)
and
Bm =
∫ =2
=4
[1− cot t − k(1; tan t)]cos 2mt dt; m= 0; 1; 2; : : : ; M − 1: (57)
The corresponding numerical results for ERB are shown in Table 15.
Here, it is readily shown from Table 15 that the improvement in accuracy is tremendous, the gain
being of 8 whole orders, attained with lesser numbers of degrees of freedom and zeroed Fourier
coe@cients. The best result using BCM is ERB = 0:222× 10−2 for N = 40, M = 240.
4.2. Conclusions
The following conclusions were reached, concerning the e@ciency of the present approach:
1. The use of trial functions in the form of polar harmonics within the BFEM provides an e@cient
way of solving plane boundary-value problems for Laplace’s equation in domains bounded by
boundaries of di%erent geometries.
2. The numerical results presented in this work using the BCM show better accuracy than those
of [14] obtained by the same method. We believe that this is mainly due to the use of di%erent
forms for the exact solutions, of di%erent algorithms for solving the resulting systems of linear
equations, in addition to the use of di%erent hardware components.
3. If, for the same level of approximation (i.e. for the same value of N ), the use of the BFEM does
not always yield better results than the BCM, it would ultimately (i.e. for the large values of
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degrees of freedom) produce more accurate results, as may be noticed from the included tables.
The improvement may di%er from one problem to another.
4. At any level of approximation, it was noticed that the error as calculated by the BCM usually
su%ers a drastic drop at the optimal value of M , which makes it quite di@cult to determine this
optimal value. This feature was not observed in the BFEM.
5. As for the BCM, the error in the BFEM strictly decreases initially, but fails to keep this behavior
after a threshold value of the number of degrees of freedom N is reached: An oscillatory
character generally establishes beyond this stage. This is probably due to the accumulation error.
In general, it was noticed that the ratio M=N for the best results varied roughly between 1.5
and 3.
6. The time cost for the BFEM is higher than for the BCM, because of the integrals to be evaluated.
This di@culty could sometimes be overcome or, at least, reduced by manipulating the integrals
entervening in the expression of any of the coe@cients. In some cases, those integrals may be
evaluated analytically. This disadvantage clearly grew as the size of the coe@cients matrix grew
larger.
7. The proposed method may still be applied if some of the functions given from the outset on the
boundary belong to L1-space, in which case the methods based on Variational Principles may
fail.
8. As for the other methods, the BFEM may be subject to improvement. For example, one may use
improved versions of Fourier expansion, like the sigma-Lanczos parameter technique, or other
suitably weighted integrals.
9. As in the BCM, the level of accuracy is strongly a%ected by the presence of strong or weak
singularities in the exact solution, in which case the expression for the approximate solution has
to include additional terms accounting for the singularity.
10. Adequate harmonic functions with weak singularities at one corner of the rectangular boundary
were introduced into the sets of polar trial functions and used to obtain improved approximate
solutions for some of the investigated boundary-value problems. These additional harmonic func-
tions with boundary singularities may be e@ciently used in other problems with more complicated
geometries of the boundary, involving corners with boundary conditions locally similar to those
used here.
11. The e%ect of the additional trial functions was to improve the accuracy (tremendously, in some
cases) and, simultaneously, to decrease signi6cantly the number of degrees of freedom and the
number of zeroed Fourier coe@cients. In view of the results of Problem IV, it is thought that
the inclusion of weak singularities of higher orders will improve the error further.
12. In Problem III, the additional trial functions became less e%ective as the shape factor E of the
rectangular region decreased. This is a common feature of other methods as well.
13. For the steady-state, heat conduction problem with a radiation condition set on a part of the
boundary (Problem IV), the e%ect of the additional weakly singular trial functions became weaker
as the Biot constant grew larger. This feature seems to be in accordance with the observations
of Kelman [11] and the solution in this case may be improved only by considering higher order
weak singularities.
14. The coe@cients as, bs, cs and ds multiplying the additional harmonic trial functions in the
solved problems could be taken unknowns, to be determined together with the other unknown
expansion coe@cients. This has been carried out to check the obtained results. This may turn
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to be useful in the cases when the type of the singularity is known, but its strength cannot be
detected.
15. The proposed method may be easily extended to cover the case of Poisson’s equation. For this,
one only needs to include a particular solution of this equation, usually expressed as Newton’s
type potential.
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