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Resumo
Nesta dissertação estudamos um teorema de C.H. Taubes sobre soluções de
vórtice das equações de Ginzburg-Landau, que descrevem a supercondutivi-
dade. Para provar o teorema, precisamos mostrar a existência da solução de
uma equação diferencial parcial elíptica não-linear de segunda ordem. Para
obter a existência da solução, estudamos um funcional não-linear deﬁnido
num certo espaço de Sobolev, e detalhamos as contas do artigo de Taubes.
Também incluímos dois capítulos auxiliares sobre ﬁbrados em retas comple-
xos e preliminares analíticos.
Palavras-chave: supercondutividade, equações diferencias elípticas, espa-
ços ﬁbrados, equações de Ginzburg-Landau.
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Abstract
In this work we study a theorem of C.H. Taubes concerning vortex solution to
the Ginzburg-Landau equations, which describe superconductivity. To prove
the theorem we need to show the existence of a solution to a non-linear el-
liptic partial diﬀerential equation of second order. To obtain the existence of
solution we study a non-linear functional deﬁned on an appropriate Sobolev
space. We also include two auxiliary chapters concerning complex line bun-
dles and analytical preliminaries.
Key-words: superconductivity, elliptic diﬀerential equations, bundle spaces,
Ginzburg-Landau equations.
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Capítulo 1
Line Bundles
1.1 Line Bundles
Um line bundle é uma tripla (L,M, pi) formada por variedades L e M e uma
projeção suave pi : L→M tal que
1. Cada ﬁbra pi−1 (m) é um espaço vetorial complexo de dimensão com-
plexa 1;
2. Existe uma cobertura aberta {Uα} de M e difeomorﬁsmos
φα : pi
−1 (Uα)→ Uα × C
tais que para todo ponto m em Uα temos que φα (pi−1 (m)) ⊂ {m}×C
e a restrição
φα |pi−1(m): pi−1 (m)→ {m} × C
é um isomorﬁsmo C-linear.
A cobertura {Uα} é uma cobertura trivializadora.
Exemplo 1.1.1 (Line bundle trivial). Considere uma variedade M . O line
bundle trivial é o produto L = M × C com a projeção pi : L→M dada por
pi (m, z) = m.
7
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Vamos mostrar que pi : L→M é um line bundle.
1. Temos que pi−1 (m) = {m}×C. Podemos ver que pi−1 (m) é um espaço
vetorial complexo de dimensão complexa 1 com as operações
(m, z) + (m,w) = (m, z + w) ,
e
α (m, z) = (m,αz) ,
onde z, w e α são números complexos.
2. Temos que {M} é uma cobertura aberta deM . Além disso, a aplicação
identidade
Id : L→M × C
satisfaz Id (pi−1 (m)) = {m} × C, e portanto
Id|pi−1(m) : pi−1 (m)→ {m} × C
é um isomorﬁsmo C-linear.
Considere um line bundle pi : L → M . Uma aplicação s : U ⊂ M → L
é uma seção local se para todo ponto m em U , temos que s (m) está em
pi−1 (m), ou seja,
pi ◦ s = IdU .
Quando U = M , dizemos que s é uma seção global.
Exemplo 1.1.2 (Seções do line bundle trivial). Considere o line bundle
trivial L = M × C. Para toda função f : M → C, temos que a aplicação
s : M → L dada por s (m) = (m, f (m)) é uma seção global. Reciprocamente,
para toda seção global s : M → L, temos que s (m) está em {m}×C, portanto
existe uma função f : M → C tal que s (m) = (m, f (m)).
Proposição 1.1.3. Considere variedades L e M e uma projeção pi : L →
M , suponha que vale a condição 1 da deﬁnição de line bundle. Temos que
pi : L → M é um line bundle se e somente se existe uma cobertura aberta
{Uα} de M e seções locais sα : Uα → L que não se anulam.
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Demonstração. Suponha que pi : L → M é um line bundle. Tome uma
cobertura aberta {Uα} de M e difeomorﬁsmos
φα : pi
−1 (Uα)→ Uα × C
tais que para todo ponto m em Uα temos que φα (pi−1 (m)) ⊂ {m} × C e a
restrição
φα |pi−1(m): pi−1 (m)→ {m} × C
é um isomorﬁsmo C-linear. Para cada α, deﬁnimos a seção local sα : Uα → L
por
sα (m) = φ
−1
α (m, 1) .
Temos que sα (m) 6= 0 para todo m em Uα.
Reciprocamente, suponha que existe uma cobertura aberta {Uα} de M e
seções locais sα : Uα → L que não se anulam. Deﬁnimos a aplicação
φα : pi
−1 (Uα)→ Uα × C
por
φα|pi−1(m) (z) =
(
m,
z
sα (m)
)
(1.1)
para cada pi−1 (m) em pi−1 (Uα). Aqui usamos que pi−1 (m) é um espaço
vetorial complexo de dimensão complexa 1 e sα não se anula. Temos que a
inversa é
φ−1α : Uα × C→ pi−1 (Uα)
dada por
φ−1α (m,λ) = λsα (m) .
De fato, (1) Dado um z em pi−1 (Uα), temos que z está pi−1 (m) para algum
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m em Uα, portanto
φ−1α ◦ φα (z) = φ−1α ◦ φα|pi−1(m) (z)
= φ−1α
(
m,
z
sα (m)
)
=
z
sα (m)
sα(m)
= z;
(2) Dado um (m,λ) em Uα×C, temos que λsα(m) está em pi−1 (m), portanto
φα ◦ φ−1α (m,λ) = φα (λsα (m))
= φα|pi−1(m) (λsα (m))
=
(
m,
λsα (m)
sα (m)
)
= (m,λ) .
A Equação (1.1) mostra que φα (pi−1 (m)) ⊂ {m} × C e
φα|pi−1(m) (z + w) = φα|pi−1(m) (z) + φα|pi−1(m) (w) ,
φα|pi−1(m) (zw) = φα|pi−1(m) (z)φα|pi−1(m) (w) ,
portanto
φα |pi−1(m): pi−1 (m)→ {m} × C
é um isomorﬁsmo C-linear.
Exemplo 1.1.4 (Fibrado tangente da esfera). Lembre que a esfera S2 é
deﬁnida como o conjunto dos pontos (x, y, z) em R3 tais que
x2 + y2 + z2 = 1.
Podemos ver que o espaço tangente no ponto p em S2 é dado por
TpS2 =
{
v ∈ R3 : 〈p, v〉R3 = 0
}
.
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Lembre que o ﬁbrado tangente à esfera S2 é deﬁnido como
TS2 =
⋃
p∈S2
({p} × TpS2) .
Considere a projeção pi : TS2 → S2 dada por
pi(p, v) = p.
Vamos mostrar que pi : TS2 → S2 é um line bundle. Temos que pi−1 (p) =
TpS2 é um espaço vetorial complexo de dimensão complexa 1 com as opera-
ções
(p, v) + (p, w) = (p, v + w) ,
e
(α + iβ) (p, v) = (p, αv + βnp × v) ,
onde np é o vetor normal unitário no ponto p. Observe que iv é uma rotação
de um ângulo pi
2
dada por
iv = np × v.
Vamos, por exemplo, mostrar que
[(α + iβ) (γ + iδ)] v = (α + iβ) [(γ + iδ) v] .
Temos que
[(α + iβ) (γ + iδ)] v = [αγ − βδ + i (αδ + βγ)] v
= (αγ − βδ) v + (αδ + βγ)np × v.
Na esfera S2, temos que
i (iv) = i (np × v)
= np × (np × v)
= −v,
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portanto
(α + iβ) [(γ + iδ) v] = (α + iβ) (γv + δnp × v)
= α (γv + δnp × v) + βnp × (γv + δnp × v)
= (aγ − βδ) v + (aδ + βγ)np × v,
logo
[(α + iβ) (γ + iδ)] v = (α + iβ) [(γ + iδ) v] .
É possível veriﬁcar que as demais propriedades de espaço vetorial complexo
valem em pi−1 (p).
É fácil ver que as seções de TS2 → S2 são os campos de vetores na
esfera S2. Podemos obter campos de vetores na esfera que localmente não
se anulam. Isto pode feito, por exemplo, usando coordenadas polares. Pela
Proposição 1.1.3, concluímos que TS2 é um line bundle.
Exemplo 1.1.5 (Fibrado de Hopf). A reta projetiva complexa CP 1 é deﬁ-
nida como o espaço C2 \ {(0, 0)} com a relação de equivalência ∼, deﬁnida
por (z1, z2) ∼ (w1, w2) se existe λ em C∗ tal que
w1 = λz1,
w2 = λz2.
A classe de (z1, z2) é denotada por [z1, z2]. Vamos mostrar que CP 1 é uma
variedade complexa de dimensão complexa 1. Deﬁnimos os conjuntos abertos
U1 =
{
[z1, z2] ∈ CP 1 : z1 6= 0
}
,
U2 =
{
[z1, z2] ∈ CP 1 : z2 6= 0
}
,
e deﬁnimos dois difeomorﬁsmos ψ1 : U1 → C e ψ2 : U2 → C dados por
ψ1 ([z1, z2]) =
z2
z1
,
ψ2 ([z1, z2]) =
z1
z2
.
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Repare que
ψ1 (U1 ∩ U2) = C∗,
ψ2 (U1 ∩ U2) = C∗,
e
ψ2 ◦ ψ−11 : C∗ → C∗
z 7→ 1
z
.
Isto mostra que CP 1 é variedade complexa de dimensão complexa 1. O
ﬁbrado de Hopf H é deﬁnido por
H =
{
(z, [z]) ∈ C2 × CP 1 : z ∈ C2 \ {(0, 0)}} .
Podemos ver que o ﬁbrado de Hopf H é uma variedade complexa de dimensão
complexa 2. Deﬁnimos a projeção pi : H → CP 1 dada por pi (z, [z]) = [z].
Vamos mostrar que pi : H → CP 1 é um line bundle. Temos que a ﬁbra
pi−1 ([z]) é dada por
pi−1 ([z]) = {(λz, [z]) : λ ∈ C∗} .
Podemos ver que pi−1 ([z]) é um espaço vetorial complexo de dimensão com-
plexa 1 com as operações
(λz, [z]) + (µz, [z]) = ((λ+ µ) z, [z]) ,
λ (µz, [z]) = ((λµ) z, [z]) .
Deﬁnimos as seções locais s1 : U1 → H e s2 : U2 → H dadas por
s1 ([z1, z2]) =
((
1,
z2
z1
)
, [z1, z2]
)
,
s2 ([z1, z2]) =
((
z1
z2
, 1
)
, [z1, z2]
)
.
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Temos que as seções locais s1 e s2 não se anulam. Pela Proposição 1.1.3,
concluímos que H é um line bundle sobre CP 1.
Considere um line bundle pi : L → M com uma cobertura trivializadora
{Uα} deM . Pela Proposição 1.1.3, podemos tomar seções locais sα : Uα → L
que não se anulam. Em Uα ∩ Uβ escreva
sα = gαβsβ.
As funções gαβ : Uα ∩ Uβ → C∗ são as funções de transição de sα.
Exemplo 1.1.6 (Funções de transição do ﬁbrado de Hopf). Lembre que o
ﬁbrado de Hopf é dado por
H =
{
(z, [z]) : z ∈ C2 \ {(0, 0)}} ,
com a projeção pi : H → CP 1 dada por
pi (z, [z]) = [z] ,
onde [z] = {λz : λ ∈ C∗}. Considere os conjuntos abertos
U1 =
{
[z1, z2] ∈ CP 1 : z1 6= 0
}
,
e
U2 =
{
[z1, z2] ∈ CP 1 : z2 6= 0
}
,
e as seções s1 : U1 → H e s2 : U2 → H dadas por
s1 ([z1, z2]) =
((
1,
z2
z1
)
, [z1, z2]
)
,
s2 ([z1, z2]) =
((
z1
z2
, 1
)
, [z1, z2]
)
.
Temos que
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s1 ([z1, z2]) =
(
z2
z1
(
z1
z2
, 1
)
, [z1, z2]
)
=
z2
z1
((
z1
z2
, 1
)
, [z1, z2]
)
=
z2
z1
s2 ([z1, z2]) .
Obtemos a função de transição g12 : U1 ∩ U2 → C∗ dada por
g12 ([z1, z2]) =
z2
z1
.
Proposição 1.1.7. Considere um line bundle pi : L→M com uma cobertura
trivializadora {Uα} de M e seções locais sα : Uα → L que não se anulam.
Considere uma seção global ξ : M → L e escreva
ξ |Uα = ξαsα,
ξ |Uβ = ξβsβ
em Uα ∩ Uβ. Temos que
ξβ = gαβξα,
onde gαβ são as funções de transição de sα.
Demonstração. Temos que
ξβsβ = ξ |Uα∩Uβ
= ξαsα
= ξαgαβsβ.
Dividindo os dois lados por sβ, obtemos
ξβ = ξαgαβ.
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Proposição 1.1.8. Considere um line bundle pi : L→M com uma cobertura
trivializadora {Uα} de M e seções locais sα : Uα → L que não se anulam.
Denote por gαβ as funções de transição de sα. Temos que
1. gαα = 1 em Uα;
2. gαβgβα = 1 em Uα ∩ Uβ (se não vazio);
3. gαβgβγgγα = 1 em Uα ∩ Uβ ∩ Uγ (se não vazio).
Demonstração. 1. Temos que sα = gααsα. Por outro lado, temos que sα =
1 · sα. Portanto gαα = 1.
2. Temos que
sα = gαβsβ
= gαβgβαsα.
Por outro lado, temos que sα = 1 · sα. Portanto gαβgβα = 1.
3. Temos que
sα = gαβsβ
= gαβgβγsγ
= gαβgβγgγαsα.
Por outro lado, temos quesα = 1 · sα. Portanto gαβgβγgγα = 1.
Observação 1.1.9. É conhecido que dada uma cobertura aberta {Uα} de uma
variedadeM , se existem funções gαβ : Uα∩Uβ → C∗ satisfazendo as condições
1, 2 e 3 da Proposição 1.1.8, então existe, a menos de isomorﬁsmo, um line
bundle L→M e seções locais sα : Uα → L que não se anulam tais que
sα = gαβsβ
em Uα ∩ Uβ [8, p. 5].
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1.2 Conexões e Curvatura
Uma conexão ∇ num line bundle L→M é uma aplicação linear ∇ : Γ (L)→
Γ (T ∗M ⊗ L) tal que para toda seção s : M → L e função f : M → C vale a
regra de Leibniz
∇(fs) = df ⊗ s+ f∇s.
Em outras palavras, uma conexão ∇ num line bundle L → M é uma
aplicação que associa cada seção s : M → L e campo de vetores X em M
com uma seção ∇Xs : M → L, e tal que
1. Para uma seção s : M → L e campos de vetores X1 e X2 em M , temos
que
∇X1+X2s = ∇X1s+∇X2s;
2. Para uma seção s : M → L, um campo de vetores X em M e uma
função f : M → C, temos que
∇fXs = f∇Xs;
3. Para seções s1, s2 : M → L e um campo de vetores X em M , temos
que
∇X (s1 + s2) = ∇Xs1 +∇Xs2;
4. Para uma seção s : M → L, uma função f : M → C e um campo de
vetores X em M , temos que
∇X (fs) = df (X) s+ f∇Xs.
Exemplo 1.2.1 (Conexão do line bundle trivial). Considere o line bundle
trivial L = M × C. Lembre que as seções em L→M são da forma
s (m) = (m, f (m)) ,
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onde f : M → C. Podemos deﬁnir a conexão ∇ dada por
∇s = df.
Mais precisamente,
(∇Xs) (m) = (m, dfm (Xm)) .
Vamos mostrar que ∇ é uma conexão em L→M . Tome duas seções
s1 (m) = (m, f (m)) ,
e
s2 (m) = (m,h (m)) ,
e uma função φ : M → C. Temos que
(∇X (s1 + s2)) (m) = (m, d (f + h)m (Xm))
= (m, dfm (Xm) + dhm (Xm))
= (m, dfm (Xm)) + (m, dhm (Xm))
= (∇Xs1) (m) + (∇Xs2) (m) .
Alem disso,
(∇X (φs1)) (m) = (m, d (φf)m (Xm))
= (m,φ (m) dfm (Xm) + f (m) dφm (Xm))
= φ (m) (m, dfm (Xm)) + dφm (Xm) (m, f (m))
= dφm (Xm) s1 (m) + φ (m) (∇Xs1) (m) .
Portanto,
∇ (s1 + s2) = ∇s1 +∇s2,
∇ (φs1) = dφ⊗ s1 + φ∇s1.
Proposição 1.2.2. [8, p. 8] Considere um line bundle pi : L→M com uma
conexão ∇. Considere uma seção local s : U ⊂ M → L. Para quaisquer
extensões s˜ : M → L e s¯ : M → L de s, temos que
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∇s˜|U = ∇s¯|U .
Portanto podemos deﬁnir
∇s = ∇s˜|U .
Considere um line bundle L → M com uma conexão ∇, uma cobertura
trivializadora {Uα} e seções locais sα : Uα → L que não se anulam. Para
cada α, existe uma única 1-forma Aα em Uα tal que
∇sα = Aα ⊗ sα.
Mais precisamente,
(∇Xsα) (m) = (Aα)m (Xm) sα (m) .
As 1-formas Aα são chamadas 1-formas de conexão de sα.
Observe que a deﬁnição é justiﬁcada pela proposição acima.
Proposição 1.2.3. Considere um line bundle L→M com uma conexão ∇,
uma cobertura trivializadora {Uα} de M e seções locais sα : Uα → L que não
se anulam. Temos que
Aα = Aβ + g
−1
αβdgαβ,
onde gαβ são as funções de transição de sα e Aα são as 1-formas de conexão
de sα.
Demonstração. Temos que
∇sα = ∇ (gαβsβ)
= dgαβ ⊗ sβ + gαβ∇sβ
= dgαβ ⊗ sβ + gαβAβ ⊗ sβ
= (dgαβ + gαβAβ)⊗ sβ.
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Por outro lado temos que
∇sα = Aα ⊗ sα
= gαβAα ⊗ sβ.
Portanto
gαβAα = dgαβ + gαβAβ.
Multiplicando ambos lados por g−1αβ , obtemos
Aα = Aβ + g
−1
αβdgαβ.
Proposição 1.2.4. Considere um line bundle L→M com uma conexão ∇,
uma cobertura trivializadora {Uα} e seções locais sα : Uα → L que não se
anulam. Existe uma 2-forma F∇ em M tal que
F∇|Uα = dAα,
onde Aα são as 1-formas de conexão de sα.
A 2-forma F∇ é a curvatura da conexão ∇.
Demonstração. Basta mostrar que dAα = dAβ em Uα ∩ Uβ. Temos que
dAα = d
(
Aβ + g
−1
αβdgαβ
)
= dAβ − g−2αβdgαβ ∧ dgαβ + g−1αβd (dgαβ)
= dAβ.
Acima usamos o fato que d2 = 0 e ω ∧ ω = 0 para toda 1-forma ω.
Proposição 1.2.5. Considere um line bundle L→M com conexões ∇ e ∇′.
Existe uma 1-forma η em M tal que
∇′s = ∇s+ η ⊗ s,
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F∇′ = F∇ + dη.
Demonstração. Tome uma cobertura trivializadora {Uα} de M e seções sα :
Uα → L que não se anulam. Podemos escrever
∇sα = Aα ⊗ sα,
∇′sα = A′α ⊗ sα.
Deﬁnimos a 1-forma η em Uα por
ηα = A
′
α − Aα.
Vamos mostrar que em Uα ∩ Uβ vale ηα = ηβ. Denote por gαβ as funções de
transição de sα. Temos que
ηα = A
′
α − Aα
=
(
A′β + g
−1
αβdgαβ
)
−
(
Aβ + g
−1
αβdgαβ
)
= A′β − Aβ
= ηβ.
Temos que
∇′sα = A′α ⊗ s
= (Aα + ηα)⊗ sα,
logo
∇′s = ∇s+ η ⊗ s.
Também temos que
F∇′ = dA′α
= dAα + dηα
= F∇ + dη.
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Proposição 1.2.6. Considere um line bundle L→M com uma conexão ∇.
Suponha que existe uma seção ξ : M → L que não se anula e tal que
∇ξ = 0.
Temos que a curvatura da conexão é zero, ou seja
F∇ = 0.
Demonstração. Tome uma cobertura trivializadora {Uα} deM e seções locais
sα : Uα → L que não se anulam, e escreva
ξ|Uα = ξαsα.
Temos que
∇ξ|Uα = ∇ (ξαsα)
= dξα ⊗ sα + ξα∇sα
= dξα ⊗ sα + ξαAα ⊗ sα
= (dξα + ξαAα)⊗ sα.
Como ∇ξ = 0, temos que
ξαAα = −dξα,
logo
Aα = −dξα
ξα
= d (ln ξα) .
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Portanto
F∇ = ddAα
= 0.
1.3 Classes de Chern
Teorema 1.3.1. [8, p. 12] Considere um line bundle L → Σ sobre uma
superfície compacta sem bordo Σ com uma conexão ∇. Temos que
1
2pii
ˆ
Σ
F∇
é um inteiro que não depende de ∇.
O número c1 (L) = 12pii
´
Σ
F∇ é a classe de Chern.
Exemplo 1.3.2. Considere o line bundle trivial L = Σ × C sobre uma
superfície compacta Σ. Sabemos que
∇ = d
é uma conexão em L→ Σ. Sabemos que a curvatura F∇ é nula. Portanto a
classe de Chern é dada por
c1 (Σ× C) = 1
2pii
ˆ
Σ
F∇
= 0.
Exemplo 1.3.3. Considere o line bundle TS2 → S2. Lembre que as coorde-
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nadas esféricas de S2 são 
x (θ, φ) = sinφ cos θ
y (θ, φ) = sinφ sin θ
z (θ, φ) = cosφ
.
A base do plano tangente é formada pelos vetores
∂
∂θ
= (− sin θ sinφ, cos θ sinφ, 0) ,
∂
∂φ
= (cos θ cosφ, sin θ cosφ,− sinφ) .
O vetor normal unitário n é dado por
n =
∂
∂φ
× ∂
∂θ∣∣∣ ∂∂φ × ∂∂θ ∣∣∣
= (cos θ sinφ, sin θ sinφ, cosφ) .
Lembre que as seções do line bundle TS2 → S2 são campos de vetores em S2.
Conside a seção s : S2 → TS2 dada por
s = (− sin θ, cos θ, 0) .
Temos que
∇R3s = dθ ⊗ (− cos θ,− sin θ, 0) .
Lembre que a conexão∇ de TS2 → S2 é a projeção de∇R3 no plano tangente,
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portanto
∇s = ∇R3s− < ∇R3s, n > n
= ∇R3s+ dθ ⊗ sinφn
= dθ ⊗ (− cos θ cos2 φ,− sin θ cos 2φ, sinφ cosφ)
= dθ ⊗ cosφ (n× s)
= i cosφdθ ⊗ s.
Resumindo, temos que
∇s = i cosφdθ ⊗ s.
Portanto a 1-forma de conexão da seção s é dada por
A = i cosφdθ,
e curvatura é dada por
F∇ = d (i cosφdθ)
= −i sinφdφ ∧ dθ.
Portanto a classe de Chern é dada por
c1
(
TS2
)
=
1
2pii
ˆ
S2
F∇
=
−1
2pi
ˆ 2pi
0
(ˆ pi
0
sinφdφ
)
dθ
= −2.
Capítulo 2
Preliminares Analíticas
2.1 Medida e Integração
Considere um conjunto X. Uma familia A de subconjuntos de X é uma
σ-álgebra se:
1. ∅ e X estão em A,
2. Se E ∈ A, então o complementar X \ E ∈ A;
3. Se E1, ..., En, ... ∈ A, então a união
⋃n
i=1Ei ∈ A.
Os elementos de A são conjuntos mensuráveis.
Considere um conjunto X e uma família S de subconjuntos de X. É
possível mostrar que a interseção de todas as σ-álgebras contendo S é uma
σ-álgebra, chamada σ-álgebra gerada por S. A σ-álgebra gerada pela família
dos conjuntos abertos em Rn é a σ-álgebra de Borel [5, 9].
Considere um conjunto X com uma σ-álgebra A. Uma medida é uma
função
µ : A → [0,∞] ,
tal que dados os conjuntos disjuntos E1, E2, ... ∈ A, temos que
µ
( ∞⋃
i=1
Ei
)
=
∞∑
i=1
µ (Ei) .
26
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Teorema 2.1.1. [5, 9] Existe única medida µ na σ-álgebra de Borel de Rn
tal que
µ ([a1, b1]× ...× [an, bn]) = (bn − an) ... (b1 − a1) .
Considere um conjunto X com uma σ-álgebra A. Uma função f : X → R
é mensurável se para todo a em R temos que
{x ∈ X : f (x) > a} ∈ A.
Um espaço de medida é uma tripla (X,A, µ) formada por um conjunto
X com uma σ-álgebra A e uma medida µ.
Proposição 2.1.2. [5, 9] Temos que
1. Se f e g são as funções mensuráveis, então f + g e fg são funções
mensuráveis.
2. Se f e g são as funções mensuráveis, então max {f, g} e min {f, g} são
mensuráveis.
3. Se uma sequencia de funções mensuráveis fn converge pontualmente
para uma função f , então f é mensurável.
Observação 2.1.3. Toda função continua f : Rn → R é mensurável (Borel).
A recíproca é falsa [5].
Considere um espaço de medida (X,A, µ) . Uma função s : X → R é
simples se ela assume número ﬁnito de valores {a1, ..., an}. A integral de s é
deﬁnida por ˆ
X
sdµ =
n∑
i=1
aiµ
{
s−1 (ai)
}
,
onde s−1 (ai) = {x ∈ X : s (x) = ai} .
Considere um espaço de medida (X,A, µ) e função mensurável f : X →
[0,∞). A integral de f é deﬁnida por
ˆ
X
fdµ := sup
{ˆ
X
sdµ : funções simples s ≤ f
}
.
CAPÍTULO 2. PRELIMINARES ANALÍTICAS 28
Considere um espaço de medida (X,A, µ) e uma função mensurável f :
X → R. Podemos escrever
f = f+ − f−,
onde f+ = max {f, 0} e f− = max {−f, 0}. A função f é integrável se´
X
f+dµ <∞ e ´
X
f−dµ <∞. A integral de f é deﬁnida por
ˆ
X
fdµ =
ˆ
X
f+dµ−
ˆ
X
f−dµ.
Observe que vale
´
X
f+dµ < ∞ e ´
X
f−dµ < ∞ se, e somente se,´
X
|f | dµ <∞.
Teorema 2.1.4 (Teorema da convergência monótona). [5, 9] Considere uma
sequencia de funções mensuráveis fn. Suponha que
0 ≤ f1 (x) ≤ f2 (x) ≤ ...
para todo x. Assuma que fn converge pontualmente para uma função f .
Então ˆ
f = lim
n
ˆ
fn.
Teorema 2.1.5 (Teorema da convergência dominada). [5, 9] Considere uma
sequencia de funções mensuráveis fn. Suponha que fn converge pontualmente
para uma função f . Assuma que existe uma função integrável g tal que
|fn (x)| ≤ g (x)
para todo n e x. Então ˆ
f = lim
n
ˆ
fn.
2.2 Espaços de Sobolev
O espaço L2 (Rn) é o conjunto das funções mensuráveis f em Rn tais que
ˆ
Rn
f 2 <∞.
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A norma de uma função f em L2 (Rn) é deﬁnida por
‖ f ‖2L2(Rn)=
ˆ
Rn
f 2.
O produto interno de duas funções f e g em L2 (R2) é deﬁnido por
〈f, g〉L2(Rn) =
ˆ
Rn
fg.
Uma função mensurável f em Rn é localmente integrável se
´
K
|f | < ∞
para todo conjunto compacto K em Rn.
Considere uma função localmente integrável f em Rn. Uma função local-
mente integrável ∂if em Rn é a i-esima derivada fraca de f se
ˆ
Rn
f∂iφ = −
ˆ
Rn
φ∂if
para toda função φ em C∞c (Rn). A deﬁnição acima é justiﬁcada pelas se-
guintes aﬁrmações:
1. Se existem funções localmente integráveis g e h tais que
ˆ
Rn
gφ =
ˆ
Rn
hφ
para toda função φ em C∞c (Rn), então g = h. Em particular, a i-ésima
derivada fraca, se existir, é única.
2. Se a função f é suave, integrando por partes, obtemos
ˆ
Rn
f∂iφ = −
ˆ
Rn
φ (∂if)
para toda φ em C∞c (Rn). Pelo item 1, deduzimos que a i-ésima derivada
fraca de f é igual a i-ésima derivada parcial (clássica) de f .
Mais informações sobre derivadas fracas podem ser encontradas em [7, cap
6] e [4, cap 5].
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O espaço de Sobolev H1 (Rn) é o conjunto das funções localmente inte-
gráveis f em Rn tais que as derivadas fracas ∂1f, . . . , ∂nf existem, e alem
disso ˆ
Rn
f 2 <∞,
ˆ
Rn
|∇f |2 <∞,
onde ∇f = (∂1f, . . . , ∂nf).
A norma de uma função f em H1 (Rn) é deﬁnida por
‖ f ‖2H1(Rn)=
ˆ
Rn
f 2 +
ˆ
Rn
|∇f |2 .
O produto interno de funções f e g em H1 (Rn) é deﬁnido por
〈f, g〉H1(Rn) =
ˆ
Rn
fg +
ˆ
Rn
〈∇f,∇g〉 .
Teorema 2.2.1. [1, 4, 7] O espaço H1 (Rn) com produto interno 〈f, g〉H1(Rn)
é um espaço de Hilbert.
Mais informações sobre H1 (Rn) podem ser encontradas em [7, cap 7] e
[4, cap 5].
O espaço Lp (Rn) é o conjunto das funções mensuráveis f em Rn tais que
ˆ
Rn
|f |p <∞.
A norma de uma função f em Lp (Rn) é deﬁnida por
‖ f ‖pLp(Rn)=
ˆ
Rn
|f |p .
Existem vários teoremas sobre imersões de Sobolev. Vamos usar o se-
guinte resultado no Capítulo 3.
Teorema 2.2.2 (Desigualdade de Sobolev). [7, p. 206] Para toda função f
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em H1 (R2), temos que
‖ f ‖kLk(R2)≤ 2
k
2
+2kk ‖ f ‖kH1(R2)
para todo 2 ≤ k <∞.
Demonstração. Tivemos diﬁculdade de encontrar a constante explícita 2
k
2
+2kk
na referência usada pelo artigo do Taubes. Esta constante é importante no
Capítulo 3. Vamos obter o resultado usando outra referência. Pelo Teorema
8.5 item (ii) em [7, p. 206], sabemos que
‖ f ‖Lk(R2)≤
1√
S2,k
‖ f ‖H1(R2),
onde S2,k >
{
k1−
2
k (k − 1)−1+ 1k (k−2
8pi
) 1
2
− 1
k
}−2
. Temos que
1√
S2,k
< k1−
2
k
1
(k − 1)1− 1k
(
k − 2
8pi
) 1
2
− 1
k
≤ k1− 2k 1(
k
2
)1− 1
k
(
k
8pi
) 1
2
− 1
k
≤ k 12− 2k 21− 1k
(
1
16
) 1
2
− 1
k
= k
1
2
− 2
k 2−1+
3
k
≤ k2 12+ 2k .
Portanto
‖ f ‖kLk(R2)≤ 2
k
2
+2kk ‖ f ‖kH1(R2) .
Existe uma teoria que generaliza a teoria clássica das imersões de Sobolev.
O espaço LA (Rn) é o conjunto das funções mensuráveis f em Rn tais que
ˆ
Rn
A (|f |) <∞,
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onde A é uma função satisfazendo certas propriedades [1, p. 262]. No nosso
caso A(t) = et
2 − 1. Vamos usar o seguinte resultado.
Teorema 2.2.3. [1, p. 277-280] Para toda função f em H1 (R2), existe uma
constante positiva ρ (dependendo de f) tal que
ˆ
R2
(
eρ
2f2 − 1
)
<∞.
Demonstração. Gostaríamos de aplicar o teorema 8.27 em [1, p. 277] com
n = 2, p = 2 e m = 1. Mas ele só vale para domínios limitados. Na p.
280 o autor explica a adaptação para domínios não limitados, e mostra como
escolher a constante ρ.
2.3 Análise Funcional
Lembre que um espaço vetorial H com um produto interno 〈·, ·〉H é um
espaço de Hilbert se H com a norma ‖v‖2H = 〈v, v〉H é um espaço métrico
completo. Lembre que um funcional G num espaço de Hilbert H é uma
função G : H → R.
Considere um funcional G deﬁnido num espaço de Hilbert H. Dados v e
h em H, a derivada de Gâteaux G′(v, h) é deﬁnida por
G′ (v, h) = lim
t→0
G (v + th)−G (v)
t
,
se o limite existir.
Uma sequência vn num espaço de Hilbert H converge fracamente para
um v em H se
〈vn, w〉H → 〈v, w〉H
para todo w em H.
Um funcional G deﬁnido em H é semicontínuo inferiormente no sentido
fraco se para toda sequência vn emH convergindo para um v emH no sentido
fraco, temos que
G(v) ≤ lim inf
n
G(vn).
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No capítulo 3, vamos usar a seguinte proposição para mostrar que um
certo funcional G deﬁnido em H1 (R2) possui um ponto de mínimo local.
Proposição 2.3.1. [11, p. 100] Considere um funcional G deﬁnido num
espaço de Hilbert H. Suponha que a derivada de Gâteaux G′ (x, h) existe
para todo x e h em H. Assuma que G é semicontínuo inferiormente no
sentido fraco. Suponha que existe uma constante positiva R tal que
G′ (v, v) > 0
para todo v em H com ‖v‖H = R. Então existe ponto de mínimo local de G
no interior da bola |x| ≤ R, ou seja, existe um v0 em H com ‖v0‖H < R tal
que
G(v0) ≤ G(v)
para todo v suﬁcientemente próximo de v0. Em particular,
G′(v0) = 0.
Um funcional G deﬁnido num espaço de Hilbert H é convexo se
G (tv1 + (1− t) v2) ≤ tG (v1) + (1− t)G (v2)
para todo 0 ≤ t ≤ 1 e v1 e v2 em H.
Um funcional G deﬁnido num espaço de Hilbert H é estritamente convexo
se
G (tv1 + (1− t) v2) < tG (v1) + (1− t)G (v2)
para todo 0 < t < 1 e v1 e v2 em H.
Vamos usar a seguinte proposição para mostrar a unicidade do ponto de
mínimo do funcional G mencionado acima.
Proposição 2.3.2. [11, p. 96] Considere um funcional estritamente convexo
G deﬁnido num espaço de Hilbert H. Assuma que G possui um ponto de
mínimo. Então este ponto de mínimo é único.
Para aplicar a Proposição 2.3.1 é necessário assumir o funcional G se-
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micontínuo inferiormente no sentido fraco. Vamos usar o seguinte resultado
para mostrar que o funcional G é semicontínuo inferiormente no sentido fraco.
Proposição 2.3.3. [11, p. 82] Considere um funcional convexo G num
espaço de Hilbert H. Suponha que a derivada de Gâteaux G′ (v, h) existe
para todo v e h em H. Assuma que G′ (v, ·) é contínuo para todo v em H.
Então G é semicontínuo inferiormente no sentido fraco.
Fixado um v em H, lembre que G′ (v, ·) é contínuo em h ∈ H se para
toda sequência hn em H tal que ‖h− hn‖H → 0, temos que
|G′ (v, hn)−G′ (v, h)| → 0,
e G′ (v, ·) é contínuo se G′ (v, ·) é contínuo em h para todo h em H.
Capítulo 3
Teorema Principal
3.1 Vortex Number e Fórmula de Bogomol'nyi
Considere o line bundle trivial R2×C→ R2. Pelo Exemplo 1.2.1 e Proposição
1.2.5, sabemos que toda conexão em R2 × C→ R2 é da forma
dA = d− iA
para alguma 1-forma A em R2. Lembre que a curvatura da conexão dA é
dada por
FA = dA.
Pelo Exemplo 1.1.2, sabemos que as seções de R2 × C → R2 podem ser
identiﬁcadas com funções complexas em R2. Neste capítulo identiﬁcamos
seções com funções complexas e conexões com 1-formas.
Considere uma função complexa φ em R2 e uma 1-forma A em R2. Su-
ponha que φ e A possuem derivadas fracas. A energia é deﬁnida por
E (φ,A) =
ˆ
R2
{
1
2
|dAφ|2 + 1
2
|FA|2 + λ
8
(|φ|2 − 1)2} ,
onde λ é uma constante.
O estudo da energia é importante na teoria de supercondutividade. Quando
λ < 1, a energia descreve supercondutores do tipo I, e quando λ > 1, a ener-
35
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gia descreve supercondutores do tipo II [3, 6, 12]. Neste capítulo estamos
interessados no caso λ = 1 (valor crítico). Quando λ = 1, a energia é limitada
inferiormente por um múltiplo de vortex number (Teorema 3.1.2). Qualquer
par (φ,A) que atinge o mínimo de energia é uma solução das equações de
Ginzburg-Landau (Teorema 3.2.1).
Teorema 3.1.1. Considere uma função complexa φ em R2 e uma 1-forma A
em R2. Assuma que φ e A possuem derivadas fracas. Suponha que a energia
E(φ,A) <∞. Então a energia E é invariante por transformações de calibre
φ→ gφ
A→ A− ig−1dg,
onde g é uma função complexa com |g| = 1, ou seja,
E
(
gφ,A− ig−1dg) = E (φ,A) .
Demonstração. Temos que
dA−ig−1dg (gφ) = d (gφ)− i
(
A− ig−1dg) (gφ)
= φdg + gdφ− iAgφ− φdg
= g (dφ− iAφ)
= gdAφ,
e
FA−ig−1dg = d
(
A− ig−1dg)
= dA− i (−1) g−2dg ∧ dg − ig−1ddg
= dA
= FA,
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portanto
E
(
gφ,A− ig−1dg) = ˆ
R2
{
1
2
|dA−ig−1dg (gφ)|2 + 1
2
|FA−ig−1dg|2 + λ
8
(|gφ|2 − 1)2}
=
ˆ
R2
{
1
2
|gdAφ|2 + 1
2
|FA|2 + λ
8
(|gφ|2 − 1)2}
=
ˆ
R2
{
1
2
|dAφ|2 + 1
2
|FA|2 + λ
8
(|φ|2 − 1)2}
= E (φ,A) .
Antes de enunciar o próximo teorema, vamos introduzir uma função cut-
oﬀ χR tal que
χR =
1 em BR,0 em R2 \B2R,
0 ≤ χR ≤ 1,
e
|dχR| ≤ C1
R
,
onde BR é a bola de centro na origem e raio R.
Tome uma função suave χ˜ em [0,∞) tal que
χ˜ =
1 em [0, 1] ,0 em [2,∞),
0 ≤ χ˜ ≤ 1.
Temos que
sup |χ˜′| = sup
[1,2]
|χ˜′|
≤ C1.
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Deﬁnimos
χR (x) = χ˜
( |x|
R
)
.
Temos que
χR =
1 em BR,0 em R2 \B2R,
0 ≤ χR ≤ 1.
Além disso,
dχR (x) = χ˜
′
( |x|
R
)
1
R
d |x| ,
logo
|dχR (x)| ≤ C1
R
.
Teorema 3.1.2. Considere uma função complexa φ em R2 e uma 1-forma A
em R2. Assuma que φ e A possuem derivadas fracas. Suponha que a energia
E(φ,A) <∞. O limite
vort (φ,A) = lim
R→∞
1
2pi
ˆ
R2
χRFA
existe. Além disso, vort (φ,A) é um número inteiro e invariante por trans-
formações de calibre, chamado vortex number. Mais ainda, se a função φ
é suave e |φ| → 1 no inﬁnito, então vort (φ,A) é igual ao índice de φ no
inﬁnito.
Demonstração. Vamos assumir que a função φ é suave e |φ| → 1 quando
|x| → ∞. O caso geral pode ser encontrado em [2].
1.a. Vamos mostrar que
A = d (argφ)− 1
2i
|φ|−2 (φ¯dAφ− φdAφ) . (3.1)
Lembrando que dAφ = dφ− iAφ, temos que
φ¯dAφ = φ¯dφ− iA |φ|2 , (3.2)
CAPÍTULO 3. TEOREMA PRINCIPAL 39
e
φdAφ = φdφ+ iA |φ|2 . (3.3)
Subtraindo (3.2) de (3.3), obtemos
2i |φ|2A = (φ¯dφ− φdφ)− (φ¯dAφ− φdAφ) .
Como |φ| → 1 quando x → ∞, podemos dividir por |φ| para |x| suﬁciente-
mente grande. Temos que
A =
1
2i
|φ|−2 (φ¯dφ− φdφ)− 1
2i
|φ|−2 (φ¯dAφ− φdAφ) .
Escreva
φ = ef
= ef1eif2 .
Temos que
dφ = ef (df1 + idf2) ,
e
dφ = ef¯ (df1 − idf2) ,
portanto
1
2i
|φ|−2 (φ¯dφ− φdφ) = 1
2i
1
e2f1
(
ef¯dφ− efdφ
)
=
1
2i
1
e2f1
(
ef¯+f (df1 + idf2)− ef+f¯ (df1 − idf2)
)
=
1
2i
(df1 + idf2 − df1 + idf2)
= d (argφ) .
Logo
A = d (argφ)− 1
2i
|φ|−2 (φ¯dAφ− φdAφ) .
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1.b. Usando integração por partes, obtemos
1
2pi
ˆ
R2
χRFA =
1
2pi
ˆ
R2
χRdA
=
1
2pi
ˆ
R2
d (χRA)− 1
2pi
ˆ
R2
dχR ∧ A.
Como χR tem o suporte compacto (a função se anula fora de B2R), pelo
teorema de Stokes, temos que
1
2pi
ˆ
R2
d (χRA) = 0,
portanto
1
2pi
ˆ
R2
χRFA = − 1
2pi
ˆ
R2
dχR ∧ A. (3.4)
Substituindo a Equação (3.1) na Equação (3.4), obtemos
1
2pi
ˆ
R2
χRFA = − 1
2pi
ˆ
R2
dχR ∧ d (argφ) (3.5)
+
1
2pi
ˆ
R2
dχR ∧ 1
2i
|φ|−2 (φ¯dAφ− φdAφ) .
Pelo teorema de Stokes, temos que
− 1
2pi
ˆ
R2
dχR ∧ d (argφ) = − 1
2pi
ˆ
B2R\BR
d (χRd (argφ))
= − 1
2pi
ˆ
∂B2R
χRd (argφ) +
1
2pi
ˆ
∂BR
χRd (argφ)
=
1
2pi
ˆ
∂BR
d (argφ)
= vort (φ,A) .
Podemos ver que vort (φ,A) é o índice de φ. Lembre que o índice de φ é um
múltiplo inteiro do índice da curva ∂BR, portanto é um múltiplo inteiro de
1. Podemos escrever a Equação (3.5) como
1
2pi
ˆ
R2
χRFA = vort (φ,A) +
1
2pi
ˆ
R2
dχR ∧ 1
2i
|φ|−2 (φ¯dAφ− φdAφ) . (3.6)
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Vamos mostrar que quando R→∞ vale que
lim
R→∞
1
2pi
ˆ
R2
χRFA = vort (φ,A) .
Podemos assumir que |φ| ≥ 1
2
para R suﬁcientemente grande. Temos que∣∣∣∣ 12pi
ˆ
R2
dχR ∧ 1
2i
|φ|−2 (φ¯dAφ− φdAφ)∣∣∣∣ ≤ 14pi
ˆ
R2
|φ|−2 ∣∣dχR ∧ (φ¯dAφ− φdAφ)∣∣
≤ 1
4pi
ˆ
R2
|φ|−2 |dχR|
∣∣φ¯dAφ− φdAφ∣∣
=
1
4pi
ˆ
B2R\BR
|φ|−2 |dχR|
∣∣φ¯dAφ− φdAφ∣∣
≤ C1
4piR
ˆ
B2R\BR
|φ|−2 (∣∣φ¯dAφ∣∣+ ∣∣φdAφ∣∣)
≤ C1
2piR
ˆ
B2R\BR
|dAφ|
|φ|
≤ C1
piR
ˆ
B2R\BR
|dAφ| .
Acima usamos o fato que |dχR| ≤ C1R . Pela desigualidade de Holder, temos
que∣∣∣∣ 12pi
ˆ
R2
dχR ∧ 1
2i
|φ|−2 (φ¯dAφ− φdAφ)∣∣∣∣ ≤ C1piR
(ˆ
B2R\BR
|dAφ|2
) 1
2
(ˆ
B2R\BR
1
) 1
2
≤ C1
piR
(ˆ
B2R\BR
|dAφ|2
) 1
2
(areaB2R)
1
2
=
C1
piR
√
pi2R
(ˆ
B2R\BR
|dAφ|2
) 1
2
≤ 2C1√
pi
(ˆ
R2\BR
|dAφ|2
) 1
2
.
Podemos escrever
ˆ
R2\BR
|dAφ|2 =
ˆ
R2
|dAφ|2 1R2\BR ,
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onde
1R2\BR =
1 em R2 \BR,0 em BR.
Temos que
lim
R→∞
|dAφ|2 1R2\BR = 0.
Alem disso, ∣∣|dAφ|2 1R2\BR∣∣ ≤ |dAφ|2 .
Pelo teorema de convergência dominada (Teorema 2.1.5), temos que
lim
R→∞
ˆ
R2\BR
|dAφ|2 1R2\BR = 0.
Voltando à Equação (3.6), temos que
lim
R→∞
1
2pi
ˆ
R2
χRFA = vort (φ,A) .
2. Vamos mostrar que vort (φ,A) é invariante por transformações de
calibre
g → gφ
A→ A− ig−1dg,
onde g é uma função complexa com |g| = 1. Temos que
vort
(
gφ,A− ig−1dg) = lim
R→∞
1
2pi
ˆ
R2
χRFA−ig−1dg
= lim
R→∞
1
2pi
ˆ
R2
χRFA
= vort (φ,A) .
Teorema 3.1.3 (Fórmula de Bogomol'nyi). Considere uma função complexa
φ em R2 e uma 1-forma A em R2. Assuma que φ e A possuem derivadas
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fracas. Suponha que a energia E(φ,A) <∞. Então
E (φ,A) ≥ pi vort (φ,A) ,
e vale a igualdade se e somente se valem as equações de vórtice
(∂1φ1 + A1φ2)− (∂2φ2 − A2φ1) = 0, (3.7)
(∂2φ1 + A2φ2) + (∂1φ2 − A1φ1) = 0, (3.8)
e
F12 +
1
2
(
φ21 + φ
2
2 − 1
)
= 0. (3.9)
Demonstração. Para provar o teorema, basta mostrar que
E (φ,A) =
1
2
ˆ
R2
{(∂1φ1 + A1φ2)− (∂2φ2 − A2φ1)}2
+
1
2
ˆ
R2
{(∂2φ1 + A2φ2) + (∂1φ2 − A1φ1)}2
+
1
2
ˆ
R2
{
F12 +
1
2
(
φ21 + φ
2
2 − 1
)}2
+
1
2
ˆ
R2
F12.
Temos que
1
2
|dAφ|2 + 1
2
|FA|2 + 1
8
(|φ|2 − 1)2
=
1
2
|dAφ|2 + 1
2
{
F12 +
1
2
(
φ21 + φ
2
2 − 1
)}2
+
1
2
F12 − 1
2
F12
(
φ21 + φ
2
2
)
.
Temos que
dAφ = ∂1φdx1 + ∂2φdx2 − iφ (A1dx1 + A2dx2)
= (∂1φ− iA1φ) dx1 + (∂2φ− iA2φ) dx2.
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Portanto
|dAφ|2 = |∂1φ− iA1φ|2 + |∂2φ− iA2φ|2
= |∂1φ1 + A1φ2 + i (∂1φ2 − A1φ1)|2 + |∂2φ1 + A2φ2 + i (∂2φ2 − A2φ1)|2
= {(∂1φ1 + A1φ2)− (∂2φ2 − A2φ1)}2 + {(∂2φ1 + A2φ2) + (∂1φ2 − A1φ1)}2
+ 2 (∂1φ1 + A1φ2) (∂2φ2 − A2φ1)− 2 (∂2φ1 + A2φ2) (∂1φ2 − A1φ1) .
Logo
1
2
|dAφ|2 + 1
2
|FA|2 + 1
8
(|φ|2 − 1)2
=
1
2
{(∂1φ1 + A1φ2)− (∂2φ2 − A2φ1)}2 + 1
2
{(∂2φ1 + A2φ2) + (∂1φ2 − A1φ1)}2
+
1
2
{
F12 +
1
2
(
φ21 + φ
2
2 − 1
)}2
+
1
2
F12
+ (∂1φ1 + A1φ2) (∂2φ2 − A2φ1)− (∂2φ1 + A2φ2) (∂1φ2 − A1φ1)
− 1
2
F12
(
φ21 + φ
2
2
)
.
Aﬁrmamos que
− 1
2
d
(
iφ¯dAφ
)
= {(∂1φ1 + A1φ2) (∂2φ2 − A2φ1)− (∂2φ1 + A2φ2) (∂1φ2 − A1φ1)} dx1 ∧ dx2
− 1
2
F12
(
φ21 + φ
2
2
)
dx1 ∧ dx2.
De fato, temos que
d
(
iφ¯dAφ
)
= idφ¯ ∧ dAφ+ iφ¯ddAφ
= idφ¯ ∧ dAφ+ iφ¯d (dφ− iAφ)
= idφ¯ ∧ dAφ+ φ¯dφ ∧ A+ |φ|2 dA.
CAPÍTULO 3. TEOREMA PRINCIPAL 45
Mas
idφ¯ ∧ dAφ
= i
(
∂1φ¯dx1 + ∂2φ¯dx2
) ∧ ((∂1φ− iA1φ) dx1 + (∂2φ− iA2φ) dx2)
= i
(
∂1φ¯ (∂2φ− iA2φ)− ∂2φ¯ (∂1φ− iA1φ)
)
dx1 ∧ dx2
= (∂1φ2 + i∂1φ1) (∂2φ1 + A2φ2 + i (∂2φ2 − A2φ1)) dx1 ∧ dx2
− (∂2φ2 + i∂2φ1) (∂1φ1 + A1φ2 + i (∂1φ2 − A1φ1)) dx1 ∧ dx2,
e
φ¯dφ ∧ A+ |φ|2 dA
= φ¯ (∂1φdx1 + ∂2φdx2) ∧ (A1dx1 + A2dx2) + F12
(
φ21 + φ
2
2
)
dx1 ∧ dx2
= φ¯ (A2∂1φ− A1∂2φ) dx1 ∧ dx2 + F12
(
φ21 + φ
2
2
)
dx1 ∧ dx2
= (φ1 − iφ2) (A2∂1φ1 − A1∂2φ1 + i (A2∂1φ2 − A1∂2φ2)) dx1 ∧ dx2
+ F12
(
φ21 + φ
2
2
)
dx1 ∧ dx2,
portanto
d
(
iφ¯dAφ
)
= {−2 (∂1φ1 + A1φ2) (∂2φ2 − A2φ1) + 2 (∂2φ1 + A2φ2) (∂1φ2 − A1φ1)} dx1 ∧ dx2
+ F12
(
φ21 + φ
2
2
)
dx1 ∧ dx2,
o que prova a aﬁrmação. Podemos ver que{
1
2
|dAφ|2 + 1
2
|FA|2 + 1
8
(|φ|2 − 1)2} dx1 ∧ dx2
=
1
2
{(∂1φ1 + A1φ2)− (∂2φ2 − A2φ1)}2 dx1 ∧ dx2
+
1
2
{(∂2φ1 + A2φ2) + (∂1φ2 − A1φ1)}2 dx1 ∧ dx2
+
1
2
{
F12 +
1
2
(
φ21 + φ
2
2 − 1
)}2
dx1 ∧ dx2 + 1
2
F12dx1 ∧ dx2
− 1
2
d
(
iφ¯dAφ
)
. (3.10)
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Podemos tomar uma função cut-oﬀ χR como na prova do Teorema 3.1.2
χR =
1 em BR,0 em R2 \B2R,
0 ≤ χR ≤ 1,
e
|dχR| ≤ C1
R
,
onde BR é a bola de centro na origem e raio R. Multiplicando a Equação
(3.10) por χR e integrando, obtemos
ˆ
R2
χR
{
1
2
|dAφ|2 + 1
2
|FA|2 + 1
8
(|φ|2 − 1)2}
=
1
2
ˆ
R2
χR {(∂1φ1 + A1φ2)− (∂2φ2 − A2φ1)}2
+
1
2
ˆ
R2
χR {(∂2φ1 + A2φ2) + (∂1φ2 − A1φ1)}2
+
1
2
ˆ
R2
χR
{
F12 +
1
2
(
φ21 + φ
2
2 − 1
)}2
+
1
2
ˆ
R2
χRF12
− 1
2
ˆ
R2
χRd
(
iφ¯dAφ
)
.
Pelo teorema da convergência monótona (Teorema 2.1.4), para provar o teo-
rema, basta mostrar que
lim
R→∞
ˆ
R2
χRd
(
iφ¯dAφ
)
= 0.
O artigo [2] aﬁrma que este limite é zero.
3.2 Teorema Principal
O resultado principal de [10] e deste capítulo é o seguinte.
Teorema 3.2.1. [10] Fixe pontos a1, . . . , an em R2(não necessariamente dis-
tintos). Então, a menos de transformações de calibre, existe um único par
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(φ,A) formado por uma função complexa suave φ em R2 e uma 1-forma A
em R2 tal que
E (φ,A) <∞,
E (φ,A) = pi vort (φ,A) ,
e portanto o par (φ,A) é solução das equações de vórtice (3.7), (3.8) e (3.9).
Além disso,
{zeros de φ} = {a1, . . . , an}
com a ordem de anulamento de φ em a0 sendo exatamente o número de vezes
que a0 aparece no conjunto {a1, . . . , an}.
Para provar o Teorema 3.2.1 basta transformar o problema numa equação
diferencial parcial não-linear elíptica de segunda ordem.
Teorema 3.2.2. [10] Fixe os pontos a1, . . . , an em R2 (não necessariamente
distintos). Considere as funções
u0 (x) = −
n∑
k=1
ln
(
1 +
λ
|x− ak|2
)
(3.11)
deﬁnida em R2 \ {a1, . . . , an}, e
g0 (x) = 4
n∑
k=1
λ
(|x− ak|2 + λ)2
deﬁnida em R2, onde λ > 4n. Então existe uma única função real analítica
v deﬁnida em R2 satisfazendo
−∆v + g0 − 1 + eu0ev = 0 (3.12)
e
lim
|x|7→∞
v (x) = 0.
Vamos mostrar que o Teorema 3.2.2 implica o Teorema 3.2.1. Considere
a função
f1 =
1
2
(u0 + v) ,
CAPÍTULO 3. TEOREMA PRINCIPAL 48
onde v e u0 são as funções do Teorema 3.2.2. Podemos ver que f1 é suave
em R2 \ {a1, . . . , an}. É possível mostrar que f1 satisfaz
−∆f1 + 1
2
(
e2f1 − 1) = 0 (3.13)
e
lim
|x|→ak
f1 =
nk
2
ln (x− ak)2 ,
onde nk é a ordem de anulamento de φ em ak (lembre que os pontos a1, . . . , an
não são necessariamente distintos). Para cada k, 1 ≤ k ≤ n, deﬁna o angulo
αk (x) = arctan
(x− ak)1
(x− ak)2
.
Podemos ver que
αk (r, θ + 2pi) = α (r, θ) + 2pi.
Deﬁna a função
f2 =
n∑
k=1
αk.
Observe que f2 é suave em R2 \ {a1, . . . , an} . Temos que
f2 (r, θ + 2pi) =
n∑
k=1
αk (r, θ + 2pi)
=
n∑
k=1
αk (r, θ) + 2pin.
Deﬁna
φ = ef1+if2 ,
A1 = ∂2f1 + ∂1f2,
A2 = −∂1f1 + ∂2f2.
É possível mostrar que φ e A são suaves em R2. Vamos mostrar que o par
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(φ,A) satisfaz as equações de vórtice (3.7), (3.8) e (3.9). Escreva
Aˆ = A1 + iA2,
e
∂¯ =
1
2
(∂1 + i∂2) .
Temos que
Aˆ = ∂2f1 + ∂1f2 + i (−∂1f1 + ∂2f2)
= −i (∂1 + i∂2) (f1 + if2)
= −2i∂¯f,
onde f = f1 + if2. Logo
2∂¯φ− iAˆφ = 0.
Temos que
2∂¯φ = (∂1 + i∂2) (φ1 + iφ2)
= ∂1φ1 − ∂2φ2 + i (∂1φ2 + ∂2φ1) .
e
−iAˆφ = −i (A1 + iA2) (φ1 + iφ2)
= A1φ2 + A2φ1 + i (−A1φ1 + A2φ2) ,
portanto
0 = 2∂¯φ− iAˆφ
= (∂1φ1 + A1φ2)− (∂2φ2 − A2φ1)
+ i ((∂2φ1 + A2φ2) + (∂1φ2 − A1φ1)) .
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Além disso, temos que
F12 = ∂1A2 − ∂2A1
= ∂1 (−∂1f1 + ∂2f2)− ∂2 (∂2f1 + ∂1f2)
= −∂1∂1f1 + ∂1∂2f2 − ∂1∂2f2 − ∂2∂2f1
= −∂1∂1f1 − ∂2∂2f1
= −∆f1,
portanto
F12 +
1
2
(
φ21 + φ
2
2 − 1
)
= −∆f1 + 1
2
(|φ|2 − 1)
= −∆f1 + 1
2
(∣∣ef1+if2∣∣2 − 1)
= −∆f1 + 1
2
(
e2f1 − 1)
= 0.
Na ultima igualdade usamos a Equação (3.13). Isto mostra que (φ,A) é
solução das Equações (3.7), (3.8) e (3.9).
O objetivo do resto deste capítulo é provar o Teorema 3.2.2.
3.3 Propriedades do funcional G
Para toda função v em C∞c (R2), deﬁnimos o funcional
G (v) =
ˆ
R2
{
1
2
|∇v|2 − v (1− g0) + eu0 (ev − 1)
}
. (3.14)
Nesta seção vamos estudar as propriedades de G.
Proposição 3.3.1. O funcional G pode ser estendido a H1 (R2). Ou seja,
para toda função v em H1 (R2), temos que G (v) é ﬁnito.
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Demonstração. Podemos escrever a Equação (3.14) como
G (v) =
ˆ
R2
1
2
|∇v|2 −
ˆ
R2
v (1− g0 − eu0) +
ˆ
R2
eu0 (ev − 1− v)
= (I)− (II) + (III) .
Vamos mostrar que se v está em H1 (R2), então (I) < ∞, (II) < ∞ e
(III) <∞.
1. Vamos mostrar que (I) <∞. Por hipósese, temos que
ˆ
R2
|∇v|2 <∞.
2. Vamos mostrar que (II) <∞. Temos que
ˆ
R2
v (1− g0 − eu0) ≤
ˆ
R2
|v||1− g0 − eu0|.
Pela desigualidade de Holder, temos que
ˆ
R2
v (1− g0 − eu0) ≤
(ˆ
R2
|v|2
) 1
2
(ˆ
R2
|1− g0 − eu0|2
) 1
2
.
Por hipótese, temos que ˆ
R2
v2 <∞.
Para mostrar que (II) <∞, basta mostrar que
ˆ
R2
|1− g0 − eu0 |2 <∞.
Para entender melhor a prova, vamos supor n = 1 e a1 = (0, 0). Neste caso,
temos que
u0 (x) = − ln
(
1 +
λ
|x|2
)
,
e
g0(x) =
4λ
(|x|2 + λ)2 ,
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onde λ > 4. Temos que
eu0 =
(
1 +
λ
|x|2
)−1
=
|x|2
|x|2 + λ.
Portanto
1− eu0 = λ|x|2 + λ.
Podemos ver que
|1− g0 − eu0| =
∣∣∣∣ 4λ(|x|2 + λ)2 + λ|x|2 + λ
∣∣∣∣
≤ C1|x|2
para |x| suﬁcientemente grande. Elevando ao quadrado, vemos que
|1− g0 − eu0|2 ≤ C2|x|4
para |x| suﬁcientemente grande. Portanto
ˆ
R2
|1− g0 − eu0|2 =
ˆ
|x|≤R0
|1− g0 − eu0|2 +
ˆ
|x|>R0
|1− g0 − eu0|2
≤ C3 + C2
ˆ
|x|>R0
1
|x|4 .
Usando coordenadas polares, temos que
ˆ
R2\R0
1
|x|4 =
ˆ 2pi
0
ˆ ∞
R0
1
r4
rdrdθ
=
2pi
3
1
R20
,
logo ˆ
R2
|1− g0 − eu0|2 <∞,
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portanto (II) <∞.
Vamos mostrar que (III) <∞. Pela Equação (3.11), podemos ver que a
função u0 é negativa, portanto
eu0 ≤ 1,
logo
∣∣∣∣ˆ
R2
eu0 (ev − 1− v)
∣∣∣∣ ≤ ˆ
R2
eu0|ev − 1− v|
≤
ˆ
R2
|ev − 1− v|.
Pelo Teorema 2.2.3, como v está em H1 (R2), existe uma constante positiva
ρ (dependendo de v) tal que
ˆ
R2
(
eρ
2v2 − 1
)
<∞. (3.15)
Podemos escrever
ˆ
R2
|ev − 1− v| =
ˆ
{
x:v(x)≥ 1
ρ2
} |ev − 1− v|+
ˆ
{
x:v(x)< 1
ρ2
} |ev − 1− v|. (3.16)
Usando a desigualdade ex ≥ 1 + x, temos que
ˆ
{
x:v(x)≥ 1
ρ2
} |ev − 1− v| =
ˆ
{
x:v(x)≥ 1
ρ2
} (ev − 1− v)
≤
ˆ
{
x:v(x)≥ 1
ρ2
} (ev − 1) .
Temos que v ≤ ρ2v2 no conjunto
{
x : v(x) ≥ 1
ρ2
}
, portanto ev ≤ eρ2v2 no
conjunto
{
x : v(x) ≥ 1
ρ2
}
, logo
ˆ
{
x:v(x)≥ 1
ρ2
} |ev − 1− v| ≤
ˆ
{
x:v(x)≥ 1
ρ2
}
(
eρ
2v2 − 1
)
.
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Usando a desigualdade ex ≥ 1+x, vemos que a função eρ2v2−1 é não-negativa,
portanto ˆ
{
x:v(x)≥ 1
ρ2
} |ev − 1− v| ≤
ˆ
R2
(
eρ
2v2 − 1
)
.
Usando a Equação (3.15), obtemos
ˆ
{
x:v(x)≥ 1
ρ2
} |ev − 1− v| <∞. (3.17)
Podemos ver que a função
x→ e
x − 1− x
x2
é limitada no intervalo
(
−∞, 1
ρ2
)
, portanto
|ev − 1− v| ≤ C4v2
no conjunto
{
x : v(x) < 1
ρ2
}
. Logo
ˆ
{
x:v(x)< 1
ρ2
} |ev − 1− v| ≤ C4
ˆ
{
x:v(x)< 1
ρ2
} v2
≤ C4
ˆ
R2
v2.
Por hipótese, temos que ˆ
R2
v2 <∞,
portanto ˆ
{
x:v(x)< 1
ρ2
} |ev − 1− v| <∞. (3.18)
Pelas Equações (3.16), (3.17) e (3.18), temos que
ˆ
R2
|ev − 1− v| <∞.
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Proposição 3.3.2. Considere funções v e h em H1 (R2). Temos que a de-
rivada de Gâteaux G′ (v, h) existe e é dada por
G′ (v, h) =
ˆ
R2
{〈∇v,∇h〉 − h (1− g0 − eu0) + heu0 (ev − 1)} .
Alem disso, para toda função v em H1 (R2), temos que G′(v, ·) é um funcional
linear limitado em H1(R2).
Demonstração. Temos que
G (v) =
ˆ
R2
{
1
2
|∇v|2 − v (1− g0) + eu0 (ev − 1)
}
,
e
G (v + th) =
ˆ
R2
{
1
2
|∇ (v + th) |2 − (v + th) (1− g0) + eu0
(
ev+th − 1)}
=
ˆ
R2
{
1
2
|∇v|2 + t 〈∇v,∇h〉+ t
2
2
|∇h|2
}
+
ˆ
R2
{− (v + th) (1− g0) + eu0 (ev+th − 1)} ,
portanto
G (v + th)−G (v)
t
=
ˆ
R2
{
〈∇v,∇h〉+ t
2
|∇h|2 − h (1− g0) + eu0ev e
th − 1
t
}
=
ˆ
R2
{〈∇v,∇h〉 − h (1− g0) + heu0+v}
+
ˆ
R2
{
t
2
|∇h|2 + eu0ev e
th − 1− th
t
}
=
ˆ
R2
{〈∇v,∇h〉 − h (1− g0 − eu0) + heu0 (ev − 1)}
+
ˆ
R2
{
t
2
|∇h|2 + eu0ev e
th − 1− th
t
}
,
CAPÍTULO 3. TEOREMA PRINCIPAL 56
logo, pela deﬁnição de derivada de Gâteaux, temos que
G′ (v, h) = lim
t→0
G (v + th)−G (v)
t
=
ˆ
R2
{〈∇v,∇h〉 − h (1− g0 − eu0) + heu0 (ev − 1)}
+ lim
t→0
ˆ
R2
{
t
2
|∇h|2 + eu0ev e
th − 1− th
t
}
.
1. Por hipótese, temos que
ˆ
R2
|∇h|2 <∞,
portanto
lim
t→0
ˆ
R2
t |∇h|2 = 0.
2. Vamos mostrar que
lim
t→0
ˆ
R2
eu0ev
(
eth − 1− th)
t
= 0.
Temos que∣∣∣∣∣
ˆ
R2
eu0ev
(
eth − 1− th)
t
∣∣∣∣∣
=
∣∣∣∣∣
ˆ
R2
eu0
(
eth − 1− th)
t
+
ˆ
R2
eu0
(
eth − 1− th)
t
(ev − 1)
∣∣∣∣∣
≤
ˆ
R2
∣∣∣∣∣eu0
(
eth − 1− th)
t
∣∣∣∣∣+
ˆ
R2
∣∣∣∣∣eu0
(
eth − 1− th)
t
(ev − 1)
∣∣∣∣∣
= (I) + (II) . (3.19)
2.a. Vamos mostrar que
lim
t→0
(I) = 0. (3.20)
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Como a função u0 é negativa, temos que
eu0 ≤ 1,
portanto ˆ
R2
∣∣∣∣∣eu0
(
eth − 1− th)
t
∣∣∣∣∣ ≤ 1t
ˆ
R2
∣∣eth − 1− th∣∣ .
Usando a expansão em série das potencias da função exponencial, obtemos
1
t
ˆ
R2
∣∣eth − 1− th∣∣ ≤ ˆ
R2
∣∣∣∣∣
∞∑
k=2
1
k!
tk−1hk
∣∣∣∣∣
≤
ˆ
R2
( ∞∑
k=2
1
k!
tk−1 |h|k
)
.
Podemos ver que
n 7→
n∑
k=2
1
k!
tk−1 |h|k
é uma sequencia crescente de funções não-negativas. Pelo teorema da con-
vergência monótona (Teorema 2.1.4), temos que
ˆ
R2
( ∞∑
k=2
1
k!
tk−1 |h|k
)
=
∞∑
k=2
1
k!
tk−1
ˆ
R2
|h|k .
Portanto ˆ
R2
∣∣∣∣∣eu0
(
eth − 1− th)
t
∣∣∣∣∣ ≤
∞∑
k=2
1
k!
tk−1
ˆ
R2
|h|k .
Aplicando a desigualdade de Sobolev (Teorema 2.2.2), obtemos
ˆ
R2
|h|k ≤ 2k/2+2kk ‖ h ‖kH1(R2) .
Portanto
ˆ
R2
∣∣∣∣∣eu0
(
eth − 1− th)
t
∣∣∣∣∣ ≤ 4
∞∑
k=2
tk−1
kk
k!
(√
2 ‖ h ‖H1(R2)
)k
.
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Lembre que a fórmula de Stirling da aproximação assintótica é dada por
k! ∼
√
2pik
(
k
e
)k
,
ou seja,
lim
k→∞
k!ek√
2pikkk
= 1.
Em particular, existe um numero inteiro positivo N tal que
kk ≤ k!ek
para todo k > N . Temos que
tk−1
kk
k!
≤ tk−1ek
para todo k > N , e portanto
ˆ
R2
∣∣∣∣∣eu0
(
eth − 1− th)
t
∣∣∣∣∣ ≤ 4
N∑
k=2
tk−1
kk
k!
(√
2 ‖ h ‖H1(R2)
)k
+ 4
∞∑
k=N+1
tk−1
(√
2e ‖ h ‖H1(R2)
)k
.
O primeiro termo do lado direto da equação acima é uma soma ﬁnita, e o
segundo termo é uma série com raio de convergência
(√
2e ‖ h ‖H1(R2)
)−1
.
Portanto
lim
t→0
(I) = 0.
2.b. Vamos mostrar que
lim
t→0
(II) = 0. (3.21)
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Pela desigualdade de Holder, temos que
ˆ
R2
∣∣∣∣∣eu0
(
eth − 1− th)
t
(ev − 1)
∣∣∣∣∣ ≤ 1t
[ˆ
R2
(ev − 1)2
]1/2
·
[ˆ
R2
∣∣eth − 1− th∣∣2]1/2 . (3.22)
Usando a desigualdade ex − x− 1 ≥ 0, obtemos
(ev − 1)2 = e2v − 2ev + 1
= e2v − 2v − 1− 2 (ev − v − 1)
≤ ∣∣e2v − 2v − 1∣∣ .
Como 2v está em H1 (R2), pela prova da Proposição 3.3.1, sabemos que
ˆ
R2
∣∣e2v − 2v − 1∣∣ <∞,
portanto
ˆ
R2
(ev − 1)2 ≤
ˆ
R2
∣∣e2v − 2v − 1∣∣
<∞. (3.23)
Agora trabalhamos com segundo termo do lado direto da Equação (3.22).
Escreva u = th. Usando a expansão em série das potencias da função expo-
nencial, obtemos
ˆ
R2
|eu − 1− u|2 ≤
ˆ
R2
∞∑
j,k=2
1
j!k!
|u|j+k.
Podemos ver que
n 7→
n∑
j,k=2
1
j!k!
|u|j+k
é uma sequencia crescente de funções não-negativas. Pelo teorema da con-
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vergência monótona (Teorema 2.1.4), temos que
ˆ
R2
∞∑
j,k=2
1
j!k!
|u|j+k =
∞∑
j,k=2
1
j!k!
ˆ
R2
|u|j+k,
portanto
ˆ
R2
|eu − 1− u|2 ≤
∞∑
j,k=2
1
j!k!
ˆ
R2
|u|j+k
=
∞∑
n=4
n∑
k=0
1
(n− k)!k!
ˆ
R2
|u|n.
Aplicando a desigualdade de Sobolev (Teorema 2.2.2), obtemos
ˆ
R2
|u|n ≤ 2n/2+2nn ‖ u ‖nH1(R2),
portanto
ˆ
R2
|eu − 1− u|2 ≤ 4
∞∑
n=4
n∑
k=0
nn
(n− k)!k!2
n/2 ‖ u ‖nH1(R2) .
Pela fórmula de Stirling, existe um numero inteiro positivo N tal que
nn ≤ n!en
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para todo n > N . Portanto
ˆ
R2
|eu − 1− u|2 ≤ 4
N∑
n=4
n∑
k=0
nn
(n− k)!k!2
n/2 ‖ u ‖nH1(R2)
+ 4
∞∑
n=N+1
n∑
k=0
n!
(n− k)!k!
(√
2e ‖ u ‖H1(R2)
)n
= 4
N∑
n=4
n∑
k=0
nn
(n− k)!k!2
n/2 ‖ u ‖nH1(R2)
+ 4
∞∑
n=N+1
(
2
√
2e ‖ u ‖H1(R2)
)n
.
Acima usamos o fato que
n∑
k=0
n!
(n− k)!k! = 2
n.
Lembrando que u = th, obtemos
ˆ
R2
∣∣eth − 1− th∣∣2 ≤ 4 N∑
n=4
n∑
k=0
tn
nn
(n− k)!k!2
n/2 ‖ h ‖nH1(R2)
+ 4
∞∑
n=N+1
tn
(
2
√
2e ‖ h ‖H1(R2)
)n
. (3.24)
O primeiro termo do lado direto da equação acima é uma soma ﬁnita, e o
segundo termo é uma série com raio de convergência
(
2
√
2e ‖ h ‖H1(R2)
)−1
.
Pelas Equações (3.22), (3.23) e (3.24), temos que
lim
t→0
(II) = 0.
2.c. Pelas Equações (3.19), (3.20) e (3.21), obtemos
lim
t→0
ˆ
R2
eu0ev
(
eth − 1− th)
t
= 0.
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3. Pelos itens 1. e 2., concluímos que
G′ (v, h) =
ˆ
R2
{〈∇v,∇h〉 − h (1− g0 − eu0) + heu0 (ev − 1)} .
Podemos ver que G′ (v, ·) é linear.
4. Vamos mostrar que
G′ (v, h) ≤ C (v) ‖ h ‖H1(R2),
onde C (v) é uma constante positiva dependendo de v. Temos que
|G′ (v, h)| ≤
ˆ
R2
|〈∇v,∇h〉|+
ˆ
R2
|h| |1− g0 − eu0|+
ˆ
R2
eu0 |h| |ev − 1|
≤
ˆ
R2
|〈∇v,∇h〉|+
ˆ
R2
|h| |1− g0 − eu0|+
ˆ
R2
|h| |ev − 1| ,
pois eu0 ≤ 1. Pelo desigualdade de Holder temos
|G′ (v, h)| ≤
(ˆ
R2
|∇v|2
) 1
2
(ˆ
R2
|∇h|2
) 1
2
+
(ˆ
R2
h2
) 1
2
(ˆ
R2
|1− g0 − eu0|2
) 1
2
+
(ˆ
R2
h2
) 1
2
(ˆ
R2
|ev − 1|2
) 1
2
≤‖ h ‖H1(R2)‖ v ‖H1(R2) + ‖ h ‖H1(R2)
(ˆ
R2
|1− g0 − eu0 |2
) 1
2
+ ‖ h ‖H1(R2)
(ˆ
R2
|ev − 1|2
) 1
2
.
Pela prova da Proposição 3.3.1, sabemos que
ˆ
R2
|1− g0 − eu0|2 <∞,
e ˆ
R2
|ev − 1|2 <∞,
portanto
G′ (v, h) ≤ C (v) ‖ h ‖H1(R2),
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onde
C (v) =‖ v ‖H1(R2) +
(ˆ
R2
|1− g0 − eu0|2
) 1
2
+
(ˆ
R2
|ev − 1|2
) 1
2
.
5. Pelo itens 3. e 4. temos que G′ (v, ·) é um funcional linear limitado em
H1 (R2). É conhecido que isto implica G′ (v, ·) contínuo.
Proposição 3.3.3. O funcional G é estritamente convexo, isto é, dado um
número 0 < t < 1 e funções v e w em H1 (R2), temos que
G (tv + (1− t)w) < tG (v) + (1− t)G (w) .
Demonstração. Escreva
G (tv + (1− t)w)
=
1
2
ˆ
R2
|∇ (tv + (1− t)w)|2 −
ˆ
R2
(tv + (1− t)w) (1− g0)
+
ˆ
R2
eu0
(
etv+(1−t)w − 1)
= (I)− (II) + (III) .
Vamos mostrar que (I) é convexo, (II) é linear e (III) é estritamente con-
vexo.
Termo (I). Pela desigualdade de Cauchy-Schwarz, temos que
(I) (tv + (1− t)w) = 1
2
ˆ
R2
(
t2 |∇v|2 + 2t (1− t) 〈∇v,∇w〉+ (1− t)2 |∇w|2)
≤ 1
2
ˆ
R2
(
t2 |∇v|2 + 2t (1− t) |∇v| |∇w|+ (1− t)2 |∇w|2) .
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Usando a desigualdade 2ab ≤ a2 + b2, obtemos
(I) (tv + (1− t)w) ≤ 1
2
ˆ
R2
{
t2 |∇v|2 + t (1− t) (|∇v|2 + |∇w|2)+ (1− t)2 |∇w|2}
=
1
2
ˆ
R2
{(
t2 + t (1− t)) |∇v|2 + ((1− t)2 + t (1− t)) |∇w|2}
=
1
2
ˆ
R2
(
t |∇v|2 + (1− t) |∇w|2)
= t (I) (v) + (1− t) (I) (w) .
Termo (II). Temos que
(II) (tv + (1− t)w) = t (II) (v) + (1− t) (II) (w) .
Termo (III). Como a função exponencial é estritamente convexa, temos
que
etv+(1−t)w < tev + (1− t) ew.
Subtraindo 1 em ambos lados e multiplicando ambos lados por eu0 , obtemos
que
eu0
(
etv+(1−t)w − 1) < eu0 (tev + (1− t) ew − 1) ,
logo
(III) (tv + (1− t)w) =
ˆ
R2
eu0
(
etv+(1−t)w − 1)
< t
ˆ
R2
eu0ev + (1− t)
ˆ
R2
eu0ew −
ˆ
R2
eu0
= t
ˆ
R2
eu0 (ev − 1) + (1− t)
ˆ
R2
eu0 (ew − 1)
= t (III) (v) + (1− t) (III) (w) .
Portanto G é estritamente convexo.
Proposição 3.3.4. O funcional G é semicontínuo inferiormente no sentido
fraco. Ou seja, se vn → v no sentido fraco em H1 (R2), então
G (v) ≤ lim inf
n
G(vn).
CAPÍTULO 3. TEOREMA PRINCIPAL 65
Demonstração. Pela Proposição 3.3.2, sabemos que G′ (v, ·) é um funcional
linear contínuo em H1 (R2). Pela Proposição 3.3.3, sabemos que G′ (v, ·) é
estritamente convexo. Usando a Proposição 2.3.3, obtemos o resultado.
Proposição 3.3.5. Existe constantes α > 0, b e k > 0 tais que
G′ (v, v) ≥ α ‖ v ‖
2
H1(R2)(
1 + k ‖ v ‖H1(R2)
) − b
para toda função v em H1 (R2). Em particular, existe uma constante positiva
R tal que
G′(v, v) > 0
para toda função v em H1(R2) com ‖v‖H1 = R.
Demonstração. Lembre que
u0 (x) = −
n∑
k=1
ln
(
1 +
λ
|x− ak|2
)
,
e
g0 (x) = 4
n∑
k=1
λ
(|x− ak|2 + λ)2
,
onde λ > 4n.
1. Vamos mostrar que
1− g0 (x) ≥ c1, (3.25)
onde c1 = 1− 4nλ . Temos que
λ
(|x− ak|2 + λ)2
≤ 1
λ
,
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portanto
g0 (x) = 4
n∑
k=1
λ
(|x− ak|2 + λ)2
≤ 4n
λ
= 1− c1,
logo
1− g0 (x) ≥ c1.
2. Vamos mostrar que
1− g0 (x)− eu0(x) ≥ 0. (3.26)
Temos que
eu0(x) = exp
(
−
n∑
k=1
ln
( |x− ak|2 + λ
|x− ak|2
))
=
n∏
k=1
exp
(
ln
( |x− ak|2
|x− ak|2 + λ
))
=
n∏
k=1
|x− ak|2
|x− ak|2 + λ
,
portanto
g0 (x) + e
u0(x) = 4
n∑
k=1
λ(|x− ak|2 + λ)2 +
n∏
k=1
|x− ak|2
|x− ak|2 + λ
. (3.27)
Escreva
γ =
4n
λ
e
zk =
λ
|x− ak|2 + λ
.
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Note que
1− zk = |x− ak|
2
|x− ak|2 + λ
.
Podemos reescrever a Equação (3.27) como
g0 (x) + e
u0(x) =
γ
n
n∑
k=1
z2k +
n∏
k=1
(1− zk) . (3.28)
Observe que
zk =
λ
|x− ak|2 + λ
< 1,
portanto
1− zk > 0.
Lembre a desigualdade aritmética-geométrica
n∏
k=1
bk ≤
(
1
n
n∑
k=1
bk
)n
para bi positivo. Temos que
n∏
k=1
(1− zk) ≤
(
1− 1
n
n∑
k=1
zk
)n
≤ 1− 1
n
n∑
k=1
zk. (3.29)
Note que na ultima desigualdade acima usamos o fato que
1− 1
n
n∑
k=1
zk < 1.
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Usando a Desigualdade (3.29) na Equação (3.28), obtemos
g0 (x) + e
u0(x) ≤ 1− 1
n
n∑
k=1
zk +
γ
n
n∑
k=1
z2k
≤ 1− 1
n
n∑
k=1
zk +
γ
n
n∑
k=1
zk
≤ 1.
Note que na segunda desigualdade usamos zk < 1 e na terceira desigualdade
usamos γ < 1. Provamos que
1− g0 (x)− eu0(x) ≥ 0.
3. Vamos mostrar que se v ≥ 0, então
v
(
eu0+v − 1 + g0
) ≥ βv2 − 1
1− β (u0 + g0)
2 (3.30)
para todo 0 < β < 1. Escrevemos
v
(
eu0+v − 1 + g0
)
= v2 + v (u0 + g0) + v
(
eu0+v − 1− (u0 + v)
)
.
É possível mostrar que ex − 1− x ≥ 0 para todo x em R, logo
eu0+v − 1− (u0 + v) ≥ 0,
portanto
v
(
eu0+v − 1 + g0
) ≥ v2 + v (u0 + g0)
= βv2 + (1− β) v2 + v (u0 + g0)
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para todo 0 < β < 1. Completando quadrados, obtemos
v
(
eu0+v − 1 + g0
) ≥ βv2 + [(1− β) 12 v + u0 + g0
2 (1− β) 12
]2
−
(
u0 + g0
2 (1− β) 12
)2
≥ βv2 − 1
4 (1− β) (u0 + g0)
2
≥ βv2 − 1
1− β (u0 + g0)
2 ,
portanto
v
(
eu0+v − 1 + g0
) ≥ βv2 − 1
1− β (u0 + g0)
2 .
4. Vamos mostrar que se v ≤ 0, então
v
(
eu0+v − 1 + g0
) ≥ c1 |v|2
1 + |v| . (3.31)
Temos que
v
(
eu0+v − 1 + g0
)
= |v| (1− g0 − eu0) + |v| eu0
(
1− e−|v|) .
Usando a desigualdade
1− e−x ≥ x
1 + x
para x ≥ 0, obtemos
1− e−|v| ≥ |v|
1 + |v| ,
portanto
v
(
eu0+v − 1 + g0
) ≥ |v| (1− g0 − eu0) + |v|2 eu0
1 + |v|
=
(|v|+ |v|2) (1− g0 − eu0) + |v|2 eu0
1 + |v| .
Usando as Desigualdades (3.25) e (3.26), obtemos
v
(
eu0+v − 1 + g0
) ≥ c1 |v|2
1 + |v| .
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5. Vamos mostrar que
G′ (v, v) ≥
ˆ
R2
(
|∇v|2 + c1β |v|
2
1 + |v|
)
− b, (3.32)
onde β = 1
2
e b = 2 ‖ u0 + g0 ‖2L2(R2). Pela Proposição 3.3.2, temos que
G′ (v, v) =
ˆ
R2
{|∇v|2 − v (1− g0 − eu0) + veu0 (ev − 1)}
=
ˆ
R2
{|∇v|2 + v (eu0+v − 1 + g0)} .
Podemos escrever
G′ (v, v) =
ˆ
R2
|∇v|2 +
ˆ
{v≥0}
v
(
eu0+v − 1 + g0
)
+
ˆ
{v≤0}
v
(
eu0+v − 1 + g0
)
.
Usando as Equações (3.30) e (3.31), obtemos
G′ (v, v) ≥
ˆ
R2
|∇v|2 +
ˆ
{v≥0}
βv2 − 1
1− β
ˆ
{v≥0}
(u0 + g0)
2
+
ˆ
{v≤0}
c1 |v|2
1 + |v| .
Observe que na segunda integral vale que
β |v|2 ≥ β |v|
2
1 + |v|
≥ c1β |v|
2
1 + |v| ,
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pois 0 < c1 < 1. Usando a desigualdade acima, obtemos
G′ (v, v) ≥
ˆ
R2
|∇v|2 +
ˆ
{v≥0}
c1β |v|2
1 + |v| −
1
1− β
ˆ
{v≥0}
(u0 + g0)
2
+
ˆ
{v≤0}
c1 |v|2
1 + |v| .
Como 0 < β < 1, temos que
1
1− β
ˆ
{v≥0}
(u0 + g0)
2 ≤ 1
1− β
ˆ
R2
(u0 + g0)
2 ,
e ˆ
{v≤0}
c1 |v|2
1 + |v| ≥
ˆ
{v≤0}
c1β |v|2
1 + |v| ,
logo
G′ (v, v) ≥
ˆ
R2
|∇v|2 +
ˆ
{v≥0}
c1β |v|2
1 + |v| −
1
1− β
ˆ
R2
(u0 + g0)
2 .
+
ˆ
{v≤0}
c1β |v|2
1 + |v|
=
ˆ
R2
(
|∇v|2 + c1β |v|
2
1 + |v|
)
− 1
1− β
ˆ
R2
(u0 + g0)
2 .
Escreva β = 1
2
e b = 2 ‖ u0 + g0 ‖2L2(R2). Obtemos
G′ (v, v) ≥
ˆ
R2
(
|∇v|2 + c1β |v|
2
1 + |v|
)
− b.
6. Vamos mostrar que
ˆ
R2
|v|2
1 + |v| ≥
‖ v ‖4L2(R2)(
‖ v ‖2L2(R2) + ‖ v ‖3L3(R2)
) . (3.33)
Temos que ˆ
R2
|v|2 =
ˆ
R2
|v|
(1 + |v|) 12
(1 + |v|) 12 |v| .
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Pela desigualdade de Holder temos
ˆ
R2
|v|2 ≤
[ˆ
R2
|v|2
1 + |v|
] 1
2 [ˆ
R2
(|v|2 + |v|3)] 12 .
Elevando ambos os lados em quadrado e dividindo por
(
‖ v ‖2L2(R2) + ‖ v ‖3L3(R2)
)
,
obtemos ˆ
R2
|v|2
1 + |v| ≥
‖ v ‖4L2(R2)(
‖ v ‖2L2(R2) + ‖ v ‖3L3(R2)
) .
7. Vamos terminar a prova da proposição. Usando a Desigualdade (3.33)
na Desigualdade (3.32), obtemos
G′ (v, v) ≥
ˆ
R2
|∇v|2 + c1β ‖ v ‖
4
L2(R2)
‖ v ‖2L2(R2) + ‖ v ‖3L3(R2)
− b.
Lembrando que
‖ v ‖2H1(R2)=
ˆ
R2
|v|2 +
ˆ
R2
|∇v|2,
tome 0 < σ < 1 tal que
‖ v ‖2L2(R2)= (1− σ) ‖ v ‖2H1(R2),
e ˆ
R2
|∇v|2 = σ ‖ v ‖2H1(R2) .
Temos que
G′ (v, v) ≥ σ ‖ v ‖2H1(R2) +
c1β (1− σ)2 ‖ v ‖4H1(R2)
(1− σ) ‖ v ‖2H1(R2) + ‖ v ‖3L3(R2)
− b.
Pela desigualdade de Sobolev (Teorema 2.2.2), temos que
‖ v ‖3L3(R2)≤ k ‖ v ‖3H1(R2),
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onde k = 8
√
2 · 27. Então
G′ (v, v) ≥ σ ‖ v ‖2H1(R2) +
c1β (1− σ)2 ‖ v ‖4H1(R2)
(1− σ) ‖ v ‖2H1(R2) +k ‖ v ‖3H1(R2)
− b
=‖ v ‖2H1(R2)
(
σ +
c1β (1− σ)2
(1− σ) + k ‖ v ‖H1(R2)
)
− b
≥ c1β ‖ v ‖2H1(R2)
(
σ +
(1− σ)2
1 + k ‖ v ‖H1(R2)
)
− b,
pois 1− σ < 1 e 1 ≥ c1β. Portanto
G′ (v, v) ≥ c1β ‖ v ‖
2
H1(R2)
1 + k ‖ v ‖H1(R2)
(
(1− σ)2 + σ (1 + k ‖ v ‖H1(R2)))− b
≥ c1β ‖ v ‖
2
H1(R2)
1 + k ‖ v ‖H1(R2)
(
(1− σ)2 + σ)− b
≥ 3
4
c1β ‖ v ‖2H1(R2)
1 + k ‖ v ‖H1(R2) − b.
Tomando α = 3
4
c1β, obtemos
G′ (v, v) ≥ α ‖ v ‖
2
H1(R2)
1 + k ‖ v ‖H1(R2) − b.
3.4 Prova do Teorema Principal
Pelas Proposições 3.3.1, 3.3.2 e 3.3.4, sabemos que G é um operador deﬁnido
no espaço de Hilbert H1(R2), diferenciável no sentido de Gâteaux e semi-
contínuo inferiormente no sentido fraco. Pela Proposição 3.3.5, sabemos que
existe uma constante positiva R tal que
G′(v, v) > 0
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para todo v emH1(R2) com ‖v‖H1(R2) = R. Pela Proposição 2.3.1, existe uma
função v0 em H1(R2) de mínimo local de G com G′(v0) = 0. Pela Proposição
3.3.3, sabemos que G é estritamente convexo. Portanto, pela Proposição
2.3.2, a função v0 é única. Mostramos que existe uma única função v0 em
H1(R2) tal que
G′(v0, w) = 0
para todo w em H1(R2). Ou seja,
ˆ
R2
{∇v0 · ∇w − w (1− g0 − eu0) + weu0 (ev0 − 1)} = 0
para todo w em H1(R2). Por deﬁnição, segue que v0 é a solução fraca da
Equação (3.12). É possível mostrar que a função v0 é analítica real [10].
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