Packets on a LAN can be viewed as a series of references to and from the objects they address The amount of locality in this reference stream may be critical to the efficiency of network implementations, if the locality can be exploited through caching or scheduling mechanisms Most previous studies have treated network locality with an addressing granularity of networks or individual hosts. This paper describes some experiments tracing locality at a finer grain, looking at references to individual processes, and with fine-grained time resolution. Observations of typical LANs show high per-process locality; that is, packets to a host usually arrive for the process that most recently sent a packet, and often with little intervening delay.
INTRODUCTION
Packets on a LAN can be viewed as a series of references to and from the objects whose addresses appear in the packet headers. Just as with a CPU reference stream, one can consider the "locality of reference" in this packet stream. The locality can be both spatial (a sequence of accesses to a small set of objects) and temporal (repeated access to an object during a brief period). 
Report-Graphing Programs
The output of the netlocal program can be parsed into a set of histograms, at a resolution depending on the clock employed. These may then be plotted as a cumulative distribution.
For example, Figure  1 shows the distribution of packet interarrival times derived from a set of high-resolution data. The time axis is logarithmic.
EXPERIMENTS

Environments
Traces of several durations were made in a variety of locations, listed in 
Distribution of Packets among Processes
It is also interesting to look at the distribution of packets among processes. The processes that receive the most packets are primarily NFS and DNS servers, although some NFS clients also receive many packets. Table II ). The vertical axis shows the cumulative fraction of all packet arrivals, not the cumulative fraction of the event plotted, so the curves do not end at 100%. The vertical spikes at the right ends of the curve represent the counts for all delays of 100 msec or more (i. e., all the data is represented in the curve, but the details of the distribution of longer delays are not shown). Figure  6 shows the analogous information for the 24-hour trial at SRC (fourth column in Table II Figure  5 , half of the SameDestPort events arrive within two msec; the median for Figure  6 is 4.5 msec. In contrast, ReplyToPort events exhibit generally longer delays. The median for ReplyToPort is eight msec in Figure  5 and five msec in Figure  6 , and the average delays are also higher than for SameDestPort. Figure  7 shows how temporal locality varies between the sites listed in Table I . The graphs show the mean arrival times, as well as the maximum and minimum values. Again, since some sites contributed more trials than others, the mean value may be somewhat skewed. The "stair-steps" in the minimal-value graph for ReplyToPort are due to quantization error; the traces with the least locality were made using a clock resolution of four msec.
Results from Other Locations
The waves in the mean-value curves are due to the use of different clock resolutions in different trials. Some points on these curves are averaged over a smaller set of trials than other points, and so the average of cumulative values at one curve point may be less than the average at its predecessor. The mean values in Figure  7 are quite similar to those shown in Figure  6 .
The extreme values vary considerably from the mean; some sites evidently experience much more or much less temporal locality.
1 Dallying to Ex~loit Temporal Locality
The possibilities for exploitation of per-process temporal locality are less obvious than those for exploitation of persistence. The hypothesis that inspired these experiments was that it would pay to modify an operating system's scheduling algorithm to "dally" (busy-wait) a process that starts waiting for network input, rather than switch immediately to another runnable process, because the cost of context switching might be greater than the time wasted by dallying. This mechanism was first described by Ousterhout [26], who called it "pausing."
The results presented in Figures  5 and 6 . 99
Iolxlo 100300 le+(,ki Tra,nToPort meramval mm m uSec 100 25% on failures and up by 25% on successes ("success" means that the packet delay was less than the threshold).
The idea is to be more willing to dally if dallying has paid off in the past. This is based on a similar algorithm in [15] .
Note that all of these algorithms depend solely on the previous history of the receiving process; they do not consider any semantic information. In order to avoid confusion from variations between traces, a trace was stored in a disk file and then processed off-line. 3 The trace was simulated using each of the five wait prediction algorithms and each of five values for the quickness parameter Q: 500 usec, 1 msec, 2.5 msec, 5 msec, and 10 msec. For example, in Figure  9 there is a group of five vertical lines for Q = 1000 usec (one msec). 
