Abstract-We consider a setting of Slepian-Wolf coding, where the random bin of the source vector undergoes channel coding, and then decoded at the receiver, based on additional side information, correlated to the source. For a given distribution of the randomly selected channel codewords, we propose a universal decoder that depends on the statistics of neither the correlated sources nor the channel, assuming first that they are both memoryless. Exact analysis of the random-binning/randomcoding error exponent of this universal decoder shows that it is the same as the one achieved by the optimal maximum aposteriori (MAP) decoder. Previously known results on universal Slepian-Wolf source decoding, universal channel decoding, and universal source-channel decoding, are all obtained as special cases of this result. Subsequently, we further generalize the results in two directions: (i) finite-state sources and finite-state channels, along with a universal decoding metric that is based on LempelZiv parsing, and (ii) full (symmetric) Slepian-Wolf coding, where both source streams are separately fed into random-binning source encoders, followed by random channel encoders, which are then jointly decoded by a universal decoder.
I. INTRODUCTION
Universal decoding for unknown channels is a topic that attracted considerable attention throughout the last four decades. In [7] , Goppa was the first to offer the maximum mutual information (MMI) decoder, which decodes the message as the one whose codeword has the largest empirical mutual information with the channel output sequence. Goppa proved that for discrete memoryless channels (DMC's), MMI decoding attains capacity. Csiszár and Körner [3, Theorem 5.2] have further showed that the random coding error exponent of the MMI decoder, pertaining to the ensemble of fixed composition codes achieves the same random coding error exponent as the maximum likelihood (ML) decoder. Ever since these early works, a large volume of work has been done, see, e.g., [5] , [10] , [11] , [12] , [16] , for a non-exhaustive list of works on memoryless as well as more general channels.
At the same time, considering the analogy between channel coding and Slepian-Wolf (SW) source coding, it is not surprising that universal schemes for SW decoding, like the minimum entropy (ME) decoder, have also been derived, first, by Csiszár and Körner [3, Exercise 3.1.6], and later further developed by others in various directions, see, e.g., [1] , [4] , [9] , [17] , [18] , [19] .
Less attention, however, has been devoted to universal decoding for joint source-channel coding, where both the source and the channel are unknown. Csiszár [2] was the first to propose such a universal decoder, which he called the generalized MMI decoder. The generalized MMI decoding metric, to be maximized among all messages, is given by the difference between the empirical input-output mutual information of the channel and the empirical entropy of the source. It combines MMI channel decoding and ME source decoding. We are not aware of subsequent works on universal source-channel decoding in the same setting.
In this work, we consider universal joint source-channel decoding in several settings that are all more general than that of [2] . In particular, we begin by considering the following communication system: A source vector u, emerging from a discrete memoryless source (DMS), undergoes Slepian-Wolf encoding (random binning) at rate R, followed by channel coding (random coding). The discrete memoryless channel (DMC) output y is fed into the decoder, along with a side information (SI) vector v, correlated to the source u, and the output of the decoder,û, should agree with u with probability as high as possible.
The first step is to characterize the exact exponential rate of the expected error probability, associated with the optimum MAP decoder, where the expectation is over both ensembles of the random binning encoder and the random channel code. We refer to this exponential rate as the random-binning/randomcoding error exponent. The second step, which is the more important one for our purposes, is to show that this error exponent is also achieved by a universal decoder, that depends neither on the statistics of the source, nor of the channel, and which is similar to Csiszár's generalized MMI decoder. Beyond the fact this model is more general than the one in [2] (in the sense of including the random binning component as well as decoder SI), the assertion of the universal optimality of the generalized MMI decoder is stronger here than in [2] . In [2] the performance of the generalized MMI decoder is compared directly to an upper bound on the joint sourcechannel reliability function, and the claim on the optimality of this decoder is asserted only in the range where this bound is tight. Here, on the other hand (similarly as in earlier works on universal pure channel decoding), we argue that the generalized MMI decoder is always asymptotically as good as the optimal MAP decoder, in the error exponent sense, no matter if there is a gap between the achievable exponent and the upper bound on the reliability function. In other words, like in previous works on universal decoding, the focus is on asymptotic optimality of the decoder for the average code and for an unknown channel, rather than on optimality of the overall communication system. However, since full optimization of the random coding ensemble is infeasible, due to channel uncertainty, the best one can hope for is the MAP source-channel error exponent due to Gallager [6, Problem 5.16] . We also provide an upper bound to the error exponent for any communication system with above described configuration and discuss the conditions under which it is met.
One motivation for this model is that it captures, in a unified framework, several important special cases.
1. Separate source coding and channel coding without SI: letting v be degenerate.
2. Pure SW source coding: letting the channel be clean (y ≡ x) and assuming the channel alphabet to be very large (so that the probability for two or more identical codewords would be negligible).
3. Pure channel coding: letting the source be binary and symmetric, and the SI be degenerate.
4. Joint source-channel coding with and without SI: letting the binning rate R be sufficiently large, so that probability of ambiguous binning is negligible.
5. Systematic coding: letting the SI channel (from u to v) be identical to the main channel (from x to y), and then the SI channel may represent transmission of the systematic (uncoded) part of the code.
Another motivation is that it serves as the basis for the more important part of the paper, where we provide further extensions of this communication system model. In these more general situations, the analysis is more tricky and several difficulties that are encountered need to be handled with care. The extended scenarios are the following.
1. Extending the scope from memoryless sources and channels to finite-state sources and finite-state channels. Here, the universal joint source-channel decoding metric is based on Lempel-Ziv (LZ) parsing, with the inspiration of [20] . The non-trivial parts of the analysis (not encountered in [20] or other related works) are mainly those described in items 1, 7 and 8 of Subsection 5.1 of [15] .
3. Generalizing to the model to separate encodings (source binning followed by channel coding) and joint decoding of two correlated sources. Here the universal decoder must handle several types of error events due to possible binning ambiguities. As a consequence, the proposed universal decoding metric for this scenario is surprisingly different from what one may expect.
Finally, a few words are in order concerning the error exponent analysis. The ensemble of codes in our setting combines random binning (for the source coding part) and random coding (for the channel coding part), which is considerably more involved than ordinary error exponent analyses that is associated with either one but not both. This requires a rather careful analysis, in two steps, where in the first, we take the average probability of error over the ensemble of random binning codes, for a given channel code, and at the second step, we average over the ensemble of channel codes. The latter employs the type class enumeration method [13, Chap. 6] , which has already proved rather useful as a tool for obtaining exponentially tight random coding bounds in various contexts and this work is no exception in that respect, as the resulting error exponents are tight for the average code.
Due to space limitations, all the proofs have been omitted. The interested reader can find them in the full version of this paper [15] .
II. NOTATION, PROBLEM SETTING AND PRELIMINARIES
Throughout the paper, random variables will be denoted by capital letters, specific values they take will be denoted by the corresponding lower case letters, and their alphabets will be denoted by calligraphic letters. Random vectors and their realizations will be denoted, respectively, by capital letters and the corresponding lower case letters, both in the bold face font. Their alphabets will be superscripted by their dimensions. For example, the random vector X = (X 1 , . . . , X n ), (n -positive integer) may take a specific vector value x = (x 1 , . . . , x n ) in X n , the n-th order Cartesian power of X , which is the alphabet of each component of this vector. Sources and channels will be denoted by the letter P , Q, or W , subscripted by the names of the relevant random variables/vectors and their conditionings, if applicable, following the standard notation conventions, e.g., Q X , P Y |X , and so on. When there is no room for ambiguity, these subscripts will be omitted. To avoid cumbersome notation, the various probability distributions will be denoted as above, no matter whether probabilities of single symbols or n-vectors are addressed. Thus, for example, P U (u) (or P (u)) will denote the probability of a single symbol u ∈ U, whereas P U (u) (or P (u)) will stand for the probability of the n-vector u ∈ U n . The probability of an event E will be denoted by Pr{E}, and the expectation operator with respect to (w.r.t.) a probability distribution P will be denoted by E{·}. The entropy of a generic distribution Q on X will be denoted by H(Q). The notation [x] + will stand for max{0, x} and min{a, b} will be denoted by a ∧ b. The cardinality of a finite set, say X , will be denoted by |X |.
The empirical distribution of a sequence x ∈ X n , which will be denoted byP x , is the vector of relative frequencieŝ P x (x) of each symbol x ∈ X in x. The type class of x ∈ X n , denoted T (x), is the set of all vectors x witĥ P x =P x . When we wish to emphasize the dependence of the type class on the empirical distribution, say Q, we will denote it by T (Q). Information measures associated with empirical distributions will be denoted with 'hats' and will be subscripted by the sequences from which they are induced. For example, the entropy associated withP x , which is the empirical entropy of x, will be denoted byĤ x (X). Again, the subscript will be omitted whenever it is clear from the context what sequence the empirical distribution was extracted from. Similar conventions will apply to the joint empirical 2016 IEEE International Symposium on Information Theory distribution, the joint type class, the conditional empirical distributions and the conditional type classes associated with pairs of sequences of length n. Accordingly,P xy would be the joint empirical distribution of (x, y) = {(x i , y i )} n i=1 , T (x, y) or T (P xy ) will denote the joint type class of (x, y), T (x|y) will stand for the conditional type class of x given y,Ĥ xy (X, Y ) will designate the empirical joint entropy of x and y,Ĥ xy (X|Y ) will be the empirical conditional entropy, I xy (X; Y ) will denote empirical mutual information, and so on.
be n independent copies of a pair of random variables, (U, V ) ∼ P U V , taking on values in finite alphabets, U and V, respectively. U designates the source vector, whereas V serves as correlated SI at the decoder. Let W designate a DMC, with transition probabilities W (y|x), x ∈ X , y ∈ Y, X and Y being finite alphabets. When the channel is fed by x ∈ X n , it produces a vector y ∈ Y n , according to W (y|x) = n t=1 W (y t |x t ). When a given realization u = (u 1 , . . . , u n ), of U , is fed into the system, it is encoded into one out of M = 2 nR bins, selected independently at random. Here, R > 0 is the binning rate. The bin index j = f (u) is mapped into a channel input x(j) ∈ X n , which is transmitted across the channel W . The various codewords {x(j)} M j=1 are selected independently at random under the uniform distribution across a given type class T (Q), Q being a given probability distribution over X . The randomly chosen codebook {x(1), x(2), . . . , x(M )} will be denoted by C. With a slight abuse of notation, we will denote
The average probability of error, P e , is the probability that U = U , where in addition to the randomness of (U , V ) and Y , the randomness of the codes is also taken into account. The random binning/coding error exponent of the MAP decoder will be denoted by E(R, Q).
The first step is to derive a single-letter expression for the exact random-binning/random-coding error exponent E(R, Q). While the MAP decoder depends on the source P and the channel W , the second step is to propose a universal decoder, independent of P and W , whose average error probability decays exponentially at the same rate, E(R, Q). Note that we are considering a fixed Q without attempt to maximize E(R, Q) w.r.t. Q since the maximizing Q normally depends on the unknown channel W . Finally, our main goal is to extend the scope beyond memoryless systems, as well as to the setting where the role of V is no longer merely to serve as SI at the decoder, but rather as another source vector, encoded similarly, but separately from U .
To the best of our knowledge, the first to consider error exponents for joint source-channel coding (without SI) was Gallager [6, Problem 5.16 ] (see also Jelinek [8] ). In [2] , Csiszár derived upper and improved lower bounds on the reliability function of lossless joint source-channel coding (without SI). According to Csiszár's model, the source vector u is mapped directly into a channel input x[u], which is transmitted over W , whose output y is the input to a decoder, that producesû, and the goal was to find exponential error bounds to the best achievable probability of the error. Csiszár has shown that the reliability function, E jsc is upper bounded by
where E s (R) is the source reliability function, given by
D(P P ) being the divergence between P and P , and E c (R) is the channel reliability function, for which there is a closedform expression available only at rate zero and at rates above the critical rate. The lower bound in [2] is given by
where E c r (R) is the random coding error exponent of W . The upper and the lower bounds coincide whenever the minimizing R of (1), exceeds the critical rate of W . An expression equivalent to (3) is given by
where U is an auxiliary random variable drawn by P , X is governed by Q, Y designates the output of an auxiliary channel W fed by X, and
Here, the term D(P P ) is parallel to the source coding exponent, E s (R), and the other two terms pertain to the channel coding exponent E c r (R) (see [2] ). For the achievability part of [2] , Csiszár analyzes the performance of a universal decoder, that is asymptotically equivalent to the following:
III. RESULTS FOR THE SYSTEM DESCRIBED IN SECTION I
Our problem setting and results are more general than those of [2] from the following aspects: (i) we include side information V , (ii) we include a cascade of random binning encoder and a channel encoder (separate source-and channel coding), and (iii) we compare the performance of the universal decoder to that of the MAP decoder and show that they always (i.e., even when the random coding ensemble is not good enough to achieve the reliability function) have the same error exponent, whereas Csiszár compares the performance of (6) to the upper bound (1) and thus may conclude for asymptotic optimality of the decoder (together the encoder) only when the exact joint source-channel reliability function is known.
Concerning (ii), one may wonder what is the motivation for separate source-and channel coding, because joint sourcechannel coding is always at least as good. The answer is two-fold: (a) in some applications, system constraints dictate 2016 IEEE International Symposium on Information Theory separate source-and channel coding, for example, when the two encodings are performed at different units/locations or when general engineering considerations (like modularity) dictate separation, and (b) the joint source-channel setting can always be obtained as a special case, by choosing the binning rate R sufficiently high, since then the binning encoder is a one-to-one mapping with an overwhelmingly high probability.
Our first result is given by the following theorem. Theorem 1: (a) The random binning-coding error exponent of the MAP decoder is given by
where (U , V ) ∈ U × V are auxiliary random variables jointly distributed according to P U V , and Y ∈ Y is another auxiliary random variable that designates the output of channel W when fed by X ∼ Q.
achieves E(R, Q). Decoder (8) is a natural extension of (6) to our setting. As can be seen, E(R, Q) is monotonically non-decreasing in R. but when R is sufficiently large, the term R ∧ I(X; Y ) is dominated by I(X; Y ), which yields saturation to the level of the joint source-channel random coding exponent (for a given Q), similarly as in (4), except that here, H(U ) is replaced by H(U |V ), due to the SI. For another extreme case, if the channel is clean, Q is uniform, and the channel alphabet is very large, thenÎ(X; Y ) =Ĥ(X) = log |X | is large as well, and then R ∧Î(X ; Y ) is dominated by R. In this case, we recover the SW random binning error exponent.
Finally, although not directly related to the aspect of universality, we next provide also a converse bound on the sourcechannel error exponent, E(P U V , W, R), that applies to any communication system of the above mentioned configuration, where both the binning code f : U n → {1, 2, . . . , M } and the channel code, that maps {1, 2, . . . , M } into C, are arbitrary and where the MAP decoder is used:
E(R, Q) meets this upper bound when the minimizing P U V and W of E(R, Q) are such that R ∧ I(X; Y ) ≤ H(U |V ) and that the minimization over P U V can be interchanged with the maximization over Q, e.g., when the optimal Q is independent of the coding rate.
IV. EXTENSIONS

A. FS Sources/Channels
In [20] , Ziv considered the class of FS channels and proposed a universal decoding metric based on conditional LZ parsing. Here, we discuss a similar model with a suitable extension of Ziv's decoding metric in the spirit of the generalized MMI decoder. Consider a sequence of pairs of random vari-
, drawn from a finite-alphabet, FS source, defined according to P (u, v) = n t=1 P (u t , v t |s t ) where s t is the joint state of the two sources at time t, which evolves according to s t = g(s t−1 , u t−1 , v t−1 ), with g : S ×U ×V → S being the source next-state function, and S being a finite set of states. The initial state, s 1 , is assumed an arbitrary fixed member of S. By the same token, the channel is also assumed FS (as in [20] ), i.e., W (y|x) = n t=1 W (y t |x t , z t ), where z t ), z t = h(z t−1 , x t−1 , y t−1 ) is the channel state at time t, taking values in a finite set Z and h : Z × X × Y → Z is the channel next-state function. Again, the initial state z 1 is arbitrary. The remaining details of the communication system are as before with the exception that the random coding distribution, now denoted by Q(x), is assumed to be any exchangeable probability distribution (i.e., x is a permutation of x implies Q(x ) = Q(x)), and that, moreover, if the state variable z t includes a component, say, σ t , that is fed merely by {x t }, then it is enough that Q would be invariant within conditional types of x given σ = (σ 1 , . . . , σ n ).
LetĤ LZ (x|y) denote the normalized conditional LZ compressibility of x given y, as defined in [20, eq. (20) ] (and denoted by u(x, y) therein). Next definê
and finally, define the universal decoder
Theorem 2: Consider the problem setting defined in Section 2, with a finite-state source and a finite-state channel. Assume that the random binning ensemble and the random channel coding distribution Q are as described above. Let P MAP e (n) denote the average error probability of the MAP decoder and let P u e (n) denote the average error probability of the decoder (11) . Then,
In other words, similarly as in [20] , while we do not have a characterization of the error exponent, we can still guarantee that whenever the MAP decoder has an exponentially decaying average error probability, then so does the decoder (11), and with the same exponential rate. The structure of the proof of Theorem 2 is as that of Theorem 1, but some non-trivial modifications are needed (see [15] ).
B. Separate Encodings and Joint Decoding
Consider n independent copies {(
of a finitealphabet pair of random variables (U 1 , U 2 ) ∼ P U1U2 , as well as n uses of two independent finite-alphabet DMC's W 1 (y 1 |x 1 ) = n t=1 W 1 (y 1,t |x 1,t ) and W 2 (y 2 |x 2 ) = n t=1 W 2 (y 2,t |x 2,t ). For k = 1, 2, consider the following mechanism: The source vector u k = (u k,1 , . . . , u k,n ) is encoded into one out of M k = 2 nR k bins, selected independently at random for every member of U n k . The bin index
are selected independently at random under the uniform distribution within given type classes T (Q k ), where Q k is a given distribution across X k . The randomly chosen codebook {x k (1), x k (2), . . . , x k (M k )} will be denoted by C k . Similarly, as before, we denote
The situation here is more involved because five different types of pairwise error events {(u 1 , u 2 ) → (u 1 , u 2 )} should be handled: (i) u 1 = u 1 and u 2 = u 2 . (ii) u 2 = u 2 and u 1 = u 1 . (iii) Both u 1 = u 1 and u 2 = u 2 , but (at least) u 2 is mapped into the bin of u 2 . (iv) Same, but (at least) u 1 is mapped into the of u 1 . (v) Both u 1 = u 1 and u 2 = u 2 , and neither u 1 nor u 2 belongs to the same bin as the respective true source vector. Errors of types (i) and (ii) are of the same nature as in Section 3, where the source that is estimated correctly, is actually in the role of SI at the decoder. The respective metrics are f 1 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ) = R 1 ∧Î(X 1 ; Y 1 ) −Ĥ(U 1 |U 2 ) f 2 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ) = R 2 ∧Î(X 2 ; Y 2 ) −Ĥ(U 2 |U 1 ).
whereÎ(X 1 ; Y 1 ) andĤ(U 1 |U 2 ) are shorthand notations for I x1x2 (X 1 ; Y 1 ) andĤ u1u2 (U 1 |U 2 ), respectively, and so on. Errors of types (iii) and (iv) are addressed by metrics of the form f 3 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ) = R 1 ∧Î(X 1 ; Y 1 )+R 2 −Ĥ(U 1 , U 2 ) f 4 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ) = R 2 ∧Î(X 2 ; Y 2 )+R 1 −Ĥ(U 1 , U 2 ).
Finally, error of type (v) is accommodated by f 5 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ) =Î(X 1 ; Y 1 ) +Î(X 2 ; Y 2 ) − min{Ĥ(U 1 , U 2 ), R 1 ∧Î(X 1 ; Y 1 ) + R 2 ∧Î(X 2 ; Y 2 )} But we need a single universal decoding metric that copes with all five types of errors at the same time. This objective is accomplished by a metric which is given by the minimum among all five metrics above, i.e., f 0 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ) = min 1≤i≤5 f i (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ).
Theorem 3: Consider the above described setting of separate encodings and joint decoding of two correlated memoryless sources transmitted over two respective, independent memoryless channels. Then, the universal decoder (ũ 1 ,ũ 2 ) = arg max u1,u2 f 0 (u 1 , u 2 , x 1 [u 1 ], x 2 [u 2 ], y 1 , y 2 ) achieves the same random-binning/random-coding error exponent as the MAP decoder.
To express the error exponent, associated with both the MAP decoder and the universal decoder, consider f 0 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 ) as a functional of the relevant joint empirical distributions, i.e., F (P u1u2 ,P x1y 1 ,P x2,y 2 ) = [f 0 (u 1 , u 2 , x 1 , x 2 , y 1 , y 2 )] + .
The error exponent is then given by E(R 1 , R 2 , Q 1 , Q 2 ) = min
