The use of instrumental variables for estimating the effect of an exposure on an outcome is popular in econometrics, and increasingly so in epidemiology. This increasing popularity may be attributed to the natural occurrence of instrumental variables in observational studies that incorporate elements of randomization, either by design or by nature (e.g., random inheritance of genes). Instrumental variables estimation of exposure effects is well established for continuous outcomes and to some extent for binary outcomes. It is, however, largely lacking for time-to-event outcomes because of complications due to censoring and survivorship bias. In this paper, we make a novel proposal under a class of structural cumulative survival models which parameterize time-varying effects of a point exposure directly on the scale of the survival function; these models are essentially equivalent with a semi-parametric variant of the instrumental variables additive hazards model. We propose a class of recursive instrumental variable estimators for these exposure effects, and derive their large sample properties along with inferential tools. We examine the performance of the proposed method in simulation studies and illustrate it in a Mendelian randomization study to evaluate the effect of diabetes on mortality using data from the Health and Retirement Study. We further use the proposed method to investigate potential benefit from breast cancer screening on subsequent breast cancer mortality based on the HIP-study.
with the exposure, (b) has no direct effect on the outcome other than through the exposure, and (c) whose association with the outcome is not confounded by unmeasured variables (see e.g. Hernán and Robins, 2006) . Condition (a) is empirically verifiable, but conditions (b) and (c) are not. However, condition (c) can sometimes be justified in observational studies that incorporate elements of randomization, either by design or by nature (Didelez and Sheehan, 2007) . The plausibility of condition (b) can sometimes be argued on the basis of design elements (e.g. blinding) or a priori contextual knowledge.
Instrumental variables have a long tradition in econometrics (e.g., Angrist and Krueger, 2001 ). They have recently become increasingly popular in epidemiology due to a revival of Mendelian randomization studies (Katan, 1986; Davey-Smith and Ebrahim, 2003) . Such studies focus on modifiable exposures known to be affected by certain genetic variants.
They then adopt the notion that an association between these genetic variants and the outcome of interest (e.g., all-cause mortality) can only be explained by an effect of the exposure on the outcome. This reasoning presupposes that the genetic variants studied satisfy the aforementioned instrumental variable conditions (Didelez and Sheehan, 2007) . That is, they should have no effect on the outcome (e.g., all-cause mortality) other than by modifying the exposure, which can sometimes be justified based on a biological understanding of the functional genetic mechanism. Moreover, their association with the outcome should be unconfounded, which is sometimes realistic because of Mendelian randomization: the fact that genes are transferred randomly from parents to their offspring.
Instrumental variables estimation of exposure effects is well established for continuous outcomes that obey linear models. Two-stage least squares (2SLS) estimation proceeds via two ordinary least squares regressions: regressing the exposure variable on the instrument in the first stage, and next regressing the outcome variable on the predicted exposure value in the second stage. This approach presumes that the additive exposure effect is the same at all levels of the unmeasured confounders (Hernan and Robins, 2006) , which is rarely plausible in the analysis of event times. The IV-analysis of event times is further complicated because of censoring and the fact that the instrumental variables assumptions, even when valid for the initial study population, are typically violated within the risk sets composed of subjects who survive up to a given time. Progress is often made via heuristic adaptations of 2SLS estimation, whereby the second stage regression is substituted by a Cox regression (see Tchetgen Tchetgen et al. (2015) , and Rassen et al. (2008) , Cai et al. (2011) for related approaches for dichotomous outcomes), but these have no formal justification outside the limited context of rare events (Tchetgen Tchetgen et al., 2015) .
To the best of our knowledge, the first formal IV-approach for the analysis of event times was described in Robins and Tsiatis (1991) , who parameterised the exposure effect under a structural accelerated failure time model and developed G-estimation methods for it. Their development is very general, and, in particular, can handle continuous exposures.
However, recurring problems in applications have been the difficulty in finding solutions to the estimating equations and obtaining estimators with good precision. This is related to the use of an artificial censoring procedure, where some subjects with observed event times are made censored in the analysis in order to maintain unbiased estimating equations. This procedure may lead to an enormous information loss. Moreover, it leads to non-smooth estimating equations (Joffe et al., 2012) , so that even simple models are difficult to fit. Loeys, Goetghebeur and Vandebosch (2005) proposed an alternative approach based on structural proportional hazards models. Their development does not require the use of recensoring, but is more parametric than that of Robins and Tsiatis (1991) as it requires modeling the exposure distribution. It is moreover limited to settings with a binary instrument and constant exposure at one level of the instrument, which is characteristic of placebo-controlled randomized experiments without contamination. Cuzick et al. (2007) relax this limitation by adopting a principal stratification approach but, like other such approaches (see e.g. Abadie, 2003; Nie, Cheng and Small, 2011) , restrict their development to binary exposure and instrumental variables. More recently, Tchetgen Tchetgen et al. (2015) independently demonstrated the validity of two-stage estimation approaches in additive hazard models for event times when the exposure obeys a particular location shift model (see Li, Fine and Brookhart (2015) for a related approach under a more restrictive model; other related approaches are discussed in Tchetgen Tchetgen et al., 2015) . In this article, we avoid restrictions on the exposure distribution and develop IV-estimators under a semiparametric structural cumulative survival model that is closely related to, but less restrictive than the additive hazard model in Tchetgen Tchetgen et al. (2015) and Li, Fine and Brookhart (2015) . The proposed approach is general in that it can handle arbitrary exposures and instrumental variables, and can accommodate adjustment for baseline covariates. It neither requires modelling the exposure distribution nor the association between covariates and outcome, and it naturally deals with administrative censoring and certain forms of dependent censoring. Picciotto et al. (2012) studied the different problem of adjusting for time-varying confounding when estimating the effect of a time-varying exposure on a survival outcome. While we also make use of the structural cumulative failure time model, we do this for handling the different problem of estimating the effect of an exposure on a survival outcome in the presence of unobserved confounding using an instrumental variable. Because of this and the fact that we make use of semi-parametric continuous-time models, in contrast to Picciotto et al. (2012) who focus on parametric discrete-time models, the recursive estimators that we propose cannot be immediately compared with those in Picciotto et al. (2012) . A further strength of our paper is that it develops an asymptotic inference for the proposed recursive estimators; such theory is currently lacking for G-estimators in structural cumulative failure time models. The semiparametric estimator that we propose requires only a correct model for the conditional mean of the instrumental variable, given covariates, for consistency of the estimated causal effect. Besides deriving its large sample properties we also develop inferential tools allowing us for instance to investigate for time-changing exposure effect. We examine the performance of the proposed method in simulation studies and two empirical studies.
Model specification and estimation

Basics
Our goal is to estimate the effect of an arbitrary exposure X on an event timeT under the assumption that G is an instrumental variable, conditional on a covariate set L. A data-generating mechanism that satisfies this assumption is depicted in the causal diagram (Pearl, 2009) of Figure 1 . Here, the instrumental variables assumptions are guaranteed by the absence of a direct effect of G onT , and by the absence of effects of the unmeasured confounder U on G, and of G on U .
G is is the instrument, X the exposure variable andT the time-to-event outcome. The potential unmeasured confounders are denoted by U , and the observed confounders of the G-T association by L.
To provide insight, we will start by considering uncensored survival data under the following semi-parametric variant of the additive hazards model (Aalen, 1980) :
whereÑ (t) = I(T ≤ t) denotes the counting process, FÑ t the history spanned byÑ (t), R(t) = I(t ≤T ) is the at risk indicator, Ω(t, L, U ) is an unknown, non-negative function of time, L and U , and B X (t) is an unknown scalar at each time t > 0. Note that the righthand side of this model does not involve G because of the instrumental variables assumptions, which imply thatT and G are conditionally independent, given X, L and U . Note furthermore that we explicitly choose to leave Ω(t, L, U ) unspecified because U is unmeasured, thus making assumptions about the hazard's dependence on U rather delicate.
Under model (1),
which captures the exposure effect of interest by virtue of conditioning on the unmeasured confounder U . By the collapsibility of the relative risk (or the related collapsibility of the hazard difference (Martinussen and Vansteelandt, 2013) ), this is also equal to the directly standardized relative survival risk:
where the averaging is over the conditional distribution of U given (G, L). LettingT x , for each fixed x, denote the potential outcome that would have been observed if the exposure were set to x by some intervention, this can also be written as
This can be seen because, by definition of U being sufficient to adjust for confounding of the effect of X onT , we have thatT x is conditionally independent of X, given U, G, L.
That the effect exp {−B X (t)x} can also be defined without making reference to the unmeasured confounder U (that is, without conditioning on U ) is important. Indeed, the lack of data on U as well as the lack of a precise understanding of the variables contained inside U , would otherwise make interpretation difficult .
Model (1) is closely related to the structural cumulative survival model:
This model is slightly less restrictive than model (1). It makes no assumptions as to how the unmeasured confounders are associated with the event time. It moreover models the effect of setting the exposure to zero, within exposure subgroups rather than the entire population. By evaluating effects within exposure subgroups, the parameter B X (t) in model (4) thus encodes a type of treatment effect in the treated. Under the additional assumption that there is no current treatment interaction (Hernán and Robins, 2006 ), a population-averaged interpretation can be made. In particular, suppose that within levels of G and L, the effect of exposure level x versus 0 on the survival function is the same for subjects with observed exposure X = x as for subjects with a different exposure level in the following sense
Then it is easily verified that, as is the case for model (1), model (4) along with the assumption of no current treatment interaction implies (3), so that B X (t) captures a populationaveraged effect.
Under the instrumental variables assumptions thatX and G are associated, conditional on L, and thatT 0 is conditionally independent of G, given L, the estimators of B X (t) that we will propose in the next section will be consistent estimators of B X (t) in both models
(1) and (4). Condition (5) is not required for the estimation methods that we develop later on; it is only needed to provide the population-level interpretation given in (3).
Estimation
We will allow for the event timeT to be subject to right-censoring. In that case, we only observe whether or notT exceeds a random censoring time C, i.e. we observe δ = I(T ≤ C), along with the first time either failure or censoring occurs, i.e. we also observe
. . , n, denote n independent identically distributed replicates under the structural cumulative failure time model (1) together with the instrumental variables assumptions. It is assumed thatT i and C i are independent
In fact, the above condition on the censoring distribution can be relaxed to P (C > t|X, G, L, U ) = P (C > t|L, U ) for some variable U ⊥ ⊥ G|L. The counting processes N i (t) = I(T i ≤ t, δ i = 1), i = 1, . . . , n, are observed in the time interval [0, τ ], where τ is some finite time point. Further, we define
The crux of our estimation method for B X (t), t > 0 is that once the exposure effect has been eliminated from the event time, it only retains a dependence on L and U . It thus becomes conditionally independent of the instrumental variable, given L. In particular, using arguments similar to those of Martinussen et al. (2011) , we eliminate the exposure effect from the increments dN (t) by calculating dN (t) − dB X (t)XR(t), as suggested by (1), and we will eliminate the exposure effect from the at risk indicators R(t) by calculating R(t) exp {B X (t)X}, as suggested by (2). It follows that
When replacing A(t) with A(t−) on the right side of this expression and integrating, we get the Volterra equation (see Andersen et al. (1993) , p. 91)
where
, and the solution is given by
With the additional assumption that dB X (t) = β X dt, that is assuming a time-constant effect, an estimator of β X may be obtained aŝ
with
Large sample results
The following proposition, whose proof is given in the Appendix, shows thatB X (t) is a uniformly consistent estimator of B X (t). It moreover gives the asymptotic distribution of
Proposition 1 Under model (4) with the assumption that G is an instrumental variable, conditional on L, and given the technical conditions listed in the Appendix, the IV estimator
B X (t)} converges in distribution to a zero-mean Gaussian process with variance Σ(t). A uniformly consistent estimatorΣ(t) of Σ(t) is given below.
.., n be the iid zero-mean processes given by expression (27) in the Appendix. From the proof in the Appendix, it then follows that W n (t) is asymptotically
The variance Σ(t) of the limit distribution can thus be consistently estimated byΣ
by replacing unknown quantities with their empirical counterparts. These results can be used to construct a pointwise confidence band. The asymptotic behavior of the estimator (8) is easily obtained since:
To study temporal changes, it is more useful to consider a uniform confidence band.
This and tests of the hypothesis of a linear (cumulative) causal effect
can easily be derived based on the above iid representation as also outlined in Martinussen (2010). The above hypothesis can be tested using the following test statistic
and since, under the null,
easy to get the iid-representation of the test process. This development is based on the following approach of Lin et al. (1993) . Let Q m 1 , . . . , Q m n be independent standard normal variates. Then, given the data,Ŵ
also converges in distribution to a zero-mean Gaussian process with variance Σ(t). The limit distribution can thus be evaluated by generating a large number, M , of replicates Ŵ m (t), m = 1, . . . , M . The causal null hypothesis that B X (t) = 0 for all t can thus for example be tested using the test statistic
by investigating how extreme this statistic is in the distribution of sup t≤τ |Ŵ m (t)|, m = 1, . . . , M .
Numerical results
Simulation study
To investigate the properties of our proposed methods with practical sample sizes, we conducted a simulation study. We generated data according to the data-generating mechanism of Figure 1 with the following specific models where we leave out the covariate L for simplicity. We considered two different settings where the exposure variable was continuous and binary, respectively. In the first setting the exposure variable X was continuous. We took G to be binary with P (G = 1) = 0.5, and generated X and U , given G, from a normal distribution with E(X|G = g) = 0.5+γ G g, E(U |G = g) = 1.5 and with variance-covariance matrix so that V ar(X|G) = V ar(U |G) = 0.25, and Cov(X, U |G) = −1/6. The parameter γ G determines the size of the correlation between exposure and the instrumental variable.
Specifically we looked at correlation ρ equal to 0.3 and 0.5. We generatedT according to the hazard model
with β 0 (t) = 0.25, β X (t) = 0.1 and β U (t) = 0.15. Twenty percent were potentially censored according to a uniform distribution on (0,3.5), and the rest were censored at t = 3.5, corresponding to the study being closed at this time point, leading to an cumulative censoring rate of around 20. Under this model, as seen in the Section 2.2, (4) holds with
withβ X (t) = 0 so the naive Aalen estimator (using X and G as covariates) is biased. We calculated the estimator given in (7) withθ = G, along with the estimatorβ X given in (9) where we took τ = 3. For this scenario, we considered sample sizes 1600 and 3200 when ρ = 0.3, and sample sizes 800 and 1600 when ρ = 0.5. Simulation results concerninĝ B X (t), based on 2000 runs for each configuration, are given in Table 1 , where (average) biases are reported at time points t = 1, 2, 3 forB X (t) along with coverage probability of 95% pointwise confidence intervals CP(B X (t)). Results concerningβ X are given in Table   3 , first half. Table 1 about here In all scenarios considered the naive Aalen estimator is, as expected, biased; see Table 1 .
From Table 1 it is also seen that the proposed estimatorB X (t) is unbiased. In the case with sample size 800 and correlation equal to 0.3 the estimated standard error at time point t = 3 is a bit too large resulting in a too high coverage probability. However, it is also seen that the estimated standard error approaches the empirical standard deviation as sample size goes up, and overall the 95%-coverage probabilities have the correct size.
We also calculated the size of the sup-test (9) that investigates whether the constant exposure effects model is acceptable. For the four considered scenarios of (n, ρ): (1600,0.3), (3200,0.3), (800,0.5), (1600,0.5), it was 0.03, 0.04, 0.03 and 0.05, respectively. Hence, when sample size and correlation goes up, the test has the correct size. The results concerning the constant effect estimator,β X , are reported in the first half of Table 4 , and from there it is seen that the estimator is unbiased and that the variability is well estimated leading to satisfactory coverage probabilities at least when sample size goes up. When the exposure is continuous one may also calculate the 2SLS estimator of Tchetgen et al. (2015), we denote itβ X . Results for this estimator are also given in Table 4 . From there it is seen that this estimator is also unbiased, and that it is sligtly more efficient than the constant effects Table 1 : Continuous exposure case. Time-constant exposure effect. Bias ofB X (t), average estimated standard error, sd(B X (t)), empirical standard error, see(B X (t))), and coverage probability of 95% pointwise confidence intervals CP(B X (t))) based on the instrumental variables estimator, in function of sample size n and at different strengths ρ (correlation) of the instrumental variable. Bias ofB X (t) is the bias of the naive Aalen estimator.
BiasB X (t) 1600 -0. average estimated standard error, sd(B X (t)), empirical standard error, see(B X (t))), and coverage probability of 95% pointwise confidence intervals CP(B X (t))) based on the instrumental variables estimator, in function of sample size n and at different strengths ρ (correlation) of the instrumental variable. Size of sup-test is the size of the test based on the statistic (9) using 2000 re-samplings, and taking τ = 3. estimator given in this paper. This is not surprising as the 2SLS estimator is targeted at this specific situation while the estimatorβ X is derived from an estimator that can handle much more general situations. We also considered a setup where there was a time-varying exposure effect. Data was generated as described above except that β X (t) was now taken as β X (t) = 0.1I(t < 1.5) − 0.1I(1.5 ≤ t < 3). Inducing censoring as above resulted in a cumulative censoring rate of around 25. Results from this study are given in Table 2 , where we have dropped results for the naive Aalen estimator. From Table 2 we see again that the proposed estimator is unbiased and that the variability is well estimated resulting in appropriate coverage. We also calculated the size of the sup-test. For the four considered scenarios of (n, ρ): (1600,0.3), (3200,0.3), (800,0.5), (1600,0.5), it was 0.07, 0.18, 0.13 and 0.31, respectively. We also ran the situation where (n = 3200, ρ = 0.5) and obtained the size of the test to be 0.61. Whe thus see, as expected, that when correlation and sample size goes up the power of the test increases. We also calculated the constant effects estimatorsβ X andβ X , and the mean of them in all four combinations of (n, ρ) was 0.04
thus showing that the constant effects estimators are not appropriate under this scenario with time-changing exposure effect.
We also considered settings where the exposure variable X was binary. In the first such setting we generated data as under the first scenario with β X (t) = 0.1, but instead of using the continuous version of X, call it nowX, we used X = I(X > 0.5).
Table 2 about here
We used the same censoring mechanism and also the same hazards model as under the first setting. For this scenario, we considered sample sizes 3200 and 6400 when ρ = 0.3, and sample sizes 1600 and 3200 when ρ = 0.5. Results, again based on 2000 runs for each configuration, are shown in Table 3 . For the case (n = 3200, ρ = 0.3) the coverage probability is a bit too high at t = 3. In the other settings the estimator is unbiased and coverage is satisfactory. The results concerning the constant effect estimator,β X , are reported in the second half of Table 4 , and from there it is seen that the estimator is unbiased and that the variability is well estimated leading to satisfactory coverage probabilities. We also see that 2SLS estimator of Tchetgen et al. (2015) seems to be unbiased in this setting although there is no theoretical underpinning of this. To look further into this and to stress that the 2SLS estimation relies on a correct specification of a model for the exposure X given the instrument G we ran a final study as follows. The instrument G was taken to be normally distributed with mean 2 and variance 1.5 2 . The unobserved U was taken to be 1.5Z 2 with Z generated as normal with mean 1 and variance 0.25 2 . The exposure X was binary with
In this way the correlation between X and G was approximately 0.56. We generatedT according to the hazard model
and censored all at t = 2 resulting in approximately 25% censorings. We used sample size 1000 and 2000 with 1000 runs for each configuration. We calculated the 2SLS estimator in two ways using different first stage models; we denote the 2SLS estimator based on regressing X on G (despite that X is binary) in the first stage byβ 1X and the 2SLS estimator based on a first stage logistic regression model using G as explanatory variable byβ 2X . We stress that the estimator suggested in this paper,β X , is not based on any modelling of X given G in contrast to the 2SLS estimator. Results are given in Table   5 where it is seen that the estimatorβ X is unbiased while the two versions of the 2SLS estimator are both biased.
Application to the HRS on causal association between diabetes and mortality
We illustrate the proposed method using data from the Health and Retirement Study (HRS), a cohort initiated in 1992. The same data was used by Tchetgen Tchetgen et al. Binary exposure case. Bias ofB X (t), average estimated standard error, sd(B X (t)), empirical standard error, see(B X (t))), and coverage probability of 95% pointwise confidence intervals CP(B X (t))) based on the instrumental variables estimator, in function of sample size n and at different strengths ρ (correlation) of the instrumental variable. Bias ofB X (t) is the bias of the naive Aalen estimator.
BiasB X (t) 3200 0.000 0.001 -0.017 1600 -0. to account for possible population stratification. The 2SLS control function approach used in TT is only valid if the instrument is binary unless one makes a further linearity assumption concerning a conditional mean of the un-observed confounder(s), specifically they assume that E{Ω(t, U )|G, X} is linear in G. This assumption is un-testable based on the observed data. The method we suggest in this paper is not restricted to only binary instruments. As a matter of fact no restrictions are put on neither the exposure nor the instrument. They can be binary as well as continuous. Also, the approach taken in TT assumes a time-constant exposure effect whereas the approach suggested in this paper allows the exposure effect to vary with time, and we may test whether a time-constant Table 5 . There were large differences between the study women who participated and those who refused (Shapiro, 1977) and therefore the results from the "as treated" analysis may be doubtful due to unobserved confounding. The same data were analysed by Joffe (2001) and as he did, we will also focus on the first 10 years of follow-up. Since screening ended after three years, Joffe argued that focussing on the first 10 years of follow up will reduce attenuation of the effects of screening in the later periods in which treatment was the same both groups. We can look into the possibility of a time-varying effect in a more formal way as our estimatorB X (t) captures this directly. To begin with we performed a Cox-regression intention to treat analysis showing that there is reduced mortality from breast cancer in the screening group (p=0.01). We also applied the Aalen additive hazards intention to treat analysis. Figure 2 shows the estimated cumulative regression coefficient along with 95% confidence intervals indicating a time-varying effect of the screening; there seems to be a beneficial effect in the first 6 years or so, and no effect thereafter. The supremum test of an overall effect of screening is significant (p=0.005).
We will now apply our suggested method to estimate the causal effect of screening using the randomisation variable as instrument. In our notation, the randomization variable is called G and the treatment, screening, is called X. Before proceeding, it is important to notice that there is a competing risk issue in these data. In the first 10 years of follow-up there are 4221 deaths but only 340 were deemed due to breast cancer. The ith counting process in our estimator (7) is now the counting process that jumps at time point t if the ith women at that point in time dies from breast cancer. We show in a separate report to be communicated elsewhere thatB X (t) contrasts the cumulative breast cancer death specific hazards among the treated between scenarios with versus without screening under the assumption that the cause specific hazard of death due to other causes than breast cancer for the screened women would have been the same at all times had they not been screened. To test this assumption one may use the test process
where N 2i (t) is the ith counting process counting non-breast cancer death. Under the null of no causal effect of screening on the non-breast cancer death hazards, this process is a zero-mean process. One may further show that
where H i (t) are independent identically distributed zero-mean processes. Specifically,
considering here the case without covariates so that θ = E(G i ). In the previous display, ζ 1 (t) and ζ 2 (t) are the limits in probability of
respectively. This representation can be used to resample from the limit distribution of H n (t) under the null. Further, a formal test based on for instance sup t≤10 |H n (t)| may be performed and whether or not it is significant can also be based on resampling from the limit distribution under the null. Figure 3 shows the test process H n (t) along with 20 resampled processes from its limit distribution under the null, and it is seen that the test process does not seem to deviate in any respect. The supremum test based on 1000 resamples results in a p-value of 0.63. Based on this, we proceed to calculate the estimatorB X (t). This estimate along with 95% confidence bands (pointwise) are given in Figure 4 that also shows the intention to treat estimate (broken curve). The causal effect of the screening appears to be slightly more pronounced than what is seen from the intention to treat estimator and 
Test process
Figure 4: HIP-study. Investigation of whether the cause specific hazard of death due to other causes than breast cancer for the screened patients would have been the same at all times had they not been screened. Test process H n (t) along with 20 resampled processes from its limit distribution under the null. again it is seen that there seems to be a time-varying effect with screening being beneficial in a period of approximately 6 years. The supremum test sup t≤10 |B X (t)| is significant (p=0.02).
Using our approach it is now possible to study the time-dynamics even further. For illustrative purposes, let us assume that it had been hypothesized that if there were an effect of screening it would only last for a few years (as screening stopped after 3 years), and let us say it corresponds to roughly six years of follow up. We could then attempt the simpler model
with ξ = 6 years. The two parameters β 0 and β 1 are estimated bŷ
The estimate of B X (t) under this simplified model is then given by
The constant effects parameters are estimated toβ 0 = −0.00031 (SE 0.00011) andβ 1 = −0.00012 (SE 0.00020), indicating a significant effect of the screening only in the first 6
years. The estimator B † X (t) is shown in Figure 4 . To test whether the simplified model, that is assuming a constant effect of treatment with a change in the effect after 6 years, gives a reasonable description of the data we consider the test process T ST (t) = n 1/2 {B X (t) − B † X (t)} which, under the null, can be written as
Using the iid representation of W n (t) we can resample from the limit distribution, under the null, of T ST (t); such 20 randomly picked processes are shown in Figure 5 along with the observed test process T ST (t). We may use the supremum test statistic T ST = sup t≤10 |T ST (t)| to investigate whether the test process is deviating. To see whether the observed T ST is extreme we sampled 1000 draws from the limit distribution as outlined in Section 3; this gave a p-value of 0.56 suggesting that the constant effects model with a change in the effect after 6 years gives a reasonable fit to the data. However, it also seen from Fig. 4 and additional parameter allowing for a separate effect in the initial phase of two years or so.
The cutpoints chosen here were used for illustrative purposes only, in practice they should have been specified ahead of performing the analysis.
Concluding remarks
In this article, we proposed an instrumental variables estimator for the effect of an arbitrary exposure on an event time. In comparison with other instrumental variables estimators for event times, our proposed approach has the advantage that it can handle arbitrary (e.g., continuous) exposures, without the need for modelling the exposure distribution, and that it naturally adjusts for censoring whenever censoring is independent of the event time, exposure and instrument, conditional on measured and unmeasured confounders.
The independent censoring assumption is relatively weak as it allows for a dependence on unmeasured factors. This assumption can be relaxed via inverse probability of censoring weighting under a model for the dependence of censoring on the exposure and/or instrumental variable.
Under the usual instrumental variable assumptions, listed in Section 1, the IV-estimator (8) provides a consistent estimator of the causal exposure effect as opposed to the naive estimator when there is unmeasured confounding. However, in the case of a weak instrument, the IV-estimator may have a large variance. It is therefore of interest to develop semi-parametric efficient estimators (Tsiatis, 2006) . Along the same lines, it is also of interest to consider estimators that are robust to some model deviations. For instance, consider the following two models
and
where h is a user defined function such as h(t, G, L) = G; and ψ(t) and θ are parameters indexing the two models. Consider then the estimating function
where 
Appendix: Large sample properties
Let µ(L; θ) = E(G|L; θ) be the conditional mean of the instrument given observed confounders L, which is function of an unknown finite-dimensional parameter θ. In the case of no observed confounders µ(θ) = θ = E(G) andθ = G. We assume that n 1/2 (θ − θ) = Technical conditions:
(i) We assume that X and G are bounded, and denote the respective bounds by X max and G max .
(
We assume that there exist M > M • and ν > 0
The quantities M • and M do not necessarily need to be known.
Consistency
Below we show thatB X (t, θ 0 ) is uniformly consistent. In what follows we suppress θ 0 from the notation and write B(t) instead of B X (t). The estimator is given by the recursion equationB
It appears difficult to prove directly thatB n (t) is bounded. Instead we will take a different approach. We will modify the estimator in a way that will force it to be of bounded variation. We will then prove that the modified version of the estimator is consistent. If M is not known, the modified estimator is a theoretical construct that cannot actually be computed, but it will emerge that for large enough n the modified estimator is equal to the unmodified estimator.
We will use the Helly Selection Theorem in the following form.
Helly Selection Theorem: Let {f n } be a sequence of functions on [0, τ ] such that f n ∞ ≤ A 1 and V(f ) ≤ A 2 , where A 1 and A 2 are finite constants. Then a. There exists a subsequence {f n j } of {f n } which converges pointwise to some function f .
b. If f is continuous, the convergence is uniform.
Then it follows that B n − B
• ∞ a.s.
→0
.
is then the solution to B(t) = Υ n (B, t). Let ξ(y) = sgn(y) min(|y|, M ). We then define the modified estimatorB n to be the solution to the equation B(t) = Υ n (ξ(B), t).
The function q(s, h) satisfies sup s∈[0,τ ],h∈R |q(s, h)| ≤ 2G max e M Xmax λ max ν −1 , where λ max is an upper bound on λ(s, L, G, X) (which we assume exists). Moreover, q(s, h) is Lipschitz with respect to h over s ∈ [0, τ ] and h ∈ R with Lipschitz constant κ = 2G max e M Xmax λ max ν −1 (1+ X max G max e M Xmax ν −1 ). Accordingly, by classical differential equations theory (Hartman, 1973, Thm. 1.1; Coddington, 1989, Sec. 5.8 
), B
• is the unique solution to the equation
We note for later reference that for any two functions B 1 and B 2 we have
Now, by the functional central limit theorem as given in Andersen and Gill (1982) ,
It follows that
and therefore
Now, by Helly's selection theorem, every subsequence ofB n (t) has a further subsequence that converges to some limit. Since the jumpsB n (t) are bounded by n −1 D and the number of jumps in the interval [t 1 , t 2 ] divided by n converges uniformly to E[N (t 2 )] − E[N (t 1 )] ≤ C(t 2 − t 1 ) for some constant C, it follows that the limit of the subsubsequence is continuous, and therefore (by the second part of Helly's theorem) the convergence of the sub-subsequence is uniform. Going further, the fact thatB n = Υ n (ξ(B n ))
in combination with (20) and (26) and therefore ξ(B n (t)) =B n (t). So for n sufficiently large,B n solves B = Υ n (B), or, in other wordsB n =B n . We have thus shown that B n − B
→0, as desired.
The consistency ofB X (t,θ) then follows immediately by a Taylor series expansion sincê θ is consistent.
Asymptotic normality
Let N (t) = {N 1 (t), . . . N n (t)} T and X = (X 1 , . . . , X n ). For known θ we can writê
where the kth element of the n-vector H θ {t,B X (t−, θ)} is
Let V (t, θ) = n 1/2 {B X (t, θ) − B X (t)} and letḢ denote the derivative of H with respect to its second argument. It is then easy to see that 1 +Ḣ(·, B X (·))dN (·)
with the latter being a product integral that converges in probability to some limit. This leads to the iid-representation with a i being the ith element of the vector a. This together with n 1/2 {B X (t,θ) − B X (t)} = n 1/2 {B X (t, θ) − B X (t)} + n 1/2 {B X (t,θ) −B X (t, θ)} = n 1/2 {B X (t, θ) − B X (t)} + D θ (B X (t, θ)) |θ n 1/2 (θ − θ) + o p (1),
where D θ {B X (t, θ)} is the first order derivative ofB X (t, θ) w.r.t. θ gives an iid-decomposition of n 1/2 {B X (t,θ) − B X (t)}: n 1/2 {B X (t,θ) − B X (t)} = n 
We now argue that the process V (t, θ) converges in distribution as a process using arguments similar to what is done in Lin et al. (2000. p. 726) . By taking the log to equation (4) it is seen that B X (t) can be written as a difference of two monotone functions . Let H i (s) be the limit in probability of F(s, t)H i (s, B X (s−)). Now, splitH i (s) into its positive and negative parts,H and Wellner, 1996) . Convergence in distribution for the process V (t,θ) also holds using the above Taylor expansion. It thus follows that n 1/2 {B X (t,θ) − B X (t)} converges to a zero-mean Gaussian process with a variance that is consistently estimated The derivative D θ (B X (t, θ)) |θ can be calculated recursively asB X (t,θ) is constant between the observed death times. Denote the jump times by τ 1 , . . . , τ m . Hencê B X (τ j , θ) =B X (τ j−1 , θ) + dB X (τ j , θ) which then also holds for the derivative. SinceB X (0, θ) = 0 and the derivative of the increment in the first jump time, dB X (τ 1 , θ), is easily calculated we then have a recursive way of calculating the derivatives ofB X (·, θ).
