The histogram is widely used as a simple, exploratory display of data, but it is usually not clear how to choose the number and size of bins for this purpose. We construct a confidence set of distribution functions that optimally address the two main tasks of the histogram: estimating probabilities and detecting features such as increases and (anti)modes in the distribution. We define the essential histogram as the histogram in the confidence set with the fewest bins. Thus the essential histogram is the simplest visualization of the data that optimally achieves the main tasks of the histogram. We provide a fast algorithm for computing the essential histogram, and we illustrate our methodology with examples. An R-package is available on CRAN.
Introduction
The histogram, introduced by Karl Pearson in 1895, is one of the most basic but still one of the most widely used tools to visualize data. However, the construction of the histogram is not uniquely defined, leaving the user considerable freedom to choose the locations and number of breakpoints, see Freedman et al. (2007) . This arbitrariness allows for radically different visual representations of the data, and it appears that no satisfactory rule for the construction is known, as evidenced by the large number of rules proposed in the literature. In the case of equal bin widths, popular examples of rules for the number of bins are those given by Sturges (1926) , which histogram as an exploratory tool to identify structure in the data such as gaps and spikes, rather than as an estimator of a density, and they argue that relying on asymptotic risk minimization may lead to inappropriate recommendations for choosing the number of bins. This is in line with recent findings for the regressogram (Tukey, 1961) , the regression 'counterpart' for the histogram (Frick et al., 2014; Li et al., 2016) . Here the bin choice corresponds to finding locations of constant segments, which is a different target than conventional risk minimization, e.g. of the L p norm,
This paper proposes a rule for constructing a histogram that is motivated by the two main goals of the histogram, see Freedman et al. (2007): 1. The histogram provides estimates of probabilities via relative areas.
2. The histogram provides a display of the 'density' of the data that is simple but informative, i.e. it aims to have few bins, but still shows the important features of the data, such as modes.
The idea of the paper is to construct a confidence set of cumulative distribution functions (cdfs) such that each cdf in the confidence set satisfies 1. in an (asymptotically) optimal way.
To meet 2., we select the simplest cdf in the confidence set, i.e. the one with the fewest bins, as our histogram cdf. The resulting histogram is the simplest histogram that shows important features of the data, such as increases, modes, or troughs. We call this histogram the essential histogram. Our approach is motivated by the fact that simplicity is a key aspect of the histogram: not only is it implicit in its goal to serve as an exploratory tool, but also in its definition as a piecewise constant function, which should capture the major features of data (and the underlying distribution) well. We show that in a large sample setting, each cdf in the confidence set estimates probabilities of intervals with a standardized simultaneous estimation error that is at most twice ofwhat is achievable and which is typically much smaller than those obtained from histograms that are constructed via traditional rules. Likewise, we show that the cdfs are asymptotically optimal for detecting important features, such as increases or modes of the distribution. Therefore, we attain the above two goals of the histogram asymptotically, but we stress that one of the main benefits of our construction is that it provides finite sample guaranteed confidence statements about features of the data: large increases (or decreases) of any histogram in the confidence set (and hence of the essential histogram) indicate significant increases (or decreases) in the true density (cf. Theorem 3). We illustrate this by an example in Figure 1 . The finite sample guarantee implies that the true density has an increase on the two pink intervals, and has a decrease on the two blue ones, respectively, with simultaneous confidence at least 90%. This implies that the true density has two modes and one trough, as the plotted intervals are disjoint (cf. Dümbgen and Walther, 2008) . These intervals are a selection of a much larger set of intervals of increase and decrease at all scales, which the method offers (see Sections 3 and 5). Thus, we can state with 90% guaranteed finite sample confidence that these modes or troughs are really there in the underlying population. We think that these confidence statements are quite valuable enhancements to the essential histogram as an exploratory tool. We also mention that any other histogram can be accompanied with our method to obtain such statements for it in order to justify (or question) modes it suggests (see Section 6.2).
The construction of the confidence set is based on the multiscale likelihood ratio test introduced by Rivera and Walther (2013) , and we show here that this test results in the optimal detection of certain features in the data. Frick et al. (2014) use such a multiscale likelihood ratio test for inference on change-points in a regression setting and they employ the idea of selecting the function in the confidence set that has the fewest jumps. In the context of the histogram, it turns out that this approach includes jumps only at locations where the evidence in data requires the placement of jumps in order to show significant features and to provide good probability estimates. Hence the methodology will not put any breakpoints in regions where the density is close to flat. This built-in parsimony is what one would expect from an automatic method for constructing a histogram, see also the comments about open research problems in Denby and Mallows (2009) . The taut string method of Davies and Kovac (2004) can be interpreted as producing a histogram (although not satisfying requirement 1. from above) that has the smallest number of modes subject to the constraint that it lies in a confidence ball given by the Kolmogorov metric.
It is known that the Kolmogorov metric will not result in good probability estimates for intervals unless they have large probability content (Dümbgen and Wellner, 2014) . This procedure does not aim at parsimony of bins and will typically produce many more bins than the essential histogram (although often providing visually appealing solutions, and estimating the number of modes very well, see Section 6), while the essential histogram automatically results in parsimony of bins and as a consequence also of modes as explained above.
The rest of the paper is organized as follows. In Section 2, we propose a multiscale confidence set of distribution functions. In Section 3, we present an accelerated dynamic programming algorithm for computing the essential histogram using a slight relaxation of the multiscale constraints.
The optimality of every distribution function in the confidence set as well as of the essential histogram is examined from the probability estimation perspective in Section 4, and from the feature detection perspective in Section 5. The performance of the essential histogram is demonstrated by simulations in Section 6, where we also illustrate how the proposed confidence set can be used as an evaluation tool for any histogram estimator. A brief conclusion is given in Section 7. Some further optimality results and all the proofs are in Sections S1 and S2 in the online supplement.
The proposed method is implemented in CRAN R-package "essHist" (Li and Sieling, 2018 ).
Notation
For any cdf F and any interval I we define
f (I) provides a measure of the 'average density' over I without requiring any smoothness assumptions on F . If F does have a density, thenf (I) equals the average of the density over I.
For a partition I 1 , I 2 , . . . of the real line into intervals we define the corresponding histogram of F as the density h given by h(x) :=f (I i ), where I i is the interval containing x. We say that H is a histogram cdf iff it is the cdf of a histogram, or equivalently, iff H is a piecewise linear and continuous cdf. The histogram can be recovered from its cdf H as the left-hand derivative of H.
Let conv(I) denote the convex hull of a set I.
A confidence set for the distribution function
It is well known that the empirical cdf F n of n i.i.d. univariate observations X 1 , . . . , X n is in a certain sense an optimal estimator of the underlying cdf F , which from now on is assumed to be continuous, see Dvoretzky et al. (1956) . While it is straightforward to convert F n into a histogram cdf, see (Shorack and Wellner, 1986, p.86) , the resulting histogram with n break points at the observations will generally not be useful for the visualization of the data as it is much too rough. The premise of this paper is that it is typically possible to remove a large fraction of these breakpoints and still have an estimator that is just as good as F n for estimating probabilities F (I) of arbitrary intervals I. This is clearly plausible for local stretches where F has a density that is flat, but it will be seen that also for more general F it is typically possible to reduce the number of breakpoints considerably without incurring a significant error in estimating F (I) or loss of power for detecting important features of the distribution. This motivates our proposal for constructing a histogram by choosing the histogram cdf with the fewest breakpoints that is still optimal for the latter tasks. As the resulting histogram cdf will typically be parsimonious, this construction achieves the goal of providing a simple visualization of the data that optimally addresses the inferential and exploratory tasks of the histogram.
The first step in this construction consists of deriving a confidence set of distribution functions that have the same performance as F n for estimating probabilities F (I). The idea is to apply certain likelihood ratio tests on a judiciously chosen set of intervals and then to invert this family of tests, i.e. to define a (1 − α)-confidence region for F as those cdfs that pass the totality of these tests:
(2) C n (α) := cdf H : 2logLR n H(I), F n (I) ≤ (F n (I)) + κ n (α) for all I ∈ J .
Here logLR n H(I), F n (I) := nF n (I) log F n (I)
is the log-likelihood ratio statistic for testing F (I) = H(I),
is the scale penalty, and κ n (α) is the (1 − α)-quantile of the distribution of (4)
with J being a collection of intervals:
J ( ), where max = log 2 n log n and
This collection 1 of intervals was introduced in Walther (2010) to approximate the collection of all intervals on the line in a computationally efficient manner: Rivera and Walther (2013) show that the above multiscale likelihood ratio statistic can be computed in O(n log n) steps while at the same time the collection is still rich enough to guarantee optimal detection in certain scanning
problems. Here we show in Section 4 that every H ∈ C n (α) has the same asymptotic estimation error for probabilities F (I) as F n . Moreover, the results in Section 5 show that every H ∈ C n (α)
is optimal for the detection of certain features which are relevant for the exploratory purpose of 1 Here we employ half-open instead of closed intervals which leads to obvious changes to the formulas used in Rivera and Walther (2013) the histogram. In particular, these optimality properties hold for the parsimonious histogram cdf that we compute in Section 3 in the second step of our construction of the essential histogram.
3 Computing the essential histogram
Computationally feasible relaxation
In the second step of our construction we would like to find a histogram in C n (α) in (2) with the least number of bins. This computation requires the solution of a nonconvex combinatorial optimization problem and is practically infeasible for most real world applications. However, it is possible to compute the exact solution of a slight relaxation (still nonconvex) of the original optimization problem in almost linear run time, see Sections 3.2 and S3. This optimization problem is
whereC n (α) is the superset of the histogram cdfs in C n (α) that results if one evaluates the likelihood ratio tests only on those intervals where the candidate density is constant:
for every I ∈ J where the left-hand derivative H is constant , and N bin (H) the number of bins of the density of H. In general, solutions to (6) are not unique.
In that case we will pickĤ with densityĥ =
K k=0
Fn(I k ) |I k | 1 I k , which maximizes the following negative entropy (up to a factor of n)
Note that (8) is the log-likelihood if we assume the data are distributed according toĤ, hence we select the histogram cdf that explains data best in terms of likelihood among all solutions of (6).
We refer to this solution as the essential histogram.
SinceC n (α) is a superset of the histogram cdfs in C n (α), the minimization problem (6) over histogram cdfs H ∈C n (α) will result in a solution that may have fewer bins than the minimizer over C n (α), which is a beneficial side effect. In turn,C n (α) involves fewer goodness of Figure 2: Quantiles κ n (α) of T n in (4) for various sample sizes (computed by 10 5 repetitions; x-axis is in log scale).
fit constraints, which may result in some loss in efficiency in inference. The theoretical results and the simulations in the following sections show that this loss is not significant. Furthermore, it will be seen that the essential histogram still allows to derive guaranteed finite sample confidence statements about certain features of the distribution.
Numerical computation
Computation of quantiles κ n (α). In order to determine the threshold κ n (α) for T n in (4), C n (α) in (2), andC n (α) in (7), note that T n is distribution free, i.e. independent of the underlying (unknown) F , so we can compute its quantile κ n (α) in a universal manner. This can be done via
Monte-Carlo simulations. Empirically, we find that κ n (α) converges rapidly, see Figure 2 , and Section S3 for details. Thus, in our R-package "essHist", the value κ n (α) with n = 10, 000 is used by default for every sample size n ≥ 10, 000.
Computation of the essential histogram. By X (1) , . . . , X (n) we denote the order statistics of observations X 1 , . . . , X n . We treat each X (i) as a node in a graph, and set the edge length between nodes X (i) and X (j) as the minimal number of blocks of a step function on (X (i) , X (j) ], which satisfies the multiscale constraint in (6). Then the computation of the essential histogram amounts to finding the shortest path between X (1) and X (n) , which can be exactly computed by dynamic programming algorithms, see e.g. (Dijkstra, 1959) , which has complexity O(n 3 ). To improve computational speed, we exploit an accelerated dynamic program for the computation of the essential histogram, by incorporating pruning ideas, see e.g. (Killick et al., 2012; Frick et al., 2014; Maidstone et al., 2017; Hocking et al., 2017) . To this end, the constraint that the estimator itself should be a histogram has been integrated into the dynamic programming algorithm. This accelerated dynamic program turns out to be significantly faster than the standard dynamic program, and most of the time has nearly linear computation complexity in terms of number of samples, with the worst case computation complexity being quadratic up to a log factor (which happens very rarely). This is confirmed by its empirical time complexity, which is almost linear (cf. Figure 7 in Section 6). Moreover, the memory complexity is always linear, i.e. O(n). For brevity, we defer the technical details to Section S3 in the online supplement.
Optimal estimation of probabilities
First we investigate how well H ∈ C n (α) perform with regard to the first goal of the histogram, namely estimating probabilities F (I) for intervals I. To this end, for probabilities of size p ∈ (0, 1), we introduce the simultaneous standardized estimation error of H as
.
Our first result establishes a benchmark for this task by deriving the performance of the empirical cdf F n . The result shows that the simultaneous estimation error of F n is very close to 2 log(e/p n )/n:
In fact, no estimator can improve on the 2 log(e/p n )/n bound, as as explained in the proof of Theorem 1. Thus F n provides an optimal estimator for the collection (F (I)) I . The next theorem shows that the cdfs H ∈ C n (α) nearly match this performance: Part (i) of Theorem 2 shows that if H n is a fixed sequence of cdfs such that d pn (F, H n ) is slightly larger than this bound, then with high probability H n ∈ C n (α). However, since we will optimize over C n (α) in order to find the simplest H ∈ C n (α), we need to bound the worst-case estimation error over all H ∈ C n (α). Part
(ii) of Theorem 2 shows that this worst-case error is at most twice the optimal bound. One readily checks that Theorem 2 continues to hold forC n (α) in place of
is changed to only consider intervals I where the density of H is constant.
Theorem 2. Let B n → ∞ and n = n (p n ) := B n log e pn −1/2 . Then (i) for p n ∈ log 2 n n , 1 2 it holds that sup H:dp n (F,H)>(1+ n)
2 log e pn n IP F H ∈ C n (α) → 0 uniformly in F ;
(ii) it holds uniformly in F that
The loss of a factor 2 is not consequential when compared to other popular histogram rules:
Proposition 1 gives the performance of a histogram that uses k n equally sized bins. If one chooses k n ∼ n 1/3 bins as recommended by the common rules in the literature, then √ nd pn (F, H n ) blows up at the rate n 1/3 for some rather typical continuous F and p n = 1 4kn , while the benchmark given by F n , as well as the worst-case error over H ∈ C n (α), grow very slowly at a rate of √ log n. A similar result obtains if one uses bins with equal probabilty content rather than equal length. 
If one is willing to make higher order smoothness assumptions on F , then it can be shown that the performance of these common histogram rules gets much closer to the benchmark. One key advantage of our proposed histogram is that it essentially attains the benchmark in every case by automatically adapting to the local smoothness. At the same time, some H in C n (α) will typically have many fewer than the n bins produced by F n : If the underlying density is locally close to flat, then the multiscale likelihood ratio test will not exclude a candidate H that has no jumps in that local region. Thus the H ∈ C n (α) with the fewest bins provide a histogram that gives a simple visualization of the data while still guaranteeing essentially optimal estimation of (F (I)) I .
The optimality results for estimating F (I) provided by Theorems 2 and S1 carry over to estimating the average densityf (I) = F (I)/|I| by simply dividing the inequalities by |I|. We note that the construction of C n (α) via log likelihood ratio statistic logLR n (H(I), F n (I)) rather than, say, the standardized binomial statistic √ n
is crucial for these optimality results, see the discussion in Section S1 in the Appendix. That section also shows that C n (α) is an optimal confidence region for F when d p (F, H) is interpreted as a distance between F and H.
Optimal detection of features
Besides providing estimates of probabilities, the second important purpose of the histogram is to show important features of the distribution, such as increases and decreases of the density and (anti)modes. An important aspect of the essential histogram is the fact that the significance level of the confidence setC n (α) automatically carries over to certain features of the essential histogram, thus making it possible to give finite sample confidence statements about features off . This is a noteworthy advantage of the essential histogram that is not shared by many other histogram rules.
Such confidence statements about features off can be derived from the following simultaneous confidence statement aboutf :
Theorem 3. Let c n (I) := (F n (I)) + κ n (α) with (F n (I)) in (3), and
Then with confidence at least 1 − α
simultaneously for all I ∈ J and all H ∈C n (α) whose density h is constant on I.
This simultaneous confidence statement can be used, for example, to establish finite sample lower confidence bounds on the number of modes and troughs off : It follows from (10) that with confidence at least 1 − α,f (I) −f (J) must have the same sign ash(I) −h(J) whenever h (I) −h(J) ≥ r n (I) + r n (J). Therefore, if one can find intervals I 1 < J 1 < I 2 < J 2 < . . . < I m < J m (where the inequalities are understood elementwise 2 ) such that
for some x ∈ I, y ∈ J, so this confidence bound then applies to the density f as well. See Figure 1 for an illustration.
We will now show that the essential histogram is even optimal in reproducing such increases and decreases, in the sense that it will show an increase if the size of the increase in the underlying distribution is just above the threshold below which detection is not possible in a large sample setting. Since we are considering general cdfs F and we do not want to make any smoothness assumptions, we will quantify the size of an increase viaf defined in (1). We consider a set I n (c) of cdfs which have an increase inf whose size is parametrized by c > 0:
2 is an arbitrary given sequence, which for simplicity we omit from the notation I n (c) = I n (c, p n ). Part (i) of Theorem 4 shows that it is not possible to reliably detect detect an increase inf if F ∈ I n (1 − n ) with n ↓ 0 slowly enough, as no test to this effect can have nontrivial asymptotic power. In contrast, part (ii) of Theorem 4 establishes that with asymptotic probability one the essential histogram will show the increase if F ∈ I n (1 + n ). This result clearly also applies to the simultaneous reproduction of a finite number of increases/decreases and hence to the reproduction of (anti)modes. Hence the essential histogram has the desirable property that it will show increases, decreases and (anti)modes off as soon as the evidence in the data is strong enough to make their detection possible in principle. Conversely, one needs to keep in mind that the presence of a feature such as an increase in the essential histogram does not automatically imply that the feature is present inf : Such an inferential confidence statement requires that the essential histogram shows an increase that exceeds a certain size, as detailed in Theorem 3 and the subsequent exposition. Part (iii) of Theorem 4 shows that this condition is met if F ∈ I n (3 + n ).
Therefore, not only has the essential histogram the advantage that it can provide confidence statements about certain features off , but Theorem 4(iii) shows that when used as such an inferential tool, then the essential histogram is even rate optimal, losing only a factor of 3 on the optimal bound. This mirrors the result on the estimation of probabilities in Theorem 2, where a similar loss was found not to be consequential.
Theorem 4.
(
∼ F . Let φ n (X) be any test with level α ∈ (0, 1) under
f is non-increasing, in the sense thatf (I 1 ) ≥f (I 2 ) for all disjoint intervals I 1 < I 2 .
If n ∈ (0, 1) with n log e/p n → ∞, then
(ii) If n > 0 with n log e/p n → ∞, then
IP F every H ∈C n (α) whose density H is constant on I 1 and I 2 has a point of increase of H in conv(
IP F for every H ∈C n (α) whose density H is constant on I 1 and I 2 the confidence statement (10) allows to concludef (I 2 ) >f (I 1 ) → 1.
Furthermore, in the case where the underlying distribution itself is a histogram (i.e. has a piecewise constant density), we have an explicit control on the number of modes:
controls overestimating the number of bins
Furthermore, we define
, and ∆ f := min k |c k − c k−1 |, and assume that significance level α n n −ν for some ν > 0, and γ n ≡ γ(f n ) ≥ c log n/n for some small enough c := c(ν) and a sequence of piecewise constant densities {f n } n≥1 with cdfs {F n } n≥1 .
Then, for some generic C, (ii) it controls underestimating the number of bins, for n ≥ n 0 ,
and (iii) it controls the number of modes and troughs, for n ≥ n 0 , IP Fn h n and f n have the same number of modes and troughs ≥ 1−α n −CK n exp −Cnγ 2 n .
Remarks: In Theorem 5, constants c, C and n 0 are known explicitly, see Proposition S1 in the supplement. As a consequence, a sufficient condition for the consistent estimation of number of modes and troughs, and number of bins is
for some b n → ∞, which can be arbitrarily slow. Further, we stress that γ in (12) quantifies the underlying difficulty in estimating the numbers of modes and troughs, and the number of bins.
Simulation study
Now we examine finite sample performance of the essential histogram (EH) in (6) on some simulation examples, which are designed to reflect a range of difficulties in density estimation and data exploration. For comparison, we include two classical histograms, one with equal widths of bins (Hw) (Pearson, 1895) and the other one with equal areas of blocks (Ha) (Scott, 1992) , and also a more recent multiscale density estimator (DK) by Davies and Kovac (2004) . The number of bins for the classical histograms is determined according to the default rule in R (i.e. Sturges (1926) 's rule, denoted by Hw (default) in simulation), and the asymptotically optimal rule with the number of bins k n = Cn 1/3 with constant C given in Scott (1992) , denoted by Hw/a (Scott) . The DK has a similar flavor as EH, defined as a solution to a variational problem under a certain multiscale constraint, but it computes only an approximate solution using taut strings together with some heuristically mentioned adjustments (e.g. local squeezing), and hence statistical error guarantees or confidence statements as for EH appear to be difficult. The DK is computed by the function pmden with default parameters in the R-package "ftnonpar" on CRAN, Ha and Hw in R with the built-in function hist, and the proposed EH by function essHistogram in our R-package "essHist", cf. Section 3. In all experiments, the threshold κ n (α) in (6) is estimated by 5000 MonteCarlo simulations, which needs to be done only once for a fixed sample size n. We only report visual results here, and defer the detailed comparison in terms of mean integrated squared error (MISE), skewness, and the number of modes, etc., to Section S4 of the online supplement.
Comparison study
Uniform density. Observations are sampled from the uniform distribution U(0, 1). The comparison between EH with various choices of significance levels, DK, and Hw and Ha with different selection rules for the number of bins is given in Figure 3 and Table S1 . The EH with small significance levels (α ≤ 0.5) performs best as it recovers the true density almost perfectly, while EH with large α (e.g. α = 0.9), similar to DK, tends to include false bins. By sharp contrast, Hw/a overall perform worst, and report many false bins and also multiple false modes, which become even worse as the sample size increases (cf. Table S1 ).
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Figure 3: Uniform density: histograms by EH, DK, and Hw/a; sample size n = 500.
Monotone density. To further examine false positives in mode detection, we consider monotone densities. For instance, Figure 4 and Table S2 give the comparison results on the exponential distribution Exp(1) (i.e. mean is 1). The EH is better than all the other methods from both density estimation and feature detection perspectives, while requiring the least number of bins, which would ease the interpretation of the data. The DK performs comparably well, but sometimes distorts the shape of the true density (e.g. the sharp spike reported by DK in Figure 4 appears to be artificial). Similar to the previous example, the classical histograms Hw/a are less competitive, and tend to include more false modes as the sample size increases. In addition, we point out that the comparison results on other monotone densities (not shown) are similar to the example reported here.
Figure 4: Exponential density: histograms by EH, DK, and Hw/a; sample size n = 500.
The simulation results are given in Figure 5 , Tables S3 and S4. The EH with a wide range of significance levels performs substantially better than all the others. It recovers all three regions of the true density fairly well, and greatly outperforms other methods with respect to the detection of correct number of bins, which reflects the theoretical finding in Theorem 5. For a fixed sample size, the EH tends to introduce slightly more false bins (according to its theoretical performance, Theorem 5 (i)), and slightly more false modes (Theorem 5 (iii)), for larger significance levels α. By contrast, DK often noticeably over-estimates the height of the spike, and introduces many distinct modes in the one mode and the flat regions (cf. Figure 5 ). Its ability in identifying the true number of modes first improves, but later deteriorates as the sample size increases. The classical histograms again perform worst and seriously flatten the central spike.
Claw density. The next example is the claw density from Marron and Wand (1992) . The comparison between different methods is given in Figures 6 and 7 , and Tables S5, S6 and S7.
The EH performs well in both mode detection and density estimation for large sample sizes or high significance levels. For a fixed sample size, it recovers more details of the density from the data as the significance level increases, at the expense of statistical confidence (again in accordance with Theorem 5). This reveals the ability of EH as a potential exploratory tool for the analysis of data at hand, and we suggest to view the nominal level α as a screening parameter. Small α provides reliable confidence statements in Theorems 3 and 5; a large α typically leads to a better recovery e.g., in terms of mode detection. For a fixed significance level, the performance of EH improves as the sample size increases, which supports the theoretical finding in Theorem 4. Note also that EH needs the least number of bins to detect the correct number of modes, see Table S6 .
We found empirically that solutions in a range of α between 0.5 and 0.9 always look very similar (cf. Figure 6 ) revealing a certain stability if estimation is the primary goal. We stress, moreover, that the EH recovers the shape of the truth in such a reliable way that the skewness of estimated histograms almost coincide with that of the truth, see Table S7 .
The DK is among the best with respect to mode detection, while it slowly starts to include false modes as sample size increases. However, it performs not so well in estimating the height of each mode, and the number of bins within each peak varies to a large extent, see Figure 6 . The latter phenomenon potentially leads to misunderstandings of the underlying truth (e.g., one might wrongly infer that the peaks are of completely different shape). In addition, DK gives the largest number of bins among all methods, which further complicates the interpretation of the data.
For classical histograms, the Scott (1992) selection rule is better than the Sturges (1926)'s rule (default in R) in terms of both mode detection and skewness preservation, but it tends to report more (both true and false) modes as the sample size increases. The Hw gives better estimation at tail region (low density), while Ha is more preferable in the central region (high density).
Regarding computation time, EH is slower than DK, and Hw/a, while being still affordable: e.g., it just takes around 1 second for 3000 samples, see Figure 7 . Seemingly, the computation time is of the same order for all methods, i.e., linearly increasing in n.2N (60, 8) , the harp density due to the similarity in shape (cf. Figure 8) . It encodes the difficulty to have modes at several scales, increasingly more difficult to detect from left to right. The comparison is shown in Figure 8 , and Tables S8, S9 , S10 and S11.
The EH with various significance levels is overall the best in recovering the correct shape of the true density, which can be seen visually in Figure 8 , and also quantitatively w.r.t. skewness in Table S11. Concerning mode detection, EH with larger significance levels usually performs better, at the expense of lower confidence about the inference; For large sample sizes (n ≥ 1500), EH with different significance levels will eventually identify the correct number of modes, see Table S8 .
Note further that EH outperforms all other methods in terms of estimation error w.r.t. Kolmogorov metric, and is only slightly worse than DK in terms of MISE, see Tables S9 and S10 . The DK is again the best in mode detection, but it has a tendency to bias the exact shapes and locations of modes (see e.g. the local maxima near 30 in Figure 8 ); It also significantly underestimates the skewness of the truth (cf. Table S11 Heavy tails. Lastly, we compare different methods on the standard Cauchy density f (x) = 1/ π(1 + x 2 ) , a typical density with heavy tails. The results are given in Figure 9 , Tables S12 and S13. Overall, the multiscale type methods, EH and DK, outperform the classical histograms;
Both present a nearly perfect performance in mode detection. For density estimation, EH recovers the truth rather well with only a few bins, while DK tends to include many unnecessary slim bins, and sometimes overestimates the peak of the truth. Further, EH is the most robust against outliers, as indicated by the little changes of number of bins (see Table S13 ). For classical histograms, Ha detects the major features, but may largely overestimate the true peak; By contrast, Hw completely distorts the shape of the truth, although still identifies the correct number of modes with moderate frequency. The number of recovered bins by Hw/a is often less than the number provided by selection rules, since many bins between tails and center are empty and thus merged.
Multiscale constraint as an evaluation tool
The multiscale constraintC n (α) in (6) can be beneficial to any histogram estimator. Given a histogram estimatorμ, we can always check, for every interval I in J , whereμ is constant,whether the corresponding local constraint 2logLR n c |I| , F n (I) − 2 log e F n (I)(1 − F n (I)) ≤ κ n (α) with constant c :=μ 
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Figure 10: Harp density: evaluation on Hw/a and DK via the multiscale constraintC n (α); sample size n = 1000. In each panel, the intervals where violations occur are plotted at the bottom; a gray scale bar in the middle summarizes such violations: its darkness scales with the number of violation intervals covering a given location. Each short vertical line on the horizontal line marks a removable change-point, with its intensity proportional to the number of merged segments containing this change-point. is fulfilled. See Theorems 3 and 4 for statistical justification. The set of all intervals where the local constraints are violated provides crucial information for the performance ofμ. We illustrate this in Figure 10 . The set of all violation intervals, plotted in the lower part of each panel, nicely depicts the deviation from the true density, which clearly shows where an estimator gives faithful estimation, and where it fails. In this example, the set of violation intervals for DK is empty, since it is defined under a similar multiscale constraint, and also has lots of changes, which greatly reduces the number of local constraints.
The multiscale constraint, as we have seen, can be used as an evaluation tool to examine whether and where a given histogram estimator misses significant features (i.e. to detect false negatives). On the other hand, it can also be applied to find superfluous jumps of any histogram estimator (i.e. to detect false positives). To this end, we consider, for each change-point of a histogram estimator, whether merging its two nearby segments still satisfiesC n (α). If it is the case, the change-point is said to be removable. In Figure 10 , each vertical short line, plotted on the horizontal line, corresponds to a removable change-point. Note that it by no means indicates that all the removable change-points are removable at the same time. One can, however, claim that any sub-collection of removable change-points, such that every two are not end points of a common segment, are simultaneously removable with probability at least 1 − α. For instance, it suggests many jumps by DK are unnecessary. Sometimes, for a removable change-point, it is possible to merge more than two nearby segments, which potentially strengthens the confidence on its removability. Thus, we also encode this information as the intensity of vertical short lines, which scales with the number of possible ways of merging, see Figure 10 .
The evaluation in terms of violation intervals and removable change-points is also implemented in our R-package, together with the visualization (as in Figure 10 ).
Conclusion
The EH shows great potential in meeting the two main goals of the histogram, namely, probability estimation and feature detection. For instance, it is as competitive as the state-of-art methods that are tailored to mode detection, such as DK, in terms of identifying the number of modes for large sample sizes. Attractively, the EH gives a histogram that is as simple as possible, as it minimizes the number of bins, which greatly eases its interpretation. Further, the EH method with various choice of significance levels can serve as a useful data exploration tool, providing a cascade of finite sample inferences with user-specified confidence levels for a given dataset. We are not aware of any histogram which meets this goal, or which can provide a similar guarantee on modes, troughs or number of bins. Based on extensive simulation study, we recommend α = 0.5 as the default choice of significance level if estimation if of primary intent, and α = 0.1 (or even smaller) if confidence statements have to be made on about the existence of modes and troughs.
Supplementary material for the essential histogram
Housen Li, Axel Munk, Hannes Sieling, and Guenther Walther S1 Optimality of the confidence region C n (α) Theorems 2(i) and S1 show that C n (α) in (2) is an optimal confidence region for F with respect to the distance d p in (9) for arbitrary p: Theorem 2(i) shows that with probability converging to one, C n (α) will exclude H with d p (F, H) ≥ (1 + n ) 2 log(e/p)/n, where n ↓ 0 sufficiently slowly. In the case of small p, Theorem S1 shows that if 1 + n is replaced by 1 − n , then no test can distinguish F and H with nontrivial power. In the case of larger p, i.e. when p stays bounded away from zero, the condition of Theorem 2(i) becomes
On the other hand, a contiguity argument as in the proof of Theorem 4.1(c) in Dümbgen and Walther (2008) shows that for any test to have asymptotic power 1 against a sequence H n requires
Theorem S1. Let φ n (X) be any test with level α ∈ (0, 1) under
≤ p n → 0 and n ∈ (0, 1) such that n log e/p n → ∞, then inf H: dp n (F,H)≥(1− n)
2 log e pn n IE H φ n (X) = α + o (1) Remarks: 1. The price for simultaneously considering all H ∈ C n (α) in part (ii) of Theorem 2, as opposed to a fixed sequence H = H n in (i), is a doubling of the distance d pn (F, H): For a fixed sequence of intervals I = I n , the standardized distance between F (I) and F n (I) becomes negligible compared to the radius 2 log e/F n (I) of the confidence ball around F n (I). But if one needs to consider all intervals simultaneously, then for the worst-case interval I the standardized distance between F n (I) and F (I) is also about 2 log e/F n (I).
2. The proof of Theorem 2 shows that (i) holds even for smaller intervals, namely for p n ∈ [2 log(n)/n, 1/2), provided that also F (I) > H(I). If F (I) < H(I), then (15) requires a different bound. For example, if p n = k log(n)/n, k ≥ 2, then (15) requires
and it is not clear whether this result can be improved. Note that Theorem S1 does not provide a lower bound for scales of order log(n)/n. 3. The construction of C n (α) via the log likelihood ratio statistic logLR n (H(I), F n (I)) rather than, say, the standardized binomial statistic √ n
is crucial for these optimality results: While the tail of √ n
is close to subgaussian, it does vary with F (I) and becomes increasingly heavy as F (I) decreases to 0, see Ch. 11.1 in Shorack and Wellner (1986) .
It is thus not clear how to construct a penalty that is effective in combining the evidence on the various scales p n . For example, if F (I) = k log(n)/n for some fixed k > 0, then the penalty √ 2 log . . . in the definition of C n (α) would not be sufficiently large for the standardized binomial statistic and therefore the optimality result (16) would not hold, at least in the case F (I) > H(I).
S2 Proofs
Recall that (F n (I)) is defined in (3). We will make use of the following Lemma S1. H ∈ C n (α) implies for all I ∈ J :
where c n (I) := (F n (I)) + κ n (α), M := max F n (I)(1 − F n (I)), H(I)(1 − H(I)) , and
Likewise, (a)-(c) hold for all H ∈C n (α) and I ∈ J where H is constant.
Proof. We note that Taylor's theorem implies for H ∈ C n (α)
since ξ(1 − ξ) is increasing for ξ ∈ (0, 1/2], proving (a) and (b). (c) follows by applying (K.5) in Dümbgen and Wellner (2014) to (14).
Proof of Theorem 1. Recall that F is continuous. Since the law of d p (F, F n ) does not depend on F , we may assume
The statement of the theorem is closely related to the modulus of continuity of the uniform empirical process, see Ch. 14.2 in Shorack and Wellner (1986) . Unfortunately, the available results appear not strong enough to cover the case where B n → ∞ slowly. Therefore we employ the Hungarian construction together with elementary calculations and recent results about Brownian motion. By Shorack and Wellner (1986) Ch. 12.3, there exists a sequence W n of Brownian motions on the same probability space such that lim sup n √ n log n sup
where B n (t) = W n (t) − tW n (1), a standard Brownian bridge. Writing
The first statement of the theorem now follows from theorem 2.1 (see also section 6.1) in Dümbgen and Spokoiny (2001) together with (1 − p) −1/2 ≤ 1 + 2p and the fact that p 2 log e/p stays bounded in p.
For the second claim we note that
where the
we may assume that B n is such that λ n := 2 log e/p n − B n /2 → ∞. Mill's ratio gives
5e 2 log e/p n = o(1) Theorem 7.1(b) in Dümbgen (2003) suggests that the second statement of the theorem holds for any collection of estimators (H n (I)) I , so it is not possible to improve on the performance of F n . We will not engage in the lengthy technical work required to establish that claim.
Proof of Theorem 2. To avoid lengthy technical work we will prove the theorem using J = { all intervals in R} in the definition of C n (α). The technical work in Rivera and Walther (2013) shows that the approximating set of intervals used in Section 2 is fine enough so that the optimality results continue to hold with that approximating set.
To prove part (i) we will show that for arbitrary p n ∈ [2 log(n)/n, 1/2), H = H n and I = I n with F (I) = p n and
(i) follows since for p n ∈ (log 2 (n)/n, 1/2) we have
On the other hand, if p n = k log(n)/n for some k ≥ 2, then
yielding (13) in the case where F (I) < H(I).
To prove (16) set c n := (1 + n ) 2 log e/p n . Then the inequality (15) reads
We have b n := min(B n , √ log n) → ∞ by the assumption of the theorem, and we define the event
We will show that on the event A n , (17) implies
uniformly in H and I, wherec n := (F n (I)) + √ b n /4. Hence Lemma S1 (b,c) gives
by Chebychev's inequality, and the above conclusions are uniform in F, H and I. (16) follows since κ n (α) = O(1) by Proposition 1 in Rivera and Walther (2013) .
It remains to prove (18). On A n we have
since F (I) ≥ 2 log(n)/n, and the same bound applies to (1 − F n (I))/(1 − F (I)) since F (I) ≤ 1/2. Hence
So on A n :
by (17). Next 2 log e p n ≥ 2 log e F n (I)(1 − F n (I)) + 2 log F n (I) 2F (I) ev.
by (19), while a similar upper bound for 2 log e/p n implies n (F n (I)) ≥ 2 3 b n . Hence
Thus (20) gives
and because A n and (17) imply that F n (I) < H(I) iff F (I) < H(I). (18) is proved.
To prove (ii) we will consider the event
in lieu of A n . Then IP F (B n ) → 1 uniformly in F by Theorem 1. Now we proceed analogously as in the proof of (i): Suppose there exist H, p n ∈ (log 2 (n)/n, 1/2) and I with F (I) = p n satisfying
where c n := (1 + n ) 2 log e/p n as in part (i). We will show that on the event B n , (21) implies
uniformly in H and I, wherec n is as in part (i). Hence
It remains to prove that on B n , (21) implies (22): On B n we have
since F (I) ≥ log 2 (n)/n, and the same bound holds for (1 − F n (I))/(1 − F (I)), hence
since log e/p n ≤ √ log n. As in the proof of (i) one finds c n ≥c n + b n /4 eventually.
Moreover, on B n we have
and so (23) is not smaller thañ
completing the proof of (ii).
. If k n is odd, then the (k n + 1)/2th bin is 
Proof of Theorem 3. By construction of C n (α) we have IP(F ∈ C n (α)) ≥ 1 − α. Hence Lemma S1 (c) gives
Furthermore, Lemma S1 (c) yields h (I) − |I| −1 F n (I) ≤ 1 2 r n (I) for all I ∈ J and every H ∈ C n (α) whose density h is constant on I.
Proof of Theorem 4. (i) Let n ∈ (0, 1) and p n ∈ 2 log 2 n n , 1 2 be arbitrary sequences with n log e/p n → ∞. In particular, p n → 0. We proceed as in the proof of Theorem S1 and will construct m n := 1 2pn 2 densities f njk ∈ I n (1 − n ) such that (24) lim
where 1) . Unfortunately, the truncation argument used in the proof of Theorem S1 will not go through as the covariances of the L njk are not small enough. Instead, we follow an idea in the proof of Theorem 3.1(a) in Dümbgen and Spokoiny (2001) and write f njk (x) = g nj (x)h nk (x), where for j, k = 1, . . . , √ m n :
and c n :
One readily checks that f njk , g nj and h nk are densities. For each pair
, and the function g(t) = t(1 − t) is concave for t ∈ (0, 1). Thus f njik ∈ I n (1 − n ). (While F njk (J nk ) is larger than p n , one can easily bound it by (say) 2p n , and changing the definition of I n (c) to this end will not affect the conclusions of the theorem.) Moreover, p n ≥ 2 log 2 n/n implies np n ≥ 2(log e/p n ) 2 ,
Therefore we obtain as in the proof of Theorem S1:
where L g nj := n i=1 g nj (X i ), and the same result holds for L h nk . Conditional on N := #{i :
and likewise for the average of the L h nk . Thus
converges to zero by (25) and (26), proving (24).
(ii) and (iii) For k ∈ {0, 1} let F ∈ I n (1 + 2k + n ), so there exist I 1 < I 2 for which (11) holds with c = 1 + 2k + n and F (I i ) ≥ log 2 n n , i = 1, 2. It is readily checked that these lower bounds on F (I i ) imply on the event A n := √ n
2 log e F (I i ) for i = 1, 2 :
where r n (I) is defined in Theorem 3. Let H ∈C n (α) with h being constant on I 1 and I 2 , and suppose
holds. Then on A n :
by (27) which gives the contradiction h ∈C n (α) by Lemma 1(c). Therefore (28) can only hold on A c n . (As in the proof of Theorem 2 we assumed J = { all real intervals } and refer to Rivera and Walther (2013) for the technical work that can be used to show that the conclusion also obtains with the approximating set used in Section 2.)
If h were nonincreasing on conv(I 1 ∪I 2 ), then (28) holds with k = 0 and so for F ∈ I n (1+ n ):
IP F there exists H ∈C n (α) whose density is constant on I 1
and I 2 and nonincreasing on conv( Proof of Theorem 5. It follows immediately from Proposition S1 below and the fact that κ n (α) ≤ 2 log(C/α) for some constant C, see Rivera and Walther (2013) .
Proposition S1. Under the same notation as Theorem 5, it holds that (i) it controls overestimating the number of bins uniformly over all F 's
(ii) it controls underestimating the number of bins, for n ≥ 16 log n/(λθ),
(iii) it controls the number of modes and troughs, for n ≥ 32 log n/(λθ),
IP F h and f have the same number of modes and troughs
withδ n := 2 log 1024e λ 2 θ 2 + κ n (α).
Remarks: Note that the assertions in Proposition S1 also hold for sequences of f = f n with θ = θ n , λ = λ n , ∆ = ∆ n , K = K n , and α = α n .
Proof of Proposition S1. For part (i), by the definition of the essential histogram in (6), we have
For parts (ii) and (iii), we use arguments similar to (Frick et al., 2014, Theorem 7.10 ), but with notable differences due to the use of the reduced system J . We will frequently use the following inequality, which comes as an application of the Hoeffding's inequality,
The detail is as follows: For part (ii), let m k be the mid-point of I k , I
By symmetry we only need to consider the first term in the r.h.s of the above equation, where
. By the construction of J in (5), it holds that for any I with F n (I) ≥ 6 log n/n there is an interval J ⊆ I and J ∈ J such that F n (J) ≥ 
which implies |J| ≥ 1 6 |I| ≥ 1 12 λ. Thus, for n ≥ 16 log n/(λθ)
The same bound holds for
due to symmetry. Therefore, we have for n ≥ 16 log n/(λθ)
For ( 
, and h is constant on I ≡ I
, and h is constant on
Each term above can be bounded in a similar way as in (ii), which leads to IP F h has exactly one jump, but has a different trend from f on (m k−1 , m k ]
It follows from (i) and (ii) that for for n ≥ 16 log n/(λθ)
Thus, for n ≥ 32 log n/(λθ)
IP F h and f have the same number of modes and troughs ≥ IP F h has exactly one jump, and has the same trend as f , on each
Proof of Theorem S1. Using the probability integral transformation we may assume F = U [0, 1].
where
The claim of the theorem will follow as in the proof of Theorem 4.1(b) in Dümbgen and Walther (2008) once we show that
Since the sets {f nj = 1} are not disjoint, Lemma 7.4 of Dümbgen and Walther (2008) is not applicable to prove (30) and we have to account for the covariances of the L nj . For i = j we obtain
Using IE F L nj = 1 and Hölder's inequality gives for any > 0
Thus (30) follows by showing
To this end, observe that p n ≥ log 2 n/n implies np n ≥ (log e/p n ) 2 , hence
by the assumption on n . It is shown in the proof of Lemma 7.4 in Dümbgen and Walther (2008) that (31) follows from these properties of ∆ ∞ and ∆ 2 2 .
S3 Computation details
In this section we consider the computation of the (relaxed) essential histogram defined in (6). As argued in Section 3.2, it can be computed by an accelerated dynamic programming algorithm. The idea of designing such an algorithm follows from Frick et al. (2014) , but the constraint that the solution should be a histogram introduces an additional difficulty. For simplicity we always assume that the data is increasingly ordered, i.e., X i = X (i) , for i = 1, . . . , n. Otherwise, the data can be sorted in O(n log n) computation time. For each I in J (defined in (5)), the corresponding local constraint inC n (α) in (7) leads to simply an interval, namely,
Here l I and u I are roots of a smooth nonlinear equation, which can be computed in O(1) time by standard algorithms, such as quasi-Newton methods (see e.g. Nocedal and Wright, 2006) . For ease of exposition, we introduce the notation, for every I ∈ J and µ ∈ R T n,I (µ) := sup
We consider the multiscale constraint and entropy minimization (which is needed in case of mul-the reverse order of the data {X (n) , . . . , X (1) } (see Pein et al., 2016) . We refer to our R-package "essHist" (Li and Sieling, 2018) for further technical details. The computation complexity of Algorithm 1 is bounded from above by
In particular, if K[n] = 1, it implies that the computation complexity is O(n log n). In most cases, max k=1,...,K[n] (r k − min A k−1 ) stays bounded, which thus leads to a nearly linear computation complexity O(n log n). However, in very rare cases, max k=1,...,K[n] (r k − min A k−1 ) can be of order n, which gives the worst case complexity O(n 2 log n). Clearly, the memory complexity of Algorithm 1 is linear, i.e. O(n). Furthermore, we point out that Algorithm 1 applies to the multiscale constraint with arbitrary system of intervals besides J . Quantile function n = 100 n = 1,000 n = 10,000 n = 50,000 n = 100,000
Figure S1: The cdf (left), density (middle), and quantile function (right) of T n in (4) for different sample sizes. For each sample size, the cdf, density, and quantile function are estimated over 100,000 random repetitions.
Finally, we consider the computation of the threshold κ n (α), the (1 − α)-quantile of T n in (4). Recall that T n is distribution free, and that κ n (α) can be estimated via Monte-Carlo simulations. Such simulations are needed only once for a given sample size (which are automatically recorded for later usage in our R-package "essHist"), while the computation time could be much longer than the pruned dynamic program in Algorithm 1 for large sample sizes, say n ≥ 10, 000. By simulation, we observe that the distribution of T n seems to converge to a limit, and that such a convergence is fairly good when n ≥ 10, 000, see Figure S1 and also Figure 2 . This is theoretically underpinned by the tightness of T n , see (Rivera and Walther, 2013, Proposition 1) . For the sake of computational speed, we use the values of κ n (α) with n = 10, 000 as default values for sample sizes n ≥ 10, 000 in our R-package "essHist". Through extensive simulation studies, we find that the performance of the essential histogram is hardly affected by such a default rule, while the computation gets a significant speedup.
S4 Additional simulation results
This section collects all quantitative comparison results for EH, DK, and Hw/a, being a companion of Section 6.1.
While density estimation is not the primary purpose of the EH, we now consider estimation errors measured by L 2 -loss, and Kolmogorov loss. The former gives the mean integrated squared error (MISE), namely,
for true density f and its estimatorf ;
The latter leads to
for true density f and its estimatorf .
In practice, the expectations are approximated by averages over independent repetitions. From data exploration and shape recovery perspective, we introduce evaluation measures via numbers of modes/troughs, and skewness. For a histogram density h = K k=0 c k 1 I k with c k = c k+1 , we define the number of modes (i.e. maxima) as # k : c k > max{c k−1 , c k+1 } and the number of troughs (i.e. minima) as #{k : c k < min{c k−1 , c k+1 }}. The number of extrema is then defined as the total number of modes and troughs. Note that the number of modes and troughs also capture the number of increases and decreases. From a slightly different viewpoint, the difference between the skewness of the estimator and that of the truth reflects how well the shape of the truth is recovered by the estimator. Table S1 is for the uniform density example; Table S2 for the monotone density example;  Tables S3 and S4 for the histogram density example; Tables S5, S6 and S7 for the claw density  example; Tables S8, S9 , S10 and S11 for the harp density example; and Tables S12 and S13 for the heavy tail example, in Section 6.1. Within each table, the best value along each column (i.e. among different methods) is marked in bold. Table S1 : Average number of modes (i.e. false positives) detected by EH, DK, and Hw/a for the uniform density (shown in Figure 3 ) over 500 repetitions.
Methods
Number of observations n = 100 n = 300 n = 500 n = 700 n = 900 Table S2 : Average number of modes (i.e. false positives) detected by EH, DK, and Hw/a for the exponential density (shown in Figure 4 ) over 500 repetitions.
Methods Number of observations n = 100 n = 300 n = 500 n = 700 n = 900 Table S3 : Frequency of detecting the correct number of extrema by EH, DK, and Hw/a on the histogram density (shown in Figure 5 ) over 500 repetitions.
Number of observations n = 500 n = 600 n = 700 n = 800 n = 900 n = 1000 Table S4 : Average number of false bins (i.e., max{N bin (F )−N bin (F ), 0}) by EH, DK, and Hw/a on the histogram density (shown in Figure 5 ) over 500 repetitions.
Number of observations n = 500 n = 600 n = 700 n = 800 n = 900 n = 1000 Table S5 : Average number of modes detected by EH, DK, and Hw/a for the claw density (shown in Figure 6 ) over 500 repetitions. The true density has 5 modes.
Number of observations n = 1000 n = 1200 n = 1500 n = 2000 n = 2500 n = 3000 EH α = 0.1 Table S6 : Average number of bins, with standard deviation given in the parenthesis, by EH, DK, and Hw/a for the claw density (shown in Figure 6 ) over 500 repetitions.
Number of observations n = 1000 n = 1200 n = 1500 n = 2000 n = 2500 n = 3000 EH α = 0.1 7.1 (1.1) 8.4 (1.1) 9.8 (1.1) 11.2 (0.9) 12.4 (0.8) 13.3 (0.8) α = 0.2 8.1 (1.2) 9.3 (1.1) 10.6 (1.0) 11.9 (0.8) 13.1 (0.8) 13.9 (0.8) α = 0.3 8.7 (1.2) 9.9 (1.1) 11.2 (1.0) 12.4 (0.8) 13.5 (0.8) 14.2 (0.7) α = 0.5 9.8 (1.2) 10.8 (1.1) 12.0 (0.9) 13.1 (0.8) 14.1 (0.8) 14.7 (0.7) α = 0.7 10.7 (1.1) 11.7 (1.0) 12.7 (0.9) 13.7 (0.8) 14.5 (0.8) 15.1 (0.7) α = 0.9 11.9 (1.0) 12.8 (1.0) 13.6 (0.9) 14.6 (0.9) 15.3 (0.9) 15.8 (0.9) DK 48.6 (4.9) 52.5 (5.6) 57.8 (5.9) 67.7 (5.9) 73.5 (6.6) 79.1 (6.6) Hw R-default 12.5 (0.8) 12.8 (0.8) 13.1 (0.8) 13.5 (0.9) 13.8 (0.8) 14.0 (0.8) Scott (1992) Table S7 : Average skewness of the histograms by EH, DK, and Hw/a for the claw density (shown in Figure 6 ) over 500 repetitions. The skewness of the truth is 0.
Number of observations n = 1000 n = 1200 n = 1500 n = 2000 n = 2500 n = 3000 Table S8 : Frequency of detecting the correct number of extremas by EH, DK, and Hw/a on the harp density (shown in Figure 8 ) over 500 repetitions.
Number of observations n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500 Figure 8 ) over 500 repetitions.
Number of observations n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500 Table S10 : Average error w.r.t. Kolmogorov metric of EH, DK, and Hw/a on the harp density (shown in Figure 8 ) over 500 repetitions.
Number of observations n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500 Table S11 : Average skewness of the histograms by EH, DK, and Hw/a for the claw density (shown in Figure 8 ) over 500 repetitions. The skewness of the truth is 0.9.
Number of observations n = 500 n = 600 n = 800 n = 1000 n = 1200 n = 1500 Table S12 : Frequency of detecting the correct number of extremas by EH, DK, and Hw/a on the standard Cauchy density (shown in Figure 9 ) over 500 repetitions.
Methods Number of observations n = 100 n = 200 n = 300 n = 400 n = 500 Table S13 : Average number of bins, with standard deviation given in the parenthesis, by EH and DK for the standard Cauchy density (shown in Figure 9 ) over 500 repetitions.
Methods Number of observations n = 100 n = 200 n = 300 n = 400 n = 500 
