The group testing problem consists of determining a small set of defective items from a larger set of items based on tests on groups of items, and is relevant in applications such as medical testing, communication protocols, pattern matching, and many more. While rigorous group testing algorithms have long been known with polynomial runtime, approaches permitting a decoding time sublinear in the number of items have only arisen more recently. In this paper, we introduce a new approach to sublinear-time non-adaptive group testing called bit mixing coding (BMC). We show that BMC achieves asymptotically vanishing error probability with O(k log n) tests and
and database systems [5] , and connections with compressive sensing [6] , [7] . The design and analysis of group testing algorithms remains an active ongoing area of research; see [8] , [9] for comprehensive surveys.
An interesting line of recent works has developed test designs and decoding algorithms that permit a decoding time which is sublinear in the number of items n, with the dependence instead primarily being on the number of defective items k. This was first done in the zero-error setting [10] [11] [12] and more recently in the small-error setting [13] [14] [15] [16] [17] . In this paper, we propose a new approach to sublinear-time non-adaptive group testing called bit mixing coding (BMC), which solves the following key open challenge recently posed in [17] :
"Find a deterministic/randomized construction achieving order-optimal tests and is also efficiently decodable [i.e., has sub-linear decoding time]." Specifically, we show that BMC attains asymptotically vanishing error probability as n → ∞ (with k having an arbitrary dependence on n) with O(k log n) tests (which is optimal whenever k ≤ O(n 1− ) for some > 0) and O(k 2 · log k · log n) decoding time. The related work and contributions are outlined in more detail in Sections I-B and I-C.
A. Problem Setup
We focus primarily on the noiseless setting, in which each test takes the form
where K ⊆ {1, . . . , n} is the set of defective items, the test vector X = (X 1 , . . . , X n ) ∈ {0, 1} n indicates which items are included in the test, and Y is the resulting observation. That is, the output indicates whether at least one defective item was included in the test. One wishes to design a sequence of tests X (1) , . . . , X (t) , with t ideally as small as possible, such that the outcomes can be used to reliably recover the defective set S with probability close to one. Generalizing the above notion of k being the number of defective items, we assume that |K| ≤ k while also allowing strict inequality. The group testing algorithm is assumed to know k, i.e., an upper bound on |K| is known but not necessarily the exact value.
We focus on non-adaptive test designs, and accordingly, the tests X (1) , . . . , X (t) are represented by a test matrix X ∈ {0, 1} t×n whose i-th column is X (i) ∈ {0, 1} t . The corresponding test outcomes are denoted by Y = (Y (1) , . . . , Y (t) ), with Y (i) ∈ {0, 1} generated from X (i) according to the noiseless model (1) . The noisy setting will be considered in Section IV.
Given the tests and their outcomes, a decoder forms an estimate K of K. We consider the exact recovery criterion, in which the error probability is given by
Our analysis will hold for an arbitrary fixed defective set K with cardinality at most k, meaning that the probability here is only with respect to our randomized test design X. However, we can alternatively view our results as certifying the existence of a fixed matrix X yielding small P e with respect a randomly generated K whose distribution is independent of X and satisfies |K| ≤ k almost surely.
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B. Related work
Non-adaptive group testing has been studied extensively in both the zero-error setting [8] and small-error setting [9] . We will primarily overview the latter, as it is the setting considered in this paper.
It is well known that t = Ω k log n k tests are required to achieve asymptotically vanishing error probability [9, Ch. 1]; as a result, the scaling t = O(k log n) is optimal whenever k ≤ O(n 1− ) for some constant > 0. Several algorithms are known to achieve such scaling under random test designs with fairly low implied constants, including
Combinatorial Orthogonal Matching Pursuit (COMP) [18] , Definite Defectives (DD) [19] , [20] , separate decoding of items [21] , [22] , and linear programming [23] , [24] . Better constant factors are known for integer programming and related brute force search methods [25] [26] [27] , at the expense of significantly increased computation. However, even the more efficient methods among these do not decode in sublinear time; a standard implementation requires O(nt) time. This limitation appears to be inherent to any strategy based on random testing with limited or no structure.
Numerous explicit constructions of the test matrix have been proposed for the zero-error setting (e.g., see [28] , [29] ), whereas analogous studies for the small-error setting appeared only more recently [17] , [30] . While both [17] and [30] attain t = O(k log n) under broad scaling regimes on k in terms of n, for the most part they do so only with decoding time at least linear in n (see below for further discussion on [17] ).
Early works on sublinear-time group testing focused on the zero-error setting [10] [11] [12] , leading to an unavoidable k 2 term in the number of tests. The paper [10] also considered an approximate recovery criterion, along with adversarial noise, and attained t = O(k log n) scaling for such a setting (albeit without sublinear decoding time).
To our knowledge, the best known results for sublinear-time group testing in the small-error setting are attained by the GROTESQUE algorithm [13] , methods based on sparse graph codes [14] , [16] , and methods based on concatenation codes [15] , [17] . Specifically:
• GROTESQUE [13] , SAFFRON [14] , and a related approach of [16] all require t = O(k · log k · log n) tests for exact recovery, and their decoding times are between O(k log n + k log 2 k) and O(k · log k · log n).
• The three works [13] , [15] , [16] also attain t = O(C( )k log n) for some constant C( ) under a less stringent recovery criterion only requiring the identification of at least (1 − )k defective items. However, the constant C( ) grows unbounded as → 0, which precludes attaining t = O(k log n) unless = Θ(1).
• An adaptive variant of GROTESQUE achieves t = O(k log n) with O(k log n) decoding time, but our focus is on the non-adaptive setting.
• The Kautz-Singleton approach [17] requires t = O k · log n · log log n log k , and the decoding time is O k 3 · log n · log log n log k . This approach additionally assumes that k = Ω(log 2 n).
Thus, we observe that the only case for which t = O(k log n) has been attained with sublinear decoding time is the relatively denser regime k = Θ(n α ) (for some α ∈ (0, 1]) in [17] . We note that if one merely seeks poly(k log n)
runtime, then even the above-mentioned simpler algorithms such as COMP and DD suffice in this regime. We therefore contend that the regime of primary interest for sublinear-time decoding is the sparser regime in which April 24 , 2019 DRAFT k = o(n α ) for any constant α > 0. As mentioned above, achieving t = O(k log n) in this regime with sublinear decoding time was posed as a key open problem in [17] .
C. Contributions
In this paper, we resolve the above-mentioned key open via a new approach to sublinear-time non-adaptive group testing based on a method called Bit Mixing Coding (BMC). Our novel approach departs from commonly-used techniques such as code concatenation, and is outlined in Section II-A.
Our main result is that BMC attains asymptotically vanishing error probability with a number of tests satisfying t = O(k log n), with no assumptions on how k varies as a function of n. The decoding time of
is lower than that of [17] (namely, O(k 3 · poly(log n))), though remains higher than the O(k · poly(log n)) time achieved by GROTESQUE and SAFFRON.
In addition to this order-optimality result in the number of tests, BMC has the notable feature of naturally incorporating mechanisms for combating noise in the test outcomes. In particular, we describe straightforward modifications to the test design and decoding algorithm to permit randomly flipped test outcomes while preserving the guarantees on the number of tests and decoding time.
II. BIT MIXING CODING: TEST DESIGN AND DECODING

A. Overview
Here we provide a brief overview of our test design and decoding strategy. Given integers t 1 , t 2 , and w, the testing is done in two batches, described below (we use the terminology batches instead of stages to highlight that the testing remains entirely non-adaptive). A rough illustration of these batches is shown in Figure 1 , and the main subsequent notation is given in Table I . Subsequently, the function log(·) has base e.
In the first batch, each item is assigned a binary string of length t 1 and weight w, chosen uniformly at random with replacement from a carefully designed set S ⊆ {0, 1} t1 . We refer to these strings as masking strings (see Section II-B). The number of strings in S is typically much smaller than the number of items, implying that a given item's string is unlikely to be unique. However, we do seek uniqueness among the defective items.
The testing sub-matrix X 1 ∈ {0, 1} t1×n simply arranges the items' strings in columns (or rows in Figure 1 , which shows X T ). Given the resulting t 1 test outcomes, the decoder searches through the strings in S and seeks to determine which ones were assigned to some defective item, but without attempting to identify the index of that item.
In the second batch, the testing sub-matrix X 2 ∈ {0, 1} t2×n has a similar structure to X 1 , but with each bit replaced by a constant number of bits; hence, t 2 = t 1 . Any entry that was zero in X 1 is simply replaced by a string of zeros. On the other hand, for any given column, each of the w entries equal to one is replaced by the binary description of a symbol from a codeword. Specifically, each item has a unique codeword of length w on an alphabet A of size 2 , and that codeword equals the output of an erasure-correcting code when the input equals a unique string representing the item's index. Figure 1 : Illustration of the BMC-based (transpose of the) group testing matrix. In the first batch, each item is assigned a constant-weight masking string, and in the second batch, the same structure is repeated in lengthsegments corresponding to symbols on a larger alphabet. For compactness, the masking strings are shown with length 2kw rather than 4kw, and only n = 8 items are shown. The k = 2 rows corresponding to defective items are highlighted, and we observe that their masking strings collide in the third segment of length 4. The idea of the decoding procedure is as follows. Suppose that we have designed S such that with high probability, (i) the first batch of tests allows the decoder to successfully identify which k (or fewer) masking strings were assigned to defective items; and (ii) any one of these strings collides (i.e., overlaps in the indices equaling 1) with the union of the k −1 other strings in at most w 2 indices. 1 These properties ensure that from the second batch of tests, the decoder can perfectly recover the symbols (with values in A) corresponding to the w 2 (or more) non-colliding locations of 1's in each defective item's masking string, while marking the symbols in the other w 2 (or fewer) locations as erasures. Any length-w code on A capable of correcting the worst-case erasure of half the codeword symbols can therefore recover this defective item's codeword, and hence also the index of the item. 1 We will introduce these as key properties of low collision sets in Section II-B.
We note that the idea of encoding each item's binary representation into the test matrix was also used in GROTESQUE and SAFFRON [13] , [14] . However, the idea in these works was to randomly allocate subsets of items to "bundles" of tests enough times so that each defective item is the unique one in some bundle. 2 There are O(log n) tests associated with each bundle, and this permits cleanly encoding the item's index. However, this approach comes at the expense of an extra log k factor in the number of non-adaptive tests. Essentially, the advantage of our approach is that instead of trying to ensure O(log n) specific "collision-free" tests for each defective item, we allow the defectives to share the damage of collisions in a controlled manner.
In the following, we focus on the case that k → ∞ as n → ∞. The case k = O(1) is in fact much simpler, but also more convenient to handle separately, so it is deferred to Appendix B.
B. Masking Strings and Low Collision Sets
A key technical challenge in our analysis is proving the existence of the set S ⊆ {0, 1} t1 satisfying the properties overviewed in Section II-A. We proceed by presenting the relevant definitions and results towards achieving this goal.
We begin with the formal definition of a masking string. This definition depends on the maximum number of defectives k and a length parameter w, and leads to a number of tests in the first batch given by t 1 = 4kw.
Definition 1. We say that s ∈ {0, 1} t1 is a (k, w) masking string if it is the concatenation of w (typically different) binary substrings of length 4k, with each substring having a Hamming weight of 1.
We use the simplified terminology masking string when the parameters k and w are clear from the context.
Clearly, any (k, w) masking string has length t 1 = 4kw and weight 4k.
Our group testing design will rely crucially on on a subset S of masking strings that are sufficiently "wellseparated on average". Specifically, when we assign masking strings from S to items uniformly at random with replacement, we seek to ensure that (i) upon observing the bitwise "OR" of the k ≤ k masking strings assigned to defective items, the decoder can identify the corresponding k (or fewer) individual strings in S; and (ii) each of these k masking strings has at most half of its 1's in common with the union of the other k − 1. The following definition formally introduces sufficient requirements for this purpose.
the following property for any given integer k ≤ k and any given index i ∈ {1, . . . , k }: If we choose k strings s 1 , . . . ,s k from S uniformly at random with replacement, then the following conditions hold with probability at least 1 − δ:
1. The multi-set S = {s 1 , . . . ,s k } is such that alls ∈ S \ S satisfy k j=1s
Algorithm 1 Test design (encoding) and masking string identification (decoding) for the first batch of tests.
Global parameters: Number of items n, triplet (k, w, δ), low collision set S of size
Let the i-th column of X1 be a uniformly random element from the set S
3: endfor
Masking string identification (input: A received binary string y1 of 4kw bits; output: A list L of masking strings)
The bulk of our technical analysis is devoted to proving the following lemma, establishing the existence of an LCS with certain requirements on the size |S| and parameters (k, w, δ). To simplify the analysis, we state the result in an asymptotic form, but non-asymptotic variants can easily be deduced from the proof. In addition, we make no effort to optimize the constant factors, which could also be improved by refining our analysis.
then for sufficiently large k there exists a (k, w, δ) low collision set (LCS) S with cardinality |S| = 2k δ .
Proof. See Section III.
While the construction used to prove Lemma 1 is randomized, the proof provides deterministic sufficient conditions for being an LCS that hold with high probability, and that can be verified in poly(k log n) time. In contrast, given a set S of masking strings, it appears to be difficult to efficiently verify whether the set is an LCS.
C. Encoding and Decoding: First Batch of Tests
The test design and decoding procedure associated with the first batch of tests are depicted in Algorithm 1. The test design simply assigns a masking string to each item uniformly at random from S with replacement, and arranges these in columns to form X 1 . Given the resulting test outcome vector y 1 ∈ {0, 1} t1 , the decoder constructs a list L ⊆ S of masking strings believed to correspond to defective items by adding only the strings having sufficient overlap with y 1 in the locations of 1's.
The following lemma provides a formal statement of successful masking string identification.
Lemma 2. Suppose that there are k ≤ k defective items, and their associated masking strings {s 1 , . . . ,s k } satisfy the first condition of Definition 2. Then, the test design and masking string identification procedure in Algorithm 1 lead to an estimate L containing {s 1 , . . . ,s k } and no other elements of S.
Algorithm 2 Test design (encoding) and item identification (decoding) for the second batch of tests.
Global parameters: Number of items n, triplet (k, w, δ), multi-set {s1, . . . , sn} of masking strings assigned to items in first batch, parameter and alphabet A of size 2 , codebook C = {c1, . . . , cn} with n codewords in A w .
Test design
1: foreach i = 1, . . . , n do 2:
Initialize x to be the empty string 3: Let s = (s1, . . . , s 4kw ) be the masking string assigned to item i in the first batch 4: foreach j = 1, . . . , 4kw do
5:
if sj = 0 then append zeros to x 6:
else Append length-binary representation of the next symbol of ci to x 7:
Fill in the i-th column of X2 with the entries of x 9: endfor Item identification (input: Received string y2 of length 4kw , list L of decoded masking strings returned by Algorithm 1;
output: Estimate K of the defective set)
1: Constructỹ ∈ A 4kw by converting y2 ∈ {0, 1} 4kw from binary to the alphabet
Initialize u to be the empty string 4 :
if (si = 1) and (there exists nos ∈ L such thats = s andsi = 1) then
Append the i-th symbol ofỹ to u;
7:
else if (si = 1) then 8: Append the erasure symbol to u;
9:
endfor 10:
I ← decoder for C applied to u to return an index in {1, . . . , n} 11: Include I in the output set K
12: endfor
Proof. It is trivial that any masking strings i assigned to a defective item will be included in L: Any index where its masking string is 1 will lead to a positive test, yieldings T i y 1 = w since the weight of each masking string is w. On the other hand, ifs ∈ S is not assigned to any defective item, then the first property of Definition 2 ensures that the sum of overlaps betweens and the elements of {s 1 , . . . ,s k } is at most w 2 . Since y 1 is the bit-wise "OR" of {s 1 , . . . ,s k }, this implies thats
D. Encoding and Decoding: Second Batch of Tests
The test design and decoding procedure associated with the second batch of tests are depicted in Algorithm 2.
As discussed in Section II-A, the idea is to copy the structure of X 1 , but replace each bit by a sequence of bits.
Any "0" bit is trivially mapped to a string of zeros, whereas any "1" bit is replaced by the binary representation of a codeword symbol. The codeword has length w and alphabet A, whose size is |A| = 2 , and the corresponding codebook C = {c 1 , . . . , c n } is chosen to have good worst-case erasure correction guarantees (see Section II-E). For item i, the codeword c i is used.
For item identification, any collisions between masking strings in L (returned from the first batch) are treated as erasures, whereas in the absence of a collision, the corresponding length-binary string from the test outcome vector y 2 is mapped to a symbol from A. For each s ∈ L, if there are sufficiently few erasures, then we can recover the corresponding codeword c i via erasure-correcting decoding, and hence identify the defective item index i ∈ {1, . . . , n}.
The following lemma formally states the requirements on C, along with sufficient conditions under which the decoding succeeds. Proof. The second condition of Definition 2 implies that L = {s 1 , . . . ,s k } contains no duplicates, and also that for any suchs i ∈ L, at most w 2 of the indices of 1's collide with those of any of the other strings in L. Hence, whens i is processed in the outer loop of item identification in Algorithm 2, we have the following:
• Whenever there is a collision, an erasure symbol is added to u, and this occurs at most w 2 times; • Whenever there is no collision, the correct codeword symbol from c i is added to u.
Hence, u equals the desired length-w codeword c i with at most w 2 entries replaced by the erasure symbol, and by our assumption on the decoder of C, the correct codeword c i (or equivalently, the correct index i) is identified.
E. Choice of Erasure-Correcting Code
The problem of decoding in the presence of worst-case erasures has been extensively studied in coding theory.
There are many erasure-correcting codes that we could use in Algorithm 2, with various trade-offs in the subsequent mathematical analysis and decoding time. For instance:
• In a preliminary version of this work [1] , we used Reed-Solomon codes, which have the convenient feature of being maximum Maximum Distance Separable (MDS). However, when applied to group testing, their large alphabet size (i.e., increasing in the block length) leads to an O(k · log k · log log k) term in the number of tests. 3 This suffices for attaining the optimal t = O(k log n) scaling in sufficiently sparse regimes, but here we prefer to adopt an approach that does so in both sparser and denser regimes.
• In Section IV, we discuss the use of binary codes (i.e., A = {0, 1}), which makes Algorithm 2 conceptually simpler, and can be useful in noisy scenarios. However, this requires several of the constants to be modified to less favorable values throughout the analysis. For instance, the length t 1 = 4kw may be increased to a value such as 10kw, and the proportion of erasures permitted may decrease from 1 2 to a smaller value such as 1 10 .
• We ideally seek linear decoding time in the block length, though polynomial decoding time is also acceptable given that the code length is only w = O(log n).
As a suitable trade-off of these various aspects, we found the following code construction from [31] 
• C has rate r, i.e., the number of codewords is |A| wr , where w is the block length;
• The decoder corrects any (worst-case) fraction 1 − r − of erasures;
• The encoding and decoding time are linear in the block length.
In our analysis, we will not require to be arbitrarily small, and instead simply take r = 
F. Statement of Main Result
We are now ready to state our main theorem. For simplicity, we set the relevant parameters to ensure P e ≤ 1 log k , but with simple modifications to the constant factors (here and in the auxiliary results), we can improve this to P e ≤ 1 k c for any fixed c > 0. However, it is worth noting that the decoding time has a 1 Pe dependence on P e , which is why we choose a logarithmic dependence on k. We also re-iterate that we have made no effort to optimize constant factors, and we recall that despite the assumption k → ∞ here, the case k = O(1) is in fact much simpler, and is handled in Appendix B. Theorem 1. Under the choices w = max 3 log 2 n, 70 log It remains to choose the parameters to ensure that w ≥ 70 log k δ , and to characterize the total number of tests and runtime. Suppose that, as stated following Lemma 4, we use a code of rate 1 3 . Since identifying an item requires 1 log 2 n symbols from A (with alphabet size 2 ), a rate- 
The number of tests is equal to t 1 = 4kw in the first batch, and t 2 = 4kw in the second batch, yielding a total number of tests equal to
= 4k max 3( + 1) log 2 n, 70( + 1) log k δ
Substituting δ = 1 k log k , taking a factor of 3 out the front, and writing
2×70 3
≤ 50, we obtain (4).
Decoding time. For decoding in Algorithm 1, we need to compute an inner product between y 1 and every s ∈ S. To do so, we use the w positions of the "1" bits in s to index the required entries of y 1 . This leads to
δ ). The decoding in Algorithm 2 has a total of |L| iterations. In each iteration, it constructs a sequence u while incurring O(w|L|) = O(|L| log n) complexity, 5 and then invokes decoding on u, whose time is linear in the length w = O(log n) (see Lemma 4) . Hence, the total decoding time for Algorithm 2 is O(|L| 2 log n). By Lemma 2 and our choice of δ, we know that with probability at least 1 − 1 log k , we have |L| ≤ k. It is then easy to see that the decoding time is dominated by Algorithm 1, and the overall complexity is O(k 2 · log k · log n).
III. PROOF OF LEMMA 1 (FINDING A LOW COLLISION SET)
Algorithm 1 takes as input an LCS, whose properties play a crucial role in proving our main result, Theorem 1.
In this section, we prove the existence of an LCS under suitable parameters, as stated in Lemma 1. Specifically, we
show that if we construct a multi-set in a certain randomized way, then with probability close to 1, this multi-set will satisfy some sufficient conditions for being an LCS. In addition, these sufficient conditions will be verifiable in polynomial time, which is beneficial from a practical point of view. We emphasize that the LCS is constructed "offline" prior to forming the test matrix, and needs to be done only once.
A. A Random Construction
We will analyze a randomized construction of masking strings (see Definition 1). To construct a single masking string of length t 1 = 4kw, for each 4k-bit segment of the string, we set a uniformly random bit in the segment to be "1" and all remaining bits to be "0". To construct a multi-set S containing |S| = 2k δ random masking strings, we simply repeat this procedure independently 2k δ times. This means that S may contain duplicates; however, we will later prove that with high probability, there are no duplicates, so that S is a set.
B. Overview of the Proof
We will show that with probability approaching one (as k → ∞), the multi-set returned by the above construction is an LCS. Despite the simplicity of the construction, the reasoning is rather complex because there are two sources of randomness involved: The construction is random, while the definition of LCS (Definition 2) also involves its own randomness in the form of random selections from S.
To decouple these two forms of randomness, we will introduce the concept of a promising set (see Section III-C).
In contrast with LCS, the definition of a promising set involves only deterministic properties. In addition, we will be able to verify deterministically in polynomial time whether a set is a promising set or not, whereas it is unclear how to check (in polynomial time) whether a set is an LCS.
We will then prove the following: (i) With probability approaching one, the multi-set returned by the random construction in Section III-A is a promising set (see Lemma 6 below); (ii) A promising set must be an LCS (see Lemma 7 below) -namely, being a promising set is a sufficient condition for being an LCS. We will prove these claims for w ≥ 70 log k δ , k → ∞, δ → 0, and δ ≥ 1 k 2 , as stated in Lemma 1. In fact, the latter condition can be improved to δ ≥ 1 k c for any constant c > 0, by suitably adjusting certain other constants. In addition to the assumption w ≥ 70 log k δ , we can further restrict our attention to w = C log k δ for some constant C = Θ(1) with C ≥ 70. Once this is established, we can easily get an LCS for larger w values (e.g., C → ∞ as k → ∞) by repeating each masking string; this is formally stated as follows.
Lemma 5. Given any (k, w, δ) low collision set S and any positive integer c, we can construct a (k, cw, δ) low collision set S c .
Proof. For compactness, throughout this proof we use the terminology that a (k, w) masking strings is w-compatible with a multi-set {s 1 , . . . , s m } if Hence, we proceed by assuming that w = C log k δ with C = Θ(1) and C ≥ 70. In particular, we will use the fact that 
C. The Concept of a Promising Set
Given a set S of masking strings and anys ∈ S, we define
In the following, we define the concept of a promising set, which will provide a stepping stone to establishing the existence of an LCS.
Definition 3.
A set S of (k, w) masking strings is a (k, w, δ) promising set if the following equations hold for all s ∈ S:
To gain some intuition behind this definition, note that µ(s, S) is the average number of collisions betweens and other masking strings in S. Hence, (9) requires the average to be close to w 4k . Similarly, (10) requires the maximum number of collisions to be close to this average, and (11) bounds the "variance" of the number of collisions betweeñ s and other masking strings in S. The values on the right-hand side of the three equations are carefully chosen such that (i) the random construction in Section III-A returns a promising set with high probability, and (ii) a promising set must be an LCS.
D. Probability of Being a Promising Set
The following lemma proves that the random construction in Section III-A yields a promising set with high probability.
Lemma 6. Consider any sequence of triplets (k, w, δ) such that k → ∞, δ → 0, δ ≥ 1 k 2 , and w = C log k δ with C = Θ(1) and C ≥ 70. For sufficiently large k, with probability 6 approaching one as k → ∞ the multi-set S is a (k, w, δ) promising set of size 2k δ .
Proof. Let S = {s 1 , s 2 , . . . , s 2k δ } be the multi-set constructed in Section III-A. With a slight abuse of notation, for
We will prove that, with probability approaching one, the following conditions hold simultaneously for all i:
Note that (13) implies that S is a set (i.e., there are no duplicates): If there existed i and j such that i = j and s i = s j , then we would have max j : j =i |s (1)), violating (13) . Given that S is a set, (12) becomes equivalent to (9) . Then, combining (12) and (13) leads to (10) , since
where (18) 
for any a ∈ R. Taking a = w 4k , we find that (14) implies (11). To complete the proof, we show that (12), (13), and (14) each hold (simultaneously for all i) with probability approaching one as k → ∞. A trivial union bound then shows that the three hold simultaneously with probability approaching one. 
where (20) values of i, we deduce that (12) holds with probability approaching one.
For (13), first observe that trivially s 
Recalling that w = C log k δ with C = Θ(1), we set η =
, so that the event in the probability (23) is indeed the complement of the event s T i s j < w 4k + 6.05. This choice satisfies η → ∞, and hence (1 + η) log(1 + η) − η = (η log η) (1 + o(1) ). Also noting that log η = (log k)(1 + o(1)), we find that (23) simplifies to
= exp − 6.05 log k (1 + o (1))
= k −6.05(1+o (1)) .
There are a total of
2 possible combinations of i and j, which we can further upper bound by 4k
Taking a union bound over all such combinations, we deduce that (13) holds for all i with probability approaching one.
Finally, for (14) , consider any fixed i and s i , and view the remaining masking strings in S as random variables.
Under the given i and s i , define the random variable
for j = i. The quantity s T i s j is a binomial random variable with parameters w and 1 4k , and hence
which implies
By (26) and the union bound, we know that with probability at least 1−k −3.05(1+o(1)) , it holds that |s T i s j − w 4k | < 6.05 for all j = i, and hence Z j ≤ 1. It will be useful to condition on the corresponding event B = j : j =i {Z j ≤ 1}.
Since {Z j } are independent random variable, they remain independent after this conditioning. In addition, the average in (28) cannot increase, since we are conditioning on each Z j taking smaller values than its full range.
Conditioned on B, we invoke the Chernoff bound (see Appendix A) and get
where the application of the Chernoff bound in (31) also uses (28) , (32) 
E. A Promising Set Must Be an LCS
The following lemma establishes that any promising set is an LCS.
Lemma 7. Consider any sequence of triplets (k, w, δ) such that k → ∞, δ → 0, δ ≥ 1 k 2 , and w ≥ 70 log k δ . For sufficiently large k, a (k, w, δ) promising set S of size 2k δ must be a (k, w, δ) LCS.
Proof. In accordance with Definition 2, fix k ≤ k, and select k stringss 1 , . . . ,s k from S uniformly at random with replacement to form the multi-set S = {s 1 , . . . ,s k }. Note that here S is already fixed -onlys 1 , . . . ,s k are random variables.
We first prove that S satisfies the first requirement of LCS. Specifically, we will show that with probability at least 1 − Directly proving this appears to be challenging, so we instead prove that for each row, at most a δ 4|S| fraction of the entries are bad. This will then imply that the total number of bad entries in the matrix is at most
, and hence there can be at most |S| k × δ 4 columns containing bad entries. To prove that each row has at most δ 4|S| fraction of its entries being bad, it suffices to prove that for any giveñ s, when we chooses 1 throughs k from S \ {s} uniformly at random with replacement, we have
To prove (34) , define Z i =s 
In addition, for all i = 1, . . . , k , (10) and (11) (37)
where (37) uses k ≤ k, (38) uses a numerical calculation, (39) uses w ≥ 70 log k δ , and (40) holds since |S| = 2k δ and k → ∞. In turn, for any givens ∈ S, (34) follows since
where the first inequality uses (35) .
Next, we prove that S satisfies the second requirement for an LCS. Specifically, we show that for any given i ∈ {1, . . . , k }, with probability at least 1 − 0.6 δ, the multi-set {s 1 , . . . ,s i−1 ,s i+1 , . . . ,s k } ands i satisfy
We clearly only need to prove this for k ≥ 2. In addition, since all thes i 's are generated in a symmetric manner, we can assume without loss of generality that i = k .
Define S (−k ) = {s 1 ,s 2 , . . . ,s k −1 }. We claim that with probability at least 1−0.5δ,s k / ∈ S (−k ) . To see this, note thats 1 , . . . ,s k −1 correspond to at most k − 1 distinct elements form S, and hence
is a uniformly random string in S \ {s k }. As a result, one can apply the same analysis as that for (34) (after replacing k by k − 1), and deduce that
where we used the fact that |S| = 2k δ → ∞. Hence, we know that with probability at least
Finally, a union bound over the two requirements shows that the requirements hold simultaneously with probability at least 1 − δ, meaning that S is an LCS.
IV. EXTENSION TO THE NOISY SETTING
While the noiseless group testing model is in itself of significant interest, there is also substantial motivation to develop sublinear-time algorithms in the presence of noise. Variations of the existing small-error sublinear-time algorithms were given in [13] [14] [15] [16] [17] for this purpose. In this section, we outline how the same can be done for BMC (i.e., Algorithms 1 and 2) and Theorem 1. Generalizing (1), we consider the following widely-adopted symmetric noise model:
where Z ∼ Bernoulli(ξ) for some constant ξ ∈ 0, 1 2 , and ⊕ denotes modulo-2 addition. We assume that the noise is independent between tests, i.e., we have i.i.d. bit flips.
In Sections II and III, we used masking strings with length t 1 = 4kw, and showed that this leads to at most w 2 collisions in each defective item's masking string, with high probability. In the following, we make use of the following more general statement: For masking strings of length t 1 = c 1 kw constructed by concatenating w unit-weight substrings of length c 1 k for some constant c 1 ≥ 4, we have
in each defective item's masking string, with high probability. This follows from straightforward modifications of our previous analysis, including its associated constant factors. , then the mis-classification event resulting from Algorithm 1 has probability O(n −c ), where c can be set to an arbitrary value by choosing the implied constant in w = Θ(log n) large enough. Choosing c large enough, the error probability remains small even after a union bound over the 2k δ masking strings. In the case that ξ ∈ c1 + w in Algorithm 1, the preceding argument generalizes easily to this case, permitting any noise level ξ ∈ 0, 1 2 as long as c 1 is large enough. For the second batch of tests, when noise is present, we can no longer assume that the symbols at any noncollided locations are received perfectly. However, since this part is based on erasure-correcting coding, we can easily generalize to erasure and error correcting coding to achieve tolerance to noise.
In the presence of noise, the use of non-binary codes with symbols mapped directly to > 1 bits (see Algorithm 2) may not be ideal, since even a single flip among these bits will cause the symbol to be changed. We therefore favor the use of a binary code C in the noisy setting, along with a suitable modification of the constants. In this case, we again use the more general statement in (44) with c 1 ≥ 4, ensuring at most 2w c1 erasures with high probability. While a code with minimum distance exceeding 2w c1 would suffice for correcting these erasures alone, here we further increase the target minimum distance beyond 2w c1 in order to account for the bit flips. To give a specific example of a binary code with good distance properties, we note that [33] To simplify the discussion, suppose that we naively replace all erasures by arbitrary bit values (0 or 1), so that we only have bit flips; this allows us to use the fact that the codes from [33] that permit efficiently decoding any number of worst-case bit flips less than half the minimum distance. Since the bit flips are i.i.d., we can characterize the number of flips using a concentration argument: With a low enough code rate to make the code length long enough (i.e., a large enough implied constant in w = O(log n)), the number of bit flips is at most (ξ + η)w with probability O(n −c ) for any target c > 0, where η > 0 is any (small) constant. With at most (ξ + η)w bit flips coming from the noise, and at most 2w c1 bit flips coming from the collisions in the first batch, we find that the errors can be corrected as long as ξ + η + In summary, under i.i.d. noise of the form (43), by modifying only the constant factors and the code C used, we can achieve the same scaling laws as Theorem 1 in terms of both tests and runtime (at least when ξ < 1 4 ). To avoid repetition with the noiseless case, we omit a formal statement and derivation of this fact. Finally, we briefly mention that BMC only has limited robustness to adversarial bit flips, since O(w) = O(log n) worst-case flips suffice to cause incorrect decisions from either the first or second batch of tests.
V. CONCLUSION
We have introduced a novel approach to sublinear-time non-adaptive group testing based on bit mixing coding (BMC), and established that it attains asymptotically vanishing error probability with t = O(k log n) tests and O(k 2 · log k · log n) runtime, thus closing the prominent open problem of attaining the optimal t = O(k log n)
scaling with poly(t) runtime and no assumptions on k. Our algorithm and analysis use coding-based subroutines that permit straightforward extensions to the noisy setting.
A key remaining open problem is whether the runtime can further be reduced to k · poly(log n), or better yet, to O(k log n). In addition, since we did not attempt to optimize constant factors, it is also of interest to sharpen the analysis (and/or modify the algorithm itself) to attain constant factors competitive with those of slower decoding techniques [9, Ch. 2].
APPENDIX A CONCENTRATION INEQUALITIES
Throughout the paper, we make use of several standard concentration bounds for sums of independent random variables, e.g., see [34, Sec. 4 .1] and [35, Ch. 2] . For clarity, in this section we summarize the specific bounds used. Letting Z 1 , . . . , Z n be a sequence of independent and identically distributed random variables, we have the following:
• (Chernoff bound) Suppose that Z i ∈ [0, 1] almost surely, and E[Z i ] = µ. Then, for any α > 0, we have
and for any α ∈ (0, 1), we have
• (Weakened Chernoff bound) Suppose that Z i ∈ [0, 1] almost surely, and E[Z i ] = µ. Then, for any α > 0, we
-We will also use the fact that (47) continues to hold when µ is replaced by an over-estimate µ of the mean, i.e., µ ≥ µ. To see this, suppose that µ = Cµ for some C ≥ 1, and consider the probability Ψ = P n i=1 Z n ≥ (1 + α)n µ . If we choose a constant α such that (1 + α) µ = (1 + α )µ, then (47) gives Ψ ≤ e −(α ) 2 µn/3 . Substituting µ = Cµ into (1 + α) µ = (1 + α )µ gives α ≥ Cα, which implies that Ψ ≤ e −Cα 2 µn/3 ≤ e −α 2 µn/3 as desired.
• (Bernstein's inequality) Suppose that |Z i | ≤ M almost surely, and that E[Z i ] = 0 and E[Z 
APPENDIX B THE VERY SPARSE REGIME k = O(1)
In our main result (Theorem 1), we assumed that k → ∞ as n → ∞. Here we describe how to use BMC to attain P e → 0 as n → ∞ in the case that k = O(1), while using t = O(log n) tests and O((log n) 2 ) decoding time.
We again use Definition 1, letting each masking string contain w = log n segments of length 4k and weight one, so that the total length is t 1 = 4k log n. Similarly to Section II-B, we consider the random construction of a multi-set S of such masking strings, with each non-zero entry of each length-4k segment being independently chosen uniformly at random. We let the size of this multi-set be |S| = log n.
For two such random masking strings s and s , the average number of collisions (i.e., 1's in common) follows a binomial distribution with parameters log n and 1 4k , so the mean is log n 4k . Hence, by the Chernoff bound (see Appendix A), the probability of the number of collisions exceeding log n 2k is O(n −c ) for some c > 0 (here c depends on k, but is still Ω(1) since k = O(1)). By a union bound over O(log 2 n) pairs, we deduce that the probability of any two s, s ∈ S having more than log n 2k collisions tends to zero as n → ∞. We henceforth condition on the (high-probability) complement of this event.
Due to this conditioning, we find that any s ∈ S collides with any subset S ⊆ S \ {s} of cardinality k (or less) in at most k × log n 2k = 1 2 log n = w 2 positions. Hence, the two conditions in Definition 2 hold for any k ≤ k distinct stringss 1 , . . . ,s k from S. As a result, when we assign strings from S to the n items uniformly at random with replacement, the only case that causes excessive collisions is that in which two defective items are assigned the same masking string. Since |S| = log n and k = O(1), this occurs with probability O 1 log n . Given S satisfying the preceding properties, the proof of Theorem 1 goes through essentially unchanged with w = O(log n). The number of tests is O(w) = O(log n), and the decoding time is dominated by the O(|S|·log n) = O((log n)
2 ) term in the first batch.
