The UCD community has made this article openly available. Please share how this access benefits you. Your story matters! (@ucd_oa) Some rights reserved. For more information, please see the item record link above.
1

Introduction
Various forms of remote sensing including laser scanning are being used to document the built environment. This is occurring in transportation assessment [1] , disaster planning [2] , structural health monitoring [3] , and structural analysis [4, 5] . Nowhere is this need more acute than for tunneling projects. To evaluate the impact of large-scale, urban infrastructure projects on adjacent buildings, geometric building models are required. For older and/or historic buildings this information is rarely readily available, even in the form of post-construction, measured drawings. Thus, manual surveying and manual Computer-Aided Design (CAD) model generation are commonly undertaken as requisite steps to importing a building's geometry into a Finite Element Method (FEM) program for structural analysis. The approach is expensive and time consuming. Yet, it is often undertaken as part of the preventive measures of multi-million euro tunneling contracts (e.g. [6, 7] ).
As an alternative to manual surveying, various automated and semi-automated approaches are being developed for remote sensing data (as recently reviewed by Laefer et al. [8] ), thereby raising the question of how to evaluate the quality of these resulting solid models, especially in light of known mild geometric inexactitudes. An area where this is rapidly gaining importance is in the use of Light Detection and Ranging (LiDAR) [both airborne laser scanning (ALS) and terrestrial laser scanning (TLS)], as this technology can acquire an object's surface geometry quickly [9] . The newest uses of LiDAR go beyond mere visualization and include even micro-climate modeling [10] . To address this emerging issue, this paper proposes a means to validate and compare the quality of solid models of historic façades generated from remote sensing data.
Related works
In 2006, the American Society of Mechanical Engineers proposed a guide for verification and validation in computational solid mechanics [11] . In that document, the distinction was made between "Verification: the process of determining that a computational model accurately represents the underlying mathematical model and its solution." and "Validation: the process of determining the degree to which a model is an accurate representation of the real world from the perspective of the intended uses of the model." In structural engineering, verification can be done by comparing a solution to a known exact one (e.g. Guenfoud et al. [12] ), but many problems do not have a closed-form solution. Thus, validation must be achieved via an experimental model (Type I) or through other numerical simulations (Type II), both of which contain uncertainties. As analyses of unreinforced masonry buildings (UMBs) have no closed-form solutions, validation through experimental and/or numerical means is needed. While mesh sensitivity is tested through convergence (i.e. increasing mesh fineness until no meaningful distinction occurs in a single value output), the main issue of the overall appropriateness of the model remains poorly defined, and specific guidance does not exist regarding the particular challenges of assessing auto-generated meshes from remote sensing data. 2 To date, various parameters singularly or in combination have been proposed to look at overall performance of unreinforced masonry models (Table 1) ; terms used in this table are defined in Appendix A. While load-displacement relationships, cracking patterns, and ultimate strength are often adopted as comparative parameters [as done by Lourenco et al.'s [13] for judging micro-versus macro-modeling strategies or by Chaimoon and Attard [14] for validating a simplified micro-modeling approach], this is not always the case. Lourenco et al. [13] X X X I Chaimoon and Attard [14] X X X I Truong-Hong & Laefer [15] X X I Roca et al. [16] X X I Zucchini & Lourenco [17] X X X I & II Orduña & Lourenço [18] X X II Kappos et al. [19] X X II Sincraian & Azevedo [20] X X X II Mohebkhah et al. [21] X X II
The most common strategy has considered exclusively global response. For example, Truong-Hong and Laefer [15] assessed only nodal displacements at discrete measurable positions from a soil-structure interaction experiment, because of instrumentation accessibility issues, while Roca et al. [16] compared the general shear-lateral displacement relationship to determine global response and ultimate shear force when comparing an equivalent frame method to experimental results. In a not dissimilar approach, Orduña and Lourenço [18] validated a limit analysis on rigid blocks assemblages by considering the load-path response and the ultimate load factor (the ratio between the load causing collapse and the nominal value), while Mohebkhak et al. [21] adopted a more simplified strategy, looking at the collapse load and the deformation patterns to compare the efficiency of a discrete element method to experimental results. The focus on global response was also adopted by Kappos et al. [19] in their assessment of the relative accuracy of a simplified model for lateral analysis of UMB. In this case, the force-lateral displacement relationship was employed for optimizing analysis costs.
In contrast, Sincraian and Azevedo [20] looked at deformation patterns, crack openings, and sliding, as well as the relative displacement of the top of the model in benchmarking a discrete element method (DEM) versus a FEM one under seismic loading. This combined approach recognizes the influence of structural configuration, window position, and opening ratio (area of window/total possible wall area of solid wall) on a building's response [22, 23] . Evaluation is made at individual points or more generally using graphical methods. In contrast, a more rigorous, statistics-based procedure such as relative or absolute error was proposed by Orduña and Lourenço [18] .
When discussing the quality of auto-or semi-auto-generated FEM meshes derived from remote sensing data, there is an additional layer of complexity reflective of the fact that the remote sensing data capture approach harvests discrete points, as opposed to continuous information. This may result in small geometric inaccuracies, and additional ones may emerge when the data are transformed from individual points into a solid model. The resulting solid models may differ locally and/or globally from models derived from manual site survey. The quantification of such geometric discrepancies cannot be established without a measured survey and still fails to answer the more critical question, "To what extent do these discrepancies impact structural response". The following proposes a more inclusive benchmarking approach that addresses traditional concerns, as well as these emerging ones of assessing the influence of mildly discrepant geometries for historic building façades.
Proposed validation process
Previously, validation approaches were proposed to determine a level of reliability of approximate solutions in predicting realistic response of physical models, in which critical responses of structures were used (Table 1) . Instead, in this work, an objective validation of solid models of masonry building facades that contain geometric discrepancies is proposed that encompasses not only the overall dimensions of a structure (1) Type I: the proposed method vs. experiment; Type II: between two numerical methods 3 but also the dimensions and positions of various openings. Discrepancies in such areas impact a model's stiffness and may influence results. For example, Pickhaver [24] investigated how various opening positions and percentages changed building responses to tunneling-induced subsidence. Those results showed that while increasing the opening ratio had little effect on the global façade response, the resulting crack patterns and local damage concentrations differed. Therefore, in order to prove reliability of using solid modes reconstructed from TLS data in computational modeling, impacts of the geometric difference on the structural response must be investigated at both the local and global levels. For investigating those impacts, a new validation procedure is proposed (Fig. 1) . The process compares the structural response of FEM models based on TLS post-processing to ones created from manual site surveys, in which the FEM models were subjected to self-weight and foundation movements due to construction of excavation. In fact, since the terrestrial units cannot capture roof data, the aerial units are of insufficient accuracy to adequately capture façade details for this type of processing (see [25] for a more extensive discussion of this). Also, none of auto or semiauto approach has been developed to reconstruct interior objects of the building from such data. Currently, there is not a method for the automatic generation 3D building models reconstructed from such data. Furthermore, as the masonry buildings have weak, out-of-plane connection details and a high vulnerability to horizontal strain when oriented perpendicularly to a subsidence trough, to assess damage of building due to excavation/tunneling-induced settlement, analyzing two-dimensional (2D) wall has been considered as a reasonable compromise between accuracy and resource allocation compared to the high computational expense and complexity of three-dimensional (3D) models (e.g. [26] [27] [28] [29] ). Thus, the 2D building façade was interested in this validation. Comparative quantities involve the maximum structural response (called conventional validation) and usage of the FEM results in building damage assessment (called performance validation). In the conventional validation, comparative quantities involving the displacements, stress, and strain were selected, as they are primary parameters to assess structural responses. Local structural response is critical for accurate damage prediction, thus both global and local factors must be considered. Thus, the performance validation is proposed as the basis in which tilt, crack width, damage level, and a building damage ratio are considered for building models subjected to excavation-induced ground movements. Results of this validation show convergence of post-computational results. Consequently, details of comparative quantities in this proposed validation are discussed below.
FIG. 1-Workflow of the proposed validation Conventional validation
Similar to previous work, maximum nodal displacements, nodal stress, and strain obtained directly from FEM solutions are used to investigate the discrepancy of the overall response caused by differing geometries. To measure local behavior, the nodal displacements and the principal strain are selected at points of expected high stress-concentrations (e.g. corners of windows and openings), where damage is likely to commence.
UMB performance
For UMBs subjected to ground movement, their post-subsidence health is of concern. As such, the following categories of tilt, cracking width, damage level, and building damage ratio are proposed.
Maximum tilt
The relationship between load and displacement underlying a building's maximum tilt provides general behavioral information and is often used to predict damage in UMBs [30] (Eq. 1):
(1) where S h,i and S h, i+1 are the horizontal displacements of node i and i+1 respectively, L i , i+1 is the distance between node i and i+1, and n is a number of nodes considered. For a building subjected to excavation-or tunneling-induced ground movements, the nodes along the building's edge perpendicular to the excavation face are selected.
Cracking patterns and widths
Cracking patterns and widths have long been used to characterize damage to buildings adjacent to construction activities [31] . Since smeared crack models are mesh-dependent, and because the FEM meshes differ due to small geometric discrepancies, a similar discretization mesh scheme is applied to both models. Subsequently, there are only minor differences of discretization errors between CAD-based models and remote sensing based ones, which do not affect the cracking characteristics. The cracking pattern can be obtained directly from the FEM results, but crack widths must be computed at the integration points of cracked elements from crack strain and characteristic length, as proposed by Bažant and Planas [32] : (2) where  cr and h are crack strain and characteristic length of elements, respectively.
The characteristic length should correspond to a representative dimension of the mesh size (e.g. [33] [34] [35] ). The characteristic length generally depends on the element type, element size, element shape, integration scheme, and the specific problem. The characteristic length can be expressed as Eq. 3 (3) where  i is the weighting factor of the integration rule, and detJ i is the Jacobian transformation between the local, iso-parametric coordinates and the global coordinate system for integration i, NINT is the number of integration points in each element, and  is a modification factor, which depends on the element type and integration scheme. Based on the studies by Oliver [35] and Scotta et al. [36] , the herein adopted characteristic length was approximated according to Eq. 4. (4) where V (e) is the FE volume of the element; m is equal to 1, 2, 3 corresponding to one-, two-and threedimensional analysis. However, in this work, as the cracking width was computed for each integration point of each cracked element, the volume of the integrated point was used in Eq. 4.
As the decomposed strain model is implemented to perform crack behavior and crack growth [37] , the crack strain can be calculated based on an elastic-softening stress strain curve (Fig. 2 ) and the output stress
derived from the FEM results, as expressed by Eq.5. (5) where e tol and  are, respectively, the total principal strain and principal stress at integration points of the cracked element, and E is Young's modulus. 
Damage level and damage ratio
Various criteria, such as angular distortion [38] , critical tensile strain [39, 40] or cumulative crack width [41] are used to assess damage of buildings subjected to excavation/tunnel-induced ground movement. Herein, the degree of damage has been determined by comparing the maximum principal strain in the model to the critical tensile strain [42] , while the building damage ratio is computed by the total volume of element damage over the building volume, where an element is considered as damaged, if the principal strain at its integration points exceeds the critical strain, 0.5x10 -3 corresponding to a very slight damage level according to standard levels of severity within the tunneling community [42] .
In summary, by using those comparative parameters (Table 2) , the proposed validation process herein considers the impact of discrepant geometries on the overall response and local behaviors. For measuring the impact of the overall building response, absolute and relative differences are recommended (Eq.s 6 and 7, respectively):
(6) (7) where x CAD and x RS are the parameters derived from FEM models from a CAD drawing and Remote Sensing (RS) data, respectively, which involve the maximum displacements, stress, strain, tilt, crack width, and building damage ratio. 
Conventional validation Validation performance Aspects
Nodal displacements (1) Nodal stress/strain (1) Load vs. displacement (tilt)
Cracking width
Damage level
Ratio of building damage Overall response X X X X X X Local response X X However, for comparing parameters (nodal displacements and nodal principal strain) representing local behavior, the validation metric is used to describe difference between FEM models [11, 43] . For that, FEM results are assumed as random samples in the form of a normal distribution, where CAD-based and RSbased models are respectively ( , , . . ., ) and ( , , . . ., ). The sample mean and standard deviation of individual differences of numerical results between the FEM models are given in Eq.s 8 and 9 [44] .
(1) for validating overall response, the maximum nodal values are used where n is a number of random samples in the population.
Based on this statistical procedure, with a predefined the level of confidence, the limit of agreement between the individual differences can be expressed as Eq. 10. (10) where t α/2 is 1-α/2 quartile of the t-distribution for v=n-1 degree of freedom and 100(1-α)% is the level of confidence. In this work, the t-distribution is selected to estimate error bounds, as this distribution is suitable with a small number of sample observation, and the cumulative t-distribution differs from the cumulative standard distribution by less than 0.01 for all quantities when n is greater than 16.
Geometric building model generation
TLS data acquisition and building model creation
The selected validation case is an in-plane analysis of UMB facades subjected to an adjacent excavation, with consideration for three classes of material strength (i.e. weak, medium, and strong). To test the proposed approach, three relatively flat, masonry façades of simple morphology were chosen in Dublin, Ireland to demonstrate the validation process. Buildings 1 and 2 were four-storey and relatively narrow, while Building 3 was six-storey and significantly larger (Fig.s 3a, 4a and 5a ). Since scanning density impacts both the time for data collection and post-processing, as well as storage requirements, there is often a trade off between scan density and fiscal limitations. In this study, Buildings 1 and 2 were scanned at a 10 mm resolution with a Trimble GS200 scanner [45] , in which the standard deviation for the scanner was ~2.5 mm at a scanned range of 100 m. The scanning time was around 35 minutes for each. To obtain the same resolution for Building 3, the projected time for data collection would have been closer to two and a half hours. Due to access issues, traffic, and related interferences, this was not considered viable. Therefore, the resolution of 20mm was selected to reduce the data collection time and so that the scans could be done without interference. The final scanning time for this building was 1 hour and 20 minutes. . Subsequently, the original scanned data, which contained terrain features and internal objects/walls, in addition to each building's facade, were registered and manually cleaned of irrelevant points within the Trimble GS200's software, RealWorks Survey Advanced (RWS) V6.3 [46] . See Truong-Hong et al. [47] for detailed processing information. The remaining points were projected onto a fitting plane before applying the FacadeDelaunay (FD) algorithm [47] . Therefore, noise in the point clouds was not found to be a major problem in the subsequent building reconstruction.
To determine minimum data collection requirements for building reconstruction, various derived data densities were used as input sets for the FD algorithm. While those data sets could have been achieved by rescanning the building at the same position three other times, due to the potential interference of traffic and other visual obstacles, the re-sampling process was selected instead of rescanning at a lower resolution. Thus, each façade was randomly re-sampled from the original scanned data set to 175 pts/m 2 (expected distance between sampling points is 75 mm) (Fig.s 3b, 4b and 5b) . In this process, the initial reference point was randomly picked by the RWS V6.3 program, and then all points within the threshold distance to the reference point were removed from the data set.
These various data sets were used as input for the FD algorithm developed by the authors [47] . That algorithm automatically extracts boundary points of building features (Fig.s 3b, 4b and 5b) and then generates solid models of the building façades (Fig.s 3c, 4c and 5c ). As geo-referencing was not assigned during data collection, the RS-based model and CAD-based ones were not co-registered prior to determining geometric discrepancies. The drawbacks of such a comparison were addressed in detail elsewhere [48] . In this valida-
data against ones-based CAD drawings. Differences of coordinates of two opposite corners (a lower left and upper right corners) of openings were examined, in which x-and y-axes were respectively assigned to the horizontal and vertical directions. A summary of absolute errors of the coordinates is presented in Table 3. For more details see Truong-Hong et al. [47] . The minimum dislocation of openings found in Building 1 was -39.8 mm [Standard deviation (SD)=67.9 mm] while the maximum ones in Building 3 was 103.4 mm (SD=57.6 mm). Furthermore, compared to CAD-based solid models, the RS-based ones slightly underestimated the overall dimensions (height and length): the maximum relative error was 1.1% for Buildings 1 and 2 and 0.6% for Building 3 (Table 4 ). Opening areas in the RS-based solid models differed by no more 4% (<1.38 m 2 in Building 2) ( Table 4 ). Using the lower-left corner of the façade and its openings as local origins, the average absolute errors of opening dimensions were calculated as less than 11.0 mm [Standard deviation (SD)=121.9 mm] (B2FD) for the small buildings and greater than 14.5 mm (SD=50.1 mm) for the large building (Table 5 ). However, the smallest absolute difference was 39 mm (B3FD), and the largest was 360 mm (B2FD). In terms of opening position, average errors were respectively 68.0 mm (SD=83.9 mm), 58.7 mm (SD=84.5 mm), and 99.8 mm (SD=57.6 mm) for Buildings 1, 2, and 3 (Table 5 ). These errors were data driven and caused by sample points on a canopy atop a door, articulated window ledges, and wide window frames. 
Building response analysis
To establish the relative influences of mildly discrepant geometries, sample solid models were tested with a range of material properties, as described below.
Software, modelling strategy, element type, and material constitute law and properties
A non-linear analysis was employed to determine responses of the models by mean of the advanced finite element analysis package, ANSYS [37] . A macro-modeling strategy was adopted as detailed elsewhere [15, 49] , in which a 3D SOLID65 element with eight nodes associated with three degrees of freedom at each node, isotropic behavior, and 2x2x2 integration points was used to model entire building models [37] . Nonlinear analysis was conducted with a William-Warnke failure criterion [50] and a Drucker-Prager yield criterion [51] for tensile and compressive behavior, respectively.
Since mechanical properties cannot be detected from LiDAR data, they selected from the peer-reviewed literature and experimental results were adopted in a validation process; see Truong-Hong [48] for details. Three sets of materials were used (Table 6 ). Additionally, the internal friction angle and the dilatancy angle for performing Drucker-Prager yield criterion were assumed to be 35 o and 10 o , respectively [52, 53] , while the internal cohesion was calculated from experimental tests on the compressive strength and the internal friction angle [15] . 
Generating FEM mesh, loading and numerical control
Unstructured hexahedral meshes were adopted with an element size equal to 0.15m for Buildings 1 and 2 and 0.25m for Building 3 (Table 7 ). In FEM, accuracy of nodal results (stress, strain, and displacement) depends in part on sufficient mesh density, but this is a well-known topic outside the scope of this work. Herein, each building was subjected to experimentally induced foundation settlements as described elsewhere [54] converted to the prototype scale (Fig. 6) . These values were imposed on the bottom of the building façade as constrained displacements applied in multiple, sub-load steps. The building was assumed to be 2 m behind the excavation face. Self-weight was based on mass density, gravity acceleration, and model volume. Validation of numerical results (1) FEM meshes from the FD algorithm and the CAD model differed slightly because of discrepancies in their underlying geometries. Maximum displacement, stress, and strain When comparing the maximum FEM displacements of the CAD-based and FD-based meshes, relative errors were mostly less than 3.7% (Table 8) , except for 9.6% for the maximum horizontal displacement (B3CADM1 vs. B3FDM1). However, the absolute difference was no more 4.1 mm (B3CADM1 vs. B3FDM1). The maximum horizontal displacement error was generally greater than the vertical. For example, Building 2 with weak material had a -1.3% error in horizontal displacement but only -0.5% in the vertical. Overall, the relative errors with the weak material were larger than with stronger materials. When a smeared crack model is employed, the principal stress 1 always decreases along a softening branch, after exceeding the tensile strength (Fig. 2b) . Thus, a comparison makes sense, only if the smeared crack model is deactivated for this aspect. In this, the relative errors were no more than 1.8% (B2CADM1 vs. B2FDM1). Additionally, the maximum absolute errors were less than 0.192 MPa. Graphically, a distribution of the principal stress 1 in FEM models of the same building façade was similar in pattern, although their values differed slightly (Fig. 7) .
In validating maximum strain, the principal strain 1 was derived from non-linear analysis. For this a smeared crack model was used. Relative errors were significantly higher for the FD-model when a weak material was used: -16.5% for Building 1, -26.8% for Building 2 and -35.1% for Building 3. With a medium or strong material, the relative errors were generally no more 6.3% (B1CADM3-strong vs. B1FDM3-strong) except for 11.6% (B1CADM2-medium vs. B1FDM2-medium).
Maximum tilt
A maximum tilt due to excavation-induced foundation movements and self-weight for each FEM model is shown in Table 8 , in which relative errors were mostly less than 4.38%, except for 9.76% for Building 3. Generally, the differences between FD models with a weak material were larger than with other materials. For example, the relative errors of Building 2 were -3.07%, -1.21% and -0.95% when weak, medium, and strong materials were used, respectively. In conclusion, the maximum absolute difference of 0.177x10 -3 [B2CADM1 vs. B2FDM1] corresponding to 1/5650 did not affect building assessment as compared to the maximum design limit value of the tilt for low-rise buildings of 1/400 [30] .
(1) Principal stress 1 was used to assess safety, because of the low tensile strength of UMBs. 
Cracking patterns and width
Generally, cracking pattern distributions were in good agreement ( Fig. 8 ) with cracking patterns in the FD-based models generally slightly wider than the CAD-based ones. Comparing the crack width against load increment, showed good agreement ( Figure 9 ). The relative errors of the crack width were up to 23.5% for FEM model with a weak material but no more 7.82% for FEM models with other materials. However, the maximum absolute differences were 1.12 mm (B3CADM1 vs. B3FDM1) for the weak material, while they were 0.43 mm (B3CADM2 vs. B3FDM2) for the other materials (Table 8) . 
Damage level and damage ratio
Employing the state of strain theory [42] , principal strain 1 was compared to the limiting tensile strain. All models garnered damage levels of 4 & 5 (severe and very severe) according to Burland [31] (Table 8) . For computing a building damage ratio, the volume of integration point was considered damaged, if the maximum principal strain 1 at the integration point exceeded the critical tensile strain of damage category 1 [42] . The maximum difference was no more 1.0% (B2CADM1 vs. B2FDM1), and the minimum was 0.03% (B2CADM2 vs. B2FDM2) [Fig. 10 ]. For the non-weak material, the maximum difference was only 0.3% (B3CADM2 vs. B2FDM2). 
Local behaviour via nodal displacements and strains
Correlations of local behavior (nodal displacement and principal strain) between FEM models with identical materials are shown in Table 9 , based on a 90% confidence level. Generally, the "limit of agreement" (Eq. 10) of the horizontal displacement had a substantially wider response range than the vertical ones. The largest range of horizontal displacements was 1.634±0.346 mm (SD=1.576 mm) [Building 3-weak], while it was only 0.615±0.155 mm (SD=0.378 mm) [Building 2-weak] for the vertical. The maximum absolute difference between the horizontal and vertical displacements was 5.732 mm (Building 3-weak) and 3.644 mm (Building 3-strong), respectively. The FEM models with the weak material gave a wider limit range than those with other materials. For example Building 2, the agreement limit of the horizontal displacements 0.449±0.152 mm (SD=0.370 mm) and for the weak 0.940±0.175 mm (SD=0.427 mm) for the strong materials, while ones of the vertical displacement were 1.352±0.282 mm (SD=0.688 mm) and 0.469±0.170 mm (SD=0.414 mm), respectively.
Discussion
Non-structural members (e.g. canopies, window ledges) or terrain in front of a building may interfere with data collection; for more details on the influence of these elements on the accurate reconstruction of building models from point clouds [47] . In the test cases herein, the geometric discrepancies had both direct and indirect impacts on the loading. A direct impact related to self-weight as function of volume of the building model. For instance, the 4% decrease in the surface area of Building 1 and 1.1% decrease for Building 2 lead to a proportional lessening of weight in that proportion as compared to the CAD-based models. An indirect impact related to imposed displacements is based on the building's relative position within the settlement trough. For Building 1, the 1.1% decrease in façade width caused only a 0.6% increase in angular distortion over the CAD-based model (5.16x10 -3 vs. 5.13x10 -3 ), but with Building 3, the relatively smaller 0.5% difference in façade width caused a 3.8% increase in angular distortion of imposed displacements over the CAD-based model (2.85x10 -3 vs. 2.75x10 -3 ) because Building 3 spans over both the hogging and sagging regions of the settlement trough. Despite increasing angular distortion, the maximum displacements and maximum principal stress 1 in FD-based models are mostly smaller than those in CAD-based models because of the FD-based models occupy less of the settlement trough than CAD-based models. Furthermore, as the building height in the FD-based models are shorter than ones in CAD-based model, the tilts in FDbased models are greater than those in CAD-based models. Since geometric discrepancies occur in lengths, heights, and opening areas, prejudging which factor may dominate discrepant building response is nearly impossible. This is especially true as there are both direct and indirect impacts on the loading and overall stiffness. The concept of equivalent stiffness was proposed by Pickhaver [24] to investigate the influence of different geometries on the structural response of the buildings. Using this approach, relative errors of building stiffness were found to be -1.6%, -0.5, and +3.9%, respectively for Buildings 3, 1, and 2. The maximum and average displacements and principal strain 1 (shown in Table 8 and 9) are shown in Fig. 11 . In general, average absolute errors of nodes of interest are smaller than absolute errors of nodes causing maximum responses, except for vertical displacements of Building 1 and 2 with the medium and strong materials (Fig.  11) . As expected, buildings with the weak material are more impacted by small changes in relative stiffness, especially in the horizontal displacement (Fig.11a) and in the principal strain 1 (Fig.11c) . As such, for Building 3, the absolute difference of the maximum horizontal and vertical displacements to the maximum imposed ones are, respectively, around 4% (1.23 mm vs. 28.26 mm) and 9% (4.01 mm vs. 44.49 mm), while the absolute difference of the principal strain 1 is 13.499x1e-3.
For Buildings 1 and 2 with medium and strong materials, the absolute error of the maximum displacements were mostly less than 1 mm, with the maximum horizontal displacements around 3% (0.956 mm vs. 28.26 mm) of the maximum imposed horizontal displacement. Similarly, for these same cases, errors of principal strain 1 were less than 1.6 times (0.585x10 -3 vs. 0.365x10 -3 ) of the crack strain of the medium material. Those displacement errors were with the allowable discretization error (often 5-15%) during FEM mesh generation [55] . The second point of interest was that the 3.9% increased stiffness of Building 2 had a much smaller impact on relative errors than the 1.6% decreased stiffness of Building 3. By checking these trends against opening ratios and building widths, it became clear that the relative trough position was in this case the controlling factor, more than any direct geometric discrepancy.
In terms of the nodal principal strain, the agreement limit varied from -0.016x10 -3 ±0.428x10 Similarly, Building 3's maximum principal stress 1 and tilt were more impacted than those of Buildings 1 and 2, particularly when the weak material was used (Fig. 12) . As expected, when medium and strong materials were used, the relative errors of the principal stress 1 and the tilts were respectively no more 0.15% and 1.22% for the building models' overestimated stiffness. Consequently, with properties of common material, there are only small differences of FEM results from CAD-based models and FD-ones due to geometric discrepancies and those errors are within allowable standard errors. Since, the facade models derived from remote sensing data differed from on-site surveys in terms of the relative errors of length, height and opening area, and the maximum relative error of overall dimensions (height and length), predicting the relative impact of each divergence is nearly impossible, because these parameters affect not only stiffness of the model but also both direct and indirect impacts on the loading. As such, the TLS data based models must be investigated in terms of global and local responses to prove the us-ability of these models. Interestingly, the proposed validation process explicitly showed that while the geometric discrepancies generated during data acquisition and processing did not affect the global responses (e.g. maximum displacements), they did impact local responses (e.g. crack distribution, vertical displacements atop windows).. Furthermore, in some cases, absolute errors of quantities representing local behavior were higher than global ones implying that restricting validation to global parameters fails to express fully the impact of mildly inaccurate geometries in building responses. Additionally, addressing divergence of local responses can reduce misleading local damage prediction. For example, in Building 2, if the local damage was predicted based on the global responses, the prediction may have been unconservative, because errors in the local responses were larger than the global ones (Fig. 11b) . Therefore, this study provided detailed differences of building responses due to geometric inaccuracies, which can help structural engineers to decide on the appropriateness (or lack thereof) of the use of TLS data as the basis for their computational models.
Conclusions
A new validation process is proposed to establish differences in FEM results due to small geometric discrepancies of the solid models derived from remote sensing data from terrestrial laser scanning. The validation is conducted by comparing building responses based on building geometries obtained from independent manual surveys and from author collected TLS data. The subsequent buildings were ascribed the same material properties, loadings, and mesh discretization scheme. The proposed approach addresses both overall and local responses of unreinforced masonry buildings subjected to excavation-induced settlement along with selfweight by introducing both direct FEM results called conventional parameters and indirect FEM results used for building damage assessment called validation performance. In the three building facades tested, discrepancies of maximum relative errors were no more than 1.1% of building dimensions and that of both relative stiffness and opening ratio limited to within 4%. The geometric discrepancies impacted the applied loading, particularly as building width controlled the location of the imposed displacements due to excavation. The examples showed the various effects of discrepant building geometries on structural response and the importance of considering both global and local parameters in any validation procedure. ing/displacement of a structure. Those values can only be obtained at the end of each load step.
Ultimate strength comparisons consider the maximum loading born by a structure, which is often used to determine the accuracy of the capacity estimation of a proposed method. The ultimate strength can be obtained based on a load-displacement relationship established during experimental or numerical testing.
Computational cost comparisons involve computer recourses and running time, and arguably the extent of human intervention needed when comparing different modeling strategies. This item helps to evaluate the balance between accuracy and analysis costs.
