Abstract-An alternative form of the proportional hazard model is proposed. It allows one to introduce correlation between exit rates at the same (calendar) time for different individuals. One can, in the context of this model, still allow for, and estimate, duration effects. These should be parametrized. These modifications to the original Cox model are possible by reversing the roles of duration and calendar time. It is argued that flexibility with respect to the effects of these macro processes is of particular relevance in economic models. An example using Dutch data on labor market transitions illustrates the idea that to ignore calendar time effects may have severe consequences for the estimation of duration dependence.
I. Introduction
T HE econometric analysis of transition data has been the subject of a large and growing literature since the late seventies. Many of the theoretical concepts in this field, however, are borrowed from the biostatistical literature. This phenomenon is not restricted to the terminology (hazard and survivor functions are the most obvious examples), but extends to the models employed. One such model is the proportional hazard specification, proposed by Cox (1972 Cox ( , 1975 . It allows one to study the effects of regressors on transition rates without specifying the form of the duration dependence. Econometrics is not biostatistics, however, and the analysis of economic issues brings with it special problems that are not necessarily satisfactorily dealt with by these models. An important econometric innovation was the introduction of unobserved heterogeneity in these models by Lancaster (1979) . (See also Lancaster (1990) and Heckman and Singer (1986) .) In economics it is often more difficult to control for individual differences than in a controlled hospital environment, where the data for biomedical studies are often obtained.
In this paper we want to point out a second implication of the lack of control in economic environments. Not only is it plausible that the population is heterogeneous, but it is also likely that the environment in which the population exists changes over time. In the analysis of panel data this has led researchers to introduce time dummies as well as individual effects. In the analysis of continuous time duration data there is no natural time period, and time dummies would therefore not constitute an appealing solution. We will derive a continuous time analogue where instead of a finite dimensional vector of nuisance parameters, we have an infinite dimensional nuisance parameter. This semi-parametric technique is obtained by reversing the role of duration and calendar time in the Cox regression model. In addition to the flexibility that the semi-parametric specification provides, this estimator can be considerably less demanding computationally than fully parametric procedures. This stems from the fact that fully parametric procedures require evaluation of the integral of the hazard rate, while the Cox regression model only requires evaluation of the hazard rate itself, which can be significantly easier if the model specification itself is in terms of the hazard function.
The key assumption is that the common calendar time effects enter the hazard function multiplicatively. This is of course a restrictive assumption, in the same way the assumption of any proportional duration effect is restrictive in the original form of the Cox regression model. However, one can still allow for time effects that vary across the population, as long as one is willing to parametrize this variation.
We also discuss how the common time-effects can be estimated in a second stage after the parameter vector has been estimated. These time effects might be of independent interest if one is interested in decomposing variation in the unemployment rate over time into variation in the inflow and variation in the outflow.
The outline of the paper is as follows: in the next section the main ideas are first discussed in the simple framework with single spells and with to a known function, and 0 Under standard regularity conditions the maximum likelihood estimator is consistent and asymptotically normal. Ridder (1987) , among others, follows this approach. He ignores duration dependence and allows for a flexible calendar time dependence by introducing dummies for two-year intervals. The disadvantage of the model is that the functional form of the hazard function has to be specified completely. Using dummies can to some extent overcome this problem but there is no natural time period in these continuous time models, unlike in panel data analysis. In the remainder of section II we will study ways in which we can incorporate calendar time dependence in a more satisfactory way. First we look at a technique developed by Cox to allow for a very general form of duration dependence. This technique will then be adapted to make it flexible with respect to calendar time dependence.
A. The Cox Regression Model
To overcome the heavy reliance on knowledge of the functional form that characterized the hazard function in (2), Cox (1972 Cox ( , 1975 proposed the proportional hazard model, also known as the Cox regression model. In his analysis the hazard depends only on duration t -to and characteristics x. Alternatively, one can interpret this as the special case of (1) where all to? are identical. Cox makes the assumption that the hazard rate can be factorized into a function of duration alone and a function of characteristics alone:
A(t, to, x) = Ao(t -to) * w(x; 0)
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The first factor, Ao, the baseline hazard, is unknown to the researcher, but the second factor, w(*), is known up to a finite dimensional parameter 0. This parameter can be estimated using Cox's partial likelihood approach. This procedure will be discussed here in some detail as it provides insights in the way we can avoid specification of part of the model as long as other parts are parametrically specified. Later we will use the same procedure with different parts of the model unspecified. For a fuller discussion of the principle of partial likelihood see Cox and Oakes (1984) or Lancaster (1990) . The basic idea is that we condition on the durations which are mainly determined by the baseline hazard, and look at the order of the observations, which is mainly determined by the explanatory variables. Let sn = tl -to be the duration for the nth individual and let t(n) be the index of the person with the nth shortest duration. In other words, for all n < m we have
The partial likelihood is developed in the following way: consider the probability of individual i being the one with the shortest duration given that the shortest duration lasted t months and given the regressors x: 
Figure 1 might give some intuition on the development of the likelihood function. The durations are ordered and then at each duration we consider the risk of exit for the person corresponding to that duration, relative to the people with durations exceeding that one.
Consistency and asymptotic normality of this estimator has been proven for various forms of this model. The most popular functional form for to is log linear: co(x; 0) = exp(0'x).
Tsiatis (1981) considered this case and gave a proof of the asymptotic properties based on convergence of the average score to a nonstochastic function. The complication in proofs of asymptotic normality lies in the fact that the scores are uncorrelated but not independent. Andersen and Gill (1982) extend the proof to the case where the characteristics x are allowed to vary over time. They give a proof in the context of counting processes. The main restriction on the covariate processes x is that they are predictable and lo- (8) with the unobserved vn independent of xn and AO(-) parametrically specified or not. This modelling strategy is similar to the individual (random) effects approach in panel data analysis.
B. Calendar-time Effects
In this section the main ideas of the paper will be discussed. We will modify the Cox Regression Model introduced in the previous section in such a way that it allows for a flexible form of calendar-time dependence, at the expense of restricting the duration dependence to be parametrically specified. We will start by looking at alternative ways of incorporating dependence of the hazard on calendar time. The first possibility we look at is to add it as a time-varying regressor or covariate in the specification of the systematic part of the hazard rate:
A(t, t -to, x) = AO(t -to) * w0(t, x; 0). (9) If we specify K to(t, x; 0) = exp E Okhk(t, x) (10) k=1 with all functions hk known, we are back in the log linear framework analyzed by Andersen and Gill (1982) . Examples of such specifications are h1(t, x) = x, h2(t, x) = log(t) or h2(t, x) = t. Another, more flexible, specification in the spirit of Ridder (1987) The above models, (4), (9), and (12), do not have all the disadvantages of the first, fully parametric model in (2). Nevertheless, they require the researcher to specify the dependence of the hazard on calendar time completely. The argument why this is difficult in practice is related to the reason behind including calendar time in the first place. The general justification for inclusion is that there might be forces behind the events that are both equal for everybody in the population as well as changing over time. An example is the life span of companies. Irrespective of their characteristics and the date the companies were set up, they might have correlated risks of going bankrupt at the same time via the phase of the business cycle, or seasonal fluctuations in demand. A similar story can be told for unemployment spells. If the general outlook is bad, the chances of finding a job might be slim for everybody, relative to the chances in good times. If this 3I[.] is an indicator function, equal to one if the expression between the brackets is true, equal to zero otherwise. is the case, one would ideally model these macro processes jointly with the individual behaviour or condition on their paths. However, this requires knowledge and observability of the exact processes that influence the hazard function. Because these processes might be characterized by high frequency movements (seasonals), low frequency movements (business cycles), as well as breaks (law changes), they might be difficult to approximate by low order polynomials. If not all these processes are observed, one should not restrict the time effect to a particular form. Techniques that do not require such a form are to be preferred.
Duration dependence, on the other hand, is an effect that can potentially be explained within economic models. Miller (1984) , Jovanovic (1979) , and Van Den Berg (1990) have studied models in which optimizing behaviour by individuals leads to hazard functions with particular forms of duration dependence. In the model studied by Van Den Berg, unemployed individual will lower their reservation wage over the unemployment spell in anticipation of a decline in benefit levels. This causes the hazard function to be an increasing function of duration. Jovanovic studies, among others, job-to-job transitions. He finds that the hazard should increase initially, when employee and employer learn about the quality (or the lack of quality) of the match, and then decrease, once the match has been found to be a successful one. These examples suggest that it is easier to model duration dependence than calendar time dependence. Specifically, they indicate that low order polynomials could capture most of the qualitative features of the duration dependence. In contrast, there is little reason to believe that low order polynomials could capture most of the high and low frequency changes in the time pattern of the hazard rate. This is one of the reasons to propose reversing the roles of calendar time and duration in (9) as the third way to incorporate calendar time dependence. Instead of parametrizing the dependence on calendar time and leaving the dependence on duration free, one could specify the hazard in the following way:
A(t,t -t, x) = Ao(t) w(t -t, x; 0) (13) with AO an unknown function of time, and C a known function. A second argument to prefer the semi-parametric specification (13) rather than any fully parametric specification is that we will still be able to utilize Cox's partial likelihood approach. Because this estimator requires only evaluation of the hazard rate, rather than evaluations of the integral of the hazard rate which are required by fully parametric procedures as exemplified in the likelihood function in (3), it can be computationally considerably easier. To underline the computational advantages of the estimator proposed in this paper, we will in the appendix outline how the estimates can be obtained using standard computer programs that estimate the conventional form of the Cox regression model with time-varying regressors.
Since (13) is the key equation we will discuss it in some detail before going on to the question of inference. Ao(-) can represent trends in the hazard function, seasonals or business cycle effects. Its form can be of independent interest, depending on the particular application. Crucial is the assumption that its effect is proportional to that of the other variables.
The individual spells can now be correlated via the (potentially unobserved) common process Ao(t). They do not even have to be independent conditional on the realisation of this process, as long as (13) is the correct transition intensity if we condition on the realisations of the other histories up to t.
So far the similarity with the Cox Regression Model has been stressed. This similarity will also be used to derive an estimator for the proposed model. However, (13) can also be obtained via a different approach. Suppose we let the error term in the hazard specification (8) vary over time as well as vary over the population:4 An(t) = Vt * c(t -tn, xn; 0).
One needs more structure on this specification to be able to estimate parameters of interest. One way of providing such structure is to go back to (8) by restricting the error term to be constant 
THE REVIEW OF ECONOMICS AND STATISTICS
Another way of thinking about (13) might also provide some insights. The difference between (13) and (4) For analyzing retirement decisions this might well be the appropriate time origin. This is also true in some medical applications, but there one would often interpret the birth date as the entry date, in which case age dependence would coincide with duration dependence. The following approach to inference for model (13) would go through in a similar way if one concentrated on age dependence.
Finally, it is worth remarking on the restriction embodied in (13). The time effect is assumed to be the same for everybody, multiplying the hazard function. One could relax this assumption by redefining some of the regressors and allowing them to be time dependent. For instance, if one wants to allow the effect of x to change over time, one could have two regressors, x and x ln t, or x and x * t. As long as the time dependence of the effects of regressors is parametrized, one can partial out the time dependence of the intercept, or the baseline hazard, AO(t).
Going on to inference for the proportional hazards model (13), we start by assuming linearity of the logarithm of to: 
In the same manner we calculate the probability of individual m being the second to exit, given the identity of the first individual to exit, the regressors and entry times. If we proceed in this way until all the exit times are accounted for, we obtain the partial likelihood by multiplying all the probabilities: 
where the risk set is that defined in (17). In figure 2 the development of the likelihood function is given in such a way as to contrast it with that of the Cox likelihood function given in figure 1. Here the risk set varies over time whereas before it varied over duration. To interpret the difference between the two versions of the Cox model, (4) and (13), which is at the core of this paper, in a different way, consider the following model that incorporates Writing it as a function of duration and time rather than entry date and time amounts to an innocuous change of variable. The hazard function is therefore clearly identified non-parametrically, and it can be estimated by smoothing methods as kernel estimation. This leads to different rates of convergence and given that there are dim(x) + 2 arguments in the hazard function such an approach would require a very large dataset. Another approach would be to estimate a model such as (19) with both duration and time dependence free as a single index model. Such models typically require the potentially quite restrictive assumption that there is at least one regressor that varies continuously over the real line. In addition single index models would have to be adapted to allow for time-varying regressors and censoring that depends on regressors.
The above derivation of the partial likelihood based on specification (13) Proof: see appendix.
Later we will be interested not only in the value of 0* but also in that of the baseline hazard, AO(t). It is difficult to estimate this directly. However, an estimator for the integrated baseline hazard can be constructed in the same way as proposed by Breslow (1972 Breslow ( , 1974 III. An Application
In this section the methodological analysis of section II will be applied to a Dutch dataset on labor market histories. In section IIIA the dataset TRANSITION MODELS IN A NON-STATIONARY ENVIRONMENT 711 will be described and some summary statistics given. In the second subsection we will first analyze the employment to unemployment transition using the various models of section II and subsequently we will look at the other transitions.
A. The Data
The dataset used in this paper was a part of the ORIN (Onderzoek naar Relatievormen in Nederland) dataset. It was setup by NIDI (Nederlands Interuniversitair Demografisch Instituut) in cooperation with the Universities of Tilburg, Amsterdam and Wageningen.6 The part of the dataset with which we are concerned contains labor market histories for at least seven years. A random sample of Dutch men (in this analysis we will only look at the labor market histories of men) were asked in 1984 to reconstruct their labor market histories going back to the last change in labor market status before January 1977. Three labor market states are identified: working full time, working part-time and not working. No distinction was made in the dataset between being unemployed while actively seeking work and being out of the labor force. Flinn and Heckman (1983) have shown that this distinction is potentially important. To avoid complications arising from the inability to distinguish between being unemployed and being engaged in full-time education or that between being unemployed and being retired, only the observations on people between 23 and 50 years of age in January 1977 were used. This leaves us with 372 labor market histories. For males in this age group part-time employment is a relatively rare phenomenon and for the purpose of this study the two categories of employment have been aggregated into one.
We will treat the dataset as if it were constructed by taking a random sample in January 1977 from the population of males between 23 and 50 years of age at that time, and following them till January 1984. This would be valid if the population of males between 23 and 50 years of age in January 1977 would coincide with the population of males between 30 and 57 years of age in January 1984. This is of course not exactly true. Mortality and emigration lead to an outflow on the one hand and immigration leads to an inflow on the other hand. In the application in this paper we ignore these effects, which are arguably small for males in this age group in the years 1977-1983 in the Netherlands. We condition on the labor market histories up to January 1977. In principle, there is information in the labor market histories before January 1977, but because the length of the observed labor market histories before January 1977 varies across the population, we would need stationarity assumptions to extract this for all the estimators, and even stronger assumptions for the partial likelihood estimator. We therefore do not use this information and condition on events before January 1977. The dataset contains monthly data, whereas we have been assuming continuous data in the preceding part of the paper. However, due to the relatively small number of ties we did not think this would lead to a serious bias in the results. Using monthly dummies is in principle possible, but since there are many months without any transition, there would be serious doubts about the accuracy of such estimates.
Given the two states, employed (E) and not employed (U) (or unemployed as both terms will be used interchangeably in the remainder of this paper), three transitions are distinguished. Someone who is unemployed can move into employment. Someone who is employed can either change jobs, which will be considered an employment to employment transition or he can move into unemployment. The three transition types will be denoted by UE, EE and EU, respectively. Two explanatory variables are used. The first one is an individual's age in 1977. For ease of computation age is not used as a time-varying regressor. Theoretically there is no problem with treating it either way. The second explanatory variable is an index for education. It ranges from 1 to 5. The higher values indicate higher levels of education. In table 1 summary statistics are given for the regressors in the sample of 372 men.
The power to estimate transition rates obviously comes from the occurrence of transitions in the sample. Table 2 gives the marginal distribu-6 I wish to thank the NIDI for making these data available to me. The total number of unemployment to employment transitions is 51. The total number of employment to unemployment transitions is 126, leaving a net flow into unemployment of 75. Partly this is a reflection of the aggregate conditions in the Dutch economy in those years, and this is of course the effect we are trying to incorporate in our analysis. Partly it might also be due to the fact that as a group, the sample grows seven years older, leading to a higher expected proportion of non-employed for various reasons (early retirement,7 permanent sick leave).
First we look at estimates of the hazard by year to investigate whether there are obvious trends and patterns over time in the hazard rates. Suppose the hazard function for the transition from state i to state j, given that state i was entered at to has the form: AXI(t, t?, x) = Akj for Ck-1 < t < Ck, k = 192, ...,9K where c0 = 0 and CK = oo, for the transition from state i to state j. This model is very close to the piecewise constant hazard discussed by Cox and Oakes (1984) and Lancaster (1990) . The difference is in the time scale that is calendar time here, and duration in their models. Ridder (1987) gives comparable summary statistics. Table 3 gives the estimates of A'j for yearly intervals (Ck -Ck-l = 1 year) for the three transitions.
The transition rates are not very precisely estimated. Nevertheless, there is some information in the table. If we look at the last column, where the national unemployment rate' is given, one can see that the four highest unemployment figures occurred in the last four years. This coincides with the four highest EU transition rates and the four lowest EE transition rates. More formally, if we look at the Spearman rank correlation coefficients, we find 0.70, 0.21, and -0.68 for the correlation between the national unemployment rate and the EU, UE and EE transition rates, respectively.9
B. The Results
In this subsection we will apply the techniques developed in section II to the dataset described in section IVA. Initially we will concentrate on the employment to unemployment transition to show the full force of the techniques. In the second half of this section we will turn to the other two transitions. Before this we will give the full likelihood function on which the estima- 9 The definition of the unemployment rate in table 3 does not correspond exactly to the definition of not employed in our sample. The main reason is that being not employed does not imply being registered unemployed. The latter is necessary in order to qualify for benefits but not otherwise compulsory. Even though the levels of sample non-employment rate and population unemployment rate do not match closely, the correlation is high (0.92 for levels and 0.89 for logarithm), and we will use the national registered unemployment rate as a proxy for the national equivalent of the proportion of not employed in the sample. This model assumes that the durations have a Weibull distribution. This is a fairly flexible distribution that has widely been used in econometrics since Lancaster (1979) . It will serve here as a benchmark case against which we can judge the more complicated models. . If the actual unemployment rate is a good approximation for the equilibrium one, using the first as a regressor might be a good alternative to using h(t) if the latter is hard to pin down or measure. The coefficient on this regressor should not be given too much interpretation. We are not trying to explain the individual transition probabilities with the average or national one. What we are trying to achieve by putting in this regressor is to control for changes in the average transition rate when estimating the effect of individual specific explanatory variables. Because we do not have the national proportion of not employed we use the national rate of registered unemployment. Flinn and Heckman (1983) estimate almost the same model. Their specification for wt(-) is the same as ours, and the logarithm of Aoij is assumed to be linear in the national unemployment rate (rather than in the logarithm of u(t)/[1 -u(t)] as in our specification).
Model 3. Semiparametric time dependence:
Aoij(t) is not specified. The third model finally estimates the effect of duration and explanatory variables while leaving the time dependence free. In nests the preceding two models. The coefficient on any macro process (like the unemployment rate in the second model) is no longer identified. This is an important aspect of the distinction between individual time varying regressors and common time varying regressors, alluded to earlier in section IIB. There is a difference in the interpretation of the coefficient for duration, OijQ between model 1 and models 2 and 3. In model 1, the conventional interpretation of this coefficient is that it indicates how the transition rate would change if someone remained in his current state for a longer period of time. Formally, it is the logarithm of the ratio of the hazard he would face (e -1) x (t -t0) time units from now and the hazard he currently faces. This comparison of risks faced by the same person at different times does not work in models 2 and 3 because the hazard rate changes with time and duration. In that case Oij0 has to be interpreted as an indicator of the difference between the risks faced at the same time by people who have the same time invariant characteristics, one of whom has been in his current state for a longer period than the other. This interpretation does work in all three models and is therefore the preferred one for comparisons of the three models. Table 4 gives the estimation results for models 1-3 for the employment to unemployment transition.
A couple of remarks on the results will be made. The log likelihood of the third model is not comparable to that of the other two models because it is based on a partial likelihood. In general one can evaluate models like this where one has a series of nested models in two ways. One can either look at that part of the model with is common to all, or one can look at that part of the model which is different for every model. The first, common, part of the models is that relating the hazard to duration and time invariant regressors. The coefficients on the static regressors do not change very much with the level of sophistication with which we treat the time dependence. The coefficient on duration, however, does change considerably. In the most general model, the effect is significantly different from zero at the 90% level. Going from model 1 to 2 it is clear that there is time dependence. The coefficient on the unemployment rate is significantly different from zero, and the log likelihood goes up considerably. A test for the time invariance of the parameters in Model 1 was performed. An extra regressor t was added. The score function for this case is /'(t1, tog x; 0) = t' -f's co(s -to, x; 0) ds. (u(t)/(1 -u(t) )) for some parameter 04. Since the two models are nested, and since the estimates for Model 2 are efficient if the null hypothesis is correct, the difference in the parameter estimates asymptotically has a normal distribution with mean zero and variance equal to the difference in the variances. Under the null hypothesis the variance of the coefficients should be larger under Model 3 than under Model 2. One can see immediately from table 4 that this is not true for the coefficient on log duration. This is evidence against the null hypothesis.
The second way of evaluating the relative performance of the three models is by looking at part where they differ, the baseline hazard, AO(t), or equivalently, the integrated baseline hazard, A(t, 0). For the three models this is estimated as The figure also suggests an alternative test of the model. One could test whether all coefficients change at this point in time where the intercept seems to change so dramatically. To implement this test we first split the labor market histories into two parts, one describing the first three and a half years and the second giving the subsequent three and a half years. We then estimate model 1 for the two parts separately without any restrictions. Note that if the only time varying coefficient were the intercept, and if this only changes in July 1980, then both this split sample estimation, and the estimates of model 3 would be consistent. In table 5 the Weibull model is estimated for the two subperiods. These coefficients are not very precisely estimated. A formal test of the hypothesis that all coefficients are the same across both periods gives a test statistic of 26.6, where the 95% quantile of a x2(4) distribution is 9.5. If we test the equality of the last three coefficients, i.e., all coefficients but the constant term, we get a test statistic equal to 1.7. The 95% quantile of the appropriate x2(3) distribution is 7.4. We can therefore not reject the hypothesis that only the intercept varies with time. Now we will turn to the other two transitions. The same three models are estimated with a)(-) log linear in age, education and the logarithm of duration, and the time dependence going from non-existing via parametrically specified to semiparametric. For both transitions the integrated baseline hazard was calculated. In table 6 and figure 4 the results for the unemployment to employment transition are given. (the dotted line), JEU(t) (the dashed line), and yUE(t) (the solid line) are given. It can be seen that a large part of the change in the average UE hazard is due to the change in the distribution of x and s among the unemployed. In the seven years the characteristics of the unemployed change consid- erably. Increasingly they are people with low chances of finding a job again even in good economic times when the baseline hazard is high. They are characterized by having been unemployed for a considerable period already, and/or having low levels of education, and/or being relatively old. On the other hand, the distribution of characteristics among those employed does not change much. There the change in the average hazard is mainly due to the change in the baseline hazard.
The overall story for the increase in unemployment over the years 1977-1983 emerging from this analysis can now be summarized as follows: the unemployment to employment baseline hazard was relatively low between 1979 and 1982, leading to lower chances for everybody to escape from unemployment. After that year the baseline hazard increased again, but the positive effect of that was countered by two negative effects. The employment to unemployment baseline hazard had increased sharply in 1980, leading to a higher flow into unemployment. Also, the people who were unemployed at that time had longer histories of being unemployed, leading to lower chances of escaping from this situation. These two effects more than outweighed the effect of the increase in the baseline hazard from unemployment to employment after 1982, ensuring that the unemployment rate continued its upward path.
IV. Conclusion
In this paper an alternative form of the proportional hazard model is proposed. Instead of leaving the duration dependence unspecified, we leave the calendar time dependence unspecified and parametrize the duration dependence. This allows one to take account of the effects of a changing macroeconomic environment on the durations of jobs. Since most duration data contain information about periods covering a number of years, the assumption of a stationary environment, while often made, is unappealing. This model can be viewed as a modification or alternative interpretation of the Cox regression model. In the conventional form of the Cox model, we measure time from the date of entry. In this paper we use a fixed calendar date as the time origin. Inference proceeds along similar lines as that for the original Cox model. When we apply this model to Dutch data on labor market histories the results change markedly compared to those with conventional models. Ignoring calendar time dependence severely biases the estimates of duration dependence. Incorporating these calendar time effects by means of a common, time-varying regressor as the unemployment rate is not sufficient to eliminate this bias. Estimates of the effects of time invariant regressors do not seem to be seriously affected. It is shown that the variation over time has been a major factor in the increase of the unemployment rate in the Netherlands in the late seventies and early eighties.
APPENDIX A Proof of Theorem 1
In this appendix we will give sufficient conditions for theorem 1. First we will change notation slightly. This will enable us to use results by Andersen and Gill (1982) . 
Define ON to be the maximal of (40). 
