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Abstract  
This thesis presents an integrated approach for the presentation of an overview of 
key  content  from  Thai  websites.  This  approach  is  intended  to  address  the 
information overload issue by presenting an overview to users so that they could 
assess whether the information meets their needs. This study has proposed rule‐
based techniques for Web content extraction, and they are capable to extract key 
content from single and multiple webpages. As there are currently no criteria in 
assessing the performance of content extraction from Thai websites, this study has 
proposed  evaluation  criteria  based  on  the  length  of  the  extracted  content. 
Experiment results in this study have demonstrated high accuracy with efficient 
performance. This study also proposed a Thai word segmentation approach based 
on the longest matching technique with the utilisation of a corpus to segment Thai 
words in the extracted key content. The results from the proposed technique have 
been  compared  to  techniques  submitted  to  the  Benchmark  for  Enhancing  the 
Standard for Thai Language Processing (BEST) contest at Thailand. Results from this 
work have demonstrated that the performance is consistently better than most of 
the results from the participants in the contest with an accuracy of between 95 to 
97 percent. To select the segmented words for a tag cloud as presentation of the 
overview, statistical techniques for keyword identification from the key content of 
single and multiple webpages have been developed, and the techniques are based 
on  the  normalisation  of  the  Term  Frequency  of  the  keywords.  The  identified 
keywords were compared with the key content and tags provided by the websites, II 
 
and the accuracy of the results was higher than the outputs obtained from the 
Term Frequency and Inverse Document Frequency (TFIDF) and Term Length Term 
Frequency (TLTF) techniques.  The proposed techniques were evaluated based on 
Precision,  Recall  and  F‐measure.  A  Variable  Tag  Cloud  approach  has  also  been 
developed in order to provide the overview to the users with flexibility and user‐
determined number of keywords in the tag cloud. The approach is novel and it is 
believed  that  the  findings  in  this  research  will  benefit  the  Thai  community  and 
encourage more efficient access of information from Thai Websites. 
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 1.  Introduction 
1.1  Motivation 
Thailand is a key member of the ASEAN Community and the country will partake in 
the free flow of information, goods, services, capital and skilled labour among the 
ASEAN members by 2015 according to the Cha‐am Hua Hin Declaration on the 
Roadmap  for  the  ASEAN  Community  (2009‐2015)  [1].  Hence,  it  is  important  to 
improve the country’s computer literacy and to increase the participation in the 
cyber world among the Thai people. The Second ICT Master Plan (2009‐2013) of 
Thailand was developed with the aim to develop a knowledge‐based society for 
improving the quality of life for Thai people and society, and to increase the use of 
Internet among the Thai nationals [2].  
In addition, information resources on the Internet are expanding rapidly among the 
developing countries in Asia and across the world. There are a number of indicators 
reflecting the exponential growth of the Internet. The first one is the number of 
Internet users which has drastically increased more than 528% to nearly 2.27 billion 
from 2000 to 2011 [3]. The second indicator is the number of websites, which has 
also increased ten times to approximately around 298 million from 2001 to 2011 [4] 
as shown in Figure 1.1. The third indicator is the amount of information generated 2 
 
and hosted by multiple sites around the world. It is estimated that the total amount 
will increase from about one zettabytes in 2009 to roughly 35 zettabytes
1 in 2020 as 
shown in Figure 1.2 [5]. The last indicator is the number of indexed webpages by 
search engines. As of March 2012, the number of webpages indexed by Google, for 
example,  was  estimated  at  above  51  billion  webpages,  and  the  number  has 
significantly increased by more than 378% from 13.5 billion webpages in 2010 [6]. 
However, the actual number of webpages can be much larger as a result of the 
existence of dynamically generated webpages [7].  
 
Figure 1.1. The number of websites from August 1995 to March 2011
2 
                                                            
 
1 Zettabyte is one trillion (1,000,000,000,000)  gigabytes.  
2 http://news.netcraft.com/archives/2011/03/09/march‐2011‐web‐server‐survey.html ‐ last 
Hostnames 
Active websites 3 
 
 
Figure 1.2. Estimation of information generated and hosted from 2006 to 2020 by 
IDC published by The Economist
3 
In  addition,  there  is  no  central  entity  responsible  for  the  organization  of  such 
information repository thereby making it unlikely that there will be any limits on 
the volume of information in the future. This leads to the issue of information 
overload,  which  has  been  considered  as  a  problem  for  users  [8,  9]  in  the 
Information  Age.  The  problem  implies  that  users  have  to  spend  more  time  in 
searching and interpreting information which are specific and relevant for their 
purposes [10, 11]. They may need to choose and select particular information for 
their  use  from  multiple  sources  under  the  same  topic  [10,  12].  Within  a  work 
environment, the phenomenon of information overload could lead to psychological 
                                                                                                                                                                        
 
accessed on 30 March 2011 
3 http://www.economist.com/node/18226961 ‐ last accessed on 18 December 2011 4 
 
and physical issues among the workers such as frustration, stress, strain, anxiety 
and fatigue [10], and these issues are highly undesirable [13]. 
One way to meet the needs of the users on the Internet is to provide relevant 
information to users at the right place and at the right time [14]. Search engines 
currently are the de‐facto tools that most searches on the Web are based on and a 
large amount of results are normally produced due to the overwhelming amount of 
available information. On the other hand, directory services are alternate means for 
locating information; however, the amount of information is limited to those given 
by  the  service  providers.  Furthermore,  search  engines  also  deploy  independent 
algorithms or mechanisms in ranking the search results [15, 16], and some of them 
may  be  based  on  financial  factors.  While  most  search  engines  return  links  to 
webpages based on an inquiry, a user still has to examine each individual webpage 
from the list in order to identify whether the page contains the information that he 
is looking for [17]. This process of finding information is obviously time consuming 
[18], and if a webpage contains a lot of information, it will cause the user much 
time looking for the relevant information.  
Currently, most webpages contain more than just the key content, as they may also 
have non‐content or “noise” information in the forms of header, footer, navigation, 
advertisement... etc. Such irrelevant information is another source of distraction 
causing information overload [10]. This means that noise increases the amount of 5 
 
data on the webpage and it may affect the time needed to locate the key content 
on a webpage.  
One approach to help the user is to provide an overview of the Web content. The 
overview can be presented by using information visualisation in the form of an 
image. An example is the use of a tag cloud [19, 20], which refers to a group of 
words or tags that are extracted from the original text representing the theme of 
the original webpage [21].  
There are generally two methods to generate tag clouds. One is to generate from 
key  words  in  a  database,  which  are  created  by  the  Web  content  author.  This 
method  is  often  used  in  Content  Management  Systems  (CMS)  to  present  an 
overview of the content to users by generating a tag cloud of predefined words. 
The  other  method  is  to  create  the  tag  cloud  directly  from  the  text  within  the 
webpage  such  as  a  service  from  TagCrowd
4  and  ToCloud
5.  Websites  such  as, 
Wordle
6  and  WordItOut
7,  provide  services  to  generate  tag  clouds  from  texts 
supplied by the user. Currently, if a tag cloud is generated by both methods, the 
number of tags in the tag cloud cannot be dynamically changed unless the tag cloud 
is re‐generated. This leads to limitations in the presentation of the tag cloud since 
                                                            
 
4 http://tagcrowd.com/ ‐ last accessed on 20 February 2012  
5 http://www.tocloud.com/ ‐ last accessed on 20 February 2012 
6 http://www.wordle.net/ ‐ last accessed on 20 February 2012 
7 http://worditout.com/ ‐ last accessed on 20 February 2012 6 
 
the user does not have the flexibility to adjust the number of tags according to his 
preferences.  Moreover,  most  of  the  services  do  not  accept  URL  as  an  input 
parameter as reference to a particular webpage. The main reason is that there are 
many  steps  involved  before  a  tag  cloud  can  be  generated  from  a  website. 
Furthermore, those tag cloud services support only certain languages since there 
are unique characteristics and features for different languages. Thai is one of the 
languages that the current tag cloud services do not support, and due to the nature 
of the language such as no written mark to segment words, it is a challenging task 
to provide information presentation from Thai Websites.  
In order to automatically present an overview of Thai Web content by using a tag 
cloud generated from an URL, there are three major challenges. The first one is how 
to extract the key features or characteristics of the Web content from different 
websites and multiple webpages. It is therefore necessary to have a Web content 
extraction  process  to  acquire  the  key  content  from  a  webpage.  The  second 
challenge is due to the nature of the language that may not have a written mark for 
separating the words. Thai is an example of such a language that does not have 
written  marks.  The  challenge  is  therefore  how  to  segment  the  words  in  the 
extracted key content and a word segmentation process for the Thai language is 
therefore required to address the issue. The last challenge is how to identify the 
significant keywords from the list of segmented words before they can be displayed 
in a tag cloud. A keyword identification process is therefore essential to the aim of 
information presentation. These three aspects form the main focus and motivation 7 
 
of  this  study,  and  the  findings  from  this  research  form  the  contribution  in  this 
thesis. 
1.2  Proposal 
This thesis proposes an integrated approach for information presentation with a 
Variable Tag Cloud from Thai websites. The Variable Tag Cloud refers to a tag cloud 
that provides flexibility to users while it can dynamically change the amount of 
keywords based on different threshold weights associated with the keywords. This 
approach is intended to address the information overload issue by providing the 
Variable Tag Cloud as an overview of single or multiple webpages to the users so 
that they can assess whether the information meets their needs.  
The  proposed  approach  incorporates  Web  content  extraction,  Thai  word 
segmentation,  and  keyword  identification  techniques  in  order  to  address  the 
fundamental  problems  of  information  extraction  and  presentation  for  Thai 
websites, due to several unique characteristics in the Thai language [22] and the 
difficulties associated with information extraction from Thai websites. 
In  order  to  generate  a  Variable  Tag  Cloud  as  an  overview  of  content  from 
webpages, the generation starts with a Web content extraction process, which is 
intended  to  extract  key  content  from  one  or  multiple  webpages  while  word 
segmentation process segments words in the extracted key content. Keywords are 
identified from the segmented words by the Keyword identification process, and 8 
 
the  keywords  are  then  displayed  in  a  Variable  Tag  Cloud.  An  overview  of  the 
process is illustrated in Figure 1.3, and the description of each process is provided 
next. 
 
Figure 1.3. An overview of the integrated approach for information presentation 
with a Variable Tag Cloud 9 
 
1.2.1 Web Content Extraction 
Web content extraction refers to a process for extraction of key content from either 
single or multiple webpages. This study proposes two techniques for Web content 
extraction from both situations.  
1.2.1.1 A Proposed Technique for Single Page Extraction 
The proposed technique for Web content extraction from a single page is based on 
Document Object Model (DOM) and XPath [23]. DOM provides the capability of 
manipulating the elements on each webpage while XPath is used to retrieve the 
nodes  or  elements  in  the  DOM  tree  and  to  compare  the  elements  inside  the 
webpage. The Web content extraction technique is also a rule based approach, and 
the rules are mainly derived from 1) features of the webpage, and 2) consideration 
of the ratios between the features in the webpage such as the number of elements 
and the length of the characters in each group of elements. Based on the ratios, the 
key content is extracted from the elements in the groups that have high possibilities 
to be content element. Finally, the technique will provide a set of extracted key 
content elements to be used in the next process. 
1.2.1.2 A Proposed Technique of Multiple Page Extraction 
The  proposed  Multiple  Page  Extraction  technique  is  based  on  the  Single  Page 
Extraction technique. This technique is aimed to eliminate noises from the set of 
extracted key content elements. Most of the non informative extracted elements on 10 
 
the  webpages  could  be  similar,  and  examples  are  standard  text  icons  such  as 
“search” and “vote”. It is likely that they will also appear in the extracted content of 
other  pages  within  the  same  website.  Therefore,  each  element  in  a  set  of  the 
extracted  key  content  elements  could  be  checked  by  matching  all  extracted 
elements  against  other  webpages.  If  the  same  elements  appear  repeatedly  in 
different pages, they could be treated as noise, which should be removed.  
1.2.1.3 Experimental Data Set and Evaluation 
With respect to the data set used in this study, it is based on actual webpages from 
Thai websites. The extracted key content by the proposed techniques for single and 
Multiple  Page  Extraction  is  compared  against  the  content  extracted  from  the 
webpages. The accuracy of both techniques is measured by Precision, Recall and F‐
measure, which are commonly used for the assessment of information retrieval 
results. However, the normal parameters used by others to calculate the accuracy, 
such as the number of words in the extracted result [24], are not applicable for the 
Thai language. Due to the nature of the Thai language, the extracted contents are 
stored in the form of continuous text. Therefore, this study has proposed different 
parameters to calculate the accuracy of the extraction based on the lengths of 
characters. Detailed descriptions of the evaluation are given in Section 3.2.4. 
1.2.2 Thai Word Segmentation 
The  proposed  technique  of  Thai  word  segmentation  is  based  on  the  longest 
matching  technique  and  the  utilisation  of  a  corpus  instead  of  a  dictionary.  The 11 
 
objective  is  to  properly  segment  the  Thai  words  in  the  extracted  key  content 
elements. The corpus used in this study comprises of a Reference Corpus and a list 
called  CName  which  is  a  collection  of  special  words.  The  Reference  Corpus  is 
generated based on a corpus [25] from a project called Benchmark for Enhancing 
the Standard for Thai Language Processing (BEST). CName is a collection of i) Thai 
named‐entities, ii) titles of person names with abbreviations, and iii) proper nouns 
extracted from the Reference Corpus. A part of the corpus [25] is also used as a data 
set to assess the performance of the proposed technique based on Precision, Recall 
and F‐measure. 
1.2.3 Keyword Identification 
Prior to the generation of a Variable Tag Cloud as an overview of the content from 
webpage(s), the significant keywords from the segmented words in the set of key 
content elements have to be identified since the keywords are normally associated 
with the key theme of the Web content. This study proposes two techniques for 
Keyword  identification  from  both  single  and  multiple  pages  based  on  the 
normalisation of the Term Frequency of the words. Webpages from Thai websites 
are used as an experimental data set to assess the performance of the proposed 
techniques, and the results are again measured by Precision, Recall, and F‐measure. 
1.2.4 Information Presentation with a Variable Tag Cloud 
Finally, the identified keywords are displayed in a Variable Tag Cloud as an overview 
of the key content from either a single page or multiple pages. The Variable Tag 12 
 
Cloud  is  automatically  generated  together  with  a  line  chart  displaying  different 
threshold weights in order to allow users to change the number of keywords in the 
Variable  Tag  Cloud.  The  generated  Variable  Tag  Clouds  are  compared  with  the 
content on webpages in order to illustrate the appropriateness of the proposal. 
1.3  Thesis Organisation 
Chapter  1  describes  the  motivation  of  this  study  with  respect  to  the  need  for 
information  presentation  on  the  Internet,  and  in  particular,  Thai  websites. 
Shortcomings of the current presentation approach using tag cloud are discussed. 
An  integrated  approach  is  then  proposed  to  address  the  problem  with  a  brief 
description on the different processes in the proposal.  
Chapter 2 provides a background literature review on subjects related to this study. 
The  subjects  are  Web  content  extraction,  Thai  word  segmentation,  keyword 
identification and information presentation, and descriptions of the related works 
are presented in different sections. Web content extraction is discussed for both 
cases of single page and multiple‐page extraction and how they are handled by 
different  techniques.  Definitions  of  “word”  within  the  context  of  linguistics  are 
explained  followed  by  an  investigation  on  various  techniques  used  in  the  word 
segmentation of different languages. Various techniques for keyword identification 
from  both  single  and  multiple  pages  are  also  discussed.  Related  works  in 
information  presentation,  applications  of  data  visualisation,  and  information 
presentation based on tag cloud are presented in the last section of the chapter.  13 
 
Chapter 3 describes the proposed Web content extraction techniques which are 
able to extract content from single and multiple webpages. The technique for Single 
Page  Extraction  is  based  on  heuristic  rules,  and  the  multiple‐page  extraction  is 
based on an extension of the Single Page Extraction technique. Moreover, parallel 
processing  could  be  utilised  in  the  extraction  process.  All  the  techniques  are 
described  and  illustrated  with  examples  and  diagrams.  Results  from  the 
experimental studies of the techniques are discussed. 
Chapter 4 addresses the problem of Thai word segmentation. This chapter presents 
a  proposal  which  is  based  on  the  longest  matching  technique.  However,  unlike 
other reported works on Thai word segmentation, a refined corpus is used instead 
of a dictionary. Corpus preparation and its significance are explained first since it is 
an essential step which affects the accuracy of the results. The detailed technique 
and methodology are included in this chapter. Results of this technique are then 
discussed and compared with other techniques.  
Chapter  5  focuses  on  information  presentation  with  a  Variable  Tag  Cloud.  This 
chapter integrates the work from previous chapters and describes the proposed 
Keyword identification techniques as well as the process of automatic generation of 
a  Variable  Tag  Cloud  from  single  and  multiple  pages.  The  significance  of  the 
Variable Tag Cloud is also discussed in this chapter. 14 
 
Chapter 6 concludes the work in this study on the proposal and development of an 
integrated approach for automatic presentation of content from single and multiple 
pages in the form of a Variable Tag Cloud. An assessment on the results from this 
research is discussed together with suggestions for future work. 2.  Background 
2.1  Introduction 
One of the challenges faced by Internet users today is the issue of information 
overload. While search engines have an important role in helping the users to look 
for information, there are problems associated with search engines and they have 
been discussed by Xu et al. [26] as follows:  
1.  Finding  needed  information  –  Search  engines  normally  require  a  query 
based on one or several keywords; however, polysemous words may cause 
the search engines to produce different results which may be irrelevant to 
the  information  required  by  the  users  [27].  For  instance,  “Python”  and 
“Ruby” both can be referred to either programming languages or a type of 
snake or gemstone, respectively. This means the search engines may need 
other  environmental  information  or  context  in  order  to  return  more 
appropriate results. 
2.  Finding websites with relevant information – When the users want to find 
particular information, they may enter a query, which can consist of one or 
more  keywords,  and  the  search  engine  then  returns  a  list  of  ranked 
webpages related to the query. Chakrabarti [28] pointed out some issues in 
regard to this form of query‐based Web search. The first concern is low 
Precision, which is due to irrelevant webpages being included in a resulted 16 
 
list, and the other concern is low Recall, which means the proportion of 
relevant webpages retrieved is small.  
Additionally,  as  the  users  have  to  visit  each  webpage  in  the  extensive  list,  the 
webpages containing a lot of information can require the users to spend lots of 
time  to  look  for  the  required  information.  One  approach  to  assist  the  users  in 
dealing with webpage or pages with a lot of information is to present an overview 
of the content to the users so that they can assess whether the information on the 
website is relevant to their needs. Prior to the consideration of the issue on how 
information from the Web should be presented, the fundamental background of 
the World Wide Web (WWW) is first explained. This is followed by a discussion on 
the  relevant  techniques  to  the  proposed  approach  in  this  thesis.  The  proposed 
approach in this study comprises Web content extraction, Thai word segmentation, 
keyword identification, and tag cloud for information presentation. The following 
section  of  this  chapter  describes  the  background  of  the  World  Wide  Web  with 
reference to the issue of information presentation to Internet users, as well as the 
current  approaches  adopted  for  presenting  the  information.  In  the  subsequent 
sections, related works of the proposed approach are discussed.  
2.2  Web Content Extraction 
A  webpage  is  essentially  an  electronic  document  containing  various  types  of 
contents  such  as  text,  picture,  sound,  video,  interactive  multimedia,  and/or 
hyperlinks. These contents are presented by a Web browser [29] to a user with an 17 
 
aim to provide the necessary information and interactivity. These contents appear 
in  different  parts  of  a  webpage  in  the  forms  of  main  content,  header,  footer, 
navigation, banner or advertisement. More than likely, the user is only interested in 
the main content  in order to acquire the information he is looking for [30]. He may 
also look for navigational icons and follow subsequent pages in order to look for 
other relevant information.  
In this study, the main content is referred to the portion on the webpage that 
occupies  the  majority area  on  the  display.  It is  assumed that  such  an  area  will 
contain the key content of the webpage which is intended to be communicated to 
the user. In this study, only the text components of the key content are dealt with 
as automated interpretation and analysis of graphics and video is beyond the scope 
and  intention  of  this  study.  In  other  words,  the  objective  of  the  Web  content 
extraction  process  in  this  research is  based  on  the  text  components  within  the 
perceived  key  content  of  a  webpage  or  webpages,  excluding  other  irrelevant 
information from the header, footer, navigation, banners, and advertisements. The 
Web content extraction process consists of multiple steps and techniques aiming to 
extract the key content from single or multiple webpages. This process can be used 
to enhance the results from Web crawling, classification, Web data mining [31], and 
presentation of information as most irrelevant information on the webpages could 
be  excluded  [32].  In  addition,  Web  content  extraction  can  also  be  applied  to 
enhance text‐to‐speech and translation tools [33].  18 
 
2.2.1 Design and Layout of Webpages 
Depending on the design and layout of a webpage, different parts of it may contain 
a range of information in different formats, intending to deliver the goals of the 
website  owner  to  the  users.  The  design  and  layout  of  the  webpages  within  a 
particular website may follow certain templates or standards in order to create a 
sense of uniformity or common theme. This approach helps the webpage authors 
or content providers in handling the contents for the whole website, and it also 
allows the users to navigate among the webpages with ease once they are familiar 
with the layout. An example of the design and layout from the Thai news website, 
Dailynews is shown in Figure 2.1 and Figure 2.2 respectively.  
  19 
 
 
  Figure 2.1 (a)
8   Figure 2.1 (b)
9 
Figure 2.1. Examples of the same design used in a Thai news website, Dailynews 
  
Figure 2.2. A layout of the design in Figure 2.1 
                                                            
 
8 http://dailynews.co.th/article/821/13593 ‐ last accessed on 23 February 2012 
9 http://dailynews.co.th/article/821/11601 ‐ last accessed on 23 February 2012 20 
 
Figure 2.1, (a) and (b) have the same design which is used on the pages in the Thai 
news website, Dailynews. The layout is illustrated in Figure 2.2. In this layout, there 
are seven parts: Header, Navigation Bar, Main Content, Comments, Advertisement, 
Related Articles, and Footer. The part on Related Articles refers to a list of other 
articles that have content relevant to the main content. The part on Comments 
allows the users to post their comments or opinions as regard to the main content. 
Ideally, the result of the Web content extraction process should only consider the 
main content and exclude all the other irrelevant parts. It should be noted that the 
common information on the Header, Footer and navigation bar are normally the 
same across the whole website and they are relatively easy to be identified and 
ignored.  However,  the  Related  Articles  and  Comments  are  different  among  the 
webpages and this presents a challenge to the Web content extraction process.  
Researchers [34‐39] have chosen to use the template as a key factor in extracting 
the  main  content  from  webpages.  However,  some  websites  may  not  apply  the 
same template for all the pages in the websites. A typical situation is a website 
which serves as a medium or platform for their subscribers, which could be authors 
and/or readers. The authors are able to choose their own design and layout to 
present  information  to  users.  An  example  of  two  webpages  utilising  different 
designs and layouts in a same website is shown in Figure 2.3.  21 
 
  
  Figure 2.3 (a)
10  Figure 2.3 (b)
11 
Figure 2.3. An example of two different designs in the same website, OK nation
12 
Figure 2.3 shows two webpages from a Thai blog website called OK nation
12. The 
design and layout of (a) and (b) will be treated as different layouts by the machine 
even  though  they  seem  similar.  As  a  result,  Web  content  extraction  based  on 
identifying a template from webpages in order to extract main content may not be 
applicable in this situation while other techniques of Web content extraction should 
be considered.  
2.2.2 Related Terminologies on the Web 
Prior to the discussion of the related work of Web content extraction techniques, 
the related terms regularly used in the techniques should be briefly explained. A 
                                                            
 
10 http://www.oknation.net/blog/madamK ‐ last accessed on 8 March 2012 
11 http://www.oknation.net/blog/uthai ‐ last accessed on 8 March 2012 
12 http://www.oknation.net ‐ last accessed on 8 March 2012 22 
 
webpage or electronic document is created by Hypertext Markup Language (HTML), 
which is a standard for formatting and structuring the information on the webpages 
[40]. An alternative way to format the webpages is to use Cascading Style Sheets 
(CSS). CSS is a style sheet language used to describe the presentation of information 
on documents that are created by a markup language such as HTML. CSS allows 
Webpage authors to have more flexibility to present the information [41] and  to 
allow  separation  between  content  and  presentation  of  the  document.  This 
separation assists the authors in maintenance and modification of the webpages 
[42].  
Moreover,  the  functionality  and  appearance  of  webpages  can  be  enhanced  by 
scripts written in scripting languages [42]. There are two types of scripts at the 
server‐side and at the client‐side. The server‐side scripts such as PHP are executed 
at a Web server, and the server then returns a HTML file to a client such as a Web 
browser [43]. The client‐side scripts such as JavaScript, VBScript are executed on a 
client’s machine [44]. In order to modify behaviour and/or content on a webpage, 
the scripts need to deal with elements on the webpage, and one way to achieve this 
is to utilise the Document Object Model (DOM). DOM is an interface allowing the 
scripts  or  programs  to  dynamically  access  and  handle  all  the  elements  such  as 
content, structure and style of webpages [45]. DOM represents a webpage as a tree 
structure, called a DOM tree, and all elements on the webpage become nodes in 
the DOM tree. An example of a section of HTML code is shown in Figure 2.4 while 
the representation of its DOM tree is shown in Figure 2.5. Since DOM facilitates the 23 
 
management of elements on a webpage, DOM is a tool that can be used as a 
technique for Web content extraction and it is therefore used in this study.  
 
Figure 2.4. An example of a section of HTML code 
 
Figure 2.5. The DOM tree of the HTML code in Figure 2.4  
In  addition,  the  proposed  technique  in  this  study  has  also  employed  XML  Path  
language (XPath) [23] to retrieve and compare the nodes in the DOM tree. XPath is 
originally designed to process data in a tree representation of a XML document. A 
XML  document  refers  to  a  document  being  structured  by  Extensible  Markup 
Language  (XML).  XML  is  a  markup  language  that  can  be  extended  and  used  in 24 
 
various applications [46] because users are able to set their own rules to define the 
data in a document. As the representation of a XML document is in a tree structure 
[47], portions of the tree can be accessed by XPath [48].  
In this study, XPath is applied to access the portions of a DOM tree of a webpage. 
For instance, the first heading level 1 (<h1>) element in Figure 2.5 can be accessed 
by using a string of “/html[1]/body[1]/h1[1]” whereby the numbers in the square 
brackets identify the sequence of the nodes appearing in the tree. In this case, the 
index [1] refers to the order of the element. In this example, html, body and h1 are 
first  elements.  Similarly,  “/html[1]/body[1]/p[1]/a[1]/#text[1]”  can  be  used  to 
directly access the text node of the first anchor (<a>) element in the first paragraph 
(<p>) element in Figure 2.5. Additionally, every node in the tree has its own XPath 
value referring to its location, and the XPath values are utilised in the proposed 
technique  in  this  study  to  compare  the  nodes  in  the  tree.  This  can  reduce  the 
processing time of traverse on each node, and time for comparison between the 
portions in the tree. 
2.2.3 Web Content Extraction Techniques 
Web content extraction can be generally grouped into two categories: single page 
and Multiple Page Extraction. Some approaches proposed such as by Chen et al. 
[49], and Fu et al. [50] work only on single webpages while others will work on 
more  than  one  webpage.  Multiple  Page  Extraction  may  not  work  on  a  single 
webpage if many webpages are required to identify the common template prior to 25 
 
extracting the key content of each webpage [35, 39]. Furthermore, some work is 
focused on particular types of Web content such as news [37, 38, 49, 51, 52], or 
structural  data  of  Web  content  [53‐58].  Reports  in  references  [34,  59‐61]  have 
focused on detecting content blocks or regions rather than the key content. Penna 
et al. [62] introduced a tool to provide a graphical front‐end which  allows a user to 
define and manage spatial  relations  based  on  visual  appearance  of information 
from  a  webpage,  and  they  used  a  SQL‐like  language  for  creating  queries  for 
information extraction from webpages. On the other hand, different techniques 
such as rule based [32, 49, 63] and machine learning [50, 59, 64‐67] approaches 
have also been employed while DOM [45] has been employed to work with those 
techniques which are rule based. The next section outlines previous reported work 
on Web content extraction from a single page. 
2.2.3.1 Single Page Extraction 
Chen at al. [49] proposed an adaptive bottom‐up clustering approach for Web news 
extraction. This approach is domain specific and it works on a single page with 
predefined rules. The process starts from analysing the functions of objects on a 
webpage and creates a tree based hierarchical structure of the objects. The object 
functions include information, navigation, interaction, decoration, page object, and 
special functions such as logo and copyright [68]. Next, the process identifies a set 
of Text Leaf Block Information Blocks (TLBIOs), and the process then produces news 
areas by merging a TLBIO with its neighbours based on minimum gap value until the 
total number of merged areas is smaller than a predefined threshold. The major 26 
 
merged areas are then detected by using rules, based on the position, format and 
semantics of the areas. Finally, news header is detected based on rules such as the 
location of TLBIO with respect to the news body, whether the length is less than 20 
words, the font size in the news areas, and whether it has similar semantics as the 
news content. With reference to evaluation, the values of Precision, Recall and F‐
measure  are  used  with  the  number  of  extracted  news  pages  used  as  the 
parameters. This approach achieved high accuracy although it was proposed for use 
in a specific domain, which in this case is news. In addition, the accuracy of the 
extracted content from each page has not been reported.  
Fu et al. [50] proposed a Conditional Random Fields (CRFs) Model for Web content 
extraction.  The  model  uses  a  linear‐chain  CRF  which  converts  a  two‐dimension 
webpage  into  a  linear  sequence  by  using  predefined  heuristic  rules.  The  rules 
retrieve the text nodes in the DOM tree of the webpage and then assess them 
based  on  certain  conditions  such  as  minimum  word  counts  and  minimum  URL 
counts. This is used to identify whether the nodes contain information or navigation 
parts.  Next,  features  such  as  quantity,  sign  and  layout  are  defined  for  the  CRF 
model.  Their  experiment  was  based  on  2300  webpages  in  Chinese  and  the 
proposed method was compared to three other approaches: Extract Content (EC), 
Extract unique Block (EUB) and ExtBody (EB). It was reported that the CRF approach 
outperformed the rest. However, this approach is limited to predefined features 
and it lacks the ability to be applied to other webpages.  27 
 
A study of structured data extraction from the Web based on partial tree alignment 
was reported by Zhai and Lui [54]. They proposed an automatic segmentation of 
data records in a given webpage by extracting and storing structured data items in a 
database. The proposed approach is called Data Extraction based on Partial Tree 
Alignment (DEPTA), which comprises two main steps. The first step is to identify the 
set  of  records  in  a  webpage,  and  it  starts  from  generating  a  DOM  tree  of  the 
webpage  to  identify  data  regions  and  data  records  based  on  tree  matching 
algorithm [69] and visual information. Tree matching algorithm is used to compare 
different sub trees in the tree and finds similar parts probably representing similar 
data records. The visual information is used to check the validity of data regions 
(HTML codes). The other step aligns and extracts data items of those records by 
using a partial tree alignment technique, which can align the data items in a pair of 
records (or trees) whilst the records can be on non‐contiguous areas in a webpage. 
Although this approach is efficient and flexible as data records can be extracted 
from any webpage containing at least two data records, some of the key content 
however may not be recognised as data records and they can be ignored. 
Weninger et al. [24] proposed a method called Content Extraction via Tag Ratios 
(CETR)  to  extract  key  content  from  webpages  by  using  tag  ratios  of  HTML 
document.  Tag  Ratios  (TR)  refer  to  the  ratio  of  the  number  of  non‐HTML‐tag 
characters to the number of HTML‐tags per line. Each line is then classified to either 
content or non‐content, based on its ratio with different proposed criteria such as a 
customised k‐Means technique. However, this method cannot work with webpages 
having  HTML  markup  created  in  one  line;  otherwise,  the  line  is  separated  into 28 
 
multiple lines with approximately 65 characters each. This may affect the accuracy 
as  the  non‐content  such  as  comments  or  JavaScript  codes  could  contain  many 
characters. In addition, this method does not provide high accuracy for webpages 
having no advertisement or menu. For these reasons, this technique could not be 
applicable in this study.  
Qureshi and Memon [70, 71] proposed a hybrid model for content extraction. The 
model first transforms a webpage to a DOM tree, and the number of words and link 
density  are  calculated  for  each  node  in  the  tree.  The  layout  of  the  page  is 
recognised based on the difference between the number of words on the node and 
the  average  number  of  words  of  all  the  nodes  in  the  tree.  The  nodes  having 
negative value are ignored. The link density of each node refers to the number of 
words in a hyperlink divided by the number of words in the node containing the 
hyperlink. Statistical features are used in this model to classify informative and non‐
informative nodes, and the key content is extracted based on the nodes selected by 
the hybrid model. The results in their work were assessed by Precision, Recall and F‐
measure with the number of words in the extracted key content as parameters. 
Although results from this model had a higher accuracy than CETR [24] mentioned 
previously, the model is not applicable to Thai websites since the content in Thai 
language is in a form of continuous text. 29 
 
2.2.3.2 Evaluation 
With reference to the evaluation for the Single Page Extraction techniques, the 
measurements are usually referred to as Precision, Recall and F‐measure, which are 
normally used in information retrieval. Calculation of the measurement is based on 
parameters which have been defined differently by various researchers. Chen et al. 
[49]  applied  the  numbers  of  extracted  pages  as  the  parameters  while  other 
researchers [32, 37, 51, 64] proposed only results of overall number of webpages 
but the parameters used were not elaborated. On the other hand, Debnath et al. 
[59] used the number of extracted blocks of key content as the parameters and 
Asfia et al. [60] employed the metrics proposed by Debnath [59] which are based 
on the extracted blocks. Such parameters are not used in the proposed technique in 
this  study  as  the  expected  results  are  based  on  the  length  of  the  key  content 
instead of the number of extracted blocks.  
Reports  in  [24,  70,  72]  used  the  number  of  words  in  extracted  content  as  the 
parameters  for  Precision,  Recall  and  F‐Measure,  but  this  approach  is  not 
appropriate for this study since the extracted contents in Thai are produced in the 
form  of  a  continuous  text,  which  does  not  contain  words.  Consequently,  the 
parameters mentioned in the previous reports are not applicable for evaluation of 
the extracted content in the Thai language. Therefore, this study has proposed the 
parameters for calculating the Precision, Recall and F‐measure to be based on the 
length  of  the  extracted  content  excluding  spaces.  Details  of  the  proposed 30 
 
parameters are explained in Chapter 3, Section 3.2.4. The next section addresses 
the issue of Multiple Page Extraction and the related techniques.  
2.2.3.3 Multiple Page Extraction 
Debnath et al. [59] proposed several algorithms to identify the primary content 
from multiple webpages. The algorithms aim to identify the primary sections by 
looking for the least‐frequently appearing blocks, blocks with desired features such 
as text, tables and images, and by classifiers which were trained with the block‐
features.  While  the  reported  results  were  better  than  other  approaches,  the 
proposed method however relies on HTML tags and current designs of webpages 
may be based on other technology such as Cascading Style Sheets (CSS). This will 
limit the useability of the proposed approach. 
Kim et al. [73] proposed an extraction pattern, called modiﬁed Document Type 
Deﬁnition  (mDTD),  to  identify  contents  of  webpages  based  on  analytical 
interpretation  by  human  experts.  This  approach  mainly  worked  on  structured 
webpages such as shopping sites. Document Type Definition (DTD) is modified and 
used in order to extract the content patterns. Predefined rules by a human expert 
with reference to item patterns such as name, model, and price of products are set 
in DTD, and the DTD is used for training a classifier from webpages. The classifier is 
finally used to extract content according to the patterns from the learning process. 
However,  this  approach  has  not  been  evaluated  on  other  domains  and  human 31 
 
domain experts are also needed in the process. In addition, this approach lacks the 
ability to extract general content.   
An automatic Web content extraction approach based on Tree Edit Distance was 
proposed by Reis et al. [37] to perform on news websites. The Tree Edit Distance 
refers to the minimum‐cost (shortest) sequence of edit operations on a tree (a 
DOM tree) such as insertion or deletion of nodes [74, 75]. The objective of Tree Edit 
Distance is to evaluate the structural similarities of pages and they proposed an 
algorithm called Restricted Top‐Down Mapping (RTDM). A training set is required in 
this  approach  to  extract  patterns  node  (ne‐pattern)  of  trees  (webpages)  which 
represent templates. The ne‐patterns are then matched to a downloaded webpage 
(a DOM tree) to extract content from the webpage, and this process is based on the 
similarities produced by RTDM.  On the other hand, the approach not only needs a 
data set for a training process, but it also requires extra processing time to analyse 
the tree structure for comparison purpose. 
Although many techniques have been introduced for Web content extraction, there 
are  limitations.  For  example,  techniques  that  require  at  least  two  webpages  in 
order  to  extract  key  content  are  not  applicable  for  Single  Page  Extraction.  In 
addition, while some proposed techniques produced good accuracy, they were only 
used  in  specific  applications  such  as  extracting  data  from  particular  predefined 
areas. In this study, the proposed approach is able to extract key content from both 
single and multiple webpages and the details will be discussed in Chapter 3. 32 
 
After  the  key  contents  have  been  extracted  from  the  webpages,  due  to  the 
characteristics of the Thai language, the key contents are presented as continuous 
text and they need to be segmented into individual words. This leads to the second 
essential  approach,  which  is  Thai  word  segmentation,  and  the  related  work  is 
discussed in the next section.  
2.3  Thai Word Segmentation 
Thai word segmentation is required to determine the boundary between the Thai 
words  in  the  key  content  produced  by  the  Web  content  extraction.  Thai  word 
segmentation contributes to other related fields as it is fundamental Thai Natural 
Language  Processing  (NLP),  which  includes  Thai  word  correction,  Thai  sentence 
extraction,  machine  translation,  speech  recognition,  text  to  speech,  and  text 
summarisation.  Prior  to  the  discussion  on  related  techniques  for  Thai  word 
segmentation, the definition of words should be first explained.  
2.3.1 Definition of Words 
By definition, a word is the smallest language unit that carries specific meaning [76], 
and it can be usually distinguished based on different features [77, 78]. The first 
one is orthographic words, which refers to the use of written marks such as a space 
to  segment  words,  but  it  is  not  an  exact  criterion.  For  example,  “ice  cream”  is 
considered as one word even though it has a space in between. In the case of the 
Thai language, there is no written mark to segment Thai words. The second feature 
is phonological words, which mean using a part of speech or a unit of pronunciation 33 
 
to  segment  the  words.  For  example,  spoken  English  words  may  have  emphasis 
which  indicates  the  segmentation.  However,  this  does  not  apply  to  the  Thai 
language in the spoken or written formats.  
Next, another feature that can be used to segment words is to base on lexical items 
or  items  contained  in  a  dictionary.  The  lexical  items  may  appear  in  different 
grammatical forms. For example, write can be shown in different forms such as 
writes, wrote, written, or writing. There are some other forms to the lexical items 
such  as  inflection,  derivation,  phrasal  verb,  prepositional  verb  as  well  as  short 
forms. This approach based on lexical items is applicable to the Thai language, and 
it is therefore used in this study.  
While  it  is  not  easy  to  deal  with  the  issue  of  word  segmentation  due  to  the 
characteristics of languages, different results may also be produced by the manual 
approach [78, 79] and this leads to the lack of consistency and accuracy in the 
outcomes. 
Ideally, Thai word segmentation process should provide results in two types [78]: 
simple words and compound words. The simple words refer to words with one 
minimal meaningful unit of a word, also called morpheme. Examples are such as ภาพ 
(image/picture) or รถ (car). Compound words consist of more than one morpheme 
or  one  word  stem,  and  they  may  have  different  meanings  when  combined. 34 
 
Examples are such as ยินดี (glad: ยิน – hear, ดี – good) or เสียสละ (sacrifice: เสีย – broken, 
สละ – to discard). However, compound words having not much different meanings 
should be segmented into multiple words such as คนจน (poor: คน – people, จน – poor) 
or บทนํา (introduction/preface: บท – chapter/part, นํา – to lead). In such a case, the 
segmentation  will  be  sufficient  by  dealing  with  simple  words,  and  this  is  the 
approach adopted in this study.   
2.3.2 Word Segmentation Techniques 
Techniques  applied  to  Thai  word  segmentation  can  be  classified  into  two 
categories:  dictionary  based,  and  non  dictionary  based.  Dictionary  based 
approaches require a list of items in a common dictionary, and example techniques 
are the longest matching [80‐82], maximum matching [81, 82] and decision tree 
[83]. The non dictionary based approaches do not need a common dictionary, and 
techniques are, for instance, rule or feature based [81, 84], Hidden Markov Model 
(HMM) [83, 85] and Naive Bayes [86].  
There  are  various  matching  techniques  proposed  for  word  segmentation  in  the 
dictionary based approaches such as the longest matching, maximum matching, 
and minimum matching. The longest matching technique for Thai was introduced 
by Poowarawan [80]. The idea is to match the longest string from the text starting 
from the left character with entries in a dictionary. If the selected characters cannot 
match with any entry in the dictionary, this technique chooses the second longest 35 
 
matched. A limitation of this technique is the longest words may not be correct in 
different context.  
On the other hand, the maximum matching technique [87] generates all possible 
segmentation forms in the text based on the words in a dictionary and chooses the 
form that contains the fewest words. In contrast, the minimum matching technique 
selects  the segmentation  form  having  the  largest  number  of  segmented  words. 
However, if the forms have the same smallest number of the segmented words, this 
requires another approach to select a proper form [81] while a language modelling 
technique based on a tri‐gram Markov model was introduced to select the proper 
path [88]. Moreover, more processing resources are also needed to generate all the 
possible  forms  as  well  as  to  select  the  optimal  path.  Also,  unknown  words  are 
usually produced by segmentation, based on dictionary approach since the number 
of unknown words depends on the dictionary. 
A comparison of three techniques with different dictionaries was reported by Moe 
[89], which included the longest, maximum, and minimum matching techniques. 
The comparison was aimed to select a word segmentation technique for bitext 
alignment  of  words,  phrases,  or  sentences,  which  could  then  be  used  in  other 
applications such as machine translation. The highest accuracy reported was from 
both the longest and maximum matching techniques with a large dictionary. The 
result indicated the longest matching is able to produce compatible results to the 
maximum matching while the longest matching technique is less complicated than 36 
 
the maximum matching. However researchers such as Meknavin et al. [81], and 
Theeramunkong  and  Usanavasin  [90]  reported  the  accuracy  of  the  maximal 
matching technique was better than the longest matching technique’s. The reason 
could result from the dictionary being used [90].   
With respect to the non‐dictionary based approach, Kruengkrai et al. [91] proposed 
a word and character‐cluster hybrid model for Thai word segmentation. This model 
is a variation of the word‐character hybrid model [92, 93], which was applied to 
Chinese and Japanese languages. Also, the model was based on a concept of Thai 
Character Cluster (TCC) [94], which was designed to group characters into a cluster. 
The accuracy of this technique was good at about 96%, although the technique is 
complicated with tuneable parameters in the training process.  
Suesatpanit et al. [95] employed Conditional Random Field (CRF) with proposed 
features of character level constraints. CRF [96] is a framework for constructing 
probabilistic models to label and segment sequence data. The models are trained 
based on defined parameters and patterns of character functions. An example of 
the  patterns  is  C+VU+C+C+VR,  which  is  a  combination  of  consonant  (C),  upper 
positioned vowel (VU), and back positioned vowel (VR). Given the testing data, the 
trained model returns a sequence of characters together with predicted label used 
to  identify  the  boundary  of  each  word.  This  method  depends  on  the  defined 
constraints and adjustable parameters to tune the model.  37 
 
Haruechaiyasak  and  Kongyoung  [97]  also  used  CRF  to  build  word  segmentation 
models with three proposed feature sets: char – all possible characters, char‐type – 
10 types of categorisation of all characters, and combined – a combination of char 
and char‐type. The char‐type is based on linguistic rules of Thai written language 
such as tonal characters, vowel characters not being allowed to begin a word, and 
consonant characters not being able to end a word. Moreover, this process involves 
the extraction of all named entities found in the training corpus into a named‐
entities list. If segmented words match with entry in the list, the segmented words 
are  merged  into  one  single  word  at  the  end  of  the  process.  The  model  with 
combined feature set yielded the best results although the parameters used by the 
model were not detailed.  
Bangcharoensap et al. [98] proposed an approach of Thai word segmentation based 
on Statistical Phrase‐based Machine Translation, which requires parallel corpus of 
source language and target language, for training the models and to determine the 
boundary of the words. The source language refers to the unsegmented continuous 
text,  and  the  target  is  a  set  of  segmented  words  from  the  text.  During  the 
segmentation process, combinations of words and phrases are generated based on 
the  probabilities  of  segmented  text.  Moreover,  constraints  and  rules  are  also 
applied in order to rectify the inappropriate results thereby increasing the accuracy.  
Limcharoen et al. [99] proposed a technique of Thai word segmentation based on 
the Generalized Left‐to‐right Rightmost derivation (GLR) parser [100] and the word 38 
 
n‐gram  model.  The  idea  of  GLR  parsing  technique  is  to  generate  candidates  of 
segmented  words  from  an  input  text  based  on  a  parsing  table,  which  helps  to 
reduce the number of low‐potential candidates. Statistical model based on n‐gram 
model  is  applied  to  each  candidate,  and  the  candidate  having  the  highest 
probability is the result segmented word. Although the number of low‐potential 
candidates can be filtered out to increase processing speed, the accuracy of the 
results was less than 94%.    
There is a range of other techniques proposed for Thai word segmentation [22, 86]. 
While some of these techniques have produced results with good accuracy, they 
however require highly complicated computation processes. This study proposes a 
simpler approach for word segmentation based on the longest matching technique 
with the utilisation of a corpus instead of a dictionary. The proposed technique 
provides  simplicity  and  the  corpus  used  consists  of  more  common  words  and 
specific proper words than the dictionary. Details of the technique are described in 
Chapter 4. After all words are segmented, they will be passed to the next approach, 
which is keyword identification for identifying the significant keywords from the 
segmented words, and the relevant work is discussed next.  
2.4  Keyword Identification 
Keywords refers to significant words, which could provide users an essential theme 
of a document or collection of documents [101] while keyword identification or 
extraction  refers  to  the  process  of  identifying  the  keywords.  Techniques  for 39 
 
keyword identification can be applied in different applications such as document 
categorisation and summarisation. Techniques for keyword identification can be 
categorised  into  machine  learning  or  statistical  approaches.  Examples  of  the 
machine learning techniques are  multi‐class classification [102], Support Vector 
Machine  (SVM)  [103],  and  Keyphrase  Extraction  Algorithm  (KEA)  [104].  These 
techniques require a data set for training the classifiers. If the data set of keywords 
or tags related to the content in the Thai websites is unavailable, these techniques 
will not be applicable for this study. On the other hand, examples of the other 
category are Term Frequency (TF) [105], Term Frequency and Inverse Document 
Frequency (TFIDF) [106], and Term Length Term Frequency (TLTF) [107, 108] and 
these techniques have been applied to the processing of the Thai language [109, 
110]. 
Term Frequency (TF) [105] is a statistical approach to define a weight associated 
with a word based on the number of its occurrences in a document. On the other 
hand, Term Frequency and Inverse Document Frequency (TFIDF) [106] is based on 
TF and requires a collection of documents. The Inverse Document Frequency (IDF) is 
used to scale the TF of each word [111]. In other words, IDF helps to reduce the 
high weights as well as to increase the low weights of the words in a document. The 
reason  is  to  highlight  the  important  words  in  each  document  rather  than  the 
frequency  of  the  words.  TFIDF  defines  a  weight  by  multiplying  word  or  Term 
Frequency  (TF)  and  the  Inverse  Document  Frequency  (IDF).  TF,  denoted  “tft,d”, 
refers to the number of occurrences of each term t in a document d whilst IDF is 
denoted “idft”. The formulas of IDF and TFIDF are shown in expressions below.  40 
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Whereby  
  N refers to the total number of documents,  
  dft (document frequency) is the number of documents that contain a term t, 
  idft is the idf value of a term t, and,  
  tf∙idft,d is the weight of a term t in a document d.  
TFIDF gives the highest weight to a term t which appears many times in a small 
number of documents. When the term appears fewer times in a document or many 
documents, a lower weight will be given. The term will get the lowest weight if it 
appears in all the documents [111]. These weights are then used to identify the 
significant keywords from the documents. This technique will be compared with the 
proposed technique for keyword identification in Chapter 5.  
Nuntiyagul  et  al.  [109]  proposed  a  feature  selection  approach  called  Patterned 
Keyword  in  Phrase  (PKIP),  which  was  designed  to  categorise  Thai  high  primary 
mathematic questions based on available keywords and patterns of the keywords. 
TFIDF was applied to a process of keyword identification and the report claimed 
PKIP was able to categorise the question items correctly. This approach however 41 
 
was not applicable to this study since the question items are short sentences, which 
are not compatible to Web content. 
The  Term  Length  Term  Frequency  (TLTF)  algorithm  [107,  108]  is  based  on  a 
multiplication of the Term Frequency and the length of characters in the term. The 
algorithm assumes that significant words used less often are likely to be longer. The 
reason is that words used more often are likely to be shorter, and it was claimed 
that these words could not strongly be indicative of the theme in the document. 
This technique will also be compared with the proposed technique for keyword 
identification in Chapter 5.  In addition, this technique was used to identify Thai 
keywords in the extraction of significant paragraph as reported by Jaruskulchai and 
Kruengkrai [110].  
This  study  proposes  two  techniques  for  keyword  identification  based  on 
normalisation of Term Frequency of the words, and the techniques are able to 
identify  keywords  from  either  single  or  multiple  documents  (webpages)  as 
described  in  Section  5.2  and  5.4,  respectively.  After  the  keywords  have  been 
identified,  they  are  displayed  in  a  Variable  Tag  Cloud  in  the  information 
presentation process, which is discussed next. 
2.5  Information Presentation 
In order to present an overview of the key content on a webpage, information 
visualisation is required in the proposed approach. Information visualisation is a 42 
 
process of transforming data, information, knowledge to a visual media so that the 
reader may perceive the conveyed information [112]. This is also a means to inform 
[113, 114], explore [114] and deliver new insight on the data [115‐117] through 
various presentation views. The purposes of information presentation have been 
categorised  by  Zhou  and  Feiner  [114].  The  first  one  is  to  inform  users  through 
summarisation or elaboration of the information. The other purpose is to enable 
the users by exploring and computing the information such as categorising and 
ranking. In this study, the main purpose is to inform the users by providing an 
overview  of  the  content  from  Thai  websites  based  on  a  proposed  Variable  Tag 
Cloud approach.  Relevant works on this topic are described as follows. 
2.5.1 Applications of Data Visualisation 
Kennedy  analysed  the  current  visualisation  tools  and  techniques  from  a  design 
point of view. The tools include Dashboards, Sparklines, Gapminder, Stories Created 
through  User  Input,  Improving  Statistic  Two‐Dimensional  Graphs,  Nationmaster, 
Mindmap Searching, Treemaps, and tag clouds [113]. Two thirds of such tools are 
appropriate to visualise numerical data, but they are not applicable to present the 
overview of the key content which is in text format.  
Mindmap  Searching,  Treemaps,  and  tag  clouds  are  tools  which  are  capable  to 
visualise text. Mindmap Searching is based on Web navigational techniques, and it 
is designed to visualise the results returned from search engine by presenting the 
links between various  searched terms instead of a list  of the results. The main 43 
 
objective  of  the  Mindmap  Searching  approach  is  to  provide  the  users  with 
alternatives or options that they might not look for, but this approach is not able to 
present the overview of the key content from a single webpage.  
On the other hand, the traditional mind map approach is used for critical thinking 
tasks  [118],  and  the  information  on  a  mind  map  is  presented  in  a  form  of 
hierarchical structure while a central node and child nodes represent a main topic 
and sub‐topics, respectively [119]. Moreover, each node usually contains from one 
to  three  words  [119].  In  order  to  present  an  overview  of  key  content  from 
webpage(s), the content has to be analysed to extract the relationship inside the 
content, and this requires complicated approaches. In addition, disadvantages of 
the mind map approach [113] are the difficulty in reproducing mind map in HTML, 
and the usability issue as the users have to understand the structure of a mind map. 
Regarding  the  Treemap  approach,  it  is  a  visualisation  technique  for  large 
hierarchical data set based on the space‐filling approach [120], which maps the 
data set onto a rectangular region [121]. It is useful to condense the data into a 
limited space and highlight the most important data. However, it may convey too 
much information in an inappropriate design such as that shown in Figure 2.6. Also, 
there is a lack of explanation for the information as shown in the same example 
[113].  44 
 
 
Figure 2.6. An example Treemap obtained from marumushi.com
13 
As  for  the tag  clouds,  a  “tag”  is referred  to words  or  terms  extracted  from  an 
original content or data, whereas a “tag cloud” is a visual representation of tags 
which are keywords from the original data [21]. Tag cloud can be also considered as 
an image to symbolize the frequency of the words in a passage [122]. This is a form 
of visualization or summary [123‐126] as they provide conceptual information from 
the  original  data  [19,  20,  127].  Example  tag  clouds  taken  from  Wikipedia
14  are 
shown in Figure 2.7 to compare 2002 State of the Union Address by U.S. President 
Bush and 2011 State of the Union Address by President Obama. It can be seen each 
tag cloud provided the key themes of the speeches.  
                                                            
 
13 http://marumushi.com/projects/newsmap ‐  last accessed on 16 Apr 2012 
14 http://en.wikipedia.org/wiki/File:State_of_the_union_word_clouds.png – last accessed on 16 April 
2012 45 
 
 
Figure 2.7. An example tag cloud to compare 2002 State of the Union Address by 
U.S. President Bush with 2011 State of the Union Address by President Obama   
However,  the  traditional  presentation  in  tag  clouds  is  static  once  they  were 
generated. The users do not have any flexibility to vary the amount of information 
in it and in addition, if the tag cloud is generated by a manual process, it will incur 
much work for the Web author. For this reason, a Variable Tag Cloud has been 
proposed in this study to provide an overview of content from either single or 
multiple webpages.  
On the other hand, tag clouds can be also used as a navigation tool in websites 
[128], especially for the websites that have a large number of webpages [19, 124]. 
However, with respect to finding a tag for navigating, the order of the tags being 46 
 
displayed is important while the order could be in alphabetical order, descending 
frequency order, or just random. Hearst and Rosner [124] reported some users did 
not realize that the tags were sorted in an alphabetical order while some users 
noted a vertical list of tags made navigation easier. The Variable Tag Cloud used in 
this study aims to provide an overview rather than being used as a navigation tool. 
The generation of a tag cloud is discussed next.  
2.5.2 Information Presentation based on Tag Cloud  
Tag cloud can be generated by either manual or automatic method [129]. Manual 
tag cloud generation refers to the creation of a tag cloud by using predefined tags 
or keywords in a database. The predefined tags are normally selected by subscribed 
users such as content authors. It appears all of the tags provided on Thai websites 
are  manually  defined  as  there  are  no  references  in  reported  literature  on  the 
generation of Thai tag clouds by automatic processes. The manual method can also 
be found in websites being managed by Content Management Systems (CMS) such 
as WordPress
15, Drupal
16, or Joomla
17. There are applications in these CMS for the 
generation of tag clouds from predefined tags supplied by the Web authors.  
                                                            
 
15 http://wordpress.com/  ‐ last accessed on 30 June 2012 
16 http://drupal.org/  ‐ last accessed on 30 June 2012 
17 http://www.joomla.org/  ‐ last accessed on 30 June 2012 47 
 
On the other hand, a tag cloud on the Web can be automatically generated without 
predefined  tags  by  extracting  the  key  content  on  a  webpage  [129].  However, 
webpages nowadays consist of not only the key content, but they also have header, 
footer,  navigation,  and  advertisement.  Moreover,  there  are  currently  various 
services of tag cloud generation provided on websites, and the commonest one of 
the services is to generate a tag cloud from text given by users. Only some of the 
services are able to accept a URL provided by users in order to generate a tag cloud 
from the located webpage. However, from observation, the generated tag cloud 
could include information which is not found in the key content. Therefore, it is 
necessary to incorporate an objective approach for automatic tag cloud generation 
in order to extract key content from the webpages accurately. 
Furthermore, all the services support only a limited number of languages, and none 
of them supports the Thai language. This could be due to the unique characteristics 
of  the  Thai  language  that  the  words  have  to  be  segmented  before  the  tags  or 
keywords can be identified. Consequently, apart from Web content extraction, it is 
necessary to incorporate Thai word segmentation into the process of automatic 
Thai  tag  cloud  generation.  Moreover,  to  identify  significant  keywords  from  the 
segmented words, this requires keyword identification before the keywords or tags 
can be displayed in a tag cloud. 
The importance of the tags in a tag cloud can be visualized based on size, color and 
style [130, 131] as the idea is to draw the user’s attention with more prominent 48 
 
display of the perceived important tags [132]. With respect to the order of the tags 
being  displayed  in  a  tag  cloud,  Goin  [133]  suggested  information  should  be 
displayed according to the reading behaviour of the users. Outing and Ruel [134] 
reported  that  while  reading  news  homepage,  the  eye  movements  of  the 
participants start with the upper left area and stay in that region before moving 
from left to right. In addition, Halvey and Keane [135] reported that the position of 
the tags is very important. While their westernised participants were looking for a 
tag, if the tag was located at the upper left corner of the cloud, that tag was found 
more quickly. Likewise, Rivadeneira et al. [136] and Lohmann et al. [137] supported 
that the words located at the upper left corner were significantly recalled more 
than words in other locations. As a result, the order of identified keywords or tags 
in this study are laid out by starting from the upper left corner to upper right corner 
and then begin with a new line, which is similar to the sequence of original text in 
Thai. 
Tag cloud has been applied in various applications. For example, Seifert et al. [138] 
proposed word clouds to reduce the labelling time from single documents, and 
Huang et al. [139] applied a tag cloud for discovery of potential Simple Sequence 
Repeats (SSR) biomarkers. Nevertheless, data sets used in these approaches were 
not webpages. A data cloud was proposed to summarise and navigate results of 
keywords searches [140], and Kim et al. [141] proposed WordBridge to show the 
relationship between entities in text corpora based on links between tag clouds. 
However,  these  approaches  are  not  applicable  for  single  document.  Mckie  [21] 
proposed Scriptcloud.com to allow users to generate a tag cloud from a text file, 49 
 
and the tags are sorted in alphabetical order. However, title and genre of the text 
are needed for the generation while the number of tags was limited to 64 in the 
source code. Tag‐flakes [130, 142] was proposed to present a hierarchy of tags in a 
latent semantic space. However, it seems difficult for a user to understand the 
clusters of the tags [143]. From the examples, none of the applications work with 
both  single  and  multiple  webpages,  and  the  generated  tag  clouds  could  not 
dynamically change the number of tags thereby provides no flexibility. This study 
has proposed a Variable Tag Cloud to provide an overview of content from single or 
multiple webpages while the number of tags in the tag cloud could be changed 
dynamically  according  to  threshold  of  weights  associated  with  the  keywords  as 
described in Chapter 5.   
This chapter has discussed previous reports of different processes for Web content 
extraction,  Thai  word  segmentation,  keyword  identification,  and  information 
presentation  based  on  a  tag  cloud.  Web  content  extraction  in  the  proposed 
integrated approach will be described next.   
 3.  Web Content Extraction 
3.1  Introduction 
In order to provide an overview of the content from a website, a module to extract 
the key content from webpages is needed. The function of this module is mainly for 
Web  content  extraction.  Apart  from  presenting  the  overview,  Web  content 
extraction is also used in other research areas such as Web search, Web Content 
Classification, Web Data Mining [31], Web Analysis, and text‐to‐speech tools [33].  
In this chapter, the steps and techniques involved with the Web content extraction 
module are described, and the objective is to extract the key content from both 
single and multiple webpages in a website. The key content from a single webpage 
can be extracted by the proposed technique of Single Page Extraction, and the 
Single Page Extraction has been extended for Multiple Page Extraction. A technique 
called Extracted Content Matching (ECM) was developed in order to extract a set of 
key  content  from  multiple  webpages.  In  addition,  this  study  has  proposed  an 
assessment of the accuracy of Single Page Extraction in the Thai language by using 
the length of the extracted key contents as parameters for the Precision, Recall 
measurement, and the associated F‐measure. This approach is novel as previous 
studies  used  the  number  of  extracted  words  which  is  not  appropriate  for  Thai 
websites. This chapter comprises two main parts which are: Single Page Extraction 
and Multi Page Extraction, and each part provides the details of the techniques, 
evaluation, results and discussion. 51 
 
3.2  Single Page Extraction 
This technique is based on heuristic rules aiming to extract the key content from a 
webpage,  and  there  are  three  main  steps  involved.  The  first  step  is  Webpage 
Element and Feature Extraction, which is designed to extract the features from each 
element  in  the  webpage  and  to  eliminate  other  unrelated  elements  such  as 
programming scripts. An element is a combination of an opening tag, content, and 
a closing tag in the webpage. This step incorporates the use of Document Object 
Model (DOM) [45] to transform the webpage to a tree structure, called the DOM 
tree. This will allow the management of the nodes or HTML elements in the tree, 
and to eliminate the unnecessary elements. In addition, this study has employed 
XPath [23] to handle the elements such as retrieving and comparing the elements 
on the tree from the webpage. This can reduce the processing time as there is no 
need to traverse every node in the tree, or the need to analyse the tree structure 
for comparison purposes.  
The second step is Block Detection that is for the detection and selection of blocks 
or groups of elements on the page as well as calculating the blocks’ attributes so as 
to select the lowest level blocks based on their attributes. The last step is Content 
Extraction Selection for extracting informative contents or key contents based on 
the  calculated  attributes  by  using  a  statistical  approach.  An  overview  of  the 
proposed technique of Single Page Extraction is shown in Figure 3.1, and the details 
of the three parts are explained in the following sections. 52 
 
 
Figure 3.1. An overview of the proposed technique of Single Page Extraction 
3.2.1 Webpage Element and Feature Extraction 
The  first  step  as  shown  in  Figure  3.1  is  to  download  the  webpage  and  then 
transform the elements in the HTML document to nodes in a DOM tree. In DOM, 
the entire document is represented by a root node, and each HTML tag is then 
represented as an element node branching out from the root. Such element node 
may also have other types of node types, such as other element nodes, attribute 
nodes, text nodes, or comment nodes. After the DOM tree is built, only the body 
node is extracted. The following decisions in Rule1 are applied to eliminate the non‐
informative content nodes. 
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Rule 1: 
  Decision1: Exclude every element node and its children if the node has a 
style attribute with “display:none” value. The reason is these nodes are not 
displayed on Web browsers. 
  Decision2:  Exclude  nodes  which  are  script,  noscript,  embed,  object,  img, 
style, comment, and form, as well as the non‐text nodes such as line feed 
(‘\n’), or null because such nodes are not supposed to contain any content.  
After the non‐informative nodes have been eliminated, only leaf nodes and their 
features are extracted from the tree based on Rule2 as given below. 
Rule 2: 
  Store the XPath value for processing in the next step, Block Detection. 
  Store the Text and convert special characters to readable text if needed, 
such as converting from “&amp;” to “&”. 
  If the content begins with predefined words, which are “copyright”, “©”, 
and “powered by”, mark the node as a footer of the page. 
  If it is an anchor element, mark the node as it will be used in the subsequent 
step. 
The extracted leaf nodes and their features are then processed in the next section. 54 
 
3.2.2 Block Detection 
After the Webpage Element and Feature Extraction is completed, the features of 
each  leaf  node  are  calculated  and  combined  into  XPath  blocks.  This  study  has 
introduced a technique for detecting groups of element nodes or blocks based on 
the attributes in each of the blocks. The attributes of each block are listed below. 
  Number of all the element nodes (All Elements) 
  Number of all the anchor element nodes (All Href) 
  Length of the characters in all element nodes (All T‐ Length) 
  Length of the characters in all anchor element nodes (All Href T‐Length) 
  Anchor Node Ratio (ANR) which is calculated from (All Href) divided by  
(All Elements) 
  Anchor Text Ratio (ATR) which is calculated from (All Href T‐Length) divided 
by (All T‐ Length) 
  Anchor Ratio (AR) which is ((ATR) * α) + ((ANR) * β)  
whereby α and β are values determined from empirical experiments which 
give the best extraction results. They are found to be 0.75 and 0.25 
respectively. 
All attributes of each XPath block are calculated by starting from a leaf node and 
backtrack along all the parents until a body element node is reached.  55 
 
A  list  of  XPath  and  its  attributes  is  therefore built,  and  block  detection  is  then 
performed. The objective is to select the content blocks within the webpage. First, 
all blocks that have All Elements more than 1 are selected, and then the lowest level 
blocks are selected based on the XPath values. The lowest blocks are defined as 
those that consist only of leaf nodes which are elements. 
3.2.3 Selection of Elements in Blocks for Content Extraction 
The selection is based on statistical approach. A leaf node determined from the 
block detection is considered as a key content if: 
  It is not a footer. 
  The text length of the leaf node is more than 2 characters.  
  The Anchor Ratio (AR) of the leaf node’s group is less than 60%. A higher 
(AR) means there is a higher possibility that the block contains navigation 
parts including related article areas.  
  The (All Href) attribute is less than 3, and (All Elements) is more than 2. This 
rule is particularly relevant to a webpage’s title or subject text. A high (All 
Href)  indicates  that  it  has  a  higher  number  of  hyperlinks,  and  it  is  also 
necessary to ensure that the number of elements in the block is above 2.  
Finally, all leaf nodes that have the key content are extracted and will be used for 
further processing. If only a single webpage is considered, the leaf nodes will be 
processed for Thai word segmentation and then presented in the form of a tag 56 
 
cloud  for  information  presentation.  Otherwise,  the  leaf  nodes  will  be  used  for 
Multiple Page Extraction which will be discussed in a subsequent section.  
3.2.4 Evaluation 
At present, there are limited reports on the evaluation of the performance of Web 
content extraction in the Thai language for Single Web Page. This study proposes 
the use of the length of the extracted content, excluding spaces, as the parameters 
for the Precision, Recall and F‐measure, as assessment of the accuracy for Single 
Page  Extraction.  This  measure  is  extended  to  the  assessment  of  Multiple  Page 
Extraction as will be discussed later. 
In this study, Precision, Recall, and F‐measure are calculated based on the Length of 
the EXPected content (LEXP) and the Length of the EXTracted Content (LEXT). The 
three measurements are shown in expressions (3.1), (3.2), and (3.3), respectively.  
  Precision = (LEXT – (LEXT – LEXP + LM)) / LEXT          (3.1) 
  Recall = (LEXT – (LEXT – LEXP + LM)) / LEXP   (3.2) 
  F‐measure = 2 * ((Precision * Recall) / (Precision + Recall))  (3.3) 
Whereby 
  LEXT refers to the length of extracted content produced by the process. 57 
 
  LEXP refers to the length of expected content which is originally available on 
the Webpage. 
  LM refers to the Length of Missing relevant content that the process has not 
extracted. 
The extracted content is derived from the process of Single Page Extraction while 
the expected content is the original content presented on a Web browser. Spaces 
are removed from all contents (LEXT, LEXP, and LM) when determining the length 
as they are irrelevant with respect to the context of the text. This measurement is 
used for assessing the Single Page Extraction technique as well as the Multiple Page 
Extraction to be discussed later. 
3.2.5 Experimental Results and Discussion 
To assess the performance of the proposed technique, the extracted content from 
three pages within a website
18 are compared and example results are shown in 
Table 3.1.  
                                                            
 
18 http://www.khaosod.co.th ‐ last accessed on 27 June 2012 58 
 
Table 3.1. Example results of Single Page Extraction from three pages within a 
website with the same template 
  Page1
19  Page2
20  Page3
21 
Length of non‐informative extracted content  42  42  42 
LEXT  2,739  1,944  1,627 
LEXP  2,697  1,902  1,585 
LM  0  0  0 
Precision 98.47%  97.84%  97.42% 
Recall 100%  100%  100% 
F‐Measure 99.23%  98.91%  98.69% 
 
This example website is based on the same design template and it was noted that 
there are 42 characters of non‐informative extracted content or noise in all of the 
pages. In Page1, the length of the expected informative content (LEXP) is 2,697 
characters and the value of LEXT was 2,739. The Precision, Recall and F‐measure 
values are 98.47%, 100%, and 99.23% respectively. Similar assessments were done 
against  Page2  and  Page3  and  the  results  are  shown  in  the  same  table.  The 
differences in the values of Precision could be due to the length of the expected 
content (LEXP). As the values of LEXP in Page1 and Page2 are higher, therefore they 
yielded higher accuracy. 
                                                            
 
19 http://www.khaosod.co.th/view_newsonline.php?newsid=TVRNME1EY3lOVFEyTmc9PQ==& 
sectionid= ‐ last accessed on 27 June 2012 
20 http://www.khaosod.co.th/view_newsonline.php?newsid=TVRNME1EY3lORFF5TVE9PQ==& 
sectionid= ‐ last accessed on 27 June 2012 
21 http://www.khaosod.co.th/view_newsonline.php?newsid=TVRNME1EWXlOall5TWc9PQ==& 
subcatid= ‐ last accessed on 27 June 2012 59 
 
A few observations are made from the experiments. First, some of the noise or non‐
informative contents were identified repeatedly within the same website template. 
This  implies  that  they  do  not  have  impacts  on  the  accuracy  of  Single  Page 
Extraction. Second, the proposed technique is able to correctly extract key content 
from  a  few  webpages  in  the  same  website  template  and  the  accuracy  of  the 
technique is consistent. Therefore, the proposed technique can be assessed against 
different websites by applying to a few webpages from each of these websites. This 
will provide an indicative performance of the extraction technique for the websites.  
In  the  experiment,  three  different  Thai  websites  were  considered.  From  each 
website, three random pages were extracted, and the results were used to assess 
the proposed technique. The results of this experiment are shown in Table 3.2. 
Table 3.2. Results of Single Page Extraction from three different websites 
Websites  Precision  Recall  F‐Measure 
News  : www.matichon.co.th  100%  100%  100% 
Wiki  : th.wikipedia.org  93.16%  100%  96.43% 
Information : www.dmc.tv  95.04%  100%  97.44% 
 
In  Table  3.2,  the  proposed  technique  produced  100%  of  Recall  for  the  three 
websites while there is only one website having 100% of Precision. This means this 
technique was able to extract all the key content even though some noises have 60 
 
been included and they have affected the accuracy of the extraction in term of the 
Precision and the F‐measure values. 
An example of an actual Thai news webpage
22 from Matichon Online is shown in 
Figure 3.2, and there are not only navigation parts on the top and bottom, but 
there are also advertisements on the top and right side embedded with links. Figure 
3.3 shows the extracted content from the webpage. Upon inspection of the output, 
it  was  confirmed  that  the  proposed  technique  did  extract  the  key  contents  as 
expected and the technique will be applied further in the Multiple Page Extraction. 
                                                            
 
22 http://matichon.co.th/news_detail.php?newsid=1301976014&grpid =&catid=09&subcatid=0901  
    – last accessed on 15 May 2011 61 
 
 
Figure 3.2. An example of Thai webpage from Thai news, Matichon Online 62 
 
 
Figure 3.3. Extracted Thai web content from  
the proposed technique of Single Page Extraction 
3.2.6 Summary of the Proposed Single Page Extraction Technique 
A Web content extraction on a single page is proposed in this study. DOM and 
XPath are employed to represent a tree structure of the HTML document while 
XPath is used to retrieve and compare the elements from the webpage. There are 
three main steps in this technique. The first one is Webpage Element and Feature 
Extraction,  which  is  to  eliminate  non‐informative  content  and  to  extract  the 
features of the leaf nodes. Next, Block Detection is used to identify the proper 
blocks or groups of elements in the webpage based on calculations of the attributes 
of each block. The last step is Content Extraction Selection, which uses heuristic 
rules to select only informative elements based on block attributes. Furthermore, 
this study has proposed the use of the length of extracted content without spaces 
in Precision and Recall measurement for assessment of accuracy of the proposed 
technique.  63 
 
The experimental results show that this technique is able to extract key content 
with high accuracy of over 96% from the three Thai websites under investigation. 
Further work has been done, and the results are shown in Appendix A. According to 
experiment,  the  accuracy  can  be  increased  further  if  noise  filtering  and  block 
detection  are  improved.  This  technique  is  extended  to  deal  with  Multiple  Page 
Extraction as described in the next section.  
3.3  Multiple Page Extraction 
Even though the results from the experimental study on Single Page Extraction 
have demonstrated a reasonable performance, the accuracy of the extraction could 
be improved by extending the technique to a Multiple Page Extraction approach. In 
addition, parallel processing can be incorporated in the Multiple Page Extraction 
approach in order to increase the processing speed and throughput. 
As most of the non‐informative content or noises from the webpages extracted by 
the technique of Single Page Extraction within a website are similar, this leads to 
the proposal of a technique called Extracted Content Matching (ECM) for Multiple 
Page  Extraction.  The  idea  of  ECM  is  to  match  and  count  the  number  of  each 
member in the set of extracted content in order to compare their frequencies. If 
the frequency is high, it can be interpreted that the member is probably a non‐
informative content as it appears on multiple pages. 64 
 
The Multiple Page Extraction approach consists of three main parts. The first part is 
the Crawler, which is responsible for downloading webpages by starting from an 
Initial Page and then downloading linked pages from the Initial Page. The second 
part is Single Page Extraction for extracting key content from each downloaded 
webpage. This adopts the same approach as described previously. The last part is 
Extracted Content Matching (ECM), which aims to remove non‐informative content 
from the extracted content produced from the second step. An overview of the 
process of Multiple Page Extraction approach is shown in Figure 3.4, and details of 
the three main parts are explained in the following sections. 65 
 
 
Figure 3.4. An overview of the proposed Multiple Page Extraction approach 
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3.3.1 Crawler 
The Crawler is used for downloading webpages, and there are three main features 
involved as described below. 
  File compression: The crawler initiates and requests compressed file(s) from 
a  Web  server  if  it  supports  this  feature.  This  will  reduce  the  time  for 
download and the bandwidth.  
  Automatic  Encoding:  Information  on  the  webpage  can  be  expressed  in 
different  languages  such  as  English,  Chinese,  or  Thai.  The  crawler 
automatically encodes the content based on character encoding defined on 
the page level, HTTP header, or the default setting in the crawler.  
  Automatic resolving of the link address: A link address in an anchor element 
(<a>) is defined by the webmaster, and it could be in various formats. Some 
can  be  defined  as  an  absolute  address  such  as  “http://dailynews.co.th/ 
newstartpage/index.cfm”. In such a case, the crawler can follow the address 
directly. However, the addresses can also be defined in short or relative 
forms  such  as  “index.cfm”,  “/index.cfm”,  or  “../index.cfm”.  The  relative 
address has to be resolved to the absolute address in order to facilitate the 
crawler to look up the appropriate resource. 
The crawler starts with downloading an Initial Page or webpage from an URL given 
by  the  user.  The  links are automatically  extracted and  resolved  from  the  Initial 67 
 
Page. The crawler is then run in parallel by downloading all the extracted links as 
well as performing file compression and automatic encoding at the same time. 
From previous studies, it was noted that unless a user is familiar with a particular 
website, most users usually only limit their search of information to a few links or 
levels  from  a  webpage.  For  this reason,  the  crawler  in this  study  is  limited  to 
downloading at two levels only: an Initial Page and all the pages linked to it. If 
needed,  the  system  can  be  extended  to  additional  levels.  In  addition,  only  the 
webpages in the same domain of the Initial Page are downloaded as webpages as 
those from other domains are most likely to be advertisements. 
3.3.2 Applying Single Page Extraction 
After the webpages are downloaded, each webpage is then passed to the process 
of Single Page Extraction, which can be run in parallel. This will result in extraction 
of the content from each webpage and the combined output will then be processed 
in the next stage. 
3.3.3  Extracted Content Matching (ECM) 
The extracted content is referred to the set of the extracted elements on each 
webpage produced from the previous stage of Single Page Extraction. The extracted 
content may consist of informative elements and/or non‐informative elements. For 
example, non‐informative elements in webpages may contain words such as “vote”, 68 
 
“search” or “top of page”. If these words appear in an extracted element from a 
webpage, it is likely that they will also appear as an extracted element in other 
pages within the same website. Therefore, the extracted elements can be checked 
by matching them among the results from the multiple pages. If the same extracted 
element occurs multiple times from different pages, it indicates that it is likely to be 
a non‐informative element or “noise”. From the experiment based on 20 webpages, 
it was observed that if an extracted element occurs in less than 3% of all the pages, 
the element would be an informative element. The non‐informative element could 
then be excluded in this manner. 
3.3.4 Evaluation 
Assessment of the accuracy of Multiple Page Extraction approach is similar to the 
measurement of Single Page Extraction as proposed earlier, which are based on 
Precision, Recall and F‐measure with parameters of the length of extracted content. 
3.3.5 Experimental Results and Discussion 
In this experiment, the non‐informative extracted elements on the webpages in the 
same website are repeated on all the webpages. Results from the ECM technique 
on a Thai website
23 are presented in Table 3.3. In this website, there are over 200 
webpages linked inside the Initial Page. Out of these, 15 pages of the same domain 
                                                            
 
23 http://dailynews.co.th ‐ last accessed on 29 July 2011 69 
 
were randomly downloaded and extracted. Each webpage is extracted by single and 
Multiple Page Extraction techniques to assess the improvement of the proposed 
Multiple  Page  Extraction  approach  as  compared  to  the  Single  Page  Extraction 
approach. 
 
 Table 3.3 Experimental results of Single and Multiple Page Extraction
24 
No  URLs
25 
Single Page Extraction  Multiple Page Extraction 
Precision  Recall  F‐Measure  Precision  Recall  F‐Measure 
1  …page=content&categoryID=420&contentID=153533  94.50% 100% 97.17% 100% 100% 100% 
2  …page=content&categoryID=419&contentID=153386  82.11% 100% 90.18% 98.75% 100% 99.37% 
3  …page=content&categoryID=38&contentID=153389  77.50% 100% 87.32% 100% 100% 100% 
4  …page=content&categoryID=424&contentID=153390  77.37% 100% 87.24% 100% 100% 100% 
5  …page=content&categoryID=23&contentID=153325  91.52% 100% 95.57% 100% 100% 100% 
6  …page=content&categoryID=460&contentID=152668  83.45% 100% 90.98% 100% 100% 100% 
7  …page=content&categoryID=447&contentID=153327  86.16% 100% 92.56% 100% 100% 100% 
8  …page=content&categoryID=333&contentID=153290  90.43% 100% 94.97% 100% 100% 100% 
9  …page=content&categoryID=414&contentID=153241  91.55% 100% 95.59% 100% 100% 100% 
                                                            
 
24 These results were produced on 29 July 2011. 
25 Every URL begins with “http://dailynews.co.th/newstartpage/index.cfm?”  
e.g. No2. is http://dailynews.co.th/newstartpage/index.cfm?page=content&categoryID=419&contentID=153386 71 
 
No  URLs
25 
Single Page Extraction  Multiple Page Extraction 
Precision  Recall  F‐Measure  Precision  Recall  F‐Measure 
10  …page=content&contentId=153564&categoryID=420  66.38% 100% 79.79% 100% 100% 100% 
11  …page=content&contentId=153560&categoryID=420  61.35% 100% 76.04% 100% 100% 100% 
12  …page=content&contentId=153559&categoryID=420  77.84% 100% 87.54% 100% 100% 100% 
13  …page=content&contentId=153558&categoryID=420  78.80% 100% 88.15% 100% 100% 100% 
14  …page=content&contentId=153557&categoryID=420  86.19% 100% 92.58% 99.08% 100% 99.54% 
15  …page=content&contentId=153543&categoryID=420  77.51% 100% 97.33% 100% 100% 100% 
  81.51% 100% 89.53% 99.86% 100% 99.93% 
 As shown in Table 3.3, the proposed techniques produced 100% of Recall, which 
means the key contents had been extracted and included in the results of both the 
single  and  multiple  page  cases.  Based  on  the  Precision  results,  the  proposed 
Multiple Page Extraction approach scored higher values indicating that it was able 
to  filter  out  the  non‐informative  content  or  noises  as  compared  to  the  results 
produced from Single Page Extraction. There were two webpages that did not yield 
100%  Precision  due  to  the  same  non‐informative  content, 
“.getflashtoseethisplayer.”, being embedded in some of the elements and the non‐
informative content was not explicitly shown on the Web browser. This omission 
can be unintentional data left inside the webpages by the Web authors but the real 
reasons are unknown.  
Results of the key content extraction from URL’s number 4 and 5 in the Table 3.3 
are shown in Figure 3.5. The solid rectangles on Figure 3.5 enclosed the informative 
extracted content while the information in the unframed areas on the right‐hand‐
side of the pages is non‐informative content which was eliminated in the extraction 
process. These were identified and eliminated during the Single Page Extraction 
process.  The  dashed  rectangles  show  the  non‐informative  content  which  were 
produced during the Single Page Extraction. Unlike the unframed non‐informative 
content described earlier, information in the dashed rectangle was not extracted 
during  the  Single  Page  Extraction  process.  However,  as  they  appeared  in  the 
Multiple Page Extraction repeatedly, they were therefore identified and filtered out 
in the Multiple Page Extraction process. Similar results have also been achieved for 
the other pages. 73 
 
 
Figure 3.5. Examples of URL No. 4 and 5 from Table 3.3 and areas of informative 
and non‐informative extracted content 
3.3.6 Summary of Multiple Page Extraction 
An Extracted Content Matching (ECM) technique has been proposed for extracting 
content  from  Multiple  Page  Extraction  based  on  the  Single  Page  Extraction 
technique.  The  aim  of  ECM  is  to  remove  non‐informative  extracted  content  by 
determining the occurrence of each element in a set of extracted content. If the 
element  occurs  many  times,  it  is  likely  that  they  are  non‐informative  extracted 
content. Furthermore, parallel processing can be incorporated in order to increase 74 
 
the processing speed, and other features included are the use of file compression, 
automatic encoding, and automatic determination of the link addresses.  
Results from a Thai website have been reported, and they were assessed by using 
Precision, Recall and F‐measure based on the length of the extracted content. The 
results  have  shown  that  the  proposed  ECM  technique  is  able  to  improve  the 
accuracy  of  the  extracted  content.  In  the  illustrated  example,  the  techniques 
produce  100%  accuracy  for  13  of  15  webpages  in  a  website.  Other  results  are 
included in Appendix B.  
3.4  Summary 
This chapter proposes two techniques for both Single and Multiple Page Extraction, 
and  results  from  experimental  studies  are  reported.  The  Single  Page  Extraction 
technique  is  based  on  heuristic  rules,  and  this  technique  employed  DOM  for 
transforming a webpage to a DOM tree and XPath language to handle elements on 
the webpage. The Single Page Extraction consists of three main steps: Webpage 
Element and Feature Extraction, Block Detection, and Content Extraction Selection 
in order to extract key contents from the webpage. The chapter has also proposed a 
measurement  to  assess  the  accuracy  of  this  technique  since  there  is  no  well 
established  or  commonly  accepted  means  of  measurement  of  the  extracted 
content in Thai language at this moment of time. The proposed measurement is 
based  on  Precision,  Recall,  and  F‐measure  with  parameters  of  the  length  of 
informative and non‐informative extracted content. In Single Page Extraction, this 75 
 
technique is able to extract key content with a high accuracy of over 96% from the 
experiment. Moreover, the accuracy has been improved by using the Multiple Page 
Extraction approach. 
The  Multiple  Page  Extraction  approach  is  based  on  the  Single  Page  Extraction 
technique, and an Extracted Content Matching (ECM) technique has been proposed 
to filter out non‐informative extracted content from the results produced from the 
Single Page Extraction technique. The Multiple Page Extraction approach comprises 
three main parts: Crawler, Single Page Extraction, and Extracted Content Matching 
(ECM),  and  parallel  processing  is  integrated  in  this  approach  for  increasing 
processing speed and throughput. Assessment of the accuracy of this approach is 
similar  to  the  measurement  of  Single  Page  Extraction  as  proposed  earlier. 
According to the results reported, this approach is able to improve the accuracy. 
In order to present an overview of content from Thai webpages based on tag cloud, 
Thai words in the extracted content have to be segmented before the content is 
transformed  to  a  tag  cloud.  As  a  result,  Thai  word  segmentation  is  therefore 
another essential module for the information presentation for Thai webpages, and 
the details are discussed in the next chapter. 4.  Thai Word Segmentation 
4.1  Introduction 
Chapter 4 describes the process for Web content extraction from Thai Websites and 
due  to  the  nature  of  the  language,  the  content  is  in  the  form  of  a  piece  of 
continuous text. The text has to be segmented into individual Thai words before 
they can be presented as an overview of the content from the corresponding Thai 
website  in  an  integrated  approach.  This  module  is  referred  to  as  Thai  word 
segmentation, which is the focus of this chapter. 
The main purpose of word segmentation is to identify the word boundaries in a 
continuous  text, and this is essential in Thai Natural Language Processing (NLP) 
[144, 145] for applications such as Thai word correction, Thai sentence extraction, 
text to speech, and machine translation. There is a range of techniques which has 
been  proposed  to  address  the  problem  of  Thai  word  segmentation  and  the 
techniques can be generally classified as dictionary based or non‐dictionary based 
approach. The proposed technique in this study is based on the longest matching 
technique from the dictionary based approach and utilises a corpus of commonly 
used words from specific sources instead of a dictionary of formal words.  77 
 
In this research, the corpus was obtained from the public research institute, Human 
Language  Technology  Laboratory  (HLT)
26,  run  by  the  National  Electronics  and 
Computer  Technology  Center  (NECTEC)
27  of  Thailand.  NECTEC  is  the  national 
organisation  which  is  responsible  to  undertake,  support  and  promote  the 
development  of  electronics  and  computer  technologies  through  research  and 
development activities [146]. The corpus has been used in national competitions of 
Thai word segmentation, and it can be considered as a reliable representation of all 
the commonly used words in Thailand. On the other hand, the dictionary from the 
Lexitron website
28 from NECTEC is used. Lexitron’s objective is to provide online 
translation between Thai and English. The key advantage of the proposed technique 
based on corpus is its simplicity and a higher degree of accuracy with less error as 
compared  to  the  use  of  the  Lexitron  dictionary  since  there  are  more  unique 
common words in the corpus than inside the dictionary. Results of the comparison 
are shown in Appendix C. 
The following sections start with a discussion on the details of the corpus used in 
this study which includes an explanation on the corpus, and how the corpus was 
prepared. In addition, when the prepared corpus was first used in the experiments, 
inconsistent  segmented  words  were  found  in  the  results.  Consequently,  the 
                                                            
 
26 http://www.hlt.nectec.or.th/hlt/ ‐ last accessed on 30 June 2012 
27 http://www.nectec.or.th/ ‐ last accessed on 30 June 2012 
28 http://lexitron.nectec.or.th/2009_1/index_en.php?q=common_manager/download ‐ last accessed 
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inconsistent segmentation had to be solved, and this will be explained in the corpus 
section. Details of the segmentation technique are then provided, followed by a 
discussion on the performance measurement of the proposed technique. Finally, 
the experimental results are discussed, and a summary of this chapter is given in 
the last section. 
4.2  Corpus Details 
4.2.1 Description of Corpus 
The corpus used in this study is based on a data set of segmented Thai words, and 
the corpus is provided by HLT, under NECTEC in Thailand. The HLT has initiated a 
research project called Benchmark for Enhancing the Standard for Thai Language 
Processing (BEST) [22] since 2009. There are three main objectives of this project, 
and the first one is to set up standards in various research areas of Thai language 
processing. The other two are to share data and knowledge among researchers, 
and to organise contests with criteria and test data determined by the BEST project 
[22]. 
The first contest from the BEST project was Thai word segmentation. There were 
four  contests  held  on  Thai  word  segmentation  organised,  and  they were called 79 
 
BEST2009,  InterBEST2009,  BEST2010,  and  BEST2011.  The  InterBEST2009
29  was 
organised  as  an  international  contest.  Apart  from  InterBEST2009,  most  of  the 
results  were  presented  in  Thai.  Recently,  there  was  another  contest  called 
BEST2012 organised with the focus on the development of Thai Spelling Correction 
Software. On the other hand, competitors in the contests were provided with tools 
and resources
30 and the corpus used in this study was obtained from BEST. In this 
study, the same corpus was used as it is assumed to be reliable and valid as a 
fundamental  baseline  for  Thai  word  segmentation.  Since  it  is  officially  provided 
from the BEST project, substantial effort has been devoted to the development and 
verification of its validity. An example excerpt from the corpus is shown in Figure 
4.1 to demonstrate some of the content with segmented words inside the given 
corpus. Moreover, the results of InterBEST2009 are used for referral and compared 
with the results in this study
31.  
                                                            
 
29 http://thailang.nectec.or.th/interbest/ ‐ last accessed on 7 June 2010 
30 http://thailang.nectec.or.th/downloadcenter/ ‐ last accessed on 7 June 2010 
31 Initially, this study was intended to be submitted to BEST2011, but it did not happen as all the 
procedure such as demonstration have to be carried out in Thailand, while the author resided in 
Australia at such time. 80 
 
 
 
Figure 4.1. An example excerpt from the corpus provided by the BEST project 
The  corpus  is  named  “BEST  2009  word‐segmented  corpus”  [25],  and  it  was 
developed semi‐automatically by a computer software with human refinement. The 
corpus is referred as the main corpus, or CMain in this study. According to the 
guidelines for BEST2009 [147], there are 5,036,229 segmented words in the written 
language, and the words are in the form of the smallest meaningful unit. Four types 
of annotations were blended with the segmented words to differentiate between 
the (i) commonly used words; (ii) named‐entities  such as names of person, place, 
organisation; (iii) well known abbreviations; and (iv) poems. Some examples are 
shown in Table 4.1. Each annotation is counted as one token representing one 
word.  The  objective  of  word  segmentation  is  to  identify  the  individual  words 
according to these annotations. However, a poem or a named‐entity could be a 
piece of text comprising multiple words. According to the rule of the contest, it is 81 
 
still treated as a single word and this could possibly lead to confusion and possible 
errors in the results. 
Table 4.1. Types of annotations in the BEST 2009 word‐segmented corpus 
Annotation  Description  Examples 
|  Used to identify a 
word by placing it 
at the end of the 
word 
ว่าว| |เป็น|สิ่ง|ประดิษฐ์|ขึ้น|เพื่อ|ความ|บันเทิง|  
Kite| |is|thing|invent|up|for| 
‐ment|entertain| 
Translation: Kite is an invention for 
entertainment.  
<NE>...</NE>  Used to enclose  
a named‐entity 
<NE>ยุโรป</NE> = <NE>Europe</NE> 
<NE>ประเทศไทย</NE> = <NE>Thailand</NE> 
<AB>...</AB>  Used to enclose an 
abbreviation 
<AB>ซม.</AB> = <AB>cm</AB> 
<AB>กก.</AB> = <AB>kg</AB> 
<POEM>... 
</POEM> 
Used to enclose a 
section of poem 
<POEM>ชีวิตเหมือนเรือน้อยล่องลอยอยู่ ต้องต่อสู้แรงลม
ประสมคลื่น ต้องทนทานหวานสู้อมขมสู้กลืน ต้องจําฝืนสู้ภัย
ไปทุกวัน</POEM> 
Translation: Life is like a small boat floating 
against winds and waves, bearing to make the 
best of a bad situation and making an effort to 
overcome danger every day.   
 
CMain  consists  of  a  wide  range  of  writing  styles  within  four  genres;  academic 
articles  in  humanities,  novels,  Thai  encyclopaedias  and  online  news.  The 82 
 
proportions  between  them  are  20.76%  (1,045,286  words),  28.45%  (1,432,587 
words), 20.61% (1,038,026 words) and 30.19% (1,520,330 words), respectively. The 
original academic articles written in Thai excluding translated articles and speech 
transcription were obtained from a website called the Midnight University
32, which 
was founded by a Thai academic and launched by a group of academics.. As for 
novels, the genres included non‐fiction, comedy, romance and mystery, and only 
less than 10% from each copy were used due to copyright issues. Prized titles by 
renowned novelists as well as other titles from new authors were randomly chosen 
in order to include a range of authors. 
With reference to Thai encyclopaedias, the documents were taken from the Thai 
Junior  Encyclopaedia  Project
33,  including  different  categories  from  ancient  Thai 
culture to modern science and technology. They were selected so as to encompass 
a mixture of vocabularies. As regard to online news, the articles were selected from 
those published in 2004, 2007 and 2008. The Specialty Research Unit in Natural 
Language  Processing  and  Intelligent  Information  System  Technology  (NAiST)
34, 
Faculty  of  Engineering,  Kasetsart  University,  Thailand  was  responsible  for  the 
collection of articles from 2004. The articles from 2007 and 2008 were stories from 
the first page of the online newspapers.  
                                                            
 
32 http://www.midnightuniv.org/ ‐ last accessed on 24 April 2012 
33 http://kanchanapisek.or.th/kp6/New/index.php ‐ last accessed on 24 April 2012 
34 http://naist.cpe.ku.ac.th/ ‐ last accessed on 24 April 2012 83 
 
4.2.2 Corpus Preparation 
Based  on  the  “BEST  2009  word‐segmented  corpus”  [25],  a  corpus  called  the 
Reference Corpus, was established. The BEST corpus consists of 509 files made up of 
198,  107,  108,  and  96  files  in  four  genres  of  Academic  articles,  Novels, 
Encyclopaedias,  and  News,  respectively.  The  main  objective  to  develop  the 
Reference Corpus was to use a single set of words in one corpus instead of dealing 
with multiple files. The process of the preparation is shown in Figure 4.2. In the 
process,  up  to  80%  of  the  files  from  each  genre  in  CMain  were  extracted  and 
merged together. The files in CMain were organised in a sequential order such as 
news_00001.txt,  news_00002.txt,  and  news_00003.txt...etc.  Starting  from  the 
beginning and in lots of five files, the first file was put aside for refinement and 
testing purpose. The remaining four files were selected and merged together. In 
other  words,  the  files  named  00002‐00005,  00007‐00010,  00012‐00015...  so  on 
were merged into one single file called the Draft Reference Corpus. The 20% of files 
in the BEST Corpus (that is, file number 00001, 00006, 000011...) was considered 
the dataset called CTest20.  
Next, each segmented word in the Draft Reference Corpus was extracted and sorted 
according to its length in descending order. As the length of Thai words is normally 
more than one, all the one‐length words and English words were excluded. The 
reasons are that the length of Thai words normally is more than one, and spaces 
can be used to segment most of the English words. 84 
 
 
Figure 4.2. Corpus preparation process 
In addition, this study also used a list of named‐entities, and a list of titles of person 
names with abbreviations. This information was provided by the BEST project. The 
lists  were  then  merged  with  the  words  of  named‐entities  (<NE>...</NE>), 
abbreviations (<AB>...</AB>) and poems (<POEM>...</POEM>) extracted from the 
Reference Corpus and these words formed a list called CName. As a result, there are 
44,159 word entries in CName, and all the entries were sorted in descending order 85 
 
of length of the items. The words in CName are useful to identify proper names 
since the words in the Reference Corpus are predominately common words. 
In  order  to  refine  the  Reference  Corpus,  the  draft  reference  corpus  was  tested 
against the set of files in CTest20. The words in each of the files in the CTest20 set 
were combined by removing all the annotations which are shown in Table 4.1. The 
resultant words after the filtering process would then appear as a continuous text 
in Thai language. The purpose is to determine whether this piece of continuous text 
will be accurately separated using the Reference Corpus. Testing of draft corpus 
against CTest20 was based on segmentation process, which will be described in 
Section 4.3, Thai word segmentation technique.  
After the segmentation process, the text in the CTest20 set was separated into 
segmented words. Each of these words produced by the proposed technique was 
then compared with the original words in order to assess the accuracy. Ideally, 
CTest20  should  be  accurately  segmented  based  on  the  Draft  Reference  Corpus. 
However,  inconsistent  segmented  words  could  result  from  the  segmentation 
process and such inconsistency will affect both the preparation and assessment of 
NLP technologies [148]. Researchers such as Kruengkrai et al. [91] addressed the 
problem by revising the original corpus so as to reduce the inconsistency. In this 
study, the original corpus, CMain, therefore needed to be refined in order to reduce 
the inconsistency from the segmentation process. This is detailed in the following 
section.  86 
 
4.2.3 Resolving Inconsistent Segmentation  
This study proposed a technique, called Frequency Based Corpus Refinement, to 
address the inconsistency issue among the segmented words. The objective of this 
technique was to improve the consistency of the segmented words when they were 
compared  to  the  original  corpus.  An  overview  of  the  technique  is  illustrated  in 
Figure 4.3. 
 
Figure 4.3. Process of resolving inconsistent segmentation 87 
 
In Figure 4.3, there are four steps, and the description of the steps is given below. 
 
(1) Create sets of 1‐gram, 2‐gram, 3‐gram segmented words from CMain. 
(2) Take each entry of 2‐gram to compare with all the entries in the set of 1‐
gram  segmented  words.  If  a  match  is  found,  their  frequencies  are 
compared. The one having higher frequency is considered as a valid word 
from the segmentation process, and this pair is then saved to a list. This list 
will be used to update CMain in the next step. Similar to 2‐gram, all entries 
in  3‐gram  are  compared  with  the  entries  in  the  1‐gram  dataset.  The 
algorithm of the comparison process is shown in Figure 4.4. 
 
Figure 4.4. Main algorithm of the corpus refinement 
(3) A list of valid segmentation words from the previous step is then generated, 
and the list is used to update the original corpus, CMain.  
// Requirements: Generate 1‐gram, 2‐gram, and 3‐gram of words in the corpus 
//                          An inconsistent list consists of (inconsistent item, valid item) 
foreach (item2 in 2‐gram)  
    foreach (item1 in 1‐gram)  
  If (item1 = item2 without (‘|’))  
  If (item2.frequency > item1.frequency)  
   Remove item1 in 1‐gram   // item2 is possibly correct. 
   Add this pair to the inconsistent list (item1, item2) 
    else                                                    // item1 is possibly correct. 
   Add this pair to the inconsistent list (item2, item1) 88 
 
(4) Finally, after CMain is refined with the additional words from Step 3, a new 
Reference Corpus and CTest20 is produced based on the same criteria as 
described in Section 4.2.2 earlier. This Reference Corpus is then used against 
the CTest20 set to assess the improvement of the accuracy of the proposed 
word segmentation technique.  
In this study, the initial inconsistency list produced by the process comprised 7,697 
pairs  of  entries,  or  approximately  0.15%  of  CMain.  Samples  of  some  of  the 
inconsistent or wrongly segmented words are shown in Table 4.2. For instance, a 2‐
gram item, “ไม่|ได้”, is considered as two words, and the item occurred 6,875 times 
in CMain. However, the item considered as one word occurred only 3 times while 
the 2‐gram item provides the same meaning as the one word. As a result, the 2‐
gram item is considered as a valid item and it is used to update CMain.  
Table 4.2. Samples of inconsistent segmented words in the corpus 
Original words Segmented 
as two 
Frequency 
Wrongly Segmented as 
one word 
Frequency 
ไม่|ได้  6,875  ไม่ได้  3 
จะ|มี  4,016  จะมี  4 
จะ|เป็น  3,258  จะเป็น  4 
ดัง|กล่าว  3,085  ดังกล่าว  1 
ชาว|บ้าน  1,719  ชาวบ้าน  12 
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Additionally,  results  of  the  improvement  on  resolving  the  inconsistent 
segmentation  are  shown  in  Table  4.3.  The  results  in  the  table  are  based  on 
Precision, Recall, and F‐measure, and the parameters used in these expressions are 
described in Section 4.4.  
Table 4.3. Improvement on the resolving inconsistent segmented words 
Genre 
Before Resolving  After Resolving 
Precision  Recall  F‐Measure Precision  Recall  F‐Measure
Article  87.28%  82.43%  84.78%  95.33%  97.34%  96.32% 
Novel  81.86%  81.91%  81.89%  87.97%  93.59%  90.69% 
Encyclopaedia 88.59%  84.99%  86.75%  95.61%  97.69%  96.64% 
News  76.85%  80.90%  78.82%  84.14%  94.54%  89.04% 
Average 83.65%  82.56%  83.06%  90.76%  95.79%  93.17% 
 
In the table, the values in columns under “Before Resolving” were results from the 
segmentation process prior to resolving the inconsistency, while the values in the 
columns under “After Resolving” are results produced from the refined corpus. As it 
can be seen in the table, the accuracy of all the genres has been improved from an 
average  value  of  83%  up  to  an  average  value  of  93%.  In  this  experiment,  the 
Reference Corpus after the refinement contains 32,476 word entries.  
Furthermore, the accuracy of the segmentation can be improved by incorporating 
another list, CName, which contains proper nouns such as named‐entities, titles of 
person  and  commonly  used  acronyms  as  described  in  Section  4.2.2.  The 90 
 
combination of Reference Corpus and CName are then used by the proposed word 
segmentation technique, which is discussed in the next section. 
4.3  Thai Word Segmentation Technique 
The  proposed  technique  of  Thai  word  segmentation  is  based  on  the  Longest 
Matching Technique [80, 81], and there are a few steps included to improve the 
matching  speed  as  well  as  the  use  of  parallel  processing.  The  process  of  the 
proposed technique is described as follows: 
(1) Starting with the CName list, fetch the first item from the beginning of the 
list which is the longest word. 
(2) Compare the word against the testing text from left (beginning of text) to 
right.  
(3) If a match is found, the word is denoted with an annotation (“|”) at the 
beginning and the end of the word to identify it as a segmented word.  
(4) Repeat this until the end of the testing text. This will effectively segment all 
the identical words in the texting text. 
(5) Get the next word in the list of CName and repeat the above steps. All the 
segmented words in the previous comparison will not be compared again. 91 
 
5.1)  Mark the position of each character in the matched word in order 
not to segment inside the matched word. 
5.2)  End the process early if the number of unmarked positions is smaller 
than  the  length  of  the  remaining  item  in  the  CName  and/or  Reference 
Corpus.    
(6) Repeat the steps until the end of the CName list. 
(7) The above process is repeated again with the Reference Corpus. 
(8) At the end of these steps, the testing text will be segmented with words 
from the CName list and the Reference corpus.  
Moreover, parallel processing can be incorporated in this approach. In this study, 
the parallel processing is based on ThreadPool class in the .NET framework version 
4.  
(1) The testing text is separated according to the new line characters in the text. 
Each block of text finished with a new line character is considered as a line 
and it initiates a thread for processing. 
(2) Each  line  is  then  segmented  using  CName  and  the  Reference  Corpus  as 
described in the previous section 4.2.3. 92 
 
(3) The segmented words produced by the threads are merged in the same 
order as the original testing text.  
The parameters used for “workerThreads” and “completionPortThreads” were 15 
and 5, respectively. Example results of comparison between sequential and parallel 
processing are provided in Section 4.5. 
The approach for evaluation of results from word segmentation is given in the next 
section. 
4.4  Evaluation of Word Segmentation Results 
For the evaluation of the performance of the word segmentation technique, the 
original text in CTest20 was combined after the removal of the annotations. This 
formed the testing text and it is segmented by the process described previously in 
Section 4.3. The segmented words from the process are then compared with the 
original text. Precision, Recall and F‐measure are used again to assess the accuracy 
of the proposed technique. They are the same metric used in the BEST2009 contest 
[22]. Precision refers to the number of correct segmented words produced by the 
process, divided by the number of total segmented words produced. Recall is the 
number  of  correct  segmented  words  produced  by  the  process,  divided  by  the 
number of total original words. A correct segmented word produced by the process 
is one which is identical to the original word in the same order. The calculation of F‐
measure is the same as shown in the expression (3.3) in Chapter 3. Based on this 93 
 
measurement,  the  word  segmentation  results  are  assessed  and reported  in  the 
next section.  
4.5  Experimental Results and Discussion 
In this study, the proposed word segmentation approach was evaluated based on 
the CMain corpus as described in the earlier section. The Reference Corpus, which 
consisted of 80% of CMain as well as a CName list, were used to segment the 
testing text from 20% of CMain. The criteria used for the assessment are based on 
the guidelines in the BEST website
35 [22]. The results from this study are compared 
in  an  unbiased  manner  with  results  submitted  by  other  participants  from  the 
InterBEST2009 [149] contest. This should give a fair indication of the performance 
of the proposed technique in this research. The comparisons are shown in Table 4.4 
to Table 4.7. All the results are ordered by the highest F‐measure to the lowest F‐
measure  from  the  top  to  the  bottom.  It  can  be  observed  that  the  results  of 
proposed  approach  are  consistently  in  the  top  three  among  the  other  results, 
indicating the usefulness of the work in this study. 
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Table 4.4. Results on academic article data set 
Participants 
Academic Article Data Set 
Precision  Recall  F‐Measure 
Kruengkrai  98.58  97.10  97.84 
Proposed approach  97.51  97.91  97.71 
Suesatpanit  96.20  97.26  96.73 
Haruechaiyasak  95.71  96.54  96.13 
Bangcharoensap  93.12  97.24  95.14 
Limcharoen  88.92  94.44  91.60 
Table 4.5. Results on encyclopaedia data set 
Participants 
Encyclopaedia Data Set 
Precision  Recall  F‐Measure 
Kruengkrai  98.14  97.26  97.70 
Proposed approach  97.15  97.50  97.32 
Suesatpanit  96.37  96.60  96.48 
Bangcharoensap  93.54  96.52  95.01 
Haruechaiyasak  95.15  94.83  94.99 
Limcharoen  90.11  94.72  92.36 
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Table 4.6. Results on news data set 
Participants 
News Data Set 
Precision  Recall  F‐Measure 
Kruengkrai  97.78  96.30  97.03 
Suesatpanit  94.95  96.13  95.54 
Proposed approach  94.20  96.47  95.32 
Haruechaiyasak  93.54  94.99  94.26 
Bangcharoensap  87.42  94.84  90.98 
Limcharoen  77.43  92.61  84.34 
Table 4.7. Results on novel data set 
Participants 
Novel Data Set 
Precision  Recall  F‐Measure 
Kruengkrai  97.37  96.20  96.78 
Haruechaiyasak  95.43  95.72  95.57 
Proposed approach  94.62  95.84  95.23 
Suesatpanit  94.68  95.46  95.07 
Bangcharoensap  92.64  96.31  94.44 
Limcharoen  87.03  93.99  90.38 
 
In Table 4.4 to Table 4.7, there are five participants, and the Participants column 
shows last names of the first members of their team. Details of the techniques 
proposed by the participants have been described in Section 2.3.2. 96 
 
From Table 4.4 to Table 4.7, it can be seen the accuracy of the proposed approach 
of this study for Academic Articles, Encyclopaedias, News, and Novels are 97.71%, 
97.32%, 95.32%, and 95.25%, respectively. The results of this approach are at either 
the second or the third rank. Additionally, this approach has proposed a way to 
segment words based on the longest matching technique and the utilisation of the 
corpus, which is different from the approaches adopted by the other participants. 
One of the advantages of the proposed is its simplicity in implementation, yet its 
performance is compatible and is better than most of the other techniques. 
In regard to the incorrect results produced from this approach, there are a few 
issues which could be the causes of the errors. The first one is the issue of a small 
number of unknown words. As the words do not appear in the Reference Corpus 
and CName, they could not be segmented. However, inside these unknown words, 
individual “correct” words may exist, and these words will be segmented although 
the result will be wrong as the words are out of context. The second issue relates to 
the  errors  of  segmented  words  inside  the  Reference  Corpus.  For  example,  "ก็ต", 
"◌ือ","◌ีย", are incorrect or invalid words but they were found in the corpus. In this 
study, there are less than 10 of these errors among the 5,036,229 entries in the 
corpus. This reflects that the quality of the corpus is high as the number of error is 
insignificant compared to the number of total entries.  
The third issue refers to the limitation of the longest matching technique as the 
longer words may produce wrong results. This is due to the fact that the longer 97 
 
words  are  having  preference  over  the  shorter  words.  Hence,  there  could  be 
situations that two or more correct words may happen to form a long valid word, 
and the shorter words will not be able to be segmented correctly. The last issue is 
the  relationships  between  named‐entities  and  the  segmentation  forms  in  the 
corpus. One entry in the list of named‐entities may appear inside segmented words 
in the corpus. For instance, “จินตนา” can be a person name, but “จินตนาการ” means 
“to imagine” or “imagination”. This is due to the higher priority of CName over the 
Reference Corpus. Hence, once the name is segmented according to CName, it will 
not be segmented correctly even if the word appears in the reference corpus. While 
these issues have caused errors in the performance of the proposed segmentation 
technique, suggestions on how to deal with them will be discussed in the section on 
future work in Chapter 7. 
4.6  Summary 
This chapter has proposed a Thai word segmentation approach leading to the final 
objective  of  information  presentation  from  Thai  websites  in  this  study.  The 
proposed approach is based on the longest matching technique and the utilisation 
of a corpus. The corpus refers to a combination of a Reference Corpus and a related 
collection  of  named‐entities,  abbreviations,  titles  of  person  name,  known  as 
CName. The Reference Corpus is generated based on a corpus, CMain, provided by 
the BEST project, and it needs to be refined by resolving inconsistent segmented 
words before being utilised. The refinement helps to increase the accuracy of the 
segmentation. Moreover, the accuracy can be further improved by incorporating 98 
 
CName,  also  obtained  from  the  BEST  project,  in  the  approach.  The  approach 
segments the words by matching items in the corpus with the testing text. In cases 
where the size of the testing text is smaller than the corpus, it may appear that the 
process  will  incur  unnecessary  computation.  However,  the  comparison  can  be 
improved by parallel processing which is now readily available in clusters or even in 
the desktop environment. Based on Precision, Recall and F‐measure, the accuracy 
of  this  approach  from  the  experiment  is  more  than  95%  which  indicates  the 
usefulness  of  the  approach  in  this  study.  Finally,  segmented  words  of  the  key 
content from Thai websites generated by the proposed Thai word segmentation 
approach will be passed to the next stage for the presentation of an overview of the 
content in the Website. Tag cloud is being used and the details are described in the 
next chapter.  5.  Information Presentation with a Variable Tag Cloud 
5.1  Introduction 
One of the main contributions of this study is the development of an integrated 
approach  for  automatic  generation  of  key  information  presentation  from  Thai 
websites in the form of a proposed approach called the Variable Tag Cloud. The 
approach is novel and has not been reported in the literature and the approach 
aims to provide an overview of key content from single or multiple webpages to 
users so that they can assess whether the information meets their needs. The key 
feature of the Variable Tag Cloud is the flexibility provided to the users who may 
dynamically change the number of keywords in the tag cloud based on different 
threshold  values  or  weights  associated  with  the  keywords.  The  approach 
incorporates the Web content extraction and Thai word segmentation processes as 
described  in  Chapter  3  and  Chapter  4  previously.  The  Web  content  extraction 
process is responsible for the extraction of key content from single or multiple 
webpages. The key contents are then segmented in individual words by the Thai 
word  segmentation  process.  This  is  followed  by  the  keyword  identification  and 
transformation to the Variable Tag Cloud. The information presentation approach 
intended to present an overview of the content from the webpage to the users is 
described in the following sections. Section 5.2 describes the process for keyword 
identification from single page, followed by Section 5.3 on the generation of the 
Variable Tag Cloud from single page. In these sections the techniques including 
evaluation and results are described. Sections 5.4 and 5.5 focus on the key words 100 
 
identification  and  generation  of  Variable  Tag  Cloud  from  multiple  pages 
respectively.  Similarly,  the  techniques,  evaluation  and  results  are  described.  A 
summary of this chapter is then provided in Section 5.6. 
5.2  Keyword Identification from Single Page 
The  generation  of  a  Variable  Tag  Cloud  from  a  single  webpage  starts  with  the 
extraction of key content from a webpage by the Web content extraction approach 
as described in Section 3.2. The output is stored as a set of key content elements 
from the webpage. The words in each of the elements are then segmented by the 
Thai word segmentation approach as described in Section 4.3. Then, the keyword 
identification  approach  selects  the  significant  words  from  the  elements,  and 
transforms the selected keywords into a Variable Tag Cloud to present the key 
theme of the webpage. The overall process is illustrated in Figure 5.1. In the next 
sub‐sections, the proposed keyword identification technique is discussed together 
with the evaluation and the experimental results.  101 
 
 
Figure 5.1. The overall approach of information presentation from Thai websites 
5.2.1 Keyword Identification Technique 
After the words in the extracted key content elements are segmented by the word 
segmentation approach, it is necessary to identify the significant keywords from the 
list of segmented words. This study proposes a technique called Average Normalised 
Term Frequency (AMTF) to perform Thai keyword identification from the extracted 
key contents on a single webpage. AMTF is based on the normalization of the Term 
Frequency of the words by using maximum Term Frequency [106], which is a well‐
studied  technique  [111].  The  idea  of  AMTF  is  to  define  a  weight  for  each  Thai 
segmented word by using an average of the maximum Term Frequency of the same 102 
 
word in the different key content elements. Furthermore, this technique also uses a 
list of stop words to filter out common words such as “it”, “the”, or (in Thai) ก็, การ, 
จะ, which are too common in providing any useful representation of the content 
[150]. The process of the proposed keyword identification technique is described as 
follows. 
(1) Given  the  segmented  words  from  the  set  of  key  content  elements,  the 
process removes the segmented words in the elements if they appear in the 
list of stop words. 
(2)  A weight is then assigned to each of the words from a calculation of the 
Term Frequency (tft,e) based on each element.  
(3) All  the  weights  are  normalised  by  using  the  maximum  Term  Frequency 
technique. 
(4) If the same word exists in multiple occurrences, the repeated words will be 
removed while the weights of the identical words are averaged. 
(5) As  a  result,  the  words  considered  as  keywords  are  based  on  the  top  n 
percentage  of  all  the  unique  weights.  This  value  n  can  be  dynamically 
changed  by  the  user  to  the  number  of  keywords  to  be  displayed  in  the 
Variable Tag Cloud.  103 
 
The list of stop words used in Step (1) is mostly based on [151] and two words: 
“ครับ” (Sir/Yes) and “ค่ะ” (Madam/Yes) (from spoken language) were added since 
those words are used to make conversation more polite and not considered to be 
significant words. On the other hand, the calculation of Term Frequency (TF) in Step 
(2) is based on Term Frequency and Inverse Document Frequency (TFIDF), which is 
a  well‐known  statistical  technique  used  in  information  retrieval  [7,  152].  The 
technique is able to return the important words based on an assigned weight of 
each word in a document. In this study, TF, denoted “tft,e”, refers to the number of 
occurrences of each word or term t in an element (instead of a document in the 
TFIDF approach). 
The  normalisation  of  TF  in  Step  (3)  is  based  on  the  Maximum  Term  Frequency 
technique [106], and the objective is to reduce the weights of words with high 
frequencies in a long document as they could appear many times repeatedly [111]. 
In  other  words,  those  words  may  dominate  other  words  due  to  their  high 
frequencies, therefore their weights should be normalised. The expression of the 
Normalised TF, denoted ntft,e, is shown below. 
   ntf ,   a     1 a   
   , 
        ′    (5.1) 
In the expression above, “a” is a smoothing value, which is between 0 and 1, and 
the value 0.4 is used in this study as the value is commonly used [111]. tfmax(d)’ 
refers to the maximum term frequency in a webpage in this study.  104 
 
After the normalisation, a weight is assigned to each segmented word from the 
extracted key content elements based on AMTF, and the words in the key content 
that has a weight above a certain threshold value will be considered a keyword or 
tag.  The  number  of  the  keywords  in  a  tag  cloud  is  related  to  the  percentage 
threshold value of the total unique weights. Evaluation of the performance of this 
technique for keyword identification is described in the next section. 
5.2.2 Evaluation 
Evaluation of the keyword identification process is based on Precision, Recall and F‐
measure. The parameters used to calculate the Precision and Recall are based on 
the comparison of the number of tags provided in the webpages and the keywords 
identified  by  the  proposed  technique.  The  tags  provided  in  the  webpages  are 
normally determined by the Web authors subjectively. While these tags may not 
appear to be an objective baseline for assessing the keyword identification process 
proposed in this study, a high percentage of Precision and Recall will illustrate the 
proposed  technique  is  able  to  produce  results  compatible  to  what  have  been 
determined by the Web authors. Another issue to be considered is the existence of 
compound words in the tags. The proposed segmentation technique in this study 
will produce the smallest units whereas the tags in the website can be given in their 
compound  forms.  When  these  compound  words  are  segmented,  some  of  the 
smaller words will appear to be duplicated. Hence, the definition of Precision has to 
be modified in order to take into account the occurrence of the duplicated words. 105 
 
This makes the definition of Precision in this section different from what was used 
in the previous chapters.  
Precision  for  keyword  identification  is  calculated  from  dividing  the  number  of 
correct  identified  keywords  (CK)  by  a  combination  of  1)  the  total  number  of 
identified keywords selected by AMTF (TK), and 2) the number of occurrence of the 
correct identified keywords in the tags (DK). Expression of Precision is shown below.  
  Precision     CK/ TK   DK    (5.2) 
On  the  other  hand,  Recall  is  calculated  from  dividing  the  number  of  correct 
identified keywords (CK) by the number of Segmented Words in the Tags provided 
in a webpage (SWT), excluding the number of segmented words in the tags Not 
being Included in the content (NI). The reason for using NI is that some websites 
provide  tags  for  classifying  webpages,  and  the  tags  could  be  too  general.  An 
example of these tags is “Hot news”, which is irrelevant to the content on the 
webpage apart from drawing attention of the readers. Therefore, NI should not be 
considered  in  the  measurement.  Expression  of  Recall  is  shown  below  while  an 
example calculation of the Precision and Recall is illustrated in Figure 5.2. 
  Recall     CK/ SWT   NI    (5.3) 106 
 
 
Figure 5.2. An illustration of calculating the Precision and Recall from outputs of the 
keyword identification process 
The measurements of Precision and Recall are now used to evaluate the proposed 
keyword identification technique and the results are described in the next section. 
 
Description 
  Number of total identified keywords by AMTF (TK)      = 9 
  Number of correct identified keywords (CK)     = 10 
(AA = 1, BB = 2, CC = 2, DD = 2, EE = 2, GG = 1, NA = 0, M = 0, E1 = 0) 
  Number of occurrence of the correct identified keywords (DK)  = 4 
(BB = 1, CC = 1, DD = 1, EE = 1) 
  Number of segmented words in tags in a webpage (SWT)   = 18 
  Number of segmented words in the tags not included   = 3 
  Precision   = 10/(9+4)   = 0.7692 (76.92%) 
  Recall    = 10/(18‐3)   = 0.6667 (66.67%) 107 
 
5.2.3 Experimental Results and Discussion  
In  order  to  assess  the  applicability  of  the  proposed  keyword  identification 
technique in this study, the results are compared against the outputs produced by 
two other techniques, which are Term Frequency and Inverse Document Frequency 
(TFIDF) [106] and the Term Length Term Frequency (TLTF) [107, 108] techniques. 
Details  of  these  techniques  have  already  been  described  in  Section  2.4.  These 
techniques were used by Nuntiyagul et al. [109] and Jaruskulchai and Kruengkrai 
[110] to perform keyword identification in Thai. On the other hand, the data set 
used to evaluate those techniques was obtained from the actual content in Thai 
websites since no specific keyword data set related to those websites is available. 
The websites were selected from the top 50 websites in the “Top Sites in Thailand” 
as provided by Alexa
36, which is a well‐known company reporting website rankings 
based  on  the  volume  of  traffic  [153].  However,  only  a  few  websites  in  the  list 
provide Thai tags together with their content, and some of the websites in the top 
50 in the list are entirely in English. 
The website Sanook!
37 was selected as it was ranked the highest among the Thai 
portal  websites  in  the  list.  MThai
38  (a  portal  website)  and  Thairath
39  (a  news 
website) were also selected as they have defined tags on their content page, and 
                                                            
 
36 http://www.alexa.com/topsites/countries/TH ‐ last accessed on 2 May 2012 
37 http://www.sanook.com/ ‐ last accessed on 2 May 2012 
38 http://www.mthai.com/ ‐ last accessed on 2 May 2012 
39 http://www.thairath.com/ ‐ last accessed on 2 May 2012 108 
 
these  tags  are  used  for  comparison  purposes.  In  addition,  ThaiPublica.org
40  (an 
investigative information website) was also included so as to include a variety of 
content themes from the websites. Finally, 20 webpages from the four websites 
were used. These webpages consisted of different categories of content such as 
news, fashion, entertainment, politics, travel….etc. Each of these webpages had 
tags provided by the Web authors, and statistics of the data set is presented in 
Table 5.1. 
Table 5.1. Statistics of the data set used to evaluate the proposed keyword 
identification technique from single page 
No. of 
Webpages 
Average No. 
of Words 
(NW) 
No. of 
Provided 
Tags (SWT) 
Tags Not 
Included in the 
content (NI) 
Average 
Keyword Ratio 
from each page 
(SWT/NW) 
20 pages  635.75  9.95  0.95  2.1% 
 
In Table 5.1, there are 635.75 average segmented words from the 20 pages as 
shown  in  the  “Average  Number  of  Words  (NW)”  column.  In  the  “Number  of 
Provided Tags (SWT)” column, there are 9.95 average segmented words in the tags 
provided  on  the  webpages,  while  the  “Tags  Not  Included  in  the  Content  (NI)” 
column shows 0.95 average segmented words in the tags that are not included in 
the key content. The ratio in average of (SWT) and (NW) from each page is 2.1% as 
shown in the “Average Keyword Ratio (SWT/NW)” column. It is observed that there 
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is only a small number of tags provided in the webpages, and some of the tags are 
also not included in the original content on the Web. 
In order to assess the performance of the proposed techniques, the key content of 
each page is extracted by ignoring the irrelevant information. The extracted key 
contents are then segmented and applied to the three approaches, AMTF, TLTF and 
TFIDF  as  inputs.  The  keywords  identified  by  these  approaches  were  in  lists  of 
keywords based on percentage weights. In the experiment, there were 20 keyword 
lists  generated  from  5%  to  100%,  in  increments  of  5%.  All  the  lists  are  then 
compared with the tags provided in the webpages. Table 5.2 shows a comparison of 
the best results based on the lists generated by these techniques, and all the results 
are provided in Appendix D. 
Table 5.2. A comparison of the best results from AMTF, TLTF and TFIDF techniques  
Method  % 
No. of 
unique 
weights 
No. of 
Keywords
No. of 
Correctly 
Identified 
keywords 
Precision Recall  F‐Measure
AMTF  25 39.4  11.9  3.65  28.76% 34.42%  28.33%
TLTF  45 16.45  17.65  2.55  12.78% 25.54%  15.87%
TFIDF  95 19.5  219.8  5.45  2.74% 57.33%  5.12%
 
It can be observed that the accuracy of AMTF is higher than TLTF’s and TFIDF’s in 
term  of  the  F‐Measure.  While  it  appears  that  the  automatic  process  does  not 
produce 100% accuracy, it should be recognized that the tags were provided by the 110 
 
Web authors through a manual process. There is no assurance that the tags were 
the keywords based on the highest frequency of occurrence. They were just tags 
perceived to be important by the Web authors. In addition, there were tags not 
even  included  in  the  original  content  (NI).  The  proposed  approach  provides 
consistency  in  the  segmentation  and  identification  processes,  and  the  correct 
keywords have been found to be included in the key content tags provided by the 
Web authors.  
Accuracy of keyword identification also depends on a number of factors. One factor 
is due to the Web content extraction and Thai word segmentation approaches since 
the  accuracy  of  those  approaches  affect  the  keywords  being  identified 
subsequently. A second factor is due to the number of total unique weights that 
could affect the accuracy as the distribution of segmented words is based on the 
weights. The higher distribution the unique weights are, the smaller the number of 
the keywords identified, and this affects the Recall results. The third factor is due to 
the writing style of the Web authors as different styles and structures also affect 
the  weights.  The  last  factor  is  due  to  the  number  of  the  tags  provided  on  the 
webpage because if the number is low, the identified keywords and Precision will 
be directly affected.  
On the other hand, TLTF gives higher weights for longer words, and it seems to be 
helpful for the recognition of named‐entities in Thai although the named‐entities 
may not be keywords. Additionally, the low accuracy of TFIDF in the experiments 111 
 
may be due to the reason that the technique requires a collection of documents, 
and it may not be applicable to a single webpage. In this study, the key content 
elements  from  a  single  webpage  are  treated  as  individual  documents,  and  the 
content may not be consistent in terms of the number of words. Hence, this affects 
the results greatly. As a result, the proposed technique, AMTF, has demonstrated 
that it has the highest accuracy, and it should be applicable and useful for keyword 
identification  from  a  single  webpage.  The  keywords  identified  by  the  proposed 
technique, in a form of the keyword lists, will be visualised in a Variable Tag Cloud. 
The details are provided in the next section. 
5.3  Variable Tag Cloud for Single Page 
The last section discussed how the keywords were identified from the segmented 
words in the extracted key content. This section describes 1) how the identified 
keywords  are  displayed  in  the  Variable  Tag  Cloud,  and  2)  visualisation  of  the 
Variable Tag Cloud. Section 5.3.1 on Display of the Keywords in tag cloud, describes 
the details of the various styles used, normalisation of weights of the identified 
keywords in order to be assigned with the different styles, and, the sequence of 
displaying the keywords. Section 5.3.2 on the visualisation of the Variable Tag Cloud 
provides a demonstration using actual content from a webpage to illustrate the 
results  produced  from  the  proposed  keyword  identification  technique.  The  tag 
cloud is presented together with a line chart showing the relationship between the 
number  of  identified  keywords  against  different  percentage  weights  of  the 
keywords. Moreover, the Variable Tag Cloud  provides the flexibility to vary the 112 
 
number of identified keywords along the line chart. Details of the display of the 
keywords and the visualisation of the tag cloud are provided next.  
5.3.1 Display of Keywords in a Variable Tag Cloud 
Weber [154] suggested the use of seven word classes, based on parts of speech, for 
text visualisation in order to avoid too many classes and colours on display. Seven 
different  presentation  styles  are  therefore  adopted  in  this  study  to  display  the 
keywords or tags in a Variable Tag Cloud. The different types of font sizes, font 
weights, and font colours are defined in Table 5.3 while all the styles have 110% of 
line height. Light text shadow is applied from style 3 onwards as they have higher 
weights. The major shades used to present the tags are based on the practical 
colour coordinate system (PCCS) [155] in order to differentiate shades with ease. 
Furthermore, the colours used to define the tags are based on the research by Wu 
and Yuan [156] which concerned the use of highlight and text code to improve 
searching and reading performance. An example of their suggestions is that red 
font is aimed to draw attention from readers. Hence, red colour is used to present 
the highest weight of the tags, and the other colours used are shown in Table 5.3. 
 
 
 113 
 
Table 5.3. 7 styles of tags in a tag cloud 
Style  Font Size  Font Weight  Colour Code  Example 
1  27px ‐   #8D9DB2 
 
2  36px  400  #9370D8  
 
3  37px  600  #228B22  
 
4  42px  600  #0000FF  
 
5  46px  700  #C71585  
 
6  51px  800  #FFA500  
 
7  54px  900  #FF4500 
 
 
Additionally, the weights of the identified keywords produced by the process of 
keyword identification may have more than seven different unique groups, so the 
weights have to be scaled down in order to fit with the seven styles before the 
keywords are presented in a tag cloud. The algorithm [157] used to scale the weight 
of each identified keyword is shown in the expressions below.  
   S     M i n S i z e    MaxW –  MaxW –  t  – MinW      Multiplier    (5.4) 114 
 
  Multiplier   MaxSize ‐ MinSize  /  MaxW ‐ MinW     (5.5) 
Whereby 
  ti means the weight of each tag or keyword. 
  MinW is the lowest weight in the set of selected tags. 
  MaxW is the highest weight in the set of selected tags. 
  MaxSize refers to the biggest style, which is 7 in this study. 
  MimSize refers to the smallest style, which is 1 in this study. 
Regarding the sequence of displaying the keywords, the keywords are laid in the 
same  order  as  the  sequence  of  the  first  appearance  of  the  original  text.  This 
supports  the  nature  of  the  Thai  language:  from  left‐to‐right  and  from  top‐to‐
bottom. On the other hand, other existing tag clouds usually present tags in either 
alphabetical  [158]  or  random  order.  Their  approaches  are  therefore  unable  to 
present meaningful context as the words are scrambled in order which are different 
from the original sequence.  
5.3.2 Visualisation of the Variable Tag Cloud  
In order to provide the flexibility to vary the number of identified keywords, the 
relationship between the numbers of keywords according to different percentage 
weights has to be determined. This is based on the keyword lists as described in 
Section 5.2.3. The relationship is also plotted on a line chart, which is used together 115 
 
with the Variable Tag Cloud while the display of the tag cloud can be dynamically 
changed by selecting appropriate percentage weights on the chart.  
To demonstrate the approach, an example content of a webpage
41 from Sanook! 
was the highest ranked Thai Portal and Entertainment site as reported by Alexa
36. 
Moreover,  a  report  on  Internet  usage  in  Thailand  [159]  from  comScore  Media 
Metrix service
42 also confirmed that the Portal and Entertainment category had the 
highest number of visits in February 2012. Hence, Sanook! is an appropriate choice 
used to assess the proposed work in this study. 
The content area of the example webpage is shown in Figure 5.3. The key contents 
of the webpage were extracted and segmented into 264 words. Out of them, 116 
keywords were identified and could be used in the Variable Tag Cloud. The numbers 
of identified keywords in different percentage weights are shown in Table 5.4, and 
a plot of these figures against the percentage weights is presented as a line chart in 
Figure 5.4. 
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Figure 5.3. Content area of the example webpage from Sanook! website 
Table 5.4. The number of identified keywords in different percentage of their 
weights in a webpage from Sanook!  
Percentage 
Weight 
No. of Keywords   Percentage 
Weight 
No. of Keywords 
5%  1   55%  19 
10%  3   60%  21 
15%  4   65%  23 
20%  5   70%  24 
25%  7   75%  25 
30%  8   80%  54 
35%  9   85%  55 
40%  10   90%  56 
45%  12   95%  82 117 
 
Percentage 
Weight 
No. of Keywords   Percentage 
Weight 
No. of Keywords 
50%  19   100%  116 
 
In Table 5.4, 20 lists of keywords were generated based on the different percentage 
weights of the keywords as shown in the “Percentage Weight” column, and the 
increment in the table is 5%. The numbers of the keywords in each list according to 
the percentage weights are shown in the “No. of Keywords” column. As can be 
seen, the higher the percentage chosen, the more keywords are presented.  
 
Figure 5.4. A line chart showing the number of identified keywords in different 
percentage weights 
Figure  5.4  shows  the  relationship  between  the  numbers  of  identified  keywords 
against the different percentage weights. It can be observed that there are two 
main regions of increase in the number of keywords: low and high. The low region 
is from 5% to 75% as the numbers of the keywords are gradually increasing. From 
No. of 
Identified 
Keywords 
Percentage Weight 118 
 
Table 5.4, it is shown that the number of keywords was increasing at a rate of 1‐2 as 
per 5% increase, with the exception between 45 to 50%. The high region is above 
75% and the numbers of the keywords increased rapidly. Between 75% and 80%, 
the number nearly doubled and between 90% and 95%, the number increased from 
56 to 82. It can be considered that the number of keywords in the high region is too 
many for the users and it may not be able to represent the overview concisely. The 
low region has a range of numbers from 1 (5%) to 12 (45%), and from 19 (50%) to 
25  (75%).  However,  one  may  question  what  should  be  the  most  appropriate 
number of keywords to be presented to the users while displaying the overview 
adequately.  Researchers  Hu  and  Wu  [101]  and  Liu  et  al.  [160]  proposed  the 
optimised  thresholds,  based  on  their  experiments,  in  order  to  estimate  the 
appropriate number of keywords being identified. Their recommendation was one 
sixth of the total identified keywords, or a fixed number such as 15. In this study, 
based on 116 keywords, 1/6 will be 19 words which correspond to the output of 
50% as shown in Table 5.4. If it is based on 15 words, then the closest threshold will 
be 45%, yielding 12 words. As shown in Figure 5.4, if the threshold value is too low, 
the numbers of keywords will not be sufficient to represent the overview of the 
webpage. Hence, the threshold values of 45% or 50% are recommended. However, 
the  number  of  tags  provided  in  the  original  webpage  was  only  seven  and  it  is 
considered  to  be  too  little  and  the  number  is  much  smaller  than  those 
recommended by Hu and Wu [101], and Liu et al. [160].  
The ability to change the number of the keywords being presented in the tag cloud 
is useful to the users. A Variable Tag Cloud produced from the example webpage is 119 
 
illustrated in Figure 5.5. It is essentially based on the plot in Figure 5.4. By placing 
the cursor on different parts of the line, a display of the Variable Tag Cloud will be 
shown when the user selects the appropriate value although in practice only one of 
these tag clouds is shown at any one time. 120 
 
 
Figure 5.5. An illustration of Variable Tag Clouds generated based on different 
percentage weights 
No. of 
Identified 
Keywords 
Percentage Weight 121 
 
Figure  5.5  shows  the  line  chart  of  the  number  of  the  identified  keywords  in 
association with generated Variable Tag Clouds being indicated by dash lines. Seven 
different Variable Tag Clouds out of 20 were shown and they are at 80%, 75%, 50%, 
45%, 40%, 30%, and 20% weights which are dynamically generated according to the 
selection of the percentage weights on the chart. The Variable Tag Clouds are able 
to support the preferences of different users as they can have a choice to assess 
how much information is to be presented in the Variable Tag Cloud.  
Comparing the Variable Tag Cloud with the original content, it can be observed that 
the title of the content is included in Variable Tag Clouds which has more than 12 
keywords (45%). An example is shown in Figure 5.6. The rest of the keywords in the 
tag cloud are noted as main words in the original content. This demonstrates the 
Variable Tag Cloud is able to provide the overview as proposed. 
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Figure 5.6. Comparison of Thai tag cloud, actual content and defined tags 
In Figure 5.6, the actual content and tags provided by the webpage are shown at 
the top and bottom of the figure while the generated Variable Tag Cloud is in the 
middle. The dashed lines show the relationship between the identified keywords 
Actual content 
Thai tag cloud (45%) 
Tags provided in  
         the webpage 123 
 
and the title of the key content. Only one word, “ทุก”, was missed since the word is 
in the list of stop words. However, it is noted that the first part of the tag cloud is 
consistent with the title. This aspect is unique and different from other tag clouds 
as the words in those tag clouds normally appear in either random or alphabetical 
order. This offers better readability as the sequence of the tags is now shown in the 
same  order  as  the  original  title.  On  the  other  hand,  the  solid  lines  show  the 
relationship  between  the  identified  keywords  and  the  tags  provided  on  the 
webpage. The generated Variable Tag Cloud is able to provide the key theme of the 
original content with flexibility while the original tags provided in the webpage lack 
this useful feature. 
In addition, the Thai tags provided by the webpages through the manual process 
usually consist of named‐entities, compound words, and single words, as well as 
words that are NOT included in the original content. This affected the accuracy of 
the result. On the other hand, the segmented words produced by this study are in 
the form of the smallest meaning units. When comparing between the results from 
the  developed  approach  to  the  tags  in  the  websites,  it  was  observed  that  a 
compound word in the Web could be segmented into smaller words as shown in 
Figure 5.6. In the example, the “บัตรทอง” compound word in the tag provided in the 
Web  was  identified  as  two  segmented  smaller  units:  “บัตร”  and  “ทอง”  from  the 
proposed approach. Similarly, the “30บาทรักษาทุกโรค” word was recognized as “30”, 
“บาท”, “รักษา”, “ทุก” and “โรค”. This shows the versatility of the proposed approach in 124 
 
determining the compound words as well as the segmented smaller single words. 
The next section will extend the keyword identification process to multiple pages.  
5.4  Keyword Identification from Multiple Pages 
The previous sections dealt with the identification of keywords and the generation 
of Variable Tag Clouds based on key content from a single webpage. In this section, 
multiple  webpages  are  considered,  and  a  proposed  technique  for  keyword 
identification from multiple pages including evaluation and experimental results are 
described. The purpose is to identify keywords from a set of webpages and present 
the keywords in the Variable Tag Cloud so as to provide an overview of those pages. 
Multiple webpages from two websites are used in this experiment, and the results 
are evaluated and compared with results produced by two traditional approaches, 
TFIDF and TLTF.  
5.4.1 Keyword Identification Technique 
The proposed technique for identifying keywords from multiple pages is based on 
AMTF for a single page, and this technique is termed KID (Keyword Identification 
based on Individual Documents). The idea of KID is to select the keywords identified 
from individual webpages, and the results produced by KID are keyword lists based 
on a range of percentage weights. The process of KID is described as follows: 125 
 
(1) KID starts with identifying keywords from individual webpages as described 
in Section 5.2.1. AMTF is used in this step to generate keyword lists from 
each webpage, called ELists. 
(2) KID generates an Additional List of keywords, called AList, from the multiple 
pages.  AList  is  generated  by  selecting  keywords  in  the  same  percentage 
weights in a set of ELists, and if there are identical keywords in the same 
percentage  weights  of  the  ELists  set,  the  weights  of  the  keywords  are 
averaged. Consequently, AList is built and used in the Variable Tag Cloud. 
It is noted that KID provides a unique and a different aspect to identify keywords 
from traditional approaches such as TFIDF. The difference is the determination of 
the weighting score. The traditional approaches define the weight to a term or 
word based on each document. However, KID defines the weight based on a key 
content element in a webpage (or document) as described in the AMTF technique 
in Section 5.2.1, and KID identifies keywords from multiple pages based on the 
identified keywords from a single page. 
Next, accuracy of the identified keywords in AList will be assessed, and the details 
are described in the next section. 
5.4.2 Evaluation 
The evaluation of the keyword identification technique is based on Precision, Recall 
and  F‐measure,  which  are  similar  to  the  evaluation  used  in  the  single  page 126 
 
approach as described in Section 5.2.2. However, only (SWT) and (NI), which are 
used to calculate the Recall, are different since (SWT) and (NI) for multiple pages 
refer to a combination of (SWT) and (NI) from each page. This evaluation is used to 
assess the proposed technique, KID, and the results are provided next. 
5.4.3 Experimental Results and Discussion 
In this section, results of identified keywords produced by KID are reported and 
compared with the results from two approaches, TFIDF and TLTF. The data sets 
used  in  this  experiment  are  webpages  acquired  from  the  Sanook!  and  Mthai 
websites.  
The process starts with a single webpage, called the Initial Page, from the website. 
Only webpages in the same domain as the Initial Page, and linked to the Initial Page 
are considered, and the webpages are automatically processed by the Web content 
extraction and the Thai word segmentation approaches as discussed in chapters 3 
and  4  respectively.  Subsequently,  segmented  words  from  two  websites  were 
provided as input data for the keyword identification process as in Section 5.2. The 
tags in each website are also extracted and combined in order to be compared with 
the keywords identified by the proposed techniques. The statistics of the data set 
are shown in Table 5.5. 
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Table 5.5. Statistics of the data set used to evaluate the proposed keyword 
identification technique from multiple webpages 
Website 
Total No. of 
Webpages 
Used 
Total No. of 
Segmented
Words 
No. 
Webpages 
Containing 
Tags 
No. of 
Provided 
Tags (SWT) 
Tags Not 
Included in 
the content 
(NI) 
Sanook!  71 pages  45,650  16  145  24 
MThai  36 pages  29,864  21  113  9 
 
In Table 5.5, there were 71 webpages from Sanook! processed based on the Initial 
Page  at  http://campus.sanook.com/950978/คติธรรม-พร-4‐ประการ-จากท่าน-ว.วชิรเมธี/
43 
and 45,650 words in the extracted key content were segmented. 145 tags were 
provided by 16 individual webpages while the rest were non‐content pages and 
included links to RSS pages or navigation to other related articles. There were 24 
(NI) tags which were not included in the content from the pages. On the other 
hand,  36  webpages  from  MThai  were  used,  and  there  were  29,864  segmented 
words. 21 out of those pages provided all together 113 tags while there were 9 (NI) 
tags which were not included in the content. As some of the webpages did not 
provide any tags, and some of the provided tags were not included in the content of 
the webpages, this led to the question of how to compare the generated keywords 
to the limited amount of tags on the webpages. The approach adopted in this study 
is described as follows. 
                                                            
 
43 http://campus.sanook.com/950978/คติธรรม-พร-4‐ประการ-จากท่าน-ว.วชิรเมธี/ ‐ last accessed on 13 June 2012 128 
 
Based on the data set, the keywords were identified by KID, TFIDF and TLTF, and 
the given results were in the form of keyword lists (AList) based on the percentage 
weights. Similar to Section 5.2.3, AList contained 20 keyword lists from 5 to 100 
percentage weights, and the identified keywords in each list were compared against 
the tags provided from the websites. The results, in which the percentage weight 
that yielded the highest accuracy from each technique, are shown in Table 5.6. A 
complete list of all the results is shown in Appendix E. 
Table 5.6. The best results produced by KID, TFIDF and TLTF for Sanook! and MThai 
website based on keyword identification from multiple webpages 
Website  Sanook!  MThai 
Technique  KID  TFIDF  TLTF  KID  TFIDF  TLTF 
Percentage Weight  5%  15%  45%  5%  20%  50% 
No. of Keywords (TK)  65  362  87  75  208  121 
No. of Correctly Identified 
Keywords (CK) 
43  24  44  49  53  50 
Count of Duplicated Words 
(DK) 
23  7  21  19  13  19 
Precision  48.86  6.50  40.74  52.13  23.98  35.71 
Recall  35.54  19.83  36.36  47.12  50.96  48.08 
F‐Measure  41.15  9.80  38.43  49.49  32.62  40.98 
 
Table  5.6  shows  the  highest  accuracy  of  the  results  from  Sanook!  and  MThai 
website produced by KID, TFIDF and TLTF. The “Percentage Weight” indicates the 
percentage  results  which  yield  the  highest  accuracy.  The  number  of  identified 129 
 
keywords  associated  with  the  percentage  weight  shown  is  in  the  row,  “No.  of 
Keywords”.  The  “No.  of  Correct  Words”  row  shows  the  number  of  correctly 
identified keywords while the “Count of Duplicated words” refers to the number of 
duplicated  correctly  identified  keywords  corresponding  to  (DK)  as  described  in 
Section 5.2.2. It can be seen that in terms of F‐measure, the accuracy of KID is 
higher than the other two approaches, and the number of identified keywords is 
less  than  the  other  two  techniques.  It  indicates  KID  identifies  less  numbers  of 
keywords but yielded a higher accuracy.  
The same factors discussed in Section 5.2.3 for the single page approach also affect 
the accuracy of keyword identification for multiple pages in a similar manner. An 
additional factor affecting the accuracy is the number of webpages that did not 
provide tags since the identified keywords from those pages could dominate the 
keywords from the webpages providing tags. 
In addition, it seems TFIDF might not be appropriate for identifying keywords from 
Thai websites because the results produced by TFIDF were not consistent, yet its 
accuracy was less than 10 for Sanook!, the highest ranked Thai portal website. The 
keywords identified by TLTF are usually based on longer words, and some of these 
keywords  may  not  be  considered  as  significant  by  the  Web  authors.  From  the 
results, the proposed technique, KID, has shown to have outperformed TFIDF and 
TLTF, and it should be useful for keyword identification from multiple pages. The 130 
 
keyword lists generated by KID are then used to generate the Variable Tag Cloud as 
described in the following section. 
5.5  Variable Tag Cloud for Multiple Pages 
The presentation of the Variable Tag Cloud for multiple webpages is similar to that 
described in Section 5.3. In this section, the webpages from MThai are used to 
illustrate the generation of the Variable Tag Cloud from multiple pages, whereas 
the results from Sanook! are provided in Appendix F.  
The numbers of identified keywords in the 20 keyword lists generated from the last 
section are shown in Table 5.7, and the table format is the same as Table 5.4. There 
were 3,350 keywords identified from 29,864 segmented words. The numbers of the 
keywords in the lists were plotted on a line chart as shown in the lower part of 
Figure 5.7.  
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Table 5.7. The number of identified keywords in different percentage of their 
weights from multiple pages in MThai 
Top Percentage  No. of Keywords   Top Percentage  No. of Keywords 
5%  75   55%  636 
10%  138   60%  745 
15%  199   65%  863 
20%  245   70%  992 
25%  291   75%  1,180 
30%  324   80%  1,496 
35%  391   85%  1,890 
40%  445   90%  2,255 
45%  485   95%  2,664 
50%  561   100%  3,350 
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Figure 5.7. An illustration of Variable Tag Clouds from multiple pages in MThai 
Figure 5.7 shows three Variable Tag Clouds at 5%, 10% and 15% weights. The tag 
clouds at 10% and 15% could be considered as containing too many keywords and 
less accuracy than the tag cloud at 5%, which is shown in Figure 5.8.  
No. of 
Identified 
Keywords 
Percentage Weight 133 
 
 
Figure 5.8. A Variable Tag Cloud at 5% weight from multiple pages in MThai 
Figure 5.8 shows the dominant keywords in all the pages. The Variable Tag Cloud is 
able to provide an overview of the Initial Page as well as the pages associated with 
it  based  on  the  keywords.  Moreover,  the  tag  cloud  could  be  generated 
automatically by the integrated approach. The approach not only assists the users 
by  providing  an  overview  of  those  pages,  but  it  can  also  help  Web  authors  to 
generate tag clouds automatically when the contents are changed. This represents 
a key contribution and improvement on information representation from multiple 
webpages and this work has never been reported by other researchers. 
5.6  Summary 
This  chapter  proposes  an  integrated  approach  for  automatic  information 
presentation from Thai websites based on a Variable Tag Cloud. The Variable Tag 
Cloud  refers  to  a  tag  cloud  that  can  be  dynamically  changed  by  selecting  the 
percentage weights of the extracted keywords from single or multiple webpages. 
The approach aims to provide an overview of the content so as to assist users to 
determine whether the webpage or webpages contain their required information. 
The users also have the flexibility to dynamically adjust the number of keywords 134 
 
being  presented  in  the  Variable  Tag  Cloud.  This  approach  has  integrated 
approaches  for  Web  content  extraction,  Thai  word  segmentation,  Keyword 
identification and information presentation. 
This  study  has  developed  two  statistical  techniques  for  keyword  identification, 
called  AMTF  and  KID,  to  identify  significant  keywords  from  single  and  multiple 
pages, respectively. There are two data sets of actual webpages used in this chapter 
to evaluate the single and multiple pages approaches. The single page experiment 
used a data set from 20 individual webpages, and a data set of 107 webpages from 
two websites used in the case of multiple‐page extraction. The keywords identified 
by AMTF and KID are compared against the results produced by TFIDF and TLTF. 
Both AMTF and KID have shown to yield higher accuracies. The identified keywords 
are then displayed in a Variable Tag Cloud, and the tag clouds are able to provide an 
overview  of  the  content  from  the  websites.  The  tag  clouds  can  be  dynamically 
changed according to the percentage weights of the keywords as selected by users. 
This  gives  the  user  a  range  of  displays  from  the  least  to  the  most  number  of 
keywords in the tag cloud. 
Advantages of the integrated approach are summarised as follows: 
  An overview of the content from webpage or webpages can be generated 
automatically.  
  The  approach  provides  flexibility  in  the  presentation  and  the  users  may 
dynamically adjust the numbers of identified keywords in the overview.  135 
 
  The users are able to select the overview of content from either single page 
or multiple webpages. 
  The sequence of the keywords in the Variable Tag Cloud is according to the 
first appearance of the words and they are normally consistent with the first 
part of the original content. Other current tag clouds lack this feature as 
their words are usually organised either at random or in alphabetical order. 
  The Variable Tag Cloud for multiple pages is able to handle a large number 
of webpages while the generation of the tag cloud from a similar number of 
webpages is inconvenient and inefficient using the manual approach. 
  The keyword identification techniques proposed in this study have provided 
the results objectively and they have shown to be more accurate. 
In summary, the proposed approach is able to deliver an overview of the webpage 
content to the users automatically in a Variable Tag Cloud. This has never been 
done  before  and  it  is  believed  that  this  work  is  innovative  and  significant  for 
information presentation from Thai websites. 6.  Conclusion and Future Work 
6.1  Conclusion  
In order to develop a knowledge‐based society in Thailand, it is essential to improve 
the computer literacy and increase the number of Internet users in the country. 
However,  the  information  resources  on  the  Internet  have  been  dramatically 
increasing across the world, and this has led to the issue of information overload. 
An approach to assist the users is to provide an overview of the content from a 
webpage. This study proposes an integrated approach for information presentation 
with a Variable Tag Cloud from Thai websites. The Variable Tag Cloud is a tag cloud 
offering flexibility to the users since they can dynamically change the number of 
keywords  being  displayed  in  the  tag  cloud.  This  approach  aims  to  address  the 
information overload issue by providing the Variable Tag Cloud as an overview of 
single  or  multiple  webpages  to  the  users  so  that  they  can  assess  whether  the 
information meets their needs. 
The approach has also integrated novel techniques for Web content extraction, 
Thai  word  segmentation,  and  keyword  identification  in  order  to  address  the 
fundamental problem of information presentation and extraction from single and 
multiple webpages in Thai. A conclusion of this study is described in the following 
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6.1.1 Web Content Extraction 
This study has proposed rule‐based techniques [129, 161] for Single and Multiple 
Page Extraction incorporating the use of DOM and XPath. The proposed techniques 
are aimed to extract key content from Thai websites. 102 webpages from 18 Thai 
websites were used to evaluate the performance of the proposed techniques based 
on Precision, Recall and F‐measure. This study also proposed evaluation criteria 
based on the length of the extracted key content. The results from the proposed 
techniques have demonstrated that the techniques are able to efficiently extract 
key content from those websites with above 96% accuracy in terms of F‐measure. 
6.1.2 Thai Word Segmentation 
Secondly, this study has proposed a Thai word segmentation technique based on 
the longest matching technique, and the proposed technique has utilised a corpus 
instead of a dictionary [162]. The objective is to segment words in the extracted key 
content, and the key advantage of the proposed technique is simplicity. Results 
from the proposed technique have been compared with results produced by other 
techniques submitted to the contest in the BEST project [22]. The performance of 
the proposed technique is constantly better than those from other participants in 
the contest with an F‐measure accuracy of between 95% to 97%. 138 
 
6.1.3 Information Presentation with a Variable Tag Cloud 
Finally, this study has developed keyword identification techniques for identifying 
keywords  from  single  and  multiple  webpages,  called  Average  Normalised  Term 
Frequency (AMTF) [163] and Keyword Identification based on Individual Documents 
(KID),  respectively.  The  proposed  technique  is  aimed  to  identify  significant 
keywords from the segmented words in the extracted key content in order to be 
presented in a Variable Tag Cloud. The Variable Tag Cloud can dynamically change 
the number of keywords in the tag cloud based on different percentage weights 
associated with the keywords. 
The KID technique is used to identify the keywords from multiple webpages which 
were selected by AMTF from individual webpages. A data set of key content and 
tags  from  20  individual  webpages  and  a  data  set  of  107  webpages  from  two 
websites were used to evaluate AMTF and KID, respectively. The results from AMTF 
and  KID  are  compared  against  the  outputs  of  Term  Frequency  and  Inverse 
Document Frequency (TFIDF) and Term Length Term Frequency (TLTF) techniques. 
The results from the experiments have demonstrated that the proposed techniques 
have  the  highest  accuracy,  indicating  both  techniques  are  useful  for  keyword 
identification as used in this study. Based on the identified keywords, a Variable Tag 
Cloud is then generated subsequently as an overview of the content from either 
single or multiple webpages.  139 
 
Contributions of the integrated approach proposed in this study are reiterated as 
follows: 
  Presentation of proposed techniques for Web content extraction from Thai 
websites efficiently from single and multiple pages. 
  Proposal of evaluation criteria for content extraction from single webpage 
based on the length of the extracted key content. 
  Addressing the problem of Thai word segmentation based on the longest 
matching technique and the utilisation of a corpus instead of a dictionary. 
  Proposal  of  keyword  identification  techniques  based  on  normalisation  of 
Term Frequency of the words, where the techniques are able to identify 
keywords from either single or multiple pages with high accuracy. 
  Automatic information presentation through the generation of an overview 
of key content from either single or multiple Thai webpages. 
  Flexibility  in  information  presentation  with  the  capability  to  dynamically 
change the numbers of identified keywords in the overview.  
  The ability to select the overview from either single or multiple pages 
  Proposal  of  ordering  keywords  in  the  overview  based  on  the  first 
appearance of the keywords, which usually provides consistency with the 
first part of the original content.  
Future and extended work on the proposed approach is described next. 140 
 
6.2  Future Work 
The techniques of Web content extraction are used to extract key content from 
webpages, and the techniques can be applied to other research areas such as Web 
content classification, Web search, Web content analysis, and text‐to‐speech tools. 
However, some noises have found to be included in the extracted key content. The 
accuracy of the techniques can be improved by employing clustering and machine 
learning techniques to identify the significant groups of the key content elements 
from the webpages. A study on the context and relationships between the key 
content will also provide further information and knowledge about the website, 
bringing forward more meaningful information to the users.  
On the other hand, the proposed Thai word segmentation technique can be used in 
various  applications  such  as  Thai  word  correction,  machine  translation,  Thai 
sentence  extraction,  and  speech  recognition.  Nevertheless,  wrong  segmented 
words  could  be  produced  due  to  the  lack  of  context  information.  Therefore, 
elements such as part of speech can be included together with rules based on 
grammars  and  syntax  can  be  incorporated  to  improve  the  accuracy  of  word 
segmentation.   
With  respect  to  the  keyword  identification  techniques,  they  can  be  applied  in 
several  applications  such  as  machine  translation,  summarisation,  document 
classification, recommender system, and information presentation. The accuracy of 
these techniques can be improved by considering the integration of Term‐Length 141 
 
and grammatical elements such as part of speech. In addition, ontology which has 
been  applied  to  specify  standard  conceptual  vocabularies  for  data  interchange 
[164],  can  also  be  used  to  improve  the  accuracy  and  enhance  the  information 
presentation. 
While the information presentation with a Variable Tag Cloud is able to provide an 
overview of content from Thai websites, this can also be applied to presentation of 
the overview based on personal preferences. Moreover, an optimal value of the 
percentage weight of the Variable Tag Cloud can be learnt from historic usage or 
collective  intelligence.  On  the  other  hand,  the  presentation  of  the  Variable  Tag 
Cloud can be further analysed with respect to its readability. Finally, qualitative 
assessment of the presentation from the proposed approach by human users can 
be another way to evaluate this proposed work. 
This research has studied different aspects to address the issues of information 
overload and information presentation from Thai websites. It is believed the work 
will  enrich  the  Thai  nationals’  online  experience  and  contributes  towards  the 
development of the knowledge‐based society in Thailand. 
   142 
 
References 
[1]  Asean‐Secretariat, Roadmap for an asean community 2009‐2015,  Jakarta: 
ASEAN Secretariat, 2009.  
[2]  Ministry  of  Information  and  Communication  Technology,  "The  second 
thailand  information  and  communication  technology  (ict)  master  plan 
(2009‐2013)  " 2009. 
[3]  Miniwatts Marketing Group. "World internet users and population stats,"   
December 31, 2011.  Available from: http://www.internetworldstats.com/ 
stats.htm. [Accessed: March 25, 2012].  
[4]  Netcraft. "March 2011 web server survey,"   March 9, 2011.  Available from: 
http://news.netcraft.com/archives/2011/03/09/march‐2011‐web‐server‐
survey.html. [Accessed: March 30, 2011].  
[5]  Theeconomist. "The leaky corporation,"  Companies and information  Feb 
24,  2011.  Available  from:  http://www.economist.com/node/18226961. 
[Accessed: Dec 18, 2011].  
[6]  M. D. Kunder. "The size of the world wide web (the internet),"   March 24, 
2012.  Available from: http://worldwidewebsize.com/. [Accessed: March 25, 
2012].  
[7]  M. Melucci and R. Baeza‐Yates, Advanced topics in information retrieval. 
Dordrecht: Springer, 2011. 
[8]  J. Ho and R. Tang. "Towards an optimal resolution to information overload: 
An  infomediary  approach,"  in  Proceedings  of  Proceedings  of  the  2001 
International  ACM  SIGGROUP  Conference  on  Supporting  Group  Work, 
Boulder, Colorado, USA, 2001.  500302: ACM, p. 91‐96. 
[9]  G. Huantong et al. "A novel automatic text summarization study based on 
term  co‐occurrence,"  in  Proceedings  of  Cognitive  Informatics,  2006.  ICCI 
2006. 5th IEEE International Conference on, 2006. p. 601‐606. 
[10]  A.  F.  Farhoomand  and  D.  H.  Drury,  "Managerial  information  overload," 
Commun. ACM,  vol. 45, no. 10, p. 127‐131, 2002. 
[11]  S. Bergamaschi et al., "Guest editors' introduction: Information overload," 
Internet Computing, IEEE,  vol. 14, no. 6, p. 10‐13, 2010. 
[12]  X. Yang et al., "Summarizing relational databases," Proc. VLDB Endow.,  vol. 
2, no. 1, p. 634‐645, 2009. 
[13]  C. Avgerou et al., Bricolage, care and information: Claudio ciborra's legacy in 
information systems research,  Basingstoke: Palgrave Macmillan, 2009.  
[14]  H.  Garcia‐Molina  et  al.,  "Information  seeking:  Convergence  of  search, 
recommendations, and advertising," Commun. ACM,  vol. 54, no. 11, p. 121‐
130, 2011. 143 
 
[15]  Z. Hui et al. "An efficient algorithm for clustering search engine results," in 
Proceedings of Computational Intelligence and Security, 2006 International 
Conference on, 3‐6 Nov. 2006, 2006. p. 1429‐1434. 
[16]  G. Kumar et al. "Page ranking based on number of visits of links of web 
page," in Proceedings of Computer and Communication Technology (ICCCT), 
2011 2nd International Conference on, 15‐17 Sept. 2011, 2011. p. 11‐14. 
[17]  L. Yu, A developer's guide to the semantic web. Dordrecht: Springer, 2011. 
[18]  C.  Lihui  and  C.  Wai  Lian,  "Using  web  structure  and  summarisation 
techniques  for  web  content  mining,"  Information  Processing  & 
Management,  vol. 41, no. 5, p. 1225‐1242, 2005. 
[19]  B.  V.  Fernanda  et  al.,  "Timelines  tag  clouds  and  the  case  for  vernacular 
visualization," interactions,  vol. 15, no. 4, p. 49‐52, 2008. 
[20]  C.  C.  Fung  and  W.  Thanadechteemapat.  "Discover  information  and 
knowledge  from  websites  using  an  integrated  summarization  and 
visualization framework," in Proceedings of Third International Conference 
Knowledge Discovery and Data Mining, 2010. WKDD '10., Jan 9‐10, 2010. p. 
232‐235. 
[21]  S. Mckie. "Scriptclud.Com: Content clouds for screenplays," in Proceedings 
of  Semantic  Media  Adaptation  and  Personalization,  Second  International 
Workshop on, 2007. p. 221‐224. 
[22]  K. Kosawat et al. "Best 2009 : Thai word segmentation software contest," in 
Proceedings  of  Natural  Language  Processing,  2009.  SNLP  '09.  Eighth 
International Symposium on, 20‐22 Oct. 2009, 2009. p. 83‐88. 
[23]  A. Berglund et al. "Xml path language (xpath) 2.0 (second edition),"   January 
3, 2011.  Available from: http://www.w3.org/TR/xpath20/. [Accessed: May 
12, 2011].  
[24]  T. Weninger et al. "Cetr: Content extraction via tag ratios," in Proceedings of 
Proceedings  of  the  19th  international  conference  on  World  wide  web, 
Raleigh, North Carolina, USA, 2010.  1772789: ACM, p. 971‐980. 
[25]  M. Boriboon et al. "Best corpus development and analysis," in Proceedings 
of Asian Language Processing, 2009. IALP '09. International Conference on, 
Dec 7‐9, 2009. p. 322‐327. 
[26]  G. Xu et al., Web mining and social networking. Dordrecht: Springer, 2011. 
[27]  A.  Dubey  et  al.  "Diversity  in  ranking  via  resistive  graph  centers,"  in 
Proceedings  of  Proceedings  of  the  17th  ACM  SIGKDD  international 
conference on Knowledge discovery and data mining, San Diego, California, 
USA, 2011.  2020428: ACM, p. 78‐86. 
[28]  S.  Chakrabarti,  "Data  mining  for  hypertext:  A  tutorial  survey,"  SIGKDD 
Explor. Newsl.,  vol. 1, no. 2, p. 1‐11, 2000. 
[29]  W. Thanadechteemapat and C. C. Fung. "A study on the deployment of web 
technologies by business websites on sustainable energy," in Proceedings of 144 
 
the  7th  International  Conference  on  e‐Business.  (INCEB  2008),  Bangkok, 
Thailand, 6th – 7th November 2008, 2008. 
[30]  L.  Xunhua  et  al.  "On  web  page  extraction  based  on  position  of  div,"  in 
Proceedings  of  Computer  and  Automation  Engineering  (ICCAE),  2010  The 
2nd International Conference on, 26‐28 Feb. 2010, 2010. p. 144‐147. 
[31]  B. Liu and K. Chen‐Chuan‐Chang, "Editorial: Special issue on web content 
mining," ACM SIGKDD Explorations Newsletter,  vol. Volume 6, no. 2, p. 1‐4, 
2004. 
[32]  L. Fu et al. "Web content extraction based on webpage layout analysis," in 
Proceedings of Information Technology and Computer Science (ITCS), 2010 
Second International Conference on, 24‐25 July 2010, 2010. p. 40‐43. 
[33]  M. Waqar and Z. S. Khan. "Web 2.0 content extraction," in Proceedings of 
Internet Technology and Secured Transactions (ICITST), 2010 International 
Conference for, 8‐11 Nov. 2010, 2010. p. 1‐3. 
[34]  S.‐H. Lin and J.‐M. Ho. "Discovering informative content blocks from web 
documents,"  in  Proceedings  of  Proceedings  of  the  eighth  ACM  SIGKDD 
international  conference  on  Knowledge  discovery  and  data  mining, 
Edmonton, Alberta, Canada, 2002.  775134: ACM, p. 588‐593. 
[35]  Z. Bar‐Yossef and S. Rajagopalan. "Template detection via data mining and 
its  applications,"  in  Proceedings  of  Proceedings  of  the  11th  international 
conference  on  World  Wide  Web,  Honolulu,  Hawaii,  USA,  2002.  511522: 
ACM, p. 580‐591. 
[36]  L. Yi et al. "Eliminating noisy information in web pages for data mining," in 
Proceedings  of  Proceedings  of  the  ninth  ACM  SIGKDD  international 
conference  on  Knowledge  discovery  and  data  mining,  Washington,  D.C., 
2003.  956785: ACM, p. 296‐305. 
[37]  D. D. C. Reis et al. "Automatic web news extraction using tree edit distance," 
in Proceedings of Proceedings of the 13th international conference on World 
Wide Web, New York, NY, USA, 2004.  988740: ACM, p. 502‐511. 
[38]  K. Hung‐Yu et al., "Mining web informative structures and contents based on 
entropy analysis," Knowledge and Data Engineering, IEEE Transactions on,  
vol. 16, no. 1, p. 41‐55, 2004. 
[39]  X. Ji et al., "Tag tree template for web information and schema extraction," 
Expert Systems with Applications,  vol. 37, no. 12, p. 8492‐8498, 2010. 
[40]  J. Duckett, Beginning html, xhtml, css, and javascript. Hoboken: Wrox, 2010. 
[41]  S. M. Schafer, Html, xhtml, and css bible. Hoboken: Wiley, 2010. 
[42]  P.  Deitel  et  al.,  Internet  and  world  wide  web  :  How  to  program,  5th 
edMassachusetts, USA: Pearson Education, 2012.  
[43]  W.  Thanadechteemapat  and  C.  C.  Fung.  "A  survey  on  the  use  of  web 
technologies in the promotion of sustainable energy " in Proceedings of the 145 
 
9th  Postgraduate  Electrical  Engineering  &  Computing  Symposium  (PEECS 
2008), Perth, 4 Nov 2008, 2008. 2008. 
[44]  D. Raggett et al. "Html 4.01 specification : Scripts ‐ animated documents and 
smart  forms,"   December  24,  1999.  Available  from: 
http://www.w3.org/TR/html401/interact/scripts.html.  [Accessed:  Apr  15, 
2012].  
[45]  W3c.  "W3c  document  object  model,"   Jan  6,  2009.  Available  from: 
http://www.w3.org/DOM/. [Accessed: May 12, 2011].  
[46]  A. Salminen and F. Tompa, Communicating with xml. Dordrecht: Springer 
Science+Business Media, LLC, 2011. 
[47]  J. Wu and T. Jian. "A bottom‐up approach for xml documents classification," 
in  Proceedings  of  Proceedings  of  the  2008  international  symposium  on 
Database engineering \&\#38; applications, Coimbra, Portugal, 2008.  ACM. 
[48]  S.  Abiteboul  et  al.,  Web  data  management.  Cambridge:  Cambridge 
University Press, 2011. 
[49]  J. Chen et al. "An adaptive bottom up clustering approach for web news 
extraction,"  in  Proceedings  of  Wireless  and  Optical  Communications 
Conference, 2009. WOCC 2009. 18th Annual, 1‐2 May 2009, 2009. p. 1‐5. 
[50]  L. Fu et al. "Conditional random fields model for web content extraction," in 
Proceedings  of  Computing  in  the  Global  Information  Technology  (ICCGI), 
2010 Fifth International Multi‐Conference on, 20‐25 Sept. 2010, 2010. p. 30‐
34. 
[51]  J.  Chen  and  K.  Xiao.  "Perception‐oriented  online  news  extraction,"  in 
Proceedings  of  Proceedings  of  the  8th  ACM/IEEE‐CS  joint  conference  on 
Digital libraries, Pittsburgh PA, PA, USA, 2008.  ACM. 
[52]  Z.  Lin  et  al.  "Automatic  web  news  extraction  using  blocking  tag,"  in 
Proceedings  of  Machine  Vision,  2009.  ICMV  '09.  Second  International 
Conference on, 28‐30 Dec. 2009, 2009. p. 74‐78. 
[53]  W. Gatterbauer et al. "Towards domain‐independent information extraction 
from web tables," in Proceedings of Proceedings of the 16th international 
conference on World Wide Web, Banff, Alberta, Canada, 2007.  ACM. 
[54]  Z. Yanhong and L. Bing, "Structured data extraction from the web based on 
partial tree alignment," Knowledge and Data Engineering, IEEE Transactions 
on,  vol. 18, no. 12, p. 1614‐1628, 2006. 
[55]  Q. Li et al., A novel method for extracting information from web pages with 
multiple presentation templates, 5. 2010.  
[56]  B.  Fazzinga  et  al.,  "Schema‐based  web  wrapping,"  Knowledge  and 
Information Systems,  vol. 26, no. 1, p. 127‐173, 2011. 
[57]  M. Kayed et al. "Fivatech: Page‐level web data extraction from template 
pages,"  in  Proceedings  of  Proceedings  of  the  Seventh  IEEE  International 146 
 
Conference  on  Data  Mining  Workshops,  2007.  1336028:  IEEE  Computer 
Society, p. 15‐20. 
[58]  C. Wang. "Amber: Turning annotations into knowledge," in Proceedings of 
Proceedings of the 21st international conference companion on World Wide 
Web, Lyon, France, 2012.  2188007: ACM, p. 191‐196. 
[59]  S. Debnath et al., "Automatic identification of informative sections of web 
pages," Knowledge and Data Engineering, IEEE Transactions on,  vol. 17, no. 
9, p. 1233‐1246, 2005. 
[60]  M.  Asfia  et  al.,  "Main  content  extraction  from  detailed  web  pages," 
International Journal of Computer Applications IJCA,  vol. 4, no. 11, p. 18‐21, 
2010. 
[61]  R. Song et al., "Learning important models for web page blocks based on 
layout and content analysis," SIGKDD Explor. Newsl.,  vol. 6, no. 2, p. 14‐23, 
2004. 
[62]  G. Della Penna et al., "Visual extraction of information from web pages," 
Journal of Visual Languages & Computing,  vol. 21, no. 1, p. 23‐32, 2010. 
[63]  Y.  Dingkui  and  S.  Jihua.  "Web  content  information  extraction  approach 
based  on  removing  noise  and  content‐features,"  in  Proceedings  of  Web 
Information Systems and Mining (WISM), 2010 International Conference on, 
23‐24 Oct. 2010, 2010. p. 246‐249. 
[64]  P.  Zhong  et  al.  "Web  information  extraction  using  generalized  hidden 
markov  model,"  in  Proceedings  of  Hot  Topics  in  Web  Systems  and 
Technologies, 2006. HOTWEB '06. 1st IEEE Workshop on, 13‐14 Nov. 2006, 
2006. p. 1‐8. 
[65]  J.  Chen  and  P.  Zhong,  "Web  information  extraction  using  web‐specific 
features," Journal of Digital Information Management,  vol. 6, no. 3, p. 235+, 
2008. 
[66]  T.  Htwe  and  H.  Khin.  "Noise  removing  from  web  pages  using  neural 
network," in Proceedings of Computer and Automation Engineering (ICCAE), 
2010 The 2nd International Conference on, 26‐28 Feb. 2010, 2010. p. 281‐
285. 
[67]  C.‐N. Ziegler and M. Skubacz. "Content extraction from news pages wsing 
particle  swarm  optimization  on  linguistic  and  structural  features,"  in 
Proceedings of Proceedings of the IEEE/WIC/ACM International Conference 
on Web Intelligence, 2007.  IEEE Computer Society. 
[68]  J. Chen et al. "Function‐based object model towards website adaptation," in 
Proceedings of Proceedings of the 10th international conference on World 
Wide Web, Hong Kong, Hong Kong, 2001.  ACM. 
[69]  W.  Yang,  "Identifying  syntactic  differences  between  two  programs," 
Software — Practice and Experience,  vol. 21, no. 7, p. 739‐755, 1991. 147 
 
[70]  P.  a.  R.  Qureshi  and  N.  Memon,  "Hybrid  model  of  content  extraction," 
Journal  of Computer  and  System  Sciences,  vol.  78,  no.  4,  p.  1248‐1257, 
2012. 
[71]  P. a. R. Qureshi and N. Memon. "Statistical model for content extraction," in 
Proceedings of Intelligence and Security Informatics Conference (EISIC), 2011 
European, 12‐14 Sept. 2011, 2011. p. 129‐134. 
[72]  E.  Cardoso  et  al.  "An  efficient  language‐independent  method  to  extract 
content from news webpages," in Proceedings of Proceedings of the 11th 
ACM symposium on Document engineering, Mountain View, California, USA, 
2011.  2034720: ACM, p. 121‐128. 
[73]  D. Kim et al., "Unsupervised learning of mdtd extraction patterns for web 
text mining," Information Processing & Management,  vol. 39, no. 4, p. 623‐
637, 2003. 
[74]  G.  Valiente,  "Tree  edit  distance  and  common  subtrees  "  Universitat 
Politecnica de Catalunya, Barcelona, Spain, 2002. 
[75]  P.  Bille,  "A  survey  on  tree  edit  distance  and  related  problems,"  Theor. 
Comput. Sci.,  vol. 337, no. 1‐3, p. 217‐239, 2005. 
[76]  "Longman  english  dictionary  online,"  2011.  Available  from: 
http://www.ldoceonline.com/dictionary/word_1.  [Accessed:  31  March 
2011].  
[77]  L.  Trask.  "What  is  a  word?,"  2004.  Available  from: 
http://www.sussex.ac.uk/linguistics/documents/essay_‐
_what_is_a_word.pdf. [Accessed: March 30, 2011].  
[78]  W. Aroonmanakun. "Thoughts on word and sentence segmentation in thai," 
in Proceedings of the Seventh Symposium on Natural Language Processing, 
Pattaya, Thailand, Dec 13‐15, 2007.  Citeseer, p. 85‐90. 
[79]  W.  Aroonmanakun.  "Collocation  and  thai  word  segmentation,"  in 
Proceedings of the Fifth Symposium on Natural Language Processing & The 
Fifth Oriental COCOSDA Workshop, 2002. p. 68‐‐75. 
[80]  Y. Poowarawan and I. Wiwat. "Dictionary‐based thai syllable separation," in 
Proceedings of the Ninth Annual Meeting on Electrical Engineering of the 
Thai Universities, Khonkaen, Thailand, December 3 ‐ 4, 1986. 
[81]  S. Meknavin et al. "Feature‐based thai word segmentation," in Proceedings 
of the Natural Language Processing Pacific Rim Symposium 1997, Phuket, 
Thailand, 1997.  Citeseer. 
[82]  P. Promchan and Y. Teng‐Amnuay. "Performance comparison of thai word 
separation  algorithms,"  in  Proceedings  of  the  National  Computer  Science 
and Engineering Conference 1998 (NCSEC'98), Bangkok, 19th‐21st October 
1998, 1998. 
[83]  P. Bheganan et al., Thai word segmentation with hidden markov model and 
decision tree, in Advances in knowledge discovery and data mining, 2009, p. 
74‐85. 148 
 
[84]  P.  Sutheebanjard  and  W.  Premchaiswadi.  "Thai  personal  named  entity 
extraction without using word segmentation or pos tagging," in Proceedings 
of  Natural  Language  Processing,  2009.  SNLP  '09.  Eighth  International 
Symposium on, 20‐22 Oct. 2009, 2009. p. 221‐226. 
[85]  C. Jaruskulchai, An automatic thai lexical acquisition from text, in Pricai’98: 
Topics in artificial intelligence, 1998, p. 436‐447. 
[86]  C. Haruechaiyasak et al. "A comparative study on thai word segmentation 
approaches," in Proceedings of Electrical Engineering/Electronics, Computer, 
Telecommunications and Information Technology, 2008. ECTI‐CON 2008. 5th 
International Conference on, 14‐17 May 2008, 2008. p. 125‐128. 
[87]  V. Sornlertlamvanich, "Word segmentation for thai in a machine translation 
system. (in thai)," Machine Transaction, National Electronics and Computer 
Technology Center, Bangkok,  vol., no., 1993. 
[88]  A. Kawtrakul and T. Chalathip. "A statistical approach to thai morphological 
analyzer," in Proceedings of The 5th Workshop on Very Large Corpora, 1997. 
p. 289‐296. 
[89]  L. Moe, "Automatic bitext alignment for southeast asian languages," Master 
of  Science  in  Computer  Science,  Asian  Institute  of  Technology,  Bangkok, 
2008. 
[90]  T.  Theeramunkong  and  S.  Usanavasin.  "Non‐dictionary‐based  thai  word 
segmentation using decision trees," in Proceedings of Proceedings of the 
first international conference on Human language technology research, San 
Diego, 2001.  1072209: Association for Computational Linguistics, p. 1‐5. 
[91]  C. Kruengkrai et al., "A word and character‐cluster hybrid model for thai 
word  segmentation,"  InterBEST  2009  Thai  Word  Segmentation:  an 
International Episode, Bangkok, Thailand, 2009. 
[92]  T. Nakagawa and K. Uchimoto. "A hybrid approach to word segmentation 
and pos tagging," in Proceedings of Proceedings of the 45th Annual Meeting 
of the ACL on Interactive Poster and Demonstration Sessions, Prague, Czech 
Republic, 2007.  1557832: Association for Computational Linguistics, p. 217‐
220. 
[93]  C. Kruengkrai et al. "An error‐driven word‐character hybrid model for joint 
chinese word segmentation and pos tagging," in Proceedings of Proceedings 
of the Joint Conference of the 47th Annual Meeting of the ACL and the 4th 
International  Joint  Conference  on  Natural  Language  Processing  of  the 
AFNLP: Volume 1 ‐ Volume 1, Suntec, Singapore, 2009.  1687951: Association 
for Computational Linguistics, p. 513‐521. 
[94]  T.  Theeramunkong  et  al.  "Character  cluster  based  thai  information 
retrieval," in Proceedings of Proceedings of the fifth international workshop 
on on Information retrieval with Asian languages, Hong Kong, China, 2000.  
355225: ACM, p. 75‐80. 149 
 
[95]  K.  Suesatpanit  et  al.,  "Thai  word  segmentation  using  character‐level 
information,"  InterBEST  2009  Thai  Word  Segmentation:  an  International 
Episode, Bangkok, Thailand, 2009. 
[96]  J.  D.  Lafferty  et  al.  "Conditional  random  fields:  Probabilistic  models  for 
segmenting and labeling sequence data," in Proceedings of Proceedings of 
the  Eighteenth  International  Conference  on  Machine  Learning,  2001.  
655813: Morgan Kaufmann Publishers Inc., p. 282‐289. 
[97]  C. Haruechaiyasak and S. Kongyoung, "Tlex: Thai lexeme analyser based on 
the conditional random fields," InterBEST 2009 Thai Word Segmentation: an 
International Episode, Bangkok, Thailand, 2009. 
[98]  P.  Bangcharoensap  et  al.,  "A  statistical‐machine‐translation  approach  to 
word boundary identification: A projective analogy of bilingual translation " 
InterBEST  2009  Thai  Word  Segmentation:  an  International  Episode, 
Bangkok, Thailand, 2009. 
[99]  P.  Limcharoen  et  al.,  "Thai  word  segmentation  based‐on  glr  parsing 
technique  and  word  n‐gram  model  "  InterBEST  2009  Thai  Word 
Segmentation: an International Episode, Bangkok, Thailand, 2009. 
[100]  M.  Tomita,  "An  efficient  augmented‐context‐free  parsing  algorithm," 
Comput. Linguist.,  vol. 13, no. 1‐2, p. 31‐46, 1987. 
[101]  H.  Xinghua  and  W.  Bin.  "Automatic  keyword  extraction  using  linguistic 
features,"  in  Proceedings  of  Data  Mining  Workshops,  2006.  ICDM 
Workshops 2006. Sixth IEEE International Conference on, Dec. 2006, 2006. p. 
19‐23. 
[102]  X.  Li  and  D.  Roth.  "Learning  question  classifiers,"  in  Proceedings  of 
Proceedings  of  the  19th  international  conference  on  Computational 
linguistics ‐  Volume  1,  Taipei,  Taiwan,  2002.  1072378:  Association  for 
Computational Linguistics, p. 1‐7. 
[103]  D.  Zhang  and  W.  S.  Lee.  "Question  classification  using  support  vector 
machines," in Proceedings of Proceedings of the 26th annual international 
ACM SIGIR conference on Research and development in informaion retrieval, 
Toronto, Canada, 2003.  ACM, p. 26‐32. 
[104]  I.  H.  Witten  et  al.  "Kea:  Practical  automatic  keyphrase  extraction,"  in 
Proceedings  of  Proceedings  of  the  fourth  ACM  conference  on  Digital 
libraries, Berkeley, California, United States, 1999.  313437: ACM, p. 254‐
255. 
[105]  H. P. Luhn, "The automatic creation of literature abstracts," IBM J. Res. Dev.,  
vol. 2, no. 2, p. 159‐165, 1958. 
[106]  G.  Salton  and  C.  Buckley,  "Term‐weighting  approaches  in  automatic  text 
retrieval," Inf. Process. Manage.,  vol. 24, no. 5, p. 513‐523, 1988. 
[107]  M.  Kantrowitz,  "Term‐length  term‐frequency  method  for  measuring 
document similarity and classifying text," US Patent WO2000/033215, 2000. 150 
 
[108]  M. Banko et al. "Generating extraction‐based summaries from hand‐written 
wummaries by aligning text spans," in Proceedings of the Pacific Association 
for Computational Linguistics, 1999.  PACLING. 
[109]  A.  Nuntiyagul  et  al.,  "Keyword  extraction  strategy  for  item  banks  text 
categorization," Computational Intelligence,  vol. 23, no. 1, p. 28‐44, 2007. 
[110]  C. Jaruskulchai and C. Kruengkrai. "A practical text summarizer by paragraph 
extraction for thai," in Proceedings of Proceedings of the sixth international 
workshop  on  Information  retrieval  with  Asian  languages ‐  Volume  11, 
Sapporo, Japan, 2003.  1118937: Association for Computational Linguistics, 
p. 9‐16. 
[111]  C.  D.  Manning  et  al.,  Introduction  to  information  retrieval,  Cambridge, 
England: Cambridge University Press, 2008.  
[112]  N.  Gershon  and  W.  Page,  "What  storytelling  can  do  for  information 
visualization," Commun. ACM,  vol. 44, no. 8, p. 31‐37, 2001. 
[113]  D. Kennedy, "Data visualisation," Australian Bureau of Statistics, Canberra, 
2007. 
[114]  M. X. Zhou and S. K. Feiner. "Visual task characterization for automated 
visual  discourse  synthesis,"  in  Proceedings  of  Proceedings  of  the  SIGCHI 
conference on Human factors in computing systems, Los Angeles, California, 
United States, 1998.  ACM Press/Addison‐Wesley Publishing Co., p. 392‐399. 
[115]  M.  J.  Eppler  and  R.  A.  Burkhard,  "Knowledge  visualization,"  NetAcademy 
Project, Switzerland, 2004. 
[116]  R. A. Burkhard, "Knowledge visualization ‐ the use of complementary visual 
representations for the transfer of knowledge. A model, a framework, and 
four  new  approaches,"  Doctor  of  Sciences,  Swiss  Federal  Institute  of 
Technology Zurich, 2005. 
[117]  A.  Arnaert  and  L.  Delesie,  "Information  visualisation:  A  holistic  tool  to 
discover  knowledge.  Case  study ‐  what  video‐telephone  care?  What 
elderly?," Knowl Manage Res Prac,  vol. 3, no. 1, p. 3‐9, 2005. 
[118]  V. Chik et al. "Intelligent mind‐mapping," in Proceedings of Proceedings of 
the  19th  Australasian  conference  on  Computer‐Human  Interaction: 
Entertaining User Interfaces, Adelaide, Australia, 2007.  1324931: ACM, p. 
195‐198. 
[119]  J. Beel and S. Langer. "An exploratory analysis of mind maps," in Proceedings 
of  Proceedings  of  the  11th  ACM  symposium  on  Document  engineering, 
Mountain View, California, USA, 2011.  2034709: ACM, p. 81‐84. 
[120]  B. B. Bederson et al., "Ordered and quantum treemaps: Making effective use 
of 2d space to display hierarchies," ACM Trans. Graph.,  vol. 21, no. 4, p. 
833‐854, 2002. 
[121]  B. Johnson and B. Shneiderman. "Tree‐maps: A space‐filling approach to the 
visualization  of  hierarchical  information  structures,"  in  Proceedings  of 151 
 
Visualization, 1991. Visualization '91, Proceedings., IEEE Conference on, 22‐
25 Oct 1991, 1991. p. 284‐291. 
[122]  C.  C.  Fung  et  al.  "Iwise,  an  intelligent  web  interactive  summarization 
engine,"  in  Proceedings  of  2009  International  Conference  on  Machine 
Learning and Cybernetics, 2009. p. 3457‐3462. 
[123]  C. Seifert et al. "On the beauty and usability of tag clouds," in Proceedings of 
Information Visualisation, 2008. IV '08. 12th International Conference, 2008. 
p. 17‐25. 
[124]  M.  A.  Hearst  and  D.  Rosner.  "Tag  clouds:  Data  analysis  tool  or  social 
signaller?,"  in  Proceedings  of  Hawaii  International  Conference  on  System 
Sciences, Proceedings of the 41st Annual, 2008. p. 160‐160. 
[125]  A. Pérez García‐Plaza et al., "Reorganizing clouds: A study on tag clustering 
and evaluation," Expert Systems with Applications,  vol. 39, no. 10, p. 9483‐
9493, 2012. 
[126]  W. Thanadechteemapat and C. C. Fung. "A web assessment approach based 
on  summarisation  and  visualisation,"  in  Proceedings  of  the  10th 
Postgraduate Electrical Engineering & Computing Symposium (PEECS 2009), 
Perth, 1 October 2009, 2009. 2008. 
[127]  G.  D.  Hollander  and  M.  Marx.  "Summarization  of  meetings  using  word 
clouds,"  in  Proceedings  of  Computer  Science  and  Software  Engineering 
(CSSE), 2011 CSI International Symposium on, 15‐16 June 2011, 2011. p. 54‐
61. 
[128]  C.  S.  Mesnage  and  M.  J.  Carman.  "Tag  navigation,"  in  Proceedings  of 
Proceedings  of  the  2nd  international  workshop  on  Social  software 
engineering and applications, Amsterdam, The Netherlands, 2009.  ACM. 
[129]  W. Thanadechteemapat and C. C. Fung. "Automatic web content extraction 
for generating tag clouds from thai web sites," in Proceedings of e‐Business 
Engineering  (ICEBE),  2011  IEEE  8th  International  Conference  on,  Beijing, 
China, 19‐21 Oct. 2011, 2011. p. 85 ‐ 89. 
[130]  L.  Di  Caro  et  al.,  "Navigating  within  news  collections  using  tag‐flakes," 
Journal of Visual Languages &amp; Computing,  vol. 22, no. 2, p. 120‐139, 
2011. 
[131]  C. C. Fung et al. "Summarizing information from web sites on distributed 
power generation and alternative energy development," in Proceedings of 
Advances in Power System Control, Operation and Management (APSCOM 
2009), 8th International Conference on, 8‐11 Nov. 2009, 2009. p. 1‐6. 
[132]  C. C. Fung et al. "Acquiring knowledge and information on alternative energy 
from  the  world  wide  web,"  in  Proceedings  of  Power  &  Energy  Society 
General Meeting, 2009. PES '09. IEEE, 26‐30 July 2009, 2009. p. 1‐9. 
[133]  L. Goin, Design for web developers: Colour and layout for the artistically 
overwhelemed. Enschede, The Netherlands: DMXzone.com, 2005. 152 
 
[134]  S.  Outing  and  L.  Ruel,  "The  best  of  eyetrack  iii:  What  we  saw  when  we 
looked through their eyes," The Poynter Institute, St. Petersburg, Florida., 
2004. 
[135]  M.  J.  Halvey  and  M.  T.  Keane.  "An  assessment  of  tag  presentation 
techniques,"  in  Proceedings  of  Proceedings  of  the  16th  international 
conference on World Wide Web, Banff, Alberta, Canada, 2007.  1242826: 
ACM, p. 1313‐1314. 
[136]  A. W. Rivadeneira et al. "Getting our head in the clouds: Toward evaluation 
studies  of  tagclouds,"  in  Proceedings  of  Proceedings  of  the  SIGCHI 
conference on Human factors in computing systems, San Jose, California, 
USA, 2007.  ACM. 
[137]  S.  Lohmann  et  al.,  Comparison  of  tag  cloud  layouts:  Task‐related 
performance  and  visual  exploration,  in  Human‐computer  interaction  – 
interact 2009, 2009, p. 392‐404. 
[138]  C. Seifert et al., Word clouds for efficient document labeling, Elomaa, T. et 
al., Editors: Springer Berlin / Heidelberg, 2011, p. 292‐306. 
[139]  H.  Jhen  Li  et  al.  "Multiscale  ssr  tag  cloud  visualization  for  biomarker 
discovery,"  in  Proceedings  of  Complex,  Intelligent  and  Software  Intensive 
Systems (CISIS), 2011 International Conference on, June 30 2011‐July 2 2011, 
2011. p. 519‐523. 
[140]  G. Koutrika et al. "Data clouds: Summarizing keyword search results over 
structured data," in Proceedings of Proceedings of the 12th International 
Conference  on  Extending  Database  Technology:  Advances  in  Database 
Technology, Saint Petersburg, Russia, 2009.  ACM. 
[141]  K. Kyungtae et al. "Wordbridge: Using composite tag clouds in node‐link 
diagrams  for  visualizing  content  and  relations  in  text  corpora,"  in 
Proceedings  of  System  Sciences  (HICSS),  2011  44th  Hawaii  International 
Conference on, 4‐7 Jan. 2011, 2011. p. 1‐8. 
[142]  L. D. Caro et al. "Using tagflake for condensing navigable tag hierarchies 
from tag clouds," in Proceedings of Proceedings of the 14th ACM SIGKDD 
international  conference  on  Knowledge  discovery  and  data  mining,  Las 
Vegas, Nevada, USA, 2008.  1402021: ACM, p. 1069‐1072. 
[143]  K. S. Candan et al., "Phc: Multiresolution visualization and exploration of 
text corpora with parallel hierarchical coordinates," ACM Trans. Intell. Syst. 
Technol.,  vol. 3, no. 2, p. 1‐36, 2012. 
[144]  S.  Goldwater  et  al.  "Contextual  dependencies  in  unsupervised  word 
segmentation,"  in  Proceedings  of  Proceedings  of  the  21st  International 
Conference on Computational Linguistics and the 44th annual meeting of the 
Association  for  Computational  Linguistics,  Sydney,  Australia,  2006.  
Association for Computational Linguistics. 
[145]  M.  Paul  et  al.  "Language  independent  word  segmentation  for  statistical 
machine translation," in Proceedings of Proceedings of the 3rd International 
Universal Communication Symposium, Tokyo, Japan, 2009.  ACM. 153 
 
[146]  Nectec.  "Background  of  nectec,"  2006.  Available  from: 
http://www.nectec.or.th/en/about‐us/background.html. [Accessed: May 21, 
2012].  
[147]  Best Working Group, "Guidelines for best 2009: Thai word segmentation 
software  contest  (release  4)  (in  thai),"  Human  Language  Technology 
Laboratory (HLT), 2009. 
[148]  M. Dickinson, "Error detection and correction in annotated corpora," Doctor 
of Philosophy, The Ohio State University, 2005. 
[149]  Interbest2009: Thai Word Segmentation Workshop. "Paper's result," 2009.  
Available  from: 
http://thailang.nectec.or.th/interbest/index.php?option=com_content&task
=view&id=17&Itemid=32. [Accessed: November 1, 2010].  
[150]  R.  Maher,  Information  retrieval  handbook.  New  Delhi:  Research  World, 
2012. 
[151]  C. Jaruskulchai, "An automatic indexing for thai text retrieval," D.Sc., The 
George Washington University, United States ‐‐ District of Columbia, 1998. 
[152]  Z. Xing and A. C. Fang. "A study on automatic extraction of new terms," in 
Proceedings  of  Knowledge  Acquisition  and  Modeling  (KAM),  2011  Fourth 
International Symposium on, 8‐9 Oct. 2011, 2011. p. 599‐602. 
[153]  Y. Zhan and Y. Yan. "Construction and optimization of recruitment websites 
in china," in Proceedings of Business Intelligence and Financial Engineering 
(BIFE), 2011 Fourth International Conference on, 17‐18 Oct. 2011, 2011. p. 
143‐146. 
[154]  W. Weber. "Text visualization ‐ what colors tell about a text," in Proceedings 
of Information Visualization, 2007. IV '07. 11th International Conference, 4‐6 
July 2007, 2007. p. 354‐362. 
[155]  Y. Nayatani, "Adequateness of a newly modified opponent‐colors theory," 
Color Research & Application,  vol. 28, no. 4, p. 298‐307, 2003. 
[156]  J.‐H. Wu and Yufei Yuan, "Improving searching and reading performance: 
The  effect  of  highlighting  and  text  color  coding,"  Information  &amp; 
Management,  vol. 40, no. 7, p. 617‐637, 2003. 
[157]  J. Martin. "Efficient tag cloud algorithm,"   Mar 7, 2008.  Available from: 
http://blog.jeremymartin.name/2008/03/efficient‐tag‐cloud‐
algorithm.html. [Accessed: Apr 30, 2012].  
[158]  C. Weiwei et al. "Context preserving dynamic word cloud visualization," in 
Proceedings of Pacific Visualization Symposium (PacificVis), 2010 IEEE, 2‐5 
March 2010, 2010. p. 121‐128. 
[159]  Comscore  Inc.  "Comscore  announces  availability  of  online  audience 
measurement services for thailand,"  [Press Release] April 3, 2012.  Available 
from:  http://www.comscore.com/ger/layout/set/popup/Press_Events/ 
Press_Releases/2012/4/comScore_Announces_Availability_of_Online_Audi
ence_Measurement_Services_for_Thailand. [Accessed: May 6, 2012].  154 
 
[160]  L. Fei et al. "Automatic keyword extraction for the meeting corpus using 
supervised  approach  and  bigram  expansion,"  in  Proceedings  of  Spoken 
Language  Technology  Workshop,  2008.  SLT  2008.  IEEE,  15‐19  Dec.  2008, 
2008. p. 181‐184. 
[161]  W.  Thanadechteemapat  and  C.  C.  Fung.  "Improving  webpage  content 
extraction  by  extending  a  novel  single  page  extraction  approach:  A  case 
study  with  thai  websites,"  in  Proceedings  of  Machine  Learning  and 
Cybernetics (ICMLC), 2012 International Conference on, Xi'an, China, 15 ‐ 17 
July 2012, 2012. p. (in press). 
[162]  W.  Thanadechteemapat  and  C.  C.  Fung.  "Thai  word  segmentation  for 
visualization  of  thai  web  sites,"  in  Proceedings  of  Machine  Learning  and 
Cybernetics (ICMLC), 2011 International Conference on, Guilin, China, 10 ‐ 13 
July 2011, 2011. p. 1544‐1549. 
[163]  W. Thanadechteemapat and C. C. Fung. "Automatic content extraction and 
visualization of thai websites for improved information representation," in 
Proceedings of The 2012 IEEE International Conference on Systems, Man, 
and Cybernetics (IEEE SMC 2012) Seoul, Korea, 2012. p. (submitted). 
[164]  T.  Gruber,  Ontology  (computer  science),  in  Encyclopedia  of  database 
systems, Ling Liu and M. Tamer Özsu, Editors: Springer‐Verlag, 2009. 
 
  155 
 
Appendices 
Appendix A. Results from Single Page Extraction in Chapter 3 (Section 
3.2.6) 
Websites  Precision  Recall  F‐Measure 
Information : www.kafaak.com  94.69% 100.00%  97.25%
Information : www.thaichristians.net  95.27% 99.76%  97.43%
Information : www.bangkokhealth.com  97.34% 99.88%  98.58%
Information : sakid.com  99.16% 100.00%  99.58%
Information : thaipublica.org  100.00% 99.47%  99.73%
Information : www.บทความดีดี.com  99.49% 100.00%  99.74%
News : www.khaosod.co.th  97.91% 100.00%  98.94%
News : www.thairath.co.th  100.00% 100.00%  100.00%
Government : www.rd.go.th  99.75% 100.00%  99.87%
Government : www.moph.go.th  100.00% 100.00%  100.00%
Organisation : www.dasta.or.th  100.00% 100.00%  100.00%
Organisation : www.mea.or.th  100.00% 100.00%  100.00%
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Appendix B. Results from Multiple Page Extraction in Chapter 3 (Section 
3.3.6) 
Results from Sanook! website 
URL 
Single Page Extraction  Multiple Page Extraction 
Precision  Recall  F‐Measure Precision  Recall  F‐Measure 
#1  20.77% 100.00%  34.39% 44.97% 100.00% 62.04% 
#2  55.29% 100.00%  71.21% 86.10% 100.00% 92.53% 
#3  21.56% 100.00%  35.47% 36.45% 100.00% 53.43% 
#4  32.19% 100.00%  48.71% 49.82% 100.00% 66.50% 
#5  14.20% 100.00%  24.86% 34.17% 100.00% 50.94% 
#6  16.79% 100.00%  28.76% 31.01% 100.00% 47.34% 
#7  96.30% 100.00%  98.12% 98.73% 100.00% 99.36% 
#8  13.35% 100.00%  23.55% 37.75% 100.00% 54.81% 
#9  24.58% 82.56%  37.88% 90.13% 82.56% 86.18% 
#10  27.80% 100.00%  43.50% 76.52% 100.00% 86.70% 
Average  32.28% 98.26%  44.65% 58.57% 98.26% 69.98% 
 
List of URLs 
#1  http://campus.sanook.com/950978/คติธรรม-พร-4‐ประการ-จากท่าน-ว.วชิรเมธี/ 
#2  http://campus.sanook.com/950913/มหัศจรรย์แห่งชีวิต...-หลักคิด-20‐ข้อ-จากท่าน-
ว.วชิรเมธี/ 
#3  http://campus.sanook.com/941352/ความรู้ที่ท่านอาจยังไม่รู้/ 
#4  http://campus.sanook.com/923763/7‐หลักคิดเชิงบวกจากท่าน-ว.วชิรเมธี/ 
#5  http://campus.sanook.com/951462/แก๊ป-จักริน-จากหนุ่มบ้านไร่กับหวานใจไฮโซ/ 
#6  http://campus.sanook.com/950483/แจ่มใส-แจกนิยาย-ฟรี/ 
#7  http://campus.sanook.com/962044/ก.พ.-ให้การรับรอง-คุณวุฒิปริญญาการบริหารธุรกิจ
บริการ/ 157 
 
#8  http://campus.sanook.com/961229/เดิน-วิ่ง-มินิมาราธอน-ครอบครัวร่วมใจ-สายใยเภสัช/ 
#9  http://campus.sanook.com/961028/รับสมัครเยาวชนระดับอุดมศึกษาร่วมแข่งขัน
โครงการ-กล้าใหม่...ใฝ่รู้/ 
#10  http://campus.sanook.com/แนะนํา-ช่วยเหลือ-การใช้เว็บ-sanook‐campus‐
912297.html 
 
Results from MThai website 
URL 
Single Page Extraction  Multiple Page Extraction 
Precision  Recall  F‐Measure Precision  Recall  F‐Measure 
#1  83.85%  100.00% 91.22% 93.62% 99.02%  96.25%
#2  14.95%  100.00% 26.01% 29.10% 99.01%  44.98%
#3  26.18%  100.00% 41.50% 31.67% 98.93%  47.98%
#4  84.19%  100.00% 91.41% 95.20% 99.02%  97.07%
#5  15.40%  100.00% 26.69% 21.36% 98.76%  35.12%
#6  14.69%  100.00% 25.62% 22.49% 98.78%  36.64%
#7  14.68%  100.00% 25.61% 44.76% 99.37%  61.72%
#8  29.45%  100.00% 45.50% 77.37% 99.12%  86.91%
#9  21.09%  100.00% 34.83% 33.82% 99.20%  50.44%
#10  80.14%  100.00% 88.98% 96.71% 95.20%  95.95%
  38.46%  100.00% 49.74% 54.61% 98.64%  65.31%
 
List of URLs 
#1  http://news.mthai.com/general‐news/170066.html 
#2  http://news.mthai.com/general‐news/169913.html 
#3  http://news.mthai.com/world‐news/169752.html 
#4  http://news.mthai.com/world‐news/169803.html 
#5  http://news.mthai.com/headline‐news/169587.html 
#6  http://news.mthai.com/world‐news/170155.html 
#7  http://news.mthai.com/headline‐news/170197.html 158 
 
#8  http://news.mthai.com/world‐news/170003.html 
#9  http://news.mthai.com/hot‐news/169974.html 
#10  http://news.mthai.com/general‐news/169948.html 
 
Appendix C. Compared  Results  of  the  Use  of  a  Dictionary  and  the 
Corpus with the Proposed Technique of Thai Word Segmentation in 
Chapter 4 (Section 4.1) 
Category 
Dictionary  Corpus 
Precision  Recall  F‐Measure Precision  Recall  F‐Measure 
Article  71.25  64.36  67.63  97.51  97.91  97.71 
Encyclopaedia  74.44  67.10  70.58  97.15  97.50  97.32 
News  68.76  67.26  68.00  94.20  96.47  95.32 
Novel  68.73  67.72  68.22  94.62  95.84  95.23 
 
 
Appendix D. Detailed  Results  of  Keyword  Identification  from  Single 
Webpage in Chapter 5 (Section 5.2.3) 
P
e
r
c
e
n
t
a
g
e
  AMTF for 20 Individual Webpages 
No. 
Keywords 
Correct 
No. 
Repetitive 
Words 
Precision  Recall  F‐Measure 
5%  2.1  1.05  0.5  27.06%  9.24%  13.11% 
10%  4.2  2  0.75  36.32%  19.14%  23.15% 
15%  6.6  2.85  0.95  34.34%  26.27%  27.61% 
20%  9.3  3.25  1.05  29.63%  30.25%  27.18% 
25%  11.9  3.65  1.1  28.76%  34.42%  28.33% 
30%  14.7  3.9  1.1  25.99%  37.05%  27.59% 
35%  18.7  4.2  1.15  22.30%  39.04%  25.97% 
40%  21.4  4.45  1.15  21.13%  41.37%  25.63% 159 
 
P
e
r
c
e
n
t
a
g
e
  AMTF for 20 Individual Webpages 
No. 
Keywords 
Correct
No. 
Repetitive 
Words 
Precision  Recall  F‐Measure 
45%  25.6  4.95  1.15  19.93%  45.68%  25.54% 
50%  29.8  5.1  1.15  17.91%  47.73%  24.29% 
55%  36.45  5.15  1.15  15.13%  48.12%  21.22% 
60%  43.9  5.3  1.15  12.45%  49.23%  18.54% 
65%  52.2  5.45  1.15  11.19%  50.79%  17.06% 
70%  64.9  5.8  1.15  10.21%  55.13%  16.01% 
75%  70.15  5.95  1.15  9.41%  56.09%  15.11% 
80%  82.25  5.95  1.15  8.31%  56.09%  13.59% 
85%  105.7  6.05  1.15  6.77%  58.05%  11.38% 
90%  130.5  6.1  1.15  5.72%  58.55%  9.75% 
95%  166.35  6.5  1.15  4.73%  64.89%  8.42% 
100%  220.95  6.55  1.15  3.19%  65.23%  5.96% 
 
P
e
r
c
e
n
t
a
g
e
  TFIDF for 20 Individual Webpages 
No. 
Keywords 
Correct
No. 
Repetitive 
Words 
Precision  Recall  F‐Measure 
5%  43.05  0.35  0  2.44%  5.22%  1.85% 
10%  49.7  0.45  0  2.43%  6.22%  1.89% 
15%  67.45  0.55  0  1.84%  8.22%  2.10% 
20%  77.9  0.75  0.05  2.40%  10.21%  2.74% 
25%  104.95  1.15  0.1  2.06%  14.91%  2.96% 
30%  122.2  1.2  0.1  1.50%  15.25%  2.31% 
35%  134.8  1.7  0.1  1.61%  22.38%  2.85% 
40%  160.55  2.1  0.1  1.69%  27.63%  3.09% 
45%  168.8  2.25  0.1  1.51%  28.46%  2.80% 
50%  179.55  2.4  0.1  1.57%  31.19%  2.92% 
55%  193.65  2.65  0.1  1.52%  32.33%  2.85% 
60%  196.9  2.8  0.1  1.57%  33.55%  2.93% 
65%  203.55  3  0.1  1.59%  35.22%  2.98% 
70%  207.75  3.1  0.1  1.61%  36.85%  3.03% 
75%  211  3.5  0.1  1.77%  40.43%  3.33% 
80%  214.65  4.25  0.35  2.14%  47.30%  4.01% 
85%  216.85  4.5  0.4  2.26%  48.54%  4.22% 160 
 
P
e
r
c
e
n
t
a
g
e
  TFIDF for 20 Individual Webpages 
No. 
Keywords 
Correct 
No. 
Repetitive 
Words 
Precision  Recall  F‐Measure 
90%  218.4  5.1  0.45  2.57%  54.02%  4.80% 
95%  219.75  5.45  0.65  2.74%  57.33%  5.12% 
100%  220.95  6.55  1.15  3.19%  65.23%  5.96% 
 
P
e
r
c
e
n
t
a
g
e
  TLTF for 20 Individual Webpages 
No. 
Keywords 
Correct 
No. 
Repetitive 
Words 
Precision  Recall  F‐Measure 
5%  1.25  0.2  0.05  11.25%  1.82%  2.99% 
10%  1.95  0.5  0.15  15.83%  4.02%  6.19% 
15%  3  0.7  0.2  17.43%  7.85%  10.34% 
20%  4.45  0.9  0.25  16.04%  9.94%  11.44% 
25%  6.7  1.35  0.5  14.53%  13.66%  13.00% 
30%  7.95  1.35  0.5  13.44%  13.66%  12.56% 
35%  10.25  1.6  0.55  12.38%  15.98%  12.69% 
40%  13.9  2.15  0.8  12.77%  22.17%  15.10% 
45%  17.65  2.55  0.85  12.78%  25.54%  15.87% 
50%  25.3  3.1  0.9  11.81%  30.99%  15.85% 
55%  32.3  3.3  0.9  10.49%  33.74%  14.66% 
60%  40.65  3.55  0.95  9.62%  35.44%  13.77% 
65%  56.2  4.05  0.95  7.88%  41.32%  12.06% 
70%  71.95  4.4  1.05  6.58%  43.80%  10.63% 
75%  95.7  4.65  1.05  5.67%  46.12%  9.51% 
80%  131.6  5.3  1.15  4.59%  52.78%  8.05% 
85%  175.3  6.2  1.15  3.93%  63.25%  7.15% 
90%  206.7  6.5  1.15  3.43%  65.07%  6.35% 
95%  214.95  6.55  1.15  3.31%  65.23%  6.16% 
100%  220.95  6.55  1.15  3.19%  65.23%  5.96% 
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Appendix E. Detailed  Results  of  Keyword  Identification  from  Multiple 
Webpages in Chapter 5 (Section 5.4.3) 
P
e
r
c
e
n
t
a
g
e
  KID for Sanook! Website 
No. 
Keywords 
Correct
No. 
Repetitive 
Words 
Precision  Recall  F‐Measure 
5%  65  43  23  48.86%  35.54%  41.15% 
10%  105  50  26  38.17%  41.32%  39.68% 
15%  153  54  27  30.00%  44.63%  35.88% 
20%  181  60  28  28.71%  49.59%  36.36% 
25%  223  63  28  25.10%  52.07%  33.87% 
30%  261  72  29  24.83%  59.50%  35.04% 
35%  303  74  29  22.29%  61.16%  32.67% 
40%  353  77  30  20.10%  63.64%  30.56% 
45%  400  80  30  18.60%  66.12%  29.04% 
50%  478  82  30  16.14%  67.77%  26.07% 
55%  561  84  30  14.21%  69.42%  23.60% 
60%  673  85  30  12.09%  70.25%  20.63% 
65%  791  91  31  11.07%  75.21%  19.30% 
70%  1,025  92  31  8.71%  76.03%  15.63% 
75%  1,300  94  32  7.06%  77.69%  12.94% 
80%  1,757  97  32  5.42%  80.17%  10.16% 
85%  2,265  99  32  4.31%  81.82%  8.19% 
90%  3,013  101  32  3.32%  83.47%  6.38% 
95%  3,811  101  32  2.63%  83.47%  5.10% 
100%  4,275  102  32  2.37%  84.30%  4.61% 
 
P
e
r
c
e
n
t
a
g
e
  TFIDFE for Sanook! Website 
No. 
Keywords 
Correct 
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
5%  58  8  3  13.11%  6.61%  8.79% 
10%  228  14  4  6.03%  11.57%  7.93% 
15%  362  24  7  6.50%  19.83%  9.80% 
20%  1,014  33  7  3.23%  27.27%  5.78% 
25%  2,462  42  12  1.70%  34.71%  3.24% 162 
 
P
e
r
c
e
n
t
a
g
e
  TFIDFE for Sanook! Website 
No. 
Keywords 
Correct 
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
30%  2,712  52  15  1.91%  42.98%  3.65% 
35%  3,073  53  15  1.72%  43.80%  3.30% 
40%  3,317  55  15  1.65%  45.45%  3.19% 
45%  3,502  59  15  1.68%  48.76%  3.24% 
50%  3,681  62  16  1.68%  51.24%  3.25% 
55%  3,808  66  18  1.73%  54.55%  3.34% 
60%  3,901  70  21  1.78%  57.85%  3.46% 
65%  3,968  74  21  1.86%  61.16%  3.60% 
70%  4,020  80  25  1.98%  66.12%  3.84% 
75%  4,080  81  25  1.97%  66.94%  3.83% 
80%  4,129  83  25  2.00%  68.60%  3.88% 
85%  4,172  93  30  2.21%  76.86%  4.30% 
90%  4,209  94  30  2.22%  77.69%  4.31% 
95%  4,243  96  30  2.25%  79.34%  4.37% 
100%  4,275  102  32  2.37%  84.30%  4.61% 
 
P
e
r
c
e
n
t
a
g
e
  TLTF for Sanook! Website 
No. 
Keywords 
Correct 
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
5%  4  3  1  60.00%  2.48%  4.76% 
10%  10  12  7  70.59%  9.92%  17.39% 
15%  15  22  14  75.86%  18.18%  29.33% 
20%  23  25  15  65.79%  20.66%  31.45% 
25%  35  33  18  62.26%  27.27%  37.93% 
30%  43  34  18  55.74%  28.10%  37.36% 
35%  52  35  18  50.00%  28.93%  36.65% 
40%  67  39  19  45.35%  32.23%  37.68% 
45%  87  44  21  40.74%  36.36%  38.43% 
50%  99  44  21  36.67%  36.36%  36.51% 
55%  120  49  23  34.27%  40.50%  37.12% 
60%  152  53  25  29.94%  43.80%  35.57% 
65%  181  55  26  26.57%  45.45%  33.54% 
70%  228  58  26  22.83%  47.93%  30.93% 163 
 
P
e
r
c
e
n
t
a
g
e
  TLTF for Sanook! Website 
No. 
Keywords 
Correct
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
75%  302  62  26  18.90%  51.24%  27.62% 
80%  469  79  30  15.83%  65.29%  25.48% 
85%  687  84  30  11.72%  69.42%  20.05% 
90%  1,081  91  31  8.18%  75.21%  14.76% 
95%  2,607  99  32  3.75%  81.82%  7.17% 
100%  4,275  102  32  2.37%  84.30%  4.61% 
 
P
e
r
c
e
n
t
a
g
e
  KID for MThai Website 
No. 
Keywords 
Correct
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
5%  75  49  19  52.13%  47.12%  49.49% 
10%  138  64  25  39.26%  61.54%  47.94% 
15%  199  70  25  31.25%  67.31%  42.68% 
20%  245  73  25  27.04%  70.19%  39.04% 
25%  291  74  25  23.42%  71.15%  35.24% 
30%  324  75  25  21.49%  72.12%  33.11% 
35%  391  78  25  18.75%  75.00%  30.00% 
40%  445  78  25  16.60%  75.00%  27.18% 
45%  485  79  25  15.49%  75.96%  25.73% 
50%  561  79  25  13.48%  75.96%  22.90% 
55%  636  79  25  11.95%  75.96%  20.65% 
60%  745  81  25  10.52%  77.88%  18.54% 
65%  863  82  25  9.23%  78.85%  16.53% 
70%  992  82  25  8.06%  78.85%  14.63% 
75%  1,180  82  25  6.80%  78.85%  12.53% 
80%  1,496  83  25  5.46%  79.81%  10.22% 
85%  1,890  83  25  4.33%  79.81%  8.22% 
90%  2,255  84  25  3.68%  80.77%  7.05% 
95%  2,664  84  25  3.12%  80.77%  6.02% 
100%  3,350  86  25  2.55%  82.69%  4.94% 
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P
e
r
c
e
n
t
a
g
e
  TFIDFE for MThai Website 
No. 
Keywords 
Correct 
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
5%  43  24  8  47.06%  23.08%  30.97% 
10%  95  32  8  31.07%  30.77%  30.92% 
15%  153  41  8  25.47%  39.42%  30.94% 
20%  208  53  13  23.98%  50.96%  32.62% 
25%  456  61  17  12.90%  58.65%  21.14% 
30%  1,054  67  19  6.24%  64.42%  11.38% 
35%  2,304  75  23  3.22%  72.12%  6.17% 
40%  2,410  76  23  3.12%  73.08%  5.99% 
45%  2,659  77  23  2.87%  74.04%  5.53% 
50%  2,812  80  25  2.82%  76.92%  5.44% 
55%  2,922  80  25  2.71%  76.92%  5.24% 
60%  2,995  80  25  2.65%  76.92%  5.12% 
65%  3,069  81  25  2.62%  77.88%  5.07% 
70%  3,117  82  25  2.61%  78.85%  5.05% 
75%  3,168  83  25  2.60%  79.81%  5.03% 
80%  3,207  83  25  2.57%  79.81%  4.98% 
85%  3,242  83  25  2.54%  79.81%  4.92% 
90%  3,281  83  25  2.51%  79.81%  4.87% 
95%  3,316  83  25  2.48%  79.81%  4.82% 
100%  3,350  86  25  2.55%  82.69%  4.94% 
 
P
e
r
c
e
n
t
a
g
e
  TLTF for MThai Website 
No. 
Keywords 
Correct 
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
5%  6  3  0  50.00%  2.88%  5.45% 
10%  14  9  3  52.94%  8.65%  14.88% 
15%  20  10  3  43.48%  9.62%  15.75% 
20%  31  14  4  40.00%  13.46%  20.14% 
25%  39  17  5  38.64%  16.35%  22.97% 
30%  51  19  5  33.93%  18.27%  23.75% 
35%  63  22  5  32.35%  21.15%  25.58% 
40%  84  33  10  35.11%  31.73%  33.33% 
45%  105  40  14  33.61%  38.46%  35.87% 165 
 
P
e
r
c
e
n
t
a
g
e
  TLTF for MThai Website 
No. 
Keywords 
Correct
No. 
Repetitive
Words 
Precision  Recall  F‐Measure 
50%  121  50  19  35.71%  48.08%  40.98% 
55%  153  55  19  31.98%  52.88%  39.86% 
60%  179  57  19  28.79%  54.81%  37.75% 
65%  233  59  19  23.41%  56.73%  33.15% 
70%  296  65  21  20.50%  62.50%  30.88% 
75%  340  66  21  18.28%  63.46%  28.39% 
80%  430  69  21  15.30%  66.35%  24.86% 
85%  590  75  23  12.23%  72.12%  20.92% 
90%  915  81  25  8.62%  77.88%  15.52% 
95%  1,998  85  25  4.20%  81.73%  7.99% 
100%  3,350  86  25  2.55%  82.69%  4.94% 
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Appendix F. Variable  Tag  Cloud  for  Multiple  Pages  from  Sanook!  in 
Chapter 5 (Section 5.5) 
 
Figure A. 1 An illustration of Variable Tag Clouds from multiple pages in Sanook! 
No. of 
Identified 
Keywords 
Percentage Weight 167 
 
 
Figure A. 2. A Variable Tag Cloud at 5% weight from multiple pages in Sanook! 
 
Figure A. 3. A Variable Tag Cloud at 10% weight from multiple pages in Sanook!  
Figure A. 4. . A Variable Tag Cloud at 15% weight from multiple pages in Sanook! 