Long-term visual tracking is one of the most challenging problems in computer vision and is closer to practical application needs. In long-term video sequences, tracking targets often undergo dramatic appearance changes over time due to various factors such as scale variation, illumination change, occlusions and so on. In this work, we propose a novel robust long-term tracking framework based on continual learning and dynamic sample set modules. We transform the online tracking process into a continual learning process of the target model, and continuously learn various appearance changes to adapt to different scenarios. The continual learning module distills the beneficial knowledge of the old network to the new network through warm-up and joint training to achieve a comprehensive and holistic memory of the target appearance. Combining the dynamic sample set can effectively balance the short-term memory and long-term memory of the model, and establish a near-complete target appearance description in the long-term dimension to cope with various challenging situations. Experimental results on the large-scale long-term benchmark datasets LaSOT and UAV20L show that the proposed method performs favourably against other state-of-the-art trackers.
I. INTRODUCTION
Visual object tracking is a fundamental problem in computer vision and video processing. It has a wide range of applications in the fields of surveillance video analysis, humancomputer interaction, and visual navigation. Given the initial target of the video sequence, the purpose of the tracking is to estimate the position and scale of the target in subsequent frames. In recent years, visual target tracking has been widely studied and made great progress. However, in the processing of long-term video captured from real scenarios, the tracking accuracy and robustness also require a relatively large performance improvement. Real scene video not only has dramatic changes in the target appearance caused by such factors as viewpoint change, illumination variation, background clutter, and occlusion but also faces the frequent occurrence of the The associate editor coordinating the review of this manuscript and approving it for publication was Naveed Akhtar . target entering and exiting the camera field of view. Therefore, robust long-term target tracking is still very challenging.
Up to now, some trackers based on traditional hand-crafted features (e.g., [1] - [5] ) have been tried to apply to long-term tracking tasks, and some preliminary research results have been obtained. With the recent development of deep learning, the visual tracking research based on deep network has proliferated, and the performance of the corresponding longterm tracking method (e.g., [6] - [8] ) has also significantly improved compared with the traditional ones, showing its good development prospects. However, there is still a lack of a well-designed algorithm framework to handle object tracking tasks for long-term video sequences.
In the process of long-term visual tracking, the target is usually in a complex environment that changes over time and is also faced distraction with various noise factors. Therefore, it is not enough to simply fine-tune the pre-training model in the initial frame. We believe that the long-term tracking process should be an online learning process and adapt to the latest changes in object appearance through continuous model updates. Some trackers based on the tracking-bydetection framework (e.g., [9] - [12] ) accommodate the dramatic changes in object appearance over time by training the classifier online. However, the above methods simply update the classifiers with the training samples collected on-the-fly, cannot maintain the long-term memory of the target appearance, may even lead to the catastrophic forgetting dilemma. This means that the model is over-fitting to the current target appearance change, and the complete target appearance model with a holistic view cannot be established in the longterm dimension. In particular, for situations that are common in long-term tracking tasks, such as re-detection when the target reappears after it disappears, maintaining long-term memory of the target appearance will be very important.
Inspired by the continual learning framework [13] , in this work we propose a novel online model update approach especially for long-term visual tracking. Unlike the previous work (e.g., [6] , [9] - [12] ), we transform the online tracking process of long-term target into the continual learning process of the model. Combined with the training sample sets with long-term and short-term memory that is dynamically constructed during the tracking process, the proposed method can continuously learn the various appearance changes of the target and maintain the near-complete memory of the target appearance, thus establish a more comprehensive target appearance model. In particular, when the target disappears and reappears, it can re-detection the target according to the long-term memory of the target appearance.
In conclusion, the main contributions of this work are as follows: (1) For long-term visual tracking, a continual learning long-term tracking framework is proposed to build a comprehensive target appearance model online. (2) A dynamic sample set construction method with long-term and shortterm memory is designed. (3) Extensive evaluation on several long-term benchmark datasets validates that the proposed tracker can improve the overall performance with a large margin.
II. RELATED WORK
Visual tracking has been widely studied. In this section, only some representative work is sampled and the work closely related to our work is discussed. Some comprehensive comments on visual tracking can be found in [14] , [15] .
A. VISUAL TRACKING ALGORITHMS
Generally, existing visual tracking algorithms can be categorized into two types: generative methods and discriminative methods. The generative methods describe the tracking problem as searching for regions most similar to the target object within the search range. To this end, based on subspace models or templates, researchers proposed many approaches to object appearance modeling. Some representative methods include incremental subspace learning [16] , sparse principal component analysis [17] , sparse representation [18] . In contrast, the discriminative methods treat the tracking problem as a classification problem that aims to distinguish the target from changing background. These methods use foreground and background information to learn classifiers via multiple instance learning (MIL) [19] , P-N learning [1] , kernelized structured output support vector machine (SVM) [20] and correlation filter [21] . However, because of the use of simple low-level hand-crafted features, in complex environments, when the object appearances are simultaneously affected by various factors (e.g., occlusion, out-of-view, background clutter, viewpoint change, deformation), the above methods are easy to fail.
B. DEEP LEARNING-BASED VISUAL TRACKING
In recent years, due to the powerful feature representation ability of deep network, some trackers (e.g., [9] , [21] - [23] ) introduce convolutional neural network into visual tracking, which has greatly improved performance. Wang and Yeung [22] introduce a deep compact tracker based on stacked auto-encoder to learn generic image features for visual tracking. Wang et al. [23] employ a fully convolutional neural network tracking algorithm to improve tracking accuracy. Li et al. [12] present an online learning method based on CNNs pool for model update. To address the training data problem, Ma et al. [24] pre-train CNNs on large-scale image classification datasets, but this method may not be very effective due to fundamental differences between classification and tracking tasks. References [9] - [11] propose to train the CNNs on a large-scale and a set of annotated video sequences and achieved promising results on multiple tracking benchmarks. Among them, Nam and Han [9] propose an effective strategy, i.e., multi-domain branches to learn the generic feature of the tracking target, and then updated the weights of classification layer online in the tracking process to adapt to the latest target appearance change. Pu et al. [10] formulate a reciprocative learning algorithm to exploit visual attention for training deep classifiers. Fan and Ling [11] utilize recurrent neural network (RNN) to model object structure and use self-structure information of object to distinguish distracts of inter-class. Although these methods have strong discriminating ability, they can only maintain short-term memory of the target appearance, thus limiting their application in long-term scenarios.
C. CONTINUAL LEARNING
The goal of continual learning is to train a model capable of multiple tasks when providing data of different tasks in turn. Its core is to overcome the catastrophic forgetting problem, that is, the model should keep the same performance on the old task while learning the new task. At present, the existing multi-task continual learning is mainly divided into two mainstream: parameter based and knowledge distillation based. EWC [25] , SI [26] , IMM [27] , MAS [28] and other parameter based methods argue that the importance of each parameter in the network are different for different tasks. These methods try to estimate the importance of each parameter in the original model for different tasks and increase more penalties for the change of important parameters. The main difference between these works is the method of calculating the importance of parameters. However, it is difficult to design a reasonable measurement to evaluate all parameters, especially in the case of more tasks. Knowledge distillation is an effective method proposed by Hinton et al [29] . to transfer knowledge from large networks to small networks. LwF [13] , for the first time, knowledge distillation is introduced into continual learning, and the modified cross-entropy loss is used to keep the knowledge in the original model. iCaRL [30] combines knowledge distillation and representation learning, and adopts a new classification method. GEM [31] proposes a gradient situational memory continual learning model, which can reduce forgetting and transfer knowledge to previous tasks. Based on LwF [13] , EBII [32] learns shallow encoder according to the function of each task, and punishes the change of coding characteristics accompanied with distillation loss to reduce the forgetting of previous tasks.
D. LONG-TERM VISUAL TRACKING
By now, the work on long-term visual tracking is still relatively rare. Kalal et al. [1] combine a traditional shortterm tracker with an instance-based object detector and continuously update the target model through a sophisticated online learning mechanism. Inspired by [1] , the long-term correlation tracker LCT [4] uses the KCF [21] method as a tracker and the random ferns classifier as a detector. CMT [3] and MUSTer [2] use key point matching for long-term tracking. FCLT [5] utilizes correlation filters learned on multiple time scales as detector and uses correlation responses to guide dynamic interaction between short-term tracker and long-term detector. The performance of the above-mentioned trackers is not satisfactory due to merely exploit hand-crafted low-level features. Recently, several long-term trackers based on deep learning have been proposed. In virtue of adversarial learning, VITAL [6] exploits the most robust features over a long temporal span in classifier training. PTAV [7] proposes a novel parallel tracking and verifying framework, which effectively integrates real-time tracker and high-precision versifier for robust tracking, but it is limited to search only in the local scope of the image when the tracking fails. In this work, we introduce an online update scheme for visual trackers based on knowledge distillation, i.e., by continuously learning various changes in the appearance of the target, a nearcomplete target appearance model is established to achieve long-term robust tracking.
III. PROPOSED METHOD A. TRACKING FRAMEWORK OVERVIEW
Under the framework of the tracking-by-detection tracking algorithm, this work proposes a new continual learning longterm visual tracking method. The core function consists of two parts: continual learning of the tracker and dynamic sample set construction. When the tracking model is updated, the goal of continual learning is to maintain the long-term memory of the target appearance by transferring the beneficial knowledge of the old model to the new model, i.e. knowledge distillation. The dynamic sample set is dynamically constructed and updated during the online process, and the goal is to provide reliable and diverse training data for model updates.
The overall framework of the proposed algorithm is shown in FIGURE 1. For each frame of the online sequence, our tracker first samples the candidate targets based on the estimated target position of the previous frame, and then evaluates each candidate target through the network to obtain its positive and negative scores. Tracking indicates success when the maximum positive score is greater than the threshold. We select the candidate target with the maximum positive score and refine the target location using bounding box regression as in [33] . Meanwhile, new samples for dynamic sample set maintenance are resampled centered on the tracking results. Tracking failure means that the maximum positive score is less than the threshold and a model update is performed. Furthermore, to improve the adaptability and robustness of the long-term tracker, we update the model periodically at regular intervals. We have designed a model update method based on continual learning, which includes two stages of warm-up training and joint training. We only update the parameters of the last two layers of fully-connected layers and fully-connected classification layer. Details will be discussed in sections III-B and III-C.
B. DYNAMIC SAMPLE SET CONSTRUCTION
Our dynamic sample set includes three sub-sample sets: a negative sample set, a short-term memory sample set, and a long-term memory sample set. As shown in FIGURE 1, in each frame, when the new samples are generated, we add the new positive samples to the short-term memory sample set and the new negative samples to the negative sample set. When the collected negative samples exceed the set frame τ − , the earliest collected samples in the negative sample set are deleted. When the collected positive samples exceed the set frame τ + s , delete the earliest collected samples in the shortterm memory sample set and add the deleted positive samples to the long-term memory sample set.
To obtain a long-term memory sample set with both reliability and diversity, the sample updating method is as follows. When the long-term memory sample set collects positive samples from the short-term memory sample set over τ + l frames, we conduct k-means clustering [34] in the long-term memory sample set:
where N C represents the number of clusters, X + l represents all positive samples in the current long-term memory sample set. Calculate the feature mean vector µ i = |C i | -1 x∈C i x for each cluster C i , and then the maximum of inter-cluster distance can be evaluated by using the Euclidean metric:
For the new positive samples from the short-term memory sample set, the minimum distance between the new positive samples and the clusters is calculated by
where µ new denotes the feature mean vector of the new positive samples. In order to reduce the noise interference of the sample set and make the model maintains the longterm memory of the target appearance stably, we add the new positive samples to its nearest cluster only if the minimum distance d new is not greater than d C max . After that, the same number of samples as the newly added ones are randomly deleted in the corresponding cluster to ensure that the capacity of long-term memory sample set keeps unchanged.
C. VISUAL TRACKING VIA CONTINUAL LEARNING
LwF [13] is a representative method of continual learning, and it is a pioneering work to introduce the concept of knowledge distillation [29] . In order to adapt the model to the new task while maintaining its performance on the old task, LwF designed the knowledge distillation loss function for the old task. The total loss is the sum of two items: the new task classification loss L F ce and the old task knowledge distillation loss L F dis . Specifically, L F ce formalized by the standard crossentropy classification loss:
where (x n , y n ) is the training sample and label of the new task, K n is the number of classes of the new task, and p(x k n ) is the corresponding softmax output. The new task classification loss L F ce makes the prediction result of the new task target model match the given labels. The knowledge distillation loss L F dis of the old task is to make the current model simulate the behavior of the original model, and its form is defined as:
Because the data of the old task is not available [13] ,ŷ o is a soft label computed on the original model of the old task through the new data x n . K o is the number of classes of the old task,ŷ o is the soft label of the modified original network record, and p o (x n ) is the corresponding softmax output, which represents the prediction of current network for old tasks, namely:
where γ o is usually set to greater than 1 to increase the weight of small values. L F dis retain previous knowledge by encouraging current predictions of old tasks to match the soft label saved by the original model. Inspired by the above knowledge distillation method, we hope that by continuously learning the various appearance description of the tracked object over time, then the model can not only adapt to the latest appearance changes but also maintain the long-term appearance memory. To this end, we have designed a new knowledge distillation loss function for updating the tracking network. Combined with the dynamic sample set constructed in section III-B, our continual learning process consists of two phases: warm-up training and joint training.
Specifically, in the network warm-up training phase, we only use the short-term memory sample set (X + s , Y + s ) and a subset of negative sample set (X − (t−τ,t) , Y − (t−τ,t) ) to train the network. Our short-term memory loss is calculated using the common two-class cross-entropy loss function:
where, (x + s , y + s ) represents the short-term memory sample and label, (x − , y − ) represents the negative sample and label, τ is the length of frame storage of the negative sample subset, and g (x) represents the corresponding softmax output. The purpose of warm-up training is to let the network learn to adapt to the latest changes of the target appearance, namely to update the short-term memory of the model.
In the joint training phase, we use all the samples in the dynamic sample set to train the network. Compared with [13] , our knowledge distillation loss function is formulated as follows:
where, (x + l ,ŷ + l ) represent the training sample and label from the long-term memory sample set (X + l ,Ŷ + l ). In particular, y + l denotes the soft label saved by the old network, i.e. the original output of x + l on the old network. x − ,ŷ − represent the training sample and label from the negative sample subset
. Similarly,ŷ − is the original output of x − on the old network, and g(x) represents the corresponding softmax output of x on the new network. Knowledge distillation loss L L dis encourages the output response of longterm memory samples in the new network to be consistent with that of the old network. The total loss in the joint training stage is the sum of short-term memory loss L S ce and knowledge distillation loss L L dis , which is formulated as follows:
where λ is the knowledge distillation loss weight, i |w 2 i | is the regularization term, and β is the weight decay rate. Joint training avoids the forgetting of the historical appearance of the target by balancing the short-term and long-term memory of the model, and also alleviates the over-fitting on current appearance changes. In other words, our approach enables the model to learn continuously, so as to establish a more comprehensive memory of the object appearance in the long-term dimension, and achieves the improvement for the tracking robustness.
IV. ONLINE TRACKING PROCESS
Our online tracking process mainly includes three parts: model initialization, online tracking, and model update. Algorithm 1 gives the overall process of our algorithm. In the tracking-by-detection framework, the extraction and classification of candidate target features adopt a convolutional network cascaded with a fully connected network [9] , the filter weights of layer j is denoted by w j . During the entire tracking process, the feature extraction layer weight is fixed, we only update the weight in the classification layer {w 4 , w 5 , w 6 } online. T + s , T + l and T − represent the frame index sets of the short-term memory sample set, the longterm memory sample set, and the negative sample set, respectively.
Model initialization. In the initial frame, we randomly draw N 1 samples around the initial target position. For each sample, when its intersection over union (IoU) score with the ground truth annotations is greater than 0.7, it is marked as positive; when its IoU score with the ground truth annotations 
. 4: Find the optimal target state x * t by Eq.10. 5: Adjust x * t using bounding box regression [33] . 6: if P + (x * t ) > 0 then 7: Draw new samples X + t and X − t . 8 :
if |T − | > τ − then 10 :
11:
end if 12: if |T + s | > τ + s then 13 :
14:
end if 15: if |T + l | < τ + l then 16 :
17:
else 18: update X + l see section III-B.
19:
end if 20: end if 21: if P + (x * t ) < 0 or (t mod 10 = 0) then 22: Warm-up training {w 4 , w 5 , w 6 } use Eq.7.
23:
Joint training {w 4 , w 5 , w 6 } use Eq.9. 24: end if 25: until end of sequence is less than 0.5, it is marked as negative. We use 50 iterations of training to initialize the classifier model, use Eq.7 to compute its loss, and update the weights of the fully-connected layers.
Online tracking. Online processing of each frame is implemented in the framework of the particle filter. For a new frame, we sample N 2 candidate targets {x i } N 2 i=1 around the target position estimated in the previous frame, and then evaluate each candidate target into with the proposed network. The positive score of each candidate target indicates the probability that it belongs to the target class. The tracking result is confirmed by selecting the candidate with the highest score as follows:
x * = arg max
Then, the final tracking result is obtained by performing target box regression on x * by the method in [33] . Model update. When the positive fraction P + (x * ) of the tracking result is less than the set threshold σ , a model update is performed, otherwise, a model update is performed every 10 frames. In the warm-up and joint training stage, we update the weights of the entire fully connected layer using the loss functions defined by Eq.7 and Eq.9, respectively, and fine-tune the network weights using 10 and 15 iterations, respectively.
V. EXPERIMENTS
In this section, we first introduce the implementation details, and then evaluated our method on the long-term visual tracking benchmark dataset UAV20L [35] . Then, we conduct ablation studies from two perspectives: 1) evaluate the impact of the size of long-term memory sample set on the performance of the model; 2) compare and analyze the important role of the update method of long-term memory sample set on the model. Finally, we evaluate our method on a large-scale longterm benchmark dataset LaSOT [36] .
Implementation details. We utilize the deep network structure proposed in [9] as our baseline model. It consists of a feature extractor composed of three convolution layers and a classifier composed of three fully-connected layers. The weights of convolution layer are fixed and share the same values with the VGG-M model. The weights of fully-connected layers are initialized at the first frame and then updated continuously during the tracking process. In the initial frame, the number of samples N 1 is initially set to 5500, and the learning rates of layer fc4-5 and fc6 are empirically set to 0.0005 and 0.005 respectively. In each subsequent frame, the number of candidate targets is N 2 = 256, X + t and X − t are set to 50 and 200 respectively. When the model is updated online, the learning rates are set to 0.001 for fc4-5 and 0.01 for fc6. Knowledge distillation loss weight λ is set to 0.7, cluster number N C is set to 10, and threshold σ is set to 0. τ + s , τ + l and τ − are set to 100, 90, and 60, respectively. The weight decay rate of β is set to 0.0005 and momentum is set to 0.9. In each iteration, we feed a small batch of 32 positive samples and 96 negative samples into the network. The network solver is the stochastic gradient descent (SGD). Our implementation is based on Pytorch and runs on the 3.4 GHz Intel i7 kernel with a GeForce GTX 1080Ti GPU. The average tracking speed of our algorithm is 2 fps.
A. EXPERIMENT ON UAV20L DATASET 1) DATASET AND EVALUATION METRIC
The long-term tracking dataset UAV20L [35] contains 20 challenging sequences of full annotations, sequence length is between 1717 and 5527 frames. These sequences are labeled based on 12 different attributes, including scale variation (SV), aspect ratio change (ARC), low resolution (LR), fast motion (FM), full occlusion (FOC), partial occlusion (POC), out-of-view (OV), background clutter (BC), illumination variation (IV), viewpoint change (VC), camera motion (CM) and similar objects (SOB).
We use two metrics for tracker evaluation [35] : precision and success. The precision is measured by the distance between the center points of the estimated bounding box and the ground-truth. The precision plot shows the percentage of video frames where the distance is less than a given threshold, and we use the 20 pixels threshold to rank the trackers. The success rate is measured as the intersection over union (IoU) ratio of bounding box for tracking results and the groundtruths. The success plot shows the percentage of the IoU ratio is greater than a given threshold. And the IoU ratio is calculate as: score = area(R GT ∩R T )/area(R GT ∪R T ), R T represents the bounding box estimated by the tracker, and R GT represents the ground truth. Besides, we use the area under the curve (AUC) metric to rank the trackers.
2) OVERALL PERFORMANCE
We compare our method with thirteen state-of-the-art trackers including MDNet [9] , MUSTer [2] , SRDCF [37] , OAB [38] , MEEM [39] , LCT [4] , KCF [21] and so on. It should be noted that in order to obtain a fairness comparison, the comparative baseline tracker [9] is based on PyTorch to remove the differences in the underlying implementation platform.
We report the results in One-Pass Evaluation (OPE) using precision and success as shown in FIGURE 2. Overall, our method is superior to other tracking algorithms. Our Precision and Success reached 70.1% and 51.9%, which were 10% and 6.7% higher than the baseline tracker [9] , respectively, and there was no significant difference in tracking speed. Also, due to the use of deep feature and continual learning, our method is significantly improved compared with traditional long-term tracking trackers such as MUSTer [2] (precision and success score are 51.4% and 32.9%, respectively).
3) ATTRIBUTE-BASED EVALUATION
We further evaluate the performance of the algorithm under 12 different attributes, as shown in FIGURE 3 and FIGURE 4. For precision score, our method achieves the best performance in all 12 different attributes, including ARC (63.4%), BC (62.5%), CM (68.6%), FM (63.2%), FOC (55.3%), IV (73.2%), LR (66.7%), OV (60.1%), POC (67.8%), SOB (72.3%), SV (68.6%) and VC (60.1%). Our method has a significant improvement in ARC, FM, IV, LR, SOB and SV attributes compared with the tracking algorithm ranking second in each attribute, which are increased by 12.6%, 15.1%, 18.4%, 14.2%, 15.8%, 10.6%, respectively. In addition, compared with the baseline algorithm [9] , our method shows better robustness in its poorly performing BC and FOC attributes, and the precision scores of the two increase by 21.4% and 12.3%, respectively. For success score, our method also achieves the best performance in all 12 attributes, including ARC (46.0%), BC (40.4%), CM (50.8%), FM (38.0%), FC (32.0%), IV (55.3%), LR (41.4%), OV (46.0%), POC (50.0%), SOB (57.5%), SV (50.6%) and VC (46.7%). Compared with the tracking algorithm ranked second on each attribute, our method has an obvious improvement in the four attributes of FM, IV, LR and SOB, which are increased by 9.8%, 11.4%, 9.9%, 10%, respectively. Benefiting from continual learning, the performance of our method improved by 14.1% and 7.9%, respectively, in the under-performing BC and FOC attributes of the baseline tracker [9] .
4) QUALITATIVE EVALUATION
To further demonstrate and analyze the performance of our method, we performed a qualitative analysis as described below: a) Occlusion: FIGURE 5(a) shows the sampled tracking results on the sequences group2, car9 and group3, all of which involve heavy occlusion. The tracking results shown in FIGURE 5(a) that our tracker can deal with the occlusion in these sequences well. Although the target is temporarily lost due to occlusion, our tracker can perform successful re-detection quickly when the target reappears. Compared with our baseline tracker [9] , it will lose the target when occlusion occurs, such as sequence group2 (e.g., #1420), car9 (e.g., #830) and group3 (e.g., #2356), so our method has better performance. In addition, compared with other trackers (e.g., [2] , [37] - [39] ), except OAB [38] can handle occlusion on some sequences, such as group2 (e.g., #1420), other trackers cannot handle occlusion well and drift to the background. b) Fast motion: FIGURE 5(b) shows the sampled tracking results on the sequences uav1, car16 and group2, all of which involve fast motion. We have observed that MIL [19] and our tracker can locate the targets well in the challenges of sequences, such as uav1 (e.g., #1551) and group2 (e.g., #2100). In the car16 sequence, MDNet [9] , OAB [38] and our tracker can well locate targets, such as car16 (e.g., #1690). However, in scenarios where the target is severely deformed, for example, uav1 (e.g., #1551), car16 (e.g., #1690), MDNet [9] and OAB [38] can not deal with the change of target size very well, but our tracker show its good performance. c) Other challenges: FIGURE 5(c) shows the sampled tracking results of other challenges on sequences group3, group2 and car9, including full occlusion, out-of-view, scale variation, etc. In the sequences of group2 and group3, the target disappears in the field of vision due to being completely occluded for a long time. Because our tracker can maintain the long-term memory of the target appearance, when the target reappears, it can quickly re-detection the target, such as group3 (e.g., #2014) and group2 (e.g., #2440), but other trackers (e.g., [2] , [9] , [37] - [39] ) do not handle the target disappears well and drift to the background. In sequence car9, although OAB [38] and MEEM [39] can frame the target, [38] and [39] can not adapt to the scale variation of the target, such as car9 (e.g., #1800). Our method and MUSTer [2] perform well.
B. ABLATION STUDIES 1) SIZE OF LONG-TERM MEMORY SAMPLE SET
We compared the effects of different sizes of long-term memory sample set on model performance. We set τ + l to 60 frames, 90 frames and 120 frames respectively, and the results are shown in setting, and the difference from the baseline algorithm [9] is the addition of long-term memory samples. Our method is superior to the baseline tracker [9] under the different sizes of τ + l because this sample set can help our model maintain the long-term memory of the target appearance. Compared with the original τ + l = 90 setting, performance is decreased for other settings, especially when τ + l is set to 60 frames, precision and success decrease by 7.3% and 5.4% respectively. By setting τ + l to 90 frames, we make the long-term memory sample set have the same size as the short-term one. When τ + l is set to 60 or 120 frames, the short-term and longterm memory of the model may be out of balance due to the imbalanced sample size of the long-term and short-term memory sample sets. In this case, the model will overfit to the current or long-term target appearance changes, thereby reducing the accuracy and success rate of tracking.
2) THE UPDATE METHOD OF LONG-TERM MEMORY SAMPLE SET
We further analyze the important role of the long-term memory sample set update method for the model through two different settings: Method 1 and Method 2. Method 1 is an update method we designed, see section III-B. In Method 2, we use the simple update method as in [9] , i.e., when the positive samples from the short-term memory sample set collected by the long-term memory sample set exceed the τ + l frame, the earliest collected samples are deleted. The results are shown in TABLE 2. Compared with Method 2, our update method achieved an increase of 2.8% and 2.0% in precision rate and success rate, respectively.
C. EXPERIMENT ON LASOT DATASET 1) DATASET AND EVALUATION METRIC
LaSOT [36] is by far the most representative long-term visual tracking dataset with high-quality manual intensive annotations. It contains 1400 video sequences, each with an average of 2512 frames. In addition, considering the category balance of the target and the scene, the dataset contains 70 categories, each category containing 20 sequences. Compared to other benchmark datasets, LaSOT [36] is a very challenging dataset with longer sequence lengths, more complex and rich scene changes. Following [36] , we evaluate our approach [36] in term of different attributes using precision. The best two results are indicated in red and blue fonts, respectively. by exploiting Protocol I which aim to evaluate the tracker on a large scale data, i.e., we use all 1400 sequences to our performance testing. We perform a One-Pass Evaluation (OPE) and measure the precision and success of different tracking algorithms under Protocol I.
2) OVERALL PERFORMANCE
We have evaluated our method on LaSOT [36] and compared it with other 25 representative algorithms (e.g., MDNet [9] , VITAL [6] , SiamFC [8] , SINT [40] , ECO [41] , CFNet [42] , SRDCF [37] , PTAV [7] , TLD [1] , KCF [21] , MEEM [39] ). We report the results in OPE, as shown in FIGURE 6 . First, compared to other trackers based on the trackingby-detection framework (e.g., MDNet [9] , VITAL [6] ), our tracker performs better. The precision score and success score are 38.8% and 42.4%, respectively (1.6% and 1.2% higher than the second-ranked tracker [6] ). Second, our approach has improved significantly compared to other deep learning trackers (e.g., SiamFC [8] , SINT [40] ). Finally, compared to other long-term tracker (e.g., PTAV [7] , TLD [1] ), our trackers with continual learning capabilities are clearly more suitable for long-term modeling.
3) ATTRIBUTE-BASED EVALUATION
We further analyze the performance of our method on 14 different attributes of LaSOT [36] , including Illumination Variation (IV), Partial Occlusion (POC), Deformation (DEF), Motion Blur (MB), Camera Motion (CM), Rotation (ROT), [36] in term of different attributes using success rate. The best two results are indicated in red and blue fonts, respectively. It should be noted that in order to ensure clarity, we have shown the results of eight state-of-the-art trackers without loss of generality. For precision score, our tracker achieves the best results on all 14 attributes. Compared with other trackers, our tracker has a significant improvement in LR, BC and CM attributes, and the precision scores are 39.7%, 35.6%, and 42.1%, respectively. For the success score, our tracker also achieves the best results on all 14 attributes.
VI. CONCLUSION
In this paper, we propose a long-term tracking algorithm based on continual learning, whose core consists of two modules: continual learning and dynamic sample set. The continual learning module can transfer the knowledge of the old network to the new network in the process of model update, and make the model maintain the long-term memory of the target appearance. The dynamic sample set provides reliable and diverse training data for model update, and effectively balances the short-term memory and long-term memory of the target appearance. The experimental results in two longterm benchmark datasets show that the tracker in this paper has better performance than other typical tracking algorithms.
The method proposed in this paper can be used as the basis for further research. First, the performance of the longterm tracker depends to some extent on the continual learning approach employed. With the continuous development of the basic theory of continual learning, more advanced solutions can be used to improve the long-term tracking performance in the future. Secondly, since our baseline algorithm is not a real-time tracking algorithm, which limits its performance in real-time tracking, one of our future work focuses on realtime implementation while ensuring tracking accuracy.
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