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Abstract 
  Research into driving skill, particularly of hazard perception, 
often involves studies where participants either view pictures of 
driving scenarios or use movie viewing paradigms. However 
oculomotor strategies tend to change between active and passive 
tasks and attentional limitations are introduced during real driv-
ing. Here we present a study using eye tracking methods, to con-
trast oculomotor behaviour differences across a passive video 
based hazard perception task and an active hazard perception 
simulated driving task. The differences presented highlight a 
requirement to study driving skill under more active conditions, 
where the participant is engaged with a driving task. Our results 
suggest that more standard, passive tests, may have limited utili-
ty when developing visual models of driving behaviour. The 
results presented here have implications for driver safety 
measures and provide further insights into how vision and action 
interact during natural activity. 
CR Categories: J.4 [Computer Applications]: Social and Behav-
ioral Sciences – Psychology. 
Keywords: Eye movements and cognition, visual search behav-
iour, scanning strategies, natural scene perception 
1 Introduction / Overview 
  Many studies of driving and associated visual behaviours in-
volve participants either viewing pictures of driving scenarios or 
use movie viewing based paradigms (e.g. Savage et al., 2013). A 
typical hazard perception experiment, for example, might in-
volve participants watching a series of video clips of a car driv-
ing from a driver's viewpoint. The associated task is to press a 
button when a hazard is detected (often while eye movements are 
tracked). Indeed a similar approach is used in the United King-
dom to assess hazard perception abilities in individuals before 
they acquire a valid drivers' license.  
  It has been argued that the role of vision during natural tasks, 
that incorporate visuomotor control, can only usefully be studied 
during the performance of action itself (Land & Tatler, 2009). 
Action control is rather different from passively perceiving. The 
neural substrates for computing these visual processes are 
thought to be at least partially separate (Ungeleider & Pasternak, 
2003). 
 
 
 
  Furthermore, differences have been found in eye-movement 
behaviour when action is removed. For example, a series of ex-
periments reviewed by Steinman (2003) investigated the oculo-
motor strategies used to complete a tapping search task com-
pared with a search task where observers were asked to look at 
the target object. The oculomotor strategies employed by indi-
viduals were largely dissimilar for these two tasks. This suggests 
that the way in which we employ our oculomotor system in re-
sponse to a task involving natural action is rather different to 
when we simply move our eyes around to complete a task. 
  In driving, it is possible that video based hazard perception 
tasks generate visual behaviour that may not accurately represent 
the visual behaviour observed during a more naturalistic driving 
task. Underwood et al. (2011) hypothesized that the interactivity 
of real, or simulated, driving places more of a demand upon the 
visual system than the more passive video based hazard percep-
tion tasks. Certain locations which need to be fixated by the 
driver in order to control the car successfully become much more 
important in an active driving task. As a consequence, the search 
for hazards could potentially be interrupted. When using tasks 
such as viewing movies of driving scenes, where only eye 
movements and a button push response are used to complete the 
task, there might be important differences in behaviour that do 
not reflect behaviour under more active conditions. We test that 
hypothesis here, by studying visual behaviour when driving in a 
simulated setting that incorporates active control of a vehicle, 
compared with perception during passive movie viewing. 
  Our aim was to quantify the possible differences in the pattern 
of eye movements generated across non-driving and active driv-
ing hazard perception conditions. We took care to use conditions 
as similar as possible for the two tasks where the simulated driv-
ing environment and type of hazardous stimuli used were identi-
cal. The active 'driving' task consisted of driving around a num-
ber of courses in a driving simulator programme and responding 
to hazards. The more passive non-driving task involved watching 
a series of video clips from the same driving software and re-
sponding to the hazards. We recorded eye movements through-
out. 
2 Methods 
2.1 Apparatus and Driving Environment 
  For the driving condition, the driving simulator software used 
was Driving Simulator 2011 (Excalibur Publishing Limited, 
2011). With this software, the driving environment could be 
controlled. Hazards were created by altering the 'Artificial Intel-
ligence' of the other road users so that they would, at certain 
points, collide with each other. To control the car, a Thrustmaster 
5 Axes RGT Force feedback steering wheel (with left and right 
indicators) and pedal combination was used. The button press for 
participants to indicate they had spotted a hazard was located on 
the wheel where the participants' right thumb would naturally be. 
The simulated car was fully automatic, controlled by the gas 
pedal for acceleration and the brake pedal for deceleration. The 
stimulus display monitor was a 22inch CRT, set at an optimal 
resolution of 1280x1024 (See Figure 1). 
  An SR Eyelink 1000 eye tracker, with tower mount apparatus 
(Figure 1), was used to record eye movements during the exper-
iment sampling at 1000 Hz. Heads were stabilized using a chin 
rest so that the virtual environment was viewed at a distance of 
60cm for both driving and non-driving conditions (horizontal 
viewing angle of 38.50o). 
 
Figure. 1. Apparatus set up of monitor (left), steering wheel 
and pedals and eye tracker (right) 
2.2 Participants 
  Thirty-four participants took part in the study (5 males) with an 
age range of 19 to 31 years (mean age 21.2 years). All partici-
pants had normal or corrected-to-normal vision. Permission was 
given to conduct the study by the University of St. Andrews 
University Teaching and Research Ethics committee (UTREC). 
2.3 Procedures 
  One group of participants were told they would be performing a 
hazard perception task while driving in a virtual environment 
(driving task, n=17), with their eye movements being tracked. 
They were shown how to navigate through the virtual environ-
ment whilst obeying all traffic laws. Participants drove a total of 
eight courses, consisting of both suburban and urban routes. Four 
of the courses contained pre-determined hazards (both abrupt 
and distant hazards) in the form of a collision between two (or 
more) other vehicles. Participants were told to press the button 
when they detected such an event. The other group of partici-
pants were told they would be performing a hazard perception 
task where they would be watching a series of video clips of 
driving situations, then pressing the button on the steering wheel 
when they detected a hazardous event (non-driving task, n=17). 
They were told their eye movements would be tracked. They 
were instructed that they should watch the video as if they were 
the driver. Eight different videos were shown with only four 
containing hazardous situations. 
3. Results 
  In our analyses we considered eye movements from only the 
four courses that did not contain hazards, to avoid hazard specif-
ic artifacts. 
3.1 x- and y-axis fixation locations – Scanning behaviour 
  To investigate road scanning behaviour we measured the stand-
ard deviations of the x-axis (horizontal plane) and y-axis (verti-
cal plane) fixation locations for each course individually. The 
area of interest is that of the roadway. This excludes vehicle 
specific areas e.g. exterior or interior mirrors. A larger standard 
deviation equates to a larger spread in overt visual attention. 
Typical distributions of fixation locations are illustrated in Fig-
ure 2. 
Figure 2. Example (from one observer) of density heat maps 
showing the distribution of fixations for the Driving (left) and 
Non driving (right) condition where red represents a greater 
proportion of fixations. 
  Two MANOVAs (for horizontal and vertical fixations) were 
conducted to identify any significant differences in the standard 
deviations of fixation locations across the conditions (driving 
and non-driving). The standard deviations of the fixation distri-
bution for each of the separate courses were used as dependent 
variables. There was an overall significant effect of condition for  
standard deviations in the horizontal plane (V=0.53, 
F(4,29)=4.91, p<0.001) using Pillai's Trace. Separate univariate 
ANOVAs on the dependent variables revealed significant effects 
of condition on the standard deviations for Course 1 
(F(1,32)=30.52, p<0.001), Course 2 (F(1,32)=6.03, p<0.05) and 
Course 3 (F(1,32)=11.83, p<0.01) but not for Course 4 
(F(1,32)=0.1, p>0.05). From Figure 3 we see that the standard 
deviation of fixations for the horizontal plane was larger for the 
non-driving condition than the driving condition.  
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Figure 3. Standard deviations of horizontal fixations (and 
SEMs) for the driving (grey) and non-driving (blue) conditions. 
  There was an overall significant effect of task for the standard 
deviations of fixations in the vertical plane (V=0.57, 
F(4,29)=9.46, p<0.001) using Pillai's Trace. Separate univariate 
ANOVAs on the dependent variables revealed significant effects 
of task on the standard deviations for Course 1 (F(1,32)=20.87, 
p<0.001), Course 2 (F(1,32)=16.71, p<0.001), Course 3 
(F(1,32)=7.55, p<0.01) and Course 4 (F(1,32)=6.22, p<0.05). 
Figure 4. shows that the standard deviation in vertical plane fixa-
tions was larger for the non-driving condition than the active 
driving condition for Courses 1-3 but shows the opposite effect 
for Course 4. 
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Figure 4. Standard deviations of vertical fixations (and SEMs) 
for the driving (grey) and non-driving (blue) conditions. 
 It is hypothesised that the null effect of the x-axis fixation dis-
tribution and the opposite effect of the y-axis fixation distribu-
tions for Course 4 can largely be accounted for by the environ-
ment. The course contained many corners which may have influ-
enced horizontal scanning pattern, and also contained many 
over-head traffic lights which are more likely to draw the visual 
attention of an active driver vertically more frequently, in order 
to respond to the signals, and thus may have influenced vertical 
scanning. 
3.2 Average y-axis fixation position 
  To investigate how far along the road participants fixated, we 
measured the mean y-axis fixation location. Converted from 
screen pixels, a larger mean y-axis fixation location value would 
suggest individuals are looking lower down in the image and 
thus closer to the front of the vehicle. Results from a MANOVA 
showed an overall significant effect of condition on the mean y 
position fixations (V=0.70, F(4,29)=16.83, p<0.001) using Pil-
lai's Trace. Separate univariate ANOVAs on the dependent vari-
ables revealed significant effects of task on the mean vertical 
positions for Course 1 (F(1,32)=41.65, p<0.001), Course 2 
(F(1,32)=22.67, p<0.001), Course 3 (F(1,32)=10.56, p<0.01) and 
Course 4 (F(1,32)=9.30, p<0.01). Figure 5 shows that, for each 
course, participants fixated lower in the image, and thus closer to 
the front of the vehicle, in the driving condition (grey bars) than 
in the non-driving condition (blue bars). 
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Figure 5. Mean Y axis fixation location (and SEMs) across 
driving (grey) and non-driving (blue) conditions. 
3.3 Time to fixate hazard 
  We measured the average time it takes to detect (Time to See) 
hazards by calculating the latency from when the hazard first 
appeared on screen to when participants first fixate the hazard 
(means in Figure 6). 
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Figure 6. The average latencies (and SEMs) to first fixate the 
hazards across driving and non-driving conditions 
  We found that individuals take significantly longer (around 1 
second) to first fixate on the hazards during the driving task 
(F(1,32)=7.25, p<0.05) (Figure. 6). 
4 Discussion 
  Our primary aim was to measure, under controlled conditions, 
whether there were any differences in eye movement behaviour 
between a passive hazard perception based task (i.e. non-driving) 
and an active simulated driving task. 
  We found that individuals potentially search the road more 
(both up and down, and side to side) during the non-driving haz-
ard perception task. One explanation for this, could be the need 
to locate the focus of expansion (FoE) when driving. The FoE is 
the apparent point from which motion vectors flow, and normal-
ly corresponds to the direction of heading (Gibson, 1979). It is 
thought that the FoE provides useful information to the driver 
about vehicle direction, with which to control the vehicle. Here, 
it is likely this information comes from the roadway. If we are 
not actively controlling the vehicle, such as in a video based non 
driving task, there is little need to fixate primarily near the FoE 
because direction information is less critical as we are not active-
ly navigating the environment. It is possible therefore that ob-
servers can dedicate eye movements to searching the virtual 
environment more exhaustively for hazards during the non-
driving task. Such a hypothesis would explain the distribution of 
fixation locations and latencies presented here. 
  One may argue that the search strategies found here are impov-
erished search strategies. We argue this is highlighted given our 
finding that individuals tend to fixate closer to the vehicle in an 
active task. It would make sense, that in order to detect hazards 
more efficiently, individuals would benefit from fixating further 
along the roadway. It is possible that these search strategies 
could be the cause for the increased latency in first fixating on 
the hazards. If we scan the road less, then it makes sense that we 
take longer to fixate on the hazards.  
  The results might also suggest that there is a cognitive load 
imbalance between the two tasks. An increase in central pro-
cessing has been found to narrow spatial attention in driving 
(Crundall et al., 1999). The presumed higher cognitive demand 
of the driving task may have restricted the extent of the search of 
the road. Indeed this may also explain the latency difference we 
see in individuals detecting the hazards. For instance, increasing 
mental workload does impair hazard detection in other studies 
e.g. Recarte & Nunes (2003). A failure to scan the roadway fully 
could result in a collision (Lee, 2008). Thus we argue that future 
research should focus on effective ways of maximising the effi-
ciency of a visual search while driving. 
  Our results may have implications for current UK driving pro-
tocol, whereby individuals undertake a (passive) hazard percep-
tion test before the acquisition of a full drivers' license. This 
hazard perception task is similar to the non-driving task conduct-
ed here where videos are viewed and a button is pressed when a 
hazard is spotted. If the assessment of driving behaviour during 
such tests is not representative of typical driving behaviour as 
suggested here, then this may have potential implications for the 
types of everyday assessment tools used for hazard perception.  
One could put forward an argument that more active, naturalistic, 
assessment tools should be introduced. 
5 Conclusions 
  Here, using the active behaviour of driving, we have demon-
strated that the way in which we employ our oculomotor system 
changes depending on the nature of the task. These differences  
highlight the need to not only train, but also assess, driving be-
haviour under more naturally ecologically valid conditions where 
individuals are engaged in an active driving task. Ideally, of 
course, this should go beyond simulation training, given the 
number of factors that influence driving behaviour in a real driv-
ing situation. 
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