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Abstract
In practical data integration systems, it is common for the data sources being integrated to provide conflicting
information about the same entity. Consequently, a major challenge for data integration is to derive the
most complete and accurate integrated records from diverse and sometimes conflicting sources. We term
this challenge the truth finding problem. We observe that some sources are generally more reliable than
others, and therefore a good model of source quality is the key to solving the truth finding problem. In this
thesis, we propose probabilistic models that can automatically infer true records and source quality without
any supervision on both categorical data and numerical data. We further develop a new entity matching
framework that considers source quality based on truth-finding models.
On categorical data, in contrast to previous methods, our principled approach leverages a generative
process of two types of errors (false positive and false negative) by modeling two different aspects of source
quality. In so doing, ours is also the first approach designed to merge multi-valued attribute types. Our
method is scalable, due to an efficient sampling-based inference algorithm that needs very few iterations in
practice and enjoys linear time complexity, with an even faster incremental variant. Experiments on two
real world datasets show that our new method outperforms existing state-of-the-art approaches to the truth
finding problem on categorical data.
While in practice, numerical data is not only ubiquitous but also of high value, e.g. price, weather,
census, polls and economic statistics. Quality issues on numerical data can also be even more common and
severe than categorical data due to its characteristics. Therefore, in this thesis we propose a new truth-
finding method specially designed for handling numerical data. Based on Bayesian probabilistic models,
our method can leverage the characteristics of numerical data in a principled way, when modeling the
dependencies among source quality, truth, and claimed values. Experiments on two real world datasets show
that our new method outperforms existing state-of-the-art approaches in both effectiveness and efficiency.
We further observe that modeling source quality not only can help decide the truth but also can help
match entities across different sources. Therefore, as a natural next step, we integrate truth finding with
entity matching so that we could infer matching of entities, true attributes of entities and source quality in
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a joint fashion. This is the first entity matching approach that involves modeling source quality and truth
finding. Experiments show that our approach can outperform state-of-the-art baselines.
iii
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Chapter 1
Introduction
A classic example of data integration is the consolidation of customer databases after the merger of two
companies. Today, the scale of data integration has expanded as businesses share all kinds of data in
partnership using the Internet, and even more so when information is harvested by search engines crawling
billions of Web sites. As data is integrated, it is common for the data sources to claim conflicting information
about the same entities. Consequently, a key challenge of data integration is to derive the most complete
and accurate merged records from diverse and sometimes conflicting sources. We term this challenge the
truth finding problem.
We observe that some sources are generally more reliable than others, and therefore a good model of source
quality is the key to solving the truth finding problem. Given knowledge of which sources are trustworthy,
we can more effectively reconcile contradictory claims by down-weighing the claims of unreliable sources.
Conversely, the set of claims consistent with the overall consensus may yield estimates of source quality.
Therefore, it is natural to iteratively determine source quality and infer underlying truth together. Specific
mechanisms have been proposed in previous work on truth finding [11, 16, 27, 28, 39, 40], leveraging this
principle along with additional heuristics.
While existing methods try to determine the single most confident truth for each entity, in practice there
are several scenarios those methods are not optimal for. First, it is possible that on categorical attributes
multiple values can be true simultaneously. For example, many books do not have a single author, but
instead have a multi-valued author attribute type. Previous approaches are not designed for such real-
world settings. Second, when applied to numerical data, previous methods do not consider much its unique
characteristics, and therefore the performance is also likely to be not optimal.
On categorical data, a related drawback of current approaches is that their models of source quality as
a single parameter are insufficient, as they overlook the important distinction between two sides of quality.
Some sources tend to omit true values, e.g., only representing first authors of a book, individually suffering
false negatives; and others introduce erroneous data, e.g., associating incorrect authors with a book, suffering
false positives. If for each entity there is only one true fact and each source only makes one claim, then
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false positives and false negatives are equivalent. However, where multiple facts can be true and sources can
make multiple claims per entity, the two types of errors do not necessarily correlate.
Modeling these two aspects of source quality separately is the key to naturally allowing multiple truths
for each entity. In this thesis, we propose a Bayesian probabilistic graphical model we call the Latent Truth
Model (LTM), which leverages a generative error process to solve this problem. By treating the truth as a
latent random variable, our method can naturally model the complete spectrum of errors and source quality
in a principled way—an advantage over heuristics utilized in previous methods.
On numerical data, there are a few additional challenges that need be addressed by the truth finding
method. First, the distance between different values needs to be considered for estimating the truth. Second,
simply defining source quality based on how often the source is exactly correct would not suffice, instead, the
definition should involve generally how close the source’s claims are to the truth. Third, the consensus level
among claims for each entity should also be considered during the inference of source quality, and claims
for different entities could be in different scales which means data should be properly normalized to prevent
biased estimation of source quality. Last but not least, there could be outliers that severely pollute the data
distributions so they need to be identified in order to improve the estimation of the truth.
In this thesis, we propose a Gaussian probabilistic model GTM that can address the above issues and
simultaneously estimate real-valued truth and source quality without any supervision.
In standard truth finding settings we assume records that come from different sources are matched based
on whether they refer to the same real-world entities, but in practice such matching (or entity resolution,
record linkage) is also a very challenging problem. We observe that various source quality is a critical issue
in the matching process in the sense that if sources have low quality on one attribute, then the matching
function should not require values of two entities on such attribute to be exactly same for the two entities to
be matched. On the other hand, if we can infer the true attributes of the real world entities, it can also help
the entity resolution. Therefore, as a natural next step, we integrate truth-finding with entity resolution so
that source quality, true attributes of entities, and matching can be learned jointly. This is the first entity
resolution method that directly models source quality and true attributes of entities.
To summarize, our main contributions in this thesis are as follows:
1. We are the first to propose a principled probabilistic truth-finding approach that models two-sided
source quality and naturally supports multiple truths for the same entity on categorical attributes [42];
2. We are the first to propose a principled probabilistic truth-finding approach specifically designed for
numerical data [41].
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3. We are the first to propose an entity resolution approach that considers source quality and true at-
tributes of entities.
The rest of the thesis is organized as follows. In Chapter 2, we review the related work in existing
literature. In Chapter 3, we present our truth-finding method on categorical data. Next in Chapter 4 we
introduce our truth-finding method on numerical data. In Chapter 5 we discuss our entity matching method.
Finally in Chapter 6 we conclude this thesis.
3
Chapter 2
Related Work
2.1 Truth Finding
There are several previous studies related to the truth finding problem. Resolving inconsistency [2] and
modeling source quality [15] have been discussed in the context of data integration. Later [39] was the first
to formally introduce the truth-finding problem and propose an iterative mechanism to jointly infer truth
and source quality. [27] followed up and developed a few heuristic algorithms and integrated truth-finding
with integer programming to enforce certain constraints on truth data. [28] further generalized algorithms
in [27] so that certain background information such as uncertainty of input records can be incorporated. [16]
observed that the difficulty of merging data records should be considered in modeling source quality, in the
sense that sources would not gain too much credit from records that are fairly easy to integrate. [11] proposed
a method that consider both supporting sources and nonsupporting sources when assigning probabilities to
each claimed value. [34] proposed an EM algorithm for truth finding in sensor networks.
Past work also focuses on other aspects in truth-finding or general data integration. The source copying
issue was examined in [4,10–12,31]. With the copying relationship between sources detected, the true support
for each record can be better estimated. [4] also showed it is beneficial to consider multiple attributes together
rather than independently. Dynamic updates of the data are considered in [12, 26]. [1] discusses predicting
price history from multiple web offers, but it focuses on the time series aspect instead of quality of sources. [40]
models truth finding as a semi-supervised problem and utilizes regularization to enforce that similar claims
should have similar confidence of being true. [3] modeled source quality as relevance to desired queries in a
deep web source selection setting. [21] focuses on integrating knowledge bases.
Some work on crowdsourcing systems [7,8,20,29,32,33,36,38,43] also consider labels provided by workers
can be noisy and propose to derive the truth labels by modeling the expertise of workers or directly learn
classifiers from noisy labeled data. It is related to the truth finding for data integration, but the data
characteristics in the two scenarios could be quite different, and therefore methods will also need to be
specifically designed for each scenario. For example, missing a value in data integration is a quite different
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behavior than assigning a wrong label to an image in crowdsourcing.
Extensive work have also been done on constraint-based data cleaning [5, 6, 25]. Data is automatically
corrected so that no constraints are violated in the cleaned database. However, source quality information
is not considered in these approaches.
2.2 Entity Matching
Previously, numerous work have been done for entity matching, record linkage, disambiguation and dedupli-
cation. We refer to recent tutorials and surveys [13,17,19] for more thorough overview of related work. Re-
cently, some approaches consider matching in the presence of noisy data by merging or clustering [9,18,35,37],
but they do not fix erroneous data. One method [14] is proposed to apply rule based data repairing dur-
ing matching. However, in practice data repairing rules are limited, and when records come from different
sources, the source quality information is not considered in the previous approaches.
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Chapter 3
Truth Finding on Categorical Data
3.1 Introduction
On categorical data, perhaps the simplest approach to the truth finding problem is majority voting: only
treat claims made by a majority of sources as truth. Unfortunately voting can easily produce false negatives
if most sources miss certain true attributes, e.g., second authors of books; voting can also produce false
positives if the majority happens to be unreliable; for instance for an obscure fact. This drawback motivates
a threshold which a majority proportion of sources must exceed in order for their collective claim to be used.
For example we may only reconcile the majority claim if half or more of sources come to a consensus. By
varying the threshold we trade false positives for false negatives.
In practice there is no way to select an optimal voting threshold other than applying supervised methods,
which are not feasible for large-scale automated data integration. Moreover, voting is effectively stateless in
that nothing is learned about the reliability of sources from integrating one set of claims to the next; each
source is treated equally even if it proves to be unreliable in the long-term.
A better approach to truth finding is to model source quality. Given knowledge of which sources are
trustworthy, we can more effectively reconcile contradictory claims by down-weighing the claims of unreliable
sources. Conversely, the set of claims consistent with the overall consensus may yield estimates of source
quality. Therefore, it is natural to iteratively determine source quality and infer underlying truth together.
Specific mechanisms have been proposed in previous work on truth finding [11, 16, 27, 28, 39, 40], leveraging
this principle along with additional heuristics.
While existing methods determine the single most confident truth for each entity, in practice multiple
values can be true simultaneously. For example, many books do not have a single author, but instead have
a multi-valued author attribute type. Previous approaches are not designed for such real-world settings.
As we shall see, a related drawback of current approaches is that their models of source quality as a single
parameter are insufficient, as they overlook the important distinction between two sides of quality. Some
sources tend to omit true values, e.g., only representing first authors of a book, individually suffering false
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Table 3.1: An example raw database of movies.
Entity (Movie) Attribute (Cast) Source
Harry Potter Daniel Radcliffe IMDB
Harry Potter Emma Waston IMDB
Harry Potter Rupert Grint IMDB
Harry Potter Daniel Radcliffe Netflix
Harry Potter Daniel Radcliffe BadSource.com
Harry Potter Emma Waston BadSource.com
Harry Potter Johnny Depp BadSource.com
Pirates 4 Johnny Depp Hulu.com
... ... ...
negatives; and others introduce erroneous data, e.g., associating incorrect authors with a book, suffering
false positives. If for each entity there is only one true fact and each source only makes one claim, then
false positives and false negatives are equivalent. However, where multiple facts can be true and sources can
make multiple claims per entity, the two types of errors do not necessarily correlate. Modeling these two
aspects of source quality separately is the key to naturally allowing multiple truths for each entity, and is a
major distinction of this work.
Example 1. Table 3.1 shows a sample integrated movie database with movie titles, cast members, and
sources. All of the records are correct, except that BadSource.com claims Johnny Depp was in the Harry
Potter movie. This false claim can be filtered by majority voting, but then Rupert Grint in the Harry Potter
movie will be erroneously treated as false as well. We might try lowering the threshold from 1/2 to 1/3 based
on evaluation on costly labeled data in order to recognize Rupert, but then Johnny will also be treated as
true as a consequence. If we knew that Netflix tends to omit true cast data but never includes wrong data,
and BadSource.com makes more false claims than IMDB, we may accurately determine the truth. That is,
two-sided source quality is needed to make the correct inferences.
To automatically infer the truth and two-sided source quality, we propose a Bayesian probabilistic graph-
ical model we call the Latent Truth Model (LTM) [42], which leverages a generative error process. By treating
the truth as a latent random variable, our method can naturally model the complete spectrum of errors and
source quality in a principled way—an advantage over heuristics utilized in previous methods. Experiments
on two real world datasets—author data from online book sellers and directors from movie sources used
in the Bing movies vertical—demonstrate the effectiveness of LTM. We also propose an efficient inference
algorithm based on collapsed Gibbs sampling which in practice converges very quickly and requires only
linear time with regard to the size of the data.
Our Bayesian model has two additional features. LTM provides a principled avenue for incorporating
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prior knowledge about data sources into the truth-finding process, which is useful in practice particularly in
low data volume settings. Second, if data arrives online as a stream, LTM can learn source quality and infer
truth incrementally so that quality learned at the current stage can be utilized for inference on future data.
This feature can be used to avoid batch re-training on the cumulative data at each step.
To summarize, our main contributions are as follows:
1. To the best of our knowledge, we are the first to propose a principled probabilistic approach to discov-
ering the truth and source quality simultaneously without any supervision;
2. We are the first to model two-sided source quality, which makes our method naturally support multiple
truths for the same entity and achieve more effective truth-finding;
3. We develop an efficient and scalable linear complexity inference algorithm for our model;
4. Our model can naturally incorporate prior domain knowledge of the data sources for low data volume
settings; and
5. Our model can run in either batch or online streaming modes for incremental data integration.
In the following sections, we first describe our data model and formalize the problem in Section 3.2. We
then introduce two-sided source quality, the latent truth model and the inference algorithms in Sections 3.3,
3.4 and 3.5. Section 3.6 presents our experimental results. Several possible improvements of the method are
discussed in Section 3.7. Finally, we conclude the chapter in Section 3.8.
3.2 Problem Formulation
In general, a data source provides information about a number of attribute types. The quality of a source
may be different for each attribute type, for example, an online book seller may be very reliable about
authors but quite unreliable about publishers. Thus, each attribute type may be dealt with individually,
and for the remainder of this chapter we assume a single attribute type is under consideration to simplify
the discussion.1
We now provide the details of our data model, and formally define the truth finding problem.
3.2.1 Data Model
We assume a single, multi-valued attribute type, for example authors of a book, or cast of a movie. The input
data we consume is in the form of triples (entity, attribute, source) where entity serves as a key identifying
1LTM can integrate each attribute type in turn, and can be extended to use global quality (cf. Section 3.7).
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the entity, attribute is one of possibly many values for the given entity’s attribute type, and source identifies
from where the data originates. This representation can support a broad range of structured data, such as
the movie data shown in Table 3.1. For the sake of examining claims made about attributes by different
sources, we re-cast this underlying input data into tables of facts (distinct attribute values for a given entity)
and claims (whether each source did or did not assert each fact) as follows.
Definition 1. Let DB = {row1, row2, ..., rowN} be the raw database we take as input, where each row is in
the format of (e, a, s), where e is the entity, a is the attribute value, and s is the source. Each row is unique
in the raw database.
Table 3.1 is an example of a raw database.
Definition 2. Let F = {f1, f2, ..., fF } be the set of distinct facts selected from the raw database, each fact
f is an entity-attribute pair with an id as the fact’s primary key: (idf , ef , af ). The entity-attribute pair in
each row of the fact table should be unique (while the pair may appear in multiple rows of the raw database).
Table 3.2 is an example of the fact table obtained from the raw database in Table 3.1.
Table 3.2: The fact table of Table 3.1.
FID Entity (Movie) Attribute (Cast)
1 Harry Potter Daniel Radcliffe
2 Harry Potter Emma Waston
3 Harry Potter Rupert Grint
4 Harry Potter Jonny Depp
5 Pirates 4 Jonny Depp
... ... ...
Definition 3. Let C = {c1, c2, ..., cC} be the set of claims generated from the raw database. Each claim c
is in the format of (fc, sc, oc), where fc is the id of the fact associated with the claim, sc is the source of the
claim, and oc is the observation of the claim, taking a Boolean value True or False.
Specifically, for each fact f in the fact table:
1. For each source s that is associated with f in the raw database, we generate a positive claim in the
form: (idf , s, T rue), meaning source s asserted fact f .
2. For each source s that is not associated with f , but is associated with the entity in fact f , i.e., ef , in
the raw database, we generate a negative claim: (idf , s, False), meaning source s did not assert fact
f but asserted some other facts associated with entity ef .
3. For other sources that are not associated with entity ef in the raw database, we do not generate claims,
meaning those sources do not have claims to make with regard to entity ef .
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Moreover, we denote the set of claims that are associated with fact f as Cf , and the rest of the claims as
C−f . And let S = {s1, s2, ..., sS} be the set of sources that appear in C, let Sf be the set of sources that are
associated with fact f in C, and S−f be the set of sources not associated with f .
Table 3.3 is an example of the claim table generated from the raw database in Table 3.1. IMDB, Netflix
and BadSource.com all asserted that Daniel was an actor in the Harry Potter movie, so there is a positive
claim from each source for fact 1. Netflix did not assert Emma was an actress of the movie, but since
Netflix did assert other cast members of the movie, we generate a negative claim from Netflix for fact 2.
Since Hulu.com did not assert any cast members of the Harry Potter movie, we do not generate claims from
Hulu.com for any facts associated with the movie.
Table 3.3: The claim table of Table 3.1.
RID Source Observation
1 IMDB True
1 Netflix True
1 BadSource.com True
2 IMDB True
2 Netflix False
2 BadSource.com True
3 IMDB True
3 Netflix False
3 BadSource.com False
4 IMDB False
4 Netflix False
4 BadSource.com True
5 Hulu.com True
... ... ...
Definition 4. Let T = {t1, t2, ..., tT } be a set of truths, where each truth t is a Boolean value taking
True/False and is associated with one fact in F , indicating whether this fact is true or not. For each f ∈ F ,
we denote the truth associated with f as tf .
Note that we are not given the truths in the input. Instead, we must infer the hidden truths by fitting
a model and generating the truth table. For the sake of evaluation here, a human generated truth table is
compared to algorithmically generated truth tables.
Table 3.4 is a possible truth table for the raw database in Table 3.1. Daniel Radcliffe, Emma Watson
and Rupert Gint are the actual cast members of Harry Potter, while Jonny Depp is not, and therefore the
observations for facts 1,2,3 are True, and False for fact 4.
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Table 3.4: A truth table for raw database Table 3.1.
RID Entity (Movie) Attribute (Cast) Truth
1 Harry Potter Daniel Radcliffe True
2 Harry Potter Emma Waston True
3 Harry Potter Rupert Grint True
4 Harry Potter Jonny Depp False
5 Pirates 4 Jonny Depp True
... ... ... ...
3.2.2 Problem Definitions
We can now define the problems of interest in this work.
Inferring fact truth. Given an input raw database DB with no truth information, we want to output the
inferred truths T for all facts F contained in DB.
Inferring source quality. Besides the truth of facts, we also want to automatically infer quality information
for each source represented in DB. Source quality information indicates how reliable each source is for the
given attribute type. Source quality information can be used for understanding data sources, selecting good
sources in order to produce more accurate truth, uncovering or diagnosing problems with crawlers, providing
prior knowledge for inferring truth from new data, etc.
Fact truth and source quality are not independent; they are closely related, and, in fact, are computed
simultaneously by our principled approach. The quality of a source is used to help decide whether to believe
its given claims, and the correctness of a source’s claims can be used to determine the source’s quality.
We formally introduce our measures of source quality in the next section. Subsequently, we will explain
how learning the quality of sources and truth of facts is naturally integrated in LTM.
3.3 Two-sided Source Quality
In this section, we examine how to measure source quality in our truth discovery model and why quality
measures utilized in previous work are inadequate in practice.
3.3.1 Revisiting Quality Measures
We can treat each source as a classifier on facts in the sense that each source makes true or false claims
(predictions) for the facts. Thus given ground truth for a subset of facts, we can grade the quality of the
sources by looking at how close their predictions are to the ground truth. Similarly, our measures apply to
truth finding mechanisms which we treat as ensembles of source classifiers.
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Based on the observation of claims and truth of facts for each source s, we produce the source’s confusion
matrix in Table 3.5 (o stands for observation and t stands for truth) and several derivative quality measures
as follows.
Table 3.5: Confusion matrix of source s.
t = True t = False
o = True True Positives (TPs) False Positives (FPs)
o = False False Negatives (FNs) True Negatives (TNs)
• Precision of source s is the probability of its positive claims being correct, i.e., TPsTPs+FPs .
• Accuracy of source s is the probability of its claims being correct, i.e., TPs+TNsTPs+FPs+TNs+FNs .
• Sensitivity or Recall of source s is the probability of true facts being claimed as true, i.e., TPsTPs+FNs .
And 1− sensitivity is known as the false negative rate.
• Specificity of source s is the probability of false facts being claimed as false, i.e., TNsFPs+TNs . And
1− specificity is known as the false positive rate.
Table 3.6 presents the different source quality measures computed for the three movie sources from the
example Claim Table (Table 3.3) and example Truth Table (Table 3.4).
Table 3.6: Quality of sources based on Tables 3.3 and 3.4.
Measures IMDB Netflix BadSource.com
TP 3 1 2
FP 0 0 1
FN 0 2 1
TN 1 1 0
Precision 1 1 2/3
Accuracy 1 1/2 1/2
Sensitivity 1 1/3 2/3
Specificity 1 1 0
3.3.2 Limitations of Precision
Some previous works [27,28,39] use the single metric of precision for modeling the quality of sources, which
means they only consider positive claims while ignoring negative claims. Those methods should not have
trouble deciding the single most confident true fact, but when multiple facts can be true for each entity,
and some of them have less support, measuring source quality by precision alone cannot utilize the value of
negative claims to recognize erroneous data. The following example illustrates this limitation:
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Example 2. In Table 3.6, BadSource.com has 2 true positives out of three positive claims, for a fair precision
of 2/3. As a result, BadSource.com’s false claim (Harry Potter, Johnny Depp) may still be given some
credence and even be regarded as true, taking advantage of the true positive claims made by BadSource.com.
However, if we consider negative claims, and know the quality of negative claims, we could mitigate the
erroneous inference. For example, if we know IMDB has perfect recall and its negative claims are always
correct, we can easily detect that (Harry Potter, Johnny Depp) is not true since IMDB claims it is false.
3.3.3 Limitations of Accuracy
In order to avoid the problems posed by only considering positive claims, recent work [16] has taken negative
claims into consideration. However, the adopted approach still only measures the quality of sources as a
single value: accuracy.
Any single value for quality overlooks two fundamentally different types of errors: false positives and
false negatives, which are not necessarily correlated. For example it is possible that a source has very high
precision but very low recall, resulting in a fairly low accuracy. The low accuracy would let us discount the
source omitting a value; but we would also be forced to discount a positive the source claims, even though
it has perfect precision. Put another way, a scalar-valued measure forces us to treat a low precision source
exactly like a low recall source.
Example 3. In Table 3.6 we can see that Netflix makes more false negatives than BadSource.com, but
makes no false positives. However, by making one more true positive claim than Netflix, BadSource.com can
gain exactly the same accuracy as Netflix. In this situation, the true positive claims made by Netflix will be
affected by its high false negative rate, while, on the other hand, the low false negative rate of BadSource.com
could lead to false information being introduced. By using only accuracy to judge the quality of sources while
inferring truth, a positive claim by BadSource.com will be treated just as trustworthy as one from Netflix,
despite the difference in their precision. So, if we want to be able to accept attributes about an entity that
only Netflix knows about (which seems reasonable, given its perfect precision), we would be forced to accept
attributes about an entity known only to BadSource.com (which is risky, given its low precision).
3.3.4 Sensitivity and Specificity
Clearly, the use of a scalar-valued quality value can never capture the two error types, false positives and
false negatives, which have different implications for data integration. A very conservative source would only
make claims it is very certain of, yielding few false positives but many false negatives. On the other hand,
a venturous source may have very few false negatives while frequently making erroneous claims.
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Therefore, in contrast with all the previous methods, we model the sensitivity and specificity of sources as
two independent quality measures. With sensitivity associated with false negatives and specificity associated
with false positives, we are able to cover the complete spectrum of source quality. In the next section we will
explain how we model the two quality signals as two independent random variables that have different prior
probabilities in order to simulate real-world scenarios. The following example illustrates the advantages of
modeling source quality with these two metrics:
Example 4. In Table 3.6 sensitivity and specificity reveal more details of the error distribution of each
source. From these, we see that Netflix has low sensitivity and high specificity, so we will give less penalty to
the facts (Harry Potter, Emma Watson) and (Harry Potter, Rupert Grint) that are claimed false by it, while
still giving (Harry Potter, Daniel Radcliffe), which it claims as true, higher confidence. Additionally, we
know that BadSource.com has low specificity and IMDB has high sensitivity, so we see that (Harry Potter,
Johny Depp) is likely false given that it is claimed true by BadSource.com and claimed false by IMDB.
The only question that remains is how to model the sensitivity and specificity of sources without knowing
the truth of facts. So far, our examples have implicitly assumed a supervised setting where ground truth
is known and is used to calculate quality measures, while in practice unsupervised methods that do not
have such knowledge are required. In the next section, we will introduce our proposed approach, the Latent
Truth Model (LTM), which naturally solves the problem by treating both truth and quality as latent random
variables, so that in each iteration of inference, we will first have the truth information available so that we
can calculate the source quality based on it, then we go back and re-infer truth based on updated source
quality. By introducing the latent truth, our method can model the relation between truth and source
quality in a principled way, rather than utilizing heuristics as in previous methods.
3.4 Latent Truth Model
In this section we will formally introduce our proposed model, called the Latent Truth Model, for discovering
the truth of facts and the quality of data sources. We will first give a brief introduction to Bayesian networks,
then discuss the intuitions behind our model, briefly explain the major components of the approach and how
it can model our intuitions, and finally we provide details about how the model is constructed.
3.4.1 Review of Bayesian Networks
The Bayesian Network is a powerful formalism for modeling real-world events based on prior belief and
knowledge of conditional independence [30]. A Bayesian network is a directed acyclic probabilistic graphical
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model in the Bayesian sense: each node represents a random variable, which could be observed values, latent
(unobserved) values, or unknown parameters. A directed edge from node a to b (a is then called the parent
of b) models the conditional dependence between a and b in the sense that the random variable associated
with a child node follows a probabilistic conditional distribution that takes values depending on the parent
nodes as parameters.
Given the observed data and prior and conditional distributions, various inference algorithms can perform
maximum a posteriori (MAP) estimation to assign latent variables and unknown parameters values that
(approximately) maximize the posterior likelihoods of those corresponding unobserved variables given the
data.
Bayesian networks have been proven to be effective in numerous tasks such as information extraction,
clustering, text mining, etc. In this work, our proposed Latent Truth Model is a new Bayesian network for
inferring truth and source quality for data integration.
3.4.2 Intuition Behind the Latent Truth Model
We next describe the intuition behind modeling the quality of sources, truth of facts and claim observations
as random variables, before detailing the LTM graphical model in the next section.
Quality of Sources
As discussed in the previous section, we need to model the quality of sources as two independent factors:
specificity and sensitivity, and therefore in our model we create two separate random variables for each
source, one associated with its specificity and the other with its sensitivity.
Moreover, in practice we often have prior belief or assumptions with regard to the data sources. For
example, it is reasonable to assume that the majority of data coming from each source is not erroneous, i.e.,
the specificity of data sources should be reasonably high. On the other hand, we could also assume missing
data is fairly common, i.e., sensitivity may not be high for every source. It is also possible that we have
certain prior knowledge about the quality of some specific data sources that we want to incorporate into the
model. In all these cases, the model should be able to allow us to plug in such prior belief. For this reason,
in LTM we model source quality in the Bayesian tradition so that any available assumptions or domain
knowledge can be easily incorporated by specifying prior distributions for the source quality variables. In
the absence of such knowledge, we can simply use uniform priors.
15
Truth of Facts
In LTM we model the probability of (or belief in) each fact being true as an unknown or latent random
variable in the unit interval. In addition, we also introduce the actual truth label of each fact, which
depends on the represented probability, as a latent Boolean random variable. By doing so, at any stage of
the computation we can clearly distinguish the two types of errors (false positives and false negatives) so
that the specificity and sensitivity of sources can be modeled in a natural and principled way.
In addition, if we have any prior belief about how likely all or certain specific facts are true, our model
can also support this information by setting prior distributions for the truth probability. Otherwise, we use
a uniform prior.
Observation of Claims
Now we need to model our actual observed data: claims from different sources. Recall that each claim has
three components: the fact it refers to, the source it comes from and the observation (True/False). Clearly,
the observation of the claim depends on two factors: whether the referred fact is indeed true or false, and
what is the quality of the data source asserting the claim. In particular, if the fact is false, then a high
specificity of the source indicates the observation is more likely to also be false, while a low specificity (or
high false positive rate) means the observation is more likely to be true; on the other hand, if the fact is
true, then a high sensitivity of the source implies the observation is more likely to be true, and otherwise
low sensitivity means the claim is more likely to be a false negative.
As we can see, with latent truth and two-sided source quality, all four possible real-world outcomes can
be simulated naturally. We must model the observations of claims as random variables which depend on the
truth of their referred facts and the quality of their sources. Then given the actual claim data, we can go
back and infer the most probable fact truth and source quality (effectively inverting the directions of edges
via Bayes rule). And by controlling the observation altogether, the latent truth and the source quality can
mutually influence each other through the joint inference, in the sense that claims produced by high quality
sources are more likely to be correct and sources that produce more correct claims are more likely to be high
quality.
3.4.3 Model Details
Now we will explain the details of LTM. Figure 3.1 shows the graphical structure of conditional dependence
of our model. Each node in the graph represents a random variable or prior parameter, and darker shaded
nodes indicate the corresponding variable is observed (and lighter nodes represent latent variables). A plate
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Figure 3.1: The probabilistic graphical model of LTM.
with a set as its label means that the nodes within are replicated for each element in the set, e.g., the S
plate indicates that each source has conditionally independent quality nodes.
A directed edge from a to b means b is generated from a distribution that takes values of a as parameters
in addition to parameters from the other parents of b. The detailed generative process is as follows.
1. FPR. For each source k ∈ S, generate its false positive rate φ0k, which is exactly (1− specificity), from
a Beta distribution with hyperparameter α0 = (α0,1, α0,0), where α0,1 is the prior false positive count, and
α0,0 is the prior true negative count of each source:
φ0k ∼ Beta(α0,1, α0,0) .
Note that here we model the false positive rate only to make it easier to explain the model in the future,
but there is no difference to modeling specificity directly.
The Beta distribution is utilized because it is the conjugate prior of Bernoulli and Binomial distributions—
those distributions used below for children nodes—and inference is more efficient as a result. Its parameter
α0 controls the prior belief for sensitivity of sources, and in practice, we set α0,0 significantly higher than
α1,0 to plug in our assumptions that sources in general are good and do not have high false positive rate,
which is not only reasonable but also important since otherwise the model could flip every truth while still
achieving high likelihood thereby making incorrect inferences.
2. Sensitivity. For each source k ∈ S, generate its sensitivity φ1k from a Beta distribution with hyperpa-
rameter α1 = (α1,1, α1,0), where α1,1 is the prior true positive count, and α1,0 is the false negative count of
each source:
φ1k ∼ Beta(α1,1, α1,0) .
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Similar to α0 above, α1 controls the prior distribution for sensitivity of sources. Since in practice we observe
that it is quite common for some sources to ignore true facts and therefore generate false negative claims,
we will not specify a strong prior for α1 as we do for α0, instead we can just use a uniform prior.
3. Per fact. For each fact f ∈ F ,
3(a). Prior truth probability. Generate prior truth probability θf from a Beta distribution with hyper-
parameter β = (β1, β0), where β1 is the prior true count, and β0 is the prior false count of each fact:
θf ∼ Beta(β1, β0) .
Here β determines the prior distribution of how likely each fact is to be true. In practice, if we do not have
a strong belief, we can use a uniform prior meaning it is equally likely to be true or false and the model can
still effectively infer the truth from other factors in the model.
3(b). Truth label. Generate the truth label tf from a Bernoulli distribution with parameter θf :
tf ∼ Bernoulli(θf ) .
As a result, tf is a Boolean variable, and the prior probability that tf is true is exactly θf .
3(c). Observation. For each claim c of fact f , i.e., c ∈ Cf , denote its source as sc, which is an observed
dummy index variable that we use to select the corresponding source quality. We generate the observation
of c from a Bernoulli distribution with parameter φ
tf
sc , i.e., quality parameter of source sc depending on tf ,
the truth of f :
oc ∼ Bernoulli(φtfsc) .
Specifically, if tf = 0, then oc is generated from a Bernoulli distribution with parameter φ
0
sc , i.e., the
false positive rate of sc, as:
oc ∼ Bernoulli(φ0sc) .
Then the resulting value of oc is Boolean. If it is true then the claim is a false positive claim and its
probability is exactly the false positive rate of sc.
If tf = 1, oc is generated from a Bernoulli distribution with parameter φ
1
sc , i.e., the sensitivity of sc:
oc ∼ Bernoulli(φ1sc) .
Then in this case the probability that the Boolean variable oc is true is exactly the sensitivity or true positive
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rate of sc as desired.
3.5 Inference Algorithms
In this section we discuss how to perform inference to estimate the truth of facts and quality of sources from
the model, given the observed claim data.
3.5.1 Likelihood Functions
According to the Latent Truth Model, the probability of each claim c of fact f given the LTM parameters is:
p(oc|θf , φ0sc , φ1sc) = p(oc|φ0sc)(1− θf ) + p(oc|φ1sc)θf .
Then the complete likelihood of all observations, latent variables and unknown parameters given the
hyperparameters α0, α1, β is:
p(o, s, t,θ,φ0,φ1|α0,α1,β) =
∏
s∈S
p(φ0s|α0)p(φ1s|α1)×
∏
f∈F
p(θf |β) ∑
tf∈0,1
θ
tf
f (1− θf )1−tf
∏
c∈Cf
p(oc|φtfsc)
 .
(3.1)
3.5.2 Truth via Collapsed Gibbs Sampling
Given observed claim data, we must find assignments of latent truth that maximize the joint probability,
i.e., get the maximum a posterior (MAP) estimate for t:
tˆMAP = arg max
t
∫ ∫ ∫
p(o, s, t,θ,φ0,φ1)dθdφ0dφ1 .
As we can see, a brute force inference method that searches the space of all possible truth assignment t
would be prohibitively inefficient. So we need to develop a much faster inference algorithm.
Gibbs sampling is a Markov chain Monte Carlo (MCMC) algorithm that can estimate joint distributions
that are not easy to directly sample from. The MCMC process is to iteratively sample each variable from its
conditional distribution given all the other variables, so that the sequence of samples forms a Markov chain,
the stationary distribution of which is just the exact joint distribution we want to estimate.
Moreover, LTM utilizes the conjugacy of exponential families when modeling the truth probability θ,
source specificity φ0 and sensitivity φ1, so that they can be integrated out in the sampling process, i.e., we
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can just iteratively sample the truth of facts and avoid sampling these other quantities, which yields even
greater efficiency. Such a sampler is commonly referred to as a collapsed Gibbs sampler.
Let t−f be the truth of all facts in F except f . We iteratively sample for each fact given the current
truth labels of other facts:
p(tf = i|t−f ,o, s) ∝ βi
∏
c∈Cf
n−fsc,i,oc + αi,oc
n−fsc,i,1 + n
−f
sc,i,0
+ αi,1 + αi,0
(3.2)
where
n−fsc,i,j = |{c′ ∈ C−f |sc′ = sc, tfc′ = i, oc′ = j}| ,
i.e., the number of sc’s claims whose observation is j, and referred fact is not f and its truth is i. These
counts reflect the quality of sc based on claims of facts other than f , e.g., n
−f
sc,0,0
is the number of true
negative claims of sc, n
−f
sc,0,1
is the false positive count, n−fsc,1,0 is the false negative count, and n
−f
sc,1,1
is the
true positive count.
Now we demonstrate the detailed derivation of Equation (3.2). Intuitively, it can be interpreted as
sampling the truth of each fact based on the prior for truth and the quality signals of associated sources
estimated on other facts.
We can apply Bayes rule to rewrite the conditional distribution of tf given t−f and the observed data
as follows:
p(tf = i|t−f ,o, s) ∝ p(tf = i|t−f )
∏
c∈Cf
p(oc, sc|tf = i,o−f , s−f ) . (3.3)
We first rewrite the first term in Equation (3.3):
p(tf = i|t−f ) =
∫
p(tf = i|θf )p(θf |t−f )dθf
=
1
B(β1, β0)
∫
θβ1+i−1f (1− θf )β0+(1−i)−1dθf
=
B(β1 + i, β0 + (1− i))
B(β1, β0)
=
βi
β1 + β0
∝ βi .
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Algorithm 1 Collapsed Gibbs Sampling for Truth
{Initialization}
for all f ∈ F do
{Sample tf from uniform}
if random() < 0.5 then
tf ← 0
else
tf ← 1
for all c ∈ Cf do
nsc,tf ,oc ← nsc,tf ,oc + 1
{Sampling}
for i = 1→ K do
i← i+ 1
for all f ∈ F do
ptf ← βtf , p1−tf ← β1−tf
for all c ∈ Cf do
ptf ←
ptf×(nsc,tf ,oc−1+αtf ,oc )
nsc,tf ,1+nsc,tf ,0−1+αtf ,1+αtf ,0
p1−tf ←
p1−tf×(nsc,1−tf ,oc+α1−tf ,oc )
nsc,1−tf ,1+nsc,1−tf ,0+α1−tf ,1+α1−tf ,0
{Sample tf from conditional distribution}
if random() <
p1−tf
ptf+p1−tf
then
tf ← 1− tf
{tf changed, update counts}
for all c ∈ Cf do
nsc,1−tf ,oc ← nsc,1−tf ,oc − 1
nsc,tf ,oc ← nsc,tf ,oc + 1
{Calculate expectation of tf}
if i > burnin and i%thin = 0 then
p(tf = 1)← p(tf = 1) + tf/samplesize
For the remaining terms in Equation (3.3), we have:
p(oc, sc|tf = i,o−f , s−f ) ∝
∫
p(oc|φisc)p(φisc |o−f , s−f )dφisc
∝
∫
p(oc|φisc)p(φisc)
∏
c′ /∈Cf ,sc′=sc
p(oc′ |φisc)dφisc
∝
∫
(φisc)
oc+n
−f
sc,i,1
+αi,1−1(1− φisc)(1−oc)+n
−f
sc,i,0
+αi,0−1dφisc
B(n−fsc,i,1 + αi,1, n
−f
sc,i,0
+ αi,0)
=
n−fsc,i,oc + αi,oc
n−fsc,i,1 + n
−f
sc,i,0
+ αi,1 + αi,0
.
Now we can incorporate the above two equations into Equation (3.3) to yield Equation (3.2).
Algorithm 1 presents pseudo-code for implementing the collapsed Gibbs sampling algorithm. We initialize
by randomly assigning each fact a truth value, and calculate the initial counts for each source. Then in each
iteration, we re-sample each truth variable from its distribution conditioned on all the other truth variables,
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and the quality counts for each source will be updated accordingly.
For final prediction, we could use samples in the last round, or a more stable method is to calculate the
expectation of truth for each fact in the way that we discard the first m samples (burn-in period) then for
every n sample in the remainder we calculate their average (thinning), which is to prevent correlation in
the samples. Then if the expectation is equal to or above a threshold of 0.5, we predict the fact is true,
otherwise it is false.
The time complexity of Algorithm 1 is O(|C|) or O(|S| × |F|), which is linear in the number of claims.
Comparing to a brute force search algorithm with complexity O(2|F|), our collapsed Gibbs sampling method
is much more efficient and scalable.
3.5.3 Estimating Source Quality
After we obtain the predictions of fact truth, we can immediately read off the source quality signals from
LTM by treating the truth as observed data.
A maximum a posterior (MAP) estimate of source quality has a closed-form solution since the posterior
of source quality is also a Beta distribution:
sensitivity(s) = φ1s =
E[ns,1,1] + α1,1
E[ns,1,0] + E[ns,1,1] + α1,0 + α1,1
,
specificity(s) = 1− φ0s =
E[ns,0,0] + α0,0
E[ns,0,0] + E[ns,0,1] + α0,0 + α0,1
where E[ns,i,j ] =
∑
c∈C,sc=s,oc=j
p(tfc = i) is the expected quality counts of source s which depends on the
truth probability of each fact s’s claims output by Algorithm 1. These counts also allow us to estimate other
quality measures of sources, e.g., precision:
precision(s) =
E[ns,1,1] + α1,1
E[ns,0,1] + E[ns,1,1] + α0,1 + α1,1
.
An advantage of MAP estimation on the LTM graphical model is that we can incorporate prior knowledge
with regard to specific sources or all data sources together.
3.5.4 Incremental Truth Finding
If input data arrives online as a stream, we can use the source quality learned at the current stage as the
prior for future data. Incrementally learning on new data involves essentially the same algorithm as the
batch setting. Specifically, for each source we use E[ns,i,j ] + αi,j as its quality prior to replace αi,j , and fit
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LTM only on the new data. Thus fitting LTM can be achieved online with complexity at each step as above
but only in terms of the size of the increment to the dataset.
A simpler and more efficient approach is to assume that the source quality remains relatively unchanged
over the medium term; then we can directly compute the posterior truth probability of each fact as
p(tf = 1|o, s) =
β1
∏
c∈Cf (φ
1
sc)
oc(1− φ1sc)1−oc∑
i=0,1 βi
∏
c∈Cf (φ
i
sc)
oc(1− φisc)1−oc
. (3.4)
Periodically the model can then be retrained batch-style on the total cumulative data, or incrementally on
the data arrived since the model was last updated.
3.6 Experiments
In this section, we demonstrate the effectiveness of our method compared with state-of-the-art algorithms
on two real world datasets. In addition to assessing statistical performance, we also conduct efficiency
experiments that show that our model converges quickly in practice and that our inference algorithm is
scalable.
3.6.1 Experimental Setup
Datasets
We use the two following real world datasets and generate one synthetic dataset to stress test the effectiveness
of our method when source quality is low.
Book Author Dataset. This data, crawled from abebooks.com consists of 1263 book entities, 2420 book-
author facts, and 48153 claims from 879 book seller sources. 100 books were randomly sampled and their
true authors were manually labeled. While this dataset has been used previously [11, 39], there all the
authors observed by each source for the same book were concatenated as one single claim. In this work, we
substantially clean the data and segment the authors, since our method can naturally handle multiple truth
attributes for the same entity. Therefore, each author-book pair that is supported by at least one source is
treated as one candidate fact.
Movie Director Dataset. This data, used in the Bing movies vertical for surfacing reviews, meta-data and
entity actions such as “rent” and “stream”, consists of 15073 movie entities, 33526 movie-director facts, and
108873 claims from 12 sources enumerated in Table 3.11. 100 movies were randomly sampled for their true
directors to be manually labeled. Our original dataset contained more movies, but to make this dataset more
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difficult and interesting, we removed those movies that only have one associated director or only appear in
one data source, i.e., we only keep the conflicting records in our database.
Synthetic Dataset. We follow the generative process described in Section 3.4 to generate this synthetic
dataset. There are 10000 facts, 20 sources, and for simplicity each source makes a claim with regard to
each fact, i.e., 200000 claims in total. To test the impact of sensitivity, we set expected specificity to be 0.9
(α0 = (10, 90)), and vary expected sensitivity from 0.1 to 0.9 (α0 from (10, 90) to (90, 10)), and use each
parameter setting to generate a dataset. We do the same for testing the impact of specificity by setting
α1 = (90, 10) and varying α0 from (90, 10) to (10, 90). In all datasets β = (10, 10).
Compared Algorithms
We compare the effectiveness and efficiency of our latent truth model (LTM) and the incremental version
LTMinc and a truncated version LTMpos with several previous methods together with voting. We briefly
summarize them as follows, and refer the reader to the original publications for details.
LTMinc. For each dataset, we run standard LTM model on all the data except the 100 books or movies with
labeled truth, then apply the output source quality to predict truth on the labeled data using Equation (3.4)
and evaluate the effectiveness.
LTMpos. To demonstrate the value of negative claims, we run LTM only on positive claims and call this
truncated approach LTMpos.
Voting. For each fact, compute the proportion of corresponding claims that are positive.
TruthFinder [39]. Consider positive claims only, and for each fact calculate the probability that at least one
positive claim is correct using the precision of sources.
HubAuthority, AvgLog [27] [28]. Perform random walks on the bipartite graph between sources and facts con-
structed using only positive claims. The original HubAuthority (HITS) algorithm was developed to compute
quality for webpages [22], AvgLog is a variation.
Investment, PooledInvestment [27] [28]. At a high level, each source uniformly distributes its credits to the
attributes it claims positive, and gains credits back from the confidence of those attributes.
3-Estimates [16]. Negative claims are considered, and accuracy is used to measure source quality. The
difficulty of data records is also considered when calculating source quality.
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Parameter Settings
For LTM (including LTMinc and LTMpos), as we previously explained, we need to set a reasonably high prior
for specificity, e.g., 0.99, and the actual prior counts should be at the same scale as the number of facts to
become effective, which means we set α0 = (10, 1000) for book data, and (100, 10000) for movie data. For
other prior parameters, we just use a small uniform prior, which means we do not enforce any prior bias.
Specifically we set α1 = (50, 50) and β = (10, 10) for both datasets.
Parameters for the other algorithms are set according to the optimal settings suggested by their authors
and tuning results on our datasets. For TruthFinder, the initial source quality is set to 0.7, the dampening
factor is set to 0.3, and we do not consider similarities between facts since each author/director is treated
as a separate fact in our experiments. For HubAuthority, AvgLog, Investment, PooledInvestment, the prior
confidence for each fact is set according to the original settings, and no claims are mutually exclusive in our
experiments since each claim is about one author/director and there could be multiple authors for the same
book and multiple directors for the same movie.
Environment
All the experiments presented were conducted on a workstation with 12GB RAM, Intel Xeon 2.53GHz CPU,
and Windows 7 Enterprise SP1 installed. All the algorithms including previous methods were implemented
in C# 4.0 and complied by Visual Studio 2010.
3.6.2 Effectiveness
Quantitative Evaluation of Truth Finding
All algorithms under comparison can output a probability for each fact indicating how likely it is to be true.
Without any supervised training, the only reasonable threshold probability is 0.5. Table 3.7 and Table 3.8
compare the effectiveness of different methods on both datasets using a 0.5 threshold, in terms of precision,
recall, false positive rate (FPR), accuracy and F1 based on the predicted and actual truth of each fact on
the labeled data.
As we can see, both the accuracy and F1 score of LTM (and LTMinc) are significantly better than the other
approaches on both datasets. On the book data we almost achieve perfect performance. The performance
on the movie data is lower than the book data because we intentionally make the movie data more difficult.
There is no significant difference between the performance of LTM and LTMinc, which shows that source
quality output by LTM is effective for making incremental truth prediction on our datasets. For simplicity
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Table 3.7: Inference results on book data with threshold 0.5.
One-sided error Two-sided error
Precision Recall FPR Accuracy F1
LTMinc 1.000 0.995 0.000 0.995 0.997
LTM 1.000 0.995 0.000 0.995 0.997
3-Estimates 1.000 0.863 0.000 0.880 0.927
Voting 1.000 0.863 0.000 0.880 0.927
TruthFinder 0.880 1.000 1.000 0.880 0.936
Investment 0.880 1.000 1.000 0.880 0.936
LTMpos 0.880 1.000 1.000 0.880 0.936
HubAuthority 1.000 0.322 0.000 0.404 0.488
AvgLog 1.000 0.169 0.000 0.270 0.290
PooledInvestment 1.000 0.142 0.000 0.245 0.249
Table 3.8: Inference results on movie data with threshold 0.5.
One-sided error Two-sided error
Precision Recall FPR Accuracy F1
LTMinc 0.943 0.914 0.150 0.897 0.928
LTM 0.943 0.908 0.150 0.892 0.925
3-Estimates 0.945 0.847 0.133 0.852 0.893
Voting 0.855 0.908 0.417 0.821 0.881
TruthFinder 0.731 1.000 1.000 0.731 0.845
Investment 0.731 1.000 1.000 0.731 0.845
LTMpos 0.731 1.000 1.000 0.731 0.845
HubAuthority 1.000 0.620 0.000 0.722 0.765
AvgLog 1.000 0.025 0.000 0.287 0.048
PooledInvestment 1.000 0.025 0.000 0.287 0.048
we will only mention LTM in the comparison of effectiveness with other methods in the remainder of this
section.
Overall 3-Estimates is the next best method, demonstrating the advantage of considering negative claims.
However, since that approach uses accuracy to measure source quality, some negative
claims could be trusted more than they should be. Therefore, although it can achieve high precision,
even greater than our method on the movie data, this algorithm’s recall is fairly low, resulting in worse
overall performance than LTM.
Voting achieves reasonably good performance on both datasets as well. Its precision is perfect on books
but its recall is lower, since that dataset on average has more claims on each fact and therefore attributes
that have majority votes are very likely to be true. However, many sources only output first authors, so
the other authors cannot gather enough votes and will be treated as false. On the more difficult movie
data, Voting achieves higher recall than precision, this is because there are fewer sources in this dataset and
therefore false attributes can more easily gain half or more votes. In this case it is necessary to model source
quality.
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Note that in our experiments Voting achieves better performance than it appears to achieve in previous
work. In previous experiments, votes are calculated on concatenated attribute lists rather than individual
attributes. For example, if the author list 〈a, b〉 gets 2 votes, and the list 〈a, c〉 gets 3 votes, then author a
should actually get 5 votes. In previous settings, comparisons with Voting are not completely fair.
TruthFinder, Investment and LTMpos appear too optimistic in their prediction, since their 1.0 false positive
rate on both datasets implies they are predicting everything to be true. This is expected since TruthFinder
uses the probability that at least one positive claim is correct to predict truth, which may work to find the
most likely truth but will not be sufficiently discriminative if multiple attributes can be simultaneously true.
Without considering negative claims, LTMpos also fails as expected, which further proves it is critical to
consider negative claims when multiple truths are possible.
On the other hand, HubAuthority, AvgLog and PooledInvestment all seem to be overly conservative. They
all have perfect precision but their recall is fairly low on both datasets, resulting in overall lowest accuracy
and F1.
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Figure 3.2: Accuracy vs. thresholds on the book data.
Next we demonstrate how the algorithms’ performances change as we vary the threshold probability
for truth. This illuminates the distributions of probability scores assigned by each algorithm. Note that
although in practice there is no good way to select the optimal threshold other than performing supervised
training, it is still of interest to view each method’s performance at their optimal threshold if training data
were available. A more confident algorithm would assign true records higher probability and false records
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Figure 3.3: Accuracy vs. thresholds on the movie data.
lower probability, so that the performance would be more stable with regard to the threshold.
Figure 3.2 plots the accuracy versus threshold on the book data; the plot of F1 is omitted since it looks
very similar with an almost identical shape to each curve. We can see that LTM is quite stable no matter
where the threshold is set, indicating our method can discriminate between true and false better than other
methods. Voting and 3-Estimates are rather conservative, since their optimal threshold is around 0.2, where
their performance is even on par with our method. However, in practice it is difficult to find such an
optimal threshold. Their performance drops very fast when the threshold increases above 0.5, since more
false negatives are produced. The optimal threshold for HubAuthority, AvgLog, and PooledInvestment are
even lower and their performance drops even faster when the threshold increases, indicating they are more
conservative by assigning data lower probability than deserved. On the other hand, TruthFinder, Investment
and LTMpos are overly optimistic. We can see the optimal threshold for TruthFinder is around 0.95, meaning
its output scores are too high. Investment and LTMpos consistently think everything is true even at a higher
threshold.
Figure 3.3 is the analogous plot on the movie data, which is more difficult than the book data. Although
LTM is not as stable as on the book data, we can see that it is still consistently better than all the other
methods in the range from 0.2 to 0.9, clearly indicating our method is more discriminative and stable.
3-Estimates achieves its optimal threshold around 0.5, and Voting has its peak performance around 0.4,
which is still worse than LTM, indicating source quality becomes more important when conflicting records
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are more common. For other methods, PooledInvestment and AvgLog are still rather conservative, while
Investment and LTMpos continue to be overly optimistic. However, it seems TruthFinder and HubAuthority
enjoy improvements on the movie data.
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Figure 3.4: AUCs per method per dataset, sorted by decreasing average AUC.
Next in Figure 3.4 we show the area under the ROC curve (AUC) metric of each algorithm on both
datasets, which summarizes the performance of each algorithm in ROC space and quantitatively evaluates
capability of correctly ranking random facts by score. We can see several methods can achieve AUC close
to the ideal of 1 on the book data, indicating that the book data would be fairly easy given training data.
On the movie data, however, LTM shows clear advantage over 3-Estimates, Voting and the other methods.
Overall on both datasets our method is the superior one.
Next we would like to test the sensitivity of the prior parameters. Table 3.9 and Table 3.10 show the
results on both datasets with different specificity prior α0 and sensitivity prior α1. On the book data, if we
leave both priors to (0,0), which is equivalent to the MLE version of our method, the results get significantly
worse. And it gets even worse if we set a uniform specificity prior (10,10). When we gradually increase the
belief in specificity from (10, 100) to (10, 10000), we can see the results also gradually get better, which is
consistent with our earlier claim that a highly biased prior needs to be put on specificity since we need to
believe most sources have relatively high specificity. At α0 = (10, 10000) and α1 = (50, 50), LTM achieves
perfect results on the book data. Now we fix the specificity prior to (10, 10000), but vary the sensitivity prior
α1. We can see that leaving α1 to (0, 0) is not giving optimal results. The best results are achieved when
it is set to uniform, (25, 25) or (50, 50). If we increase the expected sensitivity by increasing α1,1, precision
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Table 3.9: Parameter sensitivity of LTM on book data with threshold 0.5.
Prior Parameters One-sided error Two-sided error
α0 = (α0,1, α0,0) α1 = (α1,1, α1,0) Precision Recall FPR Accuracy F1
(0, 0) (0, 0) 0.788 0.448 0.880 0.408 0.571
(0, 0) (50, 50) 0.768 0.453 1.000 0.399 0.570
(10, 10) (50, 50) 0.750 0.409 1.000 0.360 0.530
(10, 100) (50, 50) 1.000 0.928 0.000 0.937 0.963
(10, 500) (50, 50) 1.000 0.978 0.000 0.980 0.988
(10, 1000) (50, 50) 1.000 0.995 0.000 0.995 0.997
(10, 5000) (50, 50) 1.000 0.995 0.000 0.995 0.997
(10, 10000) (50, 50) 1.000 1.000 0.000 1.000 1.000
(10, 10000) (0, 0) 1.000 0.918 0.000 0.927 0.957
(10, 10000) (25, 25) 1.000 1.000 0.000 1.000 1.000
(10, 10000) (50, 25) 1.000 0.995 0.000 0.995 0.997
(10, 10000) (500, 25) 1.000 0.995 0.000 0.995 0.997
(10, 10000) (5000, 25) 1.000 0.967 0.000 0.971 0.983
(10, 10000) (25, 50) 1.000 1.000 0.000 1.000 1.000
(10, 10000) (25, 500) 0.928 1.000 0.560 0.932 0.963
(10, 10000) (25, 5000) 0.880 1.000 1.000 0.880 0.936
remains perfect but recall drops, because LTM will require truths to have more votes if sensitivity of sources
is generally high. On the contrary, if we decrease the expected sensitivity by increasing α1,0, we see recall
remains perfect but precision gradually gets worse.
Similar patterns can be observed on the movie data. It is important to set a highly biased prior on
specificity, as the accuracy improves when α0,0 increases from 100 to 10000, except that the accuracy start
to decrease if α0,0 goes beyond 10000, which means the prior specificity cannot be set too high either. If
the specificity is fixed and sensitivity varies, we can see the optimal accuracy and F1 is achieved when α1 is
uniform, (25, 25) or (50, 50). If we increase the prior sensitivity, precision remains relatively stable but recall
decreases; and on the contrary, if we decrease it, recall improves but precision gets worse.
Last but not least, we would like to understand LTM’s behavior when source quality degrades. Figure 3.5
shows the accuracy of LTM on the synthetic data when the expected specificity or sensitivity of all sources
is fixed while the other measure varies between 0.1 and 0.9. We can see the accuracy stays close to 1 until
the source quality starts to drop below 0.6, and it decreases much faster with regard to specificity than
sensitivity. This shows LTM is more tolerant of low sensitivity, which proves to be effective in practice and is
an expected behavior since the chosen priors incorporate our belief that specificity of sources is usually high
but sensitivity is not. When specificity is around 0.3 (respectively sensitivity is around 0.1), the accuracy
drops to around 0.5 which means the prediction is nearly random.
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Table 3.10: Parameter sensitivity of LTM on movie data with threshold 0.5.
Prior Parameters One-sided error Two-sided error
α0 = (α0,1, α0,0) α1 = (α1,1, α1,0) Precision Recall FPR Accuracy F1
(0, 0) (0, 0) 0.935 0.803 0.150 0.816 0.864
(0, 0) (50, 50) 0.385 0.196 0.85 0.183 0.260
(100, 100) (50, 50) 0.935 0.803 0.150 0.816 0.864
(100, 1000) (50, 50) 0.944 0.828 0.133 0.838 0.882
(100, 5000) (50, 50) 0.939 0.852 0.150 0.852 0.893
(100, 10000) (50, 50) 0.943 0.908 0.150 0.892 0.925
(100, 50000) (50, 50) 0.795 0.975 0.683 0.798 0.876
(100, 100000) (50, 50) 0.754 1.000 0.883 0.762 0.860
(100, 10000) (0, 0) 0.948 0.895 0.133 0.887 0.921
(100, 10000) (25, 25) 0.942 0.907 0.150 0.892 0.925
(100, 10000) (50, 25) 0.948 0.895 0.133 0.887 0.921
(100, 10000) (500, 25) 0.941 0.889 0.150 0.878 0.914
(100, 10000) (5000, 25) 0.942 0.809 0.133 0.825 0.871
(100, 10000) (25, 50) 0.941 0.883 0.150 0.874 0.911
(100, 10000) (25, 500) 0.942 0.907 0.150 0.892 0.925
(100, 10000) (25, 5000) 0.870 0.950 0.383 0.860 0.909
Table 3.11: Source quality on the movie data.
Source Sensitivity Specificity
imdb 0.911622836 0.898838631
netflix 0.894019034 0.934833904
movietickets 0.862889367 0.978844687
commonsense 0.809752315 0.982347827
cinemasource 0.794184357 0.985847745
amg 0.776583683 0.690600694
yahoomovie 0.760589896 0.897654374
msnmovie 0.749192861 0.987870636
zune 0.744272491 0.973922421
metacritic 0.678661638 0.987957893
flixster 0.584223615 0.911078627
fandango 0.499623726 0.989836274
Case Study of Source Quality Prediction
Having evaluated the performance of our model on truth finding, we may now explore whether the source
quality predicted by our method is reasonable, bearing in mind that no ground truth is available with which
to quantitatively validate quality. Indeed this exercise should serve as a concrete example of what to expect
when reading off source quality (cf. Section 3.5.3).
Table 3.11 shows a MAP estimate of the sensitivity and specificity of sources from our model fit to
the movie data, sorted by sensitivity. This table verifies some of our observations on the movie sources:
IMDB tends to output rather complete records, while LTM assigns IMDB correspondingly high sensitivity.
Note that we can also observe in this table that sensitivity and specificity do not necessarily correlate. Some
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Figure 3.5: LTM under varying expected synthetic source quality (sensitivity/specificity; with the other’s
expectation fixed).
sources can do well or poorly on both metrics, and it is also common for more conservative sources to achieve
lower sensitivity but higher specificity (Fandango), while more aggressive sources to get higher sensitivity but
lower specificity (IMDB). This further justifies the intuition that we ought to model the quality of sources
as two independent factors.
3.6.3 Efficiency
We now study the scalability of LTM and LTMinc.
Convergence Rate
Since our inference algorithm is an iterative method, we now explore how many iterations it requires in
practice to reach reasonable accuracy. To evaluate convergence rate, in the same run of the algorithm, we
make 7 sequential predictions using the samples in the first 7, 10, 20, 50, 100, 200, 500 iterations, with burn
in iterations 2, 2, 5, 10, 20, 50, 100, and sample gap 0, 0, 0, 1, 4, 4, 9 respectively. We repeat 10 times to
account for randomization due to sampling, and calculate the average accuracy and 95% confidence intervals
on the 10 runs for each of the 7 predictions, as shown in Figure 3.6. One can see that accuracy quickly
reaches 0.85 even after only 7 iterations, although in the first few iterations mean accuracy increases and
variation decreases, implying that the algorithm has yet to converge. After only 50 iterations, the algorithm
achieves optimal accuracy and extremely low variation, with additional iterations not improving performance
further. Thus we conclude that LTM inference converges quickly in practice.
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confidence intervals. Accuracy (for threshold 0.5) is truncated at 0.8.
Runtime
We now compare the running time of LTM and LTMinc with previous methods. Although it is easy to see
that our algorithms and previous methods all have linear complexity in the number of claims in the data,
we expected from the outset that our more principled approach LTM would take more time since it is more
complex and requires costly procedures such as generating a random number for each fact in each iteration.
However, we can clearly see its effective, incremental version LTMinc is much more efficient without needing
any iteration. In particular we recommend that in efficiency-critical situations, standard LTM be infrequently
run oﬄine to update source quality and LTMinc be deployed for online prediction.
We created 4 smaller datasets by randomly sampling 3k, 6k, 9k, and 12k movies from the entire 15k
movie dataset and by pulling all facts and claims associated with the sampled movies. We then ran each
algorithm 10 times on the 5 datasets, for which the average running times are recorded in Table 3.12. Note
that all the algorithms are iterative except Voting and LTMinc, so for fairness we conservatively fix their
number of iterations to 100; and we run LTMinc on the same data as other algorithms by assuming the data
is incremental and source quality is given. As we can see, complex algorithms like 3-Estimates and LTM take
longer, but only by a factor of 3–5 times the other algorithms. Given the superior accuracy of LTM, we
believe the additional computation will usually be acceptable. Moreover, we can see LTMinc is much more
efficient than most methods and is almost as efficient as Voting.
To further verify LTM runs linearly in the number of claims, we perform linear regression on the running
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Figure 3.7: Measurements of the runtime for 100 iterations of LTM for varying numbers of claims. The
included linear regression enjoys an exceptional goodness-of-fit of R2 = 0.9913.
Table 3.12: Comparing runtimes on the movie data.
Runtimes (secs.) vs. #Entities
#Entities 3k 6k 9k 12k 15k
Voting 0.004 0.008 0.012 0.027 0.030
LTMinc 0.004 0.008 0.012 0.037 0.048
AvgLog 0.150 0.297 0.446 0.605 0.742
HubAuthority 0.149 0.297 0.445 0.606 0.743
PooledInvestment 0.175 0.348 0.514 0.732 0.856
TruthFinder 0.195 0.393 0.587 0.785 0.971
Investment 0.231 0.464 0.690 0.929 1.143
3-Estimates 0.421 0.796 1.170 1.579 1.958
LTM 0.660 1.377 2.891 3.934 5.251
time as a function of dataset size (cf. Figure 3.7), which yields an exceptional goodness-of-fit R2 score of
0.9913. This establishes the scalability of LTM.
3.7 Discussions
We now revisit the assumptions made by LTM and list several directions for extension to more general
scenarios.
Multiple attribute types. We have assumed that quality of a source across different attribute types is
independent and therefore can be inferred individually. We can, however, extend LTM to handle multiple
attribute types in a joint fashion. For each source we can introduce source-specific quality priors α0,s and
α1,s, which can be regularized by a global prior, and use the same prior to generate type-specific quality
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signals. Then at each step we can also optimize the likelihood with regard to α0,s and α1,s using Newton’s
method, so that quality of one attribute type will affect the inferred quality of another via their common
prior.
Entity-specific quality. LTM assumes a constant quality over all entities presented by a source, which
may not be true in practice. For example, IMDB may be accurate with horror movies but not dramas. In
response, we can further add an entity-clustering layer to the multi-typed version of LTM discussed above
by introducing cluster labels for entities and generate quality signals for each cluster. We can then jointly
infer the best partition of entities and cluster-specific quality.
Real-valued loss. LTM’s loss is either 0 (no error) or 1 (error), but in practice loss can be real-valued, e.g.,
inexact matches of terms, numerical attributes, etc. In such cases a principled truth-finding model similar
to LTM, could use e.g., a Gaussian to generate observations from facts and source quality instead of the
Bernoulli.
Adversarial sources. LTM assumes that data sources have reasonable specificity and precision, i.e., there
are few adversarial sources whose majority data are false. However, in practice such sources may exist and
their malicious data will artificially increase the specificity of benign sources, causing false data presented
by benign sources to become more difficult to detect. Since false facts provided by adversarial sources can
be successfully recognized by LTM due to their low support, we can address this problem by iteratively
running LTM, at each step removing (adversarial) sources with inferred specificity and precision below some
threshold.
3.8 Conclusions
We propose a probabilistic graphical model called the Latent Truth Model to solve the truth finding problem
in data integration. We observe that in practice there are two types of errors, false positive and false negative,
which do not necessarily correlate, especially when multiple facts can be true for the same entities. By
introducing the truth as a latent variable, our Bayesian approach can model the generative error process
and two-sided source quality in a principled fashion, and can naturally support multiple truths as a result.
Experiments on two real world datasets demonstrate the clear advantage of our method over the state-of-the-
art truth finding methods. A case-study of source quality predicted by our model also verifies our intuition
that two aspects of source quality should be considered. An efficient inference algorithm based on collapsed
Gibbs sampling is developed, which is shown through experiments to converge quickly and cost linear time
with regard to data size. Additionally, our method can naturally incorporate various prior knowledge about
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the distribution of truth or quality of sources, and it can be employed in an online streaming setting for
incremental truth finding, which we prove to be much more efficient and as effective as batch inference. We
also list several future directions to improve LTM for handling more general scenarios.
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Chapter 4
Truth Finding on Numerical Data
4.1 Introduction
In the previous chapter we have introduced LTM for finding the truth for nominal attributes, such as
book authors or movie directors. But in practice, there are tremendous data that are numerical instead of
categorical, ranging from presidential election polls, census, and economic statistics to stock price predictions
and weather forecasts. The same data quality issues exist here: data is often not consistent across multiple
sources and people do not know which sources are more trustworthy and what is the truth, so it would be
extremely helpful if an algorithm can automatically learn the quality of sources and derive the truth from
the data, or at least provide a more accurate estimate of the truth for human to further verify.
All the previous truth finding methods [11, 16, 27, 28, 39, 40, 42] including LTM are mainly developed
to handle categorical input, but when applied on numerical data, those methods do not consider much its
unique characteristics and therefore the performance is likely to be not optimal. While in practice, numerical
data is as ubiquitous and important as nominal data, if not more; and the data quality issue could be even
more common and severe, which is the motivation of this chapter: a new truth finding method specially
designed for handling numerical data.
Numerical data has several properties that need to be treated carefully by the truth-finding method. First,
different from the standard categorical setting where different claimed values do not have much correlation,
distance or similarity can be defined between numerical claims of the same entities and it should be considered
during the inference of truth. For example, if three claims with values of 100, 90 and 50 are observed, it
is more likely that the truth is closer to 100 and 90 rather than 50. If we assume most sources are benign
and tend to tell the truth in general, then it is reasonable to give claims that are closer to the truth higher
probability to be observed than those that are farther. Then, finding truth that can maximize the likelihood
of observed data becomes equivalent to searching for the truth that minimizes its certain form of overall
distance to all the claimed values.
Second, it is not sufficient to simply define quality of a source as how often its claims are exactly right
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or wrong, because intuitively claims that are closer to the truth should get more credit for the source than
those that are farther. On the other hand, assuming the source quality is known, values that are farther
to the truth should be more likely to be claimed by lower quality sources, and values that are very close
to the truth should be more likely to be claimed by higher quality sources, respectively. Such probabilistic
modeling can lead to a desired weighing scheme during the truth inference: claims made by high quality
sources will have higher weights in deciding where the truth should be than unreliable sources.
Third, the consensus level among claims for each entity should be a factor in estimating truth and source
quality. Specifically, for entities that sources generally do not agree on, the inferred truth should get lower
confidence and sources making different claims should be punished less compared with cases where high
consensus can be achieved among most sources. Furthermore, numerical values for different entities can
be in different scales so proper normalization needs to be deployed to prevent biased estimation of source
quality. For example, population claims about big cities are more likely to deviate more from the truth in
terms of the absolute difference, which may cause sources that contain more big cities get unfair punishment
if the data scale is not properly normalized.
Last but not least, in numerical data outliers can happen more often and cause more severe damages
to model assumptions of the truth-finding methods if they are not effectively detected. For instance, the
mean of observed data can shift infinitely from the truth due to only one outlier. Therefore, when we design
a truth-finding method that adapts to the characteristics of numerical data, it is also important to detect
outliers and reduce their damages as much as possible. In most cases, it is possible to make an initial
estimate of the truth and leverage it as prior for detecting outliers.
Example 5. Table 4.1 shows a sample census database with city population claims; truth is also labeled
although in practice it is unknown. It is clear in this example that Freebase should have better quality
than BadSource.com since its claims are closer to the truth, although neither of them make exactly correct
claims. As a result, when inferring the true population of Los Angeles, Freebase should have higher weights.
Moreover, Freebase’s claim on New York City should not incur more punishment than Urbana simply because
its absolute difference from the truth is larger, ignoring the fact that New York city is a much bigger city;
and in this case, the opposite seems more reasonable since the general consensus on Urbana’s population is
higher. Also notice that claiming the population of Urbana is 1,215 is an outlier, and it should be easily
detected by algorithms. However, if it is not detected and still treated as a reasonable claim, the truth, which
is the highest value among all claims about the city, will be unnecessarily assigned lower confidence and the
credit of US Census and Wikipedia will also be harmed.
To address the issues of truth finding on numerical data we just discussed, in this chapter we propose a
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Table 4.1: A sample census database.
Entity (City) Value (Population) Source
New York City 8,346,794 Freebase
New York City 8,244,910 Wikipedia
New York City 8,175,133 (truth) US Census
New York City 7,864,215 BadSource.com
Urbana 36,395 (truth) US Census
Urbana 36,395 (truth) Wikipedia
Urbana 34,774 Freebase
Urbana 1,215 BadSource.com
Los Angeles 2,966,850 Freebase
Los Angeles 3,364,215 BadSource.com
... ... ...
Bayesian probabilistic model we call the Gaussian Truth Model (GTM), which can leverage the characteristics
of numerical data in a principled manner, and infer the real-valued truth and source quality without any
supervision. To the best of our knowledge, this is the first truth-finding method designed for numerical
data.1
The Bayesian nature of our model makes it possible to leverage the output of any other truth finding
methods as prior belief of the truth, which could be beneficial since some non-numerical methods may also
be less affected by outliers, thus their output can provide a better initial guess in our model to further reduce
the damage of outliers.
Bayesian priors on source quality can also be incorporated for smoothing quality estimates for sources
with very few claims, since the maximum likelihood estimates on small volume data is often inaccurate. The
additional benefit of having source quality priors is that it allows our method to be run incrementally if data
comes in a stream, which would be much more efficient than rerunning on the entire data every time new
data arrives. If the truth is known on some records, our method can also easily leverage them to perform
semi-supervised truth-finding.
Experiments on two real world datasets (Wikipedia edit history of city population and people biographies)
demonstrate GTM outperforms state-of-the-art methods in effectiveness. Efficiency experiments show our
method is also faster than previous approaches.
In the following sections, we first describe our data model and formalize the problem in Section 4.2.
We then introduce the Gaussian truth model in Section 4.3. Section 4.4 presents our experimental results.
Several possible future directions are listed in Section 4.5. Finally, we conclude this chapter in Section 4.6.
1A preliminary version of this work has been presented in a workshop [41].
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4.2 Problem Formulation
4.2.1 Data Model
Definition 5. Let C = {c1, c2, ..., cC} be the set of claims GTM takes as input. Each claim c is in the format
of (ec, sc, vc), where ec is the entity of the claim, sc is the source of the claim, and vc is the numerical value
of the claim. Let S = {s1, s2, ..., sS} be the set of sources that appear in C, and let E = {e1, e2, ..., eE} be the
set of entities that appear in C, and let Ce be the set of claims that are associated with entity e.
Table 4.1 is an example of a set of input claims.
Definition 6. Let T = {(e1, t1), (e2, t2), ..., (eE , tE)} be a set of truths, where each truth t is a real value
associated with one entity in E. For each e ∈ E, we denote the truth associated with e as te.
Truth set T is the output format of the truth finding methods. A human generated truth set is used for
evaluating the effectiveness of different approaches.
4.2.2 Problem Definitions
We can now define the problems of interest in this chapter.
Inferring truth. Given an input claim set C with no truth information, we want to output the inferred
truths T for all entities E contained in C.
Inferring source quality. Besides the true values for each entity, we also would like to automatically infer
quality information for each source represented in C. Such source quality information represents how close
each source’s claims are to the truth in general; it not only can help people understand the data sources or
uncover potential problems during the data collection phase, but also can be used as prior parameters for
inferring truth from new data to prevent rerunning the model on the whole dataset, etc.
Same as most truth-finding methods, the truth values and source quality are closely related and are
estimated simultaneously by GTM. More details will be explained in the next section.
4.3 Gaussian Truth Model
In this section we will formally introduce our proposed model, called the Gaussian Truth Model, for esti-
mating the real-valued truth and the quality of data sources. We will first discuss the intuitions behind our
model, then provide details about the major components of the approach including how the probabilistic
model is constructed as well as the outlier detection and data normalization step, and how our intuitions
are embedded in the model.
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4.3.1 Intuitions
Real-valued Truths and Claims
In the numerical setting, the distance between different values should be considered since it provides richer
information about where the truth should be. For example, if three claims with values of 100, 90 and 50 are
observed, it is more likely that the truth is closer to 100 and 90 rather than 50, but such conclusion can not
be made if the values are treated as nominal ones and their distance is not considered.
To leverage the distance in a principled probabilistic way, we model the truth of each entity as an unknown
random variable that takes real values, and use it as the mean parameter in the probabilistic distribution
that models the probability of observing each claimed value of the entity. Such probabilistic distribution
should satisfy the property we have discussed earlier that values closer to the mean parameter, i.e., the truth,
have higher probability than values that are farther. Essentially many distributions have this property, and
in GTM we choose the Gaussian distribution since it is the most commonly used distribution to model the
generation of real-valued errors due to its quadratic penalty in logarithm form, which also leads to more
efficient inference algorithms. With such modeling, we can estimate the value that maximizes the overall
data likelihood and predict it as the truth.
Observed data can often be in small volume or contain outliers that can introduce bias in the maximum
likelihood estimation (MLE). Therefore, Bayesian methods often leverage prior distributions of model pa-
rameters to obtain maximum a posteriori (MAP) estimates. In GTM, any initial estimation of the truth
such as the mean, the median, the most frequent value, or output of any other truth-finding algorithms can
be incorporated as priors to the model. Some of these priors are less affected by outliers compared with the
average, and therefore can help improve the performance of GTM in practice. It is also worth mentioning
that the prior’s weight needs to be automatically adjusted based on the data scale and the consensus level
of each entity. Specifically, if the claimed values generally tend to not agree with the prior, then the truth
should get more freedom for deviating from the prior belief.
Quality of Sources
Since distance can be defined between real-valued claims and the truth, the quality of sources should naturally
correspond to how close their claims are to the truth in general rather than how often their claims are exactly
correct. We have mentioned that the probability of observing each claim is given by a Gaussian distribution
with the truth as its mean parameter; and the variance parameter of this Gaussian distribution actually
controls how likely claims deviate from the mean, which exactly relates to the quality of the claim’s source.
Intuitively, inaccurate sources are more likely to make claims that deviate more from the truth, and therefore
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they corresponds to larger variance; high quality sources correspond to lower variance, respectively.
Formally speaking, in GTM we model the quality of each source as a random variable that takes real
values, and for each claim we use the quality of its source as the variance parameter in the Gaussian
distribution that assigns probability to the claimed value.
With such modeling, the quality of sources can be easily estimated from the data if the truth is known.
On the other hand, if the source quality is known, truth can also be inferred and inaccurate sources will be
given lower weights in deciding where the truth should be, because the cost of deviating from claims made by
low quality sources is discounted by their high variance in the Gaussian function. We can see such iterative
computation of truth and source quality is similar to many previous unsupervised truth-finding methods,
but the difference is that in GTM the characteristics of numerical data can be well leveraged in a principled
way.
There are a few additional issues in modeling source quality. One is that the data scale and consensus
level of each entity should be considered. Intuitively, if for one entity claims from all sources have higher
deviation from the truth in general, either because the truth is a larger value or it is more controversial,
each source should get less punishment for the same amount of error. Another point worth mentioning is
that in GTM source quality is also modeled in the Bayesian fashion, and therefore it is easy to incorporate
any prior knowledge about the quality of all sources or specific ones either provided by domain experts or
output by GTM on historical data. Even such knowledge is not available, specifying prior has the effect of
smoothing and helps prevent over-fitting, which is necessary because in real data some sources make very
few claims and source quality estimated by MLE is not accurate.
4.3.2 Preprocessing
Before introducing details of the model, we first explain the preprocessing step including how the input
claims are normalized to prevent biased estimation, and how outliers are detected.
In the previous section, we have mentioned that there are various estimates of the truth that can be
leveraged by GTM as priors, such as the mean, the median, the most frequent value or output of any other
truth-finding methods. In fact, the prior information is also utilized for normalizing the data and detecting
outliers during the preprocessing step.
Based on robust statistics, the sample mean can be shifted infinitely by outliers and therefore is not a
good prior, but some measures, such as the median or the output of non-numerical truth-finding algorithms,
would be more robust and suitable to serve as the prior. With the prior given, any claimed values deviating
too far from the prior can be treated as outliers, and there are various ways to measure the deviation, such
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Algorithm 2 Data Preprocessing
{Outlier Detection}
for all e ∈ E do
{Based on relative errors and absolute errors.}
for all c ∈ Ce do
if |vc − tˆe|/tˆe > δ0 or |vc − tˆe| > δ1 then
outlier[c]← True
{Based on z-scores (Gaussian p-values).}
σˆe ← standard deviation(Ce, outlier)
repeat
new outlier ← False
for all c ∈ Ce do
if |vc − tˆe|/σˆe > δ2 then
outlier[c]← True
new outlier ← True
σˆe ← standard deviation(Ce, outlier)
until new outlier = False
{Normalization: calculating z-scores.}
for all e ∈ E do
for all c ∈ Ce do
oc ← (vc − tˆe)/σˆe
as relative errors, absolute errors, Gaussian p-values, etc.
Let Tˆ = {(e1, tˆ1), (e2, tˆ2), ..., (eE , tˆE)} be the set of truth priors, and let tˆe be the prior for entity e.
The detailed preprocessing steps are described in Algorithm 2. First, claimed values with relative errors
or absolute errors above certain thresholds are treated as outliers. Second, a Gaussian distribution with
the prior truth tˆe as mean and variance of σˆ
2
e can measure the probability of observing each claimed value,
which can be thresholded to detect outliers. This is equivalent to setting a threshold on the z-scores (how
many standard deviations an observation is above or below the mean). The only issue is that the true σˆe
is unknown at the beginning and outliers can make the estimate arbitrarily large. One possible solution
we describe in Algorithm 2 is that we use relative errors and absolute errors to detect outliers first, then
calculate σˆe without considering recognized outliers, and update σˆe every time new outliers are detected
until there are no more outliers.
We are aware that more advanced outlier detection techniques exist, and they can be potentially deployed
here, but thresholding Gaussian p-values is one of the most commonly used methods, and its effectiveness
has been justified in the past. Since the focus of this work is not a novel outlier detection method, we just
apply this simple approach with a small modification in the sense that we use truth priors as the mean, and
iteratively update the standard deviation. Our experiments show that it works quite well on our data. We
also tested various strategies to process outliers after they are detected, and excluding them in truth-finding
works best in practice compared with limiting their errors to a certain maximum value (Winsorising).
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Figure 4.1: The probabilistic graphical model of GTM.
After the outliers are detected, we normalize all claimed values to its z-scores for the following truth-
finding step. Specifically, for each claim c ∈ C, oc = (vc− tˆec)/σˆec is the transformed value. This is the most
common normalization step. In the previous section we have discussed that the data scale and consensus
level for each entity needs to be considered for adjusting the prior weight and assessing source quality, and
such normalization would help reduce the various biases. After the truth-finding is finished, we transform
the truth prediction back to its original scale as our final output.
4.3.3 Model Details
Now we will explain the details of GTM (Figure 4.1 is the graphical representation of our model). Since
GTM is a generative model, we will describe the conceptual generation process of each random variable, i.e.,
the quality of each source, the truth of each entity and the observed value of each claim, and how they are
dependent in our model.
Quality of Sources
For each source s ∈ S, generate its quality σ2s from a prior inverse Gamma distribution with hyper-parameter
(α, β), where α is the shape parameter and β is the scale parameter:
σ2s ∼ Inv–Gamma(α, β)
∼ (σ2s)−α−1 exp
(
− β
σ2s
)
.
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Here σ2s is the variance parameter, and therefore lower values correspond to higher source quality, and
higher values correspond to lower source quality respectively. The inverse Gamma distribution is utilized
because it is the conjugate prior of the Gaussian distribution with σ2s as variance, meaning the posterior of
σ2s is also an inverse Gamma distribution and the MAP inference is more efficient as a result. Its parameter
α and β controls the prior belief about how source quality is distributed, e.g., the expectation of σ2s is
given by βα . In practice, if prior knowledge about the quality of specific sources is available, corresponding
hyper-parameters can be adjusted accordingly; otherwise, we could simply use the same prior for all sources,
which has the effect of smoothing that alleviates bias caused by small volume data, e.g., some sources may
make very few claims and therefore the MLE estimation of its quality may not be accurate.
Truth of Entities
For each entity e ∈ E , generate its truth µe from a prior Gaussian distribution with µ0 mean and σ20 variance:
µe ∼ Gaussian(µ0, σ20)
∼ exp
(
− (µe − µ0)
2
2σ20
)
.
Here µ0 controls the prior belief about the location of the truth and σ
2
0 controls the weight of the prior.
Since we have already normalized all claims to their z-scores based on Tˆ , we should also use the standard
Gaussian as the prior here by setting µ0 = 0 and σ
2
0 = 1, although σ
2
0 can still be adjusted to reflect how
much we believe Tˆ is correct.
Observation of Claims
For each claim c of entity e, i.e., c ∈ Ce, denote its source as sc, which is an observed dummy index variable
that we use to select the corresponding source quality. We generate oc, the normalized claimed value of c,
from a Gaussian distribution with the truth of e as mean, and the variance parameter of sc as its variance:
oc ∼ Gaussian(µe, σ2sc)
∼ σ−1sc exp
(
− (oc − µe)
2
2σ2sc
)
.
Here truth of entities and quality of sources collectively controls the probability of observing each claim,
which aligns with our intuitions that claims farther from the truth are less likely to be observed, and claims
made by low quality sources are more likely to deviate from the truth.
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4.3.4 Inference
Given the construction of GTM, the complete likelihood of observed data and unknown parameters given
the hyper-parameters can be written as:
p(o,µ,σ2|µ0, σ20 , α, β) =
∏
s∈S
p(σ2s |α, β)×
∏
e∈E
(
p(µe|µ0, σ20)
∏
c∈Ce
p(oc|µe, σ2e)
)
.
Then truth finding is equivalent to searching for optimal truth estimates that maximize the joint proba-
bility, i.e., get the maximum a posterior (MAP) estimate for µ:
µˆMAP = arg max
µ
∫
p(o,µ,σ2|µ0, σ20 , α, β)dσ2 .
Let µˆe be the MAP estimate for entity e output by GTM, then we transform it back to its actual value
before normalization: tˆ + µˆeσˆe, and predict it as the truth. If we know the truth is always claimed by at
least one source, we can predict claimed values that are closest to it as the truth, and if there is a tie, the
average of tied values can be taken as output.
Essentially various algorithms can be deployed for the MAP inference, such as EM [23] and Gibbs
Sampling [23]. Next, we will briefly describe an EM algorithm that iteratively computes truth µ and source
quality σ2, which further uncovers how they are related in our model.
Optimizing the likelihood is equivalent to optimizing its logarithm form, which is given by:
L = log p(o,µ,σ2|µ0, σ20 , α, β)
∼−
∑
s∈S
(
2(α+ 1) log σs +
β
σ2s
)
−
∑
e∈E
(µe − µ0)2
2σ20
−
∑
e∈E
∑
c∈Ce
(
log σsc +
(oc − µe)2
2σ2sc
)
.
Then, in the E step, we assume σ2 is given, and achieve the optimal truth µe by solving
∂L
∂µe
, which is:
µˆe =
µ0
σ20
+
∑
c∈Ce
oc
σ2sc
1
σ20
+
∑
c∈Ce
1
σ2sc
=
µ0
σ20
+
∑
c∈Ce
vc − tˆe
σ2sc σˆe
1
σ20
+
∑
c∈Ce
1
σ2sc
. (4.1)
We can see in the above equation that more accurate sources have higher weights in deciding the truth.
Conversely, if truth µ is given, we can get the optimal estimate for the quality of each source s by solving
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Algorithm 3 EM Inference for GTM
{Initialization.}
for all e ∈ E do
{Set 0 as the starting point.}
µˆe ← 0
{EM Inference.}
repeat
{M step: update source quality based on Equation (4.2).}
q.clear()
for all c ∈ C do
q[sc]← q[sc] + (oc − t[ec])2
for all s ∈ S do
q[s]← 2(α+1)+|Cs|2β+q[s]
{E step: update truth based on Equation (4.1).}
t.clear()
sq.clear()
for all c ∈ C do
t[ec]← t[ec] + q[sc]× oc
sq[ec]← sq[ec] + q[sc]
for all e ∈ E do
t[e]← µ0/σ20+t[e]
1/σ20+sq[e]
until convergence
∂L
∂σ2s
. Let Cs be all the claims made by s, we have:
σˆ2s =
2β +
∑
c∈Cs
(oc − µec)2
2(α+ 1) + |Cs| =
2β +
∑
c∈Cs
(
vc − tˆec
σˆec
− µec
)2
2(α+ 1) + |Cs| . (4.2)
We can see source quality is estimated by how close the source’s claims are to the truth, discounted by
the variance of all claimed values for each entity and smoothed by prior parameters.
During such iterative computation of truth and source quality, the log likelihood will always increase in
each iteration, and therefore a local maximum is guaranteed to be reached. Algorithm 3 describes more
detailed procedures of the EM inference. We initialize the truth of each entity to be 0, indicating our belief
that the actual truth should be close to the prior. Then the E step for estimating truths and the M step for
estimating source quality are iteratively executed until the algorithm converges to a local optimal.
4.3.5 Incremental Mode
In practice data often comes in a stream and it is inefficient to run truth finding algorithms on the entire
data every time new data arrives. In this case, the Bayesian nature of GTM allows it to be easily transformed
to an incremental version.
Since the inverse-Gamma distribution used to generate source quality σ2s is the conjugate prior to the
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Gaussian distribution, the posterior of σ2s is also an inverse-Gamma distribution. Therefore, to turn GTM
into the incremental mode, we just need to record parameters of the posterior distribution of σ2s and use
them as the priors on the new data. Specifically, after GTM is finished on the historical data, we get new α
and β parameters for each source:
α′s = α+
1
2
|Cs|,
β′s = β +
1
2
∑
c∈Cs
(oc − µec)2 .
We can easily verify that information in the historical data will be kept if α′s and β
′
s are used as priors
on the new data.
Another simpler approach to run GTM incrementally is to assume the source quality estimated on the
old data remains same on the new data, and then we can store the quality of each source and directly
apply Equation (4.1) for once to predict truths on the incoming data, which is much more efficient since no
iteration is needed. In practice, we can keep monitoring the performance of the system and decide whether
re-estimation of source quality is necessary.
4.3.6 Semi-supervised Mode
GTM can easily leverage labeled truth data and perform semi-supervised truth finding. Specifically, if labeled
data is available, we could replace the estimated truth µe with the actual truth value in Equation (4.2) for
estimating source quality . The model will still consider the likelihood of unlabeled data, and therefore it is
a semi-supervised approach.
Whether leveraging labeled data can actually improve the effectiveness of truth finding depends on a lot
of factors, such as the volume of labeled data, and whether source quality on the labeled data is consistent
with the entire data, etc. We will report more detailed experimental results and analysis on this issue in the
next section.
4.4 Experiments
In this section, we report the experimental results of how GTM performs on two real world numerical datasets
compared with state-of-the-art algorithms.
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4.4.1 Setup
Datasets
We use the following two datasets originally published in [27] in our experiments:
Population Dataset. This data is a sample of Wikipedia edit history of city population in given years,
consisting of 4,119 claims about 1,148 population entities from 2,415 sources. 274 city-year pairs are randomly
sampled and labeled with the true population.
Bio Dataset. This data is another Wikipedia edit history sample about people’s dates of birth or death.
607,819 sources make 1,372,066 claims about 9,924 date entity. 1,912 dates are verified and labeled as truth.
Several preprocessing steps have been applied on both datasets. First, since the data is Wikipedia edit
history, there could be multiple versions of claims made by the same source about the same entity ordered by
their timestamps. Considering sources may realize their mistakes and update their claims, we only keep the
most recent claim of each source so that historical errors are not punished and estimated source quality is
more accurate. We have verified that this step can improve the effectiveness of all the methods we compare
on both datasets.
Second, we remove trivial records where all claims are the same. We thought this would make the problem
more challenging, but our experiments show that it actually improved the effectiveness of all truth-finding
methods on conflicting records in both datasets. The reason could be that algorithms may give sources
contributing to the non-conflicting records more credit than what they actually deserve, since truth of these
records may be easier to get. Another non-conflicting case is that there is only one source making a claim,
which also should not contribute to the source’s quality since it is uncertain if the claim is indeed true due
to lack of evidence. Additionally, the evaluation should also only involve conflicting records so that the
measurement will be more accurate on reflecting the actual performance of truth finding methods.
We have observed several interesting characteristics of the two datasets. Figure 4.2 and Figure 4.3 show
that on both the population data and the bio data the number of claims per source satisfies a power-law
distribution: most sources make very few claims, and very few sources make a large number of claims.
Figure 4.4 and Figure 4.5 are scatter plots of every source’s number of claims and real quality estimated
on labeled entities for both datasets. Here the estimation of source quality is based on Equation (4.2), except
that prior terms are dropped to reveal the actual unsmoothed source quality on observed data. Notice that
the y-axis is the variance parameter σ2s of sources, and therefore larger values correspond to lower source
quality, and smaller values correspond to higher source quality respectively. We can see that on both datasets
the quality of sources with very few claims varies a lot, and there are many sources with very low quality
in this range. With the number of claims increases, source quality tends to become better and less diverse,
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Figure 4.2: Number of claims per source on population data.
which means there are no adversarial sources in our data. The lowest source quality in the bio data is
much worse than in the population data, which can be due to the fact that a lot of entities in the bio data
have many claims and low entity-level deviation σe, which would incur more penalty to sources which make
errors according to Equation (4.2). The high variance of small sources’ quality shown in these plots further
justifies the need of leveraging priors for smoothing, since the estimation of source quality on a small number
of claims is not accurate, not matter it is high or low.
Compared Algorithms
We compare the effectiveness and efficiency of our Gaussian Truth Model (GTM) with its MLE version and
several previous methods together with treating the most frequent value, the average, or the median as
truth. We briefly summarize them as follows, and refer the reader to the original publications for details.
In GTM, the claimed value closest to the estimated truth is output as the final prediction. If tie happens in
all methods, the average of tied values is taken as the final output.
GTMMLE. Use the maximum likelihood estimates of source quality, which is equivalent to setting α = −1
and β = 0.
Voting. For each entity, output the value that is claimed by the most sources.
Median. The median of all claims is predicted as truth.
Average. The average of all claims is predicted as truth.
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Figure 4.3: Number of claims per source on biography data.
LTM [42]. A Bayesian probabilistic approach that focuses on categorical input and models the truth as
latent Bernoulli variables. It assumes being true or not for different claimed values of the same entity are
independent and multiple values can be true, which does not fit our problem setting. However, we still
include this approach for comparison.
TruthFinder [39]. For each claimed value calculate the probability that at least one supporting claim is correct
using the precision of sources.
3-Estimates [16]. A method that considers the difficulty of getting the truth when calculating source quality.
AccuVote [11]. A method that considers both supporting and non-supporting sources when assigning prob-
abilities to each claimed value. The source copying detection proposed in [11] is not incorporated since it is
not the focus of this work, but it can be potentially integrated with all truth finding methods to improve
accuracy.
Investment [27, 28]. Each source uniformly distributes its credits to its claims, and gains credits back from
the confidence of those claims.
Parameter Settings
For GTM, on the population data the source quality prior is set as (α = 10, β = 10); truth prior is set as
(µ0 = 0, σ
2
0 = 1), and the results of TruthFinder are leveraged as the initial truth guess, since many entities
have very few claims in this dataset and therefore Voting is not very accurate. On the bio data, the source
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Figure 4.4: Quality vs. number of claims per source on population data.
quality prior is (α = 1, β = 100), incorporating our belief that the quality of sources with small volume
claims is lower on this data, which is consistent with what is shown in Figure 4.5. The truth prior is same:
(µ0 = 0, σ
2
0 = 1); and Voting is used to give the initial estimates of the truth, since there are more claims
for each entity, Voting tends to achieve better performance.
Parameters for the algorithms we compare are set according to the optimal settings suggested by their
authors and the tuning results on our data. Specifically, for Investment Voting information is used as prior
as indicated in [27]. For TruthFinder, the initial source quality is set to 0.7, the dampening factor is set to
0.3, and we did not consider similarities between facts. For AccuVote, the number of false attributes N is
set to 100 globally on the population data, but on the biography data, the actual number of false attributes
presented for each entity is used instead of a global constant.
The default thresholds for the outlier detection step in our experiments are: on population data, threshold
δ0 on relative errors is 0.9, threshold δ1 on absolute errors is not set, threshold δ2 on z-scores is 2.5; on bio
data, only threshold δ2 is set to be 10.
Environment
All the experiments presented were conducted on a workstation with 48GB RAM, Intel Xeon 2.67GHz
CPU, and Windows 7 Server Enterprise SP1 installed. All the algorithms including previous methods were
implemented in C# 4.0 and complied by Visual Studio 2010.
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Figure 4.5: Quality vs. number of claims per source on biography data.
Table 4.2: Inference results per dataset and per method.
Results on the population data Results on the bio data
MAE RMSE MAE RMSE
GTM 1498.59 8339.99 228.19 4831.53
3-Estimates 1640.83 (+9.49%) 8822.50 (+5.78%) 237.35 (+4.01%) 4847.80 (+0.33%)
AccuVote 1614.30 (+7.72%) 8796.34 (+5.47%) 335.01 (+46.81%) 5172.58 (+7.05%)
Investment 1617.40 (+7.92%) 8797.43 (+5.48%) 369.04 (+61.72%) 5380.71 (+11.36%)
TruthFinder 1633.60 (+9.00%) 8824.09 (+5.80%) 660.66 (+189.51%) 6959.72 (+44.04%)
GTMMLE 1842.41 (+22.94%) 9367.98 (+12.32%) 236.13 (+3.47%) 4847.19 (+0.32%)
LTM 3040.90 (+102.91%) 12865.52 (+54.26%) 396.78 (+73.87%) 5837.66 (+20.82%)
Voting 10327.20 (+589.12%) 126217.98 (+1413.40%) 237.35 (+4.01%) 4847.80 (+0.33%)
Median 10241.81 (+583.42%) 126198.86 (+1413.17%) 244.04 (+6.94%) 4854.90(+0.48%)
Average 10368.54 (+591.88%) 126199.76 (+1413.18%) 253.41 (+11.05%) 4860.28 (+0.59%)
4.4.2 Experimental Results
Effectiveness of Truth Finding
To evaluate the effectiveness of truth-finding on numerical data, the evaluation measures should reflect how
close predictions are to the ground truth in general rather than how often predictions are exactly correct.
Therefore, we use Mean Absolute Error (MAE), and Root Mean Square Error (RMSE) for evaluation, with
the latter giving more penalty to larger errors.
Detailed results on both the population data and the bio data are reported in Table 4.2, which demon-
strates that GTM outperforms state-of-the-art approaches on both datasets. All methods are executed on
the same data with outliers detected and removed.
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On the population data, there are many entities with very few claims, which makes Voting, Median and
Average not stable. In comparison, AccuVote, 3-Estimates, Investment and TruthFinder can achieve better
performance by considering source quality. And GTM can make further improvement in terms of both MAE
and RMSE by leveraging the characteristics of numerical data.
On the bio data, there are much more claims for each entity in average, which makes methods that do not
even consider source quality, such as Voting, Median and Average, much stable and accurate comparing with
the population dataset. However, the performance of AccuVote, Investment and TruthFinder decreases on
this dataset. The problem with TruthFinder is that it models the confidence of each value as the probability
that at least one claim supporting the value is correct, based on the precision of each source. With numerous
supporting claims, many claimed values can get a probability close to 1, which makes the method fail. For
AccuVote and Investment, they seem to over-trust large sources that make lots of true claims, because even
if these sources also make a large number of false claims, the proportion of false claims is still fairly low.
AccuVote also gives large penalty to values a high accurate source does not support, but in practice high
quality sources also make mistakes. 3-Estimates performs better on this dataset by considering the difficulty
of getting the truth. By applying Bayesian smoothing and considering the characteristics of numerical data,
GTM has the best performance in terms of MAE and RMSE, although RMSE is not significantly higher
than Voting, Median and Average, which may be due to RMSE is dominated by some difficult records that
all methods make mistakes on.
For GTMMLE, its effectiveness on the bio data is better than all methods except GTM, but on the
population data, it is worse than several other methods. This is expected since the population data is more
sparse and therefore the maximum likelihood estimates of source quality are less accurate. The inferior
performance of GTMMLE justifies the use of Bayesian prior for source quality in GTM.
On both datasets, the performance of LTM is significantly worse than the best methods. This is expected
because the basic assumption of LTM that multiple claims can be true contradicts with the numerical setting.
Therefore, in practice GTM and LTM should be properly deployed based on the characteristics of data.
Next we evaluate the accuracy of source quality estimated by GTM. As we have mentioned earlier, we
first calculate real quality of sources on labeled data using Equation (4.2) with prior terms dropped. Then
similarly we base on the truth inferred by GTM to get its unsmoothed estimation of source quality using the
entire data. Figure 4.6 and Figure 4.7 plot each source’s real quality and inferred quality by GTM, sources
that make no claims about labeled entities are dropped.
We can see that on both datasets the inferred source quality is quite consistent with the real quality,
with many data points falling near the identity line. Quantitatively, Pearson correlation coefficient between
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Figure 4.6: Correlation between inferred and real source quality on the population data (Pearson correlation
coefficient 0.7194884).
the two scores is 0.72 on the population data and 0.94 on the bio data.
We take a further investigation on sources with inconsistent inferred quality and real quality. On the
population data, there are 93 sources given higher quality (lower σ2s) by GTM with an average of 3.581
claims each source, and there are 85 sources given lower quality (higher σ2s) with 2.259 claims each source in
average. On the bio data, 17,288 sources given higher quality by GTM make 8.397 claims in average, while
the average number of claims for 31,969 sources given lower quality is 4.448. Therefore, GTM seems to be
in favor of bigger sources over smaller ones, but it is also possible that some bigger sources that make errors
on the sample of labeled data actually perform better on the entire data, which results in higher quality
assigned by our method.
Effectiveness of Outlier Detection
Now we evaluate the effectiveness of the outlier detection step and its benefit on the truth-finding perfor-
mance.
Figure 4.8 and Figure 4.9 demonstrate the contribution made by outlier detection to the MAE of all
truth-finding methods. In this experiment, outliers are trimmed from the data once they are detected. We
have tested other strategies of treating outliers, such as Winsorising, i.e., setting outliers to the maximum
allowed deviation, and found trimming works best.
On both datasets, all methods benefit from outlier detection. We can see on population data, GTM
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Figure 4.7: Correlation between inferred and real source quality on the biography data (Pearson correlation
coefficient 0.935464).
can be seriously hurt by outliers, with performance similar to Average if outliers are not detected, since
we observe in this data some big cities may be claimed to have population less than 10 by some sources,
which seriously violates the Gaussian assumptions in GTM if these claims are considered as reasonable ones.
3-Estimates, LTM and Average also benefit a lot from outlier detection, while the changes of AccuVote, 3-
Estimates, TruthFinder, Voting and Median are less significant in comparison. On the bio data, the range of
dates is less arbitrary than population, and therefore outliers have less damages in general. Most methods
do not have significant gain in performance except AccuVote, TruthFinder and LTM.
Next, we report in Figure 4.10 and Figure 4.11 the effectiveness of outlier detection in terms of precision
and recall and its impact on GTM under various thresholds on z-scores. Precision is defined as how much
percentage of unique entity value pairs that are detected are indeed false, and recall is defined as how much
percentage of unique false entity value pairs are output by outlier detection. For outlier detection, precision
is much more important than recall, since false claims can be recognized later by truth-finding, but we do not
want to treat the truth as an outlier and exclude it from consideration. At the threshold’s default setting,
which is 2.5 on the population data and 10 on the bio data, outlier detection achieves 98.46% precision (2
wrong outliers), 35.95% recall on population and 99.73% precision (4 wrong outliers), 49.10% recall on dates.
We have investigated the wrong outliers and found those 6 entities either have very few claims or the truth
is indeed quite far from the range claimed by most sources, so it is very difficult to get them right.
As shown in Figure 4.10 and Figure 4.11, when we increase the threshold, recall always drops, precision
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Figure 4.8: Contribution of outlier detection on the population data.
increases in general, and how truth finding is influenced is uncertain. If the threshold is too high and many
outliers cannot be detected, GTM’s performance can drop as a result; on the other hand, if the threshold
is too low and many wrong outliers are generated, GTM will definitely get hurt. The estimation of source
quality also becomes less accurate if many claims, even false, are removed. Therefore, the bottom line of
setting the threshold for outlier detection is to guarantee the precision.
Table 4.3: Results of incremental GTM.
Dataset MAE RMSE
Population 1535.09 (+2.04%) 8361.84 (+0.26%)
Bio 232.80 (+2.02%) 4834.54 (+0.06%)
Incremental Mode
GTM can be run in the incremental mode as we have described previously in Section 4.3.5. In this experi-
ment, we run standard GTM on unlabeled records and estimate the quality of sources, then directly apply
Equation (4.1) once to infer the truth on labeled records. Detailed results on both datasets are reported in
Table 4.3: MAE of running GTM incrementally is around 2% worse than the batch mode on both datasets,
and RMSE has no significant increase. The slight decrease in effectiveness is consistent with what we have
discussed earlier that quality of some sources on the labeled data and the entire data is not the same. In-
cremental GTM still outperforms other state-of-the-art methods in Table 4.2, and it is much more efficient
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Figure 4.9: Contribution of outlier detection on the biography data.
since no iteration is needed.
Table 4.4: Results of unsupervised and semi-supervised GTM on 5 folds of the bio data.
Unsupervised Semi-supervised
MAE RMSE MAE RMSE
259.92 5384.30 261.11 (+0.46%) 5384.44 (+0.00%)
243.02 5325.84 257.34 (+5.89%) 5350.67 (+0.46%)
249.06 5350.26 263.16 (+5.66%) 5374.95 (+0.46%)
119.58 1292.32 132.69 (+10.95%) 1390.50 (+7.59%)
269.41 5392.09 283.74 (+5.31%) 5416.59 (+0.45%)
Semi-supervised Mode
Labeled data can be easily leveraged by GTM to turn the method into a semi-supervised truth finding
approach. As we have discussed in Section 4.3.6, the only difference is that if truth is known, we can use
it to estimate source quality in Equation (4.2) instead of using the inferred truth. The key that makes the
semi-supervised method work is that source quality on the training data and test data should be rather
consistent.
We evaluate this semi-supervised setting on both the population data and the bio data. For each dataset,
we randomly partition the labeled data into 5 folds, and in each run use one fold as training data and the
others as testing data. We compare the semi-supervised version with the standard unsupervised version,
and discover that on the population data, there is no difference in effectiveness; and on the bio data, the
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Figure 4.10: Effectiveness of outlier detection vs. thresholds on the population data.
semi-supervised version is actually worse than the unsupervised version. Detailed results of all the 5 runs
on the bio data is reported in Table 4.4. Semi-supervised GTM is around 5% worse in MAE in 3 folds,
and around 10% worse in MAE in one fold, and RMSE also gets worse although it is not as significant as
MAE. We also tried using more training data, e.g. 4 folds as training data and 1 fold as test data, and the
behaviors are the same.
To investigate the reason why the semi-supervised approach fail, we calculate the quality of each source
on one fold of the labeled data (training data) and on the other 4 folds (test data), and plot it in Figure 4.12.
As we can see, there are many sources having inconsistent quality on the two sets of data. Pearson correlation
coefficient is only around 0.13. Such inconsistency in source quality will cause the semi-supervised approach
to over-fit the training data and become less effective on the test data compared with the unsupervised
approach.
This experiment shows that leveraging labeled data not necessarily leads to better performance in truth
finding. It depends on the characteristics of the data and the size of the training data. Usually larger training
data leads to better performance, while small volume of training data is more likely to cause over fitting.
Although on this particular dataset, the semi-supervised approach achieves worse performance, there are
certainly other data on which training is more helpful.
59
Figure 4.11: Effectiveness of outlier detection vs. thresholds on the biography data.
Efficiency
We now study the scalability of GTM.
Since the EM inference algorithm of our model is iterative, we would like to explore how many iterations
it actually needs in practice to converge. In our experiment, we always set normalized truth µe to 0 for all
entities as the starting point. And EM is deterministic and guaranteed to reach a local optimal. Figure 4.13
plots the MAE on the bio data after each iteration. One can see that, the algorithm immediately converges to
the optimal only after 5 iterations. On the population data we observe very similar behaviors and therefore
the detailed plot is omitted.
Table 4.5: Comparing runtimes on the bio data.
Runtimes (secs.) vs. #Claims
#Claims 274k 548k 823k 1097k 1372k
Voting 0.16 0.30 0.54 0.67 0.90
Median 1.07 2.27 3.14 4.55 4.87
Average 2.06 3.89 6.11 7.72 10.05
GTM 6.93 13.87 21.12 28.92 36.29
TruthFinder 16.05 31.75 49.24 65.27 84.30
AccuVote 20.10 39.23 61.48 82.32 99.70
3-Estimates 23.20 73.39 73.62 97.68 134.32
Investment 28.57 57.86 98.40 125.90 172.94
LTM 34.12 64.98 101.25 135.49 185.15
Next we compare the running time of GTM with previous methods, although theoretically all the methods
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Figure 4.12: Correlation of source quality on different folds of labeled bio data (Pearson correlation coefficient
0.1312151).
have linear complexity in the number of claims in the data. We created 4 smaller datasets by randomly
sampling 274k, 548k, 823k, and 1097k claims from the entire 1372k bio data. We then run all the algorithms
on the 5 datasets and record their running times in Table 4.5. Note that Voting, Median, and Average are
not iterative so they only run once while all the others run 100 iterations. GTM is the most efficient iterative
algorithm, and its running time is less than half of TruthFinder which is the second fastest. This is expected
since GTM does not need to track the confidence of each claimed value as the other methods, but leverages
the characteristics of numerical data to estimate the truth directly. We also plot its running times with
regard to data sizes in Figure 4.14 to illustrate its linear complexity.
In practice, if the data is extremely large, the summation step over claims for estimating truth in
Equation (4.1) and source quality in Equation (4.2) can be easily parallelized in the Map-Reduce paradigm,
and therefore GTM has no problem to handle big data. If the data comes in stream, GTM can also run in
incremental mode as we described in Section 4.3.5 to accelerate the computation.
4.5 Discussions
In this section, we revisit the assumptions we make in GTM and discuss several possible future directions to
extend the method.
Multiple true values. In GTM we assume that there is only one true value for each entity, which may
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Figure 4.13: Convergence of GTM on the bio data.
not be true in some datasets, e.g., movie release dates. Truth-finding will be more challenging on such data.
How we can determine the number of true values is already a very challenging problem. If we know such
number, say it is k, one solution is to partition all the claims into k clusters. Then standard GTM can run
on this data if we treat claims in different clusters as independent.
We could also integrate the clustering with truth-finding itself. At each iteration, the locations of k truth
values will be estimated, and they are also cluster centers; each claim can be treated as contributing to the
truth closest to it, and its distance to the closest truth can be used to estimate source quality. But this
assumption may not be always right, since it is possible that claimed values from a low quality source may
be closer to another truth value than the one it is really claiming about.
Leveraging constraints on numerical data. As studied in previous work [27], there could be various con-
straints on numerical values that can be leveraged to improve the effectiveness of truth-finding, for example,
the date of death of a person must be no earlier than the person’s birth date. In [27], integer programming
has been deployed to enforce these constraints. And it is interesting to study whether constraints can be
directly incorporated into our probabilistic models, and how the efficiency of inference algorithms will be
impacted.
Truth-finding on time series data. In practice a lot of numerical data come in time series. In this work
we do not consider the characteristics of time series data and the trend of truth and source quality over
time. If such information is considered, we expect truth-finding performance can be improved on time series
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Figure 4.14: Measurements of the runtime for 100 iterations of GTM for varying numbers of claims.
data such as stock price predictions.
Context dependent source quality. In our data, we have observed that the quality of some sources
cannot be modeled with one single quality score, since these sources can generate many accurate claims but
make a lot of mistakes at the same time. This could also be part of the reason why training on labeled data
could not lead to more accurate estimation of source quality. The difficulty of each entity could be one factor
we need to consider why the quality of the same source changes. And it is still unclear how the relationship
between difficulty of getting the truth and source quality can be modeled in a principled probabilistic way.
Moreover, It would be interesting if an algorithm can automatically discover various contexts in which source
quality is different, so the truth-finding method can rely on more accurate source quality depending on the
contexts.
Unified truth-finding framework. Bayesian probabilistic models have been developed for truth-finding
on categorical data in our previous LTM [42] work, and in this work we develop a new one for numerical
data. Next, we would like to generalize these two approaches and propose a unified framework that can cover
both categorical and numerical data, with LTM and GTM are its specialized forms. This is useful when we
deal with entities with heterogeneous attributes, containing both categorical attributes and numerical ones.
Instead of treating each attribute independently, such general framework would allow us to jointly infer the
truth on heterogeneous attributes.
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4.6 Conclusions
In this chapter, we are the first to propose a Bayesian probabilistic model called the Gaussian Truth Model to
solve the critically important problem of truth finding on numerical data. We identify the major challenge
of this problem is how the truth-finding method can adapt to the characteristics of numerical data for
improving the effectiveness. Based on our intuitions on how truths, source quality and claimed values should
be dependent on each other, we leverage Bayesian graphical models to design the generation process of
all the variables such that our intuitions about their dependencies can be modeled in a principled way.
Experiments on two real world datasets demonstrate that our new method is not only more effective, but
also more efficient than state-of-the-art methods. Our method can also be easily setup to run incrementally,
and leverage labeled truth data. Several future directions on extending our approach are also discussed.
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Chapter 5
Truth Finding and Entity Matching
5.1 Introduction
In previous chapters, we assume records that come from different sources are already linked based on whether
they refer to the same real-world entities, then truth finding methods can infer correct attributes of the
entities from the records. However, in practice, such linkage between records usually do not exist in the
data, and therefore we need to have algorithms that can automatically match data records referring to
the same entities, which is called the entity matching (entity resolution, record linkage) problem. Entity
matching is very important, because it is the necessary first step for integrating data from multiple sources.
Only after records are effectively matched, truth finding methods can merge the records and derive the
accurate attributes of the entities. If the matching is not accurate, there will be many records that are
matched but actually refer to different entities, then any “true” attributes inferred by truth finding methods
on these records will be invalid, and source quality estimated from these records will also be inaccurate.
One key issue that causes matching errors is low data quality, since in reality it is quite common for some
data sources to miss values or contain wrong values, and such dirty data will often decrease the similarity
between records referring to the same entities and even increase the similarity between records referring
to different entities. Therefore, the noisy data issue need to be considered in entity matching. Previously,
numerous entity matching methods have been proposed [13, 17, 19]. Some approaches consider matching
in the presence of noisy data by merging or clustering [9, 18, 35, 37], but they do not fix erroneous data.
Recently, rule based data repairing is applied during matching [14], but in practice, data repairing rules are
limited, and when records come from different sources, the source quality information is not considered in
the previous approaches.
Truth finding is essentially an advanced way to merge matched records into entities with accurate at-
tributes and estimate source quality in a joint process. Therefore, truth finding can be applied during
matching to improve its accuracy in several ways. First, source quality information inferred during truth
finding can be incorporated in the matching function and attribute similarity measures, because if sources
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have low quality on one attribute dimension, we should not require attribute values of two entities on such
dimension to be exactly same for the two entities to be matched. Second, with truth-finding methods we
can estimate the true attributes of the latent real-world entities from potentially matched records, then we
can keep updating the matching by comparing the observed attributes of records with the estimated true
attributes of latent entities, which can be more accurate and even more efficient than comparing one record
with another.
Example 6. Table 5.1 shows a sample raw movie database, where each row represents a movie record from
a specific data source. Table 5.2 shows a desired clean database with records referring to the same movies
matched and merged, and correct attributes of the movies are derived. Notice that in the raw database the
attributes are noisy: not all cast members appear, the year of the second record should be 2004 instead of
2005.
As we can see, the first and the second record refer to the same movie Harry Potter 3, while the third
record refers to Harry Potter 4. However, if we do not know “3” and “III” means the same, all the titles will
have the same similarity scores between each other. Then if we use standard Jaccard coefficient to calculate
the similarities between records on cast members, we will conclude that for the first record, the third row is
the best match (Jaccard = 2/3) rather than the second (Jacaard = 1/2). If we look at the years, for the
second record, the third row also has higher similarity than the first row, only because its own attribute is
faulty. As a consequence of these noisy attributes, wrong matches will likely to be made.
If we take source quality into consideration, the above mismatches can be fixed. For example, if we know
IMDB has fairly high coverage on cast members and iTunes has low coverage, when we calculate similarities
we can give higher penalties to cast not supported by IMDB (Fiennes), but lower penalties to cast missed by
iTunes (Watson). And therefore the similarity on cast between row 1 and 2 could be higher than the one
between row 1 and 3. For the year attribute, if we know iTunes is not reliable on it, we could be more tolerant
on small differences on years when we compare iTunes records with others, e.g. the similarity score on years
between row 1 and 2 could be much closer to the score between row 1 and 3.
In another perspective, if we already have a potential match between row 1 and 2, we can try to merge
them and infer the true cast members and year of the underlying movie Harry Potter 3. And then we can
compare record 3 with the merged record instead of comparing it with 1 and 2 separately. In such case, we
probably will be more confident that Fiennes is not an actor in Harry Potter 3, and its year is 2004, and thus
conclude that record 3 does not refer to this movie. In the mean time, the efficiency can also be improved.
From the above example, we can see that source quality and true attributes of entities output by truth
finding methods can in indeed help entity matching. And more accurate entity matching also leads to better
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Table 5.1: A sample raw movie database.
RID Cast Year Title Source
1 Radcliffe, Watson 2004 Harry Potter 3 IMDB
2 Radcliffe 2005 Harry Potter III iTunes
3 Radcliffe, Watson, Fiennes 2005 Harry Potter 4 Netflix
... ... ... ... ...
Table 5.2: A cleaned movie database.
EID RIDs Cast Year Title Sources
1 1, 2 Radcliffe, Watson 2004 Harry Potter 3 IMDB, iTunes
2 3 Radcliffe, Watson, Fiennes 2005 Harry Potter 4 Netflix
... ... ... ... ... ...
truth finding results. Therefore, as a natural next step, in this chapter we integrate truth-finding with
entity matching so that source quality, true attributes of entities, and matching can be inferred in an unified
framework. To the best of our knowledge, this is the first entity matching method that directly considers
source quality and true attributes of entities.
The rest of this chapter is organized as follows: in Section 5.2 we formally define the problem we would
like to solve, in Section 5.3 we introduce the details of our method, in Section 5.4 we present experimental
results and in Section 5.5 we conclude this chapter.
5.2 Formulation
Definition 7. Let DB = {r1, r2, ..., r|DB|} be a database that consists a set of records, where each record
ri is in the form of (ri[1], ri[2], ..., ri[D], ri[s]). ri[s] is the source where record ri comes from, ri[j] is the
attribute value of ri on the j-th dimension, which could be any value types, such as a single ordinal value, a
numerical value, or a list of values, e.g., cast members of movies.
Definition 8. Let E = {e1, e2, ..., e|E|} be a set of entities in the format of ei = (ei[1], ei[2], ..., ei[D]), where
ei[j] is the true attribute value of ei on the j-th dimension.
Definition 9. Let f : DB → E be a matching function that takes each record in DB and map it to an entity
e in DB, indicating the record refers to entity e.
The problem we try to solve in this chapter is, given input database DB, we output a set of real world
entities with their true attributes E , and also the matching function f . Table 5.1 is an example of the input
data, and Table 5.2 would be the desired output: each row consists of an real world entity with cleaned
attributes, and ids of records associated with the entity.
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5.3 Quality-aware Entity Matching and Merging
In this section, we will introduce our joint entity matching and merging framework that considers source
quality. We will first provide an overview of all the major components in the framework, then explain the
novel techniques in the key components in details.
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Figure 5.1: Quality-aware entity matching and merging framework.
5.3.1 Overview
Figure 5.1 is a flow chart of our framework. In general, our framework interleaves matching and merging.
The raw data will first go through pre-processing and blocking so that non-promising matches will not
be considered in the later more expensive procedures and efficiency can be improved. Then at the very
beginning, we first match records from two sources, and we merge the matched records into an initial
entity database. Then, we keep matching raw data records with the merged entity database. Source
quality information is utilized when we compute the similarity scores of each attribute between the records
and entities. And a trained classifier can combine the similarity scores of all attributes into an overall
similarity score. Graph-based matching algorithms will then decide the best matching pairs given the pair-
wise similarity scores. Next, truth finding is applied to merge matched records and derive attributes of
entities, and update source quality information at the same time. The merged data and source quality will
then be used in the next round’s matching.
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We apply supervised learning for final scoring, since recent studies [24] show that machine learning based
approaches generally achieve more accurate entity matching results given enough training data. In our
framework, the training data mainly consists of some labeled matches, there could be labeled non-matches
as well but it is not necessary since we can assume any two records that are not labeled as matching are
indeed not matching. Since we would like to learn a matching function between records and entities, we need
to apply truth finding to merge the labeled matching records, to derive the entities and initial source quality.
Then we can calculate the similarities between training records and entities, and train a classifier from the
labeled matches and certain amount of labeled and automatically generated non-matches. The initial source
quality information inferred during training will also be used in the very beginning of matching.
5.3.2 Quality-aware Similarity Measures
Now we will discuss our similarity scoring part in details. Specifically, we will explain how we can extend
some standard similarity measures by plugging in the factor of data quality information.
Categorical Attributes
The most commonly used similarity measures for comparing two sets of categorical values is the Jaccard
coefficient. Given ri ∈ DB and ej ∈ E , and assuming their k-th attribute dimension is a list of categorical
values, the Jaccard coefficient between ri and ej on dimension k is defined as:
sim(ri[k], ej [k]) =
|ri[k] ∩ ej [k]|
|ri[k] ∪ ej [k]| =
∑
v∈|ri[k]∩ej [k]| 1∑
v∈|ri[k]∪ej [k]| 1
Clearly the above definition does not consider the quality of information. In practice, data can be
noisy, and missing values can happen. Specifically, values appearing in one record could be incorrect, and
values not appearing could actually be correct. Therefore, we can assign a truth probability to each value
indicating how likely it is a true value in the record or in the entity. Let such probability be p(tv = 1|ri[k])
or p(tv = 1|ej [k]), then we can extend the Jaccard coefficient as:
sim(ri[k], ej [k]) =
∑
v∈|ri[k]∪ej [k]| p(tv = 1|ri[k])× p(tv = 1|ej [k])∑
v∈|ri[k]∪ej [k]| 1− (1− p(tv = 1|ri[k]))× (1− p(tv = 1|ej [k]))
(5.1)
The nominator can be interpreted as the probability that v is true in both the record and the entity, and
the denominator is the probability that v is true in the record or in the entity, assuming the record and the
entity are independent.
Now let us look at how probability p(tv = 1|ri[k]) and p(tv = 1|ej [k]) can be calculated. Recall in
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Chapter 3 Equation (3.4), given the false positive rate φ0s = p(ov = 1|tv = 0, s) and sensitivity φ1s = p(ov =
1|tv = 1, s) of a source s, we can compute the truth probability of each value as follows:
p(tv = 1|o, s) =
β1
∏
c∈Cv (φ
1
sc)
oc(1− φ1sc)1−oc∑
i=0,1 βi
∏
c∈Cv (φ
i
sc)
oc(1− φisc)1−oc
. (5.2)
Now, let us discuss different scenarios in details. For any values v that present in at lease one record
associated with entity ej , we can directly compute the truth probability p(tv = 1|ej [k]) using the above
equation based on whether each source s associated with ej supports it or not. In fact, such probability will
be already computed in the truth finding/merging procedure. For values v that appear in record ri but not
in entity ej , we can create a negative claim to v from each source s associated with ej , and therefore we
have:
p(tv = 1|ej [k]) =
β1
∏
s(1− φ1sc)∑
i=0,1 βi
∏
s(1− φisc)
.
Computing p(tv = 1|ri[k]) is simpler, since there is only one source associated with ri. Assuming s is the
source, and ov indicates whether ri contains v, we can simplify Equation (5.2) to:
p(tv = 1|ri[k]) = β1(φ
1
s)
ov (1− φ1s)1−ov∑
i=0,1 βi(φ
i
s)
ov (1− φis)1−ov
. (5.3)
Notice that a record can essentially be treated as an entity with only one record associated with it.
Therefore, this extended Jaccard metric in Equation (5.1) can not only measure similarity between a record
and an entity, but also similarity between records and records, or between entities and entities. We just need
to apply Equation (5.2) for computing truth probabilities for entities and its simplified form Equation (5.3)
for records. And it is also possible that when we compare one record with one entity, we calculate the
similarity between the record and all records associated with the entity and take the average as the overall
similarity.
Also we can see that if we set sensitivity φ1 = p(t = 1|o = 1) = 1 and false positive rate φ0 = p(t =
1|o = 0) = 0 for all sources, meaning the sources have perfect quality, the extended Jaccard is reduced to
the standard one. Therefore, the former is a generalization of the latter.
Example 7. As we have shown in Example 6, the Jaccard coefficient on cast between r1 and r2 is 1/2, while
the score between r1 and r3 is 2/3. If we know the quality of sources IMDB, iTunes, Netflix, we can calculate
the extended Jaccard score. Assuming for IMDB, false positive rate φ0 = 0 and sensitivity φ1 = 1; and for
iTunes and Netflix, false positive rate φ0 = 0.1 and sensitivity φ1 = 0.5. Further assuming β1 = β0 = 0.5,
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then we can get for IMDB, the truth probabilities for Radcliffe, Watson, Fiennes are 1, 1, 0, respectively;
for iTunes, the truth probabilities are 56 ,
5
14 and
5
14 ; and for Netflix, truth probabilities are the same
5
6 .
Then, the extended Jaccard coefficient between r1 and r2 is: sim(r1, r2) =
1× 56+1× 514
1+1 =
25
42 ; and between
r1 and r3, sim(r1, r3) =
1× 56+1× 56+0× 56
1+1+ 56
= 1017 < sim(r1, r2). We can see, r1 and r2 is more similar than r1
and r3 based on the new similarity measure, and the mismatch will be fixed.
Numerical Attributes
In Chapter 4 we model the source quality for numerical attributes as variance of a Gaussian distribution.
Therefore, when we compare one numerical attribute of a record ri with the estimated truth of an entity
ej , we can set the similarity as the probability given by a Gaussian distribution with the source’s quality
parameter as variance:
sim(ri[k], ej [k]) =
1
σri[s]
√
2pi
exp
(
−1
2
(
ri[k]− ej [k]
σri[s]
)2)
We can see that if σ → 0, the above similarity function will degenerate to a boolean function indicating
if the two values are same.
5.3.3 Graph-based Matching
To match records with multiple attributes, we need to decide which attributes should have higher weights
in the final similarity score. As we have mentioned, we train a classifier g using any supervised learning
algorithms such as logistic regression or SVM, which can give a final matching score between a record and
an entity.
Now we can score all the potential matches between the record database and the entity database. Then
we need to decide the best matching results from all the potential pairs. Essentially many algorithms can be
applied at this step for such purpose, and our framework do not limit the choices of matching algorithms. In
practice, if we assume that all the entities do not match with each other, and records from the same source
do not match with each other (no duplicates within each source), we can treat this as a bipartite graph
matching problem, and at each time we match entities with records from the same source.
For specific bipartite matching algorithms, there are several options. One of the most efficient algorithm
would be that we only select entity record pairs, say record ri and entity ej , such that ri and ej are both the
best match for each other, i.e.,, ri has the highest similarity score with ej among all the records, and ej also
has the highest similarity score with ri among all the entities. This algorithm will have very high precision,
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but the recall might be low. To improve the recall, we can run this procedure for several rounds, that is,
after one round of matching, we remove all the record entity pairs that have been already matched, and
run the same algorithm on the remaining data. We can also set certain constraints to ensure the precision,
e.g., the matching score must be above a certain threshold, or the matched record and entity must be in the
top-k candidates with each other. Besides the greedy algorithms we just mentioned, we could also perform
more expensive maximum weight matching such that the total matching scores between records and entities
are maximized.
Notice that after each round of matching, there could be records that do not match with any entities in
E . For each record of this kind, we create a new entity and associate it with the record. It is also possible
that at certain point all the records originally associated with an entity get matched with other entities and
there are no records associated with this entity any more, in such case, we remove this entity from E .
The initial order of sources we match could matter because if we decide to match two sources that both
have low quality, the initial matching results will be fairly inaccurate and the later matching and merging
can be seriously affected. Since we also apply truth finding on training data and infer source quality from
it, we can order sources based on their quality for matching.
5.3.4 Apply Truth Finding for Merging
After each round of matching, we will run truth finding methods proposed in the previous chapters on the
matched records, so that we can estimate the true attributes of entities and source quality. Then we can
perform matching again based on the updated true attributes and source quality, until the matching results
are stable.
Low quality matches can affect the estimation of source quality, therefore, we can rely on source quality
estimated on the training data and directly use it to predict truth attributes as descried in the previous
chapters. The problem with this approach could be that the training data is very limited comparing with
the entire data set and therefore the source quality learned on training data may not be accurate. Therefore,
we can include a portion of entities in the test data with high confidence based on the overall matching
scores, assuming they are more likely to be true matches, and learn source quality on such larger dataset.
5.4 Experiments
In this section, we will discuss our experimental results.
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5.4.1 Setup
Datasets
We use the following two datasets in our experiments.
Synthetic dataset. We use a sample of IMDB data that consist of 388,296 movies with cast members,
years, and titles as attributes. We treat the cast list as a categorical attribute and the year as a numerical
attribute. Then, given a set of source quality parameters, we generate noisy versions of the data based on
the generation process described in the previous chapters. Then we can try to match different versions of
the data, and we have the ground truth for training and evaluation.
Real dataset. This data set have 23890 movie records from four sources: Amazon, Flixster, Netflix, and
Metacritic. The attributes are cast members, directors, years, runtimes and titles. We treat the first two
attributes as categorical ones, and the next two as numerical ones. The labeled data contain 300 movies
associated with 948 records.
Compared Methods
We compare with several other methods, including methods that do not perform merging and merging
methods using other truth finding approaches. We briefly summarize them as follows:
Merge+LatentTruth. This is the method we propose, which interleaves matching and merging. LTM is
utilized for merging categorical attributes and GTM is used for merging numerical attributes. Source quality
inferred from truth finding is used for computing similarity scores.
NoMerge+Global. This method matches records between any two sources, and merging is not performed. A
global classifier is trained on the labeled data. Source quality is not be considered in this approach since
records from different sources are treated indifferently.
NoMerge+Pairwise. Same as the above approach, but instead of training a global classifier, train a separate
classifier for any two sources using the corresponding records in the training data. Source quality is not
explicitly modeled in this approach, but it is at some level incorporated in the classifiers since any two
sources have a separate classifier that assigns similarity to their records, if any attribute has lower quality,
the similarity of such attribute should have lower weights.
Merge+Concat. Merge records by concatenating all presented categorical values, i.e., all values have truth
probability of 1, and taking average of all numerical values. Source quality is not considered in this approach.
The standard Jaccard coefficient measures the similarity of categorical values and squared difference measures
the similarity of numerical values.
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Merge+Voting. Merge records by voting. That is, model the truth probabilities of categorical values as the
ratio of supporting records; for numerical attributes, the value that has the highest votes are taken as the
truth for each entity, and the average is taken if there is a tie. Source quality is not modeled in this approach,
but extended Jaccard coefficient can be used as similarity of categorical values.
Merge+TruthFinder. TruthFinder [39] is used to merge records and assign truth probabilities to attributes
of each entity. Truth probabilities of attributes of each records are same as the precision of the source
inferred during truth finding. The extended Jaccard can be used. Numerical values having the highest truth
probability are taken as the truth.
Merge+3Estimates. Same as the above approach except merging is performed by 3-Estimates [16].
Merge+AccuVote. AccuVote [11] is applied to merge entities. However, this approach is mainly designed for
scenarios where there is only one true value, such as numerical attributes. For lists of categorical values, it
treats each list as a fact instead of each value, and therefore it can output the best list that is supported in
at least one of the records, but cannot assign truth probabilities to each individual values. Standard Jaccard
coefficient is used to measure the similarity on categorical attributes.
Merge+Investment. Merging is performed by Investment [27, 28]. The confidence of each value and source
quality cannot be well interpreted as probabilities in this approach, and therefore a threshold is applied
to decide the true categorical attributes of entities and standard Jaccard coefficient is used to measure the
similarity.
For all the methods, the classifier is trained using logistic regression; blocking is performed using words
in the title, i.e., movies without any common words in their titles will not be considered; and the matching
algorithm is iterative mutual first greedy algorithm we describe.
5.4.2 Effectiveness
Synthetic Data
In this experiment, we create three batches of sources, and each batch contains 5 sources. We use the same
priors to generate quality for sources within each batch, and gradually decrease the quality for different
batches: for the first batch, specificity is 0.99, sensitivity is 0.9, and variance for numerical attributes is 0.1;
for the second batch, specificity is 0.9, sensitivity is 0.7, and variance is 1; for the third batch, specificity is
0.8, sensitivity is 0.5, and variance is 5.
Since we have the ground truth matches for all movies, we randomly sample 10000 movies as the training
set for all methods, and use the remaining movies for testing. Since we also know that any two sources should
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have an one to one matching between their records, we do not set thresholds for our matching algorithm
so that every record in one source will match exactly one record in any other source. We evaluate on all
pairs of matching records on the test data, since in this particular case false positives and false negatives are
equivalent, we only need to report the error rates. Detailed results are presented in Table 5.3.
We can see that our approach outperforms all the methods in comparison on all three batches, and the
improvement becomes more significant as the overall source quality decreases, which is expected. This shows
that our approach becomes more useful when data are more noisy.
Among all the methods, NoMerge+Global has the highest error rates, which is expected since a global
matching function would not work if sources have different quality. By training a separate classifier for
each pair of sources, NoMerge+Pairwise does reasonably well, even better than several merging based ap-
proaches, because source quality is at certain level incorporated in the weights of different classifiers. But
the disadvantage of this approach is that it has higher training cost, and needs enough training data for
each pair of sources, which may not be available in practice. Merge+Voting and Merge+Concat are the
worst merging based approaches since during the merging source quality is not considered. Merge+AccuVote
and Merge+Investment are better because they considering source quality, however, they do not perform
better than NoMerge+Pairwise. One reason could be that these two methods cannot assign truth proba-
bilities to categorical values and therefore the extended Jaccard cannot be used. Merge+3Estimates and
Merge+TruthFinder can well utilize the extended Jaccard and they perform better than NoMerge+Pairwise.
Merge+3Estimates is also slightly better on the first two batches than Merge+TruthFinder, and the reason
could be that it considers the difficulty of finding the truth of each entity, for example, if a merged entity
contain wrong matches, it will be very impossible to get the true attributes, and the source quality will be
affected much less in this case.
Table 5.3: Error rates of matching on the synthetic data.
Method Batch 1 Batch 2 Batch 3
Merge+LatentTruth 3.12% 4.60% 6.86%
Merge+3Estimates 3.53% (+0.41%) 5.09% (+0.49%) 7.91% (+1.05%)
Merge+TruthFinder 3.55% (+0.43%) 5.94%(+1.34%) 7.88% (+1.02%)
NoMerge+Pairwise 3.98% (+0.86%) 6.35% (+1.75%) 8.93% (+2.07%)
Merge+AccuVote 3.98%(+0.86%) 6.45% (+1.85%) 8.99%(+2.13%)
Merge+Investment 4.01% (+0.89%) 6.47% (+1.87%) 9.02% (+2.16%)
Merge+Voting 4.09% (+0.97%) 6.52% (+1.92%) 9.45% (+2.59%)
Merge+Concat 4.11% (+0.99%) 7.43% (+2.83%) 10.22% (+3.36%)
NoMerge+Global 4.25% (+1.14%) 8.63% (+4.23%) 11.75% (+4.89%)
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Real Data
In this experiment, we compare all the methods on the real data. We randomly sample 100 movies from the
labeled data for training and use the remaining data for testing. We set a threshold to the similarity scores
in the matching algorithms to prevent low quality matches are included. The matching results are evaluated
against all the matching and non-matching pairs of records on the test data; and precision, recall and F1 of
all algorithms are reported in Table 5.4.
Table 5.4: Effectiveness of matching on the real data.
Method Precision Recall F1
Merge+LatentTruth 0.95 0.93 0.94
Merge+3Estimates 0.92 0.90 0.91
Merge+TruthFinder 0.93 0.88 0.90
Merge+AccuVote 0.90 0.89 0.89
NoMerge+Pairwise 0.91 0.88 0.89
Merge+Investment 0.87 0.88 0.87
Merge+Voting 0.85 0.83 0.84
NoMerge+Global 0.84 0.80 0.82
Merge+Concat 0.83 0.80 0.81
We can see that our approach achieves the highest precision, recall and F1 among all the methods. The
effectiveness of other methods on the real data is slightly different than the synthetic data. Merge+Concat has
the worst performance, which means that concatenating all values for merging actually makes the merging
process less useful. NoMerge+Pairwise is also relatively less effective, which could be caused by the lack of
enough training data for every source pairs on this data. Other than that, the relative order of merging
based approaches remain the same.
5.5 Conclusions
In this chapter, we propose a new entity matching method that is integrated with truth finding, and utilizes
quality of sources and true attributes of entities. We propose similarity measures on categorical and numerical
values that involve source quality, and we interleave matching records with entities, merging entities and
estimating the quality of sources in a unified framework. Experiments on synthetic data and real data show
that our proposed method outperforms the state-of-the-art methods.
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Chapter 6
Conclusions
In the era of big data, records that refer to the same entities are often available across multiple data sources,
and it is very likely that they contain conflicting information about the entities. Therefore, we would like to
harvest all the records from different sources and integrate them to a centralized entity database and derive
more accurate information about each entity, which can generate a lot of values for the user. In order to do
so, two challenging tasks need to be solved: first, records that refer to the same entities need to be matched
(entity matching, entity resolution, record linkage); and second, true attributes of the entities need to be
inferred from the conflicting information provided by different records referring to the same entities (truth
finding, data fusion, merging).
In this thesis, we propose several methods to tackle the above two tasks. The main idea behind our
methods is that we would like to have a better modeling of source quality. In Chapter 3, we propose a
probabilistic model LTM that can automatically infer true categorical attributes and source quality without
any supervision, which is the first truth finding method that can naturally support multiple true attributes.
In Chapter 4, we propose the first truth finding approach that specifically designed for numerical data. In
Chapter 5, we develop a new entity matching and merging framework that utilizes the proposed truth finding
methods to achieve more accurate entity matching results. Extensive experiments demonstrate that these
three methods all outperform the state-of-the-art.
77
References
[1] Rakesh Agrawal and Samuel Ieong. Aggregating web offers to determine product prices. In KDD, 2012.
[2] Marcelo Arenas, Leopoldo E. Bertossi, and Jan Chomicki. Consistent query answers in inconsistent
databases. In PODS, pages 68–79, 1999.
[3] Raju Balakrishnan and Subbarao Kambhampati. SourceRank: relevance and trust assessment for deep
web sources based on inter-source agreement. In WWW, pages 227–236, 2011.
[4] Lorenzo Blanco, Valter Crescenzi, Paolo Merialdo, and Paolo Papotti. Probabilistic models to reconcile
complex data from inaccurate data sources. In CAiSE, pages 83–97, 2010.
[5] Philip Bohannon, Michael Flaster, Wenfei Fan, and Rajeev Rastogi. A cost-based model and effective
heuristic for repairing constraints by value modification. In SIGMOD Conference, pages 143–154, 2005.
[6] Gao Cong, Wenfei Fan, Floris Geerts, Xibei Jia, and Shuai Ma. Improving data quality: Consistency
and accuracy. In VLDB, pages 315–326, 2007.
[7] A.P. Dawid and A.M. Skene. Maximum likelihood estimation of observer error-rates using the em
algorithm. Applied Statistics, pages 20–28, 1979.
[8] Ofer Dekel and Ohad Shamir. Vox populi: Collecting high-quality labels from a crowd. In COLT, 2009.
[9] Xin Dong, Alon Y. Halevy, and Jayant Madhavan. Reference reconciliation in complex information
spaces. In SIGMOD Conference, pages 85–96, 2005.
[10] Xin Luna Dong, Laure Berti-Equille, Yifan Hu, and Divesh Srivastava. Global detection of complex
copying relationships between sources. PVLDB, 3(1):1358–1369, 2010.
[11] Xin Luna Dong, Laure Berti-Equille, and Divesh Srivastava. Integrating conflicting data: The role of
source dependence. PVLDB, 2(1):550–561, 2009.
[12] Xin Luna Dong, Laure Berti-Equille, and Divesh Srivastava. Truth discovery and copying detection in
a dynamic world. PVLDB, 2(1):562–573, 2009.
[13] Ahmed K. Elmagarmid, Panagiotis G. Ipeirotis, and Vassilios S. Verykios. Duplicate record detection:
A survey. IEEE Trans. Knowl. Data Eng., 19(1):1–16, 2007.
[14] Wenfei Fan, Jianzhong Li, Shuai Ma, Nan Tang, and Wenyuan Yu. Interaction between record matching
and data repairing. In SIGMOD Conference, pages 469–480, 2011.
[15] Daniela Florescu, Daphne Koller, and Alon Y. Levy. Using probabilistic information in data integration.
In VLDB, pages 216–225, 1997.
[16] Alban Galland, Serge Abiteboul, Ame´lie Marian, and Pierre Senellart. Corroborating information from
disagreeing views. In WSDM, pages 131–140, 2010.
[17] Lise Getoor and Ashwin Machanavajjhala. Entity resolution: Theory, practice &amp; open challenges.
PVLDB, 5(12):2018–2019, 2012.
78
[18] Songtao Guo, Xin Dong, Divesh Srivastava, and Remi Zajac. Record linkage with uniqueness constraints
and erroneous values. PVLDB, 3(1):417–428, 2010.
[19] Thomas N. Herzog, Fritz J. Scheuren, and William E. Winkler. Data Quality and Record Linkage
Techniques. Springer Publishing Company, Incorporated, 1st edition, 2007.
[20] David R. Karger, Sewoong Oh, and Devavrat Shah. Iterative learning for reliable crowdsourcing systems.
In NIPS, pages 1953–1961, 2011.
[21] Gjergji Kasneci, Jurgen Van Gael, David H. Stern, and Thore Graepel. CoBayes: Bayesian knowledge
corroboration with assessors of unknown areas of expertise. In WSDM, pages 465–474, 2011.
[22] Jon M. Kleinberg. Authoritative sources in a hyperlinked environment. J. ACM, 46(5):604–632, 1999.
[23] D. Koller and N. Friedman. Probabilistic Graphical Models: Principles and Techniques. MIT Press,
2009.
[24] Hanna Ko¨pcke, Andreas Thor, and Erhard Rahm. Evaluation of entity resolution approaches on real-
world match problems. PVLDB, 3(1):484–493, 2010.
[25] Chris Mayfield, Jennifer Neville, and Sunil Prabhakar. Eracer: a database approach for statistical
inference and data cleaning. In SIGMOD Conference, pages 75–86, 2010.
[26] Aditya Pal, Vibhor Rastogi, Ashwin Machanavajjhala, and Philip Bohannon. Information integration
over time in unreliable and uncertain environments. In WWW, pages 789–798, 2012.
[27] Jeff Pasternack and Dan Roth. Knowing what to believe (when you already know something). In
COLING, pages 877–885, 2010.
[28] Jeff Pasternack and Dan Roth. Making better informed trust decisions with generalized fact-finding.
In IJCAI, pages 2324–2329, 2011.
[29] Vikas C. Raykar, Shipeng Yu, Linda H. Zhao, Gerardo Hermosillo Valadez, Charles Florin, Luca Bogoni,
and Linda Moy. Learning from crowds. Journal of Machine Learning Research, 11:1297–1322, 2010.
[30] Stuart Russell and Peter Norvig. Artificial Intelligence: A Modern Approach. Prentice Hall, 3rd edition,
2009.
[31] Anish Das Sarma, Xin Luna Dong, and Alon Y. Halevy. Data integration with dependent sources. In
EDBT, pages 401–412, 2011.
[32] Padhraic Smyth, Usama M. Fayyad, Michael C. Burl, Pietro Perona, and Pierre Baldi. Inferring ground
truth from subjective labelling of venus images. In NIPS, pages 1085–1092, 1994.
[33] Rion Snow, Brendan O’Connor, Daniel Jurafsky, and Andrew Y. Ng. Cheap and fast - but is it good?
evaluating non-expert annotations for natural language tasks. In EMNLP, pages 254–263, 2008.
[34] Dong Wang, Tarek Abdelzaher, Lance Kaplan, and Charu Aggarwal. On quantifying the accuracy of
maximum likelihood estimation of participant reliability in social sensing. In DMSN, pages 7–12, 2011.
[35] Melanie Weis and Felix Naumann. Dogmatix tracks down duplicates in xml. In SIGMOD Conference,
pages 431–442, 2005.
[36] Peter Welinder, Steve Branson, Serge Belongie, and Pietro Perona. The multidimensional wisdom of
crowds. In NIPS, pages 2424–2432, 2010.
[37] Steven Euijong Whang, Omar Benjelloun, and Hector Garcia-Molina. Generic entity resolution with
negative rules. VLDB J., 18(6):1261–1277, 2009.
79
[38] Jacob Whitehill, Paul Ruvolo, Tingfan Wu, Jacob Bergsma, and Javier R. Movellan. Whose vote
should count more: Optimal integration of labels from labelers of unknown expertise. In NIPS, pages
2035–2043, 2009.
[39] Xiaoxin Yin, Jiawei Han, and Philip S. Yu. Truth discovery with multiple conflicting information
providers on the web. In KDD, pages 1048–1052, 2007.
[40] Xiaoxin Yin and Wenzhao Tan. Semi-supervised truth discovery. In WWW, pages 217–226, 2011.
[41] Bo Zhao and Jiawei Han. A probabilistic model for estimating real-valued truth from conflicting sources.
In Int. Workshop on Quality in Databases, in conjunction with VLDB, 2012.
[42] Bo Zhao, Benjamin I. P. Rubinstein, Jim Gemmell, and Jiawei Han. A bayesian approach to discovering
truth from conflicting sources for data integration. PVLDB, 5(6):550–561, 2012.
[43] Dengyong Zhou, John Platt, Sumit Basu, and Yi Mao. Learning from the wisdom of crowds by minimax
entropy. In NIPS, pages 2204–2212, 2012.
80
