This paper presents a multispectral microscopy system for quantitative cytology. The automated system aims to classify microscopic samples for the purpose of disease diagnosis. While conventional practices rely on the analysis of grey scale or RGB color images, presented system uses thirty one spectral bands for analysis. Algorithms designed to enable image acquisition, image segmentation, feature extraction, and classification are presented. Results are presented for the problem of discriminating among four cell types. In addition, classification performance is compared to the case where multispectral information is not taken into consideration. Results show that the developed system and the use of multispectral information along with morphometric information extracted from spectral images can significantly improve the classification performance and aid in the process of disease diagnosis.
INTRODUCTION
Evaluation of cytology specimen for the purpose of making diagnostic decisions is guided by the measurement of cell properties and their spatial distribution. In particular, the geometric properties of cells such as area, radius, perimeter, convexity, etc. and their spatial distribution measured in terms of the specimen topology play an important role in the diagnostic process [1] . Thus, in developing a computer-assisted system for cytology specimen analysis, it is necessary to accurately measure the geometric parameters of the biological specimen. In addition, spectral information for each cell has also been found to be beneficial in the diagnostic decision process. Spectral imaging allows for the measurement of the wavelength spectrum (transmitted or emitted) at every pixel of a two-dimensional image. Spectral imaging methods have long been used in the fields of astronomy [2] , remote sensing [3] , and chemical compound analysis [4] to elucidate the composition and characteristics of terrestrial and atmospheric elements. In recent years, spectral imaging has found utility in biomedical applications that include spectral karyotyping [5] , general cell visualization [6] , and cell-trafficking of variously colored fluorescent proteins [7] . Most recently, studies have also shown that normal and non-normal tissues have distinctly different fluorescence signatures that can be used to differentiate pathologies automatically in real-time [8] .
Spectral imaging is the use of two mature technologies together, namely; spectroscopy and imaging. Conventional spectroscopy is the measurement of light intensity as a function of wavelength at high spectral resolution but without any spatial information. Imaging is the technique used when spatial information is needed, but it provides limited spectral information. As such, spectral imaging combines the features of spectroscopy and imaging to provide new insights into specimen structure and composition, allowing the spatial detection of subtle spectral changes. Spectral images are three-dimensional cubes of data, I x,y (λ), comprised of a series of 2D images, I x,y , one for each λ [9] . Just as an image is composed of pixels (grayscale or color) corresponding to each point in the spatial region of interest, spectral images are composed of spectral pixels, corresponding to a spectral signature of the corresponding imaged region. Each pixel location (x, y) contains a spectral signature stored along the λ axis corresponding to that spatial location in the image. Each I x,y for a fixed λ corresponds to a 2D grayscale image.
In this paper, we present a multispectral microscopy system capable of acquiring spectral images under transmitted illumination and analyzing the same for cell differentiation. Several key steps have to be performed to automate this task, including image acquisition, cell segmentation, feature extraction and classification. An overview of the steps involved is presented in figure 1 . The remainder of the paper is organized as follows: section 2 presents the imaging system used to acquire spectral images. The importance of calibration and the computation of spectral signatures from spectral images is also discussed. Section 3 presents the segmentation approach used to delineate cells in the images. The extraction of morphometric and spectral features from the segmented cells and their classification is presented in section 4. Results of the developed system for classification of four cell types, red blood cells (RBC), white blood cells (WBC), squamous epithelial cells (SQP), and non-squamous epithelial cells (NSQP), are presented and the performance comparedinterferometer is used to divide the incoming beam of light into two coherent sources with variable optical path differences (OPD) between them [9] . The beams are then recombined to interfere with each other. The interferogram, which is a plot of the interference intensity as a function of the OPD, is measured at each pixel in the CCD array. It is then Fourier transformed to yield the spectrum at each pixel.
In this paper, we use a grating based spectral light source coupled to a standard optical microscope allowing 2D image acquisition using a high resolution CCD camera. The system is shown in figure 2 . Specifically, we use a quarter-meter class, Czerny-Turner type monochromator from PTI (http://www.pti-nj.com) (marked as A) that provides a tunable light emission spectrum at 10nm resolution. We utilize a wavelength range from 400-700nm for this study. The monochromator is connected to an Olympus (http://www.olympus.com) BX51 upright optical microscope (marked as C) such that the light output from the monochromator feeds in to the transmitted light path of the microscope. This allows for the use of conventional optical microscopy to acquire brightfield images at desired wavelengths (transmitted light). An Olympus UPlanApo 40X NA 0.9 was used for imaging. The Photometrics (http://www.roperscientific.com) SenSys TM CCD camera having 768 × 512 pixels (9 × 9µm) at 8-bit digitization (marked as B) is used which provides for high resolution low light image acquisition. The illumination from the monochromator was adjusted by achieving Köhler illumination for uniform excitation of the specimen. The condenser, aperture diaphragm, and the field stop were kept constant during measurements. Focusing was performed at the central wavelength of 550nm to minimize the chromatic aberration at all wavelengths. To understand the spectral characteristics of biological samples, gray level image intensities may be used to determine the proportion of light transmitted by each cell across the exciting spectra. The transmission factor, T, is defined as:
( 1) where I t is the intensity of the transmitted radiation by the cell and I i is the intensity of the incident light. The intensity of the incident light can be approximated by measuring the average intensity of the background or surrounding media around the cell. The transmitted radiation by the cell of interest is measured as the integrated intensity of the cell divided by the size of the cell. As such, one can then compute the absorption parameter for the cell using the Beer-Lambert law [14, 15, 16] as:
For each cell to be analyzed, one can measure the absorption parameter for all wavelengths to generate the spectral signature. Once a spectral image is acquired, data analysis is typically performed on the spectral and spatial data separately. The result of spectral analysis yields a monochrome image (or sets of images) which may then be utilized using image processing techniques. Spectral imaging in general allows the simultaneous measurement of objects with overlapping spectra. Objects can be pseudocolored based on their spectral characteristics to provide visual mapping of the sample under study. Consequently, when applying this technique to tissue, morphologic components with unique absorption/fluorescence signatures can be displayed using specific colors to distinguish different types of tissue regions (e.g. tumor vs. normal tissue, nucleus vs. cytoplasm, etc.). A multispectral image allows the possibility to locate, discriminate, measure, and enumerate many entities within a specimen by detecting subtle differences among their individual spectral signatures [17, 13, 18, 19] . Spectral differences can exist for many reason, only some of which are well understood. Clearly, different stained cells will be spectrally distinct. However, spectral information in any cell can come from such optical processes as reflection and scattering. As long as the phenomenology is based on reproducible physical reality, classification of spectrally distinct species can be of great utility.
In composite biological material, the interpretation of the spectra is a complicated problem. One reason for this is because a charge-coupled device (CCD) camera used for data acquisition does not have a uniform quantum efficiency across the excitation spectrum, leading to interference effects. Interference effects in spectral imaging necessitate the use of effective
calibration means before quantitative analysis of any specimen can be made meaningful. Interference effects can be introduced because of non-homogenous illumination, attenuation of the illumination at the shorter wavelengths vs. longer wavelengths, and variations in the signal-to-noise ratio (SNR) due to a decreased quantum efficiency (QE) of the camera at the shorter wavelengths (i.e. blue part of the spectrum). The observed spectrum of a sample depends on the spectral power distribution of the light source. Figure 3 (a) shows three images of white blood cells obtained at 450nm, 550nm, and 650nm at three different constant exposures. The corresponding optical density profile of the cells and background is shown in figure 3(b) . As seen, the background optical density is highly varying across wavelengths and hence a true spectral signature would be difficult to quantity according to the Beer-Lambert law. This shows that it is critical to obtain a spectral balance for the imaging system before true signatures can be measured. We pose this as the calibration problem and develop an approach to identify the exposure values for each of the wavelengths.
Multispectral Calibration
To calibrate the variations due to illumination effects and varying quantum efficiency of CCD cameras at different wavelengths, we propose to normalize the camera exposure for each wavelength while avoiding saturation. The underlying assumption is that the incident light should be uniform across all the wavelength. Since measurement of incident light is proportional to average background intensity, the problem of calibration is posed as computing exposures for each wavelength such that the resultant exposure values across the spectra generate a uniform average background intensity. To achieve this objective, we pose the problem as one of similarity matching. We use five different measures of similarity which utilize the Average Optical Density (AOD) and histograms of images across all the wavelength-exposure pairs. Wavelength-exposure pair images are the set of varying exposure images for each wavelength. A least square error solution is chosen to compute the final exposure values across all the wavelength.
To initialize the procedure, we choose a reference image that can serve as the template for establishing a match across all the wavelength-exposure pairs. We use 550nm as the reference wavelength since most CCD's offer uniform quantum efficiency across 500-600nm. The exposure value for this wavelength is selected such that the average optical density for the chosen wavelengthexposure image is close to the mean of the grayscale dynamic range. In our case, with 8-bit images, we chose this value to be 128. This value is chosen to allow for a broad dynamic range for measuring transmission factors. Through the remainder of this section, we will use I (λ, e) to denote the wavelength-exposure image pair, where λ signifies the wavelength in nm and e signifies the exposure value in ms. Thus, the reference image is denoted as I ref such that: (3) where, (4) and (5) 2.1.1. Image Similarity The first similarity measure we use is one that achieves AOD equalization. This measure relies on the fact that if we choose exposures for each of the wavelengths such that the AOD is equal to the AOD of the reference image, we should have a uniform background intensity across all wavelength. The exposures would then be given by: (6) More measures of similarity are based on histogram matching which preserves the ordinal relationship between pixels. This ensures that the spatial structure of the image is not affected since images are not being transformed by any nonlinear mapping function. 
Another metric that has previously been found to be a good metric for histogram matching is the Jeffrey divergence [20] . For our case, the divergence is given as: (8) Swain and Ballard [21] proposed the use of χ 2 distance to evaluate the similarity of two different histograms. We use two different calculations of χ 2 [22, 23] . would be used when the theoretical distribution is known. Even though this is not known, in practice we can approximate the continuous distribution from the image. The distance measure can be computed as: (9) The second distance measure, , is meant to compare two real histograms and is computed as: (10) We compute all the above distance measures for each of the exposures across the wavelengths. The exposure value that minimizes the metric is chosen for each of the wavelengths. That is:
where D is one of the distance measures described above.
Experiments and Results
To evaluate the proposed approach, we took 31 images across the wavelength of 400-700nm at 10nm increments. The 31 images were collected for exposures ranging from 10ms to 1700ms. The reference image was chosen to be at 550nm and the exposure determined as described above to be 50ms. Exposures for all other wavelengths were determined based on both AOD equalization and the four measures of histogram matching.
To rank the performance of each of the approaches, we measured the correlation between the average background intensity across all the wavelengths at the computed exposure values and the expected values, which would be the same as the average background intensity for the reference image. The best algorithm was chosen such that the correlation was maximized. That is: (12) where S is all the described approaches, and ρ s is the correlation coefficient for approach s given by: (13) where, n is the total number of wavelengths, are the standard deviation of the average background intensity across all wavelengths at the computed exposure values by the algorithm s, and the standard deviation of the average background intensity of the reference image, respectively. The correlation coefficient for the five measures is given in table 1.
Based on the maximum correlation coefficient, it was determined that AOD equalization provided the best set of exposure values. Figure 4 presents, for each similarity measure, the average background intensity across all the wavelengths for the chosen exposure values. As can be seen, the profile across the wavelengths is relatively flat, which is what we would expect if the camera was color balanced across all the wavelengths. To compute the spectral information for healthy blood cells, we acquired spectral images of a commercial blood standard under the imaging system that was calibrated according to the algorithm presented here. Figure 5 (a) shows the transmission factor measured for several white blood cells for an image at 550nm. As seen, the values are similar to each other and show minimal variance. We also computed the transmission factor (spectral profile) for WBC's across all the images. The resultant profile is shown in figure 5(b) .
IMAGE SEGMENTATION
Having calibrated the imaging system, biological samples can now be imaged for further analysis. The objective of image analysis than is to quantify the morphologic and spectral measures of each cell present in the sample. Segmentation and delineation of cells is the first step necessary for accurate quantification of cell parameters. Automatic segmentation of cells in a multitude of image modalities has been a problem of interest over the last three decades [24] . While many approaches have been proposed [25, 1] , including specific methods for images of immunostained cytology specimen [26] , cell segmentation remains a problem of interest due to both the complex nature of cell structures with their associated variabilities, and the problems inherent in the imaging process. Current practice for evaluation of a cytological specimen requires that a cell smear be appropriately prepared and stained. The stains used label (modify the visible appearance of) the cells and tissue fragments of interest. Typically, the stain changes the color of the cells so that only visible-spectrum imaging is needed. Following staining, the specimens are digitally photographed under moderate magnification (20-40x) . The next step involves analysis of the digitized image(s) to characterize the smear and obtain relevant measurements leading to a diagnostic outcome. Common problems encountered in immunohistochemical stained cytology specimen images include object multiplicity, short range of grey levels, clutter, occlusion, and non-random noise. These are characterized by:
• Poor contrast, i.e., cell grey levels generally bleed into neighboring or overlapping cells making the observation of a distinct cell boundary difficult; • Many cluttered cells in a single view. Cells tend to group together unless specifically prepared for isolation. This results in overlapping cells with partial view or complete occlusions; • Low quality. Traditional staining techniques introduce a lot of inhomogeneity into the images, where not all of the parts of the same tissue or cells are equally stained. Moreover, this problem is exemplified due to inconsistent staining from one specimen preparation to the next.
• The grayscale intensity of cells vary with changing excitation wavelength. Figure 6 shows a subset of the spectral image (400nm, 500nm, 600nm, and 700nm) of a Papanicolaou stained cytological specimen where in the characteristic problems are clearly evident. One of the most common approaches to cell segmentation is based on thresholding [27] . It can be considered a pixellevel classification scheme where each pixel's grey level intensity is compared to a threshold to decide on the pixel's association with an object or background. The threshold itself could be global where a single value is used for comparison across all pixels, or local where the value changes based on a local neighborhood property and is used only to evaluate the pixels in that local neighborhood. While segmentation based on such an approach is used often for cytological images, it is semi-automated at best and requires frequent readjustment of threshold values due to the inherent variability in the staining process that results in different grey level distributions for different images. Further, the grey level intensity varies even within a cell making it difficult to delineate an entire cell based on a single threshold value (see figure 6 ). Approaches that leverage local image information such as regions, edges, histogram, and clusters have also been developed for the purpose of cell segmentation [28, 29] . Methods that are edge-or gradient-based rely on the notion that discontinuities in the image signify boundaries between different objects. Objects that exhibit uniform intensity values or a homogenous distribution of intensities have been successfully segmented using histogram-or clustering-based approaches. All of these methods are known to be sensitive to noise and other image artifacts. More specifically, edge-based and histogrambased approaches are not useful for cytological smears since boundary extraction does not provide good delineation of the cell boundary due to lack of contrast between the cell and background across all cells present in the image. Modified approaches that combine edge-based methods with parametric techniques such as Hough transform [30] have also not been successful for the same reasons. Image textures and noise usually degrade edge detection making it difficult to find the correct peaks in the parameter space. On the other hand, region-based 400nm 500nm 600nm 700nm Figure 6 . Four channels of a spectral image of a stained cytological smear.
approaches that employ region growing, splitting, and merging algorithms, are less sensitive to noise. However, due to their iterative nature, they tend to be computationally more expensive. Furthermore, cytological smears typically contain cell clusters that are not equally stained making region-based approaches difficult to adapt resulting in darker background regions being classified as cells and lighter cell regions being misclassified as background. Traditional image analysis methods have viewed segmentation as a low-level operation decoupled from higher level operations such as classification. However, the two processes are closely related. Each can be improved with information that the other provides. An example of such coupled interaction between low-and high-level processes has been proposed in the domain of chromosome segmentation [31] . In this paper, we present a three-phase approach to segmenting cells in immunohistochemical stained multispectral cytological images. We use blind deconvolution approach to identify a lower dimensional space that can be used to represent the spectral image for the purpose of segmentation. An unsupervised clustering approach coupled with cluster merging based on a fitness function is used in the second phase to obtain a first approximation of the cells location. A joint segmentation-classification approach incorporating ellipse as a shape model is used in the third phase to detect the final cell contour. Specifically, the first phase formulation is based on the use of principal components analysis followed by representative-based clustering coupled with cluster merging using proximity graphs in the second phase. Third phase formulation is based on the Level Set approach proposed by Osher and Sethian [32] coupled with a feature-based classification model and the elliptical shape prior.
Principal Component Analysis
The principal component analysis or Karhunen-Loeve transform is a mathematical way of determining the linear transformation of a sample of points in N-dimensional space that exhibits the properties of the sample most clearly along the coordinate axes. Along the new axes the sample variances are extremes (maxima and minima), and uncorrelated. By their definition, the principal axes will include those along which the point sample has little or no spread (minima of variance). Hence, an analysis in terms of principal components can show linear interdependence in data. A point sample of N dimensions for whose N coordinates M linear relations hold, will show only N-M axes along which the spread is non-zero. In addition to being able to determine the linear relationship between transformed dimensions of the data, using a cutoff on the spread along each axis, a sample may be reduced in its dimensionality [33] .
In our case, we transform the spectral image, which has 31 values for each pixel, into a 3 dimensional value. We chose the first three principal components to represent the lower dimensional space and map them to an RGB image for visualization. The transformed image of the spectral image of figure 6 is shown in figure 7.
Clustering and Cell Localization
The objective of the second phase analysis is to find a set of locations corresponding to the cells of interest based on the PCA transformed image. We utilize the K-Means clustering algorithm that hierarchically splits the color space containing colors from the cells and background regions. One of the limitations of unsupervised approaches like K-Means is the inability to predict the true number of clusters as well as the lack of arbitrary cluster shape representation. We address this problem based on post-processing of the realized clusters, leading to a merge criteria to group clusters into arbitrary shapes not necessarily dependent only on the spatial locations of points in the individual clusters. This leads to a coherent grouping of points defining a separation of cells from the image background.
Due to the variability in staining techniques for cytological images, the separation of cells and background is not apparent and surely not realized as distinct clusters. Similar to agglomerative hierarchical clustering approaches,
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Cell differentiation in multispectral image cytology Figure 7 . PCA transformed image of the stained cytological smear using the first three principal components of the spectral image.
the initial clusters are post-processed to iteratively merge two candidate clusters. However, the approach used differs from a traditional hierarchical clustering algorithm in that it performs a merge operation between two clusters only if a given fitness function is maximized, and not necessarily merge clusters based on their proximity to each other. Specifically, the fitness function used is one that utilizes the principles of cohesion and separation [34] . The fitness function is given by:
where, Separation(x) is defined as the ratio of total inter-cluster distances across all clusters to the inter-cluster distance of the cluster of interest, and Cohesion(x) is the ratio of the total intra-cluster distances across all clusters to the intracluster distance of the cluster of interest. In computing the inter-and intracluster distances, the distance metric used is the L2-norm and all distances are measured between a point in the cluster and the cluster center. Separation provides a measure of how different a cluster of interest is from rest of the clusters while cohesion provides a measure of how similar are the points belonging to a cluster of interest. The weight factor δ indicates the importance of having distinct clusters with a homogenous set of points. Typically, δ takes a value that is greater than or equal to 1 but less than 2. The overall process of localization starts by partitioning the image into clusters using the K-Means clustering algorithm that is initialized with a large k value. Next, a proximity matrix is constructed for all the representative clusters using Gabriel-graphs. If two clusters are neighbors, the proximity matrix is updated to reflect a value of 1. This is repeated for all clusters. A value of 1 in the proximity matrix indicates all possible merge candidates. Next, for all entries of 1 in the proximity matrix, an exhaustive search is performed to identify and merge the two clusters that maximize the fitness according to equation 14. The proximity matrix is once again updated based on the remaining clusters. This process is iterated till only two clusters remain or the fitness measure stops growing. The termination of this process results in the separation of all pixels belonging to cells from those belonging to background or debris and image artifacts.
Of the resulting clusters, the cell cluster is selected based on a priori knowledge of typical cell characteristics, such as the stain color. Pixels belonging to the selected cluster are separated to form a new image of the same size as the original image. A watershed region partitioning is performed followed by edge-constrained region growing [35, 36] . Finally a blob coloring operation
is performed to count the total number of regions [37] . Each region is than isolated as a new image for the next stage in segmentation.
Variational Segmentation Model
Among traditional image segmentation techniques, active contour methods have been developed that transform the region-partitioning objective to one of minimizing an energy E represented by a real value. The segmentation energy generally measures how smooth the segmented regions are and the similarity between the obtained edges and the discontinuities of the original image. The process is initialized with the definition of an initial contour that describes the boundary of the region to be segmented. The contour can be given as C(s) = {(x(s), y(s)) : 0 ≤ s ≥ 1}. The contour is evolved iteratively by applying a set of operations that allow the contour to move inwards or outwards based in the imposed image constraints. Two approaches are most prevalent in evolving the initial contour. One is based on the classic snakes formulation proposed by Kass et al. [38] that moves the contour points to minimize an energy functional. The other is the level set approach proposed by Osher and Sethian [32] that moves the contour implicitly based on the zero-level of the function defined on the spatial domain. Level set formulations are advantageous over classic snakes when initial contour position cannot be accurately defined and when multiple regions need to be segmented simultaneously. Several segmentation methods have been developed based on contour evolution [39, 40, 41] .
The Mumford-Shah model [42] has been regarded as a general model within variational segmentation methods. Accordingly, the segmentation problem is formulated as one of finding an optimal piecewise-smooth approximation f (x, y) of the given scalar image I(x, y) and a set of boundaries C, such that the approximation f (x, y) varies smoothly within the connected components of the subsets excluding the boundaries. Based on this definition, Chan and Vese proposed a piecewise constant active contour model [39] as (15) where δ ε (.) denotes the regularized form of Dirac delta function, {µ 1 , µ 2 } denotes the mean of the image intensity I measured at the inside and the outside of the contours, κ (φ(x, y) ) is the mean curvature of the level set function φ(x, y), and ν is a weight factor that acts as a regularizer for the amount of smoothness
desired for the final contour. Mumford and Shah defined the following energy function to be minimized that would solve the defined segmentation problem: (16) The first integral defines the best function that describes the image intensity within the subset while the second integral ensures smoothness of the function to ensure smooth boundaries. Overall, the contour C found by minimizing the above energy function will approximate the edges of I(x, y) by smoothing f (x, y).
The second term in this general formulation can be ignored in many cases since the third term also defines smoothness based on the contour length. Without loss of generality, the global energy function given in equation 16 can be rewritten for any arbitrary objective function e(x, y) that defines the region-based segmentation over all regions as: (17) For the simple case where (18) the energy function reverts back to the piecewise-constant contours function defined in equation 15.
Shape-Classification Model
Our goal here is to extend the energy functional 17 in order to force the level set to segment only the regions of interest, namely the cells constrained by specific image features and a known parametric shape. This is done in general by modifying the objective function e i (x, y) and adding a term E shape to the global energy function that measures how well the level set represents the cell. Since the objective function is meant to measure how much the pixels within the boundary C belong to a defined function, we can generalize the objective function to measure different properties of the pixel besides its intensity. Let us consider a pixel's attribute to be a multidimensional random variable represented by . The actual attributes can include the pixel's intensity as well as any other feature extracted from the image. In the spirit of Bayesian decision theory, we define the objective function to measure the likelihood of a pixel to belong to the probability density function (PDF) of the cell. This PDF would be derived
from training samples comprised of attributes of the pixels that belong to the cell region. The objective function can then be given as: (19) where is the multivariate PDF conditioned such that the pixels considered are within the domain and is the prior probability of observing the domain in the image. Replacing this as the objective function in equation 17, minimizing the global energy function E is equivalent to maximizing the a posteriori probability P i ( (x, y) ) for each subset [35] . Most human cells have elliptical shaped boundaries, but given the image quality, difficult to observe. As has been indicated previously, the ill-posed problem of this form can be solved by imposing parameter constraints in the form of a priori information. One shape constraint that can be easily embedded within the boundary contour defined according to the global energy function is given by the implicit equation of an ellipse. This can be written as: (20) where (x 0 , y 0 ) denotes the center of the ellipse, θ denotes the orientation of the ellipse, and a, b denote the major and minor axis of the ellipse, respectively. For a given set of contour points, the bounding ellipse can be obtained by recovering the five unknown parameters noted by = [a, b, θ, x 0 , y 0 ].
Segmentation based on explicit incorporation of cell classification and its shape representation is now equivalent to deforming an ellipse according to so it is attracted to the the boundary points surrounding the image region obtained according to pixels classified by the objective function. Within this formulation, the smoothness constraint is automatically ensured and therefore not needed from the original Mumford-Shah model. Hence, the modified global energy functional is given by: 
and α and β weight the contribution of the classification and shape information in the energy functional. 
Curve Evolution
and (25) where is a binary identity function that is 1 if the pixel is within the domain and 0 otherwise, and H j is a regularized unit step function that is 1 is outside the contour and 0 inside.
The final contour evolution model is obtained by solving for the relevant objective functions E class and E shape shown in equations 22 and 23, respectively, into the contour model shown in equation 25, given by dxdy, E p Ixy P dxdy
where, The solution to the Euler-Lagrange is implemented using gradient descent where the parameters for the ellipse, Θ, are solved at each iteration of the level set evolution [43] , given as:
Image Features and Pixel Classification
The objective of the energy function E class is to partition the image such that the local image statistics within the cell and background are "close" to the global statistics within the same class across the image. This is expressed according to Bayesian decision rule formulated as the maximum a posteriori solution. In deriving the Bayesian classifier, low-level features of the image are computed as characteristics in defining the likelihood function. Specifically, color and texture features are computed from the color image and the converted graylevel image, respectively. For the color features, we use 1976 CIE L * a * b * color space separated into luminance and chrominance channels. Color distribution is modeled with histograms constructed with kernel density estimates. Histograms are compared with the χ 2 histogram difference operator [44] to obtain a feature for each pixel. A brightness cue is also computed based on the use of L * histogram for each pixel. Once again, the actual feature for each pixel is the χ 2 histogram difference. Texture features used are computed from the gray-level Cell differentiation in multispectral image cytology (27) image based on gray-level co-occurrence matrices, fractal measures, Law's texture measures, gradient structure tensors, and Gabor filters [37] . The likelihood functions for the cell region and background are modeled using a mixture of Gaussians [35] and the priors computed as a ratio of the average number of cell pixels to background pixels in the training image set.
Experiments and Results
The proposed method has been evaluated to segment cytological smears imaged using the multispectral system described above. A total of 50 spectral images were available, each transformed using PCA and manually segmented to delineate the cells of interest. 10 images with sufficient variability in background and incorporating the four cell types of interest were used to compute low-level image features and generate the likelihood models and estimates of prior probabilities to be used in cell-background classification. In addition, the specific RGB color in the transformed space used to localize cells of interest was also noted to select the appropriate cluster as a result of the localization step described in section 3.2.
The learned parameters were used to automatically segment the remaining 40 images. Each localized region was isolated as a new image to be segmented. The center of the isolated region and 1/4 of the region height and width was used to initialize the level set contour. The contour was evolved according to the equations in section 3.3.2 to obtain the final segmentation where each region was partitioned into two subsets based on the zero level set. Figure 8 shows three representative localized regions and the corresponding cell segmentation obtained based on the proposed level set model. Images used for test resulted in cell segmentation accuracy rate of 92.1% with a missed segmentation rate of 4.3% and a false segmentation rate of 2.7%. The segmentation errors encountered were primarily due to the failure of the localization stage in identifying the correct region of interest.
SYSTEM EVALUATION AND RESULTS
To validate the utility of the developed system, we performed classification studies for automated identification of the different cell types, specifically for the automated differentiation between red blood cells (RBC), white blood cells , was generated for each segmented cell to extract the corresponding area from each of the 31 spectral images. Gray level image intensities were used to determine the portion of light transmitted by each cell across the exciting spectra. The radiation transmitted by the cell was measured as the integrated intensity of the cell divided by the area of the cell. The intensity of the incident light was estimated by measuring the average intensity of the background (i.e. the surrounding media around the cell). The background area was chosen as an extension around the cell area, three pixels away and five pixels thick. The transmission factor was T = I t /I i , where I t is the intensity of the light transmitted by the cell and I i is the intensity of incident light. Using the Beer-Lambert law [15] , the absorption parameter is calculated by Abs = log(1/T). This computation was performed for each of the 31 wavelengths, resulting in 31 spectral measures for each cell (spectral profile). In addition, 71 morphological features were also computed. These features ranged from standard descriptors such as area, size, perimeter, to textural and fractal features [45] . These measure are computed using only the 550 nm wavelength image. A total of 102 features were computed for each cell, comprised of 31 absorption parameter factor values, and 71 morphological features, including image; size, mean, standard deviation, contrast, and cell; width, height, perimeter, area, shape factor 1, shape factor 2, mean, standard deviation, contrast, fractal dimension 1, fractal dimension 2, average entropy, entropy homogeneity, roughness, low entropy emphasis, high entropy emphasis, low graylevel entropy emphasis, high graylevel entropy emphasis, concavity and 48 statistical geometric features. In order to design optimal classifiers, a first analysis was performed to select a smaller subset of morphological and spectral features. We performed feature selection for the spectral and morphological measures separately. This was based on an exhaustive search of all combinations of the features, with the criteria of selection based on maximizing the correlation of the chosen features to the cell classes. This resulted in a smaller set of features comprising 2 spectral measures and 38 morphological features. The spectral features chosen included the normalized transmission factor for 400nm and 700nm, while the morphological features selected included image; size, mean, standard deviation, contrast, and particle; width, perimeter, area, shape factor1, shape factor2, mean, contrast, fractal dimension1, fractal dimension2, average entropy, entropy homogeneity, high graylevel entropy emphasis, concavity and 20 statistical geometric features. Thus a total of 40 features, of the original 102, were used.
To evaluate the merit of the extracted features, we used six different classification methods. They were based on a Naïve Bayes classifier (NBC) [46] , a Bayesian Network (BN) [47] , and a Multilayer Perceptron (MLP) neural network [48] . We also tested a meta-classification approach based on bagging [49, 50] . Bagging, a common approach used to improve the performance of a classifier, uses multiple classifiers that vote to generate a final decision. We created a bagging-based classifier for each of the classifiers. We further wanted to compare the benefit of using the spectral features versus morphological features. We ran the classifiers using only morphological features, and then using a combined set of spectral and morphological features. All performance analysis was based on the leave-one-out cross validation approach. The best classification performance resulted from using MLP with bagging. An overall increase of 15% in classification accuracy is seen with the use of the combination of spectral (SPEC) and morphological features (MORPH). Tables 3  and 4 show the correct classification rates for the three classifiers, with and without bagging, respectively.
We chose the Bagging MLP, as it was the classifier with the best classification rate. In addition, to understand the behavior of the classifier, we computed the sensitivity and positive predictive value (PPV) for each of the individual classes. The sensitivity is computed as the percentage of the cells that actually belong to one category that are assigned to that category. Positive predictive value is computed as the percentage of the cells that are assigned to one category that actually belong to that category. Tables 5 and 6 show the sensitivity and PPV for the Bagging MLP, compared across classification based on morphological features and on the combined spectral and morphological features. As seen, the spectral features generally improve classification of cell subtypes, with increased sensitivity, and reduced false positive rates. These results prove the feasibility of using spectral data for improved automated cell differentiation. 
SUMMARY AND CONCLUSIONS
We have developed a multispectral imaging system and associated algorithms for image analysis to automate the analysis of cytological samples. The automated system is uses a standard optical microscope coupled with a monochromator to acquire spectral images under transmitted illumination. An algorithm for system calibration is presented which is necessary to correct for various interferences that occur during the image process that can affect the ability to quantify the images and compute true spectral profiles of cells of interest. An algorithm for automated cell segmentation is also presented along with the design and evaluation of classifiers for the problem of cell differentiation among four different cell types. While conventional practices rely on the analysis of grey scale or RGB color images, presented system uses thirty one spectral bands for analysis. Results of the developed system are presented and classification performance is compared to the case where multispectral information is not taken into consideration. Results show that the developed system and the use of multispectral information along with morphometric information extracted from spectral images can significantly improve the classification performance and can aid in the process of disease diagnosis. 
