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Abstract. Let X be a projective algebraic manifold and let CHr(X) be the Chow group of algebraic cycles of
codimension r on X, modulo rational equivalence. Working with a candidate Bloch-Beilinson filtration {F ν}ν≥0
on CHr(X)⊗Q due to the second author, we construct a space of arithmetic Hodge theoretic invariants ∇Jr,ν(X)
and corresponding map φr,ν
X
: Grν
F
CHr(X)⊗Q→ ∇Jr,ν(X), and determine conditions on X for which the kernel
and image of φr,ν
X
are “uncountably large”.
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§0. Introduction
Let X be a projective smooth variety over C and let CHr(X) be the Chow group of algebraic cycles of
codimension r on X modulo rational equivalence. A fundamental problem is to search for a reasonable set
of invariants (e.g. Hodge theoretic) that provides us with a good understanding of the structure of CHr(X).
The first significant step towards this problem was taken by Griffiths (1969) who defined Abel-Jacobi maps
ρrX : CH
r
hom(X)→ Jr(X)
where CHrhom(X) = ker{CHr(X)→ H2r(X,Z)} is the subgroup of those cycle classes that are homologically
equivalent to zero, and where Jr(X) is the r-th intermediate Jacobian of X in the sense of Griffiths [Gri].
If the Griffiths Abel-Jacobi map were an isomorphism, then there would not be much to explore in the
world of algebraic cycles. That the map is not surjective follows from the work of Griffiths (op. cit.), using
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Hodge theory and monodromy arguments; that the kernel is far from injective in general is a consequence
of Mumford’s seminal work [Mu].
An important observation is the following natural isomorphism discovered by Carlson [Ca],
Jr(X) ≃ Ext1MHS(Z, H2r−1(X,Z(r))),
where MHS denotes the category of graded polarizable Q-mixed Hodge structures introduced by Deligne
[De1]. This implies that an element of CHrhom(X)/ ker(ρ
r
X) is detected by an extension in MHS. One
may then have a naive expectation that there may be a secondary cycle class map from ker(ρrX) to higher
extension groups ExtpMHS, which fails due to the fact that Ext
p
MHS = 0 for p ≥ 2 ([Bei] (Cor. 1.10)). (Note
that ExtpMHS = 0 for p ≥ 2 also follows from the fact that Ext1MHS(A,−) is exact, using Carlson’s explicit
description of Ext1MHS ([Ca]. See also [As1] 2.5.) It was A. Beilinson who had an innovative idea to remedy
the situation. He postulated the existence of a category (called the category of mixed motives) whose higher
extension groups capture all elements of Chow groups. A more precise formulation is the following conjecture.
In this paper we only consider Chow groups with rational coefficients:
CHr(X ;Q) = CHr(X)⊗Q.
Conjecture 0.1. For every projective smooth variety X over C, there exists a canonical and functorial
filtration (called the Bloch-Beilinson filtration)
CHr(X ;Q) = F 0CHr(X ;Q) ⊃ F 1CHr(X ;Q) ⊃ F 2CHr(X ;Q) ⊃ · · ·
such that the following formula holds for each integer ν ≥ 0:
F νCHr(X ;Q)/F ν+1CHr(X ;Q) ≃ ExtνMM(1, h2r−ν(X)(r)).
HereMM denotes the (still conjectural) category of mixed motives over C which contains as a full subcategory
Grothendieck’s category M of (pure) motives over C, h∗(X)(r) ∈ M denotes the cohomological object with
Tate twist associated to X and 1 = h0(Spec(C)).
In [Ja] and [Sa2] it is proven that the Bloch-Beilinson filtration is unique if it exists under the assumption
of Grothendieck’s standard conjectures. Several candidates for the Bloch-Beilinson filtration have been
proposed. From these we adopt the filtration
F νBCH
r(X ;Q) ⊂ CHr(X ;Q) (ν ≥ 0)
defined in [Sa2], Def.(1-3). We recall the definition of this filtration in §2.
The main results of this paper can be explained as follows. We introduce the spaces∇Jr,ν(X) ofMumford-
Griffiths invariants in §3, which are defined in terms of arithmetic de Rham cohomology. It is given by the
cohomology of the complex
Ων−1
C/Q
⊗ F r−ν+1H2r−νDR (X/C)
∇−→ Ων
C/Q
⊗ F r−νH2r−νDR (X/C)
∇−→ Ων+1
C/Q
⊗ F r−ν−1H2r−νDR (X/C),
where HqDR(X/C) is the de Rham cohomology of X/C with the Hodge filtration F
pHqDR(X/C) and ∇ is the
arithmetic Gauss-Manin connection. Then there is a cycle map (Proposition 3.7)
φr,νX : Gr
ν
FBCH
r(X ;Q)→ ∇Jr,ν(X).
By “forgetting” the Hodge filtration, we also have a map
φr,νX,DR : Gr
ν
FBCH
r(X ;Q)→ ∇DRr,ν(X),
where ∇DRr,ν(X) is the coarser space of de Rham invariants given by the cohomology of the complex
Ων−1
C/Q
⊗H2r−νDR (X/C)
∇−→ Ων
C/Q
⊗H2r−νDR (X/C)
∇−→ Ων+1
C/Q
⊗H2r−νDR (X/C).
The first main result affirms that under various assumptions on X , the image of φr,νX,DR is large, where “large”
has a similar meaning to that in the following theorem of Mumford [Mu]:
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Theorem. Let X be a projective smooth surface over C. Let A0(X) ⊂ CH0(X ;Q) denote the subgroup of the
classes of zero-cycles of degree zero. Assume H0(X,Ω2X/C) 6= 0. Then A0(X) is infinite dimensional, viz.,
it is impossible to find Y1, . . . , YN , proper smooth connected curves with a morphism f : Y :=
∐N
i=1 Yi → X
such that f∗ : A0(Y )→ A0(X) is surjective.
We will give the following refinement of the above result:
Theorem 0.2. Let X be a projective smooth variety of dimension d over C and consider
φd,νX,DR : F
ν
BCH0(X ;Q)→ ∇DRd,ν(X).
Assume that there exists a dominant rational map π : X˜ 99K X such that the hard Lefschetz conjecture B(X˜)
for X˜ holds (see Notation (v)). Assume further that H0(X,ΩνX/C) 6= 0 for an integer ν ≥ 2. Then it is
impossible to find {fi : Yi → X}i∈N, a countable set of morphisms of proper smooth varieties over C such
that dim(Yi) ≤ ν − 1 and
F νBCH0(X ;Q) ⊂ Image
{⊕
i∈N
A0(Yi)
f∗−→ A0(X)
}
+ ker(φd,νX,DR),
where f∗ is induced by fi for i ∈ N.
We recall that for a smooth projective varietyW , B(W ) is known to hold ifW is obtained under successive
operations of products and hypersurface sections starting from curves, surfaces, Abelian varieties, smooth
complete intersections.
Our next result is an analogue of Theorem 0.2 for algebraic equivalence on a hypersurface. By a general
hypersurface X of dimension d and of degree m, we mean a hypersurface corresponding to a point in a
certain nonempty Zariski open subset of the universal family of hypersurfaces of degree m in Pd+1.
Theorem 0.3. Let X ⊂ Pd+1 be a smooth hypersurface of degree m ≥ 3 over C. Put
k =
[
d+ 1
m
]
and r = d− k, ν = 2r − d = d− 2k
and assume k ≥ 1, ν ≥ 2, and the numerical condition:
k(d+ 2− k) + 1−
(
m+ k
k
)
≥ 0.
Consider
φr,νX,DR : F
ν
BCH
r(X ;Q)→ ∇DRr,ν(X).
Assume that X is general. Then it is impossible to find {fi : Yi → X}i∈N, a countable set of morphisms
of proper smooth varieties over C such that dim(Yi) ≤ k + ν − 1 and
Ar(X) ⊂ Image
{⊕
i∈N
Ak(Yi)
f∗−→ Ar(X)
}
+ ker(φr,νX,DR),
where f∗ is induced by fi for i ∈ N. Here Ar(X) ⊂ CHrhom(X ;Q) denotes the subgroup of the cycle classes
algebraically equivalent to zero.
Remarks 0.3.1. (1) We will see in Proposition 2.7 that CHrhom(X ;Q) = F
1
BCH
r(X ;Q) = F νBCH
r(X ;Q) in
Theorem 0.3.
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(2) The hypersurfaces in question in Theorem 0.3, albeit very interesting geometrically, are of a low degree.
In particular, since k ≥ 1 it follows that H0(X,ΩdX/C) = 0.
For the proof of the above results, we will introduce an integral invariant rk(Ξ) for Ξ ⊂ Ar(X), called the
rank of Ξ modulo ker(φr,νX,DR), which measures the “size” of the image of Ξ ∩ F νBCHr(X ;Q) under φr,νX,DR.
The main technical result in this direction is stated in Theorem 4.2, whose proof is based on an arithmetic
version of Salberger’s duality pairing, and the essential ideas rely on the constructions in [Sa1]. By working
with the coarser de Rham invariants, we arrive at similar statements for the Mumford-Griffiths invariants.
With regard to ker(φr,νX ), if X = Xo ×Q C with Xo smooth projective over Q, we introduce arithmetic
Hodge theoretic invariants Hr−ν,r
Q
(Xo/Q) ⊂ Hr(X,Ωr−νX/C) which serve as an obstruction to countability of
ker(φr,νX ). We will deduce the following:
Theorem 0.4. Let Xo be a smooth projective variety over Q and X = Xo ×Q C. Assume that the Ku¨nneth
components of the diagonal class of X are algebraic. If ν ≥ 2 and if Hr−ν,r
Q
(Xo/Q) 6= 0, then there are an
uncountable number of classes in the kernel of φr,νX .
We will show how to construct a class of examples for which the assumptions of Theorem 0.4 are satisfied.
The examples arise from products involving 1-motives over Q, in particular the product of smooth projective
curves defined over Q, and an Abelian variety defined over Q. The precise statements of the main results
appear in §7 and §8. We believe that these theorems provide the strongest results to date on the properties
of φr,νX . For instance, Theorem 0.2 generalizes and strengthens Theorem 4.1 in [MSa2]. We note that it was
Asakura ([As2]) who first found an example of a nontrivial cycle with trivial Mumford-Griffiths invariant.
To provide the reader with a better understanding of the results of this paper, we briefly discuss the
technique of taking a Q-spread. This technique abounds in a number of works (e.g. [Gr-Gr], [Le2], [MSa1-2],
[As1]). The basic idea of the construction is the following. Given X , smooth projective over C, we can find
a Q-spread, namely a smooth affine variety S over Q with
f : XS → S,
a projective smooth morphism of varieties over Q, with a morphism η : Spec(C) → S whose image is the
generic point of S, such that XS ×S Spec(C), the base change via η, is isomorphic to X . Similarly, if
ξ ∈ CHr(X ;Q) is given, then after making a base change if necessary, ξ has a lifting ξ˜ ∈ CHr(XS ;Q). We
then have the following variational version of φr,νX :
φr,νXS/S : F
ν
BCH
r(XS/S;Q)→ ∇Jr,ν(XS/S).
We may retrieve φr,νX from φ
r,ν
XS/S
via the base change by η (see §3 for the details).
A key to the proof of Theorem 0.4 is the following construction: Put
Λr,ν(XS/S) := homMHS(Q(0), Hν(S/C, R2r−νf∗Q(r))),
Ξr,ν(XS/S) := Ext1MHS(Q(0), Hν−1(S/C, R2r−νf∗Q(r))),
where S/C = S ×
Q
C, which we identify with its underlying complex manifold, and H•(S/C, R•f∗Q(r))
denotes the cohomology of S/C with coefficients in a local system, which is endowed in a canonical way with
a mixed Hodge structure by the theory of mixed Hodge modules ([MSa1]). (Alternatively, the reader can
consult [A] for a different point of view.) Then one defines the natural maps
λr,νXS/S : F
ν
BCH
r(XS/S;Q)→ Λr,ν(XS/S),
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ǫr,νXS/S : ker(λ
r,ν
XS/S
)→ Ξr,ν(XS/S).
Broadly speaking, the construction is given in terms of an extension class in the category of arithmetic
mixed Hodge modules. We then construct the following commutative diagram under a suitable assumption
on XS/S (see Proposition 6.3)
(0.5)
F νBCH
r(XS/S;Q)
φr,ν
XS/S−−−−→ ∇Jr,ν(XS/S)
↓ λr,νXS/S
∩↓
Λr,ν(XS/S)
Φr,ν
XS/S−−−−→ ∇Jr,ν(XS/S)⊗Q C.
Now the cycle classes in Theorem 0.4 are constructed in ker(λr,νXS/S) and captured by ǫ
r,ν
XS/S
.
The question now is whether the map Φr,νXS/S in (0.5) always exists for S affine. What we can say
is that if one is willing to forgo the Hodge filtration by replacing the space of Mumford-Griffiths invari-
ants ∇Jr,ν(XS/S) in (0.5) by the coarser space of de Rham invariants ∇DRr,ν(XS/S) (see Definition 3.2),
then for affine S, the diagram corresponding to (0.5) does exist, and one subsequently obtains stronger
results for cycles with trivial de Rham invariant (Theorem 7.2). We conjecture that for affine S, the map
Λr,νalg(XS/S)
Φr,ν
XS/S−−−−→ ∇Jr,ν(XS/S) ⊗Q C always exists, where Λr,νalg(XS/S) = Image(λr,νXS/S). (For a more
precise statement, see Conjecture 6.4.) Roughly speaking, the discussion in the Appendix says that this
conjecture is a consequence of the Hodge conjecture. If we put S = Spec(C) and let
∇Jr,νalg (X) := Image
{
GrνFBCH
r(X ;Q)
φr,νX−−→ ∇Jr,ν(X)}
∇DRr,νalg(X) := Image
{
GrνFBCH
r(X ;Q)
φr,νX,DR−−−−→ ∇DRr,ν(X)},
then a consequence of our aforementioned conjecture is that the natural map
(0.6) ∇Jr,νalg (X)→ ∇DRr,νalg(X).
is an isomorphism. Put differently, and roughly speaking, the Hodge conjecture implies that to compute the
Mumford-Griffiths invariant of an algebraic cycle, it is sufficient to compute its de Rham invariant.1
We are very grateful to Matt Kerr for meticulously reading parts of a preliminary version of this paper,
and for providing useful comments; and in particular for sharing his ideas in [Ke2]. We are also grateful to
V. Srinivas for pointing out his earlier work in [Sr]. Indeed the ideas presented in section 4 of this paper
share with [Sr] a common methodology. Finally we want to thank the referees for impressing upon us the
need to improve the presentation of our paper, by offering their numerous constructive comments.
1Since the submission of this paper, M. Saito shared with us his work in [MSa4], where now the conjectural assumptions,
including Conjecture 6.4, are eliminated. Indeed as one of the referees pointed out, our Appendix seems already to have served
as inspiration for [MSa4], and that our discussion is still valuable.
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§1. Notation
(i) All fields in this paper are considered as subfields of C. For a field k, let Ck be the category of smooth
projective varieties over k. We simply write C for Ck when k = C.
(ii) Unless otherwise indicated, X ∈ Ck will denote a smooth projective variety of dimension d. (Periodically
we will remind the reader that dimX = d.) Then CHr(X) is the Chow group of codimension r algebraic
cycles on X modulo rational equivalence, and CHr(X ;Q) = CHr(X) ⊗ Q. Further, we put Ar(X) :=
CHralg(X ;Q) ⊂ CHr(X ;Q) to be the subgroup of cycles algebraically equivalent to zero.
(iii) If A ⊂ R is a subring, we denote by A(r), (2π√−1)rA the corresponding Tate twist.
(iv) For Y ∈ Ck, we write YC := Y ×k C. It is sometimes more convenient to use the notation Y/C for YC,
which we also identify with its underlying complex manifold.
(v) We fix a Weil cohomology theory for Ck:
Ck → V ec ; X → H•(X),
where V ec denotes the category of finite dimensional vector spaces over a fixed field of characteristic zero.
Typical examples are given by
X → H•(X/C,Q) (singular cohomology) and X → H•DR(X/k) := H•(X,Ω•X/k).
There are well-known standard conjectures with Hg(X)⇒ B(X)⇒ C(X) (where Hg(X) means the Hodge
conjecture for X). Let X ∈ Ck with d = dimX and let LX ∈ H2(X) be a hyperplane class. Let i ≤ d be an
integer. With regard to the hard Lefschetz isomorphism,
Ld−iX : H
i(X)
∼−→ H2d−i(X),
the hard Lefschetz conjecture B(X) asserts that the inverse
(
Ld−iX
)−1
: H2d−i(X)
∼−→ Hi(X),
is algebraic cycle induced. One consequence of B(X) is a weaker conjecture C(X) which asserts that the
diagonal class [∆X ] ∈ H2d(X ×X), has algebraic Ku¨nneth components:
[∆X ] =
∑
i+j=2d
[∆X(i, j)] ∈
⊕
i+j=2d
Hi(X)⊗Hj(X) with ∆X(i, j) ∈ CHd(X ×X ;Q).
The reader can consult [K1] for more details.
(vi) Let f : X → S be a smooth projective morphism of quasiprojective varieties over a base field k. We
define CHr(X/S;Q) to be CHr(X ;Q), and that “/S” will only affect how the filtration on CHr(X/S;Q) in
Definition 2.8 is defined.
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§2. Good filtrations
Fix a base field k ⊂ C. Our goal is to work with a given filtration satisfying a number of good properties.
More specifically, we require the following:
Definition 2.1. A filtration F •CH• of Bloch-Beilinson type on Ck is given by the following data: For all
X ∈ Ck and all r, there is a descending filtration
CHr(X ;Q) = F 0 ⊃ F 1 ⊃ · · · ⊃ F ν ⊃ F ν+1 ⊃ · · ·
which satisfies the following
(i) F 0 = CHr(X ;Q) and F 1 = CHrhom(X ;Q).
(ii) F ν is preserved under the action of correspondences: For V,X ∈ Ck and for Γ ∈ CHq(V ×X ;Q),
Γ∗(F
νCHs(V ;Q)) ⊂ F νCHr(X ;Q),
where Γ∗ : CH
s(V ;Q)→ CHr(X ;Q) with s = r − q + dim(V ) is given by the formula
Γ∗(α) = (πX)∗((πV )
∗(α) • Γ) for α ∈ CHs(V ;Q),
where πX : V ×X → X and πV : V ×X → V are the projections.
(iii) The property (ii) implies that we have the induced map
GrνFΓ∗ : Gr
ν
FCH
s(V ;Q)→ GrνFCHr(X ;Q).
Then GrνFΓ∗ is the zero map if so is ϕ
2r−ν
Γ where ϕ
i
Γ : H
i−2(r−s)(V ) → Hi(X) with s = r − q + dim(V ) is
given by the formula
ϕiΓ(β) = (πX)∗((πV )
∗(β) ∪ [Γ]) for β ∈ Hi−2(r−s)(V ),
with [Γ] ∈ H2q(V ×X), the cohomology class of Γ.
We point out the following consequences of Definition 2.1.
Proposition 2.2. Let F •CH• be a filtration of Bloch-Beilinson type on Ck.
(i) F νCH• is preserved under push-forwards f∗ and pull-backs f
∗ for a morphism f : X → Y in Ck.
(ii) Let X ∈ Ck with d = dim(X). Assume C(X) holds and let ∆X(p, q) ∈ CHd(X ×X ;Q) be as in §1 (v).
Then
∆X(2d− 2r + ℓ, 2r − ℓ)∗
∣∣∣∣
GrνFCH
r(X;Q)
= δℓ,ν · Identity.
(iii) Under the same assumption as (ii),
F νCHr(X ;Q) • FµCHs(X ;Q) ⊂ F ν+µCHr+s(X ;Q),
where • is the intersection product.
Proof. Parts (i) and (ii) follows immediately from the definition. Part (iii) is [Sa2], Theorem(0-2). 
The following conjecture is due to Bloch and Beilinson:
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Conjecture 2.3. There exists a filtration F •CH• of Bloch-Beilinson type satisfying:⋂
ν≥0
F νCHr(X ;Q) = 0 for all X ∈ Ck and all r.
In general one can put Dr(X ;Q) := ∩ν≥0F νCHr(X ;Q) and work modulo “D-equivalence”. We now
introduce a specific filtration F •BCH
• of Bloch-Beilinson type, which is minimal among all filtrations of
Bloch-Beilinson type, namely it satisfies F •BCH
• ⊂ F •CH• for any filtration F •CH• of Bloch-Beilinson type.
It is given in [Sa2], §1.
Definition 2.4. For ν ≥ 0 we define F νBCHr(X ;Q) for all X ∈ Ck and for all r ≥ 0 inductively as follows:
(1) F 0BCH
s(V ;Q) = CHs(V ;Q) for all V ∈ Ck and for all s ≥ 0.
(2) Assume that we have defined F νBCH
s(V ;Q) for all V ∈ Ck and for all s ≥ 0. Then we define
F ν+1B CH
r(X ;Q) =
∑
V,q,Γ
Image
(
Γ∗ : F
ν
BCH
r+dV−q(V ;Q)→ CHr(X ;Q)),
where V, q,Γ range over the following data:
(a) V ∈ Ck of dimension dV ,
(b) r ≤ q ≤ r + dV ,
(c) Γ ∈ CHq(V ×X ;Q) satisfying ϕ2r−νΓ = 0, where ϕ2r−νΓ : H2s−ν(V )→ H2r−ν(X) is as in Def. 2.1 (iii).
We have the following facts:
Proposition 2.5. ( [Sa1] §4) Let ρrXC : CHrhom(X ;Q) → Jr(XC) ⊗ Q be the Griffiths Abel-Jacobi map.
Then
F 2BCH
r(X ;Q) ⊂ ker(ρrXC) and F 2BCHr(X ;Q) ∩ Ar(X) = ker(ρrXC) ∩ Ar(X).
Proposition 2.6. ( [Sa2], Thm. (1-1)) Assume C(X) (cf. §1 (v)) for all X ∈ Ck and that Conjecture 2.3
holds. Then F •BCH
• is the only filtration of Bloch-Beilinson type.
Proposition 2.7. Let X ⊂ PN be a smooth complete intersection of dimension d. For integers r, ν ≥ 1 we
have:
GrνFBCH
r(X ;Q) = 0 if 2r − ν 6= d.
Proof. By Lefschetz theory we have for 0 ≤ i ≤ 2d:
(∗) Hi(X) =
{
Q · [Y ]
0
i 6= d, even
i 6= d, odd
where for i = 2m, even, j : Y →֒ X is the section by a general linear subspace of codimension m and
[Y ] ∈ H2m(X) denotes its cohomology class. Put i = 2r − ν and assume i ≥ 1 and i 6= d. The diagonal
∆ ⊂ X ×X induces
∆∗ : Gr
ν
FBCH
r(X ;Q)→ GrνFBCHr(X ;Q) and ϕ2r−ν∆ : H2r−ν(X)→ H2r−ν(X)
and both maps are the identity. If i is odd, then ϕ2r−ν∆ = 0 by (∗) and hence ∆∗ = 0 by the definition of
the filtration F •B . If i = 2m, even, then j∗ : H
0(Y )
≃−→ H2m(X) for j : Y →֒ X as in (∗). Since B(X) holds
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for smooth complete intersections, we can find Γ ∈ CHdY (X × Y ;Q) (dY = dim(Y ) = d−m) such that the
induced map ϕ0Γ : H
2m(X)→ H0(Y ) is the inverse of the above map. Consider the induced maps
GrνFBCH
r(X ;Q)
Γ∗−→ GrνFBCHr−m(Y ;Q)
j∗−→ GrνFBCHr(X ;Q),
H2m(X)
ϕ0Γ−−→ H0(Y ) j∗−→ H2m(X).
The composite of the maps in the second row is the identity and so is that in the first row by the definition
of the filtration F •B. Noting r −m = ν/2 < ν, [Sa2] Cor.(3-2) implies GrνFBCHr−m(Y ;Q) = 0 which needs
the fact that B(Y ) holds. This proves the desired assertion. 
There is a variational (or relative) version of the aforementioned filtration. The definition is completely
analogous to that given in [Sa3], Definition (2-1). As a base we fix a localization S of a smooth quasiprojective
variety S over a field and let CS be the category of f : X → S, smooth projective morphisms.2 For f : X → S
in CS , let Ω•X/S be the de Rham complex of (Zariski) sheaves of relative differential forms of X over S. We
define the de Rham cohomology sheaf:
HiDR(X/S) := Rif∗(Ω•X/S),
which is the Zarisiki sheaf of OS-modules.
There is a direct generalization of Definition 2.4 to the relative case.
Definition 2.8. For all r, ν ≥ 0 and for all X ∈ CS, we define F νBCHr(X/S;Q) ⊂ CHr(X ;Q) in the
following inductive way:
(1) F 0BCH
s(V/S;Q) = CHs(V ;Q) for all V ∈ CS and for all s ≥ 0.
(2) Assume that we have defined F νBCH
s(V/S;Q) for all V ∈ CS and for all s ≥ 0. Then we define
F ν+1B CH
r(X/S;Q) =
∑
V,q,Γ
Image
(
Γ∗ : F
ν
BCH
r+dV −q(V/S;Q)→ CHr(X ;Q)),
where V, q,Γ range over the following data:
(a) V ∈ CS of relative dimension dV ,
(b) r ≤ q ≤ r + dV ,
(c) Γ ∈ CHq(V ×X ;Q) satisfying the condition ϕ2r−νΓ,DR/S = 0, where
ϕiΓ,DR/S : Hi−2(r−s)DR (V/S)→ HiDR(X/S) (s = r − q + dV ),
is the homomorphism of OS-modules, which is given by the same formula as in Definition 2.1 (iii), though
using [Γ] ∈ H0(S,H2qDR(V ×X/S)), the cohomology class of Γ in the de Rham cohomology.
We note the following functoriality of the above filtration: Let τ : T → S be a morphism of schemes which
are localizations of smooth quasiprojective varieties over a field. For f : X → S in CS let XT = X×S T ∈ CT
be the base change via τ . Then, we have τ∗(F νBCH
r(X/S;Q)) ⊂ F νBCHr(XT /T ;Q) under the pull-back
τ∗ : CHr(X ;Q)→ CHr(XT ;Q). If τ : T = Spec(k)→ S is the generic point of S, this gives the compatibility
of absolute and relative versions of the filtrations on Chow groups in Definition 2.4 and 2.8.
2We remind the reader that a smooth morphism is a submersion at every point.
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§3. Arithmetic de Rham cohomology
Many of the ideas presented here in this section are inspired by the lectures of M. Green [Gr]. Fix a base
field k ⊂ C. Let Sk be the category of the affine integral schemes which are localizations of smooth schemes
over k. For example, for a finitely generated separable extension of fields K/k, Spec(K) is an object of Sk.
3.1. Arithmetic Gauss-Manin connection. We recall the definition of the arithmetic Gauss-Manin connection.
Take S = Spec(R) ∈ Sk and let f : X → S be smooth projective. Let Ω1XS/k (resp. Ω1X/S) be the Zariski
sheaf of relative differential forms of X over k (resp. S) and put ΩpXS/k =
p∧Ω1XS/k (resp. Ω
p
X/S =
p∧Ω1X/S).
Note that Ω•XS/k is a complex under d. We define the de Rham cohomology groups:
HiDR(XS/k) := H
i(XZar,Ω
•
XS/k
) = Hi(SZar,Rf∗Ω
•
XS/k
),
HiDR(X/S) := H
i(XZar,Ω
•
X/S) = H
i(SZar,Rf∗Ω
•
X/S).
Put
FiltmΩpXS/k := Im
(
ΩmR/k ⊗ Ωp−mXS/k → Ω
p
XS/k
)
.
Then:
GrmΩpXS/k ≃ Ω
m
R/k ⊗ Ωp−mX/S ;
Moreover:
0→
Filt1Ω•XS/k
Filt2Ω•XS/k
→
Ω•XS/k
Filt2Ω•XS/k
→
Ω•XS/k
Filt1Ω•XS/k
→ 0
| ≀ || |≀
0→ Ω1R/k ⊗ Ω•X/S [−1]→
Ω•XS/k
Filt2Ω•X/S
→ Ω•X/S → 0
Taking hypercohomology, we get a natural connecting map:
∇ := ∇XS/k : HiDR(X/S)→ Ω1R/k ⊗HiDR(X/S),
called the arithmetic Gauss-Manin connection. By imposing Leibniz’ rule, viz.,
∇(ω ⊗ e) = dω ⊗ e+ (−1)mω ⊗∇e,
one extends ∇ to:
∇ : ΩmR/k ⊗HiDR(X/S)→ Ωm+1R/k ⊗HiDR(X/S).
It satisfies the following properties, which are consequences of the fact that ∇ is identified with d1 of the
spectral sequences (3.1.1) and (3.1.2) below by [KO].
(i) ∇2 = 0 (viz., flat connection),
(ii) (Griffiths transversality)
∇
(
F pHiDR(X/S)
)
⊂ Ω1R/k ⊗ F p−1HiDR(X/S),
where F pH•DR(X/S) := H
•(Ω•≥pX/S) ⊂ H•(Ω•X/S) is the usual Hodge filtration.
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Note that Ω•XS/k is a filtered complex using Filt
m. The corresponding spectral sequence is:
(3.1.1) Ep,q1 = Ω
p
R/k ⊗HqDR(X/S)⇒ Hp+qDR (XS/k),
with d1 = ∇XS/k ([KO]). This is really the Leray spectral sequence, which by Deligne ([De3]), is known to
degenerate E2. Likewise, the analogous Leray spectral sequence
(3.1.2) Ep,q1 = Ω
p
R/k ⊗ F r−pHqDR(X/S)⇒ H2r(Ω•≥rXS/k)
degenerates at E2. We denote the corresponding Leray filtrations by:
(3.1.3) F νLH
•(Ω•XS/k) ⊂ H•(Ω•XS/k), F νLH•(Ω•≥rXS/k) ⊂ H•(Ω
•≥r
XS/k
).
Definition 3.2. (i) We put ∇Jr,ν(X/S) = GrνFLH2r(Ω•≥rXS/k), called the space of Mumford-Griffiths invari-
ants of X/S. It is given by the cohomology of:
Ων−1R/k ⊗ F r−ν+1H2r−νDR (X/S)
∇−→ ΩνR/k ⊗ F r−νH2r−νDR (X/S)
∇−→ Ων+1R/k ⊗ F r−ν−1H2r−νDR (X/S).
(ii) We put ∇DRr,ν(X/S) = GrνFLH2r(Ω•XS/k), called the space of de Rham invariants. It is given by the
cohomology of:
Ων−1R/k ⊗H2r−νDR (X/S)
∇−→ ΩνR/k ⊗H2r−νDR (X/S)
∇−→ Ων+1R/k ⊗H2r−νDR (X/S).
(iii) In case S = Spec(C) we simply write ∇Jr,ν(X) = ∇Jr,ν(X/S) and ∇DRr,ν(X) = ∇DRr,ν(X/S).
Note that there is a natural map ∇Jr,ν(X/S)→ ∇DRr,ν(X/S), where one forgets the Hodge filtration.
3.3. Arithmetic cycle class map. Let f : X → S = Spec(R) be as before. Let
KMr,X = O×X ⊗ · · · ⊗ O×X/〈τ1 ⊗ · · · ⊗ τi ⊗ · · · ⊗ τj ⊗ · · · ⊗ τr | τi + τj = 1, i 6= j〉,
be the Milnor K-sheaf of X , and put
KMr,X = Image
(
KMr,X → KMr (k(X))
)
.
where k(X) is the function field of X . By the results of Gabber (or Mu¨ller-Stach, Elbaz-Vincent, see [E-M])
CHr(X) ≃ HrZar(X,KMr,X) = Hr(KMr,X → 0→ 0→ · · · ).
By torsion considerations (Suslin), the natural map KMr,X → Ω•≥rXS/k[r] given by
{f1, . . . , fr} 7→
∧
j
d log fj , fj ∈ O×X ,
factors through a morphism of complexes
(KMr,X → 0→ 0→ · · · )→ Ω•≥rXS/k[r],
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(KMr,X and ΩrXS/k are in degree 0) and hence determines a morphism
(3.3.1) crXS/k : CH
r(X ;Q)→ H2r(Ω•≥rXS/k),
called the arithmetic cycle class map. The same construction also appears in [Gr], based on the discussion
on p. 68 in [E-P] and The´ore`m 5 in [So]. (The reader can also consult the treatment by El-Zein [EZ].) We
will also use
(3.3.2) crXS/k,DR : CH
r(X ;Q)→ H2r(Ω•XS/k),
which is the composite of crXS/k and H
2r(Ω•≥rXS/k) → H2r(Ω•XS/k), the natural map. These maps satisfy
functoriality with respect to a base change π : S′ → S in Sk, namely we have the commutative diagrams
(X ′ = X ×S S′):
(3.4)
CHr(X ;Q)
crXS/k−−−−→ H2r(Ω•≥rXS/k)
↓ π∗ ↓ π∗
CHr(X ′;Q)
cr
X′
S′
/k
−−−−→ H2r(Ω•≥rX′
S′
/k),
CHr(X ;Q)
crXS/k,DR−−−−−−→ H2r(Ω•XS/k)
↓ π∗ ↓ π∗
CHr(X ′;Q)
cr
X′
S′
/k,DR
−−−−−−−→ H2r(Ω•X′
S′
/k),
Definition 3.5. We introduce filtrations of Leray type on CHr(X/S) as follows:
F νψ/kCH
r(X/S) = (crXS/k)
−1
(
F νLH
2r(Ω•≥rXS/k)
)
,
F νDR/kCH
r(X/S) = (crXS/k,DR)
−1
(
F νLH
2r(Ω•XS/k)
)
.
By definition we have F νψ/kCH
r(X/S) ⊂ F νDR/kCHr(X/S).
Lemma 3.6. Let π : S′ → S be a morphism in Sk and put X ′ = X ×S S′. We have
π∗(F νψ/kCH
r(X/S)) ⊂ F νψ/kCHr(X ′/S′), π∗(F νDR/kCHr(X/S)) ⊂ F νDR/kCHr(X ′/S′).
If π is finite etale, then
π∗(F
ν
ψ/kCH
r(X ′/S′)) ⊂ F νψ/kCHr(X/S), π∗(F νDR/kCHr(X ′/S′)) ⊂ F νDR/kCHr(X/S).
Proof. This follows from the corresponding functoriality for (3.1.1) and (3.1.2). 
Now recall {F νBCHr(X/S;Q)}ν≥0 as introduced earlier in Definition 2.4 of §2.
Proposition 3.7. For all ν ≥ 0, F νBCHr(X/S;Q) ⊂ F νψ/kCHr(X/S). Hence there exists a natural map
φr,νX/S : F
ν
BCH
r(X/S;Q)→ ∇Jr,ν(X/S)
satisfying φr,νX/S(F
ν+1
B CH
r(X/S;Q)) = 0. It is functorial for morphisms Y → X of projective smooth schemes
over S, also for base change S′ → S.
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Proof. This is shown by the same argument as [Sa3], Prop.(2-1): Let Γ ∈ CHq(V ×X ;Q) be as Definition
2.8 (c). It induces a commutative diagram:
CHs(V ;Q)
crVS/k−−−→ H2s(Ω•≥rVS/k)
↓ Γ∗ ↓ Γ∗
CHr(X ;Q)
crXS/k−−−−→ H2r(Ω•≥rXS/k)
where the vertical maps respect F νB on Chow groups and F
ν
L introduced in (3.1.3). The induced map
GrνFLΓ∗ : Gr
ν
FLH
2s(Ω•≥rVS/k)→ Gr
ν
FLH
2r(Ω•≥rXS/k)
is then identified with the map induced by Γ∗ : H
2s−ν
DR (V/S) → H2r−νDR (X/S) via the identification of the
above spaces with the cohomology of the complex in Definition 3.2 (i). The proposition follows by the
induction on ν. 
We let
(3.7.1) φr,νX/S,DR : F
ν
BCH
r(X/S;Q)→ ∇DRr,ν(X/S),
denote the composite of φr,νX/S and ∇Jr,ν(X/S)→ ∇DRr,ν(X/S), the natural map.
In the case S = Spec(C) and X ∈ C we get the maps
(3.7.2) φr,νX := φ
r,ν
X/C : F
ν
BCH
r(X ;Q)→ ∇Jr,ν(X).
(3.7.3) φr,νX,DR := φ
r,ν
X/C : F
ν
BCH
r(X ;Q)→ ∇DRr,ν(X).
Remark 3.8. If X ∈ C and ν = 1, φr,νX is related to the Griffiths Abel-Jacobi map ρrX as follows. It is the
Griffiths construction of infinitesimal invariant of normal functions. We recall
Jr(X) = H2r−1(Xan,C)/
(
F rH2r−1(Xan,C) +H
2r−1(Xan,Z(r))
)
.
We have the comparison isomorphism Hq(Xan,C) ≃ HqDR(X/C) preserving the Hodge filtrations and the
arithmetic Gauss-Manin connection ∇ annihilates the image of the subspace Hq(Xan,Q(r)) ⊂ Hq(Xan,C)
for every r. Hence ∇ induces
τ : Jr(X)→ ∇Jr,1(X),
and one can check that φr,1X = τ ◦ ρrX .
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§4. Capturing nontrivial classes via φr,νX
Let F denote the set of the subfields Q ⊂ k ⊂ C whose transcendental degree over Q is at most countable
(bear in mind that C has uncountable transcendence degree overQ). We want to prove infinite dimensionality
statements about the image of φr,νX (from (3.7.2)) under certain conditions on X . In this section, we will
actually prove infinite dimensionality results for the de Rham invariants, which immediately imply the same
for the Mumford-Griffiths invariants.
First, we need to introduce some integral invariants. We pick a base field k ∈ F .
Definition 4.1. Let X ∈ C be a projective smooth variety of dimension d over C. Fix an integer ν > 1, Ξ
a subset of Ar(X) (cf. §1 (ii)). We define rk(ν)DR/k(Ξ) to be the least of the integers µ for which the following
holds: There exists {fi : Yoi ×k C → X}i∈N, a countable set of morphisms in C with Yoi ∈ Ck such that
dimYoi ≤ d− r + µ for all i and
Ξ ⊂ Image
{⊕
i∈N
CHd−r(Yi)
f∗−→ CHr(X)
}
+ F ν+1DR/kCH
r(X/C),
where f∗ is induced by fi for i ∈ N, F ν+1DR/kCHr(X/C) is as in Definition 3.5 with S = Spec(C), and
Yi = Yoi ×k C. We also define
rk
(ν)
DR(Ξ) = min{rk(ν)DR/k(Ξ)
∣∣ k ∈ F}.
Note that rk
(ν)
DR/k(Ξ) ≥ rk
(ν)
DR/k′(Ξ) if k, k
′ ∈ F and k ⊂ k′, and that
0 ≤ rk(ν)DR(Ξ) ≤ rk(ν)DR/k(Ξ) ≤ r.
Our main result is the following:
Theorem 4.2. Let W,X ∈ C with dimX = d and Γ ∈ CHr(W ×X) be given. Write
rk
(ν)
DR(Γ) := rk
(ν)
DR
(
Γ∗(A0(W ))
)
,
where Γ∗ : A0(W )→ Ar(X) is induced by Γ. Then we have the implication
rk
(ν)
DR(Γ) ≤ ν − 1⇒ Image(ϕνΓ) ⊂ F 1HνDR(W/C),
with ϕνΓ : H
2(d−r)+ν
DR (X/C)→ HνDR(W/C) as in Def. 2.1 (iii), and where F • is the Hodge filtration.
The proof of this theorem proceeds in the same way as [Sa1], §7 and §8. It hinges on the following key
lemma, which is an arithmetic counterpart of [Sa1], Theorem 7.1:
Lemma 4.3. Let W,X ∈ Ck, Γ ∈ CHr(W ×X) be given with d = dimX. Introduce m = d− r in Definition
4.1. Let η be the generic point of W and put K = k(η) and XK = X ×kK. Assume given a k-rational point
a ∈W and put
ξ := Γ • (η ×X)− Γ • (a×X) ∈ CHr(XK).
where • denotes the intersection product. Suppose that there exists {fi : Yi → X}i∈N, a countable set of
morphisms in Ck such that dimYi ≤ m+ ν − 1 for all i and
ξ ∈ Image(⊕
i∈N
CHm(YiK ;Q)
f∗−→ CHr(XK ,Q)
)
+ F ν+1DR/kCH
r(XK/K), (YiK = Yi ×k K)
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where f∗ is induced by fi for i ∈ N and F ν+1DR/kCHr(XK/K) is defined as in Definition 3.5 for S = Spec(K).
Then we have
Image(ϕνΓ) ⊂ F 1HνDR(W/k),
where ϕνΓ : H
2(d−r)+ν
DR (X/k)→ HνDR(W/k) is as in Def. 2.1 (iii).
Proof. The idea of the proof originates from Salberger’s duality interpretation of Mumford’s theorem (cf.
[Bl] §1 Appendix): Writing for K = k(η) and defining
HpDR(K/k) = lim→
U⊂W
HpDR(U),
with U ranging over all nonempty Zariski open subsets of W , put
ΦνDR(W ) =
HνDR(W/k)
ker
(
HνDR(W/k)→ HνDR(K/k)
) .
The idea is to use a pairing defined for any X ∈ Ck:
〈 , 〉(ν)W,X : CHr(XK ;Q)⊗H2m+νDR (X/k)→ ΦνDR(W ),
which satisfies the following properties:
(i) Let ξ ∈ CHr(XK ;Q) be as in Lemma 4.3. Then
〈ξ, β〉(ν)W,X = 0 for any β ∈ H2m+νDR (X/k) ⇒ Image(ϕνΓ) ⊂ F 1HνDR(W/k).
(ii) 〈 , 〉(ν)W,X annihilates F ν+1DR/kCHr(XK/K) placed on the left-hand side.
(iii) If f : Y → X is a morphism in Ck, there is a commutative diagram
〈 , 〉(ν)W,Y : CHr(YK) ⊗ H2m+νDR (Y/k) → ΦνDR(W )
↓ f∗ ↑ f∗ ‖
〈 , 〉(ν)W,X : CHr(XK) ⊗ H2m+νDR (X/k) → ΦνDR(W )
(iv) Recall m = d− r. Then 〈 , 〉(ν)W,Y is trivial if dim(Y ) ≤ m+ ν − 1.
Lemma 4.3 follows immediately from this. To construct the pairing, we note the decomposition
(4.3.1) H2r(XK ,Ω
•
XK(K)/k
) =
⊕
p+q=2r
HpDR(K/k)⊗K HqDR(XK/K) =
⊕
p+q=2r
HpDR(K/k)⊗k HqDR(X/k),
which is a consequence of the degeneration at E1 of the Leray spectral sequence
Ep,q1 = Ω
p
K/k ⊗K HqDR(XK/K)⇒ Hp+q(XK ,Ω•XK(K)/k)
following from the product structureW ×X over k, and de Rham base change (alternatively, one may apply
the Ku¨nneth formula to Ω•XK(K)/k ≃ Ω•K/k ⊗k Ω•X/k, where the differential d on the left hand side is induced
by dK/k ⊗ 1 + (−1)•(1⊗ dX/k) on the right hand side). Thus from the product structure W ×X over k, we
have the Leray filtration
F νLH
2r(XK ,Ω
•
XK(K)/k
) =
⊕
p≥ν,p+q=2r
HpDR(K/k)⊗k HqDR(X/k).
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Then by composing crXK(K)/k,DR for XK in 3.3.2 with the projection
H2r(XK ,Ω
•
XK(K)/k
)→ HνDR(K/k)⊗k H2r−νDR (X/k),
and by using the natural pairing
H
2(d−r)+ν
DR (X/k)⊗H2r−νDR (X/k)→ H2dDR(X/k) ≃ k,
we arrive at 〈 , 〉(ν)W,X . The above properties are now verified by the same argument as that in [Sa1] §7. 
Proof of Theorem 4.2. Let W,X,Γ be as in 4.2 and assume rk
(ν)
DR(Γ) ≤ ν − 1. Since the assertion does not
specify a ground field, we may select k ∈ F so that X is defined over k and the following further conditions
hold:
(a) There exists Xo,Wo ∈ Ck and Γ ∈ CHr(Wo×Xo,Q) which give rise to W,X,Γ in 4.2 respectively by the
base change via k → C.
(b) Wo has a k-rational point a.
(c) There exists {fi : Yoi → Xo}i∈N, a countable set of morphisms in Ck such that dimYoi ≤ m + ν − 1 for
all i and
Γ∗(A0(W )) ⊂ Ξ def= Image
{⊕
i∈N
CHm(Yi;Q)
f∗−→ CHr(X,Q)
}
+ F ν+1DR/kCH
r(X/C). (Yi = Yoi ×k C)
Let η ∈Wo be the generic point and put K = k(η) and
ξ := Γ • (η ×Xo)− Γ • (a×Xo) ∈ CHr(XoK ;Q).
Theorem 4.2 follows from Lemma 4.3 if we show:
(*) ξ ∈ Image
{⊕
i∈N
CHm(YoiK ;Q)
fK∗−−→ CHr(XoK ,Q)
}
+ F ν+1DR/kCH
r(XoK/K). (YoiK = Yoi ×k K)
Take an embedding ι : K →֒ C of k-algebras, which is possible by the assumption k ∈ F , and let ξC ∈
CHr(X ;Q) be obtained from ξ by the base change. By definition ξC ∈ Γ∗(A0(W )) and hence ξC ∈ Ξ by (c).
To deduce (∗) from this, we consider the commutative diagram⊕
i∈N
CHm(YoiK ;Q)
fK∗−−→ CHm(XoK ;Q)
F ν+1
DR/k
CHm(XoK/K)
↓ ι∗ ↓ ι∗⊕
i∈N
CHm(Yi;Q)
fC∗−−→ CHm(X;Q)
F ν+1
DR/k
CHm(X/C)
It suffices to show the injectivity of the induced map coker(fK∗) → coker(fC∗). This is shown by the same
argument as [Sa1], Lemma (2.9), which we recall for convenience of the readers. Let Sk be as in §3. For
S ∈ Sk we put
ΛS = coker
{⊕
i∈N
CHm(YoiS ;Q)
fS∗−−→ CHm(XoS ;Q)
F ν+1DR/kCHm(XoS/S)
}
.
It suffices to show the injectivity of the induced map g∗ : ΛK → ΛS for any morphism g : S → Spec(K)
in Sk, where for notational convenience ΛK means ΛSpec(K). We may assume g is of finite type, for if
S = Spec(L) for a finite field extension L of K, then we have the functorial map g∗ : ΛL → ΛK such that
g∗g
∗ is multiplication by the degree of L/K, which implies the desired injectivity. Here we used Lemma 3.6.
In general, by what is just shown, we may assume that there exists a section i : Spec(K)→ S of g. Then the
composite ΛK
g∗−→ ΛS i
∗
−→ ΛK is the identity and hence g∗ is injective. This completes the proof of Theorem
4.2. 
Recall {F νBCHr(X ;Q)}ν≥0 as introduced earlier in Definition 2.4 of §2. Theorem 0.2 follows from the
following:
MUMFORD-GRIFFITHS INVARIANTS 17
Corollary 4.4. Let X ∈ C with dimX = d. Assume that either ν ≤ 2 or that there exists a dominant
rational morphism X˜ → X such that the condition B(X˜) holds (cf. §1 (v)). Then
rk
(ν)
DR(F
ν
BCH0(X ;Q)) ≤ ν − 1⇒ H0(X,ΩνX/C) = 0.
Proof. This is an immediate consequence of Theorem 4.2 applied to the case W = X and Γ = ∆X , together
with the following result ([Sa1], Theorem (6.2)). 
Theorem 4.5. Let the assumption be as in 4.4. Then there exists a morphism f : Y → X in C such that
dimY ≤ ν − 1 and
A0(X) ⊂ F νBCH0(X ;Q) + f∗(A0(Y )).
Theorem 0.3 follows from the following result:
Corollary 4.6. Let X ⊂ Pd+1 be a general hypersurface of degree m ≥ 3 over C, where “general” means
corresponding to a point in a certain nonempty Zariski open subset of the universal family of hypersurfaces
of degree m in Pd+1. Let k =
[
d+1
m
]
(greatest integer) and r = d − k and ν = d − 2k, and assume that the
following numerical condition holds:
k(d+ 2− k) + 1−
(
m+ k
k
)
≥ 0.
Then rk
(ν)
DR(A
r(X)) = ν (Note that Ar(X) ⊂ F νBCHr(X) by Proposition 2.7).
Proof. Let GX(k) be the moduli space of the linear subspaces of dimension k contained in X . Then there
exists a smooth projective subvariety W ⊂ GX(k), of dimension ν, such that the induced cylinder map
[Γ]∗ : H
d−2k(W,C)→ Hd(X,C),
is surjective, where Γ ∈ CHr(W×X) is the incidence correspondence ([Le3]). The numerical condition implies
Hk(X,Ωd−kX/C) 6= 0 (see [Le1]) so that Image([Γ]∗) 6⊂ F k+1Hd(X,C). It implies Image([Γ]∗) 6⊂ F 1Hν(W,C),
where [Γ]∗ : Hd(X,C) → Hν(W,C) is the dual of [Γ]∗ ([Sa1], Cor.(8.4)). It follows from Theorem 4.2 that
rk
(ν)
DR(Γ) = ν. In fact, it is also the case that Γ∗
(
A0(W )
)
= Ar(X) ([Le3]), thus rk
(ν)
DR
(
Ar(X)
)
= ν. 
Remark 4.7. The assumption of X being general in Corollary 4.6 is needed in [Le3] to arrive at results on
the level of Chow groups, in particular our above assertion Γ∗
(
A0(W )
)
= Ar(X). For instance, we need
(among other things), the nonsingularity and predicted dimension of the Fano variety of k-planes on X .
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§5. Cycle classes in higher extension groups
In this section we give a brief explanation of cycle classes in higher extension groups in suitable categories
following the works of Green-Griffiths, M. Asakura and M. Saito (cf. [Gr], [As1] and [MSa2]). It is motivated
by Beilinson’s conjectural formula in §0. Fix a base field k ⊂ C as in the previous sections.
5.1. Mumford-Griffiths invariants as higher extensions. Let R be a localization of a smooth algebra over
k and let DR ⊂ Endk(R) be the ring of differential operators generated as a subring by ΘR = Derk(R,R)
(derivations) and R (scalars). If R has a local coordinate {xi}1≤i≤n and {∂i}1≤i≤n is the dual basis of
{dxi}1≤i≤n, we have
DR =
⊕
α∈Zn
+
R · ∂α (∂α := ∂α11 ∂α22 · · ·∂αnn ).
It is endowed with the filtration of differential order:
FpDR =
⊕
|α|≤p
R · ∂α (|α| =
n∑
i=1
αi).
A filtered DR-module is a pair (M,F ) consisting of a DR-module M and an increasing filtration of finite
R-modules FpM ⊂M (p ∈ Z) satisfying
(1) M =
⋃
p∈Z FpM (FpM = 0 p << 0),
(2) FpDR · FqM ⊂ Fp+qM .
LetMF(R) be the category of filtered DR-modules. For an object M = (M,F ) ofMF(R) its Tate twist
M(r) is defined to be (M,F (r)) with F (r)p = Fp−r. Let R(m) ∈ MF(R) be the DR-module R endowed
with the filtration FpR = 0 if p < m and FpR = R if p ≥ m. MF(R) becomes an exact category by defining
a complex in MF(R)
(M1, F1)→ (M2, F2)→ (M2, F2)
to be exact if and only if
GrF1M1 → GrF2M2 → GrF3M3
is an exact sequence of R-modules. Thus we can consider higher extension groups in the sense of Yoneda in
MF(R).
Let f : X → S = Spec(R) be a smooth projective morphism. The de Rham cohomology M =
HqDR(X/S) = H
q(Ω•X/S) with the filtration FpM := F
−pHqDR(X/S) gives rise to an object of MF(R):
We let θ ∈ ΘR act on M via ∇θ, the covariant derivative of θ with respect to the arithmetic Gauss-Manin
connection
∇ : HqDR(X/S)→ Ω1R/k ⊗HqDR(X/S).
Proposition 5.2. (cf. [Gr] and [As1], 3.2) For integers p, q ≥ 0, ExtpMF(R)(R(0), HqDR(X/S)(r)) is iso-
morphic to the cohomology of the following complex
Ωp−1R/k ⊗ F r−p+1HqDR(X/S)
∇−→ ΩpR/k ⊗ F r−pHqDR(X/S)
∇−→ Ωp+1R/k ⊗ F r−p−1HqDR(X/S).
MUMFORD-GRIFFITHS INVARIANTS 19
Corollary 5.3. We recall that S = Spec(R). For integers r, ν ≥ 0 there is a canonical isomorphism
∇Jr,ν(X/S) ≃ ExtνMF(R)(R(0), H2r−νDR (X/S)(r)).
5.4. Arithmetic mixed Hodge modules. In the above construction, the Q-structure is not taken into account.
The theory of arithmetic mixed Hodge modules remedies the defect and gives a refinement of the Mumford-
Griffiths invariants.
For a smooth variety X over k, the category MHM(X) of mixed Hodge modules on X was defined by
Morihiko Saito ([MSa3]). Let X(C) be the set of C-valued points over k endowed with the usual analytic
topology. An object of MHM(X), called a mixed Hodge module on X , is given by a triple (KQ, (M,F ), ι)
satisfying certain properties, where KQ is a perverse sheaf of Q-vector spaces of finite rank on X(C), and
(M,F ) is a filtered DX -module which is holonomic and has regular singularities, and ι is a quasi-isomorphism
(Riemann-Hilbert correspondence)
DR(M) ≃ KQ ⊗ C with DR(M) =M ⊗k Ω•X(C)[dim(X)].
(To be more precise, a mixed Hodge module is equipped with a weight filtration. Since it is not used in this
paper, we have omitted it for the sake of simplicity. The reader may consult the brief exposition in [AS1] §2.)
The category MHM(X) of mixed Hodge modules on X is an abelian category. For a morphism f : X → Y
there are the standard operations f∗, f
∗, f!, f
!, etc., on the derived category of bounded complexes of mixed
Hodge modules on X and Y . There exists a cycle class map
ρrX : CH
r(X ;Q)→ Ext2rMHM(X)(QX(0),QX(r)),
where QX(r) is the Tate object in MHM(X) whose underlying perverse sheaf is QX [dim(X)] (the constant
local system with a degree shift) and whose underlying DX -module is OX with the filtration given by
F−rOX = OX and F−r−1OX = 0.
Let f : X → S be a morphism of quasiprojective smooth varieties over k. The standard operations provide
us with the Leray spectral sequence
Ep,q2 = Ext
p
MHM(S)(QS(0), R
qf∗QX(r))⇒ Extp+qMHM(X)(QX(0),QX(r)),
where Rqf∗ : MHM(X) → MHM(S) is the derived functor on the categories of mixed Hodge modules.
The decomposition theorem for mixed Hodge modules implies that the spectral sequence degenerates at the
E2-term, provided f is proper.
In what follows we assume further that f is proper and smooth. Letting
F νLExt
2r
MHM(X)(QX(0),QX(r)) ⊂ Ext2rMHM(X)(QX(0),QX(r))
be the filtration inducing the spectral sequence, we can show
ρrX(F
ν
BCH
r(X/S;Q)) ⊂ F νLExt2rMHM(X)(QX(0),QX(r))
by the same argument as in [Sa3], Prop.(2-1) (also see the proof of Prop.3.7). Hence we get the induced map
ρr,νX/S : Gr
ν
FCH
r(X/S;Q)→ ExtνMHM(S)(QS(0), R2r−νf∗QX(r)).
If S = Spec(R), there is a natural functor
rMF : MHM(S)→MF(R)
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which sends a mixed Hodge module to its underlying filtered DS-module. We have rMF (QS(m)) = R(m)
and rMF (R
qf∗QX(r)) = H
q
DR(X/S)(r) and the map φ
r,ν
X/S in Proposition 3.7 coincides with the composite
of ρr,νX/S and the map induced by rMF :
ExtνMHM(S)(QS(0), R
2r−νf∗QX(r))→ ExtνMF(R)(R(0), H2r−νDR (X/S)(r)) ≃ ∇Jr,ν(X/S),
where the last isomorphism is given in Corollary 5.3.
Let η : Spec(C) → S be a k-morphism and Xη = X ×S Spec(C) be the base change. Noting that
MHM(Spec(C)) is the category MHS of graded polarized Q-mixed Hodge strucutres, η induces a natural
functor
(5.4.1) rH,η : MHM(S)→ MHS.
It satisfies
rH,η(QS(m)) = Q(m) and rH,η(R
qf∗QX(r)) = H
q(Xη,an,Q(r)),
and the composite of ρr,1X with the map
Ext1MHM(S)(QS(0), R
2r−1f∗QX(r))→ Ext1MHS(Q(0), H2r−1(Xη,an,Q(r))) ≃ Jr(Xη),
coincides with the Griffiths Abel-Jacobi map for Xη, where the first map is induced by rH,η and the second
map is Carlson’s isomorphism ([Ca]).
Remark 5.5. As pointed out by one of the referees, the map induced by rMF into ∇Jr,1(X/S) functions as
an infinitesimal invariant for the map induced by rH,η (as η varies). For ν > 1, rMF ’s induced map serves
as a “higher infinitesimal invariant”.
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§6. A map from cycle classes to de Rham/Mumford-Griffiths invariants
In order to prove Theorem 0.4, we need cycle classes which capture cycles with trivial Mumford-Griffiths
invariants. In this section we construct it by using the arithmetic cycle classes in higher extension groups
in the category of arithmetic mixed Hodge modules. We then apply these ideas to to a particular setting in
§7, by proving Theorem 7.2 below, which in turn implies Theorem 0.4.
Let the notation be as in §5. Let f : X → S be a proper smooth morphism of quasiprojective smooth
varieties over k and let g : S → Spec(k) be the natural morphism. Recall the notation in §1(iv). For
L ∈MHM(S) we have the Leray spectral sequence
Ep,q2 = Ext
p
MHM(Spec(k))(Q(0), R
qg∗L)⇒ Extp+qMHM(S)(QS(0), L)
associated to the derived functor Rg∗ : D
b(MHM(S)) → Db(MHM(Spec(k))). Note that MHM(Spec(k)) is
identified with a subcategory of MHS via the functor rH,η (5.4.1) with η : Spec(C)→ Spec(k) induced by the
natural embedding k →֒ C, and Q(0) denotes the usual Hodge structure. Noting that ExtpMHM(Spec(k)) = 0
for p ≥ 2, we get the short exact sequence
0→ Ext1MHM(Spec(k))(QS(0), Rq−1g∗L)→ ExtqMHM(S)(QS(0), L)→ homMHS(Spec(k))(Q(0), Rq−1g∗L)→ 0.
Apply this to L = R2r−νf∗QX(r) ∈ MHM(S) and we get natural maps
π : ExtνMHM(S)(QS(0), R
2r−νf∗QX(r))→ Λr,ν(X/S) := homMHS(Q(0), Hν(S/C, R2r−νf∗Q(r))),
ker(π)→ Ξr,ν(X/S) := Ext1MHS(Q(0), Hν−1(S/C, R2r−νf∗Q(r))),
where H•(S/C, R2r−νf∗Q(r))), the cohomology of San with coefficients in a local system, is endowed in a
canonical way with a mixed Hodge structure by the theory of mixed Hodge modules ([MSa1]). The composite
of ρr,νX/S and π
(6.1) λr,νX/S : F
ν
BCH
r(X/S;Q)→ Λr,ν(X/S)
is given as follows. Let
crX : CH
r(X ;Q)→ H2r(X/C,Q(r))
be the cycle class map. We have crX(F
ν
BCH
r(X/S;Q)) ⊂ F νLH2r(X/C,Q(r)), (again, by the same argument
as [Sa3], Prop. 2.1), where F νL denotes the filtration inducing the Leray spectral sequence
Ep,q2 = H
p(S/C, Rqf∗Q(r))⇒ Hp+q(X/C,Q(r)),
which degenerates at E2 by Deligne’s criterion ([De3]). Thus the projection to the graded quotient induces
F νBCH
r(X/S;Q)→ Hν(S/C, R2r−νρ∗Q(r))
which is identified with λr,νX/S composed with Λ
r,ν(X/S) →֒ Hν(S/C, R2r−νρ∗Q(r)), the natural inclusion.
In particular we get the natural map
(6.2) ǫr,νX/S : F
ν
BCH
r(X/S;Q) ∩ CHrhom(X ;Q)→ Ξr,ν(X/S)
for which we have
ǫr,νX/S
(
F ν+1B CH
r(X/S;Q) ∩ CHrhom(X ;Q)
)
= 0.
The reader can also consult [Le2] for the similar construction in terms of absolute Hodge cohomology.
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Proposition 6.3. (i) Assume S = Spec(R) is an affine variety. There is an injective map
Φr,νX/S : Λ
r,ν(X/S) →֒ ∇DRr,ν(X/S)⊗k C,
which fits into the commutative diagram
F νBCH
r(X/S;Q)
φr,ν
X/S,DR−−−−−→ ∇DRr,ν(X/S)
↓ λr,νX/S
∩↓
Λr,ν(X/S)
Φr,ν
X/S−−−→ ∇DRr,ν(X/S)⊗k C
where φr,νX/S,DR is defined in (3.7.1).
(ii) Suppose that S and X are projective, and U ⊂ S is an open affine subvariety over k. Then there is a
map
Φr,νX/U : Λ
r,ν(X/S)→ ∇Jr,ν(XU/U)⊗k C, (XU = X ×S U)
which fits into the commutative diagram
F νBCH
r(X/S;Q)
φr,ν
XU/U−−−−→ ∇Jr,ν(XU/U)
↓ λr,νX/S ↓
Λr,ν(X/S)
Φr,ν
X/U−−−→ ∇Jr,ν(XU/U)⊗k C
Proof. Part (i). Recall the notation in §1(iv). The complex of holomorphic forms on S/C with values in
R2r−νf∗C furnishes a resolution of R
2r−νf∗C. Since S is affine, a variant of the Grothendieck Algebraic de
Rham Theorem implies that Hν(S/C, R2r−νf∗C) can be computed from algebraic differential forms ([De2]
(§6, pp. 98-99)). Specifically
Hν(S/C, R2r−νf∗C) ≃ Hν(Ω•S/k ⊗OS R2r−νf∗Ω•X/S)⊗k C,
where the latter term is computed in the Zariski topology. Since S is affine and Ω•S/k ⊗OS R2r−νf∗Ω•X/S is
coherent, Hν(Ω•S/k ⊗OS R2r−νf∗Ω•X/S) is computed as
ker
(∇ : H0(S,ΩνS/k ⊗ R2r−νf∗Ω•X/S)→ H0(S,Ων+1S/k ⊗ R2r−νf∗Ω•X/S))
∇(H0(S,Ων−1S/k ⊗ R2r−νf∗Ω•X/S)) ,
which coincides with ∇DRr,ν(X/S) by definition (Def. 3.2). Thus we have
Λr,ν(X/S) ⊂ Hν(S/C, R2r−νf∗C) ≃ ∇DRr,ν(X/S)⊗k C,
which defines the injection Λr,ν(X/S) →֒ ∇DRr,ν(X/S)⊗k C.
Part (ii). From the work of Deligne (see [B-Z]), the complex
(
Ω•S/k ⊗ R2r−νf∗Ω∗≥r−•XC/SC ,∇
)
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computes F rHν(S/C, R2r−νf∗C). This is in the strong topology, but using the second spectral sequence on
hypercohomology given in [G-H] (p. 446):
′′E•,•2 = H
•
∇
(
H•(Ω•S/k ⊗ R2r−νf∗Ω∗≥r−•XC/SC )
)⇒ H•(Ω•S/k ⊗ R2r−νf∗Ω∗≥r−•XC/SC ),
and the assumed projectivity of S, together with Serre’s work (GAGA), the same result holds in the Zariski
topology. Specifically, we get
F rHν(S/C, R2r−νf∗C) ≃ Hν
(
Ω•S/k ⊗ R2r−νf∗Ω∗≥r−•X/S
)⊗k C.
Next, by restriction there is a map
Hν
(
Ω•S/k ⊗ R2r−νf∗Ω∗≥r−•X/S
)→ Hν(Ω•U/k ⊗ R2r−νf∗Ω∗≥r−•XU/U )
≃
ker
(∇ : H0(U,ΩνU/k ⊗ R2r−νf∗Ω•≥r−νXU/U )→ H0(S,Ων+1U/k ⊗ R2r−νf∗Ω•≥r−ν−1XU/U ))
∇(H0(U,Ων−1U/k ⊗ R2r−νf∗Ω•≥r−ν+1XU/U )) ,
where the isomorphism uses the fact that U is affine. The last term is identified with ∇Jr,ν(XU/U) by Def.
3.2. This gives rise to the desired map. 
It would be nice if one could have Proposition 6.3 (ii) without assuming X and S are projective. Indeed
we will provide strong evidence in support of the following:
Conjecture 6.4. Put
Λr,νalg(X/S) = Image(F
ν
BCH
r(X/S;Q)
λr,ν
X/S−−−→ Λr,ν(X/S).
Then, for any dense affine open U ⊂ S, there is a map
Φr,νX/U : Λ
r,ν
alg(X/S)→ ∇Jr,ν(XU/U)⊗k C, (XU = X ×S U)
which fits into the commutative diagram
F νBCH
r(X/S;Q)
φr,ν
XU/U−−−−→ ∇Jr,ν(XU/U)
↓ λr,νX/S ↓
Λr,νalg(X/S)
Φr,ν
X/U−−−→ ∇Jr,ν(XU/U)⊗k C
Our approach to the above conjecture involves L2-cohomology techniques, where the case dimS = 1 has
been worked out by Zucker (see [B-Z]). The story for dimS > 1 is rather complicated, and is clarified to
some degree in the Appendix to this paper. Indeed, the above conjecture is a consequence of other “very
reasonable” conjectures.
Choose a morphism η : Spec(C) → S whose image is the generic point and let Xη be the base change
via η. By definition Xη is proper smooth over C. Recall ∇Jr,ν(Xη) := ∇Jr,ν(Xη/C) and ∇DRr,ν(Xη) :=
∇DRr,ν(Xη/C) in Definition 3.2.
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Proposition 6.5. (i) There is a map
Φr,νXη : Λ
r,ν(X/S)→ ∇DRr,ν(Xη)⊗k C,
which fits into the commutative diagram
F νBCH
r(X/S;Q)
λr,ν
X/S−−−→ Λr,ν(X/S)
↓ η∗ ↓ Φr,νXη
F νBCH
r(Xη;Q)
φr,νXη−−→ ∇Jr,ν(Xη)⊗k C −→ ∇DRr,ν(Xη)⊗k C
In particular we have
φr,νXη ,DR ◦ η∗(F νBCHr(X/S;Q) ∩ CHrhom(X ;Q)) = 0.
(ii) Suppose that X and S are projective over k or that Conjecture 6.4 is true. Then there is a morphism
Λr,νalg(X/S)→ ∇Jr,ν(Xη)⊗k C
which is compatible with the diagram in 6.5. In particular, we have
φr,νXη ◦ η∗(F νBCHr(X/S;Q) ∩ CHrhom(X ;Q)) = 0.
Remarks 6.7. The construction of the map Λr,ν(X/S)→ ∇Jr,ν(Xη)⊗kC, also appears in [Ke1] in the special
case where X = Y × S with Y, S ∈ Ck. In this case, for an affine open subscheme U ⊂ S, we have
Λr,ν(X ×S U/U) = homMHS(Q(0), Hν(U/C,Q)⊗H2r−ν(Y/C,Q)) →֒ Hν(Ω•U/k)⊗ F r−νH2r−νDR (Y/k)⊗k C
= Hν
(
Γ(U,Ω•U/k)
)⊗ F r−νH2r−νDR (Y/k)⊗k C,
via the comparison isomorphism H•DR(Y/k) ⊗k C ≃ H•(Y/C,C) and Grothendieck’s algebraic de Rham
theorem. One then applies the morphism
Hν
(
Γ(U,Ω•U/k)
)⊗ F r−νH2r−νDR (Y/k)⊗k C→ Hν∇(Ω•U/k ⊗ F r−•H2r−νDR (Y/k))⊗k C.
§7. Detecting nonzero classes with trivial de Rham/Mumford invariant
In this section we take the base field k = Q. Take X ∈ C with dimX = d. For Γ ∈ CQ with dimΓ = 1
and S ∈ C and ξ ∈ CHr(Γ/C× S ×X ;Q), consider the cycle induced map
(7.0) [ξ]∗ : H
1(Γ/C,Q)⊗H2dS−ν+1(S,Q)→ H2r−ν(X,Q).
where dS = dimS. It is easy to see that
[ξ]∗
(
H1(Γ/C,Q)⊗H2dS−ν+1(S,Q)) ⊂ H2r−ν(X,Q) ∩ F r−νH2r−ν(X,C).
Now introduce:
Definition 7.1. Write Hr−ν,r(X) = Hr(X,Ωr−νX/C).
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(i) Define Hr−ν,r
Q
(X) ⊂ Hr−ν,r(X) as the C-vector space generated by the Hodge projected images of [ξ]∗ in
7.0, over all Γ ∈ CQ of dimension 1, and all S ∈ C, and all ξ ∈ CHr(Γ/C× S ×X ;Q).
(ii) For Xo ∈ CQ, we introduce a variant Hr−ν,rQ (Xo/Q) ⊂ Hr−ν,r(X) (X = Xo×QC) of the above definition,
where we only consider S ∈ C
Q
and where we allow ξ ∈ CHr((Γ× S ×X)/C;Q).
For X ∈ C we recall the maps (see (3.7.2) and (3.7.3))
φr,νX,DR : Gr
ν
FBCH
r(X ;Q)→ ∇DRr,ν(X) and φr,νX : GrνFBCHr(X ;Q)→ ∇Jr,ν(X).
The main result is the following:
Theorem 7.2. Assume C(X) (cf. §1 (v)).
(i) If ν ≥ 2 and if Hr−ν,r
Q
(X) 6= 0, then there are an uncountable number of classes in ker(φr,νX,DR).
(ii) Let X = Xo ×Q C with Xo ∈ CQ. If ν ≥ 2 and if Hr−ν,rQ (Xo/Q) 6= 0, then there are an uncountable
number of classes in ker(φr,νX ).
(iii) Assume Conjecture 6.4 is true. If ν ≥ 2 and if Hr−ν,r
Q
(X) 6= 0, then there are an uncountable number
of classes in ker(φr,νX ).
Proof of Theorem. Since the proofs of (ii) and (iii) are similar to and simpler than (i), we will just prove (i).
By assumption, one can find Γ/Q, S and a cycle ξ ∈ CHr(Γ/C× S ×X) such that the map
(7.2.1) ξ∗ : H
1(Γ/C,C)→ Hν−1(S,C)⊗ (H2r−ν(X,C)/F r−ν+1H2r−ν(X,C)),
is nonzero. Note that ν ≥ 2 implies dimS ≥ 1, which will be exploited later.
In what follows, for a Z- or Q-module H of finite rank endowed with a mixed Hodge structure, we denote
J(H) =W0H ⊗ C/
(
F 0W0H ⊗ C+W0H
)
.
It is naturally endowed with a structure of a complex Lie group and for a morphism H → H ′, the induced
map J(H)→ J(H ′) is a homomorphism of complex Lie groups. We note that
Jr(S ×X) = J(H2r−1(S ×X,Z)(r))
and the canonical isomorphism due to Carlson for a Q-mixed Hodge structure H
Ext1MHS(Q(0), H) ≃ J(H).
Consider the composite map
Φξ : CH
1
deg 0(Γ/Q)→ J1(Γ/C)
ξ∗−→ Jr(S ×X)→ J(Hν−1(S,Z)⊗H2r−ν(X,Z)(r)),
where the last map is induced by the projection to the Ku¨nneth component. For dense (Zariski) open U ⊂ S
let
Φξ,U : CH
1
deg 0(Γ/Q)→ J(Hν−1(U,Z)⊗H2r−ν(X,Z)(r))
be the composite of Φξ with the natural map
J(Hν−1(S,Z)⊗H2r−ν(X,Z)(r))→ J(Hν−1(U,Z)⊗H2r−ν(X,Z)(r)).
A key to the proof of Theorem 7.2 is the following:
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Lemma 7.3. Under the above assumption,
lim
→
U⊂S
Image(Φξ,U ),
has infinite rank.
We now finish the proof of Theorem 7.2 assuming Lemma 7.3. We choose spreads of X and S: ChooseM
smooth over Q and proper smooth morphisms X →M and S →M such that for a suitable η : Spec(C)→M
whose image is the generic point, we have X ×M Spec(C) ≃ X and S ×M Spec(C) ≃ S by the base change
via η. Correspondingly we have ξ˜ ∈ CHr(Γ×X ×M S;Q) whose image under
η∗ : CHr(Γ×X ×M S;Q)→ CHr(Γ×X × S;Q)
coincides with ξ. By [Ja], 7.2 (see also [Sa2], 5-1) one can lift the the Ku¨nneth components of the cohomology
classes of the diagonal class [∆X ] ∈ H2d(X ×X,Q) (which are algebraic by C(X)) to
∆˜X (i, j) ∈ CHd(X ×M X ;Q)/
⋂
µ≥1
FµBCH
d(X ×M X/M ;Q) (i+ j = 2d)
such that their restrictions to the fiber Xs for every s : Spec(C)→M
∆˜Xs(i, j) ∈ CHd(Xs ×Xs;Q)/
⋂
µ≥1
FµBCH
d(Xs ×Xs;Q) (i+ j = 2d)
give a Chow-Ku¨nneth decomposition of the diagonal. Then we can let ∆˜X (2d− 2r+ ν, 2r− ν) act on ξ˜ (and
replace ξ˜ by the result) without changing (7.2.1). This will ensure that ξ˜ induces
Φξ˜ : CH
1
deg 0(Γ/Q)→ F νBCHr(X ×M S/S;Q)→ GrνFBCHr(X ×M S/S;Q)
and its image is contained in CHrhom(X ×M S;Q). By the construction in §6, this means
(*) Image(Φξ˜) ⊂ ker
(
GrνFBCH
r(X ×M S/S;Q)
φr,ν
X×MS/S,DR−−−−−−−−−→ ∇DRr,ν(X ×M S/S)
)
.
By construction, Φξ coincides with the composite of Φξ˜ and the map (cf. (6.2))
F νBCH
r(X ×M S/S;Q) ∩ CHrhom(X ×M S;Q)
ǫr,ν
X×MS/S−−−−−−→Ξr,ν(X ×M S/S)
:=Ext1MHS(Q(0), H
ν−1(S/C, R2r−νf∗Q(r))),
where f : X ×M S → S is the projection, and the map
Ξr,ν(X ×M S/S)→ Ext1MHS(Q(0), Hν−1(S,Q)⊗H2r−ν(X,Q)(r)) = J(Hν−1(S,Q)⊗H2r−ν(X,Q)(r))
which is the restriction via S →֒ S/C induced by η (Recall that η : Spec(C) → M gives rise to ηC :
Spec(C)→M/C and S ≃ S/C×M/C Spec(C) by the base change via ηC). Noting that ǫr,νX×MS/S annihilates
F ν+1B CH
r(X ×M S/S;Q)), Lemma 7.3 implies that the image of
CH1deg 0(Γ/Q)
Φξ˜−→ GrνFBCHr(X ×M S/S;Q)
j∗−→ GrνFBCHr(X ×M U/U ;Q)
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has infinite rank in the limit over any dense open j : U →֒ S. Identify a point p ∈ S with a morphism
p : Spec(C) → S and let p˜ : Spec(C) → S be the composite of p and S → S induced by η. Then the
composite of p˜ and S →M is η so that we have X ≃ X ×M S ×S Spec(C) by the base change via p˜. If the
image of p˜ is the generic point, it induces the map
p˜∗ : lim
−→
U⊂S
GrνFBCH
r(X ×M U ;Q)→ GrνFBCHr(X ;Q),
where U ranges over the dense open subschemes of S, and it is injective by [Sa3], Rem.(2-1)(3). Therefore
the composite map
Φξ˜,p : CH
1
deg 0(Γ/Q)
Φξ˜−→ GrνFBCHr(X ×M S/S;Q)
p˜∗−→ GrνFBCHr(X ;Q)
has the image of infinite rank and it is contained in ker(φr,νX,DR) by (∗) and Proposition 6.5. Noting that Φξ˜,p
coincides with
CH1deg 0(Γ/Q)→ CH1deg 0(Γ/Q)⊗ CH0(S;Q)
ξ∗−→ GrνFBCHr(X ;Q)
where the first map sends α ∈ CH1deg 0(Γ/Q) to α⊗ [p], we have thus shown that the image of
ξ∗ : CH
1
deg 0(Γ/Q)⊗ CH0(S;Q)→ GrνFBCHr(X ;Q),
is nontrivial and lies in ker(φr,νX,DR). Thus for suitable P − Q ∈ CH1deg 0(Γ/Q), we have a nontrivial cycle
induced map
CH0(S;Q)→ ker(φr,νX,DR) ⊂ GrνFBCHr(X ;Q).
This induces a nontrivial composite map
λ : S → CH0(S/C;Q)→ ker(φr,νX,DR) →֒ GrνFBCHr(X ;Q),
whose image by an easy argument using dimS ≥ 1, is more than a point. The standard arguments in the
theory of Chow varieties imply that the fibers of λ are c-closed (countably closed). I.e. the fibers of λ are
countable unions of proper subvarieties of S. This is the import of the theory in [R1-2], (also cf. [Sch1]), and
it basically hinges on Lemma 7.4 below. Thus if the image of λ were countable, then S would be a countable
union of proper subvarieties. This is impossible by Baire’s Theorem, which completes the proof of Theorem
7.2. 
Lemma 7.4. Let X ∈ C and Y be a projective variety over C, and assume given a cycle induced map
κ : Y → CHr(X ;Q).
Then κ−1
(
F νBCH
r(X ;Q)
)
is a c-closed subset of Y . Furthermore, if κ(Y ) ⊂ F νBCHr(X ;Q), then the fibers
of the induced map Y → GrνFBCHr(X ;Q) are c-closed.
Proof. Omitted. 
Now we prove Lemma 7.3.
Sublemma 7.3.1. Consider the map
ξ∗ : H
1(Γ/C,Q)→ Hν−1(S,Q)⊗H2r−ν(X,Q)
induced by ξ (as in eqn. (7.2.1)). Then its image is not contained in
N1HH
ν−1(S,Q)⊗H2r−ν(X,Q) +Hν−1(S,Q)⊗N r−ν+1H H2r−ν(X,Q),
where we recall NpHH
•(X,Q) is the largest subHodge structure of H•(X,Q) lying in F pH•(X,C)∩H•(X,Q).
Proof of Claim. Obvious. 
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Sublemma 7.3.2. The image of
J1(Γ/C)
ξ∗−→ Jr(S ×X)→ J(Hν−1(S,Z) ⊗H2r−ν(X,Z)(r))) → J(Hν−1(U,Z)⊗H2r−ν(X,Z)(r)))
is nonzero.
Proof. Recall that
J(Hν−1(S,Z)⊗H2r−ν(X,Z)(r)) = V/L
with
V :=
(
Hν−1(S,C)⊗H2r−ν(X,C))/F r(Hν−1(S,C)⊗H2r−ν(X,C))
and L ⊂ V a lattice. We observe that
F r
(
Hν−1(S,C)⊗H2r−ν(X,C)) ⊂ Hν−1(S,C)⊗ F r−ν+1H2r−ν(X,C).
By the assumption (cf. (7.2.1)) the image of J1(Γ/C)
ξ∗−→ Jr(S ×X) → J(Hν−1(S,Z) ⊗H2r−ν(X,Z)(r)))
is nonzero. By Sublemma 7.3.1 it now suffices to show that the kernel of
J(Hν−1(S,Z)⊗H2r−ν(X,Z)(r))→ J(Hν−1(U,Z)⊗H2r−ν(X,Z)(r)).
is contained in the image of
J(N1HH
ν−1(S,Q)⊗H2r−ν(X,Q)) + J(Hν−1(S,Q)⊗N r+1−νH H2r−ν(X,Q)).
Indeed one has a surjective map
Hν−1(S,Q)⊗H2r−ν(X,Q)(r)։Wν−1Hν−1(U,Q)⊗H2r−ν(X,Q)(r),
whose kernel is contained in N1HH
ν−1(S,Q)⊗H2r−ν(X,Q)(r). Correspondingly the kernel of
J(Hν−1(S,Q)⊗H2r−ν(X,Q)(r))→ J(Wν−1Hν−1(U,Q)⊗H2r−ν(X,Q)(r))
is contained in the image of J(N1HH
ν−1(S,Q)⊗H2r−ν(X,Q)). Next, there is a short exact sequence
0→Wν−1Hν−1(U,Q)⊗H2r−ν(X,Q)(r)→W0
(
Hν−1(U,Q)⊗H2r−ν(X,Q)(r))
→ Gr0W
(
Hν−1(U,Q)⊗H2r−ν(X,Q)(r))→ 0.
Taking global ExtMHS, it gives us the exact sequence
homMHS
(
Q(0), Gr0W (H
ν−1(U,Q)⊗H2r−ν(X,Q)(r)))→
J
(
Wν−1H
ν−1(U,Q)⊗H2r−ν(X,Q)(r))→ J(Hν−1(U,Q)⊗H2r−ν(X,Q)(r)).
Hence it suffices to show that the image of the first map is contained in
J
(
Wν−1H
ν−1(U,Q)⊗N r+1−νH H2r−ν(X,Q)(r)
)
.
We have a short exact sequence
0→Wν−1Hν−1(U,Q)⊗N r+1−νH H2r−1(X,Q)(r)→W0
(
Hν−1(U,Q)⊗N r+1−νH H2r−1(X,Q)(r)
)
→ Gr0W
(
Hν−1(U,Q)⊗N r+1−νH H2r−ν(X,Q)(r)
)→ 0.
Moreover, by using the fact F pHν−1(U,C)/F p+1 = 0 for p > ν − 1, one sees that the natural inclusion:
homMHS
(
Q(0),Gr0W (H
ν−1(U,Q)⊗Nr+1−νH H
2r−ν (X,Q)(r))
)
⊂ homMHS
(
Q(0),Gr0W (H
ν−1(U,Q)⊗H2r−ν (X,Q)(r))
)
,
is an equality. Finally the desired assertion follows from the commutative diagram:
homMHS
(
Q(0),Gr0W (H
ν−1(U,Q)⊗Nr+1−νH H
2r−ν (X,Q)(r))
)
→
J
(
Wν−1Hν−1(U,Q)⊗N
r+1−ν
H H
2r−ν (X,Q)(r)
)
|| ↓
homMHS
(
Q(0),Gr0W (H
ν−1(U,Q)⊗H2r−ν (X,Q)(r))
)
→ J
(
Wν−1H
ν−1(U,Q)⊗H2r−ν (X,Q)(r)
)

In order to complete the proof of Lemma 7.3 we need the following key result.
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Lemma 7.5. Let W be an Abelian variety over Q, and suppose that W/C contains an Abelian subvariety
V over C. Then W contains an Abelian subvariety over Q of dimension = dimV .
Proof. Construct a Q-spread
V →֒ M ×W
ց ւ
M
where M, V are defined over Q and there is η : Spec(C)→M whose image is the generic point of M , such
that V ×M Spec(C) ≃ V . Let s ∈ M(Q) be a general choice of closed point. Then the desired Abelian
subvariety of W is given by Vs. 
The following is probably well-known, but is an immediate consequence of Lemma 7.5.
Corollary 7.6. W/Q is simple ⇔ W ×Q C is simple.
Now we complete the proof of Lemma 7.3. Notice that CH1deg 0(Γ/Q) has the structure of an Abelian
variety overQ. By Sublemma 7.3.2 and Corollary 7.6 together with Poincare´’s complete reducibility theorem,
there exists a simple Abelian subvariety A/Q ⊂ CH1deg 0(Γ/Q), for which the composite
A/C →֒ CH1deg 0(Γ/C) ≃ J1(Γ/C)→ J(Hν−1(U,Z)⊗H2r−ν(X,Z)(r))
is an isogeny onto its image. Now Lemma 7.3 follows from the fact that A(Q) has infinite rank ([F-G]).
Example 7.7. Let X = C × C, where C is a smooth projective curve defined over Q. In this case C(X)
trivially holds. Let
[∆X ] =
∑
p+q=4
[∆X(p, q)] ∈
⊕
p+q=4
H2(X ×X,Q) with ∆X(p, q) ∈ CH2(X ×X ;Q),
be the Ku¨nneth decomposition of the diagonal X →֒ X ×X . Using the notation in Theorem 7.2, we take
Γ = S = C and r = ν = 2 and ξ = ∆X(2, 2). Let η be the generic point of C and take P, Q ∈ C(Q). Noting
∆X,∗ = ∆X(0, 4)∗ +∆X(1, 3)∗ +∆X(2, 2)∗ on CH
2(X ;Q),
we get
ξ∗
(
(P −Q)× η) = (P −Q)× η −∆X(1, 3)∗((P −Q)× η).
Next, we expand ∆X(1, 3) in terms of the diagonal ∆C of C →֒ C ×C. Fix a rational point O ∈ C(Q). Let
T : C × C × C × C → C × C × C × C be the map given by T (t1, t2, t3, t4) = (t1, t3, t2, t4). Then
∆X(1, 3)∗
(
(P −Q)× η) = [T ∗(C ×O ×∆C +∆C × C ×O)]∗((P −Q)× η)
=
[
T ∗
(
∆C × C ×O
)]
∗
(
(P −Q)× η) = (P −Q)×O.
Thus we get
ξ∗
(
(P −Q)× η) = (P −Q)× (η −O),
which is the cycle that was studied earlier by A. Rosenschoen and M. Saito [RS], and later by Matt Kerr
[Ke1]. It should be pointed out that their results about a given 0-cycle satisfying a certain condition, are
more specific than what is presented here.
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§8. A class of examples with trivial Mumford-Griffiths invariant
We first recall that if V, W ∈ Ck, then ([K1])
B(V ) + B(W )⇒ B(V ×W ).
Another fact that we use is the following. Let m = dimW , and assume that j : V →֒ W is of dimension
ℓ, being the cutout of W by m− ℓ hyperplane sections. By the Lefschetz theorem, j∗ : Hℓ(W ) →֒ Hℓ(V ) is
injective. Then B(W )⇒ B(V ) and the surjective left inverse
(
j∗
)−1
: Hℓ(V )→ Hℓ(W ),
is cycle induced. Indeed, one checks that
j∗ ◦ j∗ = Lm−ℓW : Hℓ(W )
∼→ H2m−ℓ(W ),
where LW is the cup product with the polarizing class. If Λ
m−ℓ
W is the inverse to L
m−ℓ
W , then we obtain(
j∗
)−1
= Λm−ℓW ◦ j∗ from the formula
(
j∗
)−1 ◦ j∗ = Λm−ℓW ◦ j∗ ◦ j∗ = Λm−ℓW ◦ Lm−ℓW = Identity.
The following diagram makes the above construction transparent:
Hℓ(W ) −−∣∣
j∗ ւ ≀ ↓ Lm−ℓW
∣∣∣∣
Hℓ(V )
j∗→ H2m−ℓ(W ) ↓ Identity∣∣
(j∗)−1 ց ≀ ↓ Λm−ℓW ∣∣
Hℓ(W ) ←−
Lemma 8.1. (i) Let X, Y ∈ C and Γ ∈ C
Q
with dimX = d, dimΓ = 1, dim Y = d− 1. Assume that B(Y )
and C(X) hold. Further, suppose that we are given a dominating morphism
λ : ΓC × Y → X,
such that the induced map
H0,1(Γ/C)⊗H0,ν−1(Y )→ H0,ν(X),
is nonzero for some integer ν ≥ 2. Then Hr−ν,r
Q
(X) 6= 0 for ν ≤ r ≤ d.
(ii) Further, if X = Xo ×Q C and Y = Yo ×Q C with Xo, Yo ∈ CQ, then Hr−ν,rQ (Xo/Q) 6= 0 for ν ≤ r ≤ d.
Proof. We only prove (i). The proof of (ii) is similar. The hard Lefschetz isomorphism implies that
Lr−νX : H
0,ν(X) →֒ Hr−ν,r(X),
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is injective. Now let S be a smooth cutout of Y by d− ν hyperplane sections, where dimS = ν− 1. By what
we said in the beginning of this section, there is a nontrivial cycle induced map
H0,1(Γ/C)⊗H0,ν−1(S)→ Hr−ν,r(X).
More explicitly, by the above discussion, the cycle inducing this map is given as follows: Let ∆Γ be the
diagonal of Γ in Γ × Γ. If j : S →֒ Y is the inclusion, and if we identify a map T∗ with its associated
correspondence {T∗}, then the cycle is
ξ := Lr−νX ◦ {λ∗} ◦
(〈
Pr∗13(∆ΓC) • Pr∗24(Λd−νY ◦ {j∗})
〉
Γ×S×Γ×Y
)
∈ CHr(Γ/C× S ×X ;Q).
This gives a nonzero element of Hr−ν,r
Q
(X). 
By Theorem 7.2, we arrive at the following:
Corollary 8.2. (i) Let the assumption be as in Lemma 8.1(i). Then, for ν ≤ r ≤ d, GrνFBCHr(X ;Q)
contains an uncountable number of classes with trivial de Rham invariant.
(ii) Let the assumption be as in Lemma 8.1(ii). Then, for ν ≤ r ≤ d, GrνFBCHr(X ;Q) contains an uncount-
able number of classes with trivial Mumford-Griffiths invariant.
Corollary 8.3. Let Xo ∈ CQ of dimension d, and write X = Xo ×Q C. Assume given smooth curves
Γ1/Q, . . . ,Γd/Q and a dominating morphism
Γ1 × · · · × Γd → Xo.
Further assume that C(X) holds. If H0(X,Ων
X/Q
) 6= 0 for some ν ≥ 2, then for ν ≤ r ≤ d, GrνFBCHr(X ;Q)
contains an uncountable number of classes with trivial Mumford-Griffiths invariant.
Since any Abelian variety is dominated by a product of curves, we arrive at the following:
Corollary 8.3. Let Xo be an Abelian variety over Q, of dimension d and write X = Xo×QC. . Then for any
2 ≤ ν ≤ r ≤ d, GrνFBCHr(X ;Q) contains an uncountable number of classes with trivial Mumford-Griffiths
invariant.
One can also arrive at similar results for Fermat hypersurfaces, using the fact that they are dominated
by products of Fermat curves by [KS].
32 J. D. LEWIS & S. SAITO
Appendix: A conjectural overview
We would like to convey our thoughts about the possibility of a map from the space of algebraic cocycles
Λr,νalg(X/S) to the space of Mumford-Griffiths invariants ∇Jr,ν(X/S) ⊗ C, where ρ : X → S is a smooth
proper morphism of smooth quasiprojective varieties over Q. In a nutshell, we believe that it ought to exist.
We base our observations on the situation with intersection cohomology considerations, and the various
conjectures in the literature that seem to imply this.
(I) The issue is whether there is a map from
Λr,ν(X/S) := homMHS(Q(0), H
ν(S,R2r−νρ∗Q(r)) ⊂ Hν(S,R2r−νρ∗C)
at least on the space of algebraic cocycles Λr,νalg(X/S), (which is Hodge conjecturally all of Λ
r,ν(X/S)) to the
space of Mumford-Griffiths invariants ∇Jr,ν(X/S)⊗ C. As already explained in §8, if there is such a map,
and if S is affine, then such a map must be injective. This is because, for S affine, the de Rham invariants
∇DRr,ν(X/S) ⊗ C compute Hν(S,R2r−νρ∗C), and the inclusion of Λr,ν(X/S) in the de Rham invariants
factors through the map to ∇Jr,ν(X/S)⊗ C.
Whether or not there exists a map to the Mumford-Griffiths invariants, we can still say that for S affine,
there is always a map
∇Jr,νalg (X/S)→ Λr,νalg(X/S) ⊂ Λr,ν(X/S),
where ∇Jr,νalg (X/S) is the image of F νCHr(X/S;Q) in ∇Jr,ν(X/S). One simply deduces this from the
commutative diagram below, where Φr,ν is injective.
F νCHr(X/S;Q)
λr,ν
X/S−−−→ Λr,ν(X/S)
↓ ↓ Φr,ν
∇Jr,ν(X/S) → ∇DRr,ν(X/S)⊗ C
The question then is, in more precise terms, is the following.
Question A.0. For S quasiprojective, does there exist a map going the other way, viz.,
Λr,νalg(X/S)→ ∇Jr,ν(X/U)⊗ C,
where U/Q ⊂ S is any affine open subvariety? [Note: If S = U is affine, then this map must necessarily be
injective, if it exists.]
(II) Enter intersection cohomology: We work with this diagram:
X →֒ X
ρ ↓ ↓ ρ
S
j→֒ S
where Y := X\X , Σ := S\S are NCD’s, ρ is smooth and proper, and X, S are smooth projective over Q.
We recall a conjecture of Zucker and Brylinski. First, let V = Rmρ∗C over S. Put
Gi = {g ∈ Ωi
S
〈logΣ〉 ⊗ V | ResΣ˜J g ∈ NJV },
where V is the privileged extension of the bundle associated to V over S to S (see [B-Z] p. 63 for the
definition of V), and NJ for a multiindex J corresponds to monodromy. (See (III) below for a definition of
the MHS V .) All terminology in the conjecture below can be found in [B-Z]. Then according to [B-Z], “We
suspect that the means are available to verify:
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Conjecture A.1. ( [B-Z](3.19)) The complex G• together with the [Hodge] filtration induced from (3-8) [of
[B-Z]], completes [the middle perversity cochain complex] IC•(S,VA) to a cohomological A-Hodge complex
of weight m, such that the Hodge structure it gives on IHi(S,V) coincides with that of (3.16) [of [B-Z]].”
For the benefit of the reader, we will clarify the statement of Conjecture A.1. First of all, we make use of
the identification from [C-K-S2], IHi(S,V) ≃ Hi(2)(S,V), where the former is intersection cohomology and
the latter is L2-cohomology, which has a pure Hodge structure by [C-K-S2]. This defines the Hodge structure
on IHi(S,V). (Alternatively, one has a Hodge structure on IHi(S,V) from the work of M. Saito ([MSa1].)
The privileged extension V has corresponding Hodge filtration subbundles F• ⊂ V , which together with the
monodromy weight filtration, determine a MHS on the central fiber V . One has a corresponding filtered
subcomplex FpGi ⊂ Gi, where we observe that FpGi ⊂ Ωi
S
〈logΣ〉⊗Fp−i, where the latter sheaf is coherent.
The import of Conjecture A.1 is that
F •IH•(S,V) ≃ H•(F•G•).
Note that
FpGi
∣∣∣∣
S
= ΩiS ⊗ F p−iRmρ∗C.
Thus an immediate consequence of this conjecture (with m = 2r − ν and p = r − ν) is the existence of a
map:
(A.2) {Hν(2)(S,R2r−νρ∗C)}r,r → ∇Jr,ν(X/U)⊗ C,
where again U/Q ⊂ S is any affine open subvariety.
Remark A.2.1. It would be nice if one could arrive at and prove an analogous conjecture forHν(S,R2r−νρ∗C).
(III) Relating this to the original problem: We will now assume given our map in (A.2) above. Note that
there is a natural map
Hν(2)(S,R
2r−νρ∗C)→ Hν(S,R2r−νρ∗C).
Of course, in light of [A], one conjectures this to be a morphism of mixed Hodge structures. Using norm
estimates on the weight filtration that arise from the work of [C-K-S1], one argues that:
Proposition A.3. There is a natural map
Hν(S, j∗R
2r−νρ∗C)→ Hν(2)(S,R2r−νρ∗C).
Proof. It suffices to construct a map:
Hν(S, j∗R
2r−νρ∗C)→ IHν(S,R2r−νρ∗C).
Let IC•(S,V) be the middle perversity intersection cochain complex, where V = R2r−νρ∗C. Then
IHν(S,V) := Hν
(
IC•(S,V)
)
;
The “first” hypercohomology spectral sequence ([G-H]) computing Hν
(
IC•(S,V)
)
contains the E2-term:
′Eν,02 := H
ν
(
S,H0(IC•(S,V)).
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Therefore, if there is a natural map
τ : j∗V→ H0(IC•(S,V)),
this, together with partial degeneration, leads to maps:
Hν(S, j∗V)→ ′Eν,02 → ′Eν,0∞ →֒ IHν(S,V),
and hence Proposition A.3. To construct τ , by passing to a finite cover of S, one can assume that the
local monodromy transformations about the NCD Σ ⊂ S are unipotent. In a classical neighbourhood
Uan ∩ S ≃ (∆∗)m ×∆dimS−m. There is no loss of generality in deleting factors ∆. Thus we may assume
the local description Uan ∩ S ≃ (∆∗)m. Let Tj, j = 1, . . . ,m be the local monodromy transformations,
and put Nj = logTj . Let V = OS(V), and V the canonical extension over ∆m. The stalk of V over
0 := (0, . . . 0) ∈ ∆m will be denoted by V . Put
Bp(N1, . . . , Nm;V ) =
⊕
1≤j1<···<jp≤m
Nj1Nj2 · · ·NjpV.
Define the differential
(−1)s−1Njs : Nj1 · · · N̂js · · ·NjpV → Nj1Nj2 · · ·NjpV,
on the various summands of Bp−1(N1, . . . , Nm;V ). This turns B
•(N1, . . . , Nm;V ) into a complex. It is well
known ([C-K-S2]) that
H∗(2)(Uan,V) ≃ H∗
(
B•(N1, . . . , Nm;V )
) ≃ IH∗(Uan,V) = (H∗(IC•(S,V)))0.
The existence of τ follows by noticing that the invariant cycles include(
j∗V
)
0
⊂ H0(B•(N1, . . . , Nm;V )).

Using the natural map R2r−νρ∗C→ j∗R2r−νρ∗C, together with Proposition A.3, we deduce:
Corollary A.4. There is a natural map
Hν(S,R2r−νρ∗C)→ Hν(2)(S,R2r−νρ∗C) ≃ IHν(S,R2r−νρ∗C).
In light of the mixed Hodge structure results in [A], it is natural to expect the following.
Conjecture A.5. The map in A.4 is a morphism of MHS.
Notice that Hν(S,R2r−νρ∗C) is the E2 term of the Leray spectral sequence for ρ.
Corollary A.6. Under the assumption of Conjecture A.5, there is an induced morphism of Hodge structures:
GrνLH
2r(X,C)→ Hν(2)(S,R2r−νρ∗C),
where GrνLH
2r(X,C) is the graded Leray filtration.
Proof. To see this, observe that Hν(2)(S,R
2r−νρ∗C) has a pure Hodge structure of weight 2r, and that by
[A], Hp(S,Rqρ∗C) has a mixed Hodge structure of weight ≤ p + q; moreover the differentials of the Leray
spectral sequence are morphisms of MHS (see [A]). Granted we accept Conjecture A.5, it follows that the
composite
Hν−2(S,R2r−ν+1ρ∗C)
d2−→ Hν(S,R2r−νρ∗C)→ Hν(2)(S,R2r−νρ∗C),
is zero. Applying this same reasoning to the dr’s for r ≥ 3 leads to Corollary A.6. 
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Corollary A.7. Let us assume that Conjectures A.1 and A.5 hold. Then for U/Q ⊂ S affine, there is a
map
(∗) {GrνLH2r(X,C)}r,r → ∇Jr,ν(X/U)⊗ C.
It is natural then to ask whether one can replace X in (∗) by X? The answer appears to be yes, provided
that one restricts to algebraic cocyles. The reason is this. Notice that by purity of Hodge structures, and
polarization, GrνLH
2r(X,C) ⊂ H2r(X,C) as Hodge structures. Let’s assume the Hodge conjecture for Y .
More specifically, if we write the NCD Y in the form Y =
⋃
j Yj , where Yj is smooth, then we are assuming the
Hodge conjecture for each Yj . Then the kernel of H
2r
alg(X)→ H2r(X) involves algebraic cocycles supported
on Y . But any algebraic cycle supported on Y goes to zero in CHr(X). We want to make this more precise.
We need the following.
Lemma A.8. Consider the composite of the natural maps
τ : F νLH
2r(X,Q)→ F νLH2r(X,Q)→ GrνLH2r(X,Q) ≃ Hν(S,R2r−νρ∗Q),
where the first map is the restriction and the isomorphism comes from the degeneration of the Leray spectral
sequence for ρ : X → S. Note that it is a map of Hodge structures and hence induces the map
GrνLH
2r(X,Q)→W2rHν(S,R2r−νρ∗Q) = Gr2rWHν(S,R2r−νρ∗Q).
Then the last map is a surjective morphism of HS.
Proof. First of all, by [A], the weight of Hνc (S,R
2r−νρ∗Q) is ≤ 2r. Hence by duality, the lowest weight space
of Hν(S,R2r−νρ∗Q) is 2r. That the above is a morphism of MHS is the import of [A]. This, together with
cohomology with compact supports yields the exact sequence of MHS:
Hν−1(Σ, R2r−νρ∗Q)→ Hνc (S,R2r−νρ∗Q)→ Hν(S,R2r−νρ∗Q).
Since Y → Σ is a morphism of projective varieties, the weight of Hν−1(Σ, R2r−νρ∗Q) is ≤ 2r − 1. Thus we
have the inclusion
Gr2rWH
ν
c (S,R
2r−νρ∗Q) →֒ Gr2rWHν(S,R2r−νρ∗Q).
By compatibility of Leray spectral sequences together with a weight argument similar to the proof of Corollary
A.6, this induces an injection:
Gr2rWH
ν
c (S,R
2r−νρ∗Q) →֒ Gr2rWGrνLH2r(X,Q) = GrνLH2r(X,Q).
The Lemma A.8 now follows from duality. 
Corollary A.9. (i) For all ν ≥ 0, the kernel of τ in Lemma A.8 lies in the image{
H2rY (X,Q) + F
ν+1
L H
2r(X,Q)
}→ H2r(X,Q).
(ii) For all ν ≥ 0, the natural map
F νLH
2r(X,Q)→W2rF νLH2r(X,Q),
is a surjective morphism of HS.
Proof. Part (i): If ξ ∈ F νLH2r(X,Q) restricts to a class in F ν+1L H2r(X,Q), then by a repeated application
of Lemma A.8, one can find ξ′ ∈ F ν+1L H2r(X,Q) such that ξ − ξ′ restricts to zero in H2r(X,Q). This
implies part (i). The proof of part (ii) is again a repeated application of Lemma A.8, and will be left to the
reader. 
We now arrive at the following:
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Theorem A.10. Let us assume that Conjectures A.1 and A.5 hold, and that the Hodge conjecture holds.
Then Question A.0 is answered in the affirmative.
Proof. We have a commutative diagram
CHr(X) → CHr(X)
↓ cr
X
↓ crX
H2r(X,Q(r)) → H2r(X,Q(r))
⋃ ⋃
F νLH
2r(X,Q(r)) → F νLH2r(X,Q(r))
where cr
X
and crX are the cycle class maps. One can show that c
r
X(F
ν
BCH
r(X/S)) ⊂ F νLH2r(X,Q(r)) by the
same argument as [Sa3], Prop.(2-1) and that λr,νX/S is identified with the composite map:
ψ : F νBCH
r(X/S)
crX−−→ F νLH2r(X,Q(r))→ Hν(S,R2r−νρ∗Q(r)).
Our aim is to construct a natural map Image(ψ)→ ∇Jr,ν(X/S)⊗C by using the map (∗) in Corollary A.7.
Put
CHr(X) ⊃ Ξ := (cr
X
)−1
(
F νLH
2r(X,Q(r)) ∩H2r(X,C)r,r) ∩ (j∗)−1(F νBCHr(X/S)),
where j∗ : CHr(X)→ CHr(X) is the restriction. We have the following commutative diagrams:
Ξ
j∗−→ F νBCHr(X/S)
↓ cr
X
↓ ψ
F νLH
2r(X,Q(r)) ∩H2r(X,C)r,r τ−→ Hν(S,R2r−νρ∗Q(r)),
Ξ
j∗−→ F νBCHr(X/S)
↓ cr
X
↓ φr,νX/S
F νLH
2r(X,Q(r)) ∩H2r(X,C)r,r ∇Jr,ν(X/S)
↓ ↓
GrνLH
2r(X,C)r,r
(∗)−−→ ∇Jr,ν(X/S)⊗ C,
Assuming the Hodge conjecture for the irreducible components of Y , Corollary A.9 (i) implies that the kernel
of τ in the former diagram is contained in the sum of F ν+1L H
2r(X,Q(r)) and the image under cr
X
of the
subgroup of CHr(X) of the cycles supported on Y , which goes to zero under the restriction j∗. Hence, by
a diagram chase and Hodge conjecture for cr
X
, to construct a natural map Image(ψ)→ ∇Jr,ν(X/S)⊗ C, it
suffices to show the surjectivity of Ξ
j∗−→ F νBCHr(X/S).
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Let α ∈ F νBCHr(X/S), and consider its image [α] := crX(α) ∈W2rF νLH2r(X,Q(r)). By Corollary A.9 (ii),
there exists
[α] ∈ F νLH2r(X,Q(r)) ∩H2r(X,C)r,r,
which restricts to [α]. Next α is the restriction of a class α ∈ CHr(X ;Q). Put [α] = cr
X
(α). Thus
[α]− [α] ∈ ker (H2r(X,Q(r))→ H2r(X,Q(r))) ∩H2r(X,C)r,r,
and hence by the Hodge conjecture, [α] − [α] = cr
X
(β), where β ∈ CHr(X) is an algebraic cycle supported
on Y . Notice that (
α− β)∣∣∣∣
X
= α ∈ F νBCHr(X/S),
as any cycle supported on Y goes to zero under the restriction j∗ : CHr(X)→ CHr(X). Furthermore
cr
X
(α− β) = [α] ∈ F νLH2r(X,Q(r)) ∩H2r(X,C)r,r,
which proves the desired assertion. 
Recall from §8 that in the case where S is affine, the composite
Λr,νalg(X/S)→ ∇Jr,ν(X/S)⊗ C→ ∇DRr,ν(X/S)⊗ C,
is injective.3 Thus the somewhat surprising conclusion from all of this, and from a conjectural point of view,
is that with regard to space of algebraic cycles, one loses no information by passing from Mumford-Griffiths
invariants to de Rham invariants. Thus in particular, this would enable us to replace classes with trivial de
Rham invariant, by trivial Mumford-Griffiths invariant in sections 7 and 8.
Finally, in the case dimS = 1, Theorem A.10 holds without any conjectural assumption. By [Z], one has
morphisms of MHS:
Gr1LH
2r(X,C) = H1(S,R2r−1ρ∗C) ≃ H1(S, j∗R2r−1ρ∗C) →֒ H1(S,R2r−1ρ∗C).
Note that H2(S,R2r−2ρ∗C) = 0 if S is affine.
3Warning: The natural map ∇Jr,ν(X/S) → ∇DRr,ν(X/S) is not injective, as one can clearly see from the product case
X = Xo × S.
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