ABSTRACT Vision-based scene recognition aims to find a semantic explanation of a scene image. First, how to learn a sparse feature representation by mapping each cluster of patches into few dimensions is one challenging issue. Sparse coding techniques with l 1 norm regularization are widely used to learn sparse features. However, l 1 norm regularization may not achieve enough sparsity. Furthermore, the initial value has a great influence on the sparsity of codes during the iterative optimization process. Second, how to learn a classifier in a supervised manner in order to improve the generalization is another issue. This paper therefore proposes a scene recognition method and it mainly includes two processes. One is the homotopy iterative hard thresholding (HIHT) algorithm that encodes the sparse representations of local patches by incorporating an l 0 norm regularization. Furthermore, a homotopy continuity strategy is used to improve the sparsity of feature codes by adaptively tuning the regularization factor from large to small values and using the sparse solution of last iteration as the warm start of the next iteration. The other is the extreme learning machine (ELM)-based classifier. Experimental results in 15-class scene data set have shown that the HIHT algorithm outperforms other unsupervised sparse feature learning algorithms in terms of sparsity and entropy. Meanwhile, the ELM-based scene recognition method outperforms the other state-of-the art methods in terms of recognition accuracy.
I. INTRODUCTION
Scene recognition is a fundamental problem in cognitive science, computer vision and robotics. It can be widely applied into computer vision tasks, e.g., object retrieval [1] , 3D reconstruction [2] , and robotic tasks, e.g., topological localization, simultaneous localization and mapping (SLAM) [3] , [4] as well as autonomous navigation [5] .
Within each scene classes, there exist many intra-class variations as shown in Fig. 1 . These variations are mainly caused by the dynamics of each scene (e.g., vehicles are dynamically changing in the highway scene) and the diversity of spatial layout and contained objects (e.g., various spatial layout of the bedroom scene). In contrast, in various scenes, there are inter-class similarity, i.e., different classes share some features, as shown in Fig. 2 . For example, the spatial layout and contained objects are similar between highway and street scenes, whereas field and forest scenes share the appearance features of trees. The intra-class variations and inter-class similarity would lead to serious ambiguity. In order to cope with intra-class variations and inter-class similarity, local patches should be the underlying units of scene feature representations. A number of low-level features are proposed, e.g., gist [6] - [9] , histograms of oriented gradients (HOG) [10] , local binary pattern (LBP) [11] , [12] and scale-invariant feature transform (SIFT) [13] - [15] . However, such low-level local representations are not discriminative.
Inspired by biological findings that there exists lateral inhibition between neurons, bag-of-features (BOF) [16] - [20] is one of the techniques used to map low-level local features into sparse representations. It aims to improve the sparsity of encoded features in the sense that one or few dimensions have non-zero element for each encoded feature. That is, each local patch is mapped into one or few feature dimensions so as to improve the selectivity and discrimination between itself and other patches.
Correspondingly, sparse coding is one of the widely used techniques for BOF [21] - [23] with the cost function which aims to minimize the reconstruction error and l 0 norm of coded features. However, the solution to l 0 norm requires combinatorial search and it is intractable in high-dimensional space. One way to address this problem is based on greedy approximation, e.g., orthogonal matching pursuit (OMP) [24] . In such methods, however, the minimization of l 0 norm is merely approximated by limiting the number of matched atoms to be lower than a predefined threshold. In other words, such methods do not operate on the l 0 penalized cost functions, resulting that it is difficult to achieve a good balance between reconstruction error and sparsity. Another way is to relax non-convex l 0 norm to convex l 1 norm, e.g., feature sign search (FSS) [25] . Some studies have furthermore shown that the solution of l 1 norm is the same with that of l 0 norm provided that the sparsity of the solution is smaller than the number of correlated atoms in the dictionary [26] . However, before solving the problem, it is hard to know whether the above condition is satisfied. That is, solving l 1 norm might not achieve enough sparsity. Thus how to solve the sparse coding with non-convex and non-differential l 0 norm is the first challenging issue.
In order to achieve a good balance between reconstruction error and sparsity, l 0 norm should be included in the cost function as a regularization item. Most of sparse coding methods [22] , [25] manually specify the regularization factor. However, if a fixed hand-craft regularization factor is given, an overly large value would lead to a solution with great reconstruction error while a small one could not achieve a solution with adequate sparsity. In the community of statistics, some techniques, e.g., cross-validation, Akaike information criterion or Bayesian information criterion, can be used to choose a regularization factor. But an additional data set for validation is required for such techniques. Furthermore, the sparse coding procedure performs in an instance mode rather than a batch mode. It indicates that the regularization factor might be not the same for all feature instances. However, it would be better if there is an individual regularization factor for each feature instance. Thus how to adaptively tune the regularization factor to achieve a solution with adequate sparsity and small reconstruction error is the second challenging issue.
Given the sparse features, a classifier is required to map the sparse features to class labels. One-to-all support vector machine (SVM) has been widely proposed for scene recognition [19] , [27] . However, due to the underlying mechanism of binary classification, they have to face the serious unbalance between the numbers of positive and negative training samples. Logistic regressor has also been used as an end classifier, especially for deep neural networks, but the gradient descent based training strategy is likely to get stuck in a local optimum and time-consuming. Thus how to keep a good balance between recognition accuracy and computational cost for the end classifier is the third challenging issue.
In order to addresses the aforementioned issues, this paper proposes a scene recognition method. The first contribution is the sparse feature learning algorithm based on a homotopy iterative hard thresholding (HIHT) method proposed in one of authors' previous work [28] . This algorithm maps the low-level feature of each patch into a sparse representation by minimizing the cost function consisting of the reconstruction error and l 0 norm. It can get a closed-form solution for each iteration based on proximal gradient technique and hard thresholding function. More importantly, a homotopy continuity strategy is used in HIHT algorithm to tune the regularization factor from a large value to a small one by using the sparse solution of last iteration as the warm start of the next iteration. At the beginning, a large regularization factor would produce a relative sparse solution. With the decrease of the factor, all intermediate iterations along the solution path are sparse. As a result, a final solution with adequate sparsity and small reconstruction error can be achieved. Furthermore, the homotopy strategy can also speed the convergence of each iteration since the warm start gives a sparse initialization.
The second contribution is the classifier for scene recognition by using extreme learning machine (ELM) algorithm [29] . ELM is a learning algorithm for singlehidden-layer feedforward neural networks (SFNN). The first advantage of ELM is that the input weights between input and hidden layers are randomly assigned such that only the output VOLUME 6, 2018 weights between hidden and output layers requires training. It results that the gradient based back-propagated tuning is not needed and the computational cost of training process is very cheap. Such learning strategy furthermore leads to the universal approximation capability [30] . The second advantage of ELM algorithm is that generalization is improved in ELM algorithm in that the norm of output weights is also included in the cost function. As a result, ELM algorithm has greatly improved its classification capability for multi-class recognition. Some variants of ELM have been also proposed [31] - [34] and used for visual tasks [35] , [36] .
The remainder of this paper is organized as follows. Section II reviews related work on scene recognition. Section III introduces the framework of this proposed scene recognition method. Sections IV presents the details about sparse feature mapping module. Section VII shows experimental results.
II. RELATED WORK
Earlier psychological studies assumed that scene recognition is a progressive reconstruction of the input from local measurements [37] . Inspired by this assumption, several methods in the community of robotics have been proposed to recognize the scenes by identifying landmark objects [38] , [39] or segmented regions [5] , [40] in the scenes.
But recent psychological experiments suggested that humans have an ability to instantly summarize the characteristics of the whole scene prior to attentional selection [41] - [45] , i.e., local information might be spontaneously ignored during a rapid categorization of scenes. This fact indicates that object variations have less influence on scene recognition even when these variations affect meaningful parts of the scene [46] - [48] .
Inspired by these cognitive findings, a number of BOF techniques have been proposed for scene recognition in the community of computer vision. In BOF methods, a finite codebook is learned in an unsupervised manner (e.g., k-means [16] ) or in a supervised manner [23] , [49] to form a new feature space, i.e., each visual word in the codebook represents a dimension in the new feature space. Then each training sample is encoded in terms of the codebook using hard quantization [16] or soft quantization [50] . These coded features associated with their local information are then pooled over some image neighborhood. Generally, each of such methods consists of three successive modules: Low-level descriptor extraction, feature coding and spatial pooling [23] .
Low-level descriptor aims to give a robust appearance representation for each local region. Statistics techniques, e.g., histogram, are used to summarize feature primitives over each region. In order to improve robustness to illumination changes, oriented gradients are widely used as feature primitives, e.g., histogram of oriented gradients (HOG) [10] and scale-invariant feature transform (SIFT) [13] - [15] . Furthermore, SIFT descriptor is robust to rotation since gradients used for histogram accumulation are relative to the region's principle orientation. Grey is also used as a type of feature primitives to construct low-level descriptors, e.g., local binary patterns (LBP) [11] . Other descriptors, e.g., gist [6] - [9] and texton [7] , employ multi-scale Gabor-like filters to extract orientation energy as feature primitives. Hyper-spectral images has also been used for scene classification recently [51] . Feature coding maps low-level descriptors into a mid-level feature space that is determined by learned codebook or dictionary. The major objective of feature coding is to encode desirable properties, such as compactness, sparseness, statistical independence [23] . There are mainly two components of feature coding: 1) codebook/dictionary learning and 2) coding. Since codes and codebook are both unknown initially, the feature coding is often iteratively optimized with respect to codebook and codes alternatingly while holding the other fixed. Earlier scene recognition methods [27] employ clustering techniques, e.g., K-means, to learn the codebook by minimizing the reconstruction error. The mean vector of a learned cluster is regarded as a visual word in the codebook. Recently, sparse coding techniques have been used for scene recognition [21] , [22] by including the l 1 norm of encoded features as a penalty. By holding sparse codes fixed, the dictionary learning can be regarded as a least squares problem with certain constraints of sparse codes and therefore it can be efficiently solved by using Lagrange dual [25] . While holding dictionary fixed, sparse codes can be alternatively optimized. But l 1 norm introduces the issue of non-differentiation. A feature sign search (FSS) [25] algorithm was proposed to cope with the non-differentiation problem by first guessing the sign of codes and then solving the resulting unconstrained quadratic optimization problem. FSS algorithm has been widely used for scene recognition [21] . In order to remain the local consistency in the input feature space, locally-constrained linear coding (LLC) algorithm [22] and Laplacian sparse coding algorithm [52] are further proposed for scene recognition by including some constraints of local proximity in terms of input features during dictionary learning. Principle component analysis (PCA) techniques are also used for unsupervised dictionary learning to achieve statistical independence, e.g., gist feature [9] for scene recognition. Currently some supervision information is also included in the cost function to learn a discriminative dictionary [23] .
Spatial pooling techniques aim to summarize these local encoded features over their large neighborhoods such that their spatial context can be encoded to form a final global representation. Such summarization includes two ways: Average of codes over neighborhoods (i.e., average pooling) and maximum of codes over the neighborhoods (i.e., max pooling) [23] . Furthermore, spatial pyramid matching (SPM) technique [19] outlines how to determine the neighborhoods at multiple scales. In order to delineate the irregular spatial context, a Jensen-Shannon (JS) tiling method is proposed for pooling [53] . This method explores the tiling search space and evaluates the generated tilings by a proxy based on the JS divergence.
Once the global feature of a scene image is extracted, it is sent into a classification system. Currently most methods employ one-to-all strategy with linear SVMs or intersection kernel SVMs [19] , [27] as base classifiers or use back-propagation based neural network [9] for the multi-class scene recognition. CNN based methods use logistic discriminant (i.e., softmax discriminant) for final classification by assuming that the log ratio between posteriors of any two classes is linear. An ensemble of ELMs with stacked autoencoder has also been used for image classification [54] .
Recently, deep neural networks (DNN), e.g., convolutional neural network (CNN) combined with recurrent neural network [55] and restricted Boltzmann machines (RBM) based deep belief network [56] , [57] , have been used to automatically learn feature representations in a supervised manner. These DNN algorithms combine feature extraction and classification (e.g., using logistic classifier) into a unified neural network. Experiments have shown that a well-trained CNN can achieve great sparsity of feature representation. However, the gradient based back-propagation training is still likely to get stuck in a local optimum. Moreover, there are many learning parameters for deep neural networks such that a huge number of training samples are required to avoid an over-fitting solution. Fig. 3 illustrates the framework of this proposed scene recognition method. This method includes four successive modules: Low-level feature extraction, sparse feature mapping, spatial pooling and classifier.
III. FRAMEWORK OF THIS PROPOSED METHOD
As one of widely used manually-designed descriptors for scene recognition, dense SIFT [19] is used as the low-level feature in this proposed method due to its robustness and rotation invariance. Compared against sparse SIFT descriptors [13] - [15] , [58] , the keypoints of dense SIFT are regularly sampled at a fixed step denoted as l step . Centered around each keypoint, a regular patch is defined and its size is l d × l d pixels. Neighboring patches are partially overlapping. For each patch indexed by k, its dense SIFT descriptor is extracted and denoted as x k . The dimension number of x k is denoted as M . Such descriptors of all patches in the whole image form a set of low-level features denoted as {x k } {k=1,2,··· ,K } . The cardinality of this set is denoted as K .
The module of sparse feature mapping non-linearly maps the low-level features into sparse representations. During the training stage, this module consists of two iterative steps: sparse coding and dictionary update. By fixing the dictionary, HIHT algorithm outputs the sparse code of each patch's low-level feature. By fixing the currently obtained sparse codes of all patches, Lagrange dual algorithm [25] is used to learn/update the dictionary in an unsupervised manner. These two alterative steps are terminated when the dictionary's update is lower than a predefined threshold.
The module of spatial pooling summarizes the sparse features of all patches in an image. Inspired by SPM method [19] , this module first segments the image into several regions according to manually-defined spatial layout. Then max pooling strategy in terms of each feature dimension is used to make a histogram based statistics over each region. These obtained histograms are finally concatenated to achieve a global feature representation of the image.
The classifier module consists of two stages: Training and recognition. The training stage uses kernel ELM algorithm to learn output weights of the SFNN given all training images. the kernel ELM randomly assigns a set of kernels at the hidden layer. The training inputs include a matrix Y where each row is the global feature vector of a training image and its class label vector Z where each entry indicates which class the training image belongs to. Details of the training process can be seen in section VI. In the recognition stage, the classifier module outputs the class label given the global feature y of a test image.
IV. SPARSE FEATURE MAPPING A. HIHT ALGORITHM FOR SPARSE CODING
Given a low-level feature vector x k , this module aims to achieve its sparse feature representation s k by minimizing the reconstruction error as well as l 0 norm of s k . The cost function g(s k ) is shown as
where
×P is the over-complete dictionary that includes P atoms, s k ∈ R P , and λ is the regularization factor.
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Let s = s k and b = x k . The cost function can be expressed as
The cost function g can be divided into two parts:
2 and ϕ(s) = λ s 0 , by assuming that S = dom f = dom g. Although ϕ is non-convex and non-differential, f is convex and differentiable.
Since the gradient of f (s), denoted as ∇f (s), is Lipschitz continuous with parameter L f > 0, a quadratic upper bound on f can be obtained for all s 1 , s 2 ∈ S (Derivation can be seen in Appendix):
By adding h(s 2 ) to both sides in (3), we can get
Since (4) holds for any s 2 ∈ S, we have
where g * denotes the optimal value at point s * , s is any point in S.
Hence the solution of (1) can be achieved by iteratively solving the subproblem
where l denotes the iteration index. By removing the item f (s l ) and adding an item 1 2L ∇f (s l ) 2 2 , both of which are independent on s and thus can be seen as constant items, the right hand of (6) can be rewritten as
Thus the subproblem in (6) can be rewritten as
It can be seen that (8) is also the result by using proximal gradient method.
We can rewrite (8) as
Although s 0 is non-convex, it can be separated into the sum of functions of the individual components of its argument as shown in (10)
and [·] i denotes the i-th component of a vector. Thus the subproblem in (9) is also separable and can be rewritten as
By using the hard-threshold function [59] , there is a close-form solution of s l+1
It can be seen that there are two tuning parameters of the solution (13): L f and λ. These two parameters can be dynamically updated in this proposed HIHT algorithm.
Given λ, one recursive process (called L-tuning) automatically tunes parameter L f . In each L-tuning's iteration indexed by l, given an initial solution denoted as s l , Armijo-type backtracking procedure [60] (called backtracking loops) is used to recursively find a suitable L l and update s l+1 . Once all iterations of L-tuning are finished, an optimal solution of s and corresponding L f are both obtained.
The stop condition of each backtracking loop can be derived as follows. Assume that there is a constant L > L f . From (4), we can get
where the last inequality follows from (6).
From (14), we can furthermore get
At the beginning of an L-tuning iteration indexed by l, the initial solution s l and the initial value of L l are given. Then backtracking procedure recursively updates both s l+1 and L l until the condition as shown in (16) is satisfied. Thus, at the end of L-tuning iteration l, a suitable L l can be found and the solution s l+1 is achieved. However, the solution s l+1 might not be optimal at this time. Therefore, several L-tuning iterations are conducted until the solution of s is not changed much. That is, given a positive threshold that is small enough, the stop condition is s l − s l−1 2 2 ≤ . At this time, an optimal solution of s and corresponding L f are both obtained for a given λ.
Given an acceptable range [L min , L max ], the initial value L 0 can be set as L 0 = L min . According to [61] , L min can be estimated as
where d p denotes the p-th column of dictionary D.
Another recursive process (called λ-tuning) automatically tunes regularization factor λ. This process begins from a large initial value λ 0 . At the end of each λ-tuning iterations indexed by j, an optimal solution s j is obtained given λ j . Then λ is updated as λ j+1 = ρλ j , where ρ ∈ [0, 1], and s j is used as the initial solution for the next iteration j + 1. The λ-tuning process stops once λ is small enough. That is, given a positive lower-bound λ target that is small enough, the stop condition is λ j ≤ λ target . The initial value λ 0 can be determined as follows. Based on (18), it is not hard to see that the cost function g(s) has a strict global minimum at s = 0 if λ > b 2 2 [62] . In order to avoid to fall into s = 0, λ should be within the range λ ∈ (0, b 2 2 ] . Thus this paper selects λ 0 = b 2 2 . Meanwhile, the initial solution at the beginning of algorithm can be set as
At the beginning of the λ-tuning procedure, the large initial value λ 0 can get a relative sparse solution s 0,l while the reconstruction error is large. The subsequent iterations can gradually reduce the reconstruction error with the decrease of λ j . Meanwhile, each subsequent iteration starts from the sparse solution obtained at the last iteration such that the current iteration searches for a solution within the local space around the last sparse solution. As a result, a final solution
3: Output: s * k ********************************************* // λ-tuning 4: j = 0; 5: while λ j > λ target // An λ-tuning iteration indexed by j 6: l = 0; 7:
do // An L-tuning iteration indexed by l 10: Calculate s j,l+1 using (13) 
Calculate s j,l+1 using (13) with adequate sparsity and small reconstruction error can be achieved. The pseudocode of this HIHT algorithm for sparse coding is given in algorithm 1. Given each low-level feature x k , its sparse code s k is calculated by using this algorithm.
The proof of convergence of this HIHT algorithm has been shown in one of authors' previous work [28] .
B. LAGRANGE DUAL ALGORITHM FOR DICTIONARY UPDATE
Dictionary D is recursively updated by solving the optimization problem as shown in (19) given all input low-level features X = [x 1 , . . . , x K ] and their sparse codes S = [s 1 , . . . , s K ]. Since labeling information of samples are not used, this dictionary learning process is unsupervised.
Minimize: g(D)
where · F denotes Frobenius norm of a matrix. The constraint indicates that the l 2 norm of each atom in the dictionary is not larger than a threshold c and this paper sets c = 1. This cost function is a least squares problem with quadratic constraints and it can be efficiently solved using a Lagrange VOLUME 6, 2018 dual [25] . First a Lagrange is constructed as
where γ = [γ 1 , . . . , γ P ] T , each γ p ≥ 0 is a dual variable, and
The gradients of L(D, γ ) with respect to D are
Based on KKT conditions, the gradients of L(D, γ ) with respect to D are set to be 0 and we can get
By substituting (22) into (20), we can get the Lagrange dual:
The gradients and Hessian of L(γ ) are computed as
where I p ∈ R P is the p-th unit vector. (25) Thus the Lagrange dual (23) can be optimized using Newton's method or conjugate gradient to get an optimal γ * . Replacing γ * in (22) , the optimal dictionary D can be finally obtained.
V. SPATIAL POOLING
This module makes a statistical representation in terms of the sparse features according to the spatial layout. As shown in Fig. 4 , this proposed method uses three types of spatial layout at two scales: 1 × 1, 4 × 1 and 1 × 4. The 1 × 1 layout is at the coarser scale while 4 × 1 and 1 × 4 layouts are at a finer scale. The 1 × 1 pooling gives an overall statistics over the whole image. The 4 × 1 layout is inspired from the fact that each of most natural images can be divided into four levels, including sky, buildings, objects and ground, along the vertical direction. The 1 × 4 layout is a orthogonal version of the 4 × 1 layout and aims to delineate average segmentation along the horizontal direction. Over each segment R t in these three types of spatial layout, a histogram y t is accumulated and its dimension number is P (i.e., the dimensionality of a sparse feature). Max pooling function as show in (26) is used to accumulate each histogram.
where T = 9 in this proposed method. Finally all y t are concatenated to form a global feature representation y for the whole image. The dimension number of y is denoted as Q = P × T .
VI. KERNEL ELM BASED CLASSIFIER A. STRUCTURE OF AN ELM-BASED CLASSIFIER
ELM algorithm is used in this paper to train the classifier. The input layer is connected to the input feature vector y (i.e., pooled sparse feature) of a scene image. At the hidden layer, the number of hidden nodes is denoted as U . The output of a hidden node indexed by u is denoted as g(y; w u , b u ) = g(y · w u + b u ), where g is the activation function, w u is the input weight vector between this hidden node and all input nodes, b u is the bias of this node and u = 1, ..., U . The hidden layer's output can be denoted as
. At the output layer, the number of output nodes is denoted as V and it is equal to the number of scene classes. The output weight between the u-th hidden node and the v-th output node is denoted as β u,v , where v = 1, ..., V . Thus, the output vector at the output layer can be written as
During the recognition process, given a test sample y, its class label of can be determined as
B. TRAINING PROCESS OF AN ELM-BASED CLASSIFIER
Given N training sample pairs, each of which consists of a global feature vector y n and its binary class label vector (i.e., ground truth) z n = [z n,1 , · · · , z n,V ], where n = 1, 2, ..., N . In the label vector, each entry indicates whether or not the sample y n belongs to the corresponding class. All labels can form a matrix denoted as
Since the input weights and biases {w u , b u } u=1,...,U are randomly assigned, only the output weight matrix β as shown in (28) are trained in the ELM algorithm.
By taking all training samples {y n } into (27) , their outputs can form a linear representation: Hβ, where
. . .
The training process aims to minimize the training error Z − Hβ 2 and the norm of output weight β . So the training process can be represented as a constrained-optimization problem:
Subject to:
where constant C is used as a regularization factor to control the trade-off between the closeness to the training data and the smoothness of the decision function such that generalization performance is improved. Lagrange multiplier technique is used to solve the above optimization problem. If matrix ( I C + H T H) is not singular, solution β can be obtained as
If matrix (
is not singular, solution β can be obtained as
It can be seen that the dimensionality of (
Therefore, if the number of training samples is huge, the solution in (32) can be used to decrease computational cost; Otherwise, the solution in (33) can be used. It can be seen that there are only two tuning parameters: One is the number of hidden nodes (i.e., U ) and the other is the regularization factor (i.e., C).
C. KERNEL ELM BASED CLASSIFIER
In the case that feature mapping function h(x) is unknown, kernel technique can be applied into ELM based on Mercer's condition. That is, given two input vectors y n 1 and y n 2 , the dot product of their mapped features h(y n 1 ) · h(y n 2 ) can be replaced by a kernel function φ (y n 1 , y n 2 ) .
Therefore, based on (33), the output vector f(y) of a kernel ELM can be represented as
and U denotes the number of kernels, i.e., number of hidden nodes. These kernels are randomly selected from the training set.
In this paper, Gaussian function is used as the kernel φ:
where σ denotes the spread (i.e., standard deviation) of the Gaussian function.
VII. EXPERIMENTS A. DATASETS AND EXPERIMENTAL SETUP
The 15-class scene benchmark dataset [19] is used to validate the proposed method. This dataset consists of 4,485 scene images over 15 classes, including indoor scenes (e.g., living room and kitchen) as well as outdoor scenes (e.g., street and industrial). Each class has 200 to 400 images and these images vary in size and the average size is about 300 × 250 pixels. In order to keep a balance between classes in terms of training samples, this paper randomly selects 100 images per class for training and the left for testing. Table 1 shows the details of this dataset. It is important to note that 10 training-test data partitions are randomly selected in the dataset in order to give a statistical evaluation. In the dense SIFT descriptor extraction, the step between keypoints is set as l step = 10 pixels. The patch size is set as l d = 8 √ 2 pixels. In this HIHT algorithm, The number of atoms is set as P = 1024, = 10 −6 , λ target = 10 −4 . Two tuning parameters of the kernel ELM are set as follows: Gaussian kernel spread σ = 0.8 and regularization factor C = 100.
B. EVALUATION ON SPARSE FEATURE MAPPING
In order to evaluate the performance of this HIHT algorithm, this paper compares against FSS algorithm 1 as a representative of l 1 norm penalty based algorithms and OMP algorithm 2 as a representative of l 0 norm penalty based algorithms. Lagrange dual algorithm is used for dictionary update during the evaluation of sparse feature mapping.
In this evaluation, the regularization factor λ in FSS algorithm is set as λ = 0.1× D T x k ∞ . By comparing the regularization factor used in FSS against λ target used in HIHT, it can be seen that FSS algorithm gives more weight to the sparsity penalty item than HIHT algorithm. The reconstruction error threshold in OMP algorithm is set as = 10 −6 .
Two measures are proposed to evaluate the performance of sparse feature coding. One is average sparsity of sparse features. As shown in (37) , it is the average number of non-zero elements over all sparse features. Thus smaller the average sparsity is, higher sparsity the obtained features are. Higher sparsity indicates that the features are distributed in terms of fewer dimensions and it is a prerequisite for improving the discrimination of features. Table 2 shows the average sparsity obtained by HIHT, FSS and OMP algorithms. It can be seen that this HIHT algorithm has higher sparsity than the other two algorithms.
where s k,n denotes the obtained sparse feature vector of patch k in image I n , K n denotes the total number of patches in image I n . The other measure is class-wise entropy of non-zero elements. It aims to measure the uncertainty of non-zero elements' distribution in each class. It is estimated by using (38 Before this measure is estimated, a histogram h(s k |v) is accumulated along feature dimensions over all sparse features s k in the same class v. Thus higher entropy indicates that non-zero elements in the same class are much more uncertainly distributed in various dimensions. In contrast, lower entropy indicates that non-zero elements in the same class are certainly distributed in fewer dimensions. In order to improve the discrimination of feature representations between classes, lower entropy is preferred for each class. Table 3 shows the entropy of 15 classes obtained by using HIHT, FSS and OMP algorithms respectively. It can be seen that this HIHT algorithm has lower entropy than the other two algorithms.
class-wise entropy = − P p=1 h p (s k |v) log h p (s k |v), (38) where h p (s k |v) denotes the p-th dimension of the histogram h(s k |v) and P denotes the number of dimensions of sparse features (i.e., number of atoms in the dictionary).
In order to give a qualitative illustration, the sparse feature distributions (i.e., h(s k |v)) of two classes (i.e., coast and forest) obtained by HIHT, FSS and OMP algorithms are shown in Fig. 5 . First, it can be seen that sparse features obtained by HIHT have more zero elements than the other two algorithms. Secondly, HIHT algorithm only uses a few dimensions to place most non-zero elements, but the other two algorithms require a lot of dimensions to place most non-zero elements. In consistent with the above intra-class entropy measure, non-zero features are distributed in terms of much fewer dimensions in HIHT algorithm than the other two algorithms. Table 4 also shows the average computational time of this proposed HIHT algorithm compared against IHT algorithm (i.e., without homotopy strategy), FSS algorithm and OMP algorithm. It can be seen that this proposed HIHT algorithm greatly outperforms IHT algorithm due to the use of homotopy strategy. Meanwhile, the HIHT algorithm has the comparable computational cost with FSS algorithm. Therefore it can be concluded that, compared with FSS algorithm, the HIHT algorithm can greatly improve the sparsity by replacing l 1 -norm regularization with l 0 -norm regularization without increasing the computational cost. Although OMP algorithm has shown lower computational cost, the sparsity obtained by OMP algorithm is not satisfactory.
C. EVALUATION ON COMPETING CLASSIFIERS
In order to evaluate the performance of kernel ELM, this paper uses one-to-all strategy based SVM 3 and logistic discriminant as competing classifiers. 3 http://www.csie.ntu.edu.tw/ cjlin/libsvm/index.html Given the same HIHT sparse features and spatial pooling method, the average recognition accuracy obtained by using these three classifiers are respectively shown in Table 5 . It can be seen that the kernel ELM outperforms another two competing classifiers. 
D. EVALUATION ON OVERALL PERFORMANCE
This proposed method is finally compared with other stateof-the-art methods of scene recognition. These competitors can be mainly divided into three types: 1) sparse features with unsupervised dictionary learning, 2) sparse features with supervised dictionary learning, and 3) deeply learned features. Average recognition accuracy is used for performance evaluation. This paper directly adopts the performance data published in their corresponding papers for comparison. Although various methodologies, e.g., different feature extraction and classification techniques, are used for these methods, this type of comparison can give an overall evaluation at the system level. Table 6 lists the recognition accuracy of this proposed method and other methods. The average recognition accuracy of this proposed method reaches 88.37%. It can be seen that this proposed method not only outperforms the methods based on sparse features with unsupervised dictionary learning [19] , [21] , [53] , [63] - [65] but also outperforms some of methods based on sparse features VOLUME 6, 2018 with supervised dictionary learning [23] and deeply learned features [56] , [57] , [66] .
Detailed evaluation at the class-level is also given in terms of confusion matrix. Fig. 6 shows the patterns of confusion across classes obtained by this proposed method and deep convolutional neural network (using Alex-net) [66] based method. In this figure, coordinates in X-axis and Y-axis denote 15 scene classes. Color at coordinates (x, y) denotes that the number of test samples whose ground truth labels are x while machine's output labels are y. It can be seen that this proposed method shows fewer points in the non-diagonal region (i.e., fewer false positives and false negatives) than Alex-net based method.
VIII. CONCLUSION
This paper presents a scene recognition method including an HIHT algorithm for sparse feature coding and an ELM based classifier. This HIHT algorithm optimizes the cost function with an l 0 norm regularization item. It also includes a homotopy continuity strategy to improve the sparsity of feature codes by using the sparse solution of last iteration as the warm start of the next iteration. With the decrease of the regularization factor, all intermediate iterations along the solution path are sparse. As a result, a final solution with adequate sparsity and small reconstruction error can be achieved. ELM algorithm is used to train the SFNN classifier so as to improve the distinctiveness and generalization of scene classification. Experimental results in 15-class scene dataset have shown that this HIHT algorithm outperforms other sparse coding algorithms in terms of sparsity and entropy. It indicates that HIHT algorithm can improve the sparsity and selectivity of features. Meanwhile, experimental results have also shown that the proposed ELM based classifier outperforms other state-of-the-art classifiers in terms of recognition accuracy.
Future work includes the supervised learning of dictionary and spatial pooling.
APPENDIX DERIVATION OF QUADRATIC UPPER BOUND ON f (s)
Since ∇f (s) is Lipschitz continuous, ∀s, t ∈ domf , we can get
Let u = ∇f (s) − ∇f (t) and v = s − t. According to Cauth-Schwarz inequality (i.e., u T v ≤ u 2 v 2 ), we can get ∇f (s) − ∇f (t)
T (s − t) ≤ ∇f (s) − ∇f (t) 2 s − t 2 (40) Combine (39) and (40), we can get
Expand both sides of (41):
Define a function g(s) = 
It means that g(s) is convex. Then we can get
Expand both sides of (44):
Thus one upper bound of f is obtained.
