Abstract
Introduction
The research of explosive ordnance disposal (EOD) robot is a hot spot in robot field currently, involving in knowledge in different fields, including mechanic design, the image processing, kinetic control, sensor technology, mechanics of communication etc. EOD robot is a robot that can replace man to reconnoiter, remove and deal with explosives or other dangerous articles in the dangerous environment directly; it can also attack terrorists effectively [1] . Path planning is a key issue in robot navigation which is a kernel part in mobile robot technology. Therefore robot path planning has been paid much attention in recent years.
The EOD robots have been developed for many years in some countries, but for most of the current EOD robots, operator has to operate the buttons on the control panel in order to control and operate every freedom of motion of joints; it is very hard to operate [2] [3] . A robot operating expert has to be familiar with the status of EOD and then judge which motions have to been taken in order to get the manipulator of the robot to a accurate position, a series of buttons have to be operated to realize the motions of the arm of the robot, the speed and the continuity lies on familiarity of the operator, which reduces the efficiency greatly.
The navigation system of a fully autonomous EOD robot has to integrate several tasks, such as sensing, environmental mapping, localization and path planning. Motion planning has been recognized as a key problem in EOD robotics for some time [4] . A large variety of solutions have been proposed, which proved to be effective in practice.
However, being the problem computationally intensive, uncertainty and disturbances have been often neglected in the path planning phase, i.e. the robot position is usually assumed to be known exactly. Nevertheless, in recent years the number of contributions addressing path planning with uncertainty is steadily increasing [5] [6] . The objective of these works is the computation of safe paths, ensuring that the goal is reached in spite of the uncertainty affecting the robot pose and/or the environment map. Clearly, the path planner must be designed in order to cope with the adopted uncertainty representation.
This paper takes EOD robot as the major study object. A new algorithm-Danger Model Immune Wavelet Neural Network (DIWNN) -Danger Model Immune Algorithm according to the characteristic of danger model theory is proposed, and it initializes WNN for EOD robot path planning. The simulation results show that the algorithm is valid, and indicate the advantage of this algorithm in optimization, and improve path planning capability.
Path Planning Method
The problem considered in this section is EOD robot path planning in a partially unknown environment with static obstacles. The robot possesses the information of the target and the obstacles and the information being detected during the path planning. We use the DIWNN to solve it. During path planning, we make full use of the real-time information attained by the robot sensors.
The procedure of real-time path planning is divided into the following three steps. We firstly transform the path planning problem into an optimization one, and define the optimization objective based on the target and the obstacles in the environment. Then we apply the DIWNN to solve the above optimization problem. During this process, the position of the globally best frog in each iterative is selected, and the robot reaches these positions in sequence. The robot constantly updates the information detected by its sensors, and the optimization objective function changes accordingly.
As is described in the above optimization process, each position to be reached by the robot is evaluated based on the distance between itself and the target and obstacles in the environment. In general, during the path planning we want to find the target on condition of avoiding the obstacles. Therefore the nearer a position to the target, the greater the fitness of the position should be; on the contrary, the nearer a position to the obstacles, the worse the fitness of the position should be.
Based on the above statement we denote T as the target, whose coordinate is   
x y x y x y  .Due to the limit detection range of the robot sensors, (that is about 5 to 10 cm) at first we defined these coordinates for our robot but the size and the shape of the obstacles and environment are unknown. It is possible for algorithm to find the position that is not free (i.e. that is the region of obstacle) and it is impossible for robot to go there, so in each step the information is updated by the sensors and if there is a possibility of colliding, the direction of the movement will be changed by adjusting the speed of wheels. Thereafter the fitness of a particle i P whose coordinate is  
x y can be expressed as follows:
Where  is a kind of norm. Here we take 2-norm, expressing the traditional distance between two points in 2 dimensional.
It can be seen from (1) that when i P is close to the target, the value of i P T  will be small.
And when i
P the value of is far from the obstacles min
will be great. Therefore the problem solved by the DIWNN is a minimization one.
Danger Model Immune Algorithm
The central idea in the Danger Theory is that the immune system does not respond to non-self but to danger. In Danger Theory, the damage and death caused by viruses or other entities generate such distress signals [7] [8] . Essentially, the danger signal establishes a danger zone around itself. The antibodies those that are in the danger zone will be activated or stimulated. It provides ideas about which data the Artificial Immune Systems should focused on and deal with. They should focus on dangerous, i.e. interesting data. Figure 1 is the mechanism of danger model immune algorithm (DMIA) optimization.
Figure 1. Danger model immune algorithm optimize mechanism
In DMIA, the variables are defined as conventional Artificial Immune System. Antigen is corresponding to the object function and kinds of constraint condition of optimization problem; antibody is corresponding to the optimization result; affinity of antibodies is corresponding to the matching degree between optimization results and object function. In this paper, we use the algorithm to optimize complex functions for testing. Hence, considering the maximization optimization problem based on variable x:
Where Ab is the encoding of antibody x; I is antibody space.
Danger Signal
According to the Danger Model Theory, danger signal is the key point for immune response. The definition of danger signal is first problem to solve. We might define the danger signal as an indication of user interest. We define the danger signal as following. When the number of antibodies that the number of affinity of antibodies C . This means that the system will send danger signal at the beginning of iteration due to kinds of antibodies. By several iteration steps, the similarity of antibodies are more and more strong, namely they are closer to the optimal individual gradually. Stop sending the danger signal 0 and 1 when the optimization ends. After the system send danger signal 0 and 1, and select the optimal individual, then send the danger signal 2. The optimal individual of optimization problem is defined as equation:
Danger Area
After the system receive danger signal, define the neighborhood of optimal antibody as the danger area which is a hyper sphere with radius R.
Antibody is denoted as   
Flow of Danger Model Immune Algorithm
The general steps of Danger Model Immune Algorithm as following:
(1) Produce an initial set Ab of the N antibodies randomly; (2)Decode the antibody, and calculate the affinity; (3)Obtaining the danger signal 0 and 1, if there is no danger signal, optimization end, otherwise send danger signal; (4)Obtaining the optimal individual * k op , and sending co-stimulate signal 2, make sure the danger area;
(5)Dividing the antibody into two part, safe antibody and danger antibody; (6)Danger operator, in this paper, the safe antibody are mapping to danger area directly, and then mapping to variable universe of discourse; (7)Adopt basic mutation operator and conventional selection operator to update population; repeat (2)- (7) until the end of conditions are fulfilled.
Danger Wavelet Neural Network
Wavelet neural network is constructed as a new-style hierarchical, multi-resolution artificial neural network based on wavelet analysis theory [9] [10] . That is the normal non-linear sigmoid function is replaced by non-linear wavelet base, and WNN signal is expressed by linear stacking the selected wavelet base. WNN has the following features: Firstly, the identification of wavelet base and the overall network has the reliable theoretical basis, which can get rid of the blindly designing for BP neural network structure. Secondly, the linear distribution of network weighted coefficients and the learning from object function convexity, make network training process fundamentally avoid such non-linear optimization problems as the local optimization etc. Third, WNN has strong function learning and modeling classification capabilities.
This paper selects Morlet wavelet as the activity function of wavelet network hidden layer. Its expression is: 
To enhance the precision of wavelet neural network and accelerate the convergence speed, this paper adopts momentum BP algorithm. In this algorithm, there is a value proportional former changed value of weight adding to current weight during the error back-propagation period.
Danger Model Immune Wavelet Neural Network (DIWNN)
In neural network, the initialization of weights and biases makes a strong influence on the finial solution. Different initial value settings may make great diversity of training time, convergence and generalization error. In order to improve the setting of network initial weights and biases, the weights and biases based on the immune algorithm is suggested, which employs the global searching capability of immune algorithm to set initial weights and biases.
DMIA is applied to select the initial weights and biases of WNN, and the problem of local optimum and slow convergence can be avoided, then WNN training algorithm is used to refine the search, that is, the network can be trained rapidly on the basis of the global convergence, then a optimized diagnosis network model is got. DMIA and neural network flow chart as shown in Figure 3 . 
Simulation Results
In this section we will perform some simulations to validate the feasibility of the method proposed in the above section. The simulations are implemented on EOD robot in webots™ 6.1.5 simulator environment.
The environment is a plane with 1000cm×1000cm in which the start point of the robot is S(−490,−490) (unit is centimeter and the same as follows), and the position of the target is T(490,490) and the detecting range of the EOD's sensors is approximately 50 to 100 cm. For simulation we use three different environments with 5 obstacles in the environment.
In summery the algorithm for path planning follows the steps below: At first the globally best position that was produced by the DIWNN algorithm is selected. Mark-during the process it is possible to select the position that is far from the current position and it is impossible for robot to go there in one step, for solving this problem, at first the searching space is set to be small (square-shaped) and the DIWNN is run for the defined number of iteration and then the robot goes to the selected globally best position, in the next step the size of the search space will be increase and the DIWNN is run, this process continues to equalize the size of search space and the environment.
The configurations of robot and obstacles in three different environments and the path of robot toward the target are shown in Figure 4 to Figure 5 . In the case we consider the robot path planning in an environment with five square-shaped obstacles. The simulation scenario of the second case is shown as Fig. 5 , at the beginning, the robot sets out from the start point. When it detects the obstacles in its path, the information of the obstacles is then transferred to the robot processor until the robot reaches the target. We can see that with this method the robot gets the information and programs its path on-line in the partially unknown environment.
Conclusion
Aimed at the disadvantages of manual operation and remote control of the EOD robot, a control system design of a EOD robot based on the binocular vision location is pretended. Apply binocular vision location to EOD robot, the location precision is high and the error is less the 5mm, there is nothing to intervene in the course of grasp. The control system adopts real-time system based on PC target; the method has the advantages such as it is rapid to develop and easy to debug, and it is a strong tool in the development and test of a control system. The successfully and automatically grasp experiments indicates the control system is valid.
Danger Model Immune Algorithm is different form conventional AIS algorithm based on "self-nonself" immune mechanism of medicine. It has good global searching capability and quick convergence characteristic. The method of DIWNN can overcome the disadvantages of traditional wavelet neural network robot path planning, improve neural network training speed and accuracy, which is beneficial for the utilization of wavelet neural network robot path planning. The EOD robot can reach its target on condition of not colliding with obstacles. Although the programmed path has some optimal effect by using the information of the target and obstacles simultaneously, but we can not guarantee that the obtained path is globally optimal. Also the simulation results show the effectiveness and robustness of this new algorithm and the robot moves smoothly toward its target.
