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Introduction
Electron transfer is probably the most elementary chemical
reaction. In fact, this "simple" process plays a crucial role in
many areas of industry and nature. Among them are photo-
polymerization, photography, mechanisms of vision and
photosynthesis. The latter one is particularly important: it allows
converting energy provided by the sun into energy directly
available for green plants. In that sense, electron transfer
reaction can be considered as the very first step of the alimentary
chain to which human beings belong. In addition, electron
transfer is at the origin of the energy with which our modern
civilization has emerged: fossil fuels like oil, natural gas and coal
were initially fixed by phototrophic organisms.
However most pessimistic specialists predict that the
natural stocks of fossil energy will be over in approximately fifty
years. As a result, new renewable proper energy, like solar
energy is needed.
In this context, the research on electron transfer reaction
is of primary importance. An accurate understanding of the
intimate electron transfer process is the only way to improve the
efficiency of existing photovoltaic devices like the solar cell.
First investigations on electron transfer took place in the
late 40's. Since that time, theoretical as well as experimental tools
have been constantly improved. Since the advent of lasers in the
early 60's, it has been possible to observe reactions in the
nanosecond time scale. Afterwards, the time resolution of the
experiments has been continually improved and reaches actually
the limit of attoseconds. This allows observing faster and faster
electron transfers.
In order to be able to understand, describe and finally
model such ultrafast electron transfer reaction, it is necessary to
take into account ultrafast phenomena like solvation, energy
cooling, vibrational relaxation or electron transfer to short-lived
excited states. Note that these processes are absent from well-
known theories (e.g. classical Marcus theory) designed to
account for thermally activated electron transfer.
The objective of the present thesis is double. First it is to
investigate the involvement of short living excited states in
15
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ultrafast electron transfer. In fact, the implication of these states
is thought for a long time to be the key point that could explain
several still unanswered important questions of electron transfer
chemistry.
The second objective of the thesis is to investigate the
structure of the photogenerated radical ion pairs. Indeed, the
question concerning the exact nature of the photoproducts
formed upon bimolecular electron transfer remains open for more
than fifty years.1-7 The goal is therefore to implement an original
spectroscopic technique that allows a clear distinction between
the different assumed ion pairs structures to be observed.
The thesis is divided into three parts. In the first one, the
electron transfer with (I.2) and without (I.3) diffusion is
successively described after a short introduction to basic
definitions (I.1). The second one is devoted to the presentation of
the experimental techniques that have been implemented in this
work. After a brief introduction (II.1), basic concepts connected
to ultrashort pulses are presented (II.2). Then, transient
absorption measurements (II.3), fluorescence measurements (II.4)
and photoconductivity measurements (II.5) are introduced.
The third part concerns the presentation of the results. It
is divided into six subsections. The first one deals with ultrafast
bimolecular charge separation reaction. The second one is
devoted to the investigation of ultrafast charge recombination
reaction in radical ion pair formed upon bimolecular charge
transfer (III.2). In contrast, the third subsection deals with
charge recombination within a radical ion pair formed upon
excitation in the charge transfer band of a donor acceptor
complex (III.3).
The fourth part concerns the investigation on the structure of
radical ion pairs generated upon electron transfer reaction. The
implementation of an original Pump/Pump/Probe technique is
described (III.4). Then, the fifth part (III.5) is devoted to
experimental confirmation of ideas suggested in III.4. Finally,
the last part (III.6) deals with charge recombination to triplet
state.
16
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ksep
k-sep
kET
k-ET
kCR
The main objective of this theoretical part is to introduce all the
concepts, which will be necessary to understand and explain the
experimental observations made during the present thesis. A
general scheme for photoinduced bimolecular electron transfer
(ET) in solution is represented in Figure 1.1:
Figure 1.1 General scheme for photoinduced bimolecular electron
transfer in solution
At first, an electron donor or acceptor (as it is the case in Figure
1.1) is photoexcited. This leads to an increase of its reactivity by
decreasing its ionization potential simultaneously with an
increase of its electronic affinity. In solution, the molecules have
then to diffuse in order to encounter with a diffusion rate
constant kd. Afterwards, the electron transfer reaction may occur
with a rate constant kET. Finally, the reaction products may either
separate with a rate constant ksep or recombine to the neutral
ground state of the reactants with a rate constant kCR. Note that,
depending on the conditions, each step may be a reversible
process (indicated in Figure 1.1 by double arrows).
This theoretical part is divided into three subsections. The first
one will be devoted to the introduction of several basic
definitions. In the second one, I will focus on the theories
describing the elementary step of electron transfer without
diffusion. The objective being to describe the relationship
between the rate constant for ET and the free energy of the
reaction. In this case, the reactant molecules are arbitrarily kept
at a fixed distance. Obviously, this situation does not correspond
to a real situation at least for a bimolecular reaction in solution
and at room temperature. This is however the simplest way to
describe ET reaction. I will first depict the case of a non-
adiabatic ET and then that of an adiabatic ET reaction. In the
k-d
kd
A + D
A* + D A*.. D A-.. D+
A..D
A- + D+
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last subsection, I will include the diffusion in the description of
the rate constant for ET. Indeed, the ET rate constant depends
on the distance between the two reaction partners and may occur
before contact. I will therefore present several models accounting
for this effect.
I.1 Basic Definitions
I.1.1 Types of Electron Transfer Reaction
Many different kinds of electron transfer reactions exist in
nature. Therefore, it appears necessary to define clearly which
type of ET we are dealing with. An ET reaction may be either
thermal or photo-induced. In the latter case it occurs between an
excited molecule and a non-excited one; this results in a charge
separation, which leads to the ionization of the reactants. ET
may also occur between two charged species and we will only
consider the case where this leads to a charge recombination
reaction. The charge recombination that occurs within a
geminate ion pair is called geminate recombination. In contrast,
when it occurs in the bulk between well-separated ions it is called
homogeneous recombination. Finally, ET can also occur between
an excited neutral molecule and an ion: this is called a charge
shift reaction. In addition, ET reaction between an electron
donor and an electron acceptor that belongs either to different
molecules (intermolecular ET) or to the same (intramolecular
ET) is possible.
 
A
*
+ D A• + D•+       Charge Separation
A
•
+ D
•+  A + D     
A
•
+ D
•+  A* + D
A
•
+ D
•+  A + D*



 Charge Recombination
A
*
+ D
  A  + D         Charge Shift
In this thesis we will investigate two types of intermolecular
photoinduced ET reactions: the photoinduced charge separation
and the charge recombination reactions.
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I.1.2 Adiabaticity of Electron Transfer
One of the most important characteristics of the ET reaction that
we will have to take into consideration in the discussion of the
different models is the concept of adiabaticity. Let’s consider the
following reaction scheme:
D* + A  D+ + A-
where D*+A are the reactants (R) and D+ + A- the products (P).
Figure 1.2 Cuts in the potential energy surfaces along the generalized
reaction coordinate of reactants (R) and products (P) for A) non-
adiabatic and B) adiabatic coupling.
The potential energy curves describing the states R and P are
illustrated in Figure 1.2. The ET reaction may be viewed as the
motion of the system from the bottom of the reactant well to the
bottom of the product well along the reaction coordinate Q. I will
discuss on the exact nature of this coordinate in the next section.
If the overlap between the orbitals of the donor and those
of the acceptor is weak, the electronic coupling term V between
the two states is small compared to the half of the thermal
energy: kBT/2 (Figure 1.2A). In this case, once the system has
reached the crossing point between the two curves, the
probability P for jumping to the product curve is small (P << 1)
and the system has to pass many times in this region for the
transfer to occur. The ET is said to be non-adiabatic.
On the contrary, if the electronic coupling element V
between the two electronic states is large compared to kBT/2
then it will give rise to new potential energy curves (Figure 1.2
30
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B). This mechanism is known as the avoided crossing. The
probability for the system to pass from reactant well to product
well is now equal to 1. It will therefore remain on the lower
electronic state all along its trajectory from R to P. The ET is
called adiabatic.
As we will see in the next section, a proper description of
non-adiabatic electron transfer requires that it is much slower
than the time needed for the reactants to be solvated (s). This
time is closely related to the solvent fluctuation time scale.
However, in the adiabatic case, the electron transfer can be much
faster and will be in competition with other processes occurring
in the same timescale, which have to be taken into account.
Therefore, we will distinguish in the foregoing, non-adiabatic
electron transfer where kE T <<  S-1, from adiabatic electron
transfer where kET  S-1 and even kET >> S-1.
I.2 Electron transfer without Diffusion
I.2.1Non-adiabatic case
I.2.1.1 Classical Marcus-Hush Theory
The classical Marcus Hush theory1-5 has been developed during
the fifty's to address thermally activated electron transfer in
electrochemistry. Nowadays it is still the most popular model
that accounts for ET reactions in many different areas of
chemistry. However, we must be aware that this theory is based
on the Transition State Theory (TST), which means that its
range of applicability is limited. Indeed, the validity of many
assumptions is required for the theory to be used. The next
section is devoted to the analysis of this model and to the
definition of its range of validity.
The reaction coordinate q
Let’s begin by a more precise description of the reaction
coordinate q. The potential energy surface (PES) for a real
system must take into account the potential energy of each
molecule including the surrounding solvent. The number of
degrees of freedom of a single molecule may be very large and
22
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the total number of degrees of freedom of the entire system can
be as large as the Avogadro number. Thus, it is impossible to
work with “real coordinates” and we have to reduce the number
of degrees of freedom of the system by using a generalized
coordinate Q. It represents a mean configuration, which includes
all the molecules of the system. Therefore, we have to reinterpret
PES as free energy surfaces (FES).
Characterization of the activation barrier
Non-adiabatic FES are most of the time assumed to be quadratic
functions of the reaction coordinate with equal force constant for
the reactants and for the products. The system of equations
describing the FES can be solved at the crossing point. It gives
an expression of the activation energy barrier G.
Figure 1.3 Cuts in non-adiabatic FES of reactants and products
along Q.
 
G * = (G
0
+ )2
4 (1.1)
G0 is the free energy of the reaction and  the reorganization
energy. This is the energy needed by the system reactants +
solvent to reach the equilibrium configuration of the system
products + solvent. Therefore it will have two major
contributions:
G0
G*

R P
E
Q
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 = 
i
+ 
S
(1.2)
i is the intramolecular reorganization energy, which accounts
for energy needed to change bonds lengths and angles from the
equilibrium configuration of reactants to equilibrium
configuration of the products. It may be estimated used the
following equation:
 

i
=
f
j
(R). f
j
(P )
f
j
(R) + f
j
(P )




	
 L j (R)  L j (P )
 	
j
 (1.3)
fj(R,P) and Lj(R,P) denotes the force constant and the bond
length of the reactants and products respectively. The
summation is made over each bond of the system. Note that in
this model, each bond is considered as a harmonic oscillator.
On the other hand,  S is the solvent reorganization
energy. It is the energy needed by solvent molecules to reorient
and pass from equilibrium with reactant to equilibrium with
products. From the dielectric continuum approach, it is possible
to express it as follows:
  
 

S
= e
2 (
1
2R
A
+
1
2R
D
 1
R
AD
)(
1
n
2
 1
S
) (1.4)
In this model, the electron donor and acceptor molecules are
approximated by spheres with radii RD and RA respectively. The
distance between the centers of these two spheres is RAD, n is the
refractive index of the solvent and S its static dielectric constant.
Finally, e is the charge transferred. From Eq. 1.4, it appears that
the more polar the solvent, the larger the solvent reorganization
energy. On the other hand, in a non-polar solvent, n2 and S are
equal and therefore the reorganization energy is equal to zero.
G0 in Eq. (1.1) is the driving force for the photoinduced
ET reaction. Weller6-7 has proposed the following expression to
calculate it:
 
G 0 = E
ox
(D)  E
red
(A)  E* +C + S (1.5)
Eox(D) and Ered(A) are the oxidation and reduction potentials of
the electron donor and of the electron acceptor, respectively, in
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acetonitrile. E* is the excited state energy of the photoexcited
precursor. C is a coulombic term accounting for the electrostatic
interaction between the two ions and S is a correction for the
solvation energy in another solvent than acetonitrile. The
coulombic term is often expressed as:
 
C = e 2 1
4
0

S
R
AD
(1.6)
where 0 is the vacuum permittivity. Note that this expression of
C is in principle exclusively valid for non-contact ions i.e. for
solvated ions. If they are in contact, alternative models by
Suppan8-10 and Tachiya11 exist and are better suited. In addition,
S may be evaluate using the following expression:
 
S = e 2 1
8
0
1
R
A
+
1
R
D



	
1

MeCN
 1
S



	 (1.7)
Basic assumptions for TST
Using TST to calculate the ET rate constant presupposes the
validity of three basic assumptions:
(1) All along the course from the reactant to the products,
the system must remain in quasi equilibrium with its environnement.
This means that solvation and vibrational relaxation processes
have to be much faster than ET.
(2) The trajectory of the system upon crossing the
activation barrier has to be ballistic. The system crosses this area
once and only once.
(3) As soon as the system is in the product well, its excess
energy has to be dissipated quickly enough to trap the system in
the bottom of the well.
ET Rate Constant
The electron transfer reaction in the framework of TST may be
described as follows: the system is first near the bottom of the
reactant well, which means that the electron is localized on the
donor molecule.12 Then, from time to time (following solvent
fluctuations) the system is driven out of the equilibrium position
by solvent motion and can reach the transition state (TS) zone.
25
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Afterwards, a jump may occur from reactant well to product well
with a probability P. As this probability is much smaller than 1,
the system has to pass several times over TS region (with a
frequency of 0) for the transfer to occur. The system will finally
relax very quickly to the bottom of the product well.
From TST, the rate constant for the ET reaction, kET, is
related to the activation energy,  , by the Arrhenius law:
 
k
ET
= A exp  EA
k
B
T



 (1.8)
A is the pre-exponential factor, kB the Boltzmann’s constant and
T the temperature. The pre-exponential factor is the probability
for the system to be in the TS region and to jump to the product
well. In the case of weak coupling between the two electronic
states (non-adiabatic coupling), this factor is:
 
A = P

0
2 (1.9)
0 is the oscillation frequency of the system in the reactant well.
A typical value of  0 is 10 13 s-1.13 For non-adiabatic ET, it is
possible to calculate A , either from TST formalism or time-
dependent perturbation theory or even from semi-classical
trajectory approach. The value obtained for A is:
 
A =
2

1
4k
B
T
V
2 (1.10)
with V the electronic coupling constant. It is now possible to re-
write the whole Marcus-Hush expression for the ET rate
constant in the non-adiabatic coupling case:
 
k
ET
=
2

1
4k
B
T
V
2 exp  (G
0
+ )2
4k
B
T




	 (1.11)
The rate constant computed using Eq. (1.11) for a G0
/ ranging from 2 to –4 (Figure 1.4) exhibits the well-known
Marcus bell shaped energy gap law.
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Figure 1.4 Bell shaped dependence of the rate constant on the free
energy of the reaction
Starting from G0/=2, as G 0 decreases, the rate constant
increases: this situation is known as the Marcus normal region
(Figure 1.5a). If the exergonicity continues to increase, kET
reaches a maximum, this is the Marcus barrierless region (Figure
1.5b). Finally if G0 decreases more, the rate constant begin to
decrease, this is the Marcus inverted region (MIR) (Figure 1.5c).
Figure 1.5 Free energy curves of R and P for non-adiabatic electron
transfer in a) normal, b) barrierless and c) inverted region.
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(Note that the total solvent reorganization energy remains
constant for the three cases. The only difference is the
exergonicity of the reaction (-G0) which increases from a) to c)).
The activation energy G* decreases to 0 from a) to b). This
explains the speed up of the reaction in the normal region until
the kET reach a maximum. Afterwards, G* increases again and
this results in a slowing down of the reaction i.e. the Marcus
inverted region. Moreover, from Figure 1.5, we observe that:
- G0 <  S for the normal region
- G0   S for the barrierless region
- G0 >  S for the inverted region
The horizontal position of the three curves on Figure 1.5 does
not change. This means that the solvent reorganization energy
remains constant. On the other hand the effect of a larger S on
kET is to shift the maximum rate constant to more exergonic G0.
In 1984, Miller, Closs and coworkers observed for the
first time such a predicted dependence of the ET rate constant on
the exergonicity of the reaction (bell shaped energy gap law) for
an intramolecular charge shift.14 It was in fact the first
observation of the inverted region for ET reaction.
They investigated eight molecules with the general structure A-
Sp-B where Sp was a rigid saturated hydrocarbon spacer and B a
4-biphenylyl (electron donor). The A group was chosen to adjust
the exergonicity of the intramolecular ET in a range going from
0.05 to -2.4 eV (Figure 1.6). The maximum value for kET was
more than 2109 s-1 and was for G0 =-1.23 eV. The bell shaped
energy gap law is clearly seen in Figure 1.6.
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Figure 1.6 The first observation of the bell shaped energy gap law
including Marcus inverted region by Miller, Closs and coworkers.14
Up to now, the inverted region predicted by Marcus has been
observed for almost all kinds of ET processes15-18 except for
bimolecular charge separation. Several reasons have been
invoked to account for this problem. Two of them are very often
encountered:
- The possibility of remote electron transfer for highly
exergonic ET reaction19.
-  The role played by low-lying electronic excited states of
the ET products.
As we have seen in the former subsection, the effect of a larger S
on kET is to shift the maximum rate constant towards larger
exergonicities. In addition, according to the equation 1.4, the
larger the distance between the two partners, the larger the
solvent reorganization energy. Therefore, if one considers that
the highly exergonic ET reaction does not occur at contact (as it
is the case in Marcus theory) but at longer distance, S can be
large enough for the activation barrier to vanish. In this
approach, the rate constant increases with the exergonicity of the
reaction until it has reached a plateau. This is in good accordance
with the experimental data available. However one limitation to
this model is that it predicts that the ET reaction can occur
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through the solvent molecules and over large distances (RAD >10
Å). As will be seen in the section I.3, the electronic coupling
constant V decreases exponentially with the interionic distance.
Therefore a so large distance for ET has to be considered with
caution. At the time, it is not clear if this assumption is
reasonable or not. However, it has to be noted that in low
viscosity solvents, long distance ET has been measured but the
rate constant was very small.20-22
The second reason invoked for the absence of the Marcus
inverted region is that in case of highly exergonic ET reaction,
the charge transfer may lead to an excited state of the ions
instead of the electronic ground state. This concept is illustrated
on Figure 1.7.
Figure 1.7 Charge separation to the excited state of radical ions
In this case, the exergonicity of the ET reaction to the excited
products, G0(1) is smaller than that to the ground state product
G0(2). The effect on kET is a speed up of the reaction, which now
lies in the Marcus barrierless region. This could account for the
lack of inverted region. However up to now, no clear
experimental proof of this mechanism exists. We will come back
to this issue in the last part of the thesis.
I.2.1.2 Semi-Classical Marcus-Hush theory
Although the above description of the ET process allows the
determination of kET in a simple way, it is not sufficient to explain
experimental observations like the temperature dependence of
the rate constant in the Marcus inverted region or the fact that
the latter, when observed, is not as strong as predicted. The main
G0(1)
G0(2)
A-.. D+
A…D
A…D
A-.. D+
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idea of the semi-classical Marcus-Hush approach is to include in
the description of ET reaction, high frequency intramolecular
vibrational quantum modes of the reactants and of the products
whereas the low frequency modes of the solvent are treated
classically.
Figure 1.8 Illustration of the semi-classical Marcus-Hush theory
In this approach, the electron transfer occurs from the thermally
populated vibrational states of the reactant to high frequency
vibrational states (n) of the product. As can be seen in Figure 1.8,
a first simplification is to consider that only the vibrational
ground state of the reactant participates to the ET reaction.
The non-adiabatic ET is described as a non-radiative process and
kET is calculated from the Fermi Golden rule:
 
k
ET
=
2
 V
2
FC( )  (1.12)
where (FC) the Franck-Condon factor. This factor represent the
overlapping of vibrational wavefunctions of the initial and final
states.
In this approach, two different ways to consider the
nature of the reaction coordinates exist. 1) Both the coordinates
of the solvent and solute are treated as independent oscillators
(harmonic or not). This case is particularly suitable for reactions
G*(0-4)
0
0
0
0
0
x
1
0
6
 n = 0,1,2,3,4G*(0-0)
Solvent coordinate
Free energy
Qsolv
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at very low temperature where kBT  << h , where h  is the
energy associated to quantum modes. 2) The intramolecular high
frequency vibrational modes are treated quantum-mechanically
and the low frequency modes of the solvent are treated
classically. As a result, if the energy associated with the low
frequency modes is smaller than thermal energy (kBT >hLF) then
the semi-classical Marcus-Hush theory can be used. On the
contrary if the energy associated with the low frequency modes is
larger than thermal energy (kBT<hLF), a complete quantum
mechanically description of the system has to be implemented.
In the semi-classical approach, several rate constants k0n with n
the excited vibrational state of the product just after the transfer
have to be considered. The summation of all these rates
constants gives the total rate constant of the ET process.
 
k
ET
= k
0n
n
 (1.13)
The individual rate constant 
 
k
0n is calculated using time
dependent perturbation theory:
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Note that there are two differences between equation 1.11 and
1.14 (between classical and semi-classical expressions for kET):
- In the semi-classical approach, the free energy of the
reaction depends on which vibrational level n the ET reaction
results; the higher n, the smaller the exergonicity of the reaction.
-In the semi-classical approach, the coupling matrix
element V0n is no more purely electronic but also vibrational. It
is the product of an electronic part V by the vibrational overlap
<0 N> between the vibrational wavefunction of the ground
state of the reactant <0 and the excited vibrational state of the
product N>.
 
V
0N
2
=V
2
0 N
2
=V
2
FC  (1.15)
32
Introduction to Electron Transfer Theory
with 
 
0 N
2
=
S
N
N!
exp(S)  (1.16)
S is the electron-vibration coupling constant also called Huang-
Rhys factor. It can be expressed as the intramolecular
reorganization energy i in units of vibrational quanta.
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
i
h
i
 (1.17)
The complete semi-classical rate constant for non-adiabatic
electron transfer may be rewritted as :
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(1.18)
Figure 1.9 Energy gap law for Marcus-Hush classical model (plain
line) and semi-classical model (dashed line).
From the comparison of the energy gap law for ET in the
framework of the classical Marcus Hush model (Figure 1.9 plain
line) and in the semi classical model with h = 0.1 eV (Figure 1.9
dotted line), we observe that the normal and barrierless regions
are not affected by the inclusion of vibrational states of the
product. However, it induces an increase of kET for highly
h = 0.1 eV
h = 0.2 eV
h = 0.6 eV
Classical Marcus
Model
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exergonic ET and therefore an attenuation of the inverted
region.
 On the other hand, we observe that the higher the
vibrational level of the product, the higher kET (Figure 1.9 cases
where h =0.2 and 0.6 eV). Indeed, in the Marcus inverted
region, the higher the vibrational level involved in the reaction,
the smaller the activation barrier to be crossed (Figure 1.8), the
faster the ET reaction.
In 1966, De Vault and Chance23,24, investigated the
temperature dependence of the rate constant of electron transfer
from cytochrome to chlorophyll reaction center in the
photosynthetic Bacterium Chromatium. They observed from one
hand that in the temperature range 4-100 K, kET was constant and
on the other hand that in the temperature range 100–300 K, kET
increases by three orders of magnitude. Ten years later, Jortner25
introduced the concept of temperature dependent activation
energy via the inclusion of vibrational states into the classical
Marcus theory and succeeded in explaining this experimental
observations.
More recently, Yoshihara26 et al. investigated the charge
shift reaction :
P700+ A0
Q  P700+ A0Q 
P700+ is an electron donor (chlorophyll a dimer), Ao is an
electron acceptor (chlorophyll a monomer) and Q  a
phylloquinone. This reaction occurs in the photosystem I of the
photosynthetic apparatus of any plant. The idea of the
experiment was to change the exergonicity of the charge shift by
choosing an adequate Q. The measured energy gap law (Figure
1.10) is clearly not symmetric. The only way to reproduce the
data (filled circles) was to use the semi-classical Marcus
approach.
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Figure 1.10 Energy gap law for a charge shift reaction26
I.2.2 Adiabatic case
In the case of an adiabatic electron transfer, the system remains
on the same free energy surface when going from the reactants to
the products well (cf. Figure 1.2). In this case, the probability P
for the system being in the TS region to react is 1 and the rate
constant of the reaction is no longer proportional to V2 as in the
non-adiabatic case, but will depend on:
- the probability for the system to reach the reacting zone.
- the time the system will take to cross this region.
Hence, the interaction between the system and the solvent is of
great importance in the adiabatic case. The inclusion of this effect
in TST is well described by the Kramers theory27.
I.2.2.1 Kramers Theory
The principle of the theory is to describe the influence of the
solvent dynamics on the rate constant of a chemical reaction, in
our case an electron transfer. The solvent dynamics affects the
trajectory of the system moving in the TS region in the sense
that it gives rise to frictional and random forces, which exert on
the system. This has two main consequences:
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(1) An energy flow from the system to the solvent
(considered as a bath) becomes possible. The
system will either acquire the energy needed to
overcome the activation barrier or to get rid of the
excess energy.
(2) The nature of the trajectory of the system in the
TS region is changed from deterministic (ballistic
motion) to stochastic (random motion).
The dynamics of this motion has been described
phenomenologically by a Langevin equation: 
 
M
 2Q
t 2 = 
G
R ,P
(Q )
Q  
Q
t + R(t )  (1.19)
where M is the mass of the system and t is the time. The first
term of the right hand side of Eq. 1.19 is the force exerted by the
potential in the relevant FES (for parabolic FES, this term is
equal to M0q). The second term is the dielectric friction with 
the microscopic friction constant and the third term is the
random force exerted by the solvent. Note that the friction used
in Eq. 1.19 is a dielectric friction: it reflects the dynamics of the
polarization fluctuations of the system and therefore is governed
by the dielectric response of the solvent. It has not to be confused
with the hydrodynamic friction which is a force exerted on a
molecule drifting in a liquid.
The fluctuating forces R(t) have a zero mean value and
obeys the fluctuation-dissipation relation :
<R(t)> = 0 (1.20)
<R(t)R(t’)> = 2  kBT(t-t’) (1.21)
The delta function in Eq. 1.21 ensures instantaneous dissipation
of energy, which is known as the Markov property. From that,
Kramers studied the reactant flux over the barrier for low and
high friction limits. This friction coefficient is related to the
diffusion coefficient D via the Einstein relation:
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 = kBT
D
 (1.22)
For moderate to strong friction the following reaction rate
constant is obtained:
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with  R and  b, the frequencies associated to the parabolic
reactant well and barrier top respectively. The term between the
curly brackets gives the TST result for the reaction rate. The
expression in front of the curly brackets approximates the
correction to the TST result, known as the transmission
coefficient  and defined as follows:
 
 = kET
K
k
TST
 (1.24)
  is in fact a measure of the frictional effects. Before discussing
the two limiting cases of high and low friction regimes, let’s
introduce the concept of Debye liquid with which the solvent is
modeled.
I.2.2.2 The Special Case of a Debye Liquid
An important particular case is the Debye liquid for which the
frequency-dependent dielectric constant is defined as follows:
 
( ) =  + S  
1+ i
D
(1.25) with 
 

l
=


S

D
where  is the dielectric constant at infinite frequency (generally
taken as n2),  D is the Debye relaxation time and  l the
longitudinal dielectric relaxation time. The Debye relaxation
time, D, is the response of the solvent molecules when an
external electric field is suddenly turned on whereas  l is the
response of the solvent molecules when a punctual charge is
suddenly added in the solvent. The latter parameter corresponds
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better to the change of the charge distribution on the reacting
species. It will be the relevant relaxation time of the considered solvent.
This results in a simple relationship between the
dielectric friction constant and the longitudinal relaxation time:
 
 = M
0
2
l
  (1.26)
We have now to distinguish two different cases: weak and high
friction regimes .
These two cases are the limits of the Kramers theory.
Before all let’s recall the definition of two parameters, which will
be useful in the following: LTS is the length of the TS region and l
is the mean free path of the system being in the TS region i.e. the
average distance before the coordinates reverse its direction of
motion because of friction. Note that l is inversely proportional
to  according to:
 
l =
2Mk
B
T
   (1.27)
Low Friction Regime l >> LTS
In this case, the system moves from the reactant to the product
well without disturbances in the TS region. Its trajectory is
deterministic (also called uniform) all along the transition region.
This is called the energy diffusion regime. However once the
system is in the product well, the weak interaction between
solute and bath does not allow it to be trapped in the well and it
bounces back to the other side and recross the energy barrier.
Therefore the TST is no more valid (one assumption was that
the product is trapped very quickly in the product well). From a
kinetic point of view, the limiting step of the reaction is
dissipation of the excess energy to trap the system in either well.
Kramers found the following expression for the rate constant:
 
k
ET
K
= P
w
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k
B
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
R
2 exp EB 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
 (1.28)
Where Pw is the probability to fall into the product well, I(EB) the
action at the barrier top in the forward direction and EB the
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activation energy. For the special case of a Debye liquid, we
know from Eq. 1.26 that the friction coefficient  is proportional
to the longitudinal dielectric relaxation time l. Therefore, in the
low friction limit, the rate of the reaction increases with the
friction.
 
k
ET
K 
l
(1.29)
Nevertheless, according to the works of Weaver, Rips and
Jortner12, most of the solvents do not belong to the energy
diffusion regime because they give raise to high friction with the
solute.
High Friction Regime l<< LTS
In this case, the mean free path is shorter than the TS region
length; the motion of the system is no more uniform but
stochastic. The system will change direction several times in the
transition region and recross the barrier top repeatedly before
falling in one or the other well. Obviously, the nature of the
solvent is of primary importance for describing the reaction. This
situation will be referred as solvent controlled reaction. This limit of
high friction limit is also called the spatial diffusion regime.
Here the TST is not valid because of the stochastic nature of the
motion of the system in the TS region. Then the following
expression for the reaction rate constant in the spatial diffusion
limit comes out (established considering a cusped barrier):
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Which reduces to the following equation for the special case of a
Debye liquid.
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Note that the rate constant is now inversely proportional to the
friction coefficient:
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k
ET
K  1
l
(1.32)
This is certainly the most important outcome of the Kramers
theory. The dependence of the transmission coefficient  on the
friction coefficient  is illustrated on the Figure 1.11.
Figure 1.11 Dependence of the transmission coefficient    on the
friction coefficient  
The region I on Figure 1.11 is the energy diffusion regime where 
and therefore kET is proportional to the friction coefficient . The
region II is called the Kramers turnover; it corresponds to an
intermediate friction regime. In this region,  is more or less
independent of  and its values is close to 1. This means that the
TST formalism approximates in a good way the ET rate
constant. Friction is sufficient to allow the system to be trapped
in the product well but is too weak to perturb significantly the
trajectory of the system moving in the TS region. The last
region (III) is the spatial diffusion regime where the rate constant
is inversely proportional to the friction. Most reactions take place
in this region. Note that at room temperature, 16kBT is equal to
1.2 eV, and as the value of S is generally smaller, the reaction
rate in the Kramers description cannot be larger than 1/l.
I.2.2.3 General description of the rate constant
In 1987, Rips and Jortner28-30 proposed the following equation to
relate the non-adiabatic rate constant for ET reaction to the
adiabatic one:

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 is called the adiabaticity parameter. In the adiabatic limit (
>>1), kET is proportional to 1/l in the spatial diffusion regime. In
the non-adiabatic limit ( << 1), kET is proportional to V2. In fact,
for fast relaxation time of the solvent, the general rate kET
depends only on the electronic coupling V2. With increasing l, it
becomes independent on V2 and proportional to 1/l. Jortner and
Bixon modified the above equation in order to include the effects
of high frequency vibrational quantum modes of the products.
The way they did it is equivalent to the inclusion of vibrational
quantum modes in semi-classical Marcus-Hush theory. Kosower
and Huppert31 have experimentally observed this dependency of
kET on the longitudinal relaxation time of the solvent in the
adiabatic coupling case. They have examined excited state
intramolecular electron transfer of arylaminonaphthalene
sulfonates in alcohols. They found a clear correlation between kET
and 1/l.
1.2.2.4 Concluding remarks
The most important concepts introduced in this section are
summarized in Table 1.1.
Non-adiabatic
reaction
Adiabatic reaction
Low friction
regime
Energy diffusion
regime kET  l
Medium friction
regime
TST valid
kET  V2
High friction
regime
TST valid
kET  V2
Spatial diffusion
regime kET  1/l
Table 1.1 Adiabatic and non-adiabatic ET rate constants
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As already mentioned in a previous paragraph, the maximum
rate constant predicted by these models is equal to  l. The
electron transfer cannot be faster. However, since the advent of
ultrafast spectroscopy, rate constant of ET reaction faster than
solvation have been measured.32-35 Therefore, several theories
have emerged in order to overcome this limitation. The detailed
description of these theories is beyond the objectives fixed for
this theoretical part. However, I just would like to introduce the
most important concept that underlies these theories. The key
point is the introduction of a new intramolecular coordinate
along which the system is able to move. The motion of the
system along this coordinate is much faster than along the
coordinate Q. These theories are referred to as two-dimensional
theories.
 Marcus and Sumi36,37 formalized this simple idea in the
eponym model. Here, solvent and intramolecular modes are
treated classically. This enables kE T to be faster than solvation.
Some improvements of this model made by Barbara et al have led
to hybrid model where the intramolecular modes are now treated
as quanta and the solvent modes classically.38 All these models
predict ultrafast non-equilibrium ET reactions.
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I.3 Electron transfer with diffusion
 Up to now, we have considered electron transfer reactions
occuring between two molecules at a fixed distance. The
description of the electron transfer coupled with diffusion is a
more difficult task as the rate of the process is modulated all
along the diffusional path of the reaction partners. In the first
section, I will briefly present the famous work of Rehm and
Weller, which illustrates well the violation of the Marcus energy
gap law for diffusion controlled electron transfer reaction. In the
second section, I will describe how it is possible to express a
distance dependent rate constant for ET reaction. Then, I will
give an overview on several models accounting for the diffusion
controlled rate constant.
I.3.1 Rehm Weller Experiment
In 1969 Rehm and Weller measured the bimolecular ET rate
constants in a series of sixty donor acceptor systems in
acetonitrile (MeCN) and dimethylsulfoxyde (DMSO).6,7 By this
way they could vary the exergonicity of the ET reaction from
+0.5 to –2.5 eV. All the range from the normal to the inverted
region was covered. The principle of the experiment was to
photoexcite a fluorophore and to monitor the quenching of the
fluorescence upon ET reaction. As a result, they observe the
famous following dependence of the quenching rate constant on
the free energy for ET:
Figure 1.12 Rehm Weller results on diffusion controlled ET6
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As can be seen in Figure 1.12, the normal and the barrierless
regions are apparently present but the Marcus inverted region is
absent. Since that time, many researches have been focused on
how to explain this absence. The first attempt to solve this
problem was to consider the relative magnitude of the ET rate
constant compared to the diffusion rate constant. In the normal
region the rate constant for ET is smaller than the rate constant
for diffusion; ET is the limiting kinetic step. When ET rate
constant is fast enough to compete with the diffusion, the
observed rate constant is equal to both the diffusion and ET rate
constants. However, once the ET is faster than diffusion the
kinetically limiting steps becomes the diffusion. In this case the
observed rate constant may not depend anymore on the
exergonicity of the ET reaction. This model predicts the
presence of a plateau, which cuts the top of the Marcus bell. This
is the diffusion limit. However a limitation of this model rises if
one considers the Marcus inverted region. In fact, the ET rate
constant in this region is thought to slow down and to become
once again the limiting step of the kinetic. We should observe
anyway a bell shaped energy gap law, which is not the case as
illustrated in Figure 1.12. Therefore, more sophisticated models
have emerged in order to explain these observations. Most of
these models were unsatisfactory and I will not give more details
on them. Nevertheless, I will present in the first part of the
results section of this thesis some elements of answer to this
problem.
From this paragraph, it appears that more sophisticated
theories were needed in order to account for diffusion controlled
electron transfer.
I.3.2 Distance dependence of the ET parameters
It has been well known for a long time that the electronic
coupling constant V in Eq. 1.11 decreases exponentially with
distance39-42:
 
V (r ) =V
0
exp  2(r   )
L



 (1.34)
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V0 is the electronic coupling constant at contact distance  and L
is the tunneling length. It represents the distance at which the
electronic coupling between the two reaction partners is
effective. It never exceeds few angströms.
From Eq. 1.34, it is possible to rewrite the distant
dependent rate constant:
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As can be seen from Eq. 1.35, both the free energy and the
reorganization energy are distance dependent. As the products
are charged species, a coulombic interaction exists between them,
which causes attraction of the two ions. This force is in
competition with the diffusion, which tends to separate the
products. The distance at which these two forces compensate is
called the Onsager radius and will be noted rC.
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where q1 and q2 are the charges carried by the two ions. If the
distance between the two ions is shorter than the Onsager radius,
they will recombine. On the contrary if this distance is larger
than rc the two ions will separate.
On the other hand, it is possible to write the total
reorganisation energy including the solvation energy between
two ions separated by a distance r:
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where S() is the solvent reorganization energy at contact and
in the approximation of equivalent radii is equal to:
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Finally, the dependence of the free energy on distance including
the coulombic interaction may be written as:
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G() is the free energy at contact distance. Note that the
exergonicity of the charge separation reaction decreases with
inter-particle distance as the coulombic force decreases also. In
incorporating Eqs 1.38 and 1.39 in Eq. 1.35, one gets the
complete description of the distance dependent rate constant for
charge separation. The plot of the rate constant versus the inter-
particle distance gives interesting results (Figure 1.13).
Figure 1.13 Distance-dependent ET rate constant as a function of the
exergonicity of the reaction.
In this simulation, the following parameters have been used:
V=0.02 eV, =5 Å, L=1Å, rc=7Å and ()=1.4 eV. The free
energy for the reaction has been set to - 0.3 eV for the normal
region (plain line in Figure 1.13) and to – 3 eV for the inverted
region (dashed line). For the normal region, the rate constant is
mainly governed by the first term in Eq.1.35 i.e. the exponential
decrease of the electronic coupling constant. On the contrary, in
the inverted region, it is governed by the distance dependence of
the Arrhenius factor in the same equation.
The most interesting feature that comes out from this
plot is the prediction of the non-contact character of the ET
reaction in the Marcus inverted region. Indeed, the increase in
G()>() : Inverted Region
G()< () : Normal Region
kET
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the exergonicity of the reaction leads to a shift to larger reacting
distances. The more exergonic the ET reaction, the more non-contact
and weaker it is.
Therefore, this model suggests that both for charge
separation and recombination, the two reactants have to diffuse
until they reach the reacting zone and finally react. Therefore a
new model explicitly taking diffusion into account is needed.
I.3.3 Smoluchowski Model
Consider a molecule D* (note that the fact that the donor or the
acceptor is excited makes no difference in the present
explanation) at a fixed position being in a bath containing a large
excess of A molecules. In this approach, the molecule A has to
diffuse towards the molecule D* and once it is at the contact
distance  the reaction, considered as irreversible, occurs with an
infinite rate constant kET ()= . The reaction is fully diffusion
controlled. Smoluchowski described the process43,44 in terms of
the so-called target problem (Figure 1.14). The fixed molecule
D* is modeled as a sphere of radius RA+RD=, while the second
reactant A is modeled as a point molecule. Note that the sphere
representing the D* molecule cannot be penetrated and hence
once a molecule A is at its surface, it instantaneously reacts.
Figure 1.14 The target problem for diffusion-controlled reaction
The formalization of this simple model is based on the first and
second Fick’s law of diffusion. The first Fick’s law relates a
particles flux through a surface to their concentration gradient.
The proportionality coefficient between the two is nothing but
the diffusion coefficient D:
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J (A) = D(A)dCA
dx
 (1.40)
where J(A) is the flux of particle A per unit surface, D(A) is the
diffusion coefficient for the particle A and dC A/dx is the
concentration gradient along the coordinate x.
The diffusion coefficient is expressed in m2. s-1 and is
defined by the Stokes-Einstein equation:
 
D =
k
B
T
f
 (1.41)
In Eq. 1.41, f is the hydrodynamic friction force exerted by the
molecules of solvent on the diffusing molecules. If this force is
proportional to the speed of diffusion of the particles, then the
force is described by the Stokes law45:
 
f = 6a (1.42)
  is the viscosity of the solvent (expressed in cP or g.m-1.s-1) and
a is the radius of the molecule. Inserting Eq. 1.42 in Eq. 1.41
leads to:
 
D =
k
B
T
6a (1.43)
One have to keep in mind that this equation only holds when the
solvent is considered as a continuum and when molecules are
considered as impenetrable hard spheres. A more detailed
description of D will require taking into consideration the finite
size of solvent molecules and also the time dependence of the
friction forces exerted on them. However, this description is
beyond the objectives of this theoretical part.
From Eq. 1.40, it is now possible to express the number of
particles A arriving at the reacting surface per unit time I(,t):
 
I ( ,t ) = 4 2D CAr 
(1.44)
Considering the equation for the reaction D*+A          products, it
is possible to extract the rate constant:
 
 dCD*
dt
= k
ET
(t )C
D
*CA
0
= I ( ,t )C
D
* (1.45)
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C D*  and CA are the concentration of reactant D* and A
respectively. For convenience, one define a density distribution
function, which reflects the distribution of the A molecules at
time t and at a distance r of the D* molecule:
 
(r ,t ) = CA (r ,t )
C
A
0
(1.46)
by this way, one has:
 
C
A
(r ,t )
r =CA
0 (r ,t )
r (1.47)
Combining Eq. 1.44 and Eq. 1.45 leads to:
 
k
ET
(t ) = 4 2D (r ,t )r 
(1.48)
The main problem is now to evaluate the derivative of the
density distribution function with respect to the distance. First,
the expression for (r,t) has to be found. For that, the equation of
diffusion (also called the second Fick’s law) for the distribution
function has to be solved. This equation relates the temporal
variation in concentration at a certain point to the spatial
variation of the concentration at this point:
 
C
A
(r ,t )
t = D
2C
A
(r ,t )
r 2  (1.49)
which may be reformulate using Eq. 1.47:
 
(r ,t )
t = D
2(r ,t )
r 2 (1.50)
The physical content of this law is that the bigger the gradient in
concentration, the faster the process to re-equilibrate the
concentration.
A solution of this differential equation under the
following inner and outer boundaries conditions respectively:
 
( ,t ) = 0
(,t ) =1 (1.51)
is given by:
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(r ,t ) =1 erfc r  
4Dt



	  with 
 
erfc (x) =
2
 e
t2dt
x
+  (1.52)
From Eq. 1.52, the derivative of (r,t) with respect to distance
can be calculated:
 
(r ,t )
r =

r
1
r
erfc
r  
4Dt



 +
1
4Dt
exp  r  
4Dt




2




	





 (1.53)
Inserting Eq. 1.53 into Eq. 1.48 gives the well-known
Smoluchowski rate constant for diffusion controlled ET:
 
k
ET
(t ) = 4D 1+ Dt



 (1.54)
Figure 1.15 Smoluchowski time dependent ET rate constant (D= 20
Å2.ns-1, =7 Å)
From Figure 1.15, it is clear that two different regimes of kET(t)
exist depending on the time scale. At short time, the rate
constant decreases with time. This is due to the second term
between brackets in Eq. 1.54, which is called the transient term.
This is the non-stationary regime. After about 1 ns, the rate
constant becomes independent of time, this is the stationary
log kET(t)
log t [ns]
log kET()
kET() infinitely fast
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regime. Here the stationary value of kET() is given by the well
known diffusion rate constant (dotted line in Figure 1.15):
 
k
ET
() = 4D (1.55)
Once again, one has to keep in mind that this model has been
developed considering:
- the reactants as impenetrable hard spheres
- the solvent as a dielectric continuum
- the reaction rate infinitely faster than diffusion
I.3.4 Collins-Kimball Model
In 1949, Collins and Kimball46 proposed a way to overcome the
limitation of the Smoluchowski model concerning the infinitely
fast rate constant of ET reaction. Their idea was to change the
inner boundary condition in Eq. 1.51 in order to solve the
equation of diffusion. Therefore, in this approach, molecules A
diffuse towards molecules D* at the diffusion rate constant and
once they reach the contact, they react with the rate constant k0.
The density distribution function is in this case:
 
(r ,t ) =1 
r
k
0
k
0
+ 4D erfc
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4Dt

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0
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It is now possible to insert the derivative of Eq. 1.56 with respect
to the time into Eq. 1.48. By this way, the rate constant of ET
reaction can be deduced:
 
k
ET
(t ) =
4Dk
0
4D + k
0
1+
k
0
4D exp
Dt
 2 1+
k
0
4D




2





erfc
Dt
 1+
k
0
4D









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

(1.57)
One way to approximate this equation is to use the long time
       (1.56)
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approximation, which yields:
 
k(t ) =
4Dk
0
4D + k
0
1+
k
0

4D + k
0( ) Dt




(1.58)
From Figure 1.16, it is clear that, as in the case of the
Smoluchowski model, the time evolution of the rate constant is
biphasic. At short time, it decreases with time: this is the non-
stationary regime. Then, it remains more or less constant at
longer time: this is the stationary regime. Note that the value of
the rate constant at long time is given by:
 
k
ET
() = 4Dk0
4D + k
0
=
k
D
k
0
k
D
+ k
0
(1.59)
kD in Eq. 1.59 is the stationary diffusion rate constant as defined
by Eq. 1.55 (dotted line in Figures 1.15 and 1.16).
Figure 1.16 Collins-Kimball time dependent ET rate constant (D=
20 Å2.ns-1, =7 Å)
In the particular case of a fast electron transfer compared to
diffusion, k0>>kD, the limits of the rate constant may be expressed
as follows:
 
k
ET
(t ) =
k
0
4D 1+ Dt






	
	
at t=0
(1.60)
at t=
log t[ns]
log k
log kET()
log k0
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In this case, the rate constant is diffusion controlled. The limit of
the rate constant at infinite time is the same as in the
Smoluchowski approach.
The transient effect arising from the non-stationary
regime of the time evolution of the rate constant will be
discussed in more details in the last part of this thesis.
As indicated in the former paragraph, the Smoluchowski
and the Collins-Kimball models are contact models. Within these
theories, electron transfer happens only at contact between the
two reactants. The rate constant is considered as infinitely fast in
the former model and to have a finite value in the latter. The
electron transfer and the diffusion are presented as two
decoupled processes, well separated in time. However, we have to
consider the case where these two processes are coupled and
simultaneous.
Following the works of Sutin et al.,47a Burshtein et al.
developed in the early 90’s, the so-called Encounter Theories in
order to take into account this coupling phenomenon.47 The first
theory they developed is the Integral Encounter Theory (IET).
This is a very general theory from which two other models are
deduced: the Unified Theory (UT) and the Differential
Encounter Theory (DET). In the Unified Theory, both the
charge separation and the charge recombination processes are
described. On the contrary, in Differential Theory, the two
phenomena are decoupled. As the IET and the UT are not used
in this thesis, I will focus on the DET.
I.3.5 Differential Encounter Theory
The main difference between DET and contact models is the
definition of the rate constant in the former one:
 
k
ET
(t ) = W
I
(r )n(r ,t )d 3 r (1.61)
where WI(r) is the probability of the charge separation reaction to
occur at a distance r between the two reactants (note that the
index I stands for ionization); n(r,t) is the distribution function of
the reactants also called the pair distribution function (it
corresponds to (r,t) used in the contact models). It obeys to the
following equation of diffusion:
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dn(r ,t )
dt
= W
I
(r )n(r ,t ) +
D
r
2

r r
2 n(r ,t )
r (1.62)
This equation means that the total variation of the distribution
function in time has two components. The first one is the
disappearance of the reactants upon ET (first term in r.h.s of Eq.
1.62) and the second one the arrival of reactants provided by
diffusion (second term in r.h.s of Eq. 1.62). Eq. 1.62 has then to
be solved for a given WI(r) and under the following boundary and
initial conditions:
 
4Dr 2 n(r ,t )r
r =
= 0
n(r ,0) =1



(1.63)
The first boundary condition means that, at contact, the flux of
molecules reacting is equal to the flux of particles provided by
diffusion. No analytical solution of the problem is available
except for some particular shape of the reaction probability WI(r).
However, the stationary expression for kET(t) is:
 
k
ET
() = W
I
(r )n
S
(r )d 3r = 4R
q
D = k
i (1.64)
where nS(r) is the stationary distribution function and Rq is an
effective radius of reaction. The stationary ET rate constant has
the same form as in the Smoluchowski model with Rq instead of
. If Rq is found to be smaller that the contact radius, then the
reaction is kinetically controlled and ki=k0. On the contrary, if it
is found to be larger than contact, the reaction is diffusion
controlled. Note that Rq has to satisfy the equation:
 
W
I
(R
q
)L2
D
=1 (1.65)
where D  is the sum of the diffusion coefficient of the two
reactants. Therefore, Rq depends on the form chosen for the
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reaction probability.
This theory, although not specific for describing electron
transfer process is well suited and will be used in the last part of
this thesis to investigate the quenching of fluorescence upon
photoinduced ET. In fact, considering the fluorescence
quenching reaction of N photo-excited molecules by quenchers
molecules with a concentration Cq, it is possible to write the
following kinetic equation:
 
dN
dt
= k
ET
(t )C
q
N  N
0
(1.66)
The first term accounts for those molecules, which react and the
second term for the natural decay of the fluorescence with a time
constant 0.
The same kinetic equation may be written for the produced ions:
 
dP
ion
dt
= k
ET
(t )C
q
N (1.67)
We will examine in more details, in the part of this thesis
devoted to the presentation of the results, how these simple
equations coupled with the DET theory allows a powerful
investigation on the kinetic of a chemical system.
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I.3.6 Concluding Remarks
I would like to stress here that the different models I have
presented in this section were focused on the charge separation
reaction. Nonetheless, all the concepts are still available to
describe the charge recombination process taking into account
that the reactants are, this time, charged species. This means that
an attractive coulombic interaction that depends on the distance
between the two reactants has to be included in a proper
description of the reaction.
The most important concepts presented in this theoretical
part are summarized in the Table 1.2.
Contact Model Non-Contact Model
Distance Dependence
V(r) No diffusion   V(r)=V0exp (-2(r-)/L)
ET and Diffusion
uncoupled
Smoluchowski Model
kET()=4D
Collins-Kimball Model
kET()=kDk0/(kD+k0)
ET coupled to Diffusion
Differential Encounter
Theory
kET()=4RqD
Table 1.2 Different electron transfer theories
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II.1 Introduction
This chapter is devoted to the presentation of all the
spectroscopic techniques that have been used during this thesis.
The outline of this section is as follows. The first part after this
introduction is a brief presentation of the basic concepts that
have to be kept in mind when dealing with ultrashort pulses. The
second part is dedicated to the transient absorption
measurements. This measurements have been performed in
femtosecond and picosecond time scales. Both cases are described
in detail. The third part is focused on fluorescence measurement.
The Single Photon Counting (SPC) and Fluorescence Up
Conversion techniques are presented. Finally, the last part of the
chapter deals with photoconductivity measurements. For each
spectroscopic technique, the underlying principle is first recalled.
Then the typical setup is presented and, finally, some comments
highlight the main features and limitations of each method.
II.2 Basic concepts
II.2.1 Characterization of Femtosecond Light Pulses
Femtosecond light pulses are powerful tools for investigating
electron transfer reactions. In order to clearly define the
experimental conditions, it is necessary to characterize these
pulses properly. A brief description of the laser chain that
delivers pulses to experiments is therefore needed. Note that all
the lasers are from Spectra Physics and are referred to by their
commercial name.
First is the Tsunami oscillator. It is constructed around a
titanium sapphire crystal (Ti:Sapphire), which is pumped by an
intracavity doubled cw 527 nm Nd:YVO4 laser (Millenia). The
oscillator runs at 82 MHz, which means that it delivers a pulse
each 12.2 ns. Its average output power is about 1 W when
pumped at 4W. The duration of the pulses is around 100 fs and
the wavelength of the exiting beam is centered at 800 nm with a
Full Width at Half Maximum (FWHM) around 10 nm.
Therefore, the energy delivered per pulse is around 12 nJ. At this
59
Experimental Section
point, the four terms average power, peak power, intensity and
energy have not to be confused. The average power is the one
that is routinely measured. It is the power averaged on a long
time period compared to the pulse duration and is expressed in
Watt. The peak power is the power reached during a single
pulse. This is the power averaged on the duration of the pulse. It
is also expressed in Watt. The intensity is a measure of the time
average energy flux trough a surface. It is expressed in Watt per
area (W.cm-2). Finally the energy per pulse is calculated by
dividing the time average power by the repetition rate of the
laser. It is expressed in Joule per pulse.
Half of the output power of the Tsunami is directed
towards the Fluorescence up Conversion experiment. The
remaining part of the beam enters the Spitfire Regenerative
Amplifier. This device is based on a Ti:Sapphire crystal pumped
by a 537 nm intracavity doubled Nd:YLF laser (Merlin). This
latter laser runs at 1kHz and delivers an average power of 10W.
In addition, the amplifier is seeded by the output of the
Tsunami. This leads to an amplification of the energy of the
beam. It exits with a repetition rate of 1kHz and energy per pulse
equal to 1 mJ. The duration of the pulse is still around 100 fs and
at a wavelength centered at 800 nm. For sake of clarity, all these
characteristics are summarized on Table 2.1.
Output of the
oscillator
Tsunami.
Output of the
regenerative amplifier
Spitfire.
Wavelength 800 ± 10 nm 800 ± 10 nm
Average Power 1 W 1W
Repetition Rate 82 MHz 1 KHz
Energy/Pulse 12 nJ 1 mJ
Table 2.1 Main characteristics of Tsunami and Spitfire
60
Experimental Section
II.2.2 Group Velocity Dispersion
As indicated in the last paragraph, the duration of the pulses at
800 nm used in this thesis is around 100 fs. In fact, the shortness
of the pulses directly gives the time resolution of almost all the
experiments presented next. The exceptions are the SPC and
photoconductivity measurement setups. Therefore it is of
primary importance to ensure that the pulses do not broadened
during the propagation towards the sample. The source of this
enlargement is known to be the pulse group velocity dispersion48.
First, the relationship between the duration of a pulse and
its spectral width is described by the following equation:
 t .  K  (2.1)
t and   are the FWHM duration and frequency of the pulse
respectively. K is a parameter that depends on the symmetrical
shaped assumed for the pulse. If the pulse is considered as
Gaussian, then K  is equal to 0.441. If it is considered as a
hyperbolic secant then K is equal to 0.315. Usually this latter
shape is preferred to Gaussian one because it gives shorter pulse
duration. Note that when equation 2.1 becomes an equality, the
pulse is called Fourier transform limited. As an example, let's
calculate the spectral width of a 30 fs pulse centered at 530 nm
( 0 = 5.6 1014 Hz) and assuming an hyperbolic secant shape.
From Eq. 2.1, it appears that =1.05 1015 Hz. Thus, the ratio
/0 is around 1.8 % and the spectral width is equal to 10 nm.
This simple example clearly demonstrates that an ultrashort
light pulse is not monochromatic. In fact it is composed of a
whole range of frequency components.
The question that arises is how do such a pulse
propagates in a transparent medium? The dispersion of the
refractive index of a medium is illustrated in Figure 2.1a). When
considering visible light, most of the media belong to the normal
dispersion region (dark grey area in Figure 2.1a) where the index
of refraction decreases as the wavelength increases.  An example
in given in Figure 2.1b) for the fused silica49.
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Figure 2.1 Dispersion of the refractive index
The index of refraction is defined as:
 
n(
0
) =
c
v (0 )
(2.2)
 
n(
0
)  is the refractive index of the medium at the frequency 0, c
is the speed of the monochromatic wave at frequency 0 in
vacuum i.e. the speed of light and 
 
v (0 )  is the phase velocity of
a monochromatic wave at frequency 0 in the medium under
consideration. It may be expressed as a function of the wave
vector k:
 
v (0 ) = 0
k
 with 
 
k =

0
c
n (2.3)
Therefore, in a medium with normal dispersion, a wave at 400
nm travels slower than a wave at 700 nm. Coming back to the
particular issue of a pulse propagation in a transparent medium,
it is possible to define the speed of the envelope of the pulse: the
group velocity 
 
v
g
as:
 
v
g
(
0
) =
d
dk 0
(2.4)
Consequently, when a pulse travels trough a normal dispersion
medium, the low frequency components of the pulse propagate
faster than the high frequency components. The resulting pulse
is referred to as a chirped pulse.
The electric field of a pulse traveling in vacuum is
represented in Figure 2.2 a) and that of a pulse propagating in a
a) b)
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normal dispersive medium in Figure 2.2 b). In the first case, the
equation describing the time evolution of the electric field is:
 
E(t ) = Re E
0
exp(t 2 + i
0
t )  (2.5)
with E0 the amplitude of the fields and  a shape factor inversely
proportional to the square of the duration of the pulse. Note that
the phase in Eq. 2.5 is linear with time. In the second case, the
expression for the field is:
 
E(t ) = Re E
0
exp t 2 + i (
0
t  at 2 ) { } (2.6)
the phase factor has now a quadratic dependence on time.
Figure 2.2 Time evolution of the electric field of a non-chirped and
chirped Gaussian pulse
It is clear from Figure 2.2b) that the low frequency components
are in the leading part of the pulse while the high frequency
components are in the trailing part. This case is referred as the
normal group velocity dispersion.
Therefore, the propagation of a pulse in a transparent
medium has three effects on the pulse:
- it induces a delay of the whole pulse
- it induces an increase of the duration of the pulse
- it induces a frequency chirp
In order to avoid or at least minimized the pulse broadening, it is
possible to compress the pulse using a pair of gratings or prisms.
The principle of these techniques is to induce a negative group
velocity dispersion that compensates the positive GVD
experienced by the pulse. As the optical path is the product of the
t t
a) b)
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geometrical path by the index of refraction, the idea is to increase
the geometrical path of the red components compared to those of
the bluer part. As a result, it is possible to rephase all the
components of the pulse, resulting in a shortening of the
duration of the pulse. In this thesis, a compressor made of a pair
of quartz prisms is used for compression.
II.2.3 Non-linear Optical Effects
Because of the high peak power available from the laser chain as
presented in paragraph II.2.1, the light/matter interaction gives
rise to non-linear optical effects50.
Indeed, the response of a medium illuminated by an
intense laser light beam with electric field E() is generally
described in term of induced macroscopic polarization P. The
standard approach is to split this polarization in a linear PL and
non-linear PNL part and to expand it in successive orders of the
electromagnetic field:
 P

= P

L + P

NL = P

L
(1)
+ P

NL
(2)
+ P

NL
(3)
+ .....+ P

NL
(n )
 (2.7)
with:
 
P

L
(1)
= 
0
 (1) E( ) (2.8)
 
P

NL
(2)
= 
0
 (2) E( )E( )  and (2.9)
 
P

NL
(3)
= 
0
 (3) E( )E( )E( ) (2.10)
The macroscopic susceptibility of order n is (n). Note that (1) is
about twelve orders of magnitude larger than (2). This is the
reason why high intensity fields are required in order to give
raise to non-linear optical effects. The three next paragraphs are
devoted to the presentation of second harmonic generation,
parametric effects and white light generation, respectively.
II.2.3.1 Second Harmonic Generation (SHG)
SHG was the first non-linear optical effect to be observed in the
early 60's51. It originates from the second order non-linear
induced polarization. The principle is illustrated in Figure 2.3.
Two optical fields oscillating at the same frequency  mix in a
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non centro-symmetric medium and give rise to a third wave at
frequency 2.
Figure 2.3 SHG principle
A first requirement for this process to be efficient is that the
second order non-linear susceptibility of the medium is non-zero.
By reason of symmetry, this is only the case for non-isotropic
media.
This phenomenon can be explained as follows. At time t0
and at the position x0 along the propagation of the beam in the
crystal, a small volume dV0 is illuminated by a strong electric
field at frequency . It follows that the induced second order
polarization in this volume emits a wave at frequency 2. Then,
the wave at  reaches the second volume element dV1 at time t1.
Afterwards, this second volume also emits a wave at frequency
2 and so on all along the optical pathway in the non-linear
crystal. The condition for this process to be efficient (phase
matching condition) is that all the emitted waves in the
successive element of volume dV0, dV1, etc ... at frequency 2
interfere constructively. This implies that the waves at frequencies
 and 2 travel at the same speed in the crystal. However, this is
not possible in an isotrope medium first because of the dispersion
of the index of refraction (as explained in the previous paragraph)
and then because the second order susceptibility of such medium
is zero. Hence, the only way to reach this situation is to use a
birefringent crystal and to orient it such that the two waves at 
and 2 experienced the same index of refraction. Formally, the
difference in speeds of the waves at frequencies  and 2 within
the crystal is given by the phase mismatch factor k. When k is
equal to zero, this corresponds to a situation where all the waves
emitted by the different volume elements dV n interfere
constructively; the SHG signal is maximal. The path along which
  (2)  0

2
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this situation remains valid is called the coherence length. If it is
small compared to the size of the crystal, the efficiency is low. On
the contrary if it is larger than the size of the crystal, the
efficiency is maximum. Note that doubling crystals are classified
according to the polarization of the two incident waves. Type I
phase matching crystals for the case where the two waves have
the same polarization direction, and type II crystals when the
polarization directions are orthogonal.
II.2.3.2 Parametric Effects
Optical non-linear interactions involving three waves at different
frequencies are called parametric effects48. As in the case of SHG,
these effects are due to the second order non-linear induced
polarization of a medium. A general scheme accounting for these
effects is presented in Figure 2.4.
Figure 2.4 Parametric interaction principle
In this figure,  and I stand for the frequency and intensity of the
different waves. The indexes P, Sd and Sgn stand for pump, seed
and signal respectively. The general principle is as follows. A
non-linear crystal is illuminated by an intense laser light beam at
frequency p and with intensity IP. At the same time, the crystal
is illuminated by a seed beam at frequency Sd and with intensity
ISd. As a result, a third wave at frequency Sgn and with intensity
ISgn is emitted from the crystal. As this process is coherent, phase
matching conditions are also required in order for the process to
be efficient.
In fact, many processes of this kind exist and the
remaining part of this paragraph is devoted to the presentation of
two of them: the parametric amplification and the sum frequency
generation.
Sd, ISd
Sgn, ISgn 
(2)  0P, IP P, IP
Sd, ISd
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Parametric Amplification
In this particular case, the energy held by a wave at frequency P
is redistributed in the seed and signal waves at frequencies Sd
and Sgn respectively. The conservation of the energy implies:
 

P
=
Sd
+
Sgn
(2.11)
 Therefore, the intensities of the seed and of the signal are
increased. As this process is coherent, the phase matching
conditions have to be fulfilled:
 
kP = kSd + kSgn (2.12)
This process is the basis of the Non collinear Optical Parametric
Amplifier (NOPA) used in this thesis and which is described in
more detail in the paragraph II.3.2.1. A particular case of the
parametric process that will be encountered in the next is the
spontaneous parametric fluorescence. When illuminated with an
intense laser beam at frequency P and with a particular angle of
incidence, the non-linear crystal emits two waves, the first at
frequency Sd and the second at frequency Sgn.
Up-Conversion
In this case, both the intensities of the pump and seed waves
decreases while the intensity of the signal increases. The phase
matching condition becomes:
 
kSgn = kP + kSd (2.13)
and the energy conservation implies:
 

Sgn
=
P
+
Sd
(2.14)
This process is used in the transient fluorescence measurements
as will be explained in paragraph II.4. From a practical point of
view, it is possible to choose one or the other parametric process
just in turning the non-linear crystal.
II.2.3.3 White Light Generation
When an intense pulse is focused in a dispersive medium, its
index of refraction becomes dependent on the incident intensity.
This phenomenon is called the Kerr effect.
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n(r ,t ) = n
0
+
1
2
n
1
I (r ,t ) (2.15)
It arises from the third order non-linear optical susceptibility of
the medium. As can be seen in Eq. 2.15, the intensity of the field
is distributed in both space and time according to the following
representation (Figure 2.5).
In fact both these dependences of the intensity exist at the same
time in a field propagating trough a transparent medium.
However by sake of simplicity, it is possible to consider them
separately. Each dependence gives rise to a particular process.
As the intensity is modulated in space, different volume
elements of the medium have different indexes of refraction.
According to eq. 2.15, n is higher in the center of the focused
beam than at the onset. This acts as a lens, focusing more and
more the beam into the medium until its diameter is small
enough for linear diffraction to compensate for the focusing. This
is the Kerr Lens Effect.
In order to understand how the optical Kerr effect can
modify the spectral properties of an ultrashort pulse, one has to
consider how the nonlinear refractive index modifies the optical
phase of the pulse. The electric field of a laser pulse travelling in
the  x  direction can be written as:

 
E(t ,x) = E
0
exp i 
0
t  kx + ( )  (2.16)
The phase  depends on the non-linear refractive index of the
medium. In addition, the index of refraction depends on the
intensity of the pulse which depends itself on the time. At the
end, the refractive index and the phase depend on the time.
I
r
I
t
Figure 2. 5 Space/Time distribution of the intensity of a light
 pulse
r t
I I
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Consequently, the nonlinear refractive index induces frequency
chirp on the pulse. In other words, the spectrum of the pulse has
broadened due to the nonlinear interaction.
Low frequencies are created in the leading part of the
pulse and high frequencies are created in the trailing part of the
pulse. This broad spectrum may appear as a white light
continuum. Note that a more complete description of this process
requires the inclusion of the stimulated Raman emission.
 In addition, it has to be noticed that if a single pulse
modifies its own characteristics, the effect is often referred to as
self phase modulation. However, if a pulse modifies the
characteristics of another pulse by causing a Kerr effect, the
situation is referred to as cross phase modulation52.
All these processes are summarized in the following table:
Optical Kerr Effect n(r,t) I(r,t)
n(r)  I(r) n(t)  I(t)
Single Beam: Self Phase Modulation
White Light GenerationKerr Lens Effect
(Self-Focusing)
Dual Beams: Cross Phase Modulation
Table 2.2 Different non-linear optical effects
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II.3 Transient Absorption Measurements
II.3.1 Introduction
II.3.1.1 "Pump-Probe" Methods
General Principle
The general principle of a pump-probe experiment is illustrated
in Figure 2.653.
Figure 2.6 Principle of a pump-probe experiment
A pump pulse induces at time t0 a perturbation in the sample.
Then at time t0+t, the probe pulse arrives at the perturbed zone
of the sample. As a result, its optical properties are changed. Just
comparing the probe beam before and after passing through the
excited volume within the sample, allows extracting information
about the sample. The delay t between the pump and the probe
pulses is adjustable by means of an optical delay line. In fact, the
light travels 30 cm in 1 ns in vacuum. As micrometric delay lines
are commonly available, delays of the order of few femtosecond
are routinely achieved.
Detection Scheme
In transient absorption experiments, the relevant
characteristic of the probe pulse to be monitored is its intensity
I(,t). Indeed, this intensity decreases upon absorption of light by
chemical transient species and increases as the number of
absorbing molecules increases. The evolution time of the
intensity of the probe light reflects changes of the absorbing
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population. Therefore, it is possible to express this intensity (at a
particular frequency ) t after the pump pulse has perturbed the
sample (Beer Lambert's law):
 
I ( ,t ) = I
0
() 10N (t )lS (2.17)
where I0( )  is the intensity of the probe light without
perturbation of the sample,  is the absorption coefficient of the
absorbing chemical species at frequency  and lS is the excited
length of the sample. In fact the quantity of interest is the optical
density or absorbance OD(,t).
 
OD( ,t ) = log I 0 ()
I ( ,t ) = N (t )lS (2.18)
In order to reach a high signal to noise ratio, the following
detection scheme has been set up.
The pump pulse is chopped at half the frequency of the
laser source i.e. 500 Hz. The pulse sequence is as follows:
Figure 2.7 Pulse sequence in a transient absorption experiment
When the pump pulse is on, the intensity detected by the
photodiode signal DSgn is I(,t). However, when it is off, the diode
only records the probe intensity of the unperturbed sample I0(,t).
Note that each millisecond, the photodiode reference DRef records
the fast fluctuations of the probe beam IRef(,t) whereas the
reference diode on the pump beam DPump detects whether the
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pump beam is blocked or not. In addition, a blank signal from the
two diodes is recorded at the beginning of each experiment by
blocking the probe beam. The two intensities are referred to as
 
I
Sgn
noise and 
 
I
Ref
noise . It is then possible to define the corrected
intensities as:
 
I
0
Corr ( ,t ) = I
0
( ,t )  I
Sgn
noise ( ,)
 
I
Ref
Corr ( ,t ) = I
Ref
( ,t )  I
Ref
noise ( ,) (2.19)
 
I Corr ( ,t ) = I Corr ( ,t )  I
Sgn
noise ( ,)
The resulting relative optical density of a sample is given by:
 
OD( ,t ) = log I 0
Corr ( ,t ) / I
Ref
Corr ( ,t )
I Corr ( ,t + t ) / I
Ref
Corr ( ,t + t )



  (2.20)
This results in a sensitivity of around 10-4 on the relative
absorption changes.
Due to the fact that the pump and probe beams have a
finite focal diameter, the excited length in Eq. 2.18 is better
described in terms of an excited volume. From the same Eq. 2.18,
it is clear that a way to increase the optical density is to increase
this volume.  For that purpose, it is possible to minimize the
crossing angle between the beams. Indeed, as illustrated in
Figure 2.8, the smaller the angle between the two beams, the
larger the overlapping region, the stronger the transient
absorption signal. The grey areas in Figure 2.8 represent the
overlapping volume within the sample.
Figure 2.8 Scheme of the overlapping region of the pump and probe
beams
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II.3.1.2 Non-collinear Optical Parametric Amplifier (NOPA)
The principle54,55 of this optical device is based on the parametric
amplification as described in paragraph II.2.3.2. The working
principle is to make time coincident the pump pulse and the seed
pulse within a non-linear crystal that is oriented such as the
phase matching condition are fulfilled. In the NOPA a white light
continuum is used as a seed.
Figure 2.9 The NOPA principle
A first, the pump beam at 400 nm is focused in a 1 mm BBO
crystal with a 200 mm focal lens. The white light is also focused
at the same point of the crystal with a 400 mm focal spherical
mirror. As already mentioned, the white light continuum is
strongly chirped. Consequently, by adjusting the time delay t, it
is possible to make the blue pulse and a spectral slice of the white
light time coincident. The non-linear crystal has to be turned in
order to fulfill the phase matching condition for the particular
slice to be amplified. This principle is illustrated in Figure 2.9.
The grey area of the white light corresponds to the part that is
amplified. By pumping with a 100 μJ beam at 400 nm, it is
possible to obtain a 5 μJ energy pulse ranging from 470 to 700
nm.
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II.3.1.3 Prism Compressor
As a result of the parametric amplification, the pulse at the
output of the NOPA is strongly chirped and has to be
recompressed in order to reach the Fourier transform limit. This
is done by using an optical compressor. It is constructed with
two quartz prisms The principle is illustrated in Figure 2.10.
Figure 2.10 The Optical Compressor
The redder part of the pulse entering the compressor travels a
longer optical path than the bluer part. Note that the angle
between the prism and the entering beam has to be set the
Brewster angle in order to avoid loss of light by reflection at the
quartz/air interface. The quartz has been preferred to the more
often encountered fused silica (SF10) because of a better
recompression possibility. However, the quartz being less
dispersive than SF10, a larger distance between the two prisms is
required (80 cm in our case). Thus, for practical reasons, the
compressor is folded (cf Figure 2.12). Consequently, pulses
emerging from the compressor have duration of about 30 fs.
Therefore, pulses are spectrally very broad as illustrated in
Figure 2.11.
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Figure 2.11 Spectrum of a NOPA pulse
The spectrum of 30 fs pulse presented in Figure 2.11 is centered
at 560 nm with a FWHM of about 60 nm.
II.3.2 Femtosecond Time Resolved Experiments
II.3.2.1 400 nm Pump / NOPA Probe
Principle
The principle of this experiment is first to trigger an electron
transfer by pumping the sample at 400 nm and then to probe the
photogenerated ionic population that absorbs light at a given
frequency. In order to be able to investigate a large variety of
photogenerated ions, it is necessary to use a tunable probe beam.
The NOPA output is well suited for this application.
640620600580560540520500
Wavelength (nm)
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Setup
The general setup of this experiment is presented in Figure 2.12.
Figure 2.12 Pump 400 nm Probe NOPA setup
With the following legend, which remain valid for all setups
presented in the thesis:
Around 20 % (200 μJ) of the total intensity of the light exiting
the amplifier is used in this experiment. A small fraction (5 %) of
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the beam at 800 nm is focused in a 1mm Sapphire plate with a 50
mm focal lens in order to generate a white light continuum. The
remaining part of the beam is frequency doubled in a 1 mm 
Barium Borate (BBO) crystal. This portion at 400 nm is directed
towards the NOPA whereas the unconverted part is sent along a
0 to 1ns optical delay line. Up to this point, three beams are
available: the first one is white light, the second one is at 400nm
and the last one is at the fundamental wavelength 800 nm.
The two first beams are used in the NOPA as illustrated
in Figure 2.12. When exiting the compressor, the NOPA beam
goes trough a Half Wave Plate (HWP) before being focused in
the sample. HWP is used to adjust the direction of the
polarization of the probe beam. Indeed, all the transient
absorption measurements have been performed with an angle
between the pump and probe polarization direction set at 54.7 °,
the magic angle insuring no contribution of dichroïsm to the
signal.
The remaining part of the beam at 800 nm is directed into
a third BBO crystal in order to generate the pump beam at 400
nm. Its energy is around 10 μJ per pulse. Finally, the pump pulse
is focused with a 200 mm focal lens in the sample contained in a
1mm quartz cell.
Comments
An important characteristic of this setup is its good time
resolution. One easy way to determine it is to put a glass plate at
the sample position and to make a pump probe experiment. The
pump pulse creates a birefringence in the glass that is monitored
by the probe pulse. This method gives a response function of the
setup equal to 200 fs FWHM. Another method is the Kerr
shutter technique56 where the sample is placed between two
crossed polarizers. The principle is also to probe a transient
birefringence due to the pump beam.
However the technique that is used in the present thesis
consists to monitor the bleaching of a dye. As this process is as
fast as the absorption of a photon by the dye, it is quasi
instantaneous. The principle is to bleach an electronic ground
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state of the dye with the pump pulse and to monitor this
bleaching with the probe beam. As the natural lifetime of the
excited state is generally longer than a few picoseconds, the
resulting kinetics is a step function (dotted line in Figure 2.13).
Making the time derivative of this function leads to a Gaussian
shape function (line with open circles in Figure 2.13). A fit to this
function (plain line in Figure 2.13) with a Gaussian yields the
instrument response function.
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Figure 2.13 Instrument response function of transient absorption
measurement
The main advantages of the 400 nm Pump/NOPA Probe
technique are the short time resolution and the good signal to
noise ratio. However, the main limitation is the
monochromaticity of the probe beam. In fact, probing the
transient absorption at a single wavelength is not a problem if
only a single electronic transition contributes to the signal. As
soon as many contributions are possible, it becomes necessary to
address the problem in a different way. The solution is to probe
with a white light pulse.
II.3.2.2  400 nm Pump White Light Probe
Principle
The whole electronic absorption spectrum of a chemical species
constitutes its fingerprint. Probing a sample with white light
leads to the observation of absorption bands that may be
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attributed univocally to a particular chemical species. Recording
different spectra at different time delay t after the excitation of
a sample allows the whole kinetics of a particular absorbing
product to be accessed.
Setup
The setup is presented in Figure 2.14. A small fraction of the
principal beam at 800 nm is focused with a 30 mm focal length in
a 2 cm quartz cell containing a mixture of 70 % D2O/30% H2O.
This generates a white light continuum that acts as a probe. This
beam is separated into two equally intense parts. The first one is
focused in the sample and overlaps with the pump beam. The
second one passes through the sample at a point that is not
perturbed by the pump pulse: this is the reference beam. The
pump beam at 400 nm is the same as in the previous experiment.
Afterwards, each white light beam is focused on the entrance slit
of a spectrograph and is finally dispersed on a 25 mm long
Charge Coupled Device (CCD). The spectrographs are from
Oriel, Ref. MS 125, model N° 77400-M. The grating inside
allows a resolution of 0.4 nm (1200 lines/mm). The spectral
range available covers the visible region.
Figure 2.14 400 nm Pump White Light Probe setup
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Comments
No kinetics has been recorded using this setup due to the poor
signal to noise ratio. However it as been used in order to observe
spectra at different time delays after the excitation. This is a
technique that is complementary to that presented in the
previous paragraph.
When dealing with CCD detectors, an important point to
consider is the linearity of the response of the detector with the
intensity of the incoming light. This is of primary importance in
order to insure that the shape of the observed bands corresponds
to the reality. In order to check this, three ranges of photosites
have been investigated. Note that 2048 pixels are available
within the detector. The first range is from pixel 380 to 400, the
second one from pixel 800 to pixel 1000 and the last one from
pixel 1500 to 1600. For each range, the response of the detector
as a function of the integration time has been recorded. The
larger the integration time, the more light enters into the
detector. The results of this investigation are presented in Figure
2.15.
Figure 2.15 Linearity of the response of the CCD detector
Although the dispersion of the points is bigger for high
integration time, it is clear from Figure 2.15 that the response
can be considered as linear with the input light intensity all over
the array of photosites.
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II.3.2.3 NOPA Pump / 400 nm Probe
Principle
This experiment has been set up in order to pump a sample that
absorbs in the visible region and to probe the photoinduced ion
that absorbs at 400 nm. The detection is achieved with
photodiodes in exactly the same ways as in the first experiment
presented in section II.3.2.1.
Setup
Because of the need of a high intensity pump beam, the
commercial double amplification stage NOPA from Clark MXR
has been preferred. Indeed, it delivers up to 30 μJ pulses ranging
from 470 nm to 700 nm. Pulses are recompressed using a pair of
SF10 prisms. This provides pulses with duration of about 45 fs,
which is enough for the present investigation.
Figure 2.16 NOPA Pump 400 nm / Probe setup
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The setup is presented in Figure 2.16. Contrary to the case of the
400nm pump / NOPA probe experiment, the pump diode is now
on the NOPA beam whereas the reference diode is on the blue
beam. The time resolution of this setup is around 200 fs.
II.3.2.4 400 nm Pump / NOPA Pump / NOPA Probe
Principle
The principle of this experiment is first to photo-trigger an
electron transfer with the pump beam at 400nm. As a result, a
transient population of ions is produced. Then a pump-probe
experiment on this transient population is performed. The
wavelengths of the pump and the probe are the same; this is a
ground state recovery experiment.
Setup
 Figure 2.17 400 nm Pump / NOPA Pump / NOPA Probe setup
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This experiment is a three pulses experiment. The first pump
pulse at 400 nm is the same as in the previous setup. It passes in
the optical delay line B (Figure 2.17) before being doubled in a
1mm BBO crystal and finally focused in the sample. The beam
exiting the NOPA is separated in two parts using a 80%/20%
beamsplitter. The first part is the second pump beam that passes
through the chopper before being focused in the sample. The
second one, the probe beam is directed towards the optical delay
line A (Figure 2.17) and is finally focused in the sample.
Comments
The different pulse sequences are as follows:
Figure 2.18 Pulse sequence in a 400 nm pump / NOPA pump /
NOPA probe experiment
83
Experimental Section
The time delay t1 between the first pump at 400 nm and the
second pump at the NOPA wavelength is adjusted thanks to the
delay line B in Figure 2.17. The second time delay t2 between
the second pump and the probe at NOPA wavelength is adjusted
using the delay line A in Figure 2.17.
Time resolution of this experiment is about 70 fs. The originality
of this method is that the experiment is performed on a transient
population. However, the main limitation remains the
monochromaticity of the detection for the same reasons as
invoked earlier.
II.3.2.5 Three Colors Experiment
Principle
The principle of this experiment is to use three lasers beams at
three different wavelengths. The general scheme is similar to
that of the 400 nm pump/NOPA pump/NOPA probe
experiment. The main difference is that the second pump beam
comes from the Clark MXR NOPA, while the probe beam comes
from our home-made NOPA. The first pump pulse remains the
400 nm frequency doubled as described is the previous
experiment. It is used to photogenerate a transient radical ion
pair population. The second pump beam is set at 530 nm. At this
wavelength, the energy per pulse is around 20 μJ. This 2nd pump
pulse is used to excited photoinduced radical ion population.
Finally the wavelength of the probe beam is set at 650 nm in
order to probe a particular transition of interest. This experiment
is presented in details in paragraph III.5. The setup is presented
in Figure 2.19.
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Figure 2.19 Three Colors experiment setup
The instrument response function measured with above-
mentioned technique is around 70 fs.
II.3.3 Picosecond Time Resolved Experiments
II.3.3.1 Introduction
As picosecond pulses are easier to handle than femtosecond
pulses, the former have been preferred for investigating long
time scales kinetics. Two different setups have been designed in
order to investigate two different time scales. The first one
presented in paragraph II.3.3.2 enables to study kinetics from 25
ps up to 15 ns. The second one is detailed in paragraph II.3.3.3
and is used for investigating kinetics from 100 ns up to several
ms. The laser that is used57 (Continuum PY61-10 laser) is a Q-
switched active passive mode-locked and cavity dumped Nd:YAG
laser (NeoDymium Yttrium Aluminum Garnet). The Q-switch as
well as the mode locking is achieved by means of a dye (laser dye
9740 in 1,2-dichloroethane). An acousto-optic modulator also
provides an active mode locking. This leads to pulses of about 25
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ps duration at 10 Hz. The beam is first doubled in a KDP crystal
and then tripled in another KDP crystal. At the end, three beams
well separated in space exit the laser. The first one is at the
fundamental wavelength 1064 nm, the second one is at 532 nm
and the last one at 355 nm.
II.3.3.2 355 nm Pump / 532 nm Probe
Principle
In this experiment, the UV beam acts as a pump and the green
one as a probe. The available energy is 5 mJ and 10 mJ per pulse
respectively. The signal is detected by a photodiode and sent to
the acquisition board (Canberra Accuspec Nal multi-channel
analyser). Because of the relatively poor pulse to pulse stability of
the laser, a discriminator that selects pulses within a fixed range
of intensity is used. For that, part of the probe light is sent into a
reference photodiode DRef. This ensures that the out of range
pulses are not selected. The resulting signal to noise ratio is thus
sufficient for monitoring absorption changes of few percents.
Setup
As illustrated in Figure 2.20, the green beam exiting the laser is
sent towards a 75 cm optical delay line. The probe pulses make
three round trips, which corresponds to a total delay of 15 ns.
Afterwards they are focused in the sample. The UV pump beam
is also focused at the same point in the sample. A series of grey
filters with a total optical density of 5 is placed in front of the
photodiode ensuring the detection of only the most intense light
i.e. the green light. The time resolution of this experiment is
typically given by the cross-convolution of the duration of pulses
and is around 25 ps.
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Figure 2.20 Picosecond time-resolved transient absorption setup
In Figure 2.20, the same conventions as in the previous
illustrations of setups have been used. However, the dotted line
corresponds to the 355 nm pump beam, whereas the plain line
corresponds to the 532 nm probe beam. The sample is mounted
on a rotating holder, which ensures that the volume of the
sample under study is constantly refreshed during a
measurement.
Comments
The relatively poor signal to noise ratio in addition to the high
number of round trips in the delay line make the measurements
difficult to perform. In order to be able to extract quantitative
information on the kinetics of the sample under study, it is
necessary to calibrate the kinetics. For that purpose, a well-suited
system is the benzophenone. Pumping at 355 nm populates
within about 10 ps  a triplet state that decays in the microsecond
time scale. This is used as a calibration standard.
The main advantage of the technique is the possibility to
perform experiments in a time window extending up to 15 ns. In
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fact this time window is usually quite difficult to reach in the
sense that it is too fast for electronic detection and too long for
optical one. However the main limitation of the technique is that
the pump and probe wavelength are fixed. This limits the
number of chemical system that can be investigated. Note that
the probe wavelength can be tuned thanks to Raman emission
obtained by focusing the 532 nm probe beam into a cell filled
with a solvent. However this setup has not been used in the
present work because of its low stability.
II.3.3.3 355 nm Pump / cw White Light Probe
Principle
In order to access a larger time window than in the previous
experiment, a complete different approach has been preferred.
The principle of the method is to pump the sample at 10 Hz and
to probe it with cw white light source that is detected with a PM
connected to a fast 500 MHz oscilloscope (Tektronix TDS 620A)
that is triggered by a fast photodiode on the pump beam.
Setup
The probe beam is first focused in the sample and then directed
into a photomultiplier tube with a large spectral acceptance and a
fast rise time (Hamamatsu R928, 185 nm to 900 nm, 2,2 ns). The
white light is generated by a 150 W Xenon lamp ( Hamamatsu
Model C7536) whose spectrum (provided by the manufacturer) is
presented in Figure 2.21.
Figure 2.21 Emission spectrum of a Xenon lamp
As can be seen in the above figure, the emission spectrum of the
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lamp covers the whole visible region. Interference filters (IF) are
thus disposed in the front of the PM tube in order to select a
particular detection wavelength. The setup is illustrated in
Figure 2.22.
Figure 2.22 355 nm Pump / cw White Light Probe setup
Because of an intense fluorescence of the sample investigated, the
time resolution of this experiment is given by the time needed by
the PM tube to recover its capacity of detection between two
pulses. In the present work this time is around 100 ns.
II.4 Transient Fluorescence Measurements
II.4.1 Introduction
In addition to the transient absorption technique, transient
fluorescence measurements have been performed during this
work. In fact, this technique yields additional information about
the kinetics of the system under study. Although this method is
restricted to fluorescent molecules, it is a powerful tool because
of its high sensitivity. Two different techniques have been used
corresponding to two different time scales of investigation. The
Time Correlated  Single Photon Counting (TCSPC) setup is used
to investigate fluorescence dynamics from 300 ps up to several
tens of ns, whereas the Fluorescence Up Conversion setup is used
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to detect fluorescence from 150 fs up to 1.5 ns. These two
techniques differ also by the fact that the delay between the pump
and the detection is electronic for TCSPC whereas it is optical in
the fluorescence up conversion setup.
II.4.2 Time Correlated Single Photon Counting
Single Photon Counting (TCSPC) has been one of the best ways
of measuring fluorescence decay times since Bollinger and
Thomas conceived the method in 1961.58 This is a completely
electronic detection method. A detailed description of the
principle of the experiment is beyond the objectives fixed for this
introduction to experimental techniques. Nevertheless, the most
important point to keep in mind is the time resolution of the
method that is approximately 300 ps when using a PM tube as a
detector.
II.4.3 Fluorescence Up-Conversion
Principle
As already mentioned, the fluorescence up-conversion technique
has the advantage compared to the TCSPC technique to allow
the investigation of shorter time scales. The method is based on
the optical nonlinear process of up-conversion. The principle of
the technique is illustrated in Figure 2.23 and may be described
as follows.59 First a pump pulse at 400 nm induces the emission
of transient fluorescence from the sample. Then this fluorescence
is focused in a non-linear crystal. A second beam at 800 nm
coincident in time with a temporal slice of the fluorescence is
mixed with it in the BBO crystal. This gives rise to an up-
converted UV signal that is dispersed in a monochromator and
detected with a photomultiplier tube. The grey area in Figure
2.23 represents the up-converted slice of fluorescence for a given
time delay t. Varying t allows reconstructing the whole
kinetics of fluorescence decay. In order for the up-conversion to
be efficient, the phase matching condition has to be fulfilled and
therefore the angle of the crystal has to be adjusted for each
particular wavelength that have to be detected. Therefore, the
nonlinear crystal acts as an optical gate, which is open only when
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the beam at 800 nm is present. It acts also as a filter as the phase
matching conditions lead to the selection of a particular
wavelength to be up converted. Note that the crystal also acts as
a polarizer.
Figure 2.23 Principle of the Fluorescence Up Conversion
Setup
The complete setup is represented in Figure 2.24. Half of the
power of the output of the Tsunami oscillator i.e. 450 mW is
used in this experiment. The beam at the fundamental
wavelength 800 nm first passes through a 0.5 mm type I BBO
crystal. As a result, a beam at 400 nm is generated by second
harmonic generation.  Afterwards, the two beams are separated
by a dielectric mirror at 400 nm. The blue pump is focused in the
sample (0.4 mm length) and the fluorescence emitted is collected
by a lens and finally refocused in a 0.5 mm BBO crystal. The red
beam is delayed in an optical delay line (equipped with a retro-
reflector RR) before being focused in the same crystal. Note that
the pump beam passes through a Berek plate (BP) compensator
in order to adjust its polarization direction. At the end, the
fluorescence and the beam at 800 nm mix in the 0.5 mm type I
BBO crystal. Assuming that the phase matching conditions are
fulfilled, a UV beam is generated by up conversion as already
described in the paragraph II.2.3.2. Note that two filters (COF1
and 2 in Figure 2.24) are used to eliminate parasite light.
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Figure 2.24 Fluorescence Up-Conversion setup
Comments
The theoretical boundaries of the time window accessible with
this technique are given by:
- the duration of the gate pulse (100 fs) for the lower limit
- the repetition rate of the laser (82 MHz i.e. a pulse each
12 .2 ns) for the upper limit
In practice, however, the length of the optical delay line i.e. 2 ns
gives the upper limit.
The main advantage of this technique is the high
sensitivity of the detection. Another advantage is the high time
resolution of the setup, around 200 fs. However the major
limitation is the fact that only molecules that fluoresce can be
studied. Nevertheless, this technique is complementary to
transient absorption and gives additional information about
investigated systems.
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II.5 Transient Photoconductivity measurements
Principle
Transient photoconductivity has been developed in the late 60's
by Kawada and Jarnagin.60 This technique is used in the present
thesis to quantify the photoinduced free ion population.61 The
principle is to photogenerate free ions in a cell submitted to a
high voltage (500 V DC). As the ions move, a drop of the voltage
is measured through a resistor (1k) mounted in parallel to the
entrance of a fast oscilloscope (Tektronix TDS 620 A). The pump
beam is provided by the third harmonic (355 nm) of the
picosecond Nd:YAG laser that has been introduced in paragraph
II.3.3.3.
Setup
The setup is presented in Figure 2.25.
Figure 2.25 Photoconductivity measurements setup
Comments
Within the Stokes-Einstein model, it is possible to relate the
intensity of the photoinduced current to the number of ions in
solution thanks to the following equation:
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where d is the distance between the two electrodes (6 mm), E is
the amplitude of the applied electric field (8.3x104 V.m-1), n(t) is
the number of ions at time t and finally, i(t) is the intensity of the
current at time t.
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Eq. 2.21 can be used to calculate the free ion yield of
particular system. However, as this equation is only valid within
the approximations made in the Stokes-Einstein model, the
calculated free ion yield will be approximate.
 In order to measure directly a free ion yield of a chemical
system, it is necessary to calibrate the experiment with a
standard giving a known free ion yield.  This is the case of the
system Benzophenone/1,4-diazabicyclooctane (BP/DABCO) in
acetonitrile.61,62 It gives a current Iref  corresponding to a free ion
yield of unity. Therefore the free ion yield of a system under
study, sys that gives a maximal current Isys may be expressed as:
 

sys
=
I
sys
I
ref
100 (2.22)
The main advantages of this technique are first the reliability of
the measured free ion yields and then the fact that it is quite easy
to implement.
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III.1 Highly Exergonic Charge Separation Reaction
III.1.1 Introduction
The high reduction potential of tetracyanoethylene (TCNE;
Ered=+ 0.24 eV) together with the relatively low oxidation
potential of perylene (Pe; Eox=0.85 eV) makes the charge
separation between the two extremely exergonic (GCS=-2.2 eV)
with ES1(Pe)=2.83 eV.63 ES1(Pe) is the energy of the first singlet
excited state of the perylene. Consequently, this chemical system
is particularly well suited for studying the Marcus inverted
region for the charge separation reaction. Indeed, most of the
experimental works carried out in this region have been
performed using this strong electron acceptor.7,64-66 However
important questions that have been invoked in the theoretical
part of this work (paragraph I.3.1) remain open. In particular, the
reason why the plateau in the Rehm-Weller experiment is so
wide is not clear.
In order to reach a more complete understanding of this
process, we have investigated the fluorescence quenching
dynamics of perylene in presence of TCNE in acetonitrile. The
resulting kinetics have been analyzed using the differential
encounter theory (DET, presented in paragraph I.3.5) with two
different models for the electron transfer rate.67 The first one is
the single channel rate where only the electron transfer from the
excited S1 state of Pe to the ground state of the radical ion pair is
considered. The second one is the double channel rate in which
the electron transfer to electronic excited states of the radical ion
pair is taken into consideration. We show that this latter non-
radiative deactivation pathway is needed for reproducing the
experimental kinetics.
The outline of the present section is as follows. First the
experimental conditions are briefly described, then the
fluorescence quenching dynamics of Pe are presented together
with the fits by the DET. Finally, major outcomes of this work
are highlighted.
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III.1.2 Experimental Details
The fluorescence quenching dynamics of Pe by TCNE at
different concentrations have been investigated. The
concentrations were 0, 0.01, 0.08, 0.16, 0.32 and 0.64 M.
Moreover, fluorescence decays have been measured over three
different time ranges: 0-7 ps, 0-120 ps and 0-1200 ps. The
kinetics have been measured using the up-conversion
fluorescence decay measurement setup as described in II.4.3. In
order to correct for any misalignment of the optical delay line,
the fluorescence time profile at [TCNE] 0 are divided by the
time profile at [TCNE]=0. Note that the absorbance of the 0.4
mm thick sample is around 0.1 at 400 nm; its concentration in Pe
is around 10-4 M. The normalized steady state absorption and
fluorescence spectra of Pe/TCNE excited at 400 nm with
[TCNE]= 0.01 M are presented in Figure 3.1.
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Figure 3. 1 Absorption and Fluorescence spectra of Pe with TCNE in
acetonitrile
The excitation of Pe is performed at 400 nm and the fluorescence
is detected at 495 nm where the effect of vibrational relaxation is
the weakest.68,69
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III.1.3 Results
III.1.3.1 Determination of the static ET rate constant k0
As the excitation of Pe is performed at 400 nm, several vibronic
states of the excited Pe are populated. Therefore, at short time,
vibrational relaxation from these states to the fluorescing ground
state occurs.
This process may be in competition with the very initial
electron transfer reaction. This electron transfer proceeds with
the rate constant k0. This first process is a static quenching of the
fluorescence. The competition between these two processes
(vibrational relaxation and electron transfer) may be formalized
by two kinetic equations:
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Where N1 and N represent the populations of the initial and final
vibrational states of Pe while v is the vibrational relaxation time.
From this set of differential equations, it is possible to deduce a
complete kinetic equation for the system:
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A solution of this equation is:
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The first term in the r.h.s of Eq. 3.3 stands for an increase of the
population of the vibrational ground state from which the
electron transfer reaction occurs. This models the ascending
branch of the kinetics. The electron transfer with the rate k0 is
accounted for by the second term in the same equation; it models
the descending branch. From Equation 3.3, it is possible to fit the
very first kinetics of the fluorescence decay (time range < 6 ps).
The fitting parameters are in this case v and k0. The fluorescence
decay measurements are presented in Figure 3. 2.
99
Results and Discussion
Figure 3.2 Fluorescence time profiles of the Pe/TCNE system at short
time
These kinetics have been analyzed with (Figure 3.3) and without
(Figure 3.4) the convolution with the instrument response
function (FWHM=210 fs). The parameters obtained from this
fitting procedure are summarized in Table 3.1. An example of the
fit with [TCNE]=0.64 M is presented in Figure 3. 3.
Figure 3.3 Analysis of the short time kinetics of the ascending and
descending branch of the fluorescence after a convolution with the IRF.
The dotted line represents the instrument response function, the
plain line is the kinetics with [TCNE]=0.64 M and the thin line
is the fit of the Equation 3.3.
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Figure 3.4 Analysis of the short time kinetics of the ascending and
descending branch of the fluorescence without convolution with IRF.
As can be seen from Figures 3.3 and 3.4, the fit with the
convolution of the fluorescence and the IRF reproduces better
the kinetics. However, as indicated in Table 3.1, the values for k0
and v are more or less insensitive to the convolution.
Without convolution With convolution
[TCNE] / M
v /ps k0/M-1ps-1 v /ps k0/M-1ps-1
0.08 0.282 0.20 0.215 0.25
0.16 0.257 0.20 0.200 0.22
0.32 0.255 0.20 0.186 0.23
0.64 0.183 0.20 0.119 0.21
Table 3.1 Parameters from the analysis of the fluorescence decay
kinetics with Equation 3.3.
It appears from Table 3.1 that k0 is not so different with and
without convolution. Therefore, for the sake of homogeneity
with further analysis for which convolution is not required
(longer time windows), the ko value is assumed to be 0.20 M-1ps-1.
In addition, a linear dependence of v with the concentration of
TCNE can be observed in Figure 3.5.
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Figure 3. 5 Dependence of v on the TCNE concentration
In fact, the rate of vibrational relaxation that occurs together
with electron transfer should be proportional to the encounter
frequency between TCNE and Pe. Indeed, because of the overlap
between the infrared spectra of Pe, an energy exchange between
the two is possible.70 This encounter frequency may be
proportional to the concentration in TCNE. Indeed, the more
concentrated the sample, the higher this frequency and the faster
the vibrational relaxation. This may explain the linear
dependence between these two parameters.
III.1.3.2 Single Channel Rate Model
Considering the energy diagram illustrated in Figure 3.6, only
one product is assumed to be formed upon electron transfer: the
radical ion pair. It is in its electronic ground state: Pe•++TCNE•-.
In this case the model for the electron transfer rate is called a
single channel model.
Due to the high polarity of acetonitrile, the exergonicity
of the charge separation can be considered as independent of the
distance between the electron donor and electron acceptor (Eq.
1.36 and 1.39). Therefore,
 
G
CS
(r )  G
CS
( )  2.14 eV (3.4)
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Figure 3. 6 Energy Diagram for Single Channel Rate Model
Moreover, the solvent reorganization energy at contact S() can
be evaluated with Eq. 1.4:
S()=1.15 eV with =5Å
using a reasonable value for the tunneling length L= 1.24 Å, it
become possible to estimate the electronic coupling constant V0
using Eq. 1.34. Indeed, it is directly proportional to k0:
 
V
0
2
=
k
0
exp  2(r   )
L





(r )k
B
T
exp  GCS ( ) + (r )	
 
2
4(r )k
B
T





 dr
3
(3.5)
It appears that V0 is equal to 89.8 meV. As a consequence, the
pre-exponential factor A in the single channel Marcus equation
for the rate constant (Eq. 1.10) is equal to127 ps-1.
As already mentioned in the theoretical part of this thesis,
in polar solvent the tunneling rate can be so fast that the reaction
becomes limited by the dynamic solvent effect. The rate constant
is inversely proportional to the longitudinal relaxation time of
the solvent. The rate calculated with Eq. 3.5 greatly exceeds the
upper limit for the transfer rate fixed by Eq. 1.31:
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with 
 

l
= 500 fs in acetonitrile. As a consequence, the effect of the
solvent controlled electron transfer reaction at contact has to be
taken into consideration.
Substituting the distance dependent rate constant for
electron transfer (Eq. 1.35) in the general expression of the rate
established by Rips and Jortner28-30 yields the following
expression:71,72
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Thanks to this expression, it is possible to recalculate the
electronic coupling matrix element V0, still considering the same
value for k0:
V0= 138 meV and A=U()=300 ps -1
Using these values as fixed parameters, it is possible to fit
Equation 3.9 to the fluorescence decay kinetics at intermediate
and long time (Figure 3. 7 and 8):
 
I (t ) = exp  t
D
 c k
ET
(t ')dt '
0
t


	 (3.9)
where I(t) is the fluorescence intensity at time t, and kET(t) the
electron transfer rate constant within DET as described in
paragraph I.3.5. In this case, there is only one fitting parameter:
the diffusional constant D.
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Figure 3. 7 Fluorescence time profiles of Pe/TCNE in acetonitrile at
intermediate time
Figure 3. 8 Fluorescence time profiles of Pe/TCNE in acetonitrile at
long time
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One example of the resulting fits for a TCNE concentration of
0.16 M is presented in Figure 3.9.
Figure 3.9 Fit of the single channel model to the fluorescence decay at
intermediate and long times
The dashed lines in Figure 3.9 represents the best fit of the
single channel rate model with D= 2.45 10-5 cm2/s, whereas
plain lines are obtained with D=2.95  10-5 cm2/s.
At small D, the quenching dynamics at intermediate time
is well reproduced whereas the one at longer time is not
satisfactory. On the contrary, for a larger D , fluorescence
quenching dynamics at longer time can be well reproduced while
it is not the case at intermediate time. This clearly indicates that
the single channel rate expression used in this fit fails to model
the kinetics of the system properly. As a consequence, a more
sophisticated model has been tested.
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III.1.3.3 Double Channel Rate Model
In fact, the perylene radical cation has a collection of low lying
electronic states (Figure 3.10) that could play a role in the
electron transfer.73
Figure 3. 10 Energy diagram for double channel rate model
The electron transfer can occur from the first excited state of the
Pe to at least three electronic excited states of the Pe radical
cation (noted 1,2 and 3 states in Figure 3.10). The formation of
the cation in these states can compete with the formation of the
ion in the ground state. In order to take into account this
possible effect, the overall electron transfer rate constant has to
be rewritten as:
 
k
ET
(r ) = k
i
(r )
i =0
3 (3.10)
where 
 
k
i
(r )  is the rate of electron transfer that occurs from the
excited state of Pe  to the ith excited state of the charged product.
The general expression for 
 
k
i
(r )  is given by Eq. 1.35. Within the
formulation of the rate constant, the electronic coupling constant
V0 as well as the exergonicity of the reaction G0(r) have to be
replaced by Vi and G00-i(r) respectively.
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As this three rate constants contribute to the kinetic rate
constant, it is possible to express the static quenching rate
constant k0 as:
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= W
i
(r )d 3r = k
ET
i (G
i
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3
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3 (3.11)
with 
 
k
ET
i (G
i
) , the static electron transfer rate constant to the ith
electronic state of the product. Taking the exergonicities
reported in Figure 3. 10, each electronic coupling constant and
finally each partial rate are calculated and presented in Table 3.2.
Channel i= 0 1 2 3
Vi (meV) 123 138 138 138
 
k
ET
i  (M-1 ps-1) 0.169 0.026 4.4 10 -3 1.4 10 -4
 
k
ET
i /k0 (%) 84.6 13.1 2.23 0.07
Table 3.2 Contribution of four possible channels to the kinetic rate
constant ko.
The last line of table 3.2 indicates the relative weight of each
contribution of the ith rate constant to k0. It appears that channels
2 and 3 contribute for less than 3 % to the overall rate constant.
Therefore they will be ignored in the remaining part of this
section. Only the ground and first excited state of Pe radical
cation are considered. This is the reason why this model is called
the double channel rate model. Therefore, the total rate constant
may be rewritten as:
 
k
ET
(r ) = k
0
(r ) + k
1
(r ) (3.12)
and the static quenching rate constant is:
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The fluorescence decay kinetics are reproduced with Eq.3.9. in
which the double channel rate model is included. The only fitting
parameters are now V0 and V1. They have been found by fitting
Eq. 3.9 to the fluorescence decay kinetics at intermediate time.
The diffusional constant D  has been adjusted in order to
reproduce the long tail of the fluorescence decay at long time.
The resulting fitted values are:
V0=123 meV, V1/V0=1.12 and D=3.05 105 cm2/s
The fitting of this model to the quenching kinetics at
[TCNE]=0.16 M is shown in Figure 3.11.
Figure 3. 11 Fitting of the double channel model to the fluorescence
decay kinetics at intermediate and long times
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These fits are clearly better than those presented in Figure 3.9.
III.1.4 Discussion
The successful fitting of this model enables to specify the time
evolution of ki (t). This dependence is illustrated by a plain line in
Figure 3.12.
Figure 3. 12 Time evolution of the electron transfer rate constant
using the double channel model
At time zero, the rate constant is k0, the reaction is said to be
under kinetic control. This situation corresponds to the case of a
static quenching. Just after the photo-excitation of Pe, those
molecules of TCNE that are already in an optimized
configuration with Pe will be reduced upon electron transfer.
This is the transient effect responsible for the fast fluorescence
decay at early time. This effect may be observed in the short and
intermediate times windows investigated. Afterwards, the rate
constant decreases up to its stationary value ki (dashed line in
Figure 3. 12). The reaction becomes diffusion controlled.
From the long time asymptote analysis using the
following equation (equivalent to Eq. 1.60 but for DET):
 
k
i
(t ) = 4R
q
Dt +
R
q
Dt  at t  (3.14)
it is found that:
Rq=8.25 Å, ki=1.9610-2 M-1ps-1 and kD=1.1910-2 M-1ps-1
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where kD is the diffusional constant. It appears that ki is almost
twice as large as kD. It is now interesting to compare this value of
ki with its equivalent ki in the Collins-Kimball model: a contact
model. Taking the above presented kD and D values and inserting
them in Eq. 1.58, the time evolution of the rate constant may be
specified. It is illustrated in plain line in Figure 3.13.
Figure 3. 13 Time evolution of the electron transfer rate constant
using the Collins-Kimball model
From Eq. 1.59 it is possible to estimate ki   (dashed line in Figure
3.13):
ki = 1.12 10-2 M-1ps-1=0.94 kD=0.056 k0
Let's recall that within this model, the reaction is thought to
occur only at contact with a rate constant k0; the reaction is under
kinetic control. Just after the beginning of the reaction, the rate
constant ki(t) drops dramatically down to a plateau corresponding
to the diffusion limit with the rate ki. The reaction becomes
controlled by diffusion.
 Note that this case has not to be confused with the
previous model. Here molecules have first to diffuse in order to
encounter and once they are at contact, the reaction occurs. Since
ko>>kD, the kinetically limiting step is diffusion. Note that the
most probable value of ki that has been evaluated using the
double channel rate model is twice larger than the one found
with the Collins-Kimball model:
ki2 ki (3.15)
This may explain why the points corresponding to the inverted
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region in the famous Rehm-Weller plot (Figure 3. 12) are on a
plateau and not far below. The contact model clearly fails to
predict the time dependence of the ET rate constant.
Consistently with this observation, Fleming et al. came to the
same conclusion in investigating the diffusion controlled
quenching reaction between rhodamine B and ferrocyanide.74 On
the other hand, Allonas et al. succeeded in fitting transient
quenching kinetics with the Collins-Kimball model but they had
to fix the value for the parameter L to 2Å.75 This led them to a
rather small value of the electronic coupling element V0 6 meV.
However no fit of the entire fluorescence decay kinetics using the
Collins-Kimball model has yielded realistic parameters for an
electron transfer reaction unless some parameters are fixed. Two
main reasons may account for the failure of this model:
- The static quenching is completely ignored in this
approach.
-  Only the quenching at contact is considered.
Within the DET approach, the static quenching as well as a
complete remote electron transfer have been considered. This is
the single channel model. As discussed in the last paragraph, this
model also fails to reproduce the intermediates and long time
kinetics simultaneously. This is a clear indication that the
electron transfer under study is not completely remote. A contact
contribution (electron transfer to the excited state of the Pe
radical cation) has to be added in order to fit well the entire
kinetics.
Two main conclusions to this work have to be
highlighted. The first one is that the Pe fluorescence quenching
by TCNE in acetonitrile is a diffusion-controlled process. The
inclusion of diffusion in models accounting for such electron
transfer is necessary. The second conclusion concerns the low-
lying excited states of the Pe radical cation. These states have
been found to play a crucial role in the electron transfer process.
The role played by these states in the charge recombination
process of the radical ion pair Pe+/TCNE- are discussed in the
next chapter.
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However, although the two-channels model presented in this
study seems to afford reliable picture of the photophysics of the
system Pe/TCNE, it has to be remind that the underlying DET
theory requires some crude approximations.  First, the fact that a
remote electron transfer in solution is possible has still never
been experimentally demonstrated. Then, in this model, the
reactants and products are considered to be spheres whereas the
solvent is treated as a dielectric continuum. From the chemical
structure of Pe and TCNE, it is clear that these two molecules
are planar and do not look like a sphere. Probably the most
limiting simplification included in the model concerns the faster
electron transfer that can be considered. As explained in the
previous paragraph within this model, an electron transfer rate
constant cannot exceeds the rate constant fixed by Equation 3.9
and that is closely related to the longitudinal relaxation time of
the solvent. However, as discussed in the theoretical part of the
thesis, electron transfer faster than this value have been reported
and this should be taken into account.
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III.2 Weakly Exergonic Charge Recombination
reaction: The system Pe/TCNE in MeCN
III.2.1 Introduction
The corollary of a highly exergonic charge separation reaction is
a weakly exergonic charge recombination (CR) reaction. In the
case of the chemical system Pe/TCNE in acetonitrile, the driving
force for the latter reaction is around GCR -0.63 eV (Figure 3.
14).
Figure 3. 14 Jablonsky diagram for the system Pe/TCNE in MeCN
The energy gap law predicted by the Marcus theory for CR is
bell shaped and exhibits a normal, a barrierless and an inverted
region. In most of the cases, CR is moderate to highly exergonic
and the inverted region is clearly observed.16,76-77 Measurements
of the geminate ion pair (GIP) population dynamics have shown
a decrease of the CR rate constant by three orders of magnitude
by increasing the exergonicity of the reaction from -1.5eV up to -
3.0 eV.16, 78
In contrast, the normal region is not so well documented.
Indeed, only few chemical systems have a sufficiently high
reduction potential to allow the investigation of this region.
Among them is the TCNE with a reduction potential around Ered
 +0.24 eV.
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According to Mataga and coworkers, the nature of the driving
force dependence of CR depends on the mode of formation of the
GIP.79 If the GIP is generated upon excitation of the charge
transfer band of a donor/acceptor complex, the rate constant of
CR increases more and more as the exergonicity is weaker and
weaker. The Marcus normal region is not observed. If the GIP is
formed upon electron transfer between a photo-excited precursor
and a quencher, the CR rate constant decreases as the
exergonicity of the reaction decreases. This is the Marcus normal
region. The following plot illustrates the results obtained by
Mataga et al in MeCN.94
Figure 3. 15 Driving force dependencies of the CR rate constant
depending on the mode of formation of the GIP (From Ref. 94)
The plain circles in Figure 3.15 account for charge transfer
excitation while open circles represent geminate ion pairs formed
by bimolecular ET quenching. Note that the four last points
(open circles) lying in the normal region as well as the two last
points (plain circle) are systems containing TCNE. This different
behavior has been explained in terms of different structures of
the GIPs.
The GIPs formed upon excitation in the charge transfer
band of a complex are called contact ion pair (CIP). They are
thought to be formed at contact. This idea is supported by the
charge transfer complexes fluorescence observed for long-lived
CIP, indicating an orbital overlap of the ions and hence a short
distance between them.80
115
Results and Discussion
On the other hand, GIPs formed upon ET quenching of a photo-
excited precursor in polar solvent are generally called Loose Ion
Pair (LIP) or Solvent Separated Ion Pair (SSIP). As the charge
separation reaction is highly exergonic, the reaction is supposed
to be remote.81,82 Hence the ions in the resulting GIP are well
separated (interionic distance larger than 10 Å).
However, to our knowledge, the results presented in
Figure 3.15 (open circles) constitute the single direct observation
of the normal region for CR reaction. The CR rate constants
have been extracted from transient absorption measurements
that have been performed with a time resolution of about 30-50
ps. Interestingly, CR time constant for Pe•+/TCNE•- GIPs
formed upon charge transfer excitation (kCR 31012 s-1) is three
orders of magnitude faster than when formed upon ET
quenching (kCR 8108 s-1).
However, several attempts to observe this normal region
using ultrafast spectroscopy (time resolution <1 ps) remained
unsuccessful. Charge recombination dynamics of GIPs formed
upon ET quenching at high donor concentration reveals a CR
rate constant of about 1.8 ps for an exergonicity of about GCR
-0.6 eV.78 Another experiment on CR dynamics of GIPs formed
upon quenching of Zn-tetraphenylporphirine (ZnTPP) in the S2
state by a weak quencher occurs mainly by CR to the S1 excited
state of ZnTPP. In this case, the exergonicity of CR reaction is
around  -0.5 eV and is demonstrated to occur in less than 500
fs.83 In addition, GIPs formed upon ET quenching of
cyanoanthracene derivatives by iodoanisole undergo heavy atom
induced CR to the triplet state. Although the driving force of this
reaction is weakly exergonic (GCR -0.5 eV), the CR occurs in
less than 10 ps.84
All these results indicate that the relationship between
the mode of formation of the GIP and its structure (CIP or LIP)
is not so straightforward. Indeed, as demonstrated by the above
three examples, even if they are formed upon ET quenching,
GIPs behave more like CIPs than like LIPs.
This section of the thesis is devoted to the reinvestigation of the
Pe/TCNE system CR dynamics using transient absorption and
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fluorescence up conversion measurements. As already mentioned
in the experimental section, these techniques present an IRF of
about 200 fs. This time resolution should be sufficient to observe
possibly missing ultrafast components in the experiments of
Mataga and coworkers.
III.2.2 Experimental Details
The fluorescence measurement setup has already been presented
in the section II. The absorbance of the samples at 400 nm was
around 0.1 using a 0.4 mm long cell. The fluorescence was
detected at 495 nm for reasons invoked in the previous
paragraph.
Transient absorption measurements were performed
using the 400 nm pump/NOPA probe setup as described in the
chapter II. The absorption spectrum of the Pe•+ radical cation is
presented in Figure 3. 16.85
Figure 3. 16 Absorption spectrum of Perylene radical cation85
Note that this spectrum has been recorded in a matrix at 77 K.
However, it has been demonstrated that the spectra of the cation
in liquid and at room temperature are not so different.84
As a consequence, the probe wavelength has been set at 535 nm.
The FWHM of the pulse spectrum is around 40 nm and covers
well the D0-D5 transition of Pe cation. As illustrated in Figure
3.17, the TCNE radical anion does not absorb at this wavelength.
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Figure 3. 17 Absorption spectrum of TCNE radical anion85
Note that the absorption spectrum of the Pe*(S1) excited state
centered at 700 nm absorbs significantly at 535 nm86 (Figure
3.18). Therefore, this contribution to the TA signal has to be
taken into consideration.
Figure 3. 18 Transient grating spectrum of Pe*(S1) excited state 86.
The transient grating spectrum presented in Figure 3.18 has
been recorded 500 fs after the ET quenching of Pe* by TCNE at
concentration 0.9 M. For the present purpose, it can be
considered as analogue to an absorption spectrum.88 In addition,
photoconductivity measurements have been performed using the
setup already described in section II.
0.5 ps
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III.2.3 Results
III.2.3.1 Fluorescence Dynamics
The fluorescence decay measurements of Pe* in the presence of
TCNE at various concentrations are presented in Figure 3.19.
Note that the fluorescence dynamics of Pe* in absence of any
quencher is monoexponential with a time constant of 4.5 ns
depending on the degree of deoxygenation of the solution
(Figure 3.19).
Figure 3.19 Time profiles of the fluorescence intensity of Pe*(S1) in
MeCN
Upon addition of TCNE, the fluorescence decay becomes faster
and no more monoexponential. At concentration [TCNE]=0.02
M, the dynamics can be reproduced with a biexponential function
while three exponentials are required to reproduces the kinetics
at higher TCNE concentration.
    0            5                 10               15
20 Time delay (ns)
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Figure 3. 20 Time profiles of the fluorescence intensity of Pe*(S1) in
the presence of various TCNE concentrations.
Note that the above-presented kinetics are similar to those
presented in the paragraph III.1. However, in the present case,
the fitting of multiexponential functions to these kinetics is
sufficient. A fast decrease of the fluorescence at early time is clear
in Figure 3.20. As already mentioned, this effect can be ascribed
to the so-called transient effect. The parameters obtained from
the best fit of a triexponential function to the kinetics are
presented in the Table 3.3.
[TCNE
] 1 (ps) A1 2 (ps) A2 3 (ps) A3
0.02 M 1910 0.96 112 0.04 --- ---
0.08 M 395 0.7 98 0.18 13 0.12
0.16 M 227 0.46 94 0.29 10.6 0.25
0.32 M 110 0.35 31 0.35 4.0 0.3
0.64 M 47 0.23 13.5 0.33 2.9 0.44
0.90 M 20 0.18 3.67 0.74 0.330 0.08
Table 3.3 Parameters obtained from the tri-exponential fit of the
fluorescence quenching time profile of Pe* with various TCNE
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concentrations
III.2.3.2 Ion Pair Population Dynamics
The time profiles of the transient absorption of Pe+ in the
presence of 0.16 and 0.9 M TCNE concentrations are presented
in Figure 3. 21.
At the concentrations investigated in this work, all dynamics
present a first initial fast rise of the absorption, within the
instrument response function. It is followed by a slower rise and
finally by a decay to a plateau whose height remains constant up
to 3 ns. At [TCNE]=0.16 M, the first prompt rise of the signal
is mainly due to the Pe* excited state that absorbs weakly at this
wavelength. As this absorption does not depend on the TCNE
concentration, its contribution to the overall TA signal at early
times should be the same for all concentrations. As the time
evolution of the fluorescence is known (from fluorescence-up
conversion measurements), this contribution 
 
I
TA
S1 (t ) can be
evaluated. The TA time profiles can be reproduced quite well
using the following equation with n=3:
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The parameters obtained from the fit of Eq. 3.16 to the transient
absorption data are presented in Table 3.4.
Figure 3.21 Pe+ transient absorption time profiles at 535 nm
measured with two TCNE concentrations (dots) and best fit of Eq.
3.18 (solid line).
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[TCNE
]
A0 A1 1
(ps)
A2 2
(ps)
A3 3
(ps)
0.16 M 0.77 0.23 278 -0.45 49 -0.33 1.3
0.32 M 0.60 0.40 237 0.32 26 -0.56 1.4
0.64 M 0.39 0.49 132 0.12 5.9 -0.77 1.2
0.9 M 0.22 0.35 89 0.43 9.2 -0.49 1.9
Table 3.4 Parameters obtained from the fit of Eq. 3.16 to the
transient absorption kinetics.
From Table 3.4, three main features have to be highlighted:
-The height of the plateau A0 decreases with increasing
TCNE concentration. This plateau corresponds to free ion
population that decays in the microsecond time scale by
homogeneous recombination.
-A fast rising component whose amplitude in the fit is A3
and the time constant 3 (1.2 ps< 3 <1.9 ps) is present at each
TCNE concentration.
-The decay depends strongly on the TCNE
concentration. At high concentration it is biphasic with a fast sub
10 ps component and a slower component around 100 ps.
However, at lower concentration only the slower component is
observed. This latter component decreases with TCNE
concentration and may be ascribed to a decrease of the GIP
population upon charge recombination reaction.
Note that even if the contribution of excited state Pe*
absorption is not taken into account, the parameters of the fit do
not change by more than 20 %.
III.2.3.3 Free Ion Yield
The free ions yields  ion have been measured by the
photoconductivity method as presented in the second chapter of
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the thesis. They have been normalized to unite quenching
efficiency. The results are presented in Table 3.5.
[TCNE] / M 0.008 0.03 0.06 0.16a 0.32 0.64a 0.9a
ion / % 20 14 11 7 6 3 2
Table 3.5 Free ion yields measured by photoconductivity .
The free ions yield at 0.16, 0.64 and 0.9 M (marked with letter a)
have been estimated from the height of the plateau in TA
measurements. Indeed, at high TCNE concentration, samples
degraded very quickly and photoconductivity measurements are
difficult to perform.
Kikuchi et al.87 have measured a free ion yield of 14 % for the
same system with a TCNE concentration of 0.01 M. Although
they employed a different technique of measurement, our results
are in accordance with theirs. This is a clear indication of the
good accuracy of the values obtained for ion.
Another indirect method to evaluate the free ion yield is
usually employed. The latter is directly extracted from the TA
kinetics. Indeed, ion is taken as the ratio between the intensity of
the signal at long time delay (plateau) and the intensity of the
signal extrapolated to time zero. With this procedure, Mataga
and coworkers estimated a free ion yield of about 57 % for a
TCNE concentration of 0.5 M.
It is clear from Table 3.4 that using this method affords
comparable free ion yields. Indeed, the free ion yield is directly
given by the amplitude A0, which is the height of the plateau.
However by comparison with Table 3.5, it appears that a huge
discrepancy exists between this estimated value and those
directly measured.
In fact this indirect method is only valid if the signal
extrapolated to time 0 accounts for the whole population of ions.
If it is not the case, the free ion yield is overestimated. The larger
the population missing in the TA kinetics, the larger the
overestimation.
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From the comparison of the free ion yield estimated by
Mataga et al. with those directly measured and presented in
Table 3.5, it appears that ion  is overestimated by a factor 10 in
ref. 16. This means that although the whole population of excited
Pe is quenched (Figure 3. 19) only 10 % of the GIP population is
visible in TA dynamics. The remaining 90 % are not visible in
these measurements.
III.2.4 Discussion
Due to the relatively low time resolution of their experiment,
Mataga and coworkers could only observe the slower decay
component of the TA kinetics.  Using the eq. 3.17, they extracted
the CR time constant reported in Figure 3. 15.
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where  q is the quenching efficiency,  sep is the separation
efficiency, ksep is the rate constant for separation(equal to 1.6 109
s-1 in acetonitrile) and kCR the rate constant for CR reaction.
Considering that the observed decay rate constant is equal to ksep
+  kC R , they found k CR =6.1 108 s-1. Because of the low
exergonicity of the process, this CR rate constant was thought to
be an evidence of the Marcus normal region. Moreover, in this
study, it was assumed that all the GIPs formed upon ET
quenching have the same CR rate constant. As indicated in the
previous paragraph, this is clearly not the case. It is therefore not
possible to extract a single CR rate constant.
Because the rate constant presented in Table 3.3
(fluorescence decays) and Table 3.4 (time evolution of ion pair
population) are not so different and because GIPs are formed via
Pe* excited state, it is possible to describe the TA time profile as:
 
I
TA
ion (t ) =C . P
ion
(t  t ').dPS1(t ')
dt
dt '
0
t
 (3.18)
where Pion is the ion pair population, Ps1 (t) is the time evolution of
Pe* excited state population and C is a constant. Eq. 3.18 is a
convolution of the ion pair population with the Pe* excited state
population. This approach allows taking into consideration the
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CR reaction of GIPs that occurs in the course of bimolecular ET
quenching, even if this latter is slower than CR. Note that from a
purely mathematical point of view, the convolution of two
exponential functions with time constants 1 and 2 respectively
results in a biexponential function with a rising and a decaying
component.  If 1 > 2, then the rising component occurs with a
time constant equal to 2. The rising component has always the
time constant of the fastest process. Therefore the attribution of
a particular process to one or another component of the
convolution product of two exponential functions has to be made
carefully.
Using a triexponential function for Pion(t) and another
triexponential function for Ps1(t) it has been possible to fit Eq.
3.18 to TA time profiles (Figure 3. 21). The parameters obtained
from the fit are presented in Table 3.6.
[TCNE] A0 A1 1 (ps) A2 2 (ps) A3 3 (ps)
0.16 M 0.05 0.03 75 0.05 37 0.87 2.4
0.32 M 0.03 0.02 170 0.06 28 0.89 1.8
0.64 M 0.02 0.02 94 0.12 5.1 0.84 0.4
 0.9 M 0.02 0.02 90 0.14 5 0.82 0.3
 Table 3.6 Parameters obtained from the fit of Eq. 3.18 to the
transient absorption kinetics.
From the comparison of Table 3.4 with Table 3.6, three main
features comes out:
- The slowest decay time, 1, is now independent on the
TCNE concentration. The dependence observed in Table 3.4 is
certainly due to the slow quenching of Pe excited state at low
TCNE concentration.
-The height of the plateau, A0, is now in good agreement
with the free ion yields measured and presented in Table 3.5.
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- A new ultrafast decay component with a lifetime 3 and
with large amplitude A3 is present. This component indicates that
a large fraction of the GIPs recombines as soon as they are
formed. This is the reason why it does not appear in the TA
experiment. This component may be responsible for the fast rise
in the TA time profiles.
From the above results, it is possible to separate GIPs
into two different categories. The first type are GIPs with a slow
CR rate constant. For this reason they are called long-lived GIP
and are responsible for the slowest CR time constant 1. The
second type are those GIPs that recombine very quickly. They
are called short-lived ion pairs and are responsible for the fastest
CR time constant 3.
From that, it seems reasonable to state that the free ion
pair population is formed from the long-lived GIPs. Indeed, the
CR of the short-lived GIPs is too fast (subpicosecond time scale)
to compete with separation (nanosecond time scale). It is then
possible to re-express the free ion yield as:
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efficiency, separation efficiency, separation rate constant and CR
rate constant, respectively. Note that the separation efficiency
can be calculated from the comparison between the amplitudes of
the slowest component and the amplitude of the plateau: A1 and
A0. In addition, as:
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it is possible to rewrite 
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All these parameters calculated from Eq. 3.21 are presented in
Table 3.7. Note that at the TCNE concentrations investigated
here, q can be considered as unity.
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[TCNE] ll (%) sepll (%) kCRll (ns-1) ksepll  (ns-1)
0.16 M 11 63 2.6 4.5
0.32 M 10 60 2.4 3.5
0.64 M 6 50 5.3 5.3
0.9 M 5 43 6.3 4.8
Table 3.7 Parameters related to the long-lived GIPs calculated with
Eq. 3.21.
From Table 3.7, it appears that kCR
ll  depends on the TCNE
concentration. This may be due to the fact that the population of
GIP that undergoes CR is not homogeneous. Indeed, many ion
pairs with different mutual geometries and/or different interionic
distance may co-exist in the system. This dependence simply
indicates that at high TCNE concentration, the probability to
find ion pairs in a CR favoring configuration is larger than at low
concentration. Therefore it has to be kept in mind that the
determination of a single rate constant constitutes a crude
simplification.
Despite the latter approximation, the kCR
ll  values listed in
Table 3.7 are in good agreement with the predictions of Marcus
theory for the normal region. However these rate constants are
only related to less than 10 % of the total ion pair population.
Due to the relatively low time resolution of their experiment,
Mataga and coworkers could only observe this minor fraction of
GIPs formed by bimolecular CS. That is the reason why
calculated values of sepll  (Table 3.7) agree well with the free ion
yields published by theses authors.7,64
From the above analysis, it appears that around 90 % of
the GIPs formed upon bimolecular ET quenching recombine in
less than 1 ps. Note that a contribution from charge transfer
complexes cannot be invoked because of two reasons. The first
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one is that this fast recombination is also effective at low TCNE
concentration. The second one is that no charge transfer band is
visible in the steady state absorption spectrum. In order for the
recombination reaction to be so efficient, the two counterions
have to be strongly coupled. This is only possible if they are very
close from each other in order to allow a substantial orbital
overlap.88 As a consequence, theses GIPs can be called CIP
although their structure may not be so well defined compared to
those CIPs formed upon excitation of charge transfer complexes.
As mentioned in the introduction, CIPs are usually
thought to be formed upon weakly exergonic charge separation
while LIPs are thought to be formed upon highly exergonic
charge separation89-93. This is in clear disagreement with the
observations presented in the previous paragraph.
However, this divergence drops if low-lying electronic
excited states of the GIP are considered. As illustrated in Figure
3.10, the four lowest electronic excited states of Pe radical cation
are energetically accessible upon ET quenching of Pe* by
TCNE. The exergonicity of the ET that occurs to these states
ranges from -0.64 eV to -0.27 eV. The ET at contact distance is
therefore probable and the GIPs are in fact CIP. These latter can
undergo ultrafast CR that is responsible for the ultrafast
component (A3, 3) present in the TA time profiles.
These CIPs may thus be formed in an electronic excited
state. Although there is no spectroscopic evidence of the
implication of these states in the highly exergonic ET quenching
process, previous investigations of ET quenching of molecules in
S2 states have shown that the more efficient CR pathway is the
less exergonic one. 83,94 There is no clear reason why this should
be different in the present study.
In addition to this sub population of CIP, LIPs might be
formed directly in the electronic ground or excited state by
remote ET. In fact, it appears from Table 3.7 that the formation
as well as the separation efficiencies of the long-lived ion pairs
depend on the TCNE concentration. This observation may be
explained as follows. At low TCNE concentration, directly after
photo-excitation the probability of a Pe* molecule to be in the
vicinity of a TCNE molecule is quite low. However, due to the
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high driving force of the ET quenching, the electron transfer can
occur before that the two molecules have diffused and reached
the optimal mutual geometry. The electron transfer is remote
and the GIPs are formed are LIPs. Because of the large distance
between the two ions, the coupling between them is small. After
CS reaction, LIPs have to relax to equilibrium. During this
process, the probability for the system to undergo CR is low.
Once the whole population of LIPs is in its electronic ground
state, it can undergo thermally activated CR (Figure 3. 22 a).
This implies that the CR process is slow and accounts for the
normal region as predicted by the Marcus theory for weakly
exergonic nonadiabatic ET processes. In this case, CR cannot
compete with separation and the free ion yield is large.
Figure 3. 22 Different CR processes depending on the coupling
between the two counterions.
At high TCNE concentration, the probability for a Pe* molecule
to have a TCNE molecule in its close vicinity becomes larger as
reflected by the strong above-mentioned transient effect.
Therefore, the products are formed at contact distance: they are
CIPs. The coupling between the two ions is now large, allowing
an ultrafast CR to occur. In this case, the probability of ultrafast
CR during relaxation is quite large (Figure 3. 22b). Thus, the CR
can compete with separation and the free ion yield is almost zero.
a) b)
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In fact, in the case of a large coupling between the two ions, the
Marcus theory does not hold anymore. Indeed, non-equilibrium
ET reactions are described in terms of more sophisticated
theories in which the normal region is not predicted anymore.38
Note that the latter described effect has been investigated
in more details. The results are presented in the next section.
III.3 Excitation wavelength dependence of CR
dynamics of donor-acceptor complexes in polar
solvents: a case of non-equilibrium CR.
III.3.1 Introduction
Ultrafast non-equilibrium CR has been shown to be a possible
mechanism accounting for the ultrafast decay of CIPs population.
However a direct observation of this process is quite difficult to
achieve when dealing with GIPs formed upon bimolecular ET
quenching. On one hand, the formation kinetics of GIPs is
usually slower than non-equilibrium CR and the latter is hidden,
as it is the case with the system Pe/TCNE in MeCN. On the
other hand, the structure of the GIP formed upon ET quenching
is not easy to determine as discussed in the previous paragraph.
Therefore, one way to circumvent these limitations is to work
with donor-acceptor complexes (DACs). In this case, it is known
that the optical pumping in the charge transfer band leads
directly to the formation of the corresponding CIP.
Mataga  et al. have shown that the driving force
dependence of the CR within such DACs does not follow the
predictions of the Marcus theory79,94 (Figure 3. 15). Although the
inverted region is clearly present, the CR rate constant still
increases with decreasing driving force from GCR=-1.5eV up to
-0.8 eV. Several hypotheses have been invoked in order to
explain this absence.95-99 Nicolet et al. have investigated the
driving force, solvent, temperature dependence of CR in a series
of DACs composed of methoxybenzenes (MoB) and PyroMellitic
DiAnhydride (PMDA).100 They showed that the CR dynamics
can be well reproduced with the hybrid model from Barbara and
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co-workers.101 The basic idea of this model is illustrated in
Figure 3. 22.
Figure 3. 23 Cuts in the free energy surfaces of the ground and excited
state of a DAC along the solvation coordinate.
Upon photo-excitation in the charge transfer band of the DAC,
CIP is formed away from equilibrium. Afterwards solvation
occurs and brings the system at the equilibrium configuration.
However in the course of this process, CR to vibrational excited
state of the electronic ground state of the DAC may occur. Note
that the condition for the CR to be efficient is that the Franck
Condon factor is large enough.  In case of weakly exergonic
reaction, the whole population of CIP may recombine out of
equilibrium leading to the absence of thermally activated CR i.e.
to the absence of Marcus normal region.
A consequence of the non-equilibrium nature of the CR is
that the dynamics depend on how far from equilibrium the CIP
state is initially populated. Therefore, the CR dynamics should
depend on the excitation wavelength. This has been recently
predicted by theoretical calculations and confirmed
experimentally.102-104 The effective time constant of CR has been
found to increase with increasing excitation wavelength (except
for very weakly exergonic CR).
In the present section, the CR dynamics of a series of
three methoxybenzene (MoB)/TCNE DACs in three different
solvents namely MeCN, valeronitrile (VaCN) and octanenitrile
(OcCN) is investigated. The static dielectric constant S, viscosity
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 and diffusional solvation time S of MeCN, VaCN and of OcCN
are presented in Table 3.8.
MeCN VaCN OcCN
S105 37.5 19.7 13.9
 105(cP) 0.345 0.693 1.64
S (ps) 0.5 101 4.7 106 6.4 101
Table 3.8 Some properties of the solvent used in this study.
Two different effects of the excitation wavelength on the CR
dynamics are observed: the first effect is only present in slow
relaxing solvents while the second one is only observed in
MeCN.
III.3.2 Experimental Details
The transient absorption measurements have been performed
using the NOPA Pump/400 nm Probe setup that has already
been described in the second chapter of the thesis. The DACs
investigated are composed of TCNE as electron acceptor and
anisole (ANI), veratrole (VER) or 1,2,4-trimethoxybenzene
(TMB) as electron donor.
Pumping is achieved at 480nm, 530 nm and 620 nm and TCNE-
is detected at 400 nm (Figure 3.17). The steady state absorption
spectra of the DACs are presented in Figure 3. 24.
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Figure 3. 24 DACs absorption spectra in MeCN
The absorbance of each sample was around 1 at the pumping
wavelength.
III.3.3 Results
The two bands observed in DACs steady state absorption spectra
(Figure 3. 24) are characteristics for complexes with substituted
benzenes. In this case, the HOMOs of the donor are no longer
degenerated and two different CT transitions are allowed.
Because of the orbital overlap required for the transition, these
two transitions correspond to two different geometries of the
complex. 107,108 The less energetic transition is called in the next
CT1 while the more energetic one is called CT2.
III.3.3.1 Driving force dependence of the CR dynamics.
The oxidation potentials together with the CR exergonicities for
MoB/TCNE DACs are summarized in Table 3.9
Donor ANI VER TMB
Eox (V) 1.76 1.45 1.12
GCR (eV) -1.52 -1.21 -0.88
Table 3.9 Oxidation potentials of electron donors and CR
exergonicities of MoB/TCNE DACs
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The transient absorption time profile of TCNE- measured at 400
nm in MeCN is presented in Figure 3. 25 together with the best
fits by Eq. 3.22 (plain line).
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Figure 3. 25Transient absorption time profile of TCNE- upon
excitation at 530 nm of MoB/TCNE in MeCN.
In Figure 3. 25, the signal increases within the IRF of the setup
(around 150 fs) and is followed by a decrease due to the CR of the
CIP. The time constant associated with this CR is very short and
is clearly dependent on the exergonicity of the reaction. Indeed,
the larger the CR driving force, the slower the reaction. This
results is in accordance with the observations made by Mataga
and co-workers on driving force dependence of DACs CR
dynamics. All the transient absorption time profiles have been
successfully reproduced using the following trial function
convoluted with the response function of the setup:
 
f (t ) = A exp  t
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where A  is a constant,  is a decay time constant and S  a
parameter that reflects the shape of the function. Indeed if S=1,
f(t) is a simple exponential function and if S=2 then the function
becomes a Gaussian. The best fits have been obtained with S>1
which corresponds to a situation where the decay rate constant
increases with time. An effective time constant has also been
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calculated according to the following expression:
 

eff
=
1
A
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A(t )dt
0

 (3.23)
where Amax is the maximum signal intensity.
The TA time profiles of TCNE- in the presence of ANI
upon excitation at 480 nm in different solvents are shown in
Figure 3. 26.
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Figure 3. 26 TA time profiles of TCNE- upon excitation of
ANI/TCNE at 480 nm in different solvents.
The speed up of the CR rate constant can be correlated with the
polarity of the solvent. Indeed, the more polar the solvent, the
faster the CR reaction. This observation may be explained by
considering the CR driving force of the reaction in each solvent.
According to the formulation proposed by Weller (Eq. 1.5), the
less polar the solvent, the larger the driving force for CR. This
makes the reaction in MeCN less exergonic than in OcCN.
Therefore, the reaction is faster in MeCN than in OcCN. This is
in good agreement with the above-presented results on the
driving force dependence of CR.
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III.3.3.2 Wavelength excitation effect on the CR dynamics
Figure 3. 27 shows the TA time profiles measured at 400 nm
with ANI/TCNE in VACN at two excitation wavelengths:
480nm and 620 nm. A small but reproducible wavelength effect
is observed. At short excitation wavelength, the degree of non-
exponentiality (S) of CR dynamics is larger than at longer
excitation wavelengths. Figure 3. 28 shows the TA time profile
measured for the same chemical system but in MeCN.
1.0
0.8
0.6
0.4
0.2
0.0
 A
86420
Time delay (fs)
 excitation at 620 nm
 excitation at 480 nm
Figure 3. 27 TA time profile of TCNE- upon excitation of
ANI/TCNE at 480 nm and 620 nm in VACN.
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Figure 3. 28 TA time profile of TCNE- upon excitation of
ANI/TCNE at 480 nm and 620 nm in MeCN.
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Additional measurements have been carried out in OcCN and the
same weak wavelength effect (comparable to that presented in
Figure 3. 27) is visible.
Figure 3. 29 shows the time profile measured at 400 nm
with TMB /TCNE in MeCN with two different pump
wavelengths: 480nm and 620 nm.
Figure 3. 29 Time profiles of the TA at 400 nm with TMB/TCNE
excited at 480 nm and 620 nm in MeCN
The signal reaches its maximum value within the IRF (around
150 fs). Afterwards the dynamics depends on the excitation
wavelength. After 620 nm excitation, the signal decreases very
rapidly to zero (between 50 and 80 fs). After 480 nm excitation,
the signal decreases also very quickly (with the same time
constant) down to a plateau. This latter remains observable up to
100 ps (time window available with this experiment) after the
excitation (Figure 3. 30). The CR dynamics is therefore biphasic
with an ultrafast component that does not depend on the
excitation wavelength and a slower one that is only present for
480 nm excitation. Note that this plateau could also be observed
with smaller amplitude when pumping at 530 nm. In VaCN and
in OcCN, the decay measured at 400 nm upon excitation at 480
nm is no longer biphasic. The same observation has been made
with the weaker donors ANI and VER.
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Figure 3. 30 Time profile of the TA at 400 nm with TMB/TCNE
excited at 530 nm in MeCN
All the parameters extracted from the fit of Eq. 3.22 to the TA
time profiles are summarized in Table 3.10.
DAC Solvent e (nm) S
 

eff
CR (ps)
ANI/TCNE MeCN 480,530,620 1.2 0.45
VaCN 480 1.45 1.61
530 1.30 1.53
620 1.15 1.40
OcCN 480 1.3 2.60
530 1.3 2.55
620 1.1 2.24
VER/TCNE MeCN 480,530,620 1  0.12a
VaCN 480,530,620 1.1 0.37
TMB/TCNE MeCN 480,530,620 1 < 0.1b
VaCN 480,530,620 1  0.14a
OcCN 480,530,620 1 0.18
a smaller than IRF b biphasic decay at 480 nm and 530 nm
Table 3.10 Parameters obtained from the fit of Eq. 3.22 to the TA
time profiles
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III.3.4 Discussion
The above results indicate that wavelength effects are only
observed in a few cases. These cases may be sorted into two
groups: wavelength effects observed in slow relaxing solvent
only and wavelength effects observed in MeCN only.
III.3.4.1 Excitation wavelength effect on the CR dynamics
observed in slow relaxing solvents only
The small decrease of CR time constant with increasing
excitation wavelength has only been observed with TCNE/ANI
in VACN and OcCN. This dependence is accompanied by an
increase of the non-exponential character of the dynamics (larger
S). It is probably due to the non-equilibrium nature of the CR
reaction. Indeed, the effect arises only when the effective CR time
constant is shorter than the diffusional solvation time. In VACN,
the diffusive solvation takes around 4.7 ps while the effective CR
time constant is between 1.4 and 1.6 ps. In contrast, in MeCN
where the solvation time is extremely short (0.5 ps) and the
effective CR time constant is not so different (0.45 ps), the effect
is not observed. It has to be noted that similar observations have
been reported with the system isodurene/TCNE in VACN and
OcCN.104
When using stronger donors like VER and TMB, this
effect vanishes although the effective CR time constant is largely
shorter than the solvation time constant. The absorption
spectrum of TCNE/ANI in MeCN presented in Figure 3.24
shows that the redder excitation wavelength used in this study,
i.e. 620 nm, is near the onset of the CT1 band. In contrast, this
wavelength is near the maximum of the band for TMB/TCNE.
Resonance Raman measurements with hexamethybenzene
(HMB)/TCNE DACs have shown the presence of many Franck-
Condon active vibrational modes associated with the CT
transition.109,110 Therefore excess excitation energy for short
wavelength excitation populates vibrational states of the CIP in
addition to solvent modes. As illustrated in Figure 3.31, in case
of long excitation wavelength, excitation populates CIP excited
state at a rather localized position on the solvation coordinate. In
contrast, the short wavelength excitation populates several
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vibrational states. This step is followed by ultrafast vibrational
relaxation, leading to the population of the CIP at a wide range
of positions on the solvation coordinate. This is the origin of the
so-called "red-edge excitation effect" observed with molecules
that have a large difference in electric dipole moment between
ground and excited state in rigid and polar media. 111
Figure 3.31 Illustration of the correlation between the excitation
wavelength and the location of the initial CIP population on the
solvation coordinate.
Therefore, the excitation wavelength dependence of CR observed
with ANI/TCNE can be considered as a red edge excitation
effect. This also explains why no effect has been observed with
VER/TCNE and TMB/TCNE.
III.3.4.2 Excitation wavelength effect on the CR dynamics
observed in MeCN only
From the steady state absorption spectrum of TMB/TCNE DAC
in MeCN presented in Figure 3.24, it appears that excitation at
620 nm interact mainly with the CT1 transition while excitation
at 480 nm interacts with the CT2 transition.
As already mentioned at the beginning of the Results
section, a particular geometry of the DAC may be attributed to
each band. It has been shown that for such complexes with two
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charge transfer bands, CR occurs only from the CT1 state. In
fact CT2 excitation is followed by internal conversion to CT1.
DACs with a geometry favoring the orbital overlap between the
2nd HOMO of the donor and the LUMO of the acceptor have a
small V for CR reaction and are mainly responsible for the CT2
absorption band. On the contrary, DACs with a geometry
favoring the orbital overlap between the HOMO of the donor and
the LUMO of the acceptor have a strong V for CR reaction and
are mainly responsible for the CT1 absorption band. Therefore,
upon excitation at high energy (480 nm) a subpopulation with a
weak CR coupling constant V may be selected while upon low
energy excitation (620 nm) mainly the subpopulation of CIP with
a large V is addressed.
In addition it is interesting to note that, as indicated in
Table 3.8, the exergonicity of CR with TMB/TCNE is quite low.
Assuming that the reorganization energy is larger than the CR
driving force, the reaction should be in the Marcus normal
region.
As illustrated in Figure 3.32, the above observations may be
explained by taking into account two competitive processes: non-
equilibrium CR and solvation.
Figure 3.32 Illustration of the thermally activated and non-
equilibrium CR processes.
Two limiting cases are presented in Figure 3.32. First, the
thermally activated CR may be encountered when the solvation
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is much faster than CR. In other words, this situation may be
reached when the CR coupling constant V is weak. In this case,
the whole CIP population is very quickly solvated after the
photo-excitation. As a result, the CR can be expected to be slow.
In contrast, when the CR is faster than solvation i.e. when
the CR coupling constant V is large, the excited CIP population
can undergo CR in the course of solvation. This CR occurs out of
equilibrium and can be called hot CR. If the entire CIP
population undergoes CR during relaxation, the decay of the TA
signal due to this population is expected to be ultrafast. However
another possibility is that only a part of the CIP population
undergoes ultrafast CR, while the remaining one relaxes to
equilibrium. From there, it undergoes slow thermally activated
CR. This may explain the biphasic decay of the TA time profile
observed with TMB/TCNE in MeCN. The ultrafast component
may be ascribed to hot CR, while the slower component is
probably due to the slow thermally activated CR.
The wavelength effect on the CR dynamics could be
understood by taking into consideration the CR coupling
constant V that depends on the excitation wavelength. Upon
excitation at 480 nm, the excited subpopulation of CIPs has a low
CR coupling constant V. In this case the hot CR might not be
competitive with solvation and concerns solely a part of CIP
population. The observed TA time profile is biphasic.
However upon excitation at 620 nm, the excited CIP
population with a large V is selected. Therefore, the whole
excited CIP population recombines with an ultrashort time
constant. The observed TA time profile is no longer biphasic.
The absence of this wavelength effect in other solvents
may be explained by their relatively slow diffusional solvation
time. In fact, this favors the hot recombination process to the
detriment of relaxation down to equilibrium. In addition, this
effect is also absent with DAC containing stronger electron
donors. This can be explained by the fact that the CR reaction
with these DACs occurs in the barrierless and inverted region
where the CR is no more thermally activated.
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This investigation has shown that in order to observe an
excitation wavelength effect on CR dynamics, several conditions
are required:
(1) If the driving force for CR is small, the different contribution
of both CR pathways: "hot recombination" and thermally
activated CR can be changed upon wavelength excitation.
(2) If CR takes places faster than diffusive solvation, a slowing
down of the CR dynamics can be observed if the excitation is
performed in the red part of the CT absorption band: this effect is
referred to as the "red edge effect".
III.4 Investigation on the different structures of
radical ion pairs formed upon bimolecular electron
transfer.
III.4.1 Introduction
Two different categories of radical ion pairs have been invoked
throughout sections III.1, 2 and 3, namely CIP and LIP. These
two different kinds of ion pairs are known since the works of
Winstein and Fainberg in the early fifty's on the salt effect in
solvolysis.112,113 Then, Weller and coworkers used the same
concepts in the early eighty's114-116 in order to refer to different
structures that were thought to be involved in photochemical
processes. Since that time, most of the experiments carried out in
the field of bimolecular photoinduced electron transfer in polar
solvents have invoked CIP and LIP in order to explain
experimental observations. The main difference between these
two structures is supposed to be the interionic distance that is
short in case of CIP and large in case of LIP. Weller invoked a
distance of 3.5 Å for CIPs while LIPs would be separated by a
distance larger than 7 Å.116 Contact ion pairs are thought to be
formed upon weakly exergonic charge separation reaction, while
loose ion pairs are assumed to be formed upon highly exergonic
remote ET.117 CIP can also be formed upon excitation of the
charge transfer band of a DAC. This results in a higher
electronic coupling for CIP than for LIP. When dealing with
DACs, only a small quantity of free ions is observed: this is due
to the strong electronic coupling that leads to a fast charge
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recombination reaction.77,118-120 On the contrary free radical ion
formation is often observed for bimolecular quenching of an
excited electron donor or acceptor.121-123 This is due to the fact
that CR reaction is slow enough  for the separation to be
competitive.
Although these concepts of CIP and LIP are very useful
to interpret experimental observations, no clear definition and
description of them exist. This question has been the subject of
many works since almost 25 years. Gould, Farid and coworkers
proposed a simple description of these structures. Within the
CIP, the two counterions would be in a sandwich like structure,
in close contact whereas in a LIP a solvent shell separates the
two ions.80 Kikuchi et al. proposed the following criterion: if the
two ions are separated by more than 3 Å center-to-center, they
are called LIP if not, they are CIPs.124 The same author proposed
a limit of GCS=-0.4 eV for the formation of CIP. Beyond this
exergonicity, radical ion pairs that are formed are thought to be
LIP.91,124-126 This limit is usually accepted and is invoked in many
publications in order to justify the nature of photogenerated ion
pairs. However, Nicolet et al. have demonstrated in 2003 that this
limit is not valid. Indeed they observed an intersystem crossing
due to a heavy atom effect within a radical ion pair formed upon
electron transfer reaction with a driving force larger than -0.60
eV. As this heavy atom effect is known to be only operative
within CIP where the orbital overlap between the two ions is
large, the photogenerated radical ion pair was a CIP and not a
LIP.84
The latter example clearly illustrates the lack of
knowledge on theses structures. Therefore, a direct technique
that can be able to distinguish theses structures is needed.  A
method based on the comparison of both structures via their
electronic absorption spectra is not conceivable. Indeed, the
spectrum of the CIP is very similar to that of the LIP, which is
the same as for free ions.66 On the other hand, previous time
resolved resonant Raman investigations have shown that these
species exhibit essentially the same high frequency vibrational
spectrum.127
Therefore, we have developed a spectroscopic technique
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that might be able to distinguish these two structures.  The idea
of the experiment is to monitor the Ground State Recovery
(GSR) dynamics of the geminate ion pair as a function of its
"age". As already mentioned, when a radical ion pair (RIP) is
formed upon weakly exergonic bimolecular charge transfer, it
can safely be considered as a CIP. If this reaction occurs in a
polar solvent, the two counterions may diffuse and separate
leading first to LIP and finally to free ions. It is therefore
possible to correlate the "age" of the RIP to a particular
structure. We show in the next section that in particular
circumstances, the GSR dynamics of the RIP effectively depends
on its "age".
III.4.2 Experimental details
In this study, Pe was used as the fluorescer (electron donor) and
either trans-1,2-dicyanoethylene (DCE) or 1,4-dicyanobenzene
(DCB) as quencher (electron acceptor). All measurements have
been carried out in acetonitrile.
The energy level diagrams for the two systems are
presented in Figure 3. 33.
Figure 3. 33 Energy level diagram of the systems Pe/DCB and
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Pe/DCE in MeCN
The exergonicities for the charge separation and charge
recombination reactions in MeCN are summarized in Table 3.11
GCS (eV) GCR (eV)
Pe/DCB -0.26 -2.57
Pe/DCE -0.54 -2.29
Table 3.11 ET reactions driving forces in Pe/DCB and Pe/DCE
Photoconductivity measurements have been performed in order
to know the free ion yield for each system. The setup has been
presented in paragraph II.3. The quencher concentrations used
were 0.025, 0.05, 0.075 and 0.01 M for DCB and 0.025, 0.05,
0.075, 0.1, 0.3 and 0.45 for DCE. Note that at room temperature
and in MeCN, a concentration of DCB of 0.1 M is close to the
solubility limit while it is around 0.5 M for DCE.
In addition, fluorescence decay measurements have been
carried out in order to monitor the time evolution of the Pe* (S1)
population upon electron transfer. This has been done using the
fluorescence up conversion setup already presented. The
concentrations investigated were 0.025, 0.1 and 0.16 M for DCB
and 0.04, 0.1, 0.2, 0.5 and 0.66 M for DCE. The absorption of the
samples at 400 nm was around 0.1 in the 0.4 mm long cell.
Transient absorption experiments have also been carried
out. The first one was a 400 nm Pump / 530 nm Probe
experiment that allows monitoring the time evolution of the Pe•+
radical cation population. The absorption of the samples was
around 1 at 400 nm in a 1mm long cell. As illustrated in Figures
3.34 and 35, the photogenerated anion does not absorb at 530 nm
ensuring that only the radical cation population contributes to
the signal.
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Figure 3. 34 Absorption spectrum of DCB•- anion85
Note that these two spectra have been measured in a MTHF
matrix at low temperature. However as in the case of Pe•+ cation,
the spectrum in solution at 300 K should not be so different.
Figure 3. 35 Absorption spectrum of DCE•-- anion85
The second transient absorption experiment was a 400 nm
Pump/ 530 nm Pump /530 nm Probe experiment. The setup is
described in section II.3. This experiment allows the GSR
dynamics of the Pe•+ cation within the geminate ion pair to be
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monitored. The time delay between the first blue pump pulse and
the second green pump pulse can be adjusted up to several
nanoseconds while the time delay between the second pump
pulse and the probe pulse is limited to 150 ps. Samples are the
same than used in the 400 nm Pump/530 nm Probe experiment
except that only the quencher concentration 0.1 M has been
investigated.
III.4.3 Results
III.4.3.1 Free ion yields
The values of the free ion yields,  ion, measured by
photoconductivity are listed in Table 3.12
Pe + DCB (M) Free ion yield ion (%)
0.025 24
0.05 26
0.075 27
0.1 27
Pe + DCE (M)
0.025 2
0.05 1.5
0.075 1.5
0.1 1.5
0.3 1
0.45 1
Table 3.12 Free ion yields for Pe/DCB and Pe/DCE in MeCN
The  ion value obtained for the Pe/DCE system at 0.1 M
compares well with the value obtained by Kikuchi (ion=1.9 %) for
the same system but with a different method.87 From Table 3.12,
the difference between the two systems is clear. When DCB is
used as quencher, the free ion yield is large, amounting to about
30 % whereas when using DCE, it is less than 2 %.
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III.4.3.2 Pe* (S1) dynamics upon electron transfer reaction
The fluorescence decay measurements for Pe/DCB and Pe/DCE
at different concentrations are presented in Figure 3. 36 and 37,
respectively. The different symbols stand for the different
concentrations as indicated in the insets. Plain lines illustrate the
best fits with multi-exponential functions.
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Figure 3. 36 Time evolution of the Pe*(S1) population upon ET
reaction with DCB as quencher
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Figure 3. 37 Time evolution of the Pe*(S1) population upon ET
reaction with DCE as quencher
From Figure 3.36 and 37, it appears that the fluorescence decay
is strongly accelerated upon addition of quencher. Moreover, it is
clear that the fluorescence time profiles are not mono-
exponential. They can be reasonably well reproduced using a bi-
exponential function for Pe/DCE system while a three-
exponential function is required for Pe/DCB. The corresponding
amplitudes and time constants are listed in Table 3.13.
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Pe+DCB (M) A1 1 (ps) A2 2 (ps) A3 3 (ps)
0.14 12 0.19 203 0.67 968
0.15 13 0.24 131 0.61 574
0.025
0.1
0.16 0.15 8 0.26 98 0.59 383
Pe+DCE (M) A1 1 (ps) A2 2 (ps)
0.24 16 0.76 947
0.31 19 0.69 414
0.40 17 0.6 189
0.53 12 0.47 81
0.04
0.1
0.2
0.5
0.66 0.59 10 0.41 56
Table 3.13 Parameters obtained from the multi-exponential analysis
of the fluorescence time profiles of Pe with DCB and DCE at various
concentrations in MeCN
The attribution of the fastest component to a particular process
is delicate. Indeed, as suggested by the strongly nonlinear Stern
Volmer (SV) plots presented in Figure 3.38, the non-Markovian
character of the quenching process, responsible for the strong
transient effect, is largely present at the beginning of the
dynamics. Therefore a proper description of the fast component
of the fluorescence decay time profiles presented in Table 3.13
requires taking into account this effect. However, results afforded
by the simple bi-exponential and tri-exponential fits are sufficient
for the present investigation.
Nevertheless, the slow component may be safely
attributed to diffusive or quasi-diffusive quenching. Indeed, for
Pe/DCB system, despite the fact that few points are available in
the SV plots it is possible to fit the low concentration part of the
plot with a linear function. This yields a value for the quenching
constant kq of around 1.6 ± 0.1  1010 M-1. s-1. This value is in
good agreement with quenching rate constant measured by
Rehm and Weller in MeCN.7 For example, they measured a
quenching rate constant of 1.07  1010 M-1. s-1 for the system 1,4-
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dimethoxybenzene/Pyrene-3-carbonic acid. This latter system
exhibits a charge separation driving force of -0.22 eV, which
compares well with the system Pe/DCB in MeCN.
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Figure 3. 38 Stern-Volmer plots for Pe/DCB and Pe/DCE in
MeCN
Because only few points at low concentration in the SV plot for
Pe/DCE are available, a third order polynomial fitting function
has been preferred. Taking the derivative of this function at
concentration zero allows calculating the SV constant. This
method yields a quenching rate constant of about 2.6 ± 0.4  1010
M-1. s-1. The lower limit of this value agrees quite well with the
one measured by Kikuchi (kq=1.9  1010 M-1. s-1) with the same
system87. The values measured here give a good estimation of the
quenching rate constant for both systems. Moreover, the slowest
components of the fluorescence decay with amplitude A2, A3 and
time constant 2, 3 for Pe/DCE and Pe/DCB respectively are in
good agreement with the calculated quenching rate constant.
This indicates that the major part of the quenching is stationary.
III.4.3.3 Pe+ radical cation population dynamics
Figure 3.39 shows the TA time profile of Pe+ population in
presence of DCB and DCE as quenchers. The Pe is excited at 400
nm and the radical cation is monitored at 530 nm in its D0-D5
electronic transition. The remaining part of the investigation has
been carried out with a quencher concentration of 0.1 M. In
addition, it has to be noted that as in the case of the system
Pe/TCNE presented in paragraph III.2, Pe*(S1) absorbs weakly
Pe+DCB Pe+DCE
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at 530 nm. Therefore a fast rise of the TA signal is present on the
kinetics. Thus this contribution has been extracted by simply
substracting the time profile of the Pe*(S1) state given by the
fluorescence time profile to the TA dynamics. The kinetics
presented in Figure 3.39 have been corrected for this effect.
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Figure 3.39 Transient absorption time profiles of Pe + population
formed upon photoinduced ET in the presence of either DCB or DCE
as quencher [0.1 M]
It is clear from Figure 3.39 that the dynamics of the radical
cation population depends strongly on the quencher. With DCB,
it exhibits a slow rise within the accessible time window of the
experiment. This may be attributed to the formation of the ion
pair upon ET reaction. However it has to be noticed that
although no decay of the signal is observed, a contribution to
charge recombination to the ion pair ground state cannot be
excluded even in the time window of the experiment. As
indicated by photoconductivity measurements, the free ion yield
is large (27 %) and the charge recombination should occur in a
longer time scale.
The dynamics of Pe+ population in the presence of DCB
[0.1 M] can be well reproduced with a bi-exponential function
whose parameters are presented in Table 3.14. When DCE is
used as quencher, the dynamics of the radical cation population
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exhibits a fast rise within the first 20 ps followed by a decrease of
the the TA signal. This is in accordance with the weak free ion
yield measured for this system (2%). The rise may be ascribed to
the formation of the radical cation while the decay may be due to
the charge recombination to the neutral electronic ground state.
The time profile of TA signal may be satisfactory reproduced
with a tri-exponential function. The parameters extracted from
the fit this function to the TA time profiles are presented in
Table 3.14.
Pe+DCB [0.1 M] A1 A2 1 (ps) 2 (ps)
-0.1 -0.9 3 50.7
Pe+DCE [0.1 M] A1 A2 A3 1 (ps) 2 (ps) 3(ps)
-0.5 -0.5 1 1.5 13 187
Table 3.14 Parameters extracted from the fit of a bi or tri-
exponential function to the TA time profiles presented in Figure 3.39
From Table 3.14, it appears that the rising components of the
TA time profile are faster with DCE than with DCB. This is in
accordance with the predictions of the Marcus theory for the
normal region. Indeed, the driving force for ET with DCE is
larger than with DCB. On the contrary, the driving force for
charge recombination is larger for DCB than for DCE. This
accounts for the faster decay of the TA time profile with DCE
than with DCB. This is in accordance with the predicted Marcus
inverted region for charge recombination reaction.
III.4.3.4 Ground state recovery dynamics of the Pe+ radical
cation
The ground state recovery dynamics of the Pe+ radical cation
has been monitored at different time delays after the photo-
generation of the radical ion pair Pe+/Q-. This time delay
between the first pump at 400 nm and the second one at 530 nm
is called t1. In contrast, the time delay between the second pump
at 530 nm and the probe at the same wavelength is called t2. All
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the samples investigated have a quencher concentration of 0.1 M.
A typical GSR dynamics is presented in Figure 3.40.
Figure 3.40 GSR dynamics of the photoinduced Pe + in the presence
of DCB [0.1 M] at t1=66 ps.
In this experiment, the second pump at 530 nm bleaches the
ground state of the Pe+ cation while the probe monitors the
repopulation of the same state. This explains the negative
amplitude of the signal in Figure 3.40.
In addition, two main features have to be noted from the
same Figure. First the spike around time zero is essentially due
to the cross phase modulation effect as already described in the
second part of the thesis. As this spike is quite difficult to
reproduce, fits of the kinetics are performed from the end of the
spike. This procedure should insure that only the effect of the
repopulation of the ion ground state is taken into account in all
fits. The second point to be noted is the weakness of the signal in
this GSR experiment. Indeed, the typical amplitude of the signal
is around A 510-3.
GSR dynamics have been monitored at t1= 66, 133, 200,
266, 400, 530, 665 and 1065 ps for Pe/DCB and t1= 50, 55, 60,
100, 150, 200, 250, 350, 450, 550, 650 and 1050 ps for Pe/DCE.
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Each dynamics has been reproduced with a bi-exponential
function. However, fitting to a mono-exponential function was
sufficient in some cases. The GSR dynamics of Pe/DCB at t1=
66 and 1065 ps are presented in Figure 3.41.
Figure 3.41 GSR dynamics of photoinduced Pe + in the presence of
DCB [0.1 M] at t1=66 and 1065 ps.
Note that the amplitudes of the GSR have been normalized to 1.
It is clear from Figure 3.41 that the GSR dynamics is well
reproduced by a bi-exponential function at t1=66 ps whereas it
is better reproduced by a mono-exponential function at t1=
1065 ps.  The GSR dynamics for the system Pe/DCE are
presented in Figure 3. 42.
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Figure 3. 42 GSR dynamics of photoinduced Pe + in the presence of
DCE [0.1 M] at t1=55 and 1050 ps.
In contrast, the GSR dynamics of the system Pe/DCE can be
well reproduced by a bi-exponential function independently of
t1. The physical interpretation of the fact that in the case of
Pe/DCB the GSR of the radical cation depends on t1 while it is
not the case with the system Pe/DCE is discussed in the next
part of the chapter.
All the parameters, i.e. amplitudes and time constants,
extracted from the fit of a mono or bi-exponential function to the
GSR by are presented in Table 3.15 for Pe/DCB and in Table
3.16 for Pe/DCE.
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t1 (ps) A1 1 (ps) A2 2 (ps)
66 -0.51 1.1 -0.49 6.2
133 -0.49 0.9 -0.51 5.2
200 -0.29 0.5 -0.71 3.7
266 -0.19 0.4 -0.81 3.8
400 -0.14 0.4 -0.86 3.8
530 -1 3.2
665 -1 3.1
1065 -1 3.0
Table 3.15 Parameters extracted from the analysis of the GSR
dynamics of photoinduced Pe + in the presence of DCB [0.1 M]
t1 (ps) A1 1 (ps) A2 2 (ps)
50 -0.59 11.5 -0.41 1.5
55 -0.48 13.5 -0.52 2.1
60 -0.46 12.7 -0.54 2.4
100 -0.55 9.0 -0.45 1.6
150 -0.47 12.4 -0.63 3.4
200 -0.55 9.6 -0.45 1.7
250 -0.52 10.6 -0.48 2.1
350 -0.41 10.4 -0.59 2.1
450 -0.57 9.4 -0.43 1.8
550 -0.52 9.7 -0.48 2.2
650 -0.44 12.3 -0.56 3.0
1050 -0.47 11.7 -0.53 2.3
Table 3.16 Parameters extracted from the analysis of the GSR
dynamics of photoinduced Pe + in the presence of DCE [0.1 M]
It has to be noted that for Pe/DCB, the uncertainty on the
magnitude of 1 is large, amounting ± 40 % in the worst case
while those on the A1, A2 and 2 is between 5 and10 %. In the
case of Pe/DCE, all uncertainties are between 5 and 10 %.
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From Table 3.15, the following features have to be highlighted.
(1) The function used to reproduce the GSR of Pe+ is a
bi-exponential function for t1  ranging from 66 to 400 ps, while it
is a mono-exponential function for t1 larger than 400 ps.
(2) The amplitude of the first component A1 decreases
with increasing t1, while that of the second component becomes
larger with t1.
(3) The time constants 1 and 2 decrease from 1.05 ps and
6.18 ps to 0.4 and 3 ps respectively with increasing t1.
Concerning the system Pe/DCE, it appears from Table
3.16 that contrary to the previous case, the fitting function is bi-
exponential and remains independent of t1. In addition the
values of A1, A2, 1 and 2, although a little bit scattered, do not
exhibit any significant dependence on t1.
III.4.4 Discussion
The fact that the ground state recovery dynamics of the radical
cation can be well reproduced by a bi-exponential function can be
interpreted in terms of the existence of two distinct GSR
pathways from Pe+*(D5). Each component of the bi-exponential
function corresponds to a particular pathway. It is therefore of
primary importance to determine the physical origin of each
component.
The first pathway that is the most obvious is probably
due to internal conversion from the D5 electronic excited state of
the cation to the ground state D0. This deactivation pathway
(referred to as path 1) is illustrated in Figure 3.43 by a black
thick line.
The second one could be attributed to a back electron
transfer from the excited states of the cation to the excited state
of the Pe* neutral form (path 2) followed by a charge separation
that leads to the electronic ground state of the radical ion pair
(path 3). Indeed, as already mentioned, such type of CR to excited
state has already be shown to be highly efficient.83,93 This
mechanism could explain the second component observed in the
GSR dynamics of the Pe+ radical cation.
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Figure 3. 43 Energy level diagram of Pe/DCB in MeCN
The dashed lines in Figure 3.43 are vibrational levels of Pe* (S1)
state.128,129 In fact the back electron transfer from D5 state of
radical cation to S2 state of excited Pe has a driving force around
GCR= - 0.1 eV. As in the case of Pe/TCNE, the CR reaction is
probably ultrafast, around several hundreds of femtoseconds (300
fs in the case of Pe/TCNE with a CR driving force of -0.60 eV).
However, it is highly probable that the transition between D5
and D4 is also very fast and can compete with the back electron
transfer. As a consequence, the back ET to vibrationally excited
S1 state may occur in the course of relaxation from D5 to D1 of
the ion. Afterwards, the charge separation that leads to the
formation of the radical cation in its electronic ground state may
compete with vibrational relaxation of the excited Pe*.
As a consequence, this second component is only present if the
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back electron transfer (path 2 in Figure 3.43) is sufficiently
efficient. This implies that the electronic coupling between the
two counterions is large. Therefore, the ultrafast charge
recombination is only possible if the interionic distance is small
enough. Thus, the bi-exponential GSR dynamics should only be
observable with CIPs.
When dealing with DCB as quencher, the GSR dynamics
can be reproduced with a bi-exponential function at short time
delay t1 (up to 400 ps) while it requires a mono-exponential
function at longer time t1. As indicated by photoconductivity
measurements, the free ion yield with this system amounts to 27
%. This implies that a subpopulation of photogenerated radical
ion pairs diffuses in the solvent and finally separates. This
population may be called LIP although its structure is not well
defined. When the GSR experiment is carried out mainly on this
subpopulation, i.e. at long time delay t1, the dynamics is mono-
exponential suggesting that pathway 2 is no longer available.
Only the internal conversion remains possible (path1 in Figure 3.
43). The time evolution of the amplitude A1 is presented in
Figure 3. 44.
Figure 3. 44 Time evolution of the amplitude of the fastest component
of the GSR dynamics observed with system Pe/DCB [0.1 M]
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Because the sum of the amplitudes is normalized to one, only the
time evolution of the fastest component is represented in Figure
3. 44. The black line illustrates the best fit of the amplitudes by a
mono-exponential function. This fit yields a time constant of
around 210 ps that corresponds to a rate constant of kA=4.8  109
s-1. Interestingly, Mataga and coworkers invoked separation
rates constants in MeCN between ksep=0.5 and 2.3  109 s-1 16.In
addition, they claim that the rate of separation does not depends
on the molecular size.130,131 Therefore, assuming an average value
of ksep=1.4  109 s-1 for the system presently investigated seems to
be reasonable.
The time constant kA, although large, has the same order
of magnitude than the separation rate constant ksep. Consequently,
kA may be assimilated to a time constant of separation. As ion
pairs separate, the pathway 2+3 becomes inoperative and the
associated amplitude A1 decreases with a rate constant kA equal to
that of separation ksep. Another feature that comes out from Table
3.15 is the fact that the time constants 1 and 2 decreases with
increasing t1. This may be explained by considering a crude
model in which the chemical system under investigation is made
of two subpopulations namely CIP and free ions (FI). At short
time delay t1, the subpopulation of CIPs is predominant. On the
contrary, at longer time delays t1, the population of FI is in
large majority. Within this model, the GSR dynamics of CIPs
and FIs are fixed and the time evolution of 1 and 2 should reflect
the time evolution of the proportion of the two subpopulations
that are investigated. 1 and 2 are apparent time constants. It has
to be noted that this crude model is equivalent to the previous
one but is more consistent from a physical point of view.
The ground state recovery dynamics of Pe+ have been
analyzed using this model. The GSR kinetics for CIPs has been
chosen to be equal to the bi-exponential function that reproduces
GSR dynamics 66 ps after photoexcitation. Indeed, at this short
value of t1, it is highly probable that no radical ion pairs have
separated. Therefore, the GSR dynamics of the CIP population
PCIP(t) is defined as:
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P
CIP (t ) = 0.51 exp(t /1.1e 12) + 0.49  exp(t /6.2e 12)
(3.24)
The mono-exponential fitting function that reproduces the GSR
dynamics at t1=1 ns is chosen to model the GSR dynamics of FI
subpopulation. Therefore, the GSR dynamics of the FI
population PFI(t) is defined as:
 
P
FI (t ) = exp(t / 3.2e 12) (3.25)
Then, the GSR dynamics of the entire radical ion pair population
PRIP have been fitted with the following equation:
 P
RIP
= A
CIP
P
CIP
+ A
FI
P
FI (3.26)
As the amplitudes ACIP and AFI are normalized to 1:
 A
CIP
+ A
FI
=1 (3.27)
only one parameter has to be fitted: ACIP. The time evolution of
this amplitude is represented in Figure 3. 45.
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Figure 3. 45 Time evolution of the normalized amplitude ACIP
extracted by fitting Eq. 3.26 to the GSR dynamics of Pe+ in the
presence of DCB [0.1 M] as quencher.
The amplitude of the ACIP component begins at 100 % for GSR
dynamics monitored at t1=66 ps and finishes at 0 % for GSR
dynamics monitored at t1= 1ns. The thick black line in Figure
3.45 represents the best fit of the amplitudes by a mono-
exponential function. This yields a rate constant for the time
evolution of the amplitude of approximately 4.7  109 s-1. As
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discussed in a previous paragraph, this value may be ascribed to a
separation rate constant.
Three rate constants associated to the three above-
mentioned ET reactions (Figure 3.43) can be defined: k1, k2 and k3.
In fact it is possible to distinguish two different cases:
- k2 is faster than k3, then the faster component 1
that is observed is equal to (k1+k2)-1 (the deactivation rate
constant of D5 Pe•+* radical cation state)while the slower one 2 is
equal to k3-1.
- k2 is slower than k3, then the faster component 1
is still equal to (k1+k2)-1 whereas the slower one is equal to k2-1.
In addition, the rate constant k1 can be estimated from the GSR
of Pe/DCB at long time delay. It should be (3 ps)-1 for both
chemical systems.
For Pe/DCB, the faster component of the bi-exponential
function is around 1 ps while the slower one is around 6 ps. This
means that k2 can be estimated to be around (1.5 ps)-1 while k3 is
equal to (6 ps)-1.
For Pe/DCE, the faster component of the biexponential
function is around 2 ps while the slower one is around 10 ps.
Therefore, k2 is around (6 ps)-1 while k3 is equal to (10 ps)-1. These
results are summarized in Table 3.17
Pe/DCE Pe/DCB
k1(ps-1) 1/3 1/3
k2 (ps-1) 1/6 1/1.5
k1+k2 (ps-1) 1/2 1
k3 (ps-1) 1/10 1/6
Table 3.17 Calculated k1, k2 and k3 rate constants
One feature that come out from the comparison of Table 3.15 and
Table 3.16 remain to be explained: the GSR dynamics with DCE
as quencher is always well reproduced by a bi-exponential
function that does not depend on the time delay t1. No mono-
exponential function is required even at long time delay.
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The free ion yield with DCE is essentially zero. This indicates
that the ion pair charge separation cannot compete with the
charge recombination. As a result, no subpopulation of FI is
present at any time in the sample. In addition, it appears from the
fluorescence decay measurements that even after 1 ns, the
quenching is not finished and fresh radical ion pairs are still
generated.
Therefore, the population of radical ion pair under
investigation is essentially composed of CIPs. As a consequence
the GSR dynamics of the ion pair (1) must not depend on the
time delay t1 and (2) must remain a bi-exponential function.
This is exactly what is observed in the experiment.
Concerning the dependence of 1 on the nature of the quencher, it
is interesting to consider the energy level diagram for the system
Pe/DCE in MeCN that is presented in Figure 3. 47.
Figure 3. 47 Energy level diagram of the system Pe/DCE in MeCN
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In fact, it is really difficult to give a satisfactory explanation on
why 1 is so different depending on the nature of the quencher.
However it seems to be reasonable to assume that this difference
comes from the different driving forces for CS and CR reactions.
Indeed, the different vibronic states involved in each process
should be different.
This investigation has demonstrated the ability of
the 400nm Pump/530 nm Pump/530 nm Probe transient
absorption experiment to yields a way to make a distinction
between CIPs (bi-exponential GSR dynamics of the radical
cation) and FIs (mono-exponential GSR dynamics). However in
order to confirm these findings and to improve the photophysical
model of the system further studies have to be carried out.
Among them are the following three investigations.
(1) At first, it is necessary to simulate the photophysical
behavior of the system. For that it is sufficient to write a set of
coupled kinetic equations and to solve the system with
mathematical softwares. This work is actually in progress.
(2) An interesting experiment would be to investigate
both system Pe/DCE and Pe/DCB in different solvents: in a
solvent with the same polarity than MeCN but with a higher
viscosity, the mono-exponential fitting of the time evolution of
the amplitudes of the GSR dynamics should reflect the decrease
of ksep.
 (3) Another interesting investigation would be to
perform the experiment with a quencher that (1) can be
concentrated enough to quench the Pe excited state very fast and
by this way close the source of fresh CIPs production very
quickly. (2) In addition it must give a non-zero free ion yield.
This would help to clarify the nature of the population on
which the experiment is performed. At short time delay it would
be CIPs only and at long delay FIs only.
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III.5 Towards an experimental confirmation of
mechanisms suggested in III.4
III.5.1 Introduction
As indicated at the end of the paragraph III.4, the suggested
mechanism accounting for the bi-exponentiality of the GSR
dynamics has not been experimentally confirmed yet. In order to
do that, two different ways of investigation have been explored.
The first one is referred to as the Three Colors
Pump/Pump/Probe Experiment. The object of the second one is
the study of the photophysical behavior of the DAC complex
formed by 1,2,4,5-tetracyanobenzene(TCNB) as electron acceptor
and phenanthrene(PhT) as electron donor. The objective is in
both cases to reproduce the condition of a biphasic repopulation
of a particular electronic state. These two experiments are
described in details in paragraphs III.5.2 and III.5.3 respectively.
III.5.2 Three Colors Pump/Pump/Probe Experiment
III.5.2.1 Introduction
A definitive proof of the validity of the model that has been
proposed in paragraph III.4 and that accounts for the bi-
exponential GSR dynamics of the Pe+ radical cation would be to
observe a transient repopulation of Pe* (S1) excited state upon
excitation of the radical cation population (Pathway 2 in Figures
3.43 and 47). Starting from this point, we have developed a setup
that allows (1) pumping the Pe in presence of DCB [0.1 M] at
400 nm in order to trigger the electron transfer, (2) pumping the
Pe+ radical cation at 530 nm after an adjustable time delay t1
and then (3) probing the Pe*(S1) state population via its S1-S2
optical transition with a third beam at 680 nm. The principle of
the experiment is illustrated in Figure 3. 46. The symbols P1, P2
and P stand for the wavelengths of the first and second pumps
and that of the probe respectively.
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Figure 3. 48 Energy diagram illustrating the principle of the Three
Colors Pump/Pump/Probe experiment
III.5.2.2 Experimental details
The 400 nm Pump / 530 nm Pump / 680 nm Probe setup is as
described in Chapter II. The absorption of samples was around 1
at 400 nm in the 1mm long cell. An interference filter centered at
687 nm was placed in front of the detection diode in order to
eliminate 400 nm and 530 nm parasitic light. The spectra of the
two beams exiting the home made and Clark-MXR NOPAs at
530nm and 680 nm respectively are presented in Figure 3. 49.
Figure 3. 49 Spectra of the second pump pulse at 530 nm and of the
probe pulse at 680 nm
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III.5.2.3 Results and Discussion
The first experiment that has been carried out is a 400 nm
Pump/ 530 nm Pump/680 nm Probe experiment on Pe+DCB
[0.1 M]. The resulting kinetics is presented in Figure 3. 50.
Figure 3. 50 Dynamics observed from 400 nm Pump/ 530 nm Pump
/680 nm Probe experiment on Pe/DCB [0.1 M] system in MeCN
This dynamics is composed of a fast drop of the signal within the
IRF of the setup followed by a rise up to a plateau. This increase
can be well reproduced using a mono-exponential function (thick
line in Figure 3. 50). The parameters extracted from the fit are as
follows: the rise is associated with a time constant of 52 ps with
amplitude of about 60 % of the initial intensity of the signal. As a
consequence, the height of the plateau represents the remaining
40 % of the total intensity of the signal at time zero. It has to be
noted that the observed signal is negative which indicates that
the dynamics corresponds to a bleaching process.
However, we could demonstrate that this kinetics is not
due to the Pe+ but more probably to the Pe* (S1) excited state.
The kinetics obtained from the same experiment but with only
Pe in MeCN is presented in Figure 3. 51. It is clear that no major
difference exist between both dynamics.
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Figure 3. 51 Dynamics observed from 400 nm Pump/ 530 nm Pump
/680 nm Probe experiment on Pe in MeCN
The dynamics presented in Figure 3. 51 can be well reproduced
by a mono-exponential function with a time constant of 40.4 ps
and corresponding amplitude of 60 %. The height of the plateau,
similarly to the previous kinetics, represents 40 % of the initial
total intensity of the signal.
In fact, two different phenomena may contribute the
above observed kinetics.
(1) As already mentioned in the paragraph III.2, the
extinction coefficient of Pe* (S1) at 530 nm is not null. According
to ref 128 and 129 this transition corresponds to S1-S3 vibronic
transition. This means that upon excitation at this wavelength,
the S1 state population is bleached and finally can be repopulated
with a time constant connected to internal conversion dynamics.
However, the time constant for internal conversion is waited to
be subpicosecond and another reason has to be invoked for
explaining the 50 ps component observed in Figure 3.50 and 51.
(2) The second process that may be involved in the
observed bleach dynamics is the Pe photoionization. Indeed, as
illustrated in Figure 3.52, a direct photoionization of the Pe by
the second pump at 530 nm is also possible. In this case an
electron of the Pe is ejected towards the solvent and the observed
dynamics of 40 ps can be reasonably attributed to the back
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electron transfer to the excited Pe.
Figure 3.52 Energy level diagram illustrating the photoionization of
the Pe
This hypothesis is supported by the following measurement. A
400 nm Pump/530 nm Probe/530 nm Probe experimental setup
has been designed. The observed kinetics is presented in Figure
3. 53.
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Figure 3. 53 Dynamics observed from 400 nm Pump/ 530 nm Pump
/530 nm Probe experiment on Pe in MeCN
The thick line in Figure 3.53 represents the best fit of a bi-
exponential function to the dynamics. The fastest time constant
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associated with the first fast rise is around 1.25 ps while the
slower one is around 18 ps. The amplitudes of the two
components are equal.
This increase of the TA signal clearly indicates that a
population of Pe+ radical cation build up within the first 20 ps of
the experiment. This explanation is supported by the fact that
the absorption is positive and should not be due to a bleaching of
the Pe* S1 state. However, a contribution to the TA signal of the
latter population cannot be excluded.
Two photon absorption of the Pe* (S1) state seems to be
an efficient way to create Pe+ radical cation directly. As a result,
it seems to that the decaying part and the plateau in the
dynamics presented in Figure 3.50 and 3.51 are due to the direct
photoionization of the Pe. Although these first results seems to
be interesting, a complete investigation on this process is beyond
the objectives fixed for this part of the thesis.
In addition, the signal due to a hypothetic transient
repopulation of Pe* (S1) state that we would like to observe is
expected to be weak. Therefore it is probable that if it exists, it is
hidden by the two above-mentioned contributions. The
conclusion that comes out is that it is not possible to observe the
Pe*(S1) excited state dynamics and confirm the mechanism
suggested in III.4 with this technique. It has to be noted that
pumping a sample with two delayed pumps, the first at 400 nm
and the second in the visible is equivalent to pump the sample
with a UV beam. Therefore this technique is particularly well
suited to investigate photoionzation.
Nevertheless, we tried to afford an experimental evidence
for the mechanism proposed in section III.4 using a completely
different approach. This is the object of the next paragraph.
III.5.3 TCNB-Phenanthrene DAC
III.5.3.1 Introduction
The previous investigation has shown that when the state to
which a transient repopulation is expected is already populated,
the analysis of the data is problematic. One way to circumvent
this shortcoming is to work with DAC. Indeed, upon excitation
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in the charge transfer band, a radical ion pair is directly formed.
This procedure does not necessitate the intervention of a third
state. Afterwards, it is possible to perform a GSR experiment on
the resulting CIP. If the GSR dynamics of the CIP is analogue to
that presented in the previous paragraph i.e. bi-exponential at
short time delay t1 and mono-exponential at longer time delay,
this will be a clear indication that pathways 2 and 3 in Figure 3.
54 are operative. If this is the case, it will be worth to monitor
the population of a X state that has to be present in the energy
level scheme of the complex.
Figure 3. 54 Energy level scheme illustrating the experiment on the
DACs
If the mechanism that has been proposed in paragraph III.4 is
exact, a transient repopulation of X state upon excitation of the
cation must be observable.
For that purpose, the DAC together with the solvent has
to be chosen carefully. Indeed several requirements are imposed
in order for the experiment to be successful. Among them one
can mention the next five features:
(1) The complex must exhibit some absorption at 400 nm.
In addition, this absorption must be between 0.5 and 1 in a 1mm
long cell. This limitation is due to the fact that the first pump
wavelength has to be spectrally well separated from the light
used for the GSR experiment. This avoids to have unwanted
contributions in the TA signal.
(2) The cation that is generated upon excitation at 400
nm must absorb light at a wavelength between 500 and 700 nm.
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This is between theses two limits that the energy of the beam
exiting the NOPA is sufficient to perform a GSR experiment.
(3) The molar absorption coefficient of the cation at the
chosen wavelength must be large. Indeed, the weakest detectable
TA signal is around 5  10-4. The Pe+ radical cation for example
has a molar absorption coefficient approximately equal to 55 000
M-1cm-1.85 Even in this case, the intensity of the GSR dynamics
presented in the previous paragraph do not exceed 3  10-3.
 (4) The free ion yield of the complex must be non zero. In
fact, in order to be able to detect a difference in the GSR
dynamics upon the time delay  t1, the CIP must have the
possibility to separate. This is only insured if the free ion yield is
non zero and moreover it must be as large as possible.
(5) An electronic state noted X in Figure 3. 54 must be
present in the energetic scheme of the complex. In fact, as the
objective of the experiment is to observe a bi-exponential GSR
dynamics of the CIP, such an X state must exist. Note that the
exact nature of this state is not important for the present
purpose.
Taking into account all these limitations, the system
1,2,4,5-Tetracyanobenzene (TCNB)/Phenanthrene(PhT) in
MeCN was chosen. Indeed, as illustrated in Figure 3. 55, the
absorption of the complex at 400nm is around 1 in our 1mm long
cell.
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Figure 3. 55 Absorption spectrum of the TCNB/PhT complex in
DMSO
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In addition, the absorption spectrum of the PhT+ radical cation
presented in Figure 3. 56 exhibits two main absorption bands:
the more intense is centered around 490 nm while the second one
is around 800 nm. Note that the extinction coefficient at 490 nm
and at 800 nm is around 3000 M-1 cm-1.
Figure 3. 56 Absorption spectrum of PhT+ radical cation85
The absorption spectrum of the TCNB - radical anion is
presented in Figure 3. 57. Note that it exhibits a strong
absorption band around 462 nm.
Figure 3. 57 Absorption spectrum of TCNB- radical anion85
The spectrum of the anion is sufficiently well separated to that of
the cation to insure that no contribution of the anion is present in
TA experiments. Mataga et al. have investigated this system and
found that the free ion yield in MeCN is around 30 %.132 In
addition, the redox potentials of the electron acceptor and donor
are Ered(TCNB)=-0.66 V and Eox(PhT)=1.54 V respectively.132 All
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these informations are summarized in the following Jablonski
diagram.
Figure 3. 58 Jablonski diagram of the TCNB/PhT complex
As can be seen in Figure 3.55 and 3.58, two different optical
transitions of the cation can be probed (plain and dashed arrows
noted P2 and S). This may also be used to test the hypothesis
presented in paragraph III.4. Indeed, at a given short time delay
t1, the GSR dynamics of the PhT+ radical cation should be bi-
exponential when excited at 490 nm (dashed line), whereas it
should be mono-exponential when pumped at 800 nm (plain line).
It is clear that this system offers many possibilities to test the
validity of the mechanism accounting for the GSR dynamics.
III.5.3.2 Experimental details
Three kinds of measurements have been performed on this
chemical system. First a 400 nm Pump/ 490 nm Probe TA
experiment allows the PhT+ radical cation population to be
monitored. Then a 400 nm Pump/490 nm Pump/490 nm Probe
experiment permitted to observe the GSR dynamics of the
radical cation. Finally, 400nm Pump  /White Light Probe
experiment revealed the absorption spectrum of the radical
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cation. The former experiment has been carried out in MeCN
where the absorption of the samples was around 0.2 at 400 nm in
our 1 mm long cell. This was sufficient to reach a satisfactory
signal to noise ratio. However, for pump/pump/probe
experiment, samples were prepared in dimethylsulfoxide
(DMSO) where the solubility of the complex is much better than
in MeCN. By this way it has been possible to obtain an
absorption of 1 at 400 nm in the 1mm long cell.
III.5.3.3 Results and Discussion
Figure 3.59 shows the dynamics of the radical cation upon
excitation of the complex at 400 nm. A fast rise of the signal
within the IRF is followed by a slower rise up to a maximum.
When investigating similar DACs, Mataga and coworkers
observed also a biphasic formation of the CIP.132,133 The fast rise
of the signal is probably due to ultrafast ETwhile the slower  rise
is thought to be due to CS that occurs upon intracomplex
structural changes. The slow decay that is observed in Figure
3.58 is due to the charge recombination to the neutral state of the
complex.
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Figure 3.59 PhT + radical cation population dynamics upon
excitation of the complex at 400 nm in MeCN.
The time constant for charge recombination that has been
measured by Mataga and coworkers for the complex
TCNE/PhT in MeCn is 160 ps. The fit of a mono-exponential
178
Results and Discussion
function to the above presented data yields a time constant for
the TA signal decay of 100 ps. However, it has to be noted that
the time window available for this experiment is to short to give
a reliable rate constant value of the process. Nevertheless the
order of magnitude of the decay time is good and this
information is sufficient for the present purpose.
Figure 3. 60 shows the time profile of the GSR dynamics
of the PhT+ radical cation in DMSO (open circles). The plain
circles account for the same experiment but with the first pump
at 400 nm closed.
In order to get more information on the system, the same
experiment was performed on the solvent alone. The results are
presented in Figure 3. 61. It is immediately clear that
(1) The fact that the first pump is on or off does not
modify the TA profile very much
(2) The presence or the absence of the complex does not
affect too much the TA time profile.
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Figure 3. 60 TA time profile from 490 Pump/490nm Probe (plain
circles) and 400 nm Pump/490 Pump/490nm Probe (open circles)
experiment on TCNB/PhT complex in DMSO
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Figure 3. 61 TA time profile from 490 Pump/490nm Probe (plain
circles) and 400 nm Pump/490 Pump/490nm Probe (open circles)
experiment on DMSO.
A Raman active mode at 680 cm-1 produces oscillations in the TA
signal. The TA time profile is mainly due to the solvent. As
already mentioned in the second chapter of the thesis, this signal
may come from cross phase modulation process and has nothing
to do with the dynamics of the investigated complex. Note that a
fast decrease of the TA signal within the first 300 fs is observable
only when the both pumps are on and when the complex is
present. Although reproducible, this small feature does not afford
any reliable information about the dynamics of the complex. In
order to understand the reason why no clear signal is observable
in the 400nm Pump/490 nm Pump/490 nm Probe experiment, a
400 nm Pump/White Light Probe experiment was carried out
(Figure 3.62). By this way it is possible to compare the intensity
of the signal obtained with the system Pe/DCB with the
intensity of the signal obtained with the complex. In addition,
thanks to this measurement, it is possible to check the different
contributions to the kinetics observed at a particular wavelength.
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Figure 3. 62 Spectra of the PhT+ radical cation centered at 490 nm
and of the Pe+ radical cation centered at 540 nm in DMSO
The thick line represents the background. Spectra are recorded
100 ps after the pumping at 400 nm. Although the quality of the
spectra is not really good, it is clear that the maximum
absorption of the PhT+ radical cation centered at 490 nm is
more than three times weaker than that of the Pe+ radical cation
centered at 540 nm. Maybe that this is the reason why no signal
could be observed in 400 nm Pump/490 nm Probe/490 nm
Probe experiment.
III.5.4 Conclusion
The section III.5 of the present thesis clearly demonstrates that
our attempts to afford an experimental proof of the mechanism
proposed in the section III.4 do not succeed. Indeed, it has not
been possible even to observe a GSR dynamics with another
system than Pe. The principal reason is probably that the
photogenerated ion does not absorb sufficiently at the probe
wavelength. Therefore several way have to be explored in order
to circumvent this problem. First, a DAC with Pe has to be
chosen that absorbs strongly at 400nm. For that it is necessary
to find a solvent in which the solubility of the DAC is maximal.
In addition, it has to be noticed that another possibility exist that
may account for the absence of expected signal. If the electronic
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state to which a transient repopulation is expected is emptied
faster than it is filled then it will be impossible to observe any
repopulation dynamics.
III.6 Probing singlet-triplet conversion of an ion
pair
III.6.1 Introduction
In the late eighty's, Mataga and coworkers investigated the
electron transfer reaction between Pe and N,N-dimethyl-o-
toluidine (o-DMT) in MeCN.16 They recorded the transient
absorption dynamics due to the Pe radical anion upon the
quenching reaction. By considering a simple reaction scheme
with three steps:
-a quenching reaction that leads to RIPs,
-an ion pair separation that leads to free ions
-a charge recombination to the singlet ground state of the
product.
Using the simple exponential model already described in the
theoretical part of the thesis, they were able to reproduce the
dynamics quite well. The experimental points and the best fit
they obtained are presented in Figure 3. 63.
Figure 3. 63 Time profile of the Pe •- radical anion absorbance at 575
nm for the system Pe/o-DMT in MeCN16.
Open circles account for experimental data and plain line
represents the best fit with the exponential model. Although few
points are available and the zero level signal is not clear, the fit
182
Results and Discussion
seems to be reasonable. From that, they extracted an ion pair
separation rate constant equal to 0.6   108 s-1 and a charge
recombination rate constant equal to 0.6  109 s-1. This chemical
system belongs to the inverted Marcus region for charge
recombination reaction.
Ten years later, Burshtein and coworkers decided to
investigate theoretically the same reaction with the Unified
Encounter Theory.134 As already pointed out in the theoretical
part of the thesis, the particularity of this theory is that it
includes both charge separation and charge recombination in the
description of the charge transfer dynamics of a chemical system.
This is therefore particularly well suited for the present case.
As a result, they showed that the latter theory is unable to
reproduce the experimental points by Mataga et al. if only the
three above-mentioned processes (i.e. CS, CR and separation) are
invoked. Figure 3.64 shows the simulations they achieved.139 The
plain line stands for the best fit to the experimental data within
the exponential model. The dashed line is the anion population
calculated with the unified theory but using only the single
channel CS and CR ET reactions. The dotted line is the same but
with the multi-channel CR reaction to the neutral product. It is
clear that even if multi channel charge recombination is taken
into account, the model is not able to reproduce the experiment.
Figure 3. 64 Simulation of the time evolution of the Pe anion
population according to different models (see text for more details)134
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The only way to reproduce experimental data was to add a
charge recombination pathway to the triplet state of the Pe.
Indeed, it is possible to consider the following reaction scheme:
Figure 3. 65 Reaction scheme for photoinduced ET reaction in polar
solvent.
In Figure 3.65, kq, ksc, ksep, krs and krg stand for the rate constant of
quenching, spin conversion, separation, recombination to the
singlet state and recombination to the triplet state, respectively.
In fact, the photogenerated RIP although formed in the singlet
state can undergo spin flip via hyperfine interaction. Burshtein et
al. considered that the spin conversion is infinitely fast and
therefore, the RIP may recombine either to the singlet or to the
triplet state of the anion. This intra pair recombination is a
geminate recombination. Figure 3. 66 shows the time evolution
of the Pe anion population simulated after taking into account
CR to the triplet state of the Pe.
Figure 3. 66 Time evolution of the Pe anion population simulated
with different models (see text for more details)134
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The former recombination has a first order reaction rate and, in
some cases, exhibits a magnetic field effect in the CS and in the
CR reactions.135-137 Indeed, upon application of a magnetic field,
the three levels of the triplet state are no more degenerate and a
change in the triplet ion production is observable. The latter
recombination has a second order reaction rate and is not
sensitive to magnetic field effect.
As geminate recombination is an intra pair process, it may
be used as a marker for geminate ion pairs. However it has to be
noticed that the hyperfine interaction mechanism requires the
singlet and triplet states to be nearly degenerated: the exchange
interaction in the GIP has to be weak. This implies that the ions
have a small orbital overlap. Such GIPs correspond to LIP.
The objective of this investigation was to afford an
experimental confirmation of unified theory predictions: is the
triplet 3Pe created within the first 5 ns of the dynamics observed
by Mataga et al. This experiment may constitute another way to
discriminate between different structures of RIP.
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III.6.2 Experimental Details
In order to observe 3Pe* triplet state, several techniques have
been implemented. Most of them have been carried out using the
picosecond laser as indicated in the second chapter of the thesis.
In addition, it has to be noted that all experiments have been
performed on the system Pe/N,N-Dimethylaniline (DMA) in
MeCN. As indicated by Mataga et al., the dynamical behavior of
this system is comparable to that of Pe/o-DMT in MeCN.
For picosecond measurements, the absorption of the
sample was around 1 at 355 nm in a 1 cm long rotating cell. For
400 nm Pump/White Light Probe, the absorption of the sample
was set at 0.3 at 400 nm in a 1 mm long cell.
III.6.3 Results and Discussion
Figure 3. 67 shows the spectra recorded upon excitation of the
sample at 400 nm.
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Figure 3. 67 Transient absorption spectra of the system Pe/DMA
[o.4 M] in MeCN 1.5, 3 and 6 ns after excitation at 400 nm
The more intense band centered around 565 nm is due to Pe•-
radical anion.85 The kinetics observed in Figure 3.67 seems to be
very close to that observed by Mataga and coworkers.16 In
addition, a less intense band centered around 480 nm appears in
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Figure 3. 67. Interestingly, although this band is also present in
the spectra published by Mataga, it is not mentioned anywhere in
the publication. The origin of this band is not clear.138 Indeed, it
could come from the triplet-triplet absorption of the 3Pe* triplet
excited state139 but it could also be due to the presence of the
counterion DMA•+ that exhibits a maximum absorption around
480 nm.85 It has to be noted that the absorption coefficient of the
Pe triplet state at 480 nm is around 15 000 M-1cm-1 139, whereas
that of DMA•+ cation has been estimated to be around 5000 M-
1cm-1. From the comparison between the intensities of each band
in Figure 3.67, it appears that the Pe radical anion band at 565
nm is approximately 5 times more intense than the second band
at 480 nm. In order to know whether this band is due to 3Pe* or
not, the following strategy has been implemented:
(1) Observation of the absorption spectrum of DMA•+ alone.
This can be achieved by investigating the system DMA/9,10-
dimethylanthracene (9,10-DMAn) in MeCN. Indeed, Vauthey
and coworkers have shown that upon excitation at 400 nm, a
charge transfer between DMA and (9,10-DMAn) leads to the
formation of both ions.140 They measured a free ion yield of 60%.
This chemical system is therefore particularly well suited for the
present investigation.
(2) Observation of the spectrum of 3Pe* triplet excited state
alone. Nicolet et al. have shown the possibility to obtain a triplet
yield for Pe of approximately 90 % by exciting at 400 nm the
chemical system 9,10-DCAn/iodoanisole in MeCN.59 Indeed, it is
known that the presence of a heavy atom on one of the ET
reaction partner leads to the modification of the CR dynamics via
spin-orbit coupling. In this particular case, the CR reaction to the
3Pe* triplet excited state is strongly accelerated and competes
with the charge separation process. Therefore, in order to
observe the 3Pe* triplet excited state population, the chemical
system Pe/iodoanisole was investigated.
(3) Investigations (1) and (2) are based on the identification of
each chemical species via its absorption spectrum. In contrast,
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the third one is based on the comparison of the time evolution of
transient absorption probed at 565 nm and at 480 nm (the pump
wavelength is still set at 400 nm). Indeed, if the transient
absorption time evolution probed at 480 nm is similar to that
probed at 565 nm, this will indicate that the chemical species
responsible for the absorption at the probe wavelength is DMA•+
radical cation (the photogenerated radical anion and cation
should exhibit the same TA dynamics). On the contrary, if the
TA dynamics is different, this will be an indication that the
chemical specie responsible for the absorption at 480 nm is the
3Pe* triplet excited state population.
(1) Figure 3. 68 shows the absorption spectrum observed 4 ns
after excitation of DMA/9,10-DMAn in MeCN.
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Figure 3.68 Transient absorption spectrum of the system DMA/9,10-
DMAn in MeCN recorded 4 ns after excitation at 400 nm
Three absorption bands are clearly observable in Figure 3. 68.
The first one centered at 475 nm can be safely ascribed to the
DMA•+ radical cation. This confirms the maximum wavelength
at which DMA•+ absorbs. The second one has two maxima
centered at 575 nm and 620 nm and can be assigned to 9,10-
DMAn•- radical anion.85
(2) Figure 3.69 shows the absorption spectrum recorded 6 ns
after the 400 nm excitation of  Pe/iodoanisole in MeCN.
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Figure 3.69 Transient absorption spectrum of the system
Pe/iodoanisole in MeCN recorded 6 ns after excitation at 400 nm
In Figure 3.69, two absorption bands are visible. The first one is
centered at 482 nm; it is certainly due to the 3Pe* triplet excited
state population. The second one whose intensity is very weak is
centered at 575 nm and is due to a remaining Pe •- population (as
confirmed by spectra recorded at shorter time delays). Note that
the band due to 3Pe* triplet excited state population exhibit a
shoulder centered at 456 nm. The maxima of the absorption
bands of 3Pe* and DMA•+ seems to be slightly shifted (475 nm
for DMA•+and 482 nm for 3Pe*). However the attribution to one
or the other chemical species to the band observed around 480
nm in Figure 3. 67 is not possible on the simple basis of this
difference. This is the reason why the third approach has been
implemented.
(3) Figure 3. 70 shows the transient absorption time profile of the
system Pe/DMA [0.4 M] probed at 565 nm (open circles) and at
488 nm (filled squares). The excitation was performed at 400 nm
and the experiment was carried out in MeCN.
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Figure 3. 70 Transient absorption time profile of Pe/DMA [0.4 M]
probed at 488 nm (filled squares) and at 565 nm (open circles) in
MeCN
As can be seen from Figure 3.70, the poor quality of the data,
which is due to the poor quality of the optical delay line, does not
allow observing a significant difference between both dynamics.
The only fact that comes out from this measurement is that if a
difference between both kinetic exists, it should be quite small.
In fact this series of investigations lead to the conclusion
that it is not possible to assess the presence of a 3Pe* triplet
excited state population at least with the experimental
approaches that have been implemented during this work.
Three different explanations can be invoked:
- (1) the photogenerated 3Pe* triplet excited state
population is too small to be detected.
- (2) the predictions of the unified theory are wrong.
- (3) the 3Pe* triplet excited state population is not formed
within the first ten ns but later. It has to be noticed that this
latter explanation is in contradiction with the fact that ions have
separated after 10 ns. However as Weller and coworkers
investigated the photophysics of the pyrene (Py)/DMA system in
MeCN, they observed the population of the 3Py* triplet excited
state within the first 40 ns of the experiment. They showed that
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this formation occurs with two different time scales. First an
increase of the triplet state population is due to the geminate CR
reaction. This CR dynamics is sensitive to the application of a
magnetic field. Next, an increase of the triplet state population
takes place in hundreds of ns and originates from the
homogeneous CR reaction. Figure 3. 71 is taken from Ref 141
and illustrates the results of the Weller's experiment. The 3Py*
triplet excited state population is probed at 412 nm.
Figure 3. 71 Transient absorption of the system Py/DMA in MeCN
monitored at 412 nm.141
In order to check if a similar process could occur in the system
Pe/DMA in MeCN, nanosecond time resolved experiments have
been carried out using cw white light as a probe and a fast
oscilloscope for the detection (the setup is described in detail in
chapter II of the thesis). Figure 3.72 shows the transient
absorption signal of the Pe/DMA [0.4 M] measured at 488 nm
(plain line) and at 567 nm (dotted line). It is immediately clear
that the two dynamics are different. The signal detected at 567
nm increases within the first 20 ns and finally decreases to zero
within the first 400 ns. The signal detected at 488 nm increases
more slowly, within the first 80 ns. The ensuing decrease is
slower than that measured at 567 nm and falls to zero within the
first microsecond. As a consequence, the major part of this signal
may be ascribed to 3Pe* triplet excited state population.
However, in order to know exactly if this population is formed
upon geminate or homogeneous recombination of the ion pair,
the first 20 ns have to be investigated in more details.
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Figure 3. 72 Transient absorption signal of the Pe/DMA [0.4 M]
measured at 488 nm (plain line) and at 567 nm (dotted line)
Figure 3. 73 shows a zoom of the first 100 ns of the dynamics.
The plain line accounts for the signal detected at 488 nm
whereas the dotted line accounts for signal detected at 567 nm.
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Figure 3. 73 Transient absorption signal of the Pe/DMA [0.4 M]
measured at 488 nm (plain line) and at 567 nm (dotted line)
As can be seen in Figure 3. 73, the time resolution of the
experiment depends on the wavelength at which the signal is
detected. It is poorer at 488 nm compared to 567 nm. This comes
from the fact that at 488 nm a large part of the Pe* (S1) state
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fluorescence is also detected. The photon flux coming from this
source is so high that the detector is dazzled. Few tens of
nanoseconds are required in order for the PM tube to be
operative. This is the origin of the spike with negative amplitude
observed around time zero in Figures 3.72 and 73. In fact there is
no way to avoid this effect while using this setup.
As a conclusion, it can be said that this technique is not
suited to answer the question about the exact origin of the
observed 3Pe* triplet excited state population.
In order to investigate in more details this region
comprised between 1 and 15 ns with a time resolution of few
picoseconds we have developed an optical setup that is presented
in chapter II of the present thesis. The principle of the technique
is to performed a 355 nm Pump/532 nm Probe experiment on
the system Pe/DMA[0.4 M] in MeCN. Figure 3. 74 shows the
time profile of the transient absorption signal detected at 532 nm
where the Pe•- radical anion still absorbs significantly.
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Figure 3. 74 Transient absorption dynamics of Pe/DMA [0.4 M]
detected at 532 nm.
The time evolution of the transient absorption detected at 532
nm and presented in Figure 3.74 is very similar to the same
kinetics presented by Mataga and coworkers in ref 16. In both
cases, a plateau is observed in the TA time evolution. It has to be
noted that the simulations implemented by Burshtein et al. and
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presented in Figure 3.66 are not able to reproduce this plateau.
The second step of this investigation, which will be performed in
the future is the same experiment but with a detection of the
signal at 488 nm. If both dynamics are different, this will be an
indication that the 3Pe* is indeed photogenerated.
III.6.4 Conclusion
The varied experimental approaches that have been implemented
were not sufficient to answer the question on the origin of the
3Pe* triplet excited state population. However it has been
possible to demonstrate:
(1) If a 3Pe* is photogenerated as suggested by Burshtein
et al., this population might be very small. (As indicated by the
absence of large difference in the TA time profiles detected at
488 and 565 nm)
(2) the fact that a plateau exist in the time evolution of the
TA probed at Pe•- absorption wavelength. This is an indication
that the model used by Burshtein et al. to simulate the
photodynamical behavior of the system Pe/DMA is not accurate.
In fact, a crude approximation that has been made is to consider
the singlet -triplet conversion mechanism as infinitely fast. As an
example, Weller and coworkers have reported a rate of singlet-
triplet conversion of 6107 s-1 for a GIP composed of pyrene
anion and DMA cation in methanol.142
General Conclusion
General Conclusion
In this thesis, we have demonstrated that a proper description of
the photophysical dynamics of a chemical system requires taking
into account electron transfer to short lived excited states. Indeed,
it has been shown that:
(1) In the case of a highly exergonic charge separation, an electron
transfer to electronic excited states of the photogenerated radical
ion pair has to be invoked in order to simulate correctly the ion
pair dynamics using the differential encounter theory (section
III.1). This effect accounts for the fact that the Marcus inverted
region has never been observed for bimolecular charge separation
reaction.
(2) In the case of a weakly exergonic charge recombination
reaction, an electron transfer from electronic excited states of the
photogenerated radical ion pair to the neutral products exist. This
reaction has been shown to be ultrafast (around 300 fs). Therefore,
we demonstrated that earlier experimental observations of the
normal region for charge recombination reaction have to be
considered with caution. In fact this normal region exists but only
concerns approximately 10 % of the total photogenerated radical
ion pair population.
(3) In the case of a charge recombination reaction within a
charge transfer complex, it has been shown that non-equilibrium
electron transfer to vibrational excited states of the neutral
products is operative. This process is ultrafast (down to 100 fs
depending on the chemical system) and gives rise to excitation
wavelength effects.
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In addition, we have succeeded in implementing a novel
experimental technique referred to as Pump/Pump/Probe
experiment. We showed that a spectroscopic distinction between
contact ion pairs and free ions is possible on the basis of this
technique.
However several questions arise from this work that could
be the subject of future thesis. Among them are the following:
(1) To afford an experimental evidence of the
photochemical mechanism proposed in section III.4 and by this
way to improve our understanding of the structure of
photogenerated radical ion pairs.
(2) To investigate the dynamics of radical ions generated
by direct photoionization of the fluorescer using the
Pump/Pump/Probe technique as shown in the section III.5.
(3) To investigate the triplet state of the product formation via
geminate charge recombination within a radical ion pair.
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Symbols and Abbreviations
Symbols and Abbreviations
A* : excited electron acceptor
Abs: : absorbance
A- : radical anion
ANI : anisole
 : adiabaticity parameter
BP : benzophenone
c : speed of the ligth in vacuum
C : coulombic term
CA : concentration is specie A
d : distance
D+ : radical cation
D : sum of the diffusion coefficient of A and D
D(A) : diffusion coefficient of the molecule A
DAC : donor acceptor complex
DABCO : 1,4-diazabicyclooctane
DCB : 1,4-dicyanobenzene
DCE : trans-1,2-dicyanoethylene
DET : differential encounter theory
DMA : N,N-dimethylaniline
9,10-DMAn : 9,10-dimethylanthracene
DMSO : dimethylsulfoxyde
o-DMT : N,N-dimethyl-o-toluidine
 : dielectric constant at infinite frequency
e : electronic charge
EA : activation energy
S : static dielectric constant of the solvent
Eox(D) : oxidation potential of the electron donor
Ered(A) : reduction potential of the electron acceptor
 : molar absorption coefficient at frequency 
0 : amplitude of the electric field
0 : vacuum permittivity
f : hydrodynamic friction force
fj(A) : force constant of the ith bond in molecule A
FC : Franck-Condon factor
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FES : free energy surface
FWHM : full width at half maximum 
q : quenching efficiency
sep : separation efficiency
 

ll
: long-lived RIP formation efficiency
 

sep
ll : long-lived RIP separation efficiency
GSR : ground state recovery
G : activation energy
G0 : free energy of a reaction
GET : free energy of charge separation reaction
GRC : free energy of charge recombination reaction
HWP : half wave plate
I-ANI : iodo anisole
I : ionization
IET : integral encounter theory
J(A) : flux of particule A per unit surface
k : phase mismatch
kd : diffusional rate constant
kET : electron transfer rate constant
ksep : separation  rate constant
kREC : charge recpmbination rate constant
kBT : thermal energy
k0 : ET rate constant at contact
ksc, : singlet triplet conversion rate constant
krs : recombination to singlet rate constant
krg : recombination to triplet rate constant
kA : apparent GSR rate constant
k : wave vector
ki : stationary ET rate constant
 
k
sep
ll : long-lived RIP separation rate constant
 
k
CR
ll : long-lived RIP charge recombination rate constant
ksep : separation rate constant
krec : charge recombination rate constant
K : factor shape of a pulse
 : transmission coefficient
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 : reorganization energy
i : intramolecular reorganization energy
S : solvent reorganization energy
Lj(A) : length of the ith bond in molecule A
LTS : length of the transition state region
l : mean free path
L : tunneling length
MeCN : acetonitrile
MoB : methoxybenzene
MIR : Marcus inverted region
M : mass of a system
NOPA : non colinear optical parametric amplifier
 : viscosity
n(r,t) : distribution function of reactants
nS(r) : stationary distribution function of reactants
n() : index of refraction at frequency 
OcCN : octanenitrile
Pe : perylene
PES : potential energy surface
PMDA : pyromelliticdianhydre
PhT : phenanthrene
PNL : nonlinear polarization
PL : linear polarization
P : macroscopic polarization
Pion : ionic population
Ps1 (t) : S1 excited state population at time t
q : reaction coordinate
Q : generalized reaction coordinate
RD : radius of the electron donor molecule
RA : radius of the electron acceptor molecule
RAD : center-to-center interionic distance
RIP : radical ion pair
Rq : effective radius of reaction
 : shape factor 
rC : Onsager radius
S : Huang Rhys factor
s : exponentiality factor
210
Symbols and Abbreviations
 : contact distance between two molecules
(n) : nth order macroscopic susceptibility
SHG : second harmonic generation
Sd : seed
Sgn : signal
s : solvation rate constant
TST : transition state theory
TMB : 1,2,4-trimethoxybenzene
TCNE : tetracyanoethylene
TCNB : 1,2,4,5-tetracyanobenzene
v : vibrational relaxation time constant
0 : natural fluorescence lifetime
t : time
D : Debye relaxation time
l : longitudinal dielectric relaxation time
UT : unified encounter theory
 
v (0 ) : phase velocity of frequency 0
VACN : valeronitrile
VER : veratrole
V : electronic coupling constant
WI(r) : probability for ET to occur at distance r
 : microscopic friction constant
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Chemical Structures and Redox
Potentials
The chemical structure of electron donor and acceptor that have
been used in the thesis are presented in the next page. The redox
potentials (vs SCE) are also indicated. Note that all chemicals
including solvents have been purified before use. All technical
details on these purifications can be found in Ref 143. Note that
only MeCN spectroscopic grade is used as received. All chemicals
are from Fluka. All redox potentials come from ref. 63.
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Eox=2.46 V
N
o-DMT
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CN
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CN
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CN
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Annexe 2
Annexe 2: Résumé de la thèse en Français
A1 Introduction
Le transfert d'électron est certainement la réaction chimique la
plus élémentaire qui soit. Cette "simple" réaction joue un rôle
capital dans de nombreux domaines de l'industrie et de la Nature.
Aux nombres de ceux-ci comptent les réactions photochimiques
comme la photopolymérisation, la photographie les mécanismes
de la vision ou encore la photosynthèse. Cette dernière réaction
est particulièrement importante car elle permet de transformer
l'énergie fournie par le soleil en énergie directement utilisable par
les plantes vertes. Comme ces dernières sont à l'origine de la
chaîne alimentaire dont l'Homme fait partie, le transfert
d'électron peut être considéré comme le chaînon qui a permis à la
vie de se développer sur notre planète.
En outre, à l'heure actuelle, la question de l'épuisement
des stocks d'énergies fossiles non renouvelables se pose de
manière impérieuse à nos sociétés développées. Une alternative
envisageable à ces énergies fossiles serait de convertir
directement l'énergie solaire en énergie électrique grâce à des
outils comme les cellules photovoltaïques.
Dans ce contexte, la recherche sur le transfert d'électron
est devenue porteuse de beaucoup d'espoir d'arriver à maîtriser
de telles technologies. Les premières études concernant la
réaction de transfert d'électron datent du début des années 40.
Depuis cette époque, les outils aussi bien théoriques
qu'expérimentaux n'ont eu de cesse de s'améliorer. Depuis
l'avènement des lasers dans les années 60, il est devenu possible
d'observer cette réaction dans des échelles de temps de plus en
plus courtes. Aujourd'hui, il est possible d'étudier le transfert
d'électron jusque dans le domaine des femtosecondes (1 fs =
1010-15 seconde).
Dans cette échelle de temps, des processus comme la
solvatation, la relaxation vibrationnelle ou le transfert d'électron
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vers ou depuis des états à courte durée de vie doivent être pris en
compte pour pouvoir comprendre et finalement modéliser la
réaction qui nous intéresse: le transfert d'électron. Comme nous
le montrerons dans la suite, les théories les plus couramment
utilisées comme la théorie de Marcus ne permettent pas
d'expliquer des observations expérimentales faîtes dans des
échelles de temps si courtes. De nouveaux outils théoriques sont
donc nécessaires.
L'objectif de cette thèse est double. Le premier est de
mieux comprendre l'implication d'états électroniques excités de
courte durée de vie lors du processus de transfert d'électrons.
L'existence de ces états ainsi que leur rôle dans le transfert
d'électron bimoléculaire a été évoqué  par de nombreux
scientifiques pour pouvoir expliquer certaines observations
expérimentales comme l'absence de région inverse pour la
réaction de séparation de charge. Le second objectif de la thèse
est d'arriver à connaître la structure de la paire d'ion radicalaire
photogénérée. Cette question fait l'objet de recherches depuis
près d'une cinquantaine d'années et n'a toujours pas trouvé de
réponse. La partie de la thèse qui présente les résultats obtenus
se compose de six parties distinctes. La première concerne l'étude
de la séparation de charge dans un régime de très haute
exergonicité entre le perylène (Pe) et le tétracyanoethylène
(TCNE) dans un solvant polaire: l'acétonitrile. Nous montrons
que pour pouvoir expliquer les observations que nous avons
faites, il est nécessaire de prendre en compte un transfert
d'électron vers des états électroniques excités des produits. La
seconde partie concerne l'étude de la réaction de recombinaison
de charge dans un domaine d'exergonicité extrêmement faible
cette fois. Les réactifs et le solvant sont identiques à ceux utlisés
dans la première partie. Nous montrons qu'une recombinaison de
charge ultrarapide vers des états vibrationels excités des produits
neutres existe (échelle de temps sub picosecond). Dans la
troisième partie, nous étudions la recombinaison de charge dans
plusieurs complexes à transfert de charge. Nous montrons que
cette réaction est ultrarapide et a lieu hors équilibre en
compétition avec la relaxation vibrationnelle. Un effet de
longueur d'onde d'excitation est observé sur les cinétiques de
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recombinaison  de charge. Dans la quatrième partie, nous nous
intéressons à la structure des paires d'ions radicalaires
photogénérées. Nous montrons qu'il est possible de distinguer
spectroscopiquement les différentes structures existantes grâce à
la mise en oeuvre d'un montage expérimental original. Dans les
cinquième et sixième parties nous avons essayé d'apporter une
preuve expérimentale des mécanismes suggérés dans la
quatrième partie.
A2 Séparation de charge hautement exergonique
Nous avons étudié le système chimique Pe/TCNE dans
l'acétonitrile. L'énergie disponible pour le transfert d'électron est
égale à 2.2 eV. Ce domaine d'énergie est particulièrement
intéressant en ce sens qu'il constitue la région inverse définie par
Marcus dans sa théorie éponyme. Dans cette région, Marcus
prédit une diminution de la vitesse de réaction avec une
augmentation de son exergonicité. Un tel comportement du
système chimique a effectivement été observé avec tous les types
de transfert d'électron excepté le transfert d'électron
bimoléculaire photoinduit. La raison de cette absence de région
inverse peut avoir deux origines différentes. La première est une
augmentation de la distance de transfert avec l'exergonicité de la
réaction qui conduirait à un déplacement de la région inverse
vers les hautes exergonicités. La seconde explication la plus
souvent évoquée est que le transfert d'électron a lieu vers des
états électroniques excités des produits et donc que l'exergonicité
effective de la réaction est beaucoup plus faible que si la réaction
avait lieu vers  les produits dans leur état fondamental.
Nous avons mesuré des décroissances de fluorescence du
Pe singulet excité en présence de différentes concentrations
d'inhibiteur. Ces mesures ont été réalisées sur plusieurs échelles
de temps allant de 6 ps à 1.5 ns. Plusieurs modèles théoriques
développés par A. Burshtein ont ensuite été ajustés aux
cinétiques obtenues. Tous ces modèles sont issus de la Théorie
Différentielle de la Rencontre. Dans cette approche, le transfert
d'électron est traité comme un processus qui a lieu au cours de la
diffusion des réactifs l'un vers l'autre. Le premier modèle appelé
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"modèle simple canal" suppose un transfert d'électron depuis le
Pe singulet excité vers le TCNE. Les produits sont considérés
comme étant dans leur état électronique fondamental.
Il apparaît qu'il n'est pas possible de reproduire les
données expérimentales à la fois sur une échelle de temps de 140
ps et de 1.2 ns. Ce modèle n'est donc pas capable de décrire de
manière satisfaisante le comportement photophysique du système
étudié. Le second modèle qui a été utilisé est appelé "modèle
double canal".  Dans ce modèle, un premier transfert d'électron,
semblable à celui considéré dans le modèle simple canal, est en
compétition avec un second transfert d'électron vers un état
excité des produits. Le premier transfert d'électron représente 85
% de la désactivation de l'état fluorescent du Pe singulet. Grâce à
ce modèle, il a été possible de reproduire d'une manière très
convenable les cinétiques mesurées.
Cette étude nous a permis de mettre en lumière  trois faits
principaux. Le premier est de montrer que la Théorie
Différentielle de la Rencontre est bien mieux adaptée que des
théories comme celle de Smoluchowski ou Collins-Kimball pour
décrire le transfert d'électron bimoléculaire en solution. En effet
dans ces deux dernières théories, l'inhibition de fluorescence
statique est complètement ignorée en même temps que le
transfert d'électron à distance n'est pas pris en compte.
Le seconde conclusion que nous pouvons tirer de ce
travail concerne la nature même de la réaction. Le transfert
d'électron est contrôlé par diffusion. En effet, l'inclusion de la
diffusion dans le modèle du transfert d'électron est  nécessaire
pour reproduire convenablement les cinétiques expérimentales.
La troisième conclusion est que le rôle joué par les états
électroniques excités des produits est fondamental pour pouvoir
comprendre cette réaction dans un domaine de très haute
exergonicité.
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A3 Recombinaison de charge faiblement exergonique
L'utilisation du système chimique Pe/TCNE dans l'acétonitrile
nous a permis d'étudier la réaction de recombinaison de charge
dans un domaine de très faible exergonocité. Peu de travaux se
sont concentrés sur cette région d'énergie eut égard à la difficulté
de trouver un système chimique adéquat. Cette région est
particulièrement intéressante en ce sens qu'elle constitue la
fameuse région normale définie par Marcus. Dans cette gamme
d'exergonicité, la vitesse du transfert d'électron est censée
diminuer avec l'accroissement de l'énergie disponible pour la
réaction. Cette région a très souvent été observée
expérimentalement, en particulier pour des recombinaisons de
charges dans des complexes à transfert de charge. En outre, elle
fut observée pour la première fois par le groupe de Mataga en
1989 pour un transfert de charge par inhibition de fluorescence.
Seulement quatre points expérimentaux constituent cette région.
Depuis plus de quinze ans, cette région n'a plus jamais été
observée. Nous avons donc choisi de la re-étudier en utilisant des
outils beaucoup plus perfectionnés que ceux disponibles lors de
cette précédente étude.
Nous avons commencé par mesurer la décroissance de
fluorescence du Pe singulet excité en présence de différentes
concentrations d'inhibiteur. Ceci nous a permis de connaître la
dynamique du Pe singulet excité. Ensuite nous avons effectué des
mesures d'absorption transitoire qui nous ont permis de suivre la
cinétique de formation et de disparition des produits ioniques.
Une technique couramment utilisée pour déterminer des
vitesses de transfert de charge est d'utiliser les rendements
d'ions. La mesure de ces rendements d'ions se fait à partir des
profils temporels d'absorption transitoire. Ainsi il suffit de
calculer le rapport entre la valeur de l'absorbance à temps infini
et celle extrapolée à temps zéro. Mataga et al. utilisèrent cette
technique pour évaluer les vitesses de réaction qui constituent la
région normale. Nous avons pu montrer grâce à des mesures de
photoconductivité que les rendements d'ion calculés par la
technique décrite ci-dessus sont largement surévalués. Par
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exemple, en utilisant une concentration d'inhibiteur de 0.1 M, le
rendement d'ion absolu est de l'ordre de 2 % alors que celui
calculé à partir des profils d'absorption transitoire est de 50 %.
Nous avons montré que cette surestimation conduit directement
à une large sous-estimation de la vitesse de recombinaison de
charge et donc à l'observation d'une région normale qui n'existe
pas en réalité.
Nous avons pu montrer que 90 % des molécules de cation
radicalaire Pe se recombinent en moins de 300 fs. Les 10 %
restant constituent néanmoins la région normale pour la
recombinaison de charge. Une si grande vitesse de recombinaison
de charge ne peut se concevoir qu'en prenant en compte
l'existence d'états excités de l'ion radicalaire depuis lesquels la
recombinaison peut avoir lieu.
Cette étude nous a permis de mettre en lumière, encore
une fois, le rôle fondamental joué par les états électroniques
excités de l'ion radicalaire. Elle nous a également permis d'établir
que l'existence d'une région normale pour la recombinaison de
charge, bien qu'étant un fait incontesté pour toute la
communauté des photochimistes depuis une quinzaine d'années
ne concerne qu'une infime partie des molécules considérées.
A4 Dépendance de la longueur d'onde d'excitation sur la
dynamique de recombinaison de charge dans des complexes
donneur accepteur.
La troisième grande partie de cette thèse concerne l'étude de la
réaction de recombinaison de charge dans un complexe  à
transfert de charge. Un tel complexe est caractérisé par un
spectre d'absorption stationnaire différent de celui des deux
partenaires impliqués. Nous avons étudié des complexes
constitués de différents donneurs d'électron avec le TCNE
comme accepteur. Nous avons pu observer deux effets de
longueur d'onde d'excitation bien distincts. Le premier n'est
observé que dans des solvants avec un temps de relaxation lent.
Le second est uniquement observé dans l'acétonitrile.
Nous avons tout d'abord effectué des mesures
d'absorption transitoire qui nous ont permis de suivre l'évolution
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temporelle de la population d'anion radicalaire TNCE. Nous
avons pu observer une légère décroissance de la vitesse de
recombinaison de charge en augmentant la longueur d'onde
d'excitation. Cet effet a été observé avec le système anisole /
TCNE dans le valéronitrile et l'octanenitrile (ces deux solvants
ont des temps de relaxation relativement longs, de l'ordre de 5
ps). Cette dépendance de la vitesse de recombinaison de charge
est accompagnée d'une augmentation du caractère non
exponentiel de la cinétique. Ces observations peuvent être
expliquées de la manière suivante: lorsque la vitesse de relaxation
du solvant est du même ordre de grandeur que celle du transfert
de charge, ces deux processus sont en compétition et la
recombinaison de charge a lieu hors équilibre. Dans ce cas, plus
l'énergie utilisée pour exciter les molécules est élevée, plus il
faudra attendre longtemps pour que toute cette énergie soit
dissipée et que le système arrive dans une zone où le facteur de
Franck-Condon est suffisamment grand pour que le transfert de
charge ait lieu. C'est l'origine probable de l'effet de longueur
d'onde d'excitation observé.
Le second effet de longueur d'onde d'excitation que nous
n'avons observé qu'en travaillant dans l'acétonitrile est d'une tout
autre nature. En effet, les complexes que nous avons utilisés pour
cette étude présentent deux bandes à transfert de charge. Nous
avons montré que ceci correspond à deux géométries
particulières du complexe, une dans laquelle le couplage entre les
deux partenaires est faible (bande la plus énergétique) et une
autre dans laquelle le couplage est fort (bande la moins
énergétique). En excitant le complexe dans la bande la plus
énergétique, une sous-population de complexe avec un faible
couplage est sélectionnée. La recombinaison de charge dans un
tel complexe est essentiellement thermique et donc relativement
lente. Au contraire, lorsque le complexe est excité dans sa bande
la moins énergétique, une sous-population de complexe avec un
fort couplage est sélectionnée. Dans ce cas, la recombinaison de
charge peut se produire hors équilibre, pendant la relaxation
vibrationnelle du complexe. Ceci conduit à une nette accélération
du processus de transfert de charge.
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Cette étude nous a permis de mettre en évidence des transferts de
charges hors équilibre, chose qui n'avait jaimais été réalisé par
personne jusqu'à présent. Elle nous a également permis de
mesurer des transferts d'électron  les plus rapides qui n'aient
jamais été mesurés jusqu'à présents (plus rapides que 100 fs).
A5 Etudes des différentes structures des paires d'ions
radicalaires formées par transfert d'électron bimoléculaire.
La question de la structure des paires d'ions radicalaires
photogénérées est posée depuis les travaux de Weller dans les
années cinquante. Nous avons effectué des mesures d'absorption
transitoire classiques que nous appellerons mesures
pompe/sonde. Elles nous ont permis de connaître les dynamiques
de formation et de recombinaison des produits ioniques.
Conjointement, nous avons réalisé des mesures de décroissance
de fluorescence du Pe singulet en présence de différentes
concentrations d'inhibiteur. Ainsi nous avons pu suivre
l'évolution temporelle de  la population de Pe singulet excité. La
décroissante de cette population due au transfert de charge est
fortement non-exponentielle à cause d'un fort effet transitoire
présent au début des cinétiques. Nous avons ensuite effectué des
mesures d'absorption transitoire sur la population elle même
transtoire d'ion radicalaire. Ces mesures sont appelées mesures
pompe/pompe/sonde. Nous avons travaillé avec deux systèmes
chimiques: le système Pe/1,4-dicyanobenzène (DCB) et le
système, trans-dicyanoethylène (DCE) dans l'acétonitrile. Le
premier système est caractérisé par un rendement d'ion
important (aux alentours de 25 %) alors que celui du deuxième
système est de l'ordre de 2%. L'idée principale de cette expérience
tout à fait originale est d'observer la cinétique de recouvrement
de l'état fondamental du radical cation du Pe en fonction de
l"âge" de la paire d'ion étudiée. Cet âge peut être ajusté grâce à
une ligne de retard optique qui permet de retarder l'expérience
pompe/sonde par rapport à la première pompe. Pour chacun des
deux systèmes chimiques susmentionnés, ce retard peut aller de
quelques dizaines de picosecondes à plusieurs nanosecondes.
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En utilisant le système Pe/DCB, nous avons effectivement
observé une différence important entre la cinétique de
recouvrement de l'état fondamental de l'ion en fonction de l'âge
de la paire d'ion. Il s'avère que 60 ps après l'excitation du
système, la dynamique suit une fonction monoexponentielle alors
que1 ns après l'excitation, elle suit une fonction biexponentielle.
Ceci peut être expliqué par le fait qu'après un temps court, les
deux contre-ions sont très proches l'un de l'autre car ils n'ont pas
eu le temps de diffuser dans le solvant. Ils sont fortement couplés
l'un à l'autre. Dans ce cas, un transfert d'électron en retour depuis
le radical cation excité vers le fluorophore excité neutre dans son
état de spin singulet peut exister. Cette étape peut être suivie
d'un deuxième transfert d'électron vers l'état fondamental des
produits ioniques. Ce transfert d'électron en retour serait
responsable de la deuxième composante observée dans la
cinétique de repopulation de l'état fondamental des ions. La
première composante étant la conversion interne. Lorsque le
retard  entre la première pompe et la deuxième pompe est fixé à 1
ns, les deux ions ont eu le temps de se séparer et ne sont donc
plus fortement couplés. Ce transfert d'électron en retour n'est
donc plus possible et une seule composante due à la conversion
interne est observée dans la dynamique de repopulation de l'état
fondamental des ions.
En revanche, avec le système Pe/DCE nous nous sommes
aperçu que les cinétiques de repopulation de l'état fondamental de
l'ion sont indépendantes de l'âge de la paire d'ion étudiée et sont
bi-exponentielles. Comme l'indique le faible rendement d'ion du
système, la recombinaison de charge est particulièrement efficace
avec ce système. En outre les mesures de décroissance de
fluorescence nous ont indiqué qu'1 ns après la première
excitation, l'inhibition de fluorescence par transfert de charge
n'est toujours pas terminée. Ainsi des paires d'ions radicalaires
sont fraîchement formées après 1 ns. L'expérience de
pompe/pompe/sonde a donc lieu sur ces paires d'ions quelque
soit le retard entre la première et la deuxième pompe. De plus
comme ces paires sont tout juste formées, elles sont très
fortement couplées. Ceci est en parfait accord avec le caractère bi-
exponentiel des cinétiques de repopulation de l'état fondamental
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des produits observées.
Cette étude a permis de mettre en place un outil qui
permet de distinguer spectroscopiquement les différentes
structures de paires d'ions radicalaires formées par transfert de
charge bimoléculaire. Les cinquième et sixième parties de cette
thèse présentent les tentatives que nous avons effectuées pour
pouvoir apporter une confirmation expérimentale des
mécansimes proposés dans la partie 4. Malheureusement ces
travaux n'ont pas permis d'atteindre cet objectif ; ils ne seront
donc pas présentés dans ce résumé.
A6 Conclusions
Les travaux qui viennent d'être présentés ont permis de mettre
en lumière le rôle tout à fait fondamental que jouent les états
électroniques de courtes durée de vie autant dans les processus de
séparation de charge (partie 1) que dans ceux de recombinaison
de charge (parties 2 et 3). Il apparaît clairement qu'une
description précise des observations faites en utilisant la
spectroscopie ultrarapide résolue à l'échelle de la femtoseconde
ne peut pas se passer de ces différents états électroniques.
Nous avons, en outre, utilisé ces états électroniques pour
pouvoir mettre en oeuvre une démarche expérimentale originale
qui nous a permis de pouvoir distinguer différentes structures de
paires d'ions radicalaires photogénérées (partie 4).
Cette thèse a également permis de poser de nombreuses
questions qui pourront à leur tour être l'objet de futurs travaux
de thèse.
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