Data generated and collected from Cyber-Physical-Social Systems (CPSS) that usually in the forms of image, audio, video, and text, are complex and heterogeneous. How to deal with the cross-modal retrieval problem for heterogeneous CPSS data has drawn considerable interests recently. The hashing based methods have been widely studied in building bilateral semantic associations of binary codes for cross-model retrieval. However, most existing methods discard binary constraints and learn linear projections as hashing functions. Moreover, none of them consider the cross-modal retrieval application in the scenario of Cloud-Fog-Edge computing. Therefore, how to learn more compact and discriminative binary codes with discrete constraints and nonlinear hashing functions for CPSS data in the Cloud-Fog-Edge architecture is still an open problem. In this paper, we propose a nonlinear discrete cross-modal hashing (NDCMH) method based on concise binary classification for CPSS data which fully investigates the nonlinear relationship embedding, discrete optimization as well as the hashing functions learning. Different from previous methods, our work presents a concise but promising cross-modal hashing method that builds a direct connection between original CPSS data and binary codes, which can alleviate the impact of large quantization loss. Furthermore, we execute the cross-modal retrieval service at cloud and fog. Specifically, hashing functions are deployed at the fog plane to reduce the amount data transfer and storage need on the cloud. Extensive experiments carried out on typical CPSS datasets demonstrate that the proposed NDCMH significantly outperforms other state-of-the-art methods.
I. INTRODUCTION
Cross-modal retrieval has received increasing attention in the multimedia retrieval due to the explosion of data generated and collected from Cyber-Physical-Social Systems (CPSS data). Significant efforts have been shifted to tackle the following problems in cross-modal retrieval for CPSS data [1] - [9] . The first one lies in the heterogeneous gap among different modalities of CPSS data [10] - [12] . Secondly, with the rapid growth of multimedia content in Cyber-Physical-Social Systems, the high computational complexity and high storage cost limit the retrieval efficiency [13] , [14] . Hence, it is crucial to encourage the capability of novel models for bridging the gap among different modalities, as well as the robustness to large-scale cross-modal retrieval. Moreover, due to the resource constrained environment, designing new service mode of cross-modal retrieval based on Hashing (LCMH) [25] was proposed based on a clustering representation to preserve the inter-similarity among different modalities and intra-similarity in each modality. Cross-view hashing (CVH) [26] formulates the problem of learning hashing functions as a generalized eigenvalue problem. Supervised Multimodal Hashing (SMH) [27] was proposed to seamlessly integrate semantic labels into the hashing leaning procedure for large-scale data modeling. Zhou et al. [28] proposed Latent Semantic Sparse Hashing (LSSH), which learns the semantic concepts of images and text by sparse coding and matrix factorization, respectively.
Although superior results are achieved by these methods, however, most of the existing methods [21] - [24] , [29] learn linear projections as the hashing functions, which can hardly address the problem of linear inseparability. The nonlinear manifold structure cannot be well captured by such simple linear projections. Therefore, to encourage the learned hashing functions to encode the nonlinear relationship of samples, it is an urgent demand to design innovative nonlinear hashing functions.
Additionally, a relaxation scheme is widely used to optimize the binary constraints in these methods. In order to learn compact binary codes, the discrete constraints are imposed to most of the existing object functions. However, the object function with mixed-integer optimization results in an NP-hard optimization problem. To simplify the optimization involved in the binary hashing functions learning, most of them discard the discrete constraints and then address the problem in a real-valued space with continuous solution. Then, the binary codes are obtained by quantizing the continuous solution. Unfortunately, using such a relaxation scheme will lead to large quantization loss. In such case, the accumulated quantization error, especially when learning long binary codes, is bound to degrade the discrimination capability of binary codes.
Moreover, the rapid growth of CPSS data and resource constrained environment pose new problems to cross-modal retrieval service in real life applications [17] , [18] . Nowadays, Cloud-Fog-Edge computing architecture is an effective way to address the above problems, which distributes the concentrated processes in a cloud via utilizing hierarchical computing resources [15] , [16] . Data processing such as executing cross-modal retrieval near the source of data or at the edge is highly demanded. To the best of our knowledge, none of the previous work on cross-modal retrieval considers deploying cross-modal retrieval service on the Cloud-Fog-Edge architecture.
To cope with the above issues, in this paper, we propose a nonlinear discrete cross-modal hashing (NDCMH) for CPSS data in the scenario of Cloud-Fog-Edge computing based on supervised matrix factorization to integrate nonlinear relationship embedding and discrete optimization. The binary codes of different modalities of CPSS data are learned directly with discrete constraints, which can alleviate the impact of large quantization loss. We first learn the common semantics by collective matrix factorization. Then, the binary codes are achieved by optimizing the quantization loss. Moreover, to preserve the label consistency, we further impose a penalty of classification error on the binary codes. Finally, the discrete constraints are solved via cyclic coordinate descent (CCD).
In addition, we formulate the hashing functions learning as a concise binary classification problem with nonlinear classifier. Different from most of the existing methods using projections or transformations to generate binary codes, our method builds a direct connection between original data and binary code, which alleviates the impact of large quantization loss. That is to say, each bit of the hash code is treated as the label of original data. Therefore, the binary codes of out-ofsample data can be generated by predicting the labels of them. To this end, we train a set of nonlinear binary classifiers as the hashing functions to learn hash codes of different modalities. We take advantage of the successful performance on binary classification of support vector machine (SVM) to build a set of SVMs with nonlinear kernel as hashing functions. By so doing, the nonlinear relationship of instances in each modality would be well captured.
Moreover, inter-modality and intra-modality similarity preserving is incorporated into the overall objective for boosting the discriminant of binary codes. Since the natural idea that similar objects should share similar hash codes, the similarity preserving is formulated as a graph regularization term.
Furthermore, once our model has been trained, we execute the cross-modal retrieval service at cloud and fog. In particular, the cross-modal data such as images, texts, videos, and their corresponding binary codes are stored at cloud. And hashing functions are deployed at the fog plane to reduce the amount data transfer and storage need on the cloud.
The framework of NDCMH is shown in Fig. 1 . Extensive experiments carried out on MIR Flickr, NUS-WIDE, and LabelMe datasets demonstrate the remarkable superiority of the method proposed in this paper. With varied lengths of binary codes, the proposed NDCMH consistently outperforms other state-of-the-art methods with significant improvement on cross-modal retrieval performance.
The main contributions of this paper are summarized as follows.
• Hashing functions learning for each modality of CPSS data is formulated as a nonlinear and binary classification problem. Different from conventional methods, our work presents a concise but promising cross-modal hashing method which builds the direct connection between original CPSS data and binary codes.
• We combine the collective matrix factorization, label consistence, similarity preserving, and quantization loss, and discrete optimization to learn discriminative hash codes which are then treated as the classification labels.
• The merit of cloud and fog computing environment is taken into account to deploy the cross-modal retrieval service on the Cloud-Fog-Edge computing architecture. The rest of this paper is structured as follows. We review in Section II the existing work on cross-modal hashing. We then present the detailed information of NDCMH in Section III. In Section IV, extensive experimental details and results are described in comparison with state-of-the-art methods on three benchmark datasets. We discuss the cross-modal service deployed on the Cloud-Fog-Edge architecture, as well as the limitations in Section V. Finally, the conclusions and future work are presented in Section VI.
II. RELATED WORK
Recently, a number of cross-modal hashing approaches have been proposed, which can be attributed to the low computational complexity and storage cost. In this section, previous efforts on cross-modal hashing will be reviewed and analyzed according to the following three aspects: 1) nonlinear relationship capturing, 2) utilization of relaxation scheme, and 3) similarity preserving.
A. LINEAR CROSS-MODAL HASHING
Inspired by common subspace learning [30] - [32] , a number of cross-modal hashing methods learn linear transformations to project data from different modalities into a common Hamming space. For example, Ding et al. [21] firstly proposed collective matrix factorization to learn the latent concepts from different modalities. Although CMFH does not consider the label information, it has achieved an impressive performance on cross-modal retrieval that demonstrated the power of matrix factorization in latent structure learning. Cross-view hashing (CVH) [26] is extended from spectral hashing [33] , which formulated the hashing functions learning as a generalized eigenvalue problem. With the label information taken into account, SMFCMH [23] constructs a graph regularization to investigate the correlations across different modalities. Supervised Matrix Factorization Hashing (SMFH) [22] also exploits matrix factorization to investigate the cross-modal hashing with label information integrated with similarity preserving. In [34] , IMH explores the intra-media consistency by the affinity relationship in each modality. Rafailidis and Crestani [29] proposed cluster-based joint matrix factorization hashing (C-JMFH) to generate cross-modal cluster representations for instances, which are incorporated into a joint matrix factorization later to measure the inter-modality and intra-modality similarities. In [35] , Wang et al. proposed leaning bridging mapping for cross-modal hashing (LBMCH) to explore the semantic correspondence of distinct Hamming spaces which can characterize the discriminative local structure for each modality. One fundamental limitation of these methods is that the nonlinear manifold structure of data from different modalities cannot be well captured. More importantly, the potential problem that in many cases the data are linearly inseparable would be hardly addressed.
B. OPTIMIZATION OF DISCRETE CONSTRAINTS
Another common weakness of the aforementioned approaches is that they solved the objective in the real-valued space, and obtained the binary codes with simple quantization. In such case, the discrete constraints are relaxed to avoid addressing a mixed-integer optimization problem, which is generally NP-hard. However, such relaxation mode used here will decrease the discriminative capability and accuracy of learned binary codes due to the accumulated quantization errors [36] - [38] . Therefore, discrete hashing without relaxation are gained more and more research interests [38] - [40] . Discrete cross-modal hashing (DCH) was proposed by Xu et al. [38] , in which the discriminant binary codes are directly learned without relaxation, and label information is used to enhance the discriminability of binary codes through linear classifiers. In [40] , Liong et al. implemented discrete optimization via linearization technique. In [3] , Ding et al. proposed a rank-order preserving hashing (RoPH) to explore the ranking information when learning hashing functions. The hash codes are also learned directly without any relaxation trick by using the widely used kernel hash function, which is a linear hash function. We can observe that, most of the existing discrete hashing methods, such as DCH and RoPH, learn binary codes directly without relaxation, but they cannot capture the nonlinear relationship of samples by using simple linear hashing functions. The same problem occurs in the methods mentioned in subsection A.
C. SIMILARITY PRESERVING
Due to the impressive performance of representation learning, deep learning based cross-modal hashing are drawing more and more interests. In recent years, several discrete cross-modal hashing methods based on nonlinear hashing functions, such as deep learning and kernel function, have been investigated. Yan and Wang [2] presented a supervised robust discrete multimodal hashing (SRDMH), where the label information is preserved in the final binary codes, and a flexible 2,p loss with nonlinear embedding is integrated to make it robust to noise. Unfortunately, the hashing functions based on kernel functions limits the scalability. A nonlinear discrete cross-modal hashing method was proposed in [41] , which explores the classifications loss of binary codes and the inter-modality similarity preservation. It considers nonlinear only by preprocessing the original data via a nonlinear embedding. However, our method is based on collective matrix factorization and the hashing functions are formlated as a set of binary classifiers. Extendeds from canonical correlation analysis, a model based on deep neural network was proposed in [42] to extract the canonical correlation between two modalities, which also can capture the nonlinear feature within each modality. In [4] , Cao et al. proposed a collective deep quantization for efficient cross-modal retrieval (CDQ) to jointly learn deep hashing functions and quantizers for both modalities. However, CDQ ignores the intra-modality correlation preservation. In [43] , Jiang et al. proposed a deep cross-modal hashing (DCMH) which use deep neural network as hashing functions, one for each modality. However, DCMH can only preserve the intra-modality similarity while neglecting the inter-modality similarity preservation, which is critical for enhancing cross-modal retrieval performance. In [44] , Zhuang et al. exploited the neural network to learn the hash functions, termed cross-media neural network hashing (CMNNH), which preserves both inter-modal pairwise correspondence and intra-modal discriminative capability. However, the manifold structure in each modality is ignored as well as discrete constraint. It can be observed that, most of the current deep cross-modal hashing models fail to formulate the similarity preservation including both intra-modality and inter-modality similarities, which are significant for nearest neighbor search across different modalities.
Motivated by the promising results delivered by matrix factorization in learning common semantics, we make further efforts to investigate the nonlinear hashing and discrete optimization based on supervised matrix factorization. In this paper, the difference of our work and most existing work lies in that we provide a comprehensive cross-modal hashing model which can learn binary codes directly without relaxation, capture nonlinear relationship, and preserve intra-modality and inter-modality similarities. Moreover, we consider to deploy the cross-modal retrieval service for CPSS data at cloud and fog.
III. PROPOSED NDCMH
We attempt to deploy the model training at the cloud. Therefore, in this section, the details of our proposed NDCMH are presented. We firstly give the problem formulation of cross-modal hashing. Subsequently, the components of overall objective would be described. Finally, the optimization will be introduced in detail. Without loss of generality, in this paper we take image and text as an example for cross-modal hashing and retrieval. It can be easily extended to other modality data.
A. PROBLEM FORMULATION
The goal of cross-modal hashing is to learn compact binary codes carrying several specific characteristics for each modality. Several important notations used in this paper are illustrated in Table 1 . Given cross-modal CPSS data X (1) = {x
n } and X (2) = {x
n }, such as images and the associated text, where X (1) ∈ d 1 ×n , X (2) ∈ d 2 ×n , where d 1 represents the dimensionality of image feature, and d 2 denotes the dimensionality of text feature (usually
. n is the number of paired samples. Without loss of generality, we assume that the cross-modal CPSS data are zero-centered, i.e., n i=1 x
Given such data, the goal of our NDCMH is to learn common semantics i.e. binary codes stated as follows:
where k is the code length. In addition, for the out-of-sample data, we need to learn a set of hashing functions to generate each bit of the binary codes. Thus, the hashing function can be defined as:
k } is the hashing function for the t-th modality, and the hashing function for each bit is defined as follows:
Moreover, label information of samples is given in the supervised scenario. Let C denote the label matrix C ∈ c×n , where c is the total number of classes. Since data from different modalities describe the same objects, they share the same label information. The i-th column of C, i.e. C i ∈ {0, 1} c represents the label of image x (1) i and text x (2) i . For convenience, we assume that the images and text belong to at least one of the c classes. If the i-th item belongs to the j-th class, C(j, i) = 1, otherwise C(j, i) = 0.
B. COLLECTIVE MATRIX FACTORIZATION
Considering the impressive performance achieved by collective matrix factorization, we employ it as the basic model to learn common semantics. Matrix factorization was first used in [21] to learn the latent semantic concept of data from different modalities for cross-modal hashing. Given a matrix X ∈ d×n , it can be decomposed into two factors by matrix factorization as bellow:
where U ∈ d×k . V ∈ k×n can be considered as the k-dimensional latent representation of X. Suppose we have two modalities X (1) ∈ d 1 ×n , X (2) ∈ d 2 ×n , and they describe the same objects in different views. It is reasonable to conjecture that their latent representation should share the same semantics. Thus, it is expected to extract the common semantics by collective matrix factorization under the constraints that they share the same semantics stated as follows:
where U 1 ∈ d 1 ×k , U 2 ∈ d 2 ×k . V ∈ k×n represents the common semantics. If we use squared Frobenius norm as the loss function between X and UV, the common semantics learning of cross-modal data can be formulated as:
where α 1 , α 2 denote the balance parameters that weight the modality importance, and · 2 F represents the squared Frobenius norm.
However, the learned common semantics in Eq. (7) are only appropriate to the training data. For out-of-sample data, it is computationally expensive to retrain the whole data set. Hence, hashing functions mapping data from the original feature space to the common latent space should be learned for out-of-sample instances. Most of the existing methods and the extensions of CMFH choose linear projections as the hashing functions. Different from these approaches, we formulate the hashing functions learning as a binary classification problem, which will be described in the following subsections.
C. SIMILARITY PRESERVING
Aiming at learning more discriminative binary codes, we take both inter-modality and intra-modality similarity preserving into consideration. Similar to [22] , [31] , we use Laplacian Eigenmaps (LE) [45] to formulate the similarity preservation based on manipulations on an undirected weight graph which indicates the neighborhood relationships of pairwise data. Hence, the intra-modality similarity preserving in each modality can be stated as follows:
where V (t) is the representation of the t-th modality in the common semantic space and S (t) is the similarity matrix of samples from the t-th modality. S (t) ij carries the local structure information in each modality, which can be defined according to the neighborhood relationship as below:
j is used for finding nearest neighbors.
Through algebraic calculation, the objective function in Eq. (8) for intra-modality similarity preserving can be reformulated as:
where L 1 and L 2 are the Laplacian matrix of S (1) and S (2) respectively. L 1 = D 1 − S (1) , where D 1 ∈ n×n is a diagonal matrix. The diagonal entries of D 1 are the column sum of S (1) , i.e. D 1 (i, i) = j S (1) ij . Similarly, L 2 = D 2 − S (2) , where D 2 ∈ n×n , and D 2 (i, i) = j S (2) ij .
In addition, we also consider the inter-modality similarity preserving that samples from different modalities describing the similar objects should share similar hash codes. Similar to intra-modality similarity preserving, inter-modality similarity preserving is formulated as a graph regularization. The difference lies in the measurement of neighborhood relationship. Here, we make full use of the label information to construct the cross-modal correlation. The inter-modality similarity can be preserved by minimizing the objective defined as follows:
where S (12) is the affinity matrix across two modalities X (1) and X (2) . S (12) is computed based on the label information as follows:
i and x (2) j have the same label, 0, otherwise.
Through algebraic calculation, the objective function in Eq. (11) can be reformulated as:
where L 12 is the Laplacian matrix of S (12) . VOLUME 8, 2020 Since we learn the common semantics by collective matrix factorization, we have V (1) = V (2) = V. Actually, the similarity preserving terms are finally imposed onto the common semantics V for better discriminative property. Therefore, the similarity preserving according to Eq. (10) and (13) can be reformulated as:
where L is the Laplacian matrix based on mixed similarity matrix of intra-modality and inter-modality similarities S = S (1) + S (2) + S (12) . Thus, the common semantics V are encoded with both local manifold information and global label information, which will benefit the hash code significantly.
D. QUANTIZATION LOSS
The main goal of our work is to learn binary codes directly. To this end, we need to build a connection between B and V.
Here, we adopt a squared loss between B and V. By minimizing the loss function, the impact of large quantization loss caused via directly taking the signs of common semantics V can be alleviated. The quantization loss is stated as follows:
E. CLASSIFICATION ERROR
In order to preserve the label consistency on the learned binary codes, we incorporate a classification error term into the overall objective. To make full use of the label information C ∈ c×n , we train a linear classifier Q ∈ k×c with the learned binary codes B. Thus, minimizing the classification error can further enhance the discriminative property of learned binary codes. The objective of classification error is defined as:
F. OVERALL OBJECTIVE FUNCTION
Finally, we can have the overall objective by optimizing the objectives of matrix factorization, similarity preserving, classification error, and quantization loss jointly. Hence, the objective function of our proposed NDCMH for learning unified binary codes are defined as follows:
where λ, µ, ξ , and γ are trade-off parameters of the corresponding terms. R(·) = · 2 F denotes the regularization term to avoid overfitting.
G. OPTIMIZATION
It is intractable to directly minimize the objective in Eq. (17) because of the non-convexity with five matrix variables U 1 , U 2 , Q, V and B. Fortunately, it is convex with respect to any of the five variables in the case that the others are fixed. Therefore, we employ an alternative optimization in an iterative manner to address the optimization problem until convergence. The detailed optimization steps are listed as follows:
Step 1: Fix other variables but Q, then the objective function shown in Eq. (17) can be simplified as:
Let ∂O ∂Q = 0, we can have the closed-form solution stated as follows:
Step 2: Fix V, B, and Q, then update U 1 , U 2 . Let ∂O ∂U 1 = 0 and ∂O ∂U 2 = 0, we can arrive at
Step 3: Fix U 1 , U 2 , B, and Q, then update V. Let ∂O ∂V = 0, we can arrive at a Sylvester equation [46] as shown in Eq. (22) .
where
V can be easily achieved through addressing Eq. (22) via the lyap function in Matlab.
Step 4: Fix other variables but B, and we learn the unified binary codes of cross-modal data directly without relaxation by solving the reformulated optimization stated as follows:
Due to the binary constraints, it is challenging to address the optimization defined in Eq. (26) . Fortunately, we can have a closed-form solution to a single row of B when fixing the other rows according to [37] . Therefore, we can use discrete cyclic coordinate descent (DCC) method to optimize B bit by bit.
H. HASHING FUNCTIONS LEARNING
After learning the unified binary codes of training cross-modal data, the other goal of our method is to learn hashing functions for each modality. Thus, for new query from out-of-sample data, it can be transformed to compact binary codes to conduct cross-modal retrieval. To this end, the capability of discriminant of learned hashing functions is essential for generating discriminative hash codes. Additionally, most of the existing methods adopte linear projections as hashing functions which can hardly capture the nonlinear relationship of data. To address this issue, here we formulate the hashing function learning as a binary classification problem. According to the length of hash codes, we train a set of hashing functions corresponding to each bit of the binary codes. Considering the impressive performance on classification of SVM, we select it as a hashing function of one bit. In order to capture the nonlinear relationship among samples, nonlinear kernel is chosen for training SVM. Here, we use the LIBSVM [47] toolbox to implement SVM with nonlinear kernel. We train two sets of SVMs as hashing functions for image and text modality, respectively. As a result, each bit of the hash codes of an image can be obtained by the predicted label of SVMs. For instance, given a new query x (1) q sample from image modality, the binary codes can be computed by:
Similarly, the binary codes of a new sample from text modality can be easily obtained.
The overall procedure of our NDCMH is summarized in Algorithm 1.
Algorithm 1 NDCMH

Input:
Training data X (1) and X (2) , label C, the length of hash codes k, the number of the k-nearest neighbors, iterative number T , and parameters α 1 , α 2 , λ, µ, ξ , and γ . Output: Unified hash codes B, hashing functions H 1 , H 2 . Center X (1) , X (2) , and compute Laplacian matrix L; Initialize U 1 , U 2 , B, V, Q; for r = 1, 2, . . . , T do
Step 1: update Q;
Step 2: update U 1 , U 2 ;
Step 3: update V; (1) , X (2) , and B; return B, H 1 , H 2
IV. EXPERIMENTS AND RESULTS ANALYSIS
In this section, experiments are carried out on three benchmark datasets to validate the effectiveness of the proposed NDCMH. The results of the proposed NDCMH and comparisons with several state-of-the-art methods are presented in detail. We take image and text as an example for cross-modal retrieval for CPSS data, and design two tasks, i.e. text to image (Task 1) and image to text and (Task 2) , to evaluate the performance on cross-modal retrieval. Here, an image and a text are considered to be relevant if they share at least one common semantic label.
A. EXPERIMENTAL SETTINGS 1) DATASETS MIR Flickr [48] consists of 25000 images collected from Flickr associated with tags. These images are belong to at least one of the 24 semantic classes. We select experimental data as the way in [49] , which leads to a dataset with 16738 instances. We randomly select 5% (836) for testing, and 5000 instances for training. Here, the images are represented by 150-dimensional edge histogram (EH), and associated tags are described by binary tagging vectors. For convenience, PCA is applied to reduce the dimensionality of text features, resulting in a 500-dimensional feature representation.
NUS-WIDE [50] is composed of 269,648 images crawled from Flickr, together with the associated raw tags from 81 semantic concepts. Following [27] , we select the top 10 largest categories consisting of 186577 labeled image-text pairs. Moreover, we prune the 186577 image-text pairs by further selecting the sample with nonzero feature vector, which results in a new dataset containing 181365 image-text pairs. Each image is represented by a 500-dimensional Bag-of-Visual-Words (BoVW) SIFT histogram and its corresponding text is represented by 1000-dimensional tag occurrence feature vectors. In the new experimental dataset, we randomly select 5000 image-text pairs for training, and 1000 image-text pairs are randomly sampled as the query set.
LabelMe [51] dataset contains 2688 outdoor scenes from eight different classes. Each image is annotated with tags which are from a 781 words dictionary. We discard the words that occur in less than 3 times, resulting in 366 unique words. Thus, the representation of text modality is a 366-dimensional word frequency. In terms of image modality, we employ LabelMe Tollbox to generate a 512-dimensional GIST [52] feature. In addition, we delete the samples without tags, which results in a dataset with 2686 image-text pairs. In our experiments, 75% of the data are selected for training, and the rest are chose as the query set for testing.
2) BASELINES
In the experiments, we compare the proposed NDCMH with eight most recent state-of-the-art cross-modal hashing methods including Cross-View Hashing (CVH) [26] , Collective Matrix Factorization Hashing (CMFH) [21] , Latent Semantic Sparse Hashing (LSSH) [28] , Supervised Matrix Factorization Cross-Modal Hashing (SMFCMH) [23] , Supervised Matrix Factorization Hashing (SMFH) [22] , Deep Canonical Correlation Analysis (DCCA) [42] , Cross-Media Neural Network Hashing (CMNNH) [44] , and Deep Discrete Cross-Modal Hashing (DDCMH) [53] . Among these methods, CMFH, LSSH, and DCCA are unsupervised, while CVH, SMFCMH, SMFH, CMNNH, and our NDCMH are supervised. DCCA, CMNNH, and DDCMH are deep neural networks based methods. In the experiments, all the parameters in these competitors are set based on the original papers.
3) EVALUATION PROTOCOLS
In order to evaluate the performance of the proposed NDCMH and competitors for cross-modal retrieval, we employ the widely used mean average precision (MAP) as the measurement metric on all the three datasets. MAPs of the top 50 retrieved instances for both Task 1 and Task 2 are reported. In addition, we also plot the precision-recall curves at 8 and 16 bits to further compare the overall performance of different methods.
4) IMPLEMENTATION DETAILS
There are several hyper parameters should be determined in the implementation of our NDCMH. Firstly, the balancing parameter of modality importance α 1 and α 2 are fixed at 0.5. The trade-off parameters λ, µ, ξ , and γ are chosen in the range of 1e-4, 1e-3, 1e-2, 1e-1, 1, 10 on different datasets. The values with respect to the best performance on cross-modal retrieval are selected. In the construction of intra-modality similarity, the value of k-nearest neighbors is set to 5. The iterative number is set to 50. We empirically tune the parameters and report the best performance. In addition, we investigate the performance with varied binary code lengths from 8 bits to 32 bits. Table 2 presents the MAP scores of Task 1 and Task 2 on MIR Flickr, NUS-WIDE, and LabelMe datasets. The results of different methods are obtained with different hash codes length which varies in 8, 16, and 32 bits. In this section, we will compare the results and analyze the reasons.
B. EXPERIMENTAL RESULTS
From Table 2 , we can draw the following observations: 1) The MAP scores of Task 1 are higher than that of Task 2. That is to say, we can obtain more relevant images with respect to text query, while less relevant texts with respect to image query. The potential reason is that text representation extracted from text modality describes the semantic information more accurate than the low-level visual features extracted from image modality. 2) Significant trends of the MAP scores can be easily founded with the increasing of binary code length. As the hash code length increases, the MAP scores of CMFH, LSSH, SMFCMH, SMFH, and CMNNH show an increasing trend. On the contrary, the results of CVH and DCCA decrease gradually, while DDCMH does not show an obvious trend. Generally, our proposed NDCMH presents an increasing trend on MIR Flickr and LabelMe. 3) Overall, the MAP scores of the proposed NDCMH with different binary code lengths are higher than other baseline approaches, which demonstrates that our NDCMH significantly outperforms its counterparts. SMFH is the most similar approach to our NDCMH. However, NDCMH achieves significant improvement over SMFH. The reason is that our method uses discrete optimization and builds a direct connection between original data and binary codes via nonlinear classifiers which can alleviate the impact of large quantization loss. Whereas, SMFH uses linear projection as hashing functions and learns binary codes with relaxation which leads large information loss. Our concise NDCMH based on binary classification even performs better than the deep neural networks based methods DCCA and CMNNH. Compared to the most recent DDCMH, NDCMH outperforms it with a large margin in most cases, which further demonstrates the efficacy of NDCMH.
1) RESULTS ON MIR FLICKR
From Table 2 , we can see that, the proposed NDCMH substantially outperforms the other competitors except DDCMH when binary code length is 8 bits. Specifically, compared with SMFH, NDCMH achieves performance improvement for Task 1 at least by 24%, 22%, and 22% when binary code lengths are 8, 16, and 32 bits, respectively. For Task 2, our NDCMH is still superior to the baseline methods, especially when learning long binary codes. This suggests that discrete optimization and the capture of nonlinear relationship can boost the cross-modal retrieval. In terms of DDCMH, our method is superior except for Task 2 with 8 bits. This is because DDCMH can obtain high performance with shorter code length. However, NDCMH is more stable with the varied hash code lengths. The precision-recall curves of our NDCMH and other methods with 8 and 16 bits are plotted in Fig. 2 . We can observe that, the proposed NDCMH significantly outperforms other methods in both Task 1 and Task 2 with varied hash code lengths. The deep learning method DDCMH achieves the second best performance overall. In contrast, DCCA is inferior to all the other methods except CVH. This may be caused by the only consideration of pair-wise constraint in CCA. In addition, we can observe that, although DDCMH obtains better performance than other baselines with 8 bits, it is not stable when the recall increases with 16 bits. This demonstrates that our NDCMH can outperform DDCMH especially with longer hash codes.
The reason is that NDCMH formulates the hashing functions learning as a concise binary classification problem, which can connect the original data with binary codes directly. Moreover, NDCMH learns unified binary codes as labels based on simpler matrix factorization rather than deep neural networks.
2) RESULTS ON NUS-WIDE
Similar results are achieved on the NUS-WIDE dataset as shown in Table 2 . This further validates the effectiveness of our proposed method that learns binary codes directly without relaxation and formulates the hashing functions learning as a nonlinear binary classification problem. Fig. 3 shows the precision-recall curves of various methods on NUS-WIDE dataset. It can be easily seen that the proposed NDCMH outperforms the baselines consistently. Although the MAPs of CMNNH is slightly lower than SMFCMH, CMNNH performs better than other baselines overall. It obtains superior performance to our NDCMH when the recall is greater than 0.2 for Task 2 with 16 bits. This shows the potential of deep neural network. However, our NDCMH based on concise binary classification still presents a promising results with short hash bits. In terms of DDCMH, the results are similar to MIR Flickr with 16 bits. Its performance is inferior when the recall increases.
3) RESULTS ON LabelMe
The similar cross-modal retrieval results for both Task 1 and Task 2 on LabelMe dataset are reported in Table 2 . We can observe that our NDCMH outperforms slightly the second best SMFH on Task 1 and CMNNH Task 2, while significantly outperforms CVH, CMFH, SMFCMH, and DDCMH. The main reason is that our method and SMFH take both intra-modality and inter-modality similarity preserving into consideration. Furthermore, our method learns binary codes directly and uses the learned binary codes to train two sets of binary SVMs as hashing functions for each modality. Therefore, the proposed NDCMH still achieves superior performance to SMFH. CMNNH performs comparable to SMFH in terms of MAP. Fig. 4 plots the precision-recall curves of different methods. Similar results to MIR Flickr and NUS-WIDE can be easily observed. The difference lies in that the curves keeps flat at a high precision as the recall increases. This phenomenon indicates that the relevant instances of given query are ranked at top locations in the retrieved list. It further demonstrates that the cross-modal retrieval results provided by our NDCMH is significantly better than others.
In summary, from the experimental results we can conclude that the proposed NDCMH is superior to the most recent methods even some deep learning based methods. This can be mainly attributed to the discrete optimization, nonlinear Hashing function, and similarity preserving. Additionally, the classification error imposed on the to-be-learned binary codes further enhances the semantic representation of them. Moreover, the impressive results are achieved by the proposed NDCMH when hash code length is 8 bits, which is comparable or even better than the results of state-of-the-art methods with 32 bits. This demonstrates that the proposed NDCMH can generate more discriminant but compact binary codes, which is essential to boost the cross-modal retrieval for CPSS data. Although DDCMH can also obtain high performance with shorter codes, it is not very stable with longer hash codes, which is inferior to the proposed NDCMH in this work.
C. PARAMETER SENSITIVITY ANALYSIS
In order to evaluate the parameter sensitivity of the overall objective, we conduct five sets experiments for each parameter as shown in Fig. 5 . We can conclude that our method is insensitive to the value of parameters. They can be set in a reasonable wide range. In particular, the similar results are observed with different values of the importance parameters α 1 and α 2 , which further show the insensitivity of the proposed method.
D. CONVERGENCE
Through the comparisons with state-of-the-art methods, we can conjecture that the proposed NDCMH is effective in cross-modal retrieval. Additionally, the compact binary codes generated by NDCMH enable the low storage cost. Therefore, here, we evaluate the efficiency via investigating the convergence of our algorithm. We perform experiments on the three benchmark datasets with 8-bit hash codes, resulting in the convergence curves in Fig. 6 . As shown in this figure, the proposed algorithm can often converge very fast within 10 iterations, which demonstrates that the proposed NDCMH is timing effective for cross-modal hashing.
V. DISCUSSION
To the best of our knowledge, this is the first cross-modal retrieval work that takes into account the merit of cloud and fog computing environment. In this section, we discuss how to deploy our model on the Cloud-Fog-Edge architecture. As we know, the explosive growth of CPSS data poses problem for cross-modal retrieval due to the complexity and high storage cost. Cloud-Fog-Edge computing architecture which distributes the concentrated processes in a cloud via utilizing hierarchical computing resources can mitigate the above problem well. Specifically, the cloud plane is used to deal with large-scale data or global model training. While the small-scale data or local model can be adopted to fog plane. Edge computing is a subset of fog computing. Therefore, several data preprocessing that should be near the source of data such as error correction can be deployed at the edge plane to reduce the amount data transfer. In this paper, we mainly concern the cloud and fog planes. The cross-modal retrieval service of our model deployed in the scenario of Cloud-Fog-Edge computing is shown in Fig. 7 . Considering the high demand of computing resources in the model training and storage cost for multimodal data, we train the proposed cross-modal hashing model at the cloud. The images or texts and their corresponding binary codes are also stored at the cloud shown in the top of Fig. 7 . Once the proposed model trained, the hashing functions for each modality can be executed separately. Hence, we deploy the hashing functions for various modalities at the fog plane. In addition, the features of different modalities are also extracted at the fog. By so doing, the data size from edge plane can be reduced via encoding images or texts to short binary codes such as 32 bits as shown in Fig. 7 . Thus, the amount of data transfer can be reduced remarkably by only using binary codes. When the binary codes of given query from one user at the edge plane arrives at the cloud, cross-modal retrieval through computing Hamming distance will be conducted at the cloud. Afterwards, the results will be responded to user's query.
Although our model can be easily deployed on the Cloud-Fog-Edge framework, there are still certain limitations in the real-word applications. For example, the binary codes of different modalities generated directly using the learned hashing functions would not be very accurate as collecting more and more CPSS data as retrieval database. Since our model is trained by using a fixed set of cross-modal data at the cloud, more and more new data collected from the Web would affect the accuracy of our cross-modal hashing model. The potential solution is to extend the current model to an online fashion, which can update the hashing functions for different modalities incrementally.
VI. CONCLUSION
In this paper, we have proposed a nonlinear discrete crossmodal hashing algorithm to solve cross-modal retrieval for CPSS data with taking the merit of Cloud-Fog-Edge computing environment into account. Considering the weakness of recent methods which learn linear hashing functions and discard discrete constraints during optimization, we learn binary codes directly without relaxation and learn nonlinear hashing functions to capture the nonlinear relationship. Additionally, hashing functions learning is formulated as a concise nonlinear binary classification problem that further enhances the discriminative power of learned binary codes. Furthermore, similarity preserving is incorporated into the overall objective as well. Experiments on different benchmark datasets with varied hash code lengths have demonstrated the effectiveness of the proposed NDCMH in binary codes learning and cross-modal retrieval. In addition, the results compared against various methods indicate that NDCMH significantly outperforms several state-of-the-art methods. To the best of our knowledge, this is the first work that deploys the cross-modal retrieval service on the cloud and fog computing environment. Our future work aims at extending the current model to an incremental fashion which is more applicable to Cloud-Fog-Edge framework.
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