Formulaciones matemáticas y heurísticos simples para solucionar problemas de programación de proyectos con recursos limitados by Viveros Gutiérrez, René
Formulaciones matema´ticas y heur´ısticos simples para solucionar
problemas de programacio´n de proyectos con recursos limitados
Rene Viveros y Juan Carlos Rivera
renevive@gmail.com, jrivera6@eafit.edu.co
Departamento de Ciencias Matema´ticas, Escuela de Ciencias,
Universidad EAFIT, Medell´ın, Colombia
13 de junio de 2017
Resumen
En este art´ıculo se trata el Problema de Programacio´n de Proyectos con Recursos Limitados, ma´s
conocido como RCPSP (sigla de Resource Constrained Project Scheduling Problem). El RCPSP es un
problema proveniente del a´rea de programacio´n de produccio´n y de construccio´n, aunque sus aplicaciones
se extienden a diversas a´reas del conocimiento. En esta investigacio´n se evalu´an cinco formulaciones
matema´ticas diferentes que se encuentran en la literatura, se presenta un heur´ıstico simple compuesto por
nueve procedimientos de solucio´n independientes y se comparan diferentes propuestas para combinar las
soluciones heur´ısticas obtenidas con la formulacio´n que presenta los mejores resultados. Entre los me´todos
resultantes se encuentran tanto soluciones exactas como heur´ısticas. El desempen˜o de los algoritmos
es evaluado utilizando las instancias de la librar´ıa PSPLIB de la literatura. Los resultados obtenidos
comprueban que tener buenas soluciones heur´ısticas puede ser u´til para acelerar la convergencia de los
modelos matema´ticos en la bu´squeda de soluciones o´ptimas. Sin embargo, el uso de nuevas restricciones,
an˜adidas de manera heur´ıstica, en los modelos matema´ticos no es garant´ıa de obtener buenas soluciones
ni menores tiempos de co´mputo.
Palabras Clave: RCPSP, Programacio´n de proyectos, Optimizacio´n combinatoria, Algoritmos
heur´ısticos, Programacio´n lineal entera mixta, algoritmos h´ıbridos.
1. Introduccio´n
El problema de programacio´n de proyectos o project scheduling puede definirse de manera muy general
como el problema de organizar o secuenciar una serie de operaciones y asignarles tiempos de inicio y
de finalizacio´n de forma que no se viole ninguna de las restricciones, precedencias, recursos u otro tipo,
impuestas en el sistema.
En este art´ıculo se estudia el problema de optimizacio´n combinatoria denominado programacio´n de
proyectos con recursos limitados, ma´s conocido como RCPSP o resource constrained project scheduling
problem. La programacio´n de proyectos con recursos limitados es un problema en el cual se deben
procesar un conjunto de actividades sujetas a restricciones de precedencias y recursos, siendo estos u´ltimos
compartidos por varias actividades. As´ı, el problema consiste en realizar tal asignacio´n optimizando alguna
funcio´n objetivo.
La importancia de este problema de optimizacio´n proviene tanto de sus aplicaciones pra´cticas como
desde el punto de vista teo´rico. Entre las aplicaciones ma´s comunes del RCPSP se encuentran proyectos
civiles de construccio´n, industriales, investigacio´n, desarrollo de software, operaciones de mantenimiento,
entre otras. En el aspecto teo´rico, dada su pertenencia a la clase de problemas NP-Hard (Blazewicz et al.,
1983), no existen algoritmos que resuelvan el problema de manera o´ptima en tiempo polinomial. As´ı, el
desarrollo de algoritmos eficientes para su solucio´n es un a´rea de investigacio´n de gran intere´s.
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Las estrategias solucio´n para este tipo de problemas se pueden clasificar en dos grandes categorias:
a.) los algoritmos exactos, que garantizan la solucio´n o´ptima, y b.) los algoritmos heur´ısticos y
metaheur´ısticos que, aunque no garantizan la solucio´n o´ptima del problema, producen soluciones
factibles cercanas a un o´ptimo en un tiempo de procesamiento razonable.
En esta investigacio´n se propone utilizar ambos enfoques de manera conjunta para obtener soluciones
heur´ısticas de buena calidad o soluciones o´ptimas en tiempos de ejecucio´n menores. A continuacio´n, este
art´ıculo esta´ organizado de la siguiente forma: En la Seccio´n 2 se presenta una revisio´n de la literatura
presentando las diferentes estrategias de solucio´n utilizadas para el RCPSP, mientras que en la Seccio´n 3 se
presenta la definicio´n formal del problema. En la Seccio´n 4 se presenta la metodolog´ıa de solucio´n propuesta.
La Seccio´n 5 resume los resultados obtenidos y, finalmente, la Seccio´n 6 presenta las conclusiones finales.
2. Revisio´n de la literatura
Diferentes metodolog´ıas han sido propuestas para encontrar soluciones para el RCPSP. Dichos me´todos
pueden ser clasificados en dos categor´ıas principales: me´todos exactos y los me´todos heur´ısticos o
metaheur´ısticos. Una tercera categor´ıa contiene los me´todos h´ıbridos que combinan ambas metodolog´ıas:
matheur´ısticos. A continuacio´n se mencionan algunos de los principales me´todos encontrados en la literatura
en cada categor´ıa.
2.1. Enfoques exactos
La caracter´ıstica principal este tipo de me´todos es que garantizan la obtencio´n de una solucio´n o´ptima,
cuando dicha solucio´n existe. Dichos me´todos esta´n basados en te´cnicas de optimizacio´n como programacio´n
lineal entera mixta, branch and bound (o ramificacio´n y acotamiento), programacio´n dina´mica, entre otras.
A continuacio´n se describen algunos de los algoritmos de esta categor´ıa encontrados en la literatura.
Fisher (1973a) y Fisher (1973b) utilizan te´cnicas basadas en multiplicadores de lagrange en un algoritmo
de branch and bound para hallar soluciones o´ptimas al problema. Patterson & Huber (1974) presentan un
me´todo basado en evaluaciones de factibilidad en un modelo de programacio´n binaria. Patterson & Roth
(1976) utlizan un algoritmo de enumeracio´n impl´ıcita para resolver un modelo de programacio´n binaria.
Otro algoritmo de enumeracio´n impl´ıcita basado en un modelo de programacio´n entera es propuesto por
Patterson & Huber (1974).
Algoritmos de tipo Branch and Bound son propuestos por Willis & Hastings (1976), Christofides et al.
(1987), Demeulemeester & Herroelen (1992), Demeulemeester & Herroelen (1997), Brucker et al. (1998)
y Sprecher (2000). Simpson & Patterson (1996) tambie´n proponen un algoritmo de bu´squeda en a´rbol, el
cual hace uso de procesamiento en paralelo para obtener soluciones en menor tiempo.
Pritsker et al. (1969) y Mingozzi et al. (1998) proponen modelos de programacio´n lineal entera (MILP)
para el RCPSP. Damay et al. (2007) tambie´n proponen un modelo MILP, el cual resuelve el problema
con o sin interrupcio´n de la ejecucio´n de las actividades. Kopanos et al. (2014) proponen cuatro modelos
de programacio´n lineal entera considerando tiempos discretos y continuos. Kone´ et al. (2011) hace una
comparacio´n de diferentes modelos MILP y propone dos nuevas formulaciones basadas en eventos. Artigues
et al. (2013) presenta una modificacio´n sobre uno de los modelos propuestos por Kone´ et al. (2011),
demostrando que dicho modelo, bajo ciertas condiciones, puede presentar soluciones infactibles. Ma´s
recientemente Palacio & Larrea (2017) presentan modelos MILP con un enfoque lexicogra´fico para hallar
soluciones para el RCPSP minimizando la robustez sujeto a un makespan o´ptimo.
Sin embargo, dada la naturaleza combinatoria de estos problemas se hace matema´ticamente imposible
resolver casos pra´cticos en tiempos razonables, au´n mediante las herramientas computacionales de alto
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rendimiento disponibles actualmente.
De acuerdo con investigaciones previas (Valls et al., 2005), se ha encontrado que los me´todos exactos
actuales solo son capaces de garantizar la optimilidad de una solucio´n para instancias de problemas con
60 actividades o menos. Sin embargo, proyectos con menos de 60 actividades son considerados pequen˜os
comparados con casos reales. Debido a lo anterior, surge la necesidad de disen˜ar algoritmos eficientes que
obtengan soluciones de buena calidad, aunque esta u´ltima no sea o´ptima.
2.2. Algoritmos heur´ısticos y metaheur´ısticos
La dificultad para encontrar soluciones o´ptimas en tiempos razonables utilizando me´todos exactos
ha dado paso a la utilizacio´n de me´todos heur´ısticos y metaheur´ısticos. E´stos, aunque no garantizan
la obtencio´n de soluciones o´ptimas, permiten encontrar soluciones cercanas a un o´ptimo en tiempos de
co´mputo razonables. Dichos algoritmos pueden estar basados en la mejora de una solucio´n incumbente,
llamados algoritmos basados en bu´squeda en vecindarios, o en la evolucio´n de un conjunto de soluciones,
llamados algoritmos evolutivos.
Uno de los algoritmos ampliamente usado para el RCPSP es el denominado Justificacio´n. La Justificacio´n
es una te´cnica sencilla y ra´pida que al aplicarla sobre una solucio´n del RCPSP produce otra de igual o
menor duracio´n (Valls et al., 2003a). Wiest (1964) introdujo los conceptos de justificacio´n a la izquierda y
a la derecha, aunque el objetivo era extender los conceptos de holgura y ruta cr´ıtica del caso de recursos
no limitados al caso con limitacio´n de recursos. En la Seccio´n 4 se presenta una descripcio´n del procedimiento.
Algunos de los algoritmos metaheur´ısticos basados en bu´squeda en vecindarios ma´s eficientes se
describen a continuacio´n. Pesek et al. (2007) presenta algoritmos h´ıbridos basados en procedimientos de
Bu´squeda Local. El metaheur´ıstico Simulated Annealing (Recocido Simulado) ha sido utilizado para hallar
soluciones al RCPSP por Koulamas et al. (1994), Boctor (1996), Cho & Kim (1997) y Bouleimen & Lecocq
(2003). El me´todo Tabu Search (Bu´squeda Tabu´) ha sido utilizado por Thomas & Salhi (1998), Baar et al.
(1999), Nonobe & Ibaraki (2002), Valls et al. (2003b), Artigues et al. (2003) y Rivera et al. (2006). Un
Algoritmo de bu´squeda con mu´ltiples vecindarios (Variable Neighborhood Search o VNS) es desarrollado
por Fleszar & Hindi (2004). Rivera & Cel´ın (2010) combinan los me´todos VNS y Recocido Simulado. Un
Adaptive Large Neighborhood Search (ALNS) basado en movimientos de destruccio´n y reconstruccio´n es
propuesto por Muller (2009). Naphade et al. (1997) presentan un me´todo llamado Problem Space Search, el
cual usa perturbaciones en los datos, un heur´ıstico ba´sico y una estructura de vecindad. Un algoritmo LNS
(Large Neighborhood Search) es propuesto por Palpant et al. (2004) para el RCPSP, el cual utiliza una fase
de diversificacio´n y una fase de generacio´n y solucio´n de subproblemas de optimizacio´n de menor escala. He
et al. (2016) presenta un algoritmo basado en la estrategia Filter-and-fan, llamado filter-and-fan approach
with adaptive neighborhood switching (FFANS), el cual usa cuatro vecindarios y un procedimiento de
bu´squeda local. Moreno et al. (2007) comparan dos algoritmos metaheur´ısticos: Recocido Simulado y
Bu´squeda tabu´.
Entre los algoritmos evolutivos se encuentran los Algoritmos Gene´ticos propuestos por Leon &
Balakrishnan (1995), Hartmann (1998), Ozdamar (1999), Alcaraz & Maroto (2001), Hartmann (2002), Kim
et al. (2003), Wang et al. (2005), Li et al. (2007), Debels & Vanhoucke (2007), Valls et al. (2008), Proon & Jin
(2011). El me´todo Scatter Search (Bu´squeda Dispersa) combinado con Path Relinking (Reencadenamiento
de Trayectorias) ha sido aplicado por Valls et al. (2004), Baradaran et al. (2010) y Rivera et al. (2013).
Debels et al. (2006) combinan Scatter Search con la metaheur´ıstica de electromagnetismo. Merkle et al.
(2002) y Bautista & Pereira (2002) proponen algoritmos de colonias de hormigas (Ant Colony Optimization
– ACO). Tseng & Chen (2006) presentan el metaheur´ıstico h´ıbrido ANGEL, el cual combina Optimizacio´n
de Colonias de Hormigas, Algoritmos Gene´ticos y Bu´squeda Local. Colak et al. (2006) presenta un me´todo
h´ıbrido basado en redes neuronales. Por su parte, Chen (2011) y Koulinas et al. (2014) utilizan algoritmos
del tipo Particle Swarm Optimization (PSO). Wang & Fang (2012) desarrollan un algoritmo h´ıbrido de
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estimacio´n de distribuciones para el RCPSP. Un enfoque basado en Programacio´n Evolutiva es presentado
por Sebt & Alipouri (2013). Un algoritmo de colonias de abejas (Artificial Bee Colony – ABC) es propuesto
por Crawford et al. (2015).
De Magalha˜es et al. (2005) propone un Algoritmo Gene´tico con una funcio´n objetivo alternativa para
el makespan llamada makespan modificado (modified makespan). La idea ba´sica radica en que diferentes
soluciones pueden dar como resultado un mismo makespan; sin embargo, algunas pueden ser mejoradas
ma´s fa´cilmente, a lo que los autores llaman potencial de mejoramiento. Lee & Kim (1996) presentan un
procedimiento de bu´squeda implementado en tres metaheur´ısticos: Recocido Simulado, Bu´squeda Tabu´ y
Algoritmos Gene´ticos. Kochetov & Stolyar (2003) usan una combinacio´n de Algoritmos Gene´ticos, GRASP,
Bu´squeda Tabu´ y Reencadenamiento de Trayectorias. Debels & Vanhoucke (2005) desarrollan un algoritmo
gene´tico que usa dos poblaciones, una justificada a la derecha y la otra justificada a la izquierda. Dichas
poblaciones alternan el sentido de su justificacio´n en cada generacio´n.
Yan et al. (2009) presenta una aplicacio´n novedosa en rescates mar´ıtimos y un heur´ıstico simple para el
RCPSP con instancias entre 21 y 50 actividades.
Para mayor informacio´n, Kolisch & Hartmann (2006) y Wu et al. (2014) presentan revisiones del estado
del arte sobre los me´todos para hallar soluciones al RCPSP. Lancaster & Ozbayrak (2007) describen el
estado del arte de algoritmos evolutivos para el RCPSP. En Hartmann & Briskorn (2010) se presenta un
estudio que ofrece un visio´n general sobre diferentes extensiones de los problemas de programacio´n de
proyectos y su clasificacio´n. Morillo et al. (2014a) y Morillo et al. (2014b) realizan una revisio´n de te´cnicas
exactas y heur´ısticas para el RCPSP, as´ı como los ı´ndices de complejidad ma´s usados.
3. Descripcio´n del problema
El problema de programacio´n de proyectos con recursos limitados (RCPSP) puede ser descrito
matema´ticamente de la siguiente manera (basado en las definiciones de Mingozzi et al. (1998), Tseng &
Chen (2006) y Valls et al. (2005)):
Se tiene un conjunto J = {1, . . . , n} de n actividades a ser procesadas. Asociada a cada actividad
j ∈ J , existe una duracio´n dj . Adema´s, las actividades esta´n relacionadas mediante restricciones de
precedencia, siendo Pj ∈ J \{j} el conjunto de todas las actividades predecesoras inmediatas de la actividad
j, es decir, actividades que deben ser completadas antes de iniciar la ejecucio´n de la actividad j. Las
restricciones de precedencia pueden estar representadas por un grafo dirigido ac´ıclico G = (J,H) donde
H = {(i, j)|i ∈ Pj , j ∈ J}. Adicionalmente, existe un conjunto K = {1, . . . ,m} de m tipos de recursos
renovables, donde cada tipo de recurso k ∈ K tiene una disponibilidad (capacidad) total Rk durante cada
intervalo de tiempo del per´ıodo de programacio´n, es decir, la suma de la cantidad utilizada del tipo de
recurso k en el periodo t, Rk(t), no debe exceder Rk para todo t. Cada actividad j requiere una cantidad
constante de rjk unidades del recurso de tipo k durante todo el intervalo de su duracio´n. Se asume, sin
pe´rdida de generalidad, que rjk ≤ Rk, lo cual garantiza la existencia de soluciones factibles. Todas las
cantidades dj , rjk y Rk son nu´meros enteros no negativos para todo j ∈ J y todo k ∈ K.
No se permite interrumpir el procesamiento de las actividades y se asume que los tiempos de alistamiento
esta´n incluidos en los tiempos de procesamiento o no son significativos con respecto a estos u´ltimos. Una
vez que un recurso es ocupado por una actividad, este no es liberado hasta que la actividad es terminada.
Las actividades 1 y n son actividades ficticias, usadas con el objetivo de representar el inicio y la
finalizacio´n del proyecto: la actividad 1 debe ser completada antes de iniciar las actividades J \ {1} y la
actividad n so´lo puede comenzar una vez se hayan completado las actividades J \ {n}. Se asume adema´s
que d1 = dn = 0 y r1k = rnk = 0, para todo k ∈ K.
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El objetivo es encontrar un programa S con tiempos de inicio si para toda actividad i ∈ J de tal forma
que se satisfagan las restricciones de precedencia y de recursos, y que el makespan (duracio´n) del proyecto
(Z = sn) sea mı´nimo.
En la Figura 1 se presenta un ejemplo de un grafo que representa un proyecto compuesto por once
actividades (n = 11), dos de las cuales son ficticias, y tres tipos de recursos (m = 3). Cada nodo del grafo
corresponde a una actividad y las flechas representan las relaciones de precedencia entre las diferentes
actividades. A cada nodo del grafo le corresponde una duracio´n y consumos de cada tipo de recurso, los
cuales se encuentran ubicados en la parte superior e inferior respectivamente. La capacidad de cada tipo de
recurso es igual a 4 unidades.
Figura 1: Grafo ejemplo del RCPSP. Tomado de Mingozzi et al. (1998).
De acuerdo con Abbasi et al. (2006), el RCPSP es el problema ma´s importante en Programacio´n de
Proyectos. Adema´s, el RCPSP es una generalizacio´n de otros problemas de programacio´n de produccio´n
como Flow Shop, Job Shop y Open Shop (Blazewicz et al., 1983; Merkle et al., 2002).
Aunque este problema no es el ma´s general ya que usa tiempos de procesamiento determin´ısticos
para las actividades, los recursos utilizados son renovables (no considera recursos no renovables que
involucran el manejo de inventarios y costos), existe una u´nica forma de realizar las actividades (contrario
al caso multimodal, en el cual las actividades presentan posibilidades disyuntivas y por lo tanto diferentes
consumos de recursos y duraciones), no se permite interrumpir el procesamiento de las actividades, entre
otras caracter´ısticas, resolverlo eficientemente sigue siendo de gran intere´s para la comunidad cient´ıfica ya
que su pertenencia a la clase de problemas NP-Hard (Blazewicz et al., 1983) hace que sea un problema
dif´ıcil de resolver, para el cual no se conocen algoritmos que lo resuelvan exactamente de manera eficiente.
4. Metodolog´ıa de solucio´n
En esta seccio´n se describen los algoritmos propuestos as´ı como los modelos matema´ticos usados para
resolver el RCPSP en este trabajo de investigacio´n. Adema´s, se describen varias formas en que estos
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me´todos pueden ser combinados para acelerar la bu´squeda de buenas soluciones.
Los me´todos de solucio´n propuestos esta´n basados en algoritmos heur´ısticos de construccio´n, bu´squeda
local, y formulaciones matema´ticas de programacio´n lineal entera (Mixed Integer Linear Programming –
MILP).
4.1. Me´todos constructivos
En esta seccio´n se describen dos algoritmos heur´ısticos constructivos para solucionar el RCPSP. El
primer algoritmo, algoritmo basado en holguras, se basa en el algoritmo CPM (Critical Path Method) para
el problema sin restricciones de recursos e iterativamente programar las actividades con menor holgura.
El segundo algoritmo, algoritmo basado en adicio´n de precedencias, tambie´n basado en el algoritmo
CPM, agrega iterativamente precedencias virtuales sobre parejas de actividades hasta satisfacer todas las
restricciones de recursos. Adicionalmente, se propone una transformacio´n al problema de modo que con los
mismos me´todos anteriores se puedan usar para proporcionar nuevas soluciones en espacios de bu´squeda
diferentes. La combinacio´n de e´stos procedimiento permite obtener cuatro soluciones diferentes para el
RCPSP.
Las descripciones detalladas de dichos algoritmos se presenta a continuacio´n. Para una descripcio´n
detallada del algoritmo CPM el lector puede referirse a Demeulemeester & Herroelen (2002).
Algoritmo basado en holguras
Este algoritmo inicia aplicando el algoritmo CPM, el cual incluye el ca´lculo de los tiempos de inicio ma´s
cercano para cada actividad j (esj), tiempo de terminacio´n ma´s cercano (efj), tiempo de inicio ma´s lejano
(lsj), tiempo de terminacio´n ma´s lejano (lfj) y holgura para cada actividad del proyecto (ssj).
Debido a que la programacio´n resultante puede violar las restricciones de disponibilidad de recursos
en algu´n intervalo de tiempo, dicha programacio´n se considera temporal y sera´ modificada en los pasos
sucesivos. Las actividades programadas en esta forma se almacenan en el conjunto B (inicialmente
B = J). Se define el conjunto A como el conjunto de actividades programadas con consideraciones de sus
requerimientos de recursos, donde A = {∅} inicialmente.
A continuacio´n se busca una actividad i ∈ B con menor holgura y se programa de tal forma que su
tiempo de inicio sea lo menor posible y se respeten todas las restricciones de precedencia y las restricciones
de recursos entre las actividades en A. Cada vez que se programa una actividad, e´sta se remueve del conjunto
B, se an˜ade al conjunto A, y se recalculan los valores esj , lsj , efj , lfj , ssj de cada actividad j ∈ B. Las
actividades i ∈ A mantienen los tiempos de inicio y terminacio´n calculados en el paso anterior. El algoritmo
termina cuando todas las actividades han sido programadas (A = J).
Algoritmo basado en adicio´n de precedencias
Al igual que el algoritmo basado en holguras, este algoritmo se basa en el algoritmo CPM. Inicialmente se
ejecuta el algoritmo CPM en donde se calculan los tiempos de inicio ma´s cercano y tiempos de finalizacio´n
ma´s cercanos de cada actividad. Luego, iterativamente se asignan los recursos necesarios para realizar todas
las actividades con dichos tiempos de inicio y finalizacio´n. Durante el proceso de asignacio´n de recursos
se encuentra el primer intervalo de tiempo t en el que se requieren ma´s unidades de algu´n recurso que
las disponibles, se busca el conjunto de actividades A(t) cuyos tiempos de inicio ma´s cercano sea menor
o igual a t, tiempos de terminacio´n ma´s cercanos sean mayores a t y utilicen al menos una unidad de
alguno de los recursos en conflicto. De dicho conjunto A(t) se selecciona la actividad i con menor tiempo
de inicio ma´s cercano y la actividad j con mayor tiempo de terminacio´n ma´s lejano, y se agrega la relacio´n
de precedencia (ficticia) (i, j). En este punto se ejecuta nuevamente el algoritmo CPM considerando el
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conjunto de precedencias actualizado. El procedimiento se repite hasta que no se encuentren violaciones a
las restricciones de recursos.
Grafo invertido
Un procedimiento adicional esta´ relacionado con la construccio´n de soluciones sobre un grafo G′ = (J,H ′)
donde los nodos en J corresponden a los nodos del grafo original G (ver Seccio´n 3), y las relaciones de
precedencia en H ′ equivalen a H ′ = {(i, j) | (j, i) ∈ H}. Los requerimientos de recursos as´ı como las
duraciones de las actividades son equivalentes a los del problema original. Utilizando este grafo, dos nuevas
soluciones pueden ser obtenidas mediante la aplicacio´n de los dos procedimientos de construccio´n descritos
anteriormente.
En la seccio´n de resultados se presenta una comparacio´n del desempen˜o de los cuatro algoritmos
resultantes.
4.2. Algoritmos de mejoramiento
Dos algoritmos de mejoramiento son considerados para resolver el problema: El primero es conocido
como Justificacio´n o FBI (Forward-backward Improvement) (Valls et al., 2005). El segundo algoritmo es un
procedimiento de bu´squeda con mu´ltiples vecindades conocido como VND (Variable Neighborhood Descend)
(Hansen et al., 2010). Dichos procedimientos de mejoramiento son descritos a continuacio´n.
Justificacio´n
La Justificacio´n es una te´cnica sencilla y ra´pida que al aplicarla sobre una solucio´n del RCPSP produce
otra de igual o menor duracio´n (Valls et al., 2003a). La siguiente descripcio´n del procedimiento esta´ basada
en la presentada en Valls et al. (2005).
Dado un programa S, definido por los tiempos de inicio sj de cada actividad j, justificar una actividad
j 6= n a la derecha consiste en obtener un programa S′ tal que s′j , para i 6= j, se busca un nuevo tiempo de
inicio (s′j ≥ sj) de tal forma que sea tan grande como sea posible sin aumentar el makespan y sin violar
las restricciones de precedencia. La justificacio´n a la derecha de las actividades j en orden decreciente de
su tiempo de terminacio´n (fj = sj + dj) genera un programa activo a la derecha S
R, que es llamado la
justificacio´n a la derecha de S. SR no es u´nico, ya que depende de la(s) regla(s) de desempate usada(s). En
esta investigacio´n se utiliza como regla de desempate escoger la actividad con mayor tiempo de finalizacio´n
en la lista de actividades a programar.
El anterior procedimiento asegura que la nueva solucio´n obtenida SR tiene un makespan menor o, en el
peor de los casos, igual al de la solucio´n S antes de la justificacio´n. Similarmente, el procedimiento anterior
se puede realizar en sentido contrario para justificar la solucio´n resultante a la izquierda. Este algoritmo es
aplicado a cada una de las cuatro soluciones obtenidas anteriormente.
En Valls et al. (2003a) se presenta una generalizacio´n de esta te´cnica en donde el lector puede obtener
mayor informacio´n.
VND
El VND es una metaheur´ıstica cuya idea original fue considerar distintas estructuras de vecindarios
y cambiarlas sistema´ticamente para escapar de los mı´nimos locales. El VNS ba´sico o VND (Variable
Neighborhood Descend) obtiene una solucio´n inicial, ejecuta una Bu´squeda Local cuyo procedimiento
consiste en reemplazar la solucio´n actual si ha habido una mejora o modificar la estructura del vecindario
en caso contrario.
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VND se basa en tres hechos simples (Hansen & Mladenovic´, 2005):
Un o´ptimo local con respecto a una estructura de vecindad no necesariamente lo es con respecto a
otra.
Un o´ptimo global es un o´ptimo local con respecto a todas las posibles estructuras de vecindad.
En muchos problemas, los o´ptimos locales con respecto a una o varias estructuras de vecindad esta´n
relativamente cerca.
El VND implementado utiliza 4 vecindarios, los cuales se describen a continuaco´n:
Insercio´n hacia adelante: El primer vecindario consiste en barrer cada una de las actividades en la
solucio´n e insertarla en una posicio´n ma´s adelante. Este vecindario puede ser generado y evaluado en orden
O(n3).
Insercio´n hacia atra´s: El segundo vecindario es similar al anterior, pero inserta las actividades en una
posicio´n anterior en el programa. Este vecindario puede ser generado y evaluado en orden O(n3).
Intercambio: El tercer vecindario consiste en intercambiar las posiciones de dos actividades. Este
vecindario puede ser generado y evaluado en orden O(n3).
Insercio´n general: El u´ltimo vecindario consiste en hacer dos inserciones simulta´neamente. Se buscan
dos actividades i e j, y cada una de ellas se inserta hacia adelante o hacia atra´s en la solucio´n. Debido
al tiempo de co´mputo requerido, las posiciones de insercio´n son limitadas a un ma´ximo h de posiciones
adelante o atra´s. As´ı, la complejidad del algoritmos es O(n3 · h2).
El VND, debido al tiempo de co´mputo requerido solo es aplicado a la mejor de las 8 soluciones obtenidas
con los me´todos anteriores.
En la seccio´n de resultados se presenta se realiza una evaluacio´n de la eficacia de los procedimientos de
mejora anteriores.
4.3. Programacio´n lineal entera mixta
El RCPSP ha sido formulado matema´ticamente mediante diferentes modelos de programacio´n lineal
entera mixta (MILP). A continuacio´n se presentan algunos de ellos con el objetivo de realizar una
comparacio´n de sus desempen˜os.
Modelo DT
El modelo DT (discrete-time formulation), utilizado por Pritsker et al. (1969) y Mingozzi et al. (1998),
utiliza la variable de decisio´n binaria εit, la cual indica si la actividad i ∈ J inicia en el periodo de tiempo





t · εnt (1)
lsj∑
t=esj
εjt = 1, ∀ j ∈ J (2)
lsj∑
t=esj
t · εjt −
lsi∑
t=esi





rjk · εjτ ≤ Rk, ∀ t ∈ T, k ∈ K (4)
εjt ∈ {0, 1}, ∀ j ∈ J, t ∈ {esj , ..., lsj} (5)
En el modelo anterior, los para´metros esi y lsi indican el tiempo de inicio ma´s cercano (early start) y
ma´s lejano (late start), respectivamente. La ecuacio´n (1) representa la funcio´n objetivo, minimizacio´n del
makespan. Las restricciones (2) implican que a cada actividad se le debe asignar exactamente un tiempo
de inicio. Las restricciones (3) limitan el tiempo de inicio de una actividad i ∈ J si e´sta es sucesora de otra
actividad j ∈ J , es decir, si (i, j) ∈ H. Las restricciones de recursos son expresadas por las ecuaciones (4),
donde σ(t, j) = ma´x{0, t − dj + 1}. Finalmente, las restricciones (5) limitan el dominio de las variables de
decisio´n.
Los para´metros esi y lsi son usados tambie´n en los siguientes modelos, y pueden ser calculados usando el
algoritmo CPM y una cota superior para el makespan. En la seccio´n de resultados se compara el desempan˜o
de este modelo utilizando dos cotas superiores diferentes.
Modelo DDT
El modelo DDT (disaggregated discrete-time formulation) fue propuesto por Christofides et al. (1987).
E´ste esta´ basado en el modelo DT, y modifica la forma en que se formulan las restricciones de precedencia.






εjτ ≤ 1, ∀ (i, j) ∈ H, t ∈ {esi, ..., lsi} (6)
As´ı, el modelo DDT puede ser formulado usando las ecuaciones (1) a (2) y (4) a (6).
Modelo FCT
Los modelos FCT (flow-based continuous-time formulation) involucran variables que indican secuencias
en lugar de tiempos de inicio. As´ı, la variable de decisio´n binaria xij indica si la actividad i ∈ J es procesada
antes que la actividad j ∈ J (xij = 1) o no (xij = 0), es decir, xij = 1 implica que el tiempo de inicio
de la actividad j debe ser superior al tiempo de finalizacio´n de la actividad i. Por otro lado, la variable
de decisio´n Si representa el tiempo de inicio de la actividad i ∈ J . Finalmente, la variable de decisio´n fijk
denota el nu´mero de unidades del recurso k que son directamente transferidas de la actividad i (al final de su
procesamiento) a la actividad j (al principio de su procesamiento). Se define adema´s el para´metro r˜ik como:
r˜ik = rik ∀ i ∈ J \{1, n} y r˜1k = r˜nk = Rk, indicando que la actividad 1 es una fuente de recursos la actividad
n es un sumidero. Ejemplos de este tipo de formulaciones son precentados en Balas (1970), Alvarez-Valde´s &
Tamarit (1993) y Artigues et al. (2003). El siguiente modelo esta´ basado en los presentados por Kone´ et al.
(2011) y Artigues et al. (2003).
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mı´n Z = Sn (7)
xij + xji ≤ 1, ∀ i, j ∈ J, i < j (8)
Sj − Si ≥ pi −Mij +Mij · xij , ∀ i, j ∈ J (9)
fijk ≤ Rk · xij , ∀ i, j ∈ J, k ∈ K (10)∑
j∈J
fijk = r˜ik, ∀ i ∈ J, k ∈ K (11)∑
i∈J
fijk = r˜jk, ∀ j ∈ J, k ∈ K (12)
xij = 1, ∀ (i, j) ∈ H (13)
fijk ≥ 0, ∀ (i, j) ∈ J, k ∈ K (14)
S1 = 0 (15)
esi ≤ Si ≤ lsi, ∀ i ∈ J (16)
xij ∈ {0, 1}, ∀ i, j ∈ J (17)
En el modelo FCT, la ecuacio´n (7) representa la funcio´n objetivo. Las restricciones (8) indican que para
cada par de actividades (i, j), la actividad i inicia primero que j, o la actividad j inicia primero que i, o
ninguna de las dos inicia antes que la otra. Las ecuaciones (9) implican que si la actividad i inicia antes
que la actividad j, entonces el tiempo de inicio de la actividad j tiene que ser mayor que el tiempo de
inicio de la actividad i ma´s su tiempo de procesamiento. Mij es un valor constante adecuadamente grande.
En esta investigacio´n se usa Mij = lsn. Las restricciones (10) a (12) modelan el flujo de recursos de una
actividad a otra, mientras que las restricciones (13) representan las restricciones de precedencia. Finalmente,
las ecuaciones (14) a (17) limitan el dominio de las variables de decisio´n.
Modelo SEE
Kone´ et al. (2011) propone una formulacio´n basada en eventos denominada SEE (start/end event-based
formulation). Dicha formulacio´n esta´ basada en la formulacio´n propuesta por Zapata et al. (2008) para
la versio´n multimodal del problema (multimode resource constrained multiproject scheduling problem). El
te´rmino ‘evento’ corresponde a los tiempos de inicio o terminacio´n de las actividades. En este modelo las
variables de decisio´n binarias yie y y
′
ie indican si la actividad i ∈ J inicia y finaliza, respectivamente, en
el evento e ∈ E (yie = 1 y y′ie = 1), o no (yie = 0 y y′ie = 0). La variable de decisio´n te expresa el tiempo
en que ocurre el evento e ∈ E, y la variable de decisio´n aek expresa la cantidad de recursos de tipo k ∈ K
requeridos despue´s del evento e ∈ E. No´tese que un proyecto puede tener a lo sumo n + 1 eventos, por lo
tanto el conjunto de eventos E tiene n+ 1 elementos.
La siguiente es la formulacio´n propuesta en Kone´ et al. (2011).
mı´n Z = tn (18)
t0 = 0 (19)
te+1 ≥ te, ∀ e ∈ E \ {n} (20)
tf ≥ te + pi · yie − pi · (1− y′if ), ∀ e, f ∈ E, i ∈ J (21)∑
e∈E
yie = 1, ∀ i ∈ J (22)∑
e∈E











bik · yi0 = 0, ∀ k ∈ K (25)
aek − ae−1,k +
∑
i∈J
rik · (y′ie − yie) = 0, ∀ e ∈ E \ {0}, k ∈ K (26)






yiv ≤ 1, ∀ i ∈ J, e ∈ E (28)∑
f∈E
f · y′if −
∑
e∈E
e · yie ≥ 1, ∀ i ∈ J (29)
esi · yie ≤ te ≤ lsi · yie + lsn+1 · (1− yie), ∀ i ∈ J, e ∈ E (30)
(esi + pi) · y′ie ≤ te ≤ (lsi + pi) · y′ie + lsn+1 · (1− y′ie), ∀ i ∈ J, e ∈ E (31)
esn+1 ≤ tn (32)
yie, y
′
ie ∈ {0, 1}, ∀ i ∈ J, e ∈ E (33)
te ≥ 0, ∀ e ∈ E (34)
aek ≥ 0, ∀ e ∈ E, k ∈ K (35)
La ecuacio´n (18) reresenta la funcio´n objetivo. La ecuacio´n ((19)) fija el tiempo de inicio (primer evento)
en cero. Las restricciones (20) aseguran que el tiempo de ocurrencia de los eventos sea creciente. Las
ecuaciones (21) garantizan que el tiempo entre el inicio y el fin de una actividad sea igual a su duracio´n. Las
restricciones (22) y (23) garantizan que a cada actividad sea asignado un inicio y un fin, respectivamente.
Las restricciones de precedencia son representadas por las ecuaciones (24). Las restricciones (25) a (27)
expresan y limitan la cantidad de recursos requeridos despue´s de cada evento. Las ecuaciones (28) indican
que el evento de finalizacio´n de una actividad debe ser posterior al de su inicio, mientras que la restriccio´n
(29) expresa que la difirencia entre los ı´ndices de dichos eventos debe ser superior a 1. Las restricciones (30)
a (32) limitan los tiempos de inicio y finalizacio´n de cada evento de acuerdo a los tiempos de inicio ma´s
cercanos y de finalizacio´n ma´s lejanos de cada actividad. Finalmente, la ecuaciones (33) a (35) definen el
dominio de las variables de decisio´n.
Modelo OOE
Kone´ et al. (2011) proponen tambie´n el modelo OOE (on/off event-based formulation) basado en eventos.
En este modelo, la variable de decisio´n binaria zie indica si la actividad i ∈ J inicia o continua en ejecucio´n
en el evento e ∈ E (zie = 1), o no (zie = 0).
mı´n Z = tn (36)∑
e∈E
zie ≥ 1, ∀ i ∈ J (37)
tn ≥ te + (zie − zi,e−1) · pi, ∀ e ∈ E, i ∈ J (38)
t0 = 0 (39)
te+1 ≥ te, ∀ e ∈ E \ {n− 1} (40)
tf ≥ te + ((zie − zi,e−1)− (zif − zi,f−1)) · pi, ∀ e, f ∈ E, f > e, i ∈ J (41)
e−1∑
e′=0
zie′ ≤ e · (1− (zie − zi,e−1)), ∀ e ∈ E \ {0} (42)
n−1∑
e′=e





zje′ ≤ 1 + (1− zie) · e, ∀ e ∈ E, (i, j) ∈ P (44)
n−1∑
i=0
rik · zie ≤ Rk, ∀ e ∈ ψ, k ∈ K (45)
esi · zie ≤ te ≤ lsi · (zie − zi,e−1) + lsn · (1− (zie − zi,e−1)), ∀ i ∈ J, e ∈ E (46)
esn ≤ tn ≤ lsn, ∀ i ∈ J, e ∈ E (47)
zie ∈ {0, 1}, ∀ i ∈ J, e ∈ E (48)
te ≥ 0, ∀ e ∈ E (49)
La ecuacio´n (36) representa la funcio´n objetivo, minimizar el makespan. Las restricciones (37) aseguran
que cada actividad este en ejecucio´n despue´s de al menos un evento. Las restricciones (38) limitan el tiempo
de inicio del u´ltimo evento, el cua´l es equivalente al makespan. La restriccio´n (39) fija el tiempo del primer
evento al instante cero. Las ecuaciones (40) aseguran que el tiempo de inicio de los diferentes eventos sea no
decreciente. Las ecuaciones (41) relacionan las variables binarias (zie) y las continuas (te) y garantizan que
los eventos correspondan al inicio o fin de una actividad. Las ecuaciones (42) y (43), llamadas de contiguidad,
aseguran la ininterrupcio´n de las actividades. Las restricciones (44) describen cada relacio´n de precedencia
entre las actividades. Las restricciones de disponibilidad de recursos esta´n dadas por las ecuaciones (45).
Las restricciones (46) y (47) garantizan que el inicio de cada actividades se encuentre entre su tiempo de
inicio ma´s cercano y el ma´s lejano. Finalmente, las ecuaciones (48) y (49) definen el dominio de las variables
de decisio´n.
4.4. Estrategias para acelerar convergencia de me´todos exactos
En esta seccio´n se describen procedimientos desarrollados con el fin de utilizar las soluciones halladas con
los me´todos heur´ısticos para aumentar el nu´mero de instancias en las que se obtiene ra´pidamente soluciones
con los procedimientos exactos. Estos procedimientos se basan en el principio de que la informacio´n sobre
soluciones heur´ısticas deber´ıan ayudar a mejorar el desempen˜o de las formulaciones matema´ticas.
Se emplearon seis estrategias diferentes para combinar soluciones heur´ısticas con formulaciones
matema´ticas. Debido a sus diferentes caracter´ısticas, tres de ellas garantizan la obtencio´n de una solucio´n
o´ptima (cuando dicha solucio´n existe), mientras que las otras tres son consideradas como estrategias
heur´ısticas ya que pueden eliminar la solucio´n o´ptima al reducir la regio´n factible. A continuacio´n se describen
las estrategias utilizadas:
Usar ZH para calcular lsj. Esta estrategia consiste en utilizar la funcio´n objetivo de la solucio´n
heur´ıstica, ZH , como cota superior para calcular lsj para cada actividad j. Dicha estrategia garantiza
que la solucio´n obtenida es o´ptima.
Restringir la funcio´n objetivo. Esta estrategia consiste en an˜adir una restriccio´n al modelo
matema´tico indicando que la funcio´n objetivo debe ser menor o igual a ZH . Dicha estrategia tambie´n
garantiza que la solucio´n obtenida es o´ptima.
Solucio´n inicial. Algunos de los software (solvers) comerciales permiten iniciar el procedimiento de
solucio´n con una solucio´n inicial. Dicho procedimiento es utilizado considerando la solucio´n heur´ıstica
como solucio´n inicial del me´todo exacto. Dicha estrategia tambie´n garantiza que la solucio´n obtenida
es o´ptima.
Fijar variables. Esta estrategia consiste en utilizar el algoritmo constructivo basado en holguras para
fijar algunas variables en el modelo matema´tico. As´ı, dicho algoritmo indica algunas de las variables
que se deben fijar, y el modelo matema´tico optimiza sobre las variables de decisio´n restantes. Al
fijar algunas variables se puede estar eliminando la solucio´n o´ptima, por lo que este procedimiento se
considera heur´ıstico.
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Agregar relaciones de precedencia. De manera similar al procedimiento anterior, aqu´ı se agregan
restricciones de precedencia con el algoritmo constructivo basado en precedencias. Al igual que en el
procedimiento anterior, la solucio´n obtenida se considera heur´ıstica.
Reduccio´n de l´ımites para los tiempos de inicio (esj y lsj). Esta estrategia utiliza los
movimientos de bu´squeda local utilizados por el algoritmo VND para aproximar los menores y mayores
tiempos de inicio que puede tener cada una de las actividades.
En la seccio´n de resultados se comparan dichas estrategias utilizando una de las formulaciones
matema´ticas descritas anteriormente.
5. Experimentacio´n computacional
En esta seccio´n de describen los experimentos computacionales orientados a evaluar el desempen˜o de
las diferentes metodolog´ıas expuestas en las secciones anteriores.
Los algoritmos heur´ısticos esta´n desarrollados en MATLAB 2014, mientras que los modelos
matema´ticos son resueltos con el software IBM ILOG CPLEX Optimization Studio 12.6. Las instancias
de prueba fueron tomadas de la librer´ıa PSPLIB (Kolisch & Sprecher, 1997), disponible en internet
(http://www.om-db.wi.tum.de/psplib/). Las pruebas han sido ejecutadas en un computador con
procesador Intel Core i5, 3.10 GHz, 4GB de memoria RAM.
A continuacio´n, la Subseccio´n 5.1 se comparan los cuatro me´todos constructivos. En la Subseccio´n 5.2 se
discute el uso del me´todo Justificacio´n. El algoritmo VND es evaluado en la Subseccio´n 5.3. La Subseccio´n
5.4 compara el desempen˜o de la formulacio´n DT usando dos cotas superiores diferentes. En la Subseccio´n 5.5
se comparan los diferentes modelos matema´ticos presentados en la Seccio´n 4.3. Finalmente, la Subseccio´n
5.6 evalu´a las diferentes estrategias para combinar los me´todos heur´ısticos y los me´todos exactos.
5.1. Evaluacio´n de me´todos constructivos
A continuacio´n se presentan los resultados obtenidos con los cuatro me´todos constructivos utilizando
las (480) instancias de 32 actividades y 4 tipos de recursos disponibles en la librar´ıa PSPLIB (Kolisch &
Sprecher, 1997). Es importante resaltar que, para estas instancias, todas las soluciones o´ptimas son conocidas.
En la Tabla 1 se resumen los resultados obtenidos. La primera columna indica el tipo de resultado a
observar para cada me´todo. Las columnas C1, C2, C3 y C4 representan los resultados obtenidos con cada uno
de los cuatro me´todos constructivos. La u´ltima columna representa el mejor resultado obtenido considerando
la mejor solucio´n obtenida por los cuatro me´todos constructivos. Las filas Dopt = 0 %, 0 % < Dopt ≤ 5 %,
5 % < Dopt ≤ 10 %, 10 % < Dopt ≤ 20 % y Dopt > 20 % indican el nu´mero de instancias con desviacio´n con
respecto a la solucio´n o´ptima igual a cero, entre 0 % y 5 %, entre 5 % y 10 %, entre 10 % y 20 %, y mayor que
20 % respectivamente. La fila promedio presenta la desvacio´n promedio con respecto a la solucio´n o´ptima.
Finalmente, la columna Tiempo indica el tiempo de co´mputo en segundos.
Tabla 1: Comparacio´n me´todos de constructivos
C1 C2 C3 C4 Cmin
Dopt = 0 % 195 199 153 180 253
0 % < Dopt ≤ 5 % 47 36 56 43 58
5 % < Dopt ≤ 10 % 76 49 60 57 73
10 % < Dopt ≤ 20 % 110 98 104 106 76
Dopt >20 % 52 98 107 94 20
Promedio 7,86 % 9,84 % 11,59 % 10,05 % 4,77 %
Tiempo (s) 0,004 0,001 0,004 0,001 0,010
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Se puede observar que de los cuatro me´todos, el me´todo C2 es el que ma´s soluciones o´ptimas obtiene,
seguido por el me´todo C1. En promedio, las desviaciones obtenidas por el me´todo C1 son las menores entre
los cuatro me´todos. El tiempo de ejecucio´n de cada me´todo es inferior a 0,004 segundos. A pesar de la
aparente superioridad del me´todo C1, ejecutar los cuatro me´todos mejora significativamente los resultados
con un tiempo de ejecucio´n total de 0,01 segundos.
5.2. Evaluacio´n de la Justificacio´n
A continuacio´n se presentan los resultados obtenidos al aplicar el procedmiento de Justificaco´n a cada
uno de los los cuatro me´todos constructivos utilizando las (480) instancias de 32 actividades y 4 tipos de
recursos disponibles en la librar´ıa PSPLIB (Kolisch & Sprecher, 1997).
En la Tabla 2 se resumen los resultados obtenidos, utilizando los mismos indicadores utilizados en la
Tabla 1.
Tabla 2: Comparacio´n me´todos de justificacio´n
J1 J2 J3 J4 Jmin
Dopt = 0 % 260 229 260 236 308
0 % < Dopt ≤ 5 % 67 63 75 68 88
5 % < Dopt ≤ 10 % 66 67 67 67 52
10 % < Dopt ≤ 20 % 72 83 63 73 32
Dopt > 20 % 15 38 15 36 0
Promedio 4,24 % 5,97 % 4,06 % 5,52 % 2,24 %
Tiempo (s) 0,006 0,004 0,006 0,003 0,012
Es importante notar que, aunque el me´todo constructivo C3 es el que menos soluciones o´ptimas
obtiene y el que presenta la mayor desviacio´n promedio respecto a las soluciones o´ptimas, al aplicar el
me´todo de Justificacio´n (J3) se obtienen mejores soluciones que con los otros me´todos constructivos y sus
combinaciones con la Justificacio´n. Adema´s, todos los me´todos son ejecutados en menos de 0,006 segundos.
Es importante mencionar que dichos tiempos incluyen el tiempo necesario para obtener las soluciones
iniciales con los me´todos constructivos.
Al combinar todos los me´todos constructivos y aplicar a cada uno el me´todo de Justificacio´n se obtiene
una desviacio´n promedio de 2,24 % con respecto a las soluciones o´ptimas en un tiempo de ejecucio´n
promedio de 0,012 segundos. Adicionalmente, todas las soluciones obtenidas se encuentran a una desviacio´n
con respecto a la solucio´n o´ptima inferior o igual al 20 %.
Al utilizar el me´todo de Justificacio´n sobre los cuatro me´todos constructivos, la calidad de la solucio´n
mejora en un 53 % mientras que el tiempo de ejecucio´n solo aumenta el 20 %.
5.3. Evaluacio´n del VND
En esta seccio´n se presentan los resultados del algoritmo VND utilizando como solucio´n inicial la mejor
solucio´n obtenida con los 8 me´todos anteriores: me´todos constructivos y justificacio´n.
El algoritmo VND propuesto utiliza 4 estructuras de vecindarios: a.) Insercio´n hacia adelante, b.)
Insercio´n hacia atra´s, c.) Intercambio, y d.) Insercio´n General. El orden de de ejecucio´n de los vecindarios
se ha fijado de acuerdo a su complejidad computacional (teo´rica) y a su eficiencia en la pra´ctica.
En la Tabla 3 se resumen los resultados obtenidos. La columna SI representa los resultados con la
solucio´n inicial, es decir, los mejores resultados en la Tabla 2. La columna V1 indica los resultados obtenidos
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al aplicar el vecindario 1, la columan V2 inidica los resultados obtenidos al aplicar los vecindarios 1 y 2, y
la columan V3 inidica los resultados obtenidos al aplicar los vecindarios 1, 2 y 3. Las siguientes columnas
indican los resultados obtenidos a aplicar los resultados 1, 2, 3 y 4, donde el vecindario 4 tiene como l´ımite
h posiciones entre el punto de origen y el punto de insercio´n de las actividades. En los tests, el para´metro
h var´ıa entre los siguientes valores: h ∈ {3, 5, 10, n}. No´tese que, de acuerdo con la estrategia del VND, la
calidad de la solucio´n nunca empeora al agregar nuevos vecindarios o al aumentar el valor de h.
Tabla 3: Evaluacio´n del desempen˜o del algoritmo VND
SI V1 V2 V3 V4h3 V4h5 V4h10 V4hn
Dopt(0 %) 308 319 330 331 348 358 367 373
Dopt(≤5 %) 88 106 111 111 106 102 95 92
Dopt(≤10 %) 52 42 32 32 24 18 16 14
Dopt(≤20 %) 32 13 7 6 2 2 2 1
Dopt(>20 %) 0 0 0 0 0 0 0
Promedio 2,24 % 1,55 % 1,30 % 1,26 % 0,96 % 0,85 % 0,76 % 0,68 %
Tiempo (s) 0,012 0,031 0,042 0,046 0,387 0,747 1,292 1,629
De manera general, cada vez que se aplica un nuevo vecindario, los resultados en te´rminos de
nu´mero de soluciones o´ptimas y desviacio´n promedio con respecto a la solucio´n o´ptima son mejoradas. De
la misma manera, cada vez que se agrega un vecindario, el tiempo promedio aumenta de manera significativa.
Al usar los primeros tres vecindarios, el tiempo de ejecucio´n aumenta 158 %, 35 % y 9 %, respectivamente.
Cuando se usa el vecindario 4 el tiempo de ejecucio´n presenta un aumento superior a 740 %, incluso con
h = 3.
5.4. Comparacio´n de modelos matema´ticos usando diferentes cotas superiores
En esta seccio´n se usa el modelo DT para comparar su desempen˜o cuando se emplea un me´todo
heur´ıstico para obtener informacio´n preliminar.
As´ı, se pueden obtener valores apropiados para los tiempos de inicio ma´s cercanos de una actividad i,
esi, teniendo en cuenta las relaciones de precedencia utilizando la Ecuacio´n (50).
ESj = ma´x
i∈J
{(ESi + pi) · Pij}, ∀ j ∈ J (50)
Para calcular los tiempo de inicio ma´s lejanos hace falta conocer una cota superior UB, de manera que
el tiempo de inicio ma´s lejano de la u´ltima actividad sea igual a dicho valor (LSn = UB). As´ı, conocer
una buena cota superior podr´ıa ayudar a acotar dichos tiempos de inicio ma´s lejanos, los cuales se calculan
utilizando la Ecuacio´n (51).
LSi = mı´n
j∈J
{LSj + UB · (1− Pij))} − pi, ∀ i ∈ J (51)
A continuacio´n se presentan los resultados para dos valores diferentes de dichas cotas superiores. En el
primer caso se calcula dicha cota como la suma de las duraciones de todas las actividades (Ecuacio´n 52),
mientas que en el segundo caso se utilizan las soluciones halladas con los me´todos heur´ısticos como cota






La Tabla 4 resume los resultados obtenidos. En la columna DT1 se presentan los resultados con la primera
cota superior, mientras que la columna DT2 presenta los resultados con la segunda. Las dos primeras filas
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indican el nu´mero de instancias en las cuales el solucionador CPLEX garantiza la solucio´n o´ptima y aquellas
en las que no garantiza dicha solucio´n. Las filas 3 a 7 indican el nu´mero de soluciones con desviacio´n
porcentual con respecto a la solucio´n o´ptima igual a cero, menor o igual a 5 %, 10 %, 20 % y superior al
20 %. La fila 8 (Sin solucio´n) indica el nu´mero de instancias en la que no se obtuvo una solucio´n factible
con el modelo matema´tico. La fila 9 (Promedio) indica la desviacio´n promedio con respecto a la solucio´n
o´ptima. Finalmente, la fila 10 (Tiempo) indica en tiempo promedio requerido para hallar dichas soluciones.
Tabla 4: Comparacio´n del desempen˜o del modelo DT con diferentes cotas superiores
DT1 DT2
O´ptimos 426 436
No O´ptimos 54 44
Dopt(0 %) 430 443
Dopt(≤5 %) 15 32
Dopt(≤10 %) 26 5
Dopt(≤20 %) 8 0
Dopt(>20 %) 0 0
Sin solucio´n 1 24
Promedio 0,69 % 0,24 %
Tiempo (s) 920,06 785,16
Los resultados anteriores indican que el uso de las soluciones obtenidas con los algoritmos heur´ısticos
para calcular los tiempos de inicio cercanos y lejanos (Modelo DT2) permiten obtener 10 soluciones o´ptimas
ma´s con garant´ıa de optimalidad.
Por otro lado, se obtienen 13 soluciones ma´s con desviacio´n igual a 0 %. Adema´s, todas las instancias
tienen una desviacio´n inferior al 10 %. El tiempo de co´mputo promedio tambie´n se reduce en 134,9 segundos.
Aunque el modelo DT2 obtiene menos soluciones factibles que el modelo DT1, el uso del algoritmo
heur´ıstico en la segunda estrategia permite tener como respuesta una solucio´n factible.
Los valores obtenidos de esj y lsj en esta subseccio´n son utilizados en las siguientes con todos los modelos
matema´ticos.
5.5. Comparacio´n de todos los modelos matema´ticos
En esta seccio´n se comparan los 5 modelos matema´ticos presentados en la Seccio´n 4.3. En todos los
modelos matema´ticos se usa la informacio´n de los algoritmos heur´ısticos para calcular los tiempos de inicio
cercanos y lejanos. La Tabla 5 resumen los resultados de los 5 modelos utilizando los mismos indicadores
que en la Tabla 4.
Los resultados en esta tabla indican que los modelos DT y DTT tienen un desempen˜o superior a los
otros tres, tanto en nu´mero de soluciones o´ptima obtenidas, desviacio´n promedio con respecto a la solucio´n
o´ptima y tiempo de co´mputo. Para la combinacio´n de los me´todos exactos con las soluciones heur´ısticas en
las siguientes secciones se utiliza el modelo DTT, ya que obtiene ma´s soluciones factibles que el modelo DT
y es el que registra el menor tiempo de co´mputo.
5.6. Combinacio´n de heur´ısticos con modelos matema´ticos
En esta seccio´n se evalu´an cuatro estrategias para combinar la informacio´n de las soluciones heur´ısticas
con los modelos matema´ticos. Dichas estrategias se dividen en dos tipos, aquellas que garantizan la
obtencio´n de soluciones o´ptimas y aquellas que sacrifican la optimalidad de la solucio´n.
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Tabla 5: Comparacio´n del desempen˜o de todos los modelos matema´ticos
DT DTT FCT SEE OOE
O´ptimos 436 436 373 203 211
No O´ptimos 44 44 107 277 269
Dopt(0 %) 443 445 421 353 367
Dopt(≤5 %) 32 28 43 105 96
Dopt(≤10 %) 5 7 15 20 17
Dopt(≤20 %) 0 0 1 2 0
Dopt(>20 %) 0 0 0 0 0
Sin solucio´n 24 23 64 222 144
Promedio 0,24 % 0,26 % 0,46 % 0,88 % 0,74 %
Tiempo (s) 785,16 745,81 1 704,64 4 313,30 4 084,30
La Tabla 6 presenta los resultados de las estrategias o´ptimas. Dicha tabla utiliza los mismos criterios que
la Tabla 5. La columna DTT corresponde con los resultados obtenidos con el modelo matema´tico presentados
en la Tabla 5. La columna HE1 (Hı´brido Exacto 1) presenta los resultados para la estrategia consistente en
restringir el valor de la funcio´n objetivo de manera que sea inferior o igual al valor de la funcio´n objetivo
obtenido por los algoritmos heur´ısticos. La columna HE2 (Hı´brido Exacto 2) indica los resultados cuando
se introduce una solucio´n inicial al modelo matema´tico.
Tabla 6: Comparacio´n del desempen˜o de me´todos h´ıbridos exactos
DTT HE1 HE2
O´ptimos 436 463 464
No O´ptimos 44 17 16
Dopt(0 %) 445 466 467
Dopt(≤5 %) 28 11 10
Dopt(≤10 %) 7 3 2
Dopt(≤20 %) 0 0 1
Dopt(>20 %) 0 0 0
Sin solucio´n 23 0 0
Promedio 0,26 % 0,10 % 0,11 %
Tiempo (s) 745,81 434,32 427,00
Los resultados en esta tabla muestran que ambos me´todos mejoran significativamente los resultados
obtenidos por el modelo DTT. Sin embargo no se encuentran diferencias significativas entre ambos me´todos
h´ıbridos.
La Tabla 7 presenta los resultados para los me´todos h´ıbridos heur´ısticos. En dicha tabla los resultados
HH1 corresponden al me´todo en el cual se fijan los tiempos de inicio de algunas variables para disminuir el
taman˜o de la regio´n factible; entre pare´ntesis se indica el nu´mero de variables fijas en cada caso. Aqu´ı se usa
el me´todo C1 para fijar la mitad de las variables de decisio´n y el me´todo C3 (con el grafo invertido) para
fijar la otra mitad de las variables. Similarmente, en el me´todo HH2 se an˜ade la mitad de las relaciones de
precedencia ficticias con el me´todo C2 y la otra mitad con el me´todo C4. El me´todo HH3 limita el intervalo en
que puede variar el tiempo de inicio de una actividad a los intervalos hallados durante el procedimiento VND.
Los resultados muestran que aunque los tiempos de co´mputo se disminuyen considerablemente,
la calidad es inferior (desviaciones mayores) a la obtenida con el procedimiento VND. Como era de
esperarse, aumentar el nu´mero de variables fijas o el nu´mero de relaciones de precedencia an˜adidas impacta
positivamente el tiempo de co´mputo, pero disminuyendo la calidad promedio de las soluciones.
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Tabla 7: Comparacio´n del desempen˜o de me´todos h´ıbridos heur´ısticos
DTT HH1(6) HH1(10) HH2(6) HH2(10) HH3
Dopt(0 %) 445 404 371 375 361 363
Dopt(≤5 %) 28 68 90 94 102 101
Dopt(≤10 %) 7 7 17 10 16 14
Dopt(≤20 %) 0 1 2 1 1 2
Dopt(>20 %) 0 0 0 0 0 0
Sin solucio´n 23 0 0 0 0 0
Promedio 0,26 % 0,45 % 0,74 % 0,62 % 0,76 % 0,76 %
Tiempo promedio (s) 745,81 176,46 29,74 323,65 284,81 16,80
Tiempo ma´ximo (s) 7 200,00 7 200,00 2 244,24 7 200,00 801,04 7 200,00
A pesar de que en algunos casos el tiempo de co´mputo promedio es relativamente bajo (ver por ejemplo
HH3 y HH1(10)), el tiempo de ejecucio´n ma´ximo continu´a siendo el l´ımite de 2 horas impuesto al modelo
matema´tico. Lo anterior es una muestra de que los me´todos resultantes no son robustos.
6. Conclusiones
En este art´ıculo se presentan te´cnicas de solucio´n, tanto exactas como heur´ısticas, para resolver el
problema de programacio´n de proyectos con recursos limitados (RCPSP). En cuanto a los me´todos exactos,
se comprar cinco formulaciones diferentes, lo cual permite identificar el modelo DTT como el ma´s eficiente
de los cinco. El me´todo heur´ıstico utilizado combina estrategias constructivas, justificacio´n y VND, el cual
permite obtener buenas soluciones en tiempos de co´mputos muy bajos.
El aporte principal de este trabajo consiste en combinar las estrategias anteriores para mejorar algunas
de las falencias de cada una: reducir el tiempo de co´mputo de los me´todos exactos y mejorar la calidad de las
soluciones halladas por lo me´todos heur´ısticos. Dichas estrategias son clasificadas entre estrategias exactas
y heur´ısticas. Las estrategias exactas resultados exitosas en cuanto permiten hallar mejores soluciones en
promedio, con tiempos de co´mputo tambie´n inferiores. Sin embargo, las estrategias heur´ısticas, si bien
presentan algunas buenas propiedades, no mejorar las soluciones halladas por el me´todos heur´ıstico inicial.
Como trabajo futuro, se propone aplicar estrategia similares a otros problemas combinatorios como Flow
Shop Scheduling y Job Shop Scheduling. Otra fuente de investigacio´n consiste en clasificar las diferentes
instancias de acuerdo a su complejidad y evaluar la efectividad de diferentes estrategias de acuerdo a dicha
clasificacio´n.
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