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NEW TEST VECTOR FOR WALDSPURGER’S PERIOD INTEGRAL
YUEKE HU AND PAUL D. NELSON
Abstract. In this paper we give quantitative local test vectors for Waldspurger’s period integral
(i.e., a toric period on GL2) in new cases with joint ramification. The construction involves minimal
vectors, rather than newforms and their variants. Such vectors have better properties than standard
newforms in terms of their Whittaker functions and matrix coefficients, and were used in authors’
previous work to study the sup norm problem and the relation between subconvexity and QUE
problems. This paper gives a uniform treatment for the matrix algebra and division algebra cases
under mild assumption, and establishes an explicit relation between the size of the local integral and
the finite conductorC(π × πχ−1 ).
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1
1. Introduction
This paper provides quantitative test vectors for the following local integral of Waldspurger’s
period integral for the cases untouched in the previous literatures:
(1.1) I(ϕB, χ) =
∫
F×\E×
ΦϕB(t)χ
−1(t)dt.
Here F is a p−adic field with odd residue field characteristic and E = F(
√
D) is a quadratic algebra
over F, embedded into a quaternion algebra B. ΦϕB is the matrix coefficient associated to ϕ
B ∈ πB,
where πB is the image of a representation π of GL2 under Jacquet-Langlands correspondence. χ is
a character over E such that wπ = χ|F× . By a proper twist on both π and χ, we can assume that π is
minimal, i.e., its level satisfies c(π) ≤ c(π ⊗ ν) for any character ν of F×.
Explicit knowledge of the test vector and resulting size of the local integral is very useful for
applications. In some recent development for example, it has been used for the study of mass
equidistribution in [8], moments and subconvexity bound of L-functions in [4] and [18], as well as
congruent number and cube sum problems in [16] and [3]. The basic goal of this paper is to provide
a more complete study of test vectors and local integrals compared to the previously known cases,
which the future applications can directly make use of.
The new input for this problem is the compact induction theory for supercuspidal representa-
tions, and we choose so-called minimal vectors as test vectors, which naturally arise from this
theory and can be identified as eigenvector for certain character on a large compact open subgroup.
Such test vectors, and especially their matrix coefficients, have nice properties which have a simple
interpretation in terms of Lie algebra, whose applications to period integrals and analytic number
theory problems had not been fully exploited. When the nonzero contribution to the local integral
is from the Lie algebra range, we give a uniform construction of test vectors and compute the size
of the local integral. The proof does not directly rely on Tunnell-Saito’s ǫ-value test, and provides
alternative perspective or reflection for that test. When the nonzero contribution comes from the
whole torus, then π and πχ−1 must be completely related, and the choice of minimal vector is even
simpler.
As a byproduct or direct application, one can conveniently work out the relation between the
standard newforms and minimal vectors, and use representation-theoretical approach to evaluate
the local integral also for newforms. This strategy is carried out in [10] and applied to study the
3-part full BSD conjecture there.
The method applies similarly to the case of principal series representation, and hopefully also
to a broader class of groups. It is a natural p-adic analogue and extension of some of the local
calculations at the real place in [13]. In that paper, the Kirillov trace formula is the main tool and
one has to stay away from the conductor dropping range. In this paper we make direct use of
minimal vectors, which enables us to deal with the whole conductor dropping range.
1.1. A brief history of test vectors forWaldspurger’s period integral. The study of test vectors
when there are ramifications was initiated in [5]. It assumes disjoint ramifications, and describes a
test vector in terms of invariance by proper compact subgroups. For example when the level of the
representation is c(π) = 4n, E is inert and χ is unramified, the Gross-Prasad test vector is defined
to be the unique vector invariant by
(1.2) KE(2n) = E
×(1 +̟2nM2(OF)).
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The work in [4] gives test vectors in more general situations on GL2 side. In particular it solves
the case when E is split. When E is a quadratic field extension, it gives test vector for the range
c(χ) ≥ c(π). The test vectors used are essentially newforms (diagonal translates of newforms),
which can be explicitly given in the Kirillov model and also described by invariance under proper
compact subgroups (precisely, conjugates of standard congruence subgroups by a diagonal matrix).
Their method should be directly applicable to a larger range when c(πχ−1) > c(π), where πχ−1 is the
representation of GL2 associated to χ via the theta correspondence or Langlands correspondence.
In the arXiv version [8] the first author gives a partial study of test vectors when c(πχ−1) ≤ c(π).
When π is a supercuspidal representation, it was found that newforms will fail in certain situations,
and one has to make use of twisted newforms (i.e., vectors associated to newforms of twisted
representations). Explicit evaluation for the local integral is very complicated and was only done
in easier situation when c(π) is much larger than c(πχ−1). [8] also solves the case when π is a
principal series using twisted newforms.
Another issue is that [4] and [8] heavily rely on newforms, which is not available on the division
algebra side. The only case previously known on the division algebra side is from [5], with disjoint
ramifications.
Of course one can assume that Tunnell-Saito’s ǫ−value test passes and take the test vector to be
the eigenvector for χ on E×, then the local integral is simply the volume of the torus. Such test
vectors (and Gross-Prasad test vector as well) have not be given explicitly in the Kirillov model,
and provide no additional information on the local period integral for newforms, which is required
for some applications. Our goal is to construct test vectors without appealing to Tunnell-Saito’s
ǫ−value test, which can be described explicitly in the Kirillov model and can help us understand
local period integral for a broader class of test vectors including newforms.
1.2. Alternative choice of test vector. In [9] a different type of test vectors from supercuspidal
representations is used to study the sup-norm problem and the equivalence between QUE and
subconvexity. Such test vectors exhibit particularly nice properties for its Whittaker functional
and matrix coefficient. The case c(π) = 4n is considered in [9], where π is constructed from a
character θ over another inert quadratic field extension L. More explicitly π is compactly induced
from a character θ˜ of a neighbourhood J of L× (J = L×(1 + ̟nM2(OF)) for example for suitable
embedding of L), where θ˜ is an extension of θ to J. Naturally there exists an element ϕθ such that
J acts on it by the character θ˜, and it can be identified intrinsically in this way.
It is the analogue of lowest weight vector from discrete series representation, on which the
compact subgroup SO(2,R) acts by a character. It is referred to as minimal vector in [9]. The
explicit description of its Whittaker functional is the key ingredient used in [9] to get upper and
lower bounds of the sup norm of the global modular form. Another interesting and important
feature is that its associated matrix coefficient is multiplicative on the support. Further more if we
consider a single translate of this element π(k)ϕθ, the new matrix coefficient is a conjugate of the
old one and is still multiplicative on support.
In this paper we work with similar test vectors for the remaining supercuspidal representations
for GL2 or D
×. Using the language of [1], a cuspidal type is a triple (A, J,Λ) where A is a chain
order, J is a compact (always understood as mod center) open subgroup, and Λ is an irreducible
representation of J of dimension 1, q − 1 or q. A cuspidal type always contains a simple character
θ˜ of H1, with the property that g ∈ G intertwines θ˜ iff g ∈ J. In particular Λ|H1 is a multiple of θ˜.
The cuspidal type (A, J,Λ) is associated to π if π ≃ c − IndGJ Λ. Then an element ϕ ∈ π is called a
minimal vector if it is an eigenvector for the simple character (H1, θ˜) contained in a cuspidal type
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(A, J,Λ) associated to π. See Section 3 for exact definitions and more details. The minimal vectors
are also given in the Kirillov model in Appendix A.3 using an explicit intertwining operator.
Remark 1.1. (1) Note that the dimension of minimal vectors for a given cuspidal type is the
same as dimΛ. One can however require stronger equivariance property to uniquely iden-
tify a particular basis for the minimal vectors in the case dimΛ > 1. See Definition 3.13
for two ways to do this.
(2) Any single translate π(g)ϕ for a minimal vector ϕ is a minimal vector for a conjugated
cuspidal type associated to π, and all minimal vectors arise in this way since by [1] all
cuspidal types associated to π are conjugate to each other.
(3) The matrix coefficient of a minimal vector, as given in Corollary 3.15, is supported only
on J and almost multiplicative on the support. In particular with a basis identified by
Definition 3.13, minimal vectors for all cuspidal types associated to π form an orthonormal
basis for π.
(4) For comparison, let ϕnew be the standard newform for π. On one hand ϕnew is invariant
by K0(p
c(π)) whose volume≍ 1
qc(π)
. The compact subgroup defining the Gross-Prasad test
vector in (1.2) has similar volume. On the other hand for minimal vectors from the same
representation, we have Vol(H1) ≍ 1
qc(π)/2
. From this perspective, we lose the invariance
property by allowing a character, and what we gain is that a much larger compact subgroup
behaves well on the test vector.
Note that minimal vectors with similar properties exist in greater generality according to [2]
[15]. In a recent work [7] by the first author, a sub-local sup norm bound was obtained for minimal
vectors on PGLn, which is a direct generalisation of [9].
1.3. Main results. Considering the previous works, we shall search for test vector of Wald-
spurger’s period integral when π is supercuspidal, c(π) ≥ c(πχ−1) and E is a field extension. But
our main results in Proposition 4.2, 4.9 also directly apply to the case 2 < c(π) < c(πχ−1) and/or E
splits.
Unlike the cases c(π) < c(πχ−1) considered before, in our setting the local integral may be nonva-
nishing on the matrix algebra side or the division algebra side according to Tunnell-Saito’s ǫ−value
test [17] [14], which can be tricky to compute. A particular interesting challenge solved in this pa-
per is to give a uniform way to find test vectors whose local integral can automatically reflect the
ǫ−value test.
In stead of newforms, the nice properties of the minimal vectors discussed in Remark 1.1 mo-
tivate us to use them as test vectors. The minimal vectors exist also on the division algebra side,
allowing uniform treatment as in the matrix algebra case. In fact as minimal vectors exist for gen-
eral supercuspidal representations of classical groups, one can get a necessary condition for the
local period integral to be nonzero using stationary phase analysis. The main goal of this paper is
to also get sufficient condition for the non-vanishing of the local integral, using a method which
hopefully can be applied in more general settings.
A simple observation in the case c(π) = 4n is that, as the matrix coefficients Φ of the minimal
vectors are multiplicative on its support , then Φχ−1 must be constant 1 on the common support for
the local integral to be nontrivial. In general the matrix coefficient for minimal vectors may not be
completely multiplicative on the support, but we still get the following main theorem.
Theorem 1.2. Suppose that p is large enough. Let π be a supercuspidal representation of GL2
with central character wπ, and π
B be the associated supercuspidal representation for a quaternion
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algebra B under Jacquet-Langlands correspondence. (We allow B× = GL2 and πB = π.) Let E be
a quadratic extension over F embedded into B and χ be a character over E such that wπ = χ|F× ,
c(πχ−1) ≤ c(π). Then there exists a nontrivial test vector for (local) Waldspurger’s period integral,
if and only if there exists a minimal vector ϕB such that
(1.3) ΦϕBχ
−1 = 1 on Supp ΦϕB ∩ E×.
Moreover if l is an integer such that C(π × πχ−1) = qc(π)+l, then
(1.4) max
minimal vector ϕ′∈πB
{I(ϕ′, χ)} ≍ I(ϕB, χ) = Vol(Supp ΦϕB ∩ E×) ≍
1
ql/4
≍
(
C(π × π¯)
C(π × πχ−1)
)1/4
.
Remark 1.3. (1) Here the implied constant can be a bounded power of q. But the precise
dependence on q is also given for different cases in the proof of Proposition 4.9, or in the
appendix.
(2) In the case dimΛ = 1, for any minimal vector ϕ′ we actually have either I(ϕ′, χ) = 0
or I(ϕ′, χ) = I(ϕB, χ). When dimΛ > 1, our proof makes use of the particular basis
for minimal vectors as in Definition 3.13. Writing a general minimal vector as a linear
combination of these basis, one can then easily obtain the part
max
minimal vector ϕ′∈πB
{I(ϕ′, χ)} ≍ I(ϕB, χ).
The direct and intuitive approach to this theorem is to parametrise the family of minimal vectors,
carefully identify the common support Supp ΦϕB∩E× for them and check whetherΦχ−1 = 1 on the
common support. When Supp ΦϕB∩E× = E×, E× must acts on the minimal vector exactly by χ, and
this occurs only if θ and χ are defined over the same quadratic extension and c(θχ−1) or c(θχ−1) ≤ 1.
One can easily find test vectors from the construction of Λ in this case. When Supp ΦϕB ∩E× ( E×
we leave the linearisation of characters (i.e. Lemma 2.1 (1) ) to a later step, and one can actually
just assume that p , 2. This method gives the test vector explicitly in all cases, and one can also
count the number of test vectors within a family giving non-vanishing local integrals, which can
be useful in understanding the local integral for newforms. This is the approach we originally
take, but it relies on explicit coordinates, requires more case-by-case checking, and seems not soft
enough to generalise to higher rank groups. We shall use this method to prove Theorem A.1 in the
appendix, which is a variant of Theorem 1.2 above under more restrictive setting but assumes only
p , 2.
The main approach we used in this paper makes use of the Lie algebra and linearisation (i.e.
Lemma 2.1 (2)) for all datum. We shall assume that the nonzero contribution is coming from
Lie algebra range. See Definition 3.22 for more precise meaning. Then the character θ˜ used to
determine the minimal vector can be identified with an element αθ in the dual Lie algebra, which
is associated to θ by Lemma 2.1(2) and embedded into B. Let Oπ = {g−1αθg} be the coadjoint
orbit associated to π. The main trick is to represent the characteristic function of the support of the
matrix coefficient in a proper neighbourhood as an integral over a ball in the coadjoint orbit of αθ
as in Lemma 3.25, 3.28, which are essentially special cases of the Kirillov type trace formula near
origin in Proposition 3.24. Then one can completely avoid the discussion about Supp Φϕ∩E×. The
local period integral now amounts to, as in Proposition 4.2, computing the volume of elements in
the ball in the coadjoint orbit which projects to αχ, where αχ is the element in the dual Lie algebra
associated to χ. This approach is significantly simpler, although involves at present a stronger
assumption on p. In particular we get that
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Theorem 1.4. Suppose that the nonzero contribution to the local integral comes from Lie algebra
range. Then there exists a nontrivial test vector for the local Waldspurger’s period integral, if and
only if there exists an element α in the coadjoint orbit Oπ of αθ such that
(1.5) α ∈ αχ + h†0.
In that case we have as in the previous version
(1.6) max
minimal vector ϕ′∈πB
{I(ϕ′, χ)} ≍ I(ϕB, χ) = Vol(Supp ΦϕB ∩ E×) ≍
1
ql/4
.
Here h0 is the Lie algebra for E and h
†
0
is the dual lattice for h as in Definition 2.2, and the
condition amounts to that α projects to αχ on h.
Remark 1.5. When p is large enough, we show in Lemma 4.1 that either Supp ΦϕB ∩ E× = E× in
which case we can do similarly as above, or Supp ΦϕB ∩E× will be automatically in the Lie algebra
range. Thus Theorem 1.2 follows easily from Theorem 1.4. When p , 2 is small, it is possible
that Supp ΦϕB ∩E× is neither the whole torus nor within Lie algebra range, and one need to use the
method in the appendix to cover this case.
Remark 1.6. (1.5) encodes a lot of information regarding the relation between π and χ. We show in
Proposition 4.3 that (1.5) has solution at exactly one side of the matrix algebra or division algebra.
Assuming multiplicity one, this is equivalent to the dichotomy that
(1.7) dimHomE×(π, χ) + dimHomE×(π
B, χ) = 1.
Furthermore, whether Φχ−1 = 1 on Supp ΦϕB ∩ E× is possible, or whether there exists α in the
coadjoint orbit Oπ satisfying (1.5) are both equivalent to whether certain quadratic equation has
solutions after proper parametrisation, which in turn is equivalent to Tunnell-Saito’s ǫ−value test,
providing a geometric interpretation of the test.
1.4. Organisation of the paper and acknowledgement. The paper will be organised as follows.
Section 2 will introduce basic notations and review Tunnell-Saito’s theorem. In Section 3 we sum-
marise the compact induction theory and the properties of the minimal vectors. We also introduce
the Lie algebra language and represent the trace character and the matrix coefficients for minimal
vectors as integrals on coadjoint orbit. In Section 4 we present the main uniform method making
use of the Lie algebra language when p large enough, discussing the dichotomy and Tunnell-Saito’s
ǫ−value test along the way.
The appendix contains authors’ original approach without using Lie algebra language except
Lemma 2.1 (1). In Appendix A we use a particular embedding of L, and givemore details on matrix
coefficient for compact induction, Kirillov model for minimal vectors, local Langlands/Jacquet-
Langlands correspondence and explict Tunnell-Saito’s ǫ−value test. In Appendix B we prove the
variant Theorem A.1 on the GL2 side case by case under slightly stronger conditions for p , 2.
We identify the common support and also check that whether the resulting quadratic equation has
solutions is equivalent to Tunnell-Saito’s ǫ−value test. The integral itself is then simply the volume
of the common support, consistent with the computations in Section 4.
The authors are supported by SNF-169247. Part of this work was completed while the authors
were in residence at the Mathematical Sciences Research Institute in Spring 2017 under National
Science Foundation Grant No. DMS-1440140. The first author also thanks Tonghai Yang for
encouragement.
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2. Notations and preliminary results
For a real number a, let ⌊a⌋ ≤ a be the largest possible integer, and ⌈a⌉ ≥ a be the smallest
possible integer.
Let F be a p-adic field with residue field of order q, uniformizer ̟ = ̟F, ring of integers OF
and p-adic valuation v = vF. Let p be the characteristic of the residue field. Let ψ be an additive
character of F. Assume that p , 2. For n ≥ 1, let UF(n) = 1 + ̟nFOF. Let π be a supercuspidal
representation over F with central character wπ.
Let L be a quadratic extension over F. Let eL = e(L/F) be the ramification index. Let ̟L be a
uniformizer for L and vL be the valuation on L. When L is unramified we shall identify ̟L with
̟F. Otherwise we suppose that ̟
2
L
= ̟F. Let x 7→ x be the unique nontrivial involution of L/F.
Let ψL = ψ ◦ TrL/F. One can make similar definitions for a possibly different quadratic extension
E. Note that we shall assume that ̟2
E
= ξ̟F for ξ ∈ O×F − (O×F)2 if E and L are both ramified and
distinct.
For χ a multiplicative character on F×, let c(χ) be the smallest integer such that χ is trivial on
1 + ̟
c(χ)
F
OF. Similarly c(ψ) is the smallest integer such that ψ is trivial on ̟
c(ψ)
F
OF. Usually ψ is
chosen to be unramified, or equivalently, c(ψ) = 0. Then c(ψL) = −eL + 1. Let c(π) be the power
of the conductor of π.
Lemma 2.1. Suppose p , 2. For a multiplicative character ν over F with c(ν) ≥ 2, there exists
αν ∈ F× with vF(αν) = −c(ν) + c(ψF) such that:
(1)
(2.1) ν(1 + u) = ψF(ανu) for u ∈ ̟⌈c(ν)/2⌉F OF,
(2.2) ν(1 + u) = ψF(αν(u −
u2
2
)) for u ∈ ̟⌊c(ν)/2⌋
F
OF.
(2) Suppose that p or i > 0 is large enough. Then for u ∈ ̟i
F
OF
ν(1 + u) = ψF(αν log(1 + u))
where log(1 + u) is the standard Taylor expansion for logarithm
log(1 + u) = u − u
2
2
+
u3
3
+ · · · .
Thus for a multiplicative character θ overLwe can associate a similar element αθ ∈ ̟−c(θ)−eL+1L O×L.
Let B be a quaternion algebra, either the matrix algebra or the division algebra. In the latter case
we shall also denote it by D. Let Tr, Nm be the standard trace and norm on B. Let G = B×.
Definition 2.2. For x, y ∈ B, denote < x, y >= Tr(xy). For any OF-lattice A of B, denote the dual
lattice
A† = {x ∈ B, ψ(< x, a >) = 1∀a ∈ A}.
In the case E ⊂ B is a vector subspace, denote E⊥ instead of E† for the dual of E.
Definition 2.3. For i = 1, 2 let Hi be compact open subgroups of G and ρi be irreducible represen-
tations of Hi. We say g ∈ G intertwines ρ1 with ρ2 if
HomH1∩Hg2 (ρ1, ρ
g
2
) , 0.
Here H
g
2
= g−1H2g and ρ
g
2
is the representation of H
g
2
given by ρ
g
2
(g−1hg) = ρ2(h). In the case
H1 = H2 = H and ρ1 = ρ2 = ρ, we simply say g intertwines ρ.
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We also recall Tunnell-Saito’s ǫ value test.
Theorem 2.4 ([17] [14]). Suppose that wπ = χ|F× . The space HomE×(πB ⊗ χ−1,C) is at most
one-dimensional. It is nonzero if and only if
(2.3) ǫ(πE × χ−1) = χ(−1)ǫ(B).
Here πE is the base change of π to E. ǫ(B) = 1 if it is a matrix algebra, and −1 if it’s a division
algebra.
3. Compact induction theory and Kirillov formula in a neighbourhood
3.1. An overview of compact induction theory. Here we summarise and slightly reformulate
the results of compact induction theory for GL2. For more details and proofs, see [1].
Lemma 3.1. For any embedding of a quadratic algebra L ֒→ B, there exists j such thatB = L+L j,
j = − j, e j = je, L⊥ = L j, with involution on B given by e1+e2 j 7→ e1−e2 j for ei ∈ L. In particular
j2 ∈ F. Furthermore we can choose j such that
ǫB,L := vF( j
2) =

0, if B is matrix algebra,
2 − eL, if B is division algebra.
Proof. If L is a field and B is the matrix algebra we can assume after a conjugation that L = F(
√
D)
is embedded into B as
(3.1) a + b
√
D 7→
(
a b
bD a
)
.
Then one can pick j =
(−1 0
0 1
)
and check that vF( j
2) = 0, and conjugate back if necessary. If
L ≃ F × F, then B must be the matrix algebra, and we can assume after a conjugation that L is
the diagonal torus, while picking j =
(
0 1
1 0
)
. The division algebra case can be proven similarly by
using explicit embedding. 
One can start the construction of a minimal supercuspidal representation from a quadratic field
extension L embedded in the quaternion algebra B and a minimal character θ over L. Here a
representation of G(F) or a character over L is minimal if it has minimal conductor among twists
by characters over F. A general supercuspidal representation can be constructed from a minimal
supercuspidal representation by a twist.
The embedding of L in B gives rise to a semi-valuation vB,L on B as follows:
Definition 3.2. Using the decomposition B = L ⊕ L j, define
(3.2) vB,L(x + y j) = min{vL(x), vL(y) + vB,L( j)}∀x, y ∈ L
where vB,L( j) =
eL
2
ǫB,L =
1
2
vL( j
2). In particular vB,L|L = vL.
Note that vB,L takes integer values unless when B is division algebra and eL = 1, in which case
it takes half integer values. It satisfies for ∀x, y ∈ B that
vB,L(xy) ≥ vB,L(x) + vB,L(y), vB,L(x + y) ≥ min{vB,L(x), vB,L(y)},
and
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(3.3) vB,L(lx) = vL(l)vB,L(x),∀l ∈ L×.
Furthermore, we have the following:
Corollary 3.3. For t = e j ∈ L⊥ with e ∈ L and j as above, we have
(3.4) vF(Nm(t)) =
2
eL
vB,L(t).
Proof. We have
(3.5) Nm(t) = −Nm(e) j2,
Thus
(3.6) vF(Nm(t)) = vF(Nm(e))vF( j
2) =
2vL(e)
eL
+ ǫB,L =
2
eL
(vB,L(e) + vB,L( j)) =
2
eL
vB,L(t).

The semi-valuation vB,L further gives rise to a chain order A = {b ∈ B, vB,L(b) ≥ 0} and its ideals
Bn = {b ∈ B, vB,L(b) ≥ n}, and a filtration of compact open subgroups
KB(0) = A
×,KB(n) = I + Bn for n ≥ 0,
all of which are normalised by L×.
Example 3.4. When B is the matrix algebra M2(F), eL = 1 and L is embedded as in (3.1) with
vF(D) = 0, we have that A = M2(OF) and B = ̟M2(OF). When eL = 2 and L is embedded
similarly with vF(D) = 1, we have that A =
(
OF OF
̟OF OF
)
and B =
(
̟OF OF
̟OF ̟OF
)
.
When B is the division algebra D, it is equipped with a valuation vD. Definition 3.2 implies that
vB,L =
eLvD
2
is also a valuation and there is actually a unique chain order A = {x, vD(x) ≥ 0}.
Remark 3.5. Alternatively, as in [1], one can start with a general definition for A, B and define
the semi-valuation vB,L(x) to be the minimal integer n such that x ∈ Bn, while requiring L× to
normalise Bn. (Though the normalisation is different in the case ǫ(B) = −1 and eL = 1.) Our
approach suits the purpose of this paper better as we need to make essential use of the property of
the semi-valuation vB,L while we can avoid the definitions of general chain orders.
Definition 3.6. Let i = ⌊ c(θ)−ǫB,L
2
⌋ + ǫB,L
2
, i′ = ⌈ c(θ)−ǫB,L
2
⌉ + ǫB,L
2
. Let J = L×KB(i), J1 = UL(1)KB(i),
H = L×KB(i′) and H1 = UL(1)KB(i′).
Remark 3.7. From the definition, we have i′ − i = 0 or 1, i + i′ = c(θ). When i = i′, we have H = J
and H1 = J1. When i′ = i + 1, J1/H1 is a 2−dimensional space over the residue field.
Example 3.8. We have the following complete list of datum for minimal supercuspidal representa-
tions.
(1) ǫ(B) = 1, eL = 1, c(θ) = 2n, (c(π) = 4n,) then H = J and i = n.
(2) ǫ(B) = 1, eL = 1, c(θ) = 2n + 1, (c(π) = 4n + 2,) then H ( J and i = n.
(3) ǫ(B) = 1, eL = 2, c(θ) = 2n, (c(π) = 2n + 1,) then H = J and i = n.
(4) ǫ(B) = −1, eL = 1, c(θ) = 2n, then H ( J and i = 2n−12 .
(5) ǫ(B) = −1, eL = 1, c(θ) = 2n + 1, then H = J and i = 2n+12 .
(6) ǫ(B) = −1, eL = 2, c(θ) = 2n, then H = J and i = n.
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Now we move on to discuss the construction of θ˜ and Λ. We first focus on the case when
cL(θ) ≥ 2, so θ gives rise to an element αθ ∈ L× as an element of dual Lie algebra as in Lemma 2.1,
with
(3.7) vB,L(αθ) = −c(θ) − eL + 1.
Definition 3.9. Define the character θ˜ on H1 by
(3.8) θ˜(e(1 + t)) = θ(e)ψ(Tr(αθt)),
where e ∈ L× and 1 + t ∈ KB(i′). The pair (H1, θ˜) is called a simple character.
Λ satisfies the following properties, by which it can be uniquely determined:
Lemma 3.10. (1) dimΛ =
√
[H1 : J1].
(2) Λ|H1 is a multiple of θ˜.
(3) g ∈ B× intertwines θ˜ on H1 iff g conjugates θ˜ iff g ∈ J.
(4) When dimΛ = q, Λ|L× = ⊕θν where c(ν) = 1 and ν|F× = 1. When dimΛ = 1, Λ|L× = θ.
The construction of Λ depends on whether i = i′. When i = i′, (3.8) can be extended to whole
J and Λ = θ˜. When i′ = i + 1, consider (any) intermediate group B1 between J1 and H1 such that
B1/H1 is a 1−dimensional subspace of J1/H1 which actually gives a polarisation of J1/H1 under
the pairing given by
(3.9) Ψαθ(1 + x, 1 + y) 7→ ψ ◦ Tr(αθ[x, y]).
One can extend θ˜ to B1 (not unique), and for simplicity we shall still use (3.8). Then
(3.10) Λ|J1 = IndJ1B1 θ˜.
This is basically Heisenberg extension of (H1, θ˜). It has required dimension and is independent of
the choices of B1 and θ˜. It remains to identify the action of L×/UL(1) on the space Ind
J1
B1
θ˜ which is
consistent with Lemma 3.10 (4), but we shall skip the details here.
For uniformity we take B1 = J1 in the case i = i′.
Definition 3.11. The triple (A, J,Λ) is called a cuspidal type. It is said to be associated to π if
π ≃ c − IndGJ Λ.
By [1], all cuspidal types associated to π are conjugate to each other.
Definition 3.12. An element ϕ ∈ π is called a minimal vector if there exists a cuspidal type (A, J,Λ)
associated to π, such that ϕ is an eigenvector for the simple character (H1, θ˜) contained in (A, J,Λ).
When i = i′, the minimal vector is actually unique up to a constant. When i′ = i + 1, the space
of eigenvectors for the simple character is q−dimensional. To see these, just apply Mackey theory
for compact induction and use Lemma 3.10 (3).
For applications, it is sometimes convenient to specify a particular basis in this case.
Definition 3.13. A minimal vector ϕ can be uniquely identified by that
Type 1 either B1 acts on it by θ˜ for some intermediate polarising subgroup B1,
Type 2 or H acts on it by θ˜ν for some ν with c(ν) = 1 and ν|F× = 1.
Here θ˜ν is the extension of θν to H similarly as in (3.8). Then {π(g)ϕ} for type 1 minimal vector ϕ
and g ∈ J1/B1, and {ϕ} for type 2 minimal vectors with all possible ν provide two orthogonal basis
for the space of minimal vectors associated to a particular cuspidal type.
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Note that these two types coincide when dimΛ = 1.
Remark 3.14. It is possible to write one type of minimal vectors in terms of the other type of
minimal vectors, with the coefficients being certain exponential sums over residue field. While it
may be possible to prove square root cancellation for the upper bound of such exponential sums, a
lower bound is however unlikely to obtain.
Corollary 3.15. Let Φϕ be the matrix coefficient associated to a minimal vector ϕ. Then Φϕ is
supported on J. When ϕ is type 1 and b ∈ B1,
(3.11) Φϕ(bx) = Φϕ(xb) = θ˜(b)Φϕ(x).
Furthermore Φϕ|J1 is supported on B1. When ϕ is type 2 and h ∈ H,
(3.12) Φϕ(hx) = Φϕ(xh) = θ˜ν(h)Φϕ(x).
Now consider the case when cL(θ) = 1, which only occurs for L inert and c(π) = 2. There is no
natural αθ associated in this case. But most formulations remain true by taking any αθ ∈ ̟−1L O×L.
In this case θ˜ is defined to be the trivial character on H1. When B is the division algebra, H = J
and we can take Λ to be the extension of θ˜ to J similarly. When B is the matrix algebra, Λ is a
q−1 dimensional representation on the maximal compact subgroup, inflated from a representation
of GL2 over the residue field. It has the property that Λ|L× = ⊕c(θ′)=1θ′ where θ′|F× = θ|F× and θ′ , θ
or θ. Here θ(x) = θ(x).
The minimal vectors in this case for a particular cuspidal type are q − 1 dimensional and H1
invariant. One can get type 2 minimal vectors by requiring that H acts by the character θ′ as above.
Type 1 minimal vectors can also be developed, but we don’t need them when considering the range
c(π) ≥ c(πχ−1).
In the remaining of this section, we only consider the case when cL(θ) ≥ 2.
3.2. Some results for lattices.
Definition 3.16. Suppose p , 2. Let L be a quadratic field extension and x ∈ L. x is said to be
minimal if vL(x − x) = vL(x).
Corollary 3.17. Assume that c(θ) ≥ 2. Then θ is minimal iff αθ is minimal.
Lemma 3.18. Let α ∈ L× − F×, t ∈ Bn for n > 0. Then
(3.13) (1 + t)−1α(1 + t) = α + [α, t] + O(t2α),
whereas the map t 7→ [α, t] induces an isomorphism B/L→ L⊥. Further more if α is minimal, and
t ∈ L⊥, then
(3.14) vB,L([α, t]) = vB,L(α) + vB,L(t).
Proof. The first two parts are direct to check. We shall focus on the last claim about valuations.
Writing B = L + L j as in Lemma 3.1 and for t = e j, we have
(3.15) [α, t] = αe j − e jα = (α − α)e j.
As α is minimal, we have
(3.16) vB,L(α − α) = vB,L(α),
and the claim follows immediately from (3.3). 
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Definition 3.19. Define the unitary pairing
Ψαθ : L
⊥ × L⊥ → C(3.17)
(t, x) 7→ ψ ◦ Tr([αθ, t]x) = ψ ◦ Tr(αθ[t, x]).
For anyO−lattice A in L⊥, define A⋆ = {x ∈ L⊥,Ψαθ(x, y) = 1∀y ∈ A}. For any element in L×KB(1),
one can uniquely write it in the form e(1 + t) for e ∈ L and t ∈ L⊥. Define the map
Pr :L×\L×KB(1) → L⊥(3.18)
e(1 + t) 7→ t.
Lemma 3.20. Pr(J) = Pr(J1), Pr(H1), Pr(B1) are O−lattices in L⊥, and Pr(J1)⋆ = Pr(H1),
Pr(B1)⋆ = Pr(B1).
Proof. The first part is direct. The relation Pr(J1)⋆ = Pr(H1) is basically a reformulation of Lemma
3.10 (3). Indeed for g = 1+ t ∈ J with t ∈ L⊥, g conjugating θ˜ on H1 is equivalent, by Lemma 3.18
while ignoring higher order terms (especially when c(π) is large enough), to that
(3.19) ψ(Tr([αθ, t]x)) = 1,∀x ∈ Pr(H1).
The relation Pr(B1)⋆ = Pr(B1) can be proven similarly and is directly related to that B1/H1 is a
polarisation of J1/H1 with the given sympletic structure. 
3.3. Lie algebra, linearisation and Kirillov formula in proper neighbourhood. To make use
of the Lie algebra language, we assume that p is large enough and J = L×KA(i) for i > 0 in this
section. For F ∈ C∞c (G), v ∈ π, let
(3.20) π(F)v =
∫
x∈G
F(x)π(x)vdx.
Lemma 3.21. Let π = c− IndGJ Λ for some compact (mod center) open subgroup J and irreducible
finite dimensional representation Λ. Then
Tr(π(F)) =
∫
g∈J\G
∫
j∈J
F(g−1 jg)Tr(Λ( j))d jdg(3.21)
=
∫
g∈J\G
∫
j∈G
F( j)Tr(Λ(g jg−1))charJ(g jg
−1)d jdg.
Proof. For the first equality, we view v ∈ π as a vector-valued function in the compact induction
model satisfying that v( jg) = Λ( j)v(g). Then
(3.22) π(F)v(h) =
∫
g∈G
F(g)v(hg)dg =
∫
g∈G
F(h−1g)v(g)dg =
∫
g∈J\G
∫
j∈J
F(h−1 jg)Λ( j)v(g)d jdg.
KF(h, g) =
∫
j∈J F(h
−1 jg)Λ( j)d j is the kernel of the action and
(3.23) Tr(π(F)) =
∫
g∈J\G
Tr(KF(g, g)) =
∫
g∈J\G
∫
j∈J
F(g−1 jg)Tr(Λ( j))d jdg.
For the second equality,∫
g∈J\G
∫
j∈J
F(g−1 jg)Tr(Λ( j))d jdg =
∫
g∈J\G
∫
j∈G
F(g−1 jg)Tr(Λ( j))charJ( j)d jdg.(3.24)
Then one can get the required equality by a change of variable. 
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Now we introduce the Lie algebra language. See [6] for more details.
Definition 3.22. (1) Let g = B viewed as the Lie algebra for B×. Let g0 be an OF− lattice of g
such that g0 is closed under Lie bracket and exp(g0) is a subgroup in B
×. We shall take
g0 = {vB,L(x) > 0, x ∈ B}
if p is large enough. In general we can take g0 = {vB,L(x) ≥ c0, x ∈ B} for some absolutely
bounded integer c0.
(2) Let J0 = J ∩ exp(g0). Let j0 = {x ∈ g0, exp(x) ∈ J}. Similarly let b0 = {x ∈ g0, exp(x) ∈ B1}.
(3) For f ∈ C∞(g0), v ∈ π, let
(3.25) π( f )v =
∫
g0
f (x)π(exp(x))v.
(4) Let αθ be the element associated to θ by Lemma 2.1(2), considered as an element of B
under the embedding L ֒→ B. Let Oπ = {g−1αθg}g∈G be the G−coadjoint orbit of αθ.
(5) For the analogy with the real case, denote
(3.26) e<α,x> = ψ ◦ Tr(αx).
Note that when dimΛ = q, type 2 minimal vectors can’t be distinguished by their behaviour
within Lie algebra range, but type 1 minimal vectors can. In particular we have the following:
Corollary 3.23. For any fixed α ∈ Oπ, a type 1 minimal vector ϕ is uniquely identified by that for
any x ∈ b0,
(3.27) π(exp(x))ϕ = e<α,x>ϕ.
Proposition 3.24. For notations as above, we have
(3.28) Tr(π( f )) =
∫
ξ∈Oπ
∫
x∈g0
f (x)e<ξ,x>dxdξ =
∫
ξ∈Oπ
fˇ (ξ)dξ,
where fˇ (ξ) =
∫
g0
f (x)e<ξ,x>dx. The measure on Oπ is normalised so that
(3.29) Vol({g−1αθg, g ∈ Gαθ\J}) = dimΛ.
Proof. Define
F(g) =

f (x), if g = exp(x) for x ∈ g0
0, otherwise.
Then by Lemma 3.21,
(3.30) Tr(π( f )) = Tr(π(F)) =
∫
g∈J\G
∫
x∈g0
f (x)Tr(Λ(g exp(x)g−1))charJ(g exp(x)g
−1)dxdg.
As x ∈ g0, g exp(x)g−1 ∈ J is equivalent to that gxg−1 ∈ j0.
On the other hand, let Gαθ ≃ L× be the G−stabiliser of αθ. Then
∫
ξ∈Oπ
fˇ (ξ)dξ =
∫
ξ∈Oπ
∫
x∈g0
f (x)e<ξ,x>dxdξ =
∫
Gαθ \G
∫
x∈g0
f (x)e<g
−1αθg,x>dxdg
(3.31)
=
∫
g0∈Gαθ\J
∫
g∈J\G
∫
x∈g0
f (x)e<g
−1
0
αθg0,gxg
−1>dxdgdg0
Then the conclusion will follow from the following lemma. 
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Lemma 3.25. For any x ∈ g with v(Nm(x)) > 0,
(3.32) Tr(Λ(x))charJ(exp(x)) =
∫
g0∈Gαθ\J
e<g
−1
0
αθg0 ,x>dg0.
This result follows from the following two lemmas.
Lemma 3.26. For any x ∈ g, v(Nm(x)) > 0, x < j0,
(3.33)
∫
g0∈Gαθ\J
e<g
−1
0
αθg0,x>dg0 = 0.
Proof. We can write x = xL + x
⊥ with xL ∈ L, x⊥ ∈ L⊥ − Pr(J). As J = L×KB(i) for i given in
Definition 3.6, we have vB,L(x
⊥) < i. This is because either vB,L(xL) ≥ 1, so vB,L(x⊥) ≥ i directly
implies that x ∈ j0, or vB,L(xL) ≤ 0, in which case 1 ≤ v(Nm(x)) = v(Nm(xL) + Nm(x⊥)) implies
vB,L(x
⊥) = vB,L(xL) ≤ 0.
By a change of variable, we have that for t ∈ Pr(J),∫
g0∈Gαθ\J
e<g
−1
0
αθg0,x>dg0 =
∫
g0∈Gαθ\J
e<(1+t)
−1g−1
0
αθg0(1+t),x>dg0(3.34)
=
∫
g0∈Gαθ\J
e<g
−1
0
αθg0+[g
−1
0
αθg0 ,t]+O(t
2αθ),x>dg0
By Lemma 3.18 and Lemma 3.20, we can choose proper t ∈ Pr(J) with
vB,L(t) = c(θ) − vB,L(x⊥) − 1 ≥ i′ ≥ i,
such that e<[αθ ,t],x
⊥>
, 1. We claim that for such t, e<[g
−1
0
αθg0,t]+O(t
2αθ),x> = e<[αθ ,t],x
⊥>. From this claim
we have
(3.35)
∫
g0∈Gαθ\J
e<g
−1
0
αθg0,x>dg0 = e
<[αθ ,t],x
⊥>
∫
g0∈Gαθ\J
e<g
−1
0
αθg0 ,x>dg0.
Thus the integral has to be zero.
To prove the claim, first note that e<O(t
2αθ),x> = 1 simply by considering its (semi-)valuation.
e<[g
−1
0
αθg0,t],x
⊥> = e<[αθ ,t],x
⊥> because of the particular choice of vB,L(t) and that g
−1
0
αθg0 ≡ αθ for the
first several digits. When vB,L(xL) ≥ 1, e<[g−10 αθg0,t],xL> = 1 since J stabilise θ˜ by Lemma 3.10(3).
When vB,L(xL) ≤ 0, we already showed that vB,L(xL) = vB,L(x⊥). Then similarly as for x⊥ part, we
have e<[g
−1
0
αθg0,t],xL> = e<[αθ ,t],xL>. Since xL, αθ ∈ L, we have [xL, αθ] = 0 and
e<[αθ ,t],xL> = e<t,[xL ,αθ]> = 1.

Lemma 3.27. For any x ∈ j0,
(3.36)
∫
g0∈Gαθ\J
e<g
−1
0
αθg0,x>dg0 = Tr(Λ(exp(x))).
Proof. The normalisation in Proposition 3.24 follows directly from testing on x = 0 here. For
x ∈ j0 such that exp(x) ∈ H1, both sides are multiples of θ˜. What is non-trivial is when dimΛ = q
and exp(x) ∈ J1 − H1. In that case, by the same argument as in the proof of the previous lemma,
the integral on the left hand side is vanishing. On the other hand, one can check that the trace is
vanishing on the given range of x for Heisenberg extension.

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For local period integrals, it is easier to use matrix coefficient directly rather than the trace, so
we also give the following lemma:
Lemma 3.28. When Λ is not 1−dimensional, let B1 be the intermediate subgroup on which θ˜ can
be extended to. Then with the same normalisation as in Proposition 3.24,
(3.37)
∫
g0∈UL(1)\B1
e<g
−1
0
αθg0 ,x>dg0 = e
<αθ ,x>charB1(exp(x)).
Proof. One can use essentially the same proof as above, and that Pr(B1)⋆ = Pr(B1) by Lemma
3.20. 
4. local period integral
After proper twisting for both π and χ, we can assume that π is minimal. Furthermore when π
is associated to a character θ over L as in the last section with c(π) ≥ 3 and p > 2, the associated
element in the dual Lie algebra αθ is minimal as in Definition 3.16.
In this section we are concerned about the local period integral
(4.1) I(ϕ, χ) =
∫
F×\E×
Φϕ(t)χ
−1(t)dt,
where ϕ is a minimal vector associated to some cuspidal type (A, J,Λ). From Corollary 3.15, we
know that Φϕ(t) is supported on J. We first explain the possibility for the support of the local
integral J ∩ E×.
Lemma 4.1. Suppose that c(π) ≥ 3, and p is large enough so that we can take g0 = {vB,L(x) ≥ 1}.
Then J ∩ E× is either the whole E× or J ∩ E× ⊂ Z exp(g0).
Proof. Assume first L is unramified. If J ∩ E× ⊂ ZJ1 and p is large enough, we already have
J ∩ E× ⊂ Z exp(g0). Suppose J ∩ E× 1 ZJ1 now. As L× = ZO×L, we can write e = l(1 + t) ∈ J ∩ E×
for l ∈ O×
L
−O×
F
, e ∈ E× and t ∈ L⊥ with vB,L(t) ≥ i ≥ 1. It has associated characteristic polynomial
(4.2) f (λ) = Nm(e− λ) = Nm(l+ lt − λ) = Nm(l− λ)+Nm(lt) ≡ λ2 −Tr(l)λ+Nm(l) mod ̟F.
Here we have used that vF(Nm(lt)) =
2
eL
vB,L(lt) > 0 by Corollary 3.3. When E ; L, we get
contradiction as e ∈ E× can not have such characteristic polynomial.
When E ≃ L, we claim that e . x mod ̟E for any x ∈ O×F . Suppose e ≡ x mod ̟E for some
x ∈ O×
F
, then vF(Nm(e − x)) ≥ 1. On the other hand, this will contradicts that
(4.3) vF(Nm(e − x)) = vF( f (x)) = vF(Nm(l − x) + Nm(lt)) = 0
as vF(Nm(l − x)) = 0 while vF(Nm(lt)) > 0. Thus we proved the claim.
From the existence of such e we shall show that the whole E× is in the common support. Note
that O×
E
= {a + be} for (a, b) ∈ (OF)2 − (̟OF)2. Meanwhile,
(4.4) a + be = a + b(l(1 + t)) = (a + bl)(1 +
blt
a + bl
)
with a + bl ∈ O×
L
and vB,L(
blt
a+bl
) ≥ i. So O×
E
⊂ J ∩ E×. As E× = ZO×
E
for inert quadratic extension E,
we have E× ⊂ J ∩ E×.
Now let L be ramified. Note that J ∩ E× ⊂ O×
L
J1 already implies that J ∩ E× ⊂ Z exp(g0), as
O×
L
= O×
F
(1+̟LOL). Suppose that J ∩E× 1 O×LJ1 and e = ̟Ll(1+ t) ∈ J ∩E× for some l ∈ O×L, as
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L×/(F×O×
L
) = {1, ̟L}. Again by considering the characteristic polynomial mod ̟2F, we see it’s
impossible when E ; L. When E ≃ L, we must have vE(e) = 1 by considering its norm. Then
similarly as above, one can show that O×
E
= {a + be} ⊂ J ∩ E× for a ∈ O×
F
, b ∈ OF, and thus
E× = ZO×
E
∪ eZO×
E
⊂ J ∩ E×. 
4.1. When J ∩ E× = E×. This case is actually very simple. We can identify L with E in this case.
By compact induction theory, L× acts on type 2 minimal vectors either by θ if Λ is 1−dimensional,
or by θ′ which differ from θ (or θ) by level 1 character when dimΛ > 1. Note that conjugation by
j in Lemma 3.1 can effectively change χ to χ. Then the local integral is non-vanishing iff χ or χ is
θ or θ′ according to dimΛ. The size of the local integral is Vol(F×\E×), and one can easily check
the dichotomy and Tunnell-Saito’s ǫ−value test in this case.
Note that for low level cases (i.e., c(π) = 2, E unramified and c(χ) ≤ 1) this actually concludes
the discussion of test vectors.
4.2. When J∩E× ⊂ Z exp(g0). Assume that χ, χ , θ or θ′. In this case, and if p is large enough, the
contribution to the local period integral comes from the range of Lie algebra, since if J ∩ E× = E×,
the local integral must be vanishing. We shall use type 1 minimal vectors from Definition 3.13, as
they have better description in a neighbourhood near identity.
Let h0 = (F ∩ g0)\(E ∩ g0). Recall that for uniformity, we take B1 = J1 for the cases when Λ is
1−dimensional. Let ϕ be a type 1 minimal vector which is the eigenvector under the pair (B1, θ˜).
Let αθ be the element in the dual Lie algebra associated to θ.
Proposition 4.2. For notations as above, we have
(4.5) I(ϕ, χ) = Vol(h0)
∫
g0∈UL(1)\B1
char
αχ+h
†
0
(g−10 αθg0)dg0.
Here the normalisation of the integral in g0 is as in Proposition 3.24.
Proof. By Lemma 3.25, 3.28 and that the nonzero contribution of the integral comes from Lie
algebra range, we have
I(ϕ, χ) =
∫
F×\E×
Φϕ(t)χ
−1(t)dt =
∫
h∈h0
e<αθ ,h>charB1(exp(h))e
<−αχ ,h>dh(4.6)
=
∫
h∈h0
∫
g0∈UL(1)\B1
e<g
−1
0
αθg0,h>e<−αχ ,h>dh
=
∫
g0∈UL(1)\B1
∫
h∈h0
e<g
−1
0
αθg0−αχ ,h>dh
= Vol(h0)
∫
g0∈UL(1)\B1
char
αχ+h
†
0
(g−10 αθg0)dg0.

4.3. Dichotomy and Tunnell-Saito’s ǫ−value test. Here we explain how the formulation in
Proposition 4.2 can provide alternative perspective for the dichotomy and Tunnell-Saito’s ǫ−value
test.
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Proposition 4.3. Suppose that dimHomE×(π
B ⊗ χ−1,C) ≤ 1 for B matrix algebra or division
algebra. When p large enough and c(π) ≥ 3, we have
(4.7)
∑
B
dimHomE×(π
B ⊗ χ−1,C) = 1.
Proof. Note that the case when π and χ are completely related is easy to check. By (4.5), the local
period integral is nonvanishing iff
(4.8) αθ − αχ ∈ h†0
for some αθ in the coadjoint orbit Oπ. Note that Oπ can be identified with fixed trace and norm. By
the assumption wπ = χ|F× , we have Tr(αθ) = Tr(αχ). We write B = E + E j as in Lemma 3.1. The
orbit Oπ can be identified with fixed norm and trace. If (4.8) is true, we can write αθ ≡ αχ + e j for
proper congruence and e ∈ E, and its norm satisfies
(4.9) Nm(αχ) − j2Nm(e) ≡ Nm(αθ)
or j2Nm(e) ≡ Nm(αχ)−Nm(αθ). Depending on whether B splits, j2Nm(E×) have disjoint comple-
mentary images in F×, thus giving the dichotomy.
This argument also works when E splits. In this case, j2Nm(E×) = F× if B is the matrix algebra,
and empty if B is the division algebra.

Proposition 4.4. Let p , 2, c(π) ≥ 3. Whether there exists an element ξ in the coadjoint orbit of
αθ such that ξ ∈ αχ + h†0 is equivalent to Tunnell-Saito’s ǫ−value test.
Sketch of proof. Assuming Tunnell-Saito’s result, the existence for αθ follows from that the local
integral of matrix coefficient is nontrivial when the ǫ−value test passes, and that all minimal vectors
form a basis for the supercuspidal representation.
For the other direction, the proof amounts to checking (4.9) more carefully case by case. Inter-
ested readers can see the appendix for some cases in explicit coordinates. 
4.4. Size of the local period integral. We shall first reinterpret the conductors in terms of geo-
metric information. The treatment differs slightly depending on whether E splits or not.
Lemma 4.5. Let π be the supercuspidal representation associated to a minimal character θ on L
as above, with c(θ) ≥ 2, and let αθ be associated to θ. Then
(4.10) c(π) = −v(Nm(αθ)).
Let πχ−1 be the representation associated to a minimal character χ
−1 on a quadratic field E, with
χ|F× = wπ and c(θχ−1), c(θχ−1) ≥ 2 if E ≃ L. Then
(4.11) c(π × πχ−1) = −2v(Nm(αθ) − Nm(αχ)).
Note that when c(χ) ≤ 1, we can take any αχ ∈ ̟−1E OE and the result remains true.
Proof. The first part follows directly from (3.7) and Example 3.8.
When π and πχ−1 are not related (including the case E ; L),
(4.12)
c(π × πχ−1) = 2max{c(π), c(πχ−1)} = −2min{v(Nm(αθ)), v(Nm(αχ))} = −2v(Nm(αθ) − Nm(αχ)).
When π and πχ−1 are related, we must have L ≃ E, and
(4.13) c(π × πχ−1) = c(πθχ−1) + c(πθχ−1) = −v(Nm(αθχ−1)) − v(Nm(αθχ−1)).
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Note that αθχ−1 = αθ − αχ, αθχ−1 = αθ − αχ. By the assumption χ|F× = wπ, we can choose αθ and αχ
such that Tr(αθ) = Tr(αχ). Thus
−v(Nm(αθχ−1)) − v(Nm(αθχ−1)) = −v(Nm(αθ − αχ)Nm(αθ − αχ))(4.14)
= −2v((αθ − αχ)(αθ − αχ))
= −2v(αθ(αθ − αχ − αχ) + αχαχ)
= −2v(−αθαθ + αχαχ)
= −2v(Nm(αθ) − Nm(αχ)).

Lemma 4.6. Suppose that αθ is minimal as in Definition 3.16, E is a field extension, C(π × πχ−1) =
qc(π)+l for l ≥ 2 and α ∈ αχ + h†0. Then we can write α = α′χ + α⊥ for α′χ ∈ E congruent to αχ
mod h†
0
(which is a strong congruence relation), α⊥ ∈ E⊥ with
(4.15) v(Nm(α⊥)) = −c(π) + l
2
.
Alternatively for β ∈ E minimal, we can write
(4.16) β = βL + β
⊥
with βL ∈ L and β⊥ ∈ L⊥, then
(4.17) v(Nm(β⊥)) = v(Nm(α⊥)) + v(Nm(β)) − v(Nm(αθ)) = v(Nm(β)) +
c(π) − l
2
.
Proof. Similarly as in the proof of Proposition 4.3, when we write α = α′χ+α
⊥ for α′χ ∈ E congruent
to αχ mod h
†
0
, α⊥ ∈ E†, we have
(4.18) Nm(αθ) = Nm(α) = Nm(α
′
χ) + Nm(α
⊥) ≡ Nm(αχ) + Nm(α⊥).
By the assumption C(π × πχ−1) = qc(π)+l and Lemma 4.5, we have
(4.19) v(Nm(α⊥)) = v(Nm(αθ) − Nm(αχ)) = −
c(π) + l
2
.
By two expansions for α and β, we have
(4.20) [α⊥, β] = [α, β] = [α, β⊥].
Since θ is minmimal and β is minimal, by Corollary 3.3 and applying Lemma 3.18 to both vB,L and
vB,E, we get
v(Nm(α⊥)) + v(Nm(β)) = v(Nm([α⊥, β])) = v(Nm([α, β⊥])) = v(Nm(β⊥)) + v(Nm(αθ)).
Using (4.19) and Lemma 4.5, we have
(4.21) v(Nm(β⊥)) = v(Nm(β)) − c(π) + l
2
− v(Nm(αθ)) = v(Nm(β)) +
c(π) − l
2
.

The quantity v(Nm(α⊥)) compared with min{v(Nm(α)), v(Nm(αχ))} (and similarly v(Nm(β⊥))
v.s. min{v(Nm(β)), v(Nm(βL))}) measures how closely the embeddings of L and E align with each
other.
When E/F splits, there is no valuation defined on E in contrast to the previous case. We shall
take a more direct approach, while trying to get analogous result.
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Definition 4.7. Let E/F be a quadratic algebra. Then β ∈ E is imaginary if β = −β.
Note that an imaginary element in a quadratic field extension E is in particular minimal.
Lemma 4.8. Suppose that θ is minimal, E/F splits, C(π × πχ−1) = qc(π)+l for l ≥ 2 and α ∈ αχ + h†0.
Suppose that β ∈ E is imaginary. We can write β = βL + β⊥ such that
(4.22) v(Nm(β⊥)) = v(Nm(β)) +
c(π) − l
2
.
Proof. First of all, this case only occurs when B is the matrix algebra. Up to a conjugation, we may
assume that E is the diagonal torus for B. Elements in Oπ have fixed trace and norm. Suppose that
αχ =
(
a1 0
0 a2
)
with a1 . a2. As αθ ∈ Oπ projects to αχ, we can assume that αθ =
(
a1 b
c a2
)
with
(4.23) det(αθ) = a1a2 − bc = Nm(αθ)
being fixed. One can also see from here that it’s always possible to find such αθ with given projec-
tion as one can choose arbitrary b and take c =
a1a2−Nm(αθ)
b
.
Now for β ∈ E imaginary, we can write β =
(
β1 0
0 −β1
)
with Nm(β) = −β2
1
. When writing
β = βL + β
⊥, we still have that
(4.24) Nm(β) = Nm(βL) + Nm(β
⊥).
We can choose an orthonormal basis for L to be 1 and γ =
(
a1−a2
2
b
c −a1−a2
2
)
. β is clearly orthogonal
to 1, and
(4.25) βL =
< β, γ >
< γ, γ >
γ =
β1(a1 − a2)
(a1−a2)2
2
+ 2bc
γ
(4.26) Nm(βL) = −
β2
1
(a1 − a2)2
(a1 − a2)2 + 4bc
.
(4.27) Nm(β⊥) = Nm(β) − Nm(βL) = −β21
4bc
(a1 − a2)2 + 4bc
= −β21
4bc
(a1 + a2)2 − 4Nm(αθ)
.
Thus v(Nm(β⊥)) = v(Nm(β)) + v( 4bc
(a1+a2)2−4Nm(αθ)). It remains to show that
(4.28) v(
4bc
(a1 + a2)2 − 4Nm(αθ)
) =
c(π) − l
2
.
Note that
(4.29) v((a1 + a2)
2 − 4Nm(αθ)) = v(Tr(αθ)2 − 4Nm(αθ)) = −c(π),
since Tr(αθ)
2 − 4Nm(αθ) is the discriminant of the associated characteristic polynomial for αθ,
whose valuation should be the same as Nm(αθ) when αθ is minimal.
To satisfy (4.29), one possible case is when v(ai) ≥ v(Nm(αθ))2 , in which case l = c(π) and v(4bc) =
v(4a1a2 − 4Nm(αθ)) = −c(π). Note that there will be no congruence between a1a2 and Nm(αθ)
even when v(ai) =
v(Nm(αθ))
2
, since in that case L must be inert, and
(4.30) 4bc = 4a1a2 − 4Nm(αθ) = Tr(α2θ) − 4Nm(αθ) − (a1 − a2)2.
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Since αθ is minimal, the discriminant of its residual characteristic polynomial should not be con-
gruent to a square.
The other possible case is when v(a1) = v(a2) <
v(Nm(αθ))
2
while a1 ≡ −a2. In this case l =
−4v(a1) − c(π), and v(4bc) = v(4a1a2 − 4Nm(αθ)) = 2v(a1). In either case, (4.28) is true. 
Proposition 4.9. Suppose that p large enough, αθ is minimal, C(π × πχ−1) = qc(π)+l for l ≥ 2 and
there exists α ∈ Oπ such that α ∈ αχ + h†0. Then for type 1 minimal vector ϕ associated to α as in
Corollary 3.23, we have
(4.31) I(ϕ, χ) ≍ 1
ql/4
.
Proof. Choose a generator for h0 to be β which is imaginary with v(Nm(β)) > 0. It is direct to
check that
(4.32) Vol(h0) ≍
1
q
v(Nm(β))−eE+1
2
,
where eE = 1 when E/F splits. The implied constant depends on E, but can be absolutely bounded.
By Lemma 3.18 and Proposition 4.2, we need to figure out the volume of the set t ∈ Pr(B1) such
that
(4.33) e<[αθ ,t]+O(t
2αθ),h> = 1,∀h ∈ h0.
By the normalisation in 3.24, the total volume of such t without restriction is 1. One can ignore the
higher order terms as h ∈ h0. Then (4.33) is reduced to that
(4.34) e<[αθ ,t],h> = 1,∀h ∈ h0.
It however suffices to check for the generator β. Consider the case dimΛ = 1 first, when the
domain of t is {vB,L(t) ≥ i} = Pr(J1). Then by Lemma 3.18,
(4.35) {[αθ, t]} = {t′ ∈ L⊥, vB,L(t′) ≥ i + vB,L(αθ)}.
As in Lemma 4.6 we write β = βL + β
⊥. Then (4.34) gives
(4.36) e<t
′,βL+β⊥)> = e<t
′ ,β⊥> = 1.
Let β0 ∈ L⊥ be an element perpendicular to Fβ⊥. The elements in L⊥ whose trace pairing with β⊥
is trivial are the direct sum of Fβ0 with those x ∈ Fβ⊥ such that
vB,L(x) ≥ −vB,L(β⊥).
The right hand side is always larger than i + vB,L(αθ). The volume of the sub-lattice cut out by
(4.36) is directly related to the difference n2 − n1 where n1 is the minimal integer with
(4.37) vB,L(̟
n1β⊥) ≥ i + vB,L(αθ),
and n2 is the minimal integer with
(4.38) vB,L(̟
n2β⊥) ≥ −vB,L(β⊥).
One can see that n2 = −2vB,L(β
⊥)
eL
is always interger and n1 = ⌈ i+vB,L(αθ)−vB,L(β
⊥)
eL
⌉. Thus the sub-lattice
has volume
(4.39)
1
qn2−n1
=
1
q
⌊ −vB,L(β
⊥)−i−vB,L(αθ)
eL
⌋
.
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By Corollary 3.3, Lemma 4.6 and 4.8, we have that
−vB,L(β⊥) − i − vB,L(αθ) =
eL
2
[−vF(Nm(β⊥)) − vF(Nm(αθ))] − i(4.40)
=
eL
2
[−vF(Nm(β)) +
c(π) + l
2
] − i.
Combining this with Proposition 4.2, (4.32) and (4.39), we get
(4.41) I(ϕ, χ) ≍ 1
q
⌊ c(π)+l
4
+
−eE+1
2
− i
eL
⌋
.
When dimΛ = q, we have eL = 1 automatically. The set {[αθ, t]|t ∈ Pr(B1)} is an intermediate
lattice between {vB,L(t′) ≥ i + vB,L(αθ)} and {vB,L(t′) ≥ i + 1 + vB,L(αθ)}, with normalised volume
1. One can compare with the case above. The exact volume depends how the intermediate lattice
aligns with the subspace Fβ as above. In particular different choices of intermediate subgroup
B1 will have slightly different size of local integrals. We shall pick B1 such that Pr(B1) ∩ Fβ is
maximal possible. Then the sub-lattice cut out by (4.36) is the same for Pr(B1) and Pr(J1). But by
normalisation, Vol(Pr(J1)) is q. Thus
(4.42) I(ϕ, χ) ≍ q 1
q
⌊ c(π)+l
4
+
−eE+1
2
− i
eL
⌋
.
On the other hand if we don’t choose B1 optimally, we will have that
(4.43) I(ϕ, χ) ≍ 1
q
⌊ c(π)+l4 +
−eE+1
2 − ieL ⌋
.
Following Example 3.8, we have i ≍ c(π)eL
4
and up to a bounded power of q we have
(4.44) I(ϕ, χ) ≍ 1
q
l
4
.
For potential application, we shall also list here the maximal size of the local integral up to an
absolute constant using minimal vectors for each individual case in Example 3.8
(4.45) I(ϕ, χ) ≍

1
q
⌊ l
4
+
−eE+1
2
⌋
, Case (1),
1
q
⌊ l
4
− 1
2
+
−eE+1
2
⌋
, Case (2),
1
q
⌊ l
4
+ 1
4
+
−eE+1
2
⌋
, Case (3),
1
q
⌊ l
4
− 1
2
+
−eE+1
2
⌋
, Case (4),
1
q
⌊ l
4
+
−eE+1
2
⌋
, Case (5),
1
q
⌊ l
4
+ 1
4
+
−eE+1
2
⌋
, Case (6).

Remark 4.10. The discussion here also applies to the case when c(πχ−1) > c(π).
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Appendix A. More preparations
The goal in the appendix is to prove a variant of Theorem 1.2 using relatively elementary method
in a more restrictive setting but only requiring p , 2. In particular we shall prove the following
theorem.
Theorem A.1. We assume that p , 2, wπ = χ|F× , E not split, c(π) ≥ c(πχ−1) and B is the matrix
algebra. Then there exists a nontrivial test vector for local Waldspurger’s period integral, if and
only if there exists a minimal vector ϕ ∈ π such that
(A.1) Φϕχ
−1 = 1 on Supp Φϕ ∩ E×.
Moreover if l is an integer such that C(π × πχ−1) = qc(π)+l, then
(A.2) max
minimal vector ϕ′∈π
{I(ϕ′, χ)} ≍ I(ϕ, χ) = Vol(Supp Φϕ ∩ E×) ≍
1
ql/4
.
In Appendix A, we set up explicit coordinates and make other preparations. The proof of this
theorem will be given in Appendix B.
A.1. Setting up. From now on we fix the standard embedding of L and E into GL2 such that
E = {
(
a b
bD a
)
}, L = {
(
a b
bD′ a
)
},
with 0 ≤ v(D), v(D′) ≤ 1 depending on whether the quadratic extension is inert or ramified. Any
different embeddings differ by a conjugation from the standard embedding, and can be reduced to
a single translate for test vectors.
Further if θ|F× = 1, then αθ can be chosen to be imaginary, that is
(A.3) αθ = −αθ.
For simplicity we choose
D′ =
1
α2
θ
̟
2c(θ)
L
,
identify 1
αθ̟
c(θ)
L
with
√
D′ and L with F(
√
D′).
One can check that indeed vF(D
′) = 0, 1, and under the standard embedding,
(A.4) αθ =
1
̟
c(θ)
L
1√
D′
7→ 1
̟c(θ)/eL
(
0 1
D′
1 0
)
.
We remark here that the particular choice of D′ is mainly for convenience, and a different choice
will change the intertwining operator in (A.18), and explicit matrix coefficient computation in, for
example Lemma B.4 accordingly.
As in Example 3.4, when eL = 1, we have that A1 = M2(OF) and B1 = ̟M2(OF). When eL = 2,
A2 =
(
OF OF
̟OF OF
)
and B2 =
(
̟OF OF
̟OF ̟OF
)
.
Let KL(n) = L
×KA(n) and similarly K1L(n) = UL(1)KA(n). In the case c(π) = 4n or 2n + 1,
B1 = K1
L
(n). Using that GL2 = L
×B for the Borel subgroup B, we can alternatively write
K1L(n) = {tb|, t ∈ UL(1), b =
(
a m
0 1
)
where a ∈ UF(n), v(m) ≥ n}.
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In the case c(π) = 4n + 2, we shall pick the following special intermediate group
(A.5) B1 = K1L(n + 1, n) = {tb|, t ∈ UL(1), b =
(
a m
0 1
)
where a ∈ UF(n + 1), v(m) ≥ n}.
Then one can constructs simple characters, cuspidal types and minimal vectors as in Section 3. As
we fixed the embedding of L, we’ve also fixed the cuspidal type and associated minimal vectors.
A.2. Matrix coefficient and Kirillov model. Here we explain the basics on matrix coefficients
for compact induction.
In general letG be a unimodular locally profinite group with center Z. Let H ⊂ G be an open and
closed subgroup containing Z with H/Z compact. Let ρ be an irreducible smooth representation of
H with unitary central character and π = c−IndGH(ρ). By the assumption on H/Z, ρ is automatically
unitarisable, and we shall denote the unitary pairing on ρ by < ·, · >ρ. Then one can define the
unitary pairing on π by
(A.6) < φ, ψ >π=
∑
x∈H\G
< φ(x), ψ(x) >ρ .
If we let y ∈ H\G and {vi} be a basis for ρ, the elements
fy,vi(g) =

ρ(h)vi, if g = hy ∈ Hy;
0, otherwise.
form a basis for π.
Lemma A.2. For y, z ∈ H\G,
(A.7) < π(g) fy,vi , fz,v j >π=

< ρ(h)vi, v j >ρ, if g = z
−1hy ∈ z−1Hy;
0, otherwise.
See, for example, [11] for more details.
Now we pick G = B×, and H = J, ρ = Λ. The minimal vector ϕ in Definition 3.12 corresponds
to the coset y = 1. Type 1, 2 minimal vectors correspond to different choices of basis for Λ. Then
the lemma above immediately explains Corollary 3.15. Further more we have the following:
Corollary A.3.
(A.8)
∫
Z\GL2
|Φϕ(g)|2dg ≍
1
C(π × π)1/2 .
In particular the formal degree of π is asymptotically C(π × π)1/2.
Proof. Let K be the standard maximal compact subgroup. When eL = 1,
(A.9) [K : KB1(n)] = [K : KB1(1)][KB1 (1) : KB1(n)] = (q
2 − 1)(q2 − q)q4(n−1),
(A.10) [KL(n) : KB1(n)] = [O
×
L : 1 +̟
n
LOL] = (q
2 − 1)q2(n−1).
Thus
(A.11) Vol(KL(n)) =
1
(q2 − q)q2(n−1) =
1
1 − q−1
1
q2n
.
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When c(π) = 4n, C(π × π) = q4n, and
(A.12)
∫
Z\GL2
|Φϕ(g)|2dg = Vol(KL(n)) =
1
1 − q−1
1
q2n
=
1
1 − q−1
1
C(π × π)1/2 .
When c(π) = 4n + 2, C(π × π) = q4n+2, and
(A.13)
∫
Z\GL2
|Φϕ(g)|2dg =
1
q
Vol(KL(n)) =
1
1 − q−1
1
q2n+1
=
1
1 − q−1
1
C(π × π)1/2 .
Here we have used that dimΛ = q in this case.
When eL = 2,
(A.14) [K : KB2(n)] = [K : KB2(1)][KB2(1) : KB2(n)] = (q
2 − 1)(q + 1)q2(n−1),
(A.15) [KL(n) : KB2(n)] = [O
×
L : 1 +̟
n
LOL] = (q − 1)qn−1.
Thus
(A.16) Vol(KL(n)) =
1
(1 + q−1)2
1
qn+1
When c(π) = 2n + 1, C(π × π) = q2n+2, and
(A.17)
∫
Z\GL2
|Φϕ(g)|2dg = Vol(KL(n)) =
1
(1 + q−1)2
1
qn+1
=
1
(1 + q−1)2
1
C(π × π)1/2 .

A.3. Kirillov model. Now we discuss the relation between the compact induction model and the
Kirillov model by constructing an intertwining operator explicitly.
We define the intertwining operator from π to its Whittaker model by
(A.18) ϕ 7→ Wϕ(g) =
∫
F
Φϕ(
(
̟⌊c(π)/2⌋ 0
0 1
) (
1 n
0 1
)
g)ψ(−n)dn.
Lemma A.4. Under the intertwining operator as above, a minimal vector for the fixed cuspidal
type in Section A.1 is given up to a constant multiple in the Kirillov model as follows.
(1) When c(π) = 4n, ϕ = char(̟−2nUF(n)).
(2) When c(π) = 2n + 1, ϕ = char(̟−nUF(⌈n/2⌉)).
(3) When c(π) = 4n + 2, the type 1 minimal vectors are ϕx = char(̟
−2n−1(1 + x̟n)UF(n + 1))
for x ∈ OF/̟OF.
Proof. We only prove part (3) here. The first two results are similar and much easier. Let ϕ0 be the
type 1 minimal vector associated to B1 = K1
L
(n+1, n), θ˜ as given by (3.8) and αθ as given by (A.4).
By the intertwining operator defined above, we have that
(A.19) Wϕ0(
(
a 0
0 1
)
) =
∫
F
Φϕ0(
(
̟2n+1a ̟2n+1n
0 1
)
)ψ(−n)dn.
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By Corollary 3.15, we know thatΦϕ0(
(
̟2n+1a ̟2n+1n
0 1
)
) is non-vanishing only when a ∈ ̟−2n−1UF(n+
1) and n ∈ ̟−n−1OF, in which case by (3.8) and (A.4),
(A.20) Wϕ0(
(
a 0
0 1
)
) =
∫
n∈̟−n−1OF
ψ(̟−2n−1̟2n+1n)ψ(−n)dn = qn+1.
So up to a constant, ϕ0 in the Kirillov model is ϕ0 = char(̟
−2n−1UF(n + 1)), and the intertwining
operator is not trivial. All the other type 1 minimal vectors for fixed cuspidal type should be the
translate of ϕ0 by K
1
L
(n)/K1
L
(n + 1, n) = {
(
1 + x̟n 0
0 1
)
|x ∈ OF/̟OF}, so the result follows from
the definition of the Kirillov model. 
Using the Kirillov model, one can directly get the property for ϕx.
(A.21) π(ztb)ϕx = θ(zt)ψ(̟
−2n−1(1 + x̟n)m)ϕx
for z ∈ Z, t ∈ UL(1), b =
(
a m
0 1
)
where a ∈ UF(n + 1), v(m) ≥ n. The characters θ(zt)ψ(̟−2n−1(1 +
x̟n)m) for different x ∈ OF/̟OF actually correspond to different extensions of θ˜ to B1.
A.4. Local Langlands correspondence, Jacquet-Langlands correspondence and compact in-
duction. Here we describe the relation between the compact induction parametrisation and the
local Langlands/Jacquet-Langlands correspondence. See [1] Section 34, 56 for more details.
For a field extension L/F and an additive character ψ over F, let λL/F(ψ) be the Langlands
λ−function as in [12]. When L/F is a quadratic field extension, let ηL/F be the associated qua-
dratic character. By [12], we have for ψβ(x) = ψ(βx),
(A.22) λL/F(ψβ) = ηL/F(β)λL/F(ψ).
Definition A.5. (1) If L is inert, define ∆θ to be the unique unramified character of L
× of order
2.
(2) If L is ramified and θ is a character over L with c(θ) even, associate αθ to θ as in Lemma
2.1. Then define ∆θ to be the unique level 1 character of L
× such that
∆θ|F× = ηL/F,∆θ(̟L) = ηL/F(̟c(θ)−1L αθ)λc(θ)−1L/F (ψ).(A.23)
Note that in [1] ψ is chosen to be level 1. We have adapted the formula there to our choice of ψ
using (A.22). The definition is also independent of the choice of ̟L.
Theorem A.6. If π is associated by compact induction to a character θ over a quadratic extension
L, then its associated Deligne-Weil representation by local Langlands correspondence is σ =
IndFL(Θ), where Θ = θ∆
−1
θ
.
Note here thatΘ and θ differ by a at most level 1 character, so αΘ is congruent to αθ and ∆Θ = ∆θ.
For Jacquet-Langlands correspondence, we have the following.
Theorem A.7. If π on GL2 is constructed from (θ,L), then π
D is constructed from (θD,L), where
θD = θ if eL = 1, and θ
D|O×
L
= θ|O×
L
, θD(̟L) = −θ(̟L) if eL = 2.
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A.5. Explicit ǫ−value test. Let π be associated to σ = IndFLΘ for a character Θ over L with
c(Θ) = n. χ be a character over E with c(χ) = m. As noted before, we assume p , 2 and trivial
central character. Further we restrict ourselves to the case c(π) ≥ c(πχ−1) (otherwise it’s always on
GL2 side). Then we have the following table on ǫ(πE × χ−1) according to [17][proof in Proposition
2.6 and Lemma 3.2].
Case L E ǫ(πE × χ−1)
1 inert inert (−1)c(Θχ−1)+c(Θτχ−1)
2 inert ramified always −1
3 ramified inert always −1
The case when E and L are both ramified is more complicated. We take down the following two
lemma from [17].
Lemma A.8. Let L and E be distinct ramified quadratic extensions of F with uniformizers̟L and
̟E. Suppose that ̟
2
L
= ̟F. Let Θ be a character over L with c(Θ) even. Let ξ ∈ O×F such that
ξ̟2
L
= ̟2
E
. Then ǫ(πE × χ−1) = −1 iff for j = c(Θ)/2 − 1 and any x ∈ O×F ,
(A.24) χ(1 +̟
j
F
̟Ex) = Θ(1 +̟
j
F
̟Lδx)
for certain δ ∈ OF such that δ2ξ−1 − 1 is a square in OF/̟OF.
Remark A.9. The statement here is slightly different from Proposition 2.9 of [17]. We believe this
is due to a mistake in [17]. According to the notation there, θ(1 + x) = ψL(y1x) and χ
−1(1 + x) =
ψE(y2x). Then y2/y1 = −αχ/αθ should be congruent to −δ
√
ξ−1, instead of δ
√
ξ in [17]. Another
evidence for this mistake is that in this paper we shall come to the same criterion from a different
approach.
Lemma A.10. Let E and L be the same ramified quadratic extensions with uniformizer ̟E such
that ̟2
E
= ̟F. Let η be a character of E
× extending the quadratic character ηE/F of F×. Then
ǫ(πE × χ−1) = −1 iff one of the followings is true
(1) c(Θχ−1η) = c(Θτχ−1η) = c(Θ) and, for all x ∈ OF, χ(1 + ̟ jEx) = Θ(1 + ̟ jEδx) where
j = c(Θ) − 1 and δ ∈ OF/̟OF satisfies δ2 − 1 is not a square in OF/̟OF.
(2) 0 < c(Θχ−1η) < c(Θ) and the character ν = Θχ−1η satisfies ν(1 + ̟c(ν)−1
E
x) = Θ(1 +
̟
c(Θ)−1
E
δx) for x ∈ OF where δ ∈ O×F satisfies −2δ(−1)(c(ν)+c(Θ))/2 is not a square mod ̟OF.
(3) 0 < c(Θτχ−1η) < c(Θ) and the character ν = Θτχ−1η satisfies ν(1 + ̟c(ν)−1
E
x) = Θ(1 +
̟
c(Θ)−1
E
δx) for x ∈ OF where δ ∈ O×F satisfies 2δ(−1)(c(ν)+c(Θ))/2 is not a square mod ̟OF.
(4) c(ν) = 0 for ν = Θχ−1η or Θτχ−1η, and ν(̟E) = −1.
Note that we don’t need to worry about the case when c(ν) = 1. This is because when ν|F× = 1
and E is ramified, such characters don’t exist.
Appendix B. Test vector forWaldspurger’s period integral on GL(2) side
The goal of this section is to find test vector for I(ϕ, χ) on GL2 side and prove Theorem A.1,
and explicitly show that the existence of such test vector is consistent with the explicit ǫ−value
test given in Section A.5, while the size of the local integral is more precisely consistent with
computations in Proposition 4.9. As before, ϕ ∈ π is a minimal vector, where π is a supercuspidal
representation associated to a character θ over a quadratic extensionL by compact induction theory.
χ is a character over the quadratic extension E.
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Let ϕ0 a minimal vector for fixed cuspidal type as in Section A.1 with matrix coefficient satisfy-
ing Corollary 3.15. Let
ϕ = π(
(
1 u
0 1
) (
v 0
0 1
)
)ϕ0
for some u, v ∈ F×. Denote k =
(
1 u
0 1
) (
v 0
0 1
)
. Then for ϕ we have
I(ϕ, χ) =
∫
F×\E×
Φϕ(t)χ
−1(t)dt(B.1)
=
∫
F×\E×
Φϕ0(k
−1tk)χ−1(t)dt
We shall assume that v(v) = 0 and v(u) ≥ 0. (In principle we need to consider all possible
valuations to cover all possible test vectors. But it turns out the test vectors with these restrictions
already suffice.)
As in Section 4, we shall deal with the case Supp Φϕ ∩ E× = E× separately from the case
Supp Φϕ ∩ E× ( E×. The difference between the approach here and that of Section 4 lies in the
latter case, which is the main focus of this section. The basic idea, as mentioned in the introduction,
is to carefully identify Supp Φϕ∩E× and check whether Φϕχ−1 = 1 on the common support. In the
case dimΛ > 1, we make use of the fact that Φϕ0 for type 1 minimal vectors is still multiplicative
when restricted to J1.
According to Section A.5, we know that the integral will be automatically zero if eL , eE. So
for simplicity we shall assume eL = eE and v(
D
D′ ) = 0. But in the proof we shall also see why we
can’t find test vectors when eL , eE. Also when eL = eE, c(π) ≥ c(πχ−1) implies that c(θ) ≥ c(χ).
Let t =
(
a b
bD a
)
∈ E with min{v(a), v(b)} = 0. According to the proof for Lemma 4.1, when
Supp Φϕ ∩ E× ( E×, we must have
(B.2) v(b) ≥ 1, v(a) = 0 when eL = 1, v(b) ≥ 0, v(a) = 0 when eL = 2.
In particular, if t ∈ Supp Φϕ ∩ E× ( E×, we must have k−1tk ∈ ZB1. This is because by considering
v(Nm(k−1tk−a)) = v(Nm(t−a)) > 0, we know that k−1tk ∈ ZJ1. Further by Corollary 3.15, matrix
coefficient for a type 1 minimal vector is supported on ZB1.
Lemma B.1. Let t =
(
a b
bD a
)
∈ E satisfy (B.2), eE = eL and B1 be fixed as in Section A.1. Then
k−1tk ∈ ZB1 if and only if
(B.3) bDu ≡ 0 mod ̟i
(B.4) b(v2 − D
′
D
) ≡ 0 mod ̟ j.
Here i, j ∈ Z are given as follows
(B.5)

i = j = n, if eL = 1, c(π) = 4n,
i = n + 1, j = n, if eL = 1, c(π) = 4n + 2,
i = ⌈n/2⌉, j = ⌊n/2⌋, if eL = 2, c(π) = 2n + 1.
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Proof. Note that
(B.6) k−1tk =
(
a − bDu v−1b(1 − Du2)
vbD a + bDu
)
.
So k−1tk ∈ ZB1 if and only if
(B.7) a − bDu ≡ a + bDu mod ̟i,
(B.8)
vbD
D′
− v−1b(1 − Du2) ≡ 0 mod ̟ j.
Here one can do a case by case check for the values of i, j. Note that when eL = 2,
Bn2 =
(
̟⌈n/2⌉OF ̟⌊n/2⌋OF
̟⌊n/2⌋+1OF ̟⌈n/2⌉OF
)
.
We shall skip the rest details here. Manipulating these two equations using that i ≥ j, we get the
required congruence equations. 
B.1. L ; E both ramified. When L ; E but eL = eE, they must be distinct ramified extensions.
We choose uniformizers so that̟2
L
= ̟F. χ is a character over a different ramified extension E,
with uniformizer ̟E such that ̟
2
E
= ξ̟F where ξ is not a square in (OF/̟OF)
×. Recall that the
associated Langlands parameter for π is Θ = θ∆−1θ where ∆θ is level 1. Then by Lemma A.8, we
shall compute I(ϕ, χ) on GL2 side if and only if for l = c(θ)/2 − 1 and any x ∈ O×F ,
(B.9) χ(1 +̟lF̟Ex) = θ(1 +̟
l
F̟Lδx)
for certain δ ∈ OF such that
(B.10) δ2ξ−1 − 1 is not a square in OF/̟OF.
Proposition B.2. Suppose that E,L are distinct ramified extensions, c(π) = 2n+ 1, and I(ϕ, χ) , 0
for ϕ = π(k)ϕ0 where k =
(
1 u
0 1
) (
v 0
0 1
)
with v(v) = 0, v(u) ≥ 0. Let αχ be any element satisfying
χ(1 + x) = ψE(αχx) for 1 + x ∈ UE(n) and αχ = −αχ. Then
(B.11)
D
D′
v2 − 2̟nFαχ
√
Dv + (1 − Du2) ≡ 0 mod ̟⌈n/2⌉
F
.
Whether this quadratic equation has solutions is consistent with Tunnell-Saito’s ǫ−value test. For
each fixed u solution, we get 2 solution v mod ̟⌈n/2⌉, and resulting integral is
(B.12) I(ϕ, χ) =
1
q⌊n/2⌋
,
which is consistent with (4.45) for l = 2n + 1.
Proof. In this case, v(v2− D′
D
) = 0. So by Lemma B.1, we must have b ∈ ̟⌊n/2⌋ and k−1tk ∈ ZKA(n).
By Corollary 3.15, (3.8) and (A.4), we have
(B.13) Φϕ0(k
−1tk) = ψ(̟−c(θ)/eL
F
b
a
(v
D
D′
+ v−1(1 − Du2))).
By definition of αχ, we have
(B.14) χ−1(t) = ψ(−2αχ
b
√
D
a
).
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I(ϕ, χ) , 0 is equivalent to that
(B.15) Φϕ0(k
−1tk)χ−1(t) = 1
on the common support Z{a + b
√
D|v(a) = 0, v(b) ≥ ⌊n/2⌋} = ZUE(n). As c(ψ) = 0, we must have
(B.16) (v
D
D′
+ v−1(1 − Du2) − 2̟c(θ)/eL
F
αχ
√
D)b ≡ 0 mod ̟nF
for b ∈ ̟⌊n/2⌋. Since v ∈ O×
F
, we get the quadratic equation as claimed. This quadratic equation
has discriminant
(B.17) ∆(u) = 4D̟
2c(θ)/eL
F
α2χ − 4
D
D′
+
4D2u2
D′
.
Note that v(4D̟
2c(θ)/eL
F
α2χ − 4 DD′ ) = 0. When v(u) < 0, ∆(u) ≡ 4D
2u2
D′ is never a square. When
v(u) ≥ 0, v(4D2u2
D′ ) > 0, and whether ∆(u) is a square is independent of choice of u. For simplicity
one can just pick u = 0.
Recall that we have
(B.18) χ(1 +̟lF̟Ex) = θ(1 +̟
l
F̟Lδx).
This implies that
(B.19) αχ = αθ
̟L
̟E
δ.
Substitute this and ̟
c(θ)
L
αθ =
1√
D′
into ∆(0), we get
(B.20) ∆(0) = 4
D
D′
(ξ−1δ2 − 1).
Now D
D′ is already not a square. Thus whether ∆(0) is a square is equivalent to whether δ
2ξ−1 − 1 is
not a square, which is consistent with Lemma A.8. So when the ǫ− value test passes for GL2, ∆(0)
is a square. It’s easy to check that one can get two solutions of v mod ̟
⌈n/2⌉
F
. For each solution,
we have
(B.21) I(ϕ, χ) = Vol(Z\ZUE(n)) =
1
q⌊n/2⌋
.

Remark B.3. One can do a similar computation even when eL , eE. Consider for example the case
eL = 1 and eE = 2, i.e., v(D
′) = 0 and v(D) = 1. One can obtain a similar quadratic equation with
similar discriminant. But in this case
(B.22) ∆(u) ≡ −4 D
D′
is never a square.
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B.2. L ≃ E, min{c(θχ−1), c(θχ−1)} ≥ 2. In this case D
D′ is a square and c(θχ
−1), c(θχ−1) make
sense. Since conjugation by
(−1 0
0 1
)
effectively change χ into χ, we shall always assume that
c(θχ−1) ≤ c(θχ−1) = c(θ). From (B.4), we get that b(v ±
√
D′
D
) ≡ 0 mod ̟ j, We shall always
assume that
(B.23) b(v −
√
D′
D
) ≡ 0 mod ̟ j
which is closely related to the previous assumption that c(θχ−1) ≤ c(θχ−1). Again the action of(−1 0
0 1
)
switch the congruence condition for v.
Lemma B.4. Let t satisfy (B.2), (B.3), (B.23). Then we can write
k−1tk =
 a b
√
D
D′
b
√
DD′ a
(B.24)
× 1
a2 − b2D

a2 − abDu − vb2
√
D
D′D ab(v
−1 −
√
D
D′ ) − bDu(b
√
D
D′ + v
−1au)
abD(v −
√
D′
D
) + b2Du
√
DD′ a2 + abDu − v−1b2
√
DD′(1 − Du2)

and
Φϕ(t) = θ(a + b
√
D)ψ(̟
−c(θ)/eL
F
ab
a2 − b2D (
D
D′
v + v−1(1 − Du2) − 2
√
D
D′
))(B.25)
= θ(a + b
√
D)ψ(̟
−c(θ)/eL
F
ab
(a2 − b2D)v ((
√
D
D′
v − 1)2 − Du2)).
Sketch of proof. By the previous lemma, the congruence conditions guarantee that k−1tk ∈ ZB1, so
(B.24) is just to write k−1tk as a product of an element from L× and an element from the neigh-
bourhood of identity. One can check this formula directly. For the value of matrix coefficient, we
use Corollary 3.15, (3.8) and (A.4). In particular note that a b
√
D
D′
b
√
DD′ a
 = a + b
√
D
D′
·
√
D′ = a + b
√
D
under the embedding of L. 
Note that
ab
(a2 − b2D)v =
ab
a2v
(1 +
b2D
a2
+ · · · ).
One can show that all error terms do not matter by studying their valuations and using (B.2), (B.3),
(B.23) and c(ψ) = 0. Thus
ψ(̟
−c(θ)/eL
F
ab
(a2 − b2D)v ((
√
D
D′
v − 1)2 − Du2)) = ψ(̟−c(θ)/eL
F
b
av
((
√
D
D′
v − 1)2 − Du2)).
Now to check Φϕ0(k
−1tk)χ−1(t) = 1 on the common support, one can first compare the level of
θχ−1(a+b
√
D) with the level of ψ(̟
−c(θ)/eL
F
b
av
((
√
D
D′ v−1)2−Du2)). From this we can get the domain
of the integrals. We shall now do a case by case discussion.
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B.2.1. L ≃ E inert, c(π) = 4n.
Lemma B.5. If c(θ) = 2n, c(θχ−1) > 1 and I(ϕ, χ) , 0, then c(θχ−1) = 2d must be even and
v(
√
D
D′ v − 1)2 − Du2) = 2(n − d). Correspondingly the support of the integral is Z{a + b
√
D|v(a) =
0, v(b) ≥ d}.
Proof. Since v((
√
D
D′ v− 1)2 −Du2) is always even, ψ(̟−c(θ)/eLF bav((
√
D
D′ v− 1)2 −Du2)) as a function
in b is of even level. Then θχ−1 must also have even level. For the support, simply use (B.3) and
(B.23). 
Note that the condition on c(θχ−1) is already consistent with the ǫ−value test in Section A.5. On
this domain one can further write
(B.26) θχ−1(a + b
√
D) = ψE(αθχ−1
b
√
D
a
) = ψ(2αθχ−1
b
√
D
a
).
Thus Φϕ0(k
−1tk)χ−1(t) = 1 on the support of the integral is equivalent to that
(B.27) (
D
D′
v2 + 2v(̟c(θ)/eLαθχ−1
√
D −
√
D
D′
) + 1 − Du2)b ≡ 0 mod ̟c(θ)/eL .
Its discriminant is
(B.28) ∆(u) = 4̟2nαθχ−1
√
D(̟2nαθχ−1
√
D − 2
√
D
D′
) + 4
D
D′
Du2.
One can always find proper u such that ∆(u) is a square, because of the following lemma.
Lemma B.6. The norm map on the residue field
Nm : a + b
√
D 7→ a2 − b2D
is surjective when restricted to the domain {a + b
√
D|, a , 0}.
We have v(∆(u)) = 2n − 2d by proper choice of u. Then the quadratic equation (B.27) has two
solutions v mod ̟n. For each of these two solutions, we have
(B.29) I(ϕ, χ) = Vol(Z\ZUE(d)) =
1
(q + 1)qd−1
,
which is consistent with (4.45) for l = 4d.
B.2.2. L ≃ E inert, c(π) = 4n + 2.
Lemma B.7. If c(θ) = 2n + 1, c(θχ−1) > 1 and I(ϕ, χ) , 0, then c(θχ−1) = 2d + 1 must be even
and v(
√
D
D′ v − 1)2 − Du2) = 2(n − d). If one can pick v(u) > n − d, then the support of the integral
is Z{a + b
√
D|v(a) = 0, v(b) ≥ d}. If one can pick v(u) = n − d, then the support of the integral is
Z{a + b
√
D|v(a) = 0, v(b) ≥ d + 1}.
Again the condition on c(θχ−1) is consistent with the ǫ−value test. The difference in the domain
is related to the difference in power in (B.3), (B.23). Note that in the case v(u) > n−d and v(b) ≥ d,
(B.30) θχ−1(a + b
√
D) = θχ−1(1 +
b
√
D
a
) = ψ ◦ Tr(αθχ−1(
b
√
D
a
− b
2D
2a
)) = ψ(2αθχ−1
b
√
D
a
).
Thus in either cases one get the same expressions for the quadratic equation and its discriminant
as in Section B.2.1.
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If we can take v(u) = n − d and v(b) ≥ d + 1 for the support of the integral, we can solve for
two solutions of v mod ̟n. This implies that there are 2q solutions mod ̟n+1. For each such
solutions we have
(B.31) I(ϕ, χ) =
1
(q + 1)qd
.
If we can take v(u) > n − d and v(b) ≥ d for the support of the integral. Solving (B.27) gives
two solution of v mod ̟n+1. For each solution we have
(B.32) I(ϕ, χ) =
1
(q + 1)qd−1
.
l = 4d + 2 in this case. These results are not exactly consistent with (4.45), as our choice of
B1 are not necessarily optimal. But they are matching two possible outcomes given in (4.42) and
(4.43).
B.2.3. L ≃ E ramified.
Lemma B.8. Suppose that c(θχ−1) = 2d, I(ϕ, χ) , 0. If n−d is even, then vF((
√
D
D′ v−1)2) = n−d,
vF(u) ≥ (n − d)/2(actually we can pick u = 0) and v(b) ≥ ⌊n/2⌋ − n−d2 = ⌊d/2⌋. If n − d is odd, then
vF((
√
D
D′ v − 1)2) > n − d, vF(u) = n−d−12 and v(b) ≥ ⌈n/2⌉ − n−d+12 = ⌈ d−12 ⌉ = ⌊d/2⌋.
One can get similar quadratic equation as before:
(B.33) b(
D
D′
v2 + (2̟nFαθχ−1
√
D − 2
√
D
D′
)v + (1 − Du2)) ≡ 0 mod ̟nF.
The discriminant is
(B.34) ∆(u) = 4̟nFαθχ−1
√
D(̟nFαθχ−1
√
D − 2
√
D
D′
) + 4
D
D′
Du2.
Here we have used that c(θ) = 2n. Also note that vE(αθχ−1) = −2d − 1.
Consider first the case n−d is even. We pick u = 0 directly for simplicity. Then vF(∆(0)) = n−d
and
(B.35) ∆(0) ≡ −8̟nFαθχ−1
D
D′
√
D′
Recall that by Lemma A.10 (2), we write ν = Θχ−1η, where η is a character of E× extending ηE/F.
In particular if we pick η = ∆θ, then ν = θχ
−1. When we write ν(1 +̟c(ν)−1
E
x) = θ(1 +̟
c(θ)−1
E
δx),
this implies that
(B.36) αθχ−1̟
2d+1
E ≡ αθ̟2n+1E δ ≡ ̟E
1√
D′
δ mod ̟.
Thus
(B.37) ∆(0) ≡ −8̟n−dF
D
D′
δ.
It’s a square iff −2δ is a square, consistent with Lemma A.10 (2).
When ∆(0) is indeed a square, we get two solutions of v mod ̟
⌈n/2⌉
F
. For each of these two
solutions we have
(B.38) I(ϕ, χ) =
1
q⌊n/2⌋−
n−d
2
=
1
q⌊d/2⌋
.
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Now if n − d is odd, vF(∆(0)) = n − d is odd, thus ∆(0) can never be a square. We need to pick u
such that vF(u) =
n−d−1
2
and ∆(0) + 4 D
D′Du
2 can be of higher evaluation. For this purpose we need
that
(B.39) − 8̟n−dF
D
D′
δ + 4
D
D′
Du2 ≡ 0.
Note that D differs from̟F by a square and
D
D′ is also a square. So this being possible is equivalent
to that 2δ is a square. This again is consistent with Lemma A.10 (2).
Once 2δ is a square, we can easily adjust u so that ∆(u) is a square. In this case it’s possible to
get more solutions of v mod ̟
⌈n/2⌉
F
. For each solution we have
(B.40) I(ϕ, χ) =
1
q⌈n/2⌉−
n−d+1
2
=
1
q⌊d/2⌋
.
In either case, the size of the local integral is consistent with (4.45) with l = 2d + 1.
B.3. Case L ≃ E and c(θχ−1) ≤ 1. This part provides more details for Section 4.1.
When Supp Φϕ ∩ E× = E×, we can identify L× with E×.
When c(π) = 4n, c(θ) = 2n, E× acts on the minimal vector by θ, or θ after conjugation by(−1 0
0 1
)
, and we must have χ = θ or θ for the local integral to be non-vanishing. Thus c(θχ−1) +
c(θχ
−1
) = 2n is even, consistent with the explicit ǫ−value test in Section A.5. Then one get a
unique solution v mod ̟n and I(ϕ, χ) = 1.
When c(π) = 4n + 2, c(θ) = 2n+ 1, E× acts on type 2 minimal vectors by θν or θν with c(ν) = 1,
ν|F× = 1. Then for the integral to be non-vanishing, χ = θν or θν, and c(θχ−1) + c(θχ−1) = 2n + 2
is even, consistent with the explicit ǫ−value test. Then one get a unique solution v mod ̟n+1 and
I(ϕ, χ) = 1.
When c(π) = 2n+1, c(θ) = 2n, E× acts on the minimal vector by θ or θ. For the integral to be non-
vanishing, χ = θ or θ. This implies that θχ−1(̟L) = 1, which is consistent with Lemma A.10 (4).
Then one get a unique solution v mod ̟⌈n/2⌉ and I(ϕ, χ) = 2 (as we normalise Vol(O×
F
\O×
E
) = 1).
If Supp Φϕ ∩ E× ( E×, then Lemma B.1 and Lemma B.4 hold. One can argue similarly as for
c(θχ−1) ≥ 2 case, and show that the integral must equal zero. We shall leave the details to readers.
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