Advancing the use of geographic information systems, numerical and physical models for the planning of managed aquifer recharge schemes by Sallwey, Jana
DISSERTATION
INOWAS Book Series
Advancing the use of geographic information 
systems, numerical and physical models for the 
planning of managed aquifer recharge schemes
JANA SALLWEY
Beiträge zu Abfallwirtschaft / Altlasten – Volume 109
  
Beiträge zu Abfallwirtschaft/Altlasten  
 
Scientific series of the Institute of Waste Management and 
Circular Economy  
Technische Universität Dresden  
 
Vol. 109  Dissertation  
Advancing the use of geographic 
information systems, numerical 
and physical models for the 
planning of managed aquifer 
recharge schemes 
  
Publisher: Eigenverlag des Forums für 
Abfallwirtschaft und Altlasten e.V.  
 
Forum für Abfallwirtschaft und Altlasten e.V.  
Pratzschwitzer Straße 15  
01796 Pirna  
Germany 
 
Print:  Reprogress GmbH  
 
Chemnitzer Straße 46b  
01187 Dresden  
info@reprogress.de  






Titelfoto: © Helen Dagmar Scholz 
 
  
© All rights reserved. No part of this publication may be 
reproduced, stored in a retrieval system, or transmitted, in any 
form or by any means without the prior written permission of the 
publisher, nor be otherwise circulated in any form of binding or 
cover other than that in which it is published and without a 
similar condition being imposed on the subsequent purchaser. 
Dissertation  
 
Advancing the use of geographic 
information systems, numerical and 
physical models for the planning of 






Prof. Dr.-Ing. habil. Christina Dornack  
 
Beiträge zu Abfallwirtschaft/Altlasten  
 
Scientific series of the Institute of Waste Management and 
Circular Economy 
Technische Universität Dresden  
 










Advancing the use of geographic information 
systems, numerical and physical models for the 
planning of managed aquifer recharge schemes 
 





Dipl.-Hydrol. Jana Sallwey 







Prof. Dr. Rudolf Liedl, Technische Universität Dresden 
Dr. Catalin Stefan, Technische Universität Dresden 
Assoc. Prof. Dr. Alex Furman, Technion - Israel Institute of Technology, Israel 
 
 
Eingereicht am: 10.02.2020 





Global change is a major threat to local groundwater resources. Climate change and 
population growth are factors that directly or indirectly augment the increasing uptake of 
groundwater resources. To outbalance the pressure on aquifers, managed aquifer recharge (MAR) 
schemes are increasingly being implemented. They enable the subsurface storage of surplus water 
for times of high demand. The complexity of MAR schemes makes their planning and 
implementation multifaceted and requires a comprehensive assessment of the local 
hydrogeological and hydrogeochemical conditions.  
Despite the fact that MAR is a widely used technique, its implementation is not well regulated 
and comprehensive planning and design guidelines are rare. The use of supporting tools, such as 
numerical and physical models or geographic information systems (GIS), is rising for MAR planning 
but their scope and requirements for application are rarely reflected in the available MAR 
guidelines. To depict the application potential and the advantages and disadvantages of the tools 
for surface infiltration MAR planning, this thesis comprises reviews on the past use of the tools as 
well as suggestions to improve their applicability for MAR planning. 
GIS is not mentioned by most MAR guidelines as a planning tool even though it is increasingly 
being used for MAR mapping. Through a review of GIS-based MAR suitability studies, this thesis 
shows that the MAR mapping process could be standardized by using the often-applied approach 
of constraint mapping, suitability mapping by using pairwise comparison for weight assignment 
and weighted linear combination as a decision rule, and a subsequent sensitivity analysis. 
Standardizing the methodology would increase the reliability and comparability of MAR maps due 
to the common methodological approach. Thus, the proposed standard methodology was 
incorporated into a web GIS that simplifies MAR mapping through a pre-defined workflow. 
Numerical models are widely used for the assessment of MAR schemes and are included into 
some MAR planning guidelines. However, only a few studies were found that utilized vadose zone 
models for the planning and design of MAR schemes. In this thesis, a review and a subsequent 
case study highlight that numerical modelling has many assets, such as monitoring network design 
or infiltration scenario planning, that make its utilization during the MAR planning phase 
worthwhile. Consequently, this study advocates the use of vadose zone models for MAR planning 
by showing their potential areas of application as well as their uncertainties that need to be 
regarded carefully during modelling. 
Physical models used for MAR planning are typically field or pilot sites, as some MAR legislation 
requests pilot sites as part of the preliminary assessment. Laboratory experiments are used less 
often and are mostly restricted to the analysis of very specific issues, such as clogging. This thesis 
takes on the issue of scaling laboratory results to the field scale by comparing results from three 
physical models of different scales and dimensionality. The results indicate that preferential flow 
paths, air entrapment and boundary influence limit the quantitative validity of laboratory 
experiments. The use of 3D tanks instead of 1D soil columns and the application of statistical 
indicators are means to increase the representativeness of laboratory measurements. 
Nevertheless, physical models have the potential to improve MAR planning in terms of detailed 
process assessment, scenario and sensitivity analyses.  
All tools discussed in this thesis have their merits for MAR scheme planning and should be 
advocated better in MAR guidelines by depicting their application potential, advantages and 
disadvantages. The information accumulated in this thesis is a step towards an advanced use of 







Der globale Wandel stellt eine große Bedrohung für die lokalen Grundwasserressourcen dar. 
Klimawandel und Bevölkerungswachstum sind Faktoren, die, direkt oder indirekt, die zunehmende 
Nutzung von Grundwasserressourcen verstärken. Um diesen Druck auf die Grundwasserleiter 
auszugleichen, werden verstärkt Maßnahmen zur gezielten Grundwasserneubildung (managed 
aquifer recharge = MAR) durchgeführt. Dies ermöglicht die unterirdische Speicherung von 
überschüssigem Wasser für Zeiten hohen Bedarfs. Die Komplexität von MAR-Anlagen macht ihre 
Planung und Umsetzung kompliziert und erfordert eine umfassende Bewertung der lokalen 
hydrogeologischen und hydrogeochemischen Bedingungen.  
Trotz der weltweiten Implementierung von MAR ist dessen Planung wenig reguliert. 
Umfassende Planungs- und Gestaltungsrichtlinien sind rar. Der Einsatz unterstützender 
Werkzeuge, wie numerischer und physikalischer Modelle oder Geoinformationssysteme (GIS), 
nimmt bei der MAR-Planung zu, aber ihre Einsatzmöglichkeiten und ihre Anforderungen an die 
Anwendung spiegeln sich selten in den verfügbaren MAR-Richtlinien wider. Um das 
Anwendungspotential und die Vor- und Nachteile der Werkzeuge für die MAR-Planung 
darzustellen, wurden für diese Arbeit Recherchen über den bisherigen Einsatz der Werkzeuge 
durchgeführt. Zusätzlich wurden Vorschläge zur Erhöhung ihrer Anwendbarkeit für die MAR-
Planung gemacht. Der Schwerpunkt lag dabei auf Oberflächeninfiltrationsverfahren. 
GIS wird in keiner MAR-Richtlinie als Planungsinstrument erwähnt, obwohl es zunehmend für 
die MAR-Kartierung eingesetzt wird. Eine Recherche über GIS-basierte MAR-Eignungsstudien 
zeigte, dass der MAR-Kartierungsprozess standardisiert werden kann mittels des oft genutzten 
Ansatzes: initiales Ausschneiden von Gebieten, welche Restriktionen unterliegen, dem folgend die 
Eignungskartierung mittels Paarvergleich für die Wichtung der GIS-Karten und der gewichteten 
Linearkombination als Entscheidungsregel, sowie eine abschließende Sensitivitätsanalyse. Die 
Standardisierung der Methodik könnte die Zuverlässigkeit und Vergleichbarkeit von MAR-Karten 
aufgrund des gemeinsamen methodischen Ansatzes erhöhen. Daher wurde die standardisierte 
Methodik in ein Web-GIS integriert, das über einen definierten Workflow die MAR-Kartierung 
vereinfacht. 
Numerische Modelle werden häufig für die Beurteilung von MAR-Systemen verwendet und 
sind in einigen MAR-Planungsrichtlinien ausgewiesen. Es wurden jedoch nur wenige Studien 
gefunden, die die Modelle der ungesättigten Zone für die Planung und Gestaltung von MAR-
Standorten verwendeten. Die in dieser Arbeit durchgeführte Literaturrecherche und eine darauf 
aufbauende Fallstudie zeigen, dass die numerische Modellierung viele Vorteile bietet, wie z. B. 
beim Design eines Monitoring-Netzwerkes oder bei der Planung von Infiltrationsszenarien.  
Physikalische Modelle, die für die MAR-Planung verwendet werden, sind meist Feld- oder 
Pilotversuche, da einige MAR-Gesetzgebungen Pilotstandorte im Rahmen der Vorabbewertung 
verlangen. Laborexperimente werden seltener eingesetzt und beschränken sich meist auf die 
Analyse sehr spezifischer Fragestellungen, wie z.B. der Kolmatierung. Diese Arbeit beschäftigt sich 
mit der Skalierbarkeit von Laborergebnissen auf die Feldskale, indem sie Ergebnisse aus drei 
physikalischen Modellen verschiedener Maßstäbe und Dimensionen vergleicht. Die Ergebnisse 
deuten darauf hin, dass Makroporen, Lufteinschlüsse und der Einfluss der Randbedingungen die 
quantitative Aussagekraft von Laborversuchen einschränken. Der Einsatz von 3D-Tanks anstelle 
von 1D-Bodensäulen oder von statistischen Indikatoren ist ein Mittel zur Erhöhung der 
Repräsentativität von Labormessungen. Nichtsdestotrotz hat die Anwendung physikalischer 
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Modelle das Potenzial, die MAR-Planung in Bezug auf detaillierte Prozessbewertung, Szenarien- 
und Sensitivitätsanalysen zu unterstützen.  
Alle beschriebenen Instrumente haben ihre Vorzüge bei der Bewertung von MAR-Anlagen und 
sollten in MAR-Richtlinien detaillierter berücksichtigt werden, indem ihr Anwendungspotenzial, 
ihre Vor- und ihre Nachteile dargestellt werden. Die für diese Arbeit zusammengestellten 
Informationen sind ein Schritt zur Förderung der beschriebenen Planungsinstrumente für die 
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Today, water scarcity is a major threat to large parts of the world and affects more than 2 
billion people [1]. With the increase in world population, the need for freshwater is projected to 
rise drastically for different sectors including manufacturing (+400%), thermal electricity 
generation (+140%) and domestic use (+130%) until 2050 [2]. The highest demand of freshwater is, 
however, coming from agriculture. Irrigated agriculture contains about 250 million hectares of land 
worldwide today, having increased its area by five times compared to the beginning of the 20th 
century [3]. Thus, the increasing scarcity of water is posing threats to various sectors and end users. 
It further intensifies the competition between these users [4], creating inequity and potential 
poverty to those who lose access to their water resources [5]. 
This scarcity of fresh water affects both surface and subsurface water. However, groundwater 
is not directly visible, and the rising scarcity of groundwater reservoirs becomes apparent only 
through measured groundwater levels. The hidden nature of groundwater makes its management 
often uncontrolled, leading to over-exploitation and contamination [6]. This is particularly alarming 
for domestic users of groundwater, as it is the principal drinking water source for some countries, 
like Malta, Namibia, Pakistan or Iran [7].  
In addition, water resources are threatened by the effects of climate change [8], [9]. 
Temperature increase as well as altering rainfall intensity and variability will affect both surface 
waters and groundwater. The storage of surface water is linked directly to seasonal rainfall. Hence, 
increasing rainfall variability will affect its storage capacity, meaning that fluctuations in rainfall will 
lead to fluctuations in surface water storage. This variability can be buffered by groundwater to 
some extent, as groundwater recharge and storage are less dependent on short-term fluctuations 
[10]. This means that the demand for groundwater is probable to increase in the future in order to 
balance out declining surface water reservoirs [11], [12]. This indirect effect of climate change 
combined with the direct effect of declining groundwater recharge rates, caused by reduced 
surface water flows, is thought to increase groundwater stress even further [13]. The direct effects 
of climate change on groundwater recharge are highly uncertain [8], [13] and vary regionally. For 
Europe, projections foresee a strong decrease in groundwater recharge in southern Europe, 
whereas for northern Europe even an increase is predicted [12]. 
Thus, the growing world population and the effects of climate change will increase 
groundwater extraction in many aquifers already prone to stress. Addressing the challenge of 
water scarcity is one of the key aspects of the sustainable development goals of the United Nations, 
which shows the global importance of this issue. The sustainable development goal No. 6 focuses 
on the availability of safe-to-use water for all by the year 2030, as well as the sustainable 
management of water to defy water scarcity [14].  
The transfer of water from times of high availability to times of high demand is one proposed 
solution to overcome water scarcity. This includes catching storm water runoff from high intensity 
precipitation events to use the water afterwards. It also includes storing water during wet season 
for the facilitation of water during dry season. Storing surplus water during times of high availability 
is one of the key recommendations to mitigate groundwater vulnerability to climate change [12].  
Surface dams have been the traditional solution for freshwater storage in the past. However, 
the spatial potential for the construction of additional dams is decreasing [15]. Further, dams imply 
many disadvantages such as evaporation losses, increased potential for water pollution, negative 
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environmental impact as well as high economic cost and public opposition [16]. The subsurface 
storage of water can counter these disadvantages and is realized through managed aquifer 
recharge (MAR). MAR is defined as the intended recharge of groundwater for later use or 
environmental benefits [17] and is increasingly being applied worldwide [18], [19]. Besides its 
application for subsurface storage, MAR is successfully utilized to improve the quality of 
groundwater resources, to recover depleted groundwater levels, to prevent saltwater intrusion, to 
control land subsidence, to mitigate floods, or to enhance ecological benefits [19]. 
A large variety of recharge techniques are summarized under the term of MAR [17], [20]. 
Spreading methods depict gravitational surface infiltration methods to unconfined aquifers and 
comprise methods such as infiltration basins (Figure 1) or surface flooding. In-channel 
modifications comprise structures built in intermittent or ephemeral streams that intercept or 
delay runoff, thus, enhancing aquifer recharge. Examples are recharge dams or sand dams. Well, 
shaft, and borehole recharge includes methods that directly recharge the aquifer like aquifer 
storage and recovery wells or that enhance recharge into the deeper unsaturated soil zone, e.g. 
through constructed shafts and boreholes. These methods are further complemented by 
methodologies for rainwater and runoff harvesting and for induced river or lake bank filtration. 
 
 
Figure 1. Example for a surface infiltration scheme with an infiltration pond and a recovery well 
[21] 
MAR schemes are described to work cost-effective starting from recharge volumes above 50 
ML/a [22]. Thus, MAR schemes generally involve large-scale facilities for groundwater recharge 
[23]. The construction of MAR facilities requires comprehensive planning to understand the local 
hydrogeological conditions, to achieve sustainable and controllable conditions, to reduce 
construction and maintenance costs and to minimize the facility failure potential. Dillon et al. [22] 
describe the initial costs of a MAR project to be three quarters of the total cost of the project, with 
initial investigations making up 11% of the overall cost. Other sources state that while a structured 
investigation program including field investigations can make up to 25% of the capital cost of a 
MAR project, its success relies 100% on the results of those investigations, so they should not be 
cut short [24]. Thus, preliminary planning needs to be the focus of any MAR project to achieve cost-
effectiveness.  
Sustainability is another factor that makes careful MAR scheme planning essential. Clogging 
can compromise both surface and subsurface infiltration systems by reducing the infiltration 
capacity and, thus, lead to underperforming infiltration schemes. Next to economic or political 
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causes [25], clogging is the most common reason for the failure of MAR projects [24], [26]. The 
understanding of local clogging processes needs be addressed during MAR scheme planning, since 
the processes are site-specific and adaptive management processes are needed. 
Underperformance in the area of recovery efficiency is another reason for the shutdown of MAR 
projects [27]. Detailed preliminary planning could avert this, as a comprehensive understanding of 
the local hydrogeological situation can help with a long-term assessment of the recovery potential 
development and can detect clogging as well as chemical precipitation risks [28]. 
Another important aspect of preliminary planning of MAR schemes is risk assessment to 
prevent the mobilization of contaminants in the subsurface during infiltration [28], [29] or to 
ensure sufficient removal of contaminants during the infiltration of recycled water [30]. This 
requires a deeper understanding of processes both in the unsaturated and saturated zone of the 
subsurface and the mixing of recharged and ambient groundwater. Improper implementation and 
management of MAR schemes can lead to mobilization of harmful substances, such as arsenic, to 
the groundwater body [31]–[33]. 
Cost-effectiveness, sustainability, and risk assessment are aspects that call for a holistic and 
comprehensive planning approach of MAR schemes. The planning of MAR schemes comprises the 
analysis of existing data, such as the soil and hydrogeology conditions. This is often complemented 
by field investigations and, less frequently, by laboratory experiments as well as numerical 
modelling.  
Improper planning can lead to the failure of MAR sites. A study on MAR schemes in Jordan 
analyzed the failures of some of the MAR projects [34]. One conclusion of the study was that a 
detailed assessment of the hydrogeological and hydrogeochemical settings could have averted 
some of the failures and should be a prerequisite for a successful MAR project. A summary of MAR 
schemes in Adelaide, Australia, also showed successes and failures [35]. One conclusion of the 
study was that MAR operators commonly operate their schemes through “experience and trial and 
error”. An analysis of failed MAR systems in the USA revealed clogging, contaminant mobilization, 
and insufficient recovery rates as the main causes for abandonment [36]. 
Dillon et al. [37] call for science-based MAR guidelines to ensure that no environmental and 
health issues occur due to MAR application and that the planned scheme is sustainable. A few 
countries have adopted guidelines or regulations for MAR implementation [38]–[41] but with the 
exception of the Australian guidelines [40], they only broadly depict the MAR planning process and 
do not state which planning tools can support that process. This is especially important as a survey 
in Australia showed that the lack of knowledge concerning the suitability of the aquifer and the 
lack of confidence in the functionality of MAR systems are the main inhibitors for the 
implementation of MAR schemes [24]. Comprehensive preliminary planning of MAR schemes is an 
important means to overcome those concerns. 
1.2 Objectives  
The overall objective of this thesis is to enhance the planning process of MAR schemes by 
advocating the use of different supporting tools. This encompasses displaying the tool’s application 
potential and restrictions and, for some tools, increasing their usability for the MAR planning 
process. The tools comprise geographic information systems (GIS), numerical modelling tools and 
physical models, such as laboratory and field experiments. These tools were chosen as they are 
often applied in the planning process of MAR schemes [40], [42], [43]. As MAR scheme planning is 
a complex process that cannot be analyzed as a whole within the scope of this thesis, the focus 
has been set on the design of the actual site and on its operational optimization.  
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One specific aim of the thesis is the analysis of the status quo of the MAR planning process. 
This was undertaken by studying available guidance documents and their recommendations 
regarding the use of the supporting tools. Questions to be answered were: 
 Which guidance documents are available for the planning of MAR schemes? 
 Which tools are recommended by the guidance documents? 
 What is the stated purpose of the tool application? 
The second specific aim is to understand commonly used practices and scopes of application 
regarding the use of GIS, numerical and physical models during the planning and design phase of 
MAR schemes. Beyond the analysis of guidance documents, this was achieved by an additional 
literature review on MAR planning case studies.  
Building on this analysis, the third specific aim of this thesis is to spell out the advantages and 
disadvantages of the tools and to identify research gaps. For some tools, propositions and even 
tool advancements were made to close the identified research gaps. For each of the tools the 
following research questions were discussed: 
 How can the tools be improved to be better suited for MAR planning? 
 How can their application improve the MAR planning process? 
 What restrictions apply to the application of the tools? 
This work makes advances towards a “Best practice catalogue” for MAR site planning with a 
more holistic approach that proposes GIS planning and numerical as well as physical models as 
feasible tools to support the planning processes. For each tool, this work sums up the current 
status of application for MAR site planning. It further recommends advances that could increase 
the usability of the tool regarding this matter. Both the compilation and the focus on tool 
advancement seek to increase the tool use in MAR site planning by advocating their potential and 
their assets.  
Since MAR encompasses a large variety of different techniques with very different 
prerequisites, it is practically impossible to find recommendations for MAR scheme planning that 
are applicable to all techniques. Thus, this work focusses only on surface infiltration methods, as 
they constitute the majority of aquifer recharge sites worldwide [19]. This widespread use is 
grounded in the low infrastructural demand as well as the relatively low cost and maintenance 
requirements [44].  
1.3 Structure of the thesis 
The dissertation starts with a review of literature and guidance documents that are relevant 
for the planning and design stage of MAR schemes (Chapter 2). Chapter 2 is divided into a section 
on the general aspects of MAR planning, followed by a section on specific implications on the use 
of GIS, physical and numerical models. An overview of literature relevant for the planning of 
surface infiltration schemes is given in section 2.3.  
The main section of the thesis is divided into three chapters, a chapter each for GIS, numerical 
models and physical models. Each chapter contains a review with implications for the tool in the 
context of planning and designing of MAR schemes. The reviews are followed by sections either on 
tool advancement or on a case study for tool application. 
Chapter 3 starts with a review on the application of GIS for MAR assessment, specifically for 
MAR potential mapping. From the review, implications on the use of GIS criteria as well as on the 
methodology on how to weight and combine these criteria were taken. Based on the findings, a 
GIS tool was conceptualized. The design and implementation of the tool as well as its advantages 
and utility are described in section 3.2. 
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The benefit of numerical models for the design and planning phase of MAR schemes is 
described in chapter 4. The chapter starts with a review of literature on the past use of numerical 
models. From the review, it was concluded that numerical models are not yet widely used for MAR 
scheme planning and that specifically unsaturated soil zone models hold the potential to be 
applied to a greater extent. To depict this potential, a case study was modelled, where different 
aspects of planning a small-scale field infiltration unit (FIU) were analyzed through a numerical 
model. 
Chapter 5 assesses the usability of different physical models for MAR planning. A brief review 
on the current use of physical models for MAR scheme planning is followed by the description of 
the experimental setup used to understand MAR relevant processes in three different 
experimental scales. The findings from comparing the results of these three setups are discussed 
and conclusions for their practical application in MAR scheme planning are given in section 5.2. 
Chapter 6 summarizes and discusses the main results and implications of this dissertation. 
This is combined with an outlook on further research perspectives. 
This dissertation is a synopsis of articles published in international scientific journals, where I 
was either first author (4 papers) or co-author (2 papers). The publications underwent a peer-
review process and were published at the time this dissertation was submitted. The publications 
are enclosed in the appendix of this thesis and are referenced in the text as papers P1-P6. An 




2 Status quo of the planning process of MAR schemes 
2.1 Guidance documents on general MAR planning 
The complexity of MAR schemes makes the planning and implementation multifaceted [22], 
[45]. Their planning is multidisciplinary and can include aspects of hydrogeology, engineering, 
economy, biology and chemistry [24]. In general, aspects of urban planning, storm water or 
wastewater management as well as water supply have to be regarded for the design and 
optimization of the MAR schemes [40]. Implementation of MAR further requires comprehensive 
preliminary assessment of the local hydrological and hydrogeochemical situation to properly 
understand site-specific characteristics [46]. For the general planning of MAR schemes, six key 
elements have been identified (Figure 2) [39], [47]. All these aspects are interlinked and need to 
be regarded in the decision-making process of MAR scheme planning.  
 
Figure 2. Key elements for the general planning of MAR schemes, after [39], [47] 
Different types of guidance documents are available that concern the planning of MAR 
schemes. Regulations are “official rules” [48] that control or restrict something. Policies are “a set 
of ideas or a plan of what to do in particular situations that has been agreed to officially by a group 
of people” [48] in order to achieve their goals. Guidelines include “information intended to advise 
people on how something should be done” [48]. Compared to policies and regulations, guidelines 
are not compulsory and are formulated with the intention to simplify a process through 
establishing common practices [49]. Lastly, norms are standards for repeatable technical 
procedures that are not legally binding, unless specifically stated by legislation [50]. Policies, 
regulations, norms and guidelines can be consolidated into a framework, which is “a system of 
rules, ideas, or beliefs that is used to plan or decide something” [48].  
All available guidance documents on MAR emphasize on the need of carefully planning the 
MAR schemes to ensure their sustainability and controllability [40], [41], [51], [52]. However, 
regarding the development and design of MAR systems, a well-developed framework is missing 
that provides guidance on the planning process, planning tools and authorization procedure for 
MAR schemes [30], [46]. Much of the legislation at hand only provides minimum direction on how 
MAR schemes should be planned and what issues must be considered [53]. MAR policies, if 
existent, focus on water rights and entitlements [54], [55] or on water quality considerations [30], 
[39], [56].  
Capone and Bonfanti [57] reviewed legal frameworks for MAR regulation with a focus on the 
European Union. They found that even though MAR is a widely used technique, its implementation 
is not well regulated. Further authors have pointed out that on the European level the water 
directives provide little guidance for planning MAR schemes [46]. The European Commission is 
currently adopting regulations on water reuse with one of the reuse purposes being MAR [58]. 
These regulations are envisioned to advocate methods for MAR planning and assessment. Further, 






























Directive is developing a guidance document on MAR methods that comply with the European 
groundwater legislation [59]. 
The Australian guidelines on MAR planning are some of the most advanced guidelines 
currently available [40]. Apart from the general planning of MAR sites, they put a large focus on 
risk assessment. The guidelines go deeper into the planning and development stage of MAR 
projects by introducing a workflow for the planning and design of the actual MAR site (Figure 3). 
The second step of the workflow complies with the focus of this thesis, as the investigations include 
different tools used for the planning and design stage of MAR projects. In the attachments of the 
guidelines, this step is investigated thoroughly for MAR-relevant parameters, such as organic 
chemicals, groundwater level assessment or effects on surrounding groundwater users, by 
proposing different planning tools [40]. These tools include column studies, field tests, and 
hydrological as well as geochemical numerical models. Column studies are suggested for natural 
hazard attenuation studies as well as for the pre-assessment of clogging behavior at the MAR site. 
Field tests are suggested for aquifer characterization and recovery rate assessment. Modelling is 
suggested in many areas: risk assessment, geochemical behavior in the subsurface, and 
groundwater flow modelling to evaluate the storage potential and MAR system design.  
 
Figure 3. Workflow for MAR scheme planning included into the Australian MAR guidelines [40] 
The Indian guidelines on MAR planning are comprehensive as well, with a separate chapter on 
MAR site planning and information on 14 different types of MAR [41]. The guidelines include 
worksheets for the establishment of ground facts, such as the calculation of the aquifer storage 
capacity. They are the only guidelines that specify how the prioritization of areas for MAR sites 
should be conducted through GIS-based plans. Laboratory and field experiments are not 
mentioned as tools for MAR scheme planning. 
Other regulations and guidelines are less advanced or less MAR specific. The US-American 
guidelines on water reuse incorporate information on different types of MAR as well as information 
on water quality considerations and setback distances but do not specify methodologies for MAR 
site planning [39]. The Florida regulations define water quality considerations as well [56]. They 
further specify the need for pilot testing and monitoring programs to guarantee hazard control, 
storage requirements and setback distances. Regulations in California include a multi-barrier 
concept for MAR with extensive monitoring, testing, and reporting [60]. One of the key 
components, the determination of setback distances, is even described with several assessment 
methods (field tests, numerical and analytical models). The USA further have standard guidelines 
(norms) from the society of civil engineers, which are not legally binding [43]. They are, however, 
very thorough on the steps required to develop and manage a MAR site. They further indicate 
where physical and numerical models can be used in terms of MAR scheme planning.  
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Investigations to verify 
the concept and to allow 
for detailed design
Approvals from relevant 
stakeholders
Construction of the 
scheme
Commissioning trials
Final implementation of 




The Spanish legislation defines conditions for the authorization of water reuse by specifying 
water quality requirements for surface and subsurface MAR techniques [53]. South Africa is one of 
the few countries with a published governmental groundwater recharge strategy [61]. It comprises 
information on the implementation of MAR projects as well as on MAR potential assessment for 
the country. Field testing and numerical modelling are mentioned as tools for MAR scheme design.  
Yuan et al. [47] provide a comprehensive overview over water reuse guidelines and 
regulations worldwide. Mostly, these documents are not MAR specific but are often applied when 
MAR guidance documents are unavailable. They therefore lack specific design and management 
criteria for the operation of MAR and do no foster clear planning procedures and requirements.  
Next to governmental guidance documents, scientific guidance documents for MAR planning 
have been compiled by some research projects. During the course of the European MARSOL 
(Managed aquifer recharge solutions) project, information on 25 different MAR techniques was 
compiled in a project report, including focus points to consider during the design of each technique 
[62]. The document provides a general overview over MAR scheme planning issues but only 
marginally specifies methodologies to be used for the design process. The European project 
“Artificial recharge of groundwater” compiled information on 12 MAR projects in Europe, focusing 
on clogging and chemical reactions [63]. The document discusses the use of different numerical 
models for clogging assessment and management as well as the use of laboratory and field tests 
for biogeochemical assessment in the subsurface during the project-planning phase. 
This overview is limited to publicly available documents in English or German language. While 
for some Spanish-speaking countries, such as Columbia, Chile and Mexico, MAR legislation is 
available [64], it was not regarded for this thesis, due to language restrictions.  
2.2 Application of GIS, numerical and physical models for MAR planning 
GIS application is rarely reported on for MAR planning, even though the selection of a suitable 
recharge site is a critical step in the design stage of a MAR project, as the site influences the 
selection of an appropriate recharge technique, its operational strategy, and the maintenance of 
the MAR scheme [17], [65], [66]. Site selection is sometimes conducted through GIS analysis [67], 
modelling [42] or both. None of the regulations and guidelines available state how the site selection 
process should be conducted, while most of them mention site selection as part of the MAR 
planning approach. The Indian guidelines for MAR implementation define the selection of suitable 
sites as the final step in the compilation of ground facts, stating that a GIS analysis is a suitable tool 
for planning of the site location [41]. Rahman et al. [68] made a first attempt to standardize the GIS 
site selection process for MAR mapping. Thereafter, the methodology has been used widely for the 
MAR suitability mapping process [67]. 
Numerical modelling for the planning of MAR schemes is recommended by some authors 
[69]–[71] and some guidelines [40], [43], but its use is not yet commonly integrated into MAR 
planning and design. The Australian guidelines recommend groundwater flow, solute transport 
and geochemical modelling during the preliminary assessment and trialing phase of new MAR 
schemes [40]. The standard guidelines compiled by the American Society of Civil Engineering 
(ASCE) propose numerical modelling during the preliminary assessment as well to analyze the 
feasibility of the given site [43]. The National Research Council in the USA also recommends 
numerical models for flow and transport assessment as a routine technique in MAR site planning 
[72]. 
Modelling can be used to quickly perform scenario analyses and future predictions, e.g. to 
evaluate the feasibility of different MAR techniques and operational schemes. Setting up a 
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calibrated numerical model requires a detailed data set. Thus, modelling is generally done after a 
preliminary hydrogeological data collection of the envisioned MAR site has been conducted. While 
the focus of MAR modelling is on numerical models [42], [73], some simpler, analytical tools have 
been developed and advised to help with in the preliminary planning process of MAR sites [70]. 
Glass et al. [74] present tools that help to assess design criteria, such as groundwater mounding 
beneath infiltration basins or setback distances to vulnerable infrastructure. Stuyfzand [75] 
introduced a spreadsheet for the operational optimization of infiltration cycles and the design and 
positioning of the monitoring network of a MAR site. 
Planning of MAR sites is often supported by utilizing field and laboratory investigations. 
Laboratory experiments are conducted under controlled conditions to avoid the influence of too 
many changing variables and to allow for refined measurement networks. Field investigations still 
enable the manipulation of certain experimental parameters but are set within the natural 
environment. The influence of third parameters cannot be excluded. A pilot experiment is a type 
of field experiment that is conducted close to the desired scale of the final MAR scheme. Some 
MAR guidelines recommend pilot sites and preliminary experimental studies [40], [43]. Physical 
models can support the assessment of requirements and constraints for MAR application at a 
chosen site. The adjustment of site dimensions, monitoring, and operational parameters can be 
conducted through physical models. Laboratory experiments are utilized to understand the 
processes governing groundwater recharge and generally focus on clogging assessment or 
attenuation of hazardous substances [76]–[80]. Pilot experiments have been advised as integral 
part of MAR site planning [47] and have been reported on for a number of MAR projects [69]. 
2.3 Planning of surface infiltration schemes 
Since MAR encompasses a large variety of different techniques with diverse prerequisites, it is 
practically impossible to formulate one single guideline for MAR scheme planning. Planning a bank 
filtration site is technically sophisticated and requires an understanding of stream flow dynamics, 
well design and operational planning whereas the planning of soil aquifer treatment (SAT) sites is 
technically rather simple but requires deep understanding of the local vadose zone processes for 
water quality improvement. Thus, MAR guidelines often focus on the general aspects of MAR 
scheme planning, as discussed in chapter 2.1.  
Guidelines for the specific design of surface infiltration methods, such as infiltration basins, 
are rare but some standard literature on design considerations exists. Some factors to be 
considered during the functional design stage of surface infiltration scheme planning include: the 
flow rates (infiltration, recovery), water quality considerations, the infrastructure (water transport, 
electricity), the infiltration site itself with access / maintenance requirements, the operational 
philosophy and the monitoring strategy [81]. For the infiltration site itself, the assessment of soil 
erosion on basin banks, the clogging assessment and measures for its prevention / management, 
and the design of the infiltration inlet and basin dimensions are important factors [15], [82].  
Key issues that need to be considered for surface infiltration MAR scheme design have been 
compiled by Bouwer [15], [45], including the mathematical background of surface infiltration. He 
recommends the assessment of hydrogeological conditions through a series of field and pilot tests 
where “the golden rule […] is to start small, learn as you go and expand”. 
Though Germany has no particular regulations or guidelines on MAR, technical norms for 
groundwater recharge sites and rain water infiltration units have been compiled that focus mainly 
on the design and maintenance of surface infiltration basins [82], [83]. The standard guidelines 
from the ASCE [43] also include design criteria for surface infiltration facilities. Testing of design 
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considerations by numerical modelling or pilot projects is advised. The design and dimensioning 
of other surface infiltration MAR techniques, such as infiltration trenches, have been described in 
a few studies [84], [85].  
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3 Using GIS for the planning of MAR schemes 
Recharge potential mapping before building MAR projects is not common on a larger scale 
though there is an increase in MAR suitability mapping studies that seek to depict areas for MAR 
implementation [67]. One large-scale project of MAR mapping is the recharge master plan of South 
Africa that depicts possible MAR locations based on GIS mapping [61]. Another larger study was 
conducted by the organization Geoscience Australia which tried to locate prospective MAR sites 
through GIS mapping of well yield and groundwater salinity [16]. The results are MAR potential 
maps that indicate possible recharge volumes. 
MAR suitability mapping is mostly conducted using intrinsic factors like hydrogeology, 
topography, soil type, land-use and climate that control the groundwater recharge process. 
Technical, social and economic factors are considered less often [67]. The suitability of an area is 
assessed through combining multi-criteria decision analysis (MCDA) for solving spatial problems 
with geographical information systems (GIS). Their conjunctive use is known as geographical 
information systems multi-criteria decision analysis (GIS-MCDA) [86]. It harnesses the synergies of 
GIS and MCDA by combining their spatial analysis capacity with decision-making methodologies 
[87]. GIS-MCDA comprises the combination and weighting of geospatial datasets (= GIS criteria) 
that were chosen to delineate the objectives of a MAR suitability study.  
Though the number of GIS-MCDA studies for MAR mapping is rising, a common understanding 
on criteria, weights and methodologies is lacking. While the variations of GIS criteria and weights 
can be explained by their case-specific utilization, the fact that the methods used for classification 
and weighting also show a great variety [67] asks for categorization and standardization. The 
consideration of GIS analysis for MAR assessment in MAR regulations is rare. Only the Indian 
guidelines for MAR implementation acknowledge GIS analysis as a tool for MAR suitability studies. 
They define GIS suitability studies as the final step in the compilation of ground facts as they 
provide quick and useful information on parameters controlling the groundwater recharge process 
and they delineate suitable areas for MAR implementation [41]. A first attempt to standardize GIS-
MCDA methodology for MAR mapping was made by Rahman et al. [68], who developed a desktop 
GIS-based tool for MAR mapping and introduced a systematic mapping procedure.  
The information retained from suitability maps can be used for awareness raising, knowledge 
generation for MAR scheme development and assisting of water management stakeholders The 
maps can foster strategic decision-making for water management entities by allocating suitable 
areas for MAR schemes [16]. The spatial and visual display through maps is one of the key 
advantages of suitability maps for sustainable water management strategies [88]. They further 
profit from the quickness and simplicity of the GIS-MCDA analysis [89]. The mapping process 
enables decision-makers to conduct comparative studies using different MAR methods for 
different locations. The potential for scenario assessment is a key feature of this type of analysis 
[90]. Furthermore, projections of climate scenarios, population growth or land use changes can be 
considered for future water management strategies [91]. 
However, MAR suitability mapping must always be complemented by field surveys [41] and in-
situ measurements to characterize the hydrology and hydrogeology of the site [89], [92], [93]. MAR 
mapping should only be considered in the early planning phase of MAR schemes [92]. Russo et al. 
[65] comment that suitability mapping can be a guidance tool that enables the focus on certain 
sites for subsequent on-site investigations. On-site investigations and numerical modelling should 
be the basis for the final decision on MAR positioning and operational strategies. Complying with 
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this statement, a few studies combined GIS-MCDA with numerical groundwater modelling to 
assess the effects of MAR implementation on the groundwater in selected areas [65], [94], [95].  
3.1 Implications from GIS-MCDA studies for MAR mapping 
GIS-MCDA studies are increasingly used to assess suitable areas for MAR application. Out of 
the 63 studies reviewed for paper P1, 90% have been published during the last ten years (Figure 
4). India and Pakistan stand out as the two countries that together account for almost 60 % of the 
reviewed studies. In general, the focus of the studies lies on countries with an arid or semi-arid 
climate (Egypt, Iran, Saudi Arabia, among others) and less on humid (Costa Rica, Sri Lanka) or 
moderate climates (UK). Suitability maps are mostly used for the assessment of surface recharge 
methods, such as spreading methods (32 studies) and in-channel modification (23 studies) [67].  
 
Figure 4. GIS-MCDA studies for MAR suitability mapping sorted by year of publication and study 
location (taken from paper P1) 
The analysis of relevant methods for MAR suitability mapping complies with the approach by 
Rahman et al. [68]. They defined a workflow that follows four main steps: (1) problem definition, 
(2) screening of suitable areas (constraint mapping), (3) suitability mapping and (4) sensitivity 
analysis. The third step is the most comprehensive step and includes the standardization of each 
GIS criterion, the weighting of the criteria and the criteria integration by decision rule. The method 
review is used later as a basis for the conceptualization of a web GIS tool for suitability mapping 
(introduced in chapter 3.2). 
The first step, problem definition, comprises the analysis of the problem to be solved and 
choosing relevant GIS criteria that help framing and solving the problem statement. This is a highly 
problem-specific and conceptual step. Thus, no general statement or implications could be defined 
from the review. However, for very specific problems, such as a suitability analysis of MAR sites 
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using treated wastewater as a source, a comparison to related studies could help identify relevant 
GIS criteria to be considered in the analysis [67].  
The second step, constraint mapping, is used to exclude those parts of the study area that are 
unsuitable for MAR application. Half of the reviewed studies conducted this step by using threshold 
values for the GIS criteria and by applying Boolean logic. Out of the studies using constraint 
mapping, 84% constrained the land use dataset by excluding singular land use classes, such as 
surface water bodies [96], [97] or protected natural areas [98], [99]. The second most constrained 
dataset was slope (48% of all studies using constraint mapping). It was constrained by defining a 
maximum threshold value and all areas exceeding this value were excluded from further analysis 
[98], [100]. Other studies constrained geological parameters, such as depths to groundwater table 
[101]–[103], or soil characteristics, such as infiltration capacity [103], [104]. Overall, areas were 
typically constrained because they were either unsuitable for the physical implementation of a 
specific MAR method or because the land was unavailable for implementation [67].  
Suitability mapping is the fundament of the MCDA process and ranks the study area regarding 
its suitability for MAR application. This comprises the standardization of GIS criteria, the 
assignment of a weight to every criterion and the combination of the weights and standardized 
maps by decision rule.  
Most studies used less than ten GIS criteria for this process with four to six criteria being the 
dominant numbers (P1, Figure 4). The criteria sets showed a dominance of surface characteristics, 
such as slope and land use. They varied based on the MAR method used. Surface methods, such 
as spreading methods and in-channel modifications, used slope, land use, geology and soil type 
for most studies (P1, Figures 7 and 8). However, it could be established that the most used criteria 
do not resemble the criteria with the highest weights. While slope was the most used criterion 
,geomorphology and hydrological soils were the highest weighted criteria (P1, Figure 6) [67]. 
The importance of the chosen criteria for the problem is defined through criteria weighting. 
The most common weight assignment methods are the rating method, the ranking method, the 
multi-influence factor (MIF) and the pairwise comparison (Figure 5). The rating and the ranking 
method enable manual criteria weighting on a predetermined scale [87]. For the rating method, 
weights are assigned directly to the criteria, whereas for the ranking method, weights are 
calculated from ranks assigned to the criteria. For the MIF method, a graphical representation of 
the problem is used where linkages between GIS datasets are drawn and the weights are 
subsequently determined based on the number and the importance of linkages between the 
criteria [105], [106]. Pairwise comparison is the most common weight assignment method for GIS- 
MCDA in the context of MAR. It was used for 24 out of 63 studies (Figure 5). For pairwise 
comparison, the decision-maker must compare pairs of criteria regarding the importance of each 
criterion within that criteria pair. These choices are translated into a matrix and weights are derived 
based on matrix algebra [107]. The advantage of the simple methods, such as the rating method, 
lies in their easiness of use whereas the complex methods, such as pairwise comparison, include 
a methodology for displaying the consistency of the decision-makers choices during the pairwise 
judgement [67].  
The standardized GIS criteria and their weights are combined by a decision rule to obtain the 
suitability map [87]. This integration can be conducted through Boolean logic or more elaborate 
integration rules like weighted linear combination (WLC). WLC comprises the summation of the 
weighted GIS criteria and is the most commonly used decision rule (33 studies) (Figure 6). The 
analytical hierarchical process (AHP) is a derivate of WLC and is a more structured decision rule. 
AHP categorizes the GIS maps into hierarchical levels before aggregation which unravels the 
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decision-making process. It is increasingly being used (19 studies) and particularly useful for solving 
more complex decision problems [67].  
 
Figure 5. Weight assignment methods used in MAR suitability mapping studies, with MIF – multi-
influencing factor method. Methods marked with a red frame were included into the web tool 
(compare chapter 3.2). 
 
Figure 6. Decision rules used in MAR suitability mapping studies, with AHP – analytical hierarchy 
process, WLC – weighted linear combination, OWA – ordered weighted averaging. Methods marked 
with a red frame were included into the web tool (compare chapter 3.2). 
The fourth step, the sensitivity analysis, is used to verify the decisions made. It is conducted 
to test the robustness of the obtained suitability map by displaying the effect of changing MCDA 
parameters, such as weights [86]. Only 21% of the reviewed studies conducted a sensitivity analysis 
or another type of map verification even though this step must be highlighted for its importance 
in increasing the reliability of the suitability maps [67].  
Overall, the review points to the approach of constraint mapping, suitability mapping by using 
pairwise comparison and WLC or AHP and a subsequent sensitivity analysis as the methodology 
used the most often and as the most holistic approach. The combination of AHP and pairwise 
comparison comprises a very systematic procedure, where decision-makers weight criteria 
considering two criteria at a time. This simplifies the decision-making process. The immediate 
feedback about the robustness of the weighting choices that is part of this method outbalances 
some of the subjectivity that the decision-making process inherits. The advantages and assets of 
AHP and pairwise comparison are further supported by their frequent use in other related 
disciplines, e.g. for other environmental issues [108], sustainability-related research [109] and 




3.2 Development of web tools for MAR suitability mapping 
Findings from the review were used to conceptualize and implement two web tools to help 
with the standardization of the MAR mapping process (paper P2). All data collected from the review 
was implemented into a web-based query tool for user-friendly access to the stored information. 
For the second tool, the most frequently used MCDA methodologies were included into a web GIS 
tool. This tool engages decision-makers in the MCDA process in a systematic, structured way. The 
incorporation of links between the web GIS tool and the query tool further support the decision-
making process as they enable information gathering from previously conducted GIS-MCDA 
studies. 
The two tools were embedded into the INOWAS platform (https://inowas.com). The INOWAS 
platform is an online decision support system with focus on the planning, management, and 
optimization of MAR applications. The platform is open-source and the embedded tools are 
equipped with an intuitive graphical user interface as well as comprehensive tool documentation 
and tutorials. The full code of the INOWAS platform and the MCDA tools is accessible through 
GitHub: https://github.com/inowas/inowas-dss-cra. Further information on tool specifications is 
given in paper P2 [111].  
The database query tool allows decision-makers to explore a database that stores information 
from the reviewed MCDA studies (Figure 7). The database contains MAR specific information of 
the studies, e.g. the MAR type used, the infiltration water source, the objective of MAR 
implementation, or the study location. Further information incorporated focuses on the MCDA 
process, for example, the number and type of criteria used in the study, the weights assigned to 
the criteria, and the criteria standardization. It further contains information on weight assignment 
methods, decision rules, and the use of constraint mapping or sensitivity analysis. The tool is useful 
for different steps along the MAR mapping procedure. During problem definition, decision-makers 
can explore those GIS datasets used the most for certain MAR techniques or problem 
characteristics. For constraint mapping, GIS data used for constraining and constraint thresholds 
can be analyzed. For suitability mapping, the use of methodologies and specifically the weighting 
choices of similar projects can be investigated [111]. 
The web-GIS tool incorporates all steps introduced by Rahman et al. [68] with the exception 
of the problem statement and the sensitivity analysis. The decision-maker is systematically guided 
through the MCDA workflow that starts with (1) the choice of GIS criteria and decision rule. It 
continues with (2) the assignment of weights to all criteria, (3) the GIS data upload and subsequent 
constraining and reclassification of the criteria. In step (4) additional global constraints can be set, 
in step (5) the suitability mapping is conducted through the combination of all criteria and weights, 
and in step (6) the results are visualized [111].  
Since constraint mapping is commonly used in MAR MCDA studies, options to constrain single 
GIS criteria as well as whole areas were incorporated into the web GIS tool. Users can carry out 
several weight assignments with the same or different weighting methods. The rating and the 
ranking method, MIF (Figure 8) and pairwise comparison were incorporated into the web tool to 
account for the advantages of both the simple and the more complex weight assignment methods 
(Figure 5). The tool supports reclassification of the GIS data. For continuous criteria, reclassification 
functions or classes can be defined. For discrete datasets, criterion classes are assigned a 
normalized value. For the combination of all GIS criteria and their respective weights the two most 
used decision rules were included into the tool: WLC and AHP (Figure 6) [111]. 
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Figure 7. Interface of the database query tool showing the query for the most used criteria for the 
suitability mapping of in-channel modifications (taken from paper P2). 
  
Figure 8. Interface of web GIS tool, with workflow display on the left and the weight assignment 
tool multi-influencing factor method. Here, the user can draw arrows between entities 
representing major or minor influences of a criterion upon another entity. The resulting weights 
are displayed in the right-hand panel (taken from paper P2). 
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The tools were validated to ensure the correctness of the methodologies and the tool itself. In 
a Master thesis, co-supervised by the author, a suitability map for Southern Africa was both 
prepared in ArcGIS and with the web tool [112]. The comparison showed only minor differences 
between both maps that could be attributed to the resampling of the datasets during their upload 
to the web tool. 
The created tools thrive to increase the use of the structured GIS-MCDA process for MAR 
mapping. The notion of their creation was to conceptualize a clearly outlined decision-making 
process and to provide linkages to previously conducted studies. The structured approach and the 
review database seek to remove barriers in using GIS-MCDA techniques for MAR mapping and to 
increase the reliability of the produced maps by advocating a common methodological standard. 
Further, the web-based, open-access nature of the tools enables the collaboration of multiple 




4 Using numerical models for the planning of MAR schemes 
Modelling can be a flexible tool for the preliminary assessment of MAR scheme development. 
The areas of application for modelling vary from developing management strategies, optimizing 
defined objectives, understanding hydrogeological questions to assessing predictive scenarios 
[43]. As pilot experiments are generally time- and cost-intensive, modelling can be used to 
accompany or replace field experiments. The possibility to conduct scenario and sensitivity 
analyses makes modelling very flexible and, once a calibrated model has been set up, easy and 
quick to undertake. 
Concerning MAR relevant processes, modelling is conducted most often to assess the impact 
of aquifer recharge on the groundwater levels and the area that is influenced by MAR application 
as well as for the analysis of geochemical processes that influence the quality of the adjacent 
groundwater the recovered water [42]. Both processes need to be understood to minimize the 
failure risk of the MAR scheme and to ensure its operational efficiency. In this regard, modelling 
has the distinct advantage to simulate long-term processes and to incorporate prospective 
changes through scenario analyses. Modelling for MAR assessment can include various model 
types, e.g. saturated and unsaturated soil water flow models, solute and reactive transport models, 
or watershed and water management models [42]. 
Chapter 4.1 will elaborate more on the aspect that modelling for the planning and design stage 
of MAR schemes is not used to its full potential, yet. This is especially true for the planning of 
surface infiltration schemes and coincides with the findings that groundwater modelling is much 
more common than vadose zone modelling in MAR assessment [42], [113]. The broadly applied 
regional groundwater flow models mostly have a resolution that is too coarse for actual MAR site 
planning [70]. Models that only regard saturated flow are further unable to aid in the specific 
design of surface infiltration schemes, which are in the vadose zone of the subsurface. Vadose 
zone models hold the potential to aid in the planning of surface infiltration MAR schemes in this 
context. 
Treidel et al. [12] comment that vadose zone processes are an important link between the 
hydro climate and the groundwater. This link is often neglected or simplified in numerical 
modelling studies. However, the conjunctive use of vadose zone and groundwater modelling has 
the potential to assess the consequences of climate change for groundwater recharge. Further 
potential lies within the utilization of vadose zone modelling for sensitive MAR systems such as SAT 
schemes where the aeration of the soil through intermittent infiltration is of prime importance and 
hydraulic loading cycles (HLCs) need to be planned carefully. 
Further, vadose zone modelling can help to understand the hydraulic processes at the MAR 
site itself. They can be used for the identification of the parameters, which have the greatest 
influence on the recharge processes. Thus, they help define the scope of future data collection with 
regard to the testing and monitoring programs for hydrologic parameters as required by some 
MAR guidelines [40], [43]. Furthermore, field test sites are complex systems and a careful design 
of these test sites is essential to manage temporal and spatial requirements, as well as the location 
of observation points and the frequency of data collection. Hence, careful planning with the help 
of modelling tools can confirm that the experimental scope is right and that the proposed budget 
is adequate.  
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4.1 Review on the use of numerical models for the design and optimization of 
MAR schemes 
This review is based on a larger review that evaluated 216 studies using flow and transport 
models for MAR assessment regarding the type of models used, the MAR type, and the objectives 
of the modelling study (paper P3).  
For this thesis, only small portion of the collected studies is analyzed, namely those that are 
categorized under the objective “System planning and optimization”. This includes studies that 
assess the design of the MAR schemes, e.g. the setup of the infiltration basin and monitoring wells, 
and studies for MAR scheme optimization, e.g. that try to assess optimal infiltration and recovery 
schedules. This review does not regard modelling studies for finding the optimal location of 
infiltration basins or recovery wells but rather focusses on the optimal design of a MAR scheme at 
a known location. 
Out of the 216 studies, only 14 studies were found that explored the design and optimization 
of surface infiltration MAR schemes (Table 1). Almost all studies (11 out of 14) used groundwater 
flow models for the design optimization. Vadose zone models (2 studies) and water management 
models (3 studies) were rarely used. Solute transport was regarded in six studies. 
The infiltration unit design was optimized in four studies. Shinde et al. [114] conceptualized a 
trench infiltration scheme looking for the optimum trench spacing and size combination to obtain 
a desired water harvesting and recharge volume. A related study used a vadose zone flow model 
to assess the effect of various design parameters on the recharge rates of trench infiltration, 
namely trench spacing and dimensions, initial water-table depth, HLCs, and number of parallel 
trenches [115]. The analysis was conducted to determine the advantages and requirements of 
groundwater recharge through trenches as an alternative to an already existing infiltration basin. 
Together with pilot field experiments, the numerical modelling was able to aid in the design and 
implementation of the trench infiltration site. 
Smith and Pollock [116] used modelling to determine the infiltration basin dimensions 
required to achieve a given hydraulic load. They used the Glover recharge basin model [117], which 
is valid for a square infiltration basin above an unconfined, homogenous aquifer. In a theoretical 
study, Rastogi and Pandey [118] analyzed the influence of different infiltration basin shapes on the 
mounding of the aquifer.  
If the location of the MAR infiltration scheme is known, the location of the recovery wells needs 
to be observed carefully, e.g. to ensure sufficient retention time in the aquifer if water quality 
improvement is envisioned. An exemplary study used the numerical groundwater flow model 
MODFLOW-MODPATH [119] to investigate the design criteria for recovery wells close to an 
infiltration basin with the aim to manage residence times in the aquifer and enable water quality 
improvements [120]. 
Next to the recovery wells, the location and number of monitoring bores needs to be designed 
carefully to ensure that the infiltration front is caught by the monitoring wells. This is especially 
relevant, when the infiltrated water is reused water, such as treated wastewater or storm water, 
as water quality control is essential for its risk management. Park et al. [121] showed through 
modelling that finding locations for groundwater monitoring wells close to infiltration basins is not 
straightforward as, due to the heterogeneity of the subsurface, infiltration patterns can only be 
forecast with a certain confidence level. Another study for a sand island in Australia used 
MODFLOW to obtain recommendations regarding the monitoring frequency as well as possible 
locations for additional monitoring wells in the immediate vicinity of the infiltration basins [122].  
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Kloppmann et al. [70] described a case study for recharge enhancement at an SAT site in Israel. 
They used the flow and transport model MARTHE [128] to design and pre-dimension a monitoring 
network for a pilot phase where the already existing infiltration basins where combined with dug 
wells to increase infiltration volumes. 
 
Table 1. Numerical modelling studies on the design and optimization of surface infiltration MAR 
schemes with IU - infiltration unit design, MN – monitoring network design, OM – Operational 













Abbo and Gev 2008 [123] x  x   OM Israel 
Bekele et al. 2006 [120] x  x   RW Australia 
Heilweil et al. 2015 [115]   x    IU USA 
Kloppmann et al. 2012 
[70] 
x x x   MN Belgium 
Kupfersberger 2012 
[124] 
x     MN, OM Austria 
Legg and Sagstad 2002 
[125] 
x     OM USA 
Palma et al. 2015 [126] x  x x OM Mexico 
Park et al. 2006 [121] x  x   MN USA 
Pipe-Martin 2006 [122] x     MN Australia 
Rastogi and Pandey 
2002 [118] 
x     IU 
Theoretic
al analysis 
Russo et al. 2015 [65] x     OM USA 
Shinde et al. 2006 [114]     x IU India 
Smith and Pollock 2012 
[116] 
    x IU Australia 
Yin et al. 2006 [127] x  x   MN, OM China 
 
Two other studies used numerical modelling to assess a combination of objectives. Yin et al. 
[127] used MODFLOW and MT3DMS [129] for three-dimensional groundwater flow and solute 
transport modelling for a SAT scheme on a Chinese island. The model was used to determine 
possible hydraulic loading rates (HLRs) and to optimize the monitoring network. Their results 
indicated that the number of groundwater monitoring wells could be decreased without 
information loss, which could potentially decrease the investment costs. Another study also used 
a numerical groundwater flow model to modify the design of a monitoring network at the MAR site 
[124]. It further used the model to coordinate the infiltration and withdrawal phases of the 
infiltration basin scheme.  
The operational management is one objective that is often optimized through numerical 
modelling. Another study at an existing SAT site in Israel describes the set-up of a flow and 
transport model to examine recharge and abstraction management [123]. The aim of the study 
was to optimize the operation by adjusting the pumping regime of the recovery wells to avoid 
unwanted water spread beneath the infiltration basins. Legg and Sagstad [125] used MODFLOW 
to model an existing MAR pilot site in Arizona where both recharge basins and trenches had been 
installed. The model was used to depict groundwater mounding with regard to applied recharge 
rates over time. This helped with the continuous adjustment of the operational management to 
maximize the volume of groundwater storage. Further, these simulations were used to apply for 
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permission to increase the recharge rates at the site. Palma et al. [126] studied different 
management options for an existing surface infiltration scheme. They conducted a scenario 
analysis with varying recharge rates to assess the maximum possible recharge volume under 
consideration of irrigation water demand and projected increases in the supply of wastewater 
effluents. Another study looking into the operational management of surface infiltration schemes 
was conducted by Russo et al. [65]. They studied the recharge efficiency of previously chosen 
potential MAR locations by assessing different operational parameters, such as infiltration volumes 
and duration of recharge activity over the year. 
Overall, modelling studies for the planning of surface infiltration MAR schemes are few in 
comparison to modelling studies for subsurface infiltration schemes or for other application 
objectives. The studies that were found mostly focused on management optimization and finding 
optimal locations for recovery or monitoring wells. The actual infiltration scheme design was of 
lesser relevance. 
4.2 Planning a small-scale MAR scheme through vadose zone modelling 
This work was part of the planning process of a MAR test site in Pirna, Germany. The field test 
site was later used to compare different physical models for MAR assessment (see chapter 5.1). 
The design and planning of the small-scale infiltration basin was supported by unsaturated soil 
zone modelling using HYDRUS 2D/3D [130]. Numerical simulations were conducted to determine 
the size and geometry of the FIU and the number and locations of the measuring devices for the 
monitoring network. Further simulations were conducted to design the experimental scenarios 
used for testing the influence of HLCs, HLRs and built-in materials on the groundwater recharge 
volumes.  
The software package HYDRUS 2D/3D is used for the simulation of water, heat and solute 
movement in variably-saturated porous media [130]. It is based on the Richards’ equation, a 
nonlinear partial differential equation for modelling water movement in variably saturated soils 
[131]. The detailed boundary conditions and model settings used for the simulations are described 
in paper P4, section 3.  
The HYDRUS model was used to assess the prospective dimensions of the FIU. Given a fixed 
outer boundary (length: 4.3 m, width: 2.5 m, compare paper P4, Figure 2), the size of the infiltration 
basin was varied within the limits of length 1.5 - 3 m, width 1 - 1.5 m and depth 1 - 2 m. The FIU 
was going to be constructed with the possibility to exchange the built-in soils. As the soil exchange 
had to be conducted by hand and, thus, represented a high organizational effort, an assessment 
was conducted to understand the effect of a reduced basin depth. This meant to optimize between 
a minimal soil volume that needed to be exchanged (smaller basin depth) and additional 
measurement levels to gain as much information as possible about the water flow behavior (larger 
basin depth). Therefore, simulations of the pressure head in the depth of 0.7 m, 1 m, 1.5 m and 2 
m were compared at two different positions of the infiltration basin (Figure 9). A 50-day rain profile 
was used as the infiltration scenario. The results indicate that the water flows at 0.7 m and 1 m 
depth as well as at 1.5 m and 2 m depth are very similar. The average pressure head values and 
infiltration peaks compare well. This shows that with a depth of 1.5 m similar information about 
the infiltration behavior could be retrieved compared to 2 m depth, while the exchangeable soil 
volume decreased from 4 m³ to 3 m³ [113]. 
Further simulations were conducted to plan the observation network to avoid a redundant 
use of measurement devices. For this, different locations and numbers of measurement devices 
were tested to identify their optimal location within the measurement area. An assessment of 26 
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possible locations for device placement arranged in two planes below the surface (0.7 m and 1.5 
m) was completed. The boundary influence was analyzed by comparing measuring points placed 
at 0.07 - 0.10 m distance with those placed at 0.25 m distance from the infiltration basin boundary 
(Figure 10, black and red locations). There is a remarkable difference between the devices situated 
0.1 m from the border (Figure 10, right panel, devices 1 - 4) and those situated 0.25 m from the 
border (devices 8 - 10, 13). The observation points placed beneath the center of the basin (Figure 
10, blue and green locations) show a stronger reaction to infiltration peaks than measurements 
points placed at the boundaries of the basin. The results demonstrate that a measurement 
network with one central device and two devices at the side of the basin should be favored, e.g. 
locations 7, 8 and 12 [113]. 
 
 
Figure 9. Pressure head distribution (a) in the center and (b) at the side underneath the infiltration 
unit displaying water movement in different depths below surface (taken from paper P4). 
 
Figure 10. Comparison of possible placement options for measurement devices in 1.5 m depth 
comparing the effect of centered devices vs. devices at the side, the effect of boundaries of the 
infiltration basin and the influence of location in the center of the basin. Influx scenario is 
consistent with scenario shown in Figure 9. For better visibility, only one graph is plotted per device 
cluster (taken from paper P4). 
Finally, simulations were undertaken to plan the scenarios that were going to be conducted 
during the experimental campaign. For this, 18 scenarios were modelled and evaluated where 
HLRs and HLCs were varied (compare paper P4, Table 3). Modelling the scenarios with different 
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HLCs supported the understanding of the effects of drying cycle length or of the increasing loading 
rates on groundwater recharge rates. Exemplarily, this is shown in Figure 11 by plotting the flux 
across the groundwater boundary for three different infiltration scenarios. Groundwater recharge 
for scenario (a) (3 L/h infiltration for 1 day, then 1-day drying, repeated 7 times) is negligible within 
the time frame of 50 days. For scenario (c), 90 % of the recharged water reaches the groundwater 
table before the 50-day mark (compare paper P4, Table 3). Scenario (b) is still depicting the cyclic 
behavior of its HLC at the groundwater level and, over the course of the 50-day experiment, 66 % 
of the recharged water reach the groundwater table [113].  
 
Figure 11. Total value of the boundary flux across the lower boundary (groundwater table) for 
three different scenarios (taken from paper P4). 
The analysis of the infiltration basin depth was able to find a balance between information 
gain and organizational and monetary efforts. Since this was an analysis on a small scale, the 
differences seem to be negligible. However, if the resources are limited, even small savings can be 
worthwhile. The analysis of possible measurement device locations depicts a monitoring network 
that would be cost-effective and have minimal disturbing effects of measurement devices on the 
subsurface flow while keeping the information gain at a sufficient level. The experimental scenario 
planning provided indications on the feasibility of scenarios under the set conditions, e.g. limited 
time frames, and on the infiltration volume needed to get a timely response from the aquifer. 
While these results show some promising features, this study is clearly limited in its predictive 
nature, as the numerical model was not calibrated to on-site measurements. The soil hydraulic 
parameters were estimated from databases and should be determined specifically for the site to 
increase the reliability of the model. During the operation of the FIU, subsequent data collection 
and model calibration would be helpful to readjust the model. 
In general, estimations about the flow behavior in the vadose zone and the MAR scheme 
design can be made with the help of vadose zone modelling. Apart from the lack of calibration, the 
model comes with several simplifications that need to be regarded in the results evaluation, as 
they decrease the model reliability. For the upper boundary, the model cuts off all water exceeding 
the infiltration capacity at one calculation time step. As ponded infiltration is part of many MAR 
methods, the possibility to shift infiltration volumes exceeding the infiltration capacity to the next 
calculation time step is an important asset for MAR assessment. Similarly, adapting water tables 
during surface ponding should be included for MAR assessment. These features were not 
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incorporated into the HYDRUS software at the time that the study was conducted. The software is 
further unable to calculate fluxes over changing groundwater tables, which is a serious drawback 
for studies assessing MAR for shallow groundwater tables. Even though both restrictions apply for 
MAR modelling with HYDRUS, they were not significant for this study as the infiltration capacity 




5 Using physical models for the planning of MAR schemes 
The most used physical models for MAR planning are pilot sites, as their use is advocated by 
some MAR guidelines [40], [43]. Laboratory experiments are mostly used to analyze very specific 
issues, such as clogging or the fate of pollutants during the subsurface passage. In this regard, 
column experiments are the most commonly used laboratory models used for MAR assessment.  
Column experiments are used to estimate the effect of different parameters on clogging, such 
as infiltration water quality or soil type [76]–[78], [132], [133]. They are further conducted to gain 
an understanding on how design and management of MAR sites can affect clogging [134]–[136], 
on how clogging affects the soil hydraulics [137], [138] and on the dominant clogging processes at 
a MAR scheme [79], [139]. 
Further, column experiments are used to assess geochemical reactions during MAR. In this 
context, the mineral dissolution during infiltration [140], the behavior of organic pollutants during 
MAR [70], [141], and the optimization of operational parameters for effective treatment of the 
infiltrate during the soil passage [80] are evaluated. In this regard, column experiments have the 
unique advantage over field tests that worst-case scenarios can be tested [70]. 
2D or 3D laboratory systems are used less often for MAR assessment. The difference of 
clogging in 1D and 2D systems has been analyzed, showing that multi-dimensions display a much 
more complex clogging effect [77]. Particularly, the bypassing of clogged zones could only be 
shown in 2D but not in 1D systems [137]. Intermediate scales in between laboratory column 
experiments and pilot sites are sometimes chosen for biogeochemical assessment [80], [142]. 
Pilot scale experiments are often conducted to assess the viability and efficiency of a 
prospected MAR scheme. Process understanding or MAR scheme design are less often supported 
by pilot studies. The viability of different MAR types at a given site has been tested by pilot sites 
[143]–[145]. Often, pilot studies are conducted to assess the recovery efficiency of a proposed MAR 
scheme [146]–[149]. Occasionally, clogging development is studied under field conditions [132], 
[147], [150], [151]. The residence time in the subsurface [152], contaminant degradation [153], and 
mineral dissolution through infiltration [140] are further topics that have be studied through pilot 
experiments.  
Compared to pilot scale tests, laboratory experiments are viewed as less time-consuming and 
costly [132], more practical for detailed process assessment [137], and better conductible under 
adaptable and controllable boundary conditions [76], [138], [139], [154]. Their disadvantages are 
simplifications and scale-related limitations [77]. Some of the limitations of laboratory 
experiments, such as sidewall flow [155]–[158], occurrence of preferential flow paths through 
macropores or fingering [159], [160], flow-bypassing [77], lower boundary condition interference 
[157], [161] or reproducing of field climate conditions [162], [163] have been discussed in scientific 
literature. However, little light has been shed on the issue of scaling results from laboratory studies 
to the field. In the context of MAR, the extrapolation of results from controlled laboratory 
investigations to the field scale is highly uninvestigated [76] and limitations of transferring results 
from laboratory experiments to the field are rarely discussed [78], [137]. 
5.1 Design of the experimental study 
Three experimental units with different dimensionality and size were constructed by Fichtner 
et al. [164] to explore the issues of predictability and scaling associated with laboratory 
experiments. The laboratory experiments comprised a 1D column and a 3D tank. A 3D FIU 
complemented the laboratory setup. The experimental setup for all units was chosen to enable a 
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direct comparison of the field processes with the downscaled laboratory conditions. The 
experiments were downscaled by size (3D tank) or size and dimensionality (1D column). All units 
ran under the same operational setup which focused on the assessment and management of 
clogging processes during MAR. The FIU was further used to determine the influence of climate 
processes on the clogging behavior. 
For the experiments, a cylindrical, plastic 1D-column of 1 m height and 0.15 m diameter was 
used (Figure 12, left). The laboratory tank was a rectangular-shaped, stainless steel 3D infiltration 
unit with a length of 1.5 m, a width of 1.0 m and a height of 1.0 m (Figure 12, center). The column 
and the tank were placed in a fully automated climate tent, where temperature and humidity were 
kept at a constant level. The rectangular-shaped FIU was constructed with the following 
measurements: length 4.5 m, width 3.0 m and depth 1.5 m (Figure 12, right). The FIU was operated 
under a moderate continental climate. 
The infiltration into the column was conducted by flooding the entire soil surface from a small 
pipe above the center of the column surface. Infiltration into the tank was managed through an 
infiltration basin in its center with a surface area of 0.45 m x 0.30 m and a depth of 0.06 m. The 
basin in the center of the FIU had a surface area of 1.35 m x 0.90 m and was 0.06 m deep. For both 
tank and FIU, water was pumped into the basin through a pipe placed above its center.  
The maximum ponding height at the top of the column and in the basins was 0.06 m. If this 
height was exceeded, experiments were aborted. The lower boundaries of the column and tank 
were set as free drainage boundaries. At the bottom of the column and the tank, a gravel filter was 
installed. Both units were filled for the remaining 0.84 m with a sandy soil. The FIU was operated 
without confinements and connected directly to the surrounding soil material. The local 
groundwater levels ranged between 8 and 10 m below surface over the course of the year. The 
original local soil was excavated and replaced with the same soil as used in the laboratory units. 
For all setups, tensiometers and water content sensors were installed in the center below the 
infiltration basins with measurement layers in 0.3 m and 0.7 m depth. River water was used for 
infiltration in all setups. The HLR was 300 m/a for all scenarios. The HLC varied depending on the 
scenario with different wet-dry ratios as well as different infiltration lengths. For scenario 1 the HLC 
was 1 d / 3 d (1:3) and for scenario 2 it was 6 h / 18 h (1:3). 
A more detailed description of the experimental setup is given in paper P5. This includes 
demonstrations of the setup measurements, the measurement devices, the different soil types 
used and other operational considerations. 
Figure 12. Setups of the soil column experiment (left), the tank experiment (center) and the field 
experiment (right) (Figure partially adapted from [164]) 
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5.2 Comparison of three different physical models for MAR planning 
Paper P5 shows that clogging can be detected by all three laboratory systems, but not all 
detection methodologies are effective. While tracer tests depicted clogging in all three systems (P5, 
Figure 4), comparison of wetting front arrival times for clogging assessment did not deliver a 
homogenous picture (P5, Figure 5). In this context, especially the column experiment showed a 
notable difference to the 3D experiments, where clogging could not be detected at all [164]. 
To better understand the differences between the systems and the comparability of the 
results, the water flow behavior was assessed in detail (paper P6). The comparison of tension 
values showed that the general hydraulic behavior during intermittent wetting and drying cycles 
can be depicted by all experimental setups (Figure 13). The maximum and minimum tension 
values as well as the slope of their increase and decrease differ between the setups. The tension 
measurements in the column always rank below those of the tank and FIU. The results for the 
wetting phase of the FIU and the tank are in similar ranges and, thus, are reproduced reasonably 
well. Both laboratory systems have difficulties replicating the drying phase with values ranking 
below the FIU measurements. Overall, the root mean square error (RMSE) shows lower values for 
the comparison of FIU and tank than of FIU and column. This indicates that the tank setup is a 
more accurate representation of the FIU [165].  
The differences observed can be explained by the laboratory setup. The 1D setup of the 
column restricts the lateral water flow. Additionally, it stimulates air entrapment during alternating 
cycles of infiltration and drying. Both processes lead to an increased degree of saturation. The 
deeper layers of both laboratory experiments are influenced highly by the restrained drainage 
caused by the lower boundary condition. This is indicated by the overall lower tension values in 
the lower layers and the relatively constant tension values during the drainage phase. In contrast, 
in the FIU dewatering continues after the initial phase of rapid drainage [165].  
 
Figure 13. Tension measurements of laboratory experiments (tank and column) compared to field 
measurements in 0.3 m (UL – upper layer) and 0.7 m (LL – lower layer) depths for scenarios 1 (HLR 
1 d / 3 d) and 2 (HLR 6 h / 18 h) (taken from paper P6). 
The influence of soil and climate on the recharge processes was compared for all setups 
(paper P6, Figures 4 and 5). All systems reflect the tension changes caused by different soil types, 
even though the dissimilarities of the system responses caused by the setups continue to 
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dominate. This indicates that soil-dependent investigations can be undertaken with all 
experimental setups. The FIU reflects the influence of climate on the soil hydrology with 
evaporation causing intensified drying and changing water flow patterns that must be attributed 
to temperature-dependent processes, such as bioclogging and viscosity effects. These effects, even 
though visible, are minor compared to the tension variations caused by setup and scaling. The 
uncertainties arising from the different setups strongly overlap climatic indications. Studies using 
laboratory setup to imitate climatic conditions need careful consideration whether a potential 
knowledge benefit outweighs this uncertainty. Still, laboratory experiments considering climatic 
influence are valuable when the focus is on bioclogging or water quality aspects [165]. 
In summary, laboratory MAR experiments enable primarily qualitative statements, whereas a 
quantitative assessment would lead to over- or underestimation of the tension behavior. 3D 
experiments, such as tanks, deliver more realistic representations of field studies. Results from 
column studies are limited due to the restricted dimensionality. 
The RMSEs shown in Figure 13 depict that the representativeness of the laboratory 
experiments for the FIU is limited. To increase the statistical representativeness of the laboratory 
results, the application of different predictors such as regression functions, multipliers or addends 
was tested. The predictors were used to adapt the tension values of the tank and the column 
experiment to the FIU values. By using linear regression models to adapt the measured values, the 
RMSE decreased significantly for both experimental setups (paper P6, supplementary Figure S2).  
The predictors calculated from scenario 1 were tested for their applicability to other scenarios 
with differing operational settings. The results depicted in Figure 14 show a good 
representativeness of the calculated predictors. Initially, the measured laboratory data is 
noticeably below the FIU measurements. After application of the regression function, the tension 
measurements represent the FIU values better. Hence, the RMSE decreases significantly. Only the 
rapid shifts from infiltration to drying phase and vice versa still show larger differences between 
FIU and laboratory values [165]. 
Statistical indicators such as regression functions proved to increase the representativeness 
of laboratory measurements. To apply this methodology, one data set from matching FIU and 
laboratory experiments must be available. This precondition is rarely fulfilled, as laboratory and 
field experiments generally are not run in parallel. If a larger set of experiments is required for 
MAR site planning, this concept could, however, be applied. With possibility to extrapolate the 
results to the field scale, laboratory experiments would suffice [165].  
 
Figure 14. Tension measurements of the upper layer during scenario 2 (HLR 6 h / 18 h) for (a) FIU 
/ tank and (b) FIU / column experiments and adapted laboratory tension values by regression 
function with 95% confidence interval (Fit) (taken from paper P6)  
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6 Discussion and research perspectives 
Different types of tools can be used to support the planning processes during MAR 
implementation. They can be helpful in the context of financial issues, sustainability assurance, risk 
management or the general understanding of MAR scheme design parameters. The tools 
discussed in this thesis comprise GIS, and different types of numerical and physical models. They 
represent only a selection of the tools used for the MAR planning process. They were chosen by 
the author as their potential regarding MAR planning has been given little attention thus far, as 
opposed to groundwater and geochemical models or field tests which are used commonly [40], 
[42], [113]. Further planning tools not regarded in this thesis include analytical and empirical tools, 
socio-economic models and special laboratory experiments, such as batch studies. Some of these 
tools are included into the planning of MAR projects already and merit further evaluation of their 
potential [40], [42]. 
Excluding the Australian MAR guidelines [40], guidance documents only provide minimum 
direction on the use of planning tools during MAR implementation. Thus, the application of tools 
in the planning procedure is currently varying and does not tap the full potential of the tools, yet. 
GIS perfectly exemplifies the gap between the lack of legislative guidance on the one hand and 
the tool being already used during MAR planning on the other hand. While an increasing number 
of studies use GIS for MAR mapping [67], no advances have been made to reflect the potential of 
MAR mapping or to navigate its application through guidance documents. Thus, this work 
demonstrates a first approach to summarize and assess the status quo of MAR mapping and 
argues that the MAR mapping process could be standardized. Advocating standardized 
methodology and its advantages could help to increase the reliability of MAR potential maps. The 
web tools presented in this thesis aim to support the standardized MAR mapping procedure.  
Nevertheless, the MAR mapping procedure needs some further advancements. Currently, the 
sensitivity analysis and map validation are strong limitations of MAR mapping. While different 
approaches for the sensitivity analysis exist [86], better means for verification of MAR suitability 
maps need to be devised. They could include the comparison of maps to geophysical logging 
methods, such as ground, electromagnetic, or gravity surveys or the subsequent reevaluation of 
the maps through MAR projects that are being built within the mapped area. A future prospect of 
the web tool will be the inclusion of sensitivity analysis procedures to impose the integration of the 
sensitivity analysis into the MAR mapping process. This, however, needs careful consideration 
which of the available sensitivity analysis methodologies is the least complex and computation-
intensive, allowing for its integration into the web tool, and which methods provide effective means 
to communicate map uncertainty to the decision-makers [166]. The verification of the decision-
makers’ choices is a strong link to the generation of overall more robust MAR potential maps. 
Increasing the understanding of MAR mapping is one way to advocate its potential for the 
MAR planning process. However, more guidance is also needed to define in what way MAR maps 
can be implemented into MAR planning. Their potential for strategic decision-making has been 
shown by the recharge master plan of South Africa [61]. Thus, the maps can be a means to 
advocate MAR as a sustainable water management practice and to show its potential for meeting 
the water demand in selected regions. Consequently, MAR guidelines need to stress on the fact 
that GIS-MCDA is a tool for the early planning phase of MAR schemes that enables the focus on 
certain areas for subsequent on-site investigations or modelling studies. In order to use these 
maps for actual site selection, they require high-resolution and detailed data input [94], [100]. 
However, detailed remote sensing data for subsurface parameters is still evolving [167], [168]. 
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Contrary to GIS, numerical models are widely used as a tool for the planning phase of MAR 
schemes [42] and are included into some MAR planning guidelines [40], [43]. However, the 
application mostly focusses on the overall assessment of MAR schemes by using groundwater flow 
and geochemical models [42]. Vadose zone models and their application for the actual planning of 
the MAR site are given little attention in the current use as well as the MAR guidelines [113]. This 
work shows that particularly for surface infiltration schemes, where the vadose zone has a large 
influence on water flow and geochemical processes, a calibrated vadose zone model allows for 
simple parameter variations, enabling a large variety of scenarios to be analyzed and delineated.  
While the potential of numerical models for MAR planning should be promoted in MAR 
guidance documents, they need to also advise decision-makers of their uncertainties and 
disadvantages. The complexity of numerical models requires a detailed hydrogeological parameter 
set. Its accurate determination is important for a reliable modelling performance [169] but 
underlies many uncertainties and assumptions, which is why the model parameters are often fitted 
to measured field values [170]–[173]. For surface infiltration systems, parameter determination for 
the unsaturated zone needs a special focus. The uncertainties of the soil hydraulic parameters and 
their often assumed homogeneity are some of the biggest challenges encountered in vadose zone 
modelling studies [173]–[175].  
While this challenge was not yet overcome, other assumptions and simplifications discussed 
in this thesis are software-specific and some have been resolved. The upper boundary condition 
of infiltration basins should be incorporated with adaptable surface heads based on the infiltration 
capacity which was recently incorporated into HYDRUS 2D/3D, as the so-called reservoir boundary 
condition [176]. Other simplifications of this work include the lack of clogging consideration during 
modelling. Advancements have been made to include clogging parameters into HYDRUS but are 
not part of the standard distributed software, yet [177]. Furthermore, the hysteresis during vadose 
zone flow was disregarded during modelling, as the hysteresis parameterization is tedious. Due to 
the assumptions and simplifications, numerical modelling should be understood as a conservative 
approach that shows the worst-case of a scenario. Its reliability can be improved by utilizing field 
data for model calibration [171]. 
First initiatives have been taken to show the potential of numerical models for MAR scheme 
planning, as by the Australian MAR guidelines [40] or an exhaustive review on MAR modelling [42]. 
This work is not sufficient, though, as it mostly shows what the models have been used for and not 
what their potential for MAR planning is. MAR guidance documents should, thus, incorporate a 
more complete list of modelling software that is useful to support MAR planning. The list should 
include their potential areas of application as well as their weaknesses that need to be regarded 
carefully during the interpretation of the modelling results. In this regard, this work is a start for 
the compilation of relevant information about the use of vadose zone models for MAR planning. 
Physical models for MAR planning are included into some MAR guidelines [40], [43], especially 
when pilot sites are a legislative requirement. In general, physical models should be constructed 
close to full scale, as the experimental results are always scale-dependent. Thus, laboratory 
experiments in MAR planning are often restricted to the analysis of very specific issues and the 
scaling of results to the field scale has been given little attention in the past. This thesis shows that 
different physical models deliver results that vary significantly and that their representativeness of 
field conditions might be limited. One-dimensional column experiments are the preferred 
laboratory setup, though compared to 3D laboratory experiments, their dimensionality underlies 
restrictions that can negatively affect the experimental results. If these types of experiments are 
used for MAR assessment, the influence of dimensionality and scaling on the obtained results 
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needs to be clarified. This thesis shows that specifically preferential flow paths, air entrapment and 
boundary influences limit the quantitative statement of laboratory experiments. To obtain results 
that are closer to the field scale, experiments should be conducted in 3D tanks with boundary 
conditions as far from the (measuring) point of interest as practicable. The use of statistical 
indicators is another means to increase the representativeness of laboratory measurements. The 
applicability of this option is limited, though, as the prerequisite of matching field and laboratory 
experiments will rarely be met for actual MAR projects. 
Even though these limitations exist, the application of physical models has a lot of potential to 
improve MAR planning. They are advantageous for detailed process assessment as they allow 
adaptable and controllable conditions. By this, they can be used to assess future scenarios under 
varying boundary conditions and management plans. They can further be used to conduct 
sensitivity analyses for the prioritization of data collection and sampling points as well as for the 
optimization of the monitoring frequency. These physical models can help to find a compromise 
between what is theoretically desirable and practically achievable. Nonetheless, it must be 
regarded that with increasing scale, the site characteristics and boundary conditions become more 
heterogeneous. Thus. the focus of physical models should be set to obtain mostly qualitative 
statements as their quantitative validity is limited. The experiments can provide indications for the 
behavior of full-scale MAR sites, but the feasibility of a field site should always be determined by 
infiltration tests at pilot scale.  
In summary, this thesis made some key achievements in the field of assessment and increase 
of usability of numerical and physical models and GIS for the planning of MAR sites: 
 An analysis and categorization of the methodologies used for MAR mapping was 
conducted (paper P1). The methodology review and the suggestion of a standard 
methodology are a first step to improve the reliability of the suitability maps.  
 Two web tools have been conceptualized and implemented that enable a user-
friendly, structured application of GIS-MCDA for MAR mapping (paper P2). They 
advocate a common MAR mapping procedure and help decision-makers to engage in 
MAR mapping.  
 The review on numerical model utilization for MAR planning and design compiled the 
first overview over the potential areas for application, including site dimensioning, 
monitoring network design and operational management (papers P3 and P4).  
 A case study applying a vadose zone model for MAR test site planning confirmed the 
applicability of this model type for some aspects of MAR site planning (paper P4). It 
also showed model uncertainties and gave insights on the requirements on the 
modelling software to make them fit for MAR assessment. 
 The comparison of different physical models showed that dimensionality and scaling 
have a large effect on the results obtained from MAR experiments. Overall, small-scale 
experiments should only be conducted for qualitative analyses of MAR processes 
(papers P5 and P6). 
 Regarding physical experiments, it was shown that 3D setups should be favored and 
that boundary effects can dominate experimental results (paper P6). 
 A statistical analysis showed that, given matching laboratory and field experiments 
area available, statistical indicators can be calculated that enable the adaption of 
laboratory values (paper P6). 
With a few exceptions, MAR guidelines are currently not very exhaustive regarding the use of 
tools for the planning and dimensioning of MAR sites. A framework needs to be developed that 
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provides indications on how MAR scheme planning can be supported by different tools and what 
issues must be considered during their application. GIS as well as numerical and physical models 
have their merits and untapped potential as tools to support the planning processes of MAR sites. 
This compilation on what is currently available and the assessment of what still needs to be done 
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Abstract: Suitability maps for managed aquifer recharge (MAR) are increasingly used and hold the
potential to be integrated into sustainable groundwater management plans. However, the quality of
the maps strongly depends on the input data quality as well as the expertise of the decision-maker.
The maps are commonly derived through GIS-based multi-criteria decision analysis (GIS-MCDA).
To date, there is no common understanding of how suitability mapping should be conducted, as there
is considerable variability concerning used GIS data and MCDA methodology. This study presents
two web-tools that were conceptualized based on a review of GIS-MCDA studies in the context
of MAR suitability mapping. The data retrieved from the review was compiled into a web-based
query tool making the MAR- and MCDA-relevant information easily accessible. Based on the most
commonly used MCDA practices in the assessed studies, we conceptualized and implemented a
second web tool that comprises a simplified web GIS as well as supporting tools for weight assignment
and standardization of the criteria. Both web tools will enable decision-makers to engage in MCDA for
MAR mapping in a more structured and informed way. As the tools are open-source and web-based,
they can facilitate the collaboration between multiple stakeholders and the easy sharing of results.
Keywords: managed aquifer recharge; web GIS; web tools; multi-criteria decision analysis;
suitability mapping
1. Introduction
The application of managed aquifer recharge (MAR) is continuing to grow worldwide as a
measure for sustainable groundwater management [1,2]. Before MAR schemes can be developed,
comprehensive planning is required to ensure their long-term sustainability. While guidelines on
the planning of MAR schemes exist [3–6], they mostly focus on their design and operation and put
less focus on site selection. The selection of sites suitable for MAR is a critical step in the planning
phase of a MAR project, as the location influences the recharge technique as well as the operational
and maintenance parameters, such as the infiltration quantity and the recovery efficiency [7–10].
Site selection for MAR application is mostly conducted through field investigations. Suitability maps
that show the potential of a foreseen area for the application of a certain MAR type can be generated as
a preliminary step to field investigations. These maps are increasingly being used [11] and may fill a
void in missing strategic MAR site planning. Their advantages for water management plans lie within
the spatial display through maps [12], the quickness and simplicity of the analysis [13], the possibility
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to include projections of climate scenarios, population growth or land-use changes [14] as well as the
assessment of different MAR techniques and their location [15].
While these maps are increasingly being used, there are no common guidelines on how the
suitability mapping process should be conducted. The maps are generally generated by combining
geoinformation of the surface and the subsurface with socio-economic criteria. This can be achieved by
integrating multi-criteria decision analysis (MCDA) for solving spatial problems with GIS software [16].
A set of geospatial data must be chosen based on the study’s objectives. The different GIS criteria
are then weighted based on their importance for the study and combined into a suitability map.
MCDA comprises a variety of methods for criteria weighting and combining [17]. A study showed
that the GIS maps used and the methodologies applied for MCDA in the context of MAR, show a
great variety [11]. The choice of GIS data and how important each dataset is seen for each study is
dependent on the data availability and the local characteristics but also on the expert opinion and
the problem statement. Finding common ground is near impossible, as these aspects are highly
case-study dependent. However, the methodologies used for suitability mapping of MAR could
potentially be synthesized. Rahman et al. [8] developed a GIS-based tool for MCDA site selection
analysis and structured the methodology of site suitability mapping, making a first effort to standardize
the GIS-MCDA methodology for MAR site selection.
This study continues the work of Rahman et al. [8] to structure and simplify the decision-making
process for MAR suitability mapping. Our work is based on the knowledge generated from a previously
published review on GIS-MCDA application for MAR suitability mapping [11]. Findings from the
review were taken into consideration to design and implement the web tools presented in this paper.
Two related tools were designed to help with the standardization of the MAR mapping process. All data
collected from the review were implemented in a web-based query tool that makes the information
easily accessible. From the review, the most frequently used methodologies for map generation
were determined and included in a web GIS tool. This tool takes a systematic approach, engaging
decision-makers in the MCDA process in a structured way. Links between the web GIS tool and the
query tool support the decision-making process as they readily depict GIS criteria, criteria weighting,
and MCDA methodologies.
While the previous work was dedicated to structuring the suitability mapping process, the present
paper focuses on the development of user-friendly tools and their web-based implementation. Thereby,
this work aids the decision-makers in undertaking a standardized mapping procedure and, thus, can
help to increase the reliability of the method application for the generated maps. As the tools are
web-based, they enable the collaboration of multiple stakeholders, thus, potentially improving the
decision-making process as well as facilitating easy sharing of results. The web-based nature, as well as
the open-access availability, thrive to enhance the usability of the tools, a particularity distinguishing
them from existing desktop solutions.
2. Implications from Reviewing GIS-MCDA Studies
This section is based on an already published review on MAR suitability mapping [11] and
focusses on analyzing the relevant parameters and methods for the comprehensive approach to
GIS-based suitability mapping by Rahman et al. [8]. Their approach divides suitability mapping
into four main steps. It follows the scheme of (a) problem definition, (b) screening of suitable
areas (constraint mapping), (c) suitability mapping including the classification of thematic layers
or criteria, standardization, weighting of the criteria, and layer overlaying by decision rule, and (d)
sensitivity analysis.
Problem definition is the basis of choosing relevant GIS maps and weighting their importance for
solving the problem statement. As this part of the approach is highly problem-specific, no general
statement or implications could be formulated from the review.
Constraint mapping identifies the parts of the study area that are not suitable for the application
of MAR or need to be excluded from the analysis as they are, for instance, natural reserves or private
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land. This is achieved through threshold values for the GIS criteria and by applying Boolean logic to
clip respective areas from the final map. Half of the analyzed studies used constraint mapping as a
tool to exclude unsuitable areas. As this methodology is widely used, options to constrain single GIS
datasets or complete areas from the resulting map were envisaged for the web GIS tool.
Suitability mapping is the core of the MCDA process as it ranks the study area based on its suitability
for the application of MAR. This step comprises the standardization of GIS maps, the assignment of
weights to every map, and the combination of the weights and the standardized maps by decision rule.
The most commonly used weight assignment methods are the rating method, the ranking method,
the multi-influence factor (MIF), and the pairwise comparison. The rating and ranking methods are
very simple methods comprising manual weight assignment on a predetermined scale [17]. MIF is
a graphical weight assignment method where linkages between GIS datasets are drawn, and the
weights are calculated based on the number and the importance of linkages between the criteria [18,19].
Pairwise comparison is the most used method for GIS-MCDA in the context of MAR. The weights are
calculated through a matrix-based comparison of pairs of criteria [20]. The methods range from simple
(rating method) to more complex (pairwise comparison). The advantage of the simple methods lies in
the easiness of use, whereas the complex methods, such as pairwise comparison, offer a coefficient
indicating the consistency of the decision-maker’s choices. To account for the advantages of both the
simple and more complex methods, the rating and ranking method, MIF and pairwise comparison
were chosen to be incorporated into the web tool.
The decision rule states how the standardized datasets and their weights are combined to obtain
the suitability map [17]. This integration can be based on threshold values (Boolean logic) or more
elaborate integration rules, such as weighted linear combination (WLC). WLC comprises the summation
of the weighted and standardized criteria and is the most commonly used decision rule. It has been
developed further to its derivative analytical hierarchical process (AHP). AHP is the more structured
approach that categorizes the GIS maps into hierarchical levels before aggregating und summing
up the weighted criteria. It is used to solve more complex decision problems. The two most used
methodologies, WLC and AHP, were chosen to be incorporated into the web tool.
To verify the obtained map, a sensitivity analysis should be conducted. It is used to display the
effect of different standardization and weights on the final suitability map and indicates the robustness
of the obtain suitability map [16]. While this is an important factor for strengthening the reliability of
suitability maps, only 21% of the reviewed studies conducted this step.
All reviewed studies used desktop GIS software for their analysis. Some studies created their
own tools for the analysis, e.g., Rahman et al. [8] developed the GIS-based Gabardine desktop decision
support system. Other studies used tools available through standard software, e.g., an AHP tool has
been implemented as an extension for ArcGIS [21], which has been applied by Anane et al. [22].
3. Materials and Methods
The developed tools are embedded into the INOWAS online platform (https://inowas.com).
The INOWAS platform is an open-source collection of empirical, analytical, and numerical web-based
models focusing on the planning, management, and optimization of MAR applications. The INOWAS
platform and the tools are accessible with any state-of-the-art web browser. The platform works
account-based, enabling the user to store and share their work. One key feature of the platform and its
tools is the intuitive graphical user interface, guiding the users through the application of the tools.
The technical infrastructure of the platform is based on three components: the CLIENT, which is
the user’s internet device and browser, the SERVER, which is a standard Linux Server, and the
WORKER, which is a Linux cluster with connection to the server. These components communicate
with each other via a TCP/IP connection using standard protocols such as HTTP/HTTPS. The REST
interface developed by the INOWAS group specifies the individual API calls and their function between
the components.
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For MAR suitability mapping, two tools were developed for the INOWAS platform. A query tool
to filter information from the database that resulted from reviewing related studies and a web GIS
system to obtain the suitability maps by following an integrated workflow.
The web-based query tool was designed to grant easy access to the information gathered from the
GIS-MCDA review, namely data on different MAR related aspects as well as the MCDA methodology
used in the studies. It is based on a pivot table approach. Decision-makers can sort, average, or sum
up the database content by creating tables and graphs. Filters can be used to make specific queries,
e.g., search studies for a certain MAR technique. The review tool is developed with ReactJs and is
based on an open-source 3rd party project (https://github.com/nicolaskruchten/pivottable).
The INOWAS platform and web GIS system interfaces were created with ReactJS and Semantic
UI (https://semantic-ui.com/) using some open-source 3rd party projects. Geodata is displayed
in leaflet maps (https://leafletjs.com) and uses open street map layers as base layers (https://www.
openstreetmap.org). Charts are displayed with ReCharts (http://recharts.org/en-US/), sliders with
rc-slider (http://react-component.github.io/slider/) and network diagrams with visJS (http://visjs.org/).
Raster calculations are done in JavaScript, using the mathJS library (http://mathjs.org). Users can save
and share projects via a connection to the INOWAS backend server and their API entry points.
The full code of the INOWAS platform and the tools for MAR suitability mapping with version
history is accessible through GitHub: https://github.com/inowas/inowas-dss-cra.
4. Results
All tools developed are available through https://inowas.com/tools/ using the “Start using now!”
button. The tools are open-access and free of charge, but user registration is required. The tools can
be accessed through the personal dashboard, which shows all available tools and stored projects.
The projects can be shared with other users or can be made publicly available so that various users
have access to the project and can edit it.
4.1. Database Query Tool
The database query tool is listed as tool T04 in the toolbox of the dashboard. Its basis is a database
with information accumulated from the reviewed GIS-MCDA studies. The tool enables the user to
research MAR specific information, such as the MAR type used, the water source, the objective of
MAR application, or the location of the study. The main information stored is focused on MCDA
related data, for example, the number and type of criteria used in the study, the weights assigned to
the criteria, and the criteria standardization. Furthermore, information on weight assignment methods,
decision rules, and the use of constraint mapping or sensitivity analysis by the authors of the study has
been accumulated.
The different attributes from the database can be chosen to be displayed by dragging them into the
column or the row fields of the tool, also enabling the display of combinations of attributes (Figure 1).
Each attribute is equipped with a filter function where specific information queries can be chosen
through class selection or conditional and numerical operators. The results can be visualized in
different forms of tables and heat maps as well as be exported. They can be further modified through
conditional and mathematical operators, including “Count”, “Count Unique Values”, “List Unique
Values”, and “Sum”. The tool is supported by documentation explaining the underlying database and
displaying three examples that help to get the user acquainted with the functionalities of the tool.
The database query tool can aid decision-makers at different steps along the MAR mapping
procedure. During the problem statement step, it allows the decision-makers to investigate GIS criteria
that are used often for certain MAR techniques or certain recharge water resources. During the weight
assignment step, the importance that other decision-makers have given to a criterion can be assessed.
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Figure 1. Interface of the database query tool showing the query for the most used criteria for the
suitability mapping of in-channel modifications.
Figure 1 shows an example of the tool where the query was set to find the most used GIS criteria
for suitability mapping of the in-channel method. Here, the filter was set to display the number
of studies that used each criterion for this MAR method and to visualize them as a table heatmap.
The results show that slope was the most used criterion, followed by land use and geomorphology.
By adapting the attribute selection, it is also possible to show the 14 papers using the slope criterion.
This enables the user to further study them regarding the use of the slope criterion, e.g., how it was
standardized or classified in the studies.
4.2. Web GIS for Suitability Mapping
The web GIS is listed as tool T05 in the toolbox of the dashboard. The user is guided through the
MCDA workflow with the help of a systematic approach indicated by the menu in the left column of the
tool structure (Figure 2). It follows the workflow introduced by Rahman et al. [8] but excludes the steps
of the problem statement and sensitivity analysis. The process starts with (1) the choice of GIS criteria,
and continues with (2) the weights assignment, (3) the data upload, the constraint mapping and the
reclassification, (4) the additional global constraint mapping, (5) the suitability mapping, and (6) the
results visualization. The user is guided through the workflow by small green or orange circles that
indicate whether the steps have been completed successfully. In case preceding information is required
for the subsequent steps, the link in the navigation menu might be disabled until all requirements have
been fulfilled.
A simplified example for MAR suitability mapping was prepared to depict the capabilities of the
tool. It comprised suitability mapping for surface infiltration methods in southern Africa with four GIS
criteria: geology, soil, land cover, and slope. A comprehensive example for MAR mapping in southern
Africa was prepared in [23], including geoinformation on water sources and water demand. In this
manuscript, the number of used criteria was reduced to account for better readability of the figures.
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Figure 2. Interface of web GIS tool, with workflow display on the left and the weight assignment tool
multi-influencing factor method. Here, the user can draw arrows between entities representing major
or minor influences of a criterion upon another entity.
The problem definition step suggested by Rahman et al. [8] was not directly included in the tool
approach. As this is a conceptual, case-specific step framing the project objectives and choosing criteria
based on those objectives, it could not be incorporated into a tool. However, the database tool can
deliver indications on the criteria choice based on the evaluation of previously conducted studies with
similar objectives. In the case of surface infiltration methods, the four aforementioned GIS criteria are
the most used criteria according to the database query tool.
Starting the tool, the user must choose whether to use the AHP or the WLC method as the decision
rule, the latter being the default method of the tool. In both cases, all GIS criteria to be used for the
suitability mapping need to be listed. Here, a link to tool T04 was included, enabling the user to
analyze other MAR mapping studies regarding their choice of criteria. For each GIS criterion, the user
needs to specify whether the criterion data is discrete or continuous and may set units to support their
visualization. If AHP is activated, the main criteria classes need to be defined, and all GIS data need to
be sorted by those main criteria classes. For this, a hierarchical tree is used and graphically presented.
Weight assignments are done for the main criteria and ensuing for each branch with the respective
sub-criteria. AHP is useful for complex problems with many GIS criteria. Dividing the procedure into
separate branches simplifies the weight assignment step.
The weight assignment step allows performing any number of weight assignments through the
integrated methods: ranking, rating, MIF, and pairwise comparison. This enables the user to try
out different methods and compare the results, choosing the method and the subsequent weights
most suitable for their project. All weighting methods are implemented in a visually appealing and
user-friendly way.
For the MIF method, the user must draw connections between the different criteria and the project
itself. Those connections represent the dependencies between the entities (Figure 2). The user can adapt
the direction and strength of the connections. This information is then used to calculate the associated
weights. In the example shown in Figure 2, the connections drawn between the four used criteria and
the project itself correspond to weights that emphasize the importance of slope and geology.
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For the ranking method, intuitive approaches, such as arrow buttons or the drag and drop method,
help to order the criteria in a list, starting with the most important criterion and ending with the least
important one. All ranks are summed up and then converted to weights in relation to the other criteria
input values. The rating method is the most basic method of all, enabling the user to choose their
own weight for each criterion. The fourth available weighting method is the pairwise comparison.
On a predefined scale, the criteria are compared to each other by moving a slider towards one side,
indicating the importance of a criterion compared to a second criterion (Figure 3). Based on these
pairwise preferences, the criteria weights are calculated. The sliders indicate a preference of geology
and slope over the other criteria, which is then depicted in the higher resulting weights. From the
weighting choices, a consistency coefficient is calculated. The coefficient indicates the consistency
of the user’s preferences, and if it surpasses a threshold value, the users are asked to re-check their
pairwise comparison choices. Again, a link to T04 is provided to the user, enabling the investigation of
previously conducted studies regarding their criteria weighting choices.
 
Figure 3. Interface of web GIS tool, with weight assignment tool pairwise comparison where user
can set criteria preferences via sliders and indication of the robustness of the decision is given via
consistency ratio.
During the third step, “Criteria data”, data upload, constraining, and reclassification are performed
for each GIS dataset. At the beginning, the final grid size of the project must be set. Then for each
criterion, a GIS raster file must be uploaded. Uploaded raster files may be resampled through
nearest-neighbor interpolation if the raster size differs from the final grid size. Constraints can be set in
the second step, indicating the criterion classes that will not be used for the suitability mapping process.
With discrete data, the automatically created classes can be disabled. For continuous data, ranges not
to be considered in the final calculation can be defined by Boolean logic. Afterward, reclassification
and normalization of the criterion data are performed. For continuous criteria, classes can be defined
by indicating the minimum and maximum value and their respective reclassified value or by using a
reclassification function. The reclassified values should be between zero and one. For discrete datasets,
every existing criterion class is assigned a normalized value, with the possibility of several criterion
classes forming one normalized class. All classes can be named and given a color for geo-visualization.
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Finally, the results of the reclassification are displayed. It is possible to switch between the original,
reclassified, constraint, and resulting data.
In the fourth, optional step, global constraints can be set by drawing polygons in a project area,
which will then be disregarded from the final calculation of the suitability map.
For the fifth step, “Suitability mapping”, the user must select one of the obtained weight assignment
calculations. Then, the calculation is performed, combining all information on constraint mapping,
criteria standardization, weighting, and decision rules. For the resulting map, the suitability classes
can be redefined or left as default. Finally, the suitability map is displayed and can be downloaded as a
text file for further processing in other GIS software (Figure 4). The map for southern Africa shows
the geographic distribution of areas that, based on the criteria evaluated, are more suitability for the
implementation of MAR schemes.
 
Figure 4. Interface of web-GIS tool, showing the final suitability map with redefined suitability classes.
The tool is supported by documentation explaining the tool functionalities as well as the underlying
concepts and methodologies (https://inowas.com/tools/t05-gis-mcda/). One example case study is used
to help to get the user acquainted with the functionalities of the tool. It is incorporated into a tutorial
that provides the user with a step-by-step guide on how to generate a simple suitability map, also
providing an example dataset (https://inowas.com/#tutorials, Tutorial 4).
To validate the correctness of the web-tool and the methodology incorporated, a case study was
both prepared with ArcGIS and our web tool for comparison [23]. Minor differences occurred with a
normalized root mean square error below 0.1. These differences were not attributed to the MCDA
methodology but to the resampling during the data upload step. The nearest-neighbor algorithm
was found to shift the raster by one half-pixel [24]. This caused a slight divergence between the map
obtained from this tool and the map obtained through ArcGIS.
Water 2019, 11, 2254 9 of 11
5. Discussion
This study indicates a trend in MCDA methodology applied for MAR suitability mapping, namely
constraint mapping, suitability mapping by using pairwise comparison, and WLC or AHP, and less
often a subsequent sensitivity analysis. Based on these findings, we designed an open-source web
tool to guide the user through the MCDA process. We included several weight assignment methods
so that next to pairwise comparison, the decision-maker can use rating and ranking method as well
as MIF. While we kept those methods for their simplicity or advantage in visual decision-making,
the combination of pairwise comparison with AHP must be highlighted as the methodology with the
highest increase in usage [11] and the most benefits.
AHP offers a clear, systematic procedure that represents all aspects of the problem statement
enforcing robust decision-making. In combination with pairwise comparison, the decision-maker must
only give priorities considering two criteria at a time. Through a designated index, the methodology
offers an indication of the consistency of the decision-maker’s choices. The shortcomings of this method
include the inability to include threshold values, no direct measure to assess the robustness of the
criteria standardization values, and possible rank reverse issues [25]. Nevertheless, it can be asserted
that, currently, AHP, in combination with pairwise comparison, is the state-of-the-art methodology for
MAR suitability mapping. This can be further underlined by its frequent use in other environmental
MCDA studies [25–27].
The established web tools cover all aspects of the suitability mapping process apart from the
sensitivity analysis. A structured GIS-MCDA process should include a sensitivity analysis as it
can help to generate more robust and reliable suitability maps. A future prospect of the web tool
will be the integration of the sensitivity analysis process, which is relatively more complex and
computation-intensive and, thus, was not included in the workflow yet. Furthermore, it is planned to
improve the tool by increasing the possible maximum resolution of projects and by providing more
flexibility for handling input raster data as well as supporting vector files.
The web-based implementation of the tools offers advantages over standard desktop GIS solutions.
The user does not require advanced GIS-specific knowledge and does not need to install any GIS
software unless pre-processing of the GIS data is necessary. Nevertheless, the platform provides an
interface for data exchange with standard GIS software to allow for pre- or post-processing with
conventional desktop-based software. The entire system works in a standard web browser, with no
specific system requirements. The input data, as well as the resulting maps, are available online and
can be easily shared among stakeholders allowing for collaboration on the mapping procedure as
well as flexible sharing of the results. The web tools can be run in two operating modes (private and
public), which offers a high degree of flexibility in data sharing as well as adequate privacy. The entire
workflow is very transparent, with the possibility to revise and reverse steps. It provides a pre-defined
workflow for inexperienced users while offering a comparison of several MCDA methods for more
advanced users.
While MAR suitability mapping can be seen as a viable source for strategic water management, it is
not a sufficient technology to point down to actual locations for MAR implementation. Maps can deliver
an indication of areas of interest, but those need to be further assessed by numerical modeling [10,28] or
on-site measurements of the local hydrology and hydrogeology [13,29,30]. For the numerical modeling
and MAR scheme design and optimization, the INOWAS platform can be used as well, as it further
offers numerical groundwater flow modeling tools as well as algorithms for MAR scheme optimization.
6. Conclusions
The developed web tools can help planners of MAR sites by increasing knowledge on MAR
suitability mapping as well as by engaging in the MCDA processes in a structured and cooperative
way. The tools are further envisioned to aid in capacity building measures as well as the education of
water practitioners by accumulating knowledge on GIS-MCDA in the context of MAR and translating
them into easy-to-use web tools. The clearly outlined process of map generation enforces standard
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methodology and can help to generate maps that are comparable due to a common methodological
approach. Since MAR mapping has been increasingly used in recent years, the quality of the maps
produced should be critically evaluated, and analysis and categorization of the methodologies used is
one first step to improve the reliability of the maps.
While the tools can outline the map generation process, they cannot standardize one of the main
sources of uncertainty—the datasets and respective weights assigned. Putting individual choices into
perspective with similar studies retrieved from the database tool is a step towards decreasing the
subjectivity of their weighting and standardization process. However, the problem statement and
its specifics define the importance of a GIS dataset for each individual case study. Thus, the weights
assigned to the criteria cannot be defined by rules. Furthermore, data availability and quality are
major constraints in the mapping process. Thus, the tools at hand standardize and simplify the MAR
suitability mapping process but cannot substitute the decision-maker’s expertise in choosing relevant
datasets and their importance for the specific study.
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Abstract: Managed aquifer recharge (MAR) is the purposeful recharge of an aquifer for later
recovery or environmental benefits and represents a valuable method for sustainable water resources
management. Models can be helpful tools for the assessment of MAR systems. This review
encompasses a survey and an analysis of case studies which apply flow and transport models
to evaluate MAR. The observed modeling objectives include the planning or optimization of MAR
schemes as well as the identification and quantification of geochemical processes during injection,
storage and recovery. The water recovery efficiency and the impact of the injected water on the
ambient groundwater are further objectives investigated in the reviewed studies. These objectives
are mainly solved by using groundwater flow models. Unsaturated flow models, solute transport
models, reactive geochemical models as well as water balance models are also frequently applied and
often coupled. As each planning step to setup a new MAR facility requires cost and time investment,
modeling is used to minimize hazard risks and assess possible constraints of the system such as low
recovery efficiency, clogging and geochemical processes.
Keywords: managed aquifer recharge; modeling; groundwater management; unsaturated zone; ASR
1. Introduction
The rising water demand worldwide, caused by climate change, urbanization and population
growth, poses increasing stress on groundwater as a resource [1,2]. Especially in arid or semi-arid
regions the natural recharge is often not enough to meet the local water demand leading to
over-exploitation of the groundwater resource and as a consequence to decreasing water tables
and increasing salinization [3]. The storage of water in surface reservoirs is widespread but it
has several disadvantages such as high evaporation losses, high land area requirements, sediment
accumulation, the possibility of structural failure and high vulnerability to contamination [1,4,5].
An alternative to surface storage is storing excess water underground during periods of low demand
or high availability to use it later in times of shortages [4,6,7]. In contrast to other recharge types
such as natural or incidental recharge, managed aquifer recharge (MAR) is the intentional recharge
of water into aquifers for future recovery or environmental benefits [1,3]. Incidental or unintentional
recharge implies recharging the aquifer coincidentally by undertaking activities not directly designed
to enhance recharge such as excess irrigation or leakage from water systems [1,8]. The main objective
of MAR is to increase groundwater storage to overcome the temporal imbalance between local water
demand and availability thus securing drinking or irrigation water supply at any time of the year [1,3].
Other objectives include the reduction of saltwater intrusion in coastal aquifers, prevention of land
subsidence, improvement of the source water quality through Soil Aquifer Treatment (SAT) and
avoidance of direct potable reuse of treated wastewater by an underground passage [1,3]. Water
sources include surface water from rivers or lakes, stormwater runoff and reclaimed water [1,9,10].
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Before this water is recharged to an aquifer a pretreatment might be necessary depending on the source
water quality, the contaminant attenuation through the soil passage, the native groundwater quality
and the intended use of the recovered water.
Subject to the local conditions, a wide range of MAR methods can be used to recharge an
aquifer [8]. Usually five main MAR techniques are distinguished: well, shaft and borehole recharge;
spreading methods; induced bank filtration; in-channel modifications; and rainwater and runoff
harvesting [11,12] (Table 1). Recharge by well, shaft and borehole includes MAR methods that recharge
directly into the aquifer which is often overlain by low permeability surface structures [11]. Spreading
methods are applied at ground level where the water is infiltrated through permeable surface into the
unsaturated zone. Induced bank filtration covers infiltration of surface water through river, lake or
dune sediments caused by well pumping [8,11]. In-channel modifications are obstructions built directly
in the stream network to temporarily store stormwater and enhance infiltration into river sediments [8].
Rainwater and runoff harvesting comprises the gathering and infiltration of surface or roof runoff by
barriers, bunds and trenches [9,11]. It should not be confused with other MAR methods which often
use stormwater as a water source. For detailed descriptions of the aforementioned MAR techniques
see Dillon [3], Gale [8] or Hannappel et al. [11]. The classification of MAR techniques in this paper is
based on the classification system developed by the International Groundwater Resources Assessment
Centre [13], with the exception that ASR and ASTR are joint. In addition to these established MAR
methods, there is a rising interest in new strategies for water banking which includes using agricultural
land for surface spreading methods outside the irrigation season [14].
Table 1. Managed Aquifer Recharge (MAR) classification system stating five main methods and
associated specific MAR methods, adapted from International Groundwater Resources Assessment
Centre [13].
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Despite the apparent simplicity of MAR approaches and their large implementation
worldwide [15], the complexity of site-specific hydrogeological conditions and the processes occurring
at various scales combined with different objectives require a very good understanding of the system’s
response to the proposed measures. The characterization of the system including heterogeneities
such as preferential flow paths is best investigated by field experiments, e.g., [16,17]. Laboratory
experiments are used to investigate occurring processes in detail but are limited in representing
boundary conditions and scale-related issues may occur. On the other hand, modeling can be used
for scenario analysis and future predictions to compare different MAR techniques and operational
schemes. Despite adaptive approaches for example using trial and error, modeling is a valuable tool
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to estimate the feasibility of a MAR method at a given location. Given its flexibility, a model-based
preliminary assessment is often recommended prior to pilot field experiments [17,18]. Even though
building up a calibrated model takes up time and requires a detailed data set, the variety of possible
applications such as scenario and sensitivity analyses can make the efforts worthwhile. However,
modeling does not always lead to success and despite that fact, failures are hardly ever published.
Some countries including Australia and the USA implemented guidelines that specifically regulate the
requirements for risk assessment of new MAR facilities and advise the application of modeling during
the planning phase [19,20].
So far, only Kloppmann et al. [18] published a summary of the application of groundwater models
for the estimation and optimization of the performance of MAR schemes. They focus on different
planning phases of a MAR system including site selection, design and operation and give an overview
of data requirements and model selection.
Nevertheless, no review paper is published yet which analyzes model applications specifically
focusing on each MAR method and comprises past areas of application and the choice of modeling
software for each technique. Focus is not only restricted to groundwater models but also regards
analytical and numerical flow and transport models considering, besides groundwater, also other
components of the hydrological cycle. For this reason, case studies were collected from reviewed
articles, scientific reports and conference proceedings, all written in English language. The search
for publications was carried out via search engines and online databases but also reference lists of
already located publications were screened. The search was restricted to MAR and artificial recharge.
Only flow and transport models were included. Despite the scrupulous search, it was difficult to track
all publications in the field and further relevant modeling studies likely exist. Data was analyzed
regarding the evaluated main and specific MAR techniques, the model tools applied and the modeling
objectives. Furthermore, the country of the field site or whether the publication covers a laboratory
experiment or theoretical analysis was noted. The analysis helps to identify general trends in the
utilization of models for MAR assessment. The overview on the presented software tools and their
classification by model and MAR type can further ease the search of a suitable computer code and
can thus be used as a general reference. Furthermore, modeling studies were reviewed regarding the
different MAR methods to allow a more detailed look into modeling objectives and applications in
the various fields of MAR. Elaborative information is given on what kind of model approaches and
software tools can be applied during the planning stage, the first pilot experiments or the optimization
of existing facilities depending on the site-specific issues. The review covers most processes occurring
during MAR applications and discusses the influence of various operation and site-specific parameters
on the overall system efficiency. While this is comprehensively discussed in the literature, the added
value of the review is that it provides the reader also with the adequate tools for the quantitative and
qualitative assessment.
The overall objective of the present paper is thus the introduction and evaluation of different
modeling approaches which are used to assess MAR schemes dependent on site-specific conditions and
applied MAR method through a structured review of most commonly used software codes and tools.
2. Analysis of Managed Aquifer Recharge Modeling Case Studies
Overall, 216 studies dealing with flow and transport modeling of MAR from 37 countries were
collected from widely available literature published between 1985 and 2015 (Table S1). The papers
included 188 modeling studies which evaluate field-scale MAR schemes or sites, 10 modeling studies
which evaluate laboratory experiments and 18 assessing theoretical issues. Most studies were carried
out in the USA (45 literature studies), Australia (39), The Netherlands (20) and India (13).
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2.1. Modeled Managed Aquifer Recharge Methods
The majority of modeling studies were performed for well, shaft and borehole recharge (57%)
and spreading methods (29%) (Figure 1). A recently published global MAR inventory shows that these
are also the two most common MAR techniques applied worldwide [15,21]. However, the comparison
of the global MAR inventory with this study reveals that spreading methods are the most common
MAR techniques worldwide whereas most of the modeling studies identified were conducted for well,
shaft and borehole recharge. As this method is technically demanding and there is a high need for
information during the planning of the system, it is often accompanied by modeling. Only a few case
studies are published which deal with modeling of rainwater and runoff harvesting facilities [22,23].
This method is frequently used in rural areas and is not technically demanding. Thus, it is regularly
not accompanied by scientific or monitoring studies (in contrast to harvesting stormwater which is
injected into wells or infiltrated via infiltration ponds) [22]. Models are mostly applied for the MAR
subtypes ASR/ASTR (52%), infiltration ponds and basins (23%) and induced bank filtration (6%).
Figure 1. Distribution of modeling studies (%) for the main MAR techniques and MAR subtypes used
(literature studies may involve multiple MAR techniques).
2.2. Survey of Applied Models
Various models are applied to evaluate MAR. For this analysis models were grouped into five
categories namely groundwater flow, unsaturated flow, solute transport, reactive transport and
watershed or water balance models. Groundwater flow models depict the saturated soil zone and
are mainly based on Darcy’s law [24] whereas unsaturated flow models mostly apply the Richards’
equation [25]. Non-reactive or solute transport models include solute transport codes where advection,
dispersion, diffusion, sorption and decay are considered. Reactive transport models are more complex
and include geochemical and biogeochemical reactions. Watershed or water balance models include
the surface water and partly apply an integrated water resource management approach.
One of the earliest applications of modeling for the assessment of MAR dates back to 1985 [26,27].
An increase in the number of model applications is observed from 1996 to 2000 reflecting amongst
others the fast development and public availability of computer capacities and the increasing use of
MAR worldwide [21] (Figure 2). The total number of publications continues to increase till the end of
the study period (2015), with groundwater flow models being the most frequently applied model type
during the entire investigated period. Since 2006, the number of publications of groundwater flow,
unsaturated flow as well as water balance and watershed models keeps increasing.
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Figure 2. Historical development of different model types (literature studies may involve multiple or
combine different model types).
In the reviewed literature studies various software tools were applied which model flow and
transport (Table 2). A number of software tools were specifically developed for MAR applications
while others are also used in general hydrogeological studies. Within the first category, the NASRI-BF
Simulator assists in the design and operation of bank filtration sites and allows for a first assessment
of the feasibility and conditions of a proposed site [28]. EL-ASR is an ASR adjusted derivative of the
transport model EASY-LEACHER and able to account for various water quality issues which can arise
during ASR [29]. Five major clogging mechanisms namely physical, biological, chemical clogging as
well as the formation of gas and compaction were implemented into a numerical three-dimensional
finite element code called CLOG [30]. It can assist in the design and operation of a MAR facility
helping to prevent clogging and consequently improving the efficiency of the system [30]. Besides
analytical and numerical models, simple empirical tools were developed particularly for the utilization
as screening tools, e.g., ASRRI and the ASR Performance Index. The software ASRRI (ASR Risk Index)
is a screening tool to predict the potential for contaminant attenuation during ASR and ASTR [31].
The ASR Performance Index evaluates whether lateral flow, density effects and dispersive mixing have
negative effects on the recovery efficiency in saline or brackish aquifers [32].
The majority of models applied are not specifically developed for MAR applications. The most
commonly used groundwater flow model is MODFLOW [33]. Further frequently applied codes
for saturated flow modeling include FEFLOW [34], SEAWAT [35], HST3D [36] and PHAST [37].
Frequently applied unsaturated flow models include MARTHE [38], HYDRUS [39] and MIKE-SHE [40].
For solute transport modeling FEFLOW, MT3DMS [41], SEAWAT and CXTFIT [42] are used repeatedly.
Reactive transport modeling is conducted mainly by using PHREEQC [43], MT3DMS, PHT3D [44] and
EASY-LEACHER [45]. For the category water balance and watershed models only WaterCress [46]
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2.3. Modeling Objectives
The objectives for conducting a modeling study are manifold and for this paper they were
classified into 13 categories. Literature studies comparing different proposed recharge methods as well
as sites show that flow modeling can help to select a MAR method and evaluate its advantages
and disadvantages at a proposed location [6,55,56]. Modeling is usually performed during the
approval or planning phase of a MAR system to evaluate its feasibility at a suggested site (Feasibility).
Further investigations may assess the optimal design of the system (Design) and whether it will meet
performance objectives prior to the construction of field-scale systems [4,17]. The optimization of MAR
systems (Optimization) which includes assessing optimal infiltration and recovery schedules is another
aspect of MAR planning. Modeling studies are also conducted to quantify the recovery efficiency
(Recovery efficiency) which is the amount of water that can be recovered with desired water quality
and the residence time (Residence time) of infiltrated water. The migration of injected water and the
mixing with natural groundwater are thus calculated to quantify the storage or infiltration capacity of
a MAR site.
Modeling studies focusing on geochemical processes (Geochemical processes) during the MAR
application mainly analyze the quality of recovered water. Metal release and mobilization, nutrient
removal and micropollutant breakthrough are the main issues evaluated. The fate of pathogens,
nutrients and chemicals such as disinfection-by-products during the soil passage are examined.
Another significant aspect is clogging which decreases the infiltration capacity of a MAR scheme
(Clogging). Studies on general assessment of water quality (Water quality) might consider water quality
changes of the injected water, the ambient groundwater or the recovered water. Soil aquifer treatment
specifically focuses on water quality improvements due to the oxidation and microbial degradation of
organic matter during the soil passage through the unsaturated zone (Soil aquifer treatment).
Modeling the impact on groundwater generally depicts the resulting groundwater level changes
and the area of impact when MAR is applied (Groundwater management). In addition, sustainable river
discharge due to economic or environmental restrictions is evaluated (River flows). Risk Assessment
is a method to evaluate possible hazards and associated risks such as pathogen breakthrough which
can arise during MAR (Risk assessment). In coastal areas, modeling is also used to assess the effect of
applying MAR against saltwater intrusion (Saltwater intrusion).
The reasons for model applications cannot be generalized for the individual MAR types. However,
some application trends can be derived from the survey and are more closely discussed in the
Sections 2.3.1–2.3.5. The different MAR methods are described separately as each method poses
diverse requirements on the modeling study and various objectives are pursued.
2.3.1. Well, Shaft and Borehole Recharge
During well, shaft and borehole recharge water is injected either directly into the aquifer or
infiltrated by gravity into the unsaturated soil zone. Various hydrogeological and operational
parameters such as the groundwater gradient, the aquifer heterogeneity and the recharged water
volume influence the success of the system. Thus, injecting water into an aquifer is quite complex and
its general feasibility is often investigated by applying a numerical groundwater flow model [7,57–64]
(Figure 3).
Not only various design scenarios such as well locations and well spacing but also operational
management options such as pumping and injections rates are being tested and optimized with the
help of simulations [7,17,57,63–68]. Water management models are applied to assist in the cost-effective
planning and design of reliable subsurface infiltration systems [7,69]. Scenario analysis incorporating
projections of climate change and effects of urbanization into MAR scheme design was also addressed
by modeling [46].
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Figure 3. Distribution of well, shaft and borehole recharge modeling studies by objective
(literature studies may involve multiple modeling objectives).
Quantifying the resulting groundwater levels and the spreading of injected water in the aquifer
is a task often solved by groundwater flow modeling [7,55,70–74]. In addition, a groundwater
flow model can help to estimate the quantity of water which can be stored underground [71,75–77],
the impact of ASR on nearby production wells [72,78,79] and the impact of ASR on possible land
subsidence [80]. When infiltrating into coastal aquifers the extent of seawater intrusion and the
location of the freshwater-saltwater interface is of special interest and requires the application of
density-dependent groundwater flow models [58,81–83].
Groundwater flow and solute transport models were also widely used to examine the influence
of hydrogeological and operational parameters on the recovery efficiency [4,26,27,84–90] (Figure 3).
Key parameters that have been modeled and that influence the recovery rate are the dispersity of
the aquifer [32,86,88,91] and the aquifer heterogeneity [4,92,93] which can be characterized by high
variations of permeability or the presence of dual-porosity zones. Modeling these parameters may
help to understand the aquifer system and thus adapt the MAR operation scheme. Dual-porosity
flow [4,92–94] and density-driven or buoyancy-induced flow [4,32,83,89,93–99] were incorporated
into models in order to depict those complex processes. A simple screening tool developed
by Ward et al. [32] can help to assess ASR performance in brackish and saline aquifers prior to
numerical modeling.
Geochemical processes represent a major challenge as they influence not only the quality of the
recovered water but also clogging. Their occurrence is caused by the differences in the chemical
composition of injection water and ambient groundwater or water-rock interactions. Therefore, the
modeling objective assessed the most for well, shaft and borehole recharge is geochemical processes
(Figure 3). Reactive transport models are applied to identify the geochemical processes that take
place during well injection and recovery [2,100–105]. Besides complex numerical codes, analytical
transport models like EASY-LEACHER can be used to evaluate geochemical processes during deep
well injection [29,45,106]. Pyrite oxidation is one of the key geochemical reactions identified [107–112]
which often leads to mobilization of trace metals or metalloids [107–115]. Other geochemical reactions
that could be identified by modeling are the dissolution of fluoride minerals [116] and the acidification
in the aquifer [114,115]. Furthermore, scenario simulations were done to test how the dissolution of
metals can be controlled [114].
Not only the dissolution of minerals but also their precipitation has been studied by modeling as
it can affect the performance of an artificial recharge system by causing chemical clogging [117–123].
The numerical code CLOG has been used to assess different aspects of clogging taking into account
the accumulation of suspended solids, bacterial growth, chemical reactions and the generation of gas
and compaction [30,124].
Risk assessment tools were used to evaluate the fate of possible organic contaminant hazards
during ASR [31,125–130]. Incorporation of biogeochemical reactions can help to quantify bacterial
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influence on the local geochemistry [131,132] and show the removal efficiencies of organic contaminants
during successive ASR cycles [133].
About two third of the compiled studies combined several objectives in their modeling study.
An overview about the models used more than once for the specific objectives is given in Table 3. It can
be stated that MODFLOW (33 applications) and PHREEQC (21 applications) are the most commonly
used simulation tools for modeling of well, shaft and borehole recharge.
Table 3. List of models which were applied more than once for the different modeling objectives for
the MAR technique well, shaft and borehole recharge.
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2.3.2. Spreading Methods
In contrast to other MAR methods, spreading methods require large areas of land as well as
certain land use types and geology. Hence, modeling is used to select and evaluate suitable sites
for the application of infiltration ponds and basins and to optimize their design [163–169] (Figure 4).
The planning of recharge basins as well as the evaluation of different management options is done by
modeling [170–174]. Modeling can be used in particular as a supporting tool to design the groundwater
monitoring network for infiltration basins and ponds [171,175–179].
Figure 4. Distribution of spreading methods modeling studies by objective (literature studies may
involve multiple modeling objectives).
The impact of the infiltrated water on the groundwater is of interest, especially with regard to the
resulting groundwater levels [71,169,174,180–182]. Flow paths and travel times of the infiltrated
water in basins and ponds and capture zones of the abstraction wells were often estimated by
using groundwater flow models [171,175,180,183–187]. Reactive transport modeling helps to identify
the occurring geochemical processes, e.g., the interaction of the infiltrated water with the ambient
groundwater can be simulated [188,189]. Physical, chemical and biological processes occurring
during the infiltration of treated wastewater into the unsaturated soil zone are of special interest
as further water purification can be achieved through the soil passage [190–195]. The transport
and degradation of organic pollutants like pharmaceuticals or pathogens are studied with transport
models [18,131,168,176,196–198]. Consequently, understanding the biogeochemical reactions which
occur in the unsaturated and saturated zone is necessary for a thorough risk assessment of
complex SAT systems [18]. Modeling can moreover help to predict clogging of surface infiltration
systems [30,199–203].
The groundwater flow model MODFLOW is most commonly applied and used to solve almost
all identified modeling objectives (Table 4). To evaluate and identify geochemical processes and water
quality changes during spreading methods application, PHREEQC, MARTHE, CXTFIT, MT3DMS and
EASY-LEACHER are used.
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Table 4. List of models which were applied more than once for the different modeling objectives for
the MAR technique spreading methods.



































Saltwater intrusion MODFLOW [57,170,171,207]
Residence time SEAWAT [186,191]
River flows MODFLOW [142,163]
2.3.3. Induced Bank Filtration
Pumping well induced infiltration from a surface water body is commonly conducted to improve
the surface water quality by an underground passage. Hence, matters of particular interest in the
course of induced bank filtration are to separate flow paths, to determine sources of the bank filtrate
and to quantify the leakage water.
Those issues are mainly evaluated by groundwater flow modeling, especially with the help of
MODFLOW [219–224] (Table 5). Solute transport modeling is also important but applied models are
more diverse, with CTXFIT [42,225], MT3D(MS) [219,220] and PHREEQC [226,227] being the most
commonly applied ones.
The NASRI-BF Simulator, a tool specifically designed for induced bank infiltration, allows a first
rough estimate of the feasibility of bank filtration and to define the optimal position and number of
wells [28,121]. Optimization of well design has been also conducted by Schafer [224].
As the improvement of water quality is the main objective of induced bank filtration, most
modeling studies found focused on transport modeling. Clogging and its evolution during long-term
operation have been modeled and the reduction of hydraulic conductivity was simulated [219,224].
Governing biogeochemical processes and redox conditions have been simulated for conceptual column
studies [227] as well as field studies [226]. Further studies were undertaken to investigate the fate and
transport behavior of contaminants [220,223], organic contaminants [220] as well as pharmaceutics
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and algae toxins [42,202,225] during riverbank filtration. The influence of microbiological activity on
the recovered water quality was also modeled [226]. With the evolution of simulation codes, very
complex chemical interactions can be studied now such as multispecies biochemical reactions [223].
Being able to simulate complex bio- and geochemical reactions holds great potential for understanding
the transport and degradation processes of solutes in the subsurface passage. This will enable MAR
scheme operators to manage their sites in a more sustainable and efficient way as they are able to
determine flow paths, infiltration sources and travel times of the bank filtrate. The identification of
geochemical processes during filtration is especially important as the quality of the abstracted water
defines the need for further treatment.
Table 5. Induced bank filtration modeling studies. The following abbreviations are used for the
covered modeling objectives: Groundwater management (GM), Residence time (RT), Design (D),









Austria 2006 MODFLOW, MT3D GP, C [219]
Germany 2006 PHREEQC WQ, GP [226]
Germany 2006 MODFLOW-MT3DMS, CXTFIT GP, C [202]
Germany 2002 FEFLOW RT, RE, C [228]
Germany 2014 MODFLOW, MT3DMS WQ [220]
Germany 2006 MODFLOW RT, GM [221]
Kenya 2012 MODFLOW, NASRI Bank Filtration Simulator F, WQ, GM [222]
L. E. 2006 PHREEQC GP [227]
L. E. 2006 CXTFIT WQ, GP [225]
L. E. 2006 CXTFIT GP [42]
Malawi 2012 MODFLOW, NASRI Bank Filtration Simulator F, WQ, GM [222]
T. A. 2008 NASRI Bank Filtration Simulator F, D, O [28]
USA 2006 MODFLOW, PHT3D GP, C [223]
USA 2006 MODFLOW RE [224]
Notes: * L. E. = laboratory experiment, T. A. = theoretical analysis.
2.3.4. In-Channel Modifications
Recharge and check dams are built in a river bed to enhance recharge from streams whereas
subsurface dams are designed to contain the underground flow raising the water table [13]. In general,
the prolongation of the flow length and the residence time achieved by channel spreading increases
the recharge to the groundwater.
Groundwater management is the focus of the retrieved case studies for in-channel modifications
and MODFLOW is the dominating numerical model used [217,229–231] (Table 6). It has been utilized to
test planned recharge structures [230] as well as to adjust existing structures [55] regarding their effect
on artificial recharge rates. Simulating the movement of recharged water through the underground
helped to increase the knowledge about the overall MAR system [231]. Studies testing different
in-channel modification techniques regarding their impact on the groundwater have been conducted
for Japan [56] and India [217,229] and showed the potential of modeling for scenario analyses and
MAR method selection.
Assessment and prevention of seawater intrusion is another issue that has been studied with
the help of modeling [138,158,232]. The two-dimensional variable-density flow and solute transport
model SUTRA was used in this context [158,233] as well as an integrated water resource management
approach using a coupled groundwater and surface water model (FEFLOW and MIKE-11) [138,232].
Optimization of existing MAR facilities under various recharge conditions concerning the reduction
of seawater intrusion has been studied in Australia [158,233], China [138] and India [232]. The latter
study [232] also concerned the assessment and optimization of future structures.
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Table 6. In-channel modifications modeling studies. The following abbreviations are used
for the covered modeling objectives: Groundwater management (GM), seawater intrusion (SI),










Australia 2002, 2007 Channel spreading SUTRA GM, SI [158,233]
China 2012 Recharge dam
FEFLOW, MIKE-SHE,
SIWA, WBalMo, MIKE-11
GM, SI, O [138]
China 2015 Recharge dam FEFLOW GM [234]
India 2014 Recharge dam FEFLOW, MIKE-11, NAM GM, SI [232]
India 1998 Recharge dam MODFLOW GM [229]
India 2010 Recharge dam MODFLOW GM [217]




Italy 2006 Recharge dam MODFLOW RE [55]
Japan 2006 Subsurface dam 2D FEM model D [56]
Namibia 2012 Recharge dam MODFLOW GM [230]
Russia 2006 Channel spreading hydrogeological model RT, GM [236]
Turkey 2012 Subsurface dam SEEP/W (2D) GM, D [237]
USA 2012 Recharge dam MODFLOW GM [231]
Uzbekistan 2010 Channel spreading MODFLOW F [238]
2.3.5. Rainwater and Runoff Harvesting
Rainwater and runoff harvesting is a cost-effective and easy to apply method to artificially
recharge an aquifer. It is widely implemented in rural areas but seldom accompanied by scientific
studies to monitor and manage the structures [22]. Modeling studies using water balance models
and rainfall-runoff models demonstrate that modeling can be valuable to estimate the contribution of
rainwater and runoff harvesting to the local water balance and to evaluate further implementation of
recharge structures in a catchment [22,23] (Table 7).
Table 7. Rainwater and Runoff Harvesting modeling studies. The following abbreviations are used for










India 2011 Trenches water balance model GM [22]
India 2012 Trenches rainfall-runoff model GM, O [23]
3. Discussion
For this survey, 216 studies published over the past 30 years addressing modeling of MAR
have been collected and evaluated. Most modeling studies were conducted in the USA, Australia,
The Netherlands and India. A few countries implemented guidelines that regulate the requirements
for risk assessment of new MAR facilities [19,20,239,240]. The Australian guidelines explicitly advise
the application of groundwater flow, transport and geochemical models on a hazard-specific basis
during the investigation and trial phase of a new MAR facility [19]. The standard guidelines published
by the American Society of Civil Engineering (ASCE) also propose the use of modeling during the
preliminary design or feasibility study [20]. The Mexican regulations for the artificial recharge of
treated wastewater require the application of numerical models for determining physical-chemical
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reactions in the unsaturated and saturated zone and the system impact on wellfields as well as phreatic
levels [240].
Most modeling studies were conducted for well, shaft and borehole recharge and spreading
methods, which are also the most frequently applied methods to recharge an aquifer worldwide.
Planning and establishing a MAR scheme at a proposed location includes studying the often complex
hydrogeology at the site in order to mitigate hazard risks, such as low recovery efficiencies and
clogging that can lead to the failure of the facility. Typical objectives for conducting a modeling study
are therefore to optimize and plan the design and operation of MAR facilities and to quantify their
impact on the groundwater. The achievable recovery efficiency and possible geochemical processes
can be assessed using models to analyze scenarios and minimize the failure risk of a facility. Modeling
is further used to predict possible long-term impacts regarding the geochemical processes, the recovery
efficiency and the impact on the local groundwater. A specific issue often analyzed by modeling
includes the prevention of seawater intrusion through MAR. Modeling studies can reduce laboratory
and field work that is otherwise needed. Comparative studies may help to select a MAR method and
evaluate its advantages and disadvantages at a proposed location. Modeling of different scenarios
may also include: site selection, well-field and monitoring network design and the adjustment of
operational parameters. Furthermore, a sensitivity analysis can assist to identify the most important
hydrogeological and operational parameters influencing the performance of a MAR system. Best-case
and worst-case scenarios can be simulated whose reproduction in field and laboratory experiments can
be difficult. Having said this, modeling provides the distinctive possibility to include future climate
change, water use and management scenarios into the feasibility study.
Depending on the specific objective and data availability, various models are applied. As this
study confirmed, groundwater flow models, which are often combined with solute or reactive transport
models, are most widely used for MAR assessment. Furthermore, the publications on unsaturated
flow, water balance and watershed models keep increasing. Even though some software tools have
been specifically developed for MAR [28–32], mostly non MAR-specific models are being utilized.
The reviewed modeling studies show that commonly known modeling tools are mostly sufficient to
meet the general needs observed for MAR modeling. These include unsaturated and saturated flow
modeling, density-driven modeling and also geochemical modeling. Using well-established tools for
MAR modeling such as MODFLOW and PHREEQC is generally of advantage due to their existing
wide field of past applications and their comprehensive documentation. Developing MAR specific
simulation tools has been driven forwards with regard to processes that are not yet well depicted in
the common simulation tools. As clogging is a major concern during MAR application, focus has been
set on better representation of clogging processes in simulation tools [30]. Other modeling tools have
been developed to aid in the detailed MAR operation design for river bank filtration [28] or ASR [29].
Despite that, sophisticated models which include dual-porosity, account for aquifer heterogeneity or
accurately simulate reactive geochemical reactions are required to predict MAR performance more
reliable at complex sites [4,17,88]. There is a need for holistic model systems integrating not only
groundwater but also the unsaturated zone and surface water in order to represent intricate MAR
systems such as in-channel modifications. Supplementary studies should be conducted to incorporate
biological enhanced reactions into biogeochemical modeling as they occur in complex systems with
treated wastewater or stormwater [18].
However, with rising complexity of applied models additional hydrogeological parameters and
therefore a more detailed characterization of the study site is required. An accurate determination of
site-specific parameters and an uncertainty analysis is important to predict the performance, design
and operation of a MAR system more reliably by modeling [241]. As models are only a simplified
representation of a complex natural system, many sources of error and uncertainty exist. Sources
of uncertainty include the conceptual model, model parameters and uncertainties in observation
data [242]. As a result, setting up a modeling study is not always crowned by success. Although hardly
any failure in MAR modeling is communicated, some general reasons can be inferred from modeling
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studies not dealing with MAR. Insufficient data availability, incorrect interpretation of available data,
wrong conceptualization or oversimplification of a complex system and unsuccessful calibration can
lead to the fact, that a modeling study is not further pursued. Especially model calibration, which
includes sensitivity analysis, can be very demanding. Models with a high number of parameters
often need to be calibrated with the help of inverse modeling and specific tools, such as PEST [243] or
UCODE [244]. These tools not only require a reliable calibration dataset but also thorough knowledge
about the incorporated mechanisms. Thus, calibration is one of the most time-consuming and complex
parts of the modeling approach. Emphasis on this modeling step is, however, of importance as it
defines the quality and reliability of the modeling results. Furthermore, calibration helps to evaluate if
the representation of the system sufficiently meets the study objectives.
Information required for management decisions like the granting of permissions can be derived
from modeling. The California Department of Drinking Water recently published a guideline
comparing different approaches for the determination of underground residence time at MAR sites
using treated wastewater [245]. Numerical groundwater flow modeling was ranked less reliable than
geochemical field approaches such as intrinsic or added tracers [245]. This reflects that it often can
be difficult to create reliable models considering the frequently insufficient knowledge about aquifer
properties and especially preferential flow paths. In addition, the uncertainties inherent in modeling
results and limitations of the model need to be properly communicated so that water managers can
interpret the results correctly.
Overall, MAR is a valuable method for the sustainable management of groundwater and is widely
applied to restore groundwater resources. Modeling is nowadays integrated into MAR feasibility
studies and offers the unique possibility to predict the performance and to decrease the risk of failure
of a facility.
Supplementary Materials: The following are available online at www.mdpi.com/2073-4441/8/12/579/s1,
Table S1: Database of modeling MAR case studies. List of general and specific MAR type, model type, models
used, specific and general modeling objectives and reference.
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Abstract: Managed aquifer recharge (MAR) is increasingly used to balance out the 
divergence between natural groundwater recharge and overexploitation of groundwater 
resources. As testing and design of recharge facilities can be cost and time-intensive, 
modeling tools hold great potential to design field investigations as well as to augment and 
extrapolate from their results. Focusing on unsaturated soil zone models, this study firstly 
reviews sixteen previous modeling studies showing their range of model types and 
applications. The review is accompanied by an example of the use of HYDRUS 2D/3D, an 
unsaturated zone model, to design a novel small-scale infiltration basin. The basin is going 
to be established as part of a field and laboratory research facility for MAR in Pirna, 
Germany. Modelling results assisted in determining the dimensions of the infiltration unit as 
well as the placement of measurement devices and experimental scenario planning. 
Finally, the strengths and constraints of this modelling approach for MAR assessment are 
discussed.  
Keywords: Managed aquifer recharge; Modeling; Unsaturated zone; Field experiments; 
Soil aquifer treatment 
 
1. Introduction 
Groundwater is crucial for the sustainable water supply of many regions as it is the 
principal drinking water source to more than 2.5 billion people worldwide (WWAP 2015). 
However, water scarcity is already a major threat to large parts of the world (Fedoroff et al. 
2010). The increasing world population and its demand for fresh water as well as the effects 
of climate change could hasten the existing decline in water tables and groundwater storage 
in many aquifers already prone to stress and lacking effective management.  
Managed aquifer recharge (MAR), which is the intended recharge of groundwater for 
later use or environmental benefits (Dillon 2005), is an emerging method to reverse these 
negative effects on groundwater resources. It is increasingly used to balance differences 
between temporal or local water demand and availability (Bouwer 2002; Dillon 2005). MAR 
is a means for sustainable groundwater management and often involves large-scale 
facilities. Technical facilities for groundwater enhancement include injection wells, infiltration 
ponds and galleries or recharge dams (Hannappel et al. 2014). Building these recharge 




controlled and managed, to reduce construction costs, and to understand the local 
hydrogeological conditions.  
The planning of these MAR sites can be executed through field and laboratory 
investigations (Environmental and Water Resources Institute 2001; 
NRMMC-EPHC-NHMRC 2009). However, experimental set-up can be time- and 
cost-intensive. Therefore, it can be of advantage to accompany these practical 
investigations by modeling studies. Preliminary modeling can be undertaken to identify the 
parameters and processes which have the greatest influence on the local groundwater 
system and thus define the scope of future data collection. Pilot sites and preliminary studies 
are required by some MAR guidelines (Environmental and Water Resources Institute 2001; 
NRMMC-EPHC-NHMRC 2009). Such studies are aimed at defining the requirements and 
constraints of applying MAR as well as at optimizing the actual MAR site in terms of 
dimensions, monitoring and operational parameters.  
With respect to groundwater, modeling can be helpful in three different areas of 
application: 1. developing management strategies that optimize defined objectives; 2. 
understanding hypothetical hydrogeological questions, and 3. assessing predictive 
scenarios (Environmental and Water Resources Institute 2001). In addition to feasibility 
studies that evaluate possible locations for MAR sites, modeling objectives include the 
optimization and planning of design and operative parameters of a MAR site as well as the 
quantification of its impact on the groundwater (Kloppmann et al. 2012; Maliva et al. 2015; 
Ringleb et al. 2016). Past modeling studies have focused mostly on groundwater models 
and their potential for MAR assessment in the different phases of MAR site planning (Jha 
and Pfeiffer 2006; Valley et al. 2006; Kloppmann et al. 2012). Unsaturated soil zone models 
have been given only little attention in the context of MAR (Ringleb et al. 2016). 
This paper focuses on the use of models of the unsaturated zone (also called vadose 
zone) for assessing MAR sites. Following a review of past unsaturated zone model 
applications, it showcases a practical study at a test site in Pirna, Germany. This test site is 
part of a research project that utilizes modeling, laboratory and field experiments for 
understanding the processes that facilitate the planning of MAR sites under different 
boundary conditions. The experiments will be conducted to test the suitability of the different 
experiments for assessing MAR as well as to determine the constraints that arise with 
experimental set-ups at different scales and boundary conditions. Regarding boundary 
conditions, the focus will be on determining the optimal soil characteristics, loading rates and 
wet/dry cycles for efficient MAR application. To achieve this, field and laboratory tests are 
run under very similar conditions to enable the comparison of the obtained results. The 
design of the field test site was supported by unsaturated soil zone modeling using HYDRUS 
2D/3D (Šimůnek et al. 2016). Results show that the applicability of unsaturated zone models 
is highly restricted regarding model parametrization and the depiction of boundary 
conditions. They further showcase the strengths and constraints of this model type with 
regards to MAR analysis as well as adaption needs to enhance the potential for vadose zone 
model application. 
 
2. Unsaturated soil zone modeling 
2.1. The unsaturated soil zone 
The unsaturated soil zone describes the subsurface region between the soil surface 
and the groundwater table. Pores may contain either water, gas or both. Being a key 
element of the hydrologic cycle, the unsaturated zone connects the atmosphere, vegetation 
and surface water bodies with the groundwater. Thus, it plays an important role in water 
resources planning as it defines the quantity and quality of natural and artificial groundwater 




in semi-arid and arid areas groundwater recharge is the determining factor for the availability 
and sustainability of groundwater resources (Toews and Allen 2009; Szilagyi et al. 2011; 
Crosbie et al. 2013). Furthermore, the vadose zone plays an important role in the protection 
of groundwater resources as the passage through the unsaturated zone fosters filtering of 
organic matter (Vanderzalm et al. 2010), trace organic compounds (Montgomery-Brown et 
al. 2003), nitrogen (Zhang et al. 2005) and bacteria (Toze et al. 2004). This effect is used 
particularly for surface spreading methods to pre-treat infiltrated water before it reaches the 
groundwater especially when stormwater or treated wastewater are used for infiltration 
(Bekele et al. 2011; Nadav et al. 2012; El Arabi and Dawoud 2012; Azaroual et al. 2013). 
To determine water movement in the unsaturated zone, many studies use numerical 
models based on the Richards’ equation (Small 2005; Keese et al. 2005; Mathias et al. 
2006; Wang et al. 2009), which is a nonlinear partial differential equation representing water 
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with K is the hydraulic conductivity, ψ is the pressure head, z is the elevation above a datum, 
θ is the water content, and t is time (Richards 1931). Due to its nonlinear behavior, the 
equation must be solved numerically. The relationship between water content and pressure 
head is described by the soil water retention curve. This function can be parameterized by 
the van Genuchten equation (eq. 2): 
 




              (2) 
 
with θs is the saturated water content, θr is the residual water content, ψ characterizes the 
pressure head. α and n are empirical van Genuchten parameters (van Genuchten 1980). 
Richards' equation is valid for infiltration under isothermal and isotropic conditions. Its 
utilization may lead to only macroscopic representation of the actual natural soil status. For 
some MAR infrastructure, this generalization may cause high uncertainties, as microscopic 
processes affect the flow. It has been shown, that wetting front instabilities often develop 
and govern the water flow under certain flow regimes (Glass et al. 1989), e.g. beneath 
clogged surfaces of infiltration units (NRMMC-EPHC-NHMRC 2009). As the Richards’ 
equation fails to address this phenomenon, more elaborate models need to be considered 
(Assouline 2013). Preferential flow can be described using dual-porosity or 
dual-permeability models (Gerke and van Genuchten 1993; Šimůnek et al. 2003). In this 
experimental study, the development of a clogging layer was not regarded. Thus, water flow 
was modeled using the Richards’ equation.    
Most commonly used vadose zone models for MAR simulations include HYDRUS, 
MARTHE, FEFLOW and TOUGH2 (Ringleb et al. 2016). HYDRUS is a computer software 
package available in 1D and 2D/3D used for the simulation of water, heat and solute 
movement in variably-saturated porous media (Šimůnek et al. 2016). It supports the 
representation of unsaturated soil hydraulic properties by van Genuchten (1980), Brooks 
and Corey (1964), Durner (1994), Kosugi (1996) as well as a modified van Genuchten 
function for soils near saturation. Hysteresis and dual-permeability are incorporated as well 
as a scaling procedure to approximate hydraulic variability in the subsurface. HYDRUS 




from one condition type to the other. Calculating ponded infiltration with adapting water 
tables is available for HYDRUS 1D and 2D. 
MARTHE has been developed to simulate mass and energy flow in aquifers, rivers and 
unsaturated zones considering density effects due to changes in salinity or water 
temperature in 1D, 2D or 3D (Thiéry 1990). It supports the representation of unsaturated soil 
hydraulic properties by van Genuchten (1980), Brooks and Corey (1964), Brutsaert (1966) 
as well as logarithmic and pseudo-unsaturated functions. Boundary conditions implemented 
in MARTHE include open water bodies with free surface, constant and time-varying fluxes 
as well as unitary gradients. Hysteresis is not included in the code but dual-permeability 
modeling is possible. 
FEFLOW has been designed to model flow, mass and heat transport in porous and 
fractured media in 2D and 3D (Diersch 2014). Unsaturated soil hydraulic properties can be 
represented by van Genuchten (1980), Brooks and Corey (1964), Vachaud et al. (1973), 
modified van Genuchten as well as exponential and linear functions. The retention 
parameters can be further defined by spline interpolation techniques. Boundary conditions 
can be specified as constant and time-varying head and flux boundaries with multilayer wells 
being a unique boundary condition to this code. Hysteresis can be regarded. FEFLOW can 
depict time-varying material properties which is of advantage to model clogging processes.  
TOUGH2 enables the simulation of coupled transport of water, vapor, non-condensable 
gas, and heat in porous and fractured media (Pruess et al. 2012). The model can depict 
processes of hysteresis, macropores and fractures. It provides extensive inverse modeling 
capabilities, with parameterization of boundary conditions and soil structure based on 
measured data. It allows for parameter determination of highly heterogeneous, anisotropic 
soil structures. Boundary conditions can be specified as constant and time-varying head and 
flux, as atmospheric and falling head boundaries (ponding). 
Further information on vadose zone models has been compiled by Vachaud et al. 
(1990) and Šimůnek and Bradford (2008). 
2.2. Reviewing unsaturated zone model application for MAR 
The basis of this study was a literature review evaluating overall model utilization for 
MAR assessment (Ringleb et al. 2016), where case studies had been compiled from 
reviewed articles, scientific reports and conference proceedings. Only publications written in 
English language had been considered. Data on vadose zone models was extracted from 
the compiled database of the study and evaluated regarding the applied MAR types and 
modeling objectives. 
Since the beginning of the application of numerical models for MAR assessment, 
groundwater flow models have been the predominant model type (Fig. 1). Vadose zone 
models have rarely been utilized before 2006 and only in the past ten years their potential for 






Figure 1. Comparison of the historical application of vadose zone vs. groundwater flow 
models for MAR evaluation (after Ringleb et al. 2016) 
 
Overall 16 publications were gathered that assessed MAR with the help of unsaturated 
soil zone models and 145 publications on saturated groundwater models (Table 1). Two 
third of the studies were conducted for spreading methods and of those infiltration ponds 
and basins were the dominant MAR type (eight studies). Most of the 16 studies combined 
unsaturated zone modeling with further model types. Groundwater modeling was 
incorporated into nine of the analyzed studies. Transport modeling was of additional concern 
for nine studies. 
To ensure the success of a MAR application, it is crucial to understand the impact of the 
system on the groundwater table. Determining the influencing zone of infiltration wells 
(Saharawat et al. 2006) as well as the infiltration behavior of recharge basins (Ting et al. 
2006; Gvirtzman et al. 2008) has been studied with the help of vadose zone models. 
Assessing the different sources of groundwater recharge and quantifying their volumes 
helps to determine an appropriate recharge quantity. Differentiating natural and managed 
groundwater recharge has been undertaken by Fernández-Escalante (2013) and McMahon 
et al. (2000) with the help of the models SPLASH (Arunakumaren, 1997) and HELP 
(Schroeder et al. 1994). McMahon et al. (2000) further investigated how to differentiate MAR 
and excess irrigation. Determining different recharge sources not only helps with adapting a 
sufficient MAR infiltration volume but also demonstrates the potential of unmanaged 






















































































Table 1. Vadose zone modeling studies with information on MAR types (SM-spreading 
methods, WSB-well, shaft and borehole recharge, IM-in-channel modification), 
additional modeling approaches (groundwater flow, solute transport) and modeling 


























































































































































(Azaroual et al. 2012) SM MARTHE   x     x   x 
(Bhola et al. 2013) IM FEFLOW x x x   x  
(Browne et al. 2011) 
SM 2D variable 
saturated flow 





HELP   x     
(Flint 2002) SM TOUGH2  x x x    
(Gaus et al. 2007) WSB MARTHE x x   x  x 
(Gvirtzman et al. 2008) SM CPFLOW x   x    
(Händel et al. 2014) 
WSB HYDRUS, 
COMSOL 
   x    
(Hasan et al. 2013) SM PCSiWaPro  x   x  x 
(Heilweil et al. 2015) SM VS2DI    x    
(Kloppmann et al. 2012) SM MARTHE  x x   x  x 
(McMahon et al. 2000) 
SM MODFLOW + 
SPLASH 
x  x x    






x x x x  x  
(Parkhurst and 
Petkewich 2002) 
WSB PHAST x x   x 
(Saharawat et al. 2006) WSB HYDRUS   x     





Especially at sites where MAR methods such as in-channel modification are applied, 
modeling needs to cover the complex interactions between surface water and groundwater. 
Coupled surface water-groundwater modeling using FEFLOW and MIKE-11 (Monninkhoff 
2014) helped to determine the impact of existing and future MAR facilities such as check 
dams, infiltration wells and an underground dam on recharge and seawater intrusion in India 
and China (Monninkhoff and Kaden 2012; Bhola et al. 2013). 
Unsaturated flow modeling has been applied to compare the feasibility of different MAR 
methods regarding their potential to maximize recharge volumes (Händel et al. 2014). 
Models can help in the MAR method selection process but even more so have been used in 
optimizing MAR schemes (Heilweil et al. 2015) and assessing site suitability for surface 
infiltration (Flint 2002). Understanding which parameters and technical design criteria have 
the highest influence on the infiltration process helps to design efficient and sustainable 
groundwater management solutions. An extensive modeling study with MARTHE has been 
applied at the Shafdan MAR site in Israel to plan and optimize the extension of the already 
existing MAR facilities (Kloppmann et al. 2012). The calibrated 2D flow and transport model 
was able to reproduce tracer breakthrough curves, the infiltrated tracer plume and the water 
level increase during pilot experiments and was taken as a basis for geochemical modeling 
using PHREEQC (Gaus et al. 2007; Kloppmann et al. 2012). 
Vadose zone models can be useful to evaluate data from laboratory experiments. Soil 
column experiments are commonly undertaken to study transient flow and transport 
processes in the unsaturated zone. Numerical evaluation of such experiments was 
successfully used to assess how pollutants behave during the infiltration of treated 
wastewater (Kloppmann et al. 2012; Hasan et al. 2013) and to study the hydrodynamic 
changes in the soil during soil aquifer treatment (SAT, Azaroual et al. 2012). As field studies 
with emerging pollutants are often prone to legislative restrictions, modeling tracer behavior 
in the field can be a valuable addition to upscale results derived from column studies in order 
to obtain the necessary approvals for MAR (Kloppmann et al. 2012). 
Assessing clogging development during MAR operation is an important aspect to 
consider for the maintenance of MAR schemes. Generally, clogging is neglected during 
vadose zone simulations and hydraulic parameters are kept constant over time. Sensitivity 
analysis showed that the saturated hydraulic conductivity is a very sensitive parameter for 
unsaturated zone modeling. Thus, conductivity changes that may be attributed to clogging 
should ideally be included into modeling studies. The lack of inclusion inherits from the fact 
that clogging processes are rarely incorporated into vadose zone software making tedious 
manual adaption of the hydraulic conductivity over time necessary (Händel et al. 2014). A 
numerical clogging model has been specifically developed based on an unsaturated flow 
and reactive transport model to evaluate clogging during MAR operations (Pérez-Paricio 
and Carrera 1998; Pérez-Paricio 2001). It incorporates diverse clogging mechanisms 
including physical, chemical and biological clogging and can assist to improve the efficient 
operation of a MAR facility (Pérez-Paricio 2001). Furthermore, a 2D variable saturated flow 
model was used to model physical clogging by colloid transport during stormwater infiltration 
(Browne et al. 2011).  
All regarded vadose zone models from the studies used the Richard’s equation (eq. 1) 
or a derivative in combination with the Mualem/van Genuchten equation. To utilize these 
equations, a set of hydraulic parameters needs to be obtained for each soil type (saturated 
water content, residual water content, van Genuchten parameters α and n, saturated 
hydraulic conductivity). These parameters have been determined through literature values 
taken from studies (Carsel and Parrish 1988) or norms (DIN 2008) by Ting et al. (2006), 
Gaus et al. (2007) and Hasan et al. (2013). Determination through neural networks (Händel 




al. 2011; Kloppmann et al. 2012; Heilweil et al. 2015) is a more exact way to obtain sought 
parameters. They were further determined by characterizing the soil water retention curve 
through field data (Parkhurst and Petkewich 2002; Azaroual et al. 2012). As the information 
on soils often relies on point data, one parameter set is used for a soil layer and the layers 
are generally assumed as homogenous. This simplification is practical but does not 
represent the heterogonous nature of most soils, including preferential flow. Anisotropy is 
seldom regarded in the studies as the ratio between horizontal and vertical conductivity is 
not measured. A study from Händel et al. (2014) found that the horizontal component of K is 
very sensitive for modelling ASR wells, whereas the vertical component is highly sensitive 
for recharge basins. The effect of hysteresis is another aspect to regard for water retention 
curves. Hysteresis is included in most modelling software (e.g. HYDRUS, CPFLOW) but 
often neglected as parameterization of the different retention curves for infiltration and 
dewatering is tedious. Gvirtzman et al. (2008) assessed differences in the reproduction of 
the drying and wetting phase during modelling but found that parameterizing hysteresis was 
impractical as many different retention curves were needed throughout the soil profile for the 
same time step. This high need for information requires so many assumptions that fitting 
these hysteresis parameters becomes meaningless. Overall it can be stated that the 
determination of hydraulic parameters is accompanied with many uncertainties and 
assumptions. Thus, they are often fit to the specific case by calibration to measured field 
values (Flint 2002; Browne et al. 2011; Bhola et al. 2013; Heilweil et al. 2015). 
The representation of boundary conditions for unsaturated soil zone models is underlain 
by some assumptions and simplifications. The hydraulic head of the groundwater boundary 
condition is often modeled as static (Ting et al. 2006; Azaroual et al. 2012; Händel et al. 
2014) or variable (Gaus et al. 2007; Heilweil et al. 2015). Moving groundwater tables should 
be incorporated into studies, as the effect of groundwater depths on infiltration rates has 
been shown to be important by Händel et al. (2014) and Heilweil et al. (2015). However, 
changes of groundwater tables on the groundwater flow regime are assumed to be 
negligible (Gaus et al. 2007; Heilweil et al. 2015). The upper boundary condition is often 
simplified without regarding precipitation and evaporation as these flows are either of no 
relevance for the modelling objective or are significantly lower than the recharged infiltrate 
and thus negligible (Gvirtzman et al. 2008; Händel et al. 2014; Heilweil et al. 2015). The 
representation of infiltration basins is either by constant heads (Gvirtzman et al. 2008; 
Händel et al. 2014), changing heads or infiltration rates (Gaus et al. 2007; Hasan et al. 2013). 
It should be noted that some models do not account for ponding and changing water tables 
in the recharge basin cannot be represented even though they have a large effect on 
infiltration rates. Boundary conditions at the side of the domain are usually no flow conditions 
as groundwater regimes are rarely regarded. A few studies showed that within a limited time 
frame the no flow representation has no effect on the final results (Händel et al. 2014). The 
initial condition (moisture content) in the soil profile is a parameter that is given little attention 
and that is usually represented as one homogenous value throughout the whole domain 
based on soil-specific natural moisture contents (Gaus et al. 2007) or point measurements 
(Gvirtzman et al. 2008). 
Discretizing the model domain must be balanced out to allow for numerically stable 
models with acceptable computational time. Generally model elements should be relatively 
small at regions with steep hydraulic gradients (in this case MAR facilities) and can gradually 
decrease with depth as changes in pressure heads are much slower (Šimůnek n.d.). 
Information on discretization is rarely discussed in the studies regarded. Cell sizes generally 
range between 1 m (Heilweil et al. 2015) and 5 m (Händel et al. 2014) and domain 
boundaries have lengths of up to 100 m. The model built by Gaus et al. (2007) is the only 
exception with a particularly larger model area of 1800 hectares.  
Browne et al. (2011) stated that due to the assumptions and simplifications, modelling 




be improved with better support by field data. Uncertainties in the hydraulic parameters and 
their assumed homogeneity was one of the biggest problems encountered in the vadose 
zone modeling studies (Gvirtzman et al. 2008; Hasan et al. 2013; Heilweil et al. 2015). Using 
the constant head boundary condition for infiltration basins instead of simulating gradual 
increase or decrease was another model deficiency that affected the results (Gvirtzman et 
al. 2008; Händel et al. 2014). 
3. Materials and Methods  
Numerical simulations with HYDRUS 2D/3D were undertaken to determine the size and 
geometry of the pilot scale facility and the number and location of measuring devices. 
Further simulations were conducted to design the experimental scenarios. The scope of the 
scenarios was to test the influence of infiltration duration, seepage volumes and built-in 
materials on the quantity of groundwater recharge.  
The sediments at the test field site are characterized by fluvial deposits and in the upper 
layers by anthropogenic deposits. The aquifer itself consists of layers ranging from fine 
sands to coarse gravel. Marine sedimentary rocks form the aquifer base (Dietze and Dietrich 
2012). Groundwater depth ranges between eight and ten meters below surface and is highly 
dependent on the water level in the nearby river Elbe.  
To minimize external influences and to control the climatic conditions, the infiltration unit 
will be covered with a climate tent. Knowledge and control of climatic conditions ensure the 
comparability to laboratory experiments which are run in parallel. Fixed technical conditions 
of the size of the climate tent were given (length: 4.3 m, width: 2.5 m, compare Fig. 2). 
Underneath the infiltration facilities a basin will be excavated that enables the soil material 
within the basin to be replaced with different media. The size of this basin was varied in three 
dimensions in the simulations: length 1.5-3 m, width 1-1.5 m and depth 1-2 m. The field 
experiments are planned with various soil types to assess their suitability for different 
infiltration scenarios. The original soil was removed for this purpose. Properties of the soils 
were defined by grain size analysis. The soil type in the surrounding area was defined as 
sand, the material in the excavated trench as loamy sand. The hydraulic parameters used 
for the solution of equation 2 were defined by neural network prediction using the ROSETTA 
software (Schaap et al. 2001) and the determined grain size distributions (Table 2). 
 
Table 2. Soil parameters used in HYDRUS simulations for materials inside and outside of 
the infiltration basin, with Ks is the saturated hydraulic conductivity 
 
θr [-] θs [-] α [1/m] n [-] Ks [m/s] 
Soil in infiltration 
basin 
0.05 0.378 3.51 4.239 0.00015 
Soil outside of 
infiltration basin 
0.045 0.431 14.5 2.68 0.00085 
 
The overall depth of the model was set to 10 m. Width and length of the model were set 
to 5 m and 7 m, respectively (Fig. 2). The depth, width and length of the infiltration basin 
were varied throughout the simulations. The varying groundwater level was not considered 
in the model. The minimum groundwater level was assumed as static to simplify the lower 
boundary condition as fluxes cannot be determined over varying groundwater tables by 
HYDRUS. The lower boundary was set as a constant head boundary condition. The upper 
boundary condition (BC) for the area outside of the greenhouse was set as atmospheric with 




study. On top of the infiltration trench the upper boundary condition was also set as 
atmospheric boundary with the exception of continuous infiltration scenarios that were 
depicted as a constant head boundary. For the atmospheric boundary condition, the model 
applies the defined flux BC if the boundary is unsaturated and switches to a pressure head 
BC once the specified boundary becomes saturated (pressure head equal to zero). As no 
previous knowledge of the initial conditions was obtained, preceding simulations were 
undertaken to generate a natural distribution of soil water depending on the standard rain 
profile for Pirna.  
Simulations for each infiltration scenario were undertaken for 50 days. Time step widths 
for the simulations were adjusted automatically by HYDRUS. The initial time step width was 
set to 1 s. The spatial discretization of the model domain was undertaken by using triangular 
prism and dividing the domain into 150 vertical layers. Layer thickness at the top was 0.026 
m and increased to 0.079 m at the bottom. 535,208 mesh elements were created with the 
largest mesh size of 0.35 m near the boundaries of the model. The mesh was refined for the 
area inside of the climate house with the largest mesh size being 0.15 m. For the infiltration 
area, the mesh was again refined and the smallest mesh size in this area was set to 0.07 m. 
Spatial refinements were undertaken until the model ran in a stable manner considering the 
recommendations made by Šimůnek (n.d.). 
Figure 2. (a) Experimental set-up and plan view of field scale infiltration test site 
and (b) top view of test site including corresponding boundary conditions (BC) 
applied in HYDRUS simulations.  
 
4. Results 
4.1. Planning of infiltration unit size and geometry 
One aspect of the infiltration basin that needed to be discussed before the construction 
was the possibility to exchange the built-in soils. With the intended extent of 1 m x 2 m and a 
depth of 2 m, every exchange of soil would request 4 m³ of soil. This implies a high 
organizational effort as the exchange must be done by hand. Therefore, pressure head 
measurements in the depth of 0.7 m, 1 m, 1.5 m and 2 m were compared. The pressure 
head changes in the four depth levels were evaluated at two different positions of the 
infiltration basin with the 50-day rain profile as the infiltration scenario (Fig. 3a in the middle 
of the basin, Fig. 3b at the side of the basin). 
Results show that the profiles at 0.7 m and 1 m depth as well as 1.5 m and 2 m depth 
behave very similar. The average values of the pressure head as well as the reaction to 




basin is sufficient. Consequently, the soil volume that needs to be exchanged decreased 
from 4 m³ to 3 m³. 
Figure 3. Pressure head distribution (a) in the center and (b) at the side 
underneath the infiltration unit showcasing water movement in different depths 
below surface.  
 
4.2. Assessing the placement of measuring devices 
The observation network must be planned carefully to avoid unnecessary use of 
measurement tools. The type, location and number of measurement devices need to be 
tested to define their optimal placement within the measurement area. 
Simulations were undertaken that compared the pressure head evolution at 26 possible 
locations. The observation points were arranged in two planes below the surface (0.7 m, 1.5 
m). For the standard distribution, measurement tools were placed at 0.25 m from the 
boundary of the infiltration unit (Fig. 4, red and green points). The influence of the boundary 
on the resulting pressure heads was tested by comparing measuring points with a smaller 
distance (0.07-0.10 m) with those placed at 0.25 m to the boundary (Fig. 4, black and red 
points). Additionally, pressure heads at three different observation points in the center of the 
basin with a distance of 0.5 m to the infiltration unit boundary were compared (Fig. 4, blue 
points). 
Figure 4. Comparison of possible placement options for measurement devices in 




effect of boundaries of the infiltration basin and the influence of location in the 
center of the basin. Influx scenario is consistent with scenario shown in Fig. 3. For 
better visibility only one graph is plotted per device cluster. 
The results of the standard distribution show that only the observation points in the 
center (Device 12, 11) behave significantly different from the rest. Comparing the 
observation points in the edges of the basin, it can be seen that it makes a remarkable 
difference if the devices are situated 0.1 m from the border (Device 1-4) or if they are 
situated 0.25 m from the border (Device 8-10,13). For the observation points in the center of 
the basin, no clear difference can be noted. They also show very similar behavior to the 
central devices (11,12) at the side of the basin. 
In conclusion, it can be stated that the tools should not be situated too close to the 
infiltration unit border as they would be influenced by the boundary. In case of homogenous 
irrigation of the whole area of the basin, it is not necessary to install six devices in each depth 
as local diversion is very small. To save costs, a distribution with one device in the center 
and two measuring tools at the side of the basin should be favored, e.g. locations 7, 8 and 12. 
It should be kept in mind that irrigation schemes with different local influxes or the 
introduction of varying land use conditions (e.g. partly sealed surfaces) form other 
requirements on the measuring devices. Disturbance is another factor to consider as 
especially the devices placed in the center of the basin cause disruptions in the natural flow 
and should be placed thoughtfully.  
 
4.3. Experimental scenario planning 
Infiltration rates were varied between different steady-state and intermittent transient 
rates. Each of these simulations ran for 50 days with infiltration starting after 14 days to 
ensure no influence of the initial conditions in the soil which had only been estimated. In 
Table 3 an overview of the infiltrated water and the amount of water reaching the 
groundwater table after the depicted time frame is given. In no case surface ponding 
occurred. The scenarios with the highest infiltration rates resulted in the highest 
groundwater recharge ratios (10 L/h 14 d and 10 L/h 21 d). At least 363 L of water must be 
infiltrated to result in groundwater recharge (0.1 L/h increase). Generally, it can be stated 
that including drying periods has no advantage in terms of maximizing the volume of 
infiltrated water. In all cases increasing the duration of infiltration breaks resulted in lower 
percentage of infiltrated water. However, in later experiments not only the quantity of 
infiltrated water but also the quality will be considered. Therefore, the influence of the breaks 
on the quality of infiltrated water, e.g. increase in oxygen, must be assessed as well. 
Comparing scenarios with similar infiltration quantities (1 L/h for 21 d and 3 L/h for 7 d) 
shows that higher infiltration rates will lead to faster groundwater recharge. 
Only experimental designs with a duration of up to 50 days are practicable for the 
planned field experiments. Four different infiltration scenarios are going to be conducted in 
one year but field experiments are restricted to seasons where the soil is not frozen. To 
achieve recharge at the groundwater level within the time frame of 50 days, recharge rates 
of at least 3 L/h must be considered. 
Increasing the drying period of the hydraulic loading cycle prolongs the residence time 
in the unsaturated soil zone. Drying periods lead to a more natural water distribution in the 
soil zone as well as continuous saturation whereas short and large infiltration scenarios lead 
to the best recharge ratio but also to rapidly decreasing water contents in the unsaturated 
soil zone. Both scenarios could be used for different infiltration approaches (quantity vs. 





Table 3. Simulated scenarios for an infiltration unit of 2 m² with corresponding 






total inflow [%] 
Standard rain scenario for Pirna   166    0  0 
1 L/h for 1 day, then increase of 0.1 L 
each h for next 3 days 
  363    4  1 
1 L/h for 1 day, 3 L/h for 1 day, 10 L/h 
for 1 day, 20 L/h for 1 day 
  845 353 42 
1 L/h for 7 days   174    0  0 
1 L/h for 1 day, 1-day break (x7)   174    0  0 
1 L/h for 1 day, 3-day break (x7)   174    0  0 
1 L/h for 14 days   348    0  0 
1 L/h for 21 days   522    3  1 
3 L/h for 7 days   525   73 14 
3 L/h for 1 day, 1-day break (x7)   525   64 12 
3 L/h for 1 day, 3-day break (x7)   525    0 0 
3 L/h for 14 days 1040  501 48 
3 L/h for 21 days 1570  971 62 
10 L/h for 7 days 1740 1209 69 
10 L/h for 1 day, 1-day break (x7) 1740 1141 66 
10 L/h for 1 day, 3-day break (x7) 1740  923 53 
10 L/h for 14 days 3480 2992 86 
10 L/h for 21 days 5220 4672 90 
 
Modeling these different scenarios and loading cycles may help in understanding the 
effects of incorporating drying cycles or increasing loading rates. Three scenarios were 
chosen to show the different water distribution in the deeper unsaturated zone (Fig. 5). Two 
similar scenarios where only the hydraulic loading rate was increased from 3 L/h (scenario 
(a), Fig. 5a) to 10 L/h (scenario (b), Fig. 5b) were compared to a scenario without drying 
times (scenario (c), Fig. 5c). The biggest visible difference between the scenarios lies in the 
shape of saturation. While for the scenario without breaks a circular saturation starting 
beneath the infiltration basin could be detected, the spreading in the scenarios with breaks is 
more homogenous in the center and decreases more rapidly to the sites. Overall, the 
horizontal moisture distribution patterns in scenario (b) and (c) show only little change in 
water content height throughout the plane. For scenario (a) the moisture content difference 
within the plane increases significantly. Figure 6 showcases these differences in a horizontal 
cross section. Moisture distribution for scenario (a) and (b) are very similar in height and 
homogeneity in the center of the basin. Towards the boundaries there is a rapid decline for 
scenario (a).   
Water content for scenario (c) is significantly higher throughout the whole cross section 
but the overall behavior is similar to that of scenario (b). Even though the moisture difference 
between scenario (b) and (c) is much closer, the visual distribution patterns of (a) and (b) are 




not only the amount of water but also the drying times are a defining factor. The results 
further indicate that the vertical boundaries could have an influence on the results so in 
subsequent studies the model domain should be extended to ensure the reliability of the 
results. 
 
Figure 5. Horizontal water content distribution of three different infiltration 
scenarios simulated 5 m below surface after 50 days. 
 
Figure 6. Cross section of horizontal moisture distribution of three different 
infiltration scenarios simulated 5 m below surface after 50 days. Location of cross 
section is marked in Figure 5c with a black line. 
 
The flux across the groundwater boundary has been plotted in Figure 7 and shows the 




of the three scenarios. Recharge for scenario (a) is negligible within the time frame of 50 
days, whereas for scenario (c) almost all recharged water reaches the groundwater table 
before the 50 day mark. Recharge increase is relatively constant over time for scenario (c) 
whereas for scenario (b) the cyclic behavior of the recharge can still be detected at the 
groundwater level. During the recharge flux decrease a characteristic pattern can be 
observed for scenario (b) and (c) which has also been cross-checked and validated with 
other scenarios from Table 2. The flux decrease starts with a rapid decline, it is followed by a 
slower phase of decreasing flux and it ends in an almost constant phase. This could be 
attributed to the combination of the soils in the basin and the surrounding area as they have 
different drainage characteristics which together form this pattern. 
 
 
Figure 7. Total value of the boundary flux across the lower boundary (ground 
water table) for three different scenarios 
Further studies concerning the experimental design of the scenarios have been 
conducted regarding soil types (not included). The influence of soil types on the quantity of 
infiltrated water is straightforward: the sandier the soil, the higher the infiltration potential. 
Thus, modeling soil scenarios for quantitative assessment is dispensable. However, 
simulations showed that with certain soil combinations capillary barriers can develop, e.g. 
when materials of lower permeability are built into highly permeable surroundings. 
Simulations could help to depict field scenarios where capillary barriers evolve and 
consequently could be avoided by choosing adequate built-in materials.  
 
5. Discussion 
For a literature review on the use of unsaturated soil zone models for MAR assessment 
only 16 studies were found, most of which had been published in the past ten years. The 
scope of these studies showed that there is a wide potential for the use of vadose zone 
models. They have been applied to plan and optimize MAR systems, assess the impact of 
MAR on the unsaturated zone and the groundwater and to evaluate geochemical processes 
during MAR operation. In addition, it has been tested whether unsaturated zone models can 
substitute groundwater flow modeling for MAR assessment. Further objectives include the 
comparison of different MAR methods as well as the assessment of coupled surface and 
groundwater systems. Two thirds of the evaluated studies concerned spreading methods. In 
general, water movement in the unsaturated zone is often not modeled by itself but studies 




The potential of vadose zone models has not yet been fully utilized. Only very few 
studies concerned the design and optimization of pilot studies and real MAR sites. Modeling 
at different stages of the pilot experiments as well as the actual MAR site construction holds 
great potential for saving costs and time. Additional modeling can help to understand the 
hydraulic processes at the catchment area or the site itself. The aim of such modeling 
studies can be the identification of parameters which have greatest influence on the 
recharge processes and help define the scope of future data collection. Testing and 
monitoring programs for hydrologic parameters are required by some MAR guidelines 
(Environmental and Water Resources Institute 2001; NRMMC-EPHC-NHMRC 2009). Pilot 
or test sites are generally run to find a good compromise between what is theoretically 
desirable and practically achievable by applying MAR to a specific site (Environmental and 
Water Resources Institute 2001). As the results are scale dependent, test sites should be 
constructed at the scale desired for the later MAR site. For shallow groundwater basins 
monitoring of several wetting and drying cycles is advised. For deep groundwater basins test 
operations of several months should be conducted. Thus, a careful design of these test sites 
is essential to manage temporal and spatial requirements. Location of observation points 
and frequency of data collection as well as the observed parameters need to be defined. 
This is a critical part of the test program as it is time consuming and costly. Concerning the 
timeframe, it is essential to conduct test runs of adequate length to obtain the response of 
the groundwater basin to the infiltrated water, e.g. the time span the infiltrated water needs 
to reach the groundwater table. Careful planning can confirm that the scope is correct and 
that the proposed budget is adequate.   
As it has been shown, modeling can be helpful for the design of MAR sites and their 
experimental set-up. By modeling a MAR test site in Pirna, Germany the dimensions of the 
infiltration unit were determined considering technical as well as economic criteria. 
Assessment of the number and location of measurement devices helped to identify the 
minimum number of devices needed and their optimal placement. Thus, unnecessary 
investment into observation units was prevented. Furthermore, possible hindrance of the 
water movement in the soil could be reduced by minimizing the number of measurement 
devices. Experimental scenario planning gave an idea which scenarios are feasible for the 
set conditions, e.g. limited time frames. It also provided a first indication on the amount of 
water that needs to be infiltrated to get a response from the aquifer. A theoretical study on 
soil material showed the potential for the development of a capillary barrier.  
Using a model for predictive purposes requires a thorough calibration of the model. 
However, calibrating a test site model is problematic as there are little to no previous 
measurements to work with. Thus, first results of the model need to be evaluated carefully. 
During the operation of the test site, subsequent data collection and model calibration need 
to be undertaken to verify the simulation results and to adjust the experimental measures. A 
preliminary sensitivity analyses may help to identify parameters that need to be focused on 
during calibration. It further helps to understand the system dynamics and prioritize main 
focus of data collection (Anderson et al. 2015). As for surface infiltration systems, the 
unsaturated zone is the most sensitive region. Therefore, focus should lie on estimating the 
hydraulic parameters defining this model compartment. This is especially true when 
clogging occurs as this process may change the respective soil parameters. 
For this study, the soil data is an essential factor for uncertainty. Only within the 
infiltration unit the soil can be described as homogenous. Information on the outside material 
is not sufficient. For the location of the infiltration unit there is no soil data available beneath 
four meters of the soil surface, hence only assumptions can be made from surrounding 
boreholes. During the construction of the test site, investigations on the underlying soil 
material will be undertaken and later be included into the study. There is an anthropogenic 




bricks. Thus, the parameterization of the outside material is uncertain and the uncertainty 
needs to be considered when evaluating the results.  
High requirements regarding the soil parameterization are a restriction for the utilization 
of unsaturated soil zone models. Obtaining the van Genuchten parameters which are 
needed to solve the Richards’ equation is laborious. Using predefined parameters from 
databases or pedotransfer functions that assist to derive these parameters from sieve 
analyses may be helpful but are also the cause for further uncertainty. Parametrization of the 
Richards’ equation for soils coarser than sand is still a matter of research (Dann et al. 2009; 
Thoma et al. 2014). Furthermore, vadose zone models require a finer discretization than 
groundwater models. Hence, model extent is generally smaller as large areas with fine 
discretization result in extensive computation time. Unsaturated soil zone models are 
available in different complexities and dimensions. The possibility to choose between 
models in 1D, 2D and 3D provides means for simplified simulations and less extensive data 
requirements as well as computational demands.  
The complexity and incorporated processes of each model must be checked 
beforehand to justify their application for a specific MAR study. In the Pirna case study 
ponded infiltration with adapting heads could not be modeled as it is not available for 
HYDRUS 3D. The simplification of using an atmospheric boundary condition was viable as 
the applied fluxes did not exceed the soil infiltration capacity and no surface runoff was 
detected. With higher fluxes applied or a longer duration, all water exceeding the infiltration 
capacity of the soil would be removed as surface runoff or increase the surface pressure 
head to unrealistic levels, thus leading to water balance errors. As ponded infiltration is part 
of many spreading methods and in-channel modifications, this a major disadvantage of 
HYDRUS 3D in terms of MAR assessment. In this case study, the inability of the software to 
calculate fluxes over a changing groundwater table is not significant as the groundwater 
table is much lower than the zero-flux plane and thus groundwater table changes would not 
result in differing recharge rates. However, for studies with shallow groundwater tables this 
would be a serious drawback in terms of applicability. 
In addition to the already mentioned possibilities for the utilization of vadose zone 
models, further potential lies within the qualitative assessment of the infiltration scenarios. 
Especially for SAT the purification capacity of the soil material underlying the infiltration 
basin needs to be tested. Integrating colloid transport into the modeling study could help to 
assess pathogen fate and potentially physical clogging. Next to column studies, long term 
simulations can help to predict the evolving purification capacity and the clogging potential. 
Thus, infiltration set-up with sufficient breaks between infiltration events can be designed to 
guarantee proper aeration of the soil. The evaluation of clogging development could 
potentially depict the point of time when the soil material must be exchanged or restoration 
measures need to be applied to guarantee steady infiltration capacities.  
Further potential for the application of vadose zone models include the differentiation 
between natural and managed groundwater recharge and the comparison of different MAR 
methods regarding their qualitative and quantitative effectiveness. As the vadose zone is the 
connecting compartment between surface processes and the groundwater, it should ideally 
be considered for its possible contribution to coupled groundwater–surface water studies. 
This is especially relevant for studies concerning large scale MAR facilities such as check 
dams and underground dams. 
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Abstract: Physical models such as surface infiltration experiments in the lab and field are an approach
to understand processes in the unsaturated soil zone. In the case of mapping processes influencing
the operation of real-world managed aquifer recharge schemes they are helpful tools to determine
interactions between processes in the unsaturated soil zone, and site-specific as well as operational
parameters. However, the multitude of assumptions and scale-related limitations of downscale
investigations often lead to over- or underestimations, rendering their results useless when translated
to field-like conditions. Various real-world managed aquifer recharge operational scenarios were
simulated in three physical models, a 1D-lab column, a rectangular shaped stainless steel 3D-lab
infiltration tank and a rectangular shaped 3D-field unit, to understand the impact of the experimental
set-up on the assessment of processes and to identify the experimental set-up which is most-suitable
to describe these processes. Results indicate that water flow velocity, water saturation and oxygen
consumption are often overestimated in 1D-column experiments due to sidewall effects and no
existing lateral flow. For precise analysis of infiltration processes in general as well as during
operation of managed aquifer recharge, 3D experiments are recommended due to their more realistic
representation of flow processes.
Keywords: managed aquifer recharge; infiltration experiments; physical models; experimental set-up;
flow processes; oxygen consumption
1. Introduction
Excess withdrawal of groundwater from aquifers leads to declining groundwater levels
worldwide as more water is being consumed than can be renewed by nature [1]. Especially in Asia,
Arab countries and North and Central America, overexploitation is caused by water abstraction
for irrigation or for direct industrial water supply [2–6]. Moreover, the advancing climate change,
along with changing precipitation patterns influence the replenishment of groundwater resources
negatively [7–10]. A side effect of declining groundwater levels is the deterioration of groundwater
quality due to, for example, saltwater intrusion [5,6,11–13].
Managed aquifer recharge (MAR) is a measure to reverse or mitigate negative effects on
groundwater resources caused by overexploitation and climate change [14–16]. It implies the use of
excess surface water to recharge an aquifer under controlled conditions for later use or environmental
benefit [17]. MAR often involves large-scale facilities, the most common techniques being injection
wells, infiltration ponds and galleries or recharge dams [18].
In the case of using infiltration basins, two factors are of prime importance during the
operation—the infiltration quantity and the quality improvement of the infiltrated water during
the soil passage. MAR is one of the measures that can be implemented to secure water supply,
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compensate for some effects of climate change and, more generally, handle the quantity and quality of
groundwater bodies. Nevertheless, some MAR technologies can also be used to limit the pollution
of surface water by infiltrating some of the polluted water and monitoring the geo-purification
and/or attenuation processes. Therefore, MAR can also be undertaken to protect the environment by
limiting the level of pollution in sensitive receptor media. These include, for example, groundwater
contamination by recharge water that contains pollutants (trace metals, metalloids, microorganisms,
pharmaceutical products, etc.). Both factors are influenced by clogging processes which are caused by
existing suspended solids and gas bubbles in the infiltrated water, by precipitation of minerals as well
as by the growth of bacteria in the soil matrix [19]. The development of physical, mechanical, chemical
and biological clogging leads to changes in the soil pore system, thus resulting in the reduction of
infiltration capacity and the decrease of transport of water and air into the soil matrix. Clogging was
found to be the most common reason for the shutdown of MAR projects [20] followed by economic
or political reasons [21]. Thus, minimization of clogging is one of the essential prerequisites of any
project. This is a complex task, however, as clogging rates depend on a combination of different
site-specific conditions such as soil properties, climate, water quality and process-related parameters
such as hydraulic loading rate (HLR), the annual infiltrated amount of water, and hydraulic loading
cycle (HLC), which relates to the ratio of infiltration phase and following dry phase.
To assess and ideally control clogging processes for a MAR site, models are used to reproduce
these phenomena. For the experimental design, different temporal and spatial scales are being
utilized. Often, laboratory experiments are conducted before undertaking tests on the actual MAR site.
Field tests are time-consuming, costly and it is usually impractical to assess the processes in detail in
the natural environmental conditions where they occur. Most models are built to simulate the effect of
a change of the influential conditions on the system, in order to predict the effects of these changes on
the real system. Another advantage of a model is that phenomena can be studied under controlled
conditions, e.g., different climate scenarios, which can be merely impossible to reproduce in the field.
Results from physical models include information on the reduction of infiltration capacities due to
clogging processes as well as on the purification capacities of the soil during MAR, which is influenced
by different site specific and operational parameters.
Understanding these processes not only helps to adapt the design of a MAR site but also
indicates the maintenance and operational costs [22]. For the assessment of the main processes taking
place during operation of MAR, mostly laboratory [23,24] and pilot scale experiments [25,26] are
carried out to characterize these processes under different boundary conditions [27–29]. For the
characterization of more specific processes, such as clay dispersion or metals release, often further
small-scale batch and column experiments are performed [30–35]. Clay dispersion, affected by the
presence of water with higher salt concentration [30,33], can lead to soil pore blockage as well as
consequent reductions in soil saturated hydraulic conductivity whereas mobilization of metals from
sediments such as arsenic [32,36–38] and also iron and manganese [39] poses a challenge to maintaining
local groundwater quality.
However, it is known that a multitude of assumptions and scale-related limitations of small-scale
investigations lead to over-or underestimations of processes taking place in soil during infiltration of
water [40] and it was stated that the extrapolation of controlled laboratory investigations to the field
scale is highly uninvestigated [27]. Only a few authors [41,42] discussed the limitations of transferring
the results from laboratory clogging experiments to the field.
The most critical design issues referring to unsaturated soil laboratory experiments are the
existence of unnatural preferential flow paths caused by sidewall flow, scaling issues due to spatial
variations and the presence or absence of preferential flow [43]. Sidewall flow is not representative of
the full-scale field conditions and leads to a preferential flow of fluid close to the outer wall of a soil
column or lysimeter due to prevented horizontal water flow leading to lower residence time in the
soil [43–45].
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Regarding column experiments, it was observed that clogging processes tend to be skewed
towards the source of water [40,46]. Biological clogging will be biased towards the inflow, accumulating
biological substrate in the inlet area of the soil column. Microbiological growth further along the
column will be underestimated. Long-term column studies showed, however, that over the course
of time, clogging will propagate further into the column [29]. Even though column studies cannot
reproduce all of the main trends of clogging observed during field trials, they show great potential for
the estimation of key clogging parameters, such as degradation rates of particles and growth rate of
biofilm [46].
Considerations of seasonal climate conditions at the MAR site are important as they influence
biological clogging processes. Different water temperatures can significantly affect the bacterial growth
and metabolism behavior and further induce differences in the biological clogging rate and process [47].
Higher temperatures in summer lead to faster and stronger biological clogging than in winter, because
of a faster cultivable bacteria growth rate and extracellular polymeric substance (EPS) production.
Moreover, the strength of biological clogging depends also on changing direct sun exposure caused
by different day length and radiation power. It was demonstrated by [48] that clogging processes
in winter and summer are governed by different processes. Furthermore, temperature of infiltrated
water can influence water viscosity, which has an impact on soil hydraulic permeability [49]. It was
observed that colder temperatures in winter lead to a decrease of hydraulic conductivity in infiltration
basins by a factor of 1.5 to 2 in comparison with summer [50]. Additionally, surface water temperature
variation over the day may cause changes in water infiltration rates [49]. On the contrary, other
studies [51,52] demonstrated that temperature changes are not the dominating force for changes of
hydraulic conductivity.
Comparison of clogging processes in laboratory and field studies is not straightforward due
to the often different climate conditions. Less direct sun exposure and temperature changes in the
laboratory compared to the field can lead to underestimation of the clogging strength in laboratory
experiments. Furthermore, seasonal changes of temperature cause changes in water viscosity what
may lead to over- or underestimation of clogging effects. These aforementioned issues indicate that
extrapolation of results from laboratory scale MAR experiments to larger-scale field systems must be
evaluated carefully. Limitations und uncertainties related to scale and experimental setup are not fully
understood, and guidelines on advantages and disadvantages of the different systems are needed.
To understand the restrictions and possibilities of different MAR experiments, vadose zone
experiments in different scales (field, laboratory), dimensions (1D, 3D) and under the influence of
different climates (cold: <10 ◦C, mild: 10–17 ◦C, warm: >18 ◦C) were set up. Results were compared
concerning the reproduction of soil clogging processes, water flow, oxygen dynamics and degradation
of organic substances during operation. This study highlights the unique setup of the three physical
models reproducing MAR basin infiltration experiments as well as displays first results from the
experiments conducted. Indications for further utilization of the experimental setup and the suitability
assessment of different laboratory and field experiments for simulating processes taking place in the
unsaturated soil zone during MAR operation are given.
2. Materials and Methods
2.1. Experimental Setup
Three experimental units with different dimensions were constructed to address the study aims
(Figure 1):
- a cylindrical plastic 1D-column in the laboratory (Length (L) 1 m, Diameter (D) 0.15 m),
- a rectangular-shaped, stainless steel 3D-infiltration tank in the laboratory (Length (L) 1.5 ×
Width (W) 1.0 × Hight (H) 1.0 m) and
- a rectangular-shaped 3D-infiltration unit in the field without confinement (L 4.5 × W 3.0 × H
1.0 m)
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The experimental setup of the field infiltration unit was chosen to allow a direct comparison of
field processes with downscaled laboratory conditions. Except for the height of the infiltration unit,
all dimensions were changed by a factor of three. Since representation of field processes in a tank is
a rather uncommon, the experimental setup was complemented by a column with the same height
as the tank. This study aims to assess whether reducing the processes from a 3D to a 1D setup are
justified and what restrictions are produced by this simplification.
The column and tank were placed inside of a fully automatic climate tent, which facilitates the
control of air temperature and humidity, whereby the field scale unit was influenced by the local climate
temperature, humidity and radiation (temperate continental climate). The influence of precipitation
events was prevented by covering the basin with a transparent mobile roof.
Figure 1. Experimental set-up of infiltration laboratory scale unit (a) and infiltration field scale unit (b).
2.1.1. Installation of the Soil Material
All experimental units were packed with the same sandy soil (K-value: 6 × 10−5 m/s; 91.2% sand,
8% silt, 0.8% clay), with a filling height of 85 cm. The soil material was placed on a filter disc (column)
and on a grating with gravel filter (tank). The soil material in the field infiltration unit was placed
directly on the underlying natural soil material. In conformity with the natural compaction of similar
soil types (according to [53]), the placement of the soil was undertaken with the objective of acquiring
a bulk density of 1.6 g/cm3. After completion of each scenario, the soil material of the upper layer was
removed and refilled to ensure the absence of soil material affected by clogging processes remained in
the experimental units.
2.1.2. Infiltration Area
After completion of the packing, the infiltration basins were constructed (Figure 2). In the case of
the laboratory tank and field infiltration unit, the infiltration was regulated through recharge basins
installed in the center of their surface (dimensions of laboratory tank: L 0.45 × W 0.30 × H 0.06 m3,
in field infiltration unit: L 1.35 × W 0.90 × H 0.06 m3). The infiltration in the lab column took place by
flooding the soil surface, a common approach in column experiments [27,47].
Figure 2. Infiltration basin: column (a), laboratory tank (b) and field infiltration unit (c).
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2.1.3. Measurement Devices
For the estimation assessment of spatial and temporal distribution of soil moisture characteristics,
tensiometers (tensio160, UGT GmbH, Müncheberg, Germany) and TDR-probes (UMP-1, UGT GmbH,
electrical conductivity and temperature measurement included) were installed in the three
experimental units. Additional fiber-oxygen sensors (OXROB3, Pyroscience GmbH, Aachen, Germany)
were installed in the column and tank to measure oxygen availability. The recording of data
was undertaken every 2 min by data loggers (DL-200, UGT GmbH and FireStingO2, Pyroscience
GmbH). Suction cups for taking soil water samples were included to control degradation of
infiltrated substances.
2.1.4. Placement of Sensors
Besides the geometry and dimension of the experimental units, the location and number
of measurement devices were planned carefully to define their optimal placement and to avoid
measurement errors. Thus, prior to installation of the sensors, simulations of soil moisture
characteristics were undertaken with the software Hydrus 2D/3D [54]. 26 possible sensor locations
were arranged in three layers below ground level (0.16, 0.28 and 0.68 m) to compare the pressure head
dynamics for different infiltration scenarios. Based on the simulation results [55], which indicate a
remarkable influence on the pressure heads measurements if the sensors are situated closed to the
border (<10 cm), one set of tensiometer and a TDR-probe were installed in the centre of the infiltration
basin and two of each sensors were installed at the lateral sides. Thus, at least 0.25 m distance to the
wall of the infiltration unit was kept (Figure 3). Simulations showed that the arrangement of three
sensors (TDR-probe and tensiometer) per horizontal layer is sufficient to detect the changes in water
content during infiltration by basins [55]. In the case of the column, only one sensor per layer was
installed due to the reduced available space.
Figure 3. Cont.
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Figure 3. Sketch for the placement of sensors in column (a), tank (b) and field infiltration unit (c).
Oxygen probes and suction cups were installed at the same positions in three different depths of
0.16, 0.28 m and 0.68 m to identify possible correlations between soil moisture, oxygen availability as
well as soil water quality.
2.2. Operation System
River water (Elbe River) with an average dissolved organic carbon (DOC) concentration of 7.5
mg/L and a total suspended solids concentration of 5 to 15 mg/L was infiltrated with an hydraulic
loading rate of 300 m/a, chosen based on preliminary infiltration tests. The wet/dry ratios, the ratio
between length of infiltration phase and following dry phase, were changed between the scenarios
(Table 1), to show the interscaling effect of different factors: infiltration capacity reduction, water flow,
and oxygen consumption.
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The infiltration in laboratory column and tank took place at a constant temperature (17 ◦C)
and humidity (70%) which complies with defined climate 2, whereas the scenarios in the field were
performed under three different seasonal climates with changing median temperature, humidity and
solar irradiance (Table 1). All scenarios were stopped when the infiltration units were overflowing
or if the change in reduction of infiltration capacity between two consecutive infiltration cycles was
smaller than 10 percent.
2.3. Determination of Infiltration Capacity Reduction
There is a variety of techniques available for determining variable hydraulic capacity in
the unsaturated soil zone such as single/double infiltration ring, tension disk infiltrometer or
constant/falling head well permeameter methods [56–60]. However, these techniques influence the
water content in the unsaturated soil zone, the soil compaction as well as the physical state of the
clogging layer, which could affect the results of the investigations negatively. An alternative for
determining the clogging rate or the percentage reduction of the infiltration capacity is the performance
of tracer tests [61,62].
For this study, easily traceable NaCl (concentration 1 g/L) was added to the infiltrated water for
determining the changing median flow velocity. The median runtime of the tracer (t50) was monitored
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by changing electrical conductivity through a number of tracer experiments per scenario. The median
flow velocity of the infiltrated water was calculated for different observation points.
3. Results and Discussion
3.1. Infiltration Capacity Reduction
The results (Figure 4) show that there is a visible reduction of infiltration capacity by 20 to
90% in all three experimental units due to clogging processes. However, clogging processes in
exemplarily represented scenario 1 and 2 differ in extent of reduction but also in delay of infiltration
capacity reduction.
Figure 4. Relative reduction of median flow velocity in point 1.2 in (a) scenario 1 (wet/dry ratio: 24
h/72 h) and (b) scenario 2 (wet/dry ratio: 168 h/168 h) for the column and tank under climate 2 (mild)
as well as the field under climate 1 (cold), 2 (mild) and 3 (warm).
Scenario 1 was undertaken with 1 day infiltration followed by 3 days drying phase. The results
show that the reduction of infiltration capacity is less significant than in scenario 2 and that the tank
as well as the column have a delay in the infiltration capacity reduction in comparison to the field.
In the tank reduction started after infiltration of 7 m3/m2; in the column, significant reduction only
occurred after 17 m3/m2. The observed delay in infiltration capacity reduction in comparison to the
field is attributed to different clogging processes governing the reduction in the various setups. Due to
the reduced direct sunlight in the laboratory, which is necessary for the growth of clogging causing
algae, physical clogging processes will govern the reduction in the tank and the column. Biological
clogging resulting from algae growth starts after a longer lag phase at the beginning of the infiltration
(Figure 4a). In the field, clogging processes will be caused by a combination of physical and biological
clogging, which leads to an immediate steeper decrease of infiltration capacity. The combination of
two clogging processes contributes to the instant infiltration capacity loss whereas physical clogging
in the laboratory evolves more slowly.
Scenario 2 was undertaken with infiltration for 7 days, followed by 7 days of the drying phase.
Reduction of infiltration capacity could be observed right from the beginning of the infiltration and it
dropped to 50% after the infiltration of 5 m3/m2, with the exception of the column experiment. Results
of the column experiment indicate a delayed and lower reduction (50% reduction) in median flow
velocity. The shapes of the curves indicate that a combination of physical and biological clogging is
responsible for the reduction of hydraulic conductivity from the beginning of infiltration. Furthermore,
it can be seen that the decrease of infiltration capacity in column and tank is lower compared to the
field due to less biological clogging as demonstrated by [28]. This could be caused by restricted growth
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conditions for algae in the laboratory experiments. Sensitivity of clogging processes to changing
climate can be recognized by comparison of the different graphs for field experiments (Figure 4,
Field_1, Field_2, and Field_3). The reduction in the field under colder climate (Field_1) presented the
lowest reduction in infiltration capacity of all experimental setups. The colder climate combines lower
temperatures with less solar irradiance and thus leads to a reduced growth of clogging caused by
algae. Here, the effect of temperature changes on the infiltration capacity seems to be dominated by
the reduced biological clogging and not by the competing effects of increased water viscosity.
Furthermore, the results show that the reduction of infiltration capacity under climate 2 and 3 in
the field was very similar. From these observations, it can be concluded that an increase of temperature
and sun irradiance does not lead automatically to further reduction of the infiltration capacity. On the
one hand, the influence of temperature and sun irradiance on biological clogging may be limited
by threshold values for temperature and sun irradiance and an exceedance would lead to no more
reduction of infiltration capacity. On the other hand, the influence of higher temperatures on biological
clogging may be overlain by temperature effects on the water viscosity and consequently on the
water flow velocity. Thus, the similarity of hydraulic conductivity reduction under the warm and
mild climate might be caused by a combination of clogging effects and decreasing water viscosity as
reported by [39,40].
3.2. Water Flow
The hydraulic behavior of all experimental setups was assessed to understand the different
flow regimes in the experimental setups and parameters affecting them such as the sidewall effects.
The arrival times of the wetting front at point 2.2 were determined for the column, tank and field
experiment based on matric potential measurements (Figure 5).
Figure 5. Increase of flow time between soil surface and point 2.2 for (a) scenario 1 (wet/dry ratio:
24 h/72 h) and (b) scenario 4 (wet/dry ratio: 72 h/24 h). Scenarios were aborted when overflow was
detected, leading to different numbers of cycles for the setups.
This first noticeable difference in scenario 1 and 4 is that the arrival time of the wetting front
for the latter is more than two times (>100 min) above the value of scenario 1 (50 min). This can
be attributed to the hydraulic loading rate staying constant for both scenarios (300 m/a) and the
simultaneous infiltration duration changing from 1 day (scenario 1) to 3 days (scenario 4). Three times
lower infiltration rates lead to 2–3 times greater arrival times for the wetting front.
Despite observed clogging in all the three experimental units, combined with ponding of water
during the infiltrations, the arrival times of the wetting front at point 2.2 did not increase in the column
as in the tank and the field experiment (Figure 5a). In scenario 1, the arrival time for tank and field
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increased by 100 min whereas in the column it stays relatively constant. In scenario 4, the arrival time
in the tank increased by 150 min, in the field by 50 min and in the column again it stays constant.
For scenario 4, both the field and the column scenario had to be stopped due to overflow. The column
results show a significant difference as despite detected clogging, the water movement in the column
stays constantly fast. Preferential flow paths, such as along the side walls, could contribute to this
phenomenon. Thus, the applicability of column experiments for the determination of flow durations is
limited and must be evaluated carefully. While the tank and field show similar tendencies in increasing
flow arrival times over the course of MAR experiments, they differ in the intensity and point in time
when the increase begins. General mechanisms are therefore represented by both systems but the
different boundary conditions cause a divergence.
General differences in hydraulic behavior can also be identified by comparison of matric potential
measurements schemes at point 2.2 (Figure 6). The general reaction of all setups to drying and
wetting phases is clearly depicted. The matric potential follows the scheme of rapid decrease after the
infiltration start, a phase of relatively constant low values during infiltration, followed by a phase of
rapid increase and finally a slower increase phase during drying. This scheme can be reproduced with
all experimental setups. Differences lie within the maximum and minimum matric potential values.
Column values always lie beneath those of the field and tank measurements. The strongly limited
lateral flow in the column leads to higher water contents in the wet and dry phases of the scenarios
compared to the field and tank where the lateral water flow is not restrained. Although matric potential
values in the infiltration phase are relatively similar for the field and tank measurements, they differ
strongly during the drying phase. The field drains stronger than the tank, leading to values that are
80% higher than those measured in the tank despite underlying soil layers with similar hydraulic
characteristics. However, drainage in the tank is based on a grating with gravel filter, which could
lead to the built-up of a capillary barrier and thus unexpected high saturation values in the lower soil
layers of the tank.
Figure 6. Measured matric potential at point 2.2 in all experimental setups during (a) scenario 1
(wet/dry ratio: 24 h/72 h) and (b) scenario 4 (wet/dry: 72 h/24 h).
This comparison of tension measurements shows that all three systems can be used to reproduce
water flow in the unsaturated zone during MAR experiments, as all were able to depict temporal
behavior of wetting and drying patterns. Due to their dimensionality, tension values in the column
are always below those of the other systems. Thus, minimum and maximum tension values retrieved
from column studies are not reliable for representation of 3D field systems.
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3.3. Oxygen Consumption
For the assessment of oxygen consumption, scenario 3 (continuous infiltration) and scenario 4
(3 days infiltration, 1 day drying) were compared (Figure 7). The results show the effect of including
drying cycles on the oxygen consumption and recovery.
Figure 7. Oxygen consumption in point 0.2 and 1.2 during (a) scenario 3 (continuous infiltration) and
(b) scenario 4 (wet/dry ration: 72 h/24 h) for column and tank.
Scenario 3 with continuous infiltration shows high values of oxygen saturation in 28 cm depths
in both the tank and column. Oxygen values in the highest column layer (16 cm deep) are slightly
lower but continue to be relatively constant throughout the scenario. Only oxygen in the upper layer
of the tank is completely depleted throughout the course of infiltration. This indicates that in the
upper layer of the tank, oxygen was consumed due to high biological activity. Lateral water flow in
the case of ponding and the lower water content in the tank were the reasons for higher biological
growth and activity combined with higher consumption of oxygen in phases with water infiltration.
Poor conditions for biological growth and activity (continuous ponding respectively to high water
content) lead to low consumption of oxygen in the upper layer of the column during phases with
water infiltration.
In the case of the scenario with dry phases (scenario 4), the conditions for the growth and activity
of the bacteria in the column and tank were better over the runtime of the complete scenario due
to the sufficient supply of the bacteria with oxygen as well as more optimal soil moisture contents
guaranteed by the existing, dry phases. Again, strong consumption of oxygen could only be detected
in the upper layer of the tank, while all other measuring points show only slight changes in oxygen
saturation. Scenario 4 depicts clearly that during each drying phase (at day 3, 7, 11 and 15) the oxygen
levels rose to 100% and can be fully recovered. Low oxygen consumption during the water infiltration
was again measured in the column. Biological activity in phases with water infiltration was not that
high due to the insufficient delivery of oxygen over the ponded soil surface and the closed side walls.
4. Conclusions
The unique feature of the experimental setup presented in this study is the possibility to compare
managed aquifer recharge experiments at different levels of dimension and scale. The focus on
hydraulic comparison with assessment of the infiltration capacity reduction, as well as comparison of
water flow and oxygen dynamics in all three systems, allows for an analysis of which restrictions and
limitations apply to the particular systems. Results of infiltration experiments in all physical models
indicate that 3D experiments (field, laboratory tank) have the advantage to reproduce water flow
processes and oxygen consumption in unsaturated soil during operation of MAR closer to natural
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conditions. This is advantageous for a precise analysis of infiltration processes in general as well as
infiltration processes during operation of MAR. Water flow velocity, water saturation and oxygen
consumption are often overestimated in 1D-column experiments due to sidewall effects and no lateral
flow. Nevertheless, the less costly and less time consuming column experiments are a good opportunity
for initial assessment of processes taking place in the unsaturated soil during operation of MAR, such as
clogging development and biodegradation processes. In the case of investigating climate-relevant
processes, such as clogging development, performance of field experiments is recommended due to
the strong influence of site-specific climate on these processes.
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Featured Application: The experiments presented in this paper are useful for the planning stage
of managed aquifer recharge sites.
Abstract: Infiltration experiments in the context of managed aquifer recharge (MAR) are often
conducted to assess the processes influencing the operation of full-scale MAR schemes. For this,
physical models such as laboratory experiments and, less often, field experiments are used to
determine process specifics or operational parameters. Due to several assumptions, scale-related
limitations, and differing boundary conditions, the upscaling of results from the physical models is
not straightforward. Investigations often lead to over- or underestimations of flow processes that
constrain the translation of results to field-like conditions. To understand the restrictions and potential
of different physical models for MAR assessment, surface infiltration experiments in different scales
and dimensions, which maintained the same operational parameters, were conducted. The results
from the different setups were compared against each other regarding the reproduction water flow
in the vadose zone and the influence of parameters such as soil type and climate. Results show
that mostly qualitative statements can be made, whereas quantitative analysis through laboratory
experiments is limited.
Keywords: field experiments; laboratory experiments; managed aquifer recharge; physical models;
scaling; vadose zone flow
1. Introduction
Managed aquifer recharge (MAR) is a water resources management approach used to mitigate
the negative effects of overexploitation and climate change on groundwater resources and quality. It is
further utilized to balance the temporal or local water demand and availability [1,2]. It comprises the
intended recharge of a groundwater body under controlled conditions [3]. MAR generally involves
large-scale facilities, such as injection wells, infiltration basins, or recharge dams [4]. The construction
of MAR facilities requires comprehensive planning to understand the local hydrogeological conditions,
to achieve sustainable and controllable conditions, to reduce construction and maintenance costs, and
to minimize the facility failure potential.
Before building MAR facilities, planning is often accompanied by field and laboratory
investigations. Pilot sites and preliminary studies are required by some MAR guidelines [5,6].
Incorporating physical models helps to assess and define the requirements and constraints of applying
MAR at a certain site. Further, the are also useful for optimizing the actual MAR site in terms of
dimensions, monitoring, and operational parameters. Most commonly, surface infiltration experiments
are used to understand the processes governing recharge into the unsaturated soil zone [7–11]. However,
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laboratory and field experiments for direct infiltration into the aquifer, e.g., through aquifer storage
and recovery (ASR) wells, have been conducted as well [12–14].
The experimental design is conceptualized at different spatial scales. Usually laboratory
experiments are preferred as field tests are time-consuming and costly [12] and are often impractical
for detailed process assessment [15]. Another positive aspect of laboratory studies is that they can be
conducted under adaptable and controllable boundary conditions [7,13,16,17]. However, simplifications
and scale-related limitations of small-scale experiments may lead to over- or underestimation of
infiltration processes [8]. The extrapolation of results from controlled laboratory investigations to the
field scale is highly uninvestigated in the context of MAR [7] and limitations of transferring results
from laboratory experiments to the field are rarely discussed [9,15].
These limitations can be linked to the shortcomings of laboratory experiments. Some issues,
such as sidewall flow in laboratory columns, have been widely discussed [18–21]. Another critical
design issue, which is not restricted to column studies, is the occurrence of preferential flow paths
through macropores or fingering [22,23]. With regard to dimensionality, it has been stated that
processes such as flow-bypassing can be not represented by 1D-systems [8]. The lower boundary of
laboratory models is often operated as free drainage out of system, which may lead to the development
of capillary fringes and the lower part of the system becoming saturated [20,24]. Reproducing field
climate conditions in the laboratory is restricted, even though seasonal conditions of temperature and
radiation have a large impact on water flow and specifically clogging processes [25,26].
To understand the restrictions and potential of different physical models for MAR assessment,
we set up surface infiltration experiments in different scales (field, laboratory) and dimensions
(1D, 3D) and with several soil types but with the same operational parameters (infiltration scenarios,
water quality). The results from the different setups were compared regarding the reproduction
of water flow dynamics and clogging processes during intermittent infiltration experiments.
The results from the statistical comparison are discussed regarding the limitations and applicability of
laboratory experiments.
By increasing knowledge on their applicability in terms of MAR facility planning and by pointing
out boundaries of application, their area of use can be focused to situations where laboratory experiments
are actually beneficial and the results are representative of the field situation. Showing their limitations
will help MAR site planners to identify areas where they must be cautious with the evaluation and
application of laboratory results. Hence, this study seeks to outline the domains in which different
laboratory experiments can complement MAR site planning.
2. Materials and Methods
2.1. Physical Models
The setup of the experiments was designed to allow for the comparison of flow processes during
MAR under different model concepts, as described in Fichtner et al. [27]. Three physical models of
different size and dimensionality were constructed for this study, as follows: A 1D-column in the
laboratory (H = 1 m, diameter = 0.15 m), a rectangular-shaped 3D-infiltration tank in the laboratory
(L = 1.5 m, W = 1 m, H = 1 m), and a rectangular-shaped 3D-infiltration unit in the field (FIU) without
confinement (L = 4.5 m, W = 3 m, H = 1 m) (Figure 1). The FIU is situated in Pirna, Germany.
The laboratory scale units were placed inside of a climate-controlled glasshouse, whereas the FIU
was influenced by the local temperature, humidity, and solar radiation (temperate continental climate,
Table 1). A transparent roof prevented the influence of precipitation at the FIU in all scenarios, except
scenario 1. The experiments in the laboratory scale units took place at a constant air temperature
(17 ◦C) and humidity (70%), similar to the daily averages of the mild climate of the FIU.
The laboratory models were packed with a fine sand for the first set of experiments (Soil 1:
hydraulic conductivity Kf: 1.7 × 10
−4 m/s; 94.5% sand, 4.5% silt, 1% clay) and a slightly siltier fine sand
for the second set of experiments (Soil 2: Kf: 4.8 × 10
−5 m/s; 92.3% sand, 7% silt, 0.7% clay), with a
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filling height of 0.85 m. In the FIU, the same soils were placed directly in an excavated basin within
the local soil material, which consists of anthropogenic fillings and fine alluvial sands resulting from
flood events of the Elbe river [28]. Soils were compacted manually in the laboratory and with the
help of a vibrating plate in the FIU. To control stratification, soils were built in with defined interval
heights (10 cm in the laboratory units, 30 cm in the field). For each height, the soil was raked at the top
after compaction and before filling in new soil material in order to avoid sharp interfaces. The bulk
density was determined for each interval height. Values were very similar over the depth of the profile,
as follows: From 1.56–1.61 g/cm3 in the tank and 1.62–1.67 g/cm3 in the field (for soil 2).
Figure 1. Cross sections of (a) laboratory scale unit tank and column and (b) field unit.
All units were operated with the same set of varying infiltration scenarios. River water (dissolved
organic carbon ≈ 5 mg/L, total suspended solids ≈ 20 mg/L) was infiltrated at a hydraulic loading rate
(HLR) of 300 m/a. The hydraulic loading cycles (HLC) defining wet-dry ratios and the duration of
infiltration phases were varied between the infiltration scenarios (Table 1). The infiltration of water
was regulated through infiltration basins installed in the center of the units (size of basin in tank:
W = 0.3 m, L = 0.45 m, H = 0.06 m, in FIU: W = 0.9 m, L = 1.35 m, H = 0.06 m, in column: complete
soil surface). Infiltration into the systems was conducted by flooding the entire soil surface from a
small pipe above the center of the surface. Infiltration rates, based on HLR, HLC, and the infiltration
area, were 2.7 L/min (scenario 1–3) and 0.9 L/min (scenario 4) for the FIU, 0.3 L/min (scenario 1–3) and
0.1 L/min (scenario 4) for the tank, and 0.04 L/min (scenario 1–3) and 0.013 L/min (scenario 4) for the
column. In the FIU, the lower boundary was directly connected with the vadose zone, ensuring free
drainage. The lower boundary in the laboratory consisted of a filter disc (column) and grating with
gravel filter (tank) connected with a free drainage outlet.
Table 1. Setup specifics for different infiltration scenarios. Field experiments of scenario 3 and 4 were
repeated under various climates.
Scenario Soil HLC 1 Field Climate 1 Repetition 1 2 Repetition 2 2
1 1 1:3 (1 d/3 d) Mild (September) n.a. n.a.
2 1 1:3 (6 h/18 h) Cold (November) n.a. n.a.
3 2 1:3 (1 d/3 d) Cold (March) Mild (October) Warm (August)
4 2 3:1 (3 d/1 d) Warm (July) Cold (January) Mild (September)
1 Duration of infiltration refers to the time water was pumped into the infiltration area. Depending on the infiltration
rate, ponding may have occurred longer. 2 Cold climate (Temperature < 10 ◦C, Humidity 85%, Solar radiation
< 34 W/h), mild climate (Temperature 10 ◦C to 17 ◦C, Humidity 83%, Solar radiation 34 to 230 W/h), and warm
climate (Temperature > 17 ◦C, Humidity 79%, Solar radiation > 230 W/h)
The spatial and temporal distribution of soil moisture for every setup was measured by a tensiometer
(tensio160, UGT GmbH) and a water content probe (UMP-1, UGT GmbH) each in 0.3 m (upper layer—UL)
and in 0.7 m depth (lower layer—LL) below the center of the infiltration basin. The water content probes
have a measurement volume of 1 L and probes were not installed in the column.
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2.2. Statistical Evaluation of Infiltration Experiments
Only data from complete HLCs were used and if incongruences could be attributed to human or
technology failure, the data from a cycle was not regarded in the statistical analysis. HLC were further
separated into wetting phases (time of infiltration) and subsequent drying phases.
To evaluate the performance of the laboratory setups compared to the FIU, the statistical parameters
root mean square error (RMSE) and Nash–Sutcliffe coefficient (NSE) were calculated. The RMSE is a
measure of the exactness of the model using accurate units (Equation (1)). RMSE values close to zero













where ψ =measured pressure head, ψp = predicted pressure head, and N = the number of data points.
The NSE determines the relative magnitude of residual variance compared to the variance of
measured data [30]. For an NSE over zero, the model results are more accurate than the mean of













where ψ =mean of observed pressure head data.
For each HLC, the minimum and mean tension values of the wetting phase and the maximum
tension values of the drying phase were determined and illustrated with R software [31]. The software
was further used to calculate the mean differences between FIU and laboratory experiments.
Next to simple multipliers or addends, linear regression was used to predict the value of an
outcome variable [32]. In this case, the FIU tension values, ψF, were predicted based on the input
predictor variables, ψL, which are the tension measurements of the laboratory experiments (tank and
column). The aim was to establish a mathematical formula (Equation (3)), so when only the predictor
values ψL are known, the tension values of the FIU can be estimated.
ψF = β1 + β2 ×ψL + ǫ, (3)
where the regression coefficients are β1 (intercept) and β2 (slope) and ǫ is the error term.
The calculated mean differences and regression functions were then used to adapt the laboratory
tension values and compare those to the measured tension values of the FIU. Representativeness of
the function and coefficients was assessed by calculation of NSE and RMSE. The adapted laboratory
values were mapped with a 95% confidence interval. In a second step, the regression factors calculated
from the laboratory tension measurements of scenario 1 were used to adapt the laboratory tension
measurements of scenario 2 and compare those to the respective FIU measurements to assess their
representativeness for various scenarios.
3. Results
3.1. General Comparison of Experimental Data
Comparing the tension measurements in the different experimental setups depicts similarities
in hydraulic behavior. A relatively steady infiltration phase follows a rapid wetting phase. Drying
consists of fast draining followed by a slower drainage phase (Figure 2). Differences lie within the
maximum and minimum tension values and within the increase and decrease of the slope tension.
For the FIU measurements in scenario 1, an almost periodic interference can be detected, specifically
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during the drying phase. After analyzing the results from this scenario, the field site was covered with
a roof. Scenario 2 depicts that this measure dampened the effects of rain and temperature variation as
less periodic interference can be observed.
Figure 2. Tension measurements of laboratory experiments (tank and column) compared to field
measurements in 0.3 m (UL—upper layer) and 0.7 m (LL—lower layer) depths for scenarios 1 and 2.
Column values always range below those of the tank and FIU values. They also show the largest
difference between tension values of the upper and the lower layer. This is contrary to the tank
experiment, where tension values in the upper and lower layer are similarly high. In the FIU, a small
yet distinct difference between values of the upper and the lower layer can be observed.
The wetting phase of the FIU experiments can be reproduced reasonably well by the tank
experiment. Here, tank and FIU values range around 0.7 kPa, whereas column values rank distinctively
lower around zero kPa.
Tension values in the tank and soil column are in similar ranges during the drying phase in the
upper layer, whereas FIU measurements tend to be over one kPa higher. The dry phase in the lower
layer shows that, after an initial increase, values of tension are almost constant in the tank, whereas
in the FIU values continue to incline. Column values of tension also stay constant during the dry
phase but are almost 1.5 kPa lower than those of the other experimental units. The RMSE error always
shows more than 0.4 kPa lower values for the comparison of FIU and tank than of FIU and column,
indicating that the tank setup produces a more accurate representation of the FIU. The calculated NSE
supports this statement, as all NSE values for the column study are below zero, demonstrating a weak
representativeness of the column values for the FIU.
To gain further insight into the tension behavior of each experiment, mean values as well as
maximum and minimum tension values were compared over the course of the experiments (Figure 3 and
Supplementary Figure S1 for scenario 1). The results emphasize that the tank and FIU measurements
were relatively close during the wetting phase, ranking around 1 kPa, and the column study produced
significantly lower tension values. During the drying phase, the FIU seemed to drain stronger than the
laboratory experiments.
Some of the values calculated show a distinct temporal behavior. The most significant change over
time is eminent for the tension behavior in the lower layer during the wetting phase. The minimum
tension values of the column increase about 1 kPa. For the other experimental setups, a less steep
increase can be observed. During the drying phase, the maximum tension values stayed relatively
constant over the course of the experiment for all depths and setups.
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Figure 3. Calculation of mean and minimum tension values during the wet phase and maximum
tension values during the dry phase for every cycle of scenario 2.
3.2. Influence of Setup Settings on Comparison
To investigate the influence of different experimental setup parameters on the results, we compared
the results obtained from infiltration in different soils and under different climate conditions.
The parameters used for comparison included the water content, tension, and parameters calculated
from these measurements.
Results from infiltration scenarios with the second soil are depicted in Figure 4. Compared to the
soil discussed above, this soil was siltier. Thus, the hydraulic conductivity of soil 2 was reduced by a
magnitude of 10 and led to the minimum and, especially, the maximum tension values ranking up to
2 kPa higher than the values for soil 1. It further caused a drying phase with a much clearer difference
in tension behavior between the upper and the lower layer shown for all setups and scenarios. Tension
in the lower layer was more than 1 kPa higher than in the upper layer, and in case of the 3-day drying
phase of scenario 3, the difference became larger than 2 kPa.
Figure 4. Tension measurements of laboratory experiments (tank and column) compared to field
measurements in 0.3 m (UL—upper layer) and 0.7 m (LL—lower layer) depths for scenarios 3 and 4.
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Differences that have been attributed to setup modifications are also evident. Same as for
soil 1, the FIU and tank values during the wetting phase were relatively close, ranking between
1.7–2 kPa. The column values were always more than 1 kPa lower during this phase, confirming the
above-mentioned hypothesis. Same as above, for soil 2 the column and tank drying behavior was
very similar, with a rapid drying phase in the LL followed by an almost constant tension behavior.
However, column values ranked only slightly lower than tank values. Differences between laboratory
and FIU values became even stronger during this phase than the ones shown in Figure 2, with tension
values up to 2 kPa lower in the FIU.
While air temperature and humidity were kept constant for the laboratory experiments, the
FIU was influenced by the local climate. To assess the influence of the climate on water flow in the
unsaturated zone, the experiments were repeated for three different climate scenarios (compare Table 1,
column 4–6). Results show that the difference between measurements of the FIU and tank was much
larger than the difference of FIU water content measurements under different climates (Figure 5).
In the deeper layer, the influence of climate was only visible during the wet phase, where the water
content measured under the cold climate was slightly higher than the water content of the experiments
conducted under the other climates. The difference to the tank measurements was much more distinct,
where during the wet phase water content dropped to 22%, compared to 28% in the FIU. In the lower
layer, the dry phase showed no difference between field climates and the tank values are relatively
close. However, draining remained relatively constant in the tank after an initial drop, whereas in the
FIU a decreased but continuing draining could be observed.
 
Figure 5. Comparison of water content measurements for three different climate types in the field (cold,
mild, warm) and laboratory data (tank) for scenario 3 in (a) 0.3 m depth and (b) 0.7 m depth.
In the upper layer, the influence of climate on the water content became more visible, with the
drying phase showing 3% higher water content for the warm climate. Again, the difference to tank
values was much more distinct with water content values during the wet phase, dropping to 22% after
initially being as high as the FIU values. The largest difference could be observed during the drying
phase, where values were more than 5% below those of the FIU.
The influence of the experimental setup itself can be well observed, when assessing the arrival
times of the wetting front at 0.7 m depth (Figure 6), which was calculated as duration from infiltration
start to the start of tension decrease. While in the tank and the FIU the arrival time of the wetting front
increased over time by more than 100%, the arrival time in the column experiment stayed constant
over time. This behavior was detected, even though all systems showed signs of clogging, with the
tank and the column experiment having to be aborted due to ponding overflow.
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Figure 6. Flow time between soil surface and 0.7 m depth for (a) scenario 3 and (b) scenario 4. Scenarios
were aborted when overflow was detected, leading to different numbers of cycles for the setups
(adapted from Fichtner et al. [27]).
3.3. Usability of Results for Water Flow Estimation through Laboratory Experiments
The RMSE and NSE in Figure 2 showed that the representativeness of laboratory values for the FIU
was limited. We conducted an analysis for scenario 1 for predictors that could increase the statistical
representativeness looking into regression functions as well as multipliers and addends. As tension
values for the wet phase are relatively constant, an addend was calculated for the difference between
mean laboratory and FIU values. This value was calculated to be 0.1 kPa (upper layer) and −0.1 kPa
(lower layer) for the tank values and 0.9 kPa (upper layer) and 1.4 kPa (lower layer) for the column
values. These coefficients were added to all laboratory tension values of the wet phase.
For the dry phase, a regression analysis was conducted comparing different regression models
(linear, quadratic, and cubic), multipliers, and addends. The linear regression model always produced
the smallest RMSE. The regression function comparing upper layer tension in tank and FIU was
y = 1.6 + 0.7x and y = 2.1 + 0.6x for the column and FIU, respectively. Applying the addend and
regression function, the NSE was improved in both cases, for the tank from 0.8 to 0.9 and for the
column from −0.4 to 0.9 (compare Figure 2), indicating a very good match between the FIU and the
adapted laboratory data. The RMSE decreased from 0.5 to 0.4 kPa for the tank experiment and from
1.2 to 0.4 kPa for the column measurement (Supplementary Figure S2).
The regression functions and addends retrieved from analyzing scenario 1 were further used to
adapt the measured laboratory data of scenario 2 to assess their representativeness for scenarios with
differing boundary conditions. In this case, the climate and the length of the cycles changed (Table 1).
The results depicted in Figure 7 show a good representativeness of the calculated predictors.
Before, the laboratory data was visibly below the FIU measurements but through utilization of the
regression function, the measurements could be well adapted to fit the FIU values. For the drying
phase, most FIU values lay within the confidence interval of the laboratory values that were adapted
by the predictors. The difference mapped in Figure 7 was calculated by subtracting the FIU and the
adapted laboratory tension values. For the drying phase, the difference shows values close to zero.
This was also represented in the RMSE, which decreased significantly from 1.1 to 0.3 kPa (tank) and
from 1.7 to 0.5 kPa (column). The biggest errors were obtained during the wetting phase and the rapid
shifts from infiltration to drying and vice versa.
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Figure 7. Tension measurements of the upper layer during scenario 2 for (a) the FIU/tank and (b) the
FIU/column experiments and the adapted laboratory tension values by regression function, with a 95%
confidence interval (Fit).
4. Discussion
The setup of the laboratory experiments caused distinct differences compared to the FIU
measurements. Dimensionality, the lower boundary condition, sidewall flow, and climate are factors
that could be identified as reasons for the differences shown by the statistical parameters.
The dimensionality of the column led to restricted lateral flow and, thus, an overall higher degree
of saturation in comparison with the 3D experiments. It further stimulated the entrapment of air
during intermittent infiltration, which could not escape laterally. Entrapped air can lead to reduced
hydraulic conductivity and a further increased degree of saturation [33–35]. Studies showed that
this effect becomes less prominent for homogenous soils [36], as well as for coarse soils, where air
can escape upwards [37]. Air entrapment becomes stronger the finer the soils [37]. Thus, the higher
silt content of the second soil could have increased the effect of air blockage and respective higher
saturation degree. This would lead to a more distinct difference between the tension values from the
laboratory experiments and the FIU.
The lower tension measurements in the deeper layers of the laboratory experiments can be
attributed to the free drainage boundary condition [20]. Water starts percolating from the drainage
layer only after full saturation has been reached, leading to the build-up of a capillary fringe that can
be up to 30 cm thick for sandy soils [38]. The siltier second soil could lead to an even higher built-up
of the capillary fringe [38]. Since the measurement point in the lower layer is only 16 cm above the
drainage, an influence of the capillary fringe is highly probable. The constant tension levels in the
laboratory experiments further point to the restricted free outflow at the bottom. In the FIU, dewatering
continues after the initial phase of rapid drainage. In the laboratory experiments, when during the
drying phase no water flows in from the top layer, the degree of saturation at the bottom of the profile
was insufficient to activate percolation into the drainage layer. Thus, some water remained in the lower
layer of the experimental setup. This effect is amplified in the column where restricted lateral flow in
combination with constrained drainage led to a significantly higher water filled pore space of the soil.
The constant arrival times of the wetting front in the column experiment could be triggered
by preferential flow paths, such as sidewall flow. This effect is especially prominent in 1D-systems,
where side walls are close to the measurement points and can potentially influence water flow
measurements [20,21]. Here, flow time estimation through column studies is clearly limited, while
tank studies show similarities to FIU measurements. Still, tank and FIU data differs in the intensity
of flow time increase, indicating that general flow mechanisms are comparable, but a quantitative
analysis cannot be made. Wall effects are also a cause for the phase changes, during wet-dry cycles,
that were not exactly met by the different setups (Figure 7). Preferential flow paths and fingering could
also trigger this behavior.
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The water content measurements of the tank and FIU coincide with the tension measurements
in terms of temporal reaction to infiltration events and to the subsequent drying (Figures 4 and 5).
Assuming similar water retention curves for FIU and tank, the tension measurements would indicate,
however, that water content in the FIU must always be below that measured in the tank. Results
shown in Figure 5 do not confirm this hypothesis. In fact, water content in the tank ranks only above
FIU values during the drying phase in 0.7 m depth. This has two implications, as follows: (1) Water
retention curves for the FIU and tank experiment are different even though the same soil was used
and (2) the lower boundary condition in the tank enforces atypical water flow behavior, as, due to
capillary fringe and air entrapment, the water content is higher than expected compared to the field
measurements. The differences in soil water retention might be attributed to different methods of soil
compaction, which were done manually in the laboratory and with the help of a vibrating plate in
the field. In both cases, inconsistency in the compacting process can be assumed. The effects of soil
compaction on reduced hydraulic conductivity and changing water retention curves have been widely
discussed in literature [39–41].
Even though differences originating from the setup were apparent, changes in water flow behavior
caused by the distinct soil types were reflected and well visible in all experimental systems. Thus,
investigations concerning the influence of soil type on general water transport behavior during MAR
could be undertaken with all experimental setups. Specific quantitative investigations, e.g., the arrival
times of the wetting front for clogging indication, where not well represented by the column studies,
where preferential flow overlapped the general flow pattern. Here, tracer experiments should be
preferred. A study for clogging assessment through tracers provided comparable results in all three
experimental systems [27].
The influence of climate could be noted in the field experiments, where the more intense drying
must be attributed to evaporation and temperature-dependent processes, such as bioclogging and
viscosity effects, lead to changes in water flow patterns [25,42]. Compared to the issue of setup and
scaling, the influence of climate on water flow was secondary (Figure 5). Thus, it can be argued that
laboratory flow experiments with climatic representation would have led to setup-related uncertainties
that overlapped the climatic indications. In this context, installing the laboratory setup to mimic
climatic conditions might not be worthwhile considering the cost-benefit aspect. However, when the
study’s focus is on bioclogging or water quality aspects, climate-influenced laboratory experiments
have their merits.
Using statistical indicators such as addends and regression functions proved to increase the
quantitative match of tension measurements from the laboratory and the FIU. The prerequisite for
the methodology is the availability of one data set of measurements from equal FIU and laboratory
experiments. Most often, laboratory and field experiments are not run in parallel and this method
cannot be applied. However, if a larger set of experiments is required, one dataset retrieved from
identical field and laboratory experiments could limit subsequent experiments to the laboratory and
results could be extrapolated to the field. This can be helpful as, in general, field experiments are
costlier and there are underlying regulations, permissions, and boundary conditions, such as climate,
that cannot be influenced by the MAR site planners. Based on limited field data, a series of experiments
can be executed in the laboratory and the results can be extrapolated to the field.
5. Conclusions
All three experimental systems can be used to reproduce hydraulic behavior in the vadose zone
during MAR experiments. However, minimum and maximum tension values retrieved from column
studies and maximum tension values retrieved from tank studies are not reliable for representation
of the FIU. Thus, primarily qualitative statements can be made from the results of the laboratory
experiments. Quantitative assessment would lead to over- or underestimation of water content/
tension behavior.
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For in-depth analysis of the infiltration processes, 3D experiments, such as tanks, deliver
representations that are more realistic. Column studies are restricted by their dimensionality, but their
advantage lies within the cost- and time-effectiveness, as well as their potential to give an initial
assessment of processes relevant for MAR site optimization. The extent of the field site used in this
study is still far from a fully implemented MAR scheme. With increasing size, site characteristics
and boundary conditions become more heterogeneous. While laboratory and field experiments are
beneficial for providing indications for the behavior of a full-scale MAR scheme, the usability of a field
site must be determined by infiltration tests on a large pilot scale.
Supplementary Materials: The following are available online at http://www.mdpi.com/2076-3417/9/18/3652/s1,
Figure S1: Calculation of mean and minimum tension values during the wet phase and maximum tension values
during the dry phase for every cycle of scenario 1, Figure S2: Tension measurements of the upper layer during
scenario 1 for (a) FIU/ tank and (b) FIU/ column experiments and adapted laboratory tension values by regression
function with 95% confidence interval (Fit).
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In der Schriftenreihe „Beiträge zu Abfallwirtschaft/Altlasten“ des Institutes für Abfall- und 
Kreislaufwirtschaft sind folgende Bände erschienen: 
 
       Preis EUR 
 zzgl. Porto und Versand 
 Erstes Abfall- und Altlastenkolloquium – Altholzseminar vergriffen 
Band 1  Möglichkeiten und Grenzen der Verbrennung von landwirtschaftlichen 
Reststoffen und Nebenprodukten für die Kalkproduktion 
vergriffen 
Band 2 Steuerungsmöglichkeiten abfallwirtschaftlicher Gebühren vergriffen 




Band 4 Langzeitverhalten von Deponien vergriffen 
Band 5 Steuerungsmöglichkeiten abfallwirtschaftlicher Gebühren in 
Großwohnanlagen 
vergriffen 
Band 6 6 Jahre Verpackungsverordnung – eine Zwischenbilanz vergriffen 
Band 7 Anaerobe biologische Abfallbehandlung begrenzt 
kostenlos 
Band 8 125 Jahre geordnete Müllabfuhr in Dresden vergriffen 
Band 9 Thermische Abfallbehandlung Co-Verbrennung vergriffen 
Band 10 Ein Simulationsmodell des Kompostierungsprozesses und seine 




Band 11 Auswirkungen der Konzentratrückführung nach der Membranfiltration 
auf die Sickerwasserneubildung von Hausmülldeponien 
vergriffen 
Band 12 Anaerobe biologische Abfallbehandlung 
Erfahrungen – Konzepte – Produkte 
vergriffen 
Band 13 Stoffstrommanagement für Abfälle aus Haushalten  vergriffen 
Band 14 Langzeitemissionsverhalten von Deponien für Siedlungsabfälle in den 
neuen Bundesländern 
vergriffen 
Band 15 Untersuchungen zum Säurepufferungsverhalten von Abfällen und zur 
Stofffreisetzung aus gefluteten Deponien 
begrenzt 
kostenlos 
Band 16 Brennstofftechnische Charakterisierung von Haushaltsabfällen vergriffen 
Band 17 Einfluss von Deponien auf das Grundwasser 
- Gefährdung, Prognose, Maßnahmen - 
vergriffen 
Band 18 Analytical Workshop on Endocrine Disruptors  vergriffen 
  
Band 19 Anaerobe biologische Abfallbehandlung 
Grundlagen – Probleme – Kosten 
begrenzt 
kostenlos 
Band 20 Thermische Abfallbehandlung 2002 vergriffen 
Band 21 Einfluss der getrennten Sammlung von graphischem und 
Verpackungspapier auf den Schadstoffgehalt im Altpapier am Beispiel von 
Pentachlorphenol und Polycyclischen Aromatischen Kohlenwasserstoffen 
vergriffen 
Band 22 Die „ökologische Wertigkeit der Entsorgung“ unter Berücksichtigung des 
Transportaspektes am Beispiel Altkühlgeräte im Land Brandenburg 
vergriffen 
Band 23 Endokrin wirksame Substanzen in Abwasser und Klärschlamm Neueste 
Ergebnisse aus Wissenschaft und Technik  
begrenzt 
kostenlos 
Band 24 Ökologische Bilanzierung von Verwertungsverfahren für Trockenbatterien vergriffen 
Band 25 Untersuchungen zur Verdichtung von Restabfall mittels Kompaktoren  vergriffen 
Band 26 Ein neues Probenahmemodell für heterogene Stoffsysteme begrenzt 
kostenlos 
Band 27 Schwermetalle in Haushaltsabfällen – Potenzial, Verteilung und 
Steuerungsmöglichkeiten durch Aufbereitung 
vergriffen 
Band 28 Third International Conference on Water Resources and Environment 
Research (3 Bände) 
vergriffen 
Band 29 Mikrobielles Abbaupotential im Untergrund begrenzt 
kostenlos 
Band 30 Endokrin aktive Stoffe im Klärschlamm begrenzt 
kostenlos 
Band 31 First European Conference on MTBE vergriffen 
Band 32 Anaerobe biologische Abfallbehandlung 
– Neue Entwicklungen – 
vergriffen 
Band 33 Potenzial technischer Abwasser- und Klärschlammbehandlungsverfahren 
zur Elimination endokrin aktiver Substanzen  
26,00 
Band 34 Verhalten der endokrin wirksamen Substanz Bisphenol A  
bei der kommunalen Abwasserentsorgung  
26,00 
Band 35 Trockene Tonne – Neue Wege und Chancen einer gezielten stofflichen 
Verwertung 
15,00 
Band 36 Comparative Evaluation of Life Cycle  
Assessment Models for Solid Waste Management 
10,00 
  
Band 37 Abfallkennzahlen für Neubauleistungen im Hochbau 10,00 
Band 38 Endokrin aktive Stoffe in Abwasser und Klärschlamm 30,00 
Band 39 Handbook on the implementation of Pay-As-You-Throw  
as a tool for urban waste management 
vergriffen 
Band 40 Thermische Abfallbehandlung 2005 vergriffen 
Band 41 Anforderungen an die Aufbereitung von Siedlungs- und 
Produktionsabfällen zu Ersatzbrennstoffen für die thermische Nutzung in 
Kraftwerken und industriellen Feuerungsanlagen 
30,00 
Band 42 Perspektiven von Deponien – Stilllegung und Nachnutzung 
nach 2005 
30,00 
Band 43 Verfahren zur Herstellung und zum Einbau Kornskelett-integrierter-
Erdstoffabdichtungen unter Vakuumeinfluss  
30,00 
Band 44 Restabfallmengen aus privaten Haushalten in Sachsen – Entwicklung 
eines abfallwirtschaftlichen Simulations- und Prognosemodells 
30,00 
Band 45 Effizienz-Modell zur Bewertung der Transportlogistik in der 
Abfallwirtschaft 
30,00 
Band 46 Anaerobe biologische Abfallbehandlung 
- Entwicklungen, Nutzen und Risiken der Biogastechnologie - 
30,00 
Band 47 Analytik und Freisetzungsverhalten von Chlor in abfallstämmigen 
Brennstoffen 
30,00 
Band 48 Das ElektroG und die Praxis   
 Monitoring – Erstbehandlung – Technik 
30,00  
Band 49 Resource Efficiency Strategies for Developing Countries 30,00 
Band 50 Thermische Abfallbehandlung 2007 30,00 
Band 51 Untersuchungen zur Qualifizierung der Grundwasserimmision von 
polyzyklischen aromatischen Kohlenwasserstoffen mithilfe von passiven 
Probennahmesystemen 
30,00  
Band 52 Abfallwirtschaft und Klimaschutz   
Emissionshandel-Emissionsminderung-Klimaschutzprojekte 
30,00  
Band 53 Wirbelschichttechnik in der Abfallwirtschaft 30,00 
Band 54 EBS – Analytik – Anforderungen – Probleme – Lösungen 30,00 
Band 55 Improvements of Characterization of Single and Multisolute Absorption of 
Methyl tert-Butyl Ether (MTBE) on Zeolites 
30,00  
  
Band 56 Proceedings MGP 2008   
 Redevelopment, Site Management and Contaminant Issues of former 
MGP’s and other Tar Oil Polluted Sites 
30,00 
Band 57 Anaerobe biologische Abfallbehandlung 
-Neue Tendenzen in der Biogastechnologie 
30,00 
 
Band 58 Leitfaden Natürliche Schadstoffminderung bei Teerölaltlasten. KORA-
Themenverbund 2 
begrenzt 
kostenfrei   
Band 59 VON NANO-TECH BIS MEGA SITES. Forschung am IAA 30,00  
Band 60 II. EBS – Analytik Workshop  - Qualitätssicherung und Inputkontrolle -  30,00  
Band 61 4. Symposium Endokrin aktive Stoffe in Abwasser, Klärschlamm und 
Abfällen 
30,00  
Band 62 Brennpunkt ElektroG                                                                                                            
Umsetzung - Defizite - Notwendigkeiten 
30,00  
Band 63 Umweltverträgliches und kosteneffizientes Bodenmanagementsystem 30,00 
Band 64 Untersuchungen zur Quellstärke verschiedener Abfallstoffe 30,00 
Band 65 15. Fachtagung Thermische Abfallbehandlung 2010 39,00 
Band 66 III. EBS – Analytik Workshop 30,00 
Band 67 Anaerobe biologische Abfallbehandlung 
- Aktuelle Tendenzen, Co-Vergärung und Wirtschaftlichkeit - 
30,00 
Band 68 Untersuchungen zum anaeroben Abbau proteinreicher Reststoffe 30,00 
Band 69 Schwermetalle aus Elektroaltgeräten und Batterien im  
kommunalen Restabfall 
30,00 
Band 70 German-Vietnamese Platform for Efficient Urban Water Management        kostenlos 
als CD 
erhältlich 
Band 71 Siloxane in mechanisch-biologischen Abfallbehandlungsanlagen 30,00 
Band 72 Charakterisierung und Verbrennung von Shredderleichtfraktionen in 
einer stationären Wirbelschicht 
30,00 
Band 73 Integrated Water Resources Management in Vietnam – Handbook for a 
sustainable approach 
30,00 
Band 74 – 
   
30,00 




Band 76 Nutzung von NA-Prozessen zur Sanierung MTBE-belasteter Grundwässer 
am Beispiel des Referenzstandortes Leuna, Sachsen –Anhalt 
30,00 
Band 77 Vermeidung von Treibhausgasemissionen durch Steigerung der 
Energieeffizienz deutscher Müllverbrennungsanlagen 
30,00 
Band 78 Strategic Directions and Policy Options for Hazardous Waste Management 
in Thailand 
30,00 
Band 79 20 Jahre Abfallwirtschaft, Herstellerverantwortung, Produktpolitik /  
20 years Waste Management, Producer Responsibility, Product Policy 
30,00 
Band 80 SILOXANE - Siliziumorganische Verbindungen in der Abfallwirtschaft 30,00 
Band 81 8. Biogastagung Dresden - Biogas aus Abfällen und Reststoffen 30,00 
Band 82 Biogas and Mineral Fertiliser Production from Plant Residues of 
Phytoremediation 
30,00 
Band 83 Guidelines for a sustainable restoration, stabilisation and management 
of lakes in the tropics  
30,00 
Band 84 Entwicklung eines Schnelltestsystems zur Bestimmung 
brennstoffrelevanter Parameter von Ersatzbrennstoffen 
30,00 
Band 85 A Laboratory Simulation of Municipal Solid Waste Biodegradation in 
Landfill Bioreactors 
30,00 
Band 86 Potentials and Limitations of Energy Recovery from Municipal Solid Waste 
in Vietnam 
30,00 
Band 87 Risk-Based Management of Chemicals and Products in a Circular Economy 
at a Global Scale  
30,00 
Band 88 Biokunststoffe in Verwertung und Recycling 30,00 
Band 89 The effect of sediment removal on selected processes of nitrogen cycle in 
Hoan Kiem Lake (Hanoi, Vietnam) 
30,00 
Band 90 Nachhaltiger Umgang mit nicht erneuerbaren Ressourcen - 
Stoffstrommanagement als Verbindung zwischen Abfallwirtschaft und 
Chemiepolitik  
30,00 
Band 91 Evaluation of informal sector activities in Germany under consideration of 
electrical and electronic waste management systems 
30,00 
Band 92 9. Biogastagung Dresden - Anaerobe Biologische Abfallbehandlung 2013 30,00 
Band 93 Recycling von PVC aus Kunstoffabfällen mit Hilfe des Carbidprozesses 30,00 
Band 94 Modellierung von Strömungs- und Stofftransportprozessen bei 
Kombination der ungesättigten Bodenzone mit technischen Anlagen. 
30,00 
Band 95 Untersuchungen zur Biofiltration flüchtiger Methylsiloxane 30,00 
  
Band 96 Desintegration und anaerobe Verwertung bioabbaubarer Biokunststoffe 30,00 
Band 97 10. Biogastagung Dresden - Anaerobe Biologische Abfallbehandlung 2015 30,00 
Band 98 n.n. (Veröffentlichung folgt)  
Band 99 Entwicklung und Implementierung einer Methodik zur Erfassung der 
Grünschnittpotenziale von Siedlungs- und Verkehrsflächen in kommunale 
Verwertungsstrukturen 
30,00 
Band 100 Review of arsenic contamination and human exposure through water and 
food in rural areas in Vietnam Hanoi  
30,00 
Band 101 11. Biogastagung Dresden (21./22. September 2017): 
Anaerobe biologische Abfallbehandlung – Innovationen und 
Internationalisierung 
30,00 
Band 102 Modellgestütztes Monitoring von Störungen der Prozessbiologie in 
Biogasanlagen  
30,00 
Band 103 Managed Aquifer Recharge Assessment to Overcome Water Scarcity 
During the Dry Season in Costa Rica 
30,00 
Band 104 Abfallvergärungstagung 11.-13. März 2019 in Dresden 30,00 
Band 105 The Impact of Membrane Fouling on the Removal of Trace Organic 
Contaminants from Wastewater by Nanofiltration 
30,00 
Band 106 New advances in the assessment of managed aquifer recharge through 
modelling 
30,00 
Band 107 Institutions, Groundwater Resources and Climate Change Adaptation in 
Northern Ghana 
30,00 
Band 108 Infiltration capacity assessment of managed aquifer recharge spreading 
basins under variable climates 
30,00 
 
Die vergriffenen Bände 16, 27, 31, 32 und 39 können als CD zum Preis von 15,- € + 
Porto und Verpackung versendet werden. 
Bestelladresse: Forum für Abfallwirtschaft und Altlasten e. V. 
   c/o Technische Universität Dresden 
   Pratzschwitzer Straße 15 
   01796 Pirna 
   Germany 
   Tel.: +49 351 463 441 38 
   Fax: +49 351 463 441 17 
   E-Mail: forum@mail.zih.tu-dresden.de 
