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The SOAR method for computing an orthonormal basis of a second-order Krylov subspace can be nu-
merically unstable (see Lu et al. (2016)). In the Two-level orthogonal Arnoldi(TOAR) procedure, an al-
ternative to SOAR, the problem of instability had circumvented. A stability analysis of the second-order
Krylov subspace’s orthonormal basis in TOAR with respect to the coefficient matrices of a quadratic
problem remain open; see Lu et al. (2016). This paper proposes the Improved-TOAR method(I-TOAR)
and solves the said open problem for I-TOAR.
Keywords: Second-order Krylov subspace, Second-order Arnoldi procedure, Backward Stability, Model
order reduction, Dynamical systems.
1. Introduction
Large-scale quadratic problems are ubiquitous in Linear stability analysis, Model order reduction, Dissi-
pative acoustics, and Constraint least squares problems; See Singh et al. (2016); Bermudez et al. (2000);
Gander et al. (1989); Sima et al. (2004), and Huitfeldt & Ruhe (1990). We suggest the readers refer
Tisseur & Meerbergen (2001) for other applications. Two approaches are well-known to solve quadratic
eigenvalue problems and quadratic system of equations. One approach finds an appropriate linearization
that results in linear eigenvalue problems or a linear system of equations. Another approach projects
larger sparse quadratic problem onto a lower dimensional subspace, and subsequently produce a small,
dense QEP or a system of equations. The first approach has a drawback that it increases the condition
number due to linear problems of double the size; see, e.g., Hwang et al. (2003). The popular methods
such as Residual inverse iteration, Second-Order Arnoldi (SOAR), and Two-level orthogonal Arnoldi
(TOAR) methods follow the second approach; See Bai & Su (2005b); Neumaier (1985); Meerbergen
(2001), and Lu et al. (2016).
For the given quadratic problem, The SOAR method constructs an orthonormal basis of a second-
order Krylov subspace using a recurrence relation an analog to that in the Arnoldi method. It also
generates a non-orthonormal basis of a Krylov subspace associated with the corresponding linear prob-
lem. To do this, SOAR requires a solution of a triangular linear system, ill-conditioned, in general.
Though this causes numerical instability, the SOAR method found applications in Quadratic eigenvalue
problems, Structural acoustics analysis, and Model order reduction of second-order dynamical systems,
etc. (see Yang (2005), Puri & Morrey (2013), and Bai & Su (2005a) for further information).
Zhu (2005) and Su et al. (2008) proposed the Two-Level orthogonal Arnoldi(TOAR) method to over-
come the instability problem in SOAR. As the name suggests, the Gram-Schmidt orthonormalization
procedure involved in the two levels of TOAR; in the first and the second levels to construct orthonor-
mal bases for the second-order Krylov subspace and the associated linear Krylov subspace, respectively.
Lu et al. (2016) proved under some mild assumptions that TOAR with partial reorthogonalization is
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backward stable to compute an orthonormal basis of associated linear Krylov subspace. However, sim-
ilar stability analysis for the second-order Krylov subspace with respect to the coefficient matrices of a
quadratic problem left open; see the Concluding Remarks in Lu et al. (2016).
In this paper, we are proposing the Improved TOAR(I-TOAR) method. The I-TOAR method im-
proves TOAR in constructing an orthonormal basis of a second-order Krylov subspace. The proposed
improvement is necessary in the TOAR method to solve the said open problem. Using I-TOAR, this
paper does the stability analysis for the second-order Krylov subspace with respect to the coefficient
matrices of a quadratic problem.
This paper is organized as follows. In Section-2 we briefly discuss the SOAR and TOAR meth-
ods and establish relations between the matrix Qk and submatrices of Uk those generated by the TOAR
method. Then, Section-3 presents theoretical results those motivated to improve TOAR. Section-4 pro-
poses the I-TOAR(ImprovedTOAR) algorithm and discusses its implementation details. Section-5 does
rigorous backward error analysis of I-TOAR in terms of coefficient matrices in quadratic problems for
computing an orthonormal basis of a second-order Krylov subspace. Section-6 compares the results
of numerical experiments with an application of the TOAR and I-TOAR methods in the Model Order
Reduction of second-order dynamical systems. Section-7 concludes the paper.
2. SOAR and TOAR methods
Let A and B be matrices of order n, and r−1, r0 be vectors of length n. Then, a sequence of vectors
r1,r2,r3, · · · , satisfying the following recurrence relation,
r j = Ar j−1+Br j−2 for j > 1 (2.1)
is called a second-order Krylov sequence. The subspace
Gk(A,B;r−1,r0)≡ span{r−1,r0,r1, · · · ,rk−1} (2.2)
is called a kth second-order Krylov subspace. A second-order Krylov subspace can be embedded in the
linear Krylov subspace Kk(L,v0), for
L =
[
A B
I 0
]
and v0 =
(
r0
r−1
)
, (2.3)
where I is an Identity matrix of order n, for details refer to Lu et al. (2016).
Let a vector q1 be a linear combination of r−1, r0, and ‖q1‖ = 1. If a vector qk+1 at kth iteration
of SOAR is non-zero then it is orthogonal to the set of unit vectors generated in previous iterations.
Further, ‖qk+1‖ = 1. The non-zero column vectors of Qk+1 ≡ [q1 q2 · · · qk qk+1] form an orthonormal
basis for the second-order Krylov subspace Gk(A,B;r−1,r0). In SOAR, Pk := [p1, p2, · · · pk] is the matrix
satisfying the following relations:
AQk +BPk = QkTk + tk+1,kqk+1e
∗
k,
and
Qk = PkTk + tk+1,k pk+1e
∗
k,
where Tk is an upper Hessenberg matrix of order k. In compact form these relations can be written as
follows: [
A B
I 0
][
Qk
Pk
]
=
[
Qk
Pk
]
Hk + tk+1,k
(
qk+1
pk+1
)
e∗k .
3 of 22
Observe that the above equation is similar to the Arnoldi decomposition for the matrix L and the initial
vector v0.However, column vectors of a matrix
[
Qk
Pk
]
are non-orthonormal even though they form a basis
for the linear Krylov subspace Kk(L,v0). The SOAR method requires the solution of ill-conditioned
triangular linear system in order to avoid explicit computation of Pk. Consequently, this makes the
SOAR procedure numerically instable. To circumvent the instability an alternative method proposed in
Lu et al. (2016), the Two-level orthogonalization Arnoldi(TOAR) method.
The TOAR method starts with randomly chosen non-zero initial vector v0 :=
(
r0
r−1
)
. Then, it finds
a rank revealing QR decomposition of the matrix [r−1 r0]:
[r−1 r0] = Q1X ,
where Q1 and X are matrices of order n×η1 and η1× 2, respectively. If the vectors r−1 and r0 are
linearly independent then η1 = 2, otherwise η1 = 1. Following the MATLAB notation define
U1,1 := X(:,2)/‖v0‖ andU1,2 := X(:,1)/‖v0‖.
In TOAR the vector
(
Q1U1,1
Q1U1,2
)
forms an orthonormal basis for K1(L,v0). Henceforth, TOAR recursively
computes the matrices Qk, Uk,1, and Uk,2 using the relations in the following lemma; the Lemma-3.1 in
Lu et al. (2016).
Lemma 1 Let column vectors of V j ≡
[
Q jU j,1
Q jU j,2
]
form an orthonormal basis for K j(L,v0), for j =
k,k+ 1. Assume that the matrices Vk and Vk+1 are governed by the following Arnoldi decomposition of
order k :
LVk =Vk+1Hk+1, (2.4)
where Vk+1 is a matrix consisting Vk in its first k columns, and Hk+1 is an upper Hessenberg matrix of
order (k+ 1)× k. Then,
span{Qk+1}= span{Qk,r},
where r = AQkUk,1(:,k)+BQkUk,2(:,k). Furthermore,
(a) if r ∈ span{Qk}, then there exist vectors xk and yk such that
Qk+1 = Qk, Uk+1,1 = [Uk,1 xk], and Uk+1,2 = [Uk,2 yk]; (2.5)
(b) otherwise, there exist vectors xk, yk, and a scalar βk 6= 0 such that
Qk+1 = [Qk qk+1], Uk+1,1 =
[
Uk,1 xk
0 βk
]
, and Uk+1,2 =
[
Uk,2 yk
0 0
]
. (2.6)
Observe from the Lemma-1 that the column vectors of
[
Uk,1
Uk,2
]
are orthonormal as Qk have orthonor-
mal columns, and [
QkUk,1
QkUk,2
]
=
[
Qk
Qk
][
Uk,1
Uk,2
]
.
Also observe from the Lemma-1 that Uk,1 is an upper Hessenberg matrix if the first column of Uk,1 has
non-zero elements in the rows 1 and 2. But, it need not be an unreduced matrix. On the other hand,Uk,1
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is an upper triangular matrix when the order of a matrix U1,1 is 1. Similarly, it is easy to see that Uk,2
is an upper triangular matrix as U1,2 is either a matrix of order 1 or a matrix of order 2× 1 with a zero
element at the bottom. The following lines state this discussion in the form of a lemma.
Lemma 2 If the vectors r−1 and r0 are linearly independent, then Uk,1 is an upper Hessenberg matrix.
Otherwise, it is an upper triangular matrix. Uk,2 is always an upper triangular matrix.
Next, by using the equation (2.4), the following lemma proves that U∗k,1Q
∗
k(AQKUk,1+BQkUk,2)+
U∗k,2Uk,1 is an upper Hessenberg matrix.
Lemma 3 Let Qk, Uk,1, and Uk,2 be the same as in the Lemma-1. Then, the matrix U
∗
k,1Q
∗
k(AQKUk,1+
BQkUk,2)+U
∗
k,2Uk,1 is an upper Hessenberg matrix.
Proof. By considering the equation (2.4), we have
[
A B
I 0
][
QkUk,1
QkUk,2
]
=
[
Qk+1Uk+1,1
Qk+1Uk+1,2
]
Hk+1. (2.7)
Now, apply an inner product on both the sides with the matrix
[
QkUk,1
QkUk,2
]
. Furthermore, use the fact
from the Lemma- 1 that column vectors of V j ≡
[
Q jU j,1
Q jU j,2
]
are orthonormal for j = k,k+ 1 to get the
following:
U∗k,1Q
∗
k(AQkUk,1+BQkUk,2)+U
∗
k,2(Q
∗
kQk)Uk,1 = Hk, (2.8)
where Hk is a principal submatrix of order k from the top left corner of Hk+1, and is also an upper
Hessenberg matrix. Since coulmn vectors of Qk are orthonormal, the above equation proves the lemma.
Hence the proof is over. 
The following lemma will be helpful later. It derives a relation between the matrices Uk,1, Uk,2, and
the vectors xk, yk.
Lemma 4 LetUi,1 andUi,2 for i = k, k+ 1 be the same as in the Lemma-1. Then,U
∗
k,1xk =−U∗k,2yk.
Proof. Comparing the last n rows of both the sides of the equation (2.7) gives
QkUk,1 = Qk+1Uk+1,2Hk+1. (2.9)
Multiply both the sides of the above equation with Q∗k . Since the columns of Qk are orthonormal, this
gives
Uk,1 = [I 0]Uk+1,2Hk+1.
Moreover, by using the structure of Uk+1,2 from the equation (2.6), this implies
Uk,1 =Uk,2Hk + hk+1,kyke
∗
k
Thus,
U∗k,2Uk,1 =U
∗
k,2Uk,2Hk + hk+1,kU
∗
k,2yke
∗
k . (2.10)
Consequently, substituting this relation in the equation (2.8) gives the following:
U∗k,1Q
∗
k(AQkUk,1+BQkUk,2)+U
∗
k,2Uk,2Hk + hk+1,kU
∗
k,2yke
∗
k = Hk.
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Further, by usingU∗k,2Uk,2 = I−U∗k,1Uk,1, the above equation becomes as follows:
U∗k,1Q
∗
k(AQkUk,1+BQkUk,2)−U∗k,1Uk,1Hk =−hk+1,kU∗k,2yke∗k.
Now, compare the first n rows of both sides of the equation (2.4) to observe (AQkUk,1+BQkUk,2) =
Qk+1Uk+1,1Hk+1. By using this, the above equation gives
U∗k,1Q
∗
kQk+1Uk+1,1Hk+1−U∗k,1Uk,1Hk =−hk+1,kU∗k,2yke∗k .
As the column vectors of Qk are orthonormal, this implies
U∗k,1[I 0]Uk+1,1Hk+1−U∗k,1Uk,1Hk =−hk+1,kU∗k,2yke∗k .
Because of the structure of Uk+1,1 in Lemma-1, the above equation gives
U∗k,1[Uk,1 xk]Hk+1−U∗k,1Uk,1Hk =−hk+1,kU∗k,2yke∗k.
Finally, use Hk+1 =
[
Hk
hk+1,ke
∗
k
]
to get
U∗k,1Uk,1Hk + hk+1,kU
∗
k,1xke
∗
k −U∗k,1Uk,1Hk =−hk+1,kU∗k,2yke∗k .
Therefore,we have proved the lemma, since hk+1,k 6= 0. 
3. Improved TOAR method
In this section, we present a few results which are the ground for proposing the new algorithm, I-TOAR.
In I-ToAR, the computation of an orthonormal basis of a second-order Krylov subspace remains same
as in TOAR, except I-TOAR imposes an additional condition of orthogonality on the matrixUk,1. In the
following Lemmas, we will prove that imposing such a condition on Uk,1 promptsUk,2 to be a diagonal
matrix.
Lemma 5 Let the matrix QkUk,1 have orthogonal columns, and the columns of QkUk,2 are B− or-
thogonal. If A is symmetric, and U∗k,1Uk,1+U
∗
k,2Q
∗
kBQkUk,2 is an identity matrix, then a matrix Hk also
symmetric.
Proof. From the equation (2.7) we have
Q∗k(AQkUk,1+BQkUk,2) =Uk,1Hk + hk+1,kxke
∗
k.
Since the columns of Qk are orthonormal, the orthogonality of columns of QkUk,1 force the columns of
Uk,1 to be orthogonal. Now, multiply both the sides of the previous equation from the right with U
∗
k,1 to
get
U∗k,1Q
∗
k(AQkUk,1+BQkUk,2) =U
∗
k,1Uk,1Hk.
From the equation (2.9) note that QkUk,1 = Qk+1Uk+1,2Hk+1. On substituting this the above equation
gives:
U∗k,1Q
∗
kAQkUk,1+Hk+1
∗U∗k+1,2Q
∗
k+1BQkUk,2 =U
∗
k,1Uk,1Hk.
Since the columns of QkUk,2 are B− orthogonal, It satisfies the relation:
Hk+1
∗U∗k+1,2Q
∗
k+1BQkUk,2 = H
∗
k U
∗
k,2Q
∗
kBQkUk,2.
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Thus, the two previous equations together gives the following:
U∗k,1Q
∗
kAQkUk,1 =U
∗
k,1Uk,1Hk −H∗k U∗k,2Q∗kBQkUk,2.
Since A is symmetric,U∗k,1Q
∗
kAQkUk,1 also symmetric. This implies
(U∗k,1Uk,1+U
∗
k,2Q
∗
kBQkUk,2)Hk −H∗K(U∗k,1Uk,1+U∗k,2Q∗kBQkUk,2) = 0.
Now, use the fact that U∗k,1Uk,1 +U
∗
k,2Q
∗
kBQkUk,2 is an Identity matrix to conclude Hk is symmetric.
Hence, the proof over. 
The Lemma-5 envisages parallelizing the Symmetric TOAR (STOAR) procedure in Campos & Roman
(2016), by parallelly orthogonalizing columns of Uk,1 and B− orthogonalizing columns of QkUk,2, such
that U∗k,1Uk,1+U
∗
k,2Q
∗
kBQkUk,2 is an Identity matrix. Though this discussion is interesting, we do not
elongate it as latter distracts our attention from the paper. The following lemma generalizes the Lemma-
5 for non-symmetric QEP.
Lemma 6 Follow the notation of the Lemma-1. IfUk+1,1 is an orthogonalmatrix thenUk,2 is a diagonal
matrix.
Proof. As Uk+1,1 is an orthogonal matrix, its principal submatrix Uk,1 also orthogonal. Further, or-
thonormality of the column vectors of
[
Uk,1
Uk,2
]
implies U∗k,2Uk,2 is a diagonal matrix. Recall from the
equation (2.10) that U∗k,2Uk,1 = U
∗
k,2Uk,2Hk, provided U
∗
k,2yk = 0. Observe that U
∗
k,2yk = 0 follows from
the Lemma-4, and the equations (2.5), (2.6) on using the hypothesis that column vectors of Uk+1,1 are
orthogonal. Now, U∗k,2Uk,1 is an upper Hessenberg matrix as Hk and U
∗
k,2Uk,2 are upper Hessenberg and
diagonal matrices, respectively. Further, as Uk,1 is an upper Hessenberg matrix from the Lemma-1, this
is possible only whenUk,2 is a diagonal matrix. Therefore, the proof is complete. 
The above lemma is a base to propose I-TOAR method in the next section for constructing an
orthonormal basis of a linear Krylov subspace associated with the given quadratic problem.
4. Implementation
This section includes two subsections. The first subsection derives relations between entries of the
matrices those involved in the two successive iterations of I-TOAR. The second subsection will discuss
the Improved TOAR procedure to compute the compact Arnoldi factorization for the given QEP.
4.1 Matrices in two successive iterations of I-TOAR
Assume that the initial vectors r−1 and r0 are chosen randomly such that v0 :=
[
r0
r−1
]
6= 0. The I-TOAR
method computes a QR decomposition of the n× 2 matrix [r−1 r0] :
[r−1 r0] = Q1X ,
where Q1 is an orthonormal matrix of order n×α and X is a matrix of size α × 2. Here, α = 2, when
the vectors r−1 and r0 are linearly independent, otherwise α = 1. Now, define a matrix V1 as follows:
V1 =
1
γ
[
r0
r−1
]
=
1
γ
[
Q1X(:,2)
Q1X(:,1)
]
=
[
Q1
Q1
][
U1,1
U1,2
]
≡ Q[1]U1,
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where γ = ‖v0‖2, U1,1 = X(:,2)/γ, and U1,2 = X(:,1)/γ . After the initialization, we have Q1,U1, and
an empty 1× 0 Hessenberg matrix H1 = [ ].
Assume that we have the compact Arnoldi decomposition for k = j, j> 1. Similar to the TOARmethod,
I-TOAR enlarges this decomposition for k = j+1 by computing an orthogonalmatrix Q j+1= [Q j q j+1]
such that
span{Q j,q j+1}= span{Q j,r}, where r = AQ jU j,1(:, j)+BQ jU j,2(:, j). (4.1)
Thus, a vector q j+1 is given by:
q j+1 = (r−Q js)/β with s = Q∗jr, β = ‖r−Q js‖2. (4.2)
Here, it is assumed that β 6= 0. Note that, if β = 0, then deflation occurs and r ∈ span{Q j}. We state
this discussion in the form of the following lemma.
Lemma 7 Let for i = j, j + 1, column vectors of a matrix Qi form an orthonormal basis of a second-
order Krylov subspace at the ith iteration of I-TOAR. Then, In case of no deflation, Q j+1 = [Q j q j+1],
where q j+1 is given by the equation (4.2). Otherwise Q j+1 = Q j.
The following lemma establishes relations between the matrices Ui, i = j, j + 1 in the I-TOAR
method.
Lemma 8 Let Ui,1, Ui,2, i = j, j + 1 be matrices at the iterations j, j + 1 of I-TOAR and of the form
described in the equation (2.6). Then, entries of an upper Hessenberg matrix H j+1 in I-TOAR satisfies
the following relations:
h j = (U
∗
j,1U j,1)
−1U∗j,1s = (U
∗
j,2U j,2)
−1U∗j,2u =U
∗
j,1s+U
∗
j,2u, (4.3)
and
h2j+1, j = ‖s−U j,1h j‖2+ ‖u−U j,2h j‖2+β 2. (4.4)
where u =U j,1(:, j).
Proof. As column vectors of the matrix Qk+1 are orthonormal, observe the following relation from the
equations (2.7) and (4.1):
[
Q∗j+1r
Q∗j+1Q jU j,1(; , j)
]
=
[
U j+1,1
U j+1,2
]
H j+1(:, j). (4.5)
The I-TOAR method uses this relation to compute the matrices U j+1,1 and U j+1,2, which are of the
following form:
U j+1,1 =
[
U j,1 x j
0 β j
]
and U j+1,2 =
[
U j,2 y j
0 0
]
.
From the previous two equations, it is clear that matrix U j,1, x j, and β j satisfy the following equation:
Q∗j+1r :=
[
s
β
]
=
[
U j,1h j + h j+1, jx j
h j+1, jβ j
]
, (4.6)
where h j = H j+1(1 : j, j) and h j+1, j = H j+1( j+1, j). Since the matrixU j+1,1 is orthogonal in I-TOAR,
the two previous equations together implies U∗j,1x j = 0, and
U∗j,1s =U
∗
j,1U j,1h j. (4.7)
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Similarly, comparing the last row of the equation (4.5) gives the following using an orthonormal property
of the matrix Q j+1, and the structure of U j+1,2 :[
u
0
]
=
[
U j,2h j + h j+1, jy j
0
]
, (4.8)
where u ≡U j,1(:, j). By using the Lemma-4 and U∗j,1x j = 0, this gives
U∗j,2u =U
∗
j,2U j,2h j. (4.9)
Now adding the equations (4.7) and (4.9) based on the fact that column vectors of
[
U j,1
U j,2
]
are orthonormal
gives the following relation:
h j =U
∗
j,1s+U
∗
j,2u. (4.10)
Similarly, recall the following from the equations (4.6) and (4.8):
s−U j,1h j = h j+1, jx j+1 and u−U j,2h j = h j+1, jy j+1. (4.11)
By using the fact that (x j+1 β j+1 y j+1 0)
′ is a column vector of an orthonormal matrix
[
U j+1,1
U j+1,2
]
, It gives
the following:
‖s−U j,1h j‖2+ ‖u−U j,2h j‖2+ h2j+1, jβ 2j+1 = h2j+1, j.
Hence, the equation (4.4) is proved by observing from the equation (4.6) that h j+1, jβ j+1 = β . Similarly,
observe that the equation (4.3) follows from the equations (4.7), (4.9), and (4.10). Therefore, the proof
is complete. 
The Lemma-8 gives the relations to transit from jth to ( j+ 1)th iteration in I-TOAR, provided there
is no deflation at the ( j + 1)th iteration. In the following, we derive similar expressions for computing
the matrix H j+1 in I-TOAR, in case of deflation.
Lemma 9 Let for i = j, j + 1, Ui,1 and Ui,2 be matrices same as in the Lemma-8, but of the form
described in the equation (2.5). Then, entries of an upper Hessenberg matrix H j+1 in I-TOAR satisfies
the equation (4.3), and also the following one:
h2j+1, j = ‖s−U j,1h j‖2+ ‖u−U j,2h j‖2 = ‖(I−U j,1U†j,1)s‖2+ ‖(I−U j,2U†j,2)u‖2. (4.12)
Proof. Recall from the Lemma-1 that in the case of deflation, Q j+1 = Q j, and U j+1,1, U j+1,2 are of the
following form:
U j+1,1 = [U j,1 x j] and U j+1,2 = [U j,2 y j].
These equations together with the equation (4.5) gives the following relations:
Q∗j+1r = Q
∗
jr = s =U j,1h j + h j+1, jx j, (4.13)
and
U j,1(:, j) = u =U j,2h j + h j+1, jy j. (4.14)
These relations are similar to the equations (4.6) and (4.8) in the previous lemma. As
(
x j+1
y j+1
)
is a
column vector of an orthonormal matrix
[
U j+1,1
U j+1,2
]
, we have ‖x j+1‖2 + ‖y j+1‖2 = 1. Using this, the
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previous two equations gives: h2j+1, j = ‖s−U j,1h j‖2+ ‖u−U j,2h j‖2. Now, see the following relations
to observe this is equal to ‖(I−U j,1U†j,1)s‖2+ ‖(I−U j,2U†j,2)u‖2.
U∗j,1s =U
∗
j,1U j,1h j and U
∗
j,2u =U
∗
j,2U j,2h j. (4.15)
The above equation follows from the equations (4.13) and (4.14) by using the identities U∗j,1x j = 0 =
U∗j,2y j. These identities follows from the fact that the matrix U j+1,1 is orthogonal, and the Lemma-4.
Therefore, we proved (4.12). Now, it is required to prove the equation (4.3).
As the matrix
[
U j,1
U j,2
]
has orthonormal columns,U∗j,1U j,1+U
∗
j,2U j,2 is an Identity matrix. Using this, the
equation (4.15) gives U∗j,1s+U
∗
j,2u = h j. In turn, this equation together with (4.15) proves the equation
(4.3). Hence, the proof is over. 
The equation (4.12) in the Lemma-9 shows that h2j+1, j = 0, that means, the I-TOAR algorithm break
down when the vectors s = Q∗jr and u are in the range space of matrices U j,1 and U j,2, respectively.
Otherwise, since the column vectors of Q j are orthonormal, the equation (4.15) shows that the vector
h j is the least squares approximation to the vectors s and u from the range space of Q jU j,1 and Q jU j,2,
respectively.
4.2 I-TOAR implementation
This subsection uses the results of the subsection-4.1 to discuss computational details of I-TOAR. Then,
it proposes the I-TOAR algorithm. Though I-TOAR follows the TOAR for constructing an orthonormal
basis of the second-order Krylov subspace, I-TOAR can build an orthonormal basis for the associated
linear Krylov subspace in various ways. For example, the following is the one which requires the least
computation compared to all other procedures.
Procedure-1: Use the second equality relation of the equation (4.3) to compute the vector h j. It requires
at most 3( j+ 1) flops. Now, use first relation in the equation (4.11) to compute the vector h j+1, jx j+1,
and then comparing only the last element in the second relation of the equation (4.11) gives the vector
h j+1, jy j+1. Note that, y j+1 is a column vector of a diagonal matrix U j+1,2 and has only one non-zero
entry. This approach takes at most ( j + 1)2 + 2( j + 1) flops to compute h j+1, jx j+1, and h j+1, jy j+1.
After that, as already β is known from the equation (4.6), it requires another 2( j+ 1) flops to compute
h j+1, j. Then, scaling of the vectors h j+1, jx j+1, and h j+1, jy j+1 require 2( j + 1) flops. Thus, overall
computational cost is at most ( j+ 1)2+ 9( j+ 1) flops for this procedure.
However, when diagonal elements of U j,2 are smaller in magnitude, the division operation in the
equation (4.9) introduce large floating point arithmetic errors into this procedure.
Procedure-2: Instead of the second relation as in the Procedure-1, use the first relation of the equation
(4.3) for computing h j. Then, follow the Procedure-1 to compute x j+1,y j+1, and h j+1, j. The computa-
tional cost of this procedure is equal to that of the Procedure-1.
Observe that the Procedures- 1 and 2 requires the less computation compared to 6( j+1)2+3(k+1)
flops required by TOAR to complete the same task(See, Lu et al. (2016)). However, the computed col-
umn vectors of U j,1 are may not orthogonal, as both the procedures do not orthogonalize these vectors
explicitly. The following algorithm uses the Modified Gram-Schmidt(MGS) process to do explicit or-
thogonalization. In the steps (k)-(n), it orthogonalizes the vector s = Q∗jr against all the columns ofU j,1
to compute the vector x j+1. Though MGS increase the computation cost, the overall computation cost
in the following algorithm to perform the task that of the Procedure-1 is 5( j+1)2+4( j+1) flops. Still,
it is less compared to the TOAR method.
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Algorithm 1 I-TOAR
1. Start:Matrices A, B and initial length n-vectors r−1 and r0 with
(
r−1
r0
)
6= 0.
2. Output: Qk ∈Rn×αk , Uk,1,Uk,2 ∈Rαk×n, and Hk = {hi, j} ∈ Rk×k−1.
(a) rank revealing QR: [r−1 r0] = QX with α1 being the rank.
(b) Initialize Q1 = Q, U1,1 = X(:,2)/γ andU1,2 = X(:,1)/γ.
(c) for j=1,2,. . . ,k-1 do
(d) r = A(Q jU j,1(:, j))+B(Q jU j,2(:, j))
(e) for i= 1,. . . ,α j do
(f) si = q
∗
i r
(g) r = r− siqi
(h) end for
(i) β = ‖r‖2
(j) Set s = x := [s1 · · ·sα j ]T and u =U j,1(:, j)
(k) for t=1,2, . . . ,i
(l) γ1(t) =U j,1(:, t)
∗s/‖U j,1(:, t)‖2;
(m) s = s− γ1(t)s
(n) end for
(o) h =U∗j,1(s− x)+U∗j,2U j,1(:, j); u(α j) = u(α j)− e∗α jU j,2h;
(p) for t=1, 2, . . . , α j − 1
(q) u(t)=0
(r) end for
(s) h j+1, j = (β
2+ ‖s‖22+ ‖u‖22)1/2
(t) if h j+1, j = 0 then stop(breakdown) end if
(u) if β = 0 then α j+1 = α j (deflation)
(v) Q j+1 = Q j; U j+1,1 = [U j,1 s/h j+1, j]; U j+1,2 = [U j,2 u/h j+1, j]
(w) else α j+1 = α j + 1
(x) Q j+1 = [Q j
r
β ];
U j+1,1 =
[
U j,1 s/h j+1, j
0 β/h j+1, j
]
; U j+1,2 =
[
U j,2 u/h j+1, j
0 0
]
;
(y) end if
(z) end for
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Similar to the TOAR algorithm in Lu et al. (2016), the Algorithm-1 also uses the MGS process
to maintain orthonormality of the matrix Q j. The computed Q j may not orthonormal up to machine
precision. To keep the level of orthonormality of Q j as close to machine precision as possible it is
required to reorthogonalize a vector r in the step-(g) against the columns of Q j by inserting the following
code segments between the steps (e) and (h) of the Algorithm-1.
for i = 0, . . . , η j
s˜i = q
∗
i r
r = r− s˜iqi
si = s˜i + si
end for
α = ‖r‖2 .
To end this section, note that it would be possible to apply a similar reorthogonalization procedure
between the steps (k) and (n) of the Algorithm-1, to keep the orthogonality of columns of the matrix
U j,1, close to machine precision. In the next section, we provide a rigorous backward error analysis of
the Algorithm-1.
5. Backward Error Analysis
This section provides backward error analysis of the I-TOAR algorithm, in the presence of finite pre-
cision arithmetic. The backward error analysis for the associated linear Krylov subspace in TOAR
presented in Lu et al. (2016), is also valid for I-TOAR with insignificant changes. So, this section pro-
vides backward error analysis only for the second-order Krylov subspace in I-TOAR, in terms of the
matrix pair (A,B). That means, this section proves that the computed basis Qˆ j in I-TOAR is an exact
basis matrix of Gk(A+△A,B+△B;r−1,r0) with small ‖[△A △B]‖2. Note that, for TOAR this is an
open problem; See Lu et al. (2016).
Let us assume that by taking the floating point errors into account, the Compact Arnoldi decompo-
sition computed by I-TOAR satisfies the following:[
A B
I 0
][
Qˆk−1Uˆk−1,1
Qˆk−1Uˆk−1,2
]
=
[
QˆkUˆk,1
QˆkUˆk,2
]
Hˆk +E,
where matrices with ˆ on the top are the computed matrices counterpart to the matrices in the exact
arithmetic, and E is the error matrix. Now, we introduce two matrices Fmv and F that represent floating
point error of matrix-vector product and orthogonalization process, respectively.
Fmv = A(Qˆk−1Uˆk−1,1)+B(Qˆk−1Uˆk−1,2)− Rˆk−1, (5.1)
F :=
[
F1
F2
]
=
[
Rˆk−1
Qˆk−1Uˆk−1,1
]
−
[
QˆkUˆk,1
QˆkUˆk,2
]
Hˆk, (5.2)
where Rˆk−1 = [rˆ1, rˆ2, · · · , rˆk−1], and rˆ j = f l(AQˆ jUˆ j,1(:, j))+BQˆ jUˆ j,2(:, j)).
Note that the matrices△A1 :=−Fmvα(Qˆk−1Uˆk−1,1)† and△B1 :=−Fmv(1−α)(Qˆk−1Uˆk−1,2)† satisfy
the relation
(A+△A1)(Qˆk−1Uˆk−1,1)+ (B+△B1)(Qˆk−1Uˆk−1,2) = Rˆk−1,
where α is some non-zero scalar. Then, using the equations (5.1) and (5.2) the matrices△A1 and△B1
satisfy the following relations, respectively:
△A1(Qˆk−1Uˆk−1,1)+△B1(Qˆk−1Uˆk−1,2) =−Fmv,
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and
(A+△A1)(Qˆk−1Uˆk−1,1)+ (B+△B1)(Qˆk−1Uˆk−1,2)− QˆkUˆk,1Hˆk = F1.
Thus, from these two equations, it is easy to see that F1+Fmv is the overall error matrix in the orthog-
onalization process. Furthermore, on the introduction of two matrices △A2 := F1α(Qˆk−1Uˆk−1,1)† and
△B2 := F1(1−α)(Qˆk−1Uˆk−1,2)†, the previous equation becomes as follows:
(A+△A1+△A2)(Qˆk−1Uˆk−1,1)+ (B+△B1+△B2)(Qˆk−1Uˆk−1,2) = QˆkUˆk,1Hˆk. (5.3)
Now, define [△A △B] := [△A1+△A2 △B1+△B2]. Then, the equation (5.3) shows that the basis
matrix Qˆk computed in the I-TOAR algorithm is an exact basis matrix of a second-orderKrylov subspace
Gk(A+△A,B+△B;r−1,r0). Next, to prove the I-TOAR algorithm is backward stable, it is required that
the relative backward error
‖[△A △B]‖
‖[A B]‖ is of the order of the machine precision ε. To verify this, we need
to derive upper bounds for ‖Fmv‖F and ‖F1‖F .
We adopt the following standard model for rounding errors in the floating point arithmetic. Let α
and β be any two real scalars. Then,
f l(α op β ) = (α op β )(1+ δ ) with |δ |6 ε for op =+,−,∗,/,
where f l(x) denotes the computed quantity, and ε denotes the machine precision. We will use the
following lemma also in the backward error analysis.
Lemma 10 (a). For x,y ∈Rn, f l(x+ y) = x+ y+ f , where ‖ f‖2 6 (‖x‖2+ ‖y‖2).
(b). For X ∈Rn×k and y ∈Rk, f l(Xy) = Xy+w, where ‖w‖2 6 k‖X‖F‖y‖2ε +O(ε2).
(c). For X ∈Rn×k, y ∈Rk, b ∈Rn, and β ∈R, cˆ ≡ f l((b−Xy)/β ) satisfies
β cˆ = b−Xy+ g, ‖g‖2 6 (k+ 1)‖[X cˆ]‖F
∥∥∥
[
y
β
]∥∥∥
2
ε +O(ε2).
For the Proof of the Lemma-10, see the Lemma-4.1 in Lu et al. (2016). This lemma holds true for
I-TOAR as well. Next, the following lemma derives an upper bound for ‖Fmv‖F , where Fmv is a matrix
defined as in the equation (5.1).
Lemma 11 Let Qˆk−1 and Uˆk−1 be orthonormal matrices computed by the I-TOAR procedure. Then,
‖Fmv‖F 6 4k2n‖[A B]‖F‖Qˆk−1‖2‖Uˆk−1‖2ε +O(ε2).
Proof. From the definition of Fmv in the equation (5.1), we have
Fmv(; , j) = [A B]
[
Qˆ jUˆ j,1(:, j)
Qˆ jUˆ j,2(:, j)
]
− rˆ j,
where rˆ j ≡ f l
(
[A B]
[
Qˆ jUˆ j,1(:, j)
Qˆ jUˆ j,2(:, j)
])
. Here, we used the fact that Uˆk−1,1, and Uˆk−1,2 are upper Hes-
senberg and diagonal matrices, respectively and j 6 k − 1. Now, by the repeated application of the
Lemma-10, we have
rˆ j = [A B] f l
([
Qˆ jUˆ j,1(:, j)
Qˆ jUˆ j,2(:, j)
])
+w j
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= [A B]
[
Qˆ jUˆ j,1(:, j)
Qˆ jUˆ j,2(:, j)
]
+w
(1)
j +w
(2)
j +w j,
where w
(1)
j , w
(2)
j , and w j are the floating point error vectors satisfying the following relations, respec-
tively.
‖w(1)j ‖2 6 k‖Qˆ j‖F‖Uˆ j,1(:, j)‖2ε +O(ε2),
‖w(2)j ‖2 6 k‖Qˆ j‖F‖Uˆ j,2(:, j)‖2ε +O(ε2),
and
‖w j‖2 6 2nk‖[A B]‖F
∥∥∥
[
Qˆ jUˆ j,1(:, j)
Qˆ jUˆ j,2(:, j)
]∥∥∥
2
ε +O(ε2)6 4nk‖[A B]‖F‖Qˆ j‖F
∥∥∥
[
Uˆ j,1(:, j)
Uˆ j,2(:, j)
]∥∥∥
2
ε +O(ε2).
Now, combine all the three previous inequalities, and use the facts Uˆ j =
[
Uˆ j,1
Uˆ j,2
]
, and ‖Uˆ j,i(:, j)‖2 6
‖Uˆ j(:, j)‖2, for i = 1,2. It gives
‖Fmv(:, j)‖2 6 (4nk‖[A B]‖F + 2k)‖Qˆ j‖F
∥∥∥
[
Uˆ j,1(:, j)
Uˆ j,2(:, j)
]∥∥∥
2
ε +O(ε2).
Then, using ‖Qˆ j‖F 6 ‖Qˆk−1‖F for j 6 k− 1, the above inequality gives the following:
‖Fmv(:, j)‖2 6 2k(2n‖[A B]‖F + 1)‖Qˆk−1‖F‖Uˆ j(:, j)‖2ε +O(ε2).
Observe that in matrix terms this equation can be written as follows:
‖Fmv‖F =
( k−1
∑
j=1
‖Fmv(:, j)‖22
)1/2
6 2k(2n‖[A B]‖F + 1)‖Qˆk−1‖F‖Uˆk−1‖Fε +O(ε2).
Further, using the inequalities ‖Qˆ j‖F 6 ‖Qˆk−1‖F 6
√
k‖Qˆk−1‖2, and ‖Uˆk−1‖F 6
√
k‖Uˆk−1‖2 this gives
‖Fmv‖F 6 2k2(2n‖[A B]‖F + 1)‖Qˆk−1‖2‖Uˆk−1‖2ε +O(ε2).
Since the I-TOAR Algorithm uses the MGS process to generate orthonormal matrices Qˆk−1 and Uˆk−1,
we have ‖Qˆk−1‖2 = ‖Uˆk−1‖2 = 1+O(ε). Therefore, neglecting the term 2k2‖Qˆk−1‖2‖Uˆk−1‖2ε in the
above equation completes the proof of the lemma. 
Next, to derive an upper bound for ‖F1‖F , the following lemma is required.
Lemma 12 Let f be an error vector resulting from the computation in the steps (k)-(n) of the Algorithm-
1. Then
‖Uˆ j,1‖F‖ f‖2 6 2( j+ 1)3K2(Uˆ j,1)2ε.
Proof. The elements of computed vector α1 in the step-(l) of the Algorithm-1 satisfy the relation:
γ1(i) = Uˆ j,1(:, i)
∗s/Uˆ∗j,1Uˆ j,1(i, i)+ fi,
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where fi is the error resulting from the computation of an inner product in the numerator and the division.
By using the fact that Uˆ∗j,1Uˆ j,1 is a diagonal matrix, the above element-wise computation can be written
in the vector form as follows:
γ1 = (Uˆ
∗
j,1Uˆ j,1)
−1Uˆ∗j,1s+ f ,
where an error vector f satisfies the following relation:
‖ f‖2 6 2( j+ 1)‖Uˆ∗j,1‖F‖sˆ‖‖2(Uˆ∗j,1Uˆ j,1)−1‖Fε.
Therefore, using ‖Uˆ j,1‖F = ‖Uˆ∗j,1‖F , this gives the inequality
‖Uˆ j,1‖F‖ f‖2 6 2( j+ 1)‖Uˆ j,1‖2F‖sˆ‖2‖(Uˆ∗j,1Uˆ j,1)−1‖F ε.
Let σmax and σmin be the largest and the smallest singular values of Uˆ
∗
j,1, respectively. Then, we have
‖Uˆ j,1‖2F 6 ( j+1)σ2max and ‖(Uˆ∗j,1Uˆ j,1)−1‖F 6 j+1σ2min . Substitute these inequalities in the previous equation
and use K2(Uˆ j,1)
2 =
σ2max
σ2min
to complete the proof. 
In the next lemma, we use the Lemma-12 to bound the norm of error vector in the second orthogonal-
ization process in the steps (k) - (n) of the Algorithm-1. Moreover, we are assuming that K2(Uˆ j,1) is
moderately small.
Lemma 13 Let g1, j be a overall floating point error vector resulting from the second level orthogonal-
ization process in the steps (k)-(n) of the Algorithm-1. Then
‖g1, j‖2 6 ( j+ 1)‖Uˆ j+1,1‖F‖Hˆk(1 : j+ 1, j)‖2ε +O(ε)2 (5.4)
Proof. On applying Lemma-10(c) to the second orthogonalization process in the steps (k) - (n), the
computed ( j+ 1)th column ofUk+1,1 satisfies,
hˆ j+1, jUˆ j+1,1(1 : j, j+ 1) = sˆ−Uˆ j,1(Uˆ∗j,1Uˆ j,1)−1Uˆ∗j,1sˆ+ g1, j = sˆ−Uˆ j,1hˆ j + g1, j (5.5)
where g1, j is a floating point error vector satisfying the inequality,
‖g1, j‖2 6 ( j+ 1)‖Uˆ j+1,1‖F‖Hˆk(1 : j+ 1, j)‖2ε +ϕ2‖Uˆ j,1‖F‖ f‖2ε +O(ε2),
where f is the error vector same as in the previous lemma. In the above equation, we used the fact
h = γ1 = (Uˆ
∗
j,1Uˆ j,1)
−1Uˆ∗j,1sˆ. Therefore, the proof is complete by using the fact from the Lemma-12 that
‖Uˆ j,1‖F‖ f‖2ε in the above inequality is of O(ε2). 
In the following, we use the Lemma-13 to derive an upper bound for ‖F1‖2F .
Lemma 14 Let Qˆk, Uˆk and Hˆk be computed in the k-step of the I-TOAR procedure. Then
‖F1‖F 6 ϕ‖Qˆk‖2‖Uˆk,1‖2‖Hˆk‖Fε +O(ε2) (5.6)
where ϕ = (k+ 1)(2k+ 1).
Proof. Note that, in the jth iteration of I-TOAR, the computed quantity at step-(d) is
rˆ j = f l
(
[A B]
[
Qˆ jUˆ j,1(:, j)
Qˆ jUˆ j,2(:, j)
])
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Now, apply the Lemma-10(c) to the orthogonalization and normalization processes in the steps (e) - (h)
and (x) of the Algorithm-1. Then, the computed column qˆ j+1 of Qk and sˆ, βˆ computed in the steps (m)
and (i) satisfy the following equation
βˆ qˆ j+1 = rˆ j − Qˆ j sˆ− f˜ j, (5.7)
where f˜ j is the error vector, which satisfies the following:
‖ f˜ j‖2 6 ( j+ 2)‖Qˆ j+1‖F
∥∥∥
[
sˆ
βˆ
]∥∥∥ε +O(ε2). (5.8)
Now, from the equation (5.2), consider the jth column of F1,
f j,1 = rˆ j−QˆkUˆk,1(:,1 : j)hˆ j− hˆ j+1, jQˆkUˆk,1(:, j+1)= rˆ j−Qˆ jUˆ j,1hˆ j− hˆ j+1, jQˆ j+1Uˆ j+1,1(:, j+1), (5.9)
where, for the second equality, we exploited the upper Hessenberg structure of Hˆk. Moreover, from the
equation (2.6), we have
hˆ j+1, jQˆ j+1Uˆ j+1,1(:, j+ 1) = hˆ j+1, jQˆ jUˆ j+1,1(1 : j, j+ 1)+ qˆ j+1βˆ
Further, on left multiplying the equation (5.5) with Qˆ j, we have
hˆ j+1, jQˆ jUˆ j+1,1(1 : j, j+ 1) = Qˆ j sˆ− Qˆ jUˆ j,1hˆ j + Qˆ jg1, j (5.10)
Hence, the substitution of the equations (5.7) and (5.10) in the equation (5.9) will give
f j,1 = rˆ j − Qˆ j sˆ+ qˆ j+1βˆ + Qˆ jg1, j = f˜ j + Qˆ jg1, j.
Thus,
‖ f j,1‖2 6 ‖ f˜ j‖2+ ‖Qˆ j‖F‖g1, j‖2,
6
(
( j+ 2)
∥∥∥
[
sˆ
βˆ
]∥∥∥
2
+ ‖g1, j‖2
)‖Qˆ j+1‖F +O(ε2),
6
(
( j+ 2)‖Uˆ j+1,1‖2‖Hˆk(1 : j+ 1, j)‖2ε + ‖g1, j‖2
)
‖Qˆ j+1‖F +O(ε2),
6 (2 j+ 3)‖Qˆ j+1‖F‖Uˆ j+1,1‖F‖Hˆk(1 : j+ 1, j)‖2ε +O(ε2),
6 (2k+ 1)‖Qˆk‖F‖Uˆk,1‖F‖Hˆk(1 : j+ 1, j)‖2ε +O(ε2). (5.11)
In the second, third and fourth inequalities, we used the equations (5.8), (5.5) and (5.4), respectively,
whereas the following were used to obtain the last inequation:
‖Qˆ j+1‖F 6 ‖Qˆk‖F , ‖Uˆ j+1,1‖F‖6 ‖Uˆk,1‖F‖, and j+ 16 k.
Now, from the equation (5.11), ‖F1‖F is given by
‖F1‖2F =
k−1
∑
j=1
‖ f j,1‖22 6 (2k+ 1)2
k−1
∑
j=1
‖Qˆk‖2F‖Uˆk,1‖2F‖Hˆk(1 : j+ 1, j)‖22ε2+O(ε3)
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= (2k+ 1)2‖Qˆk‖2F‖Uˆk,1‖2F‖Hˆk‖2Fε2+O(ε3)
Therefore, the proof will be complete by converting the Frobenius norm to 2-norm. 
Remark-1: When the complete reorthogonalization has applied, the above result holds true with little
change in the coefficients. In this case, following a similar procedure as in the remark-1 in Lu et al.
(2016), it is easy to see that the norm of the error vector f˜ j satisfies the following relation:
‖ f˜ j‖2 6 (2c( j+ 1)+ 1)‖Qˆ j+1‖2‖[sˆT βˆ ]‖2ε +O(ε2),
where c is a small constant.
We now present the main theorem for an upper bound of relative backward error in the I-TOAR proce-
dure. Moreover, we are using the following assumption in the proof:
∥∥∥
[|Qˆk−1Uˆk−1,1)†
Qˆk−1Uˆk−1,2)†
]∥∥∥
2
6 ζ1‖(Qˆk−1Uˆk−1)†‖2 and σmin(Uˆk,1) = ζ2σmin(Uˆk), (5.12)
where σmin(X) denotes the smallest singular value of a matrix X .
Theorem 1 Let Qˆk, Uˆk,1 and Uˆk,2 be matrices of full column rank. Let
K = max{K2(Qˆk),K2(Uˆk)},
where for any matrix X , K2(X) denotes its 2-norm condition number. If (k+1)(2k+1)K
4(ζ1)/ζ2ε <
1, then
‖[△A △B]‖F
‖[A B]‖F 6 (2ζ1nk
2+(ϕ2/2)K
2)K 2ε,
where ϕ2 = (k+ 1)(2k+ 1)ζ1/ζ2.
Proof. We have
‖[△A △B]‖F = ‖[△A1+△A2 △B1+△B2]‖F 6 ‖[△A1 △B1]‖F + ‖[△A2 △B2]‖F .
Using the definition of△A1 and△B1, we have the following for α = 1/2.
‖[△A1 △B1]‖F 6 1/2‖Fmv‖F
∥∥∥
[
(Qˆk−1Uˆk−1,1)†
(Qˆk−1Uˆk−1,2)†
]∥∥∥
2
Similarly, using the definition of△A2 and△B2, we have
‖[△A2 △B2]‖F 6 1/2‖F1‖F
∥∥∥
[
(Qˆk−1Uˆk−1,1)†
(Qˆk−1Uˆk−1,2)†
]∥∥∥
2
.
Further, by using the equation (5.12) we have the following inequality:
∥∥∥
[
(Qˆk−1Uˆk−1,1)†
(Qˆk−1Uˆk−1,2)†
]∥∥∥
2
6 ζ1‖(Qˆk−1Uˆk−1)†‖2 ≡ ζ1
σmin(Qˆk−1Uˆk−1)
6
ζ1
σmin(Qˆk−1)σmin(Uˆk−1)
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In addition, with the bound for ‖Fmv‖F in Lemma-11, this gives the following upper bound for ‖[△A1 △B1]‖F .
|[△A1 △B1]‖F 6 ζ12k
2n‖[A B]‖F‖Qˆk−1‖2‖Uˆk−1‖2
σmin(Qˆk−1)σmin(Uˆk−1)
ε +O(ε2)
6 ζ12k
2n‖[A B]‖FK 2ε +O(ε2) . (5.13)
Now, recall from the equation (5.3) that
Hˆk = (QˆkUˆk,1)
†([A B]+ [△A △B])
[
Qˆk−1Uˆk−1,1
Qˆk−1Uˆk−1,2
]
,
and repeatedly apply the inequality, ‖XY‖F 6 ‖X‖2‖Y‖F to obtain the following:
‖Hˆk‖F 6 ‖(QˆkUˆk,1)†‖2
∥∥∥
[
Qˆk−1Uˆk−1,1
Qˆk−1Uˆk−1,2
]∥∥∥
2
(‖[A B]‖F + ‖[△A △B]‖F).
Then, use the following inequalities in the above equation,
‖(QˆkUˆk,1)†‖2 6 1
σmin(Qˆk)σmin(Uˆk,1)
and
∥∥∥
[
Qˆk−1Uˆk−1,1
Qˆk−1Uˆk−1,2
]∥∥∥
2
6 ‖Qˆk−1‖2‖Uˆk−1‖2,
to get the following:
‖Hˆk‖F 6 ‖Qˆk−1‖2‖Uˆk−1‖2
σmin(Qˆk)σmin(Uˆk,1)
(‖[A B]‖F + ‖[△A △B]‖F).
By using this equation and the result in the Lemma-14, we have
‖F1‖F
∥∥∥
[
(Qˆk−1Uˆk−1,1)†
(Qˆk−1Uˆk−1,2)†
]∥∥∥
2
6 ϕ
ζ1‖Qˆk−1‖2‖Uˆk−1‖2
σmin(Qˆk)σmin(Uˆk,1)
‖Qˆk‖2‖Uˆk‖2
σmin(Qˆk−1)σmin(Uˆk−1)
(‖[A B]‖F + ‖[△A △B]‖F)ε +O(ε2)
6 ϕ(ζ1/ζ2)K2(Qˆk)K2(Uˆk)K2(Qˆk−1)K2(Uˆk−1)(‖[A B]‖F + ‖[△A △B]‖F)ε +O(ε2))
6 ϕ2K
4(‖[A B]‖F + ‖[△A △B]‖F)ε +Oε2) (5.14)
where ϕ2 = (2k+1)(k+1)ζ1/ζ2. The two inequalities in the equation (5.12) were used for the first and
second inequalities, respectively . Now, by combining the equations (5.13) and (5.14), we have
‖[△A △B]‖F 6 (2ζ1nk
2+(ϕ2/2)K
2)K 2
(1− (ϕ2/2)K 4ε) ‖[A B]‖Fε +O(ε
2).
As we assumed (ϕ2/2)K
4ε < 1, the theorem is proven by omitting the denominator, since it can be
covered by the term O(ε2). 
Remark-2: Similar to the Theorem-2.5 in Lu et al. (2016), the previous lemmas were assumed that the
matrices A and B are known explicitly so that the standard error bound for the matrix-vector multipli-
cation applicable. The stability analysis of the Arnoldi method in (Stewart, 2001, Theorem-2.5) also
used the same assumption. Otherwise, an error bound for matrix-vector multiplication depends on the
specific formulation of A and B.
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6. Numerical examples
In this section, we apply the I-TOAR procedure to the application of Model order reduction of second-
order dynamical systems. A continuous time invariant dynamical system is of the following form:
Mx¨(t) =−Dx˙(t)−Kx(t)+Fu(t)
y(t) =Cpx(t)+Cvx˙(t) (6.1)
where M, D, K ∈ Rn×n are mass, damping, and stiffness matrices, respectively. F ∈ Rn×m, Cp, Cv ∈
Rq×n are constant matrices. In this paper, we are assumingCv = 0 and m = q= 1. Thus, we considering
the following single input-single output dynamical system of the form:
Mx¨(t) =−Dx˙(t)−Kx(t)+ f u(t)
y(t) = cx(t), (6.2)
where x(t) is the state vector, u(t) is the input vector and y(t) is the output vector. Here, f is a input
distribution array and c is the outer measurement array. Moreover, for the convenience, we are assuming
that x(0) = x˙(0) = 0.
Applying the Laplace transform on both sides of the previous equation will give
s2MX(s)+ sDX(s)+KX(s) = fU(s)
Y (s) = cX(s). (6.3)
where X(s),Y (s), and U(s) are Laplace transforms of x(t),y(t), and u(t), respectively. Thus, we have
Y (s) = c(s2M+ sD+K)−1 fU(s).
h(s) := c(s2M+sD+K)−1 f is called as the Transfer function. Using the definition of h(s), the previous
equation can be written as
Y (s) = h(s)X(s).
The Model order reduction method produces a lower order dynamical system that closely resembles the
characteristics of the original system. Though model order reduction is possible in many ways, in this
paper, we are using the Galerkin projection based reduction method. This method defines a projection
operator using an orthonormal basis of a subspace generated by the mass, damping and stiffness ma-
trices. Then, it projects the system (6.3) onto a subspace of smaller dimension. The following is the
resulting reduced model of a system in the equation (6.3):
V ∗(s2MV Xk(s)+ sDVXk(s)+KVXk(s)) =V ∗ fU(s) (6.4)
The above system will be solved for Xk(s). Note that Xk(s) has a lesser number of elements compared
to X(s) in (6.3). Now, the approximation to Y (s) is given by
Yk(s) := hk(s)Xk(s).
Here, hk(s) is an approximation to the Transfer function h(s) and is given by
hk(s) := ck(s
2Mk + sDk +Kk)
−1V ∗ f ,
where ck = cV, Mk =V
∗MV, Dk =V ∗DV and Kk =V ∗KV.
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The main objective of model order reduction techniques is to compute hk(s), as an accurate approx-
imation of h(s) over a wide range of frequency intervals around a prescribed shift s0. As in Lu et al.
(2016), to meet this objective, we rewrite the transfer function h(s) by including the shift s0 as follows:
h(s) = c
(
(s− s0)2M+(s− s0)D˜+ K˜)−1 f
Using I-TOAR, we compute an orthonormal basis matrix Qk ∈ Rn×ηk of the second order Krylov sub-
space
Gk(−K˜−1D˜,−K˜−1M;0,r0 = K˜−1 f )
where D˜ = 2s0M+D and K˜ = s
2
0M+ s0D+K. Then, we used Qk in place of V in the equation (6.4) for
computing hk(s), an approximation to h(s).
Our numerical experiments compare the accuracy of reduced dynamical systems defined using the
orthonormal basis matrices in the TOAR and I-TOAR methods. In both the TOAR and I-TOAR meth-
ods, we apply the reorthogonalization to ensure that the computed basis is orthonormal up to the machine
precision. For I-TOAR, we used the complete reorthogonalization whereas, for the TOAR method we
used the same setup as in Lu et al. (2016). All algorithms are implemented using MATLAB and were
run on a machine Intel(R) Core(TM)i7-4770 CPU@3.40GHz with 8GB RAM. For the convenience,
we use the same examples as in Lu et al. (2016). The author would acknowledge D.LU, an author of
Lu et al. (2016) for providing the data of these examples.
Example 1 This example is a finite element model of a shaft on bearing supports with a damper in
MSC/NASTRAN. It is a second-order system and of dimension 400. The mass, damping matrices
are symmetric, and the stiffness matrix is symmetric positive definite. We use the expansion point
s0 = 150× 2pi to approximate the Transfer function h(s) over the frequency interval [0,3000].
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FIG. 1: Magnitudes of transfer functions h(s) and hk(s) with k = 40 (left). Relative errors |h(s)−
hk(s)|/|h(s)| for k = 10,20,40(middle and right).
The left plot of Figure-1 shows the magnitudes of the transfer function h(s) of the full-order system,
and the transfer functions hk(s) of the reduced systems generated by the I-TOAR and TOAR procedures
for k = 40. The relative errors of the transfer functions in the I-TOAR and TOAR procedures for k =
10,20 and 40 are shown in the middle and right plots of the Figure-1 respectively. As we can see that,
the transfer functions hk(s) in the I-TOAR and TOAR methods produces almost the same accuracy
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in the frequency interval [0,2000], for k = 10,20, and 40. In the frequency interval [2000,3000], the
transfer function hk(s) by I-TOAR is a more accurate approximation than the one produced by the
TOAR method. Like the TOAR method, in the I-TOAR method also, the approximation accuracy of
hk(s) is improved, when increasing k from 10 to 40.
Example 2 This example is the butterfly gyroscope problem from the Oberwolfach collection. The full
dynamical system is of the order n = 17361. The mass and stiffness matrices M and K are symmetric.
The damping matrix is of the form D = αM+β K. This second-order system have 1 input vector and 12
output vectors. Following the experiments in Lu et al. (2016), we considered the first output vector as
the output vector ’c.’ The damping parameters α and β are chosen same as in Lu et al. (2016); Li et al.
(2012), α = 0 and β = 10−7. The expansion point s0 also same as in Lu et al. (2016), s0 = 1.05× 105.
104 106
10−10
10−9
10−8
10−7
10−6
10−5
10−4
10−3
10−2
Frequency (Hz)
Ma
gn
itud
es
 
 
Exact
I−TOAR
TOAR
104 106
10−10
10−5
100
Frequency (Hz)
Re
lat
ive
 Er
ror
I−TOAR
 
 
k=20
k=30
k=90
k=200
104 106
10−10
10−5
100
Frequency (Hz)
TOAR
 
 
k=20
k=30
k=90
k=200
FIG. 2: Fig. 2. Magnitudes of transfer functions h(s) and hk(s) with k = 200 (left). Relative errors
|h(s)− hk(s)|/|h(s)| for k = 20,30,90, and 200 (middle and right).
The magnitudes of the transfer functions shown in the left plot of the Figure-2. The relative errors
of transfer functions in I-TOAR and TOAR show in the middle and right plots of the Figure-2. From the
figure, it is easy to observe the advantage of I-TOAR over TOAR for the frequency range of 105−106Hz
for k = 90 and 200. For k = 20 and 30, both I-TOAR and TOAR produced nearly the same accuracy.
We have observed the stagnation in both TOAR and I-TOAR from k = 200 onwards. From the middle
and right plots of the Figure-2, it is clear that the transfer function in I-TOAR is more accurate than the
transfer function in the TOAR procedure. Moreover, for this example, we found that the quantity ζ1 of
Theorem-1 is of order 1011 and ζ2 = 1.000000000001526e+000.Further, found that condition number
of the computed matrices Qˆk and Uˆk are equal to 1+O(ε), and these quantities satisfy the condition
(ϕ2/2)K
4ε < 1.
7. Conclusion
In this paper, we have proposed a new TOAR procedure. It imposes an extra condition on the orthogo-
nality of the matrices in the second-level orthogonalization of TOAR. Imposing the new condition gives
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orthonormal basis of an associated linear Krylov subspace without any extra computation. A rigorous
stability analysis has done on the proposed method. The backward analysis is in terms of the matrix
[A B] of the quadratic problem. It has shown that in the proposed method the second-order Krylov sub-
space of [A B] embedded in that of [A+△A B+△B] for sufficiently small ‖[△A △B]‖. This problem
was left open for TOAR in Lu et al. (2016). Numerical experiments have shown that the basis matrices
in I-TOAR are as accurate as ones in TOAR in the application of dimension reduction in second-order
dynamical systems. The method proposed in this paper may help us to improve the methods for solving
polynomial eigenvalue problems.
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