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Abstract
Using tools from algebraic geometry and the theory of Riemann sur-
faces, we establish the existence of special conformal mappings. Special
emphasis is put on a constructive approach, and these mappings are ra-
tional functions with minimal degree. Three problems are discussed: the
existence of a rational open up mapping, the critical value problem, and
the critical point problem. We discuss the relations between the three
problems, and recollect related questions which are scattered in the liter-
ature. Moreover, we investigate the properties of a given rational function
as an open up mapping with the theory of quadratic differentials.
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1 Original question and related problems
We call a rational function F of type (n,m) if it can be written as F = P/Q
with coprime polynomials P and Q with deg(P ) = n and deg(Q) = m. The
degree of F is deg(F ) = max{n,m}.
The original purpose of this research was to solve the following problem.
Problem 1. Let γ1, . . . , γn be disjoint C2 smooth Jordan arcs on the complex
plane. Show that there exist a compact setK ⊂ C bounded by n disjoint Jordan
curves and a rational function F of type (n + 1, n) such that F is a bijective
mapping from C∞ \K to C∞ \ ∪nj=1γj and F (∞) =∞.
This problem might look simple at first sight, but the detailed, constructive
solution requires quite amount of tools.
Note that such type of results, among others, can be applied in order to
prove asymptotically sharp Bernstein- and Markov-type inequalities on several
Jordan arcs. In [14] and [13] it was shown how it works in the case of one arc.
Though Proposition 5 in [14] is correct and follows from Theorem 1 here, the
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argument there contains a flaw. The proof of Theorem 1 here uses very different
approach.
A closer inspection of the mapping properties of holomorphic functions, how
they behave near critical values, and how smoothness is preserved reveals that
the following problem is a sort of reformulation of the original one.
Problem 2. Let ζ1, ζ2, . . . , ζ2n be distinct complex numbers. Show that there
exists a rational function F of type (n+ 1, n) such that the critical values of F
are exactly ζ1, ζ2, . . . , ζ2n.
As for terminology, we use critical points for {z ∈ C : F ′(z) = 0} ⊂ C, and
we use critical values for {F (z) : F ′(z) = 0} ⊂ C. Note that in both problems
there is an extra condition on the degrees of F , which ensures minimality in a
certain sense.
We also consider the related problem of finding a rational function with
prescribed critical points, which is simpler than Problem 2.
Problem 3. Let η1, η2, . . . , η2n be distinct complex numbers. Show that there
exists a rational function F of type (n+ 1, n) such that the critical points of F
are exactly η1, η2, . . . , η2n.
2 Overview on some known, earlier results
There are several basic, well known facts and there are results scattered through
the literature in various fields of mathematics occurring in almost every decade
in the last century. Let us recall some of them, not necessarily in chronological
order.
Starting with Problem 1, Widom’s seminal paper [33] must be mentioned
where he iterated Joukowskii mappings to construct a similar mapping, see
pp. 206–207. The difference between his construction and the solution of Prob-
lem 1 is that his rational function has not minimal degree. Later, this iterated
construction occurred in the field of Riemann surfaces, see the papers by Sep-
pälä et al., [24] and [11]. Seppälä attributes this approach to Myrberg, [20],
who, in turn, credits this idea to Poincaré, see [20], p. 4.
This problem can be considered in general: is it possible to cover Riemann
surfaces with prescribed ramification sets? For results in this direction and
going back to a problem of Hurwitz, we refer to Mednykh’s paper [18] and the
references therein.
These ramification sets or branching points naturally lead to Problem 2.
Instead of rational functions, polynomials with prescribed critical values were
also investigated, see Thom’s paper [31] in which the existence is established,
see also Kristiansen’s paper [16] for the real case and further references. Let us
remark that Beardon, Carne, and Ng in [6] investigated the properties of the
mapping which maps critical points to critical values, realizing and describing a
natural connection between the two problems in the class of polynomials. This
leads to Problem 3.
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The critical point question (Problem 3) has been solved by Goldberg in [10]
using projective spaces, Grassmann manifolds, and homology classes. She also
counted the number of solutions. Since we are interested in numerical solutions
and approximations too, we show the existence of solutions by more constructive
means.
An interesting of the open up mapping is the computation of the logarithmic
capacity of a compact set E consisting of n disjoint arcs. The rational function
maps the exterior of E to a domain with smooth boundary, from which the
logarithmic capacity of E can be computed with a conformal map of Walsh, as
described by Nasser, Liesen and Sète in [21].
The necessity of obtaining conformal representations by rational functions
also appeared in the study of multiple orthogonal polynomials, see [2, 3, 4, 17].
In general, such representations are different from open up mappings, but they
are the same in the case of two arcs. The case of two real intervals was considered
by Lagomasino et al. in [17].
Instead of (general) rational functions, similar questions can be considered
among (finite) Blaschke products. See e.g. [15], [23] for further references. A
similar open problem (determining Blaschke product or zeros of it from critical
values) is also of interest and is raised in [23].
3 Existence of open up mapping with Riemann
surfaces
In this section we show that Problem 1 has a solution using Riemann surfaces.
For a background on Riemann surfaces and the Riemann–Roch theorem, we
refer to the books of Schlag [22] or Forster [9].
Theorem 1. Let γ1, . . . , γn be disjoint C2 smooth Jordan arcs in the complex
plane. Then there exists a rational function F of type (n+ 1, n) and a compact
set K ⊂ C such that F is a conformal map from C∞ \ K onto C∞ \ ∪nj=1γj
and F (∞) =∞.
Proof. Take n + 1 copies of the Riemann sphere, denoted by R0, R1, . . . , Rn.
Cut R0 along all the arcs γ1, . . . , γn. For j = 1, . . . , n, cut Rj along γj and glue
it crosswise to R0 along the arc γj . Denote the obtained surface by R. Figure 1
illustrates the construction for n = 2.
It is standard to see that R is a Riemann surface. Note that R is sim-
ply connected (i.e., has genus 0) and compact. One of the corollaries of the
Riemann–Roch theorem (see e.g. [9], pp. 130–131) says that there is a biholo-
morphic mapping F0 from R onto the Riemann sphere Y := C∞.
Let pi : R → C∞ be the canonical projection from R onto the Riemann
sphere, i.e., with pi(w(k)) = w, where w ∈ C, and w(k) ∈ Rk is above w. Then
F = pi ◦ F−10 : Y → C∞ is a holomorphic mapping from the Riemann sphere
Y to the Riemann sphere C∞, and hence F is a rational function (see e.g. [9],
p. 11). Because of the projection, F is an (n + 1)-to-1 mapping and thus has
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Figure 1: The Riemann surface R in the proof of Theorem 1 in the case of two
arcs
degree n + 1. By applying a Möbius transformation (i.e. considering F ◦ ψ
instead of F ), we may assume that F (∞) =∞, so that F is of type (n+ 1, n).
Finally, defineK = C∞\F0(R0). Equivalently,K = C∞\F−1(C∞\∪nj=1γj),
where we take an univalent branch of F−1 with F−1(∞) = ∞. Then K is
a compact subset of C and F : C∞ \ K → C∞\ ∪nj=1 γj is bijective and
conformal.
Remark 2. Note that the boundary of K consists of n disjoint Jordan curves.
If γj ’s are Ck+ smooth, then the Jordan curves making up ∂K are Ck+ smooth
too, see [33], p. 206, where Ck+ means k times continuously differentiable and
the k-th derivative is Lipschitz α for some α > 0. Moreover, analyticity is also
preserved under this mapping, that is, if γj ’s are analytic Jordan arcs, then ∂K
consists of analytic Jordan curves, see [14], p. 879.
The proof of Theorem 1 shows the existence of the open up mapping, but
it does not show how to compute it for given arcs γ1, . . . , γn. One step towards
computing the rational open up mapping is to show that it solves the critical
value problem (Problem 2).
Proposition 3. Let γ1, . . . , γn be disjoint Jordan arcs as in Problem 1. Denote
the endpoints of γj by ζ2j−1 and ζ2j, j = 1, 2, . . . , n. If F is a solution of Prob-
lem 1 with γ1, . . . , γn, then F is also a solution of Problem 2 with ζ1, ζ2, . . . , ζ2n.
Moreover, F−1(ζj) consists of n distinct points, one of them has multiplicity
two and the others have multiplicity one.
Proof. Suppose F is a solution of Problem 1 (with γ1, . . . , γn). Since F : C∞ \
K → C∞\ ∪nj=1 γj is bijective and conformal, each ζj has a pre-image zj on
the boundary of K, and z1, . . . , z2n are distinct. Since the boundary of K is
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smooth and the points ζj are the endpoints of arcs, we must have F ′(zj) = 0
for j = 1, . . . , 2n. We write F = P/Q, then P and Q are coprime polynomials
of respective degrees n + 1 and n. Otherwise the numerator of F ′ has degree
strictly less than 2n and 2n zeros, so that F would be constant. This shows
that F is a solution of Problem 2.
We discuss how to solve Problem 2 in Section 5, and discuss the mapping
properties of the solutions in Section 6.
4 Rational functions with prescribed critical points
We first discuss how to (constructively) obtain rational functions with prescribed
critical points, i.e., how to solve Problem 3.
Theorem 4. Let η1, . . . , η2n ∈ C be distinct. Then there exists a rational
function F of type (n+ 1, n) with the following properties. F can be written as
F (z) = P (z)/Q(z) and is normalized with P (z) = pn+1zn+1 + pn−1zn−1 + . . .
and F (z)/z → 1 as z → ∞. Furthermore the set of critical points of F is
{η1, . . . , η2n}. Moreover, the number of such rational functions is finite.
This theorem immediately follows from the following two theorems. Those
theorems will be formulated and proved in a slightly different setting: in terms
of polynomials instead of rational functions.
Remark 5. 1. In a sense, the rational function in Theorem 4 is of minimal
type. Indeed, assume that F = P/Q with deg(P ) ≤ n+1 and deg(Q) ≤ n,
and that we have strict inequality for P orQ, so that deg(P ′Q−PQ′) < 2n.
Then F ′(ηj) = 0 for j = 1, . . . , 2n implies that P ′(z)Q(z)−P (z)Q′(z) = 0
for all z ∈ C, and thus F ′(z) = 0, i.e., F is constant, in contradiction to
limz→∞ F (z)/z = 1.
2. We can write a rational function F as in Theorem 4 as F = P/Q with
P (z) =
∑n+1
j=0 pjz
j and Q(z) =
∑n
j=0 qjz
j , where pn = 0, pn+1 6= 0 and
qn 6= 0. Then F (z) = z +O(1) for z →∞ implies pn+1 = qn, and we can
assume pn+1 = qn = 1 without loss of generality.
Problem 4. Let η1, η2, . . . , η2n be distinct complex numbers. Find polynomials
P (z) =
n+1∑
j=0
pjz
j and Q(z) =
n∑
j=0
qjz
j , (1)
where pn+1, pn, pn−1, . . . , p1, p0, qn, qn−1, . . . , q1, q0 ∈ C and pn+1 6= 0 and qn 6=
0, such that
P ′(ηj)Q(ηj)− P (ηj)Q′(ηj) = 0, j = 1, . . . , 2n. (2)
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4.1 Existence of solutions
In this subsection we show that there are solutions to Problem 4. The main
ingredients are Hilbert’s Nullstellensatz and some basics of algebraic geometry.
We refer to [1] for background.
Theorem 6. Problem 4 has a solution.
Proof. We show that there are polynomials P and Q as in (1) satisfying
P ′(z)Q(z)− P (z)Q′(z) =
2n∏
j=1
(z − ηj). (3)
Then P and Q are a nonzero solution of Problem 4.
We write
∏2n
j=1(z − ηj) =
∑2n
`=0 c`z
` with constants c0, . . . , c2n ∈ C given
through η1, . . . , η2n. Note that c2n = 1. We also write P ′(z)Q(z)−P (z)Q′(z) =∑2n
`=0 ρ`z
`, where the coefficients are
ρ` =
∑
j+k=`
j≤n,k≤n
(j + 1)pj+1qk −
∑
j+k=`
j≤n+1,k≤n−1
(k + 1)pjqk+1 (4)
=
∑
j+k=`+1
0≤j≤n+1,0≤k≤n
(j − k)pjqk.
In particular, ρ2n = pn+1qn. The structure of the coefficients ρ` is important and
we will use the following fact later: For each `, the coefficient ρ` is a homogeneous
polynomial of order 2 in the variables p0, p1, . . . , pn+1, q0, q1, . . . , qn and contains
only products pjqk with j + k − 1 = `. Conversely, each product pjqk can only
appear in ρj+k−1 with coefficient j − k.
Then (3) is equivalent to the system of polynomial equations
ρ` = c`, ` = 0, 1, . . . , 2n. (5)
To show that (5) has a solution, we consider the ideal generated by ρ0 −
c0, . . . , ρ2n − c2n:
I := (ρ0 − c0, . . . , ρ2n − c2n)
=
{ 2n∑
`=0
A` · (ρ` − c`) : A` ∈ C[pn+1, . . . , p1, p0, qn, . . . , q1, q0], ` = 0, . . . , 2n
}
.
(6)
By the weak form of Hilbert’s Nullstellensatz, (5) has a solution if and only if
I 6= C[pn+1, . . . , p1, p0, qn, . . . , q1, q0]; see, e.g., [1], Theorem 2.2.3. Hence, we
are going to show that there exists a polynomial Y /∈ I, i.e., such that
2n∑
`=0
A`(ρ` − c`) = Y
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does not hold.
Consider the equations in (5) with nonzero right hand side, L1 := {` ∈
{0, 1, . . . , 2n} : c` 6= 0}. Note that |L1| > 1. Indeed, c2n = 1 so 2n ∈ L1, and
|L1| = 1 would imply
∏2n
j=1(z − ηj) = z2n, which contradicts that η1, . . . , η2n
are distinct. We determine the minimal element in these equations with respect
to the ordering pn+1 > pn > pn−1 > . . . > p1 > p0 > q0 > q1 > . . . > qn−1 > qn
of the variables with deglex order:
pj1qk1 = min{prqs : coeff(prqs, ρ`) 6= 0 and ` ∈ L1},
where coeff(prqs, ρ`) denotes the coefficient of prqs in ρ`, and let `1 = j1+k1−1
be the unique index such that pj1qk1 appears in ρ`1 . Note that j1 6= k1, otherwise
the coefficient of pj1qk1 would be zero.
Using the `1-th equation, we eliminate the right hand sides of ρ` = c`,
` ∈ L1, ` 6= `1, For ` ∈ L1, we put ρˆ` := ρ` − (c`/c`1)ρ`1 and have A`(ρ` − c`) =
A`ρˆ`+A`
c`
c`1
(ρ`1−c`1). Note that ρˆ`1 = 0. This step shows that the insolvability
of
2n∑
`=0
A`(ρ` − c`) = Y
is equivalent to the insolvability of∑
`/∈L1
A`ρ` +
∑
`∈L1
A`ρˆ` +
∑
`∈L1
A`
c`
c`1
(ρ`1 − c`1) = Y
and thus to the insolvability of∑
`/∈L1
A`ρ` +
∑
`∈L1, ` 6=`1
A`ρˆ` + Aˆ`1(ρ`1 − c`1) = Y (7)
where the term Y will be specified later.
If pj1 appears in ρ`, then in the term pj1qk(`) with k(`) = ` + 1 − j1. We
define
L2 := {` ∈ {0, 1, . . . , 2n} : pj1 appears in ρ`} = {` ∈ {0, 1, . . . , 2n} : coeff(pj1qk(`), ρ`) 6= 0}.
Substituting 0 in (7) for each variable in {p0, p1, . . . , pn+1} \ {pj1}, we obtain∑
`∈L2\L1
B` pj1qk(`) +
∑
`∈L2∩L1\{`1}
B`
(
(j1 − k(`)) · pj1qk(`) −
c`
c`1
(j1 − k1) · pj1qk1
)
+B`1((j1 − k1) · pj1qk1 − c`1) = Y. (8)
If L2 ∩ L1 = {`1}, we set Y = 1. Then (8) becomes∑
`∈L2\L1
B` pj1qk(`) +B`1((j1 − k1) · pj1qk1 − c`1) = 1.
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Substituting qk1 = 1 and all other qk = 0, we obtain B`1(pj1)((j1−k1)pj1−c`1) =
1, which cannot hold for all pj1 ∈ C, so we reached a contradiction.
If |L2∩L1| > 1, let `2 ∈ (L2∩L1)\{`1}, then pj1qk(`2) has nonzero coefficient
in ρ`2 , and we set Y = qk(`2). Substitute qk = 0 for k /∈ {k(`) : ` ∈ L1 ∩ L2}.
Then (8) becomes∑
`∈L2∩L1\{`1}
B˜`
(
(j1 − k(`))pj1qk(`) −
c`
c`1
(j1 − k1)pj1qk1
)
+B˜`1((j1 − k1)pj1qk1 − c`1) = qk(`2).
Finally, we substitute pj1 = 1 and qk1 = c`1/(j1 − k1) and qk(`) = c`j1−k(`) for
` ∈ L2 ∩ L1 \ {`1, `2}, which yields the equation
D1((j1 − k(`2))qk(`2) − c`2) = qk(`2),
which is impossible since c`2 6= 0 and j1−k(`2) 6= 0 by the definitions of L1 and
L2.
4.2 Finitely many solutions
Problem 4 has infinitely many solutions, since any solution P and Q can by
multiplied by nonzero constants and is still a solution. In this subsection we
will show that Problem 4 with the normalization
pn+1 = 1, qn = 1 and pn = 0 (9)
has only finitely many solutions. Note that any solution of Problem 4 can be
brought to this form. The first two equations follow by scaling P and Q, the
latter can then be achieved by replacing P by P − pnQ, which still satisfies (2).
Knowing that Problem 4 with the normalization (9) has only finitely many solu-
tions is of particular interest, since a great number of symbolical and numerical
methods are applicable in this case.
Theorem 7. Problem 4 with the normalization (9) has only finitely many so-
lutions.
A brief outline of the proof is as follows. We consider the projective variant
of the Problem 4 and homogenize the cj ’s on the right with a new variable t. We
simplify this projective variety by substituting pn+1 = t, qn = t and pn = 0. We
show that the projective variety shrinks by adding more and more equations,
i.e. the dimension is strictly decreasing, and finally we get a zero dimensional
projective variety. Finally, we substitute t = 1, which corresponds to the “finite
part” of the projective variety. This way we get that the original system of
equations has finitely many solutions.
Proof. Any solution P and Q of Problem 4 satisfying (9) also satisfies (3). As
in the proof of Theorem 6, we write
∏2n
j=1(z−ηj) =
∑2n
`=0 c`z
`, where the c` are
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complex numbers depending only on η1, . . . , η2n, and P ′(z)Q(z)− P (z)Q′(z) =∑2n
`=0 ρ`z
`, with the coefficients ρ` from (4). In particular, we have again (5).
We introduce an auxiliary variable t and substitute pn+1 = qn = t and pn = 0
in ρ` for ` = 0, 1, . . . , 2n− 4, which gives
ρ˜0 := p1q0 − p0q1,
ρ˜1 := 2p2q0 − 2p0q2,
ρ˜2 := 3p3q0 + p2q1 − p1q2 − 3p0q3,
...
ρ˜n−2 := (n− 1)pn−1q0 + (n− 3)pn−2q1 + . . .
+ (−n+ 3)p1qn−2 + (−n+ 1)p0qn−1,
ρ˜n−1 := (n− 2)pn−1q1 + (n− 4)pn−2q2 + . . .
+ (−n+ 4)p2qn−2 + (−n+ 2)p1qn−1 − np0t,
ρ˜n := (n− 1)tq0 + (n− 3)pn−1q2 + (n− 5)pn−2q3 + . . .
+ (−n+ 5)p3qn−2 + (−n+ 3)p2qn−1 + (−n+ 1)p1t,
...
ρ˜2n−4 := 5tqn−4 + pn−1qn−2 − pn−2qn−1 − 3pn−3t,
(10)
and for ` = 2n− 3, . . . , 2n we substitute pn+1 = qn = 1 and pn = 0 in ρ`:
ρ˜2n−3 := 4qn−3 − 2pn−2,
ρ˜2n−2 := 3qn−2 − pn−1,
ρ˜2n−1 := 2qn−1,
ρ˜2n := 1.
(11)
With this substitution, (5) becomes
ρ˜` = c`, ` = 0, 1, . . . , 2n. (12)
The last equation is 1 = 1. We now consider the ρ˜` as polynomials in pn−1, . . .,
p0, qn−1, . . . , q0, t. Note that ρ˜`’s (` = 0, 1, . . . , 2n) are irreducible polynomials.
We homogenize (12) using the same auxiliary variable t:{
ρ˜` − c`t2 = 0, ` = 0, 1, . . . , 2n− 4,
ρ˜` − c`t = 0, ` = 2n− 3, 2n− 2, 2n− 1.
(13)
The polynomials ρ˜` − c`t2, ` = 0, 1, . . . , 2n − 4, are homogeneous (of order 2)
and irreducible.
We build up the solutions step by step, so consider
Wj := V (ρ˜0 − c0t2, . . . , ρ˜j − cjt2) ⊂ C2n+1, j = 0, 1, . . . , 2n− 4. (14)
We show by induction that dim(Wj) ≤ 2n− 1− j. Since ρ˜0 − c0t2 is a noncon-
stant irreducible polynomial from C[pn−1, . . . , p0, qn−1, . . . , q0, t], we can apply
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Proposition 2 from [8], p. 468, to conclude that the (projective) dimension of
W0 is 2n − 1 (one less; see also Theorem 12, p. 464 from [8]). Next, suppose
that dim(Wj) ≤ 2n− j−1 holds for some j ∈ {0, 1, . . . , 2n−5}. By Corollary 9
(from [8], p. 473), each irreducible component X of Wj has dimension at most
2n − j − 1 (and there are finitely many such components), which we will need
below.
Consider the next equation ρ˜j+1− cj+1t2 = 0. We show that the polynomial
on the left hand side does not vanish on Wj . By Hilbert’s Nullstellensatz (see,
e.g., [8], p. 173, or [30], p. 173) we need to show that there do not exist an
integer r ≥ 1 and polynomials Pk ∈ C[pn−1, . . . , p0, qn−1, . . . , q0, t] such that
j∑
k=0
Pk(ρ˜k − ckt2) = (ρ˜j+1 − cj+1t2)r. (15)
Assume that such r and polynomials exist, we shall reach a contradiction. Sub-
stitute t = 0 into (15). Fix any term X = pj1qk1 from ρ˜j+1 (e.g. if j + 1 = n,
then X = pn−1q2 is fine), which we can do if j + 1 < 2n − 3. Note that X
does not appear in the ρ˜k on the left hand side. Substituting zero for all pj
and qk not present in X, we obtain 0 = Xr (up to a multiplicative constant),
a contradiction. Hence (15) does not hold if j + 1 < 2n− 3, and ρ˜j+1 − cj+1t2
does not vanish on Wj .
Continuing the dimension counting argument, Proposition 10 i) (from [8], p.
473) implies that the dimension decreases, that is dimWj+1 ≤ dimWj − 1 ≤
2n− j− 1− 1. This way we get that dimW2n−4 ≤ 2n− 1− (2n− 4) = 3. If Wj
is not irreducible, we apply this reasoning to each irreducible component. Now
we use the last three, linear equations as follows. We are going to show that
2n−4∑
j=0
Pj(ρ˜j − cjt2) +
k∑
j=2n−3
Pj(ρ˜j − cjt) = (ρ˜k+1 − ck+1t)r (16)
has no solution where r is a positive integer, Pj ∈ C[pn−1, . . . , p0, qn−1, . . . , q0, t]
are polynomials, and k = 2n−4, 2n−3, 2n−2 (note that k = 2n−4 is allowed, in
this case the second sum on the left is 0). By Hilbert’s Nullstellensatz again, this
implies that ρ˜k+1−ckt = 0 has a solution which is not a solution of ρ˜j−cjt2 = 0,
j = 0, 1, . . . , 2n − 4, ρ˜j − cjt = 0, 2n − 3 ≤ j ≤ k. We detail this step for
k = 2n − 4: in this case, the right hand side is (4qn−3 − 2pn−2 − c2n−3t)r and
we substitute qn−1 = qn−2 = qn−4 = . . . = q0 = pn−1 = . . . = p0 = t = 0 (all
except qn−3). Note that qn−3 alone (as linear term) does not occur in any of ρ˜j ’s
(j = 0, 1, . . . , 2n − 1), hence the left hand side is 0 while the right hand side is
4rqrn−3 6= 0. So (16) has no solution when k = 2n−4. Similar steps can be made:
if k = 2n−3, then the right hand side is (3qn−2 +pn−1−c2n−2t)r and we choose
the variable qn−2; if k = 2n−2, then the right hand side is (2qn−1−c2n−1t)r and
we choose the variable qn−1. As above, we can use Proposition 10 to decrease
the dimension.
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Summarizing the dimension counting argument, the variety
W := W2n−4∩V (4qn−3−2pn−2−c2n−3t, 3qn−2−pn−1−c2n−2t, 2qn−1−c2n−1t)
(17)
has dimension 0 as projective variety. Applying Proposition 6 from [8], p. 471,
we see that W consists of finitely many projective points. Now substituting
t = 1, we see that there can be only finitely many solutions to Problem (4) with
the normalization (9).
5 Rational functions with prescribed critical val-
ues
In this section we investigate Problem 2, again with tools of algebraic geometry.
First, we reformulate it in terms of polynomial equations. Then we show
that it has a solution. Continuing the investigation, we show that it has finitely
many solutions.
We rewrite Problem 2 in terms of polynomials, instead of the rational func-
tion. We use again the assumption (9).
Problem 5. Let ζ1, ζ2, . . . , ζ2n be distinct complex numbers. Find polynomials
P (z) = zn+1 +
n−1∑
j=0
pjz
j and Q(z) = zn +
n−1∑
j=0
qjz
j (18)
and points z1, . . . , z2n ∈ C such that
P (zj)− ζjQ(zj) = 0, j = 1, 2, . . . , 2n, (19)
P ′(zj)Q(zj)− P (zj)Q′(zj) = 0, j = 1, 2, . . . , 2n. (20)
where (20) is related to that z1, . . . , z2n are the critical points of F = P/Q
while (19) prescribes the values of F at those points. As it can be seen, we
assume that
pn+1 = 1, pn = 0 and qn = 1. (21)
There are 2n + 2n = 4n equations and n + n + 2n = 4n (pn−1, . . . , p1, p0,
qn−1, . . . , q1, q0 and z1, z2, . . . , z2n) unknowns in Problem 5.
Furthermore, we also consider the condition
Q(zj) 6= 0, j = 1, 2, . . . , 2n. (22)
By introducing new variables, it is equivalent to 1−yjQ(zj) = 0, j = 1, 2, . . . , 2n.
Let us discuss the relation between Problem 2 and Problem 5.
Proposition 8. Problem 5 with (22) is equivalent to Problem 2. Moreover, for
any solution of Problem 5 with (22), the points z1, . . . , z2n are distinct.
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Proof. Suppose F is a solution to Problem 2. Write F as F = P/Q where P
and Q are coprime. Then Q(zj) 6= 0 (since ζj ∈ C), and rearranging yields
that P and Q are solutions to Problem 5 with (22). Conversely, if P and Q
satisfy (19), (20) and (22) for a particular j, then F := P/Q satisfies F (zj) =
ζj and F ′(zj) = 0. Moreover, a solution F of Problem 5 with (22) satisfies
F (zj) = ζj for j = 1, 2, . . . , 2n. Since ζ1, . . . , ζ2n are distinct, also z1, . . . , z2n
are distinct.
If (P,Q) is a solution of Problem 5 with Q(zj) = 0 for some j, then also
P (zj) = 0 and F (zj), even it is still defined, needs not be equal to ζj .
In Problems 2 and 5, the points z1, . . . , z2n are unknown. When the points
are given, the problems become standard Hermite interpolation problems, which
we discuss in the next subsection.
5.1 A related interpolation problem
In this subsection, we assume that we know the critical points zj ’s, j = 1, . . . , 2n
(but we do not know yet whether they are distinct or not). Hence, (19) and
(20) form an interpolation problem. For rational interpolation, there is a large
number of papers, see see [32], [26], [25], [5], [19], but we basically use [7] which
describes the solution sets of rational interpolation, see Theorem 2.6 there.
The Rational Hermite Interpolation Problem in our context is to find a
rational function F of the form F = G/H where G and H are polynomials of
degree at most n+ 1 and n respectively such that
F (zj) = ζj , (23)
F ′(zj) = 0, (24)
for j = 1, . . . , 2n. The interpolation nodes z1, . . . , z2n in a usual RHIP are
distinct. Otherwise (suppose zi = zj for some i 6= j), there is no solution if
ζi 6= ζj , or the system is underdetermined if ζi = ζj . Recall that Problem 2 is
similar, but there the interpolation points zj are also unknown.
Proposition 9. Let ζ1, . . . , ζ2n ∈ C be distinct, and suppose that the Rational
Hermite Interpolation Problem (23) and (24) has a solution F = G/H. Then
z1, . . . , z2n are distinct, degG = n + 1, degH = n, and G and H are coprime
polynomials. Moreover, H(zj) 6= 0 for j = 1, . . . , 2n.
Proof. This is a standard calculation, hence we omit it.
Let ζ1, . . . , ζ2n ∈ C be distinct, and let F = G/H be a solution of (23)
and (24). By multiplying with the denominators and simplifying, we see that
(G,H) is a solution of the following Weak Hermite Interpolation Problem (com-
pare [7, Eqn. (2)]): Find polynomials A and B such that
A(zj) = ζjB(zj), j = 1, . . . , 2n, (25)
A′(zj) = ζjB′(zj), j = 1, . . . , 2n, (26)
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where degA ≤ n + 1 and degB ≤ n. Since (25)–(26) is a homogeneous linear
system in A and B, the set of solutions V = {(A,B) solving (25)–(26)} is a
vector space [7, Prop. 2.2]. In particular, if (A,B) ∈ V, then (cA, cB) ∈ V for
any c ∈ C.
Moreover, a solution (A,B) of the weak Hermite interpolation problem is also
a solution of the following problem: Find polynomials P and Q with deg(P ) ≤
n+ 1 and deg(Q) ≤ n such that
P (zj) = ζjQ(zj), j = 1, . . . , 2n,
P ′(zj)Q(zj) = P (zj)Q′(zj), j = 1, . . . , 2n,
Finally, if (P,Q) is a solution of this last problem and if Q(zj) 6= 0 for
j = 1, . . . , 2n, then F = P/Q is a solution of the rational Hermite interpolation
problem (23) and (24).
Proposition 10. Let ζ1, . . . , ζ2n ∈ C be distinct. We then have for the poly-
nomial form of the prescribed critical value problem (18), (19), (20) and for the
Weak Hermite Interpolation Problem (25), (26):
1. If P and Q are coprime, then Q(zj) 6= 0 for j = 1, . . . , 2n.
2. If Q(zj) 6= 0 for j = 1, . . . , 2n, then z1, . . . , z2n are distinct.
Proof. We first show 1. Let Q(zj) 6= 0 for j = 1, . . . , 2n, then F = P/Q satisfies
F (zj) = ζj . Since ζ1, . . . , ζ2n are distinct, then also z1, . . . , z2n are distinct.
Note for the converse direction (see 2) that Q(zj) = 0 implies P (zj) = 0 by (19),
which is impossible if P and Q are coprime. The reasoning for the weak Hermite
interpolation problem is exactly the same.
Proposition 11. Suppose that the Rational Hermite Interpolation Problem (23)
and (24) has a solution and suppose that z1, . . . , z2n are distinct.
Then the following problems are equivalent:
A) Rational Hermite Interpolation Problem: (23) and (24) with degG = n+1,
degH = n;
B) Weak Hermite Interpolation Problem: (25), (26) with F = A/B, degA =
n+ 1, degB = n; and
C) polynomial form of prescribed critical values of a rational function: (18),
(19), (20) with F = P/Q and degP = n + 1, degQ = n, (without the
normalization pn+1 = 1, pn = 0, qn = 1).
Proof. Suppose there is a rational function F such that F = G/H with degG =
n + 1, degH = n and such that F (zj) = ζj , F ′(zj) = 0, j = 1, . . . , 2n. Then
put A := G and B := H. Now, F ′(zj) = 0 means the following. Denote the
common factor of G and H by C, so that G = G1C and H = H1C where G1, H1
are coprime. F (zj) = ζj implies that G1(zj)/H1(zj) = ζj and H1(zj) 6= 0 too.
So G1(zj) = ζjH1(zj) and multiplying this with C(zj), we obtain (25).
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Regarding (26), F ′(zj) = 0 means that (G1/H1)′(zj) = 0. Since H1(zj) 6= 0,
it is equivalent to G′1(zj)H1(zj) = G1(zj)H ′1(zj). First, we write G1C|zj =
ζj H1C|zj . Second, G′1CH1|zj = G1H ′1C|zj = ζjH1H ′1C|zj and dividing with
H1(zj) 6= 0, we get G′1C|zj = ζjH ′1C|zj . Summing up, we have G′1C+G1C ′|zj =
ζj(H
′
1C +H1C
′)|zj implying (26).
Suppose that A(zj) = ζjB(zj), A′(zj) = ζjB′(zj) with degA = n + 1,
degB = n. Then put P := A, Q := B. Obviously, P (zj) − ζjQ(zj) = 0,
so (19) holds. Using this, similarly as earlier, P ′(zj)Q(zj) − P (zj)Q′(zj) =
A′(zj)B(zj)−ζjB(zj)B′(zj) = B(zj) (A′(zj)− ζjB′(zj)) = 0, due to (26). Here
we disregard the normalizations pn = 1, pn−1 = 0 and qn = 1.
Finally, C) implies A): suppose P = P1C, Q = Q1C, degP ≤ n+1, degQ ≤
n where C is a monic polynomial, P1 and Q1 are coprime. Let F := P/Q =
P1/Q1. If deg(C) ≥ 1, F ′ vanishes at the 2n distinct points z1, . . . , z2n, so does
P ′1Q1 − P1Q′1. If degC ≥ 1, then this is polynomial with degree < 2n, so that
P ′1Q1 − P1Q′1 ≡ 0 and F ′ ≡ 0, so that F = P1/Q1 is a constant, and we reach
a contradiction. So C = 1. Again, Q(zj) 6= 0. Hence we can simply divide (19)
with Q(zj) to obtain (23) and rearrange (20) to obtain (24).
Note that in general B) implies C) too.
Let us remark that if we do not assume that the z1, . . . , z2n are different,
then there can be solutions of the weak Hermite interpolation problem which
are not solutions of the rational Hermite interpolation problem. For example,
let z1 = . . . = z2n, A(z) = (z − z1)2, B(z) = (z − z1)2 which yields a solution
to (25) and (26) (for any ζ1, . . . , ζ2n), and also a solution P (z) = (z − z1)2,
Q(z) = (z − z1)2 to (19) and (20) (again, for any ζ1, . . . , ζ2n). However, these
corresponding rational function R(z) = P (z)/Q(z) is constant and does not
solve the rational Hermite interpolation problem. In this case, (some of) the
nodes collapse to one point.
Furthermore, it is worth comparing our question with the original RHIP
from [7]. In [7], the authors described the unattainable set, when RHIP cannot
have solution. In our setting (Problems 2 and 5), we allow the interpolation
nodes to vary. This flexibility avoids such unattainable configurations.
Finally, we show that the normalization (21) can be achieved if we allow to
move the critical points z1, . . . , z2n.
Proposition 12. Suppose that z1, . . . , z2n are distinct and suppose that the Ra-
tional Hermite Interpolation Problem (23) and (24) has a nonconstant solution
F . Then we can write F (z) = az+b+
∑n
j=1 rj/(z−ρj) for some a, b, rj , ρj ∈ C,
a 6= 0 and rj 6= 0, and with distinct ρ1, . . . , ρn.
Furthermore with appropriate d ∈ C, we can write F ((z − d)/a) = z +
O(1) = z + b∗ +
∑n
j=1 r
∗
j /(z − ρ∗j ) for some b∗, r∗j , ρ∗j and F ((z − d)/a) =
P ∗(z)/Q∗(z) where P ∗(z) =
∑n+1
j=1 p
∗
jz
j, Q∗(z) =
∑n
j=1 q
∗
j z
j and these P ∗ and
Q∗ satisfy the normalizations p∗n+1 = 1, p∗n = 0, q∗n = 1.
Proof. Write F = P/Q with coprime P and Q and deg(P ) ≤ n+1 and deg(Q) ≤
n. Then deg(P ′Q − PQ′) ≤ 2n and P ′Q − PQ′ has the 2n zeros z1, . . . , z2n.
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In particular, deg(P ) = n + 1 and deg(Q) = n, otherwise F is constant. Note
further that Q has only simple zeros. Suppose to the contrary that ρ1 is a
multiple zero of Q, then it is also a zero of P ′Q−PQ′ and thus one of the points
z1, . . . , z2n (or F would be constant), which is impossible, since F (zj) = ζj is
a finite value. This shows that we can write F (z) = az + b +
∑n
j=1
rj
z−ρj with
distinct ρ1, . . . , ρn ∈ C and nonzero a, r1, . . . , rn ∈ C.
The substitution z → (z − d)/a with d = (b− a∑nj=1 ρj)/(n+ 1) yields
F
(
z − d
a
)
= a
(
z − d
a
)
+b+
n∑
j=1
rj
z−d
a − ρj
= z+b−d+
n∑
j=1
arj
z − (d+ aρj) =
P ∗(z)
Q∗(z)
.
Then the leading coefficients of P ∗ and Q∗ must be the same and, dividing
if necessary, p∗n+1 = 1, q∗n = 1 can be reached. p∗n = 0 also follows, since
p∗n = b− d−
∑n
j=1 ρ
∗
j = b− d−
∑n
j=1(d+ aρj) = b− (n+ 1)d− a
∑n
j=1 ρj = 0
by the definition of d.
5.2 Proof of existence and finiteness
Theorem 13. Problem 5 has solutions.
Proof. We use the weak form of Hilbert’s Nullstellensatz. We need to show that
2n∑
j=1
(
Aj (P
′(zj)Q(zj)− P (zj)Q′(zj)) +Bj (P (zj)− ζjQ(zj))
)
= 1
has no solution for Aj , Bj ∈ C[pn−1, . . . , p0, qn−1, . . . , q0, z1, . . . , z2n]. This fol-
lows since none of the polynomials appearing in the two parentheses on the left
hand side in Problem 5 has constant term (note that the coefficients p0, q0 of P
and Q are unknowns here).
We also give an alternative geometric proof based on Theorem 1.
Proof. Connect the points ζ1, . . . , ζ2n pairwise by smooth Jordan arcs, that do
not intersect each other. By Theorem 1 there exists a rational open up mapping
F = P/Q, with polynomials P and Q of respective degrees n+ 1 and n, which
by Propositions 3 and 8 solve Problem 5.
Theorem 14. Problem 5 with (22) has finitely many solutions.
Proof. From Proposition 8 we have that for a solution of Problem 5 with (22)
the points z1, . . . , z2n are distinct, which we will use below.
As in the proof of Theorem 6, we write 0 = (P ′Q − PQ′)(zj) =
∑2n
`=0 ρ`z
`
j
with ρ` as in (4). Let t be an auxiliary variable and replace ρ` by ρ˜` from (10)
and (11). (Note that the two equations were obtained from ρ` with different
substitutions. However, when we substitute t = 1, we have that (9) is fulfilled.)
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Finally, we homogenize the resulting equations with the same variable t and
obtain
Rj := z
2n
j +
2n−1∑
k=2n−3
zkj ρ˜kt
2n−k−1 +
2n−4∑
k=0
zkj ρ˜kt
2n−k−2 = 0, j = 1, 2, . . . , 2n,
(27)
Sj := z
n+1
j − ζjznj t+
n−1∑
k=0
(pk − ζjqk)zkj tn−k = 0, j = 1, 2, . . . , 2n, (28)
where Rj and Sj are polynomials in pn−1, . . . , p1, p0, qn−1, . . . , q1, q0, z1, . . . , z2n
and t. To show that the number of solutions is finite, we use a dimension
decreasing argument with induction, as in the proof of Theorem 7. In the
induction step, we will need that Rj is independent of R1, S1, . . . , Rj−1, Sj−1
and that Sj is independent of R1, S1, . . . , Rj−1, Sj−1, Rj .
To show that Rj is independent of R1, S1, . . . , Rj−1, Sj−1, we use Hilbert’s
Nullstellensatz and show that
j−1∑
`=1
(A`R` +B`S`) = R
r
j (29)
has no solution in A`, B` ∈ C[pn−1, . . . , p0, qn−1, . . . , q0, z1, . . . , z2n, t] and posi-
tive r ∈ N. Substitute pn−1 = . . . = p0 = qn−1 = . . . = q0 = 0 into (29), so all
ρ˜k vanish and we can simply write
j−1∑
`=1
(
A˜`
(
z2n`
)
+ B˜`
(
zn+1` − ζ`zn` t
) )
= z2nrj
where A˜` and B˜` are the polynomials A` and B` after the substitution. Substi-
tuting z1 = . . . = zj−1 = 0 yields 0 = z2nrj , which is impossible.
To show that Sj is independent of R1, S1, . . . , Rj−1, Sj−1, Rj , we again use
Hilbert’s Nullstellensatz and show that
j−1∑
`=1
(A`R` +B`S`) + CjRj = S
r
j (30)
has no solution in A`, B`, Cj ∈ C[pn−1, . . . , p0, qn−1, . . . , q0, z1, . . . , z2n, t] and
positive r ∈ N. Substitute z1 = . . . = zj−1 = 0 and q0 = q1 = . . . = qn−1 = 0
and p0 = p1 = . . . = pn−2 = 0 (not pn−1) into (30). For ` = 1, . . . , j−1 we have
R` = 0 and S` = 0, and so (30) becomes
C˜j(z
2n
j − pn−1z2n−2j t) = (zn+1j − ζjznj t+ pn−1zn−1j t)r,
where C˜j is obtained from Cj by the substitution. We now distinguish two
cases. If ζj 6= 2, we substitute pn−1 = zj = t, which yields 0 = ((2− ζj)tn+1)r,
which is impossible. If ζj = 2, we substitute pn−1 = zj = −t and obtain
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0 = (ζj(−t)n+1)r, which again is impossible. Therefore Sj is independent of
R1, . . . , Rj , S1, . . . , Sj−1.
We now show by induction that the number of solutions of Problem 5 is
finite. As start, write W0 := C4n+1 \ {0} which has dimension 4n as projective
variety. ConsiderW1 := V (R1) ⊂ C4n+1 as projective variety in 4n dimensional
complex projective space, which has dimension 4n − 1 by Proposition 2 (from
[8], p. 468). For j = 1, 2, . . . , n define
W2j := V (R`, S` : ` = 1, 2, . . . , j).
We assume that the projective variety W := W2(j−1) has projective dimension
4n− 2(j − 1). We intersect W with the two projective varieties
Va = Va,j := V (Rj) and Vb = Vb,j := V (Sj).
Consider the irreducible components of W : W = U1 ∪ . . . ∪ Um, where m =
m(j) depends on j; see [8], p. 206, Theorem 4. Since Rj is independent of
R1, S1, . . . , Rj−1, Sj−1, we have that Va \W 6= ∅, hence the same is true for all
irreducible components: Va \U 6= ∅ for all U ∈ {U1, . . . , Um}. We therefore have
by Proposition 10 ([8], p. 473) that dim(U ∩ Va) = dim(U) − 1 if dim(U) > 0
and U ∩Va = ∅ if dim(U) = 0. Note that at least one Uj ∩Va is nonempty, since
by Corollary 9 ([8], p. 473) there exists some Uj0 with dim(Uj0) = dim(W ) =
4n − 2(j − 1) > 0. Then W ∩ Va = (U1 ∩ Va) ∪ . . . ∪ (Um ∩ Va) and, remov-
ing the irreducible components U with U ∩ Va = ∅, we have dim(W ∩ Va) =
max{dim(Uj ∩ Va) : Uj ∩ Va 6= ∅, j = 1, . . . ,m} = dim(W ) − 1. Since Sj
is independent of R1, S1, . . . , Rj−1, Sj−1, Rj , a similar argument works for Vb:
Vb \ (W ∩ Va) 6= ∅, and dim(W ∩ Va ∩ Vb) = dim(W ∩ Va)− 1. This implies that
dim(Wj) = dim(Wj−1)− 2 = 4n− 2j for j = 1, 2, . . . , n.
Finally, the projective variety W2n has projective dimension 0, hence it con-
sists of finitely many points in the projective space; see Proposition 6 from [8],
p. 471. Therefore, equations (27) and (28) have only finitely many solutions.
Substituting t = 1, we see that Problem 5 has at most finitely many solutions
(and by Theorem 13 there are solutions).
6 Appropriate set of arcs for given rational func-
tion
We discussed the relation between solutions of Problem 1 and Problem 2 in
Proposition 3: Given arcs γ1, . . . , γn with endpoints ζ1, . . . , ζ2n, every open up
mapping (i.e., solution of Problem 1) has the end-points as critical values (i.e., is
a solution of Problem 2 with ζ1, . . . , ζ2n). The converse is not true in general for
n ≥ 2. There are examples where a rational function is a solution of Problem 2
but is not a solution of Problem 1. However, we show next that for every
solution of Problem 2 (and Problem 4) there exists arcs connecting the critical
values, such that the rational function is an open up mapping for these arcs.
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Theorem 15. Let F (z) be a rational function of type (n + 1, n) and assume
that the critical points η1, η2, . . . , η2n are all distinct. Assume further that the
critical values ζj := F (ηj) are pairwise distinct (j = 1, . . . , 2n).
Then there exists a set of disjoint Jordan arcs γ1, . . . , γn, each arc connecting
two points in {ζ1, . . . , ζ2n}, such that F opens up γ1, . . . , γn, that is, F is the
solution of Problem 1 (with the arcs γ1, . . . , γn).
Proof. Since F is of type (n+ 1, n) and η1, . . . , η2n are distinct, the set of zeros
of F ′ is {η1, . . . , η2n}, and each point is a simple zero of F ′. In particular,
F ′(ηj) = 0 but F ′′(ηj) 6= 0, and F ′(z) 6= 0 for z 6= ηj . In particular, F−1({ζj})
consists of n distinct points.
F (z) = ζj has n + 1 solutions counting multiplicities. One solution is ηj ,
which is a double solution since F ′(ηj) = 0 but F ′′(ηj) 6= 0. Since ζ1, . . . , ζ2n
are distinct, every solution z 6= ηj of F (z) = ζj is simple.
Denote the set of critical values of F by
S = {ζ1, . . . , ζ2n}. (31)
By the above, F−1 can be defined analytically in a neighborhood of every point
z ∈ C \ S, since F−1 has regular behavior at such points, while F−1 behaves
at each ζj like the square root at the origin, and hence cannot be defined as a
single-valued analytic function in a punctured neighborhood of a point ζj ∈ S.
Since F (z) = cz +O(1) as z →∞ for some nonzero c ∈ C, the inverse F−1
is well defined on a domain D ⊂ C∞ with∞ ∈ D, and f(u) := F−1(u)/(u− ζ1)
is a single-valued analytic function in D.
To construct the set of arcs γ1, . . . , γn, we apply Stahl’s theory on analytic
continuation and quadratic differentials; see [27, Problem B and Theorem 1 and
Lemma 5]. See also [28], Problem (f,∞) on p. 4, and Theorems 3,4,8 and 9 too.
By [27, Thm. 1], f can be extended analytically to a connected set C∞ \K0,
where K0 is the union of a compact set E0 and some (not necessarily finitely
many) analytic Jordan arcs, say Aj , j ∈ J , and K0 has minimal logarithmic
capacity. In other words, K0 = E0 ∪ ∪j∈JAj . Denote by gC∞\K0(·,∞) the
Green’s function with pole at infinity of C∞ \K0, and define
Q(u) :=
(
∂
∂u
gC∞\K0(u,∞)
)2
. (32)
The analytic Jordan arcsAj are trajectories of the quadratic differentialQ(u) du2,
see [27, Thm. 1]. Let us remark that Stahl uses closed trajectories (with end-
points included, see [28], p. 11) while Strebel uses open trajectories, i.e. end-
points are not part of trajectories, see [29], p. 25, Theorem 5.5. In this theorem
he also states that trajectories are disjoint. See also the structure theorem
(Theorem 4) on p. 8 in [28].
We determine the structure of K0 step-by-step. We will show that E0 = S,
and that there are only n trajectories, which connect pairs of points in E0.
First, K0 has “no holes” since C∞ \ K0 is connected. The set E0 has the
property that the analytic continuation of f , defined on C∞ \K0, has a singu-
larity at every boundary point of E0; see [27, Thm. 1]. By the properties of F−1
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established above and the definition of f , we see that S is the set of singularities
of f . This implies that ∂E0 ⊆ S is a finite set and that E0 = ∂E0 ⊆ S is also
finite. Alternatively, using the notation of [28] and Theorems 4 and 9, E0 = ∅
since f has no essential singularity, E1 = S and E2 contains the critical points
of Green’s function gC∞\K0(.,∞).
The critical points of the quadratic differential Q(u) du2 are the poles and
zeros of Q by definition. Denote the set of critical points of Q(u) (in C \E0) by
X. By Stahl’s theorem, Q(u) can be extended analytically to C\E0. Therefore
Q(u) has no poles in C \ E0, and zeros of Q(u) can accumulate to points of
E0 ⊂ S only. By the structure theorems of trajectories of quadratic differentials
(see Theorem 3.2 on p. 29, Theorem 3.3 on p. 30 and Theorem 3.4 on pp. 32-33
from Jenkins’ book [12] and also Theorem 3.5 on pp. 37-38), the trajectories
can connect the points of X or can be Jordan curves (or might go to infinity,
but this is excluded since K0 is compact).
The endpoints of the trajectories must come from E0, see Theorem 1 from
[27]. Alternatively, see Theorem 4 from [28]. Though there are other trajecto-
ries, see Theorem 9 on p. 12 from [28], and the set E2 there (see also the set
Z from Lemma 5 from [27]), those trajectories have (at least one) endpoints
outside K0, which is not allowed. Trajectories forming Jordan curves can be
excluded again, since K0 does not divide the plane. Therefore the trajectories
can be Jordan arcs only, connecting different pairs of points from E0.
Next, K0 \ E0 consists only of finitely many Jordan arcs Aj . To see this,
we use Lemma 5 from Stahl’s paper (p. 348). It is easy to see that f(u) =
F−1(u)/(u−ζ1) is an algebraic function (see p. 342 from Stahl’s paper). Hence,
E0 consists of finitely many points, and if there are infinitely many arcs, then
there must be two with the same endpoints. These two arcs are disjoint, so by
the Jordan curve theorem, the interior of their union is not empty, but this is
excluded.
We may consider the points of E0 and the arcs Aj , j ∈ J as a graph on the
plane which has finitely many vertices and finitely many edges. The properties
above imply that it is a forest. Now we would like to show that it is the union
of two-long paths (in other words, all vertices have degree 1). Since it is a
forest, take any vertex v with degree 1 (that is, v ∈ E0 and there is exactly
one trajectory/arc ending there) Denote the other endpoint of that edge by
v2 and the edge by e now. Next, we show that f is single-valued in a small
neighborhood of {v, v2} ∪ e. This is true, because starting from v going along
e, taking a full turn around v2, going back to v along e, and taking a full turn
around v, we would get the same value. It is very important here that at both
v and v2, f has a square root behavior. So, using the minimality of K0, there is
no need for another cut around v2, to make f single-valued. In other words, the
degree of v2 is also 1. Using induction, we can see that this graph is the union of
independent edges (edges with no common endpoints) and some vertices with
degree zero (no edges ending that point). But this latter can be excluded, since
we know that f has square root behavior at every v ∈ S, so a cut must start
from each v ∈ S. In particular, this implies that S = E0 too.
This way, we have shown that the points in S are connected pairwise by
19
arcs.
Moreover, by construction, f is single-valued on C \ K0. Then F−1(u) =
(u− ζ1)f(u) is also single-valued in C \K0. Put K1 := F−1(K0). Therefore, F
is a bijection from the unbounded component of C \K1 onto C \K0. From the
square-root behaviour of F−1 at the points ζ1, . . . , ζ2n, we see that the arcs γj
are actually opened-up.
Remark 16. In general, for a given rational function F , the set of arcs that F
can open up, is not unique. Briefly, suppose we have an open up configuration
and pick one arc, say γ1.
Let γ˜1 be a sufficiently small modification of γ1 that coincides with γ1 in a
neighborhood of its endpoints. Put Ωu := C \ (γ˜1 ∪ ∪nj=2γj) and let Ωz be the
unbounded component of F−1(Ωu). Then F is also a bijection from Ωz onto
Ωu.
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