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COMPOSITIONAL TRANSIENT STABILITY ANALYSIS
OF MULTI-MACHINE POWER NETWORKS
SINA Y. CALISKAN AND PAULO TABUADA
Abstract. During the normal operation of a power system all the voltages
and currents are sinusoids with a frequency of 60 Hz in America and parts of
Asia, or of 50Hz in the rest of the world. Forcing all the currents and voltages
to be sinusoids with the right frequency is one of the most important problems
in power systems. This problem is known as the transient stability problem in
the power systems literature.
The classical models used to study transient stability are based on sev-
eral implicit assumptions that are violated when transients occur. One such
assumption is the use of phasors to study transients. While phasors require
sinusoidal waveforms to be well defined, there is no guarantee that waveforms
will remain sinusoidal during transients. In this paper, we use energy-based
models derived from first principles that are not subject to hard-to-justify clas-
sical assumptions. In addition to eliminate assumptions that are known not to
hold during transient stages, we derive intuitive conditions ensuring the tran-
sient stability of power systems with lossy transmission lines. Furthermore,
the conditions for transient stability are compositional in the sense that one
infers transient stability of a large power system by checking simple conditions
for individual generators.
1. Introduction
Power system is the name given to a collection of devices that generate, transmit,
and distribute energy to consuming units such as residential buildings, factories,
and street lighting. Abusing language, we use the terms power and energy inter-
changeably, as typically done in the power systems literature. Excluding a small
portion of generating units, such as solar cells and fuel cells, we can think of power
generators in a power system as electromechanical systems [3, 29]. Natural sources,
such as the chemical energy trapped in fossil fuels, are used to generate mechanical
energy, which is then converted into electrical energy.
When power systems are working in normal operating conditions, i.e., in steady-
state, the generators satisfy two main conditions: 1) their rotors rotate with the
same velocity, which is also known as synchronous velocity, and 2) the generated
voltages are sinusoidal waveforms with the same frequency. Keeping the velocity of
the generators at the synchronous velocity and the terminal voltages at the desired
levels is called frequency stability and voltage stability, respectively [22]. When all
the generators are rotating with the same velocity, they are synchronized and the
relative differences between the rotor angles remain constant. The ability of a power
system to recover and maintain this synchronism is called rotor angle stability.
Transient stability, as defined in [22], is the maintenance of rotor angle stability
when the power system is subject to large disturbances. These large disturbances
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are caused by faults on the power system such as the tripping of a transmission
line.
In industry, the most common way of checking transient stability of a power
system is to run extensive time-domain simulations for important fault scenarios
[26]. This way of developing action plans for the maintenance of transient stability
is easy and practical if we know all the “important” scenarios that we need to
consider. Unfortunately, power systems are large-scale systems and the number of
possible scenarios is quite large. Since an exhaustive search of all of these scenarios
is impossible, power engineers need to guess the important cases that they need
to analyze. These guesses, as made by humans, are prone to errors. Moreover,
time-domain simulations do not provide insight for developing control laws that
guarantee transient stability [27]. Because of these reasons, additional methods are
required for transient stability analysis. Currently, the methods that do not rely on
time-domain simulations can be collected in two different groups: direct methods
and automatic learning approaches. The latter, automatic learning approaches
[38], are based on machine learning techniques. In this work, we do not consider
automatic learning approaches and we focus on direct methods.
1.1. Direct Methods and Their Limitations. Direct methods are based on
obtaining Lyapunov functions for simple models of power systems [16, 26, 37]. To
the best of our knowledge the origin of the idea can be found in the 1947 paper
of Magnusson [23] which uses the concept of “transient energy” which is the sum
of kinetic and potential energies to study the stability of power systems. In 1958,
Aylett, assuming that a two-machine system can be represented by the dynamical
equation
θ¨ = B − sin(θ),
showed that there exists a separatrix dividing the two-dimensional plane of θ˙ and
θ into two regions [2]. One of the regions is an invariant set with respect to the
two-machine system dynamics, i.e., if the initial condition is in this set, trajectories
stay inside this set for all future time. Aylett concluded that in order to check the
stability of the system, we only need to check whether the state is in the invariant
set or not. Aylett also characterized the separatrix that defines the invariant set and
extended the results from the two-machine case to the three-machine case in the
same monograph. Although the term “Lyapunov function” was not stated explicitly
in his work, Aylett’s work used Lyapunov-based ideas. Some of the other pioneering
works on direct methods include Szendy [34], Gless [18], El-Abiad and Nagaphan
[15], and Willems [39]. The work based on direct methods mainly focused on
finding better Lyapunov functions that work for more detailed models and provide
less conservative results. These Lyapunov functions are used to estimate the region
of attraction of the stable equilibrium points that correspond to desired operating
conditions. The stability of a power system after the clearance of a fault can then
be tested by determining if the post-fault state belongs to the desired region of
attraction. For further information we refer the reader to [16, 26, 27, 28, 37].
There are several problematic issues with direct methods.
The first problem is the set of assumptions used to construct these models.
The models used for transient stability analysis implicitly assume that the angular
velocities of the generators are very close to the synchronous velocity. In other
words, it is assumed that the system is very close to desired equilibrium and the
models developed based on this assumption are used to analyze the stability of the
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same equilibrium. The standard answer given to this objection is the following:
the models that are used in transient stability studies are used only for the “first
swing” transients and for these transients the angular velocities of the generators
are very close to the synchronous velocity. Unfortunately, in real world scenarios
large swings need to be considered. Citing the post mortem report [35, page 25] on
the August 14, 2003 blackout in Canada and the Northeast of the United States,
“the large frequency swings that were induced became a principal means by which
the blackout spread across a wide area”. Using models based on “first swing”
assumptions to analyze cases like the August 14, 2003 blackout does not seem
reasonable.
The second problem is that the models used for transient stability analysis, again
implicitly, pose certain assumptions on the grid. The transmission lines are mod-
eled as impedances and the loads are either modeled as impedances or as constant
current sources. These modeling assumptions are used to eliminate the internal
nodes of the network via a procedure called Kron reduction [3, 13]. The resulting
network after Kron reduction is a strongly connected network. Every generator is
connected to every other generator via transmission lines modeled as a series con-
nection of an inductor and a resistor. After this reduction process, the resistances
in the reduced grid are neglected. The fundamental reason behind the neglect of
the resistances lies in the strong belief, in the power systems community, about the
non-existence of Lyapunov functions when these resistances are not neglected. This
belief stems from the paper [9] which asserts the non-existence of global Lyapunov
functions for power systems with losses in the reduced power grid model. It is
further supported by the fact that the Lyapunov functions that the power systems
community has developed contain path-dependent terms unless these resistances
are neglected. The reader should note that the resistors here represent both the
losses on the transmission lines and the loads. Hence this assumption implies that
there is no load in the grid (other than the loads modeled as current injections),
which is not a reasonable assumption. In addition to these problems that have their
origin in neglecting the resistances on the grid, the process of constructing these
reduced models, i.e. Kron reduction, can only be performed for a very restrictive
class of circuits unless we assume that all the waveforms in the grid are sinusoidal
[4, 5]. In other words, in order to perform this reduction process for arbitrary net-
works, we need to use phasors, which in turn requires that all the waveforms in the
grid are sinusoidals and every generator in the power grid is rotating with the same
velocity. This assumption is not compatible with the study of transients.
1.2. Control and Synchronization in Power Networks. Despite the long ef-
forts to obtain control laws for power systems with non-negligible transfer conduc-
tances, results only appeared in the beginning of the 21st century. For the single
machine and the two machine cases, a solution, under restrictive assumptions, is
provided in [25]. In the same work, the existence of globally asymptotically stabi-
lizing controllers for power systems with more than two machines is also proved but
no explicit controller is suggested. An extension of the results in [25] to structure
preserving models can be found in [10]. To the best of our knowledge, the problem
of finding explicit globally asymptotically stabilizing controllers for power systems
with non-negligible transfer conductances and more than two generators has only
been recently solved in [7, 8]. Although a solution has been offered for an important
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long-lasting problem, the models that are used in [8] are still the traditional models
that we want to avoid in our work.
There are also some recent related results on synchronization of Kuramoto os-
cillators [11, 12, 14]. If the generators are taken to be strongly overdamped, these
synchronization results can be used to analyze the synchronization of power net-
works. The synchronization conditions obtained in [11, 12, 14] can also be used
in certain micro-grid scenarios [33]. In this paper, we provide results that do not
require generators to be strongly overdamped.
1.3. A New Framework for Transient Stability of Power Systems. All the
previously described methods use classical models for power systems. They are only
valid when the generator velocities are very close to the synchronous velocity. In this
paper, we abandon these models and use port-Hamiltonian systems [36] to model
power systems from first principles. As already suggested in [31], a power system
can be represented as the interconnection of individual port-Hamiltonian systems.
There are several advantages of this approach. First of all, we have a clear under-
standing of how energy is moving between components. Secondly, we do not need
to use phasors. Thirdly, we do not need to assume all the generator velocities to be
close to the synchronous velocity. Finally, using the properties of port-Hamiltonian
systems, we can easily obtain the Hamiltonian of the interconnected system, which
is a natural candidate for a Lyapunov function. A similar framework, based on
passivity, is being used in a research project on the synchronization of oscillators
with applications to networks of high-power electronic inverters [30].
We first obtain transient stability conditions for generators in isolation from a
power system. These conditions show that as long as we have enough dissipation,
there will be no loss of synchronization. In [31] the port Hamiltonian framework
is also used to derive sufficient conditions for the stability of a single generator.
The techniques used in [31] rely on certain integrability assumptions that require
the stator winding resistance to be zero. In contrast, our results hold for non-zero
stator resistances. Moreover, while in [31] it is assumed that synchronous gener-
ators have a single equilibrium, we show in this paper that generators have, in
general, 3 equilibria and offer necessary and sufficient conditions on the generator
parameters for the existence of a single equilibrium. With the help of useful prop-
erties of port-Hamiltonian systems, we obtain sufficient conditions for the transient
stability of the interconnected power system from the individual transient stability
conditions for the generators. In addition to these sufficient conditions, which were
also reported in [6], we provide a deeper discussion on the modeling of synchronous
generators and we also explain how to relax the sufficient conditions with the help
of FACTS devices. Our results are important contributions for several reasons.
Firstly, we do not use the previously discussed questionable assumptions. With-
out these assumptions, we can apply our conditions to realistic scenarios including
cases with large frequency swings. Secondly, our results relate dissipation with
transient stability. This transparent relation is hard to see in the classical frame-
work due to shadowing assumptions. Thirdly, we exploit compositionality to tame
the complexity of analyzing large-scale systems. We propose simple conditions that
can be independently checked for each generator without the need to construct a
dynamical model for the whole power system. Finally, extending our framework
to more complex models is easier because we use port-Hamiltonian models for the
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individual components. This flexibility will be helpful to design future control laws
for the generators.
2. Notations
We denote the diagonal matrix with diagonal elements d1, . . . , dn by
diag(d1, . . . , dn) and an n by m matrix of zeros by 0n×m. The vector v ∈ Rn
is denoted by (v1, . . . , vn), where vi is its i
th element. The n by n identity matrix is
denoted by 1n. We say that P ∈ Rn×n is positive semidefinite, denoted by P ≥ 0,
if xTPx ≥ 0 for all x ∈ Rn. If, in addition to this, we also have xTPx = 0 only
if x = 0, we call P positive definite, denoted by P > 0. A matrix P is negative
semidefinite (definite), denoted by P ≤ 0 (P < 0), if and only if −P is positive
semidefinite (definite). The gradient of a scalar field y with respect to a vector
x = (x1, . . . , xn) is given by
∂y
∂x =
[
∂y
∂x1
. . . ∂y∂xn
]T
. Note that the gradient is
assumed to be a column vector. Consider the affine control system
(2.1) x˙ = f(x) + g(x)u
where x ∈ M, u ∈ U , M is a manifold and U ⊆ Rm is a compact set. The
affine control system (2.1) has a port-Hamiltonian representation if there exist
smooth functions J :M→ Rn×n and R :M→ Rn×n satisfying J T (x) = −J (x)
and R(x) = RT (x) ≥ 0 for all x ∈ M, and there exists a smooth function
H :M→ R, which is called the Hamiltonian, such that (2.1) can be written in
the form
(2.2) x˙ = (J (x)−R(x))∂H
∂x
+ g(x)u.
The Hamiltonian H can be thought of as the total energy of the system. The
output of the port-Hamiltonian representation of (2.1) is given by
y = gT (x)
∂H
∂x
.
If we take the time derivative of the Hamiltonian, we obtain
(2.3)
dH
dt
=
∂H
∂x
T
x˙ = −∂H
∂x
T
R∂H
∂x
+ uT y ≤ uT y.
The term uT y in (2.3) represents the power supplied to the system. Therefore, prop-
erty (2.3) states that the rate of increase of the Hamiltonian is less than the power
supplied to the system. We refer to [36] for further details on port-Hamiltonian
systems.
3. Single Generator
In this section, we derive the equations of motion for a two-pole synchronous
generator from first principles. The first step in this derivation is to identify the
Hamiltonian, the sum of the kinetic and the potential energy, of a single generator.
We then derive a stability condition, using the Hamiltonian as a Lyapunov function,
for the synchronous generator when the terminal voltages are known. Although we
only consider two-pole synchronous machines, the results in this section can easily
be generalized to machines with more than two poles.
6 COMPOSITIONAL ANALYSIS OF MULTI-MACHINE POWER NETWORKS
3.1. Mechanical Model. Every synchronous generator consists of two parts: ro-
tor and stator. Several torques act on the rotor shaft and cause the rotor to rotate
around its axis. Explicitly, we can write the torque balance equation for the torques
acting on the rotor shaft as follows:
(3.1) Mθ¨ +Dθ˙ = τm − τe,
where θ is the rotor angle, M is the moment of inertia of the rotor shaft, D is the
damping coefficient, τm is the applied mechanical torque and τe is the electrical
torque. The angular velocity of the rotor shaft is ω = θ˙. The total kinetic energy
of the rotor can be expressed as
Hkinetic =
1
2
Mω2.
Using the definition of the angular velocity ω, we can write (3.1) in the form
θ˙ = ω,(3.2)
Mω˙ = −Dω + τm − τe.(3.3)
Remark 3.1. In the classical power systems literature, the torque balance equation
(3.1) is scaled by ω. Defining Pm = ωτm, Pe = ωτe, M
′ = Mω, D′ = Dω and
dividing both sides of (3.1) by a constant value called rated power, the following
set of mechanical equations is obtained:
θ˙ = ω,(3.4)
M ′ω˙ = −D′ω + Pm − Pe.(3.5)
In these equations, the parameters M ′ and D′ are assumed to be constant, which
implies that ω is either constant or slowly changing. Equations (3.2) and (3.3) do
not require such assumptions on ω.
3.2. Electrical Model. There are three identical circuits connected to the stator.
These circuits are called stator windings and they are labeled with letters a, b and
c. There are also windings connected to the rotor. These winding are called field
windings. In this work, we consider a synchronous generator with a single field
winding. In a cylindrical rotor synchronous generator, which are predominantly
used in nuclear and thermal generation units, the aggregated effect of the field
windings can be modeled by a single circuit [17]. Hence, the single field winding
assumption is reasonable for such generators. We label the single field winding
with the letter f . The electrical diagram for the phase-a stator winding is given
in Figure 1. In this diagram, λa is the flux generated at the phase-a winding, ra
+
−λ˙a(t)
ra
−
+
Va(t)
Ia(t)
Figure 1. Phase-a stator winding
is the winding resistance, Va is the voltage at the terminals of the winding and
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Ia is the current entering through the positive pole of the winding terminal. The
notation we choose for the current is called the motor notation. One can obtain
the generator notation by replacing Ia with −Ia. The diagram for the other phases
(b and c) and the field winding can be obtained by replacing the subscript a in the
diagram with the corresponding letters. From Kirchoff’s Voltage Law, we have
λ˙a = −raIa + Va
for the phase a winding. The equations for the phases b and c can be obtained by
replacing subscript a with b and c, respectively. Since the stator winding circuits
are identical, we have r = ra = rb = rc. We can write these equations in the vector
form
(3.6) λ˙abc = −RIabc + Vabc,
where λabc = (λa, λb, λc, λf ), Iabc = (Ia, Ib, Ic, If ), Vabc = (Va, Vb, Vc, Vf ) and
R = diag(r, r, r, rf ). In a synchronous generator with a single field winding, we
can relate fluxes and currents using the equation
(3.7) λabc = LabcIabc,
where
Labc =

Ls + Ls0 −Ls0 −Ls0 Lsf cos (θ)
−Ls0 Ls + Ls0 −Ls0 Lsf cos
(
θ − 2pi3
)
−Ls0 −Ls0 Ls + Ls0 Lsf cos
(
θ + 2pi3
)
Lsf cos (θ) Lsf cos
(
θ − 2pi3
)
Lsf cos
(
θ + 2pi3
)
Lf
 .
The inductance matrix Labc is obtained from the inductance matrix in [17, page
273] by neglecting the saliency terms. We can define the total magnetic energy
stored in the windings as
Hmagnetic =
1
2
λTabcL
−1
abcλabc
and express the electrical equation (3.6) using Hmagnetic as
(3.8) λ˙abc = −R∂Hmagnetic
∂λabc
+ Vabc.
3.3. Port-Hamiltonian Model of a Single Generator. Using the total mag-
netic energyHmagnetic defined in Section 3.2, we can explicitly compute the electrical
torque τe in (3.3) as
τe =
∂Hmagnetic
∂θ
.
The Hamiltonian for the single generator is the sum of the kinetic and magnetic
energies, i.e.,
H = Hkinetic +Hmagnetic.
Note that Hkinetic does not depend on θ and λabc and Hmagnetic does not depend on
Mω. Replacing the electrical torque expression in (3.3), the equations (3.2),(3.3)
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and (3.6) can be written in the form
θ˙ = ω,(3.9)
Mω˙ = −D ∂H
∂(Mω)
+ τm − ∂H
∂θ
,(3.10)
λ˙abc = −R ∂H
∂λabc
+ Vabc.(3.11)
If we define the energy variables χ = (θ,Mω, λabc) we obtain the port-Hamiltonian
representation of equations (3.9)-(3.11) with state χ, input (τm, Vabc) and:
J −R =
 0 1 01×4−1 −D 01×4
04×1 04×1 −R
 , gabc =
 0 01×41 01×4
04×1 14
 .
3.4. Transformation from abc Domain to xyz Domain and a Simplifying
Assumption. Steady state currents and voltages for the abc phases of the single
generator are sinusoidal waveforms. In order to focus on the simpler problem of
stability of equilibrium points, we perform a change of coordinates Tθ : R4 → R4
defined by the point-wise linear map
(3.12) Tθ =
√
2
3

cos(θ) cos(θ − 2pi3 ) cos(θ + 2pi3 ) 0
sin(θ) sin(θ − 2pi3 ) sin(θ + 2pi3 ) 0√
2
2
√
2
2
√
2
2 0
0 0 0
√
3
2
 .
with the inverse T−1θ = T
T
θ .
Remark 3.2. In the power systems literature, it is assumed that the generator rotor
angles rotate with a speed that is very close to synchronous speed ωs, i.e., θ˙ ≈ ωs.
If we integrate this approximation and assume zero initial conditions, we obtain
θ = ωst. When we replace θ = ωst in (3.12), the upper 3-by-3 matrix of (3.12)
becomes a transformation that maps balanced waveforms with frequency ωs to
constant values, also known as Park’s transformation [29].
Using (3.12), we can map abc-domain currents Iabc = (Ia, Ib, Ic, If ) to xyz-domain
currents Ixyz = (Ix, Iy, Iz, If ) = TθIabc. Note that the field winding current If is
not affected by the change of coordinates. We define xyz-winding voltages as
Vxyz = (Vx, Vy, Vz, Vf ) = TθVabc,
and xyz-winding fluxes as
λxyz = (λx, λy, λz, λf ) = Tθλabc,
in a similar fashion. We obtain the Hamiltonian H in the new coordinates as
H =
1
2
λTabcL
−1
abcλabc +
1
2
Mω2 =
1
2
λTxyzL−1xyzλxyz +
1
2
Mω2,
where Lxyz =
(
TθL−1abcT
−1
θ
)−1
is given by
(3.13) Lxyz =

Ls + 2Ls0 0 0
√
3
2Lsf
0 Ls + 2Ls0 0 0
0 0 Ls − Ls0 0√
3
2Lsf 0 0 Lf
 .
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Equations (3.9)-(3.11) can be written in the xyz-domain as
θ˙ = ω,(3.14)
ξ˙ = (J (ξ)−R) ∂H
∂ξ
+ g
[
τm
Vxyz
]
,(3.15)
where ξ = (Mω,λxyz) and
J (ξ) =

0 λy −λx 0 0
−λy 0 0 0 0
λx 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 , g = 15.
At the desired steady state operation, the fluxes λxyz are constant and ω is the
synchronous velocity ωs. Therefore, we can safely disregard (3.14) and focus on the
stability of the equilibria of (3.15). From the last row of (3.15), we have
(3.16) λ˙f = −rfIf + Vf
which can be expressed in terms of currents as:
Lf I˙f = −
√
3
2
Lsf I˙x − rfIf + Vf
by using the equality λf =
√
3
2LsfIx + LfIf that follows from λxyz = LxyzIxyz.
Note that we can always design a control law acting on the field winding terminals
by choosing the voltage Vf according to
Vf =
√
3
2
Lsf I˙x + rfIf + α
(
If − I∗f
)
for some α < 0 and a constant reference value I∗f . This controller keeps the field
current constant and justifies the following assumption:
Assumption 3.3. The field winding current If is constant.
If we use (3.7), and consider the field winding current If to be constant, we can
express (3.15) in terms of currents:
Mω˙ = −Dω − LmIfIy + τm,(3.17)
LssI˙x = −rIx − ωLssIy + Vx,(3.18)
LssI˙y = −rIy + ωLssIx + ωLmIf + Vy,(3.19)
(Lss − 3Ls0)I˙z = −rIz + Vz,(3.20)
where Lss = Ls + 2Ls0 and Lm =
√
3
2Lsf .
3.5. Equilibria of a Single Generator. In this section, we study the equilib-
ria of a single generator. Recall that sinusoidal waveforms in the abc coordinates
are mapped to constant values on the xyz coordinates. Therefore, equilibria of
(3.17)-(3.20) are points rather than sinusoidal trajectories. We can find the equi-
librium currents I∗x , I
∗
y , and I
∗
z that satisfy (3.18)-(3.20) when the voltages across
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the generator terminals, Vx, Vy, and Vz, are constant and equal to V
∗
x , V
∗
y , and V
∗
z ,
respectively, by solving the algebraic equations
0 = −rI∗x − ωLssI∗y + V ∗x ,(3.21)
0 = −rI∗y + ωLssI∗x + ωLmIf + V ∗y ,(3.22)
0 = −rI∗z + V ∗z ,(3.23)
to obtain I∗z =
V ∗z
r and
I∗x =
−ω2LmLssIf − ωLssV ∗y + rV ∗x
r2 + ω2L2ss
(3.24)
I∗y =
ωLssV
∗
x + ωrLmIf + rV
∗
y
r2 + ω2L2ss
.(3.25)
The values of ω are obtained by replacing (3.25) into the algebraic equation obtained
by setting ω˙ = 0 in (3.17). This results in a third order polynomial equation in ω.
For any given ωs ∈ R, if we choose
(3.26) τ∗m = LmIf
(
ωsLssV
∗
x + ωsrLmIf + rV
∗
y
r2 + (ωs)2L2ss
)
+Dωs,
it is easy to show that one of the solutions of ω˙ = 0 is ω = ωs. Therefore, we
can always choose a torque value τm such that for any given steady state inputs
(V ∗x , V
∗
y , V
∗
z ) and desired synchronous velocity ωs, one of the solutions of the equa-
tions (3.17)–(3.20) is
(3.27) (Mω,LssIx, LssIy, LssIz) = (Mωs, LssI
∗
x , LssI
∗
y , LssI
∗
z ),
with I∗x and I
∗
y given by (3.24) and (3.25), respectively and I
∗
z =
V ∗z
r . Note that, in
addition to ωs, the equation ω˙ = 0 has two other solutions. For each solution we
potentially have an equilibrium point. Hence, in general we have three equilibrium
points. By analyzing the coefficients of the polynomial equation ω˙ = 0 it is not
difficult to show that the only real solution of ω˙ = 0 is ωs iff
(3.28) − 4D2r2 − 4DIfLmr (IfLm + LssI∗x) +
(
IfLmLssI
∗
y
)2
< 0,
where I∗x and I
∗
y are obtained by replacing ω with ωs in (3.24) and (3.25), respec-
tively. Inequality (3.28) is a necessary condition for global asymptotic stability of
the equilibrium ξ∗. In the next section, we obtain sufficient conditions by identify-
ing constraints on the generator parameters that lead to a global Lyapunov function
for the equilibrium ξ∗.
3.6. Stability of a Single Generator. In this section, we provide sufficient con-
ditions for the equilibrium point computed in Section 3.5 to be globally asymptot-
ically stable. A natural choice for Lyapunov function candidate is the Hamiltonian
H of the single generator. However the minimum of H occurs at the origin instead
of ξ∗ = (Mωs, λ∗xyz), where λ
∗
xyz = LxyzI∗xyz. We shift the minimum of the Hamil-
tonian to ξ∗ by defining a function we call the shifted Hamiltonian. Explicitly, the
shifted Hamiltonian is given as
(3.29) Hˆ =
1
2
(
λxyz − λ∗xyz
)T L−1xyz (λxyz − λ∗xyz)+ 12M (ω − ωs)2 .
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We also define the shifted state by ξˆ = ξ − ξ∗. It is easy to check that we have
(3.30)
∂Hˆ
∂ξˆ
=
∂H
∂ξ
− ∂H
∂ξ
∣∣∣
ξ∗
.
where ∂H∂ξ
∣∣∣
ξ∗
is the gradient of the Hamiltonian H with respect to ξ, evaluated
at ξ = ξ∗. Note that Hˆ is positive definite and Hˆ = 0 implies ξˆ = 0, which in
turn implies ξ = ξ∗. Therefore, in order to prove that ξ∗ is globally asymptotically
stable, it is enough to show that dHˆdt < 0. The time derivative of ξ
∗ is given by
(3.31)
d
dt
ξ∗ = 0 = (J (ξ∗)−R) ∂H
∂ξ
∣∣∣
ξ∗
+ g
[
τ∗m
V ∗xyz
]
,
From equation (3.15) and Vxyz = V
∗
xyz, we obtain
ξ˙ =
˙ˆ
ξ = (J (ξ)−R)∂H
∂ξ
+ g
[
τ∗m
Vxyz
]
= (J (ξ∗) + J (ξˆ)−R)
(
∂Hˆ
∂ξˆ
+
∂H
∂ξ
∣∣∣
ξ∗
)
+ g
[
τ∗m
Vxyz
]
=
(
(J (ξ∗)−R)∂H
∂ξ
∣∣∣
ξ∗
+ g
[
τ∗m
V ∗xyz
])
+ J (ξˆ)∂H
∂ξ
∣∣∣
ξ∗
+ (J (ξ∗) + J (ξˆ)−R)∂Hˆ
∂ξˆ
+ g
[
0
Vˆxyz
]
.(3.32)
where Vˆxyz = Vxyz − V ∗xyz and we used the equality J (ξ) = J (ξ∗) + J (ξˆ). From
(3.31), we know that the term inside parentheses in (3.32) is equal to zero. Hence
(3.32) implies
(3.33)
˙ˆ
ξ = J (ξˆ)∂H
∂ξ
∣∣∣
ξ∗
+ (J (ξ∗) + J (ξˆ)−R)∂Hˆ
∂ξˆ
+ g
[
0
Vˆxyz
]
.
Taking the time derivative of the shifted Hamiltonian Hˆ, we get
(3.34)
dHˆ
dt
=
∂Hˆ
∂ξˆ
T
˙ˆ
ξ =
∂Hˆ
∂ξˆ
T
J (ξˆ)∂H
∂ξ
∣∣∣
ξ∗
− ∂Hˆ
∂ξˆ
T
R∂Hˆ
∂ξˆ
+ Vˆ Txyz Iˆxyz
where Iˆxyz = Ixyz−I∗xyz. Note that the last element of Iˆxyz is zero since a constant
field winding current implies Iˆf = If − I∗f = 0. We can write the first term in the
right-hand side of (3.34) as a quadratic function of ∂Hˆ
∂ξˆ
. Explicitly,
∂Hˆ
∂ξˆ
T
J(ξˆ)
∂H
∂ξ
∣∣∣
ξ∗
= ωˆλˆyI
∗
x − ωˆλˆxI∗y + ωs
(
λˆxIˆy − λˆy Iˆx
)
.
= ωˆIˆyLssI
∗
x − ωˆIˆxLssI∗y
=
∂Hˆ
∂ξˆ
T

0 − 12LssI∗y 12LssI∗x 0 0
− 12LssI∗y 0 0 0 0
1
2LssI
∗
x 0 0 0 0
0 0 0 0 0
0 0 0 0 0
 ∂Hˆ∂ξˆ .(3.35)
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where we used λˆxyz = Lxyz Iˆxyz to eliminate the flux variables. Replacing (3.35) in
(3.34), we obtain
(3.36)
dHˆ
dt
=
∂Hˆ
∂ξˆ
T
P ∂Hˆ
∂ξˆ
+ Vˆ Txyz Iˆxyz,
where
(3.37) P =

−D − 12LssI∗y 12LssI∗x 0 0
− 12LssI∗y −r 0 0 0
1
2LssI
∗
x 0 −r 0 0
0 0 0 −r 0
0 0 0 0 −rf
 .
The eigenvalues of the matrix P are λ1 = −rf , λ2 = λ3 = −r and
λ4,5 = −D + r
2
±
√
D2 − 2Dr + r2 + (LssI∗x)2 + (LssI∗y )2
2
.
Since we have Vxyz = V
∗
xyz, i.e. Vˆxyz = 0, if P is negative definite, then dHˆdt < 0. It
is easy to check that if
(3.38) (LssI
∗
x)
2 + (LssI
∗
y )
2 < 4Dr.
holds, then λ4,5 < 0, which implies that the matrix P in (3.36) is negative definite.
Hence, if (3.38) holds, we have dHˆdt < 0, which in turn implies that ξ
∗ is globally
asymptotically stable. We can summarize the preceding discussion in the following
result.
Theorem 3.4. Let ξ∗ be an equilibrium point of the single generator, described by
equation (3.15) when we have τm = τ
∗
m and Vxyz = V
∗
xyz. The equilibrium point ξ
∗
is globally asymptotically stable if
(3.39) (LssI
∗
x)
2 + (LssI
∗
y )
2 < 4Dr.
It is useful to express inequality (3.39) in terms of d-axis and q-axis currents. We
know that the x-axis and y-axis currents are different from the traditional d-axis
and q-axis currents during the transient stage. However, we have
(I∗x)
2 + (I∗y )
2 = (I∗d )
2 + (I∗q )
2
at equilibrium. Thus, we can replace (3.39) with (LssI
∗
d )
2 + (LssI
∗
q )
2 < 4Dr. Note
that we are using motor reference directions. In order to find the generator currents,
we need to replace I∗x and I
∗
y by −I∗x and −I∗y , respectively. However, this change
in reference directions does not effect (3.39). Condition (3.39) relates the total
magnetic energy stored on the generator windings at steady state (left hand side of
(3.39)) to the dissipation terms D and r. This relation gives us a set of admissible
steady-state currents in xy-coordinates (or alternatively, dq-coordinates) that lead
to global asymptotical stability.
Remark 3.5. One can verify that if inequality (3.39) holds, then inequality (3.28)
also holds while the converse is not true. This is to be excepted since global asymp-
totical stability requires a unique equilibrium.
SINA Y. CALISKAN AND PAULO TABUADA 13
Remark 3.6. In the single machine infinite bus scenario, a generator is connected
to an infinite bus modeling the power grid as a constant voltage source. The
analysis of the single machine in this section, which is based on the assumption
that the terminal voltages are constant, can also be seen as the analysis of a single
machine connected to an infinite bus. In the classical analysis of this scenario [1],
there are multiple equilibrium points and energy based conditions for local stability
are obtained. The analysis in this section shows that in fact a single equilibrium
exists, under certain assumptions on the generator parameters, and that global
asymptotical stability is also possible. Such conclusions are not possible to obtain
using the classical models as they are not detailed enough.
4. Stability Analysis
of Multi-Machine Power Systems
4.1. Multi-Machine Power SystemModel. We consider a multi-machine power
system consisting of N generators, M loads and a transmission grid connecting the
generators and the loads. We distinguish between different generators by labeling
each variable in the generator model with the subscript i ∈ {1, 2, . . . , N}. We make
the following assumption about the multi-machine power system.
Assumption 4.1. The transmission network can be modeled by an asymptotically
stable linear port-Hamiltonian system with Hamiltonian Hgrid.
Concretely, this assumption states that whenever the inputs to the transmission
network are zero, Hgrid can be used as a quadratic Lyapunov function proving
global asymptotic stability of the origin. Although it may appear strong, we note
that it holds in many cases of interest. In particular, it is satisfied whenever we
use short or medium length approximate models to describe transmission lines in
arbitrary network topologies. Furthermore, we discuss in Remark 4.4 how it can
be relaxed.
We denote the three-phase voltages across the load terminals and currents en-
tering into the load terminals by V`,abc,j and I`,abc,j , respectively. Here, we use the
letter ` to distinguish the currents and voltages that correspond to a load from the
ones that correspond to a generator. The current entering into the load terminals
when we set V`,abc,j = V
∗
`,abc,j is denoted by I
∗
`,abc,j . It follows from the linearity
assumption on the transmission network that we can perform an affine change of
coordinates so that in the new coordinates we have
(4.1) uˆTgridyˆgrid +
N∑
i=1
Vˆ Txyz,iIˆxyz,i +
M∑
j=1
Vˆ T`,abc,j Iˆ`,abc,j = 0
where uˆgrid and yˆgrid are the input and the output of the port-Hamiltonian model of
the grid in the new coordinates with shifted Hamiltonian Hˆgrid, Vˆ`,abc,j = V`,abc,j −
V ∗`,abc,j , and Iˆ`,abc,j = I`,abc,j − I∗`,abc,j . Equation (4.1) represents an “incremental
power balance”, i.e., a power balance in the shifted variables. Intuitively, it states
that the net incremental power supplied by the generators and the loads is equal
to the net incremental power received by the transmission grid.
4.2. Load Models. We make the following assumption regarding loads.
Assumption 4.2. Each load is described by one of the following models:
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• a symmetric three-phase circuit with each phase being an asymptotically
stable linear electric circuit;
• a constant current source.
The proposed load models are quite simple and a subset of the models used in
the power systems literature. It has recently been argued [32] that the increase of
DC loads, such as computers and appliances, interfacing the grid through power
electronics intensifies the nonlinear character of the loads. However, there is no
agreement on how such loads should be modeled. In fact, load modeling is still
an area of research [24]. The first class of models in Assumption 4.2 contains the
well-known constant impedance model in the power systems literature. Constant
impedance load models are commonly used in transient stability analysis [16] and
can be used to study the transient behavior of induction motors [17]. According
to the IEEE Task Force on Load Representation for Dynamic Performance, more
than half of the energy generated in the United States is consumed by induction
motors [21]. This observation, together with the fact that these three-phase in-
duction motors can be modeled as three-phase circuits with each phase being a
series connection of a resistor, an inductor and a voltage drop justifies the constant
impedance model usage in transient stability studies. The RL-circuit model sug-
gested for induction motors in [21] is also captured by Assumption 4.2. In [21], it
is also stated that lighting loads behave as resistors in certain operational regions.
This observation also suggests the usage of constant impedances for modeling the
aggregated behavior of loads. The second load model in Assumption 4.2 is also
common in the power systems literature [24].
Any asymptotically stable linear electrical circuit has a unique equilibrium and
admits a port-Hamiltonian representation with Hamiltonian H`,abc,j . By perform-
ing a change of coordinates, we can obtain a port-Hamiltonian system for the shifted
coordinates with the shifted Hamiltonian Hˆ`,abc,j satisfying:
(4.2)
dHˆ`,j
dt
< Vˆ T`,abc,j Iˆ`,abc,j .
Let us now consider constant current loads. If a load j draws constant current from
the network we have I`,abc,j = I
∗
`,abc,j . This implies Iˆ`,abc,j = 0 and the contribution
of the constant current load j to the incremental power balance (4.1) is zero. This
observation shows that we can neglect constant current loads since they do not
contribute to the incremental power balance. Therefore, in the remainder of the
paper we only consider the first type of loads in Assumption 4.2.
4.3. Stability of Multi-Machine Power Systems. Let Hˆi be the shifted Hamil-
tonian for generator i with respect to the equilibrium point ξ∗i = (Miωs, λ
∗
xyz,i), as
defined in Section 3.5. From Section 3.5, we know that for every generator i we
have
(4.3)
dHˆi
dt
=
∂Hˆi
∂ξˆi
T
Pi ∂Hˆi
∂ξˆi
+ Vˆ Txyz,iIˆxyz,i,
where Pi is a matrix obtained by adding subscript i to the elements of the matrix
P given by (3.37). Using the definitions above, we select our candidate Lyapunov
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function as
Hˆtotal = Hˆgrid +
N∑
i=1
Hˆi +
M∑
j=1
Hˆ`,j ,
where Hˆgrid is the shifted Hamiltonian of the transmission grid that was introduced
in Assumption 4.1, Section 4.1. Our objective is to show that the equilibrium
ξ∗ = (ξ∗1 , . . . , ξ
∗
N ) for the generators is globally asymptotically stable. Note that
every equilibrium ξ∗i shares the same synchronous velocity ωs. Hence, asymptotical
stability of ξ∗ implies that all the generators converge to the synchronous velocity
ωs. In addition to synchronize the generators’ angular velocity we also need to
ensure that the currents flowing through the transmission network converge to
preset values respecting several operational constraints such as thermal limits of
the transmission lines. This will also be a consequence of asymptotical stability of
the equilibrium ξ∗. When this equilibrium is reached, the voltages and currents
at the generator terminals are V ∗abc,i and I
∗
abc,i, respectively. If we now regard
the transmission network and the loads as being described by an asymptotically
stable linear system driven by the inputs V ∗abc,i and I
∗
abc,i, we realize that all the
voltages and currents in the transmission network and loads will converge to a
unique steady state. We assume that such steady state, uniquely defined by V ∗abc,i
and I∗abc,i, satisfies all the operational constraints.
Taking the time derivative of Hˆtotal, we obtain
dHˆtotal
dt
=
dHˆgrid
dt
+
N∑
i=1
dHˆi
dt
+
M∑
j=1
dHˆ`,j
dt
(4.4)
≤ uˆTgridyˆgrid +
N∑
i=1
dHˆi
dt
+
M∑
j=1
dHˆ`,j
dt
(4.5)
=
N∑
i=1
∂Hˆi
∂ξˆi
T
Pi ∂Hˆi
∂ξˆi
,(4.6)
where (4.5) follows from (2.3), and (4.6) follows from (4.1), (4.2), and (4.3). If
(4.7) (Lss,iI
∗
x,i)
2 + (Lss,iI
∗
y,i)
2 < 4Diri.
holds for i ∈ {1, . . . , N}, then Pi < 0 for every i ∈ {1, . . . , N} by Theorem 3.4.
Therefore, if (4.7) holds for every i ∈ {1, . . . , N}, we conclude from (4.6) that
(4.8)
dHˆtotal
dt
≤
N∑
i=1
∂Hˆi
∂ξˆi
T
Pi ∂Hˆi
∂ξˆi
< 0.
This only shows that dHˆtotaldt is negative semi-definite. Since all of the Hamiltonians
that constitute the total Hamiltonian Hˆtotal have compact level sets, the level sets
of Hˆtotal are also compact. Hence, we can apply La Salle’s Invariance Principle to
conclude that all the trajectories converge to the largest invariant set contained in
the set defined by
(4.9)
N∑
i=1
∂Hˆi
∂ξˆi
T
Pi ∂Hˆi
∂ξˆi
= 0.
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The left hand side of (4.9) is a sum of negative definite quadratic terms (recall
that Pi < 0) and thus only zero when ∂Hˆi∂ξˆi = 0 for all i. This implies ξ = ξ
∗,
hence the generator states globally asymptotically converge to ξ∗ if (4.8) holds.
The preceding discussion is summarized in the following result.
Theorem 4.3. Consider a multi-machine power system with N generators de-
scribed by equations (3.15) with τm,i = τ
∗
m,i, and M loads satisfying Assumption
4.2 interconnected by a transmission network satisfying Assumption 4.1. Let ξ∗
be an equilibrium point for the generators that is consistent with all the equations
describing the power system. The equilibrium ξ∗ is globally asymptotically stable if
(4.10) (Lss,iI
∗
x,i)
2 + (Lss,iI
∗
y,i)
2 < 4Diri.
holds for all i ∈ {1, . . . , N}.
Theorem 4.3 states that in order to check the stability of the multi-machine
system, we only need to check a simple condition for each generator in the system.
This makes our result compositional in the sense that the complexity of condition
(4.10) is independent of the size of the network. All these conditions are bound
together by I∗x and I
∗
y that obviously depend on the whole network. However, the
computation of the desired steady state currents needs to be performed for reasons
other than transient stability and thus are assumed to be readily available.
Remark 4.4. We note that if Assumption 4.1 is weakened from asymptotic stability
to stability of the transmission network, the equilibrium ξ∗ is still globally asymp-
totically stable. However, the voltages and currents in the transmission network
are no longer uniquely determined and may violate the operational constraints.
Inequality (4.10) is a sufficient condition for asymptotic stability. Typically,
the stator winding resistance ri for each generator i is small and inequality (4.10)
is only satisfied for small steady state currents. However, inequality (4.10) can
be enforced by actively controlling the voltage at the generator terminals using a
static synchronous series compensator (SSSC), a FACTS device that is typically
used for series compensation [19] of real and reactive power. Using a SSSC we
can introduce voltage drops of Ri
(
Ix,i − I∗x,i
)
, Ri
(
Iy,i − I∗y,i
)
, and Ri
(
Iz,i − I∗z,i
)
at the generator terminals without altering the current. The turn-on and turn-
off times for the thyristors in a SCCC are at the level of microseconds [19], small
enough to enforce a voltage drop that is a piece-wise constant approximation of
Ri
(
Ix,i − I∗x,i
)
, Ri
(
Iy,i − I∗y,i
)
, and Ri
(
Iz,i − I∗z,i
)
. The approximation error can
always be reduced by increasing the number of converter valves in the SSSC. By
repeating the stability analysis in this section, while taking into consideration this
new voltage drop, we arrive at the relaxed condition for global asymptotic stability:
(4.11) (Lss,iI
∗
x,i)
2 + (Lss,iI
∗
y,i)
2 < 4Di (ri +Ri) .
Since the power throughput of FACTS devices is in the order of megawatts [19]
we can choose a value for Ri that is several order of magnitude larger than ri.
Therefore, the relaxed inequality (4.11) allows for large steady-state currents and
is widely applicable to realistic examples.
5. Simulation
In this section we apply our results to the two-generator single-load scenario
depicted in Figure 2. The generators are connected to the load via transmission
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g1 g2
z1 z2
z`
Figure 2. Two-generator single-load scenario
lines with impedances z1 = z2 = (5 + j0.1ωs) Ω . The load impedance is z` = 1kΩ.
We use the generator parameters provided in [29, Table 7.3]. Using the provided
Hi values, the damping coefficients are selected as D1 =
0.2H1
ωs
= 1.25 MVAs and
D2 =
0.4H2
ωs
= 0.68 MVAs as was done in [29, Example 7.1]. The stator winding
resistances for the generators are taken to be r1 = r2 = 0.05Ω. Using the val-
ues for Xd,i and Xq,i provided in [29, Table 7.3], we obtain Ls,1 = 0.2049 H and
Ls,2 = 1.2570 H from the equations Xd,i = ωsLs,i. Since the parameters Ls0,i and
Lm,i cannot be obtained from [29, Table 7.3] we assume Ls0,i = 0 and Lm,i = Ls,i.
The steady state phase-xyz voltages are V ∗x,1 = −17.56 kV, V ∗y,1 = 280.16 kV,
V ∗x,2 = −24.14 kV, and V ∗y,2 = 278.76 kV. The steady state phase-xyz currents sat-
isfying the circuit constraints are I∗x,1 = 19.83 A, I
∗
y,1 = −227.33 A, I∗x,2 = 6.2 A,
and I∗y,2 = −50.9402 A. The mechanical torques and field winding currents are
selected so as to be consistent with these steady-state values. Inequality (3.28)
reduces to I2fL
2
mL
2
ssI
∗
y < 0 if the stator winding resistance r is zero. Since the
y-axis steady state current is negative for both generators, (3.28) is satisfied and
the equilibrium is unique. We now investigate global asymptotic stability for this
example. Condition (4.10) does not hold since the winding resistances for the gener-
ators are zero and this leads to (Lss,iI
∗
x,i)
2 + (Lss,iI
∗
y,i)
2 < 0 = 4Diri for i ∈ {1, 2}.
In order to use the relaxed condition (4.11), we connect a static synchronous series
compensator (SCCC) in series with the generator terminals providing the voltage
drops Ri
(
Ix,i − I∗x,i
)
, Ri
(
Iy,i − I∗y,i
)
, and Ri
(
Iz,i − I∗z,i
)
in phases x, y, and z,
respectively. Condition (4.11) holds for generator i if:
Ri >
(Lss,iI
∗
x,i)
2 + (Lss,iI
∗
y,i)
2
4Di
.
Replacing the generator parameters into this inequality, we obtain R1 > 0.437 mΩ
and R2 > 1.53 mΩ. We choose R1 = R2 = 10Ω to satisfy these inequalities and
provide enough damping.
We numerically simulated the dynamics of the circuit in Figure 2 to obtain the
transient behavior following the occurrence of a fault. Without conjecturing any-
thing about the nature of the fault or the pre-fault circuit, we simply assumed that
the initial condition for the frequency of the generators lies in the set [59.8, 60.2]. For
a generator current with steady state value I∗, we assumed that the initial condition
for the current lies in the set [I∗ − 50, I∗ + 50]. With this assumption about the ini-
tial states, we performed numerical simulations for 25 randomly chosen initial state
vectors. These simulations indicate that the generator states converge to the steady-
state values as expected. We present in Figure 3 a typical trajectory corresponding
to initial conditions I∗x,1(0) = −62.46 A, I∗x,2(0) = −46.95 A, I∗y,1(0) = −249.61 A,
I∗y,2(0) = −70.71 A, ω1(0) = 2pi(60.08) rad/s, and ω2(0) = 2pi(60.17) rad/sec. The
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reader can appreciate how the states and the value of the total shifted Hamiltonian
converge to the desired values.
Figure 3. Evolution of the generators’ states (x-axis currents on
upper left, y-axis currents on upper right, frequencies on lower left)
and the value of the total shifted Hamiltonian (on lower right).
6. Conclusion and Future Work
This paper shows that transient stability analysis can be performed without
using the hard-to-justify assumptions described in Section 1 and found in the clas-
sical literature on power systems. Instead, we employed first-principles models and
obtained sufficient conditions for global transient stability that are applicable to
networks with lossy transmission lines. Moreover, the proposed sufficient condi-
tions for transient stability are compositional, i.e., we only need to check that each
generator satisfies a simple inequality relating the steady state currents to the gen-
erators mechanical and electrical dissipation. Such test is far less expensive than
contingency analysis based on numerical simulations.
Although transient stability is critical, equally important is a careful analysis
of transients to ensure that operational limits are never violated. Such study is a
natural next step in our investigations. Another direction for further research is how
a careful modeling of transmission networks and loads can contribute to a refined
transient stability analysis. In what regards the design of controllers, much is to
be done on combining the use of FACTS devices with carefully designed excitation
controllers to improve transient performance.
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