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Gilson, Maximillian Andrew. M.S.E.E. Department of Electrical Engineering, Wright 
State University. 2019. Fault-tolerant mapping and localization for Quadrotor UAV. 
 
This research aims to accomplish three main tasks for a quadrotor UAV with mapping and 
navigation capabilities. Firstly, a Simultaneous Localization and Mapping (SLAM) system is 
developed utilizing a laser rangefinder an open source SLAM algorithm called GMapping. This 
system allows for mapping of the surrounding environment as well as localizing the position of 
the quadrotor, enabling position control. Secondly, several path planning algorithms were 
implemented and evaluated. This allows the quadrotor to navigate through the environment even 
in the presence of obstacles. Lastly, to compensate for possible faults in the SLAM 
measurements, a fault-tolerant control method is developed. Real-time experimental results have 
shown the effectiveness of the algorithms.  
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1.1 Literature Survey 
Unmanned Aerial Vehicles (UAVs) are a type of flying vehicle which do not have a pilot 
onboard. These types of vehicles have a wide variety of applications. Some of these applications 
may include aerial hazard monitoring, traffic monitoring, search and rescue, photography, 
mapping, and entertainment applications. UAVs have a variety of benefits when compared to 
manned vehicle systems. Unmanned vehicles can be much smaller due to not having to carry a 
human pilot and they are not affected by factors such as pilot fatigue. Although research into 
UAVs has been conducted for decades, large innovations in the recent years show promising 
hopes for the future of these type of vehicles. 
Quadrotors are a specific type of UAV where there are four propellers in an “X” or “+” 
formation. This style of UAV allows for Vertical Take Off and Land (VTOL), hovering, and a 
small form factor when compared to other styles of UAVs. Quadrotors are typically small 
enough to be carried by an individual person and can be powered by a small battery. Many 
quadrotors have a wide variety of sensors onboard such as cameras and rangefinders. These 
sensors can allow for many unique features such as obstacle avoidance, mapping, and 
autonomous systems. 
Research has shown it is possible to have indoor mapping capabilities on quadrotor 
UAVs [1]. A fully autonomous indoor quadrotor showed great results using three-dimensional 
simultaneous localization and mapping (SLAM) [2]. Some of this research uses a laser-
rangefinder approach, and some use a forward facing depth-sensing camera [3]. Path planning 
algorithms have been evaluated on these types of platforms as well, including the well-known 
RRT* [16] and A* [17] algorithms. Reinforcement learning based methods for path planning  
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have also been investigated (for instance, the Q-learning algorithm [18]). Simulations have 
shown RRT-based methods could be effective in three-dimensional environments [4]. In general, 
trajectory planning, rather than path planning, has been a larger focus. Methods include 
polynomial trajectory planning [5] and time-optimized trajectory planning [6]. These methods 
focus on incorporating the system dynamics into the trajectory generation. Additionally, it has 
been observed that featureless environments will cause position faults in SLAM, which may lead 
to instability of the vehicle or even crash [7]. Therefore, in order to ensure reliable and safe 
operations of UAVs, there is a significant need in the development of fault detection and 
accommodation schemes for SLAM systems. 
1.2 Research Objectives 
Three main objectives were sought to be accomplished by this research. First, implement 
a SLAM system for an existing quadrotor UAV using a laser rangefinder. Second, using the 
maps generated by the SLAM algorithm, implement and evaluate several path planning 
algorithms in real-time. These path planning algorithms should also allow the quadrotor to avoid 
obstacles dynamically. Lastly, develop a fault-tolerant detection and control system. This system 
will be able to detect measurement loss from SLAM and adapt to this situation in such a way that 
prevents crashes and stabilizes the quadrotor. 
 
1.3 Thesis Organization 
The remaining chapters of this thesis are: 
● Chapter 2 describes the mathematical model for the quadrotor used in this 
research. This is the dynamic model of the quadrotor and includes definitions of 
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reference frames, the nonlinear model, and motor modeling. This chapter also 
discusses the physical system used to conduct this research.  
● Chapter 3 details the Simultaneous Localization and Mapping (SLAM) 
implementation used. This algorithm allows for position localization of the 
quadrotor and mapping of the surrounding environments. Further use of this 
SLAM algorithm is discussed in the following chapter where it is used to generate 
the environment for a few path planning algorithms. 
● Chapter 4 evaluates three separate path planning algorithms: A*, RRT*, and Q-
learning based path planning. Dynamic obstacle avoidance using these algorithms 
is also shown. Experimental results include plots of the paths generated in a real 
environment, with and without dynamic obstacles.  
● Chapter 5 discusses the fault detection and fault-tolerant control system 
implemented. This chapter shows how the use of SLAM can introduce faults 
under certain circumstances and how this can be mitigated. Experimental results 
show how this algorithm can effectively recover the position of the quadrotor and 
stabilize the flight, avoiding crashes. 
● Chapter 6 summarizes the research conducted. Results from the previous 
sections are discussed as well as what future work can be done to expand upon or 




2. Quadrotor Model and Experimental Platform 
This chapter covers coordinate frames, transformations between frames, system 
modeling, and the real-time experimental system setup. These are the components of the 
quadrotor system model which gives a mathematical representation of the quadrotor itself as well 
as the physical implementation that was used to conduct this research. 
 
2.1 Quadrotor Dynamic Model 
2.1.1 Reference Frames 
There are four reference frames that are considered for developing the quadrotor model. 
A brief description of these frames is included below and shown in Figure 2.1.1-1 to detail their 
orientations in three dimensional space. 
1. Inertial Frame (Fi) - This frame is orientated with xi in the direction of North, yi in the 
direction of East, and zi pointing down towards the Earth. These directions are all with 
respect to the Earth. 
2. Body Frame (Fb) - This frame is attached to the center of gravity of the quadrotor where 
xb is in the direction of the nose of the quadrotor, yb is in the direction of the right wing, zb 
is in the direction pointing downwards towards the Earth. 
3. Vehicle Frame (Fv) - This frame is similar to the body frame except the axes are aligned 
with the inertial frame but is fixed to the center of mass of the quadrotor. 
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Figure 2.1.1-1 Quadrotor reference frames 
Two intermediate frames also exist. These frames are between the vehicle frame and the 
body frame. The vehicle-1 frame F1 is the first intermediate frame which is obtained by rotating 
the quadrotor about zv to generate the yaw angle 𝜓. The vehicle-2 frame F2 is the second 
intermediate frame which is obtained by rotating the first intermediate frame F1 about yF1 to 
generate a pitch angle 𝜃. Rotating about xF2 generating a roll angle 𝜙, gives us the body frame. 
 
2.1.2 Rotation Matrices 
Three rotations, represented by 𝜙, 𝜃, and 𝜓, exist to represent the relative orientation of a 
coordinate frame with respect to another. Twelve sequences of rotations are used to describe the 
orientation of the coordinate frames. 








The transformation of F1 to F2 is obtained by rotating F1 with an angle 𝜃 about the y-axis. 







Lastly, the transformation from F2 to Fb is obtained by rotating the F2 frame about the x 







Putting these rotation matrices together gives the transformation from the vehicle frame 








cos(𝜓) cos⁡(𝜃) sin(𝜓) cos⁡(𝜃) −sin⁡(𝜃)
cos(𝜓) 𝑠𝑖𝑛(𝜙) sin(𝜃) − cos(𝜙) sin⁡(𝜓) sin(𝜙) sin(𝜓) sin(𝜃) + cos(𝜙) cos⁡(𝜓) cos(𝜃) sin⁡(𝜙)
cos(𝜙) cos(𝜓) sin(𝜃) + sin(𝜙) sin⁡(𝜓) cos(𝜙) sin(𝜓) sin(𝜃) − cos(𝜓) sin⁡(𝜙) cos(𝜙) cos⁡(𝜃)
]  
Considering the inertial frame and vehicle reference frames are aligned, this final rotation 
matrix represents the rotation from the inertial frame to the body frame as well as the rotation 
from the vehicle frame to the body frame. 
 
2.1.3 Nonlinear Quadrotor Model 
The modeling of this quadrotor considers twelve state variables: 
𝑠𝑡𝑎𝑡𝑒𝑠 = [𝑝𝑥𝑖⁡⁡𝑝𝑦𝑖⁡⁡𝑝𝑧𝑖⁡⁡𝑢⁡⁡𝑣⁡⁡𝑤⁡⁡𝜙⁡⁡𝜃⁡⁡𝜓⁡⁡𝑝⁡⁡𝑞⁡⁡𝑟]
𝑇  
where pxi, pyi, pzi, represents the position of the quadrotor in the inertial frame, u, v, w, represent 
the translational velocity of the quadrotor in the body frame, the angles 𝜙, 𝜃, and 𝜓, are the roll, 
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pitch and yaw angles of the quadrotor, respectively, and p, q, r, are the angular rates of the 
quadrotor. 
 The mathematical model of the quadrotor is derived by using the Newton-Euler equations 
of motion. Combining these equations of motion gives the final state space model represented by 




























































































𝑒represents the rotation matrix from the body frame to the inertial frame, F is the thrust 
force generated by the propellers, m is the mass of the quadrotor, g is acceleration from gravity, 
Ix, Iy, Iz, are the moments of inertia in the directions of body frame axes x, y, z, respectively, 𝜏𝜙, 
𝜏𝜃, 𝜏𝜓, are the roll, pitch, and yaw torque, considered to be inputs to the system, the matrix RP 
shows the transformation between angular rates and the Euler angle rates, shown below: 
 
𝑅𝜌(𝜙, 𝜃) = [
1 sin(𝜙) tan⁡(𝜃) cos(𝜙) tan⁡(𝜃)
0 cos⁡(𝜙) −sin⁡(𝜙)
0 sin(𝜙) sec⁡(𝜃) cos(𝜙) sec⁡(𝜃)
]  
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2.1.4 Motor Model 
The rotors of the quadrotor create a force opposite of the z-axis of the body frame. These 
rotors also create torques which allow the quadrotor to roll, pitch, and yaw. The velocity square 





where the ‘i’ represents the i = 1, 2, 3, 4, and Ωi is the speed of the i
th motor, and kf and kt are the 
force and torque constants, and the sgn function is used for rotors that spin in opposite directions 
dependent on their orientation. 





























































where d is the distance from the center of mass of the quadrotor to the center of the rotor. 
 
2.2 Experimental Setup 
The experimental setup is constructed of three parts, the quadrotor, Vicon motion capture 
system, and ground station computer. The Vicon system is mainly used to evaluate the 
effectiveness of the SLAM system and not needed in algorithm implementation. The quadrotor 
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itself is developed by Quanser. It is comprised of six components, the embedded computer 
module, cameras, a laser range finder, a propulsion system, frame, battery, and localization 
markers. The embedded compute module is made up of two circuit boards, an Intel Aero 
compute board, which serves as the main computer for the quadrotor, and an expansion board 
which allows for easy access of I/O ports as well as provides a regulated power supply, 
programmable LEDs, and a switch to manually enable or disable the motors [8]. The Intel Aero 
board is a computer utilizing an Intel Atom processor running at 2.56 GHz with 4 GB of RAM 
and 32 GB of internal storage. It allows for connection to WiFi networks, and houses a variety of 
onboard sensors such as a 3-axis accelerometer and gyroscope, 3-axis magnetometer, 
temperature sensor, and pressure sensor [9]. 
The embedded computer module also connects to the cameras. There are two cameras on 
this quadrotor. One is in the direction of the x axis of the body frame, and the other is in the 
direction of the z axis of the body frame. The camera in the x direction, or the “front facing 
camera”, is not used in this research but does have depth sensing capabilities. The camera in the 
z direction is an OV7251 model 640x480 resolution VGA camera utilized in this research for 
optical flow based localization [8]. 
The laser rangefinder is also connected to the embedded computer module. It is a Hokuyo 
model URG-04LX-UG01. This laser range finder functions by supplying 682 measurements of 
position around a 240° field of view. These measurements are updated at 100 Hz. These 
measurements can be used to create a high resolution two-dimensional representation of the 
environment in which it exists. 
The propulsion system is made up of four 2100 KV (RPMs/volt) brushless motors and 6 
inch polycarbonate propellers. These motors are controlled by an electronic speed controller 
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(ESC) which can be controlled via the Intel Aero computer board. The propellers are mounted on 
the motors, and both the four motors and ESC are mounted onto the quadrotor frame. The frame 
is a lightweight carbon fiber frame designed to resist impacts and be lightweight. The frame also 
houses all addition components such as the embedded compute module, cameras, and battery. 
The battery is a 3300 mAh Lithium-Ion rechargeable battery which powers all onboard 
components of the quadrotor. 
The localization markers are related to the Vicon motion capture system. These 
localization markers are necessary for the Vicon system to calculate the position of the quadrotor 
in the inertial frame. They are reflective markers attached to the drone in a non-specific 
orientation which allow the four Vicon cameras to detect their position and accordingly 
triangulate their respective positions. The Vicon system is able to relay the position and angular 
calculations at a rate of 100 Hz with accuracy within a few millimeters. 
The ground station computer uses Matlab and Simulink to implement the control 
algorithms and primary interfacing with the quadrotor. The control algorithm model is cross-
compiled by Simulink to the quadrotor embedded computer module. This allows the drone to 
track a refined trajectory and the pilot to visualize data and information about the drone in real-








3. Simultaneous Localization and Mapping 




The objective of a Simultaneous Localization and Mapping algorithm is to generate a 
mapping of an agent’s surrounding environment while simultaneously calculating the position 
and rotation of the agent within this environment [11]. SLAM algorithms can generate maps and 
estimates in two-dimensional space or three-dimensional space [12]. There are many 
mathematical implementations to accomplish this, but for the purpose of this research the Rao-
Blackwellized particle filtering based SLAM was used. 
 
3.2 Algorithm Description 
The Rao-Blackwellized particle filtering method (RBPF) is an effective solution to the 
SLAM problem [13]. Further research has been done to improve the efficiency of this technique. 
The implementation used in this research is called GMapping, which is one of the most popular 
implementations of SLAM. GMapping uses RBPFs combined with an adaptive proposal and 
selective resampling technique to provide more efficient and accurate localization and map 
estimates [14]. The algorithm is described below. 
The primary function of RBPF in SLAM is to estimate a posterior 𝑝(𝑥1:𝑡⁡|⁡𝑧1:𝑡, 𝑢0:𝑡)about 
possible trajectories x1:t of the agent based on observations z1:t and the odometry measurements 
u0:t, which can be used to compute a posterior over maps and trajectories: 
𝑝(𝑥1:𝑡, 𝑚⁡|⁡𝑧1:𝑡, 𝑢0:𝑡) = 𝑝(𝑚⁡|⁡𝑥1:𝑡, 𝑧1:𝑡)𝑝(𝑥1:𝑡⁡|⁡𝑧1:𝑡, 𝑢0:𝑡)  
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where m is the map. 
 To estimate the posterior, RBPF has individual maps assigned to every sample. These 
maps are generated based on the observations and trajectory of each respective particle. The 
Rao-Blackwellized method utilizes a Sampling Importance Resampling (SIR) filter that 
incrementally processes observations and odometry as soon as they become available. This 
process is shown in the following steps [14]: 
1) Next generation of particles are generated from the current generation by 
sampling the proposal distribution; 
2) A weight based on the posterior and proposal distribution is assigned to 
each particle; 
3) Resampling occurs which replaces low weighted particles with higher 
weighted particles; 
4) Map estimates for each pose sample are calculated based on trajectory and 
history of observations. 
 A key aspect of GMapping is that it uses a method for computing the optimal 
proposal distribution, used in step 2, and an adaptive resampling technique in step 3. For 
the purpose of this research, the maps generated are in the form of occupancy grids. This 
is essentially a large matrix with each element having a numerical value. These numerical 




3.3 Algorithm Implementation 
The SLAM algorithm was implemented using open-source packages for the Robot 
Operating System (ROS) [15]. ROS is a framework for developing software for robots which is a 
combination of tools, packages, and programs. For the purpose of this research only a few 
packages were used, rosbridge, laser_scan_matcher, and gmapping. Lastly, an Extended Kalman 
Filter is used to smooth the pose estimates [22]. A block diagram detailing the higher level 
architecture is shown in Figure 3.3-1. 
 
 
Figure 3.3-1 Control chart for SLAM implementation 
 
3.3.1 Robot Operating System 
ROS is a software platform for open-source tools that allow users to easily control robotic 
systems and incorporate advanced functionality. In this research ROS Indigo was used because it 
has the most expansive selection of tools compared to other versions and it is most compatible 
with the embedded computer module on the quadrotor. Three packages were necessary to solve 
the SLAM problem. 
Rosbridge is a package that allows for TCP communication between ROS and another 
system. In this case the two systems being connected were ROS and the flight controller model, 
both running onboard the quadrotor. This allows ROS to send pose estimates to the flight 
controller, so that the quadrotor’s position can be controlled. 
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The second package used in this research was laser_scan_matcher. This package allows 
for odometry estimates. As mentioned in Section 3.2.1, it is necessary to provide odometry 
updates to the SLAM algorithm. The laser_scan_matcher package functions by observing the 
surrounding environment from the laser rangefinder measurements and using this to estimate the 
current position. This package works independently of SLAM, which allows for a faster and 
more efficient pose calculation. Once the pose estimates are provided to the gmapping package, 
gmapping can make a more accurate map. 
Gmapping is the third and final package used. This package is an implementation of the 
previously mentioned RBPF based SLAM. Using this implementation, there are many different 
parameters that can be selected. The main parameters focused on for this research were the 
number of particles and the resolution of the map. A total of 15 particles were chosen and a 
resolution of 0.3 meters/occupancy grid pixel was used. These parameters have the largest 
impact on computational performance and accuracy of the map. From this package the map that 
is generated can be exported in text format as an occupancy grid, and the pose estimates can be 
sent to the rosbridge package for use in the flight controller. 
 
3.3.2 Extended Kalman Filter 
Under certain circumstances there may be delays or inaccuracies in the SLAM pose 
estimates. To correct this, an extended kalman filter (EKF) was used. The benefit of using an 
EKF is that it uses sensor fusion and state estimation to give a better estimate when compared to 
only using sensor measurements. This is beneficial to this research due to issues of 
computational intensity, communication delay, or a lack of features in the surrounding 
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environment. These issues can cause the SLAM algorithm to have large jumps or delays in the 
pose estimates, which could cause a crash during flight. 
 
3.3.3 Pose Estimation 
Pose estimation occurs at two stages: SLAM pose estimates and the EKF pose estimates. 
First, laser_scan_matcher provides an odometry update to the SLAM algorithm. This is a very 
efficient and fast algorithm. It uses the current environment visible to the laser range finder to 
calculate the position and rotation of the quadrotor. 
The estimate from the laser_scan_matcher is provided to SLAM which takes this as an 
odometry estimate. SLAM then uses this odometry estimate and the map that has been generated 
over the entire course of the flight to add an offset if there are any errors detected. Given the 
entirety of the map it is possible to detect errors over long distances. The combination of the 
odometry estimate from laser_scan_matcher and the corrections made from SLAM comprises 
the SLAM pose estimate. 
Lastly, the pose estimate from SLAM is fed into the EKF-based state estimation 
algorithm. The EKF takes the pose estimate from SLAM and smooths out the inconsistencies 
when either data is lost for a short period of time or there is a measurement error. This allows for 
less jumps and error in the overall pose estimates. 
 
3.4 Experimental Results 
In this section, some experimental results are presented, including both the maps 
generated during flight and the pose estimates gathered. The sub-sections below also show a 
comparison of the pose estimates to ground truth and maps generated using 0.3 m/pixel. 
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3.4.1 Map Generation 
Maps of two environments are considered for this research. The first map generated was 
the Vicon cage area within the lab. This area allows for tracking of true position and rotation of 
the quadrotor in real-time. Therefore, for flights where the truth values are needed, we use this 
location for flight tests. The second map generated was of the lab floor. This area allows for 
dynamic obstacles to be easily added to the environment during the flight. Also, this area is 
completely independent of Vicon, which can be used to demonstrate the effectiveness of SLAM-
based real-time flight control solely using on-board sensors.. 
Maps are represented in the forms of occupancy grids, where black pixels are obstacles, 
white pixels are free space, grey pixels are unknown space. The maps of the Vicon cage area and 
lab floor area generated by SLAM are shown in Figure 3.4.1-1 and Figure 3.4.1-2, respectively. 
 
Figure 3.4.1-1 Map generated by SLAM of Vicon cage area 
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Figure 3.4.1-2 Map generated by SLAM of Lab Floor area 
 
3.4.2 Pose Estimates 
 As mentioned in the previous section, the Vicon Cage environment allows for measuring 
the true position and rotation of the quadrotor. Using this truth value, the accuracy of SLAM can 
be evaluated. A circular trajectory flight experiment was conducted to show how accurate the 
SLAM pose estimates are during flight. This is shown in Figure 3.4.2-1. 
19 
 
Figure 3.4.2-1 A circular flight showing SLAM and true position 
 
Moreover, the error of SLAM was plotted. This is the SLAM position measurements 
subtracted from the true positions provided by Vicon cameras. It was seen that the error over the 
entire course of the flight never exceeded 0.06 meters, which is considered reasonably accurate. 
These measurements are shown in Figure 3.4.2-2. 
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3.4.2-2 Localization error of SLAM in X and Y directions, respectively 
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4. Evaluation of Path Planning Algorithms 
Three separate path planning algorithms are implemented in this research. A brief 
description of how these algorithms work will be discussed as well as how they can be used for 
obstacle avoidance. Finally, some experimental results and conclusions will be shown. 
 
4.1 Introduction 
Path planning algorithms are a category of algorithms that, given a starting and goal 
coordinate and a map of obstacles, generate a series of coordinates which connect the starting 
coordinate with the goal coordinate. This connection between the coordinates is called a path. 
The path that is generated is free of obstacles and may or may not be the shortest possible 
path. These algorithms can vary in computational intensity as well as having features and 
parameters that can be tuned to improve performance. Several path planning algorithms were 
implemented and evaluated in this thesis. 
 
4.2 Algorithm Description 
This section discusses each path planning algorithm considered in this research. These 
path planning algorithms include, A* [16], Rapidly Exploring Random Tree* [17], Q-Learning 
based path planning [18]. Lastly, how dynamic obstacle avoidance can be adapted to these 
algorithms is also discussed. 
 
4.2.1 A* Path Planning 
A* path planning is a node based search algorithm that is well known for its optimal 
efficiency. The nodes can be represented as a grid of elements with both obstacles and free 
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space. The distance between each adjacent grid node can be represented by a cost. As the path is 
being generated three costs are considered, including the cost from the current point to the goal, 
the cost of the current point to the starting point, and the sum of these costs. Specifically, the 
algorithm runs through a loop where it aims to minimize the sum of the costs: 
𝑓(𝑛) = 𝑔(𝑛) + ℎ(𝑛)  
where g(n) is the cost of the path to the starting node, h(n) is the cost of the path to the goal node, 
and f(n) is the sum of these costs. 
 A* minimizes the function f(n) by starting from the starting node and looping by 
choosing a new starting node. The newly chosen starting node is the node with the least cost f(n). 
If several nodes have the same total cost, one may be chosen randomly. Over many iterations this 
will yield a path that has a sequence of nodes that all have the least possible f(n). Obstacles in the 
map are not considered to be a node as they are not able to be traversed. As can be shown, if a 
connection to the goal point can be made, it will be the shortest path possible. 
 
4.2.2 Rapidly Exploring Random Tree* Path Planning 
Rapidly Exploring Random Tree* (RRT*) is a searching algorithm that can be used for 
path planning. RRT* is very similar to another search algorithm called RRT. RRT* adds two 
extra features not found in standard RRT. 
RRT works by constructing a tree using random sampling within a search space. The tree 
starts from an initial state zinit in the obstacle free region of the search space and picks a random 
point zrand. From this random point, RRT locates the nearest node znearest and makes a connection 
between them. If there is no nearest node within a specified distance 𝜌, the algorithm expands 
the tree by generating a new random node which connects to the nearest node. 
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These nodes cannot be selected as states if they exist within an obstacle. Furthermore, if a 
connection between nodes intersects an obstacle, it is omitted as a possible path. This entire 
process runs in a loop with many iterations. To avoid having the algorithm loop indefinitely, a 
limit is placed on how many iterations RRT is allowed to do. It may be possible that, due to the 
complexity of the environment, the algorithm will not be able to connect the start to the end goal. 
An example of tree expansion with various iteration limits are shown in Figure 4.2.2-1. 
 
Figure 4.2.2-1 Tree branching of RRT showing multiple iteration limits 
 
The primary differences between standard RRT and RRT* are a near neighbor search, 
and a rewiring operation. The near neighbor search is able to find the best parent node for the 
new node before it is inserted into the tree. The rewiring process is able to remove redundant 




4.2.3 Q-Learning Based Path Planning 
Q-learning is a reinforcement learning algorithm that can be used for a wide variety of 
applications. Typically Q-learning is used to teach artificial intelligence to play video games. 
This is a useful application primarily because Q-learning does not need a mathematical model of 
the environment. Due to this, it can also be used in path planning because models for a mapped 
environment typically do not exist. 
Q-learning based path planning considers three main components: an agent, an 
environment, and a set of actions. The agent can act on the environment by choosing one action 
from a set of possible actions. When the agent interacts with the environment, it receives a 
reward. This iterates until the goal of the agent is achieved by obtaining the maximum possible 
reward. 
In the case of path planning, the agent will start at the starting coordinate in the map. The 
map is considered to be the environment, and the actions it can take will be to move left from 
current position, move right, move up, and move down. The algorithm selects the next state 
according to the action with the highest total reward. For example, moving into an obstacle 
would result in a highly negative reward, so this is never chosen as an action. 
To find the optimal path, the Bellman’s equation is used in conjunction with a Q matrix. 
The Q matrix dimensions are nstates rows by nactions, where nstates is the number of possible states 
or the number of grids in the map, and nactions is set to be four, representing the actions of moving 
up, down, left, and right. The Q matrix contains the rewards the agent can achieve by selecting a 
respective action. The rewards are in the form of a matrix, similar to the Q matrix, where each 
state has multiple actions. If an action would lead to a state that is outside the map or an obstacle, 
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it has a highly negative reward. If the next state is free space, it has a reward of 1. If the next 
state is the goal, it has the highest reward.  
The Q matrix is initialized to be random numbers from -1 to 1 for all entries. Then the Q 
matrix is updated by the Bellman’s equation [27] shown below: 
𝑄𝑛𝑒𝑤(𝑠𝑡, 𝑎𝑡) ← (1 − 𝛼)𝑄(𝑠𝑡, 𝑎𝑡) + 𝛼(𝑟𝑡 + 𝛾 ∗ max𝑄(𝑠𝑡+1, 𝑎))  
where reward, 𝑟𝑡, represents the reward from the current state, 𝑠𝑡, to the next state, 𝑠𝑡+1, 𝛾 is the 
discount factor, max𝑄(𝑠𝑡+1, 𝑎)) is an estimate of the future best possible reward given the next 
state, and 𝛼 is the learning rate. Once a map is generated and the starting and goal points are 
defined, the algorithm can iterate through some chosen states, updating the Q matrix, and a path 
will be generated. 
 
4.2.4 Dynamic Obstacle Avoidance 
Dynamic obstacle avoidance can be achieved by consistently updating the map and 
checking if the path generated before the update intersects any obstacles. The path generated can 
be viewed as a sequence of coordinates in two-dimensional space. A line can connect adjacent 
coordinates in the sequence and this line can be segmented to search if an obstacle is inside of 
any of the segments. Since the maps generated in this research are in the form of an occupancy 
grid, this is a very simple task, computationally speaking. 
After a new map has been generated, if there is an obstacle intersecting the current path, 
the path planning algorithm will command the vehicle to hold its current position. While the 
vehicle is holding its position, the selected path planning algorithm will begin generating a new 
path. Once a new path is generated, the vehicle will resume its flight following the new path 
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towards the goal. Any of the aforementioned path planning algorithms can be used for this 
dynamic obstacle avoidance task. 
 
4.3 Experimental Results 
Experimental results are shown describing paths generated by each path planning 
algorithm. Paths are generated in the lab floor area with and without dynamic obstacles. Note 
that in the case with a dynamic obstacle, the obstacle intersects the original path. After this, the 
quadrotor is commanded to maintain its current position until a new path is generated. Figure 
4.3-1 shows the lab floor area. This area was independent of the Vicon camera system and is 
where the path planning and dynamic obstacle flights were conducted. 
 
Figure 4.3-1 A photograph of the lab floor area 
 
 Figure 4.3-2 and Figure 4.3-3 show the results of path planning using the A* method in 
the lab floor flight area, specifically. Figure 4.3-2 shows a flight trajectory calculated using A* 
without any obstacles between the starting point and goal point. Figure 4.3-3 shows the trajectory 
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where a dynamic obstacle is moved in the way of the path during flight. It can be seen that, the 
original trajectory intersects with the obstacle, and the A* algorithm is able to successfully 
generate a new path avoiding the obstacle. 
 
Figure 4.3-2 A* Path Planning 
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Figure 4.3-3 A* Path Planning with Dynamic Obstacle 
  
 Figure 4.3-4 and Figure 4.3-5 show the results of path planning using the RRT* method 
for flights conducted in the lab floor area. Figure 4.3-4 shows the trajectory calculated by the 
RRT* algorithm when no obstacle is placed in the path during flight. Figure 4.3-5 shows the 
trajectory of a flight where a dynamic obstacle was placed in the way of the path. 
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Figure 4.3-4 RRT* Path Planning 
 
Figure 4.3-5 RRT* Path Planning with Dynamic Obstacle 
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 Figure 4.3-6 and Figure 4.3-7 show the results of path planning obtained using the Q-
Learning method during a flight in the lab floor area. Figure 4.3-6 shows the path generated 
when no obstacle is placed between the start and goal point. Figure 4.3-7 shows the path 
calculated when an obstacle is placed in the way of the original path calculated. Again, we can 
see that the path is successfully re-planned. 
 
 
Figure 4.3-6 Q-Learning Path Planning 
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Figure 4.3-7 Q-Learning Path Planning with Dynamic Obstacle 
 
4.4 Conclusion 
Based on the experimental results, several conclusions can be made regarding the paths 
generated and the computational intensity of the algorithms. Paths generated by both RRT* and 
Q-Learning approaches yield favorable yet suboptimal results. This is primarily due to the 
random nature of these algorithms. However, the A* approach yields the best path possible, 
given the obstacles, and through experimentation it was also found that it was the least 
computationally intensive. 
With A* being both faster and yielding better paths, it is the best choice for the 
application considered in this research. This is highly favorable especially when using dynamic 
obstacle avoidance. This is because multiple paths may need to be generated so efficiency is very 
important during a flight. Still, RRT* and Q-Learning are both interesting approaches to the path 
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planning problem. It may be possible to make improvements to these approaches to make their 
computational intensity comparable to A* in certain situations. Overall, A* was found to be the 




5. Fault-Tolerant Control 
In certain cases, when there are few features in the environment, SLAM may have trouble 
localizing position. This happens because there are not enough features in the environment to 
show that the quadrotor is moving in a particular direction, for instance, in long uniform 
hallways. As a result, the SLAM position measurement will not be updated even if the UAV is 
moving. When this occurs, the controller will not be able to control the UAV position, and the 
quadrotor will become unstable in this direction. To accommodate this measurement loss from 
SLAM, a fault detection and accommodation system is needed. 
 
5.1 Problem Formation 
This chapter details a fault-tolerant system to be used in conjunction with the SLAM 
system. The implementation of the fault-tolerant control method, and some experimental results 
will be discussed. Figure 5.2-1 shows a configuration of the proposed fault-tolerant system. 
 
5.2 System Configuration 
 
Figure 5.2-1 The configuration of the fault-tolerant system 
 
First, a downward-facing optical flow camera estimates the velocity of the drone in x and 
y directions. Second, an observer was developed to estimate the x and y velocity based on the 
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SLAM position measurements. If the error between these two velocity estimates exceeds a 
specified constant threshold, the quadrotor shifts from controlling position off of SLAM to 
controlling off of the optical flow position. To get optical flow position, the velocity estimate 
provided by optical flow camera is integrated with respect to time. Below, we detail each of 
these three components. 
 
5.2.1 Optical Flow 
Optical flow is a method of approximating the motion of objects between successive 
images. In most cases the successive images are in the form of a video. For the purpose of this 
research the motion of camera is being estimated. There are many ways to calculate optical flow 
[19]. The Lucas-Kanade method is widely used [20]. The Lucas-Kanade method for calculating 
optical flow functions by first assuming that the velocity of the pixels in the image are 
approximately constant. A system of optical flow equations is then solved by the least squares 
criterion. First a set of partial derivative equations are developed: 
𝐼𝑥(𝑞1)𝑉𝑥 + 𝐼𝑦(𝑞1)𝑉𝑦 = −𝐼𝑡(𝑞1)
𝐼𝑥(𝑞2)𝑉𝑥 + 𝐼𝑦(𝑞2)𝑉𝑦 = −𝐼𝑡(𝑞2)
⋮
𝐼𝑥(𝑞𝑛)𝑉𝑥 + 𝐼𝑦(𝑞𝑛)𝑉𝑦 = −𝐼𝑡(𝑞𝑛)
 
where Ix, Iy, and It, are partial derivatives with respect to position x, y and time respectively, q1, 
… , qn represent the n pixels in the image, and Vx and Vy are velocities in x and y directions, 
respectively. 
 Based on these equations, a matrix form can be developed: 

























Using the least squares principle, the velocity vector can be estimated by: 














where i = 1, … , n. Using this method, the velocity of the quadrotor can be estimated. For the 
quadrotor used in this research, there is a camera that is pointed towards the floor, that is, in the 
negative z direction. Considering the camera is fixed to the body of the quadrotor, the velocity 
estimates are in the body frame. A rotation matrix 𝑅𝑒
𝑏is used to change the frame of the optical 
flow velocity estimates from the body frame to the inertial frame.  As the drone changes its 
position, the velocity in this direction is estimated. 
 
5.2.2 Observer Velocity Estimation 
For fault detection, two velocity signals are needed to construct the residual signal. The 
second velocity estimate is obtained by using an observer utilizing SLAM position 
measurements. Given a system’s dynamics, an observer can be developed to perform state 
estimation. Specifically, the translational dynamics in the x and y directions can be represented 












𝑐𝜃𝑐𝜓 𝑠𝜙𝑠𝜃𝑐𝜓 − 𝑐𝜙𝑠𝜓 𝑐𝜙𝑠𝜃𝑐𝜓 + 𝑠𝜙𝑠𝜓
𝑐𝜃𝑠𝜓 𝑠𝜙𝑠𝜃𝑠𝜓 + 𝑐𝜙𝑐𝜓 𝑐𝜙𝑠𝜃𝑠𝜓 − 𝑠𝜙𝑐𝜓
] 𝑎𝑚 
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where [ pxi pyi ]
T and [ ui vi ]
T are the inertial position and velocity, respectively, [𝜙⁡𝜃⁡𝜓⁡]T is the 
Euler angles, 𝑐𝜃, 𝑠𝜃, etc. represent 𝑐𝑜𝑠(𝜃), 𝑠𝑖𝑛(𝜃), etc., and am ≜ [ ax ay az ]T is the 
accelerometer measurement. The above equation can be put into a more compact form as: 
𝜁̇ = 𝐴𝜁 + 𝑓(𝜙, 𝜃, 𝜓, 𝑎𝑚)  
𝜉 = 𝐶𝜁 
where 𝜉 ≜ [ pxi pyi ]T is the position measurement provided by SLAM 










𝑐𝜃𝑐𝜓 𝑠𝜙𝑠𝜃𝑐𝜓 − 𝑐𝜙𝑠𝜓 𝑐𝜙𝑠𝜃𝑐𝜓 + 𝑠𝜙𝑠𝜓










02𝑥1 = [0 0] 
 Based on these equations, a fault diagnostic observer can be chosen: 
𝜁̇ = 𝐴𝜁 + 𝑓(𝜙, 𝜃, 𝜓, 𝑎𝑚) + 𝐿0(𝜉 − 𝜉)  
𝜉 = 𝐶𝜁 
where 𝜁 and 𝜉 are the estimated state vector and output vector, respectively, 𝐿0is the observer 
gain designed to make 𝐴 − 𝐿0𝐶 stable. 
 
 By constructing this observer using the system dynamics, the translational velocity can be 
estimated. The SLAM measurements for position are used to update this observer. If there is a 
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position measurement loss from SLAM, the velocity estimate will be corrected accordingly. This 
velocity estimate can then be compared to another velocity estimate provided by optical flow. If 
there is a large discrepancy between these two estimates, a fault in the SLAM position 
measurement is detected. 
 
5.2.3 Fault Detection 
Based on these two methods for estimating the translational velocity using different 
measurement sources, a fault detection scheme can be developed. For example, if there is a 
measurement loss in the x direction from SLAM, the velocity estimate in the x direction from the 
observer will approach zero. While the quadrotor is still moving, the velocity estimate from the 
optical flow method will be significantly different from the SLAM velocity. Thus, the fault 
SLAM measurements can possibly be determined. 
Therefore, for the purpose of fault detection a residual signal is generated as the observer 
velocity estimate minus the optical flow velocity estimate. The upper and lower bounds on the 
residual signal chosen in this research were a constant value. This constant threshold was found 
through experiments by analyzing the residual signal in the absence of a fault. The residual 
should remain within the thresholds in the absence of faults. If at a certain time, the residual 
exceeds the threshold, a fault in the SLAM measurements is detected. Once the fault is detected, 
a method for mitigating this fault can be constructed. 
 
5.2.4 Fault-Tolerant Control 
The objective of the fault-tolerant control method is to mitigate the effect of the fault, 
preventing unstable behaviors of the UAV. Under normal conditions, the quadrotor controls its 
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position using the SLAM position measurements as a feedback signal. When a loss of the 
positional measurement occurs, the quadrotor will begin to accelerate along this axis because the 
control system is unaware that the position is changing. Within a short period of time, the 
quadrotor can collide with objects in the environment or crash. To avoid this situation, the faulty 
SLAM position signal must be switched to a more reliable source. This will help keep the 
quadrotors position measurements up-to-date and prevent a crash. 
To calculate the positional updates from optical flow, the velocity estimates are simply 
integrated with respect to time. Switching from SLAM to optical flow allows for the quadrotor to 
maintain its stability and acceptable position tracking performance before the SLAM signal 
becomes available again. If certain features in the environment appears during flight, the SLAM 
position signal will be recovered. Specifically, if no fault is detected over a short period of time, 
the position signal is switched back to SLAM. 
To prevent issues with large jumps during switching, the initial conditions are 
appropriately chosen. When a fault is detected, the current value of the SLAM position is used 
for the initial condition for the optical flow localization. When the SLAM signal recovers and is 
no longer faulty, the position is switched back to the SLAM measurements, which is initialized 
by using the optical flow position.  This method for switching allows for smooth transitions 
between the SLAM position and the optical flow position. 
 
5.3 Experimental Results 
To show the effectiveness of this fault-tolerant control method, a circular flight with the 
quadrotor was conducted. After flying for some duration, a fault in the SLAM measurements is 
injected. Specifically, the fault is injected by pausing the position measurement signal coming 
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from SLAM in the y direction. Experimental results are illustrated by the residual signal during 
the flight with detection thresholds, the fault injection and detection times, and a trajectory 
graphs with x and y positions. The residual signal used for the fault detection is shown in Figure 
5.3-1. 
 
Figure 5.3-1 The detection residual signal with thresholds 
 
Specifically, during the flight test, a fault in the y axis of the SLAM measurement was 
injected at t = 72.51 seconds and removed at t = 95.94 seconds. The residual signal used for fault 
detection is shown in Figure 5.3-1. As can be seen, the fault is successfully detected at 
approximately t = 75.64 seconds. After the fault is removed, the residual signal remains within 
the threshold, allowing detection of the recovery of the SLAM measurement. Figure 5.3-2 shows 
specific timing of fault detection and injection during the flight, including the time instants for 
fault injection, fault detection, fault removal, and detection of recovered SLAM signal. 
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Figure 5.3-2 The fault injection and detection signals and significant times 
 
Figure 5.3-3 shows the desired flight trajectory and the actual flight trajectory by the 
UAV before the fault detection. Specifically, the position of the UAV in the x and y plane for 0 ≤ 
t ≤ 75.64 seconds is shown. Around the 72.51 second mark, as shown in the figure, the fault is 
injected which results in a small drift between the actual and desired trajectories for 72.51 ≤ t ≤ 
75.64. Shortly after this drift, the fault is detected at t = 75.64. 
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Figure 5.3-3 A top-down view of the flight trajectories before fault 
 
Then, the position measurement in the y direction is switched from SLAM to optical 
flow. Figure 5.3-4 shows the flight trajectory utilizing optical flow (i.e. for 75.64 ≤ t ≤ 95.94). 
The vehicle is stable and acceptable tracking performance is maintained. It is detected that the 
SLAM measurement was recovered at t = 95.94 seconds. As shown by the figure, there is a delay 




Figure 5.3-4 A top-down view of the flight trajectories during fault 
 
Once the healthy SLAM position measurement is detected, it is utilized by the controller 
again. Figure 5.3-5 shows the actual trajectory and desired trajectory for t ≥ 95.94 seconds. 
Nearly a full circle is flown before the landing. 
 
Figure 5.3-5 A top-down view of the flight trajectories after fault recovery 
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Before the fault is detected and while flying using optical flow position error can 
accumulate. To detail this error, the error signal of y position is shown in Figure 5.3-6. This chart 
also shows important fault signal times to show how faults can introduce error into the position 
signal. 
 
Figure 5.3-6 Error of y position around time of fault 
 
5.4 Conclusions 
The previous experimental results show that during a circular flight, a measurement loss 
in the y direction from SLAM can be detected and mitigated. The accommodation scheme using 
optical flow position helps stabilize the quadrotor’s position and maintain acceptable position 
tracking performance. This shows that using additional information from optical flow, the 
measurement loss problem with SLAM can be properly addressed.  
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6. Conclusions and Future Research 
This chapter summarizes the contributions of this research. Future work that can be done 
to improve these results are also mentioned. 
 
6.1 Summary of Results 
The goals of this research were threefold. Firstly, a primary goal was to develop a SLAM 
system for a quadrotor using onboard sensors. Secondly, several dynamic path planning 
algorithms were implemented and evaluated utilizing the mapping capabilities of the SLAM 
system. Lastly, a fault-tolerant control scheme is developed to detect and accommodate 
measurement loss in SLAM. These three goals were achieved and provide a robust system to be 
built off of in the future. 
Utilizing the open-source nature of the Robot Operating System (ROS), the SLAM 
system was efficiently implemented. Results of SLAM showed pose estimates were within 0.06 
meter accuracy when compared to the measurements provided by the Vicon camera system. This 
is considerably accurate and allows the quadrotor’s position to be controlled outside of the Vicon 
cage area. This is beneficial because flying outside of the Vicon cage area allows for larger flight 
areas. 
Three path planning algorithms were tested in real-time during flights including A*, 
RRT*, and Q-Learning based path planning. While all three algorithms were able to navigate the 
quadrotor from the starting coordinate to the goal coordinate, A* stood out from the rest. A* was 
less computationally intensive and more optimal in generating paths, which was particularly 
beneficial when dynamic obstacles are considered. If an obstacle suddenly appears in the map 
and intersects the previously generated path, the quadrotor is commanded to hold its position 
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until a new obstacle-free path is generated. This approach to obstacle avoidance is beneficial 
because it can be applied to any path planning algorithm. 
In certain environments, the SLAM algorithm may not be able to estimate position 
properly. For example, this can happen in long featureless hallways where it’s impossible to 
calculate position based on the environment. A fault-tolerant control system was successfully 
developed and implemented. The fault detection system was able to detect faults in SLAM 
measurements in less than 3 seconds, allowing for fast recovery of the quadrotor position. This is 
beneficial because in the presence of measurement loss the quadrotor can possibly become 
unstable fairly quickly. Once the fault is detected, the quadrotor is able to stabilize using an 
optical flow localization method. 
The results of this research were successful. The SLAM algorithm implemented is robust, 
expandable, and highly accurate. This implementation allows for the quadrotor to operate outside 
of the Vicon cage. Every path planning algorithm that was evaluated were able to guide the 
quadrotor from a starting coordinate to a goal coordinate. These algorithms were able to navigate 
environments even in the presence of dynamic obstacles. Lastly, a fault-tolerant control system 
was successfully implemented. This system allows the quadrotor to recover and stabilize from 
position measurement loss from SLAM. 
 
6.2 Future Research 
Future research can be done for all three of the previously achieved goals. For the SLAM 
algorithm, other algorithms can be tested and compared to the current implementation. Future 
goals may include lowering computational intensity, three-dimensional SLAM, or higher 
resolution mapping. Using cameras for localization may provide a more general solution [23]. As 
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far as the path planning algorithms, work can be done to improve the efficiency of RRT* and Q-
Learning based path planning. Using machine learning to perform clustering on high resolution 
maps could prove to be beneficial to these algorithms [24]. Lastly, work can be done to introduce 
adaptive thresholds to the fault-tolerant control method [25]. This could allow for faster fault 
detection and recovery. Future work can also be done to improve the position estimates from the 
optical flow method [26].  
47 
Bibliography 
[1]  Shen, Shaojie, Nathan Michael, and Vijay Kumar. "Autonomous multi-floor indoor 
navigation with a computationally constrained MAV." 2011 IEEE International 
Conference on Robotics and Automation. IEEE, 2011. 
 
[2] Grzonka, Slawomir, Giorgio Grisetti, and Wolfram Burgard. "A fully autonomous indoor 
quadrotor." IEEE Transactions on Robotics 28.1 (2011): 90-100. 
 
[3] Aguilar, Wilbert G., et al. "Visual SLAM with a RGB-D camera on a quadrotor UAV 
using on-board processing." International Work-Conference on Artificial Neural 
Networks. Springer, Cham, 2017. 
 
[4] Dong, Yiqun, Changhong Fu, and Erdal Kayacan. "RRT-based 3D path planning for 
formation landing of quadrotor UAVs." 2016 14th International Conference on Control, 
Automation, Robotics and Vision (ICARCV). IEEE, 2016. 
 
[5] Richter, Charles, Adam Bry, and Nicholas Roy. "Polynomial trajectory planning for 
aggressive quadrotor flight in dense indoor environments." Robotics Research. Springer, 
Cham, 2016. 649-666. 
 
[6] Bouktir, Y., M. Haddad, and T. Chettibi. "Trajectory planning for a quadrotor helicopter." 
2008 16th mediterranean conference on control and automation. Ieee, 2008. 
 
[7] Keshavan, Jishnu, et al. "Autonomous vision-based navigation of a quadrotor in corridor-
like environments." International Journal of Micro Air Vehicles 7.2 (2015): 111-123. 
 
[8] Quanser User Manual 
 
[9] Intel Corporation. “Hardware Features and Usage” Intel® Aero Compute Board Rev 1.5.2 
(2017) 
 
[10] Hokuyo Automatic Co. Ltd. “Specifications” Scanning Laser Range Finder URG-04LX-
UG01 (2009 
 
[11] Durrant-Whyte, Hugh, and Tim Bailey. "Simultaneous localization and mapping: part I." 
IEEE robotics & automation magazine 13.2 (2006): 99-110. 
 
[12] Magnabosco, Marina, and Toby P. Breckon. "Cross-spectral visual simultaneous 
localization and mapping (SLAM) with sensor handover." Robotics and Autonomous 
Systems 61.2 (2013): 195-208. 
 
[13] Grisetti, Giorgio, et al. "Fast and accurate SLAM with Rao–Blackwellized particle 
filters." Robotics and Autonomous Systems 55.1 (2007): 30-38. 
  
48 
[14] Grisetti, Giorgio, Cyrill Stachniss, and Wolfram Burgard. "Improving grid-based slam 
with rao-blackwellized particle filters by adaptive proposals and selective resampling." 
Proceedings of the 2005 IEEE international conference on robotics and automation. 
IEEE, 2005. 
 
[15] Gerkey, Brian. “Gmapping.” Wiki: Gmapping, 4 Feb. 2019, wiki.ros.org/gmapping. 
 
[16] Akshay Kumar Guruji, Himansh Agarwal, and DK Parsediya. “Time-efficient A* 
algorithm for robot path planning”. Procedia Technology 23 (2016). 
 
[17] Noreen, Iram, Amna Khan, and Zulfiqar Habib. "A comparison of RRT, RRT* and 
RRT*-smart path planning algorithms." International Journal of Computer Science and 
Network Security (IJCSNS) 16.10 (2016): 20. 
 
[18] Bhartendu (2019). Q-learning-example (https://www.github.com/matrixBT/Q-learning-
example), GitHub. Retrieved November 30, 2019. 
 
[19] Burton, Andrew, Radford, John. “Thinking in Perspective: Critical Essays in the Study of 
Thought Processes.” Routledge.  
 
[20] Lucas, Bruce D., and Takeo Kanade. "An iterative image registration technique with an 
application to stereo vision." (1981): 674. 
 
[21] Avram, Remus C., Xiaodong Zhang, and Jonathan Muse. "Quadrotor sensor fault 
diagnosis with experimental results." Journal of Intelligent & Robotic Systems 86.1 
(2017): 115-137. 
 
[22] Raja, Muneeb Masood. "Extended Kalman Filter and LQR controller design for 
quadrotor UAVs." (2017). 
 
[23] Carrillo, LR García, et al. "Stabilization and trajectory tracking of a quad-rotor using 
vision." Journal of Intelligent & Robotic Systems 61.1-4 (2011): 103-118. 
 
[24] Oh, Sang-Il, and Hang-Bong Kang. "Fast occupancy grid filtering using grid cell clusters 
from LIDAR and stereo vision sensor data." IEEE Sensors Journal 16.19 (2016): 7258-
7266. 
 
[25] Qi, Juntong, et al. "An adaptive threshold neural-network scheme for rotorcraft UAV 
sensor failure diagnosis." International symposium on neural networks. Springer, Berlin, 
Heidelberg, 2007. 
 
[26] Alexis, Kostas, et al. "Model predictive quadrotor indoor position control." 2011 19th 
Mediterranean Conference on Control & Automation (MED). IEEE, 2011. 
 
[27] Melo, Francisco S. “Convergence of Q-Learning: A Simple Proof.” Institute for Systems 
and Robotics, Instituto Superior Técnico 
