Aims: The community-weighted mean (CWM) approach is used to analyse the relationship between species attributes (traits, Ellenberg-type indicator values) and sample attributes (environmental variables, richness) via the community matrix. It has recently been shown to suffer from inflated Type I error rate if tested by a standard test and the results of many published studies are probably affected. I review the current knowledge about this problem, and clarify which studies are likely affected and by how much.
| INTRODUC TI ON
When studying ecological communities, a common question is how characteristics of species are related to characteristics of the samples (plots, relevés) in which individuals of these species occur.
I could simply call species characteristics traits and sample characteristics environmental variables, but since the methods discussed here have broader use than analysing trait-environment relationships, I use the general terms species attributes for species characteristics and sample attributes for sample characteristics. Examples of species attributes are species functional traits, ecological optima and phylogenetic age, and examples of sample attributes include environmental variables, species richness or sample ordination scores. The third component is the matrix of species composition, which represents abundances (or presences-absences) of species in community samples and allows species and sample attributes to be connected. One way to find out whether there is a link between species and sample attributes is to calculate the mean of species attributes for species occurring in each sample weighted by relative species abundances (community-weighted mean, CWM), relate it to sample attributes, for example by correlation, and test this relationship using the relevant test. Here I call this method the CWM approach and use it as a general term, including a wide range of analyses relating the CWM of species attributes to sample attributes, where one or several CWMs and one or several sample attributes are involved. The mean of species attributes not weighted by species abundances is also included in the CWM approach, since it is identical to CWM calculated on species composition matrix with species presences-absences instead of abundances.
In vegetation ecology, the two commonly used types of species attributes are plant traits and species indicator values. The CWMs of plant traits can be related to environmental variables to demonstrate the effect of environmental filtering on trait-mediated community assembly (Díaz, Cabido, & Casanoves, 1998; Shipley, 2010) , or to predict changes in ecosystem properties (such as biomass production or nutrient cycling; Garnier et al., 2004; Vile, Shipley, & Garnier, 2006) , or ecosystem services (like fodder production or the maintenance of soil fertility; Díaz et al., 2007) . The CWMs of species indicator values, like those of Ellenberg et al. (1992) or Landolt (1977) for soil reaction, light, temperature and other factors, are used to estimate habitat conditions from known species composition of vegetation samples. These estimates are often related to measured soil, light or climatic variables (Ellenberg et al., 1992; Schaffers & Sýkora, 2000) , or used for the ecological interpretation of compositional changes in unconstrained ordination (Persson, 1981) or ecological differences between groups of samples representing different vegetation types or treatments (Chytrý, Hejcman, Hennekens, & Schellberg, 2009 ). Other, more specific examples include relating the community specialization index to environmental variables (Carboni, Zelený, & Acosta, 2016; Clavero & Brotons, 2010; Fajmonová, Zelený, Syrovátka, Vončina, & Hájek, 2013) , or attempts to verify whether plant biomass can be estimated from tabulated plant heights and species composition, as the mean of species heights weighted by their cover in a plot (Axmanová et al., 2012) .
The CWM approach is also used in other fields, including biogeography (relating grid-based means of species properties, such as animal body size, to macroclimate or diversity; Hawkins & Diniz-Filho, 2006) , phylogenetic community ecology (relating mean phylogenetic age of families or species in a community to latitude, temperature or elevation; Hawkins, Rodríguez, & Weller, 2011) , hydrobiology (relating a trophic diatom index based on the weighted mean of diatom indicator values to measured water quality parameters to assess its reliability; Kelly & Whitton, 1995) or paleoecology (one of the transfer functions used to reconstruct the acidification of lakes from fossil diatom assemblages preserved in lake sediments is based on the weighted means of diatom optima along the pH gradient; ter Braak & Barendregt, 1986; Birks, Line, Juggins, Stevenson, & ter Braak, 1990 ).
The recent paper by Peres-Neto, , focused on the CWM approach, revealed several surprising facts.
First, and perhaps the most important finding, is that standard plotlevel tests analysing CWM-sample attributes relationship have inflated Type I error rate, returning more optimistic results than is warranted by the data. "Standard tests", in the meaning used here, include plot-level parametric tests such as the t-test for correlation and F-test for regression or ANOVA, or permutation tests randomizing sample attributes (equivalent to randomizing rows in the species composition matrix). Second, CWM correlation has relatively poor statistical properties, because the correlation coefficient is highly variable and can become rather high even in the case of random species attributes. Third, the CWM approach is numerically related to the seemingly different fourth-corner problem (Legendre, Galzin, & Harmelin-Vivien, 1997) , which relates species attributes and sample attributes via the species composition matrix without explicitly calculating the weighted means of species attributes. Fourth, the 'max test' (Cormont, Vos, van Turnhout, Foppen, & ter Braak, 2011) , which solves the problem of inflated Type I error rate in the fourth-corner approach (ter Braak, Cormont, & Dray, 2012) , does the same in the CWM approach. The max test undertakes two independent permutation tests, one testing the species attributes-species composition link and the other testing the sample attributes-species composition link, and chooses the higher p-value as a result. In conclusion, PeresNeto et al. (2017) suggested replacing the CWM approach with the more efficient fourth-corner approach.
The findings of Peres-Neto et al. (2017) will undoubtedly cause a revolution in the analysis of trait-environment, and generally, species attributes-sample attributes relationships. It is quite relevant to expect that scientific literature using CWM approach with standard tests is flooded with overly optimistic studies reporting significant relationships between various species and sample attributes, which in fact are merely analytical artefacts. However, the use of the CWM approach has a long tradition in ecology, and calculating the CWM of species attributes and relating them to sample attributes is quite often practical or required by theory. Many studies defining our current empirical knowledge about the trait-environment relationship can be done about that? How can we recognize whether an inflated Type I error rate affects the results of a particular study or not, and if it does, how strong that effect is? Moreover, if the CWM approach is used in future studies, is it always necessary to replace the standard tests with the max solution? These are some of the questions I will attempt to answer here.
I first briefly review the use of the CWM approach in vegetation ecology, its conceptual links to other methods that analyse the relationship of sample and species attributes via a matrix of species composition, and current knowledge about the problem of inflated Type I error rate. I then suggest that studies using the CWM approach can be classified into one of three categories (A, B and C), based on underlying assumptions about the link of species or sample attributes to species composition. Two of these categories (B and C) return inflated Type I error rates if tested using the standard test, and one of these categories (C) requires the use of the max test as the only way to control for correct Type I error rate. Third, I acknowledge (in line with Hawkins et al., 2017) that sample attributes can be of two types, extrinsic (measured independently of species composition matrix) and intrinsic (derived from a species composition matrix), and discuss a special case of CWM analysis with intrinsic species attributes. Finally, I use simulated community data to explore how, in the context of category C, the rate of Type I error in standard tests of the CWM analysis is affected by data characteristics (the β-diversity of a species composition matrix, the strength of the link between sample attributes and species composition, the number of samples in the data set), and then show the same effect using a real vegetation data set.
| THEORY AND ME THODS

| The CWM approach in the context of other methods
Three objects are involved in the calculation of the CWM approach ( Figure 1a ): a vector of sample attributes (e, e.g. environmental variables), a matrix of species composition (L, abundances or presences-absences of species in samples, with samples as rows and species as columns), and a vector of species attributes (t, e.g. species traits); the naming convention for variables follows Peres-Neto et al. (2017) . The CWM of species attributes is calculated as c i = ∑ S j=1 p ij t j , where S is the number of species in a community for which species attribute data are available, p ij is the relative contribution of species j to the total abundance of the i-th sample, and t j is the value of species attribute ("trait") for the species j. Relative species proportion p ij can be calculated as l ij ∕ ∑ S j=1 l ij , where l ij is the abundance (or other measure, such as biomass or presence-absence) of species j in the i-th sample and the denominator is the sum of abundances for all species for which species attributes are available (see Discussion for cases when the denominator is including also those species with missing species attributes). Similar equations (with different notations) are reported in a number of studies (see e.g. Garnier et al., 2004, for the CWM of species functional traits, or Diekmann, 2003 , for
The schema of (a) the community-weighted mean approach, which generates the observed value of the test statistic (depending on the method used), and (b) available tests for this statistic. Three tests are available: (i) row-based permutation test (analogous to standard parametric test of c-e relationship), (ii) column-based permutation test (called 'modified permutation test' in Zelený & Schaffers, 2012) , and (iii) max test (also called the 'row-column based permutation test' in Peres-Neto et al., 2017; or 'sequential test' in ter Braak et al., 2012) . Notation: e = sample attribute (e.g. environmental variable), t = species attribute (e.g. trait), L = matrix of species composition, c = CWM calculated from t and L, t p = species attributes permuted among species, e p = sample attributes permuted among samples, c p = CWM calculated from t p and L Figure 1b -i).
L
Alternative methods analysing the relationships of individual species attributes to individual sample attributes via the matrix of species composition include the species niche centroids approach (SNC; ter Braak & Looman, 1986 ) and the fourth-corner approach (or the "fourth-corner problem", Legendre et al., 1997) . While in the CWM approach the sample attributes are related to the (weighted) mean of species attributes, in the SNC approach the species attributes are related to the (weighted) mean of sample attributes ("niche centroids"). The fourth-corner approach, in contrast, does not explicitly calculate weighted means of species or sample attributes, but combines all three objects (e, t and L) by calculating the (weighted)
Pearson's correlation between standardized species and sample attributes using a species composition table as the weight matrix (Dray & Legendre, 2008; ter Braak, Peres-Neto, & Dray, 2018) . The original algorithm of Legendre et al. (1997) 
| Inflated Type I error rate of standard tests in the CWM approach
As mentioned above, Peres-Neto et al. (2017) scores, the assignment of samples into groups using cluster analysis, and species richness. They argued that these optimistic results are caused by the CWM inheriting information about the compositional similarity between community samples, and that relating the CWM to other variables with the same similarity issue causes the problem.
They suggested that either this relationship should not be tested, or the "modified permutation test" with randomization of species attributes should be used. Peres-Neto, Leibold, and Dray (2012) discussed a similar issue in the context of metacommunity phylogenetics, Šmilauer and Lepš (2014, p. 158) in the context of the CWM-RDA method (suggesting combining both row-and column-based permutation tests), and Hawkins et al. (2017) in the macroecological context when relating the CWM of species traits to species richness.
Parallel to developments related to the CWM approach, Dray and Legendre (2008) identified the problem of inflated Type I error rate in the fourth corner (Legendre et al., 1997) if the fourth-corner statistic is tested using the row-based permutation method. Dray and
Legendre (2008) suggested the use of a two-step testing procedure combining row-and column-based permutation tests together, a method which ter Braak et al. (2012) improved by introducing the sequential testing approach, also called the max approach in later studies (ter Braak, Peres-Neto, . The max test, first used by Cormont et al. (2011) , is based on taking the maximum p-value from sequentially conducted row-and column-based permutation tests. 
| Three categories of hypotheses tested using the CWM approach
I suggest that each hypothesis analysed by the CWM approach falls into one of the three categories (labelled here as A, B and C; see Table 1 for a summary). All hypotheses test the link between species attributes and sample attributes via the matrix of species composition (t↔L↔e) but differ in the prior assumptions they make about the existence of the link between t↔L and L↔e ( Figure 2 ). The hypotheses in Category A assume that species attributes are linked to species composition (t↔L) and aims to test the link to sample attributes (L↔e); the hypotheses in Category B assume that sample attributes are linked to species composition (L↔e) and aim to test the link to species attributes (t↔L);
and the hypotheses in Category C do not assume any of the two links and aim to test the link to both sample attributes and species attributes (t↔L and L↔e). In the CWM approach, the L↔e link is tested by a row-based (parametric or permutation) test (Figure 1b-i ) and the t↔L link by a column-based permutation test (Figure 1b -ii). In Categories A and B, the link which is assumed to exist does not need to be tested. demonstrating that both species and sample attributes are linked to species composition, and this can be done using the max test, combining both row-and column-based tests.
The choice of the appropriate category may not always be straightforward. For example, trait studies testing whether the environment is filtering the species into a community via their functional traits routinely assume that such traits are functional, and as such, traits are considered linked to species composition (Category A). This is reasonable where there is sufficient evidence from other studies about the functional effect of the trait studied; however, this assumption may not be justified if the analysis is based on traits that are relatively easy to measure and thus readily available in databases, but which may not necessarily be the functional ones. Also, even a trait which is generally considered functional does not need to be functional in the context of the analysed data set.
TA B L E 1 Overview of the characteristics of the three categories of hypotheses tested by the CWM approach. For each category, the corresponding assumption about a link between sample attributes (e) or species attributes (t) and species composition (L) is provided (Figure 1b-i) A column-based permutation test (Figure 1b -ii)
Max test (combining row-based and column-based permutation test; Figure 1b- relates them to the environment) and as such should be used to analyse Question 1. Practically, however, the CWM approach is often used also to analyse Question 2, which would be better approached through a species-level analysis (e.g. the SNC approach). The CWM of species attributes and intrinsic sample attributes (such as ordination scores or species richness) are both functions of a species composition matrix L, and the CWM is additionally also a function of species attributes t. In this sense, CWM can be rewritten as f 1 (t, L) and intrinsic sample attributes as f 2 (L). In the relationship 
| "Spurious correlation" of the CWM with intrinsic sample attributes
f 1 (t, L) vs. f 2 (L),
| Dependence of inflated Type I error rate on data characteristics
In this section, I illustrate how the inflation of the Type I error rate in the CWM approach depends on three data set characteristics: the compositional heterogeneity (β-diversity) of the species composition matrix (L), the strength of the link between species composition and sample attributes (L-e link), and the number of samples in the community matrix. I use the unweighted CWM correlation (i.e. a correlation without applying the weights) with a standard parametric test and apply it on a number of simulated community data sets. I then use the real vegetation data set with Ellenberg-type indicator values to show how the inflation depends on the strength of the species composition-environment relationship.
| Design of the simulation study
The algorithm generating simulated community data is inspired by the COMPAS model proposed by Minchin (1987) . Here, I used a model structured by two virtual ecological gradients, which is an extension of the one-gradient implementation of Fridley, Vandermast, Kuppinger, Manthey, and Peet (2007) . A number of unimodal species response curves was generated along each gradient, where each response curve quantifies the probability with which an individual found in a given gradient location is assigned to a given species. The species composition of individual samples was then generated by randomly selecting locations along both gradients and assigning a given number of individuals (100) into species according to the species probabilities at a given gradient location. The first gradient is used to define sample and species attributes (locations of samples ZELENÝ equal to the sample 'environmental variable', while the optima of species response curves equal the species 'trait'), while the second gradient is used to modify the β-diversity of the whole data set (increasing its length together with a proportional increase in the number of species results in increased β-diversity of the species composition matrix). Species niche widths are generated as random numbers of uniform distribution between 500 and 1,000 units, independently for each gradient. The effective length of the first gradient was arbitrarily set to 500 units (the true length is 1,500 units, but only the range between 500 to 1,000 units is populated by samples, to avoid gradient edges with a lower density of response curves).
The effective length of the second gradient varied between 500 and 4,500 units (with an extra 500 units at each side to avoid gradient edges). As a result, each simulated community data set includes a matrix of sample attributes (e), species composition (L) and species attributes (t), where sample attributes and species attributes are by construction linked to species composition. Because the aim is to show the probability that the CWM correlation will be significant even if the null hypothesis is true (i.e. species attributes are not related to species composition), species attributes were permuted to remove their link to species composition.
The β-diversity of the data set was modified by increasing the length of the second gradient. I assumed that 500 units of the second gradient represent an arbitrary β-diversity unit of "one community", and enlarging the second gradient from 500 to 4,500 units (by steps of 500 units) generated data sets of β-diversity increasing from one to nine communities. A data set with a maximum number of communities was also included (max), in which the data are reshaped so that no species was shared among any pair of samples (if the β-diversity of max data set were quantified in arbitrary units of "communities" used here, it would be equal or higher than the number of samples). The strength of the relationship between species composition and sample attributes (L-e strength) was manipulated by adding random noise to generated values of sample attributes e. I generated 1,000 data sets. In Scenario 2, the L-e strength was kept fixed (0.6), while the number of samples and β-diversity varied; for each combination of sample size (25 × 2 n samples with n = {0, 1, 2, 3, 4, 5} and the same levels of β-diversities as in Scenario 1) I generated 1,000 data sets. For each data set, I related the CWM of t (weighted by species abundances) with e by Pearson's r (unweighted) correlation and tested the significance of it by (1) standard parametric ttest, and (2) 
The value of L-e strength is one minus the proportion of values in
| Design of real data study
Real vegetation data set, on which I want to illustrate the effect of data parameters on inflation of Type I error rate in CWM approach analysis, is comprised of forest vegetation plots that I sampled on the slopes of the deep valley of the Vltava River, Czech Republic (Zelený & Chytrý, 2007) . I sampled a total of 97 plots of 10 m × 15 m at even distances on transects running along the valley slopes, and for all vascular plant species I recorded their cover estimated using the Braun-Blanquet scale, later transformed into the percentage scale (Westhoff & van der Maarel, 1978) . would reflect both L-e strength and the β-diversity of L.
All analyses were done in R project (version 3.5.1; R Foundation for Statistical Computing, Vienna, AT, https://www.R-project.org/); the complete R-script is available in Appendix S1. Simulated data were generated by the simcom package v. 0.1.0 (Zelený, unpubl ., available at https://github.com/zdealveindy/simcom), and the CWM correlation was calculated using weimea package v 0.1.10 (Zelený, unpubl.; source code in Appendix S2, the latest version at https:// github.com/zdealveindy/weimea).
| RE SULTS
In an analysis based on simulated data, all three data characteristics (β-diversity, the strength of L-e link and sample size) affected the inflation index of the CWM correlation tested using a standard parametric test (Figure 3 ). The inflation index is negatively related to β-diversity and positively to the strength of L-e link (Figure 3a, b) .
In the case of maximum β-diversity (samples do not share any species) the inflation index approaches unity for all strengths of L-e link.
The inflation index is also positively related to the number of samples (Figure 3c) , with the highest inflation index for the most homogeneous community (number of communities = 1); for the most heterogeneous community (maximum β-diversity) the inflation index oscillates around unity. When applied to the same data, the max test removes the problem of inflated Type I error rate from all combinations of the three data characteristics (returning an inflation index close to 1).
In the analysis of real data, the β-diversity of the species composition data and the number of samples were fixed, and only the strength of L-e varied (differing among individual environmental variables). Those environmental variables with a stronger link to species composition were related to a higher number of CWM IV ;
for example, the presence of fluvisol in the plot (FLU), which has remarkable effect on the vegetation, is significantly related to four of the five CWM IV , and the intrinsic variable (CA1) 
| D ISCUSS I ON
To avoid an inflated Type I error rate in the CWM approach, PeresNeto et al. (2017) suggested using the max test as a universal solution. I suggest that as an alternative to this "one-fits-all" solution, it is useful to fully clarify the underlying assumptions the analysed question is making for the links between the different variables, namely links between species composition and species attributes (Lt) or species composition and sample attributes (L-e). Standard (rowbased parametric or permutation) test controls for Type I error rate for the hypothesis in Category A, and results of these studies, therefore, do not need to be considered as overly optimistic. In contrast, hypotheses in Categories B and C require an alternative approach to testing, namely a column-based (modified) permutation test (B) and max test (C), to control for the Type I error rate. This concept can be useful for published studies using the CWM approach with a standard test, where it can either be clarified whether, in the context of a given study (with explicitly formulated hypothesis), the standard test returns a correct Type I error rate (Category A) and if not, whether it is possible to formulate an alternative hypothesis for which the presented results would be valid. All this applies to CWM approach with extrinsic sample attributes; I suggest that CWM approach with intrinsic sample attributes is a case of "spurious correlation" and as such it should either not be tested, or the test with the modified null hypothesis (column-based permutation test) should be applied.
If the study fits the category for which the Type I error rate of standard tests is inflated (Category B or C), the probability that the reported values are overly optimistic can be evaluated. Information about β-diversity, the strength of the L-e relationship and the sample size is needed, or needs to be calculated from the original data (if available). This can also help in conducting a meta-analysis in the future which would evaluate how many published studies report overly optimistic results. Indeed, in many studies the required data ZELENÝ characteristics are not reported, and the original data are often not available; then only a rough guess about whether the risk is high or low is possible based on available data description. Such guesses are, indeed, only approximate, and re-analysis using the original data is needed to obtain an exact answer.
In the real vegetation example, where environmental variables were related by CWM correlation with a standard test to five mean Ellenberg-type indicator values, those environmental variables with a stronger association with species composition (stronger L-e link), turned out to have a significant relationship to a higher number of CWM IV . This pattern may seem sensible if considering that environmental variables more related to species composition are those more affecting species abundances. However, the follow-up analysis showed that CWM analysis using environmental variables with a stronger L-e link have a more inflated Type I error rate, meaning that they would be related to a higher number of CWM of species attributes even if these species attributes were randomly generated.
Therefore, in studies that make pair-wise comparisons between several environmental variables and several sample attributes using CWM approach with standard tests, results for environmental variables with stronger L-e association to species composition will appear more optimistic than for environmental variables with weaker or no association. Accompanying constrained ordination with e as an explanatory variable can help determine the strength of L-e link.
The transformation of species abundances (e.g. square-root, log, or presence-absence) will affect the β-diversity of species composition data and consequently also the inflation index in the CWM approach. For example, one may ask whether traits (or indicator values) are better related to the environment if raw species abundances or species presences-absences are used for the CWM calculation (Hill & Carey, 1997; Pakeman et al., 2008) . To answer, one may use the same species attributes and calculate the CWM using raw and transformed species abundances (CWM raw and CWM transf , respectively). Both CWM raw and CWM transf can
The effect of data characteristics on the inflation index of the CWM correlation between the CWM of species attributes and sample attributes, demonstrated on simulated community data. The relationship is tested by the parametric t-test of Pearson's correlation coefficient (panels in top row) and max test using absolute t-value as a test statistic (bottom row). Three data characteristics were evaluated: β-diversity of the community data set (with arbitrary units of "communities" increasing from 1-9 and max. = maximum, when samples in the data set do not share any species); the strength of the link between sample attributes and species composition (L-e; 0 = no link, e fully randomized; 1 = full link, generated by the simulation model; CA1 = sample scores on the first CA axis as an example of intrinsic sample attributes), and the number of samples in the community (25-800). In each of the panels, one of the characteristics is fixed and the other two are left to vary: in (a, d) and (b, e) , respectively, what varies is β-diversity and L-e link, respectively, while the number of samples is fixed (n = 100). In (c, f) the number of samples and β-diversity vary, while the strength of L-e is fixed (to the value 0.6). The dashed horizontal line is for an inflation index equal to one (no inflation) 
Journal of Vegetation Science
ZELENÝ then be related to the same sample attributes, and the effect size (correlation coefficient, R 2 ) and its significance (tested by standard tests) can be compared (Pakeman et al., 2008) . This approach, however, does not allow separation of the conceptual effect of species data transformation from a mere artefact caused by the fact that data transformation affects the inflation index by changes in data characteristics. It may be relevant to note here that the practice in calculating CWM differs between the use of traits and indicator values. For traits, the weighting of individual species values by species abundances in the community is justified by Grime's mass ratio hypothesis, which states that the functional effect of a given species is proportional to its relative contribution to the total biomass of the community (Grime, 1998) . In contrast, the CWM of Ellenberg-type species indicator values is more often calculated from presence-absence species composition data (i.e.
as an unweighted community mean), because even species with low abundance or biomass can be a good indicator of environmental conditions (Ellenberg et al., 1992) .
The removal of species from species composition matrix is also likely affecting the inflation of standard tests in the CWM approach, because it also changes the β-diversity of species composition data. Species are usually removed because they have missing values for a given species attribute (e.g. traits measured only for a subset of dominant species, or indicator values without assigning values to generalists) or because of some arbitrary decision (e.g. removing rare species). If more species attributes are related through the CWM approach to the same sample attribute using the same species composition matrix, and if these
The set of correlations between the CWM of Czech indicator values (CWM IV ) and sample attributes using the real data set (Vltava) and tested with parametric t-test (a, b) and max permutation test (c, d). Sample attributes include environmental variables (extrinsic sample attributes) and sample scores on the first axis of correspondence analysis calculated species composition data (CA1, intrinsic sample attribute). (a) The number of significant (p < 0.05) correlations between the CWM IV and sample attributes (y-axis) increases with the strength of the L-e relationship (x-axis, measured as rescaled variance explained by this environmental variable in CCA and transformed into percentage scale). (b) The inflation index of the CWM correlation (y-axis) also increases with the strength of the L-e relationship; the inflation index was calculated as the ratio of significant (p < 0.05) correlations of e to CWM from randomized indicator values to the expected number of significant correlations. If the max test replaces the standard test, the number of significant indicator values does not relate to the strength of L-e relationship (c) and the inflation index is close to unity for all environmental variables (d). ρ = Spearman's coefficient of correlation between variables on x-and y-axis (***p < 0.001, **p < 0.01, n.s. = not significant). Dashed horizontal line (b, d) is for an inflation index equal to one (no inflation). Environmental variables: ASP = folded aspect, CAM = presence of cambisol, C32 = cover of tree and shrub canopy, ELE = elevation, FLU = presence of fluvisols, H_L = heat load, LIT = presence of lithic leptosols, pH = soil acidity, SDP = soil depth, SIS = land form shape along an isohypse, SKE = presence of skeletic and hyperskeletic leptosols, SLO = slope, SSL = land form shape in the downslope direction (c) (Ewald, 2003; Pakeman & Quested, 2007) if these are based on comparing the number of significant relationships of CWM between the same species and sample attributes in data sets with an increasing proportion of removed species.
Species with missing species attribute values are usually disregarded from the calculation of CWM in a way as if they are completely removed from both species attributes and species composition. However, in some studies calculating plant trait CWM values weighted by relative species biomass, the relative species contribution (p ij ) was defined as the ratio of species biomass to the overall biomass of the plot, including species without measured traits (Garnier et al., 2004; Vile et al., 2006) . This treatment is analogous to calculating CWM from all species present in the data set while replacing trait values of missing species with zero. Calculated CWM values are then lower than they would be if the missing species were disregarded, and this difference depends on an arbitrary decision on the traits of how many species are measured for a given community (an often cited recommendation is to measure traits for species that constitute at least 80% of overall community biomass; Pakeman & Quested, 2007) . Values of CWM calculated without excluding missing species values no longer represent "the most probable attribute that a species taken at random in the community will display" (Garnier & Navas, 2012) , and such an approach is therefore not recommended.
In this study, I explicitly ignored intra-specific variation in species attributes, using only species attribute values averaged across the whole dataset. Indeed, intra-specific variation is important, both in the context of functional traits (Albert, de Bello, Lavorel, & Thuiller, 2012) and potentially also in Ellenberg-type indicator values (Peppler-Lisbach, 2008 ). In the case of traits, intra-specific variability can be considered by calculating the CWM values from the site-or treatment-specific species trait values (Lepš, de Bello, Šmilauer, & Doležal, 2011) . In the case of Ellenberg-type indicator values, species ecological amplitude can be implemented as extra weight in the CWM formula (Peppler-Lisbach, 2008) . Whether and by how much the Type I error rate of such calculations is inflated remains to be tested.
Finally, a relevant consideration is whether the CWM approach is the best analytical solution for the question we aim to answer.
The use of CWM approach as a plot-level analysis is fully justified in cases where the question is explicitly focused on relating the community-level values of species attributes to environment, such as the CWM of traits (as one of the functional diversity metrics and as a community-level trait value) or mean Ellenberg-like species indicator values (serving as an estimate of ecological conditions for individual sites). The choice of the test (row-based, column-based or max test, respectively) depends on the category to which the tested hypothesis belongs (A, B or C, respectively). However, if the plot-level analysis is not required, alternative methods may be more powerful, namely fourth corner, SNC and combined CWM/SNC approaches (see Alternatives to CWM approach in Table 1 ).
| CON CLUS IONS
The CWM approach with a standard (row-based) test returns a correct Type I error rate only when the tested hypothesis assumes that species composition is linked to species attributes and one is testing whether the species composition is linked to sample attributes. In other cases, the Type I error rate of the standard test is inflated, and the inflation depends on the interaction between the β-diversity of the species composition matrix, the strength of the relationship between species composition and sample attributes, and the number of samples in the analysis. An alternative to the standard test is a column-based or max test, respectively, controlling the Type I error rate if species composition is linked to sample attributes (column-based test) or no link is assumed (max test). The concept of three categories and the knowledge of the data characteristics can be used to evaluate whether the results of studies using the CWM approach with a standard test report a correct or inflated Type I error rate, and if it is inflated, by how much.
This applies to CWM analyses with extrinsic sample attributes, while CWM analysis with intrinsic sample attributes is a case of "spurious correlation" and should either not be tested, or the test of a modified null hypothesis should be used (column-based, or modified, permutation test). If the plot-level analysis is not required and the tested hypothesis does not belong to Category A, the other methods, such as the fourth corner, SNC or CWM/SNC approach, should be preferred to the CWM approach since they are conceptually more straightforward and statistically more powerful.
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