Abstract. Link Floer homology is an invariant for links which has recently been described entirely in a combinatorial way. Originally constructed with mod 2 coefficients, it was generalized to integer coefficients thanks to a sign refinement. In this paper, thanks to the spin extension of the permutation group we give an alternative construction of the combinatorial link Floer chain complex associated to a grid diagram with integer coefficients. We prove that the filtered homology of this complex is an invariant for the link and that it gives the previous sign refinement by means of a 2-cohomological class corresponding to the spin extension of the permutation group.
Introduction
Heegaard-Floer homology [OS04c] is an invariant for closed oriented 3-manifolds which was extended to give an invariant for null-homologous oriented links in such manifolds called link Floer homology [OS04b] , [OS05] [Ras03] . It gives the Seifert genus g(K) of a knot K [OS04a] , detects fibered knots ( [Ghi06] in the case where g(K) = 1 and [Ni06] in general) and its graded Euler characteristic gives the Alexander polynomial ( [OS04b] , [Ras03] ). Recently, a combinatorial description of link Floer homology was given [MOS06] and its topological invariance was proved in a purely combinatorial way [MOST06] . The purpose of this paper is to give an alternative description of combinatorial link Floer homology with Z coefficients. This point of view was recently used by Audoux [Aud07] to describe combinatorial Heegaard-Floer homology for singular knots.
Let first recall the context of combinatorial link Floer homology: we follow conventions of [MOST06] . A planar grid diagram G lies in a square on the plane with n × n squares where n is the complexity of G. Each square is decorated with an X, an O or nothing in such a way that each row and each column contains exactly one X and one O. We number the X's and the O's from 1 to n and denote X the set {X i } n i=1 and O the set {O i } n i=1 . Given a grid diagram G, we place it in standard position on the plane as follows: the bottom left corner is at the origin and each cell is a square of length one. We construct a planar link projection by drawing horizontal segments from the O's to the X's in each row and vertical segments from the X's to the O's in each column. At each intersection point, the vertical segment is over the horizontal one. This gives an oriented link − → L in S 3 and we say that − → L has a grid presentation given by G. We place the grid diagram on the oriented torus T by making the usual identification of the boundary of the square. We endow T with the orientation induced by the planar orientation. Let α be the collection of the horizontal circles and β the collection of the vertical ones. We associate with G a chain complex (C − , ∂ − ): it is the group ring of S n over Z/2Z[U O 1 , . . . , U On ] where S n is the permutation group of n elements. A generator x ∈ S n is given on G by its graph: we place dots in points (i, x(i)) for i = 0, . . . , n − 1 (thus the fundamental domain of G is the square minus the right vertical segment and the top horizontal segment).
For A, B two finite sets of points in the plane we define I(A, B) to be the number of pairs (a 1 , a 2 ) ∈ A and (b 1 , b 2 ) ∈ B such that a 1 < b 1 and a 2 < b 2 . Let J (A, B) = (I(A, B) + I(B, A))/2. We provide the set of generators with a Maslov degree M given by
where we extend J by bilinearly over formal sums (or differences) of subsets. Each variable U O i has a Maslov degree equal to −2 and constants have Maslov degree equal to zero. Let M S (x) be the same as M (x) with the set S playing the role of O.
We provide the set of generators with an Alexander filtration A given by A(x) = (A 1 (x), . . . , A l (x)) with
where when we number the components of − → L from 1 to l, O i ⊂ O (respect. X i ⊂ X) is the subset of O (resp. X) wich belongs to the i-th component of − → L and n i is the number of horizontal segments which belongs to the i-th component. We let A(U O j ) = (0, . . . , −1, 0, . . . , 0) where −1 corresponds to the i-th coordonate if O j belongs to the i-th component of − → L . Given two generators x and y and an immersed rectangle r in the torus whose edges are arcs in the horizontal and vertical circles, we say that r connects x to y if y.x −1 is a transposition, if all four corners of r are intersection points in x ∪ y, and if we traverse each horizontal boundary component of r in the direction dictated by the orientation of r induced by T , then the arc is oriented from a point in x to the point in y. Let Rect(x, y) be the set of rectangles connecting x to y: either it is the empty set or it consists of exactly two rectangles. Here a rectangle r ∈ Rect(x, y) is said to be empty if there is no point of x in its interior. Let Rect
• (x, y) be the set of empty rectangles connecting x to y. Rectangles. We mark with black dots the generator x and with white dots the generator y. There are two rectangles in Rect(x, y) but only the left one is in Rect • (x, y).
is given on the set of generators by
.y
where O i (r) is the number of times O i appears in the interior of r. In [MOST06] , the authors define a sign assigment for empty rectangles S : Rect • → {±1}. Then, by considering C − (G) the group ring of S n over Z[U O 1 , . . . , U On ] and the differential ∂ − : C − (G) → C − (G) given by
.y they obtain the following result:
In this paper, we give a way to refine the complex over Z thanks to S n the spin extension of S n which is a non-trivial central extension of S n by Z/2Z. In section 2 we define the spin extension S n and make some algebraic calculus. Let z be the unique non-trivial central of S n and Λ = Z[U O 1 , . . . , U On ]. In section 3 we define a filtered chain complex ( C − (G), ∂ − ) where C − (G) is the quotient module of the free Λ-module with generating set S n by the submodule generated by {z + 1}. In section 4 we prove that the filtered homology of ( C − (G)⊗Z/2Z, ∂ − ) coincides with the filtered homology of the chain complex (C − (G), ∂ − ) with coefficients in Z/2Z. Then, following the proof in [MOST06] 
Finally, in section 5, we prove that our chain complex defines a sign assignment in the sense of [MOST06] and that ( C − (G), ∂ − ) is filtered quasi-isomorphic to (C − (G), ∂ − ) with coefficients in Z.
Algebraic preliminaries
Let S n be the group of bijections of a set with n elements numbered from 0 to n − 1. It is given in terms of generators and relations where the set of generators is {τ i } n−2 i=0 with τ i the transposition which exchanges i and i + 1 and relations are
Proposition 2.1. The group given by generators and relations
Remark. The terminology spin extension of S n is inspired by [Bes94] , [Dij99] .
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Proof. Let p : S n → S n be the morphism given on generators by p( τ i ) = τ i and p(z) = 1: it is onto. The central subgroup H = { 1, z} ⊂ S n is such that H ⊂ ker p. The group S n /H admits a presentation by generators and relations which coincides with the one for S n and so p : S n /H → S n is an isomorphism. In particular | S n | = 2n! and S n is the following central extension of S n by Z/2Z:
We prove that it is non-trivial. Let Q 8 be the subgroup of S n generated by τ 0 , τ 2 , z. Then Q 8 is isomorphic to the unit sphere in the space of quaternions intersected with the lattice Z 4 by a morphism Φ such that Φ( τ 0 ) = i, Φ( τ 2 ) = j, Φ( τ 0 . τ 2 ) = k and Φ(z) = −1. Therefore S n is non-trivial.
For i < j, define
Let ε : S n → {0, 1} be the signature morphism.
We prove by induction on k ≥ 1 that for any i, j ∈ {0, . . . , n − 1} we have x. τ i,j .
• Initialization. Let x = τ l and 0 ≤ i < j ≤ n − 1. So τ −1 l = z τ l and ε(x) = 1. There are several cases.
-Case 1:
Suppose it is proved until rank (l − 1) − i. Then for x = τ l with l < j − 1 we have
• Heredity. Suppose the property is true until rank k. Let x = τ i 1 . τ i 2 . . . . . τ i k and τ i,j be two elements in S n . Denote
By induction hypothesis one more time,
The group S n has another presentation in terms of generators and relations. Take {z ′ } ∪ { τ ′ i,j } i =j where 0 ≤ i, j ≤ n − 1 as the set of generators with the following relations:
Proof. Let S n the group with z and τ i as generators and S ′ n the other one. Define In what follows, we drop the prime exponent and only reffer to τ i,j and z ( τ i means τ i,i+1 ).
The chain complex
Let G be a grid presentation with complexity n of the link − → L . Let Λ denote the ring Z[U O 1 , . . . , U On ]. We define C − (G) to be the free Λ-module with generating set S n quotiented by the submodule generated by {z + 1} i.e.
Considered as module, C − (G) coincides with the free Λ-module with generating set S n . But we can also consider the structure of algebra of C − (G) over Λ. In this case, one can think of C − (G) as the group algebra of S n over Λ where the product is twisted by a non-trivial 2-cocycle (see section 5).
We endow the set of generators with a Maslov grading M and an Alexander filtration A given by:
Let x and y be two elements of S n . The set of rectangles Rect( x, y) connecting x to y is the empty set if y = x. τ i,j for all i = j, else it is τ i,j .
If we consider the set Rect(x, y) of rectangles connecting x to y as in [MOST06] , either it is the empty set, or it consists of two rectangles. We interpret the rectangle τ i,j in the oriented torus T as the rectangle whose bottom left corner belongs to the i-th vertical circle. So in the case where Rect(x, y) = {r 1 , r 2 } the two corresponding rectangles are τ i,j and τ j,i and remember that τ i,j = z τ j,i . Let r be the rectangle of Rect(x, y) corresponding to r. A rectangle r ∈ Rect( x, y) is said to be empty if r ∈ Rect
• (x, y). The set of empty rectangles connecting x to y is denoted Rect
• ( x, y).
We endow C − (G) with a differential ∂ − given on elements of S n by:
. y
where O k ( r) is the number of times O k appears in the interior of r. regions correspond to rectangles e τ0,2 ∈ Rect(e x, e x.e τ0,2) and e τ2,0 ∈ Rect(e x, e x.e τ2,0). The rectangle e τ0,2 is an empty rectangle while e τ2,0 is not. Proof. It is a straightforward consequence of calculus done in [MOST06] .
(e y,e z)∈ e Sn e r 2 ∈Rect • (e y,e z) e r 1 ∈Rect • (e x,e y)
On(e r 1 )+On(e r 2 ) On
. z
There are different cases which are illustrated by figure 4. Cases 1,2,3. The rectangles corresponding to τ i,j and τ k,l give the elements
Case 4. Supports of the rectangles have a common edge. The two corresponding elements are z 1 = x. τ i,j . τ j,k and z 2 = x. τ i,k . τ i,j with i < j < k. By equation (2.3), z 1 = z z 2 and so the contribution is null. Other cases work in a similar way. Case 5. The vertical annulus is of width 1 and corresponds to z 1 = U Om . x. τ i . τ i (it is a consequence of the condition on rectangles to be empty).
To this vertical annulus corresponds the horizontal annulus of height 1 which contains O m . This horizontal annulus contributes for U Om . x. τ l,k . τ k,l = U Om . x for a pair k < l ∈ {0, . . . , n−1}. So, the contribution of each vertical annulus is canceled by the corresponding horizontal annulus. The global contribution to
Properties of the chain complex
Proposition 4.1. The tensor product of the filtered chain complex C − (G) with Z/2Z over Z is isomorphic to the filtered chain complex C − (G) with coefficients in Z/2Z. In particular
Proof. It is a consequence of the construction of the complex C − (G). [Dyn06] ). We now prove that the filtered quasi-isomorphism type is unchanged after making any elementary move. Cyclic permutation. Let σ = τ 0 . τ 1 . . . . . τ n−2 be an element in S n . So σ is the cyclic pertumation (01 . . . (n − 1) ). There are two cases:
(1) Vertical cyclic permutation. Suppose that the grid is moved one step upper.
Denote G the grid diagram before the move and H after the move. Define
given on generators by
The application Φ induces an application on rectangles Φ Rect : Rect G → Rect H which is the identity i.e. if r ∈ Rect( x, y) then r ∈ Rect( σ. x, σ. y). Then Φ is a filtered isomorphism of chain complexes: 
(2) Horizontal cyclic permutation. Let G the initial diagram and H the one obtained after horizontal cyclic permutation (we consider the case where the grid is moved left, the other case is similar). Define Φ :
where the signature maps to the group {0, 1}.
Lemma 4.4. Φ is a filtered isomorphism of chain complexes.
Proof. The map Φ induces on rectangles the map Φ Rect : Rect G → Rect H given by
(see lemma 2.2). Consider a summand in ∂ − • Φ( x) (we forget the corresponding variables U k ):
The corresponding summand in
Since ε(x.τ σ(i),σ(j) ) = ε(x) + 1, we obtain
Commutation. There are two cases which are commutation of columns and commutation of rows. We deal in detail the case of commutation of columns.
• Commutation of columns. Let G be a grid presentation of − → L and H the grid diagram obtained from G after commutation. Let β be the vertical circle of G and α be the one for H. We represent the two diagrams G and H on the same torus (see figure 5) . Now, we define a filtered chain morphism
by counting pentagons. We recall the definition in [MOST06] . Let x ∈ C − (G) and y ∈ C − (H) be two generators. We denote Pent βγ (x, y) the set of immersed pentagons connecting x to y. It is the empty set if x and y differ by more than two points. An element p ∈ Pent βγ (x, y) is an immersed disk in T , whose boundary consists of 5 arcs, each of them is contained in a vertical or a horizontal circle. Moreover, with the orientation induced by T of the boundary of p, we begin by the point in x on the β circle, we go through a horizontal arc to a point in y, we follow a vertical arc to the corresponding point of x, we go through a horizontal arc to a point in y and we go back to the beginning by going first on γ and then on β through one intersection point between α and β. Moreover, we require that each angle of the pentagon be acute (see figure 5) . Let Pent • βγ (x, y) be the set of empty pentagons i.e. if p ∈ Pent
Let x ∈ C − (G) and y ∈ C − (H) be two generators. We consider y and y as elements of the same group S n where we identify the β circle with the γ circle. The set of pentagons Pent βγ ( x, y) connecting x to y is the empty set if Pent βγ (x, y) = ∅. Otherwise Pent βγ ( x, y) = τ i,j where the bottom left corner of the pentagon is in the i-th circle and if y = x. τ i,j . A pentagon p ∈ Pent βγ ( x, y) is said empty if p ∈ Pent 
Sn e p∈Pent
• βγ (e x,e y)
where O m ( p) is the number of times O m appears in the interior of p. Define ε γβ with the same convention: left pentagons takes value +1 and right pentagons takes value −1.
Remark. Instead of taking (−1) M (e x)
, one can take (−1) ε(x) as in the proof of cyclic permutation. In the following, we take the Maslov degree but we can think of it as the signature. • βγ (e x, e x.e τi,j) is a left pentagon and so ε βγ (e τi,j) = +1. The pentagon
x.e τ i,k ) is a right pentagon and so ε βγ (e τ i,k ) = −1.
Lemma 4.5. Φ βγ is a filtered chain morphism.
Proof. Summands appearing in ∂ − •Φ βγ ( x) are of this type: ε βγ ( p)(−1) M (e x) . x. p. r, and those in Φ βγ • ∂ − x are of this type:
In case of figure 6, we have in fact r ′ . p ′ = p. r. Nevertheless, there are a left pentagon (say p ′ ) and a right pentagon (say p) so via ε βγ they take different values which are compensated by the Maslov degree M ( x) = M ( x. r) + 1. In other cases except the special case illustrated by figure 7, the two pentagons are on the same side but p. r = z r ′ . p ′ and it works similary.
There is a special case illustrated by figure 7 and which appears once in ∂ − • Φ βγ ( x) and once in Φ βγ • ∂ − x. With the same discussion as above we check that signs behave well. Figure 6 . Φ βγ filtered chain morphism. The hatched domain is decomposed either as a left pentagon followed by a rectangle, or a rectangle followed by a right pentagon. The first decomposition appears in e ∂ − • Φ βγ and the second one appears in
Figure 7. Φ βγ filtered chain morphism: special case. Generators marked by black dots differ only in one point. On the left, we have a left pentagon followed by a rectangle, on the right we have a rectangle followed by a right pentagon.
To prove that Φ βγ is a filtered homotopy equivalence we define an application which raises the maslov degree by one and counts empty hexagons.
First, we recall the definition of hexagons in the sense of [MOST06] . Let x, y ∈ C − (G) be two generators. Denote Hex βγβ (x, y) the set of immersed hexagons connecting x to y. It is the empty set if y.x −1 is not a transposition. An element h ∈ Hex βγβ (x, y) is an immersed disk in T with the orientation induced by T .
Following the oriented boundary of h, we begin with the point of x which is on β, we go through a horizontal arc to a point of y, through a vertical arc to a point of x, through a horizontal arc to the point of y in β and finally go back to the initial point of x through the vertical arc β and γ and the two intersection points between β and γ (see figure 8) . We require that all angles of the hexagon be acute. The set Hex
• βγβ of empty pentagons is those for which the interior doesn't contain any point of the corresponding generators.
The set of hexagons Hex βγβ ( x, y) connecting x to y is the empty set if Hex βγβ (x, y) = ∅. Otherwise Hex βγ ( x, y) = τ i,j where the bottom left corner of the pentagon is in the i-th circle and if y = x. τ i,j . A hexagon h ∈ Hex βγβ ( x, y) is said empty if h ∈ Hex • βγβ (x, y). Let Hex
• βγβ ( x, y) be the set of empty hexagons connecting x to y.
The morphism H βγβ : 
Proof. By juxtaposing two pentagons which appears in Φ γβ • Φ βγ , we get a domain which has a unique alternative decomposition as a rectangle followed by a hexagon or a hexagon followed by a rectangle, counted in ∂ − • H βγβ or in H βγβ • ∂ − (it is the case where the width of the rectangle is > 1). On the left, we have a hexagon followed by a rectangle: it appears in e ∂ − • H βγβ . In the middle, we have a rectangle followed by a hexagon: it appears in H βγβ • e ∂ − . On the right, we have a pentagon followed by a pentagon: it appears in Φ γβ • Φ βγ .
However, there is a domain which has a unique decomposition (see figure 8) : it corresponds to a vertical annulus without any X. It counts for −id and admits a unique alternative decomposition.
When it is a pentagon followed by a pentagon, we start with x and arrive to
where M G (resp. M H ) is the Maslov degree on G (resp. on H). Since the two pentagons are on the same side, we have ε βγ ( p).ε γβ ( p ′ ) = +1. Moreover we have
While starting with a hexagon and composing with a rectangle or starting with a rectangle and composing with a hexagon, we start with x and arrive to x. τ i . τ i = z x.
In every case, starting with x we get z x.
• Commutation of rows. We deal the commutation of rows exactly the same way except that we must change the notions of left and right by top and bottom. Stabilisation. We follow the proof of invariance under stabilization done in [MOST06] , updating it to our context. Let G be the initial diagram of complexity n and H the one of complexity n + 1 obtained after one stabilization move along the row containing O 2 . The set of O in G is numbered from 2 to n+1. We can suppose (after some cyclic permutations) that the new row and column are the n + 1-th row and the n + 1-th column. We deal with the case drawn in figure 9 . Let B = C − (G) and C = C − (H) the corresponding complexes. First, we recall that C ′ is the mapping cone of
and the differential is given by Lemma 4.7. C ′ is filtered quasi-isomorphic to B.
Proof. The proof is the same as in lemma 3.3 [MOST06] .
It remains to prove that C ′ is filtered quasi-isomorphic to C. We define an injection which maps each generators of B to a subset I of the set of generators of C. It is φ : S n ֒→ S n+1 which maps τ i to τ i for all i ∈ {0, . . . , n − 2}. We extend it on all elements of S n by making it compatible with the normal form previously described in section 2. In particular, if y ∈ I then x 0 is a point of y. We have the following equalities for x ∈ B:
We recall the definition of domains of type L and R (see [MOST06] ). Let x, y be two generators in S n . A path from x to y is an oriented closed path γ made of arcs in the circles α and β which angles are points in x ∪ y, oriented so that ∂(γ ∩ α) = x − y. A domain p connecting x to y is a two chain in T whose boundary ∂p is a path from x to y and denote π(x, y) the set of domains connecting x to y. Definition 4.8. Let x ∈ S n and y ∈ S n ⊂ S n+1 (the inclusion is given by φ). A domain p ∈ π(x, y) is said to have type L (resp. type R) if it is trivial (in this case it has type L) or if it satisfies the following conditions:
• p has no negative local multiplicity, • for each c ∈ x ∪ y other than x 0 , at least three of the four adjoining squares have local multiplicity equal to zero, • in a neighboorhood of x 0 the local multiplicity in three of the adjoining squares are k. When p has type L, the lower left corner has local multiplicity k − 1, while for p of type R, the lower right corner has multiplicity k + 1.
• ∂p is connected. The complexity of the trivial domain is 1 and for any other domains it is the number of horizontal arcs of its boundary. The set of domains of type L (resp. R) is denoted π L (x, y) (resp. π R (x, y)). We denote π F (x, y) = π L (x, y) ∪ π R (x, y) and called its elements of type F .
We wish to define a map F : C → C ′ which maps generators of C to generators of B through domains of type R or L. To do this, we define type F domains π F ( x, y) for x ∈ C and y ∈ I.
To a domain p ∈ π F (x, y) of complexity m we associate a standard decomposition in a finite sequence of rectangles. Since ∂p is a connected oriented curve, we number the β-circles by {v i } m i=1 in such a way that they inherits the cyclic order given by ∂p, and such that v m does not contain x 0 . We decompose p in a sequence of rectangles {r i } m−1 i=1 so that r i is the rectangle between the vertical circles v i and v m (see figure 10) .
We define π F ( x, y) as the empty set if 
Putting those two applications together we get
Before proving that F is a filtered chain morphism, we need to deal with the differential in C ′ . The differential in C ′ counts rectangles which are either empty (type 1) or empty except of the point x 0 (type 2). For type 2 rectangles the variable U 1 doesn't appear in the differential. Let r be a rectangle in B. Viewed as a rectangle in C ′ , if it is of type 1 we note r ′ the corresponding rectangle (under the injection φ) and its standard decomposition is D 0 ( r ′ ) = r ′ . If it is of type 2, it corresponds to r ′ and admits a unique decomposition shown in figure 10 in three rectangles. D 0 ( r ′ ) = r ′ 1 . r ′ 2 . r ′ 3 is its standard decomposition. Lemma 4.9. Let x, y be in B and x ′ , y ′ ∈ I their image in C. Suppose there exists r ′ ∈ Rect( x ′ , y ′ ) a rectangle of type 1 or 2. Then the corresponding rectangle r ∈ Rect
• ( x, y) satisfies:
(1) r = r ′ if r ′ has type 1.
(2) r = r ′ 1 . r ′ 2 . r ′ 3 if r ′ has type 2 and D 0 ( r ′ ) = r ′ 1 . r ′ 2 . r ′ 3 . Proof. For rectangles of type 1, there is nothing to prove since x 0 has coordonates (n, n).
For rectangles of type 2, we must prove that for all 0 ≤ i, j < n − 1
but this is equation (2.3). Proof. The proof is in four steps which we recall here:
(1) Define a filtration F on the graded object associated to the Alexander filtration A on complexes C and C ′ obtained from C and C ′ . (2) Describing the homology of the graded object associated to the filtration F and A. (3) Proving that F gr|A,F is an isomorphism on the homology. (4) Using a principle of homological algebra to conclude that F is a filtered quasiisomorphism.
Step 1. First, remark that the graded object associated to the Alexander filtration is just given by considering rectangles empty of X ∈ X. Let C be equal to C |U i =0∀i (in particular, the corresponding differential counts only rectangles which do no contain any O). Let C gr|A be the associated graded object and C gr|A=h the summand generated by generators
Let Q be the n × n square corresponding to G ⊂ H (see figure 9 ): in particular, the row and column containing O 1 is not in Q. For any x, y ∈ S n+1 and any domain p ∈ π( x, y)
is well defined (see p. 23 [MOST06] ) and determines a filtration on C gr|A=h . Let C gr|A,F be the graded object associated.
Step 2. Let S n+1 = I ∪ NI ∪ NN, where NI is the subset of S n+1 whose elements x ∈ NI are such that x(n + 1) = n and NN is the complement in S n+1 of I ∪ NI. Lemma 4.13 (lemma 3.7 [MOST06] ). H * ( C gr|A,F ) is isomorphic to the free Z-module generated by elements of I and NI.
Step 3. Let F gr|A,F be the map induced by F :
is equal to 0 in C), both of which are freely generated by elements in I. Then F gr|A,Q is a quasiisomorphism (Proposition 3.8 [MOST06] ).
Step 4. Using the fact that a filtered chain map which induces an isomorphism on the homology of the associated graded objects is a filtered quasi-isomorphism gives that F is a quasi-isomorphism between C and C ′ . Using this fact one more time gives that F is a quasi-isomorphism between C and C ′ : C is just the graded object associated to C with the filtration counting the number of variables U i 's.
Thanks to proposition 4.12, invariance under stabilization is proved.
Sign assignment induced by the complex
In this section we prove that the chain complex C − (G) coincides with the chain complex C − (G) over Z after a choice of a sign assignment.
Definition 5.1. A sign assigment is a function S : Rect
• → {±1} such that (Sq) for any distincts r 1 , r 2 , r ′ 1 , r ′ 2 ∈ Rect • such that r 1 * r 2 = r ′ 1 * r ′ 2 we have S(r 1 ).S(r 2 ) = −S(r
• are such that r 1 * r 2 is a vertical annulus then S(r 1 ).S(r 2 ) = −1 (H) if r 1 , r 2 ∈ Rect • are such that r 1 * r 2 is a horizontal annulus then S(r 1 ).S(r 2 ) = +1
To define a sign assignment, we must define a map s :
Define s : S n → S n by setting:
• s(1) = 1 and for all 0 ≤ i ≤ n − 2, s(τ i ) = τ i .
• Let τ i,j be the transposition which exchanges i and j with j − i > 1. Then it can be writing in a unique way like that:
We define
• Let x ∈ S n and i n−1 ∈ {0, . . . , n − 1} be such that x(i n−1 ) = n − 1. Then x.τ i n−1 ,n−1 (n − 1) = n − 1. We think of x.τ i n−1 ,n−1 as an element of S n−1 . We go on to obtain this kind of writing:
Remark. In general x(i k ) = k, except for k = n − 1.
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This writing is unique and we let
With this section s, every element x ∈ S n has a unique writing called normal form which is
where u ∈ {0, 1} and x = p( x).
To define the sign assignment induced by C − (G) we need the 2-cocycle c ∈ C 2 (S n , Z/2Z) associated to the map s given by
The cohomological class of c measures how s fails to be a group morphism. In particular, it is non-trivial (n ≥ 4) since S n is a non-trivial central extension of S n by Z/2Z. We say that a rectangle r is horizontally torn if given the coordonates (i bl , j bl ) of its bottom left corner and (i tr , j tr ) of its top right corner then i bl > i tr . Otherwise, r is said to be not horizontally torn. where ε(r) = +1 if r is a rectangle not horizontally torn and ε(r) = −1 otherwise.
Remark. The sign assignment in the sense of definition 5.1 is unique up to a 1-coboundary: if S 1 and S 2 are two sign assignments then there exists an application f : S n → {±1} such that for all rectangles r ∈ Rect • (x, y), S 1 (r) = f (x).f (y).S 2 (r). It is a consequence of the fact that the central extension corresponds to a 2-cohomological class in H 2 (S n , Z/2Z) (compare with theorem 4.2 [MOST06] ). Here, we construct explicitely a map s : S n → S n such that p • s = id which means making a choice of a representative of this class, another choice must differ by a 1-coboundary.
Proof. Since c is 2-cocycle we have δc = 1 i.e. for all (x, y, z) ∈ S 3 n δc(x, y, z) = c(y, z).c(x.y, z).c(x, y.z).c(x, y) = 1 By definition we have c(x, 1) = c(1, x) = 1 and c(τ i,j , τ i,j ) = −1. Let's prove that S satisfy properties (Sq), (V) et (H).
(Sq) Let any four distincts rectangles S r 1 , r 2 , r ′ 1 , r ′ 2 ∈ Rect • such that r 1 * r 2 = r ′ 1 * r ′ 2 . Suppose r 1 ∈ Rect • ( x, x. τ i,j ) corresponds to r 1 and r 2 ∈ Rect • ( x. τ i,j , x. τ i,j . τ k,l ) corresponds to r 2 . Then
corresponds to r ′ 1 and r ′ 2 ∈ Rect • ( x. τ k,l , x. τ k,l . τ i,j ) corresponds to r ′ 2 . There are several cases to verify, as for the proof of ∂ − • ∂ − = 0 but all cases can be verified in a similar way. We verify the case i < j < k < l. We calculate δc(τ k,l , τ i,j , x) and δc(τ i,j , τ k,l , x). With equalities c(τ i,j .τ k,l , x) = c(τ k,l .τ i,j , x) and c(τ i,j , τ k,l ) = −c(τ k,l , τ i,j ) we get S(r 1 ).S(r 2 ) = −S(r ′ 1 ).S(r ′ 2 ) (V) Let r 1 , r 2 ∈ Rect
• such that r 1 * r 2 is a vertical annulus. Suppose that r 1 ∈ Rect
• ( x, x. τ i ) corresponds to r 1 and r 2 ∈ Rect • ( x. τ i , x. τ i . τ i,j ) corresponds to r 2 . We calculate δc(τ i , τ i , x) and with equalities c(x, 1) = 1, c(τ i , τ i ) = −1 we get S(r 1 ).S(r 2 ) = −1 (H) Let r 1 , r 2 ∈ Rect
• such that r 1 * r 2 is a horizontal annulus (of height one). Suppose r 1 ∈ Rect
• ( x, x. τ i,j ) corresponds to r 1 and r 2 ∈ Rect • ( x. τ i,j , x. τ i,j . τ j,i ) corresponds to r 2 . We calculate δc(τ i,j , τ i,j , x) and with equalities c(x, 1) = 1, c(τ i,j , τ i,j ) = −1 we get S(r 1 ).S(r 2 ) = +1 
