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We consider two-dimensional states of matter satisfying an uniform area law for entanglement. We
show that the topological entanglement entropy is equal to the minimum relative entropy distance
of the edge state of the system to the set of thermal states of local models. The argument is based
on strong subadditivity of quantum entropy. For states with zero topological entanglement entropy,
in particular, the formula gives locality of the edge states as thermal states of local Hamiltonians. It
also implies that the entanglement spectrum of a region is equal to the spectrum of a one-dimensional
local thermal state on the boundary of the region. Our result gives a precise information-theoretic
interpretation for topological entanglement entropy as the number of bits of information needed to
describe the non-local degrees of freedom of edge states.
Topologically ordered phases, which appear e.g. in
fractional quantum Hall systems [1, 2] and in quan-
tum spin liquids [3, 4], are gapped quantum phases
which go beyond the conventional paradigm of Lan-
dau symmetry-breaking. Topological order in the bulk
has direct implications to the physics of the edge of the
system. Indeed, such bulk-boundary duality informed
many of the early studies of topological ordered mod-
els []. In recent years, quantum entanglement has also
shown to be a central concept in the characterization of
such phases.
One distinctive aspect of entanglement in ground
states of gapped systems is that it satisfies an area law,
meaning that entanglement of a region with its com-
plement scales as the perimeter of the region (see e.g.
Ref. [5] and references therein). We say a state |ψ〉 on
a lattice satisfies an area law if for every simply con-
nected region R, the von Neumann entropy S(R)ρ =
− tr(ρR log ρR) (with ρR the reduced density matrix of
the state |ψ〉 in region R) obeys
S(R)ρ = α|∂R| − γ + c+ ε, (1)
for constants α, c, γ > 0 (here ε stands for sub-leading
terms which go to zero when the minimum length of
the region grows). We will be concerned with states
satisfying a uniform area law, in which the parameters
α and γ are independent of the choice of the region
R [31]. It is expected that this will be the case gener-
ically for groundstates of translation-invariant gapped
systems (see also Appendix D). The term c gives the con-
tribution from the corners of the region to the entangle-
ment entropy and has the form:
c = β
∑
i
ν(θi), (2)
for a constant β and function ν. The sum is over all cor-
ners of the region, each with angle θi. The constant term
γ is universal and is called topological entanglement en-
tropy (TEE). Its non-zero value is a signature of topolog-
ical order in the system [7, 8].
Topological entanglement entropy in two-
dimensional models has been linked to several other
aspects of topological order. For instance, if TEE is zero
(and assuming the uniform area law discussed above),
the state is topologically trivial in the sense that it can
be created by a quasi-local constant-depth circuit [9–
11]. Also, TEE upper bounds the logarithmic of the
topological degeneracy of the model [12]. A drawback
of these results is that they are one sided (i.e., there are
examples of states with non-zero TEE which can both
be created by constant-depth local circuits and that are
unique ground states of gapped models [6, 13]). Finally,
TEE has also been argued to give the logarithmic of the
total quantum dimension of the anyonic particles of the
system [7, 8].
An area law gives information about a particular
function of the eigenvalues of ρR (namely their Shannon
entropy). It is interesting to explore which information
might be encoded in the whole spectrum of ρR (i.e. all
its eigenvalues). Since ρR is a positive semidefinite oper-
ator, we can write ρR = e−H for a Hermitian matrix H .
The matrix H is called the entanglement Hamiltonian
(or modular Hamiltonian) and its eigenvalues are called
the entanglement spectrum. Starting with the work of
Li and Haldane [14], the behavior of entanglement spec-
trum of two-dimensional systems has been extensively
studied. Based on numerical calculations [15, 16], it
was observed that for systems with zero TEE, one could
equate the entanglement spectrum to the spectrum of a
one-dimensional quasi-local Hamiltonian acting on the
boundary of the region R (this statement was also con-
jectured in Ref. [17]). For non-zero TEE, in turn, it was
observed that a universal non-local term emerges. How-
ever, so far it has been a challenge to give a more general
argument for the locality of entanglement spectrum.
In this paper we connect topological entanglement en-
tropy to the locality of edge states of the system, uncov-
ering a new angle of the bulk-boundary correspondence
in such models. We will be able to connect the two in
all ranges of values of TEE, showing that the TEE equals
(half) the minimum relative entropy of the edge state to
the set of Gibbs states of local models. Using this re-
sult, we will then also give a general argument for the
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2locality of entanglement spectrum for all systems with
zero TEE. Our approach will be information theoretical.
In particular we will derive our results from the strong
subadditivity property of von Neumann entropy [18],
and a recent strengthening thereof [19].
Edge States: Consider a regionR with a boundary region
X as in Fig. 1. X is composed bym regionsXi, each with
length scale l (for concreteness, one might consider re-
gions Xi formed by dividing equally a rectangular strip
around the rectangular region R; see Fig. 1). We say ρX
(the reduced density matrix of |ψ〉 on the boundary X)
is the edge state of the region R. We could take R as
the whole lattice, in which case X would indeed be the
physical edge of the system. But our result also holds
whenR is a subregion of the entire two-dimensional lat-
tice.
𝑙𝑙
𝑙𝑙
𝑅𝑅
𝑋𝑋1 𝑋𝑋2
𝑋𝑋𝑚𝑚
⋯
⋯
𝑅𝑅′
FIG. 1: Region R, its boundary region X and the complement
R′. The size of each region Xi is specified by l.
The main formula of this paper is a new characteriza-
tion of topological entanglement entropy in terms of the
relative entropy distance between the edge state and the
set of thermal states of local models. It reads (the precise
statement is in Appendix A):
γ ≈ 1
2
min
H∈Hm
S
(
ρX
∥∥∥∥ e−Htr e−H
)
(3)
In the formula above S(ρ‖σ) := tr(ρ(log ρ− log σ)) is the
relative entropy of ρ and σ, which measures the distin-
guishability of the two quantum states. The set Hm is
composed of all nearest-neighbor Hamiltonians
H =
∑
i
hXi,Xi+1 (4)
on the coarse-grained 1D system X1 . . . Xm, with each
term of bounded norm ‖hXj ,Xj+1‖ ≤ O(log dimHX).
We note that for fixed-point states (meaning that ε = 0)
in the particular case of m = 3, the formula was proven
before by one of us in Ref. [20].
Equation (3) only holds approximately, but we will
show that we can bound the difference of the two sides
bympoly(ε)m, with ε the correction term of the area law
(given by Eq. (1)). For ground states of gapped mod-
els, we expect that ε = exp(−l/ξ), with l the minimum
length of the region and ξ a constant, which can how-
ever be much larger than the correlation length of the
system (see Appendix D and Ref. [6]). Taking
l = O(log(m)), (5)
we find the error in Eq. (3) to be negligible. This choice
gives a Hamiltonian with each local term acting on
O(log(vol(R))) sites, with vol(R) the volume of the re-
gion. The numerical results of Refs. [15, 16] suggest that
one might be able to improve Eq. (3) to have Hamilto-
nians with exponentially-decaying interactions with lo-
cality independent of system size.
Derivation Eq. 3: We now give an outline of the deriva-
tion of Eq. (3). A full proof is given in the companion
paper [21]. An important quantity in our approach is
the conditional mutual information, defined for tripar-
tite states ρABC as
I(A : C|B)ρ (6)
:= S(AB)ρ + S(BC)ρ − S(ABC)ρ − S(B)ρ.
It is a measure of the correlations between A and C
conditioned on the information in B. The strong sub-
additivity inequality of von Neumann entropy reads
I(A : C|B)ρ ≥ 0. As observed in [7, 8], the area law
of Eq. (1) implies that for every (connected) triple ABC
with A and C disconnected, conditional mutual infor-
mation has a dichotomy of values: if ABC is topologi-
cally trivial, I(A : C|B) ≈ 0, while if it is topologically
non-trivial, I(A : C|B) ≈ 2γ.
The conditional mutual information have another
characterization which will show useful:
I(A : C|B)ρ (7)
= S(ρABC‖ exp(log(ρAB) + log(ρBC)− log(ρB)).
Thus the quantity also measures the distinguishability
of the tripartite state to an (unormalized) Gibbs state of a
Hamiltonian with no direct interactions between A and
C.
We will combine these two characterizations of condi-
tional mutual information (relating it to TEE and Gibbs
states of Hamiltonians with locality constraints) to de-
rive Eq. (3). Let HX be the following linear combination
of entanglement Hamiltonians of reduced states:
HX =
m∑
i=1
(
log ρXiXi+1 − log ρXi
)
, (8)
where we are using the periodic boundary conditions,
so m+ 1 is identified with 1. We can write
S(ρX‖e−HX ) =
m∑
i=1
S(Xi+1|Xi)− S(X1 . . . Xm), (9)
3with S(Xi+1|Xi) := S(XiXi+1) − S(Xi) the conditional
entropy of Xi+1 given Xi (we omit the index ρ). Note
that
S(X1 . . . Xk) +
m∑
i=k
S(Xi+1|Xi)
= I(X1 . . . Xk−1 : Xk+1|Xk)
+ S(X1 . . . Xk+1) +
m∑
i=k+1
S(Xi+1|Xi). (10)
From Eq. (1), we find
I(X1 . . . Xi : Xi+2|Xi) ≤ ε, (11)
for all i ∈ {1, . . . ,m − 2} and ε given by error term in
Eq. (1) (since the area and boundary terms cancel out).
Then applying Eq. (10) (m − 2) times in Eq. (9), and
using Eq. (11),
S(ρX‖e−HX )
≈(m−2)ε S(X1 . . . Xm−1) + S(Xm|Xm−1) + S(X1|Xm)
− S(X1)− S(X1 . . . Xm). (12)
where ≈δ denotes that the two quantities differ by at
most δ.
Let us now further assume that the mutual informa-
tion I(Xm−1 : X1) := S(Xm−1) + S(X1) − S(Xm−1X1)
of the disjoint regions Xm−1X1 is small and upper
bounded by ε (this assumption is justified by the finite
correlation length of the state, but it is not necessary in
the rigorous proof presented in Ref. [21]). Then
S(Xm|Xm−1) + S(X1|Xm)− S(X1)
≈2ε S(Xm−1XmX1)− S(Xm). (13)
Combining Eqs. (12) and (13) we finally find
S(ρX‖e−HX ) ≈mε I(X2 . . . Xm−2 : Xm|X1Xm−1)
≈ 2γ. (14)
This finishes the sketch of the proof of Theorem 3.
The reason why it is not a full proof (in addition to
the extra assumption used that far away regions have
small mutual information) is because e−HX is not nor-
malized. The full proof (presented in Ref. [21]) is more
involved and uses not merely strong subadditivity as
in the sketch above, but also a recent strengthening of
strong subadditivity [19].
Information-Theoretic Interpretation: Equation (3) allows
us to give an information-theoretic interpretation for
TEE. Let us recall a result of Ref. [22]. Consider two
parties, Alice and Bob. Alice (Bob) has a classical de-
scription of the density matrix ρ (σ). They also share
unlimited entanglement. Then Alice can send S(ρ‖σ)/2
qubits to Bob such that, after a decoding operation by
Bob, he has a quantum state which is close to ρ (the er-
ror goes to zero in the asymptotic regime, where one
consider the protocol applied to ρ⊗n, σ⊗n for very large
n). Moreover, there is no protocol with a lower rate [22].
Therefore the relative entropy S(ρ‖σ) has the interpreta-
tion as (twice) the number of qubits (or analogously the
number of buts, by telerportation) which are contained
in ρ in addition to the information contained in σ.
Applied to our setting, Eq. (3) can then be interpreted
as saying that TEE gives the number of qubits which are
contained in the edge state in addition to the informa-
tion contained in a local model; it counts the number of
topological qubits of the model. Note that this interpre-
tation is consistent with the early findings that TEE is
equal to the logarithmic of the quantum dimension of
the model.
Entanglement Spectrum on a Cylinder: For a pure bipartite
state |ψ〉AB , consider the Schmidt decomposition:
|ψ〉AB =
∑
i
√
λi|i〉A|i〉B , (15)
where {|i〉A} and {|i〉B} are orthonormal vectors of sys-
tems A and B. The coefficients λi satisfying λi > 0,
and
∑
i λi = 1, are called the Schmidt coefficients. The
entanglement spectrum of ρR is defined by {− log λi}i.
Note the Schmidt decomposition (Eq. (15)) shows that
the entanglement spectrum on a subsystem R always
matches to the spectrum on the complement Rc.
Let us now turn to the application of Eq. (3) to an-
alyze the structure of the entanglement spectrum of the
system. For concreteness, we consider the entanglement
spectrum of a system defined on a cylinder. However,
our method can be used for more general systems.
Consider a ground state of a system as depicted in
Fig. 2. Then the spectrum on region Y Y ′ is the same
as the spectrum on region X . Let us assume that the
system has reflection symmetry, so that ρY = ρY ′ . For a
unique ground state of a gapped local Hamiltonian sat-
isfying the area law of Eq. (1), we have I(Y : Y ′) ≈ 0,
which implies ρY Y ′ ≈ ρ⊗2Y (i.e. in infidelity). Indeed,
Pinsker’s inequality reads
I(Y : Y ′) ≥ 1
2
‖ρY Y ′ − ρY ⊗ ρY ′‖21, (16)
with ‖ρY Y ′ , ρY ⊗ρY ′‖1 the trace-norm distance between
ρY Y ′ and the product of its reductions ρY ⊗ ρY ′ .
We denote the entanglement Hamiltonian of ρ⊗2Y ,
which we call the double of HρY , by H
(2)
ρY = HρY ⊗ I +
I ⊗ HρY (where I is the identity operator). We also in-
troduce a cut-off Λ on the spectrum of operators by
λΛ(A) := {λ ∈ λ(A) |λ ≤ log Λ} . (17)
Then, the result about the locality of edge states (ob-
tained by applying Eq. (3) with γ = 0) implies that
there exists a 1D nearest-neighbor Hamiltonian HX =
4∑
i hXiXi+1 on X = X1...Xm, such that for any Λ > 0,∥∥∥λΛ (H(2)ρY )− λΛ(HX)∥∥∥
1
≤ Λe−Θ(l) , (18)
where ‖ · ‖1 is the trace norm. The proof is given in Ap-
pendix B. The upper bound decays exponentially in l
if we choose Λ = poly(l). Eq. (18) further implies that
there exists an isometry V from Y Y to X such that
V ρ⊗2Y V
† = e−HρX ≈ e−
∑
i hXiXi+1 (19)
(here ≈ means both sides are exponentially close with
respect to l in the trace distance). When ρY has a sym-
metry under some unitary U , UρY U† = ρY , the edge
state have a corresponding symmetry
U ′
(
e−HρX
)
U ′† = e−HρX (20)
for any U ′ such that U ′V = V U .
𝑋1 
𝑋2 
⋯
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FIG. 2: We consider a system on a 2D cylinder. We divide it
into three regions Y , X and Y ′ so that X can be viewed as a
1D “boundary” of Y as in Fig. 1.
In topologically ordered phases, the entanglement
Hamiltonian HρX should to be non-local due to a non-
zero TEE. However, we have to be careful since it is
known that the subleading term in Eq. (1) for a non-
contractible region not only depends on the type of the
phase, but also depends on the choice of the ground
state [23, 24]. For example, there exists a ground state
of the toric code on a cylinder (surface code) with γ = 0,
and therefore HρX for this state is indeed local. More-
over, I(Y : Y ′) ≈ 0 does not hold for general ground
states, e.g., I(Y : Y ′) = 1 for a certain ground state of
the surface code. Thus the locality of the entanglement
spectrum on X does not directly imply the locality of
(the double of) the spectrum on Y . Let us analyze the
case of topological systems more carefully.
Let us assume that for gapped spin systems, there al-
ways exist a special orthonormal basis of the ground
subspace such that I(Y : Y ′) ≈ 0 holds for each of them.
This assumption is reasonable if the ground subspace
is spanned by minimally-entangled states [23] {|ψa〉}a,
which have a definite anyonic flux threading through
the cylinder labeled by a finite set L = {a}. For such
states, we expect the modified area law
S(R)ρ = α|∂R| − γ + log da + ε , (21)
where da is the quantum dimension of the anyon flux
a, to hold for any non-contractible subregion R on the
cylinder, as X in Fig. 2. Then, there exists a 1D Hamilto-
nian HaX on X = X1...Xm for each a ∈ L, such that for
any Λ > 0,∥∥∥λΛ (H(2)ρaY )− λΛ(HaX)∥∥∥1 ≤ Λe−Θ(l) , (22)
with ρaY = trY c |ψa〉〈ψa|. Importantly, here HaX contains
non-local interactions in contrast to topologically trivial
phases.
A general ground state |ψ〉 = ∑a∈L√pa|ψa〉 is a su-
perposition of states with different fluxes. Each any-
onic flux a can be measured by a projective measure-
ment acting on Y Y ′, and therefore the reduced states
on Y Y ′ with different fixed anyonic flux are orthogonal.
Hence, we have a direct sum decomposition of the re-
duced state:
ρY Y ′ =
⊕
a∈L
paρ
a
Y Y ′ . (23)
Using the reflection symmetry and I(Y : Y ′) ≈ 0 for
each a, we have
ρY Y ′ ≈
⊕
a∈L
paρ
a⊗2
Y . (24)
As in the case of the trivial phase, there exists an isome-
try V from Y Y ′ to X such that
V ρY Y ′V
† ≈
∑
a
pae
−∑i haXiXi+1−haX , (25)
where haX acts on X non-locally. As we discuss in Ap-
pendix A, we expect that each haX represent a topologi-
cal constraint and is dominated by m-body interactions.
Indeed this has been observed before for some exactly
solvable models [15, 16, 20].
Entanglement Spectrum on a Cylinder with a Boundary:
We have shown that the double of the entanglement
spectrum is approximately equivalent to the spectrum
of the edge 1D state, which is local if TEE is zero. We
now want to argue that under a few more assumptions,
the same property also holds for the entanglement spec-
trum itself.
Let us first consider a ground state on a cylinder
with a boundary (or boundaries) as in the upper part of
Fig. 3. Here we choose X as a region around the physi-
cal boundary. The entanglement spectrum of Y is equiv-
alent to that ofX since the state onXY is pure. The edge
state onX depends on how we choose interaction terms
around the boundary, but we can still apply Eq. (3) if the
edge state satisfies the area law of Eq. (1). For instance,
the toric code with smooth/rough boundaries [25] satis-
fies the assumption.
The setting above is too restrictive. However, it is
possible to reduce the general case to it. To see this,
5let us turn back to a ground state |ψ〉 of a system de-
fined as in Fig. 2. Remember that ρY Y ′ ≈ ρY ⊗ ρY ′ if
|ψ〉 satisfies I(Y : Y ′) ≈ 0. There exists a purification
|ψL〉Y X1⊗|ψR〉Y ′X2 of ρY ⊗ρY ′ on some ancillary system
X1X2 satisfying ψLY = ρY and ψ
R
Y ′ = ρY ′ . By Uhlmann’s
theorem [26], there exists a unitary UX from X to sys-
tems X1 and X2 such that
UX |ψ〉Y XY ′ ≈ |ψL〉Y X1 ⊗ |ψR〉X2Y ′ , (26)
We can choose |X1| ∼ |∂Y | and interpret Y X1 as a new
cylinder if rank(ρY ) = O(2|∂Y |). The new edge state
ψLX1 on X1 has almost the same spectrum as ρY and we
can use the previous argument discussed above. It is
straightforward to extend this argument if ρY does not
satisfy the rank condition but can be well-approximated
by a low-rank state ρ˜Y . Furthermore, this condition is
invariant under any constant-depth local quantum cir-
cuit, since such a circuit can only add constant (of the
axial length) to the rank of reduced state on Y . There-
fore, we expect e.g. all ground states in the topologically
trivial phase to satisfy the condition.
Another example is a family of gapped ground
states which can be described by Matrix Product States
(MPS) [27] defined in the axial direction. Consider a (un-
normalized) state |ψN 〉 is defined on a cylinder with the
axial length N and the radius r. We obtain a 1D system
by cutting the cylinder into several slices and then re-
garding one slice as one large subsystem. Suppose that
|ψN 〉 can be written as
|ψN 〉 =
∑
i1,...,iN
(L|Ai1 . . . AiN |R) |i1i2 . . . iN 〉 , (27)
where the indices {ij} is associated with the jth slice
(column) of the cylinder, and {Ai}i are D × D matri-
ces with a bond dimension D ∼ 2r. |L) and |R) are
D-dimensional vector representing the boundary con-
dition (we used “)” to distinguish them from vectors in
physical systems). Choose the first m slices as subsys-
tem Y . Then, one can show that in generic case the re-
duced density matrix on Y is almost independent of N
for sufficiently largeN (More details are in Appendix C).
Therefore, the spectrum on Y is approximately equiva-
lent to the spectrum of the edge state defined for some
fixed cylinder (Fig. 3).
Discussion: In this work we gave a new formula for
topological entanglement entropy, connecting it to the
locality of edge states. In particular, we showed that
if TEE is zero, the entanglement Hamiltonian of the 1D
edge state is approximately a short-range Hamiltonian,
while it is a non-local Hamiltonian if the ground state
have non-zero TEE. We then applied this result to the
entanglement spectrum defined on a half of a cylinder,
and derived that the double of the spectrum matches
the spectrum of a 1D Hamiltonian (which is local if TEE
is zero). Our techniques only rely on the property of
ground states and is independent of specifics of particu-
lar models.
A similar connection has been observed before in
the Projected Entangled Pair States (PEPS) formalism,
where the edge state is defined for an effective boundary
on virtual degrees of freedom [15, 16]. In our case, the
edge state is defined via the reduced state on the bound-
ary, and therefore it acts on physical degrees of freedom.
Building an explicit connection between our framework
and the PEPS formalism is an interesting open ques-
tion. Another interesting direction for future research
is to weaken our assumptions and extend our results for
more general topologically-ordered systems. Especially,
it is unclear if we can always find a suitable isometry
in Eq. (26) such that the edge state satisfies the area law
assumption (presently we can only show it for a few ex-
plicit examples, e.g., the toric code).
𝑋1
𝑋2⋯
𝑋𝑘
𝑋𝑚
𝑌
l
𝑋1
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𝑋𝑘
𝑋𝑚
𝑌
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l
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FIG. 3: (Up) We choose X as the region around the physical
boundary (the right edge). The entanglement spectrum on Y
is the same as that of X. (Down) In some cases, the reduced
state on Y is almost independent of the length of the opposite
side. Then the entanglement spectrum of Y is equivalent to
the spectrum of the edge state of another cylinder with shorter
length.
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Appendix A: Statement of Eq. (3)
In Ref. [21], we prove the following:
Theorem 1. (Theorem 3. in Ref. [21])
Consider a 1D spin chain X1X2...Xm with size N =
log dimHX1...Xm . Let ρX1...Xm be a state such that for any
proper subset A˜B˜C˜ ⊂ X where B˜ separates A˜ from C˜,
I(A˜ : C˜|B˜)ρ ≤ ε . (A1)
Define the set of Gibbs states of short-range Hamiltonians
with interaction strength K = αN (for a constant α) as
EK :=
{
e−H
tr e−H
∣∣∣∣∣ H = ∑
i
hXiXi+1 , ‖hXiXi+1‖ ≤ K
}
.
(A2)
Then, for sufficiently small ε > 0, there exists a constant
c > 0 such that for any tripartition ABC of the whole system
X such that B separates A from C, it holds that
min
µX∈EK
S (ρX ‖µX ) = I(A : C|B)ρ + δ(N, ε) (A3)
and
|δ(N, ε)| ≤ c(α)N 32 ε 132 , (A4)
with c(α) a constant that only depends on α.
We obtain Eq. (3) by applying the theorem above
to our setting, depicted Fig. 1 (remember that we can
choose a tripartitionABC ofX so that I(A : C|B) ≈ 2γ).
Our assumption on the area law given by Eq. (1) guar-
antees that ε = exp(−l/ξ). We can choose l = Θ(logN)
so that δ(N, ε) decays as e−l/ξ, for a constant ξ.
7When TEE is strictly positive, minµ∈EK S (ρX ‖µ ) > 0
and therefore HX contains non-local interactions. While
we have not obtained a complete proof, we expect that
the non-local part of HX is dominated by m-body inter-
actions. To address this question, let us set A ≡ X1,
B ≡ X2X3Xm−1Xm and C as the remaining subsys-
tems. In a similar way to Eq. (3), we can show that∣∣∣∣ minH∈Hk,ABC S(ρX ∥∥e−H)− 2γ
∣∣∣∣ ≤ e−Θ(l) (A5)
in the notaion introduced in the above. Here, Hk,ABC is
a set of nearest-neighbor Hamiltonians HAB⊗ IC + IA⊗
HBC . Therefore, it contains at most (m − 1)-body in-
teraction acting on BC = X2X3...Xm. Eq. (A5) implies
that adding (m − 1)-body interactions cannot improve
the minimization in Eq. (A3). This fact suggests that the
non-local part in the entanglement Hamiltonian is dom-
inated by genuine m-body interactions.
Appendix B: Proof of Eq. (18) and Eq. (22)
We give a proof of Eq. (18) below. Eq. (22) can be
proven in the exactly same way.
Proof. Since |ψY XY ′〉 is pure, it holds that
λ(ρY Y ′) = λ(ρX) . (B1)
As discussed in the main text, we have that
I(Y : Y ′)ρ ≤ e−Θ(l) . (B2)
The mutual information can be rewritten as
I(Y : Y ′)ρ = S(ρY Y ′‖ρY ⊗ ρY ′) . (B3)
Therefore, we obtain
‖ρY Y ′ − ρ⊗2Y ‖1 ≤ e−Θ(l) , (B4)
by Pinsker inequality and the reflection symmetry
which ensures ρY = ρY ′ .
For bounded Hermitian operatorsA andB, the differ-
ence of their spectrum is bounded as
‖λ(A)− λ(B)‖1 ≤ ‖A−B‖1 (B5)
(see e.g., Lemma 1.7 in Ref. [28]). Therefore, we obtain
that ∥∥λ(ρ⊗2Y )− λ(ρX)∥∥1 ≤ e−Θ(l) . (B6)
Theorem 1 implies that ρX is close to e−HX/ tr e−HX ,
where HX is short-ranged if γ = 0 and otherwise con-
tains non-local terms. By using Pinsker inequality and
the triangle inequality, we obtain that∥∥λ(ρ⊗2Y )− λ (e−HX )∥∥1 ≤ ∥∥ρ⊗2Y − ρX∥∥1 + ∥∥ρX − e−HX∥∥1
(B7)
≤ e−Θ(l) . (B8)
Let us introduce another cut-off to the spectrum which
bounds from below
λΛ(A) :=
{
λ ∈ λ(A)
∣∣∣∣λ ≥ 1Λ
}
. (B9)
Clearly,∥∥λΛ(ρ⊗2Y )− λΛ (e−HX )∥∥1 ≤ e−Θ(l) . (B10)
Using the Lipschitz continuity of the logarithm in
[1/Λ,∞), we conclude that∥∥λΛ(− log ρ⊗2Y )− λΛ (HX)∥∥1 ≤ Λe−Θ(l) . (B11)
Since H(2)ρY = − log ρ⊗2Y , we complete the proof. uunionsq
Appendix C: The Reduced State of MPS in Eq. (27)
The reduced density matrix ρ(N)1...m =
trm+1,...,N |ψN 〉〈ψN | on the first m pieces of Eq. (27) is
written as
ρ
(N)
1...m =
∑
i,j
(L|(L¯|
(
m∏
k=1
(Aik ⊗ A¯jk)
)
TN−m|R)|R¯)
× |i1i2 . . . im〉〈j1 . . . jm| , (C1)
where T :=
∑
i(A
i ⊗ A¯i) ≥ 0 is the D2-dimensional
transfer matrix.
Let us estimate ‖ρ(N)1...m− ρ(N˜)1...m‖1 for N˜ ≥ N  m. For
fixed (i1, j1..., im, jm), we have∣∣∣(ρ(N)1...m − ρ(N˜)1...m)(i1,...,im)(j1,...,jm)∣∣∣
=
∣∣∣∣∣(L|(L¯|
(
m∏
k=1
(Aik ⊗ A¯jk)
)(
TN−m − TN˜−m
)
|R)|R¯)
∣∣∣∣∣
≤
∥∥∥∥∥
(
m∏
k=1
(Aik ⊗ A¯jk)
)(
TN−m − TN˜−m
)∥∥∥∥∥
∞
≤
m∏
k=1
‖Aik‖∞‖A¯jk‖∞
∥∥∥TN−m − TN˜−m∥∥∥
∞
(C2)
In the first inequality we used maxi,j |Ai,j | ≤ ‖A‖∞ for
the operator norm ‖·‖ (we assumed (L|L) = (R|R) = 1).
We denote the eigenvalue decomposition of T by T =∑
j λj |j˜)(j˜|. For generic MPS, T has a unique maximal
eigenvalue λmax which we can set to be 1 without loss
8of generality. Then it holds that∥∥∥TN−m − TN˜−m∥∥∥
∞
= λN˜2 − λN2 ≤ λN2 , (C3)
where λ2 < 1 is the second largest eigenvalue of T. By
Inserting Eq. (C3) to Eq. (C2), we have∣∣∣(ρ(N)1...m − ρ(N˜)1...m)(i1,...,im)(j1,...,jm)∣∣∣ ≤ O(cme−c′N ) (C4)
for some nonnegative coefficients c, c′ determined by Ai
and λ2. Remember that ‖A‖1 ≤ n2 maxi,j |Aij | for any
n × n matrix A. ρ(N)1,...,m − ρ(N˜)1,...,m is a dm × dm matrix.
Therefore, we conclude from Eq. (C4) that
‖ρ(N)1...m − ρ(N˜)1...m‖1 ≤ O
(
(cd)me−c
′N
)
. (C5)
The upper bound is exponentially small with respect to
N when N  m. Note that the normalization factor for
ρ(N) is given by
tr ρ(N) = (LL¯|TN |RR¯) (C6)
= (LL¯|j1)(j1|RR¯)
(
1 +O
(
D2e−c
′N
))
. (C7)
Therefore the difference in Eq. (C5) still holds after nor-
malization.
Appendix D: Exponentially Small Corrections in Area Law
of Renyi-α Entropy
In this appendix, we demonstrate the uniform area
law of Renyi-α entropy (for every integer α ≥ 2) holds
with exponentially small correction under an assump-
tion which is expected to be true for generic 2D ground
states in the topologically trivial phase. The main argu-
ment here is essentially one of the results in Ref. [6], but
we repeat it here for the completeness. For a state ρ, the
Renyi-α entropy Sα(ρ) is defined by
Sα(ρ) :=
1
1− α log tr(ρ
α) . (D1)
Consider a translationally-invariant ground state |ψ〉 de-
fined on a 2D lattice with size N . When a ground
state is in the topologically-trivial phase, it can be (ap-
proximately) constructed from a product state only by
a constant-depth local unitary circuit [29, 30]. In other
words, there exists a set of unitaries {Vi} (for each N )
such that
|ψ〉 = VdVd−1 . . . V1|0〉⊗N , (D2)
where d is a constant of N and each Vi is
Vi =
⊗
ki
V
(ki)
i , (D3)
a tensor product of local unitaries V (ki)i acting on dis-
joint sets of neighboring spins within radius w = O(1).
Let us divide the lattice into a square region R (as in
Fig. 1) and its complement Rc to calculate the entan-
glement entropy S(R)ρ. Eq. (D2) is then rewritten as
|ψRRc〉 = URURcUB |0〉⊗N such that UR (URc) only non-
trivially act on R(Rc) and UB acts on spins within dis-
tance 2dw from the boundary of R (Fig. 4). Entangle-
ment between R and Rc is invariant under U−1R U
−1
Rc and
therefore S(R)ρ is equivalent to that of U−1R U
−1
Rc |ψRRc〉.
U−1R U
−1
Rc |ψRRc〉 is a product of a state |φRRc〉 around ∂R
and |0〉s far from ∂R, which are irrelevant for the entan-
glement (Fig. 4).
ۧ|𝜓
ۧ|0
𝑅 𝑅𝑐
∼ 2𝑑𝑤
𝑑
𝑤
FIG. 4: A schematic picture of reduction of the calculation
of S(R)ρ. The topologically trivial ground state |ψ〉 can be
created by a product state |0〉⊗N by applying constant-depth
local unitary circuit. The time step goes from bottom to
top and each box represents a unitary matrix V
(ki)
i acting on
subsystems represented by vertical lines. When we divide sys-
tems into R and Rc (by the dotted line), only boxes colored by
black contribute to the entanglement. We can remove all gray
boxes (URURc) without changing the entanglement entropy.
Subsystems not acted by black boxes are then uncorrelated
to all other systems. The state on the remained subsystems
around the boundary is |φRRc〉.
From translationally-invariance, we expect |φRRc〉 can
be written as a particular MPS:
|φRRc〉 =
∑
tr(Ai1j1 . . . Ail1 jl1Cil1+1jl1+1 . . . Ciljl)
× |i1 . . . il〉R|j1 . . . jl〉Rc , (D4)
where tensor A corresponds the edge and C is associ-
ated the corner (Fig. 5). By tracing out Rc and taking
α-power, we obtain a matrix product operator (MPO)
representation of φαR. Its trace is given by
trφαR = tr(Tl1αTCαTl2αTCαTl3αTCαTl4αTCα ) , (D5)
where Tα :=
∑
Ai1i2 ⊗ A¯i2i3 ⊗ . . .⊗ A¯i2α−1i1 and TCα is
defined by replacingA byC. Generically, we expect that
TAα has an unique maximum eigenvalue λmax(α) yield-
ing that
(TAα )l = λmax(α)l
(|λmax(α)〉〈λmax(α)|+ C +O(e−cl))
(D6)
for a constant c > 0. From this expression we can calcu-
9late the area law for Renyi-α entropy as
Sα(R)ρ = Sα(R)φ =
| log λmax(α)|
α− 1 l+C+O(e
−cl) , (D7)
with C a constant proportional to the number of corners
of the region.
This saturate the area law with a correction term
which decays exponentially fast with respect to l for
fixed α. Also, the coefficient of the linear term only de-
pends on T and α.
The argument presented here does not apply to the
von Neumann entropy, which is the case of relevance in
our approach (since strong subadditivity only applies to
it). But we believe that the correction ε in Eq. (1) should
hold also in that case, although a proof is left to future
work,
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FIG. 5: We can regard ∂R as a periodic spin ladder under
coarse-graining. |φRRc〉 is then represented as a MPS defined
by two tensors A and C with a constant bond dimension.
Each tensor has two legs corresponding either spins in R or
spins in Rc. By tracing out the outer indices, we obtain a
MPO representation of the reduced state φR.
