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Abstract 
While the major events in prokaryotic cell cycle progression are likely to be 
coordinated with transcriptional and metabolic changes, these processes remain 
poorly characterized.  Unlike many rapidly-growing bacteria, DNA replication and 
cell division are temporally-resolved in mycobacteria, making these slow-growing 
organisms a potentially useful system to investigate the prokaryotic cell cycle.  To 
determine if cell-cycle dependent gene regulation occurs in mycobacteria, we 
characterized the temporal changes in the transcriptome of synchronously 
replicating populations of Mycobacterium tuberculosis (Mtb). By enriching for 
genes that display a sinusoidal expression pattern, we discover 485 genes that 
oscillate with a period consistent with the cell cycle.  During cytokinesis, the 
timing of gene induction could be used to predict the timing of gene function,  as 
mRNA abundance was found to correlate with the order in which proteins were 
recruited to the developing septum. Similarly, the expression pattern of primary 
metabolic genes could be used to predict the relative importance of these 
pathways for different cell cycle processes. Pyrimidine synthetic genes peaked 
during DNA replication and their depletion caused a filamentation phenotype that 
phenocopied defects in this process.  In contrast, the IMP dehydrogenase guaB2 
dedicated to guanosine synthesis displayed the opposite expression pattern and 
its depletion perturbed septation.  Together, these data imply obligate 
coordination between primary metabolism and cell division, and identify 
 vii 
periodically regulated genes that can be related to specific cell biological 
functions.   
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CHAPTER I 
INTRODUCTION 
 
Elucidation of the bacterial cell cycle stages in E coli B/r 
The temporal organization of the bacterial cell cycle was first elucidated in the 
model organism Escherichia coli in the late 1960s. By eluting newborn 
Escherichia coli cells born to mother cells attached to nitrocellulose membranes 
and [14C]thymidine pulse-labelling them (Helmstetter, 1967), Charles Helmstetter 
first reported the E. coli cell cycle stages- (pre-initiation (B), DNA replication (C) 
and post-replication (D)). Subsequent studies revealed that multi-fork replication 
(multiple rounds of initiation per cell cycle) occurs in rapidly growing cells 
(Helmstetter and Cooper, 1968). This simultaneous initiation of multiple rounds of 
DNA replication ensures the production of complete chromosomes for the 
daughter cells. Under these rapidly growing conditions in the laboratory, 
Escherichia coli has an interdivision time that is less than the time required to 
completely replicate its genome, thus making it impossible to temporally 
segregate the different cell cycle stages. However, this paradigm may not apply 
to many, if not most, of the bacteria in the environment. For example, the phases 
(B,C and D) start to become visible when E coli cells are growing in nutrient 
limiting conditions that cause the interdivision time to be greater than the C 
period (Lark, 1966), (Helmstetter, 1967), (Kubitschek and Newman, 1978), 
(Skarstad et al., 1983). As most of the bacterial biomass in the nutrient poor 
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natural environment is likely to persist in slow-growing states (Gibson et al., 
2018), a temporally structured cell cycle with dedicated, non-overlapping phases 
(much like the eukaryotic cell cycle with its G1, S, G2 and M phases) is likely the 
most physiologically relevant state of bacterial cell cycle progression.  
 
The challenges associated with achieving bacterial cell cycle synchrony 
While Charles Helmstetter’s membrane selection technique proved extremely 
fruitful to elucidate the basic principles of the E coli cell cycle, this 
synchronization technique was not readily applicable to other bacteria. For 
example, it worked only when the “B” strain of E coli  was used (Ron et al., 
1977). A different strain of the same species – E coli K12- the strain in which 
most cell division mutants were isolated at the time, fared poorly with this 
technique. This was attributed to the general motility of the K12 strain, its 
tendency to form filaments and its poor adherence to nitrocellulose (Helmstetter, 
2015). The relatively narrow applicability of the membrane elution technique led 
to attempts to synchronize other bacteria like Bacillus subtilis using alternative 
methods like Percoll gradients (Dwek et al., 1980), however, the level of 
synchrony was relatively poor, presumably due to the small difference in buoyant 
densities in this organism.  Countercurrent centrifugal elutriation routinely used 
for obtaining synchronous Saccharomyces cerevisiae cells was used for 
obtaining synchronous  E coli  K-12 populations (Figdor et al., 1981), since it is 
likely that two bacterial daughters may have similar densities  but differ in size 
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and hence have different sedimentation velocities. This technique however 
required specialized equipment and was not amenable to bacteria that clump 
readily in liquid culture. Improvements to the original Helmstetter method like 
coating the nitrocellulose membrane with a poly-D-lysine adhesive showed 
improved applicability to E coli K-12 (Helmstetter et al., 1992) but by the time 
these improvements came, another alphaproteobacterium, the aquatic 
Caulobacter crescentus was the model at the forefront of bacterial cell cycle 
research. The ecological presence of Caulobacter crescentus was known 
(Poindexter, 1964) around the same time as the bacterial cell cycle stages were 
being elucidated in Escherichia coli. Its unique developmental cell cycle stages 
which lead to a motile and sessile daughter were beginning to be elucidated 
(Degnen and Newton, 1972). However, it was not until the emergence of reports 
of robust synchrony being achieved in this organism (Evinger and Agabian, 
1977) that the bacterial cell cycle field began to move away from extrapolation 
from  Escherichia coli B/r. Synchronous populations of Caulobacter crescentus 
are obtained using density gradient centrifugation. One of the two daughter cells, 
the motile swarmer cell, has a uniquely higher buoyant density than the 
remaining cell population and can be separated from a heterogenous population 
using density gradient centrifugation. Subsequently, the organization principles of 
the Caulobacter crescentus cell cycle began to be elucidated. Caulobacter 
crescentus exploits a specialized developmental program that produces distinct 
sessile and motile cells, which is associated with a strict cell cycle that 
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segregates DNA replication from cytokinesis (Shapiro and Gober, 1989), 
(Dingwall and Shapiro, 1989), (Marczynski et al., 1990). While achieving 
synchrony via induction of the stringent response in Escherichia coli (Ferullo et 
al., 2009) or nutrient downshift in Sinorhizobium meliloti (De Nisco et al., 2014) 
have also been reported, the appeal of the Caulobacter crescentus 
synchronization method lies in the fact that it causes minimal physiological 
disturbances to the cell and hence was the technique of choice employed for 
studying transcriptional changes associated with the cell cycle. 
 
Caulobacter crescentus provides insights into cell cycle associated gene 
expression 
Studying the coordination between DNA replication and cell division is integral to 
understanding cell cycle progression. The degree to which gene expression 
plays a role in this coordination was first illuminated when Laub et.al. used 
microarray to transcriptionally profile the different stages of the Caulobacter 
crescentus  cell cycle (Laub et al., 2000). This was possible in Caulobacter 
crescentus largely because it is possible to produce large quantities of bacterial 
cultures (which are needed for gene expression studies) in which cells are 
replicating synchronously with respect to the cell cycle. These studies identified 
periodic fluctuations in mRNA abundance that correlated with the cell cycle (Laub 
et al., 2000). This led to the elucidation of a regulatory circuit driven by the cell 
cycle stage-specific expression of master regulators ccrM (Reisenauer and 
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Shapiro, 2002), ctrA (Laub et al., 2002), gcrA (Holtzendorff et al., 2004) and sciP 
(Tan et al., 2010). This regulatory cascade that controls cell cycle progression 
and cellular differentiation appears to be conserved in other alpha-proteobacteria 
(Brilli et al., 2010). However, a large phylogenetic distance exists between these 
two species (Escherichia coli and Caulobacter crescentus – phylum 
Proteobacteria) and the organism that will be queried in this thesis, 
Mycobacterium tuberculosis (Phylum- Actinobacteria). Thus, it remains to be 
determined how generalizable these insights from transcriptional profiling in 
Caulobacter crescentus are to evolutionarily distant bacteria.   
 
Metabolic fluctuations occur during the bacterial cell cycle 
In addition to these regulators of cell cycle progression, a third of the Caulobacter 
crescentus genome was found to be periodically expressed (Laub et al., 2000), 
(Fang et al., 2013).  These genes included those involved in primary metabolic 
processes that are not directly associated with cell cycle progression, suggesting 
that major cellular events, such as DNA replication and cytokinesis, may be 
coordinated with other aspects of cellular physiology, corroborating earlier 
reports of common regulatory systems coordinating the expression of functionally 
diverse genes (Stephens et al., 1995). These apparent links between metabolism 
and cell cycle are consistent with a number of studies in E. coli,  where 
metabolites such as  NADH (Zhang et al., 2018) and ATP (Yaginuma et al., 
2015) were found to oscillate during the cell cycle. Small molecule messengers 
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like c-di-GMP (Lori et al., 2015) and metabolic precursors like UDP-glucose have 
been found to coordinate cell division timing with nutrient availability in B. subtilis 
(Weart et al., 2007) and E. coli (Hill et al., 2013). Multiple “moonlighting” 
metabolic enzymes have also been reported, where apart from their metabolic 
functions, they also regulate different stages of cell cycle progression, in a 
manner that is typically is independent of its metabolic activity. Glutamate 
dehydrogenase (Beaufay et al., 2015), pyruvate kinase (Monahan et al., 2014) 
and an NAD(H) dependent oxidoreductase (Radhakrishnan et al., 2010) regulate 
the cell division stage of the cell cycle by regulating formation of the cytokinetic 
FtsZ ring. CTP synthase forms structural filaments to regulate cell shape 
(Ingerson-Mahar et al., 2010). Citrate synthase moonlights as a positive regulator 
of the G1-S phase transition in C. crescentus by deactivating CtrA in a manner 
independent of its metabolic condensation activity (Bergé et al., 2020). While 
these data indicate that cell cycle progression can be coupled with some aspects 
of primary metabolism, the mechanisms that lead to the functional dependence 
of these processes on each other remains unclear. Indications that this 
dependence is associated with transcriptional regulation of these metabolic 
enzymes comes from studies in the budding yeast Saccharomyces cerevisiae 
where metabolic changes during the yeast cell cycle have been tied to gene 
expression (Tu et al., 2005). However, the role of gene expression in regulating 
cell cycle progression via metabolism in bacteria is still an open question.  
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Mycobacteria have a temporally segregated cell cycle 
The genus Mycobacterium (Phylum-Actinobacteria ; Suborder-
Corynebacterineae) contains, among others, the species Mycobacterium 
tuberculosis and Mycobacterium leprae, both important human pathogens. The 
genus is home to relatively slow-replicating bacteria, with doubling times that 
range from 3 hours to several days. Importantly, these organisms appear to 
constitutively employ a segregated cell cycle. The mycobacterial cell cycle has 
been extensively characterized using single-cell analyses of Mycobacterium 
smegmatis [a relatively fast-growing (3hour doubling time), non-pathogenic  
mycobacterium] strains engineered to express fluorescent markers of DNA 
replication and cytokinesis. These studies show that DNA replication occurs only 
once per cycle in the majority of cells (Santi et al., 2013) (Santi and McKinney, 
2015) with re-initiation of replication before division occurring rarely (in only 11% 
of cells in Mycobacterium smegmatis (Trojanowski et al., 2015). This re-initiation 
frequency decreases further under nutrient limiting conditions (Trojanowski et al., 
2017) similar to the observations made when Escherichia coli is grown under 
nutrient limiting conditions (Skarstad et al., 1983). Further, dedicated B and D 
phases exist in all mycobacteria, regardless of their interdivision time and 
environmental alterations. Carbon limitation leading to an increase in interdivision 
times are accounted for by an increase in the B stage, with the other stages 
remaining relatively constant (Logsdon et al., 2017). While the duration of B and 
D stages is also determined by the birth length of the cell, it is generally accepted 
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that B~6-8 hours, C~9-12 hours and D~6-9 hours in Mycobacterium tuberculosis. 
(Logsdon and Aldridge, 2018). These observations are consistent with studies of 
synchronously-replicating cultures of Mycobacterium tuberculosis, which can be 
generated using a mutant strain that harbors a cold-sensitive (cos) allele of the 
DNA replication initiator DnaA(Nair et al., 2009a).  This dnaAcos strain (Mtbcos) 
is unable to initiate a new round of DNA replication at 30ºC. Upon release into 
the permissive temperature (37ºC), cultures synchronously incorporate 5,6-3H-
uracil into alkali stable DNA for 11 hours, consistent with the C periods observed 
in single cells.  The ability to produce synchronously replicating cultures that 
recapitulate the behavior of single cells makes mycobacteria an attractive system 
to investigate cell cycle-associated transcriptional changes.  
 
Targeting the mycobacterial cell cycle for interventions  
While, an ordered cell cycle may be more common in prokaryotes than generally 
appreciated, it has not been investigated in important human pathogens. 
Understanding the coordination of these essential processes, particularly in 
pathogenic organisms, could suggest new strategies for antimicrobial 
development. Since many current drugs target processes that are crucial to 
faithful cell cycle progression in Mycobacterium tuberculosis like cell division 
(Sass and Brötz-Oesterhelt, 2013) and DNA replication (Warner et al., 2013), 
there is a proven track record of success that can be achieved by targeting cell 
cycle events. Functionally associating upstream metabolic pathways with these 
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important cell cycle events of DNA replication and cell division could expand the 
target space for future antimicrobial development. Targeting energy intensive 
processes like DNA replication is appealing from a bioenergetic perspective as 
well. There is increased production of thymine nucleotides at the onset of DNA 
replication in E coli (Lark, 1961). Nucleotide pool sizes in E coli are insufficient for 
chromosome replication and require de novo synthesis before the onset of the 
DNA replication phase (Huzyk and Clark, 1971). With a large biosynthetic 
capacity requiring a large number of precursors, DNA replication is an especially 
attractive process to target. While the cost of DNA polymerization itself accounts 
for just 2% of the energy budget of microbial cells during growth (Lane and 
Martin, 2010), there are recurring costs associated with the denovo synthesis of 
nucleotides before every round of DNA replication. In fact, the biosynthetic cost 
of synthesizing each dNTP is ~50 ATP (Lynch and Marinov, 2015) which 
includes, among others, the upstream costs of synthesizing PRPP and the amino 
acids required for purine and pyrimidine formation. This causes the average 
energy costs of gene replication to be much higher than the energy required for 
gene transcription mainly because rNTPs in RNA can be recycled due to mRNA 
turnover which is not the case for dNTPs in DNA (Lynch and Marinov, 2015). 
 
Hypothesis 
Multiple upstream metabolic reactions/ pathways are functionally associated with 
the major cellular events of DNA replication and cell division in mycobacteria and 
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linking expression of metabolic pathways to cellular events will greatly increase 
the target space for future antimicrobial development. 
In this thesis, we employ a transcriptomic approach to determine how 
Mycobacterium tuberculosis functionally associates metabolic pathways with the 
major cellular events of DNA replication and cell division. In particular, we 
pursue: 
1. The determination of the periods of the different cell cycle stages in 
synchronously replicating bulk cultures of Mycobacterium tuberculosis. 
2. The determination of periodic, cell cycle-associated gene expression in 
Mycobacterium tuberculosis. 
3. The determination of the generalizability of the Caulobacter crescentus 
cell cycle-associated transcriptome. 
4. The dissection of functional coordination of cellular events like cell division 
and DNA replication with cell cycle-associated gene expression in 
mycobacteria. 
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CHAPTER II 
RESULTS 
 
Preface 
 
The work presented in CHAPTER II comprises a manuscript under review. A 
preprint version is available here 
doi: https://doi.org/10.1101/2020.02.10.942268 
Bandekar AC, Subedi S, Ioerger TR, Sassetti CM. Cell cycle associated gene 
expression patterns predict function in mycobacteria  
 
Author Contributions 
ACB and CMS designed the experiments. ACB performed all wet lab 
experiments and validations. SS and TRI analyzed the RNASeq, performed GP 
smoothing, sinusoidal fitting and peak assignment. ACB, TRI and CMS wrote the 
manuscript. 
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DNA replication and cytokinesis are segregated in synchronously growing 
populations of Mtb 
We generated synchronously replicating cultures of Mtb using the temperature-
sensitive dnaAcos strain (Nair et al., 2009a).  Chromosomal replication was 
uniformly inhibited by incubating this strain  at 30ºC for 36 hours.  Upon shift to 
the permissive temperature (37ºC), the optical density (Absorbance600) of both 
the dnaAcos mutant (Mtbcos) and a wild type control culture (MtbRv) increased 
throughout a 54 hour timecourse, demonstrating that nutrients did not become 
limiting.  While the control culture grew at a constant rate over this period, the 
Mtbcos strain showed a reproducible multiphasic growth pattern with a significant 
plateau between 15 hours and 36 hours, an initial indication that cellular 
metabolism may be linked to cell cycle events (Figure 2.1).  
 
A                  Mtbcos                                       B                       MtbRv 
 
 
 
 
 
Figure 2.1 Growth of Mtbcos (A) and MtbRv (B) after release into permissive 
temperature 37C. X axis: hours at 37C. Y axis: Absorbance600. Data are 
represented as mean±SD of two biological replicates. 
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In order to estimate the efficiency of the synchronization and to delineate cell 
cycle periods, we collected cells every three hours and monitored chromosomal 
replication and cytokinesis. The phosphothreonine-binding protein, FhaA, marks 
sites of division (Gee et al., 2012), and we used a fluorescent allele of this protein 
to calculate a “septation index” that corresponded to the fraction of cells with 
FhaA localization at midcell.  While the septation index of a control culture of 
asynchronous cells (MtbRv) was constant throughout the time course, this metric 
varied in a periodic manner in the Mtbcos strain.  The majority of cells arrested at 
the non-permissive temperature had an FhaA focus at midcell, which is likely an 
artifact of the DnaA inactivation.  The septation index of Mtbcos cells quickly 
decreased upon shift to the permissive temperature, falling below the index of 
unsynchronized cultures by 12 hours.  Septation reached a peak in the 
synchronized cultures between 27 and 33 hours after release, marking the 
cytokinesis phase of the cell cycle (Figure 2.2).  
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Figure 2.2. Synchronous 
septation in Mtbcos 
after release into 
permissive temperature.  
Percentage of Mtbcos 
(top) and MtbRv (bottom) 
populations containing an 
fhaA focus localized at 
midcell after release into 
permissive temperature. 
Data points are 
representative of two 
biological replicates. The 
blue line is a smoothed 
line obtained via 
Gaussian Process 
smoothing. The blue band 
indicates 95% confidence 
interval (±1.96*S. Where 
S is the estimated 
standard deviation at the 
X-coordinate from the 
model based on variance 
of the training data and 
surrounding points). 
Significant difference 
between between Mtbcos and MtbRv curves was determined using a likelihood 
ratio test which determines if the data is fit best by a combined model (null 
hypothesis) or separate strain specific models (alternate 
hypothesis).  Log_likelihood  difference between combined and separate models 
= -38.489,  p-value (chi-squared distribution; df=3) = 1.1e-16  
 
To monitor chromosomal replication, we devised a quantitative PCR assay to 
quantify the relative abundance of DNA at the origin (ori) and terminus (ter) of 
replication. Upon initiation of replication, the cell will have an ori:ter ratio of 2:1, 
and this ratio should be maintained until the terminus is duplicated.  As we 
observed for septation index, the ori:ter ratio remained constant in 
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unsynchronized cultures.  In contrast, the ori:ter ratio peaked twice in the 
synchronized cultures (Figure 2.3). Based on the period when the ori:ter ratio 
increases above 1.0, the first peak lasted for a duration of approximately 12 
hours (between 15h-27h post release) and second one lasted between 48-hrs 
post release and the end of the study. Based on these data, we estimate that our 
timecourse captured approximately 1.5 cell cycles.  Both the septation index and 
ori/ter ratio varied by approximately 50% of the range expected of fully 
synchronized cells, indicating that the synchrony of our cultures was incomplete.   
Regardless, these observations indicated that DNA replication is temporally 
segregated from cytokinesis in Mtb, and the cultures were sufficiently 
synchronized to perform 
transcriptional profiling. 
Figure 2.3 Synchronous DNA 
replication in Mtbcos after 
release into permissive 
temperature. Origin/terminus 
assay to determine the DNA 
replication phase. Relative 
ori/ter ratio of Mtbcos (left) and 
MtbRv (right) populations after 
release in permissive 
temperature. Data points are 
representative of two biological 
replicates. Blue line is a 
smoothed line obtained by 
Gaussian Process smoothing. 
The blue band indicates 95% 
confidence interval (±1.96*S. 
Where S is the estimated 
standard deviation at the X-
coordinate from the model 
based on variance of the 
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training data and surrounding points).  Significant difference between Mtbcos and 
MtbRv curves was determined using a likelihood ratio test (log_likelihood 
difference between combined and separate models = -12.412, p-value (chi-
squared distribution; df=3) = 1.679e-05 
 
 
 
Periodic gene expression correlates with cell cycle progression 
In order to investigate whether gene expression changes are associated with 
major cellular events like DNA replication and cytokinesis, we profiled mRNA 
abundance in synchronized cultures every 3 hours across a 54-hour time course.  
After normalization and scaling, we first assessed correlation patterns in the 
dataset.  The initial time point after temperature shift to 37ºC was uncorrelated 
with the rest of the datasets, presumably due to an adjustment to the 
temperature shift and was omitted from subsequent analyses.  For the remaining 
data, we found the highest degree of correlation between adjacent time points, 
as expected for a time-resolved dataset (Figure 2.4). While this was generally 
true for both the synchronized Mtbcos and unsynchronized MtbRv strains, the 
correlation matrix from the Mtbcos cultures displayed a distinct three-block 
structure suggesting the presence of transcriptionally distinct phases. 
 
Figure 2.4 Synchronized Mtbcos 
displays a distinct global transcription 
signature from unsynchronized 
MtbRv.  Correlation matrices of counts 
normalized (using DESeq (Love et al., 2014))  
for single replicates of Mtbcos (left) and 
MtbRv (right) for all 16 timepoints. (Blue: 
Pearson’s correlation coefficient=0; Yellow: 
Pearson’s correlation coefficient=1). 
 17 
This structure is even more apparent upon hierarchical clustering, which revealed 
a pattern of gene expression consistent with an ordered progression of events 
throughout the time course (Figure 2.5) with genes peaking early (top left), in the 
middle (center) and late (bottom right). 
Figure 2.5 
Transcriptionally distinct 
phases during Mtbcos 
cell cycle progression. 
Hierarchical clustering of 
significantly expressed 
genes in a single replicate 
of Mtbcos (log transformed 
DESeq normalized counts, 
centered around the mean, 
similarity metric: centered 
correlation, clustering 
method: centroid linkage). 
Each row is a gene. Each 
column is a timepoint. 
Clustering was performed in 
Cluster 3.0. Heatmap was 
generated in Java Treview. 
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To take advantage of both replicate measurements and the relatedness of 
adjacent time points, we used a Gaussian Process (GP) smoothing approach to 
estimate relative expression levels of each gene across the time course (Figure 
2.6). The fitted values from the GP model generally interpolate well between the 
observed data at each time point. Averaging between adjacent time points to 
reduce noise also presents a smoother expression profile.  
 
 
Figure 2.6 Smoothing expression data using a Gaussian Process. 
Expression profile of the DNA polymerase polA. Data from two replicates (yellow 
and blue dashed lines) and Gaussian Process fit (solid blue line) are shown. 
(Purple line is a sine fit line described below). The blue band indicates 95% 
confidence interval (calculated as ±1.96*S. Where S is the estimated standard 
deviation at the X-coordinate from the model based on variance of the training 
data and surrounding points.  Y axis: Normalised DESeq values. The DESeq 
value for each time point was normalized to the mean expression value across all 
time points. 
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The expression of many genes with known cell-cycle related functions were 
found to peak during the appropriate period.  For example,  genes that are 
important for cell division, such as the regulator, mtrA (Plocinska et al., 2012) or 
the septal components, sepF (Gola et al., 2015) and sepIVA (Wu et al., 2018), 
peak in expression once during cytokinesis. Similarly, genes important for DNA 
replication, such as those encoding DNA primase (dnaG), the replicative 
polymerase (polA) and helicase (helY) display two expression peaks during this 
time course, corresponding to DNA replication (Figure 2.7).   
 
Figure 2.7. Transcriptional compartmentalization of cell division and DNA 
replication genes. Y axis: Normalised DeSeq values of genes involved in cell 
division and DNA replication. X axis: hours post release into permissive 
temperature. Proposed cytokinesis window (from Fig 2.2) is 27-33 hours. 
Proposed DNA replication windows (from Fig 2.3) are 15-27 hours and 48-55 
hours. 
 
In addition, we found that the expression pattern of several primary metabolic 
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pathways mirrored these cell-cycle related genes, and suggested alterations in 
metabolic flux.  For example, genes necessary for the arginine biosynthesis were 
co-regulated and have opposing expression patterns to genes involved in 
arginine catabolism (Figure 2.8). 
  
Figure 2.8. Transcriptional compartmentalization of arginine metabolism 
genes. Y axis: Normalised DeSeq values of genes involved in arginine 
anabolism and catabolism. X axis : hours post release into permissive 
temperature. Proposed cytokinesis window (from Fig 2.2) is 27-33 hours. 
Proposed DNA replication windows (from Fig 2.3) are 15-27 hours and 48-55 
hours. 
 
We sought to more formally define genes with an expression pattern consistent 
with cell cycle progression.  First, we removed genes with correlated expression 
patterns in synchronized and unsynchronized cultures to minimize the effect of 
changes in culture conditions during the time course. Next, we fit the raw data 
from both replicates for each gene to a sinusoidal function with the expected 
period of the Mtb cell cycle, optimizing the parameters for trend, amplitude, 
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period and phase. Genes with a period outside the range of reasonable 
expectations based on the Mtb cell cycle were filtered out, along with genes with 
low overall expression or high variance between replicates. A goodness-of-fit 
criterion based on curve fitting residuals was applied, which maximized the 
difference in genes discovered in synchronized versus unsynchronized cultures. 
These criteria were determined to produce a false discovery rate of 0.35% using 
a permuted dataset, and a 2.6-fold enrichment in genes discovered in the 
synchronized data set, compared to the unsynchronized set.  485 genes were 
categorized as periodically expressed	(Figure 2.9).  
 
 
Fig 2.9. Genes expressed periodically during 
Mtbcos cell cycle progression. Relative 
expression (standard normalized DESeq counts - 
each value is subtracted by the mean for that gene 
across time and then divided by the standard 
deviation) of 485 periodically expressed genes in 
Mtbcos (rows) sorted by peak expression time 
(columns). Value: fold change from mean. Count: 
number of genes with that particular fold change  
 
 
 
 
 
 
 
G
enes>
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All major functional categories of genes annotated in the Mtb genome were 
represented in this dataset (Figure 2.10) indicating that periodic gene expression 
is not restricted only to genes dedicated to cell cycle progression.  
 
Fig 2.10. Proportion of periodic genes in different functional categories. 
Functional categories described as COG (Cluster of Orthologous Genes) 
categories. Height of each bar represents the fraction of each COG category that 
is periodically expressed. 
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Clustering this set of periodically-regulated genes further highlighted the 
association between gene function and cell cycle stage.  Genes were distributed 
into 8 clusters using hierarchical clustering of the Mtbcos expression profiles, 
producing groups of coordinately regulated genes with peak expression values 
distributed across the time course. These clusters could then be further divided 
into two groups. Figure 2.11 shows the first group, clusters containing genes 
with expression peaks during (and around) the cytokinesis window -Cluster# 
1,2,3,7,8. 
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Fig 2.11. Clusters of periodically regulated genes with expression peaks 
during the cytokinesis phase. X axis: Hours post release into permissive 
temperature. Y axis: standard normalized DESeq counts - each value is 
subtracted by the mean for that gene across time and then divided by the 
standard deviation. Proposed cytokinesis window (from Figure 2.2) is 27-
33hours.   
 
 
Table 2.1 Periodically regulated Mtbcos genes with expression peaks 
during cytokinesis. Identities of the genes present in the clusters in Figure 2.11.  
 
ORF ID Gene Functional Category  (COG) Cluster ID 
Rv0053 rpsF Translation, ribosomal structure and biogenesis 1 
Rv0055 rpsR1 Translation, ribosomal structure and biogenesis 1 
Rv0682 rpsL Translation, ribosomal structure and biogenesis 1 
Rv0683 rpsG Translation, ribosomal structure and biogenesis 1 
Rv0700 rpsJ Translation, ribosomal structure and biogenesis 1 
Rv1641 infC Translation, ribosomal structure and biogenesis 1 
Rv1642 rpmI Translation, ribosomal structure and biogenesis 1 
Rv1643 rplT Translation, ribosomal structure and biogenesis 1 
Rv2441c rpmA Translation, ribosomal structure and biogenesis 1 
Rv2442c rplU Translation, ribosomal structure and biogenesis 1 
Rv2890c rpsB Translation, ribosomal structure and biogenesis 1 
Rv3461c rpmJ Translation, ribosomal structure and biogenesis 1 
Rv3462c infA Translation, ribosomal structure and biogenesis 1 
Rv3924c rpmH Translation, ribosomal structure and biogenesis 1 
Rv1298 rpmE Translation, ribosomal structure and biogenesis 2 
Rv2629 - Translation, ribosomal structure and biogenesis 2 
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Rv0120c fusA2 Translation, ribosomal structure and biogenesis 3 
Rv2785c rpsO Translation, ribosomal structure and biogenesis 3 
Rv2882c frr Translation, ribosomal structure and biogenesis 3 
Rv1080c greA Transcription 1 
Rv2703 sigA Transcription 1 
Rv0038 - Transcription 2 
Rv0047c - Transcription 2 
Rv0135c - Transcription 2 
Rv0275c - Transcription 2 
Rv1343c lprD Transcription 2 
Rv1390 rpoZ Transcription 2 
Rv1404 - Transcription 2 
Rv1960c parD1 Transcription 2 
Rv2711 ideR Transcription 2 
Rv2718c nrdR Transcription 2 
Rv2840c - Transcription 2 
Rv2925c rnc Transcription 2 
Rv3249c - Transcription 2 
Rv0144 - Transcription 3 
Rv0472c - Transcription 3 
Rv3050c - Transcription 3 
Rv0667 rpoB Transcription 8 
Rv0792c - Transcription 8 
Rv0981 mprA Transcription 8 
Rv1049 - Transcription 8 
Rv1221 sigE Transcription 8 
Rv2021c - Transcription 8 
Rv2324 - Transcription 8 
Rv2710 sigB Transcription 8 
Rv2884 - Transcription 8 
Rv3173c - Transcription 8 
Rv3246c mtrA Transcription 8 
Rv3574 kstR Transcription 8 
Rv3583c - Transcription 8 
Rv1772 - Signal transduction mechanisms 2 
Rv1827 garA Signal transduction mechanisms 2 
Rv1996 - Signal transduction mechanisms 2 
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Rv3769 - Signal transduction mechanisms 2 
Rv0490 senX3 Signal transduction mechanisms 3 
Rv0998 - Signal transduction mechanisms 3 
Rv1102c mazF3 Signal transduction mechanisms 3 
Rv1625c cya Signal transduction mechanisms 3 
Rv2368c phoH1 Signal transduction mechanisms 3 
Rv2624c - Signal transduction mechanisms 7 
Rv3287c rsbW Signal transduction mechanisms 8 
Rv0726c - Secondary metabolites biosynthesis, transport and 
catabolism 
2 
Rv3545c cyp125 Secondary metabolites biosynthesis, transport and 
catabolism 
2 
Rv3767c - Secondary metabolites biosynthesis, transport and 
catabolism 
2 
Rv1880c cyp140 Secondary metabolites biosynthesis, transport and 
catabolism 
3 
Rv1925 fadD31 Secondary metabolites biosynthesis, transport and 
catabolism 
3 
Rv2740 ephG Secondary metabolites biosynthesis, transport and 
catabolism 
3 
Rv2941 fadD28 Secondary metabolites biosynthesis, transport and 
catabolism 
3 
Rv1394c cyp132 Secondary metabolites biosynthesis, transport and 
catabolism 
7 
Rv2935 ppsE Secondary metabolites biosynthesis, transport and 
catabolism 
7 
Rv0145 - Secondary metabolites biosynthesis, transport and 
catabolism 
8 
Rv1372 - Secondary metabolites biosynthesis, transport and 
catabolism 
8 
Rv0001 dnaA Replication, recombination and repair 1 
Rv0054 ssb Replication, recombination and repair 1 
Rv2659c - Replication, recombination and repair 2 
Rv2986c hupB Replication, recombination and repair 2 
Rv3387 - Replication, recombination and repair 2 
Rv1633 uvrB Replication, recombination and repair 3 
Rv1578c - Replication, recombination and repair 7 
Rv1586c - Replication, recombination and repair 7 
Rv1156 - Replication, recombination and repair 8 
Rv0125 pepA Posttranslational modification, protein turnover, 
chaperones 
1 
Rv2428 ahpC Posttranslational modification, protein turnover, 
chaperones 
1 
Rv3418c groES Posttranslational modification, protein turnover, 
chaperones 
1 
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Rv0677c mmpS5 Posttranslational modification, protein turnover, 
chaperones 
2 
Rv2031c hspX Posttranslational modification, protein turnover, 
chaperones 
2 
Rv2110c prcB Posttranslational modification, protein turnover, 
chaperones 
3 
Rv3053c nrdH Posttranslational modification, protein turnover, 
chaperones 
3 
Rv0350 dnaK Posttranslational modification, protein turnover, 
chaperones 
8 
Rv0563 htpX Posttranslational modification, protein turnover, 
chaperones 
8 
Rv1593c - Nucleotide transport and metabolism 2 
Rv0570 nrdZ Nucleotide transport and metabolism 3 
Rv2883c pyrH Nucleotide transport and metabolism 3 
Rv3052c nrdI Nucleotide transport and metabolism 3 
Rv0046c ino1 Lipid transport and metabolism 2 
Rv0244c fadE5 Lipid transport and metabolism 2 
Rv0271c fadE6 Lipid transport and metabolism 2 
Rv1142c echA10 Lipid transport and metabolism 2 
Rv1323 fadA4 Lipid transport and metabolism 2 
Rv2182c - Lipid transport and metabolism 2 
Rv3229c desA3 Lipid transport and metabolism 2 
Rv0571c - Lipid transport and metabolism 3 
Rv0859 fadA Lipid transport and metabolism 3 
Rv0873 fadE10 Lipid transport and metabolism 3 
Rv2187 fadD15 Lipid transport and metabolism 3 
Rv2499c - Lipid transport and metabolism 3 
Rv2500c fadE19 Lipid transport and metabolism 3 
Rv2724c fadE20 Lipid transport and metabolism 3 
Rv3084 lipR Lipid transport and metabolism 3 
Rv3139 fadE24 Lipid transport and metabolism 3 
Rv3140 fadE23 Lipid transport and metabolism 3 
Rv3538 - Lipid transport and metabolism 3 
Rv3582c ispD Lipid transport and metabolism 8 
Rv0638 secE1 Intracellular trafficking, secretion, and vesicular transport 8 
Rv3846 sodA Inorganic ion transport and metabolism 1 
Rv0500A - Inorganic ion transport and metabolism 2 
Rv0815c cysA2 Inorganic ion transport and metabolism 2 
Rv0821c phoY2 Inorganic ion transport and metabolism 2 
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Rv1284 canA Inorganic ion transport and metabolism 2 
Rv2329c narK1 Inorganic ion transport and metabolism 2 
Rv3049c - Inorganic ion transport and metabolism 2 
Rv3083 - Inorganic ion transport and metabolism 2 
Rv3117 cysA3 Inorganic ion transport and metabolism 2 
Rv0932c pstS2 Inorganic ion transport and metabolism 3 
Rv1286 cysN Inorganic ion transport and metabolism 3 
Rv1876 bfrA Inorganic ion transport and metabolism 3 
Rv3283 sseA Inorganic ion transport and metabolism 3 
Rv3841 bfrB Inorganic ion transport and metabolism 3 
Rv3854c ethA Inorganic ion transport and metabolism 3 
Rv0711 atsA Inorganic ion transport and metabolism 8 
Rv2140c TB18.6 General function prediction only 1 
Rv2715 - General function prediction only 1 
Rv0060 - General function prediction only 2 
Rv0129c fbpC General function prediction only 2 
Rv0301 vapC2 General function prediction only 2 
Rv0676c mmpL5 General function prediction only 2 
Rv1245c - General function prediction only 2 
Rv1542c glbN General function prediction only 2 
Rv1894c - General function prediction only 2 
Rv3832c - General function prediction only 2 
Rv0148 - General function prediction only 3 
Rv0253 nirD General function prediction only 3 
Rv0805 - General function prediction only 3 
Rv1479 moxR1 General function prediction only 3 
Rv1637c - General function prediction only 3 
Rv1869c - General function prediction only 3 
Rv1912c fadB5 General function prediction only 3 
Rv2438c nadE General function prediction only 3 
Rv3045 adhC General function prediction only 3 
Rv3337 - General function prediction only 3 
Rv3526 kshA General function prediction only 3 
Rv3856c - General function prediction only 3 
Rv1397c vapC10 General function prediction only 8 
Rv1403c - General function prediction only 8 
Rv1405c - General function prediction only 8 
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Rv3161c - General function prediction only 8 
Rv1009 rpfB Function unknown 1 
Rv1615 - Function unknown 1 
Rv2120c - Function unknown 1 
Rv2429 ahpD Function unknown 1 
Rv0012 - Function unknown 2 
Rv0473 - Function unknown 2 
Rv0887c - Function unknown 2 
Rv1072 - Function unknown 2 
Rv2204c - Function unknown 2 
Rv2676c - Function unknown 2 
Rv3735 - Function unknown 2 
Rv2146c - Function unknown 3 
Rv2411c - Function unknown 3 
Rv3755c - Function unknown 3 
Rv0140 - Function unknown 7 
Rv1375 - Function unknown 7 
Rv1619 - Function unknown 7 
Rv0991c - Function unknown 8 
Rv1766 - Function unknown 8 
Rv2022c - Function unknown 8 
Rv2707 - Function unknown 8 
Rv3603c - Function unknown 8 
Rv0211 pckA Energy production and conversion 2 
Rv0252 nirB Energy production and conversion 2 
Rv0467 icl1 Energy production and conversion 2 
Rv1732c - Energy production and conversion 2 
Rv1854c ndh Energy production and conversion 2 
Rv1915 aceAa Energy production and conversion 2 
Rv2007c fdxA Energy production and conversion 2 
Rv2495c bkdC Energy production and conversion 2 
Rv2496c bkdB Energy production and conversion 2 
Rv2713 sthA Energy production and conversion 2 
Rv3230c - Energy production and conversion 2 
Rv3250c rubB Energy production and conversion 2 
Rv3251c rubA Energy production and conversion 2 
Rv1177 fdxC Energy production and conversion 3 
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Rv1248c - Energy production and conversion 3 
Rv1837c glcB Energy production and conversion 3 
Rv1855c - Energy production and conversion 3 
Rv2193 ctaE Energy production and conversion 3 
Rv2195 qcrA Energy production and conversion 3 
Rv2455c - Energy production and conversion 3 
Rv3079c - Energy production and conversion 3 
Rv0575c - Energy production and conversion 7 
Rv0791c - Energy production and conversion 8 
Rv1471 trxB1 Energy production and conversion 8 
Rv1218c - Defense mechanisms 3 
Rv1730c - Defense mechanisms 3 
Rv0260c - Coenzyme transport and metabolism 2 
Rv0864 moaC2 Coenzyme transport and metabolism 2 
Rv1159A - Coenzyme transport and metabolism 2 
Rv1416 ribH Coenzyme transport and metabolism 3 
Rv2218 lipA Coenzyme transport and metabolism 3 
Rv2392 cysH Coenzyme transport and metabolism 3 
Rv1315 murA Cell wall/membrane/envelope biogenesis 3 
Rv3407 vapB47 Cell cycle control, cell division, chromosome partitioning 2 
Rv2830c vapB22 Cell cycle control, cell division, chromosome partitioning 8 
Rv1096 - Carbohydrate transport and metabolism 1 
Rv0363c fba Carbohydrate transport and metabolism 2 
Rv0485 - Carbohydrate transport and metabolism 2 
Rv0501 galE2 Carbohydrate transport and metabolism 2 
Rv0489 gpm1 Carbohydrate transport and metabolism 3 
Rv2220 glnA1 Amino acid transport and metabolism 1 
Rv3722c - Amino acid transport and metabolism 1 
Rv2320c rocE Amino acid transport and metabolism 2 
Rv2321c rocD2 Amino acid transport and metabolism 2 
Rv1178 - Amino acid transport and metabolism 3 
Rv1601 hisB Amino acid transport and metabolism 3 
Rv1603 hisA Amino acid transport and metabolism 3 
Rv2773c dapB Amino acid transport and metabolism 3 
Rv2919c glnB Amino acid transport and metabolism 3 
Rv0790c - Amino acid transport and metabolism 8 
Rv1075c - Amino acid transport and metabolism 8 
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Rv2323c - Amino acid transport and metabolism 8 
Rv2780 ald Amino acid transport and metabolism 8 
Rv3290c lat Amino acid transport and metabolism 8 
Rv0298 -   1 
Rv0692 -   1 
Rv1172c PE12   1 
Rv1195 PE13   1 
Rv1196 PPE18   1 
Rv1197 esxK   1 
Rv1810 -   1 
Rv1980c mpt64   1 
Rv2430c PPE41   1 
Rv2431c PE25   1 
Rv3135 PPE50   1 
Rv3780 -   1 
Rv3852 hns   1 
Rv0157A -   2 
Rv0239 vapB24   2 
Rv0397A -   2 
Rv0559c -   2 
Rv0569 -   2 
Rv0572c -   2 
Rv0686 -   2 
Rv0814c sseC2   2 
Rv0863 -   2 
Rv0885 -   2 
Rv1073 -   2 
Rv1094 desA2   2 
Rv1103c mazE3   2 
Rv1211 -   2 
Rv1351 -   2 
Rv1419 -   2 
Rv1738 -   2 
Rv1791 PE19   2 
Rv1806 PE20   2 
Rv1831 -   2 
Rv1883c -   2 
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Rv1891 -   2 
Rv2050 -   2 
Rv2111c pup   2 
Rv2169c -   2 
Rv2172c -   2 
Rv2632c -   2 
Rv2633c -   2 
Rv2658c -   2 
Rv2708c -   2 
Rv2901c -   2 
Rv3127 -   2 
Rv3219 whiB1   2 
Rv3252c alkB   2 
Rv3371 -   2 
Rv3412 -   2 
Rv3416 whiB3   2 
Rv3614c espD   2 
Rv3615c espC   2 
Rv3616c espA   2 
Rv3865 espF   2 
Rv0061c -   3 
Rv0463 -   3 
Rv0530A -   3 
Rv0730 -   3 
Rv0824c desA1   3 
Rv1261c -   3 
Rv1342c -   3 
Rv1906c -   3 
Rv1962A vapB35   3 
Rv2097c pafA   3 
Rv2162c PE_PGRS38   3 
Rv2175c -   3 
Rv2180c -   3 
Rv2185c TB16.3   3 
Rv2237A -   3 
Rv2576c -   3 
Rv2772c -   3 
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Rv3016 lpqA   3 
Rv3489 -   3 
Rv3519 -   3 
Rv3528c -   3 
Rv3613c -   3 
Rv3734c tgs2   3 
Rv0678 -   7 
Rv2714 -   7 
Rv0300 vapB2   8 
Rv0313 -   8 
Rv0810c -   8 
Rv0990c -   8 
Rv1398c vapB10   8 
Rv1888c -   8 
Rv2628 -   8 
Rv2657c -   8 
Rv2694c -   8 
Rv2699c -   8 
Rv3131 -   8 
Rv3288c usfY   8 
Rv3289c -   8 
Rv3864 espE   8 
 
The second group, shown in  Figure 2.12, contains clusters of genes with 
expression peaks during DNA replication - Cluster# 4,5 and 6. 	
 
Fig 2.12. Clusters of periodically regulated genes with expression peaks 
during the DNA replication phases. X axis: Hours post release into permissive 
temperature. Y axis: standard normalized DESeq counts where each value is 
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subtracted by the mean for that gene across time and then divided by the 
standard deviation. Proposed DNA replication windows (from Figure 2.3) are 15-
27 hours and 48-55 hours. 
 
 
 
Table 2.2. Periodically regulated Mtbcos genes with expression peaks 
during DNA replication. Identities of the genes present in the clusters in Figure 
2.12. (Genes with defined roles in DNA replication are depicted in bold). 
 
 
ORF ID gene Functional category (COG) Cluster ID 
Rv0734 mapA Translation, ribosomal structure and biogenesis 4 
Rv1010 ksgA Translation, ribosomal structure and biogenesis 4 
Rv1538c ansA Translation, ribosomal structure and biogenesis 4 
Rv3580c cysS1 Translation, ribosomal structure and biogenesis 4 
Rv1292 argS Translation, ribosomal structure and biogenesis 5 
Rv2614c thrS Translation, ribosomal structure and biogenesis 5 
Rv0823c - Translation, ribosomal structure and biogenesis 6 
Rv1301 - Translation, ribosomal structure and biogenesis 6 
Rv2444c rne Translation, ribosomal structure and biogenesis 6 
Rv3264c manB Translation, ribosomal structure and biogenesis 6 
Rv1020 mfd Transcription 4 
Rv1657 argR Transcription 4 
Rv3328c sigJ Transcription 5 
Rv3132c devS Signal transduction mechanisms 4 
Rv3365c - Signal transduction mechanisms 4 
Rv2028c - Signal transduction mechanisms 5 
Rv3042c serB2 Signal transduction mechanisms 5 
Rv0778 cyp126 Secondary metabolites biosynthesis, transport and 
catabolism 
4 
Rv3495c lprN Secondary metabolites biosynthesis, transport and 
catabolism 
4 
Rv3800c pks13 Secondary metabolites biosynthesis, transport and 
catabolism 
4 
Rv2343c dnaG Replication, recombination and repair 4 
Rv2092c helY Replication, recombination and repair 5 
Rv0861c ercc3 Replication, recombination and repair 6 
Rv1629 polA Replication, recombination and repair 6 
Rv0291 mycP3 Posttranslational modification, protein turnover, 
chaperones 
4 
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Rv0528 - Posttranslational modification, protein turnover, 
chaperones 
4 
Rv1223 htrA Posttranslational modification, protein turnover, 
chaperones 
4 
Rv1796 mycP5 Posttranslational modification, protein turnover, 
chaperones 
4 
Rv3421c - Posttranslational modification, protein turnover, 
chaperones 
4 
Rv2238c ahpE Posttranslational modification, protein turnover, 
chaperones 
5 
Rv1380 pyrB Nucleotide transport and metabolism 4 
Rv1381 pyrC Nucleotide transport and metabolism 4 
Rv1383 carA Nucleotide transport and metabolism 4 
Rv1384 carB Nucleotide transport and metabolism 4 
Rv0803 purL Nucleotide transport and metabolism 5 
Rv1341 - Nucleotide transport and metabolism 5 
Rv3396c guaA Nucleotide transport and metabolism 5 
Rv0154c fadE2 Lipid transport and metabolism 4 
Rv0243 fadA2 Lipid transport and metabolism 4 
Rv1071c echA9 Lipid transport and metabolism 4 
Rv1467c fadE15 Lipid transport and metabolism 4 
Rv1679 fadE16 Lipid transport and metabolism 4 
Rv2790c ltp1 Lipid transport and metabolism 4 
Rv2482c plsB2 Lipid transport and metabolism 5 
Rv2612c pgsA1 Lipid transport and metabolism 5 
Rv3807c - Lipid transport and metabolism 5 
Rv0222 echA1 Lipid transport and metabolism 6 
Rv0860 fadB Lipid transport and metabolism 6 
Rv3814c - Lipid transport and metabolism 6 
Rv0613c - Intracellular trafficking, secretion, and vesicular 
transport 
5 
Rv0083 - Inorganic ion transport and metabolism 4 
Rv0103c ctpB Inorganic ion transport and metabolism 4 
Rv3044 fecB Inorganic ion transport and metabolism 4 
Rv3200c - Inorganic ion transport and metabolism 4 
Rv0107c ctpI Inorganic ion transport and metabolism 5 
Rv0425c ctpH Inorganic ion transport and metabolism 5 
Rv0908 ctpE Inorganic ion transport and metabolism 5 
Rv2326c - Inorganic ion transport and metabolism 6 
Rv0133 - General function prediction only 4 
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Rv0202c mmpL11 General function prediction only 4 
Rv0774c - General function prediction only 4 
Rv1191 - General function prediction only 4 
Rv1639c - General function prediction only 4 
Rv1668c - General function prediction only 4 
Rv2508c - General function prediction only 4 
Rv2672 - General function prediction only 4 
Rv2771c - General function prediction only 4 
Rv2781c - General function prediction only 4 
Rv2782c pepR General function prediction only 4 
Rv3228 - General function prediction only 4 
Rv3808c glfT2 General function prediction only 4 
Rv3813c - General function prediction only 4 
Rv3910 - General function prediction only 4 
Rv1258c - General function prediction only 5 
Rv2214c ephD General function prediction only 5 
Rv2216 - General function prediction only 5 
Rv2477c - General function prediction only 5 
Rv0906 - General function prediction only 6 
Rv1410c - General function prediction only 6 
Rv2366c - General function prediction only 6 
Rv2942 mmpL7 General function prediction only 6 
Rv0295c - Function unknown 4 
Rv0926c - Function unknown 4 
Rv1117 - Function unknown 4 
Rv2272 - Function unknown 4 
Rv3524 - Function unknown 4 
Rv3737 - Function unknown 4 
Rv1069c - Function unknown 5 
Rv2230c - Function unknown 5 
Rv1423 whiA Function unknown 6 
Rv3626c - Function unknown 6 
Rv0409 ackA Energy production and conversion 4 
Rv1623c cydA Energy production and conversion 4 
Rv1736c narX Energy production and conversion 4 
Rv2739c - Energy production and conversion 4 
Rv3149 nuoE Energy production and conversion 4 
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Rv3303c lpdA Energy production and conversion 4 
Rv3673c - Energy production and conversion 4 
Rv1751 - Energy production and conversion 5 
Rv3151 nuoG Energy production and conversion 5 
Rv1162 narH Energy production and conversion 6 
Rv2454c - Energy production and conversion 6 
Rv1457c - Defense mechanisms 5 
Rv0555 menD Coenzyme transport and metabolism 4 
Rv1568 bioA Coenzyme transport and metabolism 4 
Rv1569 bioF1 Coenzyme transport and metabolism 4 
Rv1595 nadB Coenzyme transport and metabolism 4 
Rv2062c cobN Coenzyme transport and metabolism 4 
Rv2066 cobI Coenzyme transport and metabolism 4 
Rv2173 idsA2 Coenzyme transport and metabolism 4 
Rv2207 cobT Coenzyme transport and metabolism 4 
Rv2850c - Coenzyme transport and metabolism 4 
Rv3704c gshA Coenzyme transport and metabolism 4 
Rv0509 hemA Coenzyme transport and metabolism 5 
Rv2453c mobA Coenzyme transport and metabolism 6 
Rv3606c folK Coenzyme transport and metabolism 6 
Rv3608c folP1 Coenzyme transport and metabolism 6 
Rv1018c glmU Cell wall/membrane/envelope biogenesis 4 
Rv1511 gmdA Cell wall/membrane/envelope biogenesis 4 
Rv2404c lepA Cell wall/membrane/envelope biogenesis 4 
Rv3104c - Cell wall/membrane/envelope biogenesis 5 
Rv1783 eccC5 Cell cycle control, cell division, chromosome 
partitioning 
6 
Rv0186 bglS Carbohydrate transport and metabolism 4 
Rv2047c - Carbohydrate transport and metabolism 4 
Rv1446c opcA Carbohydrate transport and metabolism 5 
Rv1449c tkt Carbohydrate transport and metabolism 5 
Rv0127 mak Carbohydrate transport and metabolism 6 
Rv2029c pfkB Carbohydrate transport and metabolism 6 
Rv3257c pmmA Carbohydrate transport and metabolism 6 
Rv0522 gabP Amino acid transport and metabolism 4 
Rv1093 glyA1 Amino acid transport and metabolism 4 
Rv1166 lpqW Amino acid transport and metabolism 4 
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Rv1296 thrB Amino acid transport and metabolism 4 
Rv1653 argJ Amino acid transport and metabolism 4 
Rv2539c aroK Amino acid transport and metabolism 4 
Rv2996c serA1 Amino acid transport and metabolism 4 
Rv0858c dapC Amino acid transport and metabolism 5 
Rv1295 thrC Amino acid transport and metabolism 5 
Rv1654 argB Amino acid transport and metabolism 5 
Rv1655 argD Amino acid transport and metabolism 5 
Rv1656 argF Amino acid transport and metabolism 5 
Rv1658 argG Amino acid transport and metabolism 5 
Rv2476c gdh Amino acid transport and metabolism 5 
Rv2192c trpD Amino acid transport and metabolism 6 
Rv2334 cysK1 Amino acid transport and metabolism 6 
Rv2335 cysE Amino acid transport and metabolism 6 
Rv2538c aroB Amino acid transport and metabolism 6 
Rv0080 -   4 
Rv0175 -   4 
Rv0236c aftD   4 
Rv0256c PPE2   4 
Rv0954 -   4 
Rv1590 -   4 
Rv2608 PPE42   4 
Rv2980 -   4 
Rv3210c -   4 
Rv3508 PE_PGRS54   4 
Rv3909 -   4 
Rv3212 -   5 
Rv3885c eccE2   5 
 
 
In both cluster groups, we find genes with defined roles in either cytokinesis or 
DNA replication (highlighted in bold in Table 2.1 and Table 2.2) indicating that, at 
least in some cases, expression patterns are consistent with gene function. 
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The periodically regulated gene set (485 genes) in Mtb represents 12% of the 
genome, whereas 19% of the C crescentus genome was previously found to be 
cell cycle associated (Laub et al., 2000)(Fang et al., 2013).  In order to 
investigate whether similar cellular functions are periodically regulated in these 
phylogenetically diverse organisms, we compared the expression patterns of 
orthologous genes. Out of the 880 mutual orthologs identified as being reciprocal 
best BLAST matches, 229 genes were defined as cell cycle regulated in C. 
crescentus by virtue of being differentially expressed over time in synchronized 
cultures (Fang et al., 2013) and we found 142 to be periodically expressed in Mtb 
with an overlap of 39 genes (Figure 2.13). This overlap contains a number of 
genes with known cell cycle associated functions, such as the DNA replication 
initiator, dnaA, the DNA primase dnaG and nucleotide biogenesis (nrdZ, purl, 
pyrB). However, the modest degree of overlap also suggests that independent 
sets of genes are periodically expressed in these two phylogenetically distinct 
organisms. (Figure 2.13). 
 
 
 
Fig 2.13. A small fraction of periodically 
regulated genes from Mtb and C. crescentus 
overlap. Overlap between periodically expressed 
(Mtbcos) and differentially expressed (C. crescentus) 
mutual orthologs.  
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Table 2.3. 39 genes that are periodically regulated in both M. tuberculosis  
and C. crescentus. Genes with known cell cycle associated functions are in 
bold.     
  
MTB periodic 
genes 
(this study) 
Caulobacter CCR 
genes 
(Fang et al., 2013) 
Gene Description Function 
Rv0053 CCNA_01741 rpsF 30S ribosomal protein S6 Translation 
Rv0252 CCNA_00651 nirB Nitrite reductase Respiration-anerobic 
Rv1595 CCNA_03007 nadB L-aspartate oxidase Respiration 
Rv1623c CCNA_00800 cydA Cytochrome bd oxidase Respiration 
Rv2392 CCNA_01179 cysH 5’-adenosinephosphosulphate reductase 
Redox balance-Reduced 
sulfur metabolite synthesis 
Rv3250c CCNA_02580 rubB Rubredoxin Redox balance-Antioxidant systems 
Rv2334 CCNA_03740 cysK1 O-acetylserine sulfhydrylase Redox balance (cysteine biosynthesis) 
Rv3418c CCNA_00722 groES Chaperonin Protein turnover- important for nirBD activity 
Rv2718c CCNA_01420 nrdR Transcriptional repressor 
Nucleotide biosynthesis 
-Represses 
ribonucleotide reductase 
nrd genes 
Rv1380 CCNA_02525 pyrB Aspartate carbamoyltransferase Nucleotide biogenesis (Pyrimidines) 
Rv0803 CCNA_02586 purL 
phosphoribosylformylglycinamidine 
synthase 
 
Nucleotide biogenesis 
(purines) 
Rv0570 CCNA_03607 nrdZ Ribonucleotide reductase Nucleotide biogenesis 
Rv0001 CCNA_00008 dnaA Chromosomal replication initiator protein 
Nucleoid replication 
initiation 
Rv2220 CCNA_02047 glnA1 Glutamine synthetase Nitrogen metabolism via ammonia assimilation 
Rv2476c CCNA_00086 gdh Glutamate dehydrogenase Nitrogen metabolism 
Rv2919c CCNA_02046 glnB P-II protein Nitrogen metabolism 
Rv2438c CCNA_03734 nadE Glutamine dependent NAD+ synthetase NAD biogenesis 
Rv0154c CCNA_00726 fadE2 Acyl-CoA dehydrogenase Fatty acid beta oxidation 
Rv0244c CCNA_00078 fadE5 Acyl-CoA dehydrogenase Fatty acid beta oxidation 
Rv0860 CCNA_00074 fadB Acyl-CoA dehydrogenase Fatty acid beta oxidation 
Rv2724c CCNA_00077 fadE20 Acyl-CoA dehydrogenase Fatty acid beta oxidation 
Rv1177 CCNA_00691 fdxC Ferredoxin Electron carrier 
Rv2343c CCNA_03144 dnaG DNA primase DNA replication 
Rv1223 CCNA_02846 htrA Periplasmic serine protease Cell wall integrity regulation 
Rv1315 CCNA_02435 murA 
UDP-N-acetylglucosamine 1-
carboxyvinyltransferase 
 
Cell wall biogenesis 
Rv2614c CCNA_00496 thrS Threonine t-RNA ligase Attaches threonine to t-RNA 
Rv2192c CCNA_01975 trpD Anthranilate phosphoribosyltransferase 
Amino acid biosynthesis 
(Tryptophan) 
Rv2996c CCNA_03322 serA1 D-3 phosphoglycerate dehydrogenase 
Amino acid biosynthesis 
(L-serine) 
Rv0148 CCNA_02178 -   
Rv0778 CCNA_00995 cyp126 Putative cytochrome P450 126  
Rv0859 CCNA_00075 -   
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Rv1178 CCNA_01446 -   
Rv1286 CCNA_01549 -   
Rv1394c CCNA_03092 cyp132 Putative cytochrome P450 132  
Rv1751 CCNA_02487 -   
Rv2411c CCNA_01674 -   
Rv2925c CCNA_01630 rnc Ribonuclease III  
Rv3161c CCNA_03222 -   
 
 
mRNA abundance predicts the order of assembly of mycobacterial 
divisome components and regulators   
The order in which large multicomponent structures, such as the flagellum, are 
assembled in bacteria can be predicted based on the transcriptional regulation of 
the corresponding genes(Kalir et al., 2001).  Based on this “just in time” 
transcription model (Zaslaver et al., 2004), we hypothesized that the assembly of 
the large complex of proteins necessary for cell division, aka the “divisome”, may 
follow the same principles and provide a model to test whether mRNA 
abundance could be used to predict the timing of gene function in our system.  
To test this model, we assessed the temporal coincidence between mRNA 
abundance and protein localization at the developing and maturing septum. 
 
To broadly identify genes that are induced during cytokinesis (27-33h), we 
identified genes that only peak once in the time course and clustered genes 
based on similar expression patterns (Figure 2.14).   
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Fig 2.14. Temporal progression in expression among genes that peak in 
expression before, during and after the cytokinesis window. Clusters contain 
groups of genes that are expressed before (Cluster1,2), during (Cluster3,4) and 
after (Cluster5,6) the proposed cytokinesis window of 27-33 hours (Fig2.2). Scale 
bar represents relative expression (GP smoothed, DESeq normalized read 
counts (for each gene, at every time point) divided by the mean for that gene 
across time). 
 
Within these clusters that peak in expression at the appropriate times, we found 
a number of genes known to be involved in cytokinesis (Figure 2.15).  The first to 
be induced was ftsZ, the tubulin-like nucleator of the septum, and the septally-
localized Ser/Thr kinase, pknD. This was followed by the expression of genes 
encoding several divisome-associated proteins, FtsW, SepIVA, and LamA.  After 
these, we found the gene encoding the new pole landmark protein, DivIVA, was 
induced.   
Fig 2.15. Known divisome 
components and regulators peak 
in expression during cytokinesis. 
Y axis indicates scaled relative 
expression: GP smoothed, DESeq 
normalized read counts (for each 
gene, at every time point) divided 
by the mean for that gene across 
time, then plotted on a fraction 
scale. Proposed cytokinesis window 
is 27-33 hours (Fig2.2).     
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To determine if the timing of expression predicted the order of assembly, we 
chose three genes, pknD, ftsW  and divIVA  which peaked in expression early, in 
the middle, and late during the cytokinesis window, respectively. Pairs of these 
proteins were fused with fluorescent tags and their cellular location was 
determined by time lapse microscopy in M. smegmatis, a related mycobacterial 
species that expresses orthologs of these proteins and is an experimentally 
tractable model of mycobacterial division (Kieser and Rubin, 2014).  Dual-color 
fluorescence imaging revealed that PknD, FtsW, and DivIVA appear at the 
developing septum in the order predicted by mRNA abundance (Figure 2.16, 
Figure 2.17, Figure 2.18).  
 
 
 
Fig 2.16. Transcription predicts order of assembly of divisome component 
FtsW and new pole organizing protein DivIVA. (Left) Expression of ftsW and  
divIVA. Y axis indicates scaled relative expression: GP smoothed, DESeq 
normalized read counts (for each gene, at every time point) divided by the mean 
for that gene across time, then plotted on a fraction scale. Proposed cytokinesis 
window is 27-33 hours (Fig2.2). (Right) Time-lapse imaging of M smegmatis 
expressing FtsW-Venus (green) and DivIVA-RFP (red). Time (minutes) before 
the arrival of DivIVA at midcell is indicated. 
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Fig 2.17. Transcription predicts order of assembly of septally localized 
Ser/Thr kinase PknD and new pole organizing protein DivIVA. (Left) 
Expression of pknD and divIVA. Y axis indicates scaled relative expression: GP 
smoothed, DESeq normalized read counts (for each gene, at every time point) 
divided by the mean for that gene across time, then plotted on a fraction scale. 
Proposed cytokinesis window is 27-33 hours (Fig2.2). (Right) Time-lapse imaging 
of M smegmatis expressing PknD-Venus (green) and DivIVA-RFP (red). Time 
(minutes) before the arrival of DivIVA at midcell is indicated. 
 
 
Fig 2.18. Time (minutes) between initial arrival of 
PknD (n=10), FtsW (n=7) and DivIVA at midcell. Error 
bars indicate mean ± SD. Statistically significant 
difference between pknD and ftsW determined using 
an unpaired T-test (a =0.05; p=0.0023). Statistically 
significant difference between ftsW and divIVA 
determined using a chi-squared test (a =0.05; c2=7; 
df=1; p<0.01). 
 
 
The order of this localization at the septum is independent of transcriptional 
regulation because PknD, and DivIVA fusion proteins were expressed from 
constitutive promoters. Instead, the transcriptional order correlates with 
assembly, which appears to be dictated at the posttranscriptional level. 
 
Guanosine synthesis influences cytokinesis in mycobacteria 
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Having demonstrated that gene expression can predict the timing of gene 
function, at least in the case of the developing septum, we investigated whether 
obligate coordination exists between cellular events, such as DNA replication and 
cytokinesis, and upstream pathways that produce the precursors for these 
processes.  In particular, we focused on nucleotide metabolism by analyzing the 
expression patterns of enzymes catalyzing anabolic reactions beginning from the 
tricarboxylic acid cycle precursor, glutamate to the final nucleos(t)ide products. 
Pyrimidine biogenesis from the very early stages of the carAB-encoded reactions 
down to the pyrBCDEF-encoded reactions were most highly expressed during 
the C phase at ~12 hours and ~48 hours (Figure 2.19), consistent with previous 
reports of an increased production of thymine nucleotides during DNA replication 
in E coli (Lark, 1961). This also corroborates reports of nucleotide pool sizes in E 
coli being insufficient for chromosome replication and requiring de novo synthesis 
before the onset of the DNA replication phase (Huzyk and Clark, 1971). 
Unexpectedly, the converse expression pattern was observed for the first 
reaction unique to guanosine synthesis (guaB2) . While both adenosine and 
guanosine purine rings are synthesized from the common precursor inosine 
monophosphate (IMP), the IMP dehydrogenase, GuaB2, catalyses the first 
dedicated reaction unique to GMP synthesis. guaB2 peaked in expression during 
cytokinesis at ~21hours (Figure 2.19).  Genes dedicated to synthesizing 
adenosine from IMP, purB and amk, did not appear to be cell cycle regulated.   
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Fig 2.19. The IMP 
dehydrogenase guaB2, 
dedicated to guanine 
nucleotide synthesis,  peaks in 
expression during cytokinesis.  
Y axis : Relative expression: (GP 
smoothed, DESeq normalized 
read counts (for each gene, at 
every time point) divided by the 
mean for that gene). guaB2 
profile (thick line) compared to 
pyrimidine biogenesis genes (thin 
lines). 
 
 
The reciprocal expression patterns of pyrimidine and guanosine synthetic genes 
suggested that the requirement for these metabolites varied across the cell cycle 
and these requirements were associated with distinct cellular events.  To 
investigate this hypothesis, we generated mutant Mtb strains in which synthesis 
of pyrimidines or guanosine was inhibited via the inducible genetic depletion of 
the PyrE or GuaB2 proteins, respectively.  Each gene was fused to a C-terminal 
DAS+4 tag (DAS) that facilitated Clp protease-mediated degradation upon 
removal of anhydrotetracycline (aTc). In both cases, protein depletion inhibited 
bacterial growth (Figure 2.20), consistent with the essentiality of these pathways 
(DeJesus et al., 2017).   
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Fig 2.20. Genetic depletion of GuaB2 and PyrE lead to growth arrest in M 
tuberculosis. Cumulative growth (Absorbance600) of M tuberculosis guaB-2DAS 
(left) and pyrE-DAS (right) without depletion (solid line) and with depletion (dotted 
line). Arrows indicate the time during the pre-depletion period when cultures were 
back diluted into fresh growth medium. Data are represented as mean ± SD of 
two biological replicates. 
 
As Mtb expresses three GuaB paralogs, we verified that GuaB2 is essential for 
guanosine synthesis by supplementing the guaB2-DAS strain with 200uM 
guanine or guanosine.  Consistent with previous studies (Singh et al., 2017), 
guanine partially rescued the growth defect of the depleted strain, whereas 
guanosine supplementation led to complete rescue (Figure 2.21). 
Fig 2.21. Growth defect of 
guaB2-DAS can be rescue 
by addition of exogenous 
guanylate. Growth 
(Absorbance600) of M 
tuberculosis guaB2-DAS 
±depletion in the presence of 
either 200µM guanine or 
guanosine. Data are 
represented as mean ± SD of 
two biological replicates. 
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The inverse expression patterns of pyr genes and guaB2 implied increased de 
novo synthesis of pyrimidine nucleotides and guanosine was preferentially 
required for DNA synthesis or cytokinesis, respectively.  To test this hypothesis, 
we used morphological criteria to infer which cellular processes were primarily 
impacted by the inhibition of these nucleotide synthetic pathways.  PyrE 
depletion resulted in cell elongation before growth arrest.  The mean cell length 
increased from 3.3uM to 4.2uM upon PyrE depletion (Figure 2.22).  A similar 
phenotype was observed upon DNA gyrase GyrB depletion and in cells treated 
with the gyrase inhibiting fluoroquinolone, moxifloxacin (Figure 2.22), which 
disrupts DNA replication and causes cell filamentation in E coli (Diver and Wise, 
1986).   Cell elongation upon inhibition of DNA replication is consistent with a 
number of previous observations in B. subtilis (Arjes et al., 2014) and M. 
smegmatis  (Mann et al., 2017).   
 
 
 
 
 
 
 
 
Fig 2.22. Inhibiting DNA replication in various ways leads to cell 
filamentation in M tuberculosis.  M tuberculosis cellular phenotypes upon 
genetic depletion of PyrE & GyrB and treatment with the gyrase inhibitor, 
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moxifloxacin. Images were obtained after the cessation of growth in the depleted 
cells. Histograms indicate the cell length distribution of cells in which the target 
was either not depleted (gray) or depleted (black). Mtb was treated with 0.2µM 
moxifloxacin for 24 hours and imaged. Histograms indicate the cell length 
distribution of cells in untreated (gray) or treated cells (black). MFD = Maximum 
Feret Diameter (1µM  ~ 0.11MFD). Statistically significant difference between the 
cell length distributions was determined using the Mann-Whitney test. 
(ppyrE<0.001; pgyrB<0.001; pmoxifloxacin<0.001) 
 
In contrast to the elongation observed upon PyrE depletion, GuaB2-depleted 
cells were the same length as wild type, but many of these growth arrested cells                          
had bulges at midcell or one pole, suggesting that GuaB2 depletion may 
influence cell division  (Figure 2.23). 
 
 
 
 
 
Fig 2.23. Inhibiting guanine nucleotide synthesis via genetic depletion of 
GuaB2 does not cause filamentation but instead causes polar and septal 
bulging. M tuberculosis cellular phenotypes upon genetic depletion of GuaB2. 
Images were obtained after the cessation of growth in depleted cells. Septal 
bulges (arrowheads) and polar bulges (arrows) are indicated. Histograms 
indicate the cell length distribution of cells in which the target was either not 
depleted (gray) or depleted (black). MFD = Maximum Feret Diameter (1µM  ~ 
0.11MFD). Statistically non-significant difference between the cell length 
distributions was determined using the Mann-Whitney test. (pguaB2=0.214) 
 
To determine if the polar bulges were derived from misshapen septa, we 
performed time-lapse microscopy in M. smegmatis cells treated with a specific 
chemical inhibitor of GuaB2 (VCC234718).  Similar to genetic depletion, chemical 
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 inhibition of the GuaB2 enzyme also inhibited growth and produced bulges at 
midcell or one pole (Figure 2.24).  Time-lapse microscopy revealed that cells 
began to bulge at midcell by the completion of 1-2 cell cycles after the initiation of 
VCC234718 treatment, and that misshapen poles observed in Figure 2.23 were 
derived from these bulges.  Taken together, these observations imply that the 
cellular requirement for guanosine increases during cytokinesis, and that this 
requirement is reflected in the aberrant septation of guanosine nucleotide-
depleted cells.  
 
 
 
Fig 2.24. M smegmatis  cells present 
misshapen  septa when grown in the 
presence of the GuaB2 inhibitor 
VCC234718. Time-lapse fluorescence 
microscopy at 20 minute intervals of GFP-
expressing M smegmatis treated with 2µM 
VCC234718. 
 
 
 
 
 
 
 
 
 
FtsZ is among the most abundant proteins in the cell and this tubulin-like protein 
binds and hydrolyzes GTP (de Boer et al., 1992) as it undergoes the cycles of 
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polymerization and depolymerization necessary for septation (Bisson-Filho et al., 
2017). This GTP requirement suggested a possible mechanistic connection 
between guanosine nucleotide levels and septation. To investigate whether the 
effect of guanosine depletion on septation could be attributed to altered FtsZ 
dynamics, we determined the effect of inhibiting both processes simultaneously 
using the GuaB2 inhibitor VCC234718 and C109, an inhibitor of FtsZ GTPase 
activity and polymerization (Hogan et al., 2018).  Consistent with the 
hypothesized mechanistic link, we observed significant antagonism between 
these compounds.  Even at concentrations of VCC234718 that alone had no 
effect on growth (0.5 - 4uM), this compound consistently increased the IC50 of 
C109 (Figure 2.25).  In contrast, we found no interaction between VCC234718 
and spectinomycin, an inhibitor of another major GTP consuming pathway, 
translation. 
 
 
Fig 2.25. The GuaB2 inhibitor VCC234718 antagonizes the FtsZ inhibitor 
C109. Left: Susceptibility of M smegmatis to VCC234718.  Data are represented 
as mean ± SD. Center: Cross titration assay on GFP-expressing M smegmatis 
with the indicated concentrations of VCC234718 and C109. Statistically 
significant difference between the VCC alone curve and other curves was 
determined using an extra-sum-of-squares F-test (a=0.05). p(VCC 0.5µm)= 0.0215; 
p(VCC 1µM)= 0.0284 ; p(VCC2µM)= 0.0001 ; p(VCC4µM)= 0.0019 
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Right: Cross titration assay on GFP-expressing M smegmatis with the indicated 
concentrations of VCC234718 and spectinomycin.  The differences between the 
VCC alone curve and other curves were not significant, as determined using an 
extra-sum-of-squares F-test (a =0.05). p(VCC0.5µM)= 0.9989 ; p(VCC1µM)= 0.9999 ; 
p(VCC2µM)=ambiguous ; p(VCC4µM)= 0.9978 
  
 
C109, has previously been found to act additively with PCI90723, a compound 
that stabilizes the FtsZ filament.  The opposite antagonistic interaction we 
observed between C109 and a GuaB2 inhibitor implies that guanosine inhibition 
inhibits polymerization, an effect that is consistent with the known GTP 
requirement for FtsZ polymerization.(de Boer et al., 1992), (Mukherjee and 
Lutkenhaus, 1998). Taken together, these data are consistent with a model in 
which transcriptional induction of GuaB2 during cytokinesis coincides with the 
increased consumption of GTP by FtsZ, and the septal defects observed on 
guanosine depletion are related to defects in FtsZ dynamics. 
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CHAPTER III 
DISCUSSION 
 
The coordination of cell cycle progression with metabolism is fundamental  to all 
cell types. However, especially in bacterial systems, the mechanism of this 
coordination remains poorly understood. This study tests whether transcriptional 
regulation plays a role in achieving this coordination. Specifically, it address two 
broad questions. First, does Mtb periodically expresses genes during its cell 
cycle? Second, can we use the timing of gene expression to functionally link 
primary metabolic pathways with specific cell cycle events? 
Here, we determine the C period, interdivision time and transcriptional profile of 
synchronously replicating Mtb across the cell cycle. We report that the C period 
lasts for ~12 hours with an interdivision time of 27-33hours. We find that ~12% of 
the genome meets strict criteria for periodic gene expression. Periodic genes are 
found across all functional categories (GO). Only a fraction of the periodically-
regulated gene sets of Mtb and  C. crescentus overlap,  suggesting that the links 
between cell cycle and metabolism are species-specific and must be elucidated 
independently.  We demonstrate that mRNA expression patterns in Mtb reflect 
the time at which the encoded proteins are incorporated into the developing 
septum, suggesting that functional information can be inferred from the kinetics 
of gene expression. Using this framework,  we discover an unanticipated 
functional specialization of distinct nucleotide anabolic pathways. These 
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observations show that DNA replication and cytokinesis are coordinated with 
different primary metabolic pathways, expanding the processes that are directly 
associated with these major cellular events. 
 
Major conclusions and implications 
Accurate determination of the different phases of the cell cycle in Mtb 
We describe the first report of the cell cycle periods of Mtb growing 
synchronously in bulk culture. These results are important because previous 
reports of mycobacterial cell cycle periods have primarily focused on single cell 
studies in the relatively fast-growing M. smegmatis model (Santi et al., 2013), 
(Santi and McKinney, 2015), (Trojanowski et al., 2015), (Logsdon et al., 2017). 
While these studies have proved extremely useful, they rely heavily on a variety 
of fluorescent markers of DNA replication (FROS-ori, ParB, DnaN) and septation 
(DivIVA, FhaA) leading to varying accounts of the cell cycle periods. While some 
analyses have been attempted in the M. bovis BCG model (Logsdon et al., 2017) 
(which has an interdivision time of 15-20h, closer to that of M. tuberculosis) our 
current understanding of the temporal organization of the M. tuberculosis cell 
cycle comes primarily from extrapolation from M. smegmatis. Additionally, 
mycobacterial populations are highly heterogeneous in their cell size control 
mechanisms and elongation rates, adding to the complexity of single cell studies. 
(Logsdon and Aldridge, 2018). 
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The bulk culture determination of the length of the C period by determining ori/ter 
ratios presented here is a more sensitive method compared to the original report 
(Nair et al., 2009) which determined C using incorporation of alkali stable 5,6-3H-
uracil. Additionally, we call the cytokinesis window at 27-33 hours which was not 
determined in the original report. Taken together, we can also call the B and D 
phases and we determine that B (~10 hours) is ~ twice as long as D (~5 hours).  
 
Our finding that the rate of biomass addition varies with cell cycle stage (Figure 
2.1) contradicts the traditional size control models proposed in E. coli and C. 
crescentus. These organisms use an incremental model of biomass addition - 
where bacteria add a constant length from birth to division (Campos et al., 2014), 
(Taheri-Araghi et al., 2015). Mycobacteria have been recently shown to deviate 
from this model (Logsdon et al., 2017) and the differential rate of biomass 
addition we have observed could explain the proposed mycobacterial model. 
This finding corroborates previous reports in the eukaryote, S. cerevisiae that 
biomass formation can be decoupled from cell cycle progression (Johnston et al., 
1977), (Goranov et al., 2009) and can be viewed as independently regulated 
processes (Boye and Nordström, 2003). 
 
Testing the generalizability of the Caulobacter model 
In this study, we report on the dynamics of transcription coupled to the 
progression of the Mtb cell cycle. Historically, studying transcriptional control of 
 56 
the prokaryotic cell cycle was limited to the C. crescentus model due to the 
robustness with which synchronous populations are obtained. We report that 
~12% of the genome in Mtb (485 genes) is cell cycle regulated which compares 
with the ~19% reported in C crescentus (519 genes) (Laub et al., 2000).  
The similarity in the proportion of the genome that is periodically expressed in 
these two organisms is intriguing. In S. cerevisiae, periodically expressed genes 
have higher transcription and translation associated costs than non-cyclical 
genes, giving rise to a model that organisms promote the periodic expression of 
genes with a higher cost (Wang et al., 2015). If this model is also applicable to 
bacteria, it would not be surprising that even phylogenetically distant organisms 
like C. Crescentus and Mtb periodically express a similar fraction of their genome 
simply because it is a bioenergetically favorable to do so. Another similarity 
between C. crescentus and Mtb is that periodically regulated genes were present 
across almost all functional categories, further indicating that a more generally 
applicable factor (or factors) and not a specific one (like gene function) likely play 
a role in determining cyclical gene expression.    
We also determine the extent of overlap identity between the periodically 
expressed genes in both organisms. Two transcriptome datasets exist for C. 
crescentus that vary in the method used to quantify gene expression and the 
analysis of differential gene expression. The Laub et.al. report used discrete 
cosine transformation to extract 519 “periodic genes” (Laub et al., 2000), an 
approach that is vaguely similar to the sinusoidal fitting described in this study. 
 57 
However, for our comparative analysis we utilized the data from a more recent 
report (Fang et al., 2013) for two reasons. First, identical to our study, Fang et.al. 
employed RNAseq whereas Laub et.al. used microarray. Second, Fang et.al. 
merely determined differential expression regardless of whether the expression 
pattern is a strong sine/cosine fit. Hence their set of “differentially expressed 
genes” is much larger (1,586 genes) and more suitable to our comparative study 
since we could determine only 880 orthologous genes between the two 
organisms. Keeping this caveat in mind, a small number of genes are periodically 
expressed in both organisms. These include genes known to be in involved in 
cell cycle progression at various levels - DNA replication (replication initiator 
dnaA, DNA primase dnaG), nucleotide metabolism (pyrB, purB and nrdZ) and 
cell wall biogenesis and regulation (murA, htrA). This suggests an evolutionary 
selection for periodically expressing a core set of genes essential for cell cycle 
progression. This also indicates that the C. crescentus model is generalizable 
only to a certain degree since the majority of periodically regulated genes in each 
dataset (82% of C. crescentus genes and 72% of Mtb genes) are unique to each 
organism. Thus, despite some similarities, our analysis indicates that cell cycle 
progression is associated with distinct transcriptional networks in these 
structurally and phylogenetically divergent organisms. We acknowledge that any 
such genome-wide comparative estimates must be made conservatively since 
the efficiency of synchrony obtained in this study was 40-50% lower than that 
which is typically reported for C. crescentus (>95%) (Schrader and Shapiro, 
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2015). This is reflected both during cytokinesis and DNA replication. During the 
cytokinesis window of 27-36 hours, 40% of cells are undergoing cytokinesis. At 
the beginning of the first and second C periods the ori:ter ratio increases by 
~50% of what is expected for a fully synchronized population. Further 
interpretations of our data must be made keeping this in mind. It is possible that 
the number of periodically expressed genes is higher but we are unable to find 
these genes due to incomplete synchrony. Conversely, the periodically 
expressed genes reported here are likely strongly periodic because we find them 
despite incomplete synchrony and the stringent criteria we imposed during our 
sinusoidal fitting analysis.  
 
Gene expression predicts function at the developing septum 
Although the idea that gene expression timing can predict functional timing is 
inherently logical, evidence to support this notion in the bacterial cell cycle is 
lacking. Conflicting reports exist in the literature regarding the direct 
proportionality of mRNA to protein levels, a relationship that is key if gene 
expression must predict function. Studies using single gene fusions (Vind et al., 
1993) or global techniques like 2-D gel electrophoresis (Anderson and 
Seilhamer, 1997) both suggest that a non-linear relationship can exist between 
mRNA abundance and rates of protein synthesis. Contrary to these reports, 
direct correlation between mRNA abundance (Laub et al., 2000) and protein 
levels (Grunenfelder et al., 2001) has been observed during cell cycle 
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progression in C. crescentus. Additionally, the order in which large 
multicomponent structures, such as the flagellum, are assembled in bacteria can 
be predicted based on the transcriptional regulation of the corresponding genes 
(Kalir et al., 2001) thereby implicating mRNA abundance as a predictor of 
function. Extending this logic further, this “just in time” transcription model was 
proposed as a way to optimize the output of metabolic pathways (Zaslaver et al., 
2004). Taken together, correlating RNA and protein levels is indeed context 
specific hence making it imperative to functionally test the conclusions drawn 
solely from mRNA abundance. To do so, we hypothesized that the assembly of 
the large complex of proteins necessary for cell division, aka the “divisome”, may 
follow the same “just in time transcription” principles and provide a model to test 
whether cell cycle associated mRNA abundance could be used to predict the 
timing of gene function in our system.  The developing septum was an attractive 
model to test our hypothesis since sequential gene expression leading to 
temporally ordered assembly of fts proteins at midcell had been suggested in C. 
crescentus (Laub et al., 2000). Here, we provide evidence that both supports and 
broadens that claim in mycobacteria.  
In a number of cases, we found that increases in mRNA abundance could be 
used to associate genes with temporally-resolved cell cycle events, such as 
septation.  The sequential expression of divisome components as cell division 
progresses has been observed previously in C. crescentus (Laub et al., 2000).  
We provide functional evidence that this hierarchical expression pattern is 
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associated with the order of divisome assembly in mycobacteria by 
demonstrating that the timing of gene induction correlates with the recruitment of 
the encoded proteins to the developing septum.  Based on transcriptional data, 
we inferred the following order of assembly at the mycobacterial septum: 
FtsZ>PknD>FtsW>LamA>SepIVA>DivIVA.  The recruitment of these proteins 
spans sequential processes of divisome assembly and new pole biogenesis.  
FtsZ initially marks the future division site (Bi and Lutkenhaus, 1991), facilitating 
the recruitment of divisome components such as FtsW (Wang et al., 1998) and 
SepIVA (Wu et al., 2018).  The arrival of LamA at the later stages of assembly is 
consistent with its role in delaying septation and thereby promoting asymmetric 
cell division(Rego et al., 2017).  DivIVA is thought to be recruited to the negative 
curvature of the new pole after septation(Lenarcic et al., 2009)(Ramamurthi and 
Losick, 2009)(Meniche et al., 2014) and the segregation of daughter cell 
cytoplasm (Santi et al., 2013).  While these observations highlight that gene 
expression patterns can be used to predict the order of complex assembly, the 
outcome of this coordination remains unclear.  As only a subset of currently 
known septal components were found to be periodically expressed, 
transcriptional regulation is unlikely to be the primary determinant of assembly 
order.  Instead, this type of hierarchical gene expression has also been proposed 
as a mechanism to maximize efficiency by restricting protein expression to the 
period when it is needed (Kalir et al., 2001)(Zaslaver et al., 2004).  Regulation of 
divisome assembly and function likely involves additional posttranslational 
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mechanisms, as we found that the Ser/Thr kinase, PknD, is recruited relatively 
early in septal development and previous work described an important role for 
the Ser/Thr phosphatase, PstP,  in cell division(Sharma et al., 2016), (Iswahyudi 
et al., 2019).   
While it remains possible that transcriptional regulation controls some aspects of 
septation, our data only show that expression pattern can predict the timing of 
gene function. In order to differentiate this from the idea of transcriptional timing 
dictating gene function, we must determine whether the swapping of promoters 
of divisome components leads to swapping of the arrival times of the encoded 
proteins. 
 
Guanosine levels influence cytokinesis 
The link between cell cycle progression and primary metabolism has been 
demonstrated in a variety of bacteria including E. coli, B. subtilis and C. 
crescentus, however the mechanism by which this coordination is achieved 
remains poorly understood. Our data suggests that transcription plays an 
important role in maintaining the cross-talk between cell cycle progression and 
metabolism and helps satisfy the periodic changes in metabolic demand that may 
arise at different stages of the cell cycle.  
The observed periodic expression of primary metabolic functions suggests the 
importance of coordinating cell cycle events with the upstream pathways that 
provide their precursors.  This model is supported by our finding that pyrimidine 
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synthetic genes peak during a distinct cell cycle period than the dedicated 
guanosine synthetic gene, GuaB2; and that the depletion of these genes 
primarily disrupts different cellular processes.  It is not surprising that the 
metabolic demand for pyrimidines would increase during DNA synthesis, as de 
novo nucleotide synthesis is necessary to replicate the chromosome(Huzyk and 
Clark, 1971) especially in the case of thymidine incorporation (Helmstetter, 
1967). However, the distinct cytokinesis defect observed upon GuaB2 depletion 
was unanticipated. Guanine nucleotides are important for a myriad of cellular 
processes, including DNA replication, transcription, and macromolecular 
synthesis.  We speculate that the preferential septation defect we observe upon 
GuaB2 depletion is related to the relatively low affinity of FtsZ for GTP.  An 
accurate determination of nucleotide pool sizes in mycobacteria is still an open 
question (Warner et al., 2013), but in E coli, FtsZ has ~500-fold lower affinity for 
GTP than the DnaE1 replicative DNA polymerase (Km FtsZGTP =1mM(Arjes et al., 
2015) ; KmDnaE1GTP=2uM(Rock et al., 2015)).  Thus, the reported intracellular 
concentration of GTP(Buckstein et al., 2008) would support only one-half of the 
Vmax of FtsZ (Arjes et al., 2015).  These data indicate that potentially limiting 
intracellular GTP levels in mycobacteria limit FtsZ dynamics.  It is likely that 
GuaB2 depletion leads to aberrant FtsZ activity and not a complete loss of 
function, since genetic depletion of FtsZ leads to filamentation (Ehrt et al., 2005), 
a phenotype distinct from the one we observe upon GuaB2 depletion.  Instead, 
alterations in FtsZ filament length or rate of turnover may underly these defects. 
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Further, as C109 has previously been found to act additively with PCI90723, a 
compound that stabilizes the FtsZ filament, the opposite antagonistic interaction 
we observed with VCC234718 implies that guanylate inhibition inhibits 
polymerization.  This effect would be consistent with the known GTP requirement 
for FtsZ polymerization. In order to more directly probe the GuaB2-mediated 
modulation of FtsZ, we must, in a GuaB2 deficient cell, create point mutations in 
FtsZ that either impair GTP binding (RayChaudhuri and Park, 1992) or its 
GTPase activity (RayChaudhuri and Park, 1994) and test when the synthetic 
interaction we observe is relieved. 
 
Fulfilling the fluctuating metabolic demand via transcription 
Genes involved in ribosome biogenesis/translation (30S subunits, 50S subunits 
and accessory factors) changed in expression during the time course, were 
tightly correlated with each other and peaked in expression during cytokinesis 
(Cluster#1 in Table 2.1). This corroborates  a previous report (Walker et al., 
2016) of changes in the protein synthetic capacity of E coli depending on its cell 
cycle stage.  Contrary to our findings however, upregulation of ribosomal genes 
in C. crescentus occurs during the G1-S phase transition (Laub et al., 2000). 
However, in a phenomenon unique to C. crescentus, this stage is also 
associated with the swarmer-stalk cell transition. During this transition, the 
swarmer sheds its flagellum, then incorporates new peptidoglycan to extend a 
stalk, akin to Mtb which begins to add new peptidoglycan at its growth pole after 
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cytokinesis. C. crescentus does not elongate by polar extension like Mtb, instead 
it elongates via lateral extension around the midcell (Aaron et al., 2007). The 
complexes that form the stalk and the elongasome are distinct (Billini et al., 2019) 
i.e. stalk formation requires more than a mere relocation of the peptidoglycan 
synthetic complexes from mid-cell and likely requires new synthesis of these 
enzymes. Thus, increased protein demand may occur when there is a spike in 
peptidoglycan synthesis (during stalk synthesis in C. crescentus or the 
cytokinesis - new pole biogenesis transition in Mtb) and this metabolic demand 
may be met by transcribing more ribosomal components.  
 
Caveats of the conclusions 
 
Method induced perturbations 
When Charles Helmstetter originally set out to develop his membrane elution 
technique, his primary motivation was to isolate a synchronously replicating 
population of minimally disturbed cells (Helmstetter, 2015). All the methods 
reported till date for obtaining synchronously replicating populations of cells do 
cause disturbances to varying degrees. The method reported here is no 
exception. Not surprisingly, we find that the transcriptome signature of the cells 
0hr post release is poorly correlated with its immediate neighbors, likely response 
to the shift in temperature. We controlled for this by eliminating this timepoint in 
our subsequent analyses. We also found at the later timepoints genes like mymT 
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to be very highly expressed indicative of iron starvation at the later timepoints. To 
account for these, we also removed genes that had highly similar expression 
patterns with the H37Rv control. However, we cannot discount the possibility that 
periodic expression of some genes in Mtbcos is due to a combinatorial effect of 
alteration in the media conditions over time and replication initiation arrest.  
 
The periodic regulation of the transcription: translation machinery 
Marshall Nirenberg first suggested that prokaryotic DNA transcription is coupled 
to mRNA translation (Byrne et al., 1964). This was supported by subsequent EM 
studies demonstrating spatial coincidence between the two complexes (Miller et 
al., 1970) and biochemical evidence that the two processes are kinetically 
coupled (Landick et al., 1985). Our transcriptomics reveals that expression of the 
ribosomal proteins fluctuates during the course of the cell cycle with expression 
peaking post DNA replication. Along with the ribosome, rpoB, the gene encoding 
the beta subunit of RNA polymerase, also has a similar temporal profile. Thus, it 
is likely that the global transcription-translation capacity of the cell increases as it 
approaches cytokinesis. If we assume this to be true, the expression profile of a 
particular gene may not be always reflective of protein levels. For example, it is 
conceivable that a gene which peaks in expression during the C phase does not 
create as much protein during the C phase as it does during cytokinesis. Thus, 
while the data from this study provide a good starting point for further inquiry, 
each candidate gene must be assessed independently before making functional 
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conclusions based solely on gene expression levels. While the expression 
pattern of guaB2 suggested a role in cytokinesis which turned out to be true in 
subsequent validation studies, we stress that inferences about the function of any 
gene cannot be made solely on the basis of its expression pattern. For example, 
the DNA gyrase gyrB and the ribonucleoside diphosphate reductase nrdF2 both 
peak in expression during cytokinesis. However, these are enzymes that 
contribute to the process of DNA replication either topologically (GyrB) or by 
converting ribonucelosides to deoxyribonucleosides (NrdF2). Hence, their 
expression pattern is counterintuitive to their function. Indeed, genetic depletion 
of these two enzymes leads to cellular filamentation, the canonical phenotype 
observed when DNA replication is inhibited. These data further stress the notion 
that our gene expression data provides a useful starting point to generate 
hypotheses but each candidate must be assessed independently before drawing 
any functional conclusions.  
 
Future directions 
For many genes not studied in detail here, their transcriptional timing has 
suggestive implications. Some examples include the following. The preferred 
expression of peptidoglycan biosynthesis genes like murA and dapB and the 
regulator lpqA during cytokinesis (Cluster#3 in Table2.1) reflects the increased 
demand for peptidoglycan during cell division, a process which has been a recent 
target for antimicrobial development (Sass and Brötz-Oesterhelt, 2013). This 
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cluster also harbors a large number of genes involved in redox biology – either 
by way of maintaining the redox balance of the cell or protection against oxidative 
stress, processes that are not intuitively tied to cell cycle progression. cysH and 
cysN are involved in reduced sulfur metabolite synthesis (Senaratne et al., 2006), 
bfrA and bfrB are components of iron storage protein bacterioferritin involved in 
iron homeostasis and required for growth in hypoxic conditions (Pandey and 
Rodriguez, 2012), sseA is a thiol oxidoreductase (Nambi et al., 2015), ctaE and 
qcrA are components of the electron transport chain, disruptions to which have 
been implicated in a dysregulated redox environment. The superoxide dismutase 
sodA and alkylhydroperoxidase ahpC are found in a closely related cytokinesis 
cluster (Cluster#1 in Table 2.1) further indicating that for reasons yet to be 
determined, maintaining redox balance seems to be critical during cytokinesis. 
Cluster#1 also harbors the genes encoding almost all the components of the 
target of aminoglycosides-the ribosome-rpsF, rpsR1, rpsL, rpsG, rpsJ, rpmL, 
rplT, rpmA, rplU, rpsB, rpmJ and rpmH. Thus, hypotheses can be generated 
around achieving synergistic effects by generating intracellular ROS and 
targeting translation/cell division simultaneously. This is an example of how our 
data can be leveraged to explore potential drug synergies by way of 
understanding cellular physiology.  
 
This study also allows us to link primary metabolism and the other major cellular 
event, DNA replication. DNA metabolic pathways have been aggressively 
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targeted for antibiotic therapies both traditionally (griselimycins) and recently 
(nargenicin) (Warner et al., 2013). However, in most cases, the focus has been 
on the physical components of the bacterial replisome. Since genome duplication 
is an essential process for the cell involving large biosynthetic capacity (Lane and 
Martin, 2010), it is likely that intuitively unrelated upstream pathways feed into 
this cellular function in ways we do not yet understand. One such potential 
pathway can be found in the case of arginine biosynthesis. The arginine 
biosynthesis operon (Cluster#4 and Cluster#5 in Table 2.2) is expressed at its 
highest levels during the C phase. Functionally associating these upstream 
metabolic pathways co-regulated with replisome components like PolA, DnaG, 
HelY and Ercc3, will expand our view of what genes can be targeted to achieve 
the desired outcome of inhibiting DNA replication. Further, it has been previously 
reported that arginine starvation (caused by deleting the arginine biosynthesis 
genes argB and argF) leads to ROS accumulation and DNA damage in Mtb 
(Tiwari et al., 2018). As I have discussed above, the ROS scavenging enzymes 
SodA and AhpC peak in expression during cytokinesis and are thus inversely 
correlated with arginine biosynthesis. Therefore, our data suggests that the 
observed increase in ROS during arginine starvation is because arginine 
biosynthesis is likely a ROS scavenging process, which the cell normally 
responds to by downregulating sodA and ahpC. Indeed, it has been 
demonstrated in cancer cells that inhibiting arginine biosynthesis leads to 
increased anaplerosis of its precursor metabolite- glutamine, which in turn forces 
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flux through the TCA cycle leading to ROS generation via OXPHOS (Kremer et 
al., 2017). Controlling the reductive potential (via ROS scavenging) may also be 
important from the view of providing a protective environment for chromosome 
replication. In yeast, the genome duplication phase is confined to the reductive 
phase of the Yeast Metabolic Cycle (Tu et al., 2005) and this 
compartmentalization of the S phase is critical to maintaining genome integrity 
(Chen et al., 2007). The intracellular redox state of C. crescentus oscillates 
during cell cycle progression (Narayanan et al., 2015) with an upregulation of the 
thioredoxin, Trx1 during the S phase (Goemans et al., 2018). Taken together, our 
data suggests a role for transcriptional control of arginine biosynthesis in 
maintaining an intracellular reductive environment to facilitate faithful replication 
of the Mtb genome. 
This study can also help shed light on the role of cell cycle associated 
transcription in pathogenesis. Metabolism genes that are cell cycle regulated are 
also important for virulence – for example, kshA monooxygenase (Hu et al., 
2010) (Cluster 3), argB and argF (Cluster#5) mutants are attenuated in 
immunocompetent and immunocompromised mouse models (Tiwari et al., 2018). 
Previous reports indicate that the cell cycle and pathogenesis are linked. For 
example, when Mtb cells transition from logarithmic growth to quiescence, a 
hallmark of this disease, growth arrest occurs at a defined cell cycle stage after 
genome duplication (Wayne, 1977). When Brucella abortus, another intracellular 
pathogen enters host cells, up to 75% of the cells are found to be in the G1 
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phase (De Bolle et al., 2015). Thus, the cell cycle is likely inextricably linked to 
pathogenesis of a variety of intracellular pathogens and studies like the one 
presented here begin to help us better understand this link.  
 
Given the large number of primary metabolism genes that are expressed in a cell 
cycle-associated manner, another natural extension of this body of work would 
be to perform metabolomics across the Mtb cell cycle. Recently, an untargeted 
metabolomics of synchronized C. crescentus cells (Hartl et al., 2020) reported 
~50 metabolites whose levels vary as a function of the cell cycle. In this report, 
the relative abundance of inosine monophosphate (IMP), the substrate for 
GuaB2, is high during cytokinesis and drops off sharply during DNA replication, a 
pattern that is consistent with the transcript levels of guaB2 in our dataset. 
Interestingly, the guanylate pool levels were maintained at homeostatic levels 
indicating that additional levels of likely post-translational regulation exist 
between IMP and guanylate. However, it still remains possible that the absolute 
abundance of guanylate pools are low enough to alter the dynamics of FtsZ.  
 
The transcript levels of many known drug targets (rpoB – target of rifampicin, 
ethA – target of ethionamide, qcrB – target of Q203) also vary as a function of 
the cell cycle. Whether these fluctuations affect susceptibility to these drugs 
remains an open question. Our synchronization system would allow for the 
testing of the potentially altered susceptibility of Mtb populations to antimicrobials 
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depending on cell cycle stage by adding the drug at different times post release 
into synchronous growth and determining the fraction of the population that is 
susceptible. A complementary approach using live cell microscopy has been 
used in the case of rifampicin  (Richardson et al., 2016), however, the study 
focusses on the importance of physical aspects of the cell (cell size, growth pole 
age)  in the response to rifampicin. The lack of tools to probe transcript levels in 
single cells in mycobacteria coupled with factors that generate phenotypic 
heterogeneity in clonal cell populations (Aldridge et al., 2012),(Rego et al., 2017) 
warrants a study in bulk culture where drug susceptibility and transcript levels 
can be probed simultaneously. 
 
Overall, the genome-wide study of gene regulation of the Mtb cell cycle 
presented here provides a better understanding of the transcriptional 
organization that accompanies mycobacterial cell cycle progression and 
demonstrates the utility of such studies in informing our understanding of Mtb 
physiology, pathogenesis and future drug development efforts. 
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APPENDIX S1 
MATERIALS AND METHODS 
Strains 
The Mtbcos strain was obtained from (Nair et al., 2009a).  MtbRv is the H37Rv 
strain used as an unsynchronized control.  Mtbcos and MtbRv expressing FhaA 
m-venus were transformed with pKP887 (mycobacterial replicating plasmid MEH 
expressing MSMEG FhaA-Venus expressed from the MSMEG fhaA native 
promoter (from K.P. Sundaram). M smegmatis expressing ftsW-mVenus and 
divIVA-RFP was transformed with ptb21-ftsW-mVenus-MEK and tb21-divIVA-
RFP-MCtH. M smegmatis expressing pknD-mVenus and DivIVA-RFP was 
transformed with p16-pknD-mVenus-MEK (Baer et al., 2014) and tb21-DivIVA-
RFP-MCtH. Mtb hypomorphs used in this study were generated as part of an 
earlier study (Johnson et al., 2019) using a controlled protein degradation system 
described previously(Kim et al., 2011). Three strains were used in this study: Mtb 
guaB2-DAS-HygR+Giles-TetON1-sspB-strR ; Mtb gyrB-DAS-HygR+Giles-TetON6-
sspB-strR ; Mtb pyrE-DAS-HygR+Giles-TetON1-sspB-strR. M smegmatis 
expressing green fluorescence contains the plasmid CT161 (m-Venus pMV261 
HygR) obtained from the Eric Rubin Lab. 
 
Mtbcos synchronization 
Cultures of MtbdnaAcos115 generated in a previous study (Nair et al., 2009a), 
MtbH37Rv, MtbdnaAcos115-FhaA-Venus and MtbH37Rv-fhaA-Venus were 
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grown in standard culture media  at 37ºC under shaking conditions till OD600 0.4. 
The cells were shifted to 30ºC for 36 hours. The cultures were then shifted to 
37ºC and the cultures were processed for either DNA isolation, RNA isolation or 
fluorescent microscopy at the following times: 0h, 3h, 6.5h, 9h, 12h, 18.5h, 21h, 
27h, 31h, 33h, 36h, 39.5h, 42h, 45.5h, 52h and 55h.  
 
Chromosomal DNA isolation 
Chromosomal DNA was isolated from the cell pellet of 5ml culture from each 
timepoint. Briefly, 0.5 ml of chloroform:methanol (2:1) was added and the mixture 
was vortexed 5X 1min. 0.5ml of phenol:chloroform was added and the mixture 
was vortexed for 30 seconds. Finally, 0.5ml of TE buffer was added. This was 
centrifuged at 12,000g at4C for 5 minutes. The upper phase was mixed with 1 
volume of chloroform and vortexed. After centrifugation, the upper phase was 
added to a new tube and 1/10 volume of 3M sodium acetate and 1 volume of 
isopropanol was added. Precipitated DNA was spun out of solution and 
resuspended in 20ul of TE buffer. 
 
Origin:terminus assay 
Multiple primer sets (designed using the Primer3 design tool) amplifying 150bp at 
each location (Origin-0MB region surrounding Rv0001; Terminus –2.2MB region 
surrounding Rv1949c) of the MtbH37Rv genome were tested for amplification 
efficiency. Efficiency was calculated from the negative slope of the standard 
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curve of CT v/s template concentration. The primer sets with the highest and 
most similar efficiencies for both loci were selected (95% for the origin and 93% 
for the terminus). Quantitative PCR was done using SYBR green (Biorad iQ 
SYBR Green Supermix) with 2ng of gDNA template per reaction. Delta Ct values 
were calculated as  dCt= Ctori-Ctter. 2^-dCt values were then calculated for each 
timepoint. These values were then divided by the mean 2^-dCt across all 
timepoints to generate a relative ori/ter ratio for each timepoint.  
 
 
Microscopy 
Static imaging  
At each time point post release into 37ºC or timepoint post genetic depletion of 
GyrB, GuaB2 and PyrE, 1ml of Mtb culture was centrifuged and cells were re-
suspended in a phosphate buffered saline solution containing 0.05% Tween80 
and 4% paraformaldehyde. These fixed cells were then placed onto an agarose 
pad and DIC or wide field fluorescence imaging was performed with a 
DeltaVision Personal DV microscope (GE Healthcare) using a 60X oil immersion 
objective (AP). Cell lengths were determined using CellProfilerTM (Carpenter et 
al., 2006) which calculates a MFD (Maximum Feret Diameter) which is a 
measurement of the largest number of pixels between the two ends of the cell 
obtained while rotating a caliper along all possible angles. The approximate 
conversion factor of MFD to microns is 0.11. Calculating an MFD is especially 
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useful for measuring mycobacteria since all cells are not strict rods (cells 
undergo V-snapping prior to resolution of cytokinesis and daughter cell 
separation). The cell debris observed during GyrB depletion was excluded from 
cell length quantification by training CellProfiler using CP AnalystTM. 
Live cell imaging  
10ul of cells in logarithmic phase (OD600 0.2-0.5) were spotted on a glass bottom 
24-well plate (MatTek Corporation). 500ul of molten Luria Bertani medium (40-
50C) was spread over the cells and allowed to solidify. For experiments with 
VCC234718, molten LB containing 2uM final concentration of VCC234718 was 
prepared before layering over the cells. Time-resolved imaging was performed 
with a DeltaVision Personal DV wide field fluorescence microscope equipped 
with Ultimate FocusTM capabilities and an environmental chamber warmed to 37 
°C (Applied Precision). Images were taken at 5 or 10 minute intervals.  
 
RNA isolation, library preparation and sequencing 
At each timepoint, 45ml culture was pelleted and resuspended in 1ml of TRIzol 
(Invitrogen) and transferred to lysing matrix tubes (MP Biomedicals: Lysing 
Matrix B). Cells were lysed in a MP Biomedicals Fast Prep-24 homogenizer 
(maximum power-6.5, 4 X 30s cycles, rest on ice for 5 minutes in between 
cycles). RNA was purified according to the manufacturer’s directions. RNA 
cleanup was performed with Qiagen RNeasy Mini kit (74104) omitting the DNase 
step. Instead, after elution, in-tube DNase treatment was performed using 
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Ambion DNase Turbo. RNeasy cleanup was repeated again with double volumes 
of RLT and ethanol. RNA was subjected to rRNA removal with Ribozero Bacteria 
kit (Illumina-MRZB12424). Deep sequencing library was prepared using KAPA 
Stranded RNASeq kit (KK8401). The RNAseq libraries were sequenced on an 
Illumina 2500 instrument in paired-end mode, using a read-length of 150+150bp.  
The mean number of reads per sample was 8.9M (range 4.2-16.5M).  The reads 
were mapped to the H37Rv genome using Burroughs Wheeler Alignment (Li and 
Durbin, 2009) with default parameter settings.  Reads mapping to each ORF 
were totaled (sense strand only).  Because certain loci were over-represented 
(e.g. rrs, rnpB, ssr, Rv3661, which had counts ~0.5-1M), counts were truncated 
to a maximum coverage of 10,000 (reads/nt). 
 
Data normalization, filtering and centering 
The global expression profiles of Mtbcos samples showed a gradual increase in 
expression of a few genes that dominate expression at latter time-points. 
Consequently, a compensatory decrease was observed in expression of other 
genes, making normalization by traditional reads per kilobase per million (RPKM) 
mis-representative. To correct for the bias induced by these outliers, the 
normalization method implemented in DESeq2 (Love et al., 2014) was used, 
which first normalizes counts by the geometric mean for each gene across 
samples, and then scales each dataset to have a common median (which is less 
sensitive to outliers).  This was applied to all 64 datasets (2 strains X 2 replicates 
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X 16 time-points) in parallel.  As a result, the expression patterns were well-
calibrated between time-points, with the medians matched.  
To identify a subset of genes with meaningful expression, the average 
expression over all time-points was calculated for each gene and divided by gene 
length (in nucleotides).  1070 genes out of 4018 with coverage<0.25 were 
dropped because expression patterns for genes with low expression are 
inherently noisy, leaving 2948 genes with coverage>0.25. Additionally, we 
removed 127 genes out of 2948 genes whose expression was >90% correlated 
between Mtbcos and MtbRv from subsequent analysis, as their expression 
patterns were assumed to be determined more by time than by difference in the 
strains. To center the expression values, the counts were divided by the mean for 
that gene across all the time points. This was done independently for Mtbcos and 
MtbRv.  
 
Gaussian Process Smoothing 
In order to meaningfully integrate the data from the two replicates and to smooth 
out profiles over time, we used a Gaussian Process (GP) to fit the raw data. 
A GP model is a Bayesian model that estimates the probability distribution over 
functions using Gaussian distributions for likelihood functions. The advantage of 
a GP is that it is unbiased and therefore does not require assumptions of form of 
function. Instead, it only assumes that adjacent time points are better coupled 
than distant time points and that this correlation is based on Gaussian 
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distributions. 
A Gaussian Process is specified by a mean function and a covariance function 
𝑓(𝑥)~	𝐺𝑃)𝑚(𝑥), 𝑘(𝑥, 𝑥!)- 
A prior mean m(x)=0 and a covariance function, squared exponential is given as: 
𝑘(𝑥, 𝑥!) = 𝜎"exp	(−
1
26
(𝑥# − 𝑥!#)
𝑙#"
$
#%&
) 
where l2= lengthscale, 𝜎" = variance, d = input dimension 
We normalized the expression value e(g,t) (with addition of pseudocounts of 10) 
of each gene g at each time point t by dividing the mean across all time points, 
and then taking log base e transformation so that the normalized value e’(g,t) 
fluctuates with a mean of 0. The formula is given as: 
𝑒!(𝑔, 𝑡) = 	 𝑙𝑜𝑔' 	𝑒
𝑒(𝑔, 𝑡)
∑ 𝑒(𝑔, 𝑡)()
 
Gaussian estimation of the expression levels for a gene at different time points, 
subject to noise is given as: 
𝑦 = 𝑓(𝑥) + 	𝜀   where: 𝜀	~	𝑁	(µ, 𝜎*") 
The predictive distribution for 15 test time points (~ 3 hour intervals, 3-55 hours), 
{𝑥&, 𝑥", … . , 𝑥∗}	is specified as: 
𝑝(𝑓∗|𝑥∗, 𝑥, 𝑦) = 	𝑁(𝑚(𝑥∗), 𝑘(𝑥∗)) 
where: 
𝑚(𝑥∗) = 𝑘(𝑥∗, 𝑥)((𝑘(𝑥, 𝑥) + 𝜎"𝐼),&𝑦 
𝑘(𝑥∗) = 𝑘	(𝑥∗, 𝑥∗) − 𝑘(𝑥∗, 𝑥)((𝑘(𝑥, 𝑥) +	𝜎"𝐼),&	𝑘	(𝑥∗, 𝑥) + 𝜎" 
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We utilized the GPy Python package to fit the relative expression data (value for 
cos1 and cos2 simultaneously normalized by the mean expression level across 
all 60 time points for each gene  using the following hyperparameters: variance = 
1.0, noise variance = 0.1 and lengthscale (range 1 ~ 50) optimized to Maximum 
Likelihood Estimate (MLE) using a grid search method. After fitting the model, the 
predicted value (i.e. posterior mean) for each time point can be extracted. Fig2.6 
shows the GP regression obtained for polA (Rv 1629: DNA polymerase). Not 
only do the fitted values from the GP model generally interpolate between the 
observed data at each time point, they also present a smoother profile by 
averaging between adjacent time points to reduce noise. The error bands show 
the uncertainty in the model (95% confidence interval which can be denoted as 
±1.96*S, where S is the estimated standard deviation at each X-coordinate (time 
point) from the Gaussian Process model based on variance of the training data 
and surrounding points). 
 
Periodicity Analysis 
Traditional signal analysis methods like Fourier analysis, Fisher’s g-test, etc. as 
suggested by Wichert et. al.(Wichert et al., 2004)  performed poorly on our 
dataset because our experiment captured only about one-and-a-half cell-cycles.  
Thus, to identify periodic genes, we took an approach of sinusoidal curve-fitting, 
reminiscent of the non-linear curve fitting method described by Straume et.al. 
(COSIN2NL in COSOPT) (Straume, 2004).  We fit the expression profiles for 
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each gene to a sin curve with free parameters (including frequency, phase, and 
trend), and selected genes with frequencies and amplitudes in a reasonable 
range.  Goodness-of-fit was measured using residual sum-of-squares (RSS).  
Importantly, it is difficult to draw an absolute cutoff for significance based on 
RSS, since any data can be fit to a sin in some way, and RSS incorporates 
intrinsic noise in the data (E.g. between replicate observations).  Hence, we took 
a comparative approach by also fitting the data to a quadratic curve, which 
captures the general trend of the expression profiles.  We then compared the 
RSS of the sin fit to the RSS of the quadratic fit (which must also pay a similar 
price for noise in the same data).  Periodic genes are defined as those that 
exhibit oscillatory behavior above and beyond the trend that can be represented 
by a quadratic. The curve fitting for each gene was applied to the DESeq-
normalized read counts (15 time-points, 2 replicates each).  The sinusoidal 
function implemented is written as: 
ysin(t) = A sin(ωt + Φ) + B + Ct 
where:  A = Amplitude; ω= Frequency; B= Mean offset; Φ= phase shift; Ct= a 
linear term to capture a net increasing or decreasing trend in the expression.  
The parameters in this function were optimized using the curve_fit() function in 
SciPy using non-linear least-squares.  We then selected genes based on period 
length (27.5 hours< period < 55 hours) and amplitude (≥ 0.7).  We also removed 
genes with a correlation coefficient of > 0.9 between expression profiles in Cos 
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versus Rv.  The residual sum-of-squares (goodness-of-fit) was calculated as 
follows: 
𝑅𝑆𝑆-#* =	 6 (𝑦),/ − 𝑦-#*(𝑡))"
)%&..&1,			/%&,"
 
where ysin are the sin function estimates for each time point. 
A similar curve-fitting approach was used to fit the data to a quadratic 
curve: 
yquad(t) = D t2 + E t + F 
using curve_fit() to optimize the parameters D, E, and F for each gene, and the 
residual was calculated as:  
𝑅𝑆𝑆345$ =	 6 (𝑦),/ − 𝑦345$(𝑡))"
)%&..&1,			/%&,"
 
Finally, a score was calculated for each gene based on the ratio of residuals.  To 
meaningfully enrich periodic genes in Mtbcos, we used a Receiver Operating 
Characteristic (ROC) curve to determine the RSSsin/RSSquad range where we 
optimally enrich for periodic genes in Mtbcos. The RSSsin/RSSquad range was 
determined to be 0.35-0.45. A threshold of 0.45 was chosen based on examining 
plots that visually exhibit clear oscillatory behavior (beyond the general trend). 
Thus, genes with a ratio of less than 0.45 were identified as periodic: 
𝑅𝑆𝑆-#*
𝑅𝑆𝑆345$
< 0.45 
which means that the sinusoidal fit reduces the residual error by more than two-
fold over a quadratic curve and hence fits the data better.   
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 Using this comparative curve-fitting approach, 485 genes were identified 
as periodic inMtbcos (Supplementary Table 2), and only 183 genes in MtbRv , a 
~2.6 fold enrichment.  To estimate the number of false positives in the set of 485 
genes, we randomized the data (by shuffling the genes and timepoints) and 
subjected the randomized dataset to the same analysis as described above. This 
permutation analysis yielded only 14 periodic genes under the null hypothesis.  
Thus, we estimate the false discovery rate (FDR) at approximately 14/4019 = 
0.35%. 
 
Clustering 
Genes were clustered based on their expression profiles using hierarchical 
clustering (hclust() in R), using the ward.D2 method (Jr, 1963) based on the 
Euclidean distance between the vectors of expression values averaged between 
replicates over the 15 time points, which were standard-normalized for each 
gene (subtract mean and divide by standard deviation) to make the mean 
expression level equal to zero for each.  The optimal number of clusters was 
determined based on the Bayesian Information Criterion (BIC) using mclustBIC() 
in the mclust R package (Scrucca et al., 2016), which showed that the optimal 
number of clusters among the 485 Mtbcos periodic genes was 8 (using the ‘VEE’ 
model).  The dendogram was then divided into 8 disjoint clusters using cutree(). 
 
Peak Assignment 
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Using the GP fit data, we applied the following criteria to assign a peak to a 
gene’s expression profile.  The time series T with n observations for each gene 
with smoothed expression values {𝑥&, 𝑥", … . , 𝑥*} at different time points 
{𝑡&, 𝑡", … . , 𝑡*} was defined as: 
𝑇 = {(𝑡&, 𝑥&), (𝑡", 𝑥"), … . (𝑡*, 𝑥*)}	 
First, to screen out the increasing or decreasing trend at the beginning and end 
of the time series, and to focus on the cytokinesis phase in the middle of the time 
course, we excluded the first and last two time points from the peak assignment. 
Second, to identify well-spaced major peaks across time points, we defined a 
point 𝑥# as a peak if it has a greater magnitude than its two nearest neighbors on 
both sides. This is defined as: 
𝑥# > 𝑥#6&, 𝑥#6", 𝑥#,&, 𝑥#,"						∀#= 3,4, … . , 𝑛 − 2 
Furthermore, to filter out the genes with lower fluctuations, the difference 
between the magnitude of the highest peak 𝑥7 and the global minimum 𝑔8#* was 
restricted to be greater than 0.5. Additionally, in the case of more than one peak 
in the time series, all the peaks were constrained to have at least a half 
magnitude of the highest peak in the expression profile. Finally, a set of peaks P 
for a time series was identified as: 
𝑃 = {(𝑡# , 𝑥#)|(𝑥# > 𝑥#6&, 𝑥#6", 𝑥#,&, 𝑥#,") ∧ (𝑥# −	𝑔8#* > 0.5) ∧		(𝑥# ≥ 0.5 ∗ 	𝑥7)}		∀#
= 3,4, … , 𝑛 − 2 
Among the significantly expressed genes, the peak assignment identified 1620 
genes with a single peak and 71 genes with two peaks in the Mtbcos strain 
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compared to 903 genes with a single peak and 8 genes with two peaks in MtbRv. 
Similarly, 1222 genes in the cos strain and 2344 genes in the wild type did not 
have any major peak. This once again confirmed that the gene expression levels 
in the Mtbcos strain show significantly higher fluctuations than MtbRv. 
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