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Extended all-atom molecular dynamics simulations
on all protein metafolds have been performed to
obtain a complete picture of the gas phase
proteome. The structural atlas of the gas phase pro-
teome obtained here shows an unexpected mainte-
nance of the global and local structure and of the
general deformability pattern upon transfer to the
gas phase under electrospray conditions. Despite
a general compression, the solution structure can
be easily very well recognized from the gas phase
one, and most structural details, such as secondary
structure, are well preserved upon vaporization.
Rehydration of the gas phase protein leads in most
cases to a very fast transition from gas phase to solu-
tion structure. Overall, our massive analysis (over
4 ms in solution and over 12 ms in the gas phase)
demonstrates that solution-like structures can be
determined by using mass spectroscopy and related
techniques to obtain fast approximations to the solu-
tion structure.
INTRODUCTION
The central dogma in protein folding is that hydrophobic terms
are the main ones responsible for guiding the protein from
a random-open conformation to a compact native form, and
protein structure cannot then be understood in the absence of
water (Creighton, 1992). Accordingly, we can expect that trans-
fer of a protein from water to the gas phase would lead to very
fast protein unfolding. However, mass spectroscopy (Banks
and Whitehouse, 1996; Fenn et al., 1989; Sharon and Robinson,
2007) has shown that under suitable experimental conditions,
proteins in the gas phase might maintain at least part of their
structure, adopting a conformation close enough to the native
one as to allow a fast refolding upon rehydration (Bothner and
Siuzdak, 2004; Jarrold, 2000; Patriksson et al., 2007). Thus,
many experiments demonstrate that under mild vaporization
conditions, the gas phase charge of the protein is that expected
for a globular structure and not for a random coil (Benesch and88 Structure 17, 88–95, January 14, 2009 ª2009 Elsevier Ltd All righRobinson, 2006; Kaltashov and Eyles, 2002; Kaltashov and
Mohimen, 2005). Amide hydrogen exchange and differential
chemical labeling experiments strongly support the idea that
the gas phase structure is compact and perhaps not too different
from the solution one (Hoerner et al., 2004; Kaltashov and Eyles,
2002; McLafferty et al., 1998), something that can also be
deduced from collision cross-section measures (Covey and
Douglas, 1993; Ruotolo et al., 2005; Wyttenbach and Bowers,
2003). Even more impressive, at least some noncovalent protein
complexes survive vaporization (for a review, see Aebersold and
Goodlett, 2001; Griffin and Aebersold, 2001; Heck and van den
Heuvel, 2004; Hernandez and Robinson, 2001), as is the case
of ribosome (Benjamin et al., 1998; Rostom et al., 2000), Gro-
El (Robinson et al., 1994), and several other large protein
complexes (Benesch and Robinson, 2006; Ruotolo et al.,
2005), including viruses, which seem to be infective after vapor-
ization in electrospray ionization (ESI) experiments (Broo et al.,
2001; Tito et al., 2000). In summary, despite the current dogma
on the physics of protein folding, experimental evidence strongly
suggests that complete removal of water does not produce an
immediate unfolding of the protein and that the structure main-
tained in the gas phase is inmost cases similar to that in solution.
This opens the possibility of solving the structure of proteins in
solution from easy-to-perform gas phase experiments as
planned in X-ray-free electron laser imaging techniques (Neutze
et al., 2004).
In this paper, we present a wide and systematic study for 30
proteins selected to represent all metafolds (see Methods in
Rueda et al., 2007; see Table S1 available online) in the gas
phase in conditions as close as possible to those of ‘‘normal’’
and ‘‘ideal’’ ESI experiments. Our results strongly suggest that
the folded structure is a metastable conformation in the gas
phase at least in the microsecond timescale. The solution struc-
ture can be easily recognized by automatic methods from gas
phase trajectories and many fine structural details of proteins
in solution are fully maintained upon vaporization. The major
deviations detected are a partial exposure of apolar side chains
and local structural distortions related to unscreened charge-
charge repulsions. Rehydration of the gas phase structure leads
in many cases to a fast refolding to a native solution-like confor-
mation. Our massive study (more than 4 ms in water and 12 ms in
the gas phase) strongly supports the use of gas phase tech-
niques to gain information on hydrated proteins and suggeststs reserved
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Figure 1. Representation of Several Structure Descriptors for the Set of Proteins in Solution and Gas Phase Conditions
(A) Backbone rmsd (in A˚) to experimental structure.
(B) Radii of gyration of experimental versus simulation structures (in A˚).
(C) TM score (in A˚) to experimental structure.
(D) Solvent-accessible surface of experimental versus simulated structures (in 1000 A˚2).
Blue (diamonds), water; magenta (squares), gas phase (NC); yellow (triangles), gas phase (ESIC).an alternative role for water during folding, where it acts as
a chaperone to avoid fast but erroneous electrostatic-driven
nonnative collapses.
RESULTS AND DISCUSSION
Control solution simulations revealed stable trajectories in the
0.1 ms timescale, sampling in most cases conformations very
close to experimental ones (see Figure 1); extension to 0.2 ms
for a subset of ultrarepresentative proteins confirms the stability
of the obtained trajectories in the submicrosecond timescale. As
in our previous study performed for the same set of proteins but
using a different four force fields and shorter (10 ns) simulation
times, the trajectories displaying the largest root-mean-square
deviations (rmsd) from experiments correspond to proteins
with flexible loops such as Protein Data Bank (PDB) ID code
1NSO, typically solved by NMR experiments (Rueda et al.,
2007) with little experimental restraints in the flexible region. As
previously found (Rueda et al., 2007), when the weight of flexible
regions in the rmsd is reduced using the TM-score procedure
(Zhang and Skolnick, 2004), the deviation between experimental
and 0.1 ms trajectories is reduced to average values around
1.5 A˚, that is, within the thermal noise (see Figure 1). Molecular
dynamics (MD) estimates of radii of gyration match experimental
values, suggesting that the overall shape of all the proteins is well
maintained in MD simulations in water (Figure 1). Finally, MD
leads to some expansion of the proteins in water from experi-
mental values (around 5% in the solvent-accessible surface),
the effect being larger for X-ray structures (7%), whereas for
NMR structures the deviation reduces to only 3%. Analysis of
many other global and local geometrical parameters (see above)
confirms our previous claims (Rueda et al., 2007) on the quality of
current state of the art MD protocols and force fields to represent
the structure of proteins in aqueous solution at least in the sub-
microsecond timescale.Structure 17Gas phase simulations revealed major conservation of the
general structure after 0.1 ms of dynamics in vacuum (see
Figure 1). The averaged rmsd from crystals in gas phase trajec-
tories increased only 1.2–1.4 A˚ from solution simulations (the
difference is reduced to 0.4–0.5 A˚ if TM score is considered).
Most of the proteins displayed rmsd’s (from crystal) below
3.5 A˚ in both native charge (NC) and ESI charge (ESIC) simula-
tions and only two proteins displayed dramatic distortions
(rmsd R 7 A˚) for both ionization states of the vacuum protein
(PDB ID code 1NSO, a very flexible protein which also diverged
from the solution NMR structure, and 1PDO, a protein that
appears as a dimer in the crystal form). Two other proteins
(PDB ID codes 1ILE and 1OPC) show severe distortions only in
the ESIC simulations due to the disruption of key saline bridges
occurring upon protonation to achieve expected electrospray
charge. In general, even proteins that are changing their confor-
mation in vacuum are not unfolded, as shown by the fact that the
rmsd from theMD-averaged structure is smaller in the gas phase
(on average 0.8 A˚) than in solution (on average 1.3 A˚; see
Figure S1). Globular structures are found in all cases as sug-
gested by values of the radii of gyration (see Figure 1), confirming
that no unfolding occurs in the simulation time. The solvent-
accessible surface of proteins in the gas phase is significantly
reduced with respect to solvated structures (18% for NC and
13% for ESIC) due to a general compaction of the protein.
Because MD simulation in water tends to overestimate the
solvent-accessible surface area from X-ray values (up to 7%;
see above), gas phase solvent-accessible surface area in elec-
trospray experiments (ESIC) are not so deviated (underestima-
tion less than 6%) from values expected from the crystal form.
In fact, simulated collision cross-sections (CCS; see Experi-
mental Procedures) determined from ESIC trajectories are on
average identical to those determined from experimental struc-
tures (see Figure S2). Our results therefore provide support to
available experimental data on electrospray experiments and
confirm previous theoretically derived claims based on short, 88–95, January 14, 2009 ª2009 Elsevier Ltd All rights reserved 89
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Proteins in the Gas Phase(subnanosecond) simulations on a few selected systems (Arteca
et al., 2001; Jarrold, 2000; Segev et al., 2008).
We should emphasize that all of these results do not support
the idea that the equilibrium gas phase structure should be the
same as the solution structure, because simple calculations
show that the optimum gas phase structure can be quite far
from solution conformations (Arteca et al., 2001). On the
contrary, we suggest that (at least) in the submillisecond time-
scale, the solution structure can be a metastable conformation
in the gas phase, which can be detected in fast electrospray
experiments. Obviously, we could expect protein unfolding in
very long ESI experiments as those performed using circular
ion mobility experiments (Bohrer et al., 2008).
The results above strongly suggest that experimental shape
descriptors obtained in ESI experiments could be used to obtain
reliable information on the solvated protein. The question is
whether the gas phase structure is close enough to the solvated
one as to allow structure comparison programs to identify it. To
analyze this point, we ran massive MAMMOTH (Lupyan et al.,
2005; Ortiz et al., 2002) calculations comparing the gas phase
structures obtained here (MD-averaged structures obtained
using samplings in the 90–100 ns range) with the nonredundant
PDB. In 90% (NC) and 100% (ESIC) of cases, the experimental
X-ray or NMR structure was found as the top-ranking hit for
the gas phase conformation, and only for three cases for gas
phase NC trajectories was the first hit a very close homolog of
the same protein. Furthermore, second and third hits correspond
in all cases to close homologs of the target protein. Z scores
associated with structure annotation are significant and similar
to those obtained when aqueous MD trajectories are consid-
ered, confirming the strong similarity between solution and gas
Figure 2. Ribbon Representation of Structures for Three Ultrarepre-
sentative Proteins Obtained after 1 ms of Simulation in the Gas Phase
(NC and ESIC Conditions)
Red ovals highlight the N-terminal b sheet of PDB ID code 1OPC which opens
during the ESIC simulation and exposes the protein’s hydrophobic core to
vacuum.90 Structure 17, 88–95, January 14, 2009 ª2009 Elsevier Ltd All righphase protein structures (see Figure S3). In summary, despite
the presence of strong, unscreened repulsion forces the proteins
did not unfold in the gas phase, nor did they refold onto a different
structure, but maintained a rigid compact structure whose
general geometrical indicators are surprisingly close to those
detected experimentally for solvated proteins.
Previous results demonstrate that in the 0.1 ms timescale,
proteins maintain their global structure well upon vaporization
when simulated with the AMBER parm03 force field. It is,
however, unclear whether or not (1) results are force field depen-
dent, in which case we are just analyzing a parm03 artifact, (2)
conclusions are valid only in the 0.1 ms range, but longer simula-
tions will report corruption of the structures, and (3) conclusions
can change if higher temperatures (like thosewhichmight exist in
the vaporization chamber) are considered. To answer these
potential criticisms, we performed a set of additional calculations
(Table S2) for our subset of ultrarepresentative proteins: (1) we
repeated gas phase calculations with CHARMM and OPLS/AA
force fields (see Figure S4), (2) we extended parm03 simulations
to 1.0 ms (Figure 2; Figure S5), and (3) we repeated parm03
trajectories for T = 350K and 400K (see Figure S6). All the results
demonstrate that we are not facing an artifact related to the
length of the trajectories or to the use of a given force field and
that the results reported here are quite robust to changes in
working temperature.
Finally, a last source of concern about our simulations is the
validity of results for different charge states. It is clear that very
heavily charged proteins will unfold in the gas phase, but
comparing a verymild (NC) or a standard (ESIC) ionization proce-
dure, nomajor differences are found. Quite counterintuitively, the
maintenance of the solution ionic state of protein residues in the
gas phase (the limit of a mild ionization process) does not repre-
sent any clear advantage in terms of structural maintenance with
respect to the standard ionization procedure and, in fact, some
gas phase-induced distortions, such as the collapse of the struc-
ture, seem stronger for NC simulations (see Figure 1; Figure S2).
We are then quite confident that conclusions drawn here will be
valid for a range of charge states in proteins.
Structural details of the proteins are well preserved upon
transfer to the gas phase. There is a small (4%) increase in the
Table 1. Percentages of Different Types of Secondary Structure
in the Experimental (X-Ray or NMR) and MD Ensembles in Water








a proteins a helix 64.7 61.1 48.7 52.1
b sheet 3.9 3.6 2.3 3.9
Turn/coil 31.4 35.3 49.0 44.0
b proteins a helix 7.9 7.1 5.0 5.4
b sheet 40.1 39.2 28.5 40.5
Turn/coil 52.0 53.7 66.5 54.1
a/b proteins a helix 33.4 31.5 25.6 25.1
b sheet 23.6 24.2 15.4 24.7
Turn/coil 43.0 44.2 59.0 50.2
See text for details.ts reserved
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Proteins in the Gas Phasenumber of residue contacts from the experimental structure, but
the native contacts arewell maintained (86% [NC] to 88% [ESIC];
see Figure 2), values which compare well with the solution MD
values (91% in Figure 2) and that are independent of the nature
of the native contact (polar or hydrophobic). The total number
of hydrogen bonds found in aqueous simulations for a protein
is very close to that detected in the experimental structures
(see Figure 2) and the native hydrogen bonds are present on
average in 65% of the trajectory (see Figure S7). Gas phase
simulations show a nonnegligible change in the pattern of
hydrogen bonds with respect to the solution phase because
the total number of protein-protein hydrogen bonds increases
23% (ESIC) and 37% (NC) due to reinforcement of favorable
protein-protein contacts in the absence of solvent. This ‘‘self-





Figure 3. Representation of Several Local
Structure Descriptors for the Set of Proteins
in Solution and Gas Phase Conditions
(A) Number of native contacts.
(B) Number of hydrogen bonds detected relative to
the experimental ones.
(C) Protein entropy in the gas phase relative to the
solution values.
(D) Ratio of solvent-accessible surface of polar
over apolar atoms of experimental versus simu-
lated structures.
Blue (diamonds), water; magenta (squares), gas
phase (NC); yellow (triangles), gas phase (ESIC).
accessibility of polar atoms, which results
in a significant change in the ratio of
solvent-accessible surface between
polar and apolar atoms (see Figure 2).
However, despite the formation of many
new hydrogen bonds, the experimental
(solution) pattern of protein-protein
hydrogen bonds is well conserved in the
gas phase (55% [NC] to 58% [ESIC]),
suggesting that despite the general
compaction of the structure, many local
interactions are maintained in the gas
phase (independently of vaporization
conditions). Such maintenance of local
structure is also reflected in a remarkable
conservation of secondary structure
elements in the gas phase (see Table 1;
Figure 2; Figures S8 and S9). Thus,
without major differences related to the
structural class of the protein, there is an
average variation of only 5% (NC) to
11% (ESIC) in the annotation of residues
to secondary structure classes in the
gas phase as compared to solution, the
changes in general being related to
terminal residues of a helices or b sheets
which have lost some interactions and
have become annotated as turn or coil
elements. In summary, and quite surpris-
ingly, in addition to the general shape of the protein, many details
of the local structure, including secondary structure, are quite
well preserved in the gas phase.
The gas phase structure has more restricted movements than
the solvated form, which is reflected in higher-frequency move-
ments and a parallel reduction of the protein entropy (on average
around 17% for NC and 11% for ESIC; see Figure 3) and in the
decrease in the residue B factors with respect to the solution
values (see Figure 4). This global rigidification induced by the
transfer to the gas phase leads to a change in the nature of the
protein, which in solution behaves like an anisotropic system
with a solid core and amelted exterior (see Lindemann’s indexes
in Table 2), whereas in the gas phase is a canonical solid every-
where. Interestingly, the differences in macroscopic character
between backbone/side chains, buried/exposed, and residuesStructure 17, 88–95, January 14, 2009 ª2009 Elsevier Ltd All rights reserved 91
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Proteins in the Gas Phasein different types of secondary structures which are found in the
gas phase are largely reduced upon vaporization (see Table 2).
The loss of flexibility of the external layer of residues leads to
a dramatic reduction (nearly 50%) in the ‘‘breathing stiffness’’
(see Supplemental Experimental Procedures) of proteins (see
Figure 4). However, this does not completely change the nature
of the essential deformation pattern of proteins, as noted in the
good similarity (average Spearman’s correlation coefficients
around 0.4 [NC] to 0.5 [ESIC]; see Figure S10) between the B
factor distributions in solution and in the gas phase (the correla-
tion being in fact much higher for some proteins; see, for
example, Figure S11) and in the large values of the similarity
indexes (G; see Supplemental Experimental Procedures)
between solution and gas phase essential deformation vectors,
around 0.5 (see Figure 4) with Z scores far from those expected




Figure 4. Representation of Several Indicators of Protein Flexibility
in Solution and Gas Phase Conditions
(A) B factor distribution.
(B) Breathing force constant (in kcal/mol A˚2).
(C) Similarity indexes (G) between gas phase and solution essential dynamics.
Blue, water; magenta, gas phase (NC); yellow, gas phase (ESIC).
Table 2. Lindemann’s Indexes for Proteins in Solution and Gas
Phase
Water NC ESIC
All 0.28 0.16 0.19
Buried 0.18 0.14 0.15
Exposed 0.32 0.17 0.20
b sheet 0.28 0.14 0.18
Coil 0.33 0.16 0.19
a helix 0.17 0.11 0.13
Backbone 0.21 0.13 0.14
Side chains 0.34 0.18 0.22
Indexes computed considering different parts of the proteins are also
reported.92 Structure 17, 88–95, January 14, 2009 ª2009 Elsevier Ltd All rightsmaller than 30; see Figure S12), indicating that, despite the
general increase in stiffness, there is a very significant mainte-
nance of the intrinsic deformability pattern upon vaporization.
This, combined with the strong conservation of general protein
structure, suggests that a residual biological activity could be
expected, at least for some proteins, in the gas phase.
Rehydration experiments suggest that, at least in some cases,
proteins that were exposed to vacuum quickly recover their
bioactive conformation when being resolvated (see Introduc-
tion). To quantify and analyze the generality of this issue, we
immersed the gas phase structures in a box of water at room
temperature. For computational reasons, this procedure was
performed on a reduced but significant set of proteins (12) for
which vaporization induced a different degree of distortion. Quite
impressively, the recovery of the solution structure is extremely
fast (less than 30 ns in most cases) as noted in the evolution of
rmsd (to experimental structure) and in the ratio between polar
and apolar exposed surface areas (see Figure 5). Our MD simu-
lations provide strong evidence that the changes induced in
protein structure by vaporization are moderated and that it is
simple for the protein to recover its physiological conformation
once immersed back in water.
Conclusions
MD simulations, which reproduce the properties of solvated
proteins well, seem also able to provide valuable information on
the nature of proteins in the gas phase, both under ideal and usual
electrospray conditions. Vaporization leads to a global compact-
ness of the protein, but the general structure in solution can easily
be recognized from gas phase samplings after up to 1 ms of
simulation (i.e., 109 integrations of Newton’s equations of
motion). Many details, such as the map of residue contacts or
hydrogen-bonding scheme, are also well maintained in the gas
phase. The vaporization process rigidifies the protein, but even
though mobility is reduced, the pattern of essential deformations
is well preserved. The whole of the data collected here strongly
suggests that gas phase experiments can be used with confi-
dence to obtain structural information on solution structures.
A simplistic lecture of the results presented in this paper
seems to minimize the importance of water in protein folding,
because a folded proteinmaintains its structure in the gas phase.
However, a more detailed analysis of the results shows that it is
just the opposite situation. The solution structure is, as antici-
pated from theoretical considerations (Wolynes, 1995), clearly
not the global minimum for the dehydrated protein, and test
trajectories in the gas phase (data not shown) starting from
random extended conformations failed in all cases to collapse
into something close to the solution conformation. In the
absence of water, the potential energy surface is very stiff and
the protein collapses quickly to a conformation minimizing elec-
trostatic repulsions without exploring conformational space. Our
results suggest that the absence of water ‘‘freezes’’ the protein
structure in a conformation not far from the starting one, which
is why the solution structure seems stable in the gas phase.
Our results are then suggesting that in addition to being a driving
force for hydrophobic collapse during protein folding, water is
also a key element in avoiding misfolding guided by strong
nonnative electrostatic interactions (Levy and Onuchic, 2006;
Papoian et al., 2004).s reserved
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Protein Selection
Following the mMODEL procedure (Rueda et al., 2007), we performed our anal-
ysis using a list of proteins that cover the 30 most populated folds (metafolds)
according to SCOP (Andreeva et al., 2004; Murzin et al., 1995), CATH (Pearl
et al., 2005), Dali (Dietmann et al., 2001; Holm and Sander, 1995), and Dagget’s
databases (Day et al., 2003) (see Table S1).
Control Calculations in Solution
The 10 ns structures of the parm99 (Wang et al., 2000) simulations performed
within the mMODEL project (Rueda et al., 2007) were used as a starting point
for current parm03 (Duan et al., 2003) simulations that were extended to 0.1 ms
(for three ultrarepresentative proteins [Rueda et al., 2007], PDB ID codes
1CQY, 1KTE, and 1OPC, simulations were extended to 0.2 ms; see Table S2)
using full solvent representation, periodic boundary conditions with particle
mesh Ewald corrections (Darden et al., 1993), parm03 force field (Duan
et al., 2003), and all technical details explained in detail in Rueda et al.
(2007) and Supplemental Experimental Procedures. Analysis (Rueda et al.,
2007) of trajectories shows that parm03 (Duan et al., 2003) and parm99
(Wang et al., 2000) simulations provide the same information in solution, which
is also quite similar to that obtained using other force fields such as CHARMM
(MacKerell et al., 1998), GROMOS (van Gunsteren et al., 1996), and OPLS/AA
(Damm et al., 1997). Simulations reported here correspond to near 4 ms of
unrestrained simulation for 30 representative proteins, which represent to
our knowledge the largest published database of aqueous MD trajectories.
Gas Phase System Setup and Charge Distribution
Solution structures at the tenth nanosecond (see above) were used to generate
starting snapshots for gas phase simulations. Keeping the same conformation,
two starting models for each protein were produced: (1) native charge (NC),
where the solution ionic state of protein residues was maintained, simulating
then the ‘‘mildest’’ possible mass spectrometry conditions, and (2) ESI charge
(ESIC), where charges on ionizable residues (considering only the most basic
sites Arg, Lys, and His; Harrison, 1997) were added iteratively until a typical
total protein charge in ESI experiments is reached (Qprotein = 0:02SAS
0:671;
see Kaltashov and Mohimen, 2005). The protonation energy for a given basic
site is calculated as:
Eprotonation =Einteractionprotonated  Einteractionunprotonated  PAðAAÞ;
where the intrinsic proton affinity PA(AA) is taken from Harrison (1997). Interac-
tion energies are computed from energy-minimized structures (1500 steps)
using Poisson-Boltzmann calculations as implemented in the CMIP program
(Gelpi et al., 2001).
A
B
Figure 5. Monitoring of the Desolvation and
Rehydration Process
The first 10 ns correspond to the control simulation
in water, from the 10th to the 110th ns to the simu-
lation in gas phase, and from the 110th to the
160th to rehydration.
(A) Backbone rmsd (in A˚) to experimental struc-
ture.
(B) Polar solvent-accessible surface relative to that
in the experimental structure.
Finding the lowest energy distribution of the Q
protonated sites on a protein with N basic sites is
nontrivial because the number of possible confor-
mations equals the binomial coefficient of Q over N
and becomes too large, even for small proteins
(e.g., for PDB ID code 2HVN: Q = 11, N = 25, R =
4.5*106). Fortunately, the sites that are preferably
protonated at low charge states remain proton-
ated at high charge states (Miteva et al., 1997), which supports an iterative
transfer of charges to the most favorable site of each charge state. Further-
more, control simulations of three proteins, PDB ID codes 1CQY, 1KTE, and
1OPC, at five different low-energy charge distributions (see Table S3) show
that trajectories are not too sensitive to the exact placement of the charges,
in agreement with previous suggestions by Jarrold and coworkers (Mao
et al., 1999a, 1999b), which indicates that a nonoptimal placement of charges,
or the neglect of charge migration effects (Valentine and Clemmer, 2002),
should not introduce major bias into our simulations.
ESI experiments generate a number of different charge states around the
optimal one determined by the empirical relationship to the solvent-accessible
surface (see above). However, there are concerns on the robustness of the
simulations to small changes in the total charge of the protein. To verify this
point, we performed control simulations for ubiquitin with charge states
ranging from 4+ to 9+ (see Table S4). For charge states near the optimum
one (4 to 6+) the structure remains stable, whereas for larger charge states,
coulombic-induced unfolding is observed (Table S4; Figure S13), matching
experimental measures on the same system by Clemmer and coworkers
(Myung et al., 2002) and on cytochrome c (Jarrold, 2000). We are then confi-
dent that results shown below are quite robust to the selection of the total
charge state and of the charge distribution along the protein.
Equilibration and Production
Gas phase starting conformations were partially optimized, thermalized, and
equilibrated for more than 1 ns (see Supplemental Experimental Procedures).
All gas phase simulations were extended to 0.1 ms (1.0 ms for the set of ultrare-
presentative proteins), which helped us to evaluate potential errors induced by
limited sampling. Gas phase calculations were performed at constant temper-
ature (T = 300K) but for the set of ultrarepresentative proteins, simulations were
repeated at T = 350K and 400K to evaluate the dependence of results on the
effective temperature (see Table S2). Finally, to discard the presence of force
field-dependent artifacts, simulations of the ultrarepresentative proteins were
repeated using CHARMM (MacKerell et al., 1998) and OPLS (Damm et al.,
1997) force fields. Additional simulation details are provided in Supplemental
Experimental Procedures. Results reported here represent to our knowledge
the largest MD study of proteins in the gas phase or solution ever published.
Refolding Experiments
The ability of proteins to recover solution structure after a (0.1–1 ms) period in
the gas phase was explored in nearly half of the proteins in the database (see
Table S2). For this purpose, the last structure collected in the gas phase trajec-
tory was rehydrated by immersion in a box of water molecules. Systems were
partially thermalized and equilibrated as described above and were then
subject to 50 ns of unrestrained MD simulation using the same protocol as
in the control aqueous simulations.Structure 17, 88–95, January 14, 2009 ª2009 Elsevier Ltd All rights reserved 93
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Proteins in the Gas PhaseAnalysis of Trajectories
Trajectories were analyzed to obtain the structural and dynamic properties of
proteins. Structural descriptors include backbone rmsd’s, TM score (Zhang
and Skolnick, 2004), radii of gyration, solvent-accessible surface for all heavy
atoms (Hubbard and Thornton, 1993), secondary structure (Kabsch and
Sander, 1983), intramolecular hydrogen bonds, contact maps, Ramachandran
plots (Laskowski et al., 1993; Morris et al., 1992), contact profiles, collision
cross-sections (Wyttenbach et al., 1997), and others. Analyses were per-
formed at the global level but also for specific types of secondary structure,
annotated using the Kabsch and Sanders algorithm (Kabsch and Sander,
1983) as implemented in ptraj (Case et al., 2006). The global similarity between
the structures of the same protein collected in solution and in the gas phase
was determined by computing the pair-cross-rmsd (see Supplemental Exper-
imental Procedures).
Local dynamic properties were represented by B factors, whereas global
flexibility was represented by Lindemann’s indexes (see Supplemental Exper-
imental Procedures) and by essential dynamics protocols considering either
cartesian or mass-weighted covariance matrices (Amadei et al., 1993), which
provided us with measures such as protein entropy (Andricioaei and Karplus,
2001; Harris et al., 2001; Schlitter, 1993). The similarity between the essential
deformation patterns of two trajectories was determined by the G index (see
Supplemental Experimental Procedures; Hess, 2000), considering a small
set of eigenvectors explaining 90% of protein variance. The statistical signifi-
cance of the similarities found were evaluated by the associated Z scores,
which indicate how many times above background probability a similarity is
(see Supplemental Experimental Procedures). Finally, the ‘‘spherical
breathing’’ of the proteins was measured by analyzing the oscillations in the
radii of gyration (see Supplemental Experimental Procedures).
SUPPLEMENTAL DATA
Supplemental Data include Supplemental Experimental Procedures, thirteen
figures, and two tables and can be found with this article online at http://
www.cell.com/structure/supplemental/S0969-2126(08)00430-9.
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