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1. Introduction
Let us consider the Navier–Stokes equations for incompressible viscous ﬂuid. Denoting by Ω ⊂ R3 a bounded domain
with C2 boundary ∂Ω and T a positive number, the velocity vector v and the scalar function p, representing the pressure,
solve the boundary value problem
ut + u · ∇u + ∇p − div(ν∇u) = 0, in Ω ⊂R3, (1.1)
divu = 0, in Q := Ω × (0, T ), (1.2)
u = 0, on ∂Ω × (0, T ). (1.3)
The coeﬃcient ν = ν(x) is a positive constant function and it models the viscosity of the ﬂuid.
When the viscosity is a given positive constant, there is a large amount of works discussing the unique existence of
the solutions in a suitable sense to (1.1)–(1.3) (see [17,22] and the references therein). The case in which the viscosity is
a given positive function has been studied in [1–4,20,21]. In the more general case when the viscosity is a given smooth
positive function, it is very easy to prove local smooth solutions or global weak solutions. Here “global weak solutions”
mean u ∈ L∞(0, T ; L2)∩ L2(0, T ; H10), whereas “smooth local solutions” are in the space L∞(0, T ; H10)∩ L2(0, T ; H2). A priori
estimates can be obtained by classical energy methods.
In many applications the viscosity ν is not known. In this paper we deal with the inverse problem of recovering it. More
precisely, denoting by D ⊂ Ω a given subdomain such that ∂D ⊇ ∂Ω and t0 ∈ (0, T ) a given time, we want to determine
ν(x) by the observation of the data
u|D×(0,T ) and u(x, t0), x ∈ Ω ⊆R3. (1.4)
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Choulli, Imanuvilov and Yamamoto [7]. They consider the inverse problem (1.1)–(1.4) when an unknown external force is
present and they obtain a Lipschitz stability estimate for the source term, using proper Carleman estimates developed in
[6,8,11]. These estimates have been obtained modifying the method of [5]. In [19] the authors discuss the inverse source
problem by ﬁnal over determining observation data.
The inverse coeﬃcient problem is different from the inverse source problem and it requires additional arguments. In
[9,18], the authors have studied the uniqueness issue of the inverse viscosity problem for the stationary Navier–Stokes
equations. The aim of the present paper is to study the uniqueness and the stability issue of the non-stationary inverse
problem (1.1)–(1.4).
For two possible viscosity functions ν1 and ν2, we denote by (ui, pi), i = 1,2, the corresponding solutions of (1.1)–(1.3),
when ν is replaced by ν1 and ν2, respectively. Deﬁning
(u, p, ν) := (u1 − u2, p1 − p2, ν1 − ν2),
we have that (u, p) is solution to
ut + u1 · ∇u + u · ∇u2 + ∇p − div(ν1∇u) = div(ν∇u2), in Ω, (1.5)
divu = 0, in Q , (1.6)
u = 0, on ∂Ω × (0, T ) (1.7)
and
u|D×(0,T ) and u(x, t0), x ∈ Ω, (1.8)
are the measured data.
In order to circumvent the pressure, which is the most diﬃcult term to deal with, we introduce the vorticity ωi = curlui ,
i = 1,2 and we deﬁne ω := ω1 −ω2. Applying curl operator to (1.5), we get
ωt + u1 · ∇ω + u · ∇ω2 −
∑
i
∂i(ν1∂iω) −
∑
i
∂i(ν∂iω2) −
∑
i
∂i(∇ν1 × ∂iu) −
∑
i
∂i(∇ν × ∂iu2)
= ω1 · ∇u +ω · ∇u2. (1.9)
We pose the following assumptions.
(H1) Let D ⊂ Ω be a subdomain of Ω such that ∂D ⊃ ∂Ω .
(H2) There exists a constant M , M > 1, such that, for i = 1,2,
0< M−1 
∣∣ curlu2(x, t0)∣∣,
2∑
j=0
∥∥∂ jt ui∥∥L∞(Q ) +
2∑
j=0
∥∥∇∂ jt ui∥∥L∞(Q ) + ∥∥∂2t ∇2ui∥∥L∞(Q )  M. (1.10)
Here ∇2u = (∂i∂ ju)3×3.
(H3) There exists a constant 0, 0 ∈ (0,1), such that
0  νi(x),∣∣∇(ν1 − ν2)(x)∣∣ 0∣∣ν1(x) − ν2(x)∣∣,∣∣∇2(ν1 − ν2)(x)∣∣ 0∣∣ν1(x) − ν2(x)∣∣, (1.11)
for x ∈ Ω and i = 1,2.
Remark 1.1. The ﬁrst condition of (H2) is used in (3.7). If the initial data u0 is suﬃciently smooth and small enough or T is
small enough, then the second condition of (1.10) is satisﬁed. Since from a physical point of view, the viscosity is close to a
positive constant, assumption (H3) is acceptable. (H3) can be also replaced by other conditions using many measurements.
For example, in this case we obtain an algebraic system of (ν,∇ν,ν). We can assume this system is solvable and prove a
similar stability theorem.
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Theorem 1.2. Let (H1), (H2) and (H3) be satisﬁed. There exists a positive constant C depending on Ω, T , t0 and M such that
‖ν1 − ν2‖L2(Ω)  C
3∑
j=1
∥∥∂ jt curl(u1 − u2)∥∥L2(D×(0,T )) + C
2∑
j=0
∥∥∂ jt (u1 − u2)∥∥L2(0,T ;H2(D))
+ C∥∥(u1 − u2)(·, t0)∥∥H4(Ω). (1.12)
Remark 1.3. For t0 = 0, our inverse problem and the corresponding inverse source problem (see Isakov [14,15]) remain still
open.
2. Key Carleman estimate
For our Carleman estimate we need a weight function with special properties. For a non-empty subdomain D1 ⊂ Ω such
that D1 ⊂ D and ∂D1 ⊃ ∂Ω , let η ∈ C2(Ω) satisfy
η > 0 in Ω,
η|∂Ω = 0,
|∇η| > 0 on Ω \ D1. (2.1)
As for the existence of η, see [8,13].
Let
	(t) := t(T − t). (2.2)
We set
α(x, t) := e
λη − e2λ‖η‖L∞(Ω)
	(t)
(2.3)
with λ > 0 and η in (2.1).
In the following lemma proved in [6,10] we have a conventional Carleman estimate for .
Lemma 2.1. There exists a number λ˜ > 0 such that for any λ > λ˜, we can choose constants s0 := s0(λ) > 0 and C1 := C1(Ω, D, λ) > 0
such that∫
Q
(
s3
	3(t)
|∇u|2 + s
5
	5(t)
|u|2
)
e2sα dxdt  C1
∫
Q
s2
	2(t)
∣∣u(x, t)∣∣2e2sα dxdt + C1eC1s‖u‖2L2(0,T ;H2(D)) (2.4)
for all u ∈ L2(0, T ; H2(Ω)) and all s s0 .
Here and hence forth C,C j denote generic constants which are dependent on Ω, D, T , λ,M , but independent of s.
Lemma 2.2. Let
P0 y := yt − div(a∇ y) + A(x, t) · ∇ y + A0 y = g0 +
n∑
i=1
∂i gi in Q , (2.5)
where a > 0, a ∈ W 1,∞(Q ), A ∈ L∞(Q ), A0 ∈ L∞(Q ), g0, gi ∈ L2(Q ). Then there exists a constant λ˜ > 0 such that for λ > λ˜, we
can choose s0 := s0(λ) > 0 and C2 > 0 such that∫
Q
(
s2
	2(t)
|∇ y|2 + s
4
	4(t)
|y|2
)
e2sα dxdt  C2
(∥∥∥∥g0 s3/2	3/2 esα
∥∥∥∥
2
L2(0,T ;H−1(Ω))
+
∑
i
∫
Q
s3
	3(t)
|gi|2e2sα dxdt
)
+ C2eC2s
(‖yt‖2L2(D×(0,T )) + ‖y‖2L2(0,T ;H1(D))) (2.6)
for all s s0 .
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generality, we may assume that ∂D is C2. If not, then we can take a subdomain D˜ ⊂ Ω such that ∂ D˜ ⊃ ∂Ω and ∂ D˜ is C2.
Therefore, by the extension theorem (Lemma 8.2.2 in [16]), we can ﬁnd a function y˜ such that y = y˜ in D × (0, T ) and
‖∂t y˜‖L2(Q ) + ‖ y˜‖L2(0,T ;H1(Ω))  C
(‖∂t y‖L2(D×(0,T )) + ‖y‖L2(0,T ;H1(D))). (2.7)
Set v := y − y˜. Then, noting that ∂D ⊃ ∂Ω , we see that P0v = g0 + ∑i ∂i gi − [∂t y˜ − div(a∇ y˜) + A · ∇ y˜ + A0 y˜] and
v|∂Ω×(0,T ) = 0 and v|D×(0,T ) = 0. Therefore the Carleman estimates in Sobolev spaces of negative order in [13] yields∫
Q
(
s2
	2(t)
|∇v|2 + s
4
	4(t)
|v|2
)
e2sα dxdt  C
(∥∥∥∥g0 s3/2	3/2 esα
∥∥∥∥
2
L2(0,T ;H−1(Ω))
+
∑
i
∥∥∥∥gi s3/2	3/2 esα
∥∥∥∥
2
L2(0,T ;L2(Ω))
)
+ C
∫
Q
s3
	3
(|∂t y˜|2 + |∇ y˜|2 + | y˜|2)e2sα dxdt.
This and (2.7) yield the conclusion (2.6). Here, for the reader convenience, we state the Carleman estimates in Sobolev
spaces of negative order in [13]. Let y satisfy (2.5) and y|∂Ω×(0,T ) = 0, then∫
Q
(
s2
l2(t)
|∇ y|2 + s
4
l4(t)
|y|2
)
e2sα dxdt  C2
(∥∥∥∥g0 s3/2l3/2 esα
∥∥∥∥
2
L2(0,T ;H−1(Ω))
+
∑
i
∫
Q
s3
l3(t)
|gi|2e2sα dxdt
)
+ C2
T∫
0
∫
D
s4
l4(t)
|y|2e2sα dxdt. 
Now we can state our key Carleman estimate.
Theorem 2.3. Let
ut − div(ν1∇u) + q(x, t) · ∇u + ∇p = F (x, t), (2.8)
divu = 0 in Q , (2.9)
u = 0 on ∂Ω × (0, T ). (2.10)
Here ν1 ∈ W 1,∞(Q ), ν1  M−1 > 0,q ∈ L∞(Q ). Then there exists a constant λ0 > 0 such that for λ > λ0 , we can choose constants
C > 0 and s0 > 0 such that∫
Q
(
s5
	5(t)
|u|2 + s
3
	3(t)
|∇u|2 + s
4
	4(t)
|curlu|2 + s
2
	2(t)
|∇ curlu|2
)
e2sα dxdt
 C
∫
Q
s3
	3(t)
|F |2e2sα dxdt + CeCs(‖curlut‖2L2(D×(0,T )) + ‖u‖2L2(0,T ;H2(D))) (2.11)
for all s s0 and all u satisfying (2.8)–(2.10).
Proof. Set ω := curlu. Then applying curl to (2.8), using curl∇ ≡ 0 and curl 2u = −u + ∇ curlu, we see that
ωt − div(ν1∇ω) +
∑
j
∇q j × ∂ ju + (q · ∇)ω = curl F +
∑
i
∂i(∇v1 × ∇ui), (2.12)
−u = curlω in Q . (2.13)
Applying Lemma 2.2 to (2.12), we have∫
Q
(
s2
	2(t)
|∇ curlu|2 + s
4
	4(t)
|curlu|2
)
e2sα dxdt
 C
∫
Q
s3
	3(t)
|∇u|2e2sα dxdt + C
∫
Q
s3
	3(t)
|F |2e2sα dxdt + CeCs(‖curlut‖2L2(D×(0,T )) + ‖u‖2L2(0,T ;H2(D))) (2.14)
for all large s > 0.
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∫
Q
(
s3
	3(t)
|∇u|2 + s
5
	5(t)
|u|2
)
e2sα dxdt  C
∫
Q
s2
	2(t)
|curl curlu|2e2sα dxdt + CeCs‖u‖2L2(0,T ;H2(D))
 C
∫
Q
s2
	2(t)
|∇ curlu|2e2sα dxdt + CeCs‖u‖2L2(0,T ;H2(D)) (2.15)
for all large s > 0.
Multiplying (2.15) by a large constant and adding up (2.14), and taking s suﬃciently large, we can absorb the ﬁrst term
at the right-hand side of (2.14) into the left-hand side of (2.15), then we get (2.11).
This completes the proof. 
3. Proof of Theorem 1.2
First of all we note that we can assume that t0 = T /2 without loss of generality by changing the scale of t .
Applying Theorem 2.3 to (1.5), using ‖∇u2‖L∞(Q ),‖∇2u2‖L∞(Q )  M , we have
∫
Q
(
s5
	5(t)
|u|2 + s
3
	3(t)
|∇u|2 + s
4
	4(t)
|curlu|2 + s
2
	2(t)
|∇ curlu|2
)
e2sα dxdt
 C
∫
Q
s3
	3(t)
(|u∇u2|2 + |div(ν∇u2)|2)e2sα dxdt + CeCs(‖curlut‖2L2(D×(0,T )) + ‖u‖2L2(0,T ;H2(D)))
 C
∫
Q
s3
	3(t)
(|u|2 + |ν|2 + |∇ν|2)e2sα dxdt + CeCs(‖curlut‖2L2(D×(0,T )) + ‖u‖2L2(0,T ;H2(D))) (3.1)
for all large s > 0.
Taking ∂t to (1.5) and set w1 := ut , we have
∂t w1 + u1 · ∇w1 − div(ν1∇w1) + ∇pt = div(ν∇u2)t − (u · ∇u2)t + ∂tu1 · ∇u.
Applying Theorem 2.3 to the above system, using
‖∂tu1‖L∞(Q ),‖∇u2‖L∞(Q ),‖∇u2t‖L∞(Q ),
∥∥∇2u2t∥∥L∞(Q )  M,
we have∫
Q
(
s5
	5(t)
|ut |2 + s
3
	3(t)
|∇ut |2 + s
4
	4(t)
|curlut |2 + s
2
	2(t)
|∇ curlut |2
)
e2sα dxdt
 C
∫
Q
s3
	3(t)
(∣∣div(ν∂t∇u2)∣∣2 + ∣∣(u · ∇u2)t∣∣2 + |∂tu1 · ∇u|2)e2sα dxdt
+ CeCs(‖curlutt‖2L2(D×(0,T )) + ‖ut‖2L2(0,T ;H2(D)))
 C
∫
Q
s3
	3(t)
(|u|2 + |∇u|2 + |ut |2 + |ν|2 + |∇ν|2)e2sα dxdt
+ CeCs(‖curlutt‖2L2(D×(0,T )) + ‖ut‖2L2(0,T ;H2(D))). (3.2)
Similarly, applying ∂2t to (1.5) and set w2 := ∂2t u, we have
∂t w2 + u1 · ∇w2 − div(ν1∇w2) + ∇ptt = div(ν∇u2)tt − (u · ∇u2)tt + 2∂tu1 · ∇ut + ∂2t u1 · ∇u.
Applying Theorem 2.3 to the above equation, using the fact that ‖∇u2‖L∞(Q ) , ‖∇u2t‖L∞(Q ) , ‖∇u2tt‖L∞(Q ) , ‖∇2u2tt‖L∞(Q ) ,
‖∂tu1‖L∞(Q ) , ‖∂2t u1‖L∞(Q ) are bounded by M , we obtain
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Q
(
s5
	5(t)
|utt |2 + s
3
	3(t)
|∇utt |2 + s
4
	4(t)
|curlutt |2 + s
2
	2(t)
|∇ curlutt |2
)
e2sα dxdt
 C
∫
Q
s3
	3(t)
(∣∣div(ν∇u2)tt ∣∣2 + ∣∣(u · ∇u2)tt ∣∣2 + |∂tu1 · ∇ut |2 + ∣∣∂2t u1 · ∇u∣∣2)e2sα dxdt
+ CeCs(‖curluttt‖2L2(D×(0,T )) + ‖utt‖2L2(0,T ;H2(D)))
 C
∫
Q
s3
	3(t)
(|u|2 + |∇u|2 + |ut |2 + |utt |2 + |∇ut |2 + |ν|2 + |∇ν|2)e2sα dxdt
+ CeCs(‖curluttt‖2L2(D×(0,T )) + ‖utt‖2L2(0,T ;H2(D))). (3.3)
Multiplying (3.1) by a suitably large constant, adding up (3.2) and (3.3), absorbing the terms involve |∇u|2 and |∇ut |2,
taking s suﬃciently large, we arrive at
2∑
j=0
∫
Q
(
s5
	5(t)
∣∣∂ jt u∣∣2 + s3	3(t)
∣∣∇∂ jt u∣∣2 + s4	4(t)
∣∣∂ jt curlu∣∣2 + s2	2(t)
∣∣∇∂ jt curlu∣∣2
)
e2sα dxdt
 C
∫
Q
s3
	3(t)
(|ν|2 + |∇ν|2)e2sα dxdt + CeCs
(
3∑
j=1
∥∥∂ jt curlu∥∥2L2(D×(0,T )) +
2∑
j=0
∥∥∂ jt u∥∥2L2(0,T ;H2(D))
)
 C
∫
Q
s3
	3(t)
|ν|2e2sα dxdt + CeCs
(
3∑
j=1
∥∥∂ jt curlu∥∥2L2(D×(0,T )) +
2∑
j=0
∥∥∂ jt u∥∥2L2(0,T ;H2(D))
)
(3.4)
by the assumption∣∣∇ν(x, t)∣∣ 0∣∣ν(x, t)∣∣.
It follows from (3.4) that
∫
Q
s4
	4(t)
(|∂t curlu|2 + ∣∣∂2t curlu∣∣2)e2sα dxdt
 C
∫
Q
s3
	3(t)
|ν|2e2sα dxdt + CeCs
(
3∑
j=1
∥∥∂ jt curlu∥∥2L2(D×(0,T )) +
2∑
j=0
∥∥∂ jt u∥∥2L2(0,T ;H2(D))
)
. (3.5)
On the other hand, taking t = t0 = T2 in (1.9), using ω2 = 0, (1.10) and (1.11), we have∫
Ω
|ν|2e2sα(x,T /2) dx 1
min |ω2(x, T /2)|
∫
Ω
∣∣∣∣ωt + u1 · ∇ω + u · ∇ω2 −∑
i
∂i(ν1∂iω) −
∑
i
∂iν∂iω2
−
∑
i
∂i(∇ν1 × ∂iu) −
∑
i
∂i(∇ν × ∂iu2) −ω1 · ∇u −ω · ∇u2
∣∣∣∣(x, T /2)e2sα(x,T /2) dx
 C
∫
Ω
∣∣curlut(x, T /2)∣∣2e2sα(x,T /2) dx+ C
∫
Ω
(|∇ν|2 + |ν|2)e2sα(x,T /2) dx+ C∥∥u(·, T /2)∥∥2H4(Ω)
 C0
∫
Ω
|ν|2e2sα(x,T /2) dx+ C
∫
Ω
∣∣curlut(x, T /2)∣∣2e2sα(x,T /2) dx+ C∥∥u(·, T /2)∥∥2H4(Ω) (3.6)
which yields∫
|ν|2e2sα(x,T /2) dx C
∫ ∣∣curlut(x, T /2)∣∣2e2sα(x,T /2) dx+ C∥∥u(·, T /2)∥∥2H4(Ω). (3.7)Ω Ω
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∫
Ω
∣∣curlut(x, T /2)∣∣2e2sα(x,T /2) dx =
T /2∫
0
d
dt
∫
Ω
|curlut |2e2sα dxdt
=
T /2∫
0
∫
Ω
(
2curlut · curlutt + |curlut |22sαt
)
e2sα dxdt
 C
∫
Q
(
|curlut | · |curlutt | + s
	2(t)
|curlut |2
)
e2sα dxdt
 C
∫
Q
(
s
	2(t)
|curlut |2 + |curlutt |2
)
e2sα dxdt
 1
s3
C
∫
Q
s4
	4(t)
(|curlut |2 + |curlutt |2)e2sα dxdt
 C
∫
Q
1
	3(t)
|ν|2e2sα dxdt
+ CeCs
(
3∑
j=1
∥∥∂ jt curlu∥∥2L2(D×(0,T )) +
2∑
j=0
∥∥∂ jt u∥∥2L2(0,T ;H2(D))
)
(3.8)
by (3.5).
Inserting (3.8) into (3.7), we ﬁnd that
∫
Ω
|ν|2e2sα(x,T /2) dx C
∫
Q
1
	3(t)
|ν|2e2sα dxdt + CeCs
(
3∑
j=1
∥∥∂ jt curlu∥∥2L2(D×(0,T )) +
2∑
j=0
∥∥∂ jt u∥∥2L2(0,T ;H2(D))
)
+ C∥∥u(·, T /2)∥∥2H4(Ω). (3.9)
Finally, by the same calculations as that in [12], we deduce that∫
Q
1
	3(t)
|ν|2e2sα dxdt  C√
s
∫
Ω
|ν|2e2sα(x,T /2) dx. (3.10)
Here for the reader’s convenience we give a proof of (3.10). By (2.2) and (2.3) we have ∂α
∂t (x, T /2) = 0 and
∂2α
∂t2
= 2l
2
t (t) − l(t)ltt(t)
l3(t)
(
eλη − e2λ‖η‖L∞(Ω)),
∂3α
∂t3
= 6(l(t)ltt(t) − l
2
t (t))
l4(t)
lt(t)
(
eλη − e2λ‖η‖L∞(Ω))
for (x, t) ∈ Q , so that
∂2α
∂t2
− C
l3(t)
, (x, t) ∈ Q
with a positive constant C and
∂3α
∂t3
 0, 0 t  T /2, ∂
3α
∂t3
 0, T /2 t  T .
Therefore, by the mean value theorem, we can take a number K = K (x, t), (x, t) ∈ Q , such that K is between t and T /2 and
α(x, t) = α(x, T /2) + 1
2
∂2α
∂t2
(x, T /2)(t − T /2)2 + 1
6
∂3α
∂t3
(x, K )(t − T /2)3
 α(x, T /2) − C
3 3
(t − T /2)2.
2t (T − t)
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∫
Q
1
l3(t)
ν2e2sα dxdt  C
∫
Ω
ν2e2sα(x,T /2) dx
T∫
0
1
l3(t)
e
− Cs
l3(t)
(t−T /2)2
dt
 C
∫
Ω
ν2e2sα(x,T /2) dx
T∫
0
1
l3(t)
e
− C
l3(t)
(t−T /2)2
e
− C(s−1)
l3(t)
(t−T /2)2
dt
 C
∫
Ω
ν2e2sα(x,T /2) dx
T∫
0
e
−( 4
T2
)3C(s−1)(t−T /2)2
dt
 C
∫
Ω
ν2e2sα(x,T /2) dx
+∞∫
−∞
e
−( 4
T2
)3C(s−1)y2
dy
 C√
s
∫
Ω
ν2e2sα(x,T /2) dx.
This prove (3.10).
Inserting (3.10) into (3.9) and taking s suﬃciently large, we get (1.12).
This completes the proof.
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