AbstractÐIn this paper, an Inverse Hough Transform algorithm is proposed. This algorithm reconstructs correctly the original image, using only the data of the Hough Transform space and it is applicable to any binary image. As a first application, the Inverse Hough Transform algorithm is used for straight-line detection and filtering. The lines are detected not just as continuous straight lines, which is the case of the standard Hough Transform, but as they really appear in the original image, i.e., pixel by pixel. To avoid the quantization effects in the Hough Transform space, inversion conditions are defined, which are associated only with the dimensions of the images. Experimental results indicate that the Inverse Hough Transform algorithm is robust and accurate.
can be considered as a special case of the Radon transform only in the continuous case. Hansen and Toft [22] , [23] have proven that ªthe Hough Transform on a continuous form can be viewed as a special case of the Radon transform. But, this is only true in the continuous case, and the two transforms are not identical in general in the discrete forms.º In addition, they proved that the HT is faster than the Radon transform, especially in binary images. This has also been clarified by Shapiro [20] . In digital images, the Radon transform is a set of projections of the image taken at different angles. Therefore, since only a finite number of projections are available, the inversion of the discrete Radon transform requires interpolation and approximation [23] , [24] , [25] , which does not ensure the correct reconstruction of the original image.
This paper proposes a new method that successfully solves the IHT problem. The method is applicable to HT spaces produced from binary images. All the information needed is the image dimensions and the data of the HT space. The IHT algorithm can be considered as a decomposition procedure which, by checking the existence of the sinusoidal curve peaks, identifies the curves and reconstructs the original image pixel-by-pixel. The IHT can be applied to any digital image without restriction concerning its contents. In order to have correct inversion, the size of the HT space must satisfy some sufficient conditions. These conditions are analytically defined and are associated with the scale coefficients that control the size of the HT space. Thus, using appropriate scaling coefficients, the IHT overcomes the overlapping of the sinusoidal curves in the HT space in such a away that, for each curve, there is always a unique characteristic point. This characteristic point is used in the decomposition phase of the IHT algorithm to define which pixel in the image domain corresponds to each removed curve in the HT space.
It should be noted that there are some schemes proposed for the proper quantization of the standard HT in order to ensure that the peak values of the accumulator array give the correct parameters of the line segments [15] , [26] , [27] , [28] , [29] , [30] . Svalbe [26] derived properties of a set of natural lines able to be formed on a discrete grid and examined their relation with the parameters of the discrete HT. Kiryati and Bruckstein [27] determined the sampling intervals that satisfy the Nyquist conditions. Soffer and Kyryati [28] introduced conditions that ensure the convergence of the HT to the global maximum. Guo and Chutatape [30] examined the case of straight lines with one pixel width and showed that the efficiency of the HT is quite different for straight lines with different slopes. Also, it is shown that the type of the short line segments of a line influences the performance of the HT. However, even in the case when a quantization scheme guarantees the determination of the ªtrueº maximum on the HT space, it is not possible to quantize the HT space optimally such that all peaks formed are neither spreaded nor extended [15] . Most of researchers take the HT space to be equal in size to the image space. However, the most known quantization schemes proposed are the HiFi-quantization [29] , Yuen's quantization [31] , and the most favorable of them, the Diagonal quantization [14] . These quantization schemes permit a satisfactory calculation of the line parameters, but do not guarantee the inversion of the HT space and the determination of the positions of the line pixels.
The use of the IHT algorithm can be useful in many applications. First, we use the IHT algorithm as a tool for straight edge extraction and filtering. Specifically, in the HT space, edge conditions can be applied, which allow the extraction and filtering of the original image straight edges according to their size and polar parameters. Note that the final extracted edges have all of their pixels in the correct positions as they appear in the original image.
The IHT algorithm is implemented by using visual Pascal and has extensively tested with many images. The experimental results given in this paper refer to a Pentium II 300 MHz computer.
The remainder of this paper is organized as follows: Section 2 describes the quantization problems of the discrete HT implementation. Also, in this section, the inversion conditions are formulated and the appropriate values of the scale coefficients are defined. Section 3 presents the IHT algorithm and its implementation. Section 4 gives some experimental results of the application of the IHT algorithm and its suitability for straight edge extraction and filtering. Finally, Section 5 presents the conclusions.
DISCRETE FORM IMPLEMENTATION OF THE HT
Hough Transform maps a line in the image space (x, y) into a point in the HT space. The polar definition of the HT is based on the representation of the lines by the parameters ; via the equation:
All points x i ; y i of a line in the binarized image space, correspond to a point ; in the HT space. Additionally, any point x i ; y i in the image space is mapped to a sinusoidal curve in the HT space. For this reason, the HT can be considered as a point-to-curve transformation. Let A be the image matrix in the image space x; y and C the accumulator array of the HT space ; . If the origin of the x; y plane is in the bottom left corner of the image, then the range of the variable in ; space is [2] À 90
180
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In the accumulator array C, if 1=sf is the step interval for the variable , then
Similarly, if
and 1=sf is the step interval for the variable , then
where 1 and 2 denote the minimum and maximum values of .
The indexes C and C of the accumulator array C C ; C are defined as follows:
where
The Round(Á) function gives the nearest integer of (Á).
Peaks of the Sinusoidal Curves
For each point x i ; y i , the peak of the sinusoidal curve in the ; space can be defined taking the derivative of (1): As can be observed in Fig. 1 , due to the quantization in the upper part of the curve, that is, for the region AE C around CM , the C values are equal to the maximum value of the curve:
This is the result of the application of the Round function, which rounds the values of C in the interval
Therefore,
This relation gives an expression of curve as a relation of the deviation from the peak M . In the general case, where the coefficients sf and sf are not equal to unity, (18) gives
Using this result, (15) takes the following form:
However, since C is distributed symmetrically around CM ,
In Fig. 1 , the upper part of a sinusoidal curve in the HT space is shown. Equations (12) and (13) give the coordinates of the peak CM ; CM . The determination of CM follows the procedure described in next.
First, the coordinate CM of the peak is calculated as
Next, CM is calculated, which is the value of C that corresponds to CM :
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This value of is the maximum integer value of the curve in HT space. Knowing CM , (23) gives the value of C . From Fig. 1 , it can be observed that the region of C for which C CM is given by the relations:
where Trunc(Á) is the truncation function. This is shown in Fig. 1 , where the sinusoidal curve has values equal to CM in the region CM À CL ; CM CR . Note that the calculation of CM as CM Round CM gives inaccurate results due to quantization effects. In Fig. 2 , it is CM 387:506 and Round CM 388. However, according to (25) , CM 387, which is the correct integer value. This difference is a result of the fact that, in axis, we do not have continuous values, but discrete values with 1=sf step interval. Thus, the nearest to CM value of the sinusoidal curve is C CM 55, which, however, leads to the right result:
Determination of the Scale Coefficients
The IHT defined and described in this paper is always applicable in an efficient manner. Only the dimensions of the accumulator array C must satisfy some lower bounds. These dimensions are defined by the scale coefficients sf and sf . In this section, a method is described which determines the minimum values of the scale coefficients that permit the correct inversion of the HT space. Let us consider the general case of a binary image A of N Â N pixels, which has all its pixel values equal to one. If the image dimensions are N 1 Â N 2 , where N 1 T N 2 , then, without loss of the generality, it can be considered that N maximumfN 1 ; N 2 g. According to the previous analysis, in accumulator array C, the peaks of the curves of the diagonal pixels of A are located at
as depicted in Fig. 3 . The coordinates of those peaks are given by (24) and (25) . To determine the minimum values for the scale coefficients, it is necessary that the N 2 curve peaks of the image A be sorted according to their CM value. Instead of sorting all the peaks, these are divided in horizontal zones, groups, and classes, as depicted in Fig. 4 .
Each zone is defined by the CM value of two consecutive pixels in the diagonal of the matrix A (marked with a circle in Fig. 4 ). The peaks in each zone are sorted in descending order and then are separated into groups so that the elements of each group have the same CM value. Next, the elements of each group are divided in two classes according to their CM value. The elements of the group that havẽ CM < D belong to the left class, while the right class contains the elements that have CM ! D . Equivalently, the separation can also be done as follows: The elements with x i > y i and x i y i belong to the left and right classes, respectively.
The Coefficient sf
Let us consider a right class that has three elements, as shown in Fig. 5 . As was analyzed above, for each sinusoidal curve in the HT space, there is a region C around the peak CM , where due to the quantization, the values C of the curve points are equal to CM . Therefore, in this example, each one of the three curves has C values equal to the maximum in an angle rangẽ (24), (26) and (27), respectively.
Figs. 5 and 6 show the regions near the curve peaks for two different values of sf . In the case of Fig. 5 , the values of curve (4, 14) overlap with the values of curve (3, 14) . That is 
It is observed that, when (33) holds, then there are a number of points in the right side of row CM which are contributed only by the right curve. The number of these points is equal to
In the marginal case of sum R 1, i.e., wheñ
the last right point in the line of CM has a contribution only from the right curve. Similarly, for two curves in a left class with CM 1 < CM 2 , (32)-(35) are as follows: When the right curve overlaps with the left curve, theñ
and the number of points contributed by the left curve is
In the case of sum L 1, i.e., wheñ
then the first left point in the row CM has contribution only from the left curve. Concluding, let i; j denote two curves of a right class
then there is no overlapping. This means that there are a number of points (at least one) on the right side of row CM which are contributed only by the right curve j. The furthest right of these points is the characteristic point of the curve, which allows the detection of the curve during the inversion process. Similarly, for two curves i; j of a left class with
there are a number of points (at least one) on the left side of row CM which are contributed only by the left curve i.
The furthest left point is the characteristic point of the curve, which allows the detection of the sinusoidal curve during the inversion process. In general, starting from a small value of sf and by gradually increasing it, we can achieve separation of all curve peaks into distinguished classes so that each left or right class satisfies the following condition:
. For the left class
where k L is the number of class members sorted form left to the right according to the distances
. Fig . 6 . The curves (6, 13) and (3, 14) in the right class of group in row CM 43. Note that, due to the modification of the sf value, the curve (4, 14) shown in Fig. 5 has CM 44, so it belongs to a higher group.
can be observed that there is a complete overlapping of the two peaks. That is, the range of where the C value of the curves is equal to CM is the same for both of them. That is,
This situation is not desirable due to the fact that the sorting process of the peaks, as it is described in the previous section, cannot be applied because the peaks of the two curves are not distinguished. For example, if only the left curve really exists (as a complete sinusoid curve in the HT space), then if we check the left class first, then a point will be observed in position CM 1 À CL 1 ; CM and this result is correct. In contrast, if the sorting process starts from the right class, then the point CM 2 CR 2 ; CM will be found, which ensures that the right curve exists, which is not true. Fig. 7c depicts two curves with a higher value of sf . It can be observed that, due to the higher value of sf , a right point exists that belongs only to the right curve and, therefore, the two curves can be correctly distinguished.
To determine the appropriate value of sf , the above process starts with a small sf value and increases it gradually until there is no overlapping in the peak values. That is, in every group, for each element i of the left class and each element j of the right class, one of the next inequalities must be satisfied In general, for any image A, of size N Â N, the original image can be correctly reconstructed using only the data of the accumulator array C. That is, knowing the dimensions of the image A, we can always obtain appropriate values for the scale coefficients sf and sf in order so that the conditions (40), (42), and (45), are satisfied. These conditions are referred to as the Inversion Conditions.
Note that the scale coefficients do not depend on the contents of the image, but only on its dimensions. Therefore, it is not necessary to apply the above procedure for scale coefficients determination in every image under study. Alternatively, the appropriate values of the scale coefficients can be directly obtained from a table, such as Table 1 , which gives the values of sf and sf for several image dimensions. However, from the experimental results, it can be observed that the relations well-known quantization schemes [15] . It can be observed that the size of the accumulator array in the IHT algorithm lies between the size of the accumulator arrays of the Diagonal and Yuen's quantization schemes. Summarizing, the steps for determining the scale coefficients are the following:
Step 1. Determine the peak ( CM ; CM ) of each curve in the HT space according to (24) , (25) .
Step 2. Calculate CL ; CR from (26), (27) . Set D 45sf .
Step 3. Sort the curves in the HT space into zones, groups, and classes according to their CM values and according to their CM value (see Fig. 4 ).
Step 4. Determine an appropriate sf value for the given image size N with the following procedure:
Step 4.1. Set sf equal to a small integer value (e.g., equal to 1).
Step 4.2. Check if the members of each left class satisfy (40). If it happens, go to Step 4.3, else increase sf by one and repeat Step 4.2. Step 5. Determine an appropriate sf value for the given image size N with the following procedure:
Step 5.1. Set sf equal to a small integer value (e.g., equal to 1).
Step 5.2. Check if, in every group, one of the inequalities (45) is satisfied. If so, go to Step 6, else increase sf by one and repeat Step 5.2.
Step 6. End of the entire procedure.
THE INVERSE HOUGH TRANSFORM ALGORITHM
Using the above analysis and definitions, we developed an IHT algorithm which permits the exact reconstruction of the original image by using only the data of the HT space. 
The Inversion Procedure
Let us consider an accumulator array C, which represents the HT space, of an N Â N pixel image A. The scale coefficients sf and sf of array C must satisfy the inversion conditions defined in Section 2. They can be calculated using the process previously analyzed or can be taken from a lookup table. Also let A inv denote an N Â N image array where the reconstructed image is stored. We suppose that the pixels of the original image that are equal to one have been transformed to the HT space. The corresponding sinusoidal curves are separated into groups and classes, as mentioned in Section 2. The decomposition process of the IHT algorithm is a top-down procedure that runs from the ªupperº groups (higher CM value) to the ªlowerº ones and from the ªouterº member of each class (greater CM À D value) to the ªinner.º Analytically, the IHT algorithm consists of the following steps:
Step 1. Separation of the sinusoidal curve peaks into zones, groups and classes as follows: This curve belongs to the right class of the group at row CM 51 together with curve 8; 10. Note that the value at the check point was nonzero, but belonged to curve 8; 10, which was removed during the previous step. Step 2. Examine first the ªouterº members of each group and then the ªinnerº ones, according to their CM À D value. That is, for each group, examine successively the furthest left member of the left class, the furthest right member of the right class, the second furthest left member of the left class, and so on. For each examined curve, go to Step 3 if it belongs to the left class or to Step 5 if it belongs to the right class. If all the members of the group are examined, then repeat Step 2 with the next ªlowerº group.
Step 3. Let us suppose that the examined member corresponds to pixel x i ; y i of the original image A.
The values CL x i ;y i , CM x i ;y i , and CM xi;yi are given by (26), (24), and (25), respectively, and describe the peak position of the curve. The furthest left peak element CM x i ;y i À CL x i ;y i ; CM x i ;y i of row CM x i ;y i of the accumulator C is examined. If this element has nonzero value, then go to Step 4 or else execute Step 2 with the next member.
Step 4. Since the value at CM x i ;y i À CL x i ;y i ; CM xi;yi is nonzero, the curve of pixel x i ; y i had a contribution in array C during the direct HT, which means that point x i ; y i in array A was equal to 1. In that case, the array A inv is updated (i.e., its x i ; y i point is set to 1) and the curve obtained from point x i ; y i is removed from array C, i.e., all the points (votes) of C corresponding to this curve decrease their value by one. Go to Step 2 to proceed with the next member.
Step 5. Let us suppose that the examined member corresponds to pixel x i ; y i of the original image A.
The values CR
xi;yi , CM xi;yi , and CM x i ;y i are given by (27) , (24), and (25), respectively, and describe the peak of the curve. The furthest right peak element CM x i ;y i CR xi;yi ; CM x i ;y i of row CM x i ;y i of the accumulator C is checked. If this element has nonzero value, then go to
Step 6 or else execute Step 2 with the next member.
Step 6. Since the value at CM x i ;y i CR x i ;y i ; CM x i ;y i is nonzero, the curve of pixel x i ; y i had a contribution in array C during the direct HT, which means that point x i ; y i in array A was equal to 1. In that case, the array A inv is updated (i.e., its x i ; y i point is set to 1) and the curve obtained from point x i ; y i is removed from array C, i.e., all the points (votes) of C corresponding to this curve decrease their value by 1. Go to Step 2 to check the next member.
At the end of the above procedure, the array C is empty and the restored image A inv is the same as the original A.
Applying Filtering Conditions
During the inversion procedure, line-filtering conditions can be applied to the contents of the accumulator array C. These conditions are related to the polar parameters and the total number of pixels of the desired lines. Note that, due to the nature of the IHT, the extracted lines in array A inv have all their pixels in the correct positions, as they really appear in the original source image A.
Let us consider the problem of finding only the pixels of an image A that satisfy some filtering conditions defined by min ; max , min ; max , and T , where T is an appropriate threshold value for the total number of the pixels of the lines. To achieve this, all the elements of the accumulator array C are obtained,which are between the limits min ; max and min ; max and have values greater than or equal to T . These elements are stored in a new array F . Afterward, the IHT procedure starts by decomposing the array C. The pixels in the resulting array A inv are updated (set to one) if the removed curves from the HT space are passed through a point of array F . Therefore, after the fully decomposition of array C, the foreground pixels of array A inv belong to the lines of the original image that satisfy the filtering conditions. The extracted lines are shown exactly as they appear in the original image A.
Note that the computation time of the IHT algorithm depends not only on the image dimensions, but also on the contents of the image and on the type of the filtering conditions used. In order to have some empirical results regarding the computation time, the IHT algorithm is applied to the images of Figs. 16b and 17b for different sizes. Table 3 gives some experimental computational times for several sizes of the images.
Summarizing the entire IHT algorithm consists of the following main steps:
Step 1. Determine appropriate values for the scale coefficients using the process described in Section 2 or using a lookup table.
Step 2. Perform the HT procedure and calculate the accumulator array C.
Step 3. Define the filtering conditions.
Step 4. Perform the IHT algorithm to extract the lines that satisfy the filtering conditions.
Complexity
In the voting procedure of the HT, each foreground pixel is mapped into HT space for about where m is the total number of the foreground pixels. The inversion process of the IHT algorithm is proportional to m. The computation time of the inversion process is proportional to m, that is the complexity is equal to Om. Therefore, in the worst case of an image consisting of only foreground pixels (m N 2 ), the computational complexity of only the inversion process is ON 2 .
EXAMPLES

Example 1
This example demonstrates analytically the application of the IHT algorithm to a 10 Â 10 image, where only the 10; 10, 9; 10, 10; 8, and 8; 10 pixels are foreground pixels. The scale coefficients are obtained equal to sf 1 and sf 4.
Figs. 11, 12, and 13 depict the decomposition process for the sinusoidal curves in the HT space. The values of CM and CM are calculated for every element of the image array A. They are also separated into groups and classes. Table 2 denotes the tests made during the decomposition phase. If a check point value is nonzero, then the corresponding curve is removed and the associated pixel is considered as foreground pixel in the image array A inv .
Example 2
This example compare the results obtained by the HT and the IHT algorithm. The HT and the IHT algorithm are applied to the 200 Â 200 pixel image of Fig 14a. Fig 14b shows the sinusoidal curves in the HT space, where the positions of the local peaks can be observed. Using these peaks, the standard HT detects the polar parameters of the straight lines shown in Fig 14c. On the contrary, the IHT algorithm can exactly reconstruct the original image and extract the lines according to the filtering conditions used. Fig 14d demonstrates the results obtained by the IHT algorithm for T 15, 0 1, and 60 160. The scale coefficients used are equal to sf 68 and sf 4. As can be observed, the IHT algorithm correctly determines all the pixels that belong to the extracted three lines that satisfy the inversion conditions. The computation time of the IHT algorithm for this application was 2.651 sec. In comparison with the results given in Table 3 , the computation time in this example is small due to the small number of foreground pixels included in the image.
Example 3
This example demonstrates the application of the IHT to the 250 Â 250 image of Fig. 15a . This figure includes three straight lines where uniformly distributed and uncorrelated noise has been added. The image is of 250 Â 250 pixels, and according to Table 1 , the appropriate values of the scale coefficients are equal to sf 89 and sf 5. As can be observed from Fig. 15b, Fig. 15c, and Fig. 15d , the lines are correctly extracted using suitable filtering conditions. The computation times for these examples were 15.675, 13.723, and 14.516 seconds.
Example 4
The source image for this example is shown in Fig. 16a . Fig. 16b depicts the binary form of this image after the application of a Sobel edge extraction mask. The size of the image is 100 Â 100 pixels. First, the IHT algorithm is applied to extract straight edges that satisfy only threshold conditions. The scale coefficients used are sf 34 and sf 2. Fig. 16c and Fig. 16d depict the detection results obtained for threshold values 15 and 30, respectively. Finally, the IHT algorithm is applied to obtain straight lines that satisfy some specific threshold, , and conditions. Two typical examples for this case are shown in Fig. 16e and Fig. 16f . The processing times for these examples were 2.023, 1.912, 2.123, and 2.102 seconds, respectively.
Example 5
The 250 Â 250 pixel image of Fig. 17b includes the edges determined from Fig. 17a by the application of the Canny edge detector [32] . Fig. 17c and Fig. 17d 
CONCLUSIONS
In this paper, a new method is proposed for the inversion of the Hough Transform. The proposed approach is based on a procedure which, using the peaks of the sinusoidal curves in the HT space, decomposes them and produces an image which is identical to the original. As a first application, conditions can be applied in the HT space, which allow the extraction and filtering of the image edges according to their size, orientation, and distance from the origin. It is noted that the extracted straight edges have all of their pixels at the correct positions as they appear in the original image.
The IHT algorithm can be applied, without any restriction, to any binary image. According to the image dimensions, the scaling coefficients for and must take appropriate values. The values of the scaling coefficients can be obtained by an iterative procedure or directly through a lookup table in such a way that they satisfy some sufficient inversion conditions. Section 2 gives the analytical form of the inversion conditions.
The IHT algorithm was extensively tested with many images and the experimental results confirm its applicability.
