The portfolio selection problem has a venerable history. For example, Markowitz (1952 Markowitz ( ), (1959 , formulates the problem as a trade-off between the expected return and the expected risk of a portfolio. For his path breaking work that has revolutionized investment practice, he won the Nobel Prize in 1990. In this paper we proposed enhancement to the traditional portfolio selection problem. We enhance the formulation of the problem by introducing four additional constraints that take into account (a) the collinearity problem to decrease the portfolio risk, (b) the special preference of active stocks to control the systematic portfolio risk, (c) the special preference of stocks with outstanding performance to increase the un-expected return which it is special case of the non-efficient market, and (d) control the overall risk of the portfolio. Additionally, we propose enhancement method for GA (EGA). In the 264 Ali S. Hadi, Azza A. El Naggar and Mona N. Abdel Bary experiment, the proposal models and method are evaluated using both simulated and real data sets. Egyptian daily price index is used as the data set. The simulation shows that the proposal model is better than the traditional model. The EGA performs best among all the optimization methods. In this experiment, our model can be adapt to aggressive changes in the market, like the Egypt's events at 25 January 2011.
Introduction
In a given financial market, suppose an investor is interested in investing one unit of money in a portfolio of n stocks by allocating w i ≥ 0 units of money to the i-th stock. Because the amount of investment is one unit, we must have n i=1 w i = 1. The question of interest here is then how to find the optimal weights w i , i = 1, . . . , n? This question, which is known as the portfolio selection problem, has a venerable history. For example, H. Markowitz [25] , one of the creators of modern portfolio theory, formulates the problem as a trade-off between the expected return and the expected risk of a portfolio. That is, portfolios with high expected return tend to have high expected risk. Now, let R i be the return on Stock i. Let µ i and σ 2 i denote the expected return and the variance of the return of stock i, respectively, for i = 1, . . . , n. The stocks can be correlated. Let ρ ij = σ ij /σ i σ j be the correlation between the return on stock i and the return on stock j, where σ ij is the covariance between the returns on stock i and stock j.
The return of a portfolio with given weights w i , i = 1, . . . , n, is a random variable, R = n i=1 w i R i , with mean
and variance
One common measure of the risk associated with a given portfolio is its standard deviation, σ. Equation (2) shows clearly that the risk of a portfolio is not only a weighted average of the risks of individual stocks in the portfolio, but also it involves all pairwise covariances. The paper is arranged as follows; the literature studies (Section 2), the optimization methods (Section 6), the study assumptions are introduced in (Section 5.2), the study objective is introduced in (Section 4), and (Section 5) enhances the formulation of the objective function by introducing new constraints that may lead to obtaining better optimal portfolios than those produced by the optimization problems in (3), (5) , and (7) . In Section 8, the two enhancements described in Sections 5 and 6.1 are illustrated using simulation study. A summary and concluding remarks are give in (Section 9).
Literature Review
Portfolio selection problem deals with how to forma satisfying portfolio, taking into account the uncertainty involved in the behavior of the financial markets. Additional, portfolio optimization plays a critical role in determining portfolio strategies for investors. What investors hope to achieve from portfolio optimization is to maximize portfolio returns and minimize portfolio risk. Since return is compensated based on risk, investors have to balance the risk-return tradeoff for their investments. Therefore, there is no a single optimized portfolio that can satisfy all investors. An optimal portfolio is determined by an investor's risk-return preference. So, we face two major problems; the first is the portfolio model to forma the portfolio, the second is the portfolio method to select the optimal portfolio.
The formulation of the mean-variance method [25] , which has became a cornerstone of modern portfolio theory, can be described as follows: The investor can first set a minimum level of desirable expected return of the portfolio, say µ min , then choose the weights to minimize the expected risk of the portfolio. That is,
Alternatively, the investor can set a maximum level of acceptable risk of the portfolio, say σ max , then choose the weights to maximize the expected return on the portfolio. That is,
Accordingly, for a given return rate, one can find the weights of the investment by minimizing the variance of a portfolio; or for a given risk level that the investor can tolerate, one can find the weights by maximizing the expected returns of a portfolio. Note that the input data of the mean-variance model [25] are expected returns and variances and covariances of the returns. According to this formulation, a portfolio is said to be efficient if it has the highest expected return for a given variance, or, equivalently, if it has smallest variance for a given expected return. The set of portfolios satisfying either one of these two conditions is known as the efficient set or efficient frontier. The frontier curve of efficient portfolios is obtained by maximizing the rate of expected return in the opportunity set of all portfolios with a given level of risk. Markowitz [25] uses quadratic programming to obtain the efficient frontier curve. An example of a frontier curve is shown in Figure 1 . The area below and to the right of the efficient frontier curve contains various risky assets. The frontier curve gives the portfolios with the maximum rate of return for a given level of risk (measured by the standard deviations of the portfolio's returns). It should be noted here that the portfolio selection problem can alterna-tively be formulated as one optimization problem, instead of the two formulations in (3)-(6), as follows:
subject to
where α is a parameter reflecting the investor's risk aversion. Note here that the constraint in (4) and (6) are now incorporated in the objective function in (7) . Note that the input data of the Markowitz mean-variance model are expected returns and variances and covariances of the returns. This formulation, however, has the following problems:
1. It does't address the portfolio drop problem, that is, when the portfolio loses most of the its value. Multi-collinearity among of the stocks makes the portfolio work as if it contains a single stock.
2. It does not take into account unexpected gain in the value of a portfolio. If both market and investors are efficient the chances of unexpected return diminish.
3. The non-systematic risk 1 can be eliminated by construct a good portfolio but the systematic risk can not be eliminated by it.
R. E. Steuer et al. [34] shed light on the basis of portfolio selection for non standard investors which is a multi-objective stochastic programming problem. X. T. Deng et al. [13] consider with the problem of optimal portfolio and equilibrium when the target is to maximize the weighted criteria under the worst possible evolution of the rates returns on the risky assets by using linear programming technique. M. Kamal and S. Sedky [20] consider with the problem of the insurance companies'investment portfolio evaluation by using the Markowitz model. K. K. Lai et al. [21] indicate that GA identifies a good quality assets in terms of asset ranking. Additionally, investment allocation in the selected good quality asset is optimized using GA based on Markowitz's theory. W. G. Zhang et al. [38] discuss the portfolio selection in which there are exit both probability constraint on the lowest return rate of the portfolio and upper bounds constraints on investment rates to assets. Mitra et al. [27] illustrate that mean-variance rule for investor behavior that implies a justification of diversification is affected by risk averse investors. Alberto Fernández and Sergio Gómez [1] apply a heuristic method based on artificial neural networks (NN) in order to trace out the efficient frontier associated to the portfolio selection problem. [1] considers a generalization of the standard Markowitz mean-variance model which includes cardinality and bounding constraints. These constraints ensure the investment in a given number of different assets and limit the amount of capital to be invested in each asset. [1] presents some experimental results obtained with the NN heuristic and they compare them to those obtained with three previous heuristic methods. The portfolio selection problem is an instance from the family of quadratic programming problems when the standard Markowitz mean-variance model is considered. But if this model is generalized to include cardinality and bounding constraints, then the portfolio selection problem becomes a mixed quadratic and integer programming problem. When considering the latter model, there isn't any exact algorithm able to solve the portfolio selection problem in an efficient way. The use of heuristic algorithms in this case is imperative. In the past some heuristic methods based mainly on evolutionary algorithms, tabu search and simulated annealing have been developed. The purpose of [1] is to consider a particular neural network (NN) model, the Hopfield network, which has been used to solve some other optimization problems and apply it here to the portfolios election problem, comparing the new results to those obtained with previous heuristic algorithms. Kai Li [22] aims to minimize the risk of the investment, which is expressed by the variance of the terminal wealth, with a given level of expected return. This thesis consists of an existing literature review and my original extension work. Stochastic linear-quadratic (LQ) control approach and martingale approach are two main methods in dealing with continuous time mean-variance portfolio selection problem. Half of the thesis is allocated to the review of these approaches. The background and motivation, the development, the current status, and the open questions of both approaches are introduced and studied. Li [22] extension work is done by martingale approach to find the explicit form of optimal portfolio in an incomplete market when the market parameters are random processes. Specially, the explicit forms of optimal wealth process and optimal portfolio are obtained for an incomplete market when the market parameters are some simple kind of random processes [17] . Conventionally, portfolio selection problems are solved with quadratic or linear programming models. However, the solutions obtained by these methods are in real numbers and difficult to implement because each asset usually has its minimum transaction lot. Methods considering minimum transaction lots were developed based on some linear portfolio optimization models. However, no study has ever investigated the minimum transaction lot problem in portfolio optimization based on Markowitz'model, which is probably the most well-known and widely used. Based on Markowitz'model, this study presents three possible models for portfolio selection problems with minimum transaction lots, and devises corresponding genetic algorithms to obtain the solutions. The results of the empirical study show that the portfolios obtained using the proposed algorithms are very close to the efficient frontier, indicating that the proposed method can obtain near optimal and also practically feasible solutions to the portfolio selection problem in an acceptable short time. One model that is based on a fuzzy multi-objective decision-making approach is highly recommended because of its adaptability and simplicity. Paper [15] considers the optimal portfolio selection problem in a multiple period setting where the investor maximizes the expected utility of the terminal wealth in a stochastic market. The utility function has an exponential structure and the market states change according to a Markov chain. The states of the market describe the prevailing economic,financial, social and other conditions that affect the deterministic and probabilistic parameters of the model. This includes the distributions of the random asset returns as well as the utility function. The problem is solved using the dynamic programming approach to obtain the optimal solution and an explicit characterization of the optimal policy. They also discuss the stochastic structure of the wealth process under the optimal policy and determine various quantities of interest including its Fourier transform. The exponential return-risk frontier of the terminal wealth is shown to have a linear form. Special cases of multivariate normal and exponential returns are discussed together with a numerical illustration. Paper [36] presents a new asset allocation model based on the CVaR risk measure and transaction costs. Institutional investors manage their strategic asset mix over time to achieve favorable returns subject to various uncertainties, policy and legal constraints, and other requirements. In [36] the authors improve Hibiki's model in the following aspects: (1) The risk measure CVaR is introduced to control the wealth loss risk while maximizing the expected utility; (2) Typical market imperfections such as short sale constraints, proportional transaction costs are considered simultaneously. (3) Applying a genetic algorithm to solve the resulting model is discussed in detail. Numerical results show the suitability and feasibility of [36] methodology. B. K. Pagnoncelli et al. [7] study sample approximations of chance constrained problems. In particular, the authors of [7] consider the sample average approximation (SAA) approach and discuss the convergence properties of the resulting problem. They discuss how one can use the SAA method to obtain good candidate solutions for chance constrained problems. Numerical experiments are performed to correctly tune the parameters involved in the SAA. In addition, they present a method for constructing statistical lower bounds for the optimal value of the considered problem and discuss how one should tune the underlying parameters. They apply the SAA to two chance constrained problems. The first is a linear portfolio selection problem with returns following a multivariate log-normal distribution. The second is a joint chance constrained version of a simple blending problem. Bosco et al. [6] consider the effects of some frequently used utility functions in portfolios election by comparing the optimal investment outcomes corresponding to these utility functions. Assets are assumed to form a complete market of the Black-Scholes type. Under consideration are four frequently used utility functions: the power, logarithm, exponential and quadratic utility functions. To make objective comparisons, the optimal terminal wealths are derived by integration representation. The optimal strategies which yield optimal values are obtained by the integration representation of a Brownian martingale. The explicit strategy for the quadratic utility function is new. The strategies for other utility functions such as the power and the logarithm utility functions obtained this way coincide with known results obtained from Merton's dynamic programming approach. Hamed Soleimani et al. [17] indicate that heuristic algorithms strengthen researchers to solve more complex and combinatorial problems in a reasonable time. In this paper a portfolios election model which is based on Markowitz's portfolio selection problem including three of the most important limitations is considered. The results can lead Markowitz's model to a more practical one. Minimum transaction lots, cardinality constraints (both of which have been presented before in other researches) and market (sector) capitalization (which is proposed in this research for the first time as a constraint for Markowitz model), are considered in extended model. No study has ever proposed and solved this expanded model. To solve this mixedinteger nonlinear programming (NP-Hard), a corresponding genetic algorithm (GA) is utilized. Computational study is performed in two main parts; first, verifying and validating proposed GA and second, studying the applicability of presented model using large scale problems. M. F. C. Paulo and Jose L. B. Fernandes [29] indicate that the traditional approach to strategic asset allocation, based on portfolio theory, considers a rational investor optimizing the risk-return relationship of possible allocations, given, with certainty, the risk-return properties of each eligible asset. This approach usually offers unstable and unfeasible portfolios, which don't fit to the decision maker multiple objectives and to the stochastic characteristic of the risk-return estimation. Moreover, several experiments have presented behavioral biases which appear in the investment decision making process and should be taken into account in order to reach a more appropriate result. T. J. Chang et al [9] introduce portfolio optimization problems in different risk measures using genetic algorithm. Paper [19] proposes a portfolio selection method based on a set of technical trading rules, which are optimized by GA. The aim of the research was to check if it is possible to obtain a set of trading rules deriving from technical indicators, which could be used to create a portfolio able to outperform standard portfolio models based upon Modern Portfolio Theory. On the contrary to the typical portfolio approach incorporating expected return and variance, presented method relies on market momentum analysis and stock timing using selected technical indicators. K. P. Anagnostopoulos and G. Mamanis [2] formulate the portfolio selection as a tri-objective optimization problem so as to find tradeoffs between risk, return and the number of securities in the portfolio by using GA. Paper [35] proposes admissible efficient portfolio selection model and design an improved particle swarm optimization (PSO) algorithm because traditional optimization algorithms fail to work efficiently for their proposed problem. Finally, they offer a numerical example to illustrate the proposed effective approaches and compare the admissible portfolio efficient frontiers under different constraints.
Assumptions of the Study
When formulating the portfolio selection problem it is customary to make the following simplifying assumptions:
1. All investors prefer less risk for the same level of expected return.
2. The expected returns, variances, and covariance of all stocks are known.
3. There are no transaction costs or taxes.
4. There is no short sale permission.
5. The value of investment equals one unit of money.
Objective of the Study
In this paper we address following problems:
1. Introduction of a new model: We introduce a new model that takes into account the problems associated with the traditional formulation of the portfolio selection problem 2. Evaluation of optimization methods: We conduct a simulation study to evaluate various optimization methods used for obtaining the solution of the portfolio optimization problem.
Enhancements of the Genetic Algorithm (GA):
We provide enhancements of the GA algorithm and assess its performance relative to other optimization methods.
Introducing New Constraints
In this section, we propose an alternative formulation to the problem in (8) by introducing constraints that take into account the following:
1. The collinearity problem to decrease the portfolio risk.
2. The special preference of active stocks to increase the expected return.
3. The special preference of stocks with outstanding performance to increase the expected return.
Control the overall risk of the portfolio.
The rational behind each of these enhancements are explained below.
The Collinearity Problem
It has been well-documented that the optimal solutions of the above optimization problems indicate that one must invest in several stocks, that is, to diversify the investment. Diversification usually lowers the risk, but the greatest benefits of diversification are realized when the stocks in a portfolio are not highly correlated. For example, if two stocks in a portfolio are positively related, then the returns of investments will have the same direction of movement. An inverse relationship between the returns of investments exists in the case where the stocks are negatively correlated. Furthermore, if an investor invests in a portfolio with perfectly positively correlated returns, then diversification between these stocks does not at all lower his risk, because their turns move in only one direction and the investor in such a portfolio can suffer significant losses. When collinearity among the stock returns in a portfolio exists, then a decrease in the return of one of the stocks in the portfolio would lead to a greater decrease in the return of the portfolio. We therefore, need to pay more attention to the problem of collinearity.
As it is well-known, the analysis of all pairwise correlation coefficients is necessary but not sufficient for the detection of collinearity because collinearity can be among a set of variables. One way to detect collinearity and to identify the variables involved is to compute the eigen values and eigen vectors of the correlation matrix. Collinearity exists when some of the condition indices of the correlation matrix are large. The i-th condition index is defined as
where λ j is the j-th largest eigenvalue and hence λ n is the smallest eigenvalue of the correlation matrix. An evidence of collinearity in the data is indicated if any of the condition indices exceeds 10 (see, e.g., [3] or [11] ). There may exist more than one set of variables, where the variables in each set are highly collinear. The number of such sets is the same as the number of large condition indices. The variables involved in each set can be identified by examining the corresponding eigenvector of the correlation matrix. For example, the most collinear set of variables can be identified by examining the eigenvector corresponding to the smallest eigenvalue. Variables with large elements in that vector constitute a collinear set. It is therefore important to ensure that the sum of the weights of stocks in each collinear set does not exceed a predetermined value. This would decrease the risk of the portfolio. Suppose then that there are k collinear sets denoted by C 1 , . . . , C k , where C j contains the indices of the stocks in the j-th collinear set. Then for each of these sets, we add the following constraint to the problem in (7):
where c 1 ≤ c 2 ≤ . . . ≤ c k are constants specified by the investor.
Active Stocks
Active stocks are those that control the movement of the stock market. Not all stocks in the market are active. Since active stocks are risky, the investor may wish to invest less in the set of active stocks when the stock market is active. So, to control the sum of portfolio weights in this group of stocks, one can include the following constraint to the problem in (7):
where A is the set containing the indices of active stocks and a is the maximum investment in the set of active stocks.
High Performance Stocks
The performance of a stock can be measured either by its expected return and/or by its expected risk. But, as it is well known, stocks with low (high) expected returns tend to have low (high) expected risks. However, it may happen that the change in return and risk are not of the same magnitude. We, therefore, suggest using the return to risk ratio, that is,
where µ i is the expected the return of stock i and σ i is the stock risk (standard deviation). This measure is the inverse of the well-known coefficient of variation. The higher R i the better the performance. Let H be the set containing the indices of high performance stock. This suggests including the following constraint to the problem in (7):
where h is the minimum investment in all high performance stocks.
Controlling the Overall Risk
Different kinds of investor can tolerate different levels of risk. We can incorporate this observation by controlling the risk of a portfolio through adding the following constraint:
where r is an upper bound to the overall risk. Note that, unlike the previous constraints, the above constraint is non-linear constraint. Hence quadratic programming cannot be used, which leaves us with genetic algorithm. Now, putting all added constraints together, we obtain a new optimization problem:
. . , n.
Obtaining Optimal Solutions
Markowitz's model is a nonlinear (quadratic) programming problem which has been solved by a variety of heuristic and non-heuristic techniques. The common algorithms for solving the portfolio selection optimization problem are the Genetic Algorithm (GA), which is a stochastic search that starts with an initial solution and then allocates increasing trials to regions of the search space found to improve the objective function; (see; [18] , [16] , [12] , [4] , [8] , [24] , [30] , and [31] ), Quadratic programming (QP), which is a nonlinear programming problem with a quadratic objective function and linear constraints, and Nonlinear Programming Problem (NLP) which is any of the functions among the objective and constraint functions is nonlinear, the problem is called a nonlinear programming (NLP) problem; (see, e.g., [28] , [5] , [31] ). Additional, we proposed an enhancement to the GA and compare it's performance and QP and NLP methods. Figure 2 indicates the portfolio optimization methods problems. 
Enhancing the Genetic Algorithm
The genetic algorithm starts with an initial random population, and allocates increasing trials to regions of the search space found to have high fitness. This can lead to problems when the maximum or minimum is in a small region, surrounded on all sides by regions of low fitness. We introduce enhancing Genetic Algorithm (GA):
The 's interval is [ j−1 , j ], j = 1, . . . , T where 0 = min (µ i ).
2. Apply GA T -times where at time j we add the following constraint:
The Proposal Optimal frame
The new model introduces solving the collinearity problem, systematic risk problem, measuring high performance stocks problem, and controlling overall portfolio risk. In addition to, the new method introduce enhancing the performance of the genetic algorithm. The proposed portfolio frame is:
Experiment
We execute simulation experiment which explores different aspects of the problem. In the first formulation experiment, we evolve a portfolio using the QP method on Markowitz model and new model without the nonlinear constraint, comparing the performance of this portfolio with other evolutionary approaches and the market index. The goal of this experiment is to establish to what degree modern model and modern method are better at find the values of portfolio weights, and what influence this have at portfolio's performance.
Data Set
We use the general index of Egyptian Stock Market (GI) data set, which is composed mainly of highest transaction volume. We use 45 stocks to chose from and compose a portfolio. The return of the monthly closing value are used as the monthly return value of each stock. Values from 2004 to April 2008 are in the data sets, which obtained from freely available on www.efsa.gov.eg.
Parameters
We used the same Parameter for all runs of evolutionary algorithms mentioned here except the risk constraint which isn't used in the QP method. The number of generations 2 was 1000, with α = 0.05. The sensitivity of the results for α is not explored in this work. We generate random data from normal distribution with mean and variance similar to the Egyptian Stock Market which is included three multi-collinearity groups, one high performance stock, and four active stocks.
For the QP method, we used the following objective function:
For the NLP, GA, and EGA, we used the following objective function:
The parameters for the new model are: 0.3 for the maximum investment in the collinear sets, 0.3 for the maximum investment in the set of active stocks, 0.4 for the minimum investment in all high performance stocks, and 0.05 for an upper bound to the overall risk.
Portfolio Generation
In the experiment, we generate portfolios for various models in the same data set and compare the results between the proposed method (EGA), the Quadratic Programming (QP), Non-Linear Programming (NLP), and the Genetic Algorithm (GA) . The goal is to analyze the model and method these that allow us to produce better portfolios. So, we aim to (1) Compare the optimization methods. (2) Compare the traditional and proposed models. (3) Evaluate the performance each constraints.
Comparing the Methods Using the Traditional Model
We first compare the following methods using the traditional model: (1) The Quadratic Programming (QP), (2) The Genetic Algorithm (GA), (3) NonLinear Programming (NLP).
The boxplots of the return-to-risk ratio, obtained by applying the three methods on the traditional model are shown in Figure 3 . Since the higher the ratio, the better the method, the graphs show clearly that the NLP method produces the best results, followed by QP, then GA. To test if these differences are statistically significant, we show the results of the paired-samples T-tests in Table 1 . All p-values are nearly zero indicating that all three pairwise differences are significant. Hence one concludes that NLP is the method of choice.
Comparing the Methods Using the New Model
The new model (15) contains the non-linear constraint in (14) , the quadratic programming method cannot be used. We therefore compare the two remaining methods (GA and NLP) using the new model. The boxplots of the returnto-risk ratio obtained by applying the GA and NLP methods on the new model are shown in Figure 4 . The graphs show clearly that the NLP method produces better results than GA. Table 3 shows the results of the paired-sample T-test comparing the difference between the mean of the GA and the mean of the NLP. Again, the p-value is near zero indicating that the NLP is significantly better than the GA. Consequently, the NLP performance better in both the traditional and new models. 
Comparing the New and Traditional Models
We now compare the traditional and new models using the GA and NLP methods. Figure 5 shows the boxplots of the resulting return-to-risk ratios. The graphs show that the new model is better than the traditional model for Table 3 shows the results of the paired-sample T-test comparing the difference between the mean of the new and traditional models by using the GA and the NLP. The p-value is near zero indicating that the new is significantly better than the traditional model.
Assessing the Contributions of the Constraints
The new model contains two types of constraints: Linear and nonlinear. We assess the individual contribution of these two types. For this purpose, we make the following comparisons using both the GA and NLP:
1. The Traditional model in (7) Table 4 show the results of these four comparisons. The results indicate that both of linear (LC) and nonlinear constraints (NC) improve the performance of the new model, but the relative contributions differ according to the method used. The contribution of the linear constraints are significant in the GA but not significant when using the NLP. The non-linear constraint is significant in both cases. 
Evaluation of the New Optimization Method
The proposed method for enhancing the GA is described as:
T j = max(µ i ) − min(µ i ),
. . . 
where max of the T optima = Enhanced Optimal. We now compare the proposed method with both the GA and the NLP methods. Table 5 and Figure 7 show the results of these comparisons. We have seen in the previous sections that the NLP outperformed the GA, but as can bee seen here the proposed enhancement produced better results than both the GA and the NLP. One can therefore concludes that the enhanced GA is the best method.
Conclusion and Remark
As we have seen in the previous sections of the paper, we introduce an alternative formulation to enhancing the portfolio model by using three major notions :
1. Introduce an approach for selecting stocks into the optimal portfolio to insure:
(a) Avoiding the risk of dropping portfolio problem by solving the collinearity problem.
(b) Avoiding the risk of non-expected movements of the stock market by determine the active stocks.
(c) Profit the return by suggesting evaluation ratio for the stocks to determining the outstanding stocks. 2. Adding the nonlinear constraint of the risk to increase the chances of the diversification which it adequate the several kinds of investors 3. Enhancing the genetic algorithm.
We introduce optimal portfolio frame depends on main four elements; asset selection, investor's risk aversion, risk level and return boundary. All the four elements determine the asset allocation optimization which review of investors objectives. Additionally, we are simulation study to compare various combinations of methods and models for the purpose of recommending the best method/model combinations. We compared four methods (QP, GA, NLP, and EGA) and two models (traditional and new). 
