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Abstract
In this thesis, we estimate the hazard rate function using the Reciprocal Inverse
Gaussian (RIG) kernel for independent and identically distributed (iid) data. We
use this estimator to avoid the large bias problem near the zero. We study the
asymptotic consistency and normality for this estimator. Also, the selection of
the optimal bandwidth is investigated. For the comparisons purposes we study the
Gaussian kernel estimator for the hazard rate function. Finally, we test and compare
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Preface
A density estimation is a fundamental concept in statistics defined as the construc-
tion of an estimate of the density function f from a set of observed data points
assumed to be a sample from an unknown probability density function f .
There are two ways for estimating the density function the first is the parametric
way which assumes that the data are drawn from a known parametric distribution
which depends only on finitely many parameters. The main goal in this approach
is to estimate these parameters using the sample data, the normal and gamma dis-
tributions are familiar examples of a parametric distribution families . The second
one is the nonparametric estimation which assumes that the data does not belong
to a known distribution family and then the estimation depend only on the data,
the oldest and most widely uses is histograms, naive estimators and kernel estima-
tor,etc.
In this thesis, we will consider the kernel estimation (as a tool in the non parametric
method) for the hazard rate function, which is one of the most important ways for
representing the life time distribution in the survival analysis. To get this point, we
will study the kernel estimator for the probability density function (pdf) for inde-
pendent and identically distributed (iid) data. Next, a study for the Gaussian kernel
estimator for the hazard rate function will present. After this the main aim of the
thesis with a theoretical and practical comparison will discuss. We will follow same
way where Chen and Scallite were proposed in [5] and [19] respectively for solving
the boundary bias near the zero. For the theoretical comparison we will consider
the MSE criteria for both estimators and for the practical comparison we will use
simulated and real data to test the performance of the two estimators.
The thesis is in four chapters. Chapter one is introduction contains the prelimi-
naries, a discussion for the reciprocal inverse Gaussian distribution and all we will
xi
need in the remaining of the thesis. Chapter two present discussion for the hazard
rate function as a tool used for processing the survival analysis and a study for the
methods of its estimation. Chapter three will contain the main result which discuss
the new proposed estimator (the RIG kernel estimator) for the hazard rate func-
tion based on [16]. Finally, we close the thesis by Chapter four which presents an
applications to test and compare the performance of the proposed estimator using




In this chapter, we will present in a brief way the definitions, concepts and theo-
rems that we need to achieve our aims of the thesis. The chapter consists of three
sections. Section one (Preliminaries) presents the basic definitions and theorems.
Section two will be about the kernel density estimation, the concepts and aspects
will be discussed. We close this chapter by section three that will give a study
for the reciprocal inverse Gaussian distribution the properties and moments will be
investigated.
1.1 Preliminaries
Definition 1.1.1. [1] A random variable X is a function from a sample space into
the reals numbers.
If we have a sample space S = {s1 · · · sn} with a probability function P and if
we define a random variable X with range χ = {x1 · · ·xn}. We can define a prob-
ability function PX on χ as follow : we observe that X = xi if and only if the
outcome of the random experiment is an sj ∈ S such that X(sj) = xi and hence
PX(X = xi) = P ({sj ∈ S : X(sj) = xi}).
For every random variable X, we a associate a function called cumulative distri-
bution function defines in the next definition.
Definition 1.1.2. [1] The cumulative distribution function or cdf of a random vari-
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able X, denoted by FX(x) or F (x) is defined by
FX(x) = PX(X ≤ x), for all x.
A random variable X continuous if FX(x) is continuous function of x and its
discrete if FX(x) is step function.
Definition 1.1.3. [1] A random variable X and Y are identically distributed if for
every A ∈ B, P (X ∈ A) = P (Y ∈ A).
Another a associated function for the random variable X is the probability density
function pdf for a continuous case, and called probability mass function pmf for
discrete case.
Definition 1.1.4. [1] The probability mass function (pmf ) for a discrete random
variable X is given by
fX(x) = P (X = x), for all x.
By this definition, we have FX(x) = PX(X ≤ x) =
∑
t≤x fX(t). By the same way
for the continues case we have PX(X ≤ x) = FX(x) =
∫ x
−∞ fX(t)dt for all x. From
this we have the following theorem.
Theorem 1.1.1. [1] A function fX(x) (or f(x)) is a pdf or pmf of a random variable
random X if and only if:
1. fX(x) ≥ 0 for all x.
2.
∑
x fX(x) = 1 (pmf) and
∫∞
−∞ fX(x)dx = 1(pdf).
Definition 1.1.5. [1] A set χ = {x : fX(x) ≥ 0}, where the pdf fX(x) of the
random variable X is positive on it and zero elsewhere is called support set of the
distribution.
An important theorem we mention next, is the transformation theorem were used
in Chapter 2.
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Theorem 1.1.2. [1] Let X have a pdf fX(x) and Y = g(X), where g is monotone
function. Let X and Y defined as X = {x : fX(x) > 0} and Y = {y : y = g(x) 3
x ∈ X}.Suppose that fX(x) is continuous on X and that g−1(y) has a continuous





g−1(y)| y ∈ Y
0 otherwise





−∞ g(x)fX(x)dx If X is continuous;∑
x∈χ g(x)fX(x) If X is discrete.
The moments and the moment generating function in the next definitions.
Definition 1.1.7. [1] For each integer n, the n− th moments of X, µ′n, is
µ′n = E(X
n)
And the n− th central moments of X, µn, is
µn = E((X − µ)n)
where µ = µ′1 = E(X).
Another most important moment is the second central moment called the Vari-
ance.
Definition 1.1.8. [1] The Variance (V ar) of a random variable X is the second
central moment,
V ar(X) = E(X − E(X))2
Definition 1.1.9. [1] Let X be a random variable with a cdf FX . The moment
generating function (mgf) of X, denoted by MX(t), is
MX(t) = E(e
tX)
provided that the expectation exists.
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By taking the natural logarithm of MX(t), we get the cumulant moment KX(t).
A very important and most famous probability inequality that we will need it is
Chebychev’s inequality were presented in the next theorem.
Theorem 1.1.3. [1] Let X be a random variable and g(x) be non negative function.
Then for any r > 0,
P (g(X) ≥ r) ≤ E(g(X))
r
(1.1.1)
Definition 1.1.10. [1] The random variables X1 · · ·Xn are called a random sample
of size n from population f(x) if X1 · · ·Xn mutually independent random variables
and the marginal pdf or pmf of each Xi is the same function f(x). Alternatively,
X1 · · ·Xn are called independent and identically distributed random variables abbre-
viated to iid random variables.
Definition 1.1.11. [8] Let X be a random variable with pdf with parameter θ. Let
X1 · · ·Xn be a random sample from the distribution of X and let T denotes an
estimator of θ. We say T is an unbiased estimator of θ if E(T ) = θ. If T is not
unbiased, we say that T is a biased estimator of θ.
Definition 1.1.12. The Bias of an estimator θ̂ of a parameter θ is the difference
between expected value of θ̂ and θ, That is
Bias(θ̂) = E(θ̂)− θ
It is common in the parametric statistics to measure the closeness of an estimator
θ̂ to its target parameter θ by the size of the mean squared error MSE which defines
as :
MSE(θ̂) = E(θ̂ − θ)2
Its can be written in terms of the variance and bias as follow :
MSE(θ̂) = V ar(θ̂) + (Bias(θ̂))2
Definition 1.1.13. [6] The statistic θ̂ is a consistent estimator of the parameter θ
if and only if for each c > 0
lim
n→∞
P (|θ̂ − θ| < c) = 1
4
Theorem 1.1.4. [6]If θ̂ is an unbiased estimator of θ and V ar(θ̂)→ 0 as n→∞,
then θ̂ is a consistent estimator of θ.
Definition 1.1.14. [8]A sequence of random variables, X1, X2, · · · , converges in
probability to X if for all ε > 0,
lim
n→∞




P (|Xn −X| < ε) = 1
and we write Xn
p→ X.
Definition 1.1.15. [8] A sequence of random variables, X1, X2, · · · , converges in




at all point where FX(x) is continuous, and we write Xn
d→ X.
Theorem 1.1.5. If the sequence of random variables, X1, X2, · · · , converges in prob-
ability to X, then the sequence also converges in distribution to X.
The Central Limit Theorem given next.
Theorem 1.1.6. [12] Let X1, X2, · · · , be (iid) random variables with mean µ and









Another important theorem we will used the Liapounov Theorem stated in the
next theorem.
Theorem 1.1.7. [12] Let X1, X2, · · · , be (iid) random variables such that E(Xk =
µk) and V ar(Xk) = σ
2
k and for some 0 < δ ≤ 1, vk2+δ = E(|Xk−µk|2+δ) <∞ for all
k ≥ 10. Also let Tn =
∑n


















2+δ. Then if lim
n→∞
ρn = 0, we have Zn
d→ N(0, 1).
Definition 1.1.16. [15] If A is any set, we define the indicator function IA of the
set A to be the function given by :
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IA(x)=
1, x ∈ A;0, x /∈ A.
Definition 1.1.17. The censored data means some individuals may not observed
for the full time to failure which for example stay alive at the end of the study or
may leave the study before they die in the survival analysis.
Finally, we provide the thesis by the main mathematical tool were used (especially)
in the analysis of the kernel estimator in Chapter 1 and Chapter 3. The order
notation is defined for general real valued functions. In the thesis we only need the
notation for real valued sequences.
Let an and bn each be sequences of real numbers. Then :
1. We say that an is of order bn (or an is ”big oh” bn) as n→∞, and write :






or equivalently, an = O(bn) as n→∞ if and only if |anbn | is bounded.
2. We say that an is of small order bn (or an is ”small oh” bn), and write:






Note that an = O(1) means that the sequence an is bounded and an = o(1) means
that an → 0 as n→∞. Also we say that an is asymptotically equivalent to bn,
or simply an is asymptotic to bn, and write :






The last theorem needed widely in the thesis is Taylor’s Theorem.
Theorem 1.1.8. Suppose that f is a real-valued function defined on < and let
x ∈ <. Assume that f has r continuous derivative in an interval (x− δ;x + δ) for
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some δ > 0 and the (r + 1)− th derivative of f exists. Then for any sequence (αn)






f (j)(x) + o(αrn)
where, f (j) is the jth derivative.
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1.2 Kernel Density Estimation
In this section, we will study the Kernel density estimation KDE which will be as
a base for our objectives of the thesis. As we said, its is one of the most important
data analytic tools were used in the estimation of the density function for non-
parametrically data models. We will present the definition of the kernel estimator
and we will discuss some of its properties.
Before introducing the definition of the kernel estimator we have to give the defini-
tion of the naive estimator.
Definition 1.2.1. [20]. Let X1 · · ·Xn be a random sample from a distribution with












where w is a weight function defined as:
w(x)=
1/2, |x| < 1;0, otherwise.
The estimator f̂(x) represent the percentage of observations which are close to
the point x. If many observations are near x, then f̂(x) is large. Conversely, if only
a few Xi are near x , thenf̂(x) is small. The bandwidth h controls the degree of
smoothing.
Kernel estimator can be obtained by generalizing the naive estimator replacing the
weight function w by a kernel function K which satisfies the condition
∫
K(u)du = 1.
Usually, nonparametric estimation uses asymmetric kernels (See [20]).
As in the definition of the naive estimator, we have the following:
Definition 1.2.2. [20] Let X1 · · ·Xn be a random sample from a distribution with
an unknown probability density function f .The kernel estimator with kernel function












where h is the window width, also called the smoothing parameter or bandwidth.
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The kernel estimate can be done by centering a kernel at each points, the value
of the kernel estimate at a point x is the a average of the n kernels ordinate at that
point (See Figure 1.1).
Remark 1.2.1. Useful formula for the kernel estimator can be obtained by rescaling
notation Kh, Kh(u) = h







Remark 1.2.2. The choice of bandwidth h is very important in the implementation
especially for nonparametric method, because its controls the degree of complexity.
Figure 1.1 shows kernel density estimation with different bandwidths h, con-
structed using seven points with kernel chosen to be N(0, 1) density (fG(x)), i.e.


















), hence Kh(x) have N(0, h
2) distribution. So h determine the spread of the
kernel.
Figure 1.1: Kernel Density Estimation based on 7 points with different bandwidths
In the rest of this section, we will discuss some of the kernel estimator properties,
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firstly we have to list some of the basic definitions relates to kernel function form
[20] :
1. A kernel function K : < −→ < is any function satisfies
∫
K(u)du = 1.
2. Anon-negative kernel satisfies K(u) ≥ 0, ∀u ∈ <. In this case, and if (1) hold
K(u) is a probability density function.




4. The order r of a kernel is defined as the order of the first non-zero moment.
5. A symmetric kernel function satisfies K(u) = K(−u) ∀u ∈ <. In this case, all
odd moments are zero.
1.2.1 The Properties of the Kernel Estimator
In this subsection firstly, we study the performance of the kernel density estimator,
using the appropriate error criteria for measuring the error when estimating the
density at a single point and the error when estimating the density over the whole
real line. also we discuss the asymptotic normality and the consistency of the kernel
density estimator.
Wand and Jones were found the mean squared criteria MSE and mean integrated
squared error MISE, presented in the following theorems .





((K2h ∗ f)(x)− (Kh ∗ f)2(x)) + (Kh ∗ f(x)− f(x))2 (1.2.4)




Theorem 1.2.2. The mean integrated squared error MISE of the kernel estimator
10





















The formulas (1.2.4) and (1.2.5) depends on h in complicated form. Next we
will present the asymptotic MSE and MISE approximations, which gives those
formulas in a simple expression allow us to obtain the rate of convergence of the
kernel density estimator and the MISE optimal bandwidth.
In the next theorem we give the Bias and Variance of the kernel estimator f̂ of the
density function f .
Theorem 1.2.3. The Bias and the Variance of the kernel estimator f̂ of the density
function f are given as follows :




f (r)(x)hrκr(K) + o(h
r) (1.2.6)










































































Now using a Taylor expansion of f(x+hu) in the argument hu. For rth order kernel,
we take the expansion out to the r − th term :
f(x+ hu) = f(x) + f ′(x)hu+
1
2
f ′′h2u2 + . . .+
1
r!
f (r)(x)hrur + o(hr) (1.2.8)
Now integrate term by term and using
∫∞




we get :∫ ∞
−∞
K(u)f(x+ hu).du = f(x) + f ′(x)hκ1(K) +
1
2









f (r)(x)hrκr(K) + o(h
r)

















f (r)(x)hrκr(k) + o(h
r)
Therefore, the bias of f̂ is given by :
Bias(f̂(x)) = E(f̂(x))− f(x) = 1
r!
f (r)(x)hrκr(K) + o(h
r).
















































= f(x) + o(1)
12
so the second term is o( 1
n
). Next for the first term write the expectation as an





























= f(x)R(K) + o(h)








By Theorem 1.2.1, we have the following corollary.















Proof. By the definition of the mean squared error we have :
MSE(f̂(x)) = E(f̂(x)− f(x))2















Remark 1.2.3. Since our approximation for the MSE is based on asymptotic ex-
pansions, this is also called the asymptotic mean squared-error AMSE, which mean
that









The next remark is very important and we will use it in Chapter 3, especially for
the conditions under which the results of the chapter hold.
Remark 1.2.4. In Equation (1.2.9), the first term (squared bias) is increasing in
h and the second term (the variance) is decreasing in nh and hence to make the
MSE(f̂(x)) to decline as n→∞ we have to make both of these terms small, which
meaning that as n→∞ we must have h→ 0and nh→∞. That is, the bandwidth
h must decrease, but not at a rate faster than sample size n.
A global measure of precision is the asymptotic mean integrated squared error
AMISE given in the following corollary.











































Remark 1.2.5. A kernel is higher-order kernel if r > 2, such kernels will have
negative parts and are not probability densities. In our thesis we will consider that
the kernels are of the second order r = 2 and the assumptions (A) that we will
need are summarized below :
(A1) The unknown density function f(x) has continuous second derivative f
(2)(x).
(A2) The bandwidth h = hn is a sequence of positive numbers and satisfies h → 0
and nh→∞ as n→∞ (see Remark 1.2.4).
(A3) The kernel K is a bounded probability density function of order 2 and sym-
metric about the zero.
14
Under the assumptions in Remark 1.2.5, we have the following results :




f (2)(x)h2κ2(K) + o(h
2) (1.2.12)
which means that the Bias is of order o(h2), which implies that f̂(x) is asymp-
totically unbiased estimator since assumption A2.
2. The bias is large, whenever the absolute value of the second derivative |f (2)(x)|
is large.








which meas that The variance is of order nh, hence the variance converges to
zero by assumption A2.
4. The asymptotic mean squared error is given by :

















The next table present some of common second order kernels with R(K) and κ2(K)
already evaluated.


























Table 1.1: Common Second Order Kernels




Proof. Using Chebychevs inequality and Equation 1.2.14, we have for ε > 0:
P












→ 0, as n→∞
since h→ 0 and nh→∞, the first and second term vanishes respectively.
The next theorem present the asymptotic normality of the kernel density estimator.
Theorem 1.2.4. Under the assumptions A1,A2 and A3 with additional condition
(nh5)
1







d→ N (0, f(x)R(K))
Proof. See [11].
Finally, we present the kernel estimator for the cdf F̂ (x).

















Remark 1.2.6. By Corollary 1.2.3, Definition 1.2.3 and under the assumptions
A1,A2 and A3 we have F̂ (x)
p→ F (x).
1.2.2 Bandwidth Selection
Bandwidth selection plays an important role in the implementation of the non para-
metric estimators. Return to Equations 1.2.12 and 1.2.13, and by Remark 1.2.4
we can see that a very small bandwidth will lead the estimator to be close to the
original data (Bias(f̂(x))→ 0) and hence the estimate will be almost unbiased, but
it will have large variation (V ar(f̂(x)) increases). If the bandwidth is very large,
the estimate will be very smooth, and its close to the mean of all the data. Such
an estimate will have small variance, but it will be highly biased. There are several
ways to specify the bandwidth h were [25] discussed. One of these ways is to choose
the bandwidth by eye depending on a closer look to the several plots of the smoothed
16
data at a range of bandwidths and select the best estimates, a suggested strategy
for this way is to make the beginning with a large bandwidth and then decreasing
the amount of smoothing. A method that uses the data points to produce a band-
width h is called a bandwidth selector. The bandwidth selector were studied can be
divided into two classes (See [25]):
1. The quick and simple selectors.
2. The sophisticated selectors which aim to minimize AMISE or other criteria.
There are two methods were falling in the quick and simple selectors class are the
rule of thumb (sometimes called normal scale bandwidth selector), and the
maximal smoothing, both are based on the optimal bandwidth that minimizing
the AMISE.
Since the AMSE formula expresses the MSE as a function of h, then the value of h
which minimizes this expression is called the asymptotically optimal bandwidth
h∗, which can be found as follows and under the assumptions A1,A2 and A3 in
Remark 1.2.5 :
If we differentiate the expression of the AMSE in Equation (1.2.14) with respect to





























Note that the optimal bandwidth h∗ is proportional to n−
1
5 , and we say that the






























































Now for the global properties we take the integration of the formula of h∗ in
Equation 1.2.19 and using the facts that
∫∞












Now to find the optimal AMISE (AMISE∗∗), we integrate the formula of the











Remark 1.2.7. Note that the AMISE∗∗(f̂(x)) in Equation 1.2.22, is of order n−
4
5 ,
which is the best obtainable rate of convergence for the class of the second order
kernels as [25] stated.
Remark 1.2.8. The rule of thumb were [20] used replaces the unknown pdf f in
Equation 1.2.21 by a reference distribution function having variance equal to the
sample variance. An illustration given in Chapter 2 and later in Chapter 3 we
follow the same way.
Finally, for the class of sophisticated selectors, there are two fundamental ways
(For details see [25]):
1. The cross validation method.
2. The plugin method.
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1.3 Reciprocal Inverse Gaussian Distribution
In this section, we study the definition of the reciprocal Inverse Gaussian RIG
distribution and we discuss its properties as a preliminary to Chapter 3.
Definition 1.3.1. [7] A random variable X have an inverse Gaussian distribution












− 2 + µ
x
))
, x > 0, µ > 0, λ > 0. (1.3.1)
We will denote this distribution by IG(µ, λ).
Next, we study the RIG distribution as a transformation of the IG distribution
using the transformation theorem (Theorem 1.1.2).
Theorem 1.3.1. Consider the The random variable Y = 1
X
, then Y follows










µy − 2 + 1
µy
))
, y > 0, µ > 0, λ > 0 (1.3.2)
This distribution is called the random walk distribution.












− 2 + µ
x
))
, x > 0
and let
y = g(x) =
1
x
since x > 0 implies that y = 1
x
> 0, then by the transformation theorem the pdf of
Y is given by :
































Figure 1.3, presents some graphs of fRIG(µ,λ). Note that as λ → ∞, we have the
mean of Y is close to 1, i.e. ( lim
λ→∞
E(Y ) = 1).
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Figure 1.2: RIG distribution with µ = 1 and differents λ
The Moments of the RIG distribution
Next, we will find the moments of the RIG distribution. The first moment which
represent the mean of the distribution and the second moment which represent the
variance of the distribution. We will use the cumulant moment, so first we present
the moment generating function in the next theorem.
Theorem 1.3.2. Assume that Y have a reciprocal inverse Gaussian distribution






















Proof. The definition of moment generating function gives that :




































































































































From Theorem 1.3.5 we can conclude the following results :
Corollary 1.3.1. Assume that Y have a reciprocal inverse Gaussian distribution,














Proof. Taking the logarithm both sides of Equation (1.3.7), we get the cumulant
moment.
Corollary 1.3.2. Assume that Y have a reciprocal inverse Gaussian distribution,








Proof. Taking the first derivative both sides in Equation (1.3.4) we get the result at
t = 0 .
Corollary 1.3.3. Assume that Y have a reciprocal inverse Gaussian distribution,
then the variance of Y is given by :









Kernel Estimation of the Hazard
Rate Function
Introduction
In this chapter we will discuss some methods used for smoothing the hazard rate
function to specify the appropriate method which we consider in our thesis especially
in Chapter 3. The Chapter is divided in two sections. Section one presents the
definition of the hazard rate function and we discuss some of its properties. Section
two proposes the kernel estimator for the hazard rate function and we discuss its
properties and we present the Gaussian kernel estimator as an example and in order
to compare it with the RIG kernel estimator in Chapter 4.
2.1 Hazard Rate Function
The Hazard rate function considered as a basic tool used in the Survival analysis.
Survival analysis focuses on studying a group or groups of individuals for each of
whom or which defined a point event called failure occurring after a length of time
called the failure time which can be occur once on any individuals. The life time of
machine components in industrial reliability, the times taken by subjects to complete
specified tasks on psychological experiments and the survival times pf patients in a
clinical trail are some of examples of the failure times. (For more details see [4]).
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There are many ways to represent the life time distribution were discussed depending
on their path which applied. Here we mention some of these ways discussed in [4]
and [14]:
1. The Probability density function (pdf):
















Remark 2.1.1. The Probability density function (pdf) for the life time event satisfy
the two conditions :





2. Cumulative density function (cdf):
Its known as the failure distribution and is defined as :
F (x) = P (X ≤ x), x ≥ 0. (2.1.2)
Which represents the probability of fail for time greater than x.
3. The complementary cumulative distribution:
which known as survivor function and defined as
S(x) = P (X > x), x ≥ 0. (2.1.3)
By Equation(2.1.3), we have :
S(x) = 1− F (x) (2.1.4)
So we can conclude that f(x) relates with S(x) as :



















4. The hazard rate function :
Its known as the instantaneous failure rate or as a force of morality and represent
the probability of failure between time x and x + ∆x, given that there were no
failures up to time x. The following definition present the hazard rate function and
next we mention some of its properties.




P (x < X ≤ x+ ∆|x ≤ X)
∆
(2.1.5)
We can be prove another formula for r(x) in terms the pdf f and the cdf F using
the conditional probability in the following theorem.






Proof. Let A := X > x (meaning the life time greater than x) and B := X > x+ y
this implies that A ∩ B := X > x + y, hence P (A) = P (X > x) = S(x) and
P (A ∩B) = P (X > x+ y) = S(x+ y), then we have :
P (X > x+ y|X > x) = S(x+ y)
S(x)
(2.1.7)
now since P (X > x+ y|X > x) = P (X − x > y|X > x), letting Y = X − x and by
Equation (2.1.7) we have :




taking the complement of Equation (2.1.8) we get the conditional distribution func-
tion :
F (y|X > x) = 1− S(y|X > x)






F (x+ y)− F (x)
1− F (x)
(2.1.9)
taking the derivative of Equation (2.1.9) we get the conditional failure density :
f(y|X > x) = d
dy















now For small ∆, we have:
P (x < X < x+ ∆|X > x)
∆




letting ∆→ 0 we get the hazard rate as :
r(x) = lim
∆→0
















Example 2.1.1. If we suppose that f(x) is an exponential distribution, then we
have : f(x) = αe−αx and the cdf is given by F (x) = 1 − e−αx which imply that
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Therefore, an exponential failure density corresponds to a constant hazard function.
Remark 2.1.2. Another formula for the hazard rate function can be derived
r(x) = − d
d(x)
(ln(S(x))) (2.1.12)













Theorem 2.1.2. Any function r(x) is a hazard rate function if and only if it satisfies
the following property :





Proof. For part (1), since f(x) ≥ 0 and S(x) ≥ 0, ∀x ≥ 0, hence by the definition
of the hazard rate function we have : r(x) = f(x)
S(x)
≥ 0.
Next, for the second part,∫ ∞
0














2.2 Estimation the Hazard Rate Function
Several methods for estimation the hazard rate function have been studied. The
non parametrically method has the advantage of flexibility because no formal as-
sumptions are made about the mechanism that generates the sample order than
the randomness, such as the kernel estimation as we discussed in section 1.2. In
this section, we will discuss this estimator and we discuss its properties under the
assumptions we assumed in Chapter 1 and we present the definition of the boundary
effect which hold due to the symmetric kernels. There are two ways to smooth the
hazard rate function if we consider the kernel smoothing, the direct method(for
details see [14]) and ratio type estimator or indirectly smoothed where we
will use in this thesis.
The estimation in ratio type estimator depend on the smoothed hazard rate esti-
mator based on the Equation 2.1.6, (r(x) = f(x)
S(x)
), which means that its depends on
choosing the estimator of the nominator and the denominator. Rice and Rosenblatt
were proved that the direct and indirect estimators have the same asymptotic vari-
ance but different asymptotic biases. Under the second type there are two kinds for
the estimator depending on the estimator of the survival function S(x) :
1. Simple indirect estimator, depending on the Kaplan/Meier estimator (See
[9]).






where f̂ is a kernel estimator of f .
The main result in Chapter 3 will depend on the Smoothed indirect estimator,
by the same way were taken by [26] considering the constant bandwidth as follow :



























du and K is bounded sym-




Next, we discuss properties of the estimator given in Equation 2.2.2. The mean,
variance and bias of the kernel estimator for the hazard rate function will discuss,
the MSE and AMSE will present and the asymptotic normality will investigate.
Remark 2.2.1. By Remark 1.2.6 , we have F̂ (x)
p→ F (x). Hence, since Ŝ(x) =
1− F̂ (x) we get that Ŝ(x) p→ S(x).






















Now, by proof of Theorem 1.2.3 (with r = 2), we have
E(f̂(x)) = f(x) +
1
2
f (2)(x)h2κ2(K) + o(h
2) (2.2.6)







then , the bias is given by :




























Remark 2.2.2. From Equations 2.2.3 and 2.2.4 we can see that the bias increasing
in h2 and the variance decreasing in nh, hence under the assumptions in Chapter 1
we have Bias(r̂(x))→ 0 and V ar(r̂(x))→ 0 as n→∞.
Corollary 2.2.1. The mean squared error of the kernel estimator for the hazard















Proof. By Equations 2.2.3 and 2.2.4 and the definition of the mean squared error.
Corollary 2.2.2. The asymptotic mean squared error of the kernel estimator for











Proof. By letting o(h2)→ 0 and o( 1
nh
)→ 0 in Equation 2.2.8 .
Remark 2.2.3. Under the assumptions A1,A2 and A3 in Chapter 1 and Equation
2.2.9, we have AMSE(r̂(x))→ 0 as n→∞.
The Asymptotic Normality of the Kernel Estimator r̂(x):
Theorem 2.2.2. Under the assumptions A1,A2 and A3 in Chapter 1 with additional
condition (nh5)
1
2 → 0 as n→∞, we have :
√









Proof. We have :
√
























































because Remark 2.2.1 (the second term vanishes) and Theorem 1.2.4 complete the
proof.
Bandwidth selection:
In order to find the optimal bandwidth we will consider the same way discussed in
Chapter 1, so first we take the derivative of the Equation 2.2.9 with respect to h




















Note that the optimal bandwidth is of order o(n−
1
5 ). Substituting the result 2.2.12























































Note that the support of the hazard rate function is in the non-negative part of the
real line [0,∞), so when the estimation is based on symmetric kernels its will be
under the boundary effect (called a boundary bias problem) near the zero, its
causes that the estimator of the hazard rate function will take values outside the
support.
To solve this problem, Chen replaced the symmetric kernels by asymmetric Gamma
kernel which never assigns weight outside the support. Scaillet used this idea and
proposed two new classes of density estimators, rely on the use of inverse Gaussian
IG and the RIG kernels in place of the Gamma kernel. In [17], the estimation of
the hazard rate function using the IG kernel has been considered. In Chapter 3, we
will consider the nonparametric estimation of the hazard rate function for (iid) data
using the RIG kernel based on [16].
The Gaussian Kernel Estimator for The hazard Rate Function
Next we discuss the Gaussian kernel estimator for the hazard rate function as an
example of the estimation the hazard rate function using symmetric kernels. The
mean, variance and bias will be investigated and we will find the AMSE in order
to make a comparison with the RIG kernel estimator which we present in Chapter
4.






2 , ∀x ∈ <. (2.2.14)
Hence, by Definition 1.2.2, the Gaussian kernel estimator of the pdf is given as in
the next definition.












where KG(x) as in definition 2.2.2 .
Next, the G kernel estimator for the cdf will be presented.
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Now by using ŜG(x) = 1 − F̂G(x) , we present the G kernel estimator for the
hazard rate function.








where, f̂G(x) and F̂G(x) as in definitions 2.2.3 and 2.2.4 respectively.
Now we give the properties of r̂G(x).















Proof. To prove the first part, we use Equation 2.2.3 with substituting the value of
(κ2(KG) = 1) presented in Table 1.1. Similarly for the second part we use Equation





) presented in Table 1.1 .
The next corollaries present the MSE(r̂G(x)) and AMSE(r̂G(x)).
Corollary 2.2.3. The mean squared error of the Gaussian kernel estimator of the
















Proof. Using Equations 2.2.13 and 2.2.14 and by the definition of MSE directly we
get the results.
Corollary 2.2.4. The asymptotic mean squared error of the Gaussian kernel esti-













Proof. By letting o(h2)→ 0 and o( 1
nh
)→ 0 in Equation 2.2.15 we get the result.
The asymptotic normality of the kernel estimator r̂G(x) presented in the next the-
orem.
Theorem 2.2.4. Under the assumptions A1,A2 and A3 in Chapter 1 with additional
condition (nh5)
1


















in Table 1.1 .
Corollary 2.2.5. The optimal bandwidth of the Gaussian kernel estimator for the












Proof. By Equation 2.2.12 with substituting the values of R(KG) and κ2(KG) in
Table 1.1 .
Corollary 2.2.6. The optimal mean squared error of the Gaussian kernel estimator



















Proof. By Equation 2.2.13 with substituting the values of R(KG) and κ(KG) in Ta-
ble 1.1 .
Regarding the global properties the optimal bandwidths and mean integrated squared









































Practical Optimal Bandwidth :
Now we consider the rule of the thumb were [20] used to find the practical optimal
bandwidth(see Remark 1.2.8).
Example 2.2.1. If we consider the standard normal distribution as reference distri-













































Estimation of the Hazard Rate
Function Using the RIG Kernel
Introduction
In this chapter, we will study the reciprocal inverse Gaussian(RIG) kernel estimator
that can be used as a non-parametrically estimation for the hazard rate function. In
Chapter 1 we studied the reciprocal inverse Gaussian distribution and we discussed
some of its properties, such as the flexible shape and its support in the non-negative
part of the real line. The RIG kernel estimator is free of boundary bias. In parallel
its achieves the optimal rate of convergence for the mean integrated squared error
(MISE) within the class of non-negative kernel density estimators, (see[19]). In
Section 3.1 we discuss the reciprocal inverse Gaussian kernel estimator of the pdf
and cdf for independent and identically distributed data, Section 3.2 will contain a
study for the (RIG) kernel estimator for the hazard rate function.
3.1 The RIG Kernel Estimator
In this section we state first the conditions under which the results of this chapter
will be proved. Also we present the RIG kernel estimator of the pdf and the cdf
for independent and identically distributed data, then we will derive the asymptotic
normality and the strong consistency of the proposed estimator .
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Conditions
(C1) Let X1, X2, · · · , Xn be a random sample from a distribution with an unknown





(C2) h is a smoothing parameter satisfying h+
1
nh
→ 0 , and nh 52 → 0, as n→∞.
Under the previous two conditions the reciprocal inverse Gaussian kernel KRIG(u)
and the (RIG) kernel estimators of the pdf and the cdf will state in the following
definitions.















− 2 + x− h
u
))
,u > 0 (3.1.1)
where h+ 1
nh
→ 0 as n→∞ .
Using this kernel, the reciprocal inverse Gaussian (RIG) pdf kernel estimator
which proposed by Scaillet in [19] is defined as follows :
Definition 3.1.2. [19]The reciprocal inverse Gaussian (RIG) kernel estimator of











Definition 3.1.3. The reciprocal inverse Gaussian (RIG) kernel estimator of the


















The Properties of the RIG Kernel Estimator
Next, we discuss the properties of f̂RIG(x) and the estimator of the cdf F̂RIG(x).
Firstly, the variance and the bias of the reciprocal inverse Gaussian kernel estimator
of the pdf f̂RIG(x) will be investigated in the following theorem.
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) distribution. By corollaries 1.3.5 and 1.3.6 we have
µx = E(ζx) = x and Vx = V ar(ζx) = xh + h
2. Using this and since f is twice
continuously differentiable(by condition 2), we can expand f(ζx) about µx using
Taylor series (Theorem 1.1.8) as follows :
f(ζx) = f(µx) + f
′(µx)(ζx − µx) +
f ′′(µx)
2!
(ζx − µx)2 + o(h)
Next we have,
E(f(ζx)) = E(f(µx)) + E(f
′(µx))E((ζx − µx)) + E(
f ′′(µx)
2!
)E((ζx − µx)2) + o(h)














f ′′(x)h+ o(h). (3.1.7)
Hence,
Bias(f̂RIG(x)) = E(f̂RIG(x))− f(x)
























































































































Since µx = E(ηx) = x− h2 and Vx = V ar(ηx) =
xh
2
, (by Corollaries 1.3.5 and 1.3.6),

















2f ′(x) + x−
1




















x f(µx) + o(h)
= x−
1
2f(x) + o(h) (3.1.10)











From Theorem 3.1.1 and under the condition C1 and C2, we conclude that f̂RIG(x)
appears to have the following asymptotic properties:
1. The RIG kernel estimator f̂RIG(x) is free boundary bias, because its bias
Bias(f̂RIG(x)) is of order o(h) in the interior of [0,∞) and near zero.
38







∞ (by C1), the terms x3f ′′(x)→ 0 and hence xf ′′(x)→ 0 as x→∞. So the
Bias(f̂RIG(x)) is smaller as x increases.
3. By Equation 3.1.4, we deduce that the Bias(f̂RIG(x)) increase in h, and an-
other look to Equation 3.1.5, we can deduce that the V ar(f̂RIG(x)) is decrease
in nh
1
2 . Hence by assuming that as n→∞ we must have h→ 0 and nh 12 → 0
were hold by C2 we can establish the strong consistency of the estimator.
Asymptotic Normality of the Estimator f̂RIG(x):
















)(Xi), i = 1, 2, · · · , n , then by Definition 3.1.2,




i=1 Vni, where Vni, i = 1, 2, · · · , n are
(iid) random variables.
Next, we show that Liapounove condition (Theorem 1.1.7) is satisfied, that is for













) distribution. Then by Corollaries 1.3.5 and






























































































































































































































































































































The last term vanishes as n→∞, since C2 implies that h→ 0 and nh→∞, then
h
1
2 goes to zero slower than h and this implies that nh
1
2 →∞. On the other hand,
the remaining components of the last term are bounded by condition C1. Since
under the same condition nh
1




→ 0. Therefore by





) d→ N(0, 1) (3.1.13)













d→ N(0, 1) (3.1.14)














Next we will show that the error in estimating the cumulative density function van-
ishes with probability.
Lemma 3.1.1. Under the conditions C1 and C2 the following holds :√
nh
1
2 |F̂RIG(x)− F (x)|
p→ 0


































) distribution. Using Taylor’s series we expand f(ζu)
about the mean of ζu (µu = E(ζu) = u) as :
f(ζu) = f(µu) + f
′(µu)(ζu − µu) +
1
2
f ′′(µu)(ζu − µu)2 + o(h)
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Hence we have :
E(f(ζu)) = f(u) +
1
2























uf ′′(u)du) + o(h)
= F (x) + o(h)
Which implies the following result :√
nh
1




2 )→ 0 (3.1.16)





























)(Xi)du. Let ε > 0, δ > 0 be given, using Cheby-



































































































This implies that , √
nh
1
2 |F̂RIG(x)− E(F (x))|
p→ 0 (3.1.17)
Now, using the results (3.1.16),(3.1.17) and by triangle inequality we obtain that :√
nh
1








2 |E(F̂RIG(x))− F (x)|
p→ 0.
The proof now is complete.
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3.2 The RIG Kernel Estimator for the Hazard
Rate Function
In this section, we consider the nonparametric estimation of the hazard rate function
for (iid) data using the reciprocal inverse Gaussian kernel RIG, the asymptotic
normality of the proposed estimator will be derived and we close this section by
investigate the selection of the optimal bandwidth.
Firstly, we recall the definition of hazard rate function .
Definition 3.2.1. The hazard rate function or age-specific failure rate , defined by:
r(x) = lim
∆−→0
P (x < X ≤ x+ ∆|x ≤ X)
∆
(3.2.1)





where f(x) is the pdf of the distribution and F (x) is the cdf.
As in Chapter 2, the survivor function S(x) = 1 − F (x), hence the hazard rate
function is : r(x) = f(x)
S(x)
. The next definition state the kernel estimator for the
survivor function using Equation 2.2.1 .
Definition 3.2.2. The kernel estimator for the survivor function is constructed
using kernel density estimator in equation (3.1.3), as :



















By Definition 3.2.2 and using Definition 2.2.1, now we study the Smoothed indirect
RIG kernel estimator for the hazard rate function.






where, f̂RIG(x) and ŜRIG(x) as in definition 3.1.2 and 3.2.2 respectively.
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3.2.1 The Properties of the RIG Kernel Estimator r̂RIG(x)
By Definition 3.2.3, we present the mean, variance and the bias in the following
theorem.






































Hence we have :






+ o(h). (using Equation 3.2.8)
Now we prove the second part of the theorem, Since by definition 3.2.3,
























































Remark 3.2.1. Form Theorem 3.2.1, we note that by Equation (3.2.6) the Bias(r̂RIG(x))
is increasing in h and by Equation (3.2.7) the V ar (r̂RIG(x)) is decreasing in nh
1
2 .
And hence under the conditions C1 and C2, we have Bias(ĥRIG(x)) → 0 and
V ar (r̂RIG(x))→ 0 as n→∞ which give us the asymptotic consistency.
Next, we analyze the performance of the RIG kernel estimator for the hazard
rate function r̂RIG(x) by considering the mean squared error MSE and asymptotic
mean squared error AMSE. We will use this to get the global properties and to
investigate the optimal bandwidth later. Firstly, using Theorem 3.2.1, we give the
mean squared error MSE in the next corollary.












































A closer look to Equation 3.2.9, we see that the MSE increases in h (the first term)
and decreases in nh
1
2 (the second term) and hence to make the MSE to decline as
n → ∞, we have to make these both terms small and this is hold by condition C2
we assumed before.
Remark 3.2.2. By the same way in Chapter 1, letting o(h) and o(n−1h−
1
2 ) → 0,


















Asymptotic Normality of the Estimator r̂RIG(x):






































































































The result 3.2.12 is by Theorem 3.1.2 and Lemma 3.1.1 , since by Theorem 3.1.2,
the first term in equation 3.2.11 is asymptotically distributed and the second term
vanishes by Lemma 3.1.1 .
3.2.2 Bandwidth Selection
In Chapter 1 and Chapter 2 we discussed the ways for finding the optimal bandwidth.
Here we will use the same way we discussed before (see pages 16 and 35) its depends
on choosing a value of the bandwidth that minimizing the asymptotic mean squared
error and from this we will get the global properties AMISE. In order to find the
optimal AMSE (AMSE∗) , we differentiate the AMSE in Equation 3.2.10 with





















Next, Multiplying Equation (3.2.12) by h
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Note that The optimal bandwidth h∗ is proportional to n−
2
5 , and (as in Chapter 1




Regarding global properties the optimal bandwidths h∗∗ and mean integrated
squared errors MISE∗∗ will be discussed here :
Using Equation (3.2.15) by multiplying the denominator and nominator by x2 and









































































By Remark 1.2.7 and Equation 3.2.18, we deduce that the RIG kernel estimator for
the hazard rate function, achieve the optimal rate of convergence for the AMISE
within the class of non-negative kernels (class of second order kernel functions).
Practical Optimal Bandwidth :
In practice, the bandwidth selection can be done by using the same rule which
proposed by [19]. Scaillet used the same way were [20] proposed (see Example
2.2.1), but for the log-normal probability density function in the RIG case. For this,


















(9σ2 − 12µ)) (3.2.20)













where, the unknown parameters σ and µ are estimated by the arithmetic mean as
follow :









The conclusion of this chapter is that by using a constant bandwidth h, the RIG
kernel estimator for the hazard rate function r̂RIG appears to have the following
asymptotic properties:
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1. r̂RIG(x) is free boundary bias, because its bias Bias(r̂RIG(x)) is of order o(h)
in the interior of [0,∞) and near zero.
2. r̂RIG(x) is mean square consistent for r(x).
3. r̂RIG(x) is an asymptotically unbiased estimator of r(x).
4. r̂RIG(x) is asymptotically normally distributed.
Finally, we summarize the comparison between the two proposed estimators for the
hazard rate function (r̂RIG(x) and r̂G(x)) by comparing there biases and variances
near the zero and comparing the AMSE∗ for each estimator.













we see that the expressions of the Bias(r̂RIG(x)) and Bias(r̂G(x)) increases in xh
and h2 respectively, and hence near the zero (x ∈ (0, h)) we have xh < h2, which
imply that Bias(r̂RIG(x)) < Bias(r̂G(x)).

























we see that the expressions of the V ar(r̂RIG(x)) and V ar(r̂G(x)) decreases in
√
xh
and h respectively, and hence as x ∈ (0, h) we have
√
xh < h, which imply that
V ar(r̂RIG(x)) > V ar(r̂G(x)).
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3. The AMSE∗ :





















which means that they have the same behavior in practical applications.
The comparison appear clearly in the next chapter which proposed a comparison
with applications using real data and simulated data describing the behavior of the





In this Chapter, we test the performance of the RIG kernel estimator of the pdf, cdf
and the smoothed indirect RIG kernel estimator for hazard rate function using two
applications. The chapter is in four sections. Section one contain the first application
which deals with simulated data set. Section two contain the second application
which deals with real life data set. Section three discuss two recommended topics
used widely in analyzing the survival data. Section four is a conclusion summarizes
the main results of the thesis. For comparison purposes we also estimate the two
functions using the Gaussian kernel estimator were studied in Chapter 2.
For the practical implementation of the RIG estimator, we will use the bandwidth
selection procedure described in Equation 3.2.21 and for the Gaussian estimator we
will use the rule discussed in Example 2.2.1 . The applications will construct using
S-Plus program (See A.3).
4.1 An Application with Simulated Data
A sample of size 200 from the exponential distribution with pdf f(x) = e−x (see
Example 2.1.1, with α = 1) is simulated. After that the density function and the
hazard rate functions were estimated using the RIG and the Gaussian estimators.
The estimated values and the true functions are plotted in Figure 4.5 and Figure
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4.6, respectively.
The two figures show that the performance of the RIG estimator is better than
that of the Gaussian estimator at the boundary near the zero. In the interior the
behavior of the two estimators becomes more similar as we get away from the zero.
Figure 4.7 and Figure 4.8 shows the two estimators of the hazard rate function and
the estimated sampling standard deviation of the estimate, we can see that they have
the same standard deviation with the advantage to the Gaussian kernel estimator.
But still the bias of the RIG kernel is smaller than Gaussian kernel, hence the
MSE for RIG is less than or equal the MSE for the Gaussian kernel estimator.
Table 4.1 shows the average mean squared error for our simulation study (with
n = 200 and h = h∗∗), and propose two other values using two simulation studies
with (h = 0.5h∗∗ and h = 0.25h∗∗). Hence, we can deduce that as h decreases the
RIG kernel estimator behavior is better than the Gaussian kernel estimator.
Average MSE for Both Estimators
Values of h MSE(r̂RIG(x)) MSE(r̂G(x))
h = h∗∗ 0.448742 0.4705429
h = 0.5h∗∗ 0.5889177 0.678646
h = 0.25h∗∗ 0.6725509 1.128675
Table 4.1: Average MSE for both estimators of the simulated data of the exponen-
tial distribution
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Figure 4.1: The RIG and Gaussian kernel estimators of the density function for the
simulated data of the exponential distribution
Figure 4.2: The RIG and Gaussian kernel estimators of the hazard rate function
for the simulated data of the exponential distribution
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Figure 4.3: The RIG kernel estimator and the estimated sampling standard devia-
tion of the estimate for the simulated data of the exponential distribution
Figure 4.4: The Gaussian kernel estimator and the estimated sampling standard
deviation of the estimate for the simulated data of the exponential distribution
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4.2 An Application with Real Data
In this section, we use the survival time of the lung cancer patients given in data from
a study of lung cancer patients conducted by the North Central Cancer Treatment
Group (Table 4.2), to exhibit the practical performance of the RIG estimator. We
exclude the censored data, so here we assume that the applications done using a
complete study (without censoring). The data gives the lengths of the treatment
spells (in days) of control patients were hospitalized . The objective is to estimate
the hazard rate function which in this case represents the instant potential per unit
of time that an individual die within the time interval (x, x + ∆) given that it was
known to be alive up to time x.
Time (days)
306 144 390 433 65 230 284 450 13 293 31 285
455 613 12 145 5 305 641 364 212 202 340 348
210 707 473 583 132 11 147 107 524 353 229 197
883 61 26 95 687 132 163 177 288 267 182 180
310 88 533 303 345 226 655 156 363 371 156 186
361 301 107 519 444 426 239 11 442 387 329 145
218 81 53 643 223 705 88 429 199 457 291 350
166 624 122 765 175 363 245 351 550 337 179 285
170 371 814 735 60 11 30 15 54 201 268 269
654 394 93 189 163 176 179 181 558 222 142 286
728 520 731 53 65 791 310 283 207 62 194 270
71 574 460 246 208 95 477 201 92 353 320 81
567 118 153 689 428 167 166 524 60 163 181 131
105 239 13 183 116 110 135 79 59 79
Table 4.2: The Lung Cancer patients Survival Time (Data from [10])
Figure 4.1 and Figure 4.2 show the two estimators of the probability density and
hazard rate function, respectively. Although the suggested values of the density and
hazard rate functions from the two estimators are different, they both suggest a
similar structure for the two estimated functions. As we see, the divergence of the
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two estimators gets large at the boundary near the zero and becomes smaller in the
interior especially from approximately x ≥ 200.
Figure 4.3 and Figure 4.4 shows the two estimators of the hazard rate function and
the estimated sampling standard deviation of the estimate, we can see that they have










Table 4.3: Summary statistics for the survival time of the lung cancer patients data
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Figure 4.5: The RIG and Gaussian kernel estimators of the density function for the
survival time of the lung cancer patients
Figure 4.6: The RIG and Gaussian kernel estimators of the hazard rate function
for the survival time of the lung cancer patients
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Figure 4.7: The RIG kernel estimator and the estimated sampling standard devia-
tion of the estimate for the survival time of the lung cancer patients
Figure 4.8: The Gaussian kernel estimator and the estimated sampling standard
deviation of the estimate for the survival time of the lung cancer patients
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4.3 Methods in Processing Survival Data (Rec-
ommended Topics)
Two famous methods for processing survival data (such as analyzing the cancer data
given in section 4.2) will discuss in this section. We will appoint to those methods
as an additional topic in this applied chapter in a brief way as follow :
Kaplan-Meier Estimator
In clinical studies, individual data is usually available on time to death or time to
last seen alive (see Table 4.2). The (KM)estimator for the survival curves is usually
used to analyze individual data.
The Kaplan-Meier method (KM) (often called Product-limit method), is a nonpara-
metric model (see [9]). It is the most widely used model in estimating survival
functions. If we assume that there is no censored data, the (KM) estimator for
S(x) is the sample proportion of subjects surviving longer than time. Assume that
we have n distinct survival times, x(1) < x(2) < · · · < x(n) and that there are mj
subjects in the risk set R(j) (which known as the collection of subjects who have
survived at least to time x(j)(X − x(j)) ). Let dj be the number of subjects who









The Cox regression model is one of the most common ways to model covariate effects
on survival and used for the censored data (see [3]). The probability distribution
is assumed to be with unknown pdf for the survival times. The model is therefore
referred to as a semi-parametric model. Let y1, y2, · · · , yp be the values of p covariates








where, β = (β1, · · · , βp)is a 1 × p vector of regression parameters and is the base-
line hazard function at that time, which is the hazard function for an individual
for whom all the variables included in the model are zero([2]). Coefficient vectors
of the covariates are estimated using a maximum likelihood (ML) procedure (see [2]).
Cox Proportional Hazard Model:
The Cox proportional hazard (PH) model is the most popular model in survival
analysis introduced by David Cox(see [3] ). Cox introduced his model postulating
a simplified form for the relationship between hazard function and the effects of
explanatory variables. The model can be defined as






where, Y = (Y1, · · · , Yp) is the set of explanatory variables and β = (β1, · · · , βp)
is a vector of regression parameters and ro is defined as the hazard function for
individuals with zero on all explanatory variables (see [2]). The coefficient vector
β is estimated using maximum likelihood method which is based on the observed
order of events rather than joint distribution of events. This method is called partial
likelihood. Therefore the estimated hazard function is given as follow :








In this thesis, we have discussed a new kernel estimator of the hazard rate function
for (iid) data based on the RIG with non negative support which was proposed
by Scaillet in [19]. The proposed estimator overcomes the bias problem when the
hazard rate function is estimated at the boundary region near the zero.
The asymptotic normality, the strong consistency and the AMSE of the proposed
estimator were obtained. The AMSE of the new estimator is smaller than that of
the Gaussian kernel near the zero.
Two applications show that the performance of the proposed estimator is better
than that of the Gaussian kernel estimator at the boundary region near the zero.
This is due to weight allocation by the Gaussian kernel outside the density support
when smoothing is carried out at the boundary near the zero.
Recommendations
A new estimator can be modified by considering a new bandwidth selection technique
that uses a variable bandwidth that depends on the points at which the hazard
rate function is estimated rather than a constant variable (see [11]).
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A.1 S-Plus Code for the KDE
> par(mfrow = c(2, 2), mar = c(5, 3, 3, 1) + 0.1)
> par(mex = 0.5, csi = 0.11)
> bandwidth <- 0.25
> x <- c(-1.3, -1, -0.5, -0.3, 0, 1, 1.8)
> n <- length(x)
> #bandwidth <- 4 * bandwidth
> # 4*1.06 * sqrt(var(x)) / n^0.2
kden <- density(x, 200, width = bandwidth, from = -3, to = 3)
> plot(kden$x, kden$y, type = "l", ylim = c(0, 0.5), xlab = "", ylab = "")
> points(x, rep(0, n))
> grid <- seq(-3, 3, 0.01)
> bandwidth <- bandwidth/4
> for(i in 1:n) {
lines(grid, dnorm(grid, x[i], bandwidth)/n, lty = 8)
lines(c(x[i], x[i]), c(0, 1/sqrt(2 * pi)/bandwidth)/n, lwd = 3)
}
> bandwidth <- 0.5
> x <- c(-1.3, -1, -0.5, -0.3, 0, 1, 1.8)
> n <- length(x)
> bandwidth <- 4 * bandwidth
> # 4*1.06 * sqrt(var(x)) / n^0.2
kden <- density(x, 200, width = bandwidth, from = -3, to = 3)
> plot(kden$x, kden$y, type = "l", ylim = c(0, 0.5), xlab = "", ylab = "")
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> points(x, rep(0, n))
> grid <- seq(-3, 3, 0.01)
> bandwidth <- bandwidth/4
> for(i in 1:n) {
lines(grid, dnorm(grid, x[i], bandwidth)/n, lty = 8)
lines(c(x[i], x[i]), c(0, 1/sqrt(2 * pi)/bandwidth)/n, lwd = 3)
}
> bandwidth <- 0.75
> x <- c(-1.3, -1, -0.5, -0.3, 0, 1, 1.8)
> n <- length(x)
> #bandwidth <- 4 * bandwidth
> # 4*1.06 * sqrt(var(x)) / n^0.2
kden <- density(x, 200, width = bandwidth, from = -3, to = 3)
> plot(kden$x, kden$y, type = "l", ylim = c(0, 0.5), xlab = "", ylab = "")
> points(x, rep(0, n))
> grid <- seq(-3, 3, 0.01)
> bandwidth <- bandwidth/4
> for(i in 1:n) {
lines(grid, dnorm(grid, x[i], bandwidth)/n, lty = 8)
lines(c(x[i], x[i]), c(0, 1/sqrt(2 * pi)/bandwidth)/n, lwd = 3)
}
A.2 S-Plus Code for the RIG distribution
> RIG1 <- function(mu, lam)
{
{
#x <- seq ( from =0.0 ,to =2*mu+5/lam ,by =0.01 )
x <- seq(from = 0., to = 3 * mu, by = 0.02)
y <- (sqrt(lam)/sqrt(2 * pi * x)) * exp( - (lam/2 * mu) * (




> RI <- RIG1(1, 30)
> x1 <- RI$x
> y1 <- RI$y
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> RI <- RIG1(1, 15)
> x2 <- RI$x
> y2 <- RI$y
> RI <- RIG1(1, 5)
> x3 <- RI$x
> y3 <- RI$y
> RI <- RIG1(1, 1)
> x4 <- RI$x
> y4 <- RI$y
> RI <- RIG1(1, 0.5)
> x5 <- RI$x
> y5 <- RI$y
> RI <- RIG1(1, 0.25)
> x6 <- RI$x
> y6 <- RI$y
> plot(x1, y1, xlab = "x", ylab = "", type = "l", lty = 1, ltw = 3)
> par(new = T)
> plot(x2, y2, xaxs = "d", yaxs = "d", type = "l", lty = 2, , xlab = "", ylab
= "", ltw = 3)
> par(new = T)
> plot(x3, y3, xaxs = "d", yaxs = "d", type = "l", lty = 3, , xlab = "", ylab
= "", ltw = 3)
> par(new = T)
> plot(x4, y4, xaxs = "d", yaxs = "d", type = "l", lty = 4, , xlab = "", ylab
= "", ltw = 3)
> par(new = T)
> plot(x5, y5, xaxs = "d", yaxs = "d", type = "l", lty = 5, xlab = "", ylab = "",
ltw = 3)
> par(new = T)
> plot(x6, y6, xaxs = "d", yaxs = "d", type = "l", lty = 6, , xlab = "", ylab
= "", ltw = 3)
A.3 S-Plus for Application in Chapter 4
> k <- 200
> lungnocen$time
[1] 306 455 210 883 310 361 218 166 170 654 728 71 567 144 613 707 61 88
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[19] 301 81 624 371 394 520 574 118 390 12 473 26 533 107 53 122 814 93
[37] 731 460 153 433 145 583 95 303 519 643 765 735 189 53 246 689 65 5
[55] 132 687 345 444 223 175 60 163 65 208 428 230 305 11 132 226 426 705
[73] 363 11 176 791 95 167 284 641 147 163 655 239 88 245 30 179 310 477
[91] 166 450 364 107 177 156 11 429 351 15 181 283 201 524 13 212 524 288
[109] 363 442 199 550 54 558 207 92 60 293 202 353 267 371 387 457 337 201
[127] 222 62 353 163 31 340 229 182 156 329 291 179 268 142 194 320 181 285
[145] 348 197 180 186 145 350 285 110 286 270 81 131 269 135 79 59 105 239
[163] 13 183 116




> m <- sum(log(Xvec2))/n
> s <- var(log(Xvec2))
> h <- 1 * ((16 * s^(5) * exp((1/8) * (-17 * s + 20 * m)))/(12 + 4 * s + s^2))^
(0.4) * (n^(-0.4))
> x <- seq(min(Xvec2) + 0.05, max(Xvec2), length = k)
> fhat <- rep(0, k)
> Fhat <- rep(0, k)
> Hazardhat <- rep(0, k)
> KRIG <- matrix(rep(0, k * n), ncol = k)
> PhiRIG <- matrix(rep(0, k * n), ncol = k)
> VARcardata <- rep(0, k)
> for(j in 1:k) {
for(i in 1:n) {
KRIG[i, j] <- 1/(sqrt(2 * pi * h * Xvec2[i])) * exp(((-1 *
(Xvec2[i] - h))/(2 * h) * (x[j]/(Xvec2[i] - h) - 2 +
(Xvec2[i] - h)/x[j])))
PhiRIG[i, j] <- pnorm(sqrt(x[j]/h) * ( - (((Xvec2[i] - h)/
x[j]) - 1))) - exp((-2 * (Xvec2[i] - h))/h) * pnorm(
sqrt(x[j]/h) * ( - (((Xvec2[i] - h)/x[j]) + 1)))
}
fhat[j] <- 1/n * (sum(KRIG[, j]))
Fhat[j] <- 1/n * (sum(PhiRIG[, j]))
Hazardhat[j] <- fhat[j]/(1 - Fhat[j])




> plot(x, Hazardhat, type = "l")
> plot(x, fhat, type = "l")
> plot(x, Fhat, type = "l")
> plot(x, Hazardhat, type = "l", ylim = c(0, 0.014))
> par(new = T)





> s1 <- sqrt(var(y))
> h1 <- (1 * 1.06 * s1)/n^{
0.2
}
> x <- seq(min(y), max(y), length = k)
> l <- length(x)
> value <- rep(0, l)
> value1 <- rep(0, l)
> value2 <- rep(0, l)
> var <- rep(0, l)
> value3 <- matrix(rep(0, (k * l)), ncol = l)
> Gauss <- matrix(rep(0, (k * l)), ncol = l)
> Gauss1 <- matrix(rep(0, (k * l)), ncol = l)
> VARG <- rep(0, 1)
> for(j in 1:l) {
for(i in 1:n) {
K <- function(y)
{
K <- 1/(sqrt(2 * pi)) * exp(( - y^(2))/2)
}
value3[i, j] <- (x[j] - y[i])/h1
Gauss[i, j] <- K((x[j] - y[i])/h1)
Gauss1[i, j] <- 1/(n) * pnorm((x[j] - y[i])/h1)
}
value[j] <- 1/(n * h1) * sum(Gauss[, j])
value1[j] <- sum(Gauss1[, j])
value2[j] <- value[j]/(1 - value1[j])
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VARG[j] <- value2[j]/(2 * n * sqrt(h1 * pi) * (x[j])^(0.5) * (1 -
value1[j]))
}
> plot(x, value2, type = "l", lty = 1, ylim = c(0, 0.02))
> par(new = T)
> plot(x, sqrt(VARG), type = "l", lty = 1, xaxs = "d", yaxs = "d", ylab = "")
plot(x, value2, type = "l", lty = 8, xlab = "x", ylab = "hazard rate function",
main = "")
> par(new = T)
> plot(x, Hazardhat, type = "l", lty = 1, xaxs = "d", yaxs = "d", ylab =
"hazard rate function")
> segments(-0.5, sc, 8, sc, lty = 3)
> legend(2., 2.5, c("RIG kernel", "Gaussian kernel ",
"true hazard rate function"), lty = 1:3)
> plot(x, fhat, type = "l", ylab = "density function", lty = 1, xlab = "x")
> par(new = T)
> plot(x, value, type = "l", ylab = "density function", xlab = "x", lty = 8
,xaxs = "d", yaxs = "d")
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