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Uberblick
Die st

orungstheoretische Behandlung nicht{abelscher Eichtheorie bei hoher Tempe-
ratur f

uhrt aufgrund chromomagnetischer Eekte zu einer Berechenbarkeitsschwelle. Es
entstehen unendlich viele Terme gleicher Gr

oenordnung. Die aufzusummierende numeri-
sche Reihe ist in dem auf 3D reduzierten Anteil der Theorie enthalten, welcher k

urzlich
als 2+1D Yang{Mills{Theorie bei T = 0 von Karabali, Kim und Nair nicht{st

orungstheo-
retisch behandelt wurde.
In der vorliegenden Arbeit werden die exakten 3D{Resultate mit der thermischen
4D{Diagrammatik kombiniert. Insbesondere wird die Abspaltung des r

aumlichen Anteils
der transversalen Selbstenergie im statischen Limes behandelt. Wie erwartet, kann das
3D{Untersystem als regularisierte 3D Yang{Mills{Theorie aus der 4D{Struktur heraus-
getrennt werden. In 1{loop Ordnung werden die Regulatoren explizit erhalten. F

ur die
2{loop Ordnung kann unter anderem gezeigt werden, da der generische Beitrag mit har-
ten inneren Impulsen verschwindet. Es wird untersucht, wie die magnetische Masse folgen
k

onnte. Beim Druck gelingt es, den 3D{Anteil in 1{ und 2{loop Ordnung abzuspalten und
Regulatoren zu erhalten.
Schlagworte :
Gluon{Plasma, transversale Selbstenergie, magnetische Masse, Druck, 3D Yang{Mills{
Theorie.
Thermal gluons beyond pure perturbation theory
Abstract
The perturbative treatment of non{abelian gauge theory at high temperature leads
to a threshold in calculation because of chromomagnetic eects. Innitely many terms of
the same order of magnitude arise. The numerical series to be summed is contained in the
part of the theory reduced on 3D, which was recently treated non{perturbative as 2+1D
Yang{Mills theory at T = 0 by Karabali, Kim and Nair.
In the thesis in question the exact 3D results are combined with the thermal 4D dia-
gramatic. In particular the splitting of the space{part of the transverse self{energy in
the static limit is treated. As expected, the 3D subsystem can separate as regularized
3D Yang{Mills theory from the 4D structure. In 1{loop order the regulators are received
explicit. For 2-loop order it can be shown amongst other things, that the generic contri-
bution with hard inner momenta vanishes. It is examined, how the magnetic mass could
follow. Under pressure it is possible to separate the 3D part in 1{ and 2{loop order and
to receive regulators.
Keywords :
Gluon plasma, transverse self{energy, magnetic mass, pressure, 3D Yang{Mills theory.
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Einleitung
In unserer kalten Welt ndet man Quarks und Gluonen nur in gebundenen Zust

anden,
z.B. den Protonen und Neutronen. Im sehr fr

uhen Universum, bis einige Mikrosekunden
nach dem Urknall, war die Energiedichte jedoch so gro, da die mittlere freie Wegl

ange
der Teilchen gr

oer als der Radius der Bindungszust

ande war. Unter diesen Bedingungen
bilden Quarks und Gluonen ein schwach wechselwirkendes
"
Gas\, das sogenannte Quark{
Gluon{Plasma.
Die zugrunde liegende Theorie ist die Quantenchromodynamik (QCD). Sie ist eine
nicht{abelsche Eichtheorie der Gruppe SU(3) (allgemein SU(N) ), deren N
2
  1 = 8
Eichbosonen | die Gluonen | Tr

ager von
"
Farbladungen\ sind. Sie vermitteln die starke
Wechselwirkung, der die Quarks unterliegen. Diese verbietet die freie Ausbreitung von
Zust

anden mit nicht{verschwindender Farbladung (Farbeinschlu oder connement) [1, 2].
Die erlaubten farbneutralen Kombinationen von Quarks, Antiquarks und Gluonen sind
die Hadronen.
Die QCD sagt voraus, da der Farbeinschlu aufgehoben wird, wenn aus Hadronen
zusammengesetzte Materie auf extrem hohe Energiedichten gebracht wird. Die kritische
Temperatur f

ur den

Ubergang zum Quark{Gluon{Plasma kann mit Hilfe numerischer
Rechnungen am Gitter mit ca. 170 MeV (oder 2  10
12
K) angegeben werden [3, 4].
Vor kurzem fand man am CERN auch experimentell Hinweise auf die Erzeugung ei-
nes Quark{Gluon{Plasmas [4]. Im dortigen Super{Proton{Synchrotron (SPS) wurden
w

ahrend eines mehrj

ahrigen Forschungsprogramms Blei{Atomkerne auf Energien von
158 GeV/Nukleon beschleunigt und mit Atomkernen einer Blei{ oder Goldfolie zur Kol-
lision gebracht. In der Stozone entstand dabei f

ur die kurze Zeit von ca. 10
 23
s eine
Energiedichte, die 20 mal gr

oer war als jene im Inneren von Atomkernen. Unter diesen
Bedingungen sollte der Farbeinschlu aufgehoben sein. Wenn dies auch nicht direkt nach-
gewiesen werden konnte, so gaben doch die gemessenen Hadronen, welche im Stoproze
entstanden sind, Hinweise darauf. Einen eindeutigen Existenzbeweis erhot man sich von
den neuen Beschleunigern RHIC (Brookhaven) und LHC (CERN).
Die QCD ist eine renormierbare Theorie [5, 6] und die Kopplungskonstante g eine
Funktion der Energie (running coupling). Als nicht{abelsche Eichtheorie ist die QCD
asymptotisch frei. Das bedeutet, da f

ur sehr hohe Energien (mindestens im GeV{Bereich)
g klein wird, so da eine st

orungstheoretische Behandlung des Quark{Gluon{Plasmas
m

oglich wird [1, 2]. Der Grenzfall extrem hoher Temperatur bietet damit die M

oglichkeit,
die QCD mit ihren komplexen Strukturen und Schwierigkeiten

uberhaupt zu behandeln.
4 Einleitung
Im Hochtemperaturlimes der QCD spielen Quarks nur eine untergeordnete Rolle. Eine
Beschr

ankung auf den Gluon{Anteil des Plasmas ist daher sinnvoll. Das Gluon{Plasma
wird beschrieben durch eine masselose Bose{Feldtheorie, der Yang{Mills{ (YM{) Theorie.
Lange Zeit f

uhrte St

orungsrechnung zu inkonsistenten Entwicklungen. Erst Braaten
und Pisarski [7] begr

undeten 1990 eine Resummation (Umordnung) der St

orungsreihe,
welche f

ur eichinvariante Resultate sorgte. Diese Resummation beruht auf der Unter-
scheidung verschiedener physikalischer Skalen, n

amlich der Temperatur{Skala ( T ), der
chromoelektrischen ( gT ) und der chromomagnetischen ( g
2
T ) Skala. Impulse auf die-
sen Skalen bezeichnet man als hard, soft und supersoft. Die Angabe einer eektiven Wir-
kung f

ur die soft Skala war m

oglich [8, 9]. Als erste Anwendung der Resummation konnte
die D

ampfung kollektiver Anregungen im Quark{Gluon{Plasma bestimmt werden [10].
Es folgte eine produktive Phase, in der z.B. Korrekturen zur Plasma{Dynamik (Selbst-
energie) [11, 12] und zum Druck des Plasmas [13, 14, 15, 16] erhalten werden konnten.
Inzwischen sind die M

oglichkeiten auf hard{ und soft{Skala ausgesch

opft. F

ur ein
weiteres Auswerten der St

orungsreihen mu die supersoft Skala einbezogen werden. Die
auf dieser Skala generierte thermische Masse, die sogenannte magnetische Masse, hat die
Gr

oenordnung  g
2
T [17]. Sie f

uhrt zu dem von A. Linde [18] bereits 1980 vorhergesag-
ten Mechanismus : Es entstehen unendlich viele Terme gleicher Gr

oenordnung, wodurch
St

orungsrechnung an der Selbstenergie ab O(g
4
T
2
) und am Druck ab O(g
6
T
4
) unm

oglich
wird [19]. Jedoch werden jene unendlich vielen Terme allein durch den r

aumlichen Anteil
der Theorie erfat [20, 16, 17], was eine Reduzierung auf drei Dimensionen erm

oglicht.
An der eben genannten Berechenbarkeitsschwelle scheiterte bislang ein weiteres Aus-
werten der St

orungsreihe. Neuerliche Publikationen von D. Karabali, C. Kim und V.P.
Nair (kurz KKN) [21, 22] lassen nun wieder Honung aufkommen : Sie k

onnen eine 2+1
dimensionale Yang{Mills{Theorie bei T = 0 (Kopplung e) nicht{st

orungstheoretisch ana-
lysieren. Unter Verwendung des Schr

odinger{Funktionals, Pr

aparieren des physikalischen
Sektors und Methoden aus konformer Feldtheorie war es ihnen m

oglich eine Energiel

ucke
der Gr

oe e
2
N=2 zu bestimmen. Diese Energiel

ucke k

onnte via e
2
= g
2
T der (chromo{)
magnetischen Masse in thermischer Feldtheorie entsprechen. Erstmals auf analytischem
Wege erhielten KKN in einer weiteren Arbeit [23] sogar Farbeinschlu.
Obwohl KKN eine M

oglichkeit vorstellen, die Schwelle in der st

orungstheoretischen
Behandlung thermischer Gr

oen zu

uberwinden, wurden ihre Arbeiten von thermischen
Feldtheoretikern bisher praktisch nicht zur Kenntnis genommen. Dabei wird der proble-
matische r

aumliche Anteil der 3+1 D YM{Theorie gerade durch die KKN{Theorie erfat.
Es bleibt die Aufgabe, den rein r

aumlichen Anteil zu separieren und zu zeigen, da der
Einbau der KKN{Masse in die 3+1 D Theorie zu keinem Widerspruch f

uhrt.
In Kapitel 1 wird neben einigen Grundlagen eine Einf

uhrung in die Thematik gegeben.
Kapitel 2 behandelt die KKN{Theorie. In Kapitel 3 (Teile sind bereits publiziert [24]) be-
ginnt die eigentliche Arbeit. Es wird die transversale Selbstenergie im statischen Limes
(magnetische Abschirmung) in 1{ und 2{loop Ordnung hinsichtlich des 3D{Anteils unter-
sucht. Alle Beitr

age, die nicht der regularisierten 3D{Theorie zugeordnet werden k

onnen,
sollten verschwinden. Schlielich wird diskutiert, wie aus der KKN{Theorie die magneti-
sche Masse folgen k

onnte. Kapitel 4 befat sich mit dem Druck des Gluon{Systems. Auch
hier soll bis 2{loop Ordnung der 3D{Anteil in regularisierter Form separiert werden.
Kapitel 1
Yang{Mills{Felder bei hoher
Temperatur
Als Einf

uhrung und zum Verst

andnis des dritten und vierten Kapitels werden einige
Grundlagen ben

otigt. Der erste Abschnitt gibt einen kurzen Einblick in die Herleitung der
Funktionalintegal{Darstellung der Zustandssumme. Auf die Herleitung der eichxierten
Lagrange{Dichte der Yang{Mills{Theorie wird in Abschnitt 1.2 eingegangen. Abschnitt
1.3 f

uhrt einige Notationen ein und stellt die st

orungstheoretische Behandlung der Zu-
standssumme vor. In 1.4. wird die Regularisierung der Theorie behandelt. Abschnitt 1.5
diskutiert die Anregungen des Gluon{Systems, insbesondere die Problematik des stati-
schen Limes der transversalen Dispersionskurve. Das resultierende Linde{Problem wird
in Abschnitt 1.6 erl

autert.
1.1 Das Funktionalintegral
Wir arbeiten in der Minkowski{Metrik (+    ) und w

ahlen als Zeitkontour jene von
Matsubara [1, 25] mit Anfangspunkt bei 0 und Endpunkt bei  i ( = 1=T ). Schreibt
man t =
:
  i , dann ist x = ( i;
*
r ) und x
2
=  
2
  r
2
.
Die Thermodynamik eines Systems im thermischen Gleichgewicht wird beschrieben
durch die Freie Energie F =  T ln(Z) und deren Ableitungen nach den kanonischen Varia-
blen. Die Zustandssumme Z hat allgemein die Form Z = Sp
 
e
 H

(H ist der Hamilton{
Operator). Wir wollen diese als Funktionalintegral schreiben und den Weg dorthin stich-
punktartig skizzieren. Ausf

uhrlichere Darstellungen nden sich z.B. in [1, 2, 6, 19, 25, 26].
In der folgenden Liste machen wir von der

ublichen Vereinfachung Gebrauch, eine
"
allgemeine\ Bose{Feldtheorie zu betrachten, welche ein skalares reelles Feld  beschreibt.
 Die Basis f

ur die Spurbildung erstreckt sich

uber Feldkongurationen fg zu einem
bestimmten Zeitpunkt t
0
. Damit wird Z = N
0
 
Q
*
r
R
d(
*
r )

hfg; t
0
j e
 H
j fg; t
0
i,
worin N
0
ein Mafaktor ist.
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 hfg; t
0
j e
 H
= hfg j e
 iH(t
0
 i)
= hfg; t
0
  i j . Soll die Zeit entlang der Matsu-
bara{Kontour laufen, so ist t
0
= 0.
 Zerlegung des Intervalls [ 0;  ] in n gleich groe innitesimale Teilintervalle Æ und
Einschiebung gescheiter 1{Operatoren liefert, da H zeitunabh

angig ist, n Matrix-
elemente der Form hf
0
g j e
HÆ
j f
00
gi . f
00
g und f
0
g sind die Feldkongurationen,
die im zeitlichen Abstand von Æ vorliegen.
 In jedes der n Matrixelemente ist ein weiterer 1{Operator aus Impuls{Eigenzust

an-
den einzuschieben, woraufhin der Hamilton{Operator H durch seinen Eigenwert
1
2
_

2
+ V () ersetzt werden kann.
 Mittels hfg j f
_
gi  e
i
R
d
3
r
_
(
*
r
)(
*
r
)
und Zusammenfassen der n
Q
*
r
R
d(
*
r ) und
Q
*
r
R
d
_
(
*
r ) Integrationen zu
R
D bzw.
R
D
_
, wobei letztere ausgef

uhrt und als
Konstante in den Mafaktor N geschrieben werden kann, erh

alt man schlielich :
Z = N
Z
D e
R

0
d
R
d
3
rL
: (1.1)
Hierin ist
R

:
=
R

0
R
d
3
r (siehe (1.13)) und L =
1
2
_

2
  V () die Lagrange{Dichte mit
V () als Potentialterm. Das Funktionalintegral l

auft

uber alle Wege zwischen festen Feld-
kongurationen an den R

andern der Zeitachse. Wie das Matrixelement im ersten der
obigen Punkte zeigt, sind die Feldkongurationen zu den Zeiten 0 und  i gleich. Da-
mit hat das (unter dem Funktionalintegral klassisch gewordene) Bose{Feld {periodische
Randbedingungen bez

uglich  , d.h. (0;
*
r ) = ( i;
*
r ) [26, 1].
Ungl

ucklicherweise ist das Funktionalintegral nur f

ur den in  quadratischen Anteil
(L
0
) ausf

uhrbar. Daher bedient man sich der St

orungsrechnung. Die kleine Gr

oe, nach
der entwickelt wird, ist die Kopplungskonstante g.
1.2 Die Lagrange{Dichte der Yang{Mills{Theorie
Als Spin{
1
2
{Teilchen folgt jedes Quark der Dirac{Gleichung. Sein Spinorfeld tr

agt eine
zus

atzliche Farbquantenzahl. Um die bekannten Hadronen aus Quarks zusammensetzen zu
k

onnen, ohne dabei das Pauli{Prinzip zu verletzen, mu die Farbquantenzahl drei Werte
annehmen d

urfen. Daher ist SU(3) die Eichgruppe der QCD. Im folgenden wird, um
allgemein zu bleiben, die Gruppe SU(N) mit beliebigem ganzzahligen N  2 betrachtet.
Die Generatoren T
a
dieser Gruppe, mit Farbindex a = 1; : : : ; N
2
 1, sind hermitesche und
spurfreie NN Matrizen. Sie sind mittels Sp(T
a
T
b
) =
1
2
Æ
ab
orthonormiert und denieren

uber die Kommutator{Relation

T
a
; T
b

= if
abc
T
c
; (1.2)
die total antisymmetrischen Strukturkonstanten f
abc
der Gruppe. Im Fall der SU(2){
Gruppe gibt es drei Generatoren, z.B. die 2 2 Pauli{Matrizen. F

ur SU(3) sind es acht
Generatoren, z.B. die 3 3 Gell{Mann{Matrizen [27].
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Die Dirac{Gleichung (i

@

 m) = 0 f

ur das N{komponentige Spinorfeld  der
Quarks mu invariant sein unter den lokalen Eichtransformationen
 ! U ; U = e
 ig
a
T
a
(1.3)
mit beliebigen reellen Funktionen 
a
(x) (

uber doppelt auftretende Lorentz{ und Farbin-
dizes wird summiert). Dies erzwingt den

Ubergang @

! D

= @

  igA
a

T
a
, worin g
die (dimensionslose) Kopplungskonstante und A
a

das Eichfeld ist. Invarianz der Quark{
Lagrange{Dichte verlangt die Umeichung der kovarianten Ableitung D

! UD

U
 1
,
wobei
i
g
UD

U
 1
= UA
a

T
a
U
 1
 
i
g
(@

U)U
 1
(1.4)
gilt. Hieraus folgt das Verhalten der N
2
  1 =
:
 Eichfelder unter einer innitesimalen
lokalen Eichtransformation 
a
:
A
a

! A
a

 D
ab


b
=
:
(A
a

)
U
mit D
ab

= Æ
ab
@

  gf
abc
A
c

: (1.5)
Der Feldst

arketensor bekommt mit der kovarianten Ableitung die Gestalt
F
a

= @

A
a

  @

A
a

+ gf
abc
A
b

A
c

(1.6)
(der Punkt verweise auf volles nicht{abelsches F ). Die Spur des Quadrates des Feldst

arke-
tensors ist invariant unter einer Eichtransformation, folglich ist die Lagrangedichte des
Gluon{Feldes (YM{Feldes) der klassischen Chromodynamik,
L
klass
=  
1
4
F
 a

F

a
; (1.7)
eichinvariant.
Die Quantisierung der Theorie darf nur im Raum der physikalischen (nicht durch
Umeichung erreichbaren) Felder erfolgen. Das unendliche
"
Eichvolumen\ wird nach einem
Verfahren von Faddeev und Popov [2, 6, 28] abgespalten. W

ahrend die Zustandssumme
Z
klass
= N
R
DA
a

e
R

L
klass
, welche analog zu den Ausf

uhrungen in Abschnitt 1.1 hergeleitet
wird, noch den gesamten Eichorbit enth

alt, ist in
Z =
1
Z

N
Z
D

A
a

; c
a
1
; c
a
2
	
e
R

L
(1.8)
die Eichung durch einen Eichxierungsparameter  (kovariante Eichung) festgelegt : Die
Lagrange{Dichte L ist eichxiert. Das Funktionalintegral erstreckt sich zus

atzlich

uber
2 unabh

angige, antikommutierende Grassmann{Felder c
a
1;2
, den sogenannten Faddeev{
Popov{Geistern [6]. Die Geister sind keine physikalischen Felder. Sie korrigieren den bei
Eichxierung entstanden Fehler.
Die Lagrange{Dichte L besteht aus dem klassischen Anteil (1.7), einem Eichxierungs-
term und dem Geist{Term :
L =  
1
4
F
 a

F

a
 
1
2
(@

A
a

)
2
+ c
a
1
@

 
Æ
ab
@

  gf
abc
A
c


c
b
2
: (1.9)
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Der Mafaktor Z

in (1.8) sorgt f

ur Unabh

angigkeit der Zustandssumme vom Eichxie-
rungsparameter . Er l

at sich auf
Z

=
Y
a
Y
P
0
p
 ; (1.10)
festlegen [29], worin
Q
0
P
ein Produkt

uber alle (Vierer{) Impulse mit Ausnahme von P = 0
darstellt. Der Mafaktor N kann dann so gew

ahlt werden, da g ! 0 auf 
:
= (N
2
  1)
Hohlraumstrahlungen f

uhrt (jedes der Felder A
a

tr

agt eine halbe Hohlraumstrahlung bei,
die Geister c
a
1;2
jeweils eine halbe negative).
Mit Blick auf (1.6) und F
a

= @

A
a

  @

A
a

erhalten wir die Lagrange{Dichte der
YM{Theorie in kovarianter Eichung in ihrer endg

ultigen Form L = L
0
+ L
int
mit
L
0
=  
1
4
F
 a
F

a
 
1
2
(@

A

a
)
2
+ c
a
1
@

@

c
a
2
;
L
int
=  gf
abc
(@

A
 a
)A

b
A

c
 
1
4
g
2
f
eab
f
ecd
A
 a
A
 b
A

c
A

d
+ gf
abc
c
a
1
@

A

b
c
c
2
: (1.11)
L
0
ist die Lagrange{Dichte der wechselwirkungsfreien Theorie. L
int
beinhaltet die Wech-
selwirkung.
1.3 Die St

orungsreihe
Wie in (thermischer) Feldtheorie

ublich, werden die Felder A
a

( i;
*
r) und c
a
1;2
( i;
*
r )
im Impulsraum betrachtet. Wegen der periodischen Randbedingungen bez

uglich  lassen
sich A
a

und c
a
1;2
in diskrete Fourier{Moden mit den Matsubara{Frequenzen !
n
= 2nT
zerlegen [2]. Die Fourier{Transformation der Felder A
a

hat also die Gestalt
A
a

(x) =
X
P
e
 iPx
e
A
a

(P ) ;
e
A
a

(P ) =
Z

e
iPx
A
a

(x) (1.12)
mit x = ( i ;
*
r ) und P = (i!
n
;
*
p) sowie den Symbolen
Z

:
=
Z

0
d
Z
d
3
r ;
X
P
:
=
1
V
X
n
X
*
p
: (1.13)
In (1.13) wird

uber diskrete
*
p summiert. F

ur V ! 1 wird
*
p kontinuierlich :
P
*
p
!
V
(2)
3
R
d
3
p. Die n{Summe l

auft

uber ganze Zahlen von  1 bis +1.
Die Zustandssumme (1.8) l

at sich als Produkt aus Z
0
und Z
int
schreiben. Dazu werden
zu L
0
drei Quellterme J
a
A
a

; j
a
1
c
a
1
; j
a
2
c
a
2
(j
1;2
sind wie c
1;2
Grassmann{Felder) addiert,
wodurch die Felder in L
int
durch Funktionalableitungen ersetzt werden k

onnen [1, 28].
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Daraufhin kann der Wechselwirkungsanteil (jetzt mit Q bezeichnet) vor das Funktional-
integral gezogen werden :
Z =
1
Z

N
Z
D

A
a

; c
a
1
; c
a
2
	
e
R

L
=

e
Q
1
Z

N
Z
D

A
a

; c
a
1
; c
a
2
	
e
R

(
L
0
+J
a
A
a

+j
a
1
c
a
1
+j
a
2
c
a
2
)

J;j
1;2
=0
: (1.14)
Der Operator Q setzt sich (entsprechend den drei Wechselwirkungstermen in L) aus drei
Anteilen verschiedener g{Ordnung zusammen :
Q =
Z

L
int

n
A
a

(x); c
a
1
(x); c
a
2
(x)
o
!
X
P
e
iPx
n
a
P
;
1
a
P
;
2
a
P
o

= Q
G
+Q
D
+Q
V
(1.15)
mit
Q
G
= igf
abc
X
KPQ
[K + P +Q ] P

 c
K 1
b
P
2
a
Q
; (1.16)
Q
D
= igf
abc
X
KPQ
[K + P +Q ] K

a
K
 b
P
 c
Q
; (1.17)
Q
V
=  
1
4
g
2
f
eab
f
ecd
X
KLPQ
[K + L + P +Q ]
a
K
b
L
 c
P
 d
Q
(1.18)
(Q
G
=^ Geist{Vertex, Q
D
=^ Gluon{Dreiervertex, Q
V
=^ Gluon{Vierervertex, siehe auch
Anhang B). In (1.15) und den nachfolgenden Gleichungen f

ur die Q{Operatoren haben
wir mit
[P ]
:
= V Æ
n;0
Æ
*
p
;0
(1.19)
und
a
P
:
= V Æ
e
J
 a
(P )
;
1
a
P
:
= V Æ
e
j
a
1
(P )
;
2
a
P
:
= V Æ
e
j
a
2
(P )
: (1.20)
das thermische Kronecker{Symbol und drei
"
Staboperatoren\ eingef

uhrt [30, 28] (f

ur kon-
tinuierliche
*
p geht V Æ
*
p
;0
in (2)
3
Æ(
*
p)

uber).
In (1.14) ist die Wechselwirkung vor das Funktionalintegral gezogen und somit vom
ungest

orten Anteil der Zustandssumme separiert :
Z = Z
0
 Z
int
(1.21)
mit
Z
0
=
1
Z

N
Z
D

A
a

; c
a
1
; c
a
2
	
e
R

L
0
(1.22)
und
Z
int
=

e
Q
W
0

J;j
1;2
=0
(1.23)
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wobei
W
0
=
R
D

A
a

; c
a
1
; c
a
2
	
e
R

(
L
0
+J
a
A
a

+j
a
1
c
a
1
+j
a
2
c
a
2
)
R
D

A
a

; c
a
1
; c
a
2
	
e
R

L
0
(1.24)
ist. W
0
ist eine Funktion der Quellfelder mit W
0
(J
a
= j
a
1
= j
a
2
= 0) = 1.
Entwickeln der e{Funktion in (1.23)

uberf

uhrt Z
int
in eine St

orungsreihe nach g
2
{
Potenzen. Die Terme einer beliebigen Ordnung g
2n
werden durch Feynman{Diagramme
dargestellt. Wie sich diese durch Anwendung der n Operatoren Q aufW
0
generieren, wird
in [28] (dortiger Anhang A) erl

autert.
W

ahrend die St

orungsreihe von (1.23) auch nicht{zusammenh

angende Diagramme
erfat, besteht der Logarithmus ln(Z
int
) nur aus zusammenh

angenden Diagrammen
1
.
Dies l

at sich zeigen mit Hilfe kombinatorischer

Uberlegungen [26] mit dem Ergebnis
Z
int
= exp
n

(e
Q
  1)W
0

j=0; con
o
, wobei die geschwungene Klammer alle denkbaren
zusammenh

angenden Diagramme einschliet. Wegen
ln (Z
int
) =

e
Q
W
0
  1

J;j
1;2
=0; con
: (1.25)
besteht sowohl die St

orungsreihe f

ur den Druck p =
1
V
ln(Z) als auch jene f

ur die Gluon{
Selbstenergie 

(P ) =
2

Æ
G

(P )
ln(Z) nur aus zusammenh

angenden Diagrammen. Die

Ubersetzung der Diagramme in Formelsprache l

at sich anhand von den in Anhang B
angegebenen Graphenregeln leicht durchf

uhren.
W

ahrend in L
int
(und somit auch in Q) Gluon{ und Geist{Felder miteinander gekop-
pelt sind (siehe (1.11)), l

at sich L
0
aufspalten in L
0
= L
Gluon
0
+L
Geist
0
. Daher kann sowohl
Z
0
als auch W
0
als Produkt eines Gluon{ und Geist{Anteils geschrieben werden. Fourier{
Transformation der Felder und

Ubergang
e
A
 a
!
e
A
 a
+G

0
e
J
a

bzw. ec
a
1;2
! ec
a
1;2

e
j
2;1
=P
2

uberf

uhrt (1.22) und (1.24) in
Z
0
= Z
Gluon
0
 Z
Geist
0
=
1
Z

N
Z
D
e
A
a

e
 
1
2
P
e
A
a

( P )G
 1
0
(P )
e
A
a

(P )
Z
Dfec
a
1
;ec
a
2
g e
 
P
ec
a
2
( P )( P
2
)ec
a
1
(P )
(1.26)
und
W
0
= W
Gluon
0
W
Geist
0
= e
1
2
P
e
J
a

( P )G

0
(P )
e
J
a

(P )
e
P
e
j
a
2
( P )
 1
P
2
e
j
a
1
(P )
: (1.27)
Darin ist
G

0
(P ) =
1
P
2

g

+ (  1)
P

P

P
2

(1.28)
der nackte Gluon{Propagator.
1
Ein Diagramm heit
"
zusammenh

angend\ (connected, abgek

urzt con), wenn alle Diagrammteile durch
Linien miteinander verbunden sind, andernfalls ist es
"
nicht{zusammenh

angend\ (disconnected).
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1.4 Regularisierung
Die st

orungstheoretische Behandlung der Thermodynamik einer masselosen Feldtheo-
rie f

uhrt zu ultraviolett{ (UV{) und infrarot{ (IR{) divergenten Ausdr

ucken [2, 31].
1.4.1 IR{Regularisierung
Um die Theorie von IR{Divergenzen freizuhalten, mu L
0
einen Massenterm erhalten
[2, 1, 25]. Um die tats

achliche Masselosigkeit der Theorie wieder herzustellen, wird dieser
Massenterm als Wechselwirkung wieder subtrahiert [19, 14]. Dies f

uhrt zu einer Umord-
nung der St

orungsreihe, in der nun alle Terme IR{konvergent sind. Explizit wird (1.11)
folgendermaen abge

andert :
L
0
! L
0
+
1
2
A
 a
(YA
a
)

;
L
int
! L
int
 
1
2
A
 a
(YA
a
)

(1.29)
mit Y als IR{Regulator. Im Impulsraum ist (YA
a
)

=
P
P
e
 iPx
Y

(P )A
a

(P ) . Der
Umgang mit impulsabh

angigen IR{Regulatoren ist ausf

uhrlich in [30, 28] behandelt.
Die allgemeinste Form des Regulators Y(P ) ist die Linearkombination
Y

(P ) = Y
t
(P )A

(P ) + Y
`
(P )B

(P ) + Y
c
(P )C

(P ) + Y
d
(P )D

(P ) : (1.30)
Die Projektoren A, B, C und D sind die Elemente einer impulsabh

angigen Basis der
symmetrischen Lorentz{Matrizen [11, 32, 33] :
A(P ) = g  B(P )  D(P ) ;
B(P ) =
e
P Æ
e
P
 P
2
; C(P ) =
P Æ
e
P +
e
P Æ P
 
p
2 P
2
; D(P ) =
P Æ P
P
2
: (1.31)
Hierin ist
e
P = (P
0
P   P
2
U)=p . U = (1;
*
0) ist die Vierergeschwindigkeit des ruhenden
W

armebades und g der metrische Tensor.
e
P und P sind orthogonal, d.h.
e
PP = 0. Einige
wichtige Relationen zwischen den Basis{Matrizen sind im Anhang C zusammengestellt.
Im folgenden darf Y
c
= Y
d
= 0 gesetzt werden. Der so reduzierte IR{Regulator erf

ullt
die Transversalit

atsbedingung P

Y

(P )=0. Auch ohne Y
c
und Y
d
treten in der mit (1.30)
regularisierten St

orungsreihe keine IR{Divergenzen auf (zumindest in niedrigen Ord-
nungen, siehe [15] und Kapitel 3, 4). Anders als in [28, 30] k

urzen sich mit dem reduzierten
IR{Regulator die zwei{Gluon{reduziblen
2
Diagramme nicht heraus. Sofern Y
`
und Y
t
f

ur
P
0
= 0 die Werte der thermisch generierten elektro{ bzw. magnetostatischen Masse anneh-
men, wird dieser Umstand im folgenden dennoch zu keiner Ordnungsreduktion f

uhren.
2
Ein Diagramm ist zwei{Gluon{reduzibel (2PR), wenn es beim Zerschneiden zweier verschiedener
Gluon{Linien in zwei Teile zerf

allt (Genauer : Ein 2PR{Diagramm hat mindestens zwei Gluon{Propa-
gatoren mit gleichem Impuls). Bleibt es zusammenh

angend, dann ist es zwei{Gluon{irreduzibel (2PI).
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Wegen des Massenterms in L
0
wird der Gluon{Propagator mit Y
t
und Y
`
korrigiert :
G

(P ) =
A

(P )
P
2
  Y
t
(P )
+
B

(P )
P
2
  Y
`
(P )
+ 
D

(P )
P
2
: (1.32)
Wie leicht nachzupr

ufen ist, befriedigt G die Ward{Identit

at P

G

(P )P

=  [34].
H

atten wir Y
c
und Y
d
nicht Null gesetzt, dann h

atte der {Term in (1.32) eine weitaus
kompliziertere Form [28].
Der inverse Propagator G
 1
bestimmt sich aus G
 1
G

= Æ


. Es folgt
G
 1
(P ) =
 
P
2
  Y
t
(P )

A

(P ) +
 
P
2
  Y
`
(P )

B

(P ) +
1

P
2
D

(P ) bzw.
G
 1
(P ) = G
 1
0
(P ) Y

(P ) ; G
 1
0
(P ) = P
2
g

+

1

 1

P

P

:(1.33)
Der Massenterm in L
int
bewirkt einen weiteren Term in Q (siehe (1.15)) : Q = Q
G
+
Q
D
+Q
V
+Q
Y
mit
Q
Y
=  
1
2
X
P
Y

(P )
a
P
a
 P
: (1.34)
In den Diagrammen erscheint diese Wechselwirkung als Kreuzchen in den Gluon{Linien.
1.4.2 UV{Regularisierung
Zur Behandlung der UV{divergenten Integrale wird

ublicherweise die vergleichsweise
einfache und elegante Methode der dimensionalen Regularisierung verwendet [6, 35]. Hier-
bei wird die Lagrange{Dichte auf d Dimensionen verallgemeinert, wobei d auch komplex
sein darf. d wird so gew

ahlt, da die Integrale endlich werden (z.B. ist
P
P
G(P ) f

ur d < 2
endlich). Nach Auswertung der Integrale wird d analytisch fortgesetzt zu den

ublichen vier
Raumzeit{Dimensionen. Dabei werden Pole im (komplexen) d{Raum umgangen, was einer
Absorption der Divergenzen in die renormierten physikalischen Parameter (hier insbeson-
dere die Kopplungskonstante) gleich kommt. Der Vorteil dimensionaler Regularisierung im
Vergleich zu anderen Regularisierungsmethoden (z.B. der Pauli{Villars Regularisierung)
ist, da sie alle Eigenschaften der Theorie bewahrt, welche unabh

angig von der Dimension
sind. Diese Eigenschaften sind bei der YM{Theorie insbesondere die Eichinvarianz und
die Ward{Identit

aten.
Auf die Renormierungsprozedur soll hier nicht n

aher eingegangen werden. Zu diesem
Thema existiert umfangreiche Literatur, wie z.B. [6, 35]. Eine kurze Einf

uhrung, speziell
bezogen auf die 
4
{Theorie, ndet sich auch in [28].
Die Felder und die Kopplungskonstante in (1.11) sind zun

achst nackte und damit di-
vergente Gr

oen. Die Renormierung dieser Gr

oen separiert die Divergenzen. Der endliche
Anteil stellt die jeweilige mebare und damit physikalische Gr

oe dar. Mit dem divergen-
ten Anteil werden die Divergenzen der loop{Integrale beseitigt. Die Verbindung zwischen
nackten und physikalischen Gr

oen wird durch Renormierungsparameter Z hergestellt,
Yang{Mills{Felder bei hoher Temperatur 13
welche Ordnung f

ur Ordnung erhalten werden. Hier gibt es, entsprechend dem Gluon{
Feld, dem Geistfeld und der Kopplungskonstante, drei solcher Parameter : Z
A
, Z
c
, Z
g
.
Mit diesen erh

alt die Lagrange{Dichte (1.11) die Gestalt
L =  
1
4
Z
A
F
 a
F

a
 
1
2
Z
A
(@

A

a
)
2
+ Z
c
c
a
1
@

@

c
a
2
+ gZ
1=2
g
Z
1=2
A
Z
g
f
abc
c
a
1
@

A

b
c
c
2
 gZ
1=2
g
Z
3=2
A
f
abc
(@

A
 a
)A

b
A

c
 
1
4
g
2
Z
g
Z
2
A
f
eab
f
ecd
A
 a
A
 b
A

c
A

d
: (1.35)
Die hierin enthaltene Kopplungskonstante und Felder sind jetzt renormierte, also endliche
Gr

oen.
Die Renormierungsparameter haben alle die gleiche Struktur, n

amlich Z
i
= 1+O(g
2
),
wobei Terme ab O(g
2
) divergieren. Damit l

at sich L schreiben als
L = L
ren
+ L
c:t:
: (1.36)
L
ren
ist (1.11), jedoch mit renormierter Kopplungskonstante und Feldern. L
c:t:
enth

alt die
sogenannten counter terms, also jene Terme, welche die Divergenzen der loop{Integrale
absorbieren. Aus (1.35) geht hervor, da sich die counter terms von den Termen in L
ren
lediglich durch einen divergenten Faktor unterscheiden.
Wir regularisieren die Theorie im sogenannten minimalen Subtraktionsschema (MS{
Schema) [6]. Die Dimension sei d = 1 + (3   2") mit 0  "  2. Damit die renormierte
Kopplungskonstante auch bei um 2" verringerter Dimension dimensionslos bleibt, ist der

Ubergang g ! g
"
erforderlich.  wird als Subtraktionspunkt bezeichnet. Er hat die
Dimension einer Masse und legt die Renormierungsskala fest. Die Renormierungsfakto-
ren Z
1
, Z
2
und Z
3
h

angen lediglich

uber die Kopplungskonstante von  ab. Ein in der
St

orungsreihe explizit auftauchendes  mu von der {Abh

angigkeit der Kopplungskon-
stanten kompensiert werden, so da die st

orungstheoretisch erhaltene physikalische Gr

oe
(z.B. der Druck) nicht von der Massenskala  abh

angt. Wie sich die Kopplungskonstante
bei einer

Anderung der Massenskala verhalten mu, dar

uber gibt die sogenannte Beta{
Funktion Auskunft (running coupling constant, siehe [6]).
1.5 Anregungen im Gluon{Plasma
1.5.1 Lineare Antwort{ und thermische Greens{Funktion
Das von

aueren Ein

ussen vollst

andig abgeschlossene Gluon{System bendet sich im
thermischen Gleichgewicht. Eine von auen herbeigef

uhrte innitesimale St

orung, zum
Beispiel durch einen Strom J
a

(x), f

uhrt zu einer Abweichung ÆA
a

(x) des Feldes A
a

(x)
vom Gleichgewicht. Wird der Strom adiabatisch eingeschaltet, J
a

(x) = e
"t
j
a

(x), antwortet
das System mit ÆA
a

(x) = e
"t
a
a

(x). Der allgemeinste lineare Zusammenhang zwischen
Antwort a und Ursache j ist
a
a

(x) =
Z
d
4
x
0

ab

(x  x
0
) j
 b
(x
0
) : (1.37)
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Darin wird 
ab

(x x
0
) = i(t t
0
)e
 "(t t
0
)
h

A
a

(x); A
b

(x
0
)

i als lineare Antwort{Funktion
bezeichnet (gemittelt wird

uber s

amtliche Eigenzust

ande des Hamilton{Operators des
Gluon{Systems). Eine Herleitung von  ist in [1, 2] zu nden.
Eine Fourier{Transformation

uberf

uhrt die Antwort{Funktion  in den Impulsraum.
Dort l

at sie sich in spektraler Darstellung umschreiben :

ab

(!;
*
q )q) =
Z
dz
A
ab

(z;
*
q )
z   !   i"
: (1.38)
Die hierin enthaltene spektrale Dichte A
ab

l

at sich kompakt aufschreiben [36]. Sie enth

alt
die exakten Eigenzust

ande und Eigenwerte des Hamilton{Operators der YM{Theorie und
ist unabh

angig von der Frequenz !.
Auch die thermischen Green'schen{Funktionen G
ab

(x) = h T A
a

(x)A
b

(0) i auf der
Matsubara{Kontour lassen sich im Impulsraum in spektraler Darstellung schreiben :
G
ab

(i!
n
;
*
q ) =
Z
dz
A
ab

(z;
*
q )
z   i!
n
: (1.39)
Darin sind !
n
= 2nT die Matsubara{Frequenzen. Ein Vergleich mit (1.38) zeigt den
Zusammenhang mit der linearen Antwort{Funktion :
(!;
*
q ) = G(i!
n
! ! + i";
*
q ) : (1.40)
Besteht die St

orung nur aus einem kurzen Impuls j
a

(x) = j
a

(
*
q )e
i
*
q
*
r
Æ(t), dann ist die
Antwort des Systems
a
a

(x) = j
 b
(
*
q ) e
i
*
q
*
r
1
2
Z
dq
0

ab

(q
0
;
*
q ) e
iq
0
t
: (1.41)
Wegen (t t
0
) in , darf die verbleibende Integration in der unteren H

alfte der komplexen
q
0
{Ebene geschlossen werden. Damit wird deutlich, da die St

orung nur dann eine Antwort
des Gluon{Systems bewirkt, wenn  Polstellen hat. Dies ist beim Gluon{Propagator nach
analytischer Fortsetzung i!
n
! ! + i" der Fall.
1.5.2 Gluon{Dispersion
Die Pole des Gluon{Propagators lassen sich als Funktion !(q) graphisch auftragen.
Im Falle des nackten (freien) Gluon{Propagators G
0
(siehe (1.28)) erh

alt man als Disper-
sionskurve den Lichtkegel.
Der volle Gluon{Propagator G ergibt sich als L

osung der Dyson{Gleichung
G

(Q) = G

0
(Q) +G

0
(Q)

(Q)G

(Q) : (1.42)
Die allgemeine Gestalt der Gluon{Selbstenergie lautet  = 
t
A + 
`
B + 
c
C + 
d
D
(f

ur A, B, C, D siehe (1.31)). F

ur soft Q und in f

uhrender Ordnung reduziert sie sich auf
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 = 
t
A+
`
B. In diesem Fall folgt aus der Dyson{Gleichung
G

(Q) =
A

(Q)
Q
2
 
t
(Q)
+
B

(Q)
Q
2
 
`
(Q)
+ 
D

(Q)
Q
2
: (1.43)
Hierin ist 
t
die transversale und 
`
die longitudinale Selbstenergie. Die Pole von G
beschreiben die Anregungen des Gluon{Plasmas. Die transversalen Anregungen erh

alt
man als L

osung der Dispersionsrelation
!
2
t
  q
2
= 
t
(!
t
; q) : (1.44)
Entsprechend folgt die longitudinale Anregung, das sogenannte Plasmon, aus
!
2
`
  q
2
= 
`
(!
`
; q) : (1.45)
Diese Anregung verschwindet f

ur T = 0. Die L

osungen beider Dispersionsrelationen sind
eichunabh

angig [37, 1], so da es sich tats

achlich um physikalische Anregungen handelt.
In f

uhrender Ordnung lassen sich die Selbstenergien 
`
und 
t
auswerten [38, 11] :

`
(Q
0
; q) = 3m
2
0

1 
Q
2
0
q
2

1 
Q
0
2q
ln

Q
0
+ q
Q
0
  q

;

t
(Q
0
; q) =
3
2
m
2
0
 
1
2

`
(Q
0
; q) (1.46)
mit m
2
0
=
1
9
g
2
NT
2
.
Die Dispersionskurven zu den Relationen (1.44) und (1.45) sind in Abbildung 1.1
dargestellt [12]. F

ur q
2
 0 lassen sich die Schwingungen !
t;`
(q) des Systems ablesen. F

ur
q = 0 haben beide Schwingungen die gleiche Frequenz, die sogenannte Plasma{Frequenz
!
2
t;`
(q = 0) = m
2
0
. F

ur q !1 n

ahert sich die longitudinale Kurve dem Lichtkegel !
2
`
! q
2
,
w

ahrend die transversale Kurve das asymptotische Verhalten !
2
t
! q
2
+m
2
1
zeigt. Darin
wird m
2
1
=
3
2
m
2
0
als asymptotische Masse bezeichnet [38].
-3 -2 -1 0 1 2 3 4 5
1
2
3
4
5
q
2
!
2
t `
L


 m
2
mag
Abbildung 1.1: Die Dispersion des Gluons in Einheiten der Plasma{Frequenz m
2
0
. Der Lichtkegel ist
mit L gekennzeichnet. W

ahrend die longitudinale Dispersionskurve (`) im statischen Limes den endlichen
Wert  q
2
= 3m
2
0
= m
2
el
annimmt, erreicht die transversale Kurve (t) f

ur ! ! 0 in f

uhrender Ordnung
den Ursprung. Erst bei Hinzunahme h

ohrerer St

orungsordnungen (rechte Seite) erkennt man, da auch
die transversale Dispersionskurve im statischen Limes bei einem endlichen Wert  q
2
= m
2
mag
einm

undet.
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Der Bereich q
2
< 0 kann als Abschirmung der Felder gedeutet werden, wobei q
 1
(!
t;`
)
die Abschirml

angen f

ur die chromomagnetischen bzw. chromoelektrischen Wechselwir-
kungen angibt, welche beide nicht langreichweitig sind. Physikalische Bedeutung haben
unterhalb der Plasma{Frequenz aber nur zwei Punkte, n

amlich jene bei ! = 0. Sie ergeben
sich aus (1.45) und (1.44) aus den Gleichungen
m
2
el
= 
`
(0; q)


 q
2
=m
2
el
und m
2
mag
= 
t
(0; q)


 q
2
=m
2
mag
(1.47)
und bestimmen die Abschirmmassen. Die chromoelektrische Masse (auch als Debye Masse
bezeichnet) ist in f

uhrender Ordnung m
el
=
p
3 m
0
=
p
N=3 gT . Die chromomagnetische
oder kurz magnetische Masse m
mag
verschwindet dagegen in f

uhrender Ordnung.
Da die rechte Gleichung in (1.47) auch dann noch verschwindet, wenn in 
t
g
3
{
Terme ber

ucksichtigt werden [39, 12], ist die Stabilit

at von St

orungsreihen in thermischer
QCD nicht mehr selbstverst

andlich. Ist n

amlich m
2
mag
 g
4
T
2
, so existiert zwar eine
Entwicklung in g, jedoch entstehen unendlich viele Terme gleicher Gr

oenordnung. Sollte
gar m
2
mag
 g
4
T
2
sein, dann existiert keine St

orungsentwicklung mehr [18, 19].
Inzwischen konnte aus analytischen Absch

atzungen [17] und Gitterrechnungen [40]
die Gr

oenordnung m
mag
 g
2
T f

ur die magnetische Masse best

atigt werden. Wie A.
Linde bereits 1980 vorhersagte [18], hat diese Gr

oenordnung der magnetischen Masse
die Folge, da in einer st

orungstheoretischen Entwicklung des Druckes ab O(g
6
T
4
) und
der Gluon{Selbstenergie ab O(g
4
T
2
) unendlich viele Diagramme beitragen. An dieser
Berechenbarkeitsschwelle scheiterte bislang ein weiteres Auswerten der St

orungsreihen.
Dies k

onnte sich mit den neuerlichen Arbeiten [21, 22, 23] von D. Karabali, C. Kim und
V.P. Nair

andern. Sie konnten die Yang{Mills{Theorie in 2+1 Dimensionen und T = 0
nicht{st

orungstheoretisch analysieren. Mit dieser Theorie besch

aftigen wir uns im zweiten
Kapitel.
1.6 Das Linde{Problem
A. Linde hat in seinen 1979/80 erschienenen Publikationen [18] beschrieben, un-
ter welchen Umst

anden in einer diagrammatischen Entwicklung des Druckes unendlich
viele Diagramme die gleiche Gr

oenordnung g
6
T
4
besitzen k

onnen. Die nachfolgende
Absch

atzung der Gr

oenordnung von Selbstenergie{Diagrammen l

at sich auf beliebige
n{Punkt{Funktionen (n{beinige Diagramme) verallgemeinern. Wir folgen hier der Argu-
mentation in [19], welche sich von jener in [18] ein wenig unterscheidet.
Wir betrachten ein zwei{Gluon{reduzibles (2PI{) Selbstenergie{Diagramm beliebig
hoher loop{Ordnung mit ausschlielich gluonischen Linien. Der

auere Impuls Q sei sta-
tisch und supersoft, d.h. Q = (0;
*
q ) mit q  g
2
T . Von diesem beliebigen Diagramm
separieren wir den rein r

aumlichen Anteil. Das ist jener, in dem alle Gluon{Propagatoren
nur aus ihrem tarnsversalen Sektor bestehen und f

ur alle inneren Impulse P
0
= 0 gilt.
Die thermische Summe (1.13) reduziert sich f

ur P
0
= 0 zu
T
(2)
3
R
d
3
p =
:
T
R
3
p
und der
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transversale Gluon{Propagator (ohne {Term) hat die Gestalt
 

(p)A

(
*
p) =  
A

(
*
p)
p
2
+ 
2
; (1.48)
wobei A

(
*
p)
:
= A

(P
0
= 0;
*
p) = A

(P ) gilt (siehe Anhang C). Die Regulatormasse 
sei bis auf die Gr

oenordnung  g
2
T beliebig.
Die loop{Ordnung des hier betrachteten beliebigen 2PI{Diagramms wird von n auf
n + 1 erh

oht, wenn man auf beliebige Weise (jedoch so, da wieder ein 2PI{Diagramm
entsteht) eine weitere Gluon{Linie 

einzieht. Weil ein ausschlielich aus Gluon{Linien
bestehendes Diagramm nur zwei Sorten Vertizes enth

alt, sind genau drei F

alle m

oglich,
von denen zwei in Abbildung 1.2 veranschaulicht sind :
1. Die Gluon{Linie wird so eingezogen, da zwei zus

atzliche Gluon{3er{Vertizes ent-
stehen.
2. Die Gluon{Linie wird so eingezogen, da ein vorhandener 3er{Vertex zu einem 4er{
Vertex wird und zudem ein 3er{Vertex entsteht.
3. Die Gluon{Linie wird so eingezogen, da aus zwei vorhandenen 3er{Vertizes jeweils
4er{Vertizes werden.
Q Q
q q q
@
@
@












Abbildung 1.2: Ein beliebiges 2PI{Selbstenergie{Diagramm n-ter Ordnung mit statischem supersoft

aueren Impuls Q. Durch das Einziehen einer weiteren Gluon{Linie 

(eine der beiden grauen) wird die
Gr

oenordnung des Diagramms nicht ver

andert.
Im ersten Fall erh

alt das Diagramm neben der zus

atzlichen loop{Integration T
R
3
p
zwei zus

atzliche 3er{Vertizes der Gr

oenordnung g p (siehe Anhang B) und drei weitere
Propagatoren der Form 

(p). Die Gr

oenordnung dieses zus

atzlichen Beitrages l

at sich
leicht absch

atzen :  g
2
T
R
3
p
pp
3

(p)  g
2
T=  1, da   g
2
T .
Im zweiten Fall bleibt die Anzahl der 3er{Vertizes gleich, die Anzahl der 4er{Vertizes
erh

oht sich um 1 (Gr

oenordnung g
2
) und die Anzahl der Gluon{Propagatoren w

achst
um 2. Damit folgt f

ur die Gr

oenordnung des zus

atzlichen Beitrages :  g
2
T
R
3
p

2

(p) 
g
2
T=  1.
Im dritten Fall wird die Anzahl der 3er{Vertizes um 2 verringert. Um die gleiche
Zahl erh

oht sich die Anzahl der 4er{Vertizes. Die Gesamtzahl der Vertizes bleibt also un-
ver

andert, so da die eingezogene Gluon{Linie keine weiteren zus

atzlichen Linien bewirkt.
Wie in den anderen beiden F

allen hat auch dieser Beitrag die Gr

osenordnung 1.
Damit wird anhand der Absch

atzung von Gr

oenordnungen deutlich, da der rein
r

aumliche Anteil, der sogenannte Linde{See, jedes beliebigen Selbstenergie{Diagramms zu
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ein und der selben Ordnung beitr

agt. Diese ist, wie sich z.B. anhand der 1{loopDiagramme
pr

ufen l

at,  g
4
T
2
.
Obige Absch

atzung der Gr

oenordnung kann auf Diagramme mit beliebiger Anzahl
von Beinen erweitert werden. Insbesondere folgt, da der rein r

aumliche Anteil (der
Linde{See) eines beliebigen Druck{Diagramms die Gr

oenordnung  g
6
T
4
besitzt. Die
st

orungstheoretische Berechenbarkeitsschwelle beim Druck liegt damit bei O(g
6
T
4
). Bei
Dreipunkt{Funktionen versagt St

orungsrechnung ab O(g
3
T ) und bei Vierpunkt{Funktio-
nen bereits in f

uhrender Ordnung O(g
2
).
Diese

Ubereinstimmung der Gr

oenordnung des r

aumlichen Anteils aller Diagramme
geht verloren, sobald mindestens ein innerer Impuls soft ( gT ) oder hard ( T ) ist. Dann
sind alle Beitr

age aus Selbstenergie{Diagrammen mit drei und mehr loops kleiner als g
4
T
2
und alle Beitr

age aus Druck{Diagrammen mit f

unf und mehr loops kleiner als g
6
T
4
.
Der oben behandelte rein r

aumliche Anteil der Diagramme wird mit einer neuen Kopp-
lungskonstante e (e
2
:
= g
2
T ) vollst

andig durch die YM{Theorie in drei euklidischen
Dimensionen bei T = 0 erfat. Kann dieser nicht{st

orungstheoretisch erhalten werden,
dann ist die genannte Berechenbarkeitsschwelle

uberwunden, da alle anderen Beitr

age
in O(g
4
T
2
) (Selbstenergie) bzw. O(g
6
T
4
) (Druck) st

orungstheoretisch behandelt werden
k

onnen.
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Wie aus Abschnitt 1.6. hervorgeht, kann der rein r

aumliche Anteil der 3+1D Yang{
Mills{Theorie st

orungstheoretisch nicht behandelt werden, da unendlich viele Diagramme
die gleiche St

orungsordnung besitzen. Dieser r

aumliche Anteil (der Linde{See) ist mit
e
2
:
= g
2
T dreidimensionale Euklidische YM{Theorie bei T = 0. Wick{Rotation

uberf

uhrt
diese in eine 2+1D YM{Theorie mit e als Kopplung.
In den Jahren 1996 bis 1998 haben D. Karabali und V.P. Nair (sp

ater zusammen mit
C. Kim) mehrere Arbeiten ver

oentlicht [21, 22, 23], in denen sie eine nicht{st

orungstheo-
retische Behandlung der temperaturlosen 2+1D YM{Theorie vorstellen. Es gelingt Kara-
bali, Kim und Nair (kurz KKN) eine Energiel

ucke  e
2
zu erhalten. Diese Energiel

ucke
sollte via e
2
= g
2
T mit der magnetischen Masse identiziert werden k

onnen, sofern es
keine weiteren, st

orungstheoretisch erzeugten Beitr

age gibt (siehe hierzu das n

achste Ka-
pitel). In ihrer j

ungsten Arbeit [41] versuchen KKN ihre Ergebnisse st

orungstheoretisch
zu interpretieren.
Dieses Kapitel soll einen Einblick in die KKN{Theorie geben. F

ur thermische Feldtheo-
retiker handelt es sich hier um recht fremde Strukturen. Es erschien daher nicht sinnvoll,
die KKN{Arbeiten lediglich zu zitieren. Die folgenden Abschnitte m

ogen einen Beitrag
zum Verst

andnis der KKN{Theorie (immerhin eine der Grundlagen der vorliegenden Ar-
beit) leisten. Eine ausf

uhrliche und gut nachvollziehbare Darstellung ist von Schulz verfat
worden [42]. Kurze Zusammenfassungen nden sich in [43, 44].
2.1 Vom Schr

odinger{Funktional zur Energiel

ucke
Das Ziel ist, aus der funktionalen station

aren Schr

odinger{Gleichung das Energiespek-
trum f

ur ein einzelnes Gluon zu erhalten. Dazu m

ussen die Wellenfunktionen  normiert
und der Hamilton{Operator H = T+V auf die physikalischen Freiheitsgrade beschr

ankt
werden. Dieses Kapitel endet mit dem Hamilton{Operator (2.53), aus welchem das ge-
suchte Spektrum gefolgert werden kann. Das Energiespektrum selber wird kein Bestand-
teil dieses Kapitels sein, sondern erst im n

achsten (Abschnitt 3.4) behandelt werden. Um
(2.53) zu erhalten, f

uhren KKN folgende Schritte durch :
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 Die Eichfelder A werden mit Matrizen aus SL(N;C) parametrisiert. Dadurch wird
ein Wechsel vom Raum A aller Eichfelder zum Raum M aller SL(N;C){Matrizen
m

oglich. VonM kann der Eichorbit G

abgespalten werden.

Ubrig bleibt der Raum
H, in welchem nur noch physikalische Freiheitsgrade ber

ucksichtigt sind. Nun kann
wieder zum Raum der Eichfelder gewechselt werden, welcher jetzt nur noch die
physikalischen (nicht durch Umeichung erreichbaren) Felder enth

alt. Dieser Raum
sei mit C bezeichnet.
 Ist das Volumenelement des Raumes C bekannt, so k

onnen die Wellenfunktionen  
normiert werden. Das Skalarprodukt zweier eichinvarianter physikalischer Zust

ande
j1i, j2i lautet dann : h1j2i =
R
d(C) 

1
 
2
. Das Volumenelement d(C) enth

alt die
Wess{Zumino{Witten (WZW{) Wirkung f

ur die hermiteschen Matrizen aus H. Alle
Matrixelemente h1j2i einer 2+1D SU(N){Eichtheorie k

onnen somit als Korrelatoren
eines hermiteschen WZW{Models ausgedr

uckt werden.
 In der WZW{Theorie sind die Wellenfunktionen  Funktionale des Stromes J ,
welcher ausschlielich durch Elemente des Raumes H ausgedr

uckt werden kann.
Es zeigt sich, da J
a
exakte Eigenfunktion zum kinetischen Energie{Operator T
ist : TJ
a
= mJ
a
. Unter Einbeziehung des Potentials V wird der Eigenwert m
verschoben :
p
m
2
+ k
2
. Eine Energiel

ucke im Spektrum eines einzelnen Gluons,
welches durch J
a
eichinvariant deniert werden kann, k

onnte gefunden sein.
Die folgenden Abschnitte befassen sich mit obigen Punkten. Auf eine detailierte Dar-
stellung wird der K

urze halber verzichtet. Pr

azise im Detail wird die KKN{Theorie in [42]
behandelt. Dort ist insbesondere die Regularisierung der Theorie nachzulesen, auf welche
wir hier

uberhaupt nicht eingehen werden.
Vorgreifend sei erw

ahnt, da KKN zwar den Wert f

urm angeben k

onnen, das Energie{
Spektrum
p
m
2
+ k
2
f

ur ein einzelnes Gluon aber nur indirekt aus der KKN{Theorie
hervorgeht. Die hierf

ur notwendigen

Uberlegungen sind von KKN nur halbherzig ange-
stellt worden. Sie werden auch kein Bestandteil dieses Kapitels sein. Die Frage nach der
Energiel

ucke im Spektrum eines einzelnen Gluons wird im n

achsten Kapitel, wenn wir zur
magnetischen Masse kommen, wieder aufgenommen und ausf

uhrlicher behandelt.
2.2 Abspalten des Eichorbits
Die Lagrange{Dichte der 2+1D Yang{Mills{Theorie ist formal identisch mit (1.7) :
L
klass
=  
1
4
F


F

mit F
a

= @

A
a

  @

A
a

+ ef
abc
A
b

A
c

. Darin ist e die Kopplungs-
konstante (e
2
hat die Dimension einer Masse). Die Metrik ist (+  ) und ;  = 0; 1; 2.
Bei Hamilton'schen Formulierungen ist es vorteilhaft in Weyl{Eichung, d.h. A
0
= 0 zu
arbeiten. Wird die Kopplung e noch in den Feldern versteckt (eA
a
j
! A
a
j
, dann nimmt
die Lagrange{Dichte folgende Form an :
L
Weyl
klass
=
1
2e
2
_
A
a
j
_
A
a
j
 
1
2e
2
B
a
B
a
(2.1)
mit B
a
= @
1
A
a
2
  @
2
A
a
1
+ f
abc
A
b
1
A
c
2
und j = 1; 2.
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2.2.1 Parametrisierung des Eichfeldes
Die Quantisierung der Theorie darf nur physikalische (nicht durch Umeichung erreich-
bare) Felder betreen. Um die eichinvarianten Freiheitsgrade separieren zu k

onnen, ist
es sinnvoll, an Stelle der 2 (N
2
 1) =
:
2 reelen Felder A
a
j
, mit nur einem komplexen
antihermiteschen Matriz{Feld zu arbeiten :
A
:
=
1
2
(A
1
+ iA
2
) und A
j
:
=  iA
a
j
T
a
: (2.2)
Die Generatoren T
a
der Eichgruppe SU(N) (a = 1; : : : ; N
2
  1) erf

ullen die bekannten
Relationen Sp
 
T
a
T
b

=
1
2
Æ
ab
,

T
a
; T
b

= if
abc
T
c
und die Umeichung des Matrix{Feldes
lautet
A! A
(U)
= UAU
 1
  (@U)U
 1
; U(
*
r ) = e
 i
a
(
*
r
)T
a
; (2.3)
wobei @
:
=
1
2
(@
1
+ i@
2
) verwendet wurde. Die kovariante Ableitung erh

alt mit (2.2) die
einfache Gestalt
D
j
= @
j
+ A
j
bzw. D = @ + A (2.4)
(D = @ + A und A =
1
2
(A
1
  iA
2
) =  A
y
).
Die Parametrisierung des Eichfeldes l

at sich mit beliebigen MatrizenM aus SL(N;C)
durchf

uhren :
A
:
=  (@M)M
 1
: (2.5)
Da die einzige Einschr

ankung Sp(A) = 0 erf

ullt ist, l

at sich ausgehend von det(M) = 1
nachpr

ufen : 0 = Ædet(M) = : : : = det(M) Sp((@M)M
 1
), [42].
Wird (2.5) in (2.3) eingesetzt, dann l

auft eine Umeichung einfach auf M
(U)
= UM
hinaus. Die Kombination
H
:
=M
y
M (2.6)
ist ersichtlich invariant unter Eichtransformationen. Dennoch enth

alt der Raum M aller
Matrizen M den gesamten Eichorbit. Dieser kann jedoch separiert werden :
M =
:
U mit  = 
y
: (2.7)
Die Richtigkeit dieser Gleichung zeigt man wie folgt [42] : H ist hermitesch und somit
diagonalisierbar. Die Diagonalelemente sind alle echt positiv. Damit l

at sich zeigen, da
zu einer hermiteschen Matrix  mit det() = 1 eine inverse Matrix 
 1
existiert. M = U
ist also nach U au

osbar. Es folgt det(U) = 1 und UU
y
= 1. Die Matrizen U repr

asentieren
also den Eichorbit G

und die hermiteschen Matrizen  (det() = 1) die eichinvarianten
Freiheitsgrade.  ist positiv denit. Die Matrizen H, f

ur die H = M
y
M = 
y
 =  gilt,
enthalten somit die gleiche Information wie die 's selber. Die physikalischen Felder lassen
sich also durch die hermiteschen, eins{determinantischen NN Matrizen H beschreiben.
Diese bilden den Raum H =M=G

.
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2.2.2 Die Metrik im Raum der Eichfelder
Die Metrik des Raumes A aller Eichfelder ist
ds
2
A
=
Z
d
2
r ÆA
a
j
ÆA
a
j
= 4
Z
d
2
ÆA
a
ÆA
a
= 8
Z
d
2
r Sp
 
ÆA ÆA
y

: (2.8)
Aus (2.5) folgt
ÆA =  (@ÆM)M
 1
  (@M)ÆM
 1
=  @ÆMM
 1
  ÆMM
 1
(@M)M
 1
+ (@M)M
 1
ÆMM
 1
=  IDÆMM
 1
(2.9)
mit ID
:
= @ + [A; ] . Entsprechend ist ÆA
y
=  IDM
y 1
ÆM
y
mit ID
:
= @  

A
y
;

.
Damit wird
ds
2
A
= 8
Z
d
2
r Sp
 
(IDÆMM
 1
)(IDM
y 1
ÆM
y
)

: (2.10)
Die MatrizenM bilden eine Gruppe und gehen daher durch Multiplikation auseinander
hervor : M + ÆM = f1 + 
a
T
a
gM , mit 
a
2 C, 
a
:
=
1
2
(
a
1
+ i
a
2
). Die geschweifte Klam-
mer parametrisiert eine innitesimale Abweichung vom 1{Element. Ausgehend hiervon
erschliet sich die Metrik ds
2
M
. Anolog zu (2.8) ist
ds
2
M
=
Z
d
2
r (
a
1

a
1
+ 
a
2

a
2
) = 4
Z
d
2
r 
a

a
= 8
Z
d
2
r Sp
 

a
T
a

b
T
b

: (2.11)
Da 
a
T
a
= ÆMM
 1
, erh

alt die Metrik f

ur M die Gestalt
ds
2
M
= 8
Z
d
2
r Sp
 
ÆMM
 1
M
y 1
ÆM
y

: (2.12)
Die Verbindung des Volumenelements des Raumes A mit jenem des Raumes M wird
durch die Jacobi{Matrix J hergestellt : dV (A) = jdet(J )j dV (M). Die Jacobi{Determi-
nante l

at sich aus der Metrik (2.10) erschlieen, welche nach Umformung die Gestalt
ds
2
A
= 4
Z
d
2
r (
^
D
ab

b
)(
^
D
ac

c
) (2.13)
annimmt. Darin ist
^
D
ab
:
= Æ
ab
@   A
c
f
abc
. Werden zwei der Indizes von den Strukturkon-
stanten als Matrixindizes gelesen, dann bezeichnen diese die Generatoren der Eichgruppe
SU(N) in adjungierter Darstellung :  if
abc
= (
^
T
a
)
bc
. Die Dierentiation
^
D ist also nichts
anderes als die kovariante Ableitung in adjungierter Darstellung :
^
D
ab
= (
^
@ +
^
A)
ab
mit
^
A =  iA
c
^
T
c
. Aus (2.13) folgt nach einigen (hier nicht n

aher dargelegten)

Uberlegungen
die Jacobi{Determinante in der Darstellung jdet(J )j = det(
^
D
y
^
D).
Anstelle des Volumenelements dV benutzen KKN das sogenannte Haar{Ma d =
Q
*
r
dV . F

ur dieses gilt die Beziehung :
d(A) = det(
^
D
y
^
D) d(M) : (2.14)
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2.2.3 Eichinvariante Freiheitsgrade
Das zur Metrik (2.12) zugeh

orige Volumenelement ist
dV (M) =
Y
a

a
1

a
2
: (2.15)
Von diesem soll nun das Eichvolumen abgespalten werden. Wir erinnern uns, da 
a
=
2Sp(T
a
ÆM M
 1
) und M = U mit  = 
y
. Damit ist

a
1
= (
a
+ 
a
)
= 2 Sp
 
T
a
 
ÆU U
y
+ UÆ 
 1
U
y
+ U
 1
Æ U
y
+ UÆU
y

= 2Sp
 
T
a
 
Æ 
 1
+ 
 1
Æ

(2.16)
(wegen UU
y
= 1 entfallen zwei Terme der mittleren Zeile) und

a
2
=  i(
a
  
a
)
=  2i Sp
 
T
a
 
ÆU U
y
+ UÆ 
 1
U
y
  U
 1
Æ U
y
  UÆU
y

=  2i Sp
 
T
a
 
Æ 
 1
  
 1
Æ + 2U
y
ÆU

: (2.17)
T
a
:
= U
y
T
a
U stellt eine unit

are Transformation von T
a
dar, welche die Eigenschaften der
Generatoren (Hermitezit

at, Orthonormierung, Kommutatorrelationen) bewahrt.

a
1
setzt sich additiv aus Æ 
 1
und 
 1
Æ zusammen. Diese Terme sind (mit einem
anderen Vorzeichen) auch in 
a
2
zu nden. Sie m

ussen eine Linearkombination der 
a
1
sein :
Mit dh
a
:
= 
a
1
und du
a
:
=  4i Sp
 
T
a
U
y
ÆU

ist also 
a
2
= Q
ab
dh
b
+du
a
[42] (die Matrix Q
kombiniert die Variablen dh
a
so miteinander, da 
a
2
 du
a
entsteht). Durch einen Wechsel
von den Variablen 
a
1
, 
a
2
zu den neuen Variablen dh
a
, du
a
bekommt das Volumenelement
die Gestalt
dV (M) =




det

1 0
Q 1





Y
a
dh
a
du
a
=
Y
a
dh
a
du
a
= dV (H) dV (G

) : (2.18)
dV (H) ist das Volumenelement des Raumes H, welcher keine Umeichungen mehr enth

alt.
Die T
a
sind die Generatoren der Gruppe SL(N;C)=SU(N). Das Haar{Ma f

ur die eich-
invarianten Freiheitsgrade folgt mit H =  aus (2.18) und (2.16) :
d(H) =
Y
*
r
Y
a
dh
a
=
Y
*
r
Y
a
2 Sp
 
T
a
H
 1=2
dH H
 1=2

: (2.19)
Jetzt, wo man wei, da sich das Eichvolumen abspalten l

at, kann eine innitesimale
Abweichung vom 1{Element der Gruppe der hermiteschen H{Matrizen analog zu den
M{Matrizen parametrisiert werden, woraus sich die Metrik erschlieen l

at :
ds
2
H
= 2
Z
d
2
r Sp
 
H
 1
ÆH H
 1
ÆH

: (2.20)
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In (2.18) repr

asentiert dV (G

) den Eichorbit. Das zugeh

orige Haar{Ma ist d(G

) =
Q
*
r
dV (G

). Entsprechend zu d(H) = d(M)=d(G

) ist das Haar{Ma f

ur den Raum
C aller Eichfelder ohne Eichorbit
d(C) =
d(A)
d(G

)
=
det(
^
D
y
^
D) d(M)
d(G

)
= det(
^
D
y
^
D) d(H) : (2.21)
Das Problem, das Volumenelement (bzw. das Haar{Ma) f

ur den Raum C der phy-
sikalischen Felder zu erhalten, hat sich nun auf die Auswertung der Determinante des
2D{Operators
^
D
y
^
D reduziert.
2.3 Wess{Zumino{Witten{Theorie
Ziel dieses Abschnittes ist, die Determinante in (2.21) durch die Matrizen H auszu-
dr

ucken. Sei exp ( )
:
= det(
^
D
y
^
D). Durch Dierentiation des Funktionals   nach A
a
bzw.
A
a
kann   als Funktional von H bestimmt werden [45].
2.3.1 Funktionale Dierentialgleichungen f

ur die Wirkung
Es gilt   = ln

det(
^
D
y
^
D)

=
^
Sp

ln(
^
D
y
^
D)

. Die D

acher verweisen auf die adjungierte
Darstellung. Mit
^
D =
^
@ +
^
A und
^
A =  iA
a
^
T
a
erh

alt man
Æ
A
a
  =
^
Sp

^
D
 1
Æ
A
a
^
D

=  i
^
Sp

^
D
 1
^
T
a

: (2.22)
Es gilt nun
^
D
 1
explizit aufzuschreiben. Mittels
^
D(
*
r)
^
D
 1
(
*
r ;
*
r
0
) = Æ(
*
r  
*
r
0
) folgt
^
D
 1
(
*
r ;
*
r
0
) =
^
M(
*
r )
^
G(
*
r ;
*
r
0
)
^
M
 1
(
*
r
0
) (2.23)
mit
^
G
ab
(
*
r ;
*
r
0
) = Æ
ab
G(
*
r ;
*
r
0
) = ((z   z
0
))
 1
sowie z = r
1
  ir
2
bzw. z = r
1
+ ir
2
. Die
adjungierten Formen der Matrizen M und M
 1
ergeben sich zu
^
M
ab
= 2Sp
 
T
a
MT
b
M
 1

;
^
M
 1 ab
= 2Sp
 
T
a
M
 1
T
b
M

(2.24)
und erf

ullen die Beziehung
^
A
^
M =  @
^
M .
In (2.22) bedeutet
^
D
 1

h
^
D
 1
(
*
r ;
*
r
0
)
i
*
r
0
!
*
r
. F

ur diesen Limes ist die Green'sche
Funktion
^
G aber singul

ar und mu daher regularisiert werden. Die Regularisierung mu
sowohl eichinvariant als auch holomorph invariant sein. Bei einer Regularisierung via
"
point{splitting\ [22] werden diese Invarianzen respektiert. Wir gehen hier nicht weiter
darauf ein, sondern geben nur das Ergebnis f

ur die regularisierte Green'sche Funktion
^
G
reg
f

ur
*
r
0
!
*
r an :
^
G
reg
(
*
r ;
*
r
0
)



*
r
0
!
*
r
=  
1


(@
^
H)
^
H
 1

(
*
r ) : (2.25)
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Ersetzt man in (2.23)
^
G durch
^
G
reg
, dann ergibt sich
^
D
 1
(
*
r ;
*
r
0
)



*
r
0
!
*
r
=  
1


^
A
y
  (@
^
M)
^
M
 1

(
*
r ) : (2.26)
Die adjungierte Matrix
^
D
 1
l

at sich mittels der Generatoren (
^
T
a
)
bc
=  if
abc
para-
metrisieren : (
^
A
y
)
bc
= (iA
a
^
T
a
)
bc
=  2if
abc
Sp
 
A
y
T
a

und mit (2.24) ist (@
^
M
bd
)
^
M
 1 dc
=
4Sp
 
M
 1

T
b
@M   (@M)M
 1
T
b
M
	
T
d

Sp
 
T
d
M
 1
T
c
M

= 2Sp
 
f g
b
M
 1
T
c

=
 2if
abc
Sp
 
(@M)M
 1

. Damit folgt aus (2.22) die fundamentale Darstellung
Æ
A
a
  =
2iN

Sp
 
(A
y
  @M M
 1
)T
a

: (2.27)
Entsprechend ist
Æ
A
a
  =  
2iN

Sp
 
(A M
y 1
@M
y
)T
a

: (2.28)
Diese Dierentialgleichungen werden gel

ost durch   = 2NS(H)+ ln (

), wobei S(H) die
WZW{Wirkung ist. ln(

) ist eine Konstante bez

uglich A
a
und A
a
. Sie enth

alt alles, was
bei A! 0

ubrig bleibt. Auf die explizite Form von  wird hier nicht weiter eingegangen.
2.3.2 Hermitesche Wess{Zumino{Witten{Wirkung
Die WZW{Wirkung f

ur das hermitesche Matrixfeld H hat die Gestalt [46, 22]
S(H) =  
1
2
Z
d
2
r Sp
 
H
 1
(@H)H
 1
(@H)

+
i
12
Z
d
3
r

Sp
 
H
 1
(@

H)H
 1
(@

H)H
 1
(@

H)

: (2.29)
Den ersten Term bezeichnen wir im folgenden mit S
1
, den zweiten mit S
2
. In S
2
erhielt
der Vektor
*
r eine weitere Komponente. Diese Ausdehnung auf das Volumen V darf keinen
Einu auf physikalische Resultate haben und braucht daher auch nicht speziziert wer-
den. S
2
kann mit X
k
:
= H
 1
@
k
H (k = 1; 2; 3) auch folgendermaen geschrieben werden :
S
2
=
1
4
R
d
3
r Sp
 
[X
1
; X
2
] X
3

.
Um nachzupr

ufen, da (2.29) die Dierentialgleichungen (2.27) und (2.28) l

ost, die-
renzieren wir S(H) nach A
a
bzw. A
a
. Dies bereitet f

ur S
1
keine weiteren Probleme :
Æ
a
S
1
=  
1
2
Z
d
2
r Sp

(A
y
+ F )Æ
a
A+ (A+ F
y
)Æ
a
F

; (2.30)
wobei Æ
a
:
= Æ
A
a
sei. Auerdem haben wir analog zu A
:
=  (@M)M
 1
bzw. A
y
:
=
 M
y 1
(@M
y
) die Bezeichnungen F
:
=  (@M)M
 1
bzw. F
y
:
=  M
y 1
(@M
y
) eingef

uhrt.
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Aufgrund der Jacobi{Identit

at [ [X
1
; X
2
] ; X
3
] + zyklisch = 0 und [X
1
; X
2
] =
@
2
X
1
  @
1
X
2
ergibt die Anwendung von Æ
a
auf S
2
Æ
a
S
2
=
i
4
Z
V
d
3
r Sp

[X
1
; X
2
] Æ
a
X
3
+ zyklisch

=
i
4
Z
V
d
3
r Sp

[X
1
; X
2
] @
3
'
a
+ zyklisch

=
i
4
Z
V
d
3
r Sp

@
3
'
a
[X
1
; X
2
] + zyklisch

(2.31)
mit '
a
:
= H
 1
Æ
a
H. Nun ist der Gau'sche Integralsatz anwendbar, welcher das Volu-
menintegral in ein Ober

achenintegral umwandelt. Die Ober

ache @V des Volumens V
sei unendlich gro. Wir bilden sie auf eine unendlich ausgedehnte ebene Fl

ache (d
*
f =
(df
1
; df
2
; df
3
) ) ab und erhalten so ein 2D{Integral :
Æ
a
S
2
=
i
4
Z
@V
d
0
@
f
1
f
2
f
3
1
A

0
@
Sp
 
'
a
[X
2
; X
3
]

Sp
 
'
a
[X
3
; X
1
]

Sp
 
'
a
[X
1
; X
2
]

1
A
=
i
4
Z
d
2
r Sp

'
a
[X
1
; X
2
]

:
(2.32)
Unter der Voraussetzung, da Randterme verschwinden, kann (2.32) weiter umgeformt
werden :
Æ
a
S
2
=
i
4
Z
d
2
r Sp

(@
2
H)H
 1
Æ
a
(@
1
H)H
 1
  (@
1
H)H
 1
Æ
a
(@
2
H)H
 1

=
1
2
Z
d
2
r Sp

(@H)H
 1
Æ
a
(@H)H
 1
  (@H)H
 1
Æ
a
(@H)H
 1

(2.33)
(@
1
= @ + @, @
2
=  i(@   @)). M
y 1
h

angt nicht von A
a
ab und darf folglich an Æ
a
vorbei
geschoben werden. Auerdem verschwinden Æ
a
A
y
und Æ
a
F
y
. Das Ergebnis ist
Æ
a
S
2
=
1
2
Z
d
2
r Sp

(F
y
+ A)Æ
a
F   (A
y
+ F )Æ
a
A

: (2.34)
Die Addition von (2.30) und (2.34) zeigt, da (2.29) wirklich die Dierentialgleichung
(2.27) l

ost (S =  =2N). Analog behandeln wir Æ
A
a
S und kommen bei (2.28) an.
2.3.3 Matrixelemente zweier physikalischer Zust

ande
Nachdem das Haar{Ma d(C) nun vollst

andig durch die hermiteschen eichinvarianten
Matrizen H ausgedr

uckt ist, bekommt das Skalarprodukt zweier eichinvarianter physika-
lischer Zust

ande die Gestalt [47]
h1j2i = 

Z
d(H) e
2NS(H)
 

1
(H) 
2
(H) : (2.35)
Mittels dieser Gleichung sind die Wellenfunktionale  (H) normierbar.
Alle Observablen sind letztlich Matrixelemente von Operatoren und k

onnen daher in
2+1D (wie Gleichung (2.35) zeigt) als Korrelatoren eines hermiteschen WZW{Modells
geschrieben werden, welches eine konforme Feldtheorie ist. Methoden aus konformer Feld-
theorie erm

oglichen es die H{Abh

angigkeit der Wellenfunktionale zu spezizieren.
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2.4 Der funktionale Hamilton{Operator
Das Energie{Spektrum des 2+1D YM{Systems folgt aus der funktionalen station

aren
Schr

odinger{GleichungH = E . Der Hamilton{OperatorHwird dadurch auf den Raum
C beschr

ankt, da er nur auf Funktionale von H angewendet wird : H (H) = E (H).
Die Wellenfunktionale  (H) sind, wie aus (2.35) hervorgeht, Korrelatoren eines WZW{
Modells. F

ur diese konnte mit Hilfe konformer Feldtheorie gezeigt werden [47], da nur
solche Wellenfunktionale normierbar sind, welche

uber die Str

ome
J
a
(
*
r) =
2N

Sp
 
T
a
(@H)H
 1

(2.36)
von H abh

angen. Ein anderes Argument, warum  =  [J ] gelten mu, bietet der Wilson{
loop. Ist dieser ein Funktional von J = J
a
T
a
, dann sind es auch die normierbaren eichin-
varianten Wellenfunktionale.
2.4.1 Wilson{loop
Die Bestimmungsgleichung f

ur den Wilson{loop W (C) ist folgende Dierentialglei-
chung entlang einer gegebenen Kurve C mit Anfangspunkt
*
r
0
und Endpunkt
*
r :
(@
s
r
j
)D
j
V = 0 bzw. (@
s
r
j
)@
j
V = @
s
V =  (@
s
r
j
)A
j
V ; j = 1; 2 : (2.37)
@
s
ist ein Einheitsvektor entlang der Kurve C (s ist die Bogenl

ange auf C). Die L

osung
V = V (
*
r ; C;
*
r
0
) auf der Kurve C bezeichnet man als Wilson{Linie (V ist wie
*
A = (A
1
; A
2
)
eine N  N {Matrix). Zun

achst l

at sich (2.37)

uber s integrieren : V (
*
r
s
; C;
*
r
0
) =
V (
*
r
0
; C;
*
r
0
)  
R
s
0
ds
0
(@
s
0
*
r )
*
A(
*
r
s
0
)V (
*
r
s
0
; C;
*
r
0
). Der Unterschied zwischen
*
r
0
und
*
r
s
ist
innitesimal. Der gesamte Weg C kann aus innitesimalen St

ucken iterativ zusammenge-
setzt werden. Dabei bleibt die V {Matrix immer rechts. Die L

osung l

at sich mit Hilfe des
Wegentwicklungsoperators P in kompakter Form aufschreiben :
V (
*
r ; C;
*
r
0
) = P exp

 
Z
C
d
*
r
*
A

V (
*
r
0
; C;
*
r
0
) (2.38)
(vgl. Zeitentwicklung bei zeitabh

angigen Hamilton{Operator).
Der Wilson{loop ist eine Zahl, welche durch Spurbildung aus (2.38) f

ur eine geschlos-
sene Kurve C und Anfangsbedingung V (
*
r
0
; C;
*
r
0
) = 1 hervorgeht :
W (C) = Sp

P exp

 
I
C
d
*
r
*
A

: (2.39)
Man kann anhand der Dierentialgleichung (2.37) leicht zeigen [6, 42], da der Wilson{
loop bei Umeichung von
*
A in sich

ubergeht. Da W (C) also nicht von U abh

angt, l

at
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sich
*
A durch die SL(N;C){Matrizen M = U ausdr

ucken (siehe (2.5), (2.7)) und U  1
setzen. Es folgt der auf die physikalischen Freiheitsgrade reduzierte Wilson{loop
W
phys
(C) = Sp

P exp

 
I
C

dzA  dzA
y


= Sp

P exp

I
C

dz (@)
 1
  dz 
 1
(@)


(2.40)
mit z = r
1
  ir
2
.
W
phys
(C) soll nun durch die hermiteschen Matrizen H =  ausgedr

uckt werden. Wie
man aus (2.40) ablesen kann, ist die zugeh

orige Wilson{Linie V
phys
L

osung der Dieren-
tialgleichungen
(@
s
z)
 
@   (@)
 1

V
phys
= 0 ; (@
s
z)
 
@ + 
 1
(@)

V
phys
= 0 (2.41)
zu der Anfangsbedingung V
phys
(
*
r
0
; C;
*
r
0
) = 1. Weiteres Umformen von (2.41) bringt die
Matrizen H ins Spiel : (@
s
z) @H
 1
V
phys
= 0 bzw. (@
s
z) @V
phys
= (@
s
z) (@H)H
 1
V
phys
und (@
s
z) @V
phys
= 0. Die L

osung ist analog zu (2.38)
(
*
r)V
phys
(
*
r ; C;
*
r
0
) = P exp

Z
C
dz(@H)H
 1

(
*
r
0
) : (2.42)
Der Exponent besteht hier nur noch aus einem dz{Term, welcher die Str

ome (2.36)
enth

alt : J
a
= 2Sp (T
a
J) mit J
:
=
N

(@H)H
 1
. Es folgt der Wilson{loop f

ur die phy-
sikalischen Freiheitsgrade als Funktional von J :
W (C) = Sp

P exp

I
C
dz(@H)H
 1

= Sp

P exp


N
I
C
dzJ

: (2.43)
In [6] ist erkl

art, da man sich alle eichinvarianten Observablen der Felder A
a
j
als
Kombinationen aus Wilson{loops f

ur verschiedene Wege C denken kann. Das bedeutet
insbesondere, da normierbare Wellenfunktionen Funktionale von J sind, d.h.  =  [J ].
2.4.2 Energie{Eigenwerte
Aus (2.1) folgt mit 
a
j
=
1
e
2
_
A
a
j
der klassische Hamilton{Operator H =
e
2
2
R
d
2
r
a
j

a
j
+
1
2e
2
R
d
2
r B
a
B
a
. Wird H auf ein Wellenfunktional  [J ] angewendet, dann wird H (da
J nur von den hermiteschen Matrizen H abh

angt) automatisch auf die physikalischen
Freiheitsgrade beschr

ankt. H darf darum per 
a
j
)  iÆ
A
a
j
quantisiert werden :
H = T+V mit T =  
e
2
2
Z
d
2
r Æ
A
a
j
Æ
A
a
j
=  
e
2
2
Z
d
2
r Æ
a
Æ
a
und V =
1
e
2
Z
d
2
r Sp
 
T
a
B
a
T
b
B
b

; (2.44)
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wobei Æ
a
:
= Æ
A
a
, Æ
a
:
= Æ
A
a
und T
a
B
a
= T
a
 
@
1
A
a
2
  @
2
A
a
1
+ f
abc
A
b
1
A
c
2

= 2
 
DA +DA
y

verwendet wurde (siehe (2.2), (2.4)).
Der Hamilton{Operator wird auf  [J ] angewendet. Er sollte sich daher als eine Bildung
aus J
a
und funktionalen Ableitungen nach J
a
erweisen. Das Potential V (welches keine
Dierentiationen enth

alt) l

at sich in der Tat allein durch die Str

ome J
a
ausdr

ucken : Mit
A =  (@M)M
 1
wird T
a
B
a
= 2
 
(@   A
y
)A+ (@ + A)A
y

=  2M
y 1

@(@H)H
 1

M
y
und damit
V =
4
e
2
Z
d
2
r Sp
  
@(@H)H
 1
 
@(@H)H
 1
 
=
2
2
e
2
N
2
Z
d
2
r
 
@J
a
  
@J
a

: (2.45)
Um den kinetischen Energie{Operator T durch J
a
und Æ
a
J
auszudr

ucken, wird er zun

achst
(unter Verwendung der Kettenregel) auf  [J ] angewendet :
T =  
e
2
2
Z
d
2
r
Z
d
2
r
0
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Æ
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Æ
a
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J
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Æ
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*
r
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Æ
J
c
(
*
r
00
)
: (2.46)
Diese Terme lassen sich nun weiter umformen.
Im folgenden wird die Auswertung des ersten Termes in (2.46) vorgef

uhrt. Er enth

alt
die Anwendung von T auf J
b
:
T J
b
(
*
r
0
) =  
e
2
2
Z
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2
r Æ
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r
Æ
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^
M
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(
*
r
0
))
ba
; (2.47)
wobei das zweite Gleichheitszeichen aus (2.36) und (2.24) folgt. Die adjungierte Ma-
trix
^
M
y
erf

ullt die Beziehung
^
M
y
^
A
y
=  @
^
M
y
bzw. (
^
D
^
M)
y
= 0. Hieraus erh

alt man
 
Æ
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r
^
M
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(
*
r
0
)

^
D
y
(
*
r
0
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^
M
y
(
*
r
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r
^
D
y
(
*
r
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M
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r
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)
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T
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*
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) und mit der Identit

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^
D
y 1
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*
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*
r
0
)
^
D
y
(
*
r
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*
r  
*
r
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) sowie (2.22) schlielich
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^
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*
r
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i
*
r
!
*
r
0
=  (
^
M
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(2.48)
Nach Regularisierung von
^
D
y 1
f

ur
*
r !
*
r
0
analog zu (2.25) und (2.26) kann f

ur Æ
c
r
0
  die
L

osung (2.28) eingesetzt werden :
T J
b
(
*
r
0
) =
e
2
N
2

2
2 Sp
 
M
y 1
T
b
M
y
T
c

(
*
r
0
) Sp
 
M
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 1
M
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(
*
r
0
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=
e
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N
2
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2
Sp
 
T
b
(@H)H
 1

(
*
r
0
)
= mJ
b
(
*
r
0
) mit m
:
=
e
2
N
2
: (2.49)
Die Str

ome J
a
= 2Sp(T
a
J) sind also Eigenfunktionen des kinetischen Energie{Operators
T. Der zugeh

orige Eigenwert m ist unendlichfach entartet.
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Auch der zweite Term in (2.46) l

at sich weiter umformen. Wir zitieren hier nur das
Ergebnis [22, 42] :
T = m
Z
d
2
r J
a
(
*
r ) Æ
J
a
(
*
r
)
+m
Z
d
2
r
Z
d
2
r
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 
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J
c
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*
r
0
)
(z   z
0
)
(2.50)
und z = r
1
 r
2
. Mit Blick auf den Potentialterm (2.45) werden nun neue Felder deniert :
I
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(
*
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= @J
a
(
*
r ). Fourier{Transformation [42]

uberf

uhrt diese in
e
I
a
(
*
k ) =
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 ik
2
)
e
J
a
(
*
k )
(k
1
, k
2
sind die Komponeneten von
*
k ). Im Raum der Wellenfunktionale  [
e
I
a
(
*
k )] erh

alt
der Hamilton{Operator die Gestalt
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*
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e
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Darin ist F (
*
k ;
*
p)
:
=
(p
1
 ip
2
)
(k
1
 ik
2
)+(p
1
 ip
2
)
. Ohne den nicht{linearen dritten Term w

are der
Hamilton{Operator (2.51) eine quadratische Form in
e
I
a
und Æ
e
I
a
.
Eigenfunktionen zu T sind gefunden. Um das Potential V mit einzubeziehen, erweist
sich folgender Ansatz f

ur die Eigenfunktionen als sinnvoll [23] :  [
e
I] = e
P [
e
I]
 
0
[
e
I], wobei
 
0
Eigenfunktion zu T ist. Mittels
e
H
:
= e
 P
He
P
kann nun die station

are Schr

odinger{
Gleichung H = E durch
e
H 
0
= E 
0
ersetzt werden. Da P und I vertauschen, ist
e
H =
e
T+V mit
e
T = T
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 P
Æ
e
I
a
e
P
: (2.52)
Bei einer Entwicklung des Operators e
 P
Æ
e
I
a
e
P
(Baker{Hausdor), sind nur die ersten
beiden Reihenterme von Null verschieden : e
 P
Æ
e
I
a
e
P
= Æ
e
I
a
+ [Æ
e
I
a
; P ] = Æ
e
I
a
+ (Æ
e
I
a
P ). Das
Funktional P [
e
I] mu nun so bestimmt werden, da die Bedingung
e
H1 = 0 erf

ullt ist. Die
L

osung sei P

[
e
I]. Der Eekt des Potentials V ist jetzt vollst

andig in P

[
e
I] enthalten und
alle nicht{dierenzierenden Terme in
e
H sind beseitigt :
e
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Um die Schr

odinger{Gleichung zu l

osen, mu P

[
e
I] bekannt sein. Wir wissen aber, da
wegen des Farbeinschlusses in der T =0 Theorie nur farblose Eigenzust

ande, die sogenann-
ten glue balls, existieren k

onnen. Mit der Frage, wie aus
e
H dennoch eine Energiel

ucke im
Spektrum eines einzelnen (farbigen) Gluons folgt, besch

aftigen wir uns am Ende des drit-
ten Kapitels. Dort geben wir Argumente, weshalb m die gesuchte Energiel

ucke sein sollte.
Kapitel 3
Magnetische Abschirmung
Die magnetische Masse ist durch den statischen Limes der transversalen Selbstenergie
bei supersoft

auerem Impuls gegeben. Hier versagt St

orungstheorie, denn der r

aumliche
Anteil (alle loop{Integrationen auf P
0
= 0 reduziert) hat in jeder St

orungsordnung die
gleiche Gr

oenordnung, n

amlich die der magnetischen Masse im Quadrat (m
2
mag
 g
4
T
2
).
Dieser r

aumliche Anteil ist die Selbstenergie der 3D Euklidischen YM{Theorie bei T = 0,
welche von KKN [22] behandelt wird und im vorangehenden Kapitel vorgestellt wurde.
Schon vor den KKN{Arbeiten wurde allgemein angenommen, da die magnetische
Masse aus einer 3D YM{Theorie nicht{st

orungstheoretisch folgt [19]. Diese Annahme setzt
aber voraus, da alle nicht zum r

aumlichen Anteil geh

orenden g
4
{Terme der transversalen
Selbstenergie im statischen Limes verschwinden. Dies wurde bisher nicht

uberpr

uft.
Mit diesem Kapitel beginnt nun die eigentliche Arbeit. Die genannte Vermutung, da
die Energiel

ucke im Spektrum eines einzelnen Gluons in der 3D YM{Theorie via e
2
= g
2
T
mit der magnetischen Masse in thermischer Feldtheorie

ubereinstimmt, werden wir quan-
titativ analysieren. Nach einigen Vorbereitungen untersuchen wir im zweiten Abschnitt
die 1{loop Ordnung und in den Abschnitten 3 bis 5 die 2{loop Ordnung der transversalen
Selbstenergie im statischen Limes. Im sechsten Abschnitt diskutieren wir Auswirkungen
der gewonnenen Erkenntnisse auf die Bestimmung der magnetischen Masse.
In der Publikation [24] haben wir vermutet, da die transversale Selbstenergie im
statischen Limes identisch ist mit jener einer regularisierten 3D YM{Theorie. Vor kurzem
gewonnene neue Erkenntnisse stellen diese Sicht nun in Frage : Wie Abschnitt 4 zeigt,
existieren in 2{loopOrdnung endliche Terme  g
4
T
2
, welche nicht zum 3D{Anteil geh

oren.
Diese Terme k

onnen wir teilweise explizit angeben. Es ist zur Zeit nicht zu sehen, ob sich
diese mit weiteren (nicht zum 3D{Anteil geh

orenden) Termen wegheben werden.
3.1 Besonderheiten zum statischen Limes
In den folgenden Abschnitten untersuchen wir den statischen Limes der transversalen
Dispersionskurve (Abbildung 1.1) bis einschlielich der Ordnung g
4
T
2
. St

orungstheore-
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tisch bedeutet das, die folgende Gleichung zu l

osen :
 q
2
=
1

t
(q) +
2

t
(q) +
>2

alle Imp: ss
t
(q) : (3.1)
Sie folgt aus Nullsetzen des Nenners des Gluon{Propagators (1.43) und Q
0
= 0, wobei

t
(q)
:
=
t
(Q
0
=0; q) sei (
t
ist rotationsinvariant). Der linke obere Index gibt die loop{
Ordnung an. Diagramme mit mehr als zwei loops m

ussen aufgrund des Linde{Mechanis-
mus ber

ucksichtigt werden (siehe Abschnitt 1.6), f

ur den Fall, da alle loop{Impulse su-
persoft sind. Der letzte Term in (3.1) ist also der > 2{loop Anteil der 3D Euklidischen
Theorie. Die fehlenden 1{ und 2{loop Anteile sind aus den ersten beiden Termen in (3.1)
zu pr

aparieren. Auerdem sollten in
1

t
und
2

t
Regulatoren der 3D{Selbstenergie ver-
borgen sein. In der Publikation [24] gingen wir davon aus (insbesondere wegen Abschnitt
3.3), da es dann auf der transversalen Massenschale keine weiteren Beitr

age gibt, so da
 q
2
= 0
g
2
+ 0
g
3
+ 0
g
4
+ 
3D;reg:
t
ist. Jede der Nullen sollte f

ur einen eichxierungsun-
abh

angigen Anteil von 
t
=
1
2
Sp(A) stehen, wobei der Index die g{Ordnung angibt.
Aufgrund der Erkenntnisse aus dem vierten und f

unften Abschnitt dieses Kapitels, ist
die Null in O(g
4
) nun nicht mehr sicher. Beitr

age der 2{loop Diagramme, bei denen beide
loop{Impulse auf den soft{Bereich beschr

ankt werden, sind  g
4
T
2
. Sie werden wahr-
scheinlich nicht verschwinden. Der generische (hard{hard) Beitrag der 2{loop Diagramme
tr

agt dagegen nicht bei. In den n

achsten Abschnitten wird sich zeigen, da
 q
2
= 0
g
2
+ 0
g
3
+ 0
hh
g
4
+ 0
hs
g
4
+
2

ss
t
+
3D;reg:
t
(3.2)
gilt. Die vierte Null steht f

ur Beitr

age, bei denen die loop{Impulse unterschiedliche Gr

oen-
ordnung besitzen. Der letzte Term in (3.2) ist die regularisierte Selbstenergie einer 3D{
Euklidischen YM{Theorie. Auch die 3D{Theorie mit Propagator
 
1 
p Æ p
p
2

=(p
2
+
3D;reg:
t
)+

p Æ p
p
4
hat auf der Massenschale eine eichxierungsunabh

angige Selbstenergie.
Im folgenden ist der

auere Impuls der transversalen Selbstenergie, welcher durchge-
hend mit Q bezeichnet wird, supersoft. Ist vom statischen Limes die Rede, dann bedeutet
das neben Q
0
= 0 immer auch q  g
2
T .
1
2
+ 1 + 1
+
1
6
+ 1 +
1
4
jj
+
1
2
+ 2 + 1
+
1
4
j
+
1
4
n
+
1
2
+
1
2
j
+
1
2
n
+ 1
+ 2
+
1
2

+ 1

Abbildung 3.1: Die Gluon{Selbstenergie{Diagramme in 1{ und 2{loop Ordnung einschlielich
ihrer Symmetriefaktoren. Gluon{Propagatoren sind mit durchgezogenen Linien dargestellt, Geist{
Propagatoren mit gepunkteten Linien. Die Kreuze in den Diagrammen der untersten Zeile verweisen
auf Masseneinsetzungen Y.
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Die Gluon{Selbstenergie{Diagramme in 1{ und 2{loop Ordnung sind in Abbildung 3.1
dargestellt. Mit Blick auf den statischen Limes darf (statt Y

= 

, [30, 28], 

ist
die exakte Gluon{Selbstenergie), die auf P
0
= 0 reduzierte Form
Y

(P ) = Æ
P
0
;0


2
(p)A

(P ) + 
2
B

(P )

(3.3)
gew

ahlt werden. Die Konstante 
2
bezeichnet hier die f

uhrende Ordnung der longitudina-
len Selbstenergie im statischen Limes (dort ist sie impulsunabh

angig), d.h. 
2
= 3m
2
0
=
1
3
g
2
NT
2
(1.46). Der transversale IR{Regulator kann zun

achst noch als Spielzeugparame-
ter der Gr

oenordnung 
2
(p)  m
2
mag
 g
4
T
2
(diese Gr

oenordnung mu insbesondere
f

ur supersoft p gelten) behandelt werden.
Die Beschr

ankung der IR{Regularisierung auf die P
0
= 0{Mode erwies sich insbeson-
dere in der Thermodynamik bei statischen Gr

oen, wie der Freien Energie, als sinnvoll
[14, 48]. Da P
0
die diskreten Matsubara{Frequenzen !
n
= 2nT annimmt (P
0
= i!
n
), ist
ein IR{Regulator f

ur P
0
6= 0 nicht notwendig. Bei dynamischen Gr

oen, wie der Selbst-
energie, ist der IR{Regulator (3.3) nur im statischen Limes Q
0
! ! = 0 erlaubt. In
diesem Limes ist auch keine Korrektur der Vertizes mit sogenannten hard thermal loops
erforderlich [9].
Mit (3.3) bekommt der volle Gluon{Propagator (1.32) die Gestalt
G

(P ) =
1
P
2
  Æ
P
0
;0

2
(p)
A

(P ) +
1
P
2
  Æ
P
0
;0

2
B

(P ) +

P
2
D

(P ) : (3.4)
Zun

achst werden wir noch p{Abh

angigkeit des Regulators 
2
zulassen. Inwiefern 
2
(p) zu
einer konstanten Gr

oe werden kann, wird im letzten Abschnitt dieses Kapitels diskutiert.
In diesem und dem n

achsten Kapitel werden wir h

auger die Aufteilung
G

(P ) = G

0
(P ) +G

 
(P ) mit G

 
(P ) = G

(P ) G

0
(P ) (3.5)
vornehmen. Hierin ist G

0
(P ) =
1
P
2
 
g

+ (  1)D

(P )

der nackte Gluon{Propagator
(1.28). Wie aus (3.4), (3.5) hervorgeht, enth

alt G

 
(P ) keinen {Term. Auerdem ver-
schwindet G

 
(P ) aufgrund der minimalen IR{Regularisierung (3.3) f

ur P
0
6= 0, d.h.
G

 
(P ) = Æ
P
0
;0
n
 

(p) + 
0
(p)

A

(
*
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
 

(p) + 
0
(p)

U

U

o
: (3.6)
Es sei bemerkt, da A(P ) = A(P
0
= 0;
*
p) =
:
A(
*
p) und B(P
0
= 0;
*
p) = U Æ U mit
U = (1;
*
0) (siehe Anhang C). 

und 

seien dreidimensionale Propagatoren, welche
wie folgt deniert sind :

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1
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2
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
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1
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
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1
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2
+ 
2
; 
 
0
:
=
1
(
*
p  
*
q )
2
: (3.7)
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3.2 1{loop transversale Selbstenergie
Die 1{loop Diagramme f

ur die Selbstenergie 

(Q) sind in der ersten Zeile in Abbil-
dung 3.1 zu nden. Nach Anwendung der Graphenregeln, welche im Anhang B zusamm-
mengestellt sind (sowie Ausf

uhrung der Farbsummationen), erhalten wir f

ur die 1{loop
Selbstenergie folgenden Ausdruck:
1


(Q) = g
2
N
X
P

G

(P )   Sp

G(P )

g

  2

(P   2Q)G(P )G(P  Q)


(2P  Q)

+

(P   2Q)G(P )



(P +Q)G(P  Q)


+
1
2
Sp

G(P )G(P  Q)

(2P  Q)

(2P  Q)

+
h
(P +Q)G(P  Q)(P +Q)
i
G

(P )
 
1
P
2
(P  Q)
2
P

(P +Q)


: (3.8)
Der

Ubersicht halber sind hier Vektor{Matrix{ sowie Matrix{Matrix{Produkte ohne 4er{
Indizes angegeben.
Mit der Unterteilung (3.5) des Gluon{Propagators l

at sich auch die Selbstenergie
aufteilen in einen nur aus nackten Gluon{Linien bestehenden Teil 

(0)
und der Dierenz


( )
= 

  

(0)
. Im n

achsten Unterabschnitt untersuchen wir zun

achst
1

t(0)
(Q) =
1
2
Sp
 
A(Q)
(0)
(Q)

.
3.2.1 Diagramme mit nackten Linien
Ersetzen wir in (3.8) den vollen Gluon{Propagator G durch den nackten Propagator
G
0
, dann erh

alt die transversale Selbstenergie in 1{loop Ordnung nach einigen Umfor-
mungen die Gestalt
1

t(0)
(Q) = g
2
N
X
P

  2
1
P
2
  2
p
2
P
2
(P  Q)
2

1 
(
*
p
*
q )
2
p
2
q
2

+ 2
Q
2
P
2
(P  Q)
2
+(  1)

 
Q
2
P
4
 
Q
2
p
2
P
4
(P  Q)
2

1 
(
*
p
*
q )
2
p
2
q
2

+
Q
4
P
4
(P  Q)
2

 
1
4
(  1)
2
Q
4
p
2
P
4
(P  Q)
4

1 
(
*
p
*
q )
2
p
2
q
2

: (3.9)
Dies ist ein wohlbekannter Ausdruck. Bei Untersuchungen zur n

achst{f

uhrenden Ordnung
auf soft Skala, inO(g
3
), spielen jene Terme mitQ
2
im Z

ahler keine Rolle (siehe [11], x4). Da
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wir uns hier aber f

ur O(g
4
T
2
) interessieren, darf keiner der Terme in (3.9) vernachl

assigt
werden, wie eine Gr

oenordnungsbetrachtung (siehe Kap. 1.6) f

ur supersoft Q und einem
IR{Regulator   zeigt. Zur f

uhrenden ( g
2
T
2
) Ordnung tragen dagegen nur die ersten
beiden Terme von (3.9) bei. Wir bezeichnen sie mit
1

ohne
t
:
1

ohne
t
(Q)
:
= g
2
N
X
P

 2
1
P
2
  2
p
2
P
2
(P  Q)
2

1 
(
*
p
*
q )
2
p
2
q
2

: (3.10)
Aufgrund der Q{Abh

angigkeit enth

alt (3.10) neben dem g
2
{Beitrag auch Beitr

age h

oherer
Ordnung. (3.10) ist also nicht identisch mit dem bekannten g
2
{Term (siehe z.B. [11],
Anhang B)

g
2
t
(Q) =
1
6
g
2
NT
2

Q
2
0
q
2
 

Q
2
0
q
2
  1

ln

Q
0
+ q
Q
0
  q

: (3.11)

g
2
t
(Q) ist {unabh

angig und verschwindet im statischen Limes, d.h. f

ur Q
0
! ! = 0 :

g
2
t
(q) = 0 : (3.12)
Dies ist die erste Null in Gleichung (3.2).
Mit Blick auf h

ohere Ordnungen werten wir die Frequenz{Summe in (3.10) aus (vgl.
Anhang A). Im statischen Limes ist
1

ohne
t
(q) = g
2
N
Z
3
p
n(p)

2
1
p
+ 4
p
p
2
  (
*
p  
*
q )
2

1 
(
*
p
*
q )
2
p
2
q
2

: (3.13)
Darin ist
R
3
p
:
=
1
(2)
3
R
d
3
p. Nach Ausf

uhrung der Winkelintegration bekommt (3.13) die
Gestalt
1

ohne
t
(q) =
g
2
N
4
2
Z
1
0
dp n(p) p

2 +

2p
q
 
q
2p

ln

j2p  qj
2p+ q

: (3.14)
F

ur p  q kann die geschweifte Klammer in (3.14) entwickelt werden : f g = O(q
2
=p
2
).
F

ur p  q  T kann dagegen die Bosefunktion entwickelt werden : n(p) = T=p + O(1).
Insgesamt ist also
1

ohne
t
 g
2
T
R
1
0
dp f g + O(g
2
q
2
). In O(g
4
T
2
) kann daher die Bose-
funktion n(p) durch T=p ersetzt werden. Das Integral l

at sich nun auswerten (Anhang A)
mit dem Ergebnis
1

ohne
t
(q) =
q
16
g
2
NT : (3.15)
Zu beachten ist, da dieses Ergebnis nur f

ur supersoft q gilt, weil ansonsten n(p) nicht
durch T=p ersetzt werden darf.
Um mit dem entsprechenden Ausdruck in der 3D{Theorie, welcher durch (3.10) mit
P
0
= 0 gegeben ist, vergleichen zu k

onnen, schreiben wir (3.13) in folgender Form auf :
1

ohne
t
(q) = g
2
NT
Z
3
p

4
3
1
p
2
  2
1
(
*
p  
*
q )
2

1 
(
*
p
*
q )
2
p
2
q
2

: (3.16)
Das Integral ist endlich. Auswertung liefert (3.15). Das Integral in (3.16) ist also identisch
mit jenem in (3.13). Jedoch unterscheidet es sich von dem 3D{Anteil in (3.10): Setzten
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wir dort Q
0
= P
0
= 0 und
P
P
= T
R
3
p
, dann w

urde das Integral divergieren. Der Ausweg
bei diesem Identizierungsproblem liegt darin, zu (3.16) eine Null zu addieren :
0 =
Z
3
p
2M
2
3 p
2
@
p
p
p
2
+M
2
=
Z
3
p

2
3
1
p
2
  2
1
p
2
+M
2
+
4
3
p
2
(p
2
+M
2
)
2

: (3.17)
Diese Identit

at beh

alt f

ur alle M ihre G

ultigkeit. Fassen wir M als Regulatormasse auf,
d.h. M  q  g
2
T , dann bekommen wir
1

ohne
t
in drei Dimensionen einschlielich eines
Regulators :
1

ohne
t
(q) = g
2
NT
Z
3
p

2
1
p
2
  2
1
(
*
p  
*
q )
2

1 
(
*
p
*
q )
2
p
2
q
2

  2
1
p
2
+M
2
+
4
3
p
2
(p
2
+M
2
)
2

:
(3.18)
Hier sieht man jetzt, da (3.18) (bis auf den Regulator) der P
0
= 0{Anteil von (3.10) ist.
In (3.9) k

onnen die nicht in
1

ohne
t
enthaltenen Terme auf ihren P
0
= 0{Anteil reduziert
werden, da f

ur P
0
6= 0 P  T ist und Terme mit Q
2
im Z

ahler daher Beitr

age  g
6
T
2
geben. F

ur Q
0
= 0 kann also (3.9) bis einschlielich O(g
4
T
2
) in der Form
1

t(0)
(q) = g
2
NT
Z
3
p

2
1
p
2
  2
1
(
*
p  
*
q )
2

1 
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*
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1
p
2
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2
+
4
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p
2
(p
2
+M
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)
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
: (3.19)
angegeben werden. Dies ist
1

t(0)
in 3D zuz

uglich Regulatortermen.
3.2.2 Die n

achst{f

uhrende Ordnung
Am Anfang dieses Abschnittes hatten wir die Selbstenergie (3.8) in einen nur nackte
Gluon{Linien enthaltenen Anteil 

(0)
und dem Anteil 

( )
= 

 

(0)
unterteilt. Den
transversalen Sektor des letzteren untersuchen wir in diesem Unterabschnitt. Aufgrund
der IR{Regularisierung (3.3) (nur f

ur P
0
= 0 also) reduziert sich die thermische Summe
in
1

t( )
auf ihren P
0
= 0{Anteil. Aus (3.8) und 
t
=
1
2
Sp (A) folgt
1

t( )
(q) = g
2
NT
Z
3
p

 
 
 

+
0

+
 



 

 
0

 
0

h
PA(Q)P
i
+
 
 

+
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
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1
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
A(P )A(Q)

  2

+
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


 

 
0

 
0

W
+
1
2

 
 

+
0


 
0

 
0
 
p
2
  q
2

2
Sp

A(P )A(Q)


; (3.20)
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mit
W  4
h
QA(P )A(P  Q)A(Q)P
i
  2
h
QA(P )A(Q)A(P  Q)P
i
+Sp

A(P )A(P  Q)
h
PA(Q)P
i
+ 2Sp

A(P )A(Q)
h
PA(P  Q)P
i
: (3.21)
Hier wurde bereits A(P )P = 0 = B(P )P ber

ucksichtigt. F

ur P
0
= Q
0
= 0 gilt auerdem
A(P )B(Q) = 0 sowie PB(Q) = 0 (siehe Anhang C). Aufgrund dessen gibt es in (3.20)
nur zwei Terme, welche 

enthalten. Produkte mit den Matrizen A sind im Anhang C
ausgewertet. Obwohl mit Vierer{Impulsen angegeben, erweisen sie sich als rein r

aumliche
Gebilde (d.h. ohne P
0
{, Q
0
{Abh

angigkeit). Damit l

at sich (3.20) umschreiben zu
1

t( )
(q) = g
2
NT
Z
3
p

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
 
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
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
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
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
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
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0
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 
0


: (3.22)
1

t( )
ist konvergent, h

angt aber vom Eichxierungsparameter  ab. Jedoch besitzt
der {Term aufgrund des letzten Faktors, der den Impuls p im supersoft{Bereich festh

alt
die Gr

oenordnung g
2
T
R
3
p
(

 
0
)  g
2
T  g
4
T
2
. Der g
3
{Beitrag zu 
t
f

ur Q
0
= 0,
welcher vollst

andig in (3.22) enthalten ist, ist also {unabh

angig. Um den g
3
{Beitrag zu
pr

aparieren, streiche man in (3.22) alle (

 
0
){Dierenzen, da diese die Gr

oenordnung
g
4
T
2
besitzen. Nur die ersten beiden Terme bleiben

ubrig. Hier k

onnen wir wegen   q
den Propagator 
 

durch 

ersetzen und die Winkelintegration ausf

uhren. Damit ist

g
3
t
(q) = g
2
NT
Z
3
p

(

 
0
) 
2
3
p
2
(



 
0

0
)

= 0 ; (3.23)
wobei die Null aus (3.17) folgt. Das Verschwinden der transversalen Selbstenergie im
statischen Limes in O(g
3
T
2
) ist bekannt [39]. (3.23) ist die zweite Null in Gleichung (3.2).
3.2.3 Das Resultat in 1{loop Ordnung
In der Summe von (3.22) und (3.19) sind alle g
4
{Terme der transversalen Selbstenergie
in 1{loopOrdnung enthalten. Es existieren keine Beitr

age  g
2
und  g
3
. Auch in O(g
4
T
2
)
kann 
 

durch 

ersetzt werden, wie die Entwicklung von 
 

f

ur   q zeigt. Das
Resultat in 1{loop Ordnung ist
1

t
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NT
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
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+
1
2
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1 
(
*
p
*
q )
2
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q
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
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*
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+ < + ({Terme)

: (3.24)
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Darin ist < der UV{Regulator,
< = 

 
2
3
p
2

2

  2
M
+
4
3
p
2

2
M
=  

+
2
3
p
2

2

; (3.25)
wobei wir rechts in (3.25) M =  gesetzt haben. Wie anhand von (3.17) deutlich wird,
h

angt
1

t
nicht von  ab, obwohl  im Regulator < enthalten ist. F

ur p ! 1 verh

alt
sich der Integrand in (3.24) wie
1
3

0
, woran wir sehen, da der Regulator (3.25) wirklich
f

ur Konvergenz sorgt.
Die 1{loop transversale Selbstenergie (3.24) mu in O(g
4
T
2
) nicht {unabh

angig sein,
da zu dieser Ordnung der gesamte Linde{See beitr

agt (siehe Abschnitt 1.6). Insgesamt
mu aber auf der transversalen Dispersionskurve, insbesondere im statischen Limes, Eich-
xierungsunabh

angigkeit gew

ahrleistet sein. Die magnetische Masse ist eine physikalische
Gr

oe. Auch KKN's Masse m wurde im physikalischen Unterraum erhalten. Aufgrund
dessen brauchen wir die {Terme in (3.24), welche UV{endlich sind (siehe (3.19) und
(3.22)), nicht explizit anzugeben.
Das Resultat (3.24) ist identisch mit der 1{loop Ordnung der regularisierten 3D Yang{
Mills{Theorie bei T =0 mit Kopplungskonstante e
2
= g
2
T . Im statischen Limes gilt also
1

t
(q) =
1

3D;reg:
t
(q) =
1

3D
t
(q) + g
2
NT
Z
3
p
< : (3.26)
Dies kann nat

urlich auch direkt nachgepr

uft werden, indem wir
1

t
=
1
2
Sp (A
1
) (f

ur
1
 siehe (3.8)) in drei Dimensionen oder mittels Wick{Rotation in 2+1 Dimensionen
(Metrik +  ) ermitteln, d.h. f

ur g
2
P
P
! e
2
R
3
p
und G

= A

=(P
2
  
2
) + D

=P
2
(;  = 0; 1; 2). Weil (3.24) die Gr

oenordnung g
4
T
2
besitzt, ist die 3D{Selbstenergie  e
4
.
F

ur die 1{loop Ordnung der transversalen Selbstenergie im statischen Limes konnte
also gezeigt werden, da all jene Terme, welche nicht diagrammatischer Bestandteil der
(unregularisierten) 3D{Euklidischen Yang{Mills{Theorie bei T = 0 sind, entweder Regu-
latorterme f

ur die 3D{Selbstenergie darstellen oder aber verschwinden. Die Masse , in 4D
ein IR{Regulator, dient in 3D als UV{Regulator, da sie gro gegen

uber der Skala  ist.
Wir begegnen hier der erstaunlichen Besonderheit der 3D{YM{Theorie, da bereits
Regularisierung (der erste Schritt im Renormierungsprogramm) zu einer endlichen Selbst-
energie f

uhrt. Diese h

angt dank (3.17) automatisch nicht mehr von der
"
Regulatormasse\
 ab. Weder Z{Faktoren noch der Limes  !1 sind erforderlich.
3.3 2{loop transversale Selbstenergie |
harte innere Impulse
Die 2{loop Diagramme sind in der zweiten und dritten Zeile in Abbildung 3.1 zusam-
mengestellt. Aufgrund der IR{Regularisierung kommen zu diesen noch zwei
"
Kreuzchen{
Diagramme\ (letzte Zeile in Abb. 3.1). Die analytischen Ausdr

ucke f

ur die einzelnen
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Diagramme, wie sie sich nach Anwendung der Graphenregeln ergeben, sind im Anhang D
zu nden.
Aus den 2{loop Diagrammen pr

aparieren wir jetzt jenen Beitrag zur transversalen
Selbstenergie im statischen Limes, bei dem beide inneren Impulse hard (also  T ) sind.
Folglich k

onnen die Massen in den Propagatoren in O(g
4
T
2
) vernachl

assigt werden. Auch
gehen wir so (obwohl mit nackten Linien arbeitend) etwaigen Infrarotschwierigkeiten aus
dem Wege. Gegebenenfalls behalten wir uns IR{Manipulationen vor (siehe unten).
Wegen ihres generischen Vorfaktors g
4
bilden 2{loop Diagramme mit hard inneren Im-
pulsen den oensichtlichsten Beitrag zur Ordnung g
4
T
2
der transversalen Selbstenergie.
Sie wurden in Feynman{Eichung ( = 1) unter der Fragestellung, ob sie auf der trans-
versalen Dispersionskurve im Limes q ! 0, ! ! m
0
einen Beitrag zur Ordnung g
3
T
2
liefern, in [11] analysiert. Hier dagegen geht es um die Beantwortung anderer Fragen,
n

amlich ob die Summe der 2{loop Diagramme mit hard loop{Impulsen im statischen Li-
mes Q
0
! ! = 0 unabh

angig von der Eichxierung ist und, wenn ja, ob dieser Beitrag
verschwindet. Dies w

are die dritte Null in (3.2). Der Fall, da nicht beide loop{Impulse
hard sind, wird in den n

achsten Abschnitten untersucht.
Die groe Anzahl der Terme, welche sich durch Summation der 13 2{loop Diagramme
((D.15) bis (D.23)) selbst f

ur nackte Gluon{Linien G

0
(P ) =
1
P
2
(g

+ (  1)D

(P ))
ergibt, lassen wir weitestgehend von MAPLE{Programmen zusammenfassen und verein-
fachen. Auerdem sortieren wir nach (  1){Potenzen und bilden die Spur mit
1
2
A.
Terme  (   1)
5
kommen in nur zwei Diagrammen vor, n

amlich jene mit 5 Gluon{
Linien. Diese Terme lassen sich noch von Hand auswerten. Konkret bedeutet das, in
allen Gluon{Propagatoren der beiden Diagramme nur den D{Term (D

(P ) = P

P

=P
4
)
zu ber

ucksichtigen, die Lorentz{Skalarprodukte auszuf

uhren und die dann entstandene
Vielzahl von Termen zu sortieren. Gegebenenfalls f

uhren Symmetrie{Eigenschaften bzw.
das Verschieben eines loop{Impulses (z.B. P ! K   P unter
P
P
) zur Reduzierung oder
Vereinfachung der Terme. Die auf diese Weise behandelten (  1)
5
{Terme k

urzen sich in
jedem der beiden Diagramme heraus.
Terme  (   1)
4
,  (   1)
3
und  (   1)
2
verschwinden f

ur supersoft Q erst im
statischen Limes, also bei Q
0
= 0 und q ! 0. Dies zu zeigen ist recht aufwendig. Die
zur Hilfe genommenen MAPLE{Programme sind zum Teil im Anhang F angegeben. Die-
se Programme f

uhren nicht nur die Lorentz{Kontraktionen aus, sondern ber

ucksichtigen
auch einige Symmetrie{Eigenschaften. Eine Verschiebung der Impulse unter den thermi-
schen Summen f

uhrt nicht generell zur Vereinfachung. Die von MAPLE ausgegebenen
Terme m

ussen wir einzelnd danach untersuchen, ob eine Impulsverschiebung sinnvoll ist.
In diesem Fall l

at sie sich am einfachsten per Hand ausf

uhren. Die so ver

anderten Terme
lassen wir wiederum von MAPLE{Programmen zusammenfassen und vereinfachen. Die
am Ende noch

ubriggebliebenen Terme verschwinden unter Vernachl

assigung von q
2
und
*
q
im Z

ahler. Genauere Einzelheiten zur Vorgehensweise sind dem Anhang F zu entnehmen.
Die Terme  ( 1)
1
und  ( 1)
0
verschwinden dagegen nicht, auch wenn alle Sym-
metrien und alle zur Vereinfachung f

uhrenden Impuls{Verschiebungen ausgenutzt wurden.
Der Unterschied zwischen
P
K
1=K
4
und
P
K
1=(K
2
(K Q)
2
) ist f

urK  T irrelevant. Die
Vernachl

assigung aller Terme mit q im Z

ahler f

uhrt schlielich zu einem IR{konvergenten
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Ausdruck, so da ein Abschneiden der Integrale f

ur kleine Impulse unn

otig wird. F

ur den
(  1)
1
{Term erhalten wir
2

hh
t
(Q)
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 1)
= 2 g
4
N
2
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  J
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(0) I
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  J
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
(3.27)
mit
I
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=
X
P
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P
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T
2
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; J
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(Q) =
X
P
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P
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2
(3.28)
und
I
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p
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P
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=  
1
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I
1
(Q)J
1
(Q) : (3.29)
F

ur das zweite Gleichheitszeichen in L(Q) fand der sp

arische Cosinussatz Verwendung :
q
2
(
*
p
*
k ) = (
*
p
*
q )(
*
k
*
q ) + j
*
p
*
q j j
*
k
*
q j cos('), darin ist ' 2 [0; 2] der Polarwinkel. Ter-
me  cos(') verschwinden unter
R
3
p
=
1
(2)
3
R
1
0
dp p
2
R
+1
 1
d cos(#)
R
2
0
d', w

ahrend Terme
 cos
2
(') einen Faktor
1
2
geben. Schlielich f

uhren wir den Limes ! ! 0 (und erst da-
nach q ! 0) aus. Auf die Eigent

umlichkeiten dieses Limes wird im Anhang E im Detail
eingegangen. Das Ergebnis ist I
1
(Q)!  I
0
. Damit wird
2

hh
t
(Q)



( 1)
=  2 g
4
N
2

J
0
(0) + J
1
(Q)

I
0
+ I
1
(Q)

! 0 : (3.30)
Folglich ist in diesem Limes der 2{loop Beitrag mit nackten Gluon{Linien {unabh

angig.
Der Beitrag
2

hh
t
zur transversalen Selbstenergie ist damit auf den ( 1)
0
{Term redu-
ziert. F

ur diesen Term erhalten wir mit Hilfe von MAPLE, Ausnutzung von Symmetrie{
Eigenschaften und Vernachl

assigung von
*
q (bzw. q
2
) im Z

ahler den Ausdruck
2

hh
t
(Q) =  4 g
4
N
2

I
1
(Q) J
0
(Q)  2I
0
J
1
(Q)

! 0 ; (3.31)
welcher wegen  2J
1
(Q) ! J
0
(Q) im statischen Limes verschwindet. Dies ist die dritte
Null in Gleichung (3.2).
Nachdem wir zeigen konnten, da
2

hh
t
im statischen Limes verschwindet, bleiben
nun noch jene Anteile von
2

t
zu untersuchen, in welchen nicht beide loop{Impulse hard
sind. Hierin m

ussen alle g
4
{Beitr

age der 2{loop Ordnung der 3D{Euklidischen Theorie
enthalten sein. W

ahrend wir f

ur
2

hh
t
alle 2{loop Diagramme gemeinsam behandelt haben,
unterteilen wir jetzt in zwei{Gluon{reduzible (2PR{) und zwei{Gluon{irreduzible (2PI{)
Diagramme. Vorgreifend sei erw

ahnt, da wir (anders als in 1{loop Ordnung) den 3D{
Anteil nebst eines Regulators nicht explizit angeben werden k

onnen.
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3.4 2{loop 2PR{Diagramme
Die 2PR{Diagramme sind in der dritten und vierten Zeile der Abbildung 3.1 zu nden.
Wir fassen sie zusammen zu
1
2
x
+
1
2

1
x
+
+ 1

(3.32)
mit
x
=
1
2
+
1
2
+ 1
(3.33)
(3.33) ist die 1{loop Selbstenergie
1
. Mit Anhang D und der Abk

urzung X(K)
:
=
1
(K) Y(K) l

at sich (3.32) in analytischer Form angeben :
2

2PR
(Q) = g
2
N
X
K


G(K)X(K)G(K)


  Sp

G(K)X(K)G(K)

g

  2

(K   2Q)G(K)X(K)G(K)G(K  Q)


(2K  Q)

  2

(K +Q)G(K  Q)G(K)X(K)G(K)


(2K  Q)

+2

(K   2Q)G(K)X(K)G(K)



(K +Q)G(K  Q)


+Sp

G(K)X(K)G(K)G(K  Q)

(2K  Q)

(2K  Q)

+
h
(K +Q)G(K  Q)(K +Q)
i
G(K)X(K)G(K)


+
h
(K   2Q)G(K)X(K)G(K)(K   2Q)
i
G

(K  Q)

:(3.34)
3.4.1 Pr

aparieren der g
4
{Beitr

age
Wegen des statischen Limes (Q
0
= 0) und der gew

ahlten IR{Regularisierung erweist
es sich als sinnvoll von der zum 2PR{loop geh

origen K{Integration die K
0
= 0{Mode
abzuspalten :
P
K
=
P
0
K
+T
R
3
k
. Der Strich an
P
K
steht f

ur K
0
6= 0. Wegen der zwei Pro-
pagatoren gleichen Impulses im 2PR{loop f

uhrt diese Aufteilung, anders als in Abschnitt
3.2, nicht zu UV{Divergenzen. Die Aufteilung eines beliebigen 2{loop 2PR{Diagramms
ist symbolisch in Abbildung 3.2 dargestellt. Da der IR{Regulator auf K
0
= 0 beschr

ankt
ist, sind die Gluon{Propagatoren G(K) und G(K  Q), die diesen loop bilden, unter
P
0
K
nackt, w

ahrend sie unter
R
3
k
massiv, daf

ur aber 3D{Euklidisch sind (siehe (3.4)).
F

ur nicht{verschwindendes K
0
reduziert sich X(K) auf die Selbstenergie
1
(K). F

ur
diese nehmen wir die aus Abschnitt 3.2 bekannte Aufteilung vor :
1
 =
1

(0)
+
1

( )
mit
1

( )
=
1
  
1

(0)
.
1

( )
ist UV{konvergent. Aufgrund der minimalen IR{Regularisierung (3.3) reduziert
sich die loop{Integration
P
P
auf T
R
3
p
. Die Propagatoren unter
R
3
p
enthalten Massen.
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Da
1

(0)
die f

uhrende Ordnung der Selbstenergie beinhaltet, bekommt der longitudinale
Anteil von
1

( )
die Gr

oenordnung g
2
T, w

ahrend der transversale Teil  g
2
T ist. Der
entsprechende Beitrag zu
2

t
ist wegen K  T (f

ur K
0
6= 0)  g
4
T bzw.  g
4
T , liefert
also keinen Beitrag zu O(g
4
).
Im Anteil mit K
0
6= 0 und
1

(0)
(Abbildung 3.2) sind alle Linien nackt. In f

uhrender
Ordnung (also O(g
4
)) ist die Temperatur die einzige Impulsskala. Der Impuls der 1{
loop{Einsetzung l

at sich auf den hard{Bereich einschr

anken. Wegen K
0
6= 0 ist auch
die thermische K{Integration auf hard Impulse beschr

ankt. Dennoch ist dies nicht der
komplette hard{hard Anteil der 2PR{Diagramme. Auch die K
0
= 0{Mode enth

alt hard{
Beitr

age. Wird die thermische Integration

uber den 2PR{loop auf alle hard K{Impulse
erweitert, dann mu jener Anteil mit hard r

aumlichen Impuls
*
k subtrahiert werden. Der
hard{hard Anteil der 2PR{Diagramme geh

ort zum Beitrag
2

hh
t
, welcher, wie im letzten
Abschnitt gezeigt wurde, verschwindet.
Da jener Anteil mit K
0
6= 0 vollst

andig im hard{hard{Anteil enthalten ist, kann die
K{Integration auf ihren K
0
= 0{Beitrag reduziert werden, wobei der entsprechende hard{
hard Beitrag (f

ur K
0
= 0) subtrahiert werden mu. Die Dierenz ist sowohl UV{ als auch
IR{konvergent.




=




6= +




=
=




6=
( )
+




6=
(0)
+




=
( )
+




=
(0)
| {z }

<
g
5
T
2
| {z }
=



h
(0)
 



=
h
(0)
=




h
h
 




=
h
(0)
+




h
s
| {z }

<
g
5
T
2
=



h
h
+



=
( )
+



=
(0)
 



=
h
(0)
Abbildung 3.2: Die Zerlegung eines Beispiel{2PR{Diagramms, wie sie im Text erkl

art ist.
1. Zeile : Aufteilung des 2PR{loops in K
0
6= 0 und K
0
= 0.
2. Zeile : Aufteilung der 1{loop{Einsetzung in
1

( )
und
1

(0)
.
3. und 4. Zeile : Abspaltung des hard{hard{Anteils. Die Bezeichnung
=
h
steht f

ur K
0
= 0, k  T .
5. Zeile : Die in O(g
4
T
2
) beitragenen Diagrammteile. Die letzten beiden Diagramme sind nur in der
Dierenz endlich.
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Im letzten Abschnitt haben wir Abschneideparameter, welche die loop{Integrationen
auf den hard{Bereich beschr

anken, vermieden. Dies ist im Limes Q
0
= 0, q ! 0 erlaubt,
sofern keine IR{Divergenzen auftreten. Wird Q im Z

ahler vernachl

assigt, dann heben sich
alle 1=K
4
{Beitr

age, welche ohne Abschneidung des K{Integrals IR{divergent sind, weg.
Jene hard{hard{Terme, welche im letzten Abschnitt zu der Null f

uhrten, m

ussen nun
den 2PR{ und 2PI{Diagrammen zugeordnet werden. Diese Aufgabe lassen wir, wie in
Abschnitt 3.3 beschrieben, von MAPLE{Programmen ausf

uhren. Die Summe der 2PR{
hard{hard{Terme verschwindet nicht (erst die Summe aller Diagramme gibt Null). Redu-
zieren wir hier nun die thermische K{Integration auf die K
0
= 0{Mode, dann bekommen
wir den gew

unschten hard{hard Beitrag, welcher von den 2PR{Diagrammen f

ur K
0
= 0
subtrahiert werden mu.
F

ur K
0
= Q
0
= 0 reduziert sich die 1{loop Selbstenergie{Einsetzung in (3.34) auf
1
(k) = 
t
(k)A(
*
k ) + 
`
(k)U Æ U + 
d
(k)D(
*
k ). Der C{Anteil von
1
 f

allt deswegen
heraus, weil er nur in den Kombinationen QC(K)Q und
e
QC(K)
e
Q (K, Q seien beliebig)
vorkommt, welche bei K
0
= Q
0
= 0 verschwinden. Aus (3.34) bekommen wir in O(g
4
T
2
)
f

ur die Dierenz
2

2PR
t( )
:
=
2

2PR
t
 
2

2PR; hh
t
daher
2

2PR
t( )
(q) = g
2
NT
Z
3
k
n

2

 
1

`
  
2

B
0
+
2


 

 
1

`
  
2

B
1
+
2

 
1

t
  
2

A
0
+
2


 

 
1

t
  
2

A
1
+
2


 
0
 
1

t
  
2

A
0
1
+
2

3
0
1

d
D
1
+ 
2

3
0

 

1

d
D
2
+ 
3

3
0

 
0
1

d
D
0
2
  (hard Anteil)
o
: (3.35)
Der subtrahierte hard{Anteil ist jener, welcher in Abbildung 3.2 im letzten Diagramm
symbolisiert ist. Aus Gr

unden der

Ubersicht verwendeten wir folgende Abk

urzungen :
B
0
  1 ; B
1
  2
h
KA(Q)K
i
; (3.36)
A
0

1
2
Sp

A(K)A(Q)

  2 ; A
0
1

1
2
(k
2
  q
2
)
2
(
*
k  
*
q )
2
Sp

A(K)A(Q)

;
A
1
   4
h
QA(K)A(K  Q)A(Q)K
i
+ 4
h
QA(K  Q)A(K)A(Q)K
i
+4
h
QA(K)A(Q)A(K  Q)K
i
  2 Sp

A(K)A(K  Q)
h
KA(Q)K
i
  2 Sp

A(K)A(Q)
h
KA(K  Q)K
i
  2 Sp

A(K  Q)A(Q)
h
QA(K)Q
i
; (3.37)
D
1
  
1
2
h
KA(Q)K
i
  k
2
; D
0
2
  
1
2
q
4
(
*
k  
*
q )
2
h
KA(Q)K
i
;
D
2

1
2

k
2
  2
*
k
*
q

2
Sp

A(K  Q)A(Q)

: (3.38)
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Die Produkte mit den Matrizen A (sie besitzen keine K
0
{, Q
0
{Abh

angigkeit) sind dem
Anhang C zu entnehmen. Damit folgt
B
0
=  1 ; B
1
= 2k
2

1 
(
*
k
*
q )
2
k
2
q
2

; (3.39)
A
0
=  1 
1
2

1 
(
*
k
*
q )
2
k
2
q
2

; A
0
1
=
(k
2
  q
2
)
2
(
*
k  
*
q )
2
 
1 
1
2

1 
(
*
k
*
q )
2
k
2
q
2

!
;
A
1
= 4
 
k
2
+ q
2


1 
(
*
k
*
q )
2
k
2
q
2

+ 4
k
2
q
2
(
*
k  
*
q )
2

1 
(
*
k
*
q )
2
k
2
q
2

 
1 
1
2

1 
(
*
k
*
q )
2
k
2
q
2

!
; (3.40)
D
1
=  k
2
 
1 
1
2

1 
(
*
k
*
q )
2
k
2
q
2

!
; D
0
2
=
1
2
k
2
q
4
(
*
k  
*
q )
2

1 
(
*
k
*
q )
2
k
2
q
2

;
D
2
=

k
2
  2
*
k
*
q

2
 
1 
1
2
k
2
(
*
k  
*
q )
2

1 
(
*
k
*
q )
2
k
2
q
2

!
: (3.41)
Die Subtraktion des hard{Anteils in (3.35) sorgt f

ur UV{Konvergenz. In diesem An-
teil ist es ausreichend, die k{Integration auf hard Impulse zu beschr

anken. Die 1{loop{
Einsetzung tr

agt in O(g
4
T
2
) f

ur hard k ohnehin nur dann bei, sofern auch der innere
Impuls hard ist.
Eine Absch

atzung der Gr

oenordnung besagt, da keiner der Terme in (3.35) ver-
nachl

assigt werden darf. In der ersten Zeile wird die f

uhrende Ordnung der 1{loop lon-
gitudinalen Selbstenergie{Einsetzung durch 
2
subtrahiert. Es gibt daher keinen Term,
welcher die Ordnung der 2PR{Diagramme auf  g
3
T
2
reduziert [30]. Alle Terme sind
 g
4
T
2
.
3.4.2 Abspalten des 3D{Anteils
Es gilt nun, den regularisierten 3D{Anteil der 2{loop 2PR{Diagramme aus (3.35) ab-
zuspalten. In nicht{regularisierter Form ist dieser formal leicht abzulesen :
2

2PR3D
t
(q) = g
2
NT
Z
3
k
n
1

3D
t
  
2


2

A
0
+
2


 

A
1
+ 
2


 
0
A
0
1

+
1

3D
d


2

3
0
D
1
+ 
2

3
0

 

D
2
+ 
3

3
0

 
0
D
0
2
 o
: (3.42)
Der Spielzeugparameter  ist jetzt der IR{Regulator der 3D{Theorie. Die 2{loop Ordnung
in der 3D{Theorie mu nicht {unabh

angig sein. Sie ist in O(g
4
T
2
) nur ein Teil des Linde{
Sees, welcher im ganzen nat

urlich nicht mehr vom Eichxierungsparameter  abh

angen
darf (siehe hierzu auch x3.2.3).
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In 1{loop Ordnung ben

otigen die {Terme keinen Regulator, da sie UV{konvergent
sind. Sie wurden im Resultat (3.24) nicht explizit aufgef

uhrt. In 2{loop Ordnung ist wegen
der doppelten loop{Integration und eventuell

uberlappender Divergenzen eine Aussage

uber UV{Konvergenz des {Anteils in 3D schwieriger. Wie eine grobe Absch

atzung zeigt,
kann nicht von Konvergenz aller Integrale ausgegangen werden. Dennoch werden wir im
folgenden die {Terme nicht mehr explizit au

uhren.
Auch f

ur die {unabh

angigen Terme in (3.42), welche als 1{loop{Einsetzung nur noch
1

t
enthalten, erweist sich das Separieren der UV{Regulatoren aus (3.35) als recht schwie-
rig. Dem zweiten Abschnitt dieses Kapitels ist zu entnehmen, da f

ur supersoft k (und q)
1

t
(k) in O(g
4
T
2
) identisch ist mit
1

3D;reg:
t
(k). Jener Anteil mit k   wird in (3.35)
in O(g
4
T
2
) durch den hard{Beitrag subtrahiert. In diesem m

ussen also Regulatoren f

ur
das k{Integral in (3.42) verborgen liegen (sofern es divergiert). Symbolisch l

at sich der
regularisierte 3D{Anteil der 2PR{Diagramme folgendermaen schreiben :
2

2PR3D;reg:
t
(q) = g
2
NT
Z
3
k

1

3D;reg:
t
  
2




2

A
0
+ 
2


 

A
1
+ <
0
k
+ ( Terme)

: (3.43)
Der Regulator <
0
k
sorgt daf

ur, da der k{Impuls im supersoft Bereich festgehalten wird.
Die 1{loop{Einsetzung kann daher dem 1{loop{Resultat (3.24) entnommen werden. Der
hierin enthaltene Regulator f

ur das p{Integral ist jener in (3.25). Den Regulator <
0
k
werden
wir aus Gr

unden, welche im folgenden genannt sind, nicht explizit angeben.
Wie in Abschnitt 3.2 unterteilen wir
1

3D;reg:
t
in einen nur aus nackten Propagatoren
bestehenden Teil
1

3D;reg:
t(0)
und der Dierenz
1

3D
t( )
=
1

3D;reg:
t
 
1

3D;reg:
t(0)
. Der Regulator
(3.25) in
1

3D;reg:
t
ist vollst

andig in
1

3D;reg:
t(0)
enthalten. Das Integral in
1

3D
t( )
konvergiert.
F

ur k !1 bleibt
1

3D
t( )
ebenfalls endlich, so da f

ur diesen Anteil der 1{loop{Einsetzung
auch das k{Integral in (3.43) keinen Regulator ben

otigt.
Jener 1{loop{Anteil mit nackten Propagatoren (er ist identisch mit
1

t(0)
in 4D) ist
im Anhang D ausgewertet :
1

3D;reg:
t(0)
 g
2
Tk. Er ist also linear in k, was in (3.43) zu
einer logarithmischen UV{Divergenz f

uhrt. Diese Divergenz mu durch einen Regulator
<
k
beseitigt werden. (3.43) l

at sich nun wie folgt umschreiben :
2

2PR3D;reg:
t
(q) = g
2
NT
Z
3
k


1

3D;reg:
t
  
2


2

A
0
+ 
2


 

A
1
+ ( Terme)

+
1

3D;reg:
t(0)
<
k

: (3.44)
Damit der Regulator <
k
die logarithmische UV{Divergenz in der ersten Zeile von (3.44)
beseitigt, mu er sich f

ur groe k wie  4=(3k
4
) verhalten (
2

A
0
+ 
2


 

A
1
! 4=(3k
4
)
f

ur k !1), w

ahrend er an der unteren Integrationsgrenze verschwinden sollte.
Ein Regulator, welcher die eben genannten Bedingungen erf

ullt, existiert nicht. Denn
jedes dimensionsbehaftete logarithmisch UV{divergente Integral mit den Integrations-
grenzen 0 und 1 liefert an der unteren Integrationsgrenze einen endlichen oder ebenfalls
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logarithmisch divergenten Beitrag (ln(k) divergiert sowohl f

ur k !1 als auch f

ur k! 0,
w

ahrend ln(k +M) f

ur k ! 0 endlich ist).
Wie der Regulator <
k
auch gew

ahlt wird, das Resultat
2

2PR3D;reg:
t
h

angt von der
Regulatormasse M ab. Zudem divergieren die M{abh

angigen Terme f

ur M ! 1 loga-
rithmisch. Diese M{Abh

angigkeit sollte sich mit einer logarithmischen M{Abh

angigkeit
der regularisierten 3D{2PI{Diagramme kompensieren. W

are dies nicht der Fall, dann w

are
die Abspaltung des regularisierten 3D{Anteils der 2{loop Diagramme nicht m

oglich.
Im folgenden gehen wir davon aus, da sich die logarithmische M{Abh

angigkeit in
2{loop Ordnung kompensieren wird. Im Gegensatz zur 1{loop Ordnung ist es aber un-
wahrscheinlich, da
2

t
identisch ist mit
2

3D;reg:
t
. Wie im folgenden Unterabschnitt deut-
lich werden wird, liefern die 

{Terme in der ersten Zeile von (3.35) (auch bei M = )
einen endlichen, von  unabh

angigen Beitrag zur transversalen Selbstenergie im stati-
schen Limes. Im Prinzip k

onnte dieser endliche Beitrag nat

urlich durch Terme von 2PI{
Diagrammen (welche nicht zum 3D{Anteil geh

oren) kompensiert werden. Diese M

oglich-
keit halten wir oen, d

urfen wohl aber nicht davon ausgehen.
Es ist also m

oglich, da die Dierenz
2

ss
t
:
=
2

t
 
2

3D;reg:
t
in O(g
4
T
2
) einen endlichen
Beitrag zur transversalen Selbstenergie im statischen Limes liefert. Dies steht im Wider-
spruch zu der in [24] ge

auerten Auassung, wonach {Propagatoren nur als Regulatoren
f

ur den 3D{Anteil dienen sollten und, da daher, wegen Verschwinden des hard{hard{
Anteils, die transversale Selbstenergie im statischen Limes identisch ist mit jener einer
regularisierten 3D{Theorie.
3.4.3 Nicht zum 3D{Anteil geh

orende 2PR{Terme
Die Terme in der ersten Zeile von (3.35) haben nach Subtraktion ihres hard{hard{
Anteils die Gr

oenordnung g
4
T
2
, geh

oren aber nicht zum 3D{Anteil. Der

auere Impuls q
kann gegen

uber  vernachl

assigt werden. F

uhren wir noch die Winkelintegration zwischen
q und k aus, dann erhalten wir (ss im Index steht f

ur soft{soft)
2

2PR ss
t( )
=
:
M
1
+M
2
mit (3.45)
M
1
= g
2
NT
Z
3
k

1

`( )
(k)
2

(k)

 1 +
4
3
k
2


(k)

; (3.46)
M
2
= g
2
NT
Z
3
k


1

`(0)
(k)  
2


2

(k)

 1 +
4
3
k
2


(k)

  (hard Anteil)

: (3.47)
Die 1{loop{Einsetzung
1

`
unterteilten wir in einen nur aus nackten Gluon{Linien beste-
henden Teil
1

`(0)
und der Dierenz
1

`( )
:
=
1

`
 
1

`(0)
. Die Subtraktion des hard{
Anteils in M
2
sorgt f

ur UV{Konvergenz und h

alt den Impuls
*
k im soft{Bereich fest. In
M
1
ist die k{Integration, wie sich zeigen wird, automatisch auf soft Impulse beschr

ankt.
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Entgegen fr

uherer Annahme liefert (3.45) einen endlichen Beitrag der Ordnung g
4
T
2
.
Dies zu best

atigen erfordert die explizite Berechnung von (3.45). Hierf

ur ben

otigen wir
die Auswertung der 1{loop{Einsetzung, welche im Fall von
1

`(0)
(k) f

ur soft

aueren
Impuls k im Anhang D durchgef

uhrt ist. Die Dierenz
1

`( )
(k) ergibt sich aus (D.1)
zu Sp(
1
(K)B(K))j
K
0
=0
 
1

`(0)
(k). Aufgrund der minimalen IR{Regularisierung (3.3)
reduziert sich die loop{Integration auf die P
0
= 0{Mode. F

ur soft k (  k) erhalten wir
f

ur Terme bis einschlielich O(g
3
T
2
)
1

`( )
(k) = g
2
NT
Z
3
p

1
p
2
 
1
p
2
+ 
2

 
4 k
2
p
2
(
*
k  
*
p)
4

1 
(
*
k
*
p)
2
k
2
p
2

+ 
(p
2
  k
2
)
2
(
*
k  
*
p)
4
!
: (3.48)
Die hierin enthaltenen Winkelintegrationen entnehmen wir (D.6) und (D.7). Zwei der
verbliebenen p{Integrale nden wir in (D.11) und (D.12). Ein weiteres p{Integral kann
per Dierentiation nach k gel

ost werden :
R
1
0
dp
p
p
2
+
2
ln

jp kj
p+k

=   arctan
 
k


. Damit
erhalten wir das aus [49] bekannte Resultat
1

`( )
(k) =
1
4
g
2
NT

k  
2

k
2
  
2
k
arctan

k


 


(2  )

; (3.49)
welches f

ur k !1 verschwindet. Das IntegralM
1
ist also endlich und der Impuls k durch
 skaliert.
Das k{Integral in M
1
kann mit (3.49) nun explizit ausgewertet werden. Nach einigen
Umformungen erhalten wir
M
1
=
g
4
N
2
T
2
24
3

  5J
2
+ 4J
3
  2
^
J
0
+ 12
^
J
1
  28
^
J
2
+ 16
^
J
3
  (2  ) (J
0
1
  5J
0
2
+ 4J
0
3
)

: (3.50)
Die hierin enthaltenen Integrale J
2;3
und J
0
1;2;3
sind standard. Die Integrale
^
J
0;1;2;3
lassen
sich mittels partieller Integration l

osen :
J
2
=
Z
1
0
dk
k 
2
(k
2
+
2
)
2
=
1
2
; J
3
=
Z
1
0
dk
k 
4
(k
2
+
2
)
3
=
1
4
; (3.51)
J
0
1
=
Z
1
0
dk

(k
2
+
2
)
=

2
; J
0
2
=
Z
1
0
dk

3
(k
2
+
2
)
2
=

4
; J
0
3
=
Z
1
0
dk

5
(k
2
+
2
)
3
=
3
16
;
(3.52)
^
J
0
=
Z
1
0
dk
k a(k=)  k =2
(k
2
+
2
)
=  

2
ln(2) ;
^
J
1
=
Z
1
0
dk

2
a(k=)
k (k
2
+
2
)
=  
1
2
I
0
1
;
^
J
2
=
Z
1
0
dk

4
a(k=)
k (k
2
+
2
)
2
=  
1
2
J
0
2
 
1
2
I
0
1
;
^
J
3
=
Z
1
0
dk

6
a(k=)
k (k
2
+
2
)
3
=  
1
2
J
0
2
 
1
4
J
0
3
 
1
2
I
0
1
(3.53)
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mit a(k=)
:
= arctan(k=) und I
0
1
=
R
1
0
dk

k
2
+
2
ln

k
2
k
2
+
2

. Da J
0
1
  5J
0
2
+ 4J
0
3
= 0,
h

angtM
1
nicht von  ab. Das Integral I
0
1
mu nicht ausgewertet werden, da es in (3.50)
entf

allt. Das Ergebnis ist
M
1
=
g
4
N
2
T
2
8
2

ln(2)
3
 
1
4

: (3.54)
Die 1{loop{Einsetzung
1

`(0)
(k) in M
2
ist f

ur soft k im Anhang D ausgewertet :
1

`(0)
(k) = 
2
 
1
4
g
2
NTk mit 
2
 m
2
el
. F

ur M
2
erhalten wir damit analog zu (3.50)
M
2
=
g
4
N
2
T
2
24
2

5J
2
  4J
3

 
g
4
N
2
T
2
12
Z
3
k

1
k (k
2
+
2
)
  (hard Anteil)

: (3.55)
Die Integrale J
2;3
sind in (3.51) angegeben. Das Integral in der zweiten Zeile von (3.55)
ist logarithmisch UV{divergent. Die Divergenz wird jedoch durch den hard{Anteil sub-
trahiert. Dieser enth

alt als IR{Regulator den

aueren Impuls q. Das Ergebnis wird also
einen Term  g
4
T
2
ln(q=) enthalten, welcher die Ordnung um ln(g) reduziert. Die hard{
hard{Beitr

age verschwinden in der Summe aller Diagramme. Es besteht daher durchaus
noch die M

oglichkeit, da sich der g
4
T
2
ln(q=){Term in (3.55) mit eben solchen Termen
aus den 2PI{Diagrammen weghebt.
Der endliche, nicht{ordnungsreduzierende Anteil von
2

2PR ss
t( )
, wir bezeichnen ihn mit
2

2PR ss;g
4
t( )
, liefert in O(g
4
T
2
) den Beitrag
2

2PR ss;g
4
t( )
=
g
4
N
2
T
2
8
2

ln(2)
3
+
1
4

; (3.56)
welcher nicht von  abh

angt. Zu untersuchen bleibt aber, ob jene {Terme in (3.35),
welche
1

d
enthalten, ausschlielich dem regularisierten 3D{Anteil zugeordnet werden
k

onnen.
3.5 2{loop 2PI{Diagramme
Die 2PI{Diagramme (zweite Zeile in Abbildung 3.1) lassen sich nicht auf 1{loop Dia-
gramme zur

uckf

uhren. Eine Auswertung der Diagramme ist erheblich aufwendiger. Dieser
Abschnitt wird deshalb auch nur qualitative Aussagen liefern k

onnen.
Zu den 2PI{Diagrammen z

ahlen wir auch das zwei{Geist{reduzible Diagramm (in
Abbildung 3.1 das letzte der zweiten Zeile). Da die Geist{Propagatoren nackt sind, f

uhrt
dieses, anders als die zwei{Gluon{reduziblen Diagramme, zu keiner Ordnungsreduktion.
Auch ist es wegen Antisymmetrie der Geist{Vertizes nicht IR{divergent, obwohl eine
Absch

atzung der Gr

oenordnung dies auf den ersten Blick vermuten liee.
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3.5.1 Pr

aparieren der g
4
{Beitr

age
Die nun folgende Aufteilung der Diagramme erl

autern wir am Beispiel des ersten
Diagramms der zweiten Zeile in Abbildung 3.1. Mit Anhang D und Spurbildung mit
1
2
A(Q) erhalten wir im statischen Limes

   
t
(q) =
3
4
g
4
N
2
X
K;P
n
Sp

G(K)G(K   P )

Sp

G(P  Q)A(Q)

 Sp

G(K)G(K   P )G(P  Q)A(Q)
o
Q
0
=0
: (3.57)
In beiden loop{Integrationen spalten wir von der Frequenzsumme die Null{Mode ab,
d.h. wir unterteilen in P
0
= 0 und P
0
6= 0 bzw. K
0
= 0 und K
0
6= 0. Anschlieend
separieren wir den hard{hard{Anteil, wie es in Abbildung 3.3 veranschaulicht ist. Die
Dierenz 
   
t
 
    hh
t
ist konvergent. In dieser Dierenz kann das Diagramm nun weiter
in endliche Anteile zerlegt werden. Aufgrund der thermisch generierten Massen gibt es drei
Impulsskalen : T , ,  .
 Der Fall, da beide loop{Impulse auf T skaliert werden k

onnen, ist wegen Subtrak-
tion des hard{hard{Anteils nicht enthalten.
 Terme, in denen die Impulse K, P unterschiedliche Skalen besitzen, sind

<
g
5
T
2
,
wie ein Absch

atzen der Gr

oenordnung in (3.57) zeigt. Beispiel : K  T , P
0
= 0. In
Propagatoren, welche von K abh

angen, k

onnen die Massen  und  vernachl

assigt
werden. Nur in einem Propagator bleiben die Massen erhalten. Sie geben die Skala
der r

aumlichen p{Integration vor. Die Terme sind somit  g
4
T bzw.  g
4
T .
 In Termen mit K
0
= P
0
= 0 sind alle Gluon{Propagatoren in ihren transversa-
len ( enthaltenden) und longitudinalen ( enthaltenden) Sektor zu unterteilen.
Drei F

alle sind zu unterscheiden : Terme, welche nur {Propagatoren enthalten,
geh

oren zum 3D{Anteil. Der subtrahierte hard{hard{Anteil dient vermutlich aus-
schlielich der UV{Regularisierung, so da diese Terme in der Summe den komplet-
ten 3D{Anteil des behandelten Diagramms bilden. Sofern genau ein {Propagator
enthalten ist, sind die Impulse unterschiedlich skaliert (einer auf soft, der andere
auf supersoft Skala). Solch ein Term ist

<
g
5
T
2
. In Termen, welche mindestens zwei
{Propagatoren enthalten, k

onnen beide loop{Impulse auf  skaliert werden. Diese
Terme besitzen die Gr

oenordnung g
4
T
2
.
Eine Maximalabsch

atzung von Gr

oenordnungen zeigt also, da in O(g
4
T
2
) nur solche
Terme zu ber

ucksichtigen sind, in denen beide loop{Impulse gleich skaliert werden k

onnen.
In 
    hh
t
sind alle Linien nackt. Eine Beschr

ankung der Integrale auf den hard{
Bereich sollte im Limes Q
0
= 0 und q ! 0 nicht notwendig sein, da 2PI{Diagramme
trotz nackter Linien keine IR{Divergenzen aufweisen. 
    hh
t
ist also (3.57), jedoch mit
nackten Gluon{Linien G
0
anstelle der vollen G. In O(g
4
T
2
) bleiben von (3.57) folgende
Beitr

age :

   
t
(q) = 
    hh
t
(q) +
    ss
t( )
h
(q) +
    3D
t( )
h
: (3.58)
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Der letzte Term ist der 3D{Anteil des betrachteten Diagramms abz

uglich der hard{hard{
Beitr

age. Es ist anzunehmen, da die abgezogenen hard{hard{Beitr

age lediglich der Re-
gularisierung dienen und

ahnlich wie in x3.2.1 mittels einer Identit

at in Regulatorterme
mit Regulatormasse M   bzw.  umgeschrieben werden k

onnen. 
    3D
t( )
h
w

are dann
der regularisierte 3D{Anteil des betrachteten Diagramms.
Der mittlere Term von (3.58) (der soft{soft{Beitrag) ist wegen Subtraktion des hard{
hard{Beitrages ebenfalls UV{konvergent. In f

uhrender Ordnung, d.h. O(g
4
T
2
), kann 
vernachl

assigt werden. Er bekommt damit die Gestalt

    ss
t( )
h
(q) =
3
4
g
4
N
2
T
2
Z
3
k
Z
3
p
1
k
2
+ 
2
1
(
*
k  
*
p)
2
+ 
2


 2
(
*
p  
*
q )
2
+ (  1)
 p
2
(
*
p  
*
q )
4

1 
(
*
p
*
q )
2
p
2
q
2

  (hard hard Anteil)

(3.59)
und hat oensichtlich die Gr

oenordnung g
4
T
2
.


=


6=
6=
+ 2


6=
=
+


=
=
| {z }
= 2


h
=
  2


=
h
=
| {z }
=


h
h
  2


h
=
h
+


=
h
=
h
=


 
h
( )
 
h
( )
+ 2


h
 
h
( )
| {z }

<
g
5
T
2
+


h
h
| {z }
=




| {z }
3D{Anteil
+ 2



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
<
g
5
T
2
+




Abbildung 3.3: Die Zerlegung eines Beispiel{2PI{Diagramms, wie sie im Text erkl

art ist.
1. Zeile : Aufteilung der loop{Integrationen in K
0
6= 0 und K
0
= 0 bzw. P
0
6= 0 und P
0
= 0.
2. bis 4. Zeile : Abspaltung des hard{hard{Anteils. Jede loop{Integration ist regularisiert. Die Bezeichnung
( )
h
bedeutet die Subtraktion des hard{Anteils. Die loop{Integration ist auf die Null{Mode reduziert.
5. Zeile : Aufteilung des Propagators bei K
0
= 0 bzw. P
0
= 0 in den transversalen und longitudinalen
Sektor.
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Obige Analyse am Beispiel eines speziellen Diagramms kann mit allen 2PI{Diagram-
men durchgef

uhrt werden : Terme mit unterschiedlich skalierten loop{Impulsen liefern kei-
nen Beitrag in O(g
4
T
2
). Dagegen sind Terme mit gleich skalierten loop{Impulsen  g
4
T
2
.
Die Summe aller hard{hard Terme verschwindet, wie Abschnitt 3.3 zeigte. Der regularisier-
te 3D{Anteil l

at sich im Prinzip abspalten. Es d

urfte aber schwierig werden, den Regula-
tor in 
M
{ bzw. 

{Termen explizit anzugeben. Wie bei den 2PR{Diagrammen bewirkt
die Regularisierung der logarithmischen UV{Divergenzen eine logarithmische Abh

angig-
keit des Resultates von der Regulatormasse M bzw. . Diese Abh

angigkeit mu im 3D{
Resultat aller 2{loop Diagramme verschwinden. Ansonsten liee sich der 3D{Anteil in
regularisierter Form (unabh

angig von der Regulatormasse) nicht abspalten.
Die analytischen Ausdr

ucke f

ur die 2PI{Diagramme sind im Anhang D angegeben. Mit
K
0
= P
0
= 0 und B = 0 k

onnen daraus unverz

uglich die Terme f

ur die 2PI{Diagramme
in 3D abgeleitet werden, jedoch ohne Regulatoren. Selbst wenn wir die Lorentz{Kontrak-
tionen der sieben 2PI{Diagramme von MAPLE{Programmen ausf

uhren lassen, die resul-
tierenden Terme ebenfalls mit MAPLE zusammenfassen und vereinfachen, bleiben immer
noch mehr als 1000 Terme

ubrig, welche einzeln auf UV{Divergenz untersucht werden
m

uten.
Aufgrund der genannten Schwierigkeiten k

onnen wir die Regulatoren f

ur den 3D{
Anteil der 2{loop Diagramme nicht gewinnen. Es ist nicht einmal sicher, ob

uberhaupt
Regulatoren existieren. Im negativen Fall w

are eine Abspaltung des regularisierten und
von der Regulatormasse unabh

angigen 3D{Anteils nicht m

oglich. In diesem ung

unstig-
sten der denkbaren F

alle w

urde die Behandlung des 3D{YM{Systems, wie von KKN
durchgef

uhrt, dem Linde{Problem nicht weiterhelfen.
Entgegen fr

uherer Annahme gibt es auer dem regularisierten 3D{Anteil weitere Bei-
tr

age der Gr

oenordnung g
4
T
2
. Diese 

enthaltenen Terme sind keine Regulatoren f

ur
den 3D{Anteil. Im n

achsten Unterabschnitt sind sie angegeben.
3.5.2 Nicht zum 3D{Anteil geh

orende 2PI{Terme
Beitr

age der Gr

oenordnung g
4
T
2
, welche nicht zum 3D{Anteil geh

oren (soft{soft{
Beitr

age), entstehen in Termen der 2PI{Diagramme mit mindestens zwei {Propagatoren
f

ur K
0
= P
0
= 0. Von der Vielzahl der Terme in Anhang D (D.17 bis D.23) kommen daf

ur
nur jene in Frage, welche eine Spur

uber mindestens zwei Gluon{Propagatoren enthalten.
Da  die Skala beider loop{Impulse vorgibt, kann der supersoft

auere Impuls q in f

uhren-
der Ordnung (g
4
T
2
) vernachl

assigt werden. In bereits vereinfachter Form erhalten wir
2

2PI ss
t( )
= g
4
N
2
T
2
Z
3
k
Z
3
p



(x)

(k)X +

(x)
2

(k)Y +
2

(k)
2

(p)Z
  (hard hard Anteil)

: (3.60)
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Hierin ist x
:
= j
*
k  
*
p j und
X   
3
4p
2
Sp

A(P )A(Q)

+ 
3
4p
4
h
PA(Q)P
i
=  
1
p
2
  
1
2p
2
; (3.61)
Y   
8
p
2
h
KA(P )A(Q)K
i
 
4
p
4
h
KA(P )K
ih
KA(Q)P
i
 

2
*
k
*
p
p
4
 
1
p
2

4
h
PA(Q)P
i
+ 2
h
KA(P )A(Q)K
i

=
8
3

2
k
2
p
2
 
k
2
*
k
*
p
p
4

1 
(
*
k
*
p)
2
k
2
p
2

+
4
3


  2 + 4
*
k
*
p
p
2
 

k
2
p
2
  2
k
2
*
k
*
p
p
4

1 
(
*
k
*
p)
2
k
2
p
2

; (3.62)
Z 
3
2
h
KA(Q)P
i
 
2
x
2
h
KA(K   P )K
i
+ 
(k
2
  p
2
)
2
2x
2
h
KA(Q)P
i
=  
*
k
*
p  
4
3
k
2
p
2
*
k
*
p
x
4

1 
(
*
k
*
p)
2
k
2
p
2

 
4
3

(k
2
  p
2
)
2
*
k
*
p
x
4
: (3.63)
Wie zuvor sorgt die Subtraktion des hard{hard{Anteils f

ur UV{Konvergenz. In diesem
dient q als IR{Regulator.
Die weitere Auswertung von (3.60) wird in dieser Arbeit leider nicht mehr erfolgen
k

onnen.
3.6 Magnetische Masse
In den letzten Abschnitten konnte leider nicht gezeigt werden, da die transversale
Selbstenergie im statischen Limes und supersoft q mit der regularisierten Selbstenergie
der 3D YM{Theorie identisch ist. Im Gegenteil, wir konnten in 2{loop Ordnung einen
Term  g
4
T
2
ausndig machen, welcher nicht der 3D{Selbstenergie zugeordnet werden
kann. Dieser Term liefert einen Beitrag zu der in (3.2) aufgef

uhrten Gr

oe
2

ss
t
.
Da wir die Gr

oe
2

ss
t
nicht vollst

andig ermittelt haben, k

onnen wir auch keine Aus-
sage dar

uber treen, ob sie verschwindet oder nicht. Wir k

onnen aber davon ausgehen
(Abschnitte 4 und 5), da
2

ss
t
in O(g
4
T
2
) nicht von q abh

angt und somit einen direkten
Beitrag zur magnetischen Masse liefert. Wir bezeichnen diesen mit 
2

. F

ur den Propaga-
torpol bekommen wir f

ur Q
0
= 0 folglich die Relation
0 = q
2
+
t
(Q
0
= 0; q) = q
2
+ 
2

+
3D;reg:
t
(q) : (3.64)
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Es sei daran erinnert, da 
t
nur vom Betrag des

aueren Impulses
*
q abh

angt.
Die 3D{Selbstenergie l

at sich mittels Wick{Rotation in 2+1D

ubertragen : 
3D
(q)!

2+1D
(K
0
; k), wobei der Euklidische Impuls
*
q zum Minkowskischen Dreier{Impuls K =
(K
0
;
*
k ) wird (
*
k ist zwei{komponentig und es gilt  q
2
= K
2
= K
2
0
 k
2
). Die 2+1D YM{
Theorie ist super{renormierbar [50]. Es werden Regulatoren ben

otigt, um endliche Massen
zu erhalten. Die Gr

oe
2+1D
ist regularisiert. Auf die Indizierung
"
t\ und
"
reg:\ wird hier
verzichtet. Nur die 4D transversale Selbstenergie hat ihr

Aquivalent in der 3D{Theorie,
die longitudinale Selbstenergie dagegen nicht. Die Bezeichnung
"
transversal\ macht in 3D
also keinen Sinn mehr.
Die Temperatur in der 3+1D YM{Theorie geht in 2+1D in der Kopplung e auf :
e
2
= g
2
T . Auch die temperaturlose 2+1D YM{Theorie kann diagrammatisch entwickelt
werden. Der gesamte Diagrammsatz bildet den im ersten Kapitel, Abschnit 1.6, erkl

arten
"
Linde{See\. F

ur die diagrammatische Entwicklung werden Propagatoren ben

otigt. In
2+1D (und T = 0) hat der volle Gluon{Propagator in kovarianter Eichung die Gestalt
G
2+1D

(K) =
 
g

 K

K


=
 
K
2
 
2+1D

+ K

K

=K
4
. Der Pol liegt bei
K
2
0
= k
2
+
2+1D
(K
0
; k) : (3.65)
In (3.65) gibt K
0
die Energie und
*
k den Wellenvektor eines propagierenden Gluons
an. Die Gleichung wird gel

ost durch das Energiespektrum eines Ein{Gluon{Zustandes,
welcher durch das Eichfeld A
a
oder,

aquivalent, durch den Strom J
a
repr

asentiert wird.
Gluonen sind farbige Objekte. Dies f

uhrt zu einem Konikt : Aus Analogiegr

unden zu
3+1D erwartet man bei T = 0 n

amlich Farbeinschlu. Das bedeutet insbesondere, da
Ein{Gluon{Zust

ande ausgeschlossen sind. Das Energiespektrum beginnt mit
"
weien\ ge-
bundenen Gluon{Zust

anden, den sogenannten glue balls. Bedeutet dies, da die von KKN
behandelte und im letzten Kapitel vorgestellte 2+1D YM{Theorie f

ur die L

osung der
Dispersionsrelation (3.65) nicht zu gebrauchen ist ?
Die KKN{Theorie hat das Ziel, die funktionale station

are Schr

odinger{Gleichung f

ur
den 2+1D Hamilton{Operator H zu l

osen. Mit dem Ansatz  = e
P
 
0
f

ur die Eigen-
zust

ande ( 
0
ist Eigenfunktion zu H f

ur V = 0) nimmt die Schr

odinger{Gleichung die
Gestalt
e
H 
0
= E  
0
an, wobei
e
H
:
= e
 P
H e
P
ist (siehe Abschnitt 2.4.2). Sowohl
e
H als
auch  
0
sind Funktionale der Fourier{transformierten Felder
e
I
a
(
*
k ) =
i
2
(k
1
  ik
2
)
e
J
a
(
*
k ),
wobei J
a
(
*
r ) der Strom (2.36) ist. Die exakte L

osung der funktionalen Eigenwertgleichung
e
H 
0
= E  
0
(
e
H aus (2.53)) kann nach Obigem jedoch nicht zur gesuchten Energie eines
(physikalisch nicht existierenden) einzelnen Gluons f

uhren. Ein m

oglicher Ausweg liegt
darin, da St

orungsentwicklung und Wahrheit nicht

ubereinstimmen m

ussen. Die Frage
ist dann jene nach der Grenze des st

orungstheoretischen Bereiches.
Ein einzelnes Gluon kann durch das Feld J
a
eichinvariant deniert werden [44]. Ent-
sprechend wird es im Impulsraum durch
e
J
a

e
I
a
dargestellt. W

are der Ein{Gluon{
Zustand Eigenfunktion zu
e
H, dann m

ute
e
I
a
die Schr

odinger{Gleichung l

osen. F

ur die
folgende Analyse fordern wir, da
e
I
a
Eigenfunktion ist. Wir setzen also
e
I
a
als Eigen-
funktion in die Schr

odinger{Gleichung mit
e
H aus (2.53) ein und versuchen, die Energie
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zu ermitteln :
e
H
e
I
a
= m
Z
d
2
k

e
I
a
(
*
k )  2Nk
2

Æ
e
I
a
( 
*
k
)
P

[
e
I]

 2 i
Z
d
2
p F (
*
k ;
*
p)f
abc
e
I
c
(
*
k+
*
p)

Æ
e
I
b
(
*
p
)
P

[
e
I]


!
= E
e
I
a
(3.66)
Da es rechts vom Gleichheitszeichen (in der untersten Zeile) nur einen Term 
e
I
a
gibt,
k

onnen links von diesem Gleichheitszeichen nur solche Terme zur Energie beitragen, wel-
che ebenfalls 
e
I
a
sind. Das bedeutet insbesondere, da der nicht{lineare f
abc
{Term in
(3.66) verschwinden mu. Auch das Funktional P

[
e
I] ist nun auf seinen in den Feldern
e
I
a
quadratischen Term reduziert. [42] : P

! P
quad:
.
Die Forderung nach einem Ein{Gluon{Eigenzustand f

uhrt also dazu, da es den nicht{
linearen Term (wir bezeichnen ihn mit T
nicht lin:
) in
e
H nicht geben darf. Anstelle von H
verwenden wir daher H
quad
:
= H T
nicht lin:
=
:
T
quad
+V. Entsprechend zu (2.52) ist
e
H
quad:
=
e
T
quad:
+V mit
e
T
quad:



Æ
e
I
a
!Æ
e
I
a
+(Æ
e
I
a
P
quad:
)
: (3.67)
Aus Konsistenzgr

unden fordern wir die schon f

ur
e
H geltende Bedingung
e
H
quad:
1 = 0. Aus
dieser kann nun das Funktional P
quad
[
e
I] mittels eines in den Feldern
e
I
a
quadratischen
Ansatzes ermittelt werden :
P
quad:
=
Z
d
2
k
e
I
a
(
*
k )(k
2
)
e
I
a
( 
*
k ) mit (k
2
) =
m 
p
m
2
+ k
2
4Nmk
2
: (3.68)
Da (3.68) die Bedingung
e
H
quad:
1 = 0 erf

ullt, sind in
e
H
quad:
alle nicht{dierenzierenden
Terme beseitigt.
e
H
quad:
reduziert sich damit auf
e
H
quad:
=
Z
d
2
k
p
m
2
+ k
2
e
I
a
(
*
k ) Æ
e
I
a
(
*
k
)
  Nm
Z
d
2
k k
2
Æ
e
I
a
(
*
k
)
Æ
*
I
a
( 
*
k
)
: (3.69)
Wie (3.69) zeigt, wird das Wellenfunktional
e
I
a
(
*
k ) die Eigenwert{Gleichung l

osen. Die
Eigenwert{Gleichung f

ur den Ein{Gluon{Zustand lautet also
e
H
quad:
e
J
a
(
*
k ) =
p
m
2
+ k
2
e
J
a
(
*
k ) ;
*
k = (k
1
; k
2
) : (3.70)
Im zweiten Kapitel, Abschnitt 2.4.2, hatten wir gesehen, da
e
I
a
Eigenfunktion des kine-
tischen Energie{Operators T ist. Der zugeh

orige Eigenwert m ist unendlichfach entartet.
Durch Einbeziehung des Potentials V wird diese Entartung aufgehoben. Wir betonen hier
aber nocheinmal, da es sich bei dem Ein{Gluon{Zustand
e
I
a
um keinen physikalischen
Zustand handelt. Der exakte Operator
e
H d

urfte nur
"
weie\ Eigenzust

ande (glue balls)
haben.
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Ein Aufbrechen der Bindung zwischen den Gluonen erfordert aufgrund des Farbein-
schlusses unendlich hohe Energie. Der Energie{Eigenwert eines hypotetisch existierenden
einzelnen Gluons m

ute demnach unendlich hoch sein. Dies k

onnte man vielleicht dadurch
studieren, da man sowohl das Wellenfunktional  
0
[
e
I] als auch das Funktional P [
e
I] als
Potenzreihe in
e
I ansetzt und die Eigenwert{Gleichung
e
H 
0
= E  
0
Ordnung f

ur Ordnung
l

ost. Aufgrund des Ansatzes f

ur  
0
und P gibt es nun auch einen nicht{linearen Term in
 
0
. Dieser bewirkt dann vielleicht eine unendlich hohe Energie des Ein{Gluon{Zustandes.
Wir vermuten also, da zur Pr

aparierung des st

orungstheoretischen Bereiches der
nicht{lineare Term weggelassen werden mu. Allerdings haben wir hierf

ur nur die zu-
vor angestellten

Uberlegungen, welche zur Eigenwert{Gleichung (3.66) f

uhrten, in der
Hand.
Das aus (3.66) folgende Ein{Gluon{Spektrum ist E  K
0
=
p
k
2
+m
2
. Setzen wir
dies in (3.65) ein, dann folgt
m
2
= 
2+1D
(K
0
; k)



K
0
=
p
m
2
+k
2
mit m
2

e
2
N
2
: (3.71)
In der st

orungstheoretisch behandelten 2+1D{Theorie ist m
2
die Abschirmmasse.
Sollte sich nach Auswertung der 2PI{Diagramme in Abschnitt 3.5 herausstellen, da
keine Gr

oe 
2

existiert, dann w

urde m
2
via e
2
= g
2
T auch die statische Dispersionsrela-
tion (3.64) l

osen. In diesem Fall w

are der Linde{See aufsummiert und m k

onnte mit der
magnetischen Masse identiziert werden.
Falls aber tats

achlich ein endlicher, nicht zur regularisierten 3D{Theorie geh

orender
Beitrag in O(g
4
T
2
) existiert, dann w

urde die Abspaltung und separate Behandlung des
3D{Anteils zu einem Widerspruch f

uhren : Die 3D{Dispersionsrelation wird durch  q
2
=
m
2
gel

ost, w

ahrend in 3+1D  q
2
= 
2

+m
2

mit m
2

:
= 
3D
( q
2
= 
2

+m
2

) die L

osung
w

are. Die KKN{Masse m w

urde in diesem Fall an Bedeutung verlieren, es sei denn, die
3D{Selbstenergie ist in f

uhrender Ordnung (g
4
T
2
) unabh

angig vom Impuls q. Da auch 

als konstant angenommen werden kann, w

are die transversale Selbstenergie (zumindest im
statischen Limes) unabh

angig vom

auseren Impuls (auch die longitudinale Selbstenergie
h

angt in f

uhrender Ordnung (g
2
T
2
) nicht vom

aueren Impuls ab).
Im Falle einer Impulsabh

angigkeit wird 
3D
(q) an der Stelle  q
2
= 
2

+m
2
voraus-
sichtlich vom Eichxierungsparameter  abh

angen : Die transversale Selbstenergie ist auf
der Dispersionskurve {unabh

angig [37]. Es ist davon auszugehen, da dies auch f

ur die
3D{Selbstenergie gilt, d.h. 
3D
ist bei  q
2
= m
2
{unabh

angig, wahrscheinlich aber
nicht bei  q
2
= 
2

+m
2

. Diese {Abh

angigkeit mu durch eine {Abh

angigkeit von 
2

kompensiert werden.
Die oben aufgeworfenen Fragen m

ussen leider (aus Gr

unden der Komplexit

at der
Strukturen) oen bleiben. Nat

urlich geben wir uns gern der Honung hin, es m

ochte
sich jener soft{soft{Zusatzterm aus x3.4.3 perfekt kompensieren, so da kein 

existiert.
Wenn sich zudem obige Vermutung zur Pr

aparierung des st

orungstheoretischen Bereiches
in 2+1D als richtig erweisen sollte, dann k

onnte man sagen, das Linde{Problem im stati-
schen Limes der transversalen Selbstenergie sei gel

ost. Die unendliche numerische Reihe
w

are dann aufsummiert mit dem Resultat m
2
mag
= e
2
N=(2).
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Kapitel 4
Der Druck des Gluon{Systems
In diesem Kapitel behandeln wir den Druck bzw. die Freie Energie des reinen Gluon{
Systems bezogen auf die kritische Ordnung g
6
, in welcher der Linde{Mechanismus in
Erscheinung tritt. Jedoch beschr

anken wir uns hier auf die g
6
T
4
{Beitr

age der 1{ und
2{loop Ordnung. Aus diesen versuchen wir jenen Anteil abzuspalten, welcher der regulari-
sierten 3D{YM{Theorie zugeordnet werden kann. Generische g
6
{Beitr

age entstehen erst
in 4{loop Ordnung.
In den n

achsten Abschnitten werden wir zun

achst das bekannte Resultat f

ur die Freie
Energie bis O(g
3
) reproduzieren, welches allein aus den 1{ und 2{loop Diagrammen folgt.
Anschlieend separieren wir die g
6
{Beitr

age nebst eines UV{Regulators.
4.1 Die Vorgeschichte
Die St

orungsreihe der Freien Energie der Yang{Mills{Theorie hat die Form
F = V T
4
n
c
0
+ c
2
g
2
+ c
3
g
3
+ c
0
4
g
4
ln(g) + c
4
g
4
+ c
0
5
g
5
ln(g) + c
5
g
5
+c
0
6
g
6
ln(g) +O(g
6
)
o
: (4.1)
Die f

uhrende Ordnung bekommt den Wert von 
:
= N
2
  1 Hohlraumstrahlungen.
Die  g
3
{Korrektur wurde 1979 von Kapusta erhalten [5]. Toimela [51] gab 1983 den
g
4
ln(g){Term an. Erst 1994 konnten schlielich Arnold und Zhai durch Resummation der
St

orungsreihe den g
4
{Term ermitteln [14], wof

ur sie erstmalig auch die 3{loop Diagramme
auswerten muten. Ein Jahr sp

ater wurde dieses Ergebnis von Kastening und Zhai um die
g
5
ln(g){ und g
5
{Terme erweitert [15], wobei sich der g
5
ln(g){Term zu Null ergeben hat.
Bis zur Ordnung g
5
reichte es aus, die St

orungsreihe mit der chromoelektrischen Mas-
se (auch debye screening mass genannt) zu resummieren. Diese Abschirmmasse beseitigt
die Infrarot{Divergenzen, welche ohne Resummation ab der dritten loop Ordnung auftre-
ten w

urden. Es gibt in nicht{abelschen Eichtheorien jedoch eine weitere Quelle f

ur IR{
Divergenzen, hervorgerufen durch statische chromomagnetische Felder. Diese treten ab
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O(g
6
T
4
) in Erscheinung, sofern nicht auch der magnetische Sektor in der St

orungsreihe
resummiert wird. Die hierbei generierte magnetische Masse  hat jedoch die Gr

oenord-
nung g
2
T , was zu dem in Kapitel 1.6 beschriebenen Linde{Problem f

uhrt. Der g
6
{Term
in (4.1) kann also st

orungstheoretisch nicht ermittelt werden.
Anders ist das beim g
6
ln(g){Term. Dieser k

onnte im Prinzip erfat werden durch Aus-
wertung der logarithmisch UV{divergenten Integrale in 4{loopOrdnung unter Verwendung
dimensionaler Regularisierung, wie es zum Beispiel in [16] angedeutet wurde. Dennoch
konnte dieser Term bislang nicht angegeben werden, was wohl auf die groe Anzahl der
Diagramme (siehe Abbildung 4.2) und der vier loop{Integrationen zur

uckzuf

uhren ist.
Wir werden uns in diesem Kapitel mit jenen g
6
{Termen befassen, welche in 1{ und 2{
loop Ordnung enthalten sind. Wie zuvor gilt es, den Linde{See{Anteil, also jene Terme mit
Null{Matsubara{Frequenz in allen loops (sowie Beschr

ankung der Propagatoren auf den
transversalen Sektor), zu pr

aparieren. Der 3D{Anteil der Summe aller Diagramme (der
gesamte Linde{See also) ist eine physikalische Gr

oe, n

amlich die Grundzustandsenergie
des 3D YM{Systems (sofern ohne Wechselwirkung auf Null normiert, handelt es sich um
die Korrektur zur Grundzustandsenergie aufgrund der Kopplung e = g
p
T ).
Die Freie Energie F = E   TS wird bei T ! 0 also zur Grundzustandsenergie. Zur
Zeit ist nicht klar, wie diese Gr

oe aus der KKN{Theorie zu entnehmen ist. Wir nehmen
hier jedoch an, da dies m

oglich sei. Die g
6
{Ordnung der Freien Energie k

onnte dann im
Prinzip ermittelt werden. Sie ist vollst

andig in F
0
+ F
1
+ F
2
+ F
3
+ F
alle Imp: ss
>3
enthalten.
Darin ist der letzte Term der >4{loop Anteil der 3D Euklidischen Theorie. Die fehlenden
1{, 2{, 3{ und 4{loop Anteile m

ussen aus F
0
bis F
3
separiert werden. Dabei sollten sich
Regulatoren automatisch ergeben.
Alle nicht zu diesem r

aumlichen Anteil geh

orenden Terme sind st

orungstheoretisch
erfabar. Die hierf

ur ben

otigten Diagramme sind in den Abbildungen 4.1 und 4.2 darge-
stellt, wobei in 3{ und 4{loop Ordnung nur die zwei{Gluon{irreduziblen (2PI{) Diagram-
me angegeben sind. Die zwei{Gluon{reduziblen (2PR{) Diagramme ergeben sich durch
Selbstenergie{Einsetzungen in Diagramme niedrigerer Ordnung. Zu den 2PI{Diagrammen
in 3{loop Ordnung kommen noch 6 2PR{Diagramme und 5 Kreuzchen{Diagramme hin-
zu, zu jenen in 4{loop Ordnung 43 2PR{Diagramme und 30 Kreuzchen{Diagramme. Der
vollst

andige Diagrammsatz in 3{loop Ordnung ist z.B. in [28] angegeben.
p
0
=
1
2
+ 1
p
1
=
1
12
+
1
8
mm
+
1
2
+
1
2

Abbildung 4.1: Die 1{ und 2{loop Diagramme des Druckes p =  F=V einschlielich ihrer kombinato-
rischen Faktoren. Gluon{Propagatoren sind mit durchgezogenen Linien dargestellt, Geist{Propagatoren
mit gepunkteten Linien. Das Kreuz im letzten Diagramm verweist auf Masseneinsetzungen Y.
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p
2
=
1
24
Q
+
1
8
+
1
48
+
1
3
Q
+
1
4
+
1
2
p
3
=
1
12
m
+
1
8
@
@
 
 
+
1
4
+
1
16
+
1
8
+
1
8
+
1
48
+
1
3
+
1
2
+
1
2
+
1
4
@
@
 
 
+ 1
+ 1 + 1 +
1
2
+
1
3
+
1
2
+
1
3
+
1
72
+
1
4
+
1
6
Abbildung 4.2: Die 2PI{Diagramme in 3{ und 4{loop Ordnung einschlielich ihrer kombinatorischen
Faktoren. Die 2PR{Diagramme ergeben sich durch Selbstenergie{Einsetzungen in den Diagrammen nied-
rigerer Ordnung. Die drei Diagramme in der letzten Zeile sind nicht{planar. Sie verschwinden jedoch nach
Farbsummation.
Ein Verfahren, wie sich die Diagramme mit samt ihrer kombinatorischen Faktoren in
beliebiger loop Ordnung generieren, ist in [28] (dortiger Anhang A) angegeben. Die Kom-
plexit

at der Kombinatorik (besonders ab 4{loop Ordnung) macht es praktisch unm

oglich,
das Verfahren per Hand durchzuf

uhren. Umfangreiche MAPLE{Programme werden er-
forderlich. Mit deren Hilfe gelang es schlielich (scheinbar erstmalig) auch die kombina-
torischen Faktoren der 4{loop Diagramme angeben zu k

onnen.
In [28] ist beschrieben, wie sich mit einem IR{Regulator Y

(P ) = 

(P ) in jeder
loop Ordnung alle 2PR{Diagramme wegheben w

urden. Hier benutzen wir jedoch die im
letzten Kapitel angegebene Methode (3.3), also jene mit konstanten Massen und auf die
Null{Mode reduzierte. Diese hat zwar den Nachteil, da sich keine Diagramme wegheben,
aber den Vorteil, da die analytische Behandelbarkeit der Beitr

age einfacher wird [48].
Eine M

oglichkeit, den st

orungstheoretischen vom nicht{st

orungstheoretischen Anteil
zu separieren, bietet die dimensionale Reduktion [16]. Auch bei dieser Methode wird ein
konstanter, auf die Null{Mode beschr

ankter IR{Regulator verwendet. Nur der longitu-
dinale Sektor des Gluon{Propagators erh

alt eine Masse. Um den Linde{See zu erfassen,
wird auf numerische Rechnungen am Gitter verwiesen, was f

ur analytische theoretische
Physiker leider etwas unbefriedigend ist. KKN [22] dagegen behandeln die 3D{Theorie
analytisch. Es w

are daher ein gewaltiger Fortschritt, wenn die 3D{Grundzustandsenergie
aus der KKN{Theorie ermittelt werden k

onnte. Im folgenden gehen wir hiervon aus. Die
60 Kapitel 4
Aufgabe ist also, in jeder loop Ordnung den rein r

aumlichen Anteil in regularisierter Form
abzuspalten, wobei wir uns auf die 1{ und 2{loop Ordnung beschr

anken werden.
4.2 1{loop Diagramme
Die 1{loop Diagramme sind in der ersten Zeile der Abbildung 4.1 zu nden. Diese Dia-
gramme werden jedoch nicht von den Graphenregeln im Anhang B erfat. Die f

uhrende
Ordnung F
0
der Freien Energie mu stattdessen explizit aus Z
0
durch Ausf

uhren des Funk-
tionalintegrals ermittelt werden. Die Herleitung von F
0
ist in [28] (dortiger Anhang C)
angegeben. Das Resultat ist
F
0
=  V
X
P
ln
 
 r(P )
P
2
  Y
t
(P )
s
P
2
P
2
  Y
`
(P )
!
(4.2)
mit r(P ) = T
2
e
j
*
p j
Æ
P
0
;0
  P
2
0
. Die Funktion r(P ) sorgt f

ur den richtigen Wert von 
Hohlraumstrahlungen bei Y
t;`
! 0, also lim
Y
t;`!0
F
0
=  

2
45
V T
4
.
Als IR{Regulator darf auch hier die Minimalform (3.3), d.h. Y
t
= Æ
P
0
;0

2
und Y
`
=
Æ
P
0
;0

2
gew

ahlt werden [48]. Die Bezeichnungen  und  aus dem letzten Kapitel werden
beibehalten. Es sei aber daran erinnert, da   m
el
(m
2
el
ist die f

uhrende Ordnung der
longitudinalen Selbstenergie).  , in (3.3) noch variabel und p{abh

angig, wird trotz der Un-
sicherheiten im letzten Kapitel nun mit einer konstanten magnetischen Masse identiziert.
Die Beschr

ankung der IR{Regularisierung auf die P
0
= 0{Mode zwingt f

ormlich zur
Abspaltung des nackten Anteiles (Y
t;`
= 0) von F
0
: F
0
= F
0(0)
+ F
0( )
mit F
0( )
=
F
0
  F
0(0)
. F

ur F
0(0)
erhalten wir dank der Funktion r(P ) den bekannten Wert f

ur 
Hohlraumstrahlungen,
F
0(0)
=  V
X
P
ln

 r(P )
P
2

=  

2
45
V T
4
: (4.3)
Mit r(P ) wird F
0(0)

uberhaupt erst endlich und F
0
im ganzen ist lediglich noch linear
divergent. r(P ) beseitigt also die schlimmste Divergenz ( P
4
).
F
0( )
besteht aus zwei linear divergenten Termen, welche f

ur P
0
6= 0 verschwinden :
F
0( )
=  V T
Z
3
p
ln

p
2
p
2
+ 
2

 
1
2
V T
Z
3
p
ln

p
2
p
2
+ 
2

: (4.4)
Der erste dieser Terme ist die Denition f

ur F
3D
0
. In 3D

ubernimmt p
2
(im Z

ahler des Lo-
garithmus) die Funktion von r(P ), beseitigt also die kubische Divergenz und sorgt f

ur das
richtige Verhalten von F
3D
0
bei  ! 0, d.h. lim
!0
F
3D
0
= 0. Die Nichtexistenz einer 3D{
Hohlraumstrahlung wird verst

andlich, wenn man bedenkt, da es sich bei dem 3D{Anteil
um eine T = 0{Theorie handelt. Die lineare Divergenz in F
3D
0
ben

otigt einen Regulator,
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welcher, wie sich zeigen wird, genau durch den divergenten Anteil des
"
Kreuzchen{Termes\
gegeben ist.
Der Kreuzchen{Term F

ergibt sich mit den Graphenregeln (Anhang B) aus dem
letzten Diagramm in der zweiten Zeile der Abbildung 4.1 :
F

=
1
2
V
X
P
Sp

Y(P )G(P )

: (4.5)
Aufgrund der IR{Regularisierung (3.3) enth

alt dieser Term keine P
0
6= 0 Anteile. Die
thermische Summe
P
P
reduziert sich also auf T
R
3
p
. Wir behandeln F

nun zusammen
mit F
0( )
. Die Summe beider Terme ist
F
0( )
+ F

=  V T
Z
3
p

ln

p
2
p
2
+ 
2

+

2
p
2
+ 
2

 
1
2
V T
Z
3
p

ln

p
2
p
2
+ 
2

+

2
p
2
+ 
2

=

2
2
V T
Z
1
0
dp

p
2
ln

1 +

2
p
2

  
2

+

2
2
V T
4
Z
1
p
dp
1
p
2
+ 
2
+

4
2
V T
Z
1
0
dp

p
2
ln

1 +

2
p
2

  
2

+

4
2
V T
4
Z
1
0
dp
1
p
2
+ 
2
: (4.6)
In (4.6) sind alle Integrale endlich. Die Terme in der ersten bzw. dritten Zeile sind identisch
mit jenen aus der 3D{Theorie. Die Summe von F
3D
0
und F
3D

ben

otigt also tats

achlich
keinen Regulator.
Das Ergebnis dieses Abschnittes ist
F
0
+ F

=  

2
V
45
T
4
 
V
12

3
T  
V
2
T
Z
3
p

2
 


(p) 
0
(p)

+ F
3D
0
+ F
3D

(4.7)
mit
F
3D
0
+ F
3D

=
V
12

3
T : (4.8)
Keiner der Terme in (4.7) h

angt von der Eichxierung ab. Das Integral im dritten Term
ist bewut nicht ausgewertet worden. Es wird im n

achsten Abschnitt (siehe (4.15)) mit
einem Term aus 2{loop Ordnung kombiniert werden.
Wir betonen an dieser Stelle noch einmal, da F
3D
0
bei verschwindender Kopplung
ebenfalls verschwinden mu, da in einer T = 0{Theorie keine Hohlraumstrahlung mehr
vorhanden ist. Dieser Umstand bewirkt auerdem, da F
3D
0
nicht kubisch, sondern ledig-
lich linear divergiert. Erst die Summe von F
3D
0
und F
3D

ist endlich.
4.3 2{loop Diagramme
Die drei 2{loop Diagramme sind in der zweiten Zeile der Abbildung 4.1 dargestellt. Die
analytischen Ausdr

ucke f

ur diese Diagramme ergeben sich durch Anwendung der in An-
hang B angegebenen Graphenregeln. Nach Ausf

uhrung der Farbsummationen bekommem
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wir f

ur die Freie Energie in 1{loop Ordnung (ohne Kreuzchen{Diagramm) den Ausdruck
F
1
=
V
4
g
2
N
X
K;P

Sp

G(K)

Sp

G(P )

  Sp

G(K)G(P )

 2
h
(2P  K)G(K)G(K   P )G(P )(2K   P )
i
 Sp

G(K)G(P )
h
(K + P )G(K   P )(K + P )
i
+2
1
K
2
(K   P )
2
h
KG(P )(K   P )
i

: (4.9)
Wie schon im letzten Kapitel (siehe (3.5)), nehmen wir auch hier die Aufteilung des
Gluon{Propagators G in G
0
und G
 
vor. Mit dieser Aufteilung lassen sich aus F
1
drei
Teile bilden :
1) F
1(0)
: Hierin sind alle Gluon{Linien nackt.
2) F
1(i)
: Alle Terme enthalten genau einen Gluon{Propagator G
 
.
3) F
1(ii)
: Alle Terme enthalten mindestens zwei Gluon{Propagatoren G
 
.
(4.10)
Auerdem gilt F
1( )
:
= F
1
 F
1(0)
= F
1(i)
+F
1(ii)
. Hierin sollte der 3D{Anteil der 2{loopDia-
gramme verborgen sein. Die Separation des selben nehmen wir im vierten Abschnitt vor.
4.3.1 Diagramme mit nackten Gluon{Propagatoren
Die Terme von F
1(0)
stellen die komplette g
2
{Ordnung dar. Jede Abh

angigkeit vom
Eichxierungsparameter  mu herausfallen. Tats

achlich l

at sich nach einigen Umfor-
mungen zeigen, da sich in F
1(0)
alle (  1), (  1)
2
und (  1)
3
Terme herausk

urzen.
Die {unabh

angigen Terme lassen sich vereinfachen zu
F
1(0)
= V g
2
N
X
K;P
1
K
2
P
2
: (4.11)
Die Auswertung des Summenintegrals
P
P
1
P
2
ist in [28] (dortiger Anhang F) vorgef

uhrt.
Ebenfalls in [28] ist nachzulesen, wie die quadratische Divergenz in dimensionaler Regulari-
sierung beseitigt wird. Die Ausf

uhrung der Frequenzsumme mittels Kontourintegral liefert
somit ein endliches Raumintegral, dessen L

osung bekannt ist :
P
P
1
P
2
=  4
R
3
p
n(p)=p =
 
1
2
2
R
1
0
dp p n(p) =  
T
2
12
. Damit folgt das bekannte Ergebnis in O(g
2
),
F
1(0)
=
V
144
g
2
NT
4
: (4.12)
4.3.2 Reproduktion des bekannten Resultates bis O(g
3
)
In F
1(i)
enth

alt jeder Term einen G
 
{Propagator. Da dieser, wie aus (3.6) hervorgeht,
nur in der Null{Mode existiert, reduziert sich eine der beiden loop{Integrationen in (4.9),
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z.B.
P
P
, auf den r

aumlichen Anteil T
R
3
p
:
F
1(i)
=
V
2
g
2
N
X
K
T
Z
3
p

Sp

G
0
(K)

Sp

G
 
(P )

  Sp

G
0
(K)G
 
(P )

 4
h
(2P  K)G
0
(K)G
0
(K   P )G
 
(P )K
i
+
h
(2P  K)G
0
(K)G
 
(P )G
0
(K   P )(K + P )
i
 2 Sp

G
0
(K)G
0
(K   P )
h
KG
 
(P )K
i
  Sp

G
0
(K)G
 
(P )
h
(K + P )G
0
(K   P )(K + P )
i
+
1
K
2
(K   P )
2
h
KG
 
(P )K
i

: (4.13)
Hier wurde bereits ber

ucksichtigt, da G
 
nur aus einem A{ und einem B{Term besteht,
weswegen G
 
(P )P = 0 gilt. Der Impuls P ist der Einfachheit halber als 4er{Impuls ange-
geben. Die geschweifte Klammer in (4.13) ist dennoch nur f

ur P
0
= 0 von Null verschieden
(jeder der sieben Terme enth

alt G
 
(P ) und verschwindet daher f

ur P
0
6= 0).
Wie weiteres Umformen von (4.13) zeigt, bilden dieG
0
{Propagatoren die 1{loop Selbst-
energie (3.8) mit nackten Linien, d.h.
1

(0)
. Damit bekommt (4.13) die einfache Gestalt
F
1(i)
=  
V
2
T
Z
3
p
Sp

1

(0)
(P )G
 
(P )

= V T
Z
3
p
1

t(0)
(p)
 


(p) 
0
(p)

+
V
2
T
Z
3
p
1

`(0)
(p)
 


(p) 
0
(p)

:(4.14)
Bevor wir mit der Auswertung von F
1(ii)
beginnen, notieren wir zun

achst das folgende
Zwischenresultat, welches sich aus (4.7), (4.12) und (4.14) ergibt :
F
0
+ F

+ F
1
=  

2
V
45
T
4
+
V
144
g
2
NT
4
 
V
12

3
T
+F
3D
0
+ F
3D

+ F
1(ii)
+
V
2
T
Z
3
p

1

`(0)
(p)  
2

 


(p) 
0
(p)

+ V T
Z
3
p
1

t(0)
(p)
 


(p) 
0
(p)

: (4.15)
Die ersten drei Terme stellen mit 
2
=
1
3
g
2
NT
2
das bekannte Ergebnis [5] f

ur die Freie
Energie bis zur Ordnung g
3
T
4
dar. Wir bezeichnen diese Terme zusammenfassend mit
F
bis g
3
.
Wie (D.3) zeigt, bleibt
1

`(0)
(p) f

ur p!1 endlich. Das Integral in der dritten Zeile in
(4.15) ist also endlich wobei p aufgrund der zweiten Klammer im soft{Bereich festgehalten
wird. F

ur soft p ist die f

uhrende Ordnung von
1

`(0)
nach Denition unter (3.3) identisch
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mit 
2
:
1

`(0)
(p)   
2
=
:
Æ
`(0)
 g
3
T
2
. Das Integral (wir bezeichnen es mit F

`
) hat
damit die Gr

oenordnung g
4
T
4
. In verk

urzter Form lautet das Zwischenresultat (4.15)
also
F
0
+ F

+ F
1
= F
bis g
3
+ F

`
+ F
3D
0
+ F
3D

+ F
1(ii)
+ F

t
(4.16)
mit
F

t
:
= V T
Z
3
p
1

t(0)
(p)
 


(p) 
0
(p)

 g
6
T
4
(4.17)
und
F

`
:
=
V
2
T
Z
3
p
Æ
`(0)
(p)
 

`
(p) 
0
(p)

 g
4
T
4
: (4.18)
Auch F
1(ii)
tr

agt fr

uhestens in O(g
4
T
4
) bei, w

ahrend F

t
 g
6
T
4
ist, wie sich im n

achsten
Abschnitt zeigen wird.
4.4 g
6
{Terme aus 1{ und 2{loop Diagrammen
Die Aufgabe ist nun, aus den letzten beiden Termen von (4.16) den regularisierten
3D{Anteil F
3D;reg:
1
zu separieren. Zun

achst notieren wir den Teil F
1(ii)
. Da dieser in jedem
Term zwei Propagatoren G
 
mit verschiedenen Impulsen enth

alt, reduzieren sich beide
loop{Integrationen auf ihren r

aumlichen Anteil. Der Einfachheit halber schreiben wir die
Impulse K und P im Integranden weiter als 4er{Impulse. Zu beachten ist aber, da der
Integrand nur f

ur K
0
= P
0
= 0 existiert.
F
1(ii)
=
V
4
g
2
NT
2
Z
3
k
Z
3
p

Sp

G
 
(K)

Sp

G
 
(P )

  Sp

G
 
(K)G
 
(P )

+8
h
(K + P )G
0
(K   P )G
 
(K)G
 
(P )K
i
 Sp

G
0
(K   P )G
 
(K)
h
KG
 
(P )K
i
 8
h
KG
 
(P )G(K   P )G
 
(K)P
i
 Sp

G
 
(K)G
 
(P )
h
(K + P )G(K   P )(K + P )
i

: (4.19)
F

ur G
 
ist (3.6) einzusetzen. Nach einigen Umformungen erhalten wir
F
1(ii)
= V g
2
NT
2
Z
3
k
Z
3
p




(k) 
0
(k)



(p) 
0
(p)

F

(
*
k ;
*
p)
+



(k) 
0
(k)



(p) 
0
(p)

F

(
*
k ;
*
p)
+



(k) 
0
(k)



(p) 
0
(p)

F

(
*
k ;
*
p)

: (4.20)
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Um (4.20) in kompakter Form notieren zu k

onn Abk

urzungen
F

 1 
1
4
Sp

A(K)A(P )

  2
h
PA(K)A(P )K
i

0
(x) + 4
h
PA(K)P
i

0
(x)
+2
h
PA(K)A(K   P )A(P )K
i


(x) + Sp

A(K)A(P )
h
KA(K   P )K
i


(x)
+2
h
PA(K)P
ih
KA(P )K
i

2
0
(x) 

4
Sp

A(K)A(P )

(k
2
  p
2
)
2

2
0
(x) ; (4.21)
F

 1 + 2
h
PA(K)P
i
; (4.22)
F


h
KA(K   P )K
i


(x) 

4
(k
2
  p
2
)
2

2
0
(x) (4.23)
mit x
:
= j
*
k  
*
p j. Die Produkte mit den Matrizen A sind im Anhang C angegeben. Sie
sind nur f

ur K
0
= P
0
= 0 von Null verschieden. Damit folgt
F

(
*
k ;
*
p) =
1
2
+

3
4
  4k
2

0
(x) + k
2
p
2

2
0
(x)  k
4

2
0
(x)


1 
(
*
k
*
p)
2
k
2
p
2

 
1
2


(x)

k
2
+ 5k
2
p
2

0
(x)  k
4

0
(x)


1 
(
*
k
*
p)
2
k
2
p
2

 

4
(k
2
  p
2
)
2

2
0
(x)

1 +
(
*
k
*
p)
2
k
2
p
2

; (4.24)
F

(
*
k ;
*
p) = 1  2p
2

0
(x)

1 
(
*
k
*
p)
2
k
2
p
2

; (4.25)
F

(
*
k ;
*
p) =  

(x) k
2
p
2

0
(x)

1 
(
*
k
*
p)
2
k
2
p
2

 

4
(k
2
  p
2
)
2

2
0
(x) : (4.26)
Die Ausdr

ucke (4.24), (4.25) und (4.26) setzen wir nun in (4.20) ein. Aufgrund der Dif-
ferenzen in den runden Klammern k

onnen wir leicht verizieren, da in F
1(ii)
alle Terme
endlich sind. Nur der erste von den drei Summanden in (4.20) hat die Gr

oenordnung
g
6
T
4
. Er geh

ort vollst

andig zur 2{loop Ordnung der 3D{Theorie. Der zweite Summand
ist  g
5
T
4
und der dritte  g
4
T
4
.
Die 2{loop Ordnung in 3D ohne Regulatoren erhalten wir aus (4.9) f

ur K
0
= P
0
= 0
und G =  

A  
0
D. Sie unterscheidet sich von dem 3D{Anteil in (4.20) durch drei
divergente Terme :
F
3D
1
= V g
2
NT
2
Z
3
k
Z
3
p




(k) 
0
(k)



(p) 
0
(p)

F

(
*
k ;
*
p)
 
0
(k)



(p) 
0
(p)

+

1 
(
*
k
*
p)
2
k
2
p
2


0
(x)

(p)

+ V T
Z
3
p
1

3D
t(0)
(p)



(p) 
0
(p)

: (4.27)
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Nur der erste Term in (4.27) ist endlich. Er ist in (4.20) enthalten. Im zweiten Term
divergiert das k{Integral. Er l

at sich in (4.20) samt eines Regulators erzeugen, wenn wir
die aus (3.17) folgende Identit

at
0 =  V g
2
NT
2
Z
3
k
Z
3
p

0
(k)
 


(p) 
0
(p)

+ 3R
(1)
1
(4.28)
addieren. Der Regulator ist
R
(1)
1
:
= V g
2
T
2
Z
3
k
Z
3
p
 


(k) 
2
3
k
2

2

(k)
 


(p) 
0
(p)

; (4.29)
wobei als Regulatormasse M
2
= 
2
gew

ahlt wurde. In regularisierter Form verschwindet
der zweite Term in (4.27) also.
Der dritte Term in (4.27) ist problematischer, da sich die Integrale nicht faktorisieren
lassen. Zun

achst erzeugen wir ihn mittels der Identit

at
0 = V g
2
NT
2
Z
3
k
Z
3
p

1 
(
*
k
*
p)
2
k
2
p
2


0
(x)

(p)  2R
(1)
1
  6R
(2)
1
+R

1
: (4.30)
Darin ist
R
(2)
1
:
= V g
2
NT
2
Z
3
k
Z
3
p



(k) 
2
3
k
2

2

(k)



(p) 
2
3
p
2

2

(p)

(4.31)
ein aus (3.17) folgender Regulator, sowohl f

ur das k{ als auch f

ur das p{Integral. Ein
weiterer, zur Regularisierung ben

otigter Term ist
R

1
:
= V g
2
NT
2
Z
3
k
Z
3
p

2
3

0
(k) 

1 
(
*
k
*
p)
2
k
2
p
2


0
(x)



(p) : (4.32)
Hierin konvergiert das k{Integral, w

ahrend das p{Integral quadratisch divergent ist. Se-
pariert man die quadratische Divergenz, so bleibt eine logarithmische Divergenz

ubrig :
Z
3
k

2
3

0
(k) 

1 
(
*
k
*
p)
2
k
2
p
2


0
(x)

=
p
32
; (4.33)
R

1
=
V
32
g
2
NT
2
Z
3
p
p

(p) =
V
64
2
g
2
NT
2

Z
1
0
dp p   
2
Z
1
0
dp
p
p
2
+ 
2

: (4.34)
F

ur beide Terme, den quadratisch divergenten und den logarithmisch divergenten, l

at
sich keine Identit

at nden. Letzterer ist zudem dimensionsbehaftet und bereitet damit die
im letzten Kapitel, Abschnitt 3.4, genannten Schwierigkeiten.
Sowohl R
(1)
1
und R
(2)
1
als auch R

1
werden zur Regularisierung von F
3D
1
ben

otigt. Im
Gegensatz zu R
(1)
1
und R
(2)
1
ist R

1
kein
"
echter\ Regulator, da er keine Regulatormasse
M bzw.  enth

alt und folglich f

ur  ! 1 nicht verschwindet. Es konnte keine Identit

at
gefunden werden, mit Hilfe derer R

1
durch einen  enthaltenden Regulator ersetzt werden
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kann, ohne da dabei logarithmische {Terme entstehen, welche bei  ! 1 divergieren
w

urden. In der gesamten 3D{St

orungsreihe sollten sich aber alle (in einzelnen Termen
auftretenden) quadratischen und logarithmischen Divergenzen wegheben. Dann bliebe
auch von R

1
allenfalls ein endlicher Rest, welcher nicht zur 3D{Theorie geh

ort. Wenn
dagegen in der Summe aller 3D{Diagramme quadratische oder logarithmische Divergenzen

ubrig bleiben w

urden, dann w

are im schlimmsten Fall eine Abspaltung des 3D{Anteils
der Freien Energie in regularisierter Form nicht m

oglich.
Wir kommen nun zum letzten Term in (4.27). Dieser enth

alt die 1{loop 3D{Selbst-
energie mit nackten Linien und ist der 3D{Anteil von F

t
in (4.16), weswegen wir ihn
entsprechend mit F
3D

bezeichnen. W

are die p{Integration auf Impulse   beschr

ankt,
dann k

onnten wir die aus Abschnitt 3.2.1 bekannte Beziehung
1

t(0)
=
1

3D;reg:
t(0)
einsetzten
und h

atten sofort einen Regulator gefunden. Doch f

ur p ! 1 divergiert das p{Integral
in F
3D

logarithmisch. Im n

achsten Abschnitt werden wir sehen, da diese logarithmische
Divergenz durch Terme aus 3{loop Ordnung beseitigt wird (auch die logarithmischen
Divergenzen in F
3D
0
und F
3D

heben sich in der Summe beider Terme weg, siehe (4.6)).
Um einen endlichen Ausdruck aufschreiben zu k

onnen, f

uhren wir formell den Regulator
R

ein, welcher bei Hinzunahme der genannten Terme wieder verschwindet.
F

t
= V T
Z
3
p
1

3D;reg:
t(0)
(p)
 


(p) 
0
(p)

+R

= V T
Z
3
p
1

3D
t(0)
(p)
 


(p) 
0
(p)

  2R
(1)
1
+R

: (4.35)
Aus den Ergebnissen dieses und des letzten Abschnittes erhalten wir f

ur die Freie
Energie bis 2{loop Ordnung das vorl

auge Resultat
F
0
+ F

+ F
1
= F
bis g
3
+ F
g
4
1
+ F
g
5
1
+ F
g
6

`
+
 
F
3D
0
+ F
3D


+
 
F
3D
1
+ R
1
+ R

1
+ R


: (4.36)
Darin ist R
1
:
=  R
(1)
1
  6R
(2)
1
der Regulator f

ur die linearen Divergenzen in F
3D
1
. Die
Summe F
3D
0
+ F
3D

ben

otigt keinen Regulator. In F
g
4
1
und F
g
5
1
sind alle 2{loop g
4
{ bzw.
g
5
{Terme enthalten.
Es sollte nicht davon ausgegangen werden, da zu O(g
6
T
4
) nur der 3D{Anteil von
(4.36) beisteuert. Auch F

`
oder R

1
k

onnten endliche Terme  g
6
T
4
(erstere sind in(4.36)
mit F
g
6

`
bezeichnet) produzieren. Diese explizit anzugeben war jedoch nicht das Ziel dieses
Kapitels. Es galt lediglich den 3D{Anteil der 1{ und 2{loop Diagramme zu separieren. Da
es neben dem 3D{Anteil noch weitere g
6
{Beitr

age geben k

onnte, schadet (anders als bei
der transversalen Gluon{Selbstenergie) nicht der Philosophie. Nat

urlich ist aber nicht
ausgeschlossen, da sich etwaige g
6
{Beitr

age, welche nicht der 3D{Theorie zugeordnet
werden k

onnen, gegen g
6
{Terme aus h

ohreren loop Ordnungen wegheben.
Im letzten Abschnitt konnten wir recht einfach F
bis g
3
angeben. Um die Freie Energie
bis zur bekannten Ordnung g
5
T
4
zu reproduzieren, m

uten die 3{loop Diagramme in
f

uhrender und n

achst{f

uhrender Ordnung ausgewertet werden. Aber auch hier gilt unser
Interesse dem 3D{Anteil und dessen Regulatoren.
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4.5 Ausblick zu 3{ und 4{loop Diagrammen
Die 3{ und 4{loop 2PI{Diagramme sind in Abbildung 4.2 dargestellt. Die 2PR{Dia-
gramme, welche dort nicht angegeben sind, entstehen durch Selbstenergie{ bzw. Kreuz-
chen{Einsetzungen in Diagramme niedrigerer Ordnung. Im Falle der 3{loop Diagramme
lassen sich die 2PR{Diagramme einfach zusammenfassen zu
1
4


x x
+
1
2


x

+
1
4


 
(4.37)
mit
x
=
1
2
+
1
2
+ 1
(4.38)
(4.38) ist die 1{loop Selbstenergie (3.8), mit welcher sich der 2PR{Anteil der Freien Energie
in 3{loop Ordnung in recht einfache Gestalt bringen l

at :
F
2PR
2
=  
V
4
X
P
Sp

G(P )
 
1
(P ) Y(P )

G(P )
 
1
(P ) Y(P )


: (4.39)
Der IR{Regulator ist nur f

ur P
0
= 0 von Null verschieden. In diesem Fall beseitigt Y die
f

uhrende Ordnung der 1{loop{Einsetzung
1
, so da
1
 Y  g
3
T
2
ist, (3.3). Die 3{loop
2PR{Diagramme sind daher nicht ordnungsreduzierend [30].
Wie schon bei den 2PR{Diagrammen der Gluon{Selbstenergie (Abschnitt 3.4) erweist
es sich auch hier als sinnvoll, den 2PR{loop in P
0
= 0 und P
0
6= 0 aufzuspalten :
P
P
=
P
0
P
+T
R
3
p
F
2PR
2
=  
V
4
X
P
0
Sp

G
0
(P )
1
(P )G
0
(P )
1
(P )

 
V
4
T
Z
3
p

2

(p)

1

`
(p)  
2

2
 
V
2
T
Z
3
p

2

(p)

1

t
(p)  
2

2
  
2
V
4
T
Z
3
p

2
0
(p)

1

d
(p)

2
(4.40)
(der Strich an
P
P
steht f

ur P
0
6= 0). Soll der Druck lediglich bis O(g
4
T
4
) angegeben
werden, dann mu nur der erste Term ber

ucksichtigt werden. Der zweite Term tr

agt
wegen
1
   
2
 g
3
T
2
erst in O(g
5
T
4
) bei. Der 3D{Anteil von F
2PR
2
ist in den beiden
Termen der zweiten Zeile enthalten.
Die {Abh

angikeit in (4.40) werden wir nicht weiter untersuchen. Es ist davon auszu-
gehen, da sich die {Terme im 3D{Anteil nicht aufheben werden. Der gesamte Linde{See
mu aber (da eine physikalische Gr

oe) {unabh

angig sein. Im letzten Kapitel haben wir
gesehen, da die 1{loop{Einsetzung
1

t
(p) f

ur supersoft p bereits den Regulator f

ur den
3D{Anteil enth

alt :
1

t
=
1

3D;reg:
t
. Mit einem Regulator f

ur das p{Integral mu daf

ur ge-
sorgt werden, da p im supersoft{Bereich festgehalten wird. Diesen Regulator bezeichnen
wir mit R
2PR
2;p
. Er sollte (bei Ausweitung der Frequenzsumme auch auf P
0
= 0) in den
ersten beiden Termen von (4.40) verborgen sein.
F
2PR3D;reg:
2
=  
V
2
T
Z
3
p
n

2

(p)

1

t
(p)  
2

2
+ R
2PR
2;p
+ ( Terme)
o
: (4.41)
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Zusammen mit F

t
aus (4.35) bekommen wir
 
F

t
+ F
2PR
2

3D;reg:
=  V T
Z
3
p

1
2

4

2

(p)  
2
1

t( )
(p)
2

(p)
 
2
1

t(0)
(p)

(p)
 


(p) 
0
(p)

+
1
2
 
1

t
(p)

2
 

2

(p) + <
p

+ ( Terme)

: (4.42)
Der erste Term ben

otigt keinen Regulator. Im zweiten Term ist
1

t( )
(Abschnitt 3.2)
endlich. In Analogie zu
1

`( )
nehmen wir an, da
1

t( )
(p) f

ur p!1 endlich bleibt.
Dann ben

otigt auch der zweite Term keinen Regulator. Im dritten Term, welcher den
Ausdruck F

t
enth

alt, kann
1

t(0)
durch
1

3D;reg:
t(0)
ersetzt werden. Aufgrund der Dierenz
in der runden Klammer wird der loop{Impuls p trotz der linearen p{Abh

angigkeit von
1

3D;reg:
t(0)
(p) (siehe Anhang D) im supersoft{Bereich festgehalten. Der in (4.35) eingef

uhrte
Regulator R

wird nicht mehr ben

otigt. Im vierten Term sorgt der Regulator <
p
f

ur
Konvergenz des p{Integrals, so da auch hier das Resultat aus Abschnitt 3.2 verwendet
werden kann :
1

t
=
1

3D;reg:
t
. Den Regulator <
p
k

onnen wir leider nicht angeben. Es w

are
w

unschenswert, da er sich aus der 4D{Theorie automatisch ergibt.
Wesentlich komplizierter erweisen sich die 2PI{Diagramme. Zun

achst ist, wie in Ab-
schnitt 4.3, eine Aufteilung der Gluon{Propagatoren G in G
0
und G
 
vorzunehmen. F

ur
die 3{loop 2PI{Diagramme lassen sich vier Teile bilden :
1) F
2(0)
: Hierin sind alle Gluon{Linien nackt.
2) F
2(i)
: Alle Terme enthalten genau einen Gluon{Propagator G
 
.
3) F
2(ii)
: Alle Terme enthalten genau zwei Gluon{Propagatoren G
 
.
4) F
2(iii)
: Alle Terme enthalten mindestens drei Gluon{Propagatoren G
 
.
(4.43)
F

ur die Freie Energie bis einschlielich O(g
4
T
4
) mu lediglich der erste Teil ber

ucksichtigt
werden. Die g
5
{Terme sind vollst

andig im zweiten Teil enthalten. Erst in O(g
6
T
4
) wird
auch der dritte und vierte Teil ben

otigt. Bis auf den ersten liefern alle Teile g
6
{Beitr

age
und werden vermutlich Terme zum 3D{Anteil beisteuern.
Analog lassen sich die 4{loop Diagramme behandeln. Im Regulator f

ur die 3D{2PR{
Diagramme sollte jener f

ur die transversale Selbstenergie enthalten sein. Im Unterschied zu
(4.39) gibt es jetzt aber auch Diagramme mit 2{loop Selbstenergie{Einsetzungen, dessen
3D{Regulatoren wir im letzten Kapitel nicht angeben konnten.
Der generische Vorfaktor der 4{loop Diagramme ist  g
6
. Aufgrund dessen liefert be-
reits jener Anteil, in welchem alle loop{Impulse hard sind, einen Beitrag zu O(g
6
T
4
). Die
geschickte Wahl der Massen in (3.3) bewirkt, da alle anderen Anteile, mit Ausnahme
des reinen 3D{Anteils und jenes Anteiles, in welchem alle inneren Impulse  gT sind, bis
einschlielich O(g
6
T
4
) nicht ber

ucksichtigt zu werden brauchen. Um den st

orungstheo-
retischen Anteil der 4{loop Diagramme in O(g
6
T
4
) zu erhalten, reicht es also aus, die
eben genannten Anteile (alle Impulse hard, alle Impulse soft) auszuwerten. Dies d

urfte
sich aber wegen der groen Anzahl der Diagramme und der vierfachen loop{Integration
als schwierig erweisen. Der 3D{Anteil mu nicht{st

orungstheoretisch ermittelt werden.
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Unsere im statischen Limes der transversalen Selbstenergie erprobte Methode kann
zwanglos auch bei der Behandlung der Freien Energie verwendet werden. Den 3D{Anteil
zu pr

aparieren, sollte insgesamt m

oglich sein. Liegt einmal das exakte Resultat f

ur den-
selben vor, dann wird es m

oglich und sinnvoll, sich um die Freie Energie in der bislang
nicht berechenbaren Ordnung g
6
T
4
zu bem

uhen.
Zusammenfassung
Die Behandlung der Gluon{Wechselwirkung ist ein Beitrag zum Verstehen nicht{
abelscher Feldtheorie, vielleicht sogar der wichtigste. Im Grenzfall extrem hoher Tempera-
tur T wird die Kopplung klein (g  1), und damit eine st

orungstheoretische Behandlung
des Gluon{Systems m

oglich. Wie bereits 1980 von Linde vorhergesagt, f

uhren jedoch chro-
momagnetische Eekte zu einer Berechenbarkeitsschwelle : Aufgrund der Gr

oenordnung
der thermisch generierten magnetischen Masse m
mag
 g
2
T entstehen unendlich viele
Terme gleicher Ordnung, wodurch St

orungsrechnung am Druck ab O(g
6
T
4
) und an der
Gluon{Selbstenergie ab O(g
4
T
2
) unm

oglich wird. Die aufzusummierende numerische Rei-
he ist in dem auf 3D reduzierten Anteil der Theorie enthalten, welcher k

urzlich als 2+1D
Yang{Mills{Theorie bei T = 0 von Karabali, Kim und Nair nicht{st

orungstheoretisch
behandelt wurde. Nach 20 Jahren ist nun eine M

oglichkeit er

onet, die oben genannte
Schwelle zu

uberwinden.
Die vorliegende Arbeit hat zum Ziel, die nicht{st

orungstheoretischen Resultate f

ur
das Verst

andnis des 4D thermischen Yang{Mills{Systems zu nutzen. Insbesondere wird
die Abspaltung des r

aumlichen Anteils der transversalen Selbstenergie im statischen Limes
behandelt. Wie erwartet, kann das 3D{Untersystem aus der 4D{Struktur herausgetrennt
werden und zwar als regularisierte 3D YM{Theorie. In 1{loop Ordnung werden die Re-
gulatoren explizit erhalten. Das Arbeiten mit konstanten infrarot{regulierenden Massen
hat sich dabei gut bew

ahrt. F

ur die 2{loop Ordnung kann gezeigt werden, da der ge-
nerische Beitrag mit harten inneren Impulsen verschwindet. Wegen der sehr komplexen
Strukturen der zwei{Gluon{irreduziblen Diagramme kann der 3D{Anteil und dessen Re-
gularisierung im wesentlichen nur f

ur die zwei{Gluon{reduziblen Diagramme untersucht
werden. Ob die allgemeine Annahme, da auer dem regularisierten 3D{Anteil keine wei-
teren Terme zur transversalen Selbstenergie im statischen Limes beitragen, richtig ist,
bleibt damit leider oen.
Der letzte Teil dieser Arbeit befat sich mit dem Druck des Gluon{Systems. Hier
entf

allt von vornherein analytische Fortsetzung der diskreten Matsubara{Frequenzen. Die
Untersuchungsmethode ist im wesentlichen jene der statischen Behandlung der Selbstener-
gie. In 1{ und 2{loop Ordnung gelingt es, den 3D{Anteil abzuspalten und Regulatoren zu
erhalten. Die Vorgehensweise bis zur generischen 4{loop Ordnung wird grob skizziert.
Es ist durchaus m

oglich, auch wenn vorerst noch Vermutungen ben

otigend, da die
Aufsummation der unendlichen Linde{Reihe bereits gelungen ist. Die thermische 4D{
Diagrammatik kann mit exakten 3D{Resultaten kombiniert werden.
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Anhang
Anhang A Ein typisches 1{loop{Integral
In diesem Anhang ermitteln wir explizit den Beitrag (3.10) zur 1{loop transversalen
Selbstenergie im statischen Limes (Q
0
= 0, q  g
2
T ),
1

t(0)
i
(q) = g
2
N
X
P

 2
1
P
2
  2
p
2
P
2
(P  Q)
2

1 
(
*
p
*
q )
2
p
2
q
2





Q
0
=0
: (A.1)
Die Frequenzsumme f

ur die diskreten Werte P
0
= i!
n
werten wir mittels

Ubergang zum
Kontourintegral aus (siehe [28], dortiger Anhang F) :
X
P
0
R(i!
n
) =  
1
2i

I
C
dz n(z)R(z)

Re(z)6=0
: (A.2)
Darin ist n(z) = 1=(e
z
  1) die Bose{Funktion. Die Kontour C umschliet alle Pole der
Funktion R(z) im mathematisch positivem Sinn. Die L

osung des Integrals ist die Summe
der Residuen von n(z)R(z) in den singul

aren Punkten von R(z). Da p
2

1 
(
*
p
*
q
)
2
p
2
q
2

bei
Verschiebung
*
p !
*
q  
*
p unver

andert bleibt und n( p) =  n(p)   1, erhalten wir f

ur
(A.1)
1

t(0)
i
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2
N
Z
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p
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(
*
p
*
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2
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2
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*
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*
q )
2

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 
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!
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2
N
Z
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+ 4
p
p
2
  (
*
p  
*
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2

1 
(
*
p
*
q )
2
p
2
q
2

: (A.3)
Die quadratischen Divergenzen im 1=2{Term heben sich weg. Der 1=2{Term ist lediglich
logarithmisch UV{divergent mit einem Vorfaktor g
2
q
2
. Sein divergenter Anteil mu sich
in O(g
6
T
2
) mit anderen logarithmisch divergenten Termen wegheben. In der uns inter-
essierenden Ordnung g
4
T
2
kann der 1=2{Term somit vernachl

assigt werden. Die Win-
kelintegration in (A.3) l

at sich auf zwei elementare Integrale zur

uckf

uhren. In O(g
4
T
2
)
ist
1

t(0)
i
(q) =
g
2
N
4
2
Z
1
0
dp n(p) p

2 +

2p
q
 
q
2p

ln

j2p  qj
2p+ q

: (A.4)
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Hier ist es nun erlaubt, die Bose{Funktion n(p) durch T=p zu ersetzen. F

ur p  T gilt
selbstverst

andlich n(p) = T=p + O(1). F

ur p  T  q kann die geschweifte Klammer
entwickelt werden und verschwindet in f

uhrender Ordnung : p f g = O(q
2
=p). Der Inte-
gralbeitrag f

ur groe p ist also vernachl

assigbar, so da
1

t(0)
i
 g
2
T
R
1
0
dp f g. Nun l

at
sich das Integral termweise mit Hilfe partieller Integration auswerten :
Z
1
0
dp

2 +
2p
q
ln

j2p  qj
2p+ q

=
Z
1
0
dp

1 
p
2
q
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2
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
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2
Z
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2
  q
2
= 0 ; (A.5)
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  q
2
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
2
4
q : (A.6)
Also ist
1

t(0)
i
(q) =
q
16
g
2
NT : (A.7)
Behauptung : Der Ausdruck (A.1) ist in O(g
4
T
2
) identisch mit (3.16), d.h.
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: (A.8)
Die Winkelintegration ist bereits ausgef

uhrt. Das verbliebene 1D{Integral bearbeiten wir
termweise. Mittels partieller Integration und (A.5), (A.6) folgt
Z
1
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dp

2 +
p
q
ln

jp  qj
p+ q

= 0 ; (A.9)
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= 0 : (A.11)
Damit ist die Behauptung erwiesen.
Anhang 75
Anhang B YM{Graphenregeln
Die Graphenregeln f

ur die Selbstenergie{ und Druck{Diagramme der YM{Theorie [27] :
1. Zeichne alle topologisch verschiedenen zusammenh

angenden Diagramme der n{ten
Ordnung. Markiere Masseneinsetzungen durch Kreuze in den Linien.
2. Bestimme den kombinatorischen Faktor f

ur jedes Diagramm.
3. Gebe jeder Linie einen Impuls P , so da an den Vertizes Impulserhaltung gelte,
schreibe f

ur jede Gluon{Linie
-
P
a

b

=^ Æ
ab
G

(P )
(B.1)
und f

ur jede Geist{Linie
p p p p p p p p p p p p p p p p p p p p p-
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4. Setze f

ur die Vertizes
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(B.5)
f

ur ein Kreuz in einer Gluon{Linie mit Impuls P setze
- -
x
P
a

b

=^ Æ
ab

 Y

(P )

:
(B.6)
5. Summiere mit
P

uber alle Impulse.
6. Multipliziere mit ( 1) f

ur jeden Geist{loop.
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Anhang C Lorentz{Matrix{Basis
Basis symmetrischer Lorentz{Matrizen :
A = g  B  D ; B =
e
P Æ
e
P
 P
2
; C =
P Æ
e
P +
e
P Æ P
 
p
2 P
2
; D =
P Æ P
P
2
; (C.1)
mit
e
P =
 
p; P
0
*
p=p

.
Die wichtigsten Relationen zwischen den in dieser Arbeit verwendeten Matrizen A, B und
D sind :
A(P )P = A(P )
e
P = B(P )P = D(P )
e
P = 0 ; B(P )
e
P =
e
P ; D(P )P = P ;
A(P )B(P ) = A(P )D(P ) = B(P )D(P ) = 0 ;
A(P )A(P ) = A(P ) ; B(P )B(P ) = B(P ) ; D(P )D(P ) = D(P ) ;
Sp(A(P )B(P )) = Sp(A(P )D(P )) = Sp(B(P )D(P )) = 0 ;
1
2
Sp(A(P )A(P )) = Sp(B(P )B(P )) = Sp(D(P )D(P )) = 1 : (C.2)
F

ur P
0
= Q
0
= 0 ist
A(
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0). Daraus folgt
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Anhang D 1{ und 2{loop Selbstenergie{Diagramme
In diesem Anhang sind die analytischen Ausdr

ucke f

ur die 1{ und 2{loop Selbstenergie{
Diagramme angegeben, wie sie sich aus den Graphenregeln im Anhang C ergeben. Die
Farbsummationen sind bereits ausgef

uhrt. Der

Ubersicht halber sind die 4er{Indizes in
Matrix{ und Vektorprodukten weggelassen.
1{loop Selbstenergie
x
=
1
2
+
1
2
+ 1
=
1
 ;
1


(Q) = g
2
N
X
P

G

(P )  Sp

G(P )

g

 2

(P   2Q)G(P )G(P  Q)


(2P  Q)

+

(P   2Q)G(P )



(P +Q)G(P  Q)


+
1
2
Sp

G(P )G(P  Q)

(2P  Q)

(2P  Q)

+
h
(P +Q)G(P  Q)(P +Q)
i
G

(P )
 
1
P
2
(P  Q)
2
P

(P +Q)


: (D.1)
F

ur nackte Gluon{Propagatoren und Q
0
= 0 ist die 1{loop transversale Selbstenergie
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gegeben und die 1{loop longitudinale Selbstenergie
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F

ur soft q werten wir die Integrale in (D.2) und (D.3) bis einschlielich O(g
2
qT ) aus.
Die ersten beiden Terme in (D.2) wurden im Anhang A ermittelt :
1

t(0)
i
= g
2
NTq=16.
Die Auswertung der ersten beiden Terme in (D.3) l

at sich auf Anhang A zur

uckf

uhren :
1

`(0)
i
= m
2
el
= g
2
NT
2
=3. Alle anderen Terme enthalten q
2
im Z

ahler. Die thermische
P{Summe kann daher in O(g
2
qT ) auf die P
0
= 0{Mode reduziert werden. In den Termen
sind vier Winkelintegrationen zu unterscheiden :
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Unter Ausschlu der jeweils ersten beiden Terme erhalten wir aus (D.2) bzw. (D.3)
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Die hierin enthaltenen Integrale lauten
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Zusammen mit dem Ergebnis (A.7) erhalten wir
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mit q  T . Zu beachten ist, da
1

t(0)
vom Eichxierungsparameter  abh

angt, w

ahrend
1

`(0)
{unabh

angig ist.
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2{loop Selbstenergie
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Anhang E Statischer und langwelliger Limes
Hier wird anhand des Integrals I
1
(Q) (siehe (3.29)) gezeigt, da f

ur soft Q der lang-
wellige Limes (q ! 0) nicht vertauschbar ist mit dem statischen Limes (Q
0
! ! ! 0).
I
1
(Q) sei dimensional regularisiert, weswegen alle Terme ohne Bose{Funktion verschwin-
den. Terme mit Bose{Funktion sind UV{endlich und brauchen nicht regularisiert werden
(dimensionale Regularisierung f

uhrt auf Terme  ", welche f

ur "! 0 verschwinden).
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Analytisches Fortsetzen der Matsubara Frequenzen Q
0
nach ! + i bringt drei Schnitte
auf der reellen Achse zum Vorschein. Wegen Beibehaltung der +=  Symmetrie von Q
0
reicht ein Schnitt von ! =  q bis nach ! = q (wenn q reell ist, siehe Abbildung E.1). Die
anderen beiden Schnitte reichen bis !1. Dessen innere Endpunkte sind jedoch bereits
weit auerhalb des soft{Bereichs bei !  T . F

ur soft oder supersoft !, q vereinfacht sich
(E.1) daher zu
I
1
(! + i;
*
q ) =
T
2
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
! + q + i
!   q + i
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2
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2

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Hier existiert nur noch ein Schnitt, welcher von  q nach q reicht. Beim Erreichen der
Plasmon{Frequenz, d.h. ! ! m mit q ! 0 ( = 0), erh

alt (E.2) den bekannten Wert
T
2
=36 [11]. F

ur ! < m ist dagegen q
2
negativ, weswegen der Schnitt nun auf der ima-
gin

aren Achse liegt (Abbildung E.1). Jetzt ist der Limes ! ! 0 (wieder  = 0) m

oglich,
w

ahrend jqj endlich, aber supersoft bleibt. Im statischen Limes bekommt (E.2) daher den
Wert T
2
=12. Dieser ist identisch mit dem Wert von I
1
f

ur Q
0
= 0 (jqj  T ) ohne, da
analytisch fortgesetzt wird.
 

!
q q



 ijqj
ijqj

!
Abbildung E.1: Die komplexe Q
0
= ! + i Ebene zum einen im langwelligen Limes (links) und zum
anderen im statischen Limes (rechts).
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Anhang F MAPLE{Programme
Zur 2{loop Ordnung der Gluon Selbstenergie tragen 13 Diagramme bei. Nach Anwen-
dung der Graphenregeln und Ausf

uhrung der Farbsummationen entstehen eine Vielzahl
von Termen, welche im Anhang D angegeben sind. F

ur ein weiteres Auswerten dieser Ter-
me ziehen wir MAPLE{Programme zur Hilfe, insbesondere um die verbliebenen Lorentz{
Kontraktionen auszuf

uhren.
Zun

achst werden die formellen Ausdr

ucke f

ur die 2{loop Diagramme (Anhang D,
(D.15) bis (D.23)) in
"
MAPLE{Sprache\

ubersetzt. Als Beispiel geben wir das erste (D.17)
und das letzte (D.23) Diagramm der zweiten Zeile in Abbildung 3.1 an :
### dia1 ### (D.17)
con := 3/2*( G(k,1,2)*G(kp,2,1)*G(pq,m,n) - G(k,m,1)*G(kp,1,2)*G(pq,2,n) ) :
### dia7 ### (D.23)
con := -2*O.k*O.k*O.kp*O.kq*(k1-p1*G(k,1,2)*k2*(km-qm)*kn :
Wie Anhang D zeigt, sind die formellen Ausdr

ucke f

ur die anderen 2{loop Diagramme
weniger einfach. Besonders (D.20) ben

otigt in den unten aufgef

uhrten Programmen einiges
an Rechenkapazit

at.
Das folgende Programm `haupt` liest z.B. `dia1`. Im Unterprogramm `symm` wer-
den Symmetrie{Eigenschaften ber

ucksichtigt. Die Lorentz{Kontraktionen werden in den
Unterprogrammen `contrab` bzw. `contrag` ausgef

uhrt. Das Ergebnis wird in `mo1` abge-
speichert.
### haupt ### braucht `dia1-9` und `symm`, `contrab`, `contrag`
G := proc(P,a,b) ; if P = kp then P.a := k.a - p.a ; P.b := k.b - p.b ; fi ;
if P = kq then P.a := k.a - q.a ; P.b := k.b - q.b ; fi ;
if P = pq then P.a := p.a - q.a ; P.b := p.b - q.b ; fi ;
### nackter Gluon-Propagator:
O.P*(g.a.b - alf*O.P*P.a*P.b) ;
### voller minus nackter Gluon-Propagator:
# (T.P - O.P)*(g.a.b - O.P*P.a*P.b) + (L.P - O.P)*B.a.b ;
end :
read dia1 ; ### Ziffer entsprechend austauschen
read symm ;
dim := 4 :
#dim := 3 : read contrab ; ### nur im Falle des VOLLEN Gluon-Propagators
read contrag ;
dgg := coeff(con,gmn,1) : con := con - gmn*dgg :
if dgg=0 then nugg := 0 else nugg := nops(dgg) fi ;
dpp := coeff(con,pm,2) : con := con - pm^2*dpp :
dpp := subs(p=x,k=p,x=k,pq=xq,kq=pq,xq=kq, dpp) :
dkk := coeff(con,km,2) : con := con - km^2*dkk :
dkk := expand(dkk+dpp) :
if dkk=0 then nukk := 0 else nukk := nops(dkk) fi ;
dkp := coeff(coeff(con,km,1),pm,1) : con := con - km*pm*dkp :
if dkp=0 then nukp := 0 else nukp := nops(dkp) fi ;
rest := expand(con) ; ### Probe
save dgg, nugg, dkk, nukk, dkp, nukp, `mo1` ; ### Ziffer entspr. austauschen
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Obiges Programm kann sowohl f

ur nackte Propagatoren G
0
(Abschnitt 3.3) als auch
f

ur die Dierenz G
 
= G   G
0
(Abschnitt 3.5) verwendet werden. In letzterem Fall
gilt K
0
= P
0
= 0 und wegen des statischen Limes Q
0
= 0. Die Matrix B kann durch
UÆU ersetzt werden. Die Matrix A enth

alt keine Null{Komponenten (Anhang C). In der
in `haupt` verwendeten Darstellung der Matrix A enth

alt `g` also ebenfalls keine Null{
Komponente. Produkte zwischen `g` und `B` verschwinden daher.
Das Unterprogramm `symm` ber

ucksichtigt die Symmetrien der Lorentz{Matrizen
und Vereinfachungen, welche sich durch Spurbildung der Selbstenergie (Q) mit A(Q)
ergeben :
### symm ### fuer `haupt`
con := subs(Bm1=0,B1m=0,Bn1=0,B1n=0,Bm2=0,B2m=0,Bn2=0,B2n=0,
Bm3=0,B3m=0,Bn3=0,B3n=0,Bm4=0,B4m=0,Bn4=0,B4n=0,
Bm5=0,B5m=0,Bn5=0,B5n=0,Bm6=0,B6m=0,Bn6=0,B6n=0, con) :
con :=subs(B21=B12,B31=B13,B41=B14,B51=B15,B61=B16,B32=B23,B42=B24,B52=B25,
B62=B26,B43=B34,B53=B35,B63=B36,B54=B45,B64=B46,B65=B56, con) :
con := subs(qm=0,qn=0,kn=km,pn=pm, con) :
con := subs(g1n=g1m,g2n=g2m,g3n=g3m,g4n=g4m,g5n=g5m,g6n=g6m,
gn1=gm1,gn2=gm2,gn3=gm3,gn4=gm4,gn5=gm5,gn6=gm6, con) :
con := subs(g1m=gm1,g2m=gm2,g3m=gm3,g4m=gm4,g5m=gm5,g6m=gm6,gnm=gmn,
g21=g12,g31=g13,g41=g14,g51=g15,g61=g16,g32=g23,g42=g24,g52=g25,
g62=g26,g43=g34,g53=g35,g63=g36,g54=g45,g64=g46,g65=g56, con) :
con := expand(con) : nu_symm := nops(con) ;
Die Diagramme k

onnen maximal f

unf Gluon{Propagatoren enthalten. Wird solch ein
Diagramm in `haupt` eingesetzt, dann m

ussen in jedem Term sechs Lorentz{Kontraktionen
ausgef

uhrt werden. Die in `haupt` eingelesenen Unterprogramme werden daher sehr lang.
Wir geben sie hier nur soweit an, da die Funktionsweise deutlich wird.
Im Fall des nackten Gluon{Propagators G
0
wird neben `symm` nur das Unterpro-
gramm `contrag` eingelesen :
### contrag ### fuer `haupt`
### gij mit gjl , i,j,l=1..6
cf := coeff(diff(con,g12),g13,1) : con := con - g12*g13*cf + g23*cf : # u.s.w.
### gij mit gmj , i,j=1..6
cf := coeff(diff(con,g12),gm1,1) : con := con - g12*gm1*cf + gm2*cf : # u.s.w.
### gmj mit gnj , j=1..6 , m=n wegen Symm.
cf := coeff(con,gm1,2) : con := con - gm1^2*cf + gmn*cf : # u.s.w.
### gij mit gij , i,j=1..6
cf := coeff(con,g12,2) : con := con - g12^2*cf + dim*cf : # u.s.w.
### gjj , j=1..6
cf := coeff(con,g11,1) : con := con - g11*cf + dim*cf : # u.s.w.
### gij mit kj,pj,qj , i,j=1..6
cf := coeff(diff(con,g12),k1,1) : con := con - g12*k1*cf + k2*cf : # u.s.w.
### gmj mit kj,pj,qj , j=1..6
cf := coeff(diff(con,gm1),k1,1) : con := con - gm1*k1*cf + km*cf : # u.s.w.
### kj mit pj , kj mit qj , pj mit qj , j=1..6
cf := coeff(diff(con,k1),p1,1) : con := con - k1*p1*cf + kp*cf : # u.s.w.
### kj mit kj , pj mit pj , qj mit qj , j=1..6
cf := coeff(con,k1,2) : con := con - k1^2*cf + k^2*cf : # u.s.w.
con := expand(con) : nu_contrag := nops(con) ;
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Im Fall des Propagators G
 
= G   G
0
wird zus

atzlich das Unterprogramm `contrab`
ben

otigt, welches Produkte mit den Matrizen B


P
0
=0
= U Æ U ausf

uhrt :
### contrab ### fuer `haupt`
### Bij mit Bjl , i,j,l=1..6
cf := coeff(diff(con,B12),Bi3,1) : con := con - B12*B13*cf + B23*cf : # u.s.w.
### Bij mit Bij , i,j=1..6
cf := coeff(con,B12,2) : con := con - B12^2*cf + cf : # u.s.w.
### Bjj , j=1..6
cf := coeff(con,B11,1) : con := con - B11 - B11*cf + cf : # u.s.w.
### Bij mit gjl , i,j,l=1..6
cf := coeff(diff(con,B12),g12,1) : con := con - B12*g12*cf : # u.s.w.
### Bij mit gmj , i,j=1..6
cf := coeff(diff(con,B12),gm1,1) : con := con - B12*gm1*cf : # u.s.w.
### Bij mit kj,pj,qj, i,j,=1..6
cf := coeff(diff(con,B12),k1,1) : con := con - B12*k1*cf : # u.s.w.
con := expand(con) : nu_contrab := nops(con) ;
Der nackte Gluon{Propagator enth

alt den Eichxierungsparameter . Das folgende
Programm `sum` summiert die Diagramme und sortiert die Terme nach  g

,  K

K

und K

P

.
### sum ### braucht `mo1` bis `mo9` und `alfpo`
read mo1 : dgg1 := dgg : dkk1 := dkk : dkp1 := dkp : # analog fuer mo2 bis mo9
con := expand(dgg1+dgg2+dgg3+dgg4+dgg5+dgg6
+dgg7+dgg8+dgg9) :
read alfpo ; alf5gg := alf5 : alf4gg := alf4 : alf3gg := alf3 :
alf2gg := alf2 : alf1gg := alf1 : alf0gg := alf0 :
con := expand(dkk1+dkk2+dkk3+dkk4+dkk5+dkk6
+dkk7+dkk8+dkk9) :
read alfpo ; alf5kk := alf5 : alf4kk := alf4 : alf3kk := alf3 :
alf2kk := alf2 : alf1kk := alf1 : alf0kk := alf0 :
con := expand(dkp1+dkp2+dkp3+dkp4+dkp5+dkp6
+dkp7+dkp8+dkp9) :
read alfpo ; alf5kp := alf5 : alf4kp := alf4 : alf3kp := alf3 :
alf2kp := alf2 : alf1kp := alf1 : alf0kp := alf0 :
save alf5gg, alf5kk, alf5kp, `moalf5` ;
save alf4gg, alf4kk, alf4kp, `moalf4` ;
save alf3gg, alf3kk, alf3kp, `moalf3` ;
save alf2gg, alf2kk, alf2kp, `moalf2` ;
save alf1gg, alf1kk, alf1kp, `moalf1` ;
save alf0gg, alf0kk, alf0kp, `moalf0` ;
Das Unterprogramm `alfpo`, welches von `sum` gelesen wird, sortiert nach (  1){Poten-
zen. Die Ergebnisse werden f

ur jede (  1){Potenz getrennt abgespeichert.
### alfpo ### fuer `sum`
alf5 := coeff(con,alf,5) : con := expand(con - alf^5*alf5) : nu5 := nops(alf5) ;
alf4 := coeff(con,alf,4) : con := expand(con - alf^4*alf4) : nu4 := nops(alf4) ;
alf3 := coeff(con,alf,3) : con := expand(con - alf^3*alf3) : nu3 := nops(alf3) ;
alf2 := coeff(con,alf,2) : con := expand(con - alf^2*alf2) : nu2 := nops(alf2) ;
alf1 := coeff(con,alf,1) : con := expand(con - alf^1*alf1) : nu1 := nops(alf1) ;
alf0 := con : nu0 := nops(alf0) ;
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