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Abstract
In this work we explore for the first time the applicability of using γ-ray imaging in neutron capture measurements
to identify and suppress spatially localized background. For this aim, a pinhole gamma camera is assembled, tested
and characterized in terms of energy and spatial performance. It consists of a monolithic CeBr3 scintillating crystal
coupled to a position-sensitive photomultiplier and readout through an integrated circuit AMIC2GR. The pinhole
collimator is a massive carven block of lead. A series of dedicated measurements with calibrated sources and with a
neutron beam incident on a 197Au sample have been carried out at n TOF, achieving an enhancement of a factor of
two in the signal-to-background ratio when selecting only those events coming from the direction of the sample.
Key words: neutron capture cross sections, γ-ray imaging, total energy detectors, pulse-height weighting technique,
time-of-flight method
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1. Introduction
A very active field of research in nuclear astrophysics
is the study of heavy element (>Fe) nucleosynthesis in
different stellar environments. In environments where
the neutron density is low, heavy elements are believed
to be formed through chains of slow neutron-captures,
known as s-process reactions, with iron as a starting
point [1]. Apart from the well known half-lives of the
unstable isotopes along the chain, the fundamental nu-
clear physics input for a quantitative understanding of
the physical conditions operating in the s process is the
neutron capture cross section of the involved nuclei [2].
Neutron capture time-of-flight measurements can pro-
vide the relevant information over the full stellar en-
ergy range of interest, from few eV up to several hun-
dreds of keV. Presently, this is done at facilities such
as IRMM-Gelina (Belgium), JPARC-ANNRI (Japan),
LANL-DANCE (USA) and CERN n TOF (Switzer-
land).
One of the dominant sources of background in this
kind of measurements arises from incident neutrons
1Corresponding author domingo@ific.uv.es
that, after being scattered by the sample or the vacuum
windows along the beam-line, are captured by the sur-
rounding materials or in the walls of the experimental
hall. Such contaminant reactions lead to emission of γ
rays that are hard to distinguish from those produced in
the sample (see e.g. Fig. 6 in [3]).
A way of enhancing the signal-to-background (S/B)
ratio could be the use of a γ-ray detector with imaging
capability, so called i-TED [4]. Events coming from an-
other direction than the target could be discriminated by
exploiting the γ-ray imaging capability of the detector.
In principle, this should filter out localized background
events.
To explore this idea the work is organized in two
parts. The first one concerns the preparation of a
pinhole-based gamma camera. This γ-ray imager is
based on a bulky lead collimator and therefore, its per-
formance for neutron capture measurements is not ex-
pected to be as good, or even comparable, to the one
of the i-TED Compton modules described in Ref.[4].
However, the rather simple device we use still allows
us to implement and explore the applicability of gamma
imaging under the severe background conditions of this
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kind of measurement, and to test its basic components
under real experimental conditions. This detection sys-
tem is assembled and tested, as reported in Sec. 2. In
Sec. 3 its spatial sensitivity is probed by using spatial re-
construction algorithms to demonstrate that we can suc-
cessfully recover the position of pointlike radioactive
sources. The second part, which is described in Sec. 4,
is carried out at CERN n TOF (Geneva). After a brief
introduction to the facility (Sec.4.1) we describe the ex-
perimental set-up used in the present study (Sec. 4.2),
the detector data-readout scheme (Sec.4.3) and the four
different measurements performed (Sec. 4.4). The data
analysis and the interpretation of the results is discussed
in Sec. 5. Finally, the main conclusions and future
prospects of this technique are summarized in Sec. 6.
2. Position-sensitive detection system
The γ-ray detector consists of a monolithic CeBr3
scintillating crystal with a size of 51×51×15 mm3 cou-
pled to a position-sensitive photomultiplier (PSPM)
from Hamamatsu Photonics (H10966A100). The crys-
tal choice is driven by availability and, in principle,
other materials such as LaCl3 would perform better in
terms of neutron sensitivity. The PSPM features 8×8
pixels over an effective photocathode area of 48×48
mm2. The area of each pixel is 5.8 × 5.8 mm2. In-
stead of reading directly the 64 output channels of the
PSPM, which would require high resources in terms of
data storage and analysis, we connect them as inputs of
an integrated circuit AMIC2GR [5, 6] as shown in Fig.
1. This front-end electronics has been developed for
medical applications [7]. It consists of 16 buffers that
deliver copies of the 64 inputs to 8 computation blocks,
each of which outputs a linear combination of the copies
called moments.
As described in Ref.[7], the moments are constructed
according to
Mk =
i, j<8∑
i, j=0
ci jk Ji j,
where the index k = 0, ...7 runs over the moments, Ji j is
the copy of the input electric current of the PSPM pixel
in row i and column j and ci jk are weighting coefficients.
The latter are programmed using an I2C communication
port integrated in the AMIC2GR circuit. For each mo-
ment Mk, the coefficients form a matrix of 8 × 8 entries
that can be conveniently programmed in order to extract
the relevant position or energy information, as described
below. An important advantage of this readout approach
is the fact that it is scalable [5]. This means that by cou-
pling many detection systems together, a detector with
Figure 1: Schematic view of the position-sensitive detection sys-
tem. The pixelated photomultiplier is optically coupled to a mono-
lithic CeBr3 crystal and readout using an integrated circuit AMIC2GR
(green).
a solid angle close to 4pi but still a relatively small num-
ber of output channels becomes feasible. This seems
convenient towards a future implementation of a com-
plex system, such as the 4pi i-TED described in Ref.[4].
The individual currents Ji j are series of electrical pulses,
each of which corresponds to an event, and typically
lasts around 50 ns. When using excessively high coef-
ficients ci jk, the resulting moments can give rise to sat-
urated signals that are unexploitable. Thus, the mag-
nitude of the coefficients needs to be adjusted for each
specific measurement acccording to the energy range of
interest.
The methodology[6, 7] commonly employed with the
AMIC2GR frontend electronics to reconstruct positions
is similar to the working principle of an Anger cam-
era [8], thus requiring four different coefficient matrices
to recover the position of detection (x, y) of an event.
The approach followed in the present work is simpler
and based on the use of only three moments (k = 0, 1, 2):
one to recover the photon energy E, and two to recover
the position of detection (x, y) on the PSPM surface. To
recover energy E, we implement for the first moment
M0 a uniform matrix (all coefficients equal) corrected
by a matrix M that counterbalances the inhomogeneities
in gain response between the pixels of the photocath-
ode provided by the manufacturer. The final matrix is
shown in Fig.2. To recover the position x, a positive
horizontal gradient is implemented for M1, resulting in
an amplification of an energy deposition proportional to
the position of detection along the x axis. Ideally, to
obtain the best position resolution, the gradient should
have the highest slope possible. Nevertheless, the risk
of saturation constrains its value. The linear coefficient
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gradients are corrected also by the gain inhomogeneities
of the pixels M. In Fig. 3, we show the initial gradient
(top-left) and corrected gradient (top-right) for M1. By
analogy, for position y, the same is repeated but replac-
ing the horizontal gradient by a vertical one. Initial and
corrected gradients for M2 are shown in Fig. 3 (bottom
left and right).
An event on the sensitive volume of the gamma de-
tector translates into three pulses, one in each moment,
at the same time. Pulses belonging to a same event are
therefore identified through the time coordinate t. From
the amplitudes Ak of the pulses we build three quanti-
ties (A0, A1/A0, A2/A0), from which we extract the use-
ful information about the event (E, x, y) by supposing
linear relations between these quantities and calibrating
using reference points. Note that for x and y the pulse
amplitude in the corresponding moments, A1 and A2 is
divided by the pulse amplitude in the energy moment
A0, in order to obtain a quantity that does not depend on
the energy of the event.
The coefficients remain unchanged at all times
throughout this work, as any change would affect the
quality of the signal and modify the calibration in en-
ergy and position. The quality of the signal result-
ing from our choice of coefficients is checked by load-
ing them into the AMIC2GR and placing a collimated
source (∅ = 1 mm) onto the surface of the detector,
at the highest (x, y) position (region with highest coeffi-
cients), and making sure that the moments are well be-
low the saturation region.
Figure 2: Visualization of the matrix of coefficients for M0.
The use of a greater number of moments (we have 5
left) would provide a better performance of the system,
but for this work we prefer to use a small number of
channels that can be easily integrated in the digital ac-
quisition system [9] of n TOF (see Sec 4). The voltage
supplied to the PSPM is −1000 V, and the AMIC2GR
Figure 3: Visualization of the coefficients for M1 (top) and M2 (bot-
tom). The original horizontal gradient for M1 (top left) is corrected
by the pixel gain inhomogeneities, resulting in the top-right matrix.
The same is done for the M2 matrix (bottom panels).
requires a low-voltage supply of 6, 12,−6 V for built-in
preamplifier stages and device operation.
3. Detector setup and characterization
The detection system is assembled and characterized
at the Gamma-Ray and Neutron Spectroscopy Labora-
tory of IFIC for its posterior implementation at n TOF
(see Sec. 4). The low voltage supply for the AMIC2GR
is taken from a standard NIM crate and the high voltage
for the photomultiplier was supplied by a TENNELEC
(TC952) module. A self-triggered data acquisition sys-
tem [10] is employed to digitize the electrical pulses
corresponding to the three moments (M0, M1 and M2)
and extract the relevant information, namely the pulse-
height and time. This acquisition system is based on
SIS3316 [11] modules from Struck, which are operated
at a sampling rate of 125 MHz and 14 bit of ADC res-
olution. The data is stored in ROOT[12] trees and ana-
lyzed by implementing C/C++ analysis routines.
3.1. Energy calibration and resolution
An energy calibration is performed by using three
different radioactive sources of 22Na, 60Co and 137Cs
placed in turns at a distance of 5 cm to ensure full il-
lumination of the detector. As shown in Fig. 4 the cali-
bration shows a good linearity over the energy range up
to 1.3 MeV. The energy resolution obtained at 662 keV
is of 7.6% fwhm.
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Figure 4: Energy calibration using 22Na, 60Co and 137Cs reference
souces.
3.2. Spatial linearity
Fig. 5 shows the correspondence between the real
position x on the surface of the detector of a collimated
radioactive source of 137Cs (290 kBq, ∅col = 1 mm)
and the position measured by our detector. The data
is obtained by using the scanning system described in
Sec. 3.3. In these graphs, the compression due to bor-
der effects is visible. The same plot is obtained for
the response in y (Fig. 6). An ideal detector (green
line in Figs. 5 and 6) has a linear response even for
sources on the edges of its surface. We determine that
the range in which the response is linear is approxi-
mately x ∈ [−10, 15] mm and y ∈ [−20, 5] mm, in other
words, the linearity region of the photocathode is esti-
mated to be 25 × 25 mm2. However, the useful field of
view is a larger region, owing to the fact that the detec-
tor response can still be exploited before the linearity
reaches saturation, by means of position reconstruction
algorithms. This is shown in the next section.
Figure 5: Uncorrected (raw) response of our detector and an ideal
detector to displacements in x.
Figure 6: Uncorrected (raw) response of our detector and an ideal
detector to displacements in y.
3.3. Position reconstruction
Figure 7: Scanning system with a 1 mm hole tungsten-collimator used
to perform the spatial calibration of our detector.
We now test the spatial capabilities of our detector in
more detail. This is done by using the scanning sys-
tem shown in Fig. 7. The position of the detector is
kept fixed by placing it on a stand, and a collimated
137Cs source (290 kBq,∅col = 1 mm) is displaced along
the plane of the detector surface with a sub-millimetric
precision by intervals of 6 mm horizontally and verti-
cally. The moments are acquired for 64 positions of
the source, corresponding to those of a 8 × 8 spatial
grid, centered on the detector. The duration of each
acquisition run is about 600 s. For each real position
(xi, y j) of the source (i, j = 1, . . . 8), the mean value of
the pulse-height spectrum in the M1 momentum (counts
vs. A1A0 ) and the mean value of the M2 spectrum (counts
vs. A2A0 ) is determined. They represent the measured po-
sition x′i , y
′
j. Following the methodology described in
Ref. [13] we define two functions, f1 = f1(x′, y′) and
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f2 = f2(x′, y′) given by
f1(x′, y′) =
M∑
i=0
Ei · x′ai · y′bi
f2(x′, y′) =
N∑
i=0
Fi · x′ci · y′di
and find the values of all the parameters
{ai, bi, ci, di, Ei, Fi} such that
(xR ≡ f1(x′, y′) , yR ≡ f2(x′, y′)) (1)
is the best fit of the set of data points {(xi, y j), i, j =
1, . . . 8}. This is done in ROOT by using the
TMultiDimFit class. Once the polynomial form
is known, we can plot the reconstructed positions,
{(xR,i, yR,i)}. The closer they are to the real positions,
the higher the linearity, the field of view and the overall
spatial performance.
Figure 8: Grid of raw measured positions (top) and calibrated posi-
tions (bottom). Bold square symbols in the bottom panel show the
grid of real positions used as reference.
The results of the position reconstruction are com-
piled in Fig. 8. The top graph represents the measured
positions for each real position. Some positions are dis-
carded for being too close to the edge leading to strong
distortion due to border effects [13]. The bottom graph
in Fig. 8 compares the reconstructed positions with the
real ones. The value of the average deviation was of
1 mm fwhm. Since the reconstruction is successful, f1
and f2 can be used to calibrate spatially the detector over
a useful field of view of about 35 × 35 mm2.
3.4. Collimator
Finally, to build a γ-ray imager, we couple mechani-
cally the position-sensitive detector described above to
a pinhole collimator. The collimator is a block of lead
carved into two inverted cones, as shown in Fig 9. It is
varnished with a layer of paint to protect from the toxic-
ity of lead. The pinhole aperture is of 3 mm in diameter
and the distance between the pinhole and the front sur-
face of the scintillating crystal is 4 cm.
Figure 9: Schematic view of the pinhole lead collimator and the
position-sensitive detection system.
The idea behind the geometry of the collimator is that
an event detected on a point P of the detector surface
can only come from the direction defined by this point
P and the pinhole, since lead absorbs gamma radiation.
The collimator was designed by means of Geant4 [14]
Monte-Carlo simulations in such a way that its shield-
ing efficiency is around 85% for energies of 1.3 MeV.
There is therefore a one-to-one correspondence between
the direction (or angle) of incidence of a γ-ray and the
point of impact on the surface of the detector. Since the
effective photocathode area is 48 × 48 mm, we estimate
the total angular field to be θe f f ≈ 24◦. The angular
field with linear response is θlin ≈ 17◦. Another impor-
tant fact is that the image is inverted. This effect will
be directly corrected by software. The performance of
the gamma camera composed of this collimator in addi-
tion to the position-sensitive detector will be illustrated
in Sec. 5 on the basis of dedicated calibration measure-
ments using radioactive sources.
4. Measurements at n TOF
In this section, we describe the part of the work car-
ried out at CERN n TOF. We first introduce the reader
5
to the n TOF facility and then detail the measurements
carried out with our gamma imager at the measuring sta-
tion EAR1.
4.1. Introduction to the facility
At the n TOF experiment at CERN [15], a very in-
tense pulsed proton beam (7 × 1012 protons/pulse) im-
pinges onto a lead block, generating about 300 neu-
trons by means of spallation reactions for each incident
proton. The spallation also produces charged particles
and gamma radiation, which are significantly attenuated
from the beam by use of a combination of collimators
and magnets. The neutrons impinge onto the targets of
interest in two different experimental areas, EAR1 and
EAR2, located respectively at 185 and 20 m from the
spallation source. In both cases, the energy of an in-
cident neutron is recovered by measuring the time-of-
flight (TOF). This standard technique is based on the
fact that given a beam of neutrons created at the same
time, there is a direct relationship between the kinetic
energy of a neutron and the time it takes to reach the
target. The gamma flash produced when the pulse of
protons impinges onto the spallation source is taken as
the time origin t0. Since EAR2 is much closer to the
spallation source than EAR1, it provides a higher neu-
tron flux. In turn, the longer tunnel to EAR1 offers a
correspondingly better energy resolution. The two ar-
eas are therefore complementary.
4.2. Experimental setup
The present measurements are performed at the
EAR1 experimental area. Our gamma imager is placed
in the pre-existing experimental setup of four C6D6
detectors used for neutron capture measurements, as
shown in Figs. 10 and 11. The C6D6 detectors were pre-
pared for the measurement of a radioactive sample and
for that reason a shielding layer of lead with a thickness
of 2 mm was attached to their front surface.
The prompt γ-rays generated by the neutron capture
reactions are detected by four C6D6 liquid scintillation
detectors. These detectors are characterized by a very
low neutron sensitivity, but do not have spatial sensitiv-
ity. By contrast, our gamma camera is capable of imag-
ing but has a very high neutron sensitivity, due to its
massive lead collimator and the bromine contained in
the crystal, that has a quite high neutron capture cross
section dominated by resonances. Our gamma imager
is placed in the remaining space, as close as possible to
the target, at a distance of (15.3 ± 0.2) cm from its cen-
ter, and forming the smallest possible angle (18 ± 0.5)◦
with respect to the target plane. This is done so that the
Figure 10: Schematic view of the experimental set-up displaying the
four C6D6 detectors and the γ-ray imager.
target subtends the smallest solid angle and thus con-
fine true capture γ-rays within a small region in the
center of the linear field of view of our detector. Two
blocks of lead are placed on the rear side of the imager
to shield it from contaminant rays coming from the sides
and from the back (see Fig. 11). The low voltage sup-
ply for AMIC2GR is provided by a NIM crate, and the
high voltage for the photomultiplier by a CAEN A1733
module. The three moments from the AMIC2GR are
connected to three channels of the n TOF digital acqui-
sition system [9]. Each channel is digitized with 12 bits
at a sampling rate of 500 Msamples/s using a full scale
of 1 V.
Figure 11: Setup as seen from above with four C6D6 detectors and the
gamma-camera. The visible pipe is the neutron exit beam.
4.3. Data processing
The three moments of the AMIC2GR are read and
recorded but the time t and amplitudes A0, A1 and A2
of the pulses are extracted by means of a customized
pulse-shape algorithm developed at n TOF [16]. Only
events for which all three amplitudes are simultaneously
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detected will be kept, since they correspond to events
for which energy and position can be obtained simul-
taneously, which is a fundamental requirement for our
later analysis. From this data different diagrams are
built for data analysis and interpretation. The first one
is an XY map of counts, that displays a 2D image of
the number of events detected as a function of A1/A0
and A2/A0, which are quantities proportional to x and
y positions of detection, respectively. The second one
is the energy spectrum, i.e. counts as a function of A0,
which is proportional to E. Position and energy cal-
ibrations are carried out, as described in Sec. 4.4, in
order to present these diagrams in physically relevant
units. We empower our analysis by implementing the
possibility of specifying spatial cuts in the XY map,
and generate energy spectra where only events belong-
ing to these regions appear. Cuts based on energy are
also used. Finally, we build a spectrum where we repre-
sent the number of γ-rays detected as a function of the
TOF or, equivalently, to neutron energy. This spectrum
is generated with and without spatial cut. It is the spec-
trum of greatest physical relevance, since it compares a
typical measurement at n TOF with and without spatial
discrimination, and allows us to see how the signal-to-
background ratio changes.
4.4. Description of the measurements
Four measurements are carried out. The setup con-
figuration in each case is schematically shown in Fig.
12. The two first measurements intend to provide a cal-
ibration in energy and position for our gamma camera.
This is done by setting up two different configurations
of radioactive sources and acquiring data with the neu-
tron beam off. In (a), a 137Cs source (activity: 417 kBq)
is placed at the target location, for this is a crucial refer-
ence point. In (b) two sources, 88Y (377 kBq) and 137Cs
(417 kBq), are placed along the beam pipe, respectively
(7.0±0.1) cm upstream and (7.0 ± 0.1) cm downstream.
In the two next measurements, a disk of 197Au 20 mm
in diameter and 0.1 mm in thickness is placed at the tar-
get location. This stable isotope is chosen because its
neutron capture cross section is high, thus allowing us
to carry out the present measurements in a short time
interval, and well-known, which is important to extract
reliable conclusions. Using the neutron beam, the 197Au
(n, γ) reaction is measured in two situations. First in
geometry (c) with only the 197Au sample. This mea-
surement is a typical yield calibration measurement at
n TOF and differs only by the use of the present γ-ray
imager. It is relevant since we use it to prove that the
S/B ratio in the TOF spectra can be enhanced by imple-
menting spatial discrimination. We also want to know if
Figure 12: The four measurements carried out at n TOF. (a) Cali-
brated 137Cs source in the center of the sample-position; (b) 88Y and
137Cs sources placed at ±7 cm along the beam-pipe; (c) (n, γ) mea-
surement using a 197Au sample and (d) (n, γ) measurement using a
composite sample of gold and graphite together with the radioactive
sources of (b). See text for details.
this enhancement is possible in more severe background
conditions. This is of interest in particular for i) mea-
surements of capture samples available in very small
quantities, ii) measurements of isotopes with a domi-
nant neutron scattering channel, and iii) measurements
at n TOF EAR2 where the proximity of the experimen-
tal area to the spallation target implies a correspond-
ingly higher background level. Thus, in setup (d), we
try to reproduce a high background environment by in-
creasing artificially the background of the case (c). This
is done by adding the radioactive sources of measure-
ment (b) as a localized source of background as well as
by adding onto the gold disk another disk of same diam-
eter made of natural carbon, with a thickness of 10 mm.
Natural carbon has a very low neutron capture cross sec-
tion, and a high neutron scattering cross section. As
shown below, the result is a substantial increase of the
overall background level.
5. Analysis and results
First of all we carry out an in-situ spatial calibra-
tion of the γ-ray imager. Since it is sensitive to direc-
tions but not to the distance of sources, the real posi-
tions of objects in the setup was referred to using their
optical-projected position (x, y) onto the focal plane of
the gamma camera at sample position. An illustration
of this projection is shown in Fig. 13 for the setup in
Fig. 12b . In these new coordinates, the sample lo-
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Figure 13: Projection of the sources on the focal plane at target posi-
tion.
cation remains (x, y) = (0, 0) which is defined by the
137Cs measurement (a), and we find for measurement
(b) the positions 137Cs (x, y) = (85.0, 0) mm and 88Y
(x, y) = (−78.3, 0) mm. If we assume that the real shape
of the collimator is very close to the desired geometry,
the good linearity of the surface of the detector should
translate into a good linearity in this focal plane. Al-
though these points lie close to the boundaries of the
efficient angular field, we neglect the border effects and
calibrate our gamma camera spatially using these three
points. For the y coordinate the calibration is assumed
to be the same, which is justified after the similar linear-
ity response shown in Fig. 5 and Fig. 6. For the energy
calibration, the dominant peaks of 137Cs (662 keV) and
88Y (898,1836 keV) are identified in the energy spectra.
We first look at the XY map of counts obtained for
each measurement. They are shown in Fig. 14, superim-
posed onto the laboratory configuration. These gamma
images are the first of this kind to be done at n TOF
and allow one to make a qualitative diagnostic of the
different γ-ray and background sources contributing to
the detector response. In Fig. 14a, the 137Cs source
translates into a well-defined zone of higher counts in
the center of the image. In Fig. 14b, the two radioactive
sources appear as two distorted patterns on both sides of
the image. Their deformed shape should be compared
to the sides of the top graph of Fig. 8. It is clearly a
result of pin-cushion effects since, as mentioned earlier,
these sources lie on the boundaries of the efficient angu-
lar field of view. The elongated shape along the y-axis
may be ascribed to backscattering from the two shield-
ing Pb-blocks placed behind the detector (see Fig. 11).
The left-region of the gamma image corresponding to
the 88Y source has less counts because it is partially
screened by the Pb shielding of the C6D6 detectors. Fig.
14c shows the 197Au (n, γ) measurement. The sample
does not appear as a region of higher counts due to
strong background, and the regions of higher counts on
both sides are also ascribed to backscattering by the Pb
blocks that were placed on both sides behind the detec-
tor. Finally, in Fig. 14d, we obtain simultaneously the
patterns of Figs. 14b and 14c.
Figure 14: XY γ-images obtained for the four configurations shown
in Fig.12. For the sake of clarity the geometry of each configuration is
shown in the background. Solid symbols indicate the location of the
radioactive sources and samples as depicted in Fig.12.
Let us now analyze the results for the measurement
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Figure 15: Energy spectrum for measurement (a) where the 137Cs
source is placed at sample location (Fig.14a)
Figure 16: x distribution of counts for measurement (a) corresponding
to the 137Cs source placed at sample location (Fig. 14a)
Figure 17: Spatial distribution proyected on the x-axis (top) and in the
xy-plane (bottom) for backscattering (a), Compton (b) and full-energy
events (c) for setup in Fig. 12a
(a) corresponding to Fig. 12a in more detail. Its en-
ergy spectrum is shown in Fig. 15. The x distribu-
tion of counts is shown in Fig. 16. The aspect that
we notice is that it is not symmetric although the 137Cs
source is at the center. In this case we ascribe this ef-
fect to γ-ray backscattering from the Pb-shielding cov-
ering the front-surface of the C6D6 detectors. As can
be seen in Fig. 14a they are located mainly in the re-
gion x < 0 mm. To investigate this in more detail,
we separate the energy spectrum into three different re-
gions: backscattering counts (E < 100 keV), Compton
counts (100 < E < 600 keV) and photopeak (600 keV
< E < 750 keV) counts. The x distribution and XY map
for these three energy-cuts are shown in Fig. 17. As
expected, we find now a very symmetric x-distribution
for full-energy events. In fact, its width (∼ 100 mm
fwhm) is an estimation of the overall position resolution
for points at the center of the focal plane. This also re-
flects the limited accuracy of the present gamma-imager
for spatial cuts. We see that Compton counts have a
larger x distribution, which means that they are worse
suited than photopeak events to identify the position
of the γ-ray source. Finally, the backscattering events
(E < 100 keV) appear to be spatially more present in
the left region (x < 0 mm), which is consistent with the
position of the C6D6 detectors and their lead cover (see
Fig. 12).
Figure 18: Energy spectrum when 88Y is placed 7 cm upstream and
137Cs is placed 7 cm downstream (Fig. 12b)
We turn to measurement (b) corresponding to the
setup of Fig.12b and the gamma-image of Fig.14b. The
energy spectrum in Fig.18 shows the contribution of γ-
rays from both 88Y- and 137Cs-sources. It is possible to
isolate these spectra to a certain extent by using a spatial
criterion. This is demonstrated in Fig. 19, where two
spectra are built, one formed by events with x positive
(region of 137Cs) and another with x negative (region of
88Y). In particular we see that the highest photopeak at
1836 keV only appears in the latter spectrum, confirm-
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ing that 88Y is in the left region. The x distribution is
shown in Fig. 20. A similar decomposition to the one
in Fig. 17 showed us that the main contribution to the
region between the two peaks (−50 < x < 50 mm) in
Fig. 20 is due to Compton counts.
Figure 19: Spatial separation of the energy spectrum of 137Cs and 88Y.
Figure 20: x distribution of counts when 88Y is placed 7 cm upstream
and 137Cs is placed 7 cm downstream (Fig. 12b)
We now analyze the neutron capture measurement
with the gold sample as shown in the setup of Fig.12c
and the neutron capture measurement of 197Au (n, γ)
with enhanced background corresponding to the config-
uration of Fig.12d. The first aspect to emphasize is the
raw γ-imager response, which is compared in Fig. 21
with the response of a C6D6 detector. The gain recovery
of the γ-imager after the prompt γ-flash is even faster
than that of the C6D6 detectors, an effect which is as-
cribed to the fast time-response of the CeBr3 crystal and
to the smaller efficiency and the large amount of lead-
shielding around the position-sensitive detector. This
lends confidence on the usability of this type of detector
over a relatively broad neutron energy range. In absence
of artificial background, the time-of-flight spectrum ob-
tained is displayed in Fig. 22. It has been expressed in
terms of the energy of the incident neutron, by using the
conversion[17]:
En =
(
72.2977 · L
t − t f lash
)2
where the neutron energy En is expressed in units of
keV, the time-of-flight t − t f lash in µs, and L = 183.85 m
is the effective neutron path at n TOF. The capture yield
is clearly dominated by capture events in 197Au+n, but
a few additional resonances related to the intrinsic neu-
tron sensitivity of the detector are still visible. The main
contamination was due to 79Br and one can clearly iden-
tify the s-wave resonance at 35.8 eV[18].
Figure 21: Electrical response of the C6D6 and the γ-ray imager
recorded with the digital acquisition system of n TOF showing the
gamma flash and the following time interval.
Figure 22: Histogram of detected γ-rays as a function of the incident
neutron energy for setup of Fig. 12c.
As expected, a similar TOF-spectrum obtained with
any of the four C6D6 detectors shows a better perfor-
mance in terms of S/B-ratio than the present gamma-
camera. This is obvious from the large amount of dead
material in the gamma-camera close to the sensitive de-
tection volume, which induces a quite large background.
However, it is the aim of this work to explore mainly
the capability of implementing γ-ray imaging as a tool
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to improve the S/B-ratio of the apparatus itself, which is
of relevance for the design of less-massive γ-ray imag-
ing systems based on electronic collimation [4].
Thus, we now investigate whether the S/B ratio, de-
fined as the height of a resonance divided by the level
of background, can be enhanced by discriminating γ-
rays from another direction than the sample position. To
this aim, circular spatial cuts of radius r and centered
at (x, y) = (0, 0), the sample position, are performed,
and the TOF spectra obtained with and without cut are
compared. We also compare the spectrum with cut with
its complementary, in other terms with events outside
the cut. All spectra are normalized to the peak of the
4.9 eV resonance. These spectra for the particular case
r = 25 mm in the region of the first gold resonance at
En = 4.9 eV are shown in Fig. 23. We indeed observe
a decrease of the background on both sides of the reso-
nance.
Figure 23: Comparison of TOF spectra using a cut of r = 25 mm
obtained with the setup of Fig. 12c. The shaded regions are used for
background determination.
To quantify the background level with respect to the
peak of the resonance we use the average in the shaded
neutron-energy regions indicated in the top panel of Fig.
23. The enhancement of the S/B ratio obtained for the
different radial cuts plotted in Fig. 24. The largest im-
provement obtained (120%) corresponds to the cut of
r = 25 mm shown in Fig.23. The higher the value of
r, and hence the size of the spatial cut, the smaller be-
comes the improvement of the S/B ratio. The enhance-
ments for smaller radial cuts must be considered with
caution, because the reduced counting statistics. A sim-
ilar analysis is carried out for higher energy resonances
of 197Au, at E = 78.2 and E = 107.0 eV. For these reso-
nances, the statistics was very low, but we estimate S/B
gains respectively up to 30% and 40%. In both cases
the best enhancement is obtained for a radius r = 35
mm. The lower enhancement in the S/B ratio towards
higher neutron energy might be ascribed to the fact that
the background starts to be dominated by the neutron
sensitivity of the full detection system, mainly from the
CeBr3 and the massive collimator.
Figure 24: Enhancement of the S/B ratio versus circular cuts of radius
r, for the gold resonance at E = 4.9 eV.
We now consider the enhanced background in the
TOF spectra for 197Au(n, γ) for the setup of Fig. 12d
with an additional carbon scattering sample in the beam.
The γ-spectrum is shown in Fig. 25, together with the
spectrum without artificial background, normalized at
E = 4.9 eV. In this case, the background level increased
considerably by almost a factor of five. The dominant
contaminating resonance from 71Br at 35.8 keV has in-
creased even by a factor seven. This strong effect is due
to the rather high neutron sensitivity of our gamma cam-
era.
Figure 25: Histogram of detected γ-rays as a function of the incident
neutron energy for 197Au (n, γ) in presence of artificial background
(blue) and without (gray), normalized at E = 4.9 eV.
Once again, circular cuts are implemented and the
gain in S/B ratio is illustrated in Fig. 26. We obtain en-
hancements between 120% and 180%, which show that
even under severe background conditions our device is
working properly and that the detection sensitivity of
the sample-related capture channel can be enhanced by
means of γ-ray imaging. We observe now a larger S/B
11
improvement on both sides of the 4.9 eV resonance,
when compared to the results obtained with the setup
of Fig. 12c. We ascribe this difference to the stronger
TOF dependency of the background by both radioactive
sources and the carbon sample, which contribute to the
background mainly on the right-hand side (large TOF
values) of the resonance. The best cut is in this situation
r = 15 mm. A similar comparison of the TOF spectra in
absence of artificial background is shown in Fig. 27 for
r = 15 mm. We also studied the resonances at E = 78.2
and 122 eV, again with correspondingly lower statistics.
The best enhancements of the S/B ratio are 50 and 70%
respectively, in both cases for a radius r = 35 m. The
limited statistics prevent us from extending our analy-
sis to higher neutron energies, were the capture levels
of gold are obscured by the low statistics and by 79Br
contaminations.
Figure 26: Enhancement of S/B ratio for different circular cuts of
radius r, with respect to the situation where all events are taken into
consideration, for the resonance E = 4.9 eV.
Figure 27: Comparison of TOF spectra obtained with the setup of
Fig. 12d and a cut r = 15 mm. The shaded regions were used for
background determination.
6. Conclusions and outlook
The aim of this work was to study the applicabil-
ity of γ-ray imaging techniques as a possible tool for
background rejection in (n, γ) measurements. To this
aim, we developed and implemented a pinhole gamma
camera. Although not optimal for (n, γ) measurements
given the large amount of dead material, this appara-
tus allowed us to determine the direction of incident
gamma radiation and to study the possibility for dis-
criminating capture γ-rays from the sample from con-
taminant γ-rays from the surroundings. This option was
investigtaed in specific measurements at CERN n TOF
using calibrated radioactive sources and in a series of
197Au (n, γ) measurements. The detector response and
the measured γ-ray spectra as a function of neutron en-
ergy demonstrate the proper performance of the full sys-
tem in a real neutron capture TOF experiment. Improve-
ments in signal-to-background ratio of up to a factor
of two were achieved by implementing spatial cuts in
the data analysis. This result is quite promising consid-
ering the limitations of the instrumentation employed,
mainly the high intrinsic neutron sensitivity and the lim-
itations concerning the field of view and in the posi-
tion resolution. The present measurements also serve
to confirm the proper performance of the detector com-
ponents, such as the pixelated photomultiplier or the
AMIC2GR readout system.
The next step will be to implement a γ-ray imager
based on the Compton imaging technique, which can be
implemented with much less dead material and shows a
better performance in terms of angular resolution and
efficiency. Also it is preferred to employ inorganic
crystals with lower intrinsic neutron sensitivity, such as
LaCl3, similar to the i-TED modules described in [4].
Such a system should allow us to enhance the field of
view and the accuracy of the spatial cuts, thus enabling
a higher detection efficiency and more stringent angular
cuts for a superior background rejection. A comparison
with state-of-the-art C6D6 detectors will be also carried
out in order to benchmark the overall performance of
the proposed methodology and instrumentation.
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