In this paper, a Ulm-like method is proposed for solving inverse singular value problems. This method has an advantage over Newton's methods since it avoids solving approximate Jacobian equations. Under some mild assumptions, we show that the proposed method converges at least quadratically in the root sense. Our numerical tests, based on comparison with the inexact Newton method given by Bai and Xu [Linear Algebra Appl., 429 (2008), pp. 527-547], demonstrate the effectiveness of the new method.
Introduction
Inverse eigenvalue problems (IEPs) arise in various applications such as geophysics, control design, exploration and remote sensing, principal component analysis, molecular spectroscopy, particle physics, circuit theory, and applied mechanics, etc. One may refer to [1, 2, 6, 9, 10, 11, 12, 22] for the applications, mathematical theory, and algorithmic aspects of general IEPs. As a natural extension of IEPs, inverse singular value problems (ISVPs) also have a growing importance in practical applications including the optimal sequence design for direct-spread code division multiple access [20] and the construction of nonnegative and positive matrices from given singular values [14, 15] .
In this paper, we consider the following inverse singular value problem. ISVP Given n + 1 real m-by-n matrices A 0 , A 1 , . . . , A n with m ≥ n, and n nonnegative real numbers with an order σ * 1 ≥ σ * 2 ≥ · · · ≥ σ * n , find a vector c = (c 1 , . . . , c n ) T ∈ R n such that {σ * j } n j=1 are exactly the singular values of the matrix A(c) defined by
The ISVP was first addressed by Chu in [8] , where the author gave a continuous approach and an iterative approach for solving the ISVP. In particular, the iterative approach is actually Newton's method which generalizes a numerical method proposed by Friedland, Nocedal, and Overton [12] for solving a kind of inverse eigenvalue problem. In this paper, we propose a Ulm-like method for solving the ISVP. This is motivated by four papers due to [3, 5, 18, 19] . In [5] , an inexact Newton-type method was given for solving the ISVP. In [3, 18, 19] , Ulm-like methods (e.g., [21] ) were presented for solving IEPs. Ulm's method is an iterative method like Newton's method, which is originally proposed for solving a nonlinear equation of g(x) = 0, where g is a Fréchet-differentiable operator defined on a convex subset D of a Banach space X with values in another Banach space Y. The Ulm method generates a sequence of
Here, I denotes the identity operator, g (x) ∈ L(X , Y) the space of bounded linear operators from X into Y, and Q k ∈ L(Y, X ) (k ≥ 0). The Ulm method (2) generates a sequence {x k } which converges to a locally unique solution x * of g(x) = 0 at least quadratically in the root sense. For the definition of convergence rate in the root sense, see [16, Chapter 9] or Definition 3.8 in Section 3. Moreover, the method provides successive approximation Q k to g (x * ) −1 simultaneously. Our proposed Ulm-like method can avoid solving approximate Jacobian equations appeared in the inexact Newton-type method and thus reduce the complexity caused by possible illconditioned Jacobian equations. Under some mild assumptions, we show that our method converges at least quadratically in the root sense. Numerical tests demonstrate that the proposed method is very effective.
Throughout the paper, we use the following notations. Let · be the Euclidean vector norm or its induced matrix norm and · F denote the Frobenius norm. We use I to denote an identity matrix of appropriate size. For any c ∈ R n , {σ j (A(c))} n j=1 , {u j (A(c))} m j=1 , and {v j (A(c))} n j=1 stand for the singular values, the left singular vectors, and the right singular vectors of A(c),
The paper is organized as follows. In Section 2, we present the Ulm-like method for the ISVP. In Section 3, we show our Ulm-like method converges at least quadratically in the root sense. Numerical tests are reported in Section 4 and some concluding remarks are given in Section 5.
A Ulm-like Method
In this section, we propose a Ulm-like method for solving the ISVP. We note that solving the ISVP is equivalent to finding a solution to the nonlinear equation
Thus we can use the Ulm method (2) to solve (3) . In contrast to the Newton method [8] and the inexact Newton method [5] , where approximate Jacobian equations need to be solved, the Ulm method (2) is in "inversion free" and keeps away from the solution of Jacobian equations. Moreover, successive approximations Q k to g (x * ) may be useful for the subsequent convergence analysis. The Ulm method (2) was successfully employed in solving IEPs [3, 18, 19] . This motivates us to propose the following Ulm-like method for the ISVP. 
, and the normalized right singular vectors
0 and compute c 1 by
II. For k = 1, 2, . . . , until convergence, do:
(ii) Form the matrix
(v) Form the approximate Jacobian matrix J k and w k ∈ R n by
(vi) Compute Q k ∈ R n×n and c k+1 by
We note that, instead of solving successive approximate Jacobian equations, Algorithm 1 generates successive approximations Q k to the inverse of Jacobian matrix J(c * ) (see (8) below for the definition), provided that a solution c * to the ISVP exists. We observe from Algorithm 1 that two orthogonal matrices U k and V k are given by
where
For Algorithm 1, it is easy to check that the vector c k+1 and the skew-symmetric matrices X k+1 and Y k+1 are determined by
We should mention that the operation cost of Algorithm 1 is O(n 3 ), almost the same as that of solving Jacobian equation. However, computing the product of matrices is simpler than solving equations and has no un-stability problem caused by ill-conditioning in solving equations. In particular, the parallel computation techniques can be applied in the product of matrices in the Ulm-like method to improve the computational efficiency. We will show that Algorithm 1 converges at least quadratically in the root sense in next section.
Convergence Analysis
In this section, we establish a quadratic convergence in the root sense of Algorithm 1 for the ISVP. Suppose that the given singular values {σ * j } n j=1 are all positive and distinct. As noted in [7] , the ISVP may not have a solution since singular values cannot be assigned arbitrarily. Therefore, in what follows, we assume that the ISVP has a solution c * . Let A(c * ) = U * Σ * (V * ) T be the singular value decomposition of A(c * ), where U * ∈ O(m) and V * ∈ O(n). It follows from Theorem 1.9.3 in [22] that there exists a neighborhood B(c * ) at c * such that the singular values σ j (A(c)) are all distinct and differentiable for all c ∈ B(c * ). For any c ∈ B(c * ), the function f (c) defined by (3) is nonlinear and continuously differentiable. For any c ∈ B(c * ), by using
it is easy to derive that
Then we get Jacobian matrix J(c) of f at c ∈ B(c * ), where
We obtain by (7) and (8),
To show the convergence of Algorithm 1, in what follows, we assume that Jacobian matrix J(c * ) defined by (8) is nonsingular. The continuity of the matrix and its inverse ensures there exist a scalar δ 1 > 0 and a constant C such that if
then the approximate Jacobian matrix J = [u T i A j v i ] is nonsingular and J −1 ≤ C. Also, let the matrices Σ * , U * , and U k be partitioned as follows:
Preliminary Results
We recall some necessary preliminary lemmas which can be found in [4, 5, 13] .
where σ k (M ) is the kth largest singular value of M .
Lemma 3.2 [4, Lemma 2]
For any x, y ∈ R n , we have 
We can easily obtain the following result based on Lemma 6 in [4] .
Then we have
Convergence Results
Let
We give the following result for the initial step of Algorithm 1.
Theorem 3.6
There exists a scalar
Proof: Let c 0 − c * ≤ δ 3 , where
By Lemma 3.3, we have
Thus Jacobian matrix J 0 is invertible and J
−1 0
≤ C. By Lemmas 3.1 and 3.2, we obtain
From Algorithm 1, (9), and (10), it follows that
We have by (6) and S 0 = Σ * ,
By using (12) and (13), we obtain
By Lemmas 3.5 and 3.2, it follows from (10), (11) , and (14) that
Now, we offer the essential estimates of the quantities generated by Algorithm 1:
Then, there exists a constant δ > 0 such that, when c 0 − c * < δ, the following inequalities hold for all k ≥ 1:
Moreover, we have
which make sure that Algorithm 1 will not break down.
Proof: Let c 0 − c * < δ where
We establish our theorem by the induction. We first consider the case of k = 1.
By (22), we have δ ≤ δ 3 and δ ≤ 1/µ 1 . Then by Theorem 3.6,
Thus by Lemma 3.4 and (23),
By using (23) and (24), we get
and
Hence, J 1 is invertible and J
−1 1
≤ C. Furthermore, we have by (5) and Lemma 3.4,
, and (25), one can derive via simple computation,
Using (23), (25), and S 0 = Σ * , we have
which verifies that (15) holds for k = 1.
In addition, for 1 ≤ i, j ≤ n,
By (24) and (29), we obtain
By (22), we have δ ≤ 1/(2µ 1 µ). Then, by using (23), (28), (30), and Q 0 = J −1 0 , we get
i.e., (16) holds for k = 1. The diagonal entries of (26) yield
with r 1 being the diagonal vector of the matrix R 1 . We therefore have
Also by (31),
which shows that (17) holds for k = 1. Then, we immediately get by (27) and (32),
This confirms that (18) holds for k = 1.
Recall from (22) that δ ≤ 1/(2µµ 1 ) and δ ≤ d * /(2µµ 1 ). We then have by (23), (26), (27), and (31),
Thus one has
By (22), we have δ ≤ d * /(2µµ 1 (4σ * 1 + 1)). Then we further derive from (34) that
Combining this with (26), we obtain
By Lemmas 3.5 and 3.2, it follows from (27), (33), and (34) that
This shows (19) 
which shows that (20) and (21) hold for k = 1. Now, we consider the general case. Suppose that (15)- (21) hold for all positive integers less than or equal to k − 1. By (22), we have δ ≤ 1/ (2µ 1 µ) . Then, by the hypothesis, based on (23), it is easy to check that
By the hypothesis again, one has
By (22) 
(39) Thus one has
By (22) once again, we have δ ≤ d * /(2µµ 1 (4σ * 1 + 1)). We further deduce from (39) that
By (5) and Lemma 3.4, we obtain
and (41), we get by simple calculation,
Using (36), (40), (41), and the hypothesis on ψ k , we have
Then by (39), (42), and (43),
We can conclude that (15) holds for all k ≥ 1.
By (22), we have δ ≤ δ 3 and δ ≤ 3δ 1 /(16µµ 1 ). Then by Theorem 3.6, (24), and the hypothesis on V k ,
As the proof of (16) for k = 1, we can obtain
Thus by (37) and the hypothesis,
and hence
i.e., (16)- (17) hold for all k ≥ 1. Now, we have by Algorithm 1, (42), and (44),
and then (18) holds for all k ≥ 1. By (22) , one has δ ≤ 1/(2µµ 1 ) and δ ≤ d * /(2µµ 1 ). Then relations (23), (42), (44), and (45) imply that
By (22) again, one has δ ≤ d * /(2µµ 1 (4σ * 1 + 1)). We further derive from (47) that
Combining (48) with (6) gives rise to
and we have by Lemma 3.5 and (46)- (48),
This verifies that (19) holds for all k ≥ 1. By Lemma 3.4 and (49), we obtain
1 . Therefore, the estimates (20) and (21) hold for all k ≥ 1.
Finally, we show that our method converges at least quadratically in the root sense. We first recall the definition of convergence rate in the root sense [16, Chapter 9] . Definition 3.8 Let {x k } be a sequence to a limit x * . Then the numbers
are the convergence factors in the root sense of {x k }. The quantity
is called the convergence rate in the root sense of {x k } at x * .
The following theorem gives the main convergence result whose proof is similar to that of Theorems 2 and 3 in [4] (see also [5, Theorems 4.10 and 4.12] ) and therefore we omit it. we use the preconditioned QMR method with the given stopping tolerance and adopt Matlabprovided Incomplete LU factorization as the preconditioner, i.e., LUINC(A,drop-tolerance), where the drop tolerance is set to be 0.01. Also, the initial guess for the approximate Jacobian equation in the (k + 1)th outer iteration is set to be c k obtained at the kth outer iteration. The stopping tolerance for the other linear systems appeared in Algorithms 1 and 2 were set to be 10 −14 so that the desired solutions are obtained. Algorithms 1 and 2 stop when
and the maximal number of outer iterations is set to be 20. Next, we report our numerical results. Tables 1-4 Tables  3 and 4 , we only report the numerical results for Algorithm 2 with γ = 2.0.
From Tables 1-4 , we observe that both Algorithms 1 and 2 converge superlinearly in the root sense if approximate Jacobian equations are well-conditioned. However, when the condition numbers of approximate Jacobian matrices J k become large, Algorithm 1 works much better than Algorithm 2. 5.71e − 9 5.59e − 9 5.59e − 9 5.04e − 9 6.43e − 9
Concluding Remarks
In this paper, we propose a Ulm-like method for solving inverse singular value problems. This method avoids solving approximate Jacobian equations in Newton's methods. Under some mild assumptions, we show that our method converges at least quadratically in the root sense. Numerical results illustrate the effectiveness of our method. In our proof, however, we assume that all the given singular values are positive and distinct. An interesting topic is to extend the proposed method to the cases of multiple singular values and of zero singular values, which needs further investigation. 
