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Re´sume´
La gravite´ newtonienne joue un roˆle essentiel dans l’e´volution des objets ce´lestes dans l’univers,
mais la compre´hension des syste`mes ge´re´s par celle-ci reste encore limite´e. Dans cette the`se
nous pre´sentons une e´tude the´orique de la dynamique des syste`mes auto-gravitants a` une di-
mension et a` trois dimensions. La question centrale que nous abordons, en utilisant extensive-
ment des simulations nume´riques, est si la me´canique statistique de´crit bien leur comportement.
A` une dimension nous proposons d’e´tudier principalement deux questions: la relaxation vers
e´quilibre thermique et la relaxation violente vers des e´tat dit “quasi-stationnaire” (QSS). La
premie`re question conside`re la relaxation vers un e´tat correspondant a` l’e´quilibre thermique
dans l’ensemble micro-canonique ou canonique, ou` la solution analytique est connue. Nous
introduisons des parame`tres d’ordre adapte´s qui permettent de mettre en e´vidence cette re-
laxation. Plus spe´cifiquement nous observons que le temps caracte´ristique de cette relaxation
est corre´le´ avec les fluctuations dans l’e´tat quasi-stationnaire et est line´airement proportionnel
au nombre de particules, inde´pendamment de la condition initiale. La deuxie`me question con-
cerne la relaxation violente a` partir de conditions initiales varie´es, et une comparaison avec la
the´orie de relaxation violente de Lynden-Bell. Cette the´orie de´crit avec une bonne approxi-
mation les proprie´te´s de ces e´tats quasi-stationnaires proche de la limite “de´ge´ne´re´e” ou, plus
ge´ne´ralement, quand la relaxation est “calme”. L’e´chec de la the´orie est corre´le´ a` l’emergence
de structure “core-halo”. Pour terminer nous e´tudions les meˆmes questions sur les syste`mes a`
trois dimensions. Dans le cas ge´ne´ral la the´orie de Lynden-bell donne, en absence d’une boˆıte
de confinement, une solution de masse infinie. Nous remarquons que la solution est peu sensible
a` la taille de la boˆıte proche de la limite de´ge´ne´re´. Elle peut eˆtre compare´e aux re´sultats de
simulations nume´riques pour le cas (plus physique) ou` le syste`me est ouvert. Dans ce cas nous
observons, comme en une dimension, un bon accord avec la pre´vision the´orique dans le re´gime
proche de la limite de´ge´ne´re´e ou autrement l’apparition de structure “core-halo”.
Mot-clefs: Relaxation, Syste`me auto-gravitant, E´quilibre thermique, E´tat quasi-stationnaire,




Although Newtonian gravity plays an essential role in the evolution of celestial objects in the
universe, the understanding of its dynamics is still limited. In this thesis we present a theoret-
ical study of the dynamics of self-gravitating systems in one and three dimensions. The main
question we study, using extensive numerical simulations, is whether existing statistical me-
chanical theories can describe their dynamical behavior. In one dimension we study principally
two questions: the relaxation toward thermal equilibrium and the “violent relaxation” toward
so-called “quasi-stationary states” (QSS). The first question considers the relaxation toward a
state corresponding to the thermal equilibrium in the micro-canonical or canonical ensemble,
where the analytical solution is known. We introduce the order parameters which can probe
the relaxation. More specifically we establish that the characteristic time of this relaxation is
correlated with fluctuations in the quasi-stationary state and scaled linearly with the particle
number, independently of the initial condition. The second question considers the violent relax-
ation starting from different initial conditions, and the comparison with the violent relaxation
theory of Lynden-Bell. This theory turns out to describe to a good approximation the properties
of quasi-stationary states when the energy is close to the degenerate limit, or, more generally,
when the initial conditions are such that the relaxation is “gentle”. The breakdown of the the-
ory on the other hand is correlated to the emergence of “core-halo” structure. Finally we study
the same question for self-gravitating systems in three dimensions. For this case the theory of
Lynden-Bell gives, in absence of a confining box, a solution of infinite mass. We show however
that the solution is only weakly sensitive to the box size close to the degenerate limit. It can
thus be compared with the (more physical) case of systems with open boundary conditions,
which we simulate numerically. We observe as in one dimension a good agreement with the
theory of Lynden-Bell in the regime close to the degenerate limit, and otherwise the emergence
of core-halo structure when it breaks down.
Keywords: Relaxation, Self-gravitating system, Thermal equilibrium, Quasi-stationary
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Introduction
In this thesis we present a theoretical study of basic aspects of the dynamics of classical New-
tonian self-gravitating systems in one and three dimensions. The central question we address,
using extensive numerical simulation, is to what extent well established statistical mechanical
approaches can adequately explain their dynamical behavior.
The primary motivation for our study comes from astrophysics, as the idealized limit we
consider in three dimensions should be relevant to understanding better the properties of real
systems such as galaxies or dark matter “halos” in which gravity is the essential force at play.
The simplified one dimensional (1D) model we consider is, however, equally relevant as a toy
model of any long-range interaction, and our motivation for studying it comes also from the
broader context of the statistical mechanics of long range interactions.
In this short introduction we recall first very briefly these two different contexts for our study
and some of the principle relevant previous results. We then give a summary of the content of
the thesis chapter by chapter.
Background
Self-gravitating systems in astrophysics
The gravitational force plays a crucial role in the evolution of celestial objects throughout the
universe, on almost all scales ranging from planetary systems to galaxy clusters and even be-
yond. Although the inverse square law form of Newtonian gravity has been known since the 17th
century, our understanding of the dynamics of self-gravitating systems is still far from complete
despite the fact that it is widely treated in many research domains in astrophysics such as large
scale structure formation, galaxy evolution and stellar evolution. In the second half of the 20th
century important progress has, however, been made in applying statistical approaches, despite
the apparent difficulties posed by the long-range (and unscreened) nature of the gravitational
interaction. A pioneering development was the formulation of the “isothermal sphere distribu-
tion” (originally by Antonov in 1962 [1], see e.g. [2, 3] for review) as the mean-field state with
maximized Boltzmann entropy. It is thus usually considered as the thermal equilibrium of 3D
self-gravitating system. Observationally this isothermal sphere is in reasonable accordance with
the characteristic flat rotation curve (corresponding to a density distribution decreasing as r−2),
outside the core of many spiral galaxies [4, 5] (see Fig. 1 for an example of a rotation curve for
NGC 7217 extracted from [5]). The surface brightness of many elliptical galaxies, on the other
hand, generally fits well with the so-called de Vaucouleurs’ law [6, 7, 8].
The nature and time-scale for the relaxation of such systems to macroscopic dynamical
equilibria was initially a puzzle. The estimation of the required relaxation time based on the
rate of exchange of momentum (also known as “collisional relaxation” or “two-body relaxation”)
1
Figure 1: Circular velocities in the plane of NGC 7217. See [5] for more details about the
observation and the determination of fitting lines.
indicated that it should diverge approximately linearly with particle number N [9, 10]. Thus
celestial objects as massive as elliptical galaxies would require a time exceeding greatly the
age of universe to relax. Globular clusters on the other hand (consisting of much fewer stars
with more compact sizes) could be relaxed and indeed their distribution agree roughly with
singular isothermal sphere distribution, i.e. ρ ∝ r−2, at inner radii [11]. A truncated isothermal
sphere taking star evaporation in its outer parts into account was proposed by Michie [12]
and King [13] which gave better agreement with many globular clusters (see [14, 15, 16] and
references therein). Systems whose ages are much less than this two-body the relaxation time
are referred as “collisionless system” [17, 18] and their “collisionless equilibria” are interpreted
as stationary states of the “collisionless Boltzmann equation” (or Vlasov-Poisson equation).
In an attempt to answer these questions — and specifically to understand the observed light
distribution of elliptical galaxies — Lynden-Bell introduced in 1967 [19] his theory of “violent
relaxation”. He not only explained qualitatively the physics of (much shorter time-scale for)
the relaxation to collisionless equilibrium, but also postulated that the specific states resulting
from it could be predicted based on a statistical mechanics of the collisionless dynamics. One
of the striking features of this theory was that it could lead, in the so-called “non-degenerate”
limit, to an isothermal sphere type solution. However, despite the fact that Lynden-Bell’s expla-
nation of mean-field relaxation became a cornerstone of the understanding of the dynamics of
self-gravitating system, his statistical theory was rapidly abandoned in astrophysics: it did not
appear to be adequate to explain the (non isothermal) property of stationary self-gravitating
system as observed in astrophysical systems [20, 21]. Further the theory involves several difficul-
ties which make its practical relevance in astrophysics questionable — notably the prediction of
the theory are made in term of quantities which are, practically, not observable in this context.
The fact that its prediction are extremely complicated to derive probably also led to its neglect.
In short as the size and sophistication of numerical studies of self-gravitating systems in
astrophysics developed greatly the 1960s on, it became clear that neither the isothermal sphere
nor Lynden-Bell’s theory for collisionless relaxation could explain the “collisionless equilibria”
2
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observed. Many simulations of isolated self-gravitating systems from simple classes of initial
conditions give stationary states with density profiles well fitted by power-laws ranging from
r−3 − r−4 [22, 23, 24, 25, 26] (although some suggested the secondary infall could improve
the density profile to ∼ r−2 [27, 28]) or by de Vaucouleur’s law (or R1/4 law) [29, 30, 31],
depending on initial conditions. Further non-spherically symmetric (e.g. triaxial) stationary
states are observed to result in certain cases starting even from spherically symmetric initial
conditions [32, 33, 34], and anisotropy in velocity space is also a common feature of stationary
states. In the context of cosmological simulation, on the other hand, the “universal” NFW mass
profile [35, 36] fits strikingly well with simulations. Despite many attempts a full theoretical
understanding of these results is still lacking. It is also very difficult numerically to simulate
the evolution on sufficiently long time scales to probe the two-body relaxation. Studies in
the literature (see e.g. [37, 32, 38, 39, 40]) provide some results but give still a very limited
characterization and understanding of it.
Modeling and comparisons with observation are greatly complicated by the presence of dark
matter, the existence of which was first postulated by Zwicky following his analysis of the nebulae
and their “missing mass” [41, 42] (which later became known as “dark matter”). Observation-
ally although dark matter may not be detected directly, gravitational lensing has proved to
be a powerful method to probe its distribution. Dark matter is found to be present in low
surface brightness (LSB) galaxies [43], spiral galaxies [44], elliptical galaxies [45] as well as in
galaxy clusters [46]. In the context of current cosmological theories this mass is believed to be
predominantly non-baryonic with extremely weak non-gravitational interaction. In the context
of particle physics, there are many possible candidates for dark matter particles (see [47] for
a review). A full dynamical treatment must then in principle take into account the fact that
the baryonic matter has non-gravitational interactions (which are essential in stellar formation),
and can result in the two components having different distributions. Although recent progress
in numerical techniques allows one to simulate a system with both baryonic and dark matter,
the theoretical understanding of this even more complex problem still remains very limited. The
detailed understanding of galaxy evolution thus essentially rests on numerical simulations.
Statistical mechanics of long-range interactions
In the context of statistical mechanics, it is very natural to consider gravity as just one interaction
of the broader class of long-range interactions, i.e. any interaction with two-body potential
V (r →∞) ∼ 1
rα
and α < d
where d is dimension of space. This classification is associated with the non-extensive nature
of these interactions (i.e. their energy grows faster than linearly with the volume) which leads
to fundamental differences (compared to short-range interactions) in both their equilibrium and
out-of-equilibrium statistical mechanics. Apart from gravity, notable examples are unscreened
Coulomb systems [48, 49], 2D vortices [50, 51] (with possible application to proto-planetary
nebulae [52] or the great red spot of Jupiter [53, 54]) as well as systems like the free-electron
laser [55, 56].
Research in the last decade or so in this field has made it clear that many of the behaviors
of self-gravitating systems described above are generic to this class, and has given an improved
understanding of these systems (for reviews see [57, 58, 59, 60]). Starting from kinetic equations
derived from the BBGKY hierarchy [61], it can be shown that the evolution can (like for gravity)
3
Figure 2: Ensemble-averaged time evolution of the magnetizations M(t) with N = 102, 103, 2×
103, 5×103, 104 and 2×104 from left to right. The shift toward the horizontal line withM ∼ 0.3
ofM(t) indicates the relaxation to thermal equilibrium. For the determination of N -dependence,
see [63].
be divided into two different regimes: the “collisionless” and “collisional”. The former one corre-
sponds to dynamics governed purely by the mean-field, where the kinetic equation reduces to the
Vlasov equation [62]. Starting from a non-stationary initial condition the collisionless mean-field
relaxation drives it at first to a stationary state (generally non-thermalized) subjected to the
conservation of Casimir integrals. With lifetime diverging with N , the stationary state starts
to evolve in the latter regime where the “collision term” comes into play. This collision term
is a functional of the two-body correlation function. As a result of these collisional processes,
these systems are expected to evolve toward the maximum entropy configuration, i.e. to ther-
mal equilibrium when this is well defined. The non-thermalized intermediate states, i.e. the
“collisionless equilibria”, are usually referred as “quasi-stationary state (QSS)” in this context,
and this is the nomenclature we will adopt here. The mechanics of this relaxation and the time
scales characterizing it are currently open questions of research.
In the context of statistical mechanical investigations it is natural to study simplified toy
models. One such model which has enjoyed a lot of attention in the last decade is the so-called
Hamiltonian mean field (HMF) model [64]. It considers the dynamics of particles (sometimes
called rotators) put on a ring and coupled with others by long-range force. For the attractive












1− cos(θi − θj)
]
for N identical rotators of unit mass and coupling constant. The dynamics is globally governed
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Figure 3: Caloric curve showing second order phase transition of the HMF model between the
theoretical prediction (solid line) and the numerical simulations (point). This figure is taken
from [68].
by the magnetization ~M defined as





(cos θi, sin θi)
with 0 ≤ | ~M | ≤ 1. Hence the equation of motion of the rotator i reads
θ¨i = −mx sin θi +my cos θi.
Given this (mean-field) property the calculation of the force for dynamical integration is very
rapid which allows one to perform quite large N simulations over time scales sufficiently long to
probe collisional relaxation. The model has a well-defined thermal equilibrium, showing a phase
transition from an ordered phase with non-zero magnetization to a disordered phase with zero
magnetization at higher temperature (see e.g. [65] and references therein). As the magnetization
in thermal equilibrium is known, it can be used as a diagnostic for thermal relaxation (starting,
for example, from a stationary state with zero magnetization at U < 0.75). The temporal
evolution of magnetization for various N is shown in Fig. 2, from which the scaling with N
of relaxation time yields N1.7 as analyzed in [63, 66]. The analysis of the equilibrium phase
transition can be found in [67]. The caloric curve is shown in Fig. 3 which shows a comparison
between theory and numerical simulations. The curve manifests a second order phase transition
at U = 0.75.
The HMF model also displays violent relaxation to QSS from classes of out of equilibrium
initial conditions, and thus provides a simple context to test theories which might explain their
properties. There has in this context been a revived interest in Lynden-Bell’s theory of violent
relaxation for self-gravitating systems: it turns out that in the HMF it can provide, at least in
some of the space of initial conditions, excellent agreement with simulations [72]. More broadly,
analysis has been published showing that, even if its detailed predictions are not accurate,
5
Figure 4: (Left panel) Phase diagram of the Lynden-Bell stationary state of the HMF model
in the (M0, U) plane (specific for the rectangular waterbag initial condition). See [69] for more
detail about the calculation. (Right panel) Phase diagram of the same stationary state in the
(f0, U) plane (see [70, 71] for details).
LB prediction gives a very good qualitative understanding of the “out of equilibrium phase
transitions” observed in the space of initial conditions leading to QSS. In this model, as shown
in Fig. 4, Lynden-Bell theory predicts a non-trivial phase diagram for those states in the total
energy/initial magnetization space (left) and in the total energy/initial phase space density
(right), which is found to be quite well followed in numerical simulation (see [69, 70] for stability
analysis and see [73, 74] for numerical investigation). The model has also been used to explore
the possible relevance of so-called “Tsallis distribution functions” [75] in understanding the QSS,
related to so-called polytropic distribution functions in the case of gravity which occur also in
the HMF model [76, 77].
A theory analogous to that of Lynden-Bell was independently developed in the fluid mechan-
ics context to describe the collisionless evolution of 2D vortices, the “Miller-Robert-Sommeria
statistical theory” [78, 79]. The distribution of vortices is presented by the scalar vorticity field
(equivalent to the distribution function in stellar systems) and their evolution is governed by
the 2D Euler equations under mutual logarithmic interaction (analogous to the Vlasov-Poisson
equations). The theory predicts the relaxation of vortices to stationary coherent structures. It
was considered as successful in this context, most notably because of its agreement with lab-
oratory experiment reproducing the system of vortices [80] or the persistence of the red spot
of Jupiter. The analogies between 2D vortices and stellar systems are extensively discussed
in [81, 82].
In our study we consider at length a different toy model in one dimension: the “sheet model”,
corresponding to particles interacting by attractive forces independent of their separation. This
is the model in one dimension most directly analogous to 3D Newtonian gravity. It has been
extensively studied both in the astrophysical literature (see e.g. [83, 84, 85, 86]) and in the
statistical mechanics literature (see e.g. [87, 88, 89] and reference therein). It has the very nice
feature that, because the forces change only when particles cross, it can be integrated numerically
up to machine precision (and without any discretization of the equation of motion). It has been
the subject of (mostly numerical) study in the literature for several decades following earlier
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analytical studies [90, 91]. A fundamental question about this system is whether it relaxes to
the statistical equilibrium calculated in the microcanonical or canonical ensemble. The latter
were first calculated for this model, exactly and for any particle numberN , in [92]. The literature
on this model is marked by differing results (or, rather, interpretation of results) from different
groups, and even some controversy. Works on relaxation to thermal equilibrium indicated that
it was attained, and its scaling with N varied from one to another (see introduction of chapter
4 for more detail).
Recent results such as those on the HMF model have also led other authors to reconsider the
theory of Lynden-Bell and re-evaluate it relevance. In a study of gravity in three dimensions,
Levin et al. [37] have reported results showing Lynden-Bell theory to work well in certain parts
of the relevant parameter space of initial conditions. These same authors have extended their
analysis to 2D gravity [93] and also plasma systems [94] leading to the same conclusion. In the
case of LB theory breakdown they proposed the distribution function based on the observed
distribution function of core-halo which fitted very well in many cases. Yamaguchi [95] has
revisited the 1D self-gravitating model, concluding agreement for a range of initial conditions
and proposing also a phenomenological modification of distribution function fitting well with
observed non Lynden-Bell QSS. These works in the statistical mechanics literatures have also
provided motivation for the studies we report here.
Thesis plan
The report is divided into two main parts, each containing three chapters. The first part
considers the underlying theories of the statistical mechanics, providing both a review of essential
known results and our calculations of theoretical predictions from them. The second part then
presents the results of our numerical simulations and comparison with theory.
Part I is organized as follows:
• Chapter 1 gives a brief basic introduction to Newtonian self-gravitating systems in one
and three dimensions. We start with 3D self-gravity in the first part of the chapter.
We derive first the kinetic equation from the BBGKY hierarchy to obtain the Vlasov
equation, and then discuss some applications, including the Jeans equations, the virial
theorem, polytrope solution and the Eddington formula. In the rest of the chapter we
introduce the 1D self-gravitating system (or sheet model) and simplify (or generalize) the
results presented in three dimensions to the 1D model.
• Chapter 2 reviews the central results obtained using equilibrium statistical mechanics
applied to self-gravitating systems. First we discuss the isothermal sphere distributions
corresponding to the local maxima of the micro-canonical entropy in the mean-field ther-
modynamic limit (i.e. the thermal equilibrium of 3D self-gravitating system), with a brief
discussion about the negative specific heat and the gravothermal catastrophe. We then
present the standard estimate of the rate of relaxation through momentum exchange rate
due to close encounters. We also review the description of these effects as a diffusive
Fokker-Planck process. The rest of the chapter then reviews in considerable detail the
exact calculation of thermal equilibrium in one dimension. We consider the equilibrium in
the canonical and micro-canonical ensembles, for finite N and then take the limit N →∞
with fixed mass and energy. We provide also a simple naive estimate for the rate of re-
laxation in one dimension. Finally we show a simple (but original) result: the thermal
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equilibrium solution in one dimension is the only stationary solution to the Vlasov equa-
tion which is a separable function of spatial and velocity coordinates. This motivates the
introduction of a family of “order parameters”, which we will use in chapter 4 to probe
the relaxation to thermal equilibrium.
• Chapter 3 discusses the violent relaxation theory of Lynden-Bell (LB). First of all we
recall the estimation of the time scale of violent relaxation using the relative fluctuation
rate of the gravitational mean-field. Then we review the derivation of the stationary
state resulting from violent relaxation which maximizes the so-called Lynden-Bell entropy,
and discuss a H-function theorem which shows that the Lynden-Bell entropy (or more
generally coarse-grained entropy) increases with time. The rest of the chapter describes
our calculations of the detailed prediction of the LB which we will use for our numerical
simulations in chapters 5 and 6. We detail the application for 1D gravity with “waterbag”
initial conditions in which the LB solution depends non-trivially only on a single parameter
(the energy in suitable units). We explain the calculation to obtain the density profile,
velocity distribution, energy distribution and order parameters for LB equilibria. Then
we turn to the 3D system (again with “waterbag” initial conditions) in which the LB
solution requires a cut-off radius, and thus depends on two parameters. We calculate the
density profile, velocity distribution and energy distribution for 3D system. We examine
in particular the dependence of results on the cut-off radius.
Part II is organized as follows:
• Chapter 4 reports our numerical investigation of the thermal relaxation of 1D systems.
Compared to the previous literature, we perform simulations in a broader range of initial
conditions and with greater statistics. We employ systems with relatively small N (of
order a few hundred) and run them over the necessary very long time scales, smoothing
out the finite N fluctuations by either time average or ensemble average. We use the order
parameter defined in chapter 2, along with the equilibrium profiles derived previously in
chapter 2, to study the relaxation. The main questions we focus on are: the attainment
of thermal equilibrium and the dependence of the associated relaxation time both on N
and the initial condition; and the correlation between the fluctuation of the QSS and the
relaxation time. We give a determination of the scaling with N of the relaxation time. We
also investigate the origin of various controversies in the previous literature. The text of
this chapter is based essentially on an article published in J. Stat. Mech. [96].
• Chapter 5 considers violent relaxation in the 1D model, and specifically how well LB
theory can account for the observed states. In this chapter we study principally three
different classes of initial conditions, all of which are “waterbag”. We simulate the system
for relatively large N on the shorter time scale of violent relaxation. We measure the
density profile, velocity distribution, energy distribution and the order parameters from
simulations and compare with LB predictions derived in chapter 3. Compared to previous
studies, we study a much broader range of initial conditions and the comparison with LB
predictions is performed in much greater detail, allowing us to determine accurately the
departures from theory and also assess the validity of modifications of LB theory recently
proposed in the literature. The text of this chapter is taken from an article accepted for
publication in Phys. Rev. E [97].
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• Chapter 6 presents our numerical study of 3D self-gravitating systems, again focussing on
the accuracy of LB theory. The study follows closely that in chapter 5, considering three
classes of waterbag initial conditions. Our simulations are of systems with open boundary
condition, which (following the discussion in chapter 3) limits the range of applicability of
LB theory. As in one dimension we base our comparison with LB on the spatial, velocity
and energy distributions. We also explore the effect of breaking spherical symmetry in the
initial condition and the deviation from LB that it can lead to.









Self-gravitating systems in one and
three dimensions: definitions and
basic results
In this chapter we recall first some well known results useful in the treatment of classical 3D
systems of many particles interacting by Newtonian gravity (our treatment follows mostly [17]).
We then define the analogous 1D systems — the so-called “sheet model” — and consider the
extension of these same results to this case.
At the outset let us note that everywhere in this thesis we will consider self-gravitating
systems of a finite (but large) number of identical point particles N .
1.1 3D Newtonian gravity














|~xi − ~xj | (1.1)
where ~xi and ~vi are the vectors of position and velocity of particle i and G is Newton’s constant.








|~xi − ~xj |3 . (1.2)
1.1.1 Kinetic equation from the BBGKY hierarchy
In the study of systems of large N interacting by gravitational forces (or, more generally, by
a long-range interaction), an important tool is the definition of an appropriate N → ∞ limit
in which the dynamics becomes “collisionless”. In this limit the system’s evolution can be
determined by a closed set of equations for the one-particle phase space density f(~x,~v), the
Vlasov-Poisson equations, known more generally in the case of gravity as the “collisionless
Boltzmann equation”. We reproduce here a standard derivation starting from the BBGKY
hierarchy (see for example [61, 98, 99]) which allows a simple physical interpretation of this
13
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limit. A rigorous mathematical derivation of it (for the general case) was given by Braun and
Hepp [100].
Let PN (~x1, ~v1, . . . , ~xN , ~vN ) be the N particle probability distribution. It is straightforward
to show that it obeys the Liouville equation



















where ~Xi stands for (~xi, ~vi) and Φi,j is the gravitational potential experienced by particle i due
to particle j. The normalization of PN reads∫
PN ( ~X1, . . . , ~XN )d
6X1 . . . d
6XN = 1. (1.4)
Defining the reduced j-particle probability distribution
Pj( ~X1, . . . , ~Xj) =
∫
PN ( ~X1, . . . , ~XN )d
6Xj+1 . . . d
6XN (1.5)
and using (1.3) one can obtain the BBGKY hierarchy which connects the j-particle probability



























Specifically for the one-particle probability distribution P1(~x1, ~v1; t), one obtains
∂P1
∂t
+ ~v1 · ∂P1
∂~x1







Decomposing the two-particle probability distribution P2 into
P2( ~X1, ~X2) = P1( ~X1)P1( ~X2) + P
′
2( ~X1, ~X2) (1.8)

















P ′2( ~X1, ~X2)d
6X2. (1.9)
Writing the distribution function f(~x,~v, t) (i.e. mass distribution in phase space) in term of
P1(~x,~v, t) as











~a( ~x1) · ∂f
∂~v1
= CN (1.11)
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and CN is the “collision term” which is a function of P
′
2(
~X1, ~X2). The Vlasov-Poisson limit is
obtained taking N →∞ at constant total mass M = Nm, in which the collision term vanishes








= 0 and ~a(~x) = −~∇Φ(~x) , ∇2Φ(~x) = 4πG
∫
f(~x,~v)d3v. (1.13)
Formally this limit corresponds therefore to neglecting the correlation between particles, and
the particle dynamics is entirely governed by the mean-field. The Vlasov-Poisson evolution,
in absence of the collision term, is therefore referred to as the “collisionless regime”. The
“collisional regime” is that, in contrast, which requires the inclusion of the physical effects
described by the right-hand-side of 1.11. In the case of 3D gravity, as we will discuss in the next
chapter, the leading process contributing to these terms is believed to be two-body collisionality,
leading to deviation from the Vlasov-Poisson dynamics on a timescale ∼ NtD where tD is the
characteristic dynamical time scale. Some analyses [102, 103] suggest that, except for the very
special case of homogeneous states in one dimension, this result is generic. The long-lived QSS
are thus interpreted, for gravity and more generally for long-range interaction, as corresponding
to stationary solution of the Vlasov-Poisson equations. On the longer time scales on which
the collisional processes come into play, relaxation to thermal equilibrium (if it is defined) is
expected. Whether such relaxation does in fact take place, on what time scale and by what
mechanism are open questions which we address some aspects of in this thesis.
Let us consider the energy and mass conservation during the collisionless evolution. Inte-














fd3xd3v. Supposing that the distribution function vanishes asymptotically in phase

























The second term vanishes because f(~x,~v) vanishes asymptotically and we rearrange the third





f~v · ~∇Φd3xd3v (1.15)
where K ≡ ∫ v22 fd3xd3v is the total kinetic energy. Proceeding in the same way for the evolving
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The third them vanishes because f(~x,~v) vanishes asymptotically. Using integration by parts
on the second term and decomposing the first term, we can express the time derivative of total






























f~v · ~∇Φd3xd3v = 0 (1.16)
where ϕ(~x, ~x′) and ρ denotes the pair potential and the density distribution respectively. Using
the continuity equation of density flow
∂ρ
∂t















Φ~v · ~∇fd3xd3v + 1
2
∫
f~v · ~∇Φd3xd3v =
∫
f~v · ~∇Φd3xd3v. (1.17)







This implies that during the collisionless evolution exchange between kinetic and potential energy
is allowed while the total energy is conserved. These conservation laws can be in fact generalized

















− ~v · ∂f
∂~x






− ~v · ∂h(f)
∂~x
− ~a(~x) · ∂h(f)
∂~v
]
d3xd3v = 0 (1.20)
if f → 0 when |~x| and |~v| → ∞. A theory for determining the “collisionless equilibrium” will be
discussed in chapter 3.
1.1.2 Jeans equations
Although the distribution function f gives full information about the system, in practice it is not
possible to determine it with accuracy in astrophysical structures. Given the Vlasov equation
one can obtain a useful relation between the spatial density and the moments of the velocity
distribution known as the “Jeans equations”.
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expressing the conservation of mass, and where the bar over the velocity component denotes the































where σ2ij = vivj − v¯iv¯j is the “velocity-dispersion tensor”. This equation has the same form
as Euler equation in fluid dynamics with the velocity field of the fluid being replaced by the
average velocity of the particles, and the pressure by the stress tensor ρσ2ij . Equations (1.21)
together with (1.24) are the Jeans equations. They are widely employed in astrophysics to relate
the observable streaming velocity v¯i or velocity dispersion σ
2
ij with the density distribution ρ.
For a system which is spherically symmetric in coordinate space and in a stationary state the





















φ for the tangen-






with p = ρv2r . (1.27)
1.1.3 Virial theorem
The virial theorem is a crucial tool in the analysis of self-gravitating system (and, more generally,
long-range interacting systems). It provides a simple relation between the total potential and
total kinetic energy for a system in a stationary state regardless of internal structure. It is





= 2T + U, (1.28)
where T and U are the total kinetic and potential energy, respectively, and I is the moment of














= 2 < T > + < U > (1.29)
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where <> denotes the time average over that time window. The left-hand-side of (1.29) may
vanish in various different cases. For example if the system’s evolution is periodic in time and t0

















= 2 < T > + < U >, (1.30)
if all particles remain in a finite region. In either case we therefore obtain
0 = 2 < T > + < U > (1.31)
On the other hand a much more restrictive condition is satisfied in the case of a (macroscopic)
stationary state. Since I¨ = 0, we have
0 = 2T + U. (1.32)
Note that this will be valid exactly in the limit N →∞, and is true up to finite N fluctuations
in a system of a finite number of particles. Note that it follows from (1.32) that, in a virialized
state,




and therefore that the total energy of a virialized system is negative. A generalized version of





= 2Tjk +Πjk +Wjk (1.33)

















Wjk is the “potential-energy tensor”. Both components Tjk and Πjk form part of the kinetic-
energy tensor with Kjk = Tjk +
1
2Πjk, where Tjk is associated to ordered motion and Πjk to
random motion. The trace of equation (1.33) gives (1.28), the “scalar virial theorem”. To exploit
the tensor virial theorem with astrophysical observations, the axes are chosen so that one axis is
parallel to the line-of-sight direction and the structure is projected on the plane perpendicular to
this axis. We consider, for example, an axisymmetric rotating galaxy with angular momentum




(1− δ)Wxx/Wzz − 1
α(1− δ)Wxx/Wzz + 1
relating the averaged line-of-sight velocity square < v¯2|| > and mean-square line-of-sight ve-
locity dispersion < σ¯2|| > to the global anisotropy parameter δ (see [17] or [104]). The two
components of the tensor W can be determined using galaxy photometry, returning the ratio
Wxx
Wzz
as a function solely of the ellipticity e. In the expression, α is a dimensionless constant
depending on how the density ρ(~x) and streaming velocity v¯i vary with position. There are
also other versions of virial theorem such as for systems of charged particles [105], astrophysical
magnetohydrodynamics [106] and rotating self-gravitating fluid [107].
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1.1.4 Polytropes
Any time independent function in phase space which depends on the phase space coordinates
through the energy ε = v
2
















An interesting class of such stationary solution are the so-called “polytropes”. They are
isotropic stationary solutions which have the simple property that
p = Kργ (1.36)








(−Φ) 1γ−1 . (1.37)




A(−ε)n− 32 , ε < 0
0 , ε ≥ 0 (1.38)
where the cut-off at ε = 0 is required for boundedness. The spherical density distribution at


















which is finite when n > 12 . Using (1.37) and (1.39) γ is thus related to n by
n =
1
γ − 1 . (1.41)
Defining the dimensionless parameters
ξ ≡ r
b
, ψ ≡ −Φ|Φ0| with b ≡ (4πG|Φ0|
n−1cn)−
1
2 where |Φ0| ≡ −Φ(0), (1.42)










+ ψn = 0 (1.43)
for ψ > 0. This equation is the “Lane-Emden equation” [108, 109] widely known in stellar
astrophysics. Defining ρc and pc to be the density and pressure at r = 0, we have
ρc = cnΦ
n



























Note that it is only for n ≤ 5 that a physical (finite mass) solution exists (where the solution is
considered from ξ = 0 to its cut-off radius ξc where Φ = 0 for the first time, except for n = 5
where ξc → ∞). For n ≥ 5, solutions exist but the corresponding mass is infinite. Analytical
solutions are known for the cases with n = 0, 1 and 5. They are summarized in Tab. 1.1 with
their corresponding ξc. For numerical solution of (1.43) for other n, see [110]. More generally
Table 1.1: Analytical solutions of equation (1.43) for different n with cut-off radius ξc.
n 0 1 5








the polytropic equilibria in any number of spatial dimensions d (even d > 3) are given in [111],
i.e. the solutions of the d-dimensional Lane-Emden equation. The article also analyzes their
basic thermodynamic properties: thermodynamics statility and caloric curves, for example.
1.1.5 Eddington formula
The so-called “Eddington formula” [112] allows one, given an spherically symmetric mass profile
ρ(r) of a stationary structure, to infer a corresponding isotropic stationary solution of the Vlasov
equation i.e. a corresponding QSS. To derive it consider again a phase space density f(ε) with
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must be a strictly non-decreasing function of ε. Taking for example the polytropic density






















with z ≡ Φ
ε
= A(−ε)n− 32
as defined in (1.38), along with condition (1.50) satisfied. This formula can be used numerically
to set up a finite N realization of such a QSS, for any ρ(r) satisfying (1.50). Using the Poisson
equation one can determine Φ(r) and thus f(ε). Particles must then be distributed in space





We note that these results can, in principle, be generalized to any long-range interactions.
1.2 1D Newtonian gravity, or the “sheet model”
We consider identical particles of mass m in one dimension which are mutually attracted by a
force independent of their separation. The force on a particle at position x due to a particle at
the origin at x = 0 is thus given by
F1d = −gm2sgn(x) (1.51)
where g is a coupling constant. This corresponds to the force derived from the pair potential
V (x) = gm|x|. (1.52)




(with the arbitrary integration constant chosen appropriately). Comparing to the 3D Poisson
equation we see that this is equivalent to the interaction between infinitely thin planes of infinite
extent with surface mass density Σ = gm/2πG, which explains why this model is widely called
the “sheet model”. For a particle at position x, the total force acting on it is thus
F (x) = gm2[N>(x)−N<(x)] (1.54)
where N> and N<(x) are the number of particles with coordinate greater than and less than x,
respectively (or more simply: the total force on a given position is proportional to the difference














|xi − xj | (1.55)
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where xi and vi denote the position and velocity coordinate of particle i. The equation of motion








|xi − xj | . (1.56)
Unlike the Newtonian gravity in three dimensions, the pair potential (1.52) is positive and
divergent at large separation, so particles cannot escape to infinity. As we will discuss in chapters
2 and 3, this implies that it is not necessary, as in three dimensions, to enclose the system in a
box to define thermal equilibrium (chapter 2) and collisionless equilibrium (chapter 3). We will
always consider here the system with open boundary conditions. The smoothing of force is not
required because of the absence of force divergence at small separation. As a result there is no
equivalent of the so-called “gravothermal catastrophe” in three dimensions.
To specify fully the dynamics we must prescribe what happens when two particles arrive at
the same point. Since the force is bounded as the separation goes to zero, the natural physical
prescription for the 1D model is that the particles simply cross (i.e. pass through one another).
In one dimension, however, this is equivalent, up to a change in particle labels, to a hard elastic
collision, as such a collision (of equal mass particles) simply results in an exchange of their
velocities. Thus, up to particle labels, the sheet model for equal masses is equivalent to one in
which particles experience always the same spatially constant force equation (1.54) and simply
exchange velocities when they “collide”. As has been noted in some previous studies of models
of this kind [113] it is convenient to exploit this equivalence in numerical simulation, described
in appendix A.
1.2.1 Jeans equations (1D)

















Direct integration of the Vlasov-Poisson equations in one dimension has been performed and
showed the relaxation to QSS similar to those observed in N -body simulations (see e.g. [114,







which is the continuity equation, where ρ and v¯ are the density distribution and the mean






+ ρ · ∂Φ
∂x
= 0 (1.60)
with v2 being mean velocity squared. Just as in three dimensions the Jeans equation then
relates the density distribution to the first two velocity moments. The equation of hydrostatic
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where p = ρv2 is the pressure.
1.2.2 Virial theorem (1D)
We will generalize the usual 3D virial theorem to 1D gravity. Taking the first moment of xi and














|xi − xj | . (1.62)






































|xi − xj | = 2T − U. (1.63)
where T and U are the total kinetic and potential energy respectively. Performing the temporal





















m(xi(τ + t0)vi(τ + t0)− xi(τ)vi(τ))
t0
= 2 < T > − < U > (1.64)
where <> denotes a time average in a window of width t0. Equation (1.64) implies that if all
particles are always bound in a finite region, the term xi(τ + t0)vi(τ + t0)− xi(τ)vi(τ) is always
finite. Consider the temporal average in large time windows, i.e. t0 → ∞, the equation (1.64)
reduces to
0 = 2 < T > − < U > . (1.65)














= 2T − U (1.66)
where I is the 1D moment of inertia. If the system is stationary, it thus obeys the relation
0 = 2T − U. (1.67)
Following the same steps it is straightforward to show that, for a system with power law attractive
force between particles Fij ∝ − xi−xj|xi−xj |1−α , this result generalizes to
0 = 2T − (1 + α)U. (1.68)
The virial theorem derived above is based on the particle dynamics. We can also recover it
in the fluid limit (i.e. the system described by one-particle distribution function obeying the
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Vlasov equation). Integrating the first moment with respect to x of the Jeans equation (1.60),

















dx = 0. (1.69)




















gρ(x)ρ(x′)|x− x′|dx′dx = U. (1.70)






ρv2dx = −2T. (1.71)




















































= 2T − U. (1.73)
Note that since E = T + U , a virialized system has E = 3T = 32U (and E ≥ 0 always by
definition). The generalized virial theorem for d-dimensional gravity may be found in [116].
1.2.3 Polytropes (1D)
In this section we consider in 1D gravity the existence of polytropes analogous to those in
three dimensions. We thus consider a distribution function which can be expressed in term of



































The condition that dn be finite requires that n > 0 (which also is required so that ρ → 0 as
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which, using (1.75), implies the power law equation of state
p = kργ (1.78)
with






n− 1 . (1.79)








where Φ0 ≡ Φ(0), we can write the Poisson equation
∂2ψ
∂ξ2
− ψ−n = 0 (1.81)
analogous to Lane-Emden equation in three dimensions. Integrating (1.81) with boundary con-




2(ψ′1−n − 1) dψ





dψ′ = ξ for n = 1. (1.83)






2 dψ′ = ψ
n+1
2 − 1
ψ ∼ ξ 2n+1 . (1.84)
Thus
ρ ∼ ψ−n ∼ ξ− 2nn+1 . (1.85)
To obtain a finite mass therefore requires
n > 1 or γ > 0.
Therefore the cases n > 1 correspond to finite mass polytropes. It is straightforward to obtain
numerical solutions using (1.82) for any n. Analytical solutions may be given for some cases,
notably:
• n = 3 (γ = 23):
Integration of (1.82) gives
ξ =
√
ψ2 − 1 or ψ =
√
ξ2 + 1. (1.86)




= (ξ2 + 1)−3/2 (1.87)
with normalization condition ∫ ∞
0
ρ˜(ξ)dξ = 1. (1.88)
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• n→∞ (γ = 1):
The limit n→∞ corresponds to γ = 1 i.e. the equation of state becomes
p = Kρ. (1.89)











which is the Maxwell-Boltzmann density distribution. This is analogous to the 3D solution
with n→∞ which gives the so-called isothermal sphere distribution. The 3D version has
infinite mass but the 1D Maxwell-Boltzmann distribution function has finite mass. We
will discuss these particular solutions at length in the next chapter.
1.2.4 Eddington formula (1D)
We consider the generalization of the Eddington formula to our 1D system. Given a stationary










The Abel integral equation gives now the inversion







Φ− ε dΦ (1.92)
or, alternatively,








to be compared with (1.49) in three dimensions. To ensure that f(ε) ≥ 0, one requires therefore




is strictly non-increasing. Note that, as in three dimension, these results apply in principle for
any Φ except in this case the condition about sufficiency of dρdx ≤ 0 which assures Φ to a strictly
increasing function, which is a specific property of the 1D gravitational interaction. Thus one
can always construct a QSS for any given monotonically decreasing mass density profile using
this formula. It is straightforward to show that taking ρ = dnΦ























The extension of the Eddington formula to a stationary solution in d dimensions is given in [117].
The author also discussed an application to chemotaxis in biological systems.
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Chapter 2
Thermal equilibrium of 3D and 1D
self-gravitating systems
In this chapter we review the central results obtained using equilibrium statistical mechanics
applied to self-gravitating systems (for review see e.g. [2, 3]). We consider first, as in the previous
chapter, the 3D case, in particular the isothermal sphere configurations which correspond to
local maxima of the micro-canonical entropy in the mean-field thermodynamic limit, and briefly
discuss also the appearance of negative specific heat and the “gravothermal catastrophe”. We
then review the standard estimations of the rate of relaxation due to two-body collisionality. We
also review the description of those collisional effects using the diffusive Fokker-Planck equation.
The rest of the chapter then considers the 1D case, which presents considerable simplification
compared to the 3D case. Unlike in three dimensions, neither regularization at small distance
(by removing the singularity in the potential) nor at large distance (by an enclosing box) is
required to make the equilibrium statistical mechanics well defined. We review then the exact
solution in the canonical ensemble and then in the micro-canonical ensemble, which were given
(for any N) by Rybicki [92]. In this part we provide considerable detail, filling in some parts
of Rybicki’s calculation not included in the original paper. In the last part we discuss briefly
the collisional relaxation mechanism in one dimension, and give a simple naive estimate for the
associated rate. We then also show a simple property of the 1D equilibrium: it is the unique
solution of the Vlasov equation which is separable in position and velocity space. This results
leads us to define a set of “order parameters” which we will make extensive use of in our study
of relaxation in this model in chapter 4.
2.1 Thermal equilibrium for 3D self-gravitating systems
In the section we first review briefly the maximization of the micro-canonical entropy in the
mean-field limit, and describe the property of the resulting configuration. Our presentation here
follows closely that of [118, 2].
2.1.1 Mean-field equilibrium
The micro-canonical entropy for a N identical particle system enclosed in a region of volume V ,
with energy E, is simply
S(E) = ln g(E) (2.1)
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For a purely self-gravitating system it is straightforward to show (see e.g. [2]) that this expression
is badly defined: it diverges for
• V →∞, i.e. unless we confine the system in a box, and for
• N > 2, unless the singularity in the potential at r = 0 is regulated.
We will thus assume that the system is confined in a box and that an appropriate regularization of
the potential is applied. It turns out that the results we derive here — in the mean-field limit —
are independent of such a cut-off (because we will discard the contribution from the relevant part
of phase space). The derived maxima are therefore only local maxima for unregulated system,
but may be global maxima for sufficiently large values of the regularization [119]. Taking the















































where k′ = 2π(E − U)k. The integral in k-space can be done using the residue theorem and





d3Nx(E − U) 3N2 (2.4)
where all integration constants are absorbed into A. We divide the overall volume into M cells
such that M ≪ N and suppose that each cell contains many particles. The interaction among




d3Nx −→ δ(N −
∑
a na)







































where Uab is the pair potential between cells a and b. The mean-field entropy is thus















Now we take the continuum limit for the density distribution, i.e. replacing MnaV → ρ and∑
a








ρ ln ρd3x. (2.7)
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We then calculate ρ that yields the maximum of S by considering the first variation with an







[δρ+ δρ ln ρ]d3x+ α
∫
δρd3x = 0. (2.8)
where K = E − 12
∫
ρUρ′d3xd3x′ is the total kinetic energy. It follows that the corresponding
equilibrium profile as








the inverse temperature and potential field respectively. The maximization of the entropy in
the mean-field limit thus leads to a Maxwell-Boltzmann form for the density distribution, with
Φ for the mean-field potential, obeying the self-consistent Poisson equation (i.e. Lane-Emden
equation with polytropic index taking to infinity)
∇2Φ(~x) = 4πGAe−βΦ(~x)
where A is a constant. Equivalently we can derive the equilibrium writing directly the Boltzmann
entropy given by
S[f ] = −
∫
f ln fd3xd3v. (2.11)
Performing the first variation subject to conservation of mass and (mean-field) energy
M =
∫







U(~x, ~x′)f(~x′, ~v′)d3x′d3v′)f(~x,~v)d3xd3v, (2.12)
we obtain
δS + αδM + βδE =∫ [











Uf(~x′, ~v′)d3x′d3v′)δfd3xd3v = 0,





For the canonical ensemble, we recall the Massieu function
J = − 1
T
F = S − 1
T
E (2.14)
where F is the Helmholtz free energy. The equilibrium is determined by the first variation of










Inequivalence of those ensembles will be discussed briefly in section 2.1.3.
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2.1.2 Isothermal sphere solution










subject to the boundary condition dΦdr (r = 0) = 0 with ρc and Φ(0) for the density and potential,
respectively, at r = 0. The equation admits the solution ρ ∼ r−2 (and Φ ∼ ln r) for r 6= 0 but
this solution is not consistent with the boundary condition dΦdr (r = 0) = 0. It is convenient to
define the dimensionless variables
x ≡ r
L0
, n ≡ ρ
ρc
, m ≡ M(r)
M0
, y ≡ β[Φ− Φ(0)] (2.18)
where
L−10 = (4πGρcβ)
1/2 , M0 = 4πρcL
3









, m′ = nx2 , n′ = −mn
x2
(2.20)








) = e−y = n (2.21)
with boundary conditions y′(0) = y(0) = 0. Note that this equation is invariant under the
transformation y → y + a2, x→ ax. Let us define
v(x) ≡ m
x





















= 3− v − u (2.23b)
with boundary conditions v(0) ≡ v0 = 0 and u(0) ≡ u0 = 3 (see [120] for more detail). Dividing





= − u− 1
u+ v − 3 . (2.24)
The problem hence becomes that of solving a simple first order differential equation where the
solution in the (u, v) plane gives solution for y(x) (and consequently n(x) and m(x)). The
differential equation (2.24) can be traced using numerical integration, but it is instructive to
consider analytical approximations first. From (2.24) we deduce that the solution curve has the
following characteristics:
(a) The tangent to the solution is horizontal at the intersection with the line
u = 1. (2.25a)
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(b) The tangent to the solution is vertical at the line
v + u = 3. (2.25b)
(c) At x→∞, the asymptotic v and u (denoted vs and us) are given by vs = 2us and us = 3−vs,
i.e.
vs = 2 and us = 1. (2.25c)
This means that the point (2, 1) is an attractor. We notice that the attractor point lies on
the intersection between two loci (2.25a) and (2.25b). Note also that by sending x→∞ in
v(x) in equation (2.22), we recover the asymptotic solution n ∼ x−2.
(d) Consider the starting point at (vi, ui) = (0, 3), we expand y(x) near 0 in a power series of
the form
y = ax2 + bx4 + cx6 + . . . .










x4 + . . .
and therefore
u ≃ 3(1− 1
15




x2 + . . .).








The slope of isothermal curve is steeper than the locus (2.25b) and therefore the curve whirls
in a counter-clockwise direction in approaching to attractor.
The numerically determined solution in the (v, u) plane is shown in Fig. 2.1, starting at (v, u) =
(0, 3) (corresponding to x = 0) and ending up at (2, 1) (corresponding to x→∞). We see that
outside the core the density decreases like n ∝ x−2. Taking x→∞ corresponds to an arbitrary
large confining box. Given that n ∼ x−2, this violates the assumption of finite mass unless the





























and the total energy is thus
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Figure 2.1: Isothermal sphere solution expressed in (u, v) plane. The solution starts from (0, 3)
and evolves along the solid line whirling in counter-clockwise to the attractor at (2, 1) (see























The linear equation (2.29) acts as the delimitation of the isothermal profile (2.24) as the inter-
section between these two curves denote the cut-off radius of the isothermal sphere. We notice
that if λ > 0, there is only one possible solution since the line (2.29) can cross (2.24) only once
at most. For λ < 0 more than one solution can arise if the line passes through the “whirlpool”.
Further there exists a minimum λ = λc below which there are no solutions. The value of λc
is calculated to be −0.335 [2]. So the solution exists only when E > −0.335GM2/R. A more
schematic plot is shown in Fig. 2.2 in which the delimiting line (2.29) with different λ is plotted.
The isothermal sphere in the canonical ensemble is similar except that the delimiting line

















Converting (2.56) into dimensionless variables using (2.22), the canonical delimiting contour in
(u, v) plane reads
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Figure 2.2: Solutions of cut-off isothermal sphere at different λ in (v, u) plane. λc stands for the
critical solution below which there are no stable solutions. (figure from Chavanis 2002 [3])
The example of the determination of the isothermal sphere solution in the canonical ensemble
subject to the normalized heat bath temperature η is shown in Fig. 2.3. The figure shows the
solution to the critical (or maximum) value ηc, above which there is no solution. The calculation
of [121] shows that ηc = 2.52. The generalization of the isothermal sphere to the grand-canonical
ensemble and other hypothetical ensembles are given in [122] and to d dimensions in [116, 123].
2.1.3 Stability of isothermal sphere
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Figure 2.3: Solution of cut-off isothermal sphere at critical η (or ηc) in (v, u) plane (figure from
Chavanis 2002 [3])
Consider a small perturbation on ρ, i.e. ρ→ ρ+ δρ, we suppose that the energy is unchanged,
i.e.
δE = E[ρ+ δρ]− E[ρ] = K[ρ+ δρ]−K[ρ] + 1
2
∫








δρδΦ]d3x = 0 (2.34)




The conservation of mass evidently yields
δM =
∫
δρd3x = 0. (2.36)
From T = 2K/3M , we thus obtain








CHAPTER 2. THERMAL EQUILIBRIUM OF 3D AND 1D SELF-GRAVITATING
SYSTEMS
Consider the approximation of variation of entropy







(δρ)2 + . . . , (2.38)








































with q(r) being the “mass perturbation”, equation (2.40) reads





















































The derivative of δΦ is simply the fluctuation of gravitational field at r which can be written,






































































Consider the eigenvalue equation∫ R
0
dr1K(r, r1)Fξ(r1) = ξFξ(r), (2.46)
the condition δ2S < 0 can be thus stated as the condition that the eigenvalues in the equation
(2.46) are all negative. Let us first make the supposition that the isothermal sphere at small
radius is stable since in this limit the kinetic energy overwhelms the binding potential and the
particles behave like an ideal gas in thermal equilibrium. Therefore at small R we have ξ > 0.
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Then when the sphere grows larger, there exists a critical radius, rc, when the sphere becomes






































































so we suppose that the eigenfunction f takes the form
f(x) = c1(nx
3 −m)− Λm. (2.51)






u0 − 1 . (2.52)
















0 + u0v0 − 7u0 + 3). (2.53)
Then by substituting Λ from (2.50), we obtain
0 =
4u20 + 2u0v0 − 7u0 + 3
u0 − 1 (2.54)
which characterizes the critical radius of isothermal sphere. Consider the slope λ of the delimi-














(4u2 + 2uv − 11u+ 3) = 0 (2.55)
which is identical to equation (2.54). It follows that that the critical radius corresponds to the
first minimum of λ(x), which is the first turning point in the (v, u) plane at λc. The corresponding
numerical value of xc is 34.2, or equivalently the density contrast n
−1(xc) = ρcρ(R) = 709 [118].
We therefore conclude that
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a) If RE/GM2 < −0.335 there is no corresponding isothermal sphere solution (since the entropy
has no extremum).
b) If RE/GM2 > −0.335 and ρc/ρ(R) > 709 there is an isothermal sphere but it is only a
metastable (and not an equilibrium) state since it corresponds to a local minimum.
c) If RE/GM2 > −0.335 and ρc/ρ(R) < 709 there is an isothermal sphere equilibrium, corre-
sponding to a local maximum of entropy.
Consider now the canonical ensemble, the Massieu function (2.14) can be expressed in terms











Performing the same calculations as (2.39) for J [ρ], we have
J [ρ+ δρ]− J [ρ] = −
∫ [































































This is equivalent to the analysis in the micro-canonical equilibrium for V = 0. According to [3]
the turning point of the stability is at η = ηc, i.e. at the highest point of the whirlpool. It
implies an inequivalence between the micro-canonical and canonical ensembles.
2.1.4 Negative specific heat and gravothermal catastrophe
Because the system considered must be enclosed in a box, the virial theorem in the form discussed
in chapter 1 is modified by a surface term involving the pressure
2K + U = 3pV = 4πR3p(R) (2.61)
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where p(R) is related to ρ(R) and T by ideal gas law. One can plot the caloric curve, i.e. E as





the specific heat C = dEdT is negative. As the specific heat is positive, by definition, in the
canonical ensemble, this implies non-equivalence of these ensembles. Indeed, more physically, a
system with C < 0 placed in contact with a heat bath at this temperature would be unstable,
as the heat transfer (either from or to the bath) is an unstable “run-away” process.
Lynden-Bell and Wood (1968) [121] emphasized also the dramatic consequence of the finding
that no mean-field equilibria exist for E < −0.335GM2/R. They carried out a thought exper-
iment in which a self-gravitating system (in a box of non-conducting wall of size R) is initially
in an thermal equilibrium with E > −0.335GM2/R; as the size of the box increases the system
crosses E < −0.335GM2/R and eventually undergoes a “catastrophic” evolution. It is separated
into a core with negative specific heat and a halo with positive specific heat, both heating up
indefinitely in a “run-away” process. This is the so-called “gravothermal catastrophe”. It is
perhaps the fundamental result for equilibrium statistical mechanics applied to self-gravitating
systems: they are predicted — on sufficiently long time scales — to have a pathological behav-
ior of this kind. The time scale of gravothermal catastrophe depends on the process of energy
transfer. In stellar system it is related to the two-body collisionality (see section 2.1.5), which
is confirmed by numerical simulation of stellar dynamics [124].
2.1.5 Two-body relaxation
Let us now consider (following again the classical treatment of this problem — see e.g. [17]) the
time scale on which a 3D self-gravitating system might be expected to reach thermal equilibrium.
To do so “collisional” physics is required (just as for short-range interacting systems) as the
collisionless Vlasov dynamics has an infinite number of stationary solutions, and indeed has
much more conserved quantities (as we will discuss in the next chapter) apart from the total
energy of the system. We consider two-body collisions and estimate the rate at which the particle
velocity are modified by the close encounter, cf. Fig. 2.4 which shows the relevant parameters.
We consider a “field star” which passes by a “subject star”, and suppose that the former





















This assumption breaks down when the deflection angle is not small. From Newton’s law we










Note that δv can be considered as the velocity change subject to an acceleration Gm
b2
for a
duration 2bv . Next suppose that the subject star crosses the self-gravitating system (galaxy or
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Figure 2.4: Close encounter (or collision) between “subject star” (A) and “field star” (B) with
initial speed v and impact parameter b.
globular cluster for example) taken to be homogeneous and isotropic with radius R. As the









The quantity of interest to us is the total fluctuation of kinetic energy of the subject star, (δv)2,
which can be estimated as ∑













)2 ln Λ (2.68)
where lnΛ = ln(bmax/bmin) is the “Coulomb logarithm”, equal to the logarithm of the ratio be-
tween maximum and minimum impact factors. In general bmax ≫ bmin. The order of magnitude










This implies that to obtain the total square velocity change of order of the average square





2.1. THERMAL EQUILIBRIUM FOR 3D SELF-GRAVITATING SYSTEMS
So the relaxation time is
trelax = nrelaxtcross (2.72)
where tcross is the crossing time, i.e. the time in which a particle crosses the system once,
which is approximately R/v. Taking bmax to be the size of system R and bmin to be the impact









originally proposed by Chandrasekhar [9].
2.1.6 Collisional relaxation in Fokker-Planck description
Soft collisions between particles can be considered alternatively as a diffusive process in momen-
tum space described by a diffusion current ~J(~p). Therefore we can model the effect of collisions
by adding such a term to the Vlasov equation:
∂f
∂t




= −−→∇p · ~J(~p). (2.75)
where the subscript p means the gradient is in p-space. We derive first ~J with simple arguments
and show that it is equivalent to the Fokker-Planck diffusion equation [125]. We suppose that
the momentum exchange between a pair of particles with momenta before collision (~p, ~p′) to
(~p + ~q2 , ~p
′ − ~q2) after collision, with ~q the momentum transfer. We define the transition rate
W (~p+ ~q2 , ~p




, ~p′ − ~q
2
, ~q)f(~p)f(~p′)d~p′d~q
denotes the number of collisions per unit time for particles with momentum between (~p, ~p+ d~p)
with particles having momentum between (~p′, ~p′ + d~p′) such that the momentum change is in




, ~p′ − ~q
2






Consider a surface perpendicular to the px direction and located at ~p, the flux of particles passing












~q, ~p′ − 1
2
~q, ~q)f(~p′)f(~p) (2.77)
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Changing the integral limits from ~p → ~p + ~q and ~p′ → ~p′ − ~q, the net flux can be obtained by
merging (2.77) with (2.78) as












~q, ~p′ − 1
2
~q, ~q)[f(~p)f(~p′)− f(~p+ ~q)f(~p′ − ~q)].(2.79)
For soft collision criteria, we suppose that |~q| ≪ |~p| and thus W (~p+ 12~q, ~p′− 12~q, ~q) ≃W (~p, ~p′, ~q).
Expanding f(~p+ ~q) and f(~p′ − ~q) using Taylor’s expansion
f(~p+ ~q) ≃ f(~p) + ∂f
∂~p
· ~q , f(~p′ − ~q) ≃ f(~p′)− ∂f
∂~p′
· ~q















With infinitesimal ~q we assume that the integral over ~p is constant over the range of integration.














































We change the coordinate from ~p to ~k = ~p− ~p′ and suppose that in soft collisions the diffusion
is transverse to ~k, so Jik
i = 0 (or equally Bijk












q2W (~p, ~p′, ~q)d3q. (2.85)
Recalling the number of collisions per passage as function of impact factor from (2.66) and
dividing by time interval ∆t, W is thus approximated as
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where B0 = 4G






















d3p′2σkf(~p)f(~p′)kjBij = 0 (2.90)
which implies that the current ~J vanishes when the velocity distribution is Maxwellian. Thus


















































































































|~p− ~p′| . (2.97)
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We notice that the form (2.99) is equivalent to the Fokker-Planck equation with ai(~p) being
















for the “collisional” Vlasov equation.
Note that the collision term conserves mass and energy. Integrating it in p-space, we have
−
∫
(~∇p · ~J)d3p = −
∮
~J · d~Sp = 0 (2.101)
assuming that the diffusion current vanishes at asymptotically large ~p. The argument above im-




p2~∇p · ~Jd3p = 2
∫
~J · ~pd3p (2.102)
plus a term involving the surface integral of ~J which again vanishes. As we have assumed the
transverse weak collisions, equation (2.102) is always 0. For potential energy we consider
−
∫
Φ(x)~∇p · ~Jd3p (2.103)
which vanishes as it is simply proportional to (2.101). Thus the collision term does not lead to
the exchange between potential and kinetic energy and the fluctuation of potential and kinetic
energy occurs only due to the mean-field. It also follows that the Boltzmann entropy is non-
decreasing when the collision term is taken into account, and is constant when the system reaches
the thermal equilibrium [2]. The more general kinetic equations taking into account the effect
of spatial inhomogeneity is given in [102].
2.2 Thermal equilibrium in 1D self-gravitating model
We now turn to 1D gravity, i.e. the sheet model described in chapter 1. The equilibrium
thermodynamics of this system was completely solved by Rybicki in 1971 [92]. In this section
we reproduce these results, giving some additional detail in some parts. In contrast to the 3D
calculation outlined above, the 1D model presents considerable simplification. Specifically:
• the fact that the potential is vanishing at small separation means that the micro-canonical
entropy does not show the divergences which appears in three dimensions and which require
a regularization of the gravitational potential.
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• the fact that the potential diverges at large separation means that the entropy remains
finite even in absence of a confining box.
Thus, in one dimension, the equilibrium thermodynamics of an open self-gravitating system
is well defined. Further, as shown by Rybicki, the equilibrium thermodynamics, in both the
micro-canonical and canonical ensemble, may be solved analytically for any N . The mean-field
thermodynamics may then be used to obtain the corresponding results in this limit.
We first present the calculation of Rybicki in the canonical ensemble and then in the micro-
canonical ensemble. In this model, both ensembles are equivalent — and indeed there is no
region of negative specific heat. This is in line with what one would obtain from a simple
analysis of the virial relation in one dimension, as shown in chapter 1, that the energy of system
E = 3K and therefore C = ∂E∂T > 0.
2.2.1 Definition
Let us consider a 1D system with N identical particles with individual massm with Hamiltonian












|xj − xk| (2.104)
with ~p ≡ {p1, p2, . . . , pN} and ~x ≡ {x1, x2, . . . , xN} denoting N dimensional vectors. It is more




Cl(xl+1 − xl) (2.105)
where
Cl = l(N − l) and λ = gm2 (2.106)
and the particle’s label is assigned such that
x1 ≤ x2 ≤ . . . ≤ xN .










pj = 0. (2.108)







δ(p− pj)δ(x− xj). (2.109)
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2.2.2 Canonical ensemble equilibrium
Consider this system of N identical particles in contact with a heat reservoir with inverse tem-
perature β. The canonical equilibrium distribution function is given by








δ(p− pj)δ(x− xj). (2.110)
The terms δ(x¯) and δ(p¯) are employed to constrain the center of mass to lie at the origin and z
is the partition function, i.e.
z = (N !)−1
∫ ∫
d~pd~xδ(x¯)δ(p¯)e−βH . (2.111)
where the factor N ! arises because the particles are assumed to be identical. From that assump-
tion, the distribution function (N)−1
N∑
j=1
δ(p−pj)δ(x−xj) may be replaced by δ(p−pN )δ(x−xN )
and thus the equilibrium solution can be written as
fc(p, x) = ρc(x)θc(p)
which is separable. It thus follows that
ρc(x) = (QN !)
−1
∫




d~pδ(p¯)e−βK(~p)δ(p− pN ) (2.112b)
where Q and R are partition functions:
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that clearly gives the normalization
∫
θc(p)dp = 1. For spatial distribution (2.112a), we take the
N -point Klimontovich distribution function in space and transform it into Fourier space:
ρ¯c(k) =
∫




























Noting that the total potential can be written in the form (2.105), we thus define a new set of
parameters







from which we can invert to obtain xj as a function of {ul}:







Djl = −l , i > l
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[l(N − l − iα)]−1
N−1∏
l=j
[(N − l)(l + iα)]−1 (2.125)




(j − 1)!(N − j)! Γ(N − iα)Γ(N + iα)
Γ(N − j − iα+ 1)Γ(j + iα)
]
. (2.126)
From (2.119), we notice that the spatial partition function Q is
Q = Fj(0) =
N−1∏
l=1
[βλl(N − l)]−1 = 1
(βλ)(N−1)[(N − 1)!]2 (2.127)




· [(N − 1)!]
2
Γ(N + iα)Γ(N − iα)
N∑
j=1
Γ(N − j − iα+ 1)Γ(j + iα)
(j − 1)!(N − j)! . (2.128)





· [(N − 1)!]
2
Γ(N + iα)Γ(N − iα)
N∑
j=1
B(j + iα,N − j − iα+ 1)Γ(N + 1)
(j − 1)!(N − j)!
=
[(N − 1)!]2





ziα(1− z)−iα[zj−1(1− z)(N−1)−(j−1)](N − 1)!
(j − 1)!((N − 1)− (j − 1))! dz.
Using binomial coefficient notation, this becomes
ρ¯c(k) =
[(N − 1)!]2















Γ(N + iα)Γ(N − iα)
∫ 1
0
ziα(1− z)−iα[z + (1− z)]N−1dz
=
[(N − 1)!]2




which is again the beta function. Hence we are able to convert again the integral to a gamma
function and thus
ρ¯c(k) =
[(N − 1)!]2Γ(1 + iα)Γ(1− iα)









(k − iNβλl)(k + iNβλl) . (2.130)
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(k − iNβλl)(k + iNβλl) . (2.131)
This can be evaluated using contour integration. For x ≥ 0 we perform the integration with
closed semi-circle contour enclosing the poles in negative imaginary zone. The integration con-
tour is illustrated in Fig. 2.5 with all poles included. The contour we consider is in the clockwise
direction along the lower half of the complex plane. From that contour, the residue theorem
Figure 2.5: Integration contour with radius |k| elongated to infinity. All poles are aligned in
imaginary axis in which there are equally (N − 1) poles in upper and lower plane. The contour
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e−Nβλjx(−1)j · [(N − 1)!]
2j!






e−Nβλjx(−1)j+1 · [(N − 1)!]
2j
(N − 1 + j)!(N − 1− j)!
]
. (2.132)









(N − 1− j)!(N − 1 + j)! . (2.134)
Note that the integral (2.131) for x < 0 can be done by flipping the contour in Fig. 2.5 upward
to cover the positive imaginary axis. As the poles are symmetric about the real axis, we can
























(N − 1− j)!(N − 1 + j)! . (2.136)
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We will return to (2.136) later and now we will do a simple arithmetic on the integral formula.
From the known integration formulae
π/2∫
−π/2





cosn−2 t dt (2.137a)
π/2∫
−π/2





cos ct cosn−2 t dt (2.137b)
and if we suppose that both n and c are positive even integer, i.e. we replace by 2(N − 1) and
2c, the formulae above become
π/2∫
−π/2
cos2(N−1) t dt =
[
2N − 3
2N − 2 ·
2N − 5
2N − 4 ·
2N − 7












cos 2ct cos2(N−1) t dt =
(2N − 2)(2N − 3)(2N − 4) . . . 1










[(N − 1− c)(N − 2− c) . . . (1− c)]
× 1
[(N − 1 + c)(N − 2 + c) . . . (1 + c)] . (2.138b)




N − c = π(−1)
c+1.
Notice that the denominator in (2.138b) has c− 1 negative terms, therefore we rearrange it to
π/2∫
−π/2
cos 2ct cos2(N−1) t dt =
π(2N − 2)!c!(−1)c+1
22(N−1)(N − 1 + c)!(N − 1− c)!(c− 1)!(−1)c−1
=
π(2N − 2)!
22(N−1)(N − 1 + c)!(N − 1− c)! . (2.138c)
From (2.138a) and (2.138c) we can deduce that
π/2∫
−π/2













(N − 1 + c)!(N − 1− c)! (2.139)
50
CHAPTER 2. THERMAL EQUILIBRIUM OF 3D AND 1D SELF-GRAVITATING
SYSTEMS
where we write cos 2ct in the complex polar form since sin 2ct, being an odd function, vanishes













To eliminate the summation in the integral in (2.140), we use the summation formula
N−1∑
j=1
(−e−2it)j = 1− (−e
−2it)N





































From (2.137b) we can write (2.142) as
∫
ρc(x)dx = 1 +
[




(2N − 2s− 1)2 − (2N − 1)2]
][ π/2∫
−π/2
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Since BN is non-zero, and N is an integer, we finally deduce that
∫
ρc(x)dx = 1, and we obtain






















The partition function is










with Q and R as given in (2.116) and (2.127). The average total energy is therefore







Let us consider now this system in the micro-canonical ensemble, the micro-canonical equilibrium
profile is given by
fmc(p, x) = (ΩN !)
−1
∫ ∫




δ(p− pj)δ(x− xj) (2.147)





d~pd~xδ(x¯)δ(p¯)δ(E −H(~p, ~x)) (2.148)
is the partition function. To evaluate this expression we use the fact that the canonical equilib-






















where the integration contour C extends from −i∞ to i∞ on the right of all singularities in the
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Note that, differently to the result in the canonical ensemble, the phase space density is neither
separable nor characterized by a Maxwellian velocity distribution. We will see below that in the
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(1− p′) 3N2 −3p′− 12dp′ = 1. (2.158)
Despite the fact that these equilibria in both canonical and micro-canonical ensembles can be
determined analytically, the expressions are not in simple forms.
2.2.4 Mean-field thermodynamic limit
We consider the mean-field limit where N → ∞ at fixed mass M and energy E. Denoting the
limit by an asterisk, we have




































































Given the relation of average energy and inverse temperature in (2.146), the large N micro-
canonical ensemble is equivalent to canonical ensemble, i.e. f∗c → f∗mc. Therefore the ensemble
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equivalence is obtained in the thermodynamic limit. Let us derive further

















[(N − 1)!]2(−1)j+1je−2j| xΛ |


















































































where the constants in front of the integral are those defined in (2.160). When N → ∞ the




























where each one satisfies the appropriate required normalization condition:∫ ∫




θ∗V (p)dp = 1.
It is convenient to write this distribution function (and underlying coordinates) in dimensionless
form by
f˜∗(η, ξ) ≡ σΛf∗(p, x) (2.164)
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from which the dimensionless momentum and spatial distributions are
θ˜∗(η) ≡ σθ∗(x) and ρ˜∗(ξ) ≡ Λρ∗(x) (2.166)














This same density profile (2.167) was also derived earlier by Spitzer [126], who considered such a
model to describe the dynamics of the interstellar medium around the equatorial plane of galaxy.
The equilibrium is thus a state of finite mass clustered in a finite region of space (in contrast to
the thermodynamic equilibrium of ideal gas) with ρ˜(ξ) decaying exponentially at large distance,
and a Maxwellian velocity distribution.
It is straightforward to show that this result for equilibrium in the mean-field thermodynamic
limit, is just that one obtained by a direct mean-field calculation analogous to that previously





at fixed mass and energy yields
f(x, v) = Ae−β(
v2
2
+Φ(x)) ≡ ρ(x)θ(v) (2.168)





It is straightforward to show that ρ = ρce
−β[Φ(x)−Φ(0)] is indeed equivalent to the density profile
(2.167), using Poisson equation with boundary condition Φ′(x)|x=0 = 0 and Φ(x)|x=0 = Φ(0).
To see how much the momentum and density distribution vary with N , we show in Fig.









































for variousN . The equilibrium in the thermodynamic limit is also shown. The effect of finiteN is
visible at small N but, at N = 50 for example, the equilibrium is already most indistinguishable
from the continuum limit. In our numerical studies, we use at least 100 particles in each
simulation therefore it will be reasonable to consider the mean-field equilibrium only∗.
∗Note that at N = 2 the solution is not well defined as ρ˜mc(ξ) is increasing and θ˜mc(η) is uniform.
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Figure 2.6: θ˜(η) (top) and ρ˜(ξ) (bottom) of micro-canonical equilibrium for different N . The
solid curves in both panel indicate the equilibrium in Vlasov limit.
2.2.5 Collisionality and relaxation rate in one dimension
A simple “derivation” of this scaling, along the lines of those applied originally by Chandrasekhar
(see [9] or [17]) to obtain such an estimate for 3D self-gravitating systems, may be given as
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follows. Relaxation is in principle due to the discretization, in N particles, of a continuous mass
distribution. Let us suppose that this latter field density varies spatially on a scale, L. The
typical change in the force F of a test particle due to its interaction with one (localized) particle,
rather than the continuous mass distribution, can be estimated as
∆F ∼ gm2 (2.170)











As it crosses the system (in a time ∼ tdyn) such a particle will interact with all N particles.













or ncoll ∼ N (2.175)
where ncoll is the number of crossings required. The relaxation time can then be estimated by
trelax ∼ Ntcross (2.176)
leading to the relaxation time scales linear with N in units of the tdyn. A slightly different
argument leading to the same result may be found in [87], and a more developed analysis in
[127]. In the framework of approaches based on kinetic theory, a linear scaling is obtained as
collisional terms arise as the leading corrections in a formal expansion in 1/N which gives the
collisionless (Vlasov) limit at leading order (see, e.g. [61, 98]).
This scaling linear in N is to be contrasted with the case of the scaling observed for the life-
time in QSS in the HMF, proportional to N1.7. While the exponent found is not understood,
the fact that it is larger than unity is consistent with these considerations as this result applies
for spatially homogeneous QSS (which are possible in the HMF because of its periodicity) for
which it has been shown that the leading collisional term vanishes (see, e.g., contributions of
P.H. Chavanis, and of F. Bouchet and J. Barre´ in [57]). A discussion of the role of “resonances”
which arise in the case of spatially inhomogeneous QSS and can lead to shorter relaxation times,
and specifically linear in N , is described in [102].
2.2.6 Separability of thermal equilibrium
We note an evident property of the distribution function (2.162) is that it is separable function
in its spatial and velocity coordinates. It is straightforward to show that it is, in fact, the only
stationary solution of the Vlasov equation which is separable. Recall the Vlasov equation
∂f
∂t
+ v · ∂f
∂x
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Seeking the “stationary separable” solution, i.e., solution of the form
f(x, v) = ρ(x)θ(v), (2.180)
















and the right-hand-side is then
ρ(x) = ρ0e
−CΦ(x) (2.183)
with appropriate boundary condition. This corresponds indeed to (2.162).
2.2.7 Order parameters for thermal relaxation
This last result suggests that “order parameter” characterizing the degree of “entanglement” of
the phase space density may be useful in probing the relaxation toward thermal equilibrium of
QSS. Specifically we thus define
φαβ =
< |x|α|v|β >
< |x|α >< |v|β > − 1 (2.184)
for any non-zero α and β where





estimated in an N -particle realization by





where ui = u(xi, vi). This order parameter vanishes in thermal equilibrium for all α and β. While
it is possible that φαβ vanishes for specific values of α and β in a (non-separable) stationary
states, we expect them to be typically non-zero in such states. In our investigation of relaxation
in chapter 4, we will use, specifically, φ11 and φ22. We will see that they are indeed very efficient
diagnostic of the thermal relaxation. We will also make use of them in our discussion of violent
relaxation in chapter 5.
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Chapter 3
Lynden-Bell’s theory of violent
relaxation
Early observations resolving astrophysical systems governed by gravitational forces, such as
galaxies and globular clusters, made it clear that many of them appear to be in dynamical equi-
librium. However the observed profiles (inferred, in practice, from light distributions) was not
compatible with their interpretation as thermodynamics equilibria, i.e. as isothermal spheres.
Furthermore the estimates of two-body relaxation times (recalled in chapter 2) gave time scales
many of orders of magnitude larger than the age of universe for these systems. The fundamental
question thus arose as to the nature of these stationary states, and of the explanation for how
they could be established on such “short” time scales.
In an attempt to answer these questions — and specifically to understand the observed light
distribution of elliptical galaxies — Lynden-Bell introduced in 1967 [19] his theory of “violent
relaxation”. He not only explained qualitatively the physics of the relaxation — driven by
fluctuations of mean-field — but he also postulated that the states resulting from it could be
predicted based on a statistical mechanics of the collisionless dynamics of the Vlasov-Poisson
equations: introducing a coarse-graining in phase space, he postulated that the equilibria would
be the states maximizing the entropy calculated by counting all the possible “microscopic” (i.e.
fine-grained) distribution compatible with the conservation laws of the Vlasov-Poisson system.
One of the striking features of this theory was that it could lead, in the so-called “non-degenerate”
limit, to an isothermal sphere type solution — with, however, equipartition of kinetic energy per
unit mass (because it is a mean field theory in which the distribution of mass is independent of
particle mass), i.e. it could account for isothermal type equilibria without segregation of stars
according to their masses.
However, despite the fact that Lynden-Bell’s explanation of mean-field relaxation became
a cornerstone of the understanding of the dynamics of self-gravitating systems, his statistical
theory was rapidly abandoned in astrophysics: it did not appear to be adequate to explain the
(non isothermal) properties of stationary self-gravitating system either as observed in astrophys-
ical systems or in numerical simulations (whose size and sophistication increased through the
70s and 80s). Further the theory, as we will discuss, involves several difficulties which make
its practical relevance in astrophysics questionable — notably the prediction of the theory are
made in terms of quantities which are, practically, not observable in this context. The fact that
its prediction are extremely complicated to derive probably also led to its neglect (once it was
clear that it was not a strictly “correct” theory).
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The motivations for reconsidering in detail this theory have been briefly outlined in our
introduction. In the context of the statistical mechanics of long-range interaction system, interest
in Lynden-Bell theory has been revived notably by studies showing it to explain quite well the
properties of stationary states resulting from violent relaxation in a toy 1D model [72]. More
recently studies of both 3D and 2D self-gravitating systems, by Levin et al. [37, 93], have reported
results showing Lynden-Bell theory to work well in certain parts of the relevant parameter space
of initial conditions. Likewise a study of 1D gravity [95] has come to similar conclusions. In both
cases modifications of Lynden-Bell’s theory have been proposed to account for the QSS observed
in a broader space of initial condition studied. Thus, in this context, Lynden-Bell theory appears
as an important reference for understanding the states resulting from violent relaxation, even
if it is clearly not a fully adequate theory to account for them. Our work greatly extends the
1D and 3D studies of Levin et al. [37] and Yamaguchi [95], and will be presented in detail in
chapter 5 and 6.
In this chapter we review first the original theory of Lynden-Bell (for 3D self-gravitating
systems), and give in addition some simple considerations about the evolution of coarse-grained
entropy. We then detail in the rest of chapter how we actually calculate the prediction of this
theory for the quantities we measure in our simulations (of which the results are reported in
chapters 5 and 6). We first consider, in section 3.4, the 1D case as it is considerably simpler
than three dimensions (just as we have seen to be the case for the thermodynamics in the
previous chapter). Specifically the fact that the 1D potential diverges at large distances means
that the theory is well defined without a confining box. In section 3.5 we consider the 3D
case, and study in particular the dependence on the confining box required in this case. Our
analyses in both these sections extend significantly those presented in previous studies in one
dimension [95, 128, 129] and three dimensions [37].
3.1 Estimation of time scale for violent relaxation
In this section we describe the simple estimation of the time scale for violent relaxation given
originally by Lynden-Bell [19]. Starting from an out-of-equilibrium initial condition, violent
relaxation induces rapid exchange of the individual energy of particles in the fluctuating mean-
field. The rate of change of the individual energy ε of each particle is given by
dε
dt






with ǫ = v
2
2 +Φ(~x, t). We now define the relaxation time as the time scale at which the fluctuation









During violent relaxation we estimate the order of magnitudes of the kinetic and potential energy
using the virial theorem by
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Consider now the 3D non-equilibrium form of virial theorem (1.28). Using it with the approxi-





= 2T + U ≈ 2E − U





and write the moment of inertia
I = λ2MR2. (3.7)
If the shape of the structure is only slightly deformed during the evolution, λ is approximately








which is a differential equation for the temporal evolution of R. Considering the perturbative






























0) for the mean density. Recalling the expansion for potential energy given in
(3.6), we can estimate that
Φ ≃ −GM
NR
and Φ˙ ≃ −GMR˙
NR2



















We notice that the term
√
3/32πGρ¯ is the free-fall time (i.e. the time for a cold uniform mass
density to collapse). Since λ is of order unity, the relaxation time is thus of order a few free-
fall times and is independent of the particle number N . A more precise estimation of time
scale is not feasible but according to many simulations (including ours in chapter 6) the time
scales of virialization to QSS are indeed of order a few free-fall times. An investigation of virial
oscillations is given in [130]. The free-fall time of a globular cluster is of order 100, 000 years,
while it is around 108 years for elliptical galaxies. Both are considerably shorter than the age
of universe (∼ 1010 years).
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3.2 Equilibrium of collisionless self-gravitating systems
Consider the distribution function of a system in 6-dimensional one particle phase space divided
into a very large number of identical “microcells” of equal volume. The microcells are so fine
that the phase space density may be taken uniform inside them and the coordinate of microcells
can be treated as continuous. We define the “fine-grained distribution function”, f(~x,~v), to be
the phase space density of a microcell centered at (x, v). Its evolution is assumed to be given
by (see section 1.1.1)
∂f
∂t
+ ~v · ∂f
∂~x
− ~∇Φ · ∂f
∂~v
= 0 (3.13)
with mean-field potential Φ determined self-consistently by f through the Poisson equation. The
conservation of phase space density encoded in the Liouville flow form of this equation implies
that the number of microcells with any given values of f is conserved. In terms of conservation
laws this property implies, as discussed in section 1.1.1, that energy and mass are conserved,





for any continuous function h(f) [131]. The number of Casimir integrals is, in general, infinite.
We suppose now that a number of microcells is grouped together to form a “macrocell”,
and define the “coarse-grained distribution function”, f¯(~x,~v), to be the phase space density
averaged inside the macrocell centered at (~x,~v) over the corresponding microcells. The size
of macrocells is assumed to be small enough so that we can treat the coordinates of them as
continuous. In the Lynden-Bell theory we take the observable stationary distribution function
to be the coarse-grained one. While equilibrium can never be attained at the fine-grained level
because of the reversibility of the Vlasov-Poisson equation, such a coarse-grained distribution
function can reach equilibrium. Likewise the conservation of Casimirs does not apply at coarse-
grained level (hence they are sometimes referred as the “hidden constraints”). An illustration of
the fine-grained and coarse-grained distributions is shown in Fig. 3.1 (for 2-dimensional phase
space), in which the small square cells enclosed by thin lines represent the microcells and the
groups of 9 microcells enclosed by thick lines are for the macrocells. The filled microcells mean
they are “occupied” while the white blank cells are the “unoccupied” cells. The occupied cells
with different contrast mean the phase space densities are different in each.
3.2.1 Distribution function at equilibrium
We will determine the distribution function at equilibrium of the coarse-grained distribution
function. For simplicity we deal with a system that has a single value of the fine-grained phase
space density, f0. This single level system has the advantage that all Casimirs depend only on f0
and their conservation is thus encoded in the constraint that the number of “occupied” microcells
is constant. We suppose that all micro-cells have the same size equal to ω and all macrocells
are equally composed of n microcells. We define ni to be number of occupied microcells (with
ni ≤ n) in the macrocell i, so the number of states of arranging ni in the macrocell i is
n!
(n− ni)! (3.15)
in which we suppose that all cells are distinguishable. The mass of the occupied microcell is thus
ωf0. The total number of states of distributing N particles (where N =
∑
i ni) into a number
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Figure 3.1: An example of distribution function in 2-dimensional phase space (x, v). The cells
enclosed by thin lines are the microcells associated to the fine-grained distribution function,
f(x, v). The groups of adjacent microcells enclosed by thick lines are the macrocells associated to











(n− ni)! . (3.16)
The total mass of system is then equal to M = Nωf0. In the large N limit, we put N , ni and
n≫ 1 so that we can apply Stirling’s approximation. The coarse-grained entropy is then given
by




ni(lnni − 1) + (n− ni){ln(n− ni)− 1} − n(lnn− 1)
]
(3.17)









nω , so the coarse-grained entropy becomes






)− 1) + (f0 − f¯){ln(n− nf¯
f0
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which is evidently different from the Boltzmann entropy. The coarse-grained distribution func-














We define two Lagrange multipliers µ and β (or for simplicity, we prefer to use −µβ/f0ω and




























denoting the energy density of phase space element located at (~x,~v). Equating the left-hand-side





The fact that the equilibrium configuration (3.23) takes the form of Fermi-Dirac distribution
arises from the exclusion principle we impose in the microcell arrangement. The conservation
of phase space volume thus excludes the possibility of a singularity in phase space. Analyses
of the thermodynamic properties of the LB distribution function (3.23) have been reported
in [132, 133, 134]. They were also extended to the cases in d dimensions in [135] and with
rotation in [136]. The more general case with continuous fine-grained density value, the memory
function is employed (see [137, 21] for example). The predictions of LB theory for 3D gravity
have been discussed at length by Chavanis. Notably an analysis in [132] determined the diagram
of stability of LB equilibria as function of E and Rc. The extension including the rotational
motion is given in [136] and to any number of spatial dimension d in [135]. Phase transition is
also discussed in [134].
Non-degenerate limit
The non-degenerate (or dilute) limit is obtained by taking e−βµ →∞ and β → 0 (i.e. “temper-
ature” goes to infinity) so that the distribution function (3.23) reduces to
f¯nd ≃ f0e−β(ε−µ) ≪ f0. (3.24)
In this limit we recover the isothermal sphere distribution (see section 2.1) but β is an inverse
“temperature” which is independent of mass. In the astrophysical literature this dilute limit has
often been used in considering LB theory (see for example [138, 139]).
Degenerate limit
The degenerate limit of (3.23) is the case where β →∞ and the distribution function becomes
f¯d(~x,~v) =
{
f0 , ε(~x,~v) ≤ µ
0 , ε(~x,~v) > µ
(3.25)
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with µ equivalent to the Fermi energy for a fermionic gas. Using (3.25) with the Poisson equation

















































2 = 0 (3.28)
which takes the form of the Lane-Emden equation with polytropic index equal to 32 (see section
1.1.4). There is no analytical solution for this case so we trace it using numerical integration.
ψ(ξ) is plotted in Fig. 3.2 (left), where we have imposed the boundary condition ψ(0) = 1 and
ψ′(0) = 0. We truncate the solution when the curve cuts the x-axis (at which ψ = µ) and the
cut-off radius is calculated to be ξc = 3.65 (for larger ξ, the solution is unphysical because the
density is negative). As n < 5, the solution thus has finite mass. We also plot








for the dimensionless density distribution as well as
M˜d(ξ) = ξ
2ρ˜d(ξ)
for the dimensionless mass distribution together in Fig. 3.2 (right). The full derivation of the
degenerate solution (also the generalization to d dimensions) is considered in [135, 111]. Further
the extension of the King model implementing the effect of degeneracy from the LB theory was
also proposed in [140].
Stationary state with non-zero angular momentum




there is an additional constraint to which one associates the vectorial Lagrange multiplier
−β~Ω/f0ω. The first variation equation becomes
























We will consider here only the initial condition without angular momentum for simplicity.
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Figure 3.2: ψ(ξ) (left panel), ρ˜d(ξ) and M˜d(ξ) (right panel) for the Lynden-Bell degenerate limit
of 3D gravity. The boundary conditions are ψ(0) = 1 and ψ′(0) = 0. The cut-off radius, ξc, is
equal to 3.65.
System with non-single valued phase space densities
We consider now the more general case where the system with many fine-grained phase space
density values. Each phase space density value is denoted by f j0 . Denoting by n
j
i the number
of occupied cells with phase space density f j0 inside the macrocell i, the number of ways of







i ≤ n. Defining Nj to be the total occupied cells of phase space density f j0 , the total











(n−∑j nji )! . (3.32)
Hence the total mass from all cells with f j0 isM






















nji )− 1)]. (3.33)
Defining the coarse-grained phase space density in macro-cell i located at (~x,~v) measured only
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The constraints requiring the total energy and M j to be individually conserved are
M j =
∫













































In the non-degenerate limit, the distribution function of the component j reduces to
f¯ jnd ≃ f j0eβ
jµje−β
jε (3.40)







Aj = f j0e
βjµj
related to M j via µj . The equilibrium profile in this limit is thus simply the superposition of
Maxwellians with their corresponding βj inversely proportional to the phase space density f j0 ,
implying a different distribution for different components. Each Maxwellian is also weighted
by Aj related to the total mass of the component j. This feature was criticized by Shu [141,
142], who proposed a “particulate” description instead of continuum description, and later by
Nakamura [143], using an approach based on information theory. Their alternative versions
led to equilibrium stationary states resulting from collisionless evolution in which the velocity
distribution is a simple Maxwellian.
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3.3 H-functions and increase of entropy
The Lynden-Bell equilibrium distribution function is derived on a coarse-grained scale. In this
section we discuss (following [144]) the derivation of how the associated coarse-grained entropy
increases. Given the fine-grained distribution function f(~x,~v, t), the coarse-grained distribution
function is defined by





d3x′d3v′f(~x′, ~v′, t) (3.42)
representing the averaged fine-grained distribution function in a microcell of volume (∆x∆v)3
centered at (~x,~v). We consider the H-function given by
H[F ] = −
∫
C(F )d3xd3v (3.43)
where C(F ) is arbitrary convex function of F and C(0) = 0. The entropy of LB is a specific
case of such a H-function.
Such a H-function for any fine-grained distribution function thus corresponds to the Casimir








Any fine-grained entropy defined in this way is thus always constant in time and, indeed at the




d3xd3v[C(F (~x,~v, t1))− C(F (~x,~v, t2))] (3.44)
with t2 > t1. If we suppose that at time t1 the distribution function starts with fine-grained
structure, equation (3.44) becomes
∆H =
∫
d3xd3v[C(f(~x,~v, t1))− C(F (~x,~v, t2))]. (3.45)
Considering ∆H in a single macrocell, labeled by j, composed of K microcells, labeled by i from





































we then deduce from equation (3.46) that ∆Hj ≥ 0. The sum of ∆Hj over all j is thus always
greater or equal to 0. In conclusion, the coarse-grained entropy can increase, and when the
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maximum of coarse-grained entropy is attained the system is at equilibrium. Let us consider
the equilibrium obtained from the maximization of any H[F ] subject to the conservation of the
coarse-grained mass and energy
M =
∫
F (~x,~v)d3xd3v and E =
∫
F (~x,~v)εd3xd3v




2 is the energy density of phase space element at (~x,~v). The first variation









from which the equilibrium solution is determined with δH = 0 as
dC(F )
dF
+ α+ βε = 0. (3.48)









≥ 0 for a convex function, and we suppose that β is a positive constant, the term
β dεdF must be less than or equal to 0. This implies that given any convex function C(F ), there
exists a corresponding stationary state F (ε) which is a decreasing function of ε. Or in other
words, for any stationary state with coarse-grained distribution function F (ε) non-increasing
with ε, there exists an associated convex function C(F ) that maximizes the H-function. The
Lynden-Bell entropy (3.19) is of course only one particular H-function.
3.4 Predictions of LB theory for measurable quantities in 1D
gravity
This section explains how to calculate the prediction of LB theory in the 1D sheet model.
We restrict ourselves to initial conditions with uniform initial phase space density equal to f0
(known as “waterbag” initial conditions). The predictions in this section will be compared with
numerical simulations in chapter 5.
3.4.1 Determination of µ and β










and Φ(x) is the mean-field potential at x given by
Φ(x) = g
∫
f¯(x′, v′)|x− x′|dv′dx′. (3.52)
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For simplicity, we use the virial theorem which implies E = 3T (which, as we have seen in
section 1.2.2, is valid for any stationary state). Supposing also inversion symmetry in both x



















































with boundary conditions Φ(0) = 0 and Φ′(0) = 0. Changing the coordinate from x to Φ, the




























The aim of this section is to determine µ and β corresponding to given M and E. To do this,
we consider M and E as functions of µ and β and define M0 and E0 to be the correct mass and
energy. We define two functions
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so that at the correct values of µ and β, we have
F (β, µ) = 0 and G(β, µ) = 0.
Given a pair of guessed µ and β, we make the iteration to the right value by employing the
Newton-Raphson method which yields the matrix equation






















where dF and dG denote the infinitesimal changes of F and G when (β, µ) change to (β+dβ, µ+























in which ∆F (µ, β) and ∆G(µ, β) are simply −F (µ, β) and −G(µ, β) respectively. The elements













































































which are all calculated numerically. Iteration is stopped once precision conditions
∣∣∣∣M(µ, β)−M0M0
∣∣∣∣ ≤ δ and
∣∣∣∣E(µ, β)− E0E0
∣∣∣∣ ≤ δ (3.63)
are satisfied. For the results reported here, we take δ = 10−3. At each iteration, we have to
integrate for M , E and 4 elements in Jacobian matrix which consumes most of computation
time. If we choose initial β and µ not too far from the right values, they can converge within
a few iterations. An example of the determination of β and µ (in arbitrary unit) is shown in
Fig. 3.3, in which the number of the iteration is marked beside the corresponding point in (µ, β)
plane. The unnumbered point corresponds to the guessed initial values and the calculation is
terminated within 4 iterations (for δ = 10−3).
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Figure 3.3: (µ, β) plane showing the convergence to the solution (i.e. M(µ, β) → M0 and
E(µ, β) → E0) by Newton-Raphson method with Jacobian matrix elements given in (3.62a)-
(3.62d). The calculation finishes with 4 iterations where the condition (3.63) is fulfilled with
δ = 10−3.
3.4.2 Non-degenerate limit
As noted in section 3.2.1, this limit corresponds to e−βµ →∞ and β → 0 so that
f¯ ≈ f0e−βεeβµ ≪ f0 where ε = 1
2
v2 +Φ(x). (3.64)
The density distribution as a function of Φ is then given by
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The expression (3.69) is identical to (2.146). The non-degenerate limit of the collisionless equi-
librium predicted by Lynden-Bell theory thus corresponds exactly to the thermal equilibrium
(in this case).
3.4.3 Degenerate limit
As noted above the degenerate limit corresponds to β →∞ in which the distribution reduces to
f¯(x, v) =
{
f0 , ε ≤ µ
0 , ε > µ
(3.70)
with µ analogous to the Fermi energy in a fermionic gas. The density distribution as a function































2 − (µ− Φ) 32 ] 12 . (3.72)
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with Ψ = (1− Φµ )
3
2 . The integral term above can be rewritten by



















3) is the corresponding beta function. Using (3.73) we can then determine the
energy ED as a function of M and f0 only. To determine the density distribution as function of
distance, numerical integration is required. Recalling ∂E/∂β from (3.62a), we can rearrange it






















)µ = 0.74µ. (3.76)










therefore the degenerate limit corresponds to state with minimum energy at given M and f0.
It is useful to define the dimensionless quantity
ξD ≡ E − ED
ED
(3.77)
which we will refer to as the “degeneracy ratio” to measure how far the system is from the
degenerate limit. While the LB equilibrium state depends formally, as we have discussed, on the
three parameters M,E and f0, choice of units allows us to fix two of them. The LB equilibrium
(for waterbag initial condition) depends therefore on a sole parameter, which we will choose to
be ξD.
3.4.4 1D Density profile













We solve for Φ(x) using the 4th order Runge-Kutta method with boundary conditions Φ(0) = 0




















Figure 3.4: ρ(x) predicted from LB theory for different ξD.
In general, if we assume the two body potential (1.52), Φ(0) will take some non-zero value. Note
that the choice Φ(0) = 0 has no effect on the density profile.
The examples of ρ(x) are plotted in Fig. 3.4 for a few values of ξD (with M = 1). We
see that at higher ξD the predicted density profile is more concentrated and the density drops
rapidly with x. For the cases ξD = 0.08 and 0.03, close to the degenerate limit, the density
profiles are less condensed.
3.4.5 1D Velocity distribution


















where we change the variable in the integration from x to Φ with a(Φ) as defined in (3.56). In
fact the integration over x could be done directly as Φ(x) can be calculated using the Poisson
equation (3.78), but we choose to integrate with Φ (because a(Φ) is easier to handle because it




The calculated θ(v) for the same values of ξD as in Fig. 3.4 are shown in Fig. 3.5. The
shape of θ(v) shows the same tendency as ρ(x) above: when ξD is lowered, the distribution is
less markedly peaked.
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Figure 3.5: θ(v) predicted from LB theory for the same values of ξD as in Fig. 3.4.
3.4.6 1D Energy distribution














It can be rearranged to give
























is the density of states at energy ε.
While the results for ρ(x) and θ(v) do not depend on the choice of the zero point of the
potential, the energy distribution does. It is straightforward numerically, to use, rather than
ϕ|x=0 = 0,




i.e., that corresponding to a pair potential strictly proportional to the separation between par-
ticles. Given that a(x) defined in (3.55) is necessarily positive for all x 6= 0, this is the minimum
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Figure 3.7: f¯(ε) of the curves in Fig. 3.6. The horizontal lines are equal to f0 of each ξD that
indicate the degenerate phase space density.
value of the potential (and of the energy particle energy). Adapting this definition the energy
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The calculated F (ε) for the same ξD as in the plots above are shown in Fig. 3.6. We see
that higher ξD produces a more peaked F (ε) while the cases with lower ξD have a flattened
distribution. The lower value of Φ0 at higher ξD corresponds to the higher central density (or
mass less spread out).
It is instructive to compare these with the plots of the full phase space distribution function
v¯(x, v) which are shown in Fig. 3.7, for the same cases as plotted in Fig. 3.6. The horizontal
lines indicate the phase space density f0 of the corresponding cases with the same line type. For
the highest ξD, the entire curve lies well below f0, indicating that it indeed far from degenerate.
For the two lower ξD, the curves partly overlap with the f0 lines, in a broader range for the
lower ξD (closer to degenerate limit).
3.4.7 Order parameter in QSS
In order to characterize and compare the macroscopic properties of QSS it is convenient to use
the order parameters defined in chapter 2.2.4
φαβ =
< |x|α|v|β >
< |x|α >< |v|β > − 1






In thermal equilibrium the distribution function is separable, and so φαβ = 0. Thus generically
we expect these moments to be non-zero in a QSS (although any finite number of them can in
principle vanish without implying separability).
Here we will use specifically the two moments φ11 and φ22 to characterize and compare the
QSS we obtain in our numerical simulations. Given the LB solutions determined above (for
waterbag initial conditions) it is straightforward to calculate numerically the values of φ11 and
φ22 predicted by LB for this case. These are shown in Fig. 3.8 as a function of the parameter
ξD (which, as discussed above, can be taken as the single parameter on which the LB result
depends). We note that both parameters are always negative but increase toward zero as we
go to the non-degenerate limit. Indeed in this limit the LB prediction tends to the (separable)
thermal equilibrium solution.
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Figure 3.8: The “order parameters” φ11 and φ22 of the QSS predicted by LB theory for waterbag
initial conditions, plotted as a function of ξD.
3.5 Predictions of Lynden-Bell theory for 3D gravity
We now turn to the prediction of Lynden-Bell theory in three dimensions. Just as in the case
of the thermal equilibrium considered in chapter 2, the 3D case for Lynden-Bell theory has
the feature that it is only well defined in the presence of a confining box. The reason for this
difference between one and three dimensions comes from the different large distance behavior of
the interactions. We have seen that
f¯ → 0 as x→∞
in one dimension but
f¯ → cste 6= 0 as |~x| → ∞
in three dimensions. In other words the possible configurations in three dimensions include those
in which mass is distributed throughout space, and such configuration in fact dominates the
entropy. The Lynden-Bell solution in a confining box is sometimes referred as “cut-off Lynden-
Bell” solution. The predictions made in this section will be in use with numerical simulations
in chapter 6.
3.5.1 Calculation of β and µ for system with single value phase space density
For simplicity we consider again only the case of a single valued phase space density, denoted as
f0. We also suppose the spherical symmetry of the stationary state, confined in a spherical box
of radius Rc. The Lagrange multipliers β and µ are now related to the total mass and energy
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from which we can solve numerically for Φ(r) with boundary condition Φ′(0) = 0 and Φ(0) = 0.
Like in one dimension, the choice of Φ(0) has no effect on the density profile, and so we will
work with this choice of boundary condition except when we consider the energy distribution
(see below). A considerable simplification of the problem is given by using, just as we have done












However, this is now an approximation because, given the presence of a confining box, we may
have an additional term involving the pressure force on the confining wall (= 3pV ). As we will
in fact be interested only in the cases where the predictions are weakly dependent on the box
size, the approximation should be a good one. We will check a posteriori whether this is the
case below.
We will now use the same method as in the 1D calculation by defining two functions denoting
the deviations of M(β, µ) and E(β, µ) from the correct values M0 and E0, respectively, as






















They are thus two coupled functions of µ and β, of which will determine the µ and β such that
F (β, µ) = 0 and G(β, µ) = 0.
Given a pair of guessed β and µ, the determination of the next values, i.e. β → β + ∆β and
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with ∆F = −F (µ, β) and ∆G = −G(µ, β). Each element of Jacobian matrix can be rearranged






















































We repeat the iterations until we satisfy the precision conditions
∣∣∣∣E(µ, β)− E0E0
∣∣∣∣ ≤ δ and
∣∣∣∣M(µ, β)−M0M0
∣∣∣∣ ≤ δ (3.96)
where, just as in the 1D case, we use in practice δ = 10−3.
While the 1D solution depends only on a single parameter, which we have chosen to be ξD,
the 3D problem, because of the presence of the box, depends on two parameters. Unlike in one
dimension we cannot find an analytical expression for the energy in degenerate limit ED and
therefore we normalize instead with the characteristic energy given by∗
























The Lynden-Bell solution may then be characterized by two parameters
ξ˜ ≡ E − E˜0|E˜0|
and R˜c ≡ Rc
L˜0
. (3.99)
Since E˜0 is not exactly the degenerate energy, ξ˜ = 0 does not correspond to the degenerate limit.
Likewise the characteristic length L˜0 is of order (but not equal to) the radius of the degenerate
system, so the normalized cut-off radius R˜c gives approximately how far the cut-off radius is
from the size of the corresponding degenerate system (with the same M and f0). The fact that
the LB predictions depend on two parameters has been noted in [132, 136, 135, 134].
∗The reason for this particular choice of reference energy will become clear in chapter 6: it is the lowest energy
of the initial condition we consider, equal to that of a uniform spherical configuration with initial virial ratio equal
to unity.
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3.5.2 3D Spatial distributions and dependence on box size














where Φ(r) is determined, at given β and µ, as described above. It is also interesting to consider
Mρ(r) = 4πr
2ρ(r), (3.101)






















Figure 3.9: ρ(r) predicted by LB theory with different ξ˜. All of them have the same total
mass. The cut-off radius R˜c are equal to 0.44, 0.56, 0.89 and 1.48 for ξ˜ = 0, 0.04, 0.25 and 0.49,
respectively. The end of r-axis corresponds to the cut-off radius. See text for explanation of
units.
The resulting Lynden-Bell prediction of ρ(r) for different values of ξ˜ are shown in Fig. 3.9†.
In a very similar manner to one dimension we see that the profiles become more condensed as
ξD increases. The same tendency is also observed in the plots of Mρ(r), for the same cases,
shown in Fig. 3.10. We also notice the non-decreasing tail, more visible when ξ˜ increases, in
Mρ(r) plots for sufficiently high ξ˜.
†In this figure, and in those that follow in this chapter, the units are those in which G = 1,M = 1 and Rc is
constant. The explanation for the choice of the given value of Rc will be explained in chapter 6.
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Figure 3.10: Mρ(r) predicted by LB theory with the same cases as shown in Fig. 3.9 (see more
details about R˜c therein). The end of r-axis corresponds to the cut-off radius. The units are as
in Fig. 3.9.
As noted above our calculation involved one approximation: the use of the virial relation
E = −T valid exactly only for an open system. To check the validity of this approximation,
i.e. the correction of the virial relation due to the box, we have calculated the virial ratio
R = −2T/U . The results are shown in Tab. 3.1. We see that the result deviates only slightly
from the assumption R = 1, even at the highest ξ˜. As we will discuss below the range in which
we use our results is that in which the deviation is small.
Table 3.1: The virial ratio, R, of the LB distribution function calculated for different ξ˜.
ξ˜ 0 0.01 0.04 0.09 0.16 0.25 0.36 0.49
R˜c 0.44 0.49 0.56 0.64 0.74 0.86 1.11 1.48
R 1.002 1.002 1.002 1.004 1.009 1.018 1.036 1.068
Dependence on box size
An important issue in Lynden-Bell theory for 3D gravity is the dependence on the box size Rc.
Indeed the predictions of this theory are only potentially relevant to open systems (which is what
we are physically interested in and will consider in chapter 6) insofar as they are not strongly
dependent on this scale. This point has been emphasized by Levin et al. [37] in their study of
Lynden-Bell theory applied in three dimensions, but has apparently received little attention in
discussion of earlier studies (e.g. [21]). As discussed above the necessity for a cut-off arises from
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Figure 3.11: ρ(r) (left) and Mρ(r) (right) with different β and fixed µ, f0 and Rc (see text for








→ cste 6= 0 as |~x| → ∞
for any finite β. Thus if β, µ and Φ(~x) are independent of the box size, the mass cannot be
finite, i.e. for a finite mass β, µ and Φ(~x) must depend on Rc. In other words, in absence of
a box, maximization of Lynden-Bell entropy would lead to mass spread throughout space (just
as for the Boltzmann entropy). The only case in which this is not true is the degenerate limit
β → ∞, in which case the system determines its own size. As a result as β becomes large (i.e.
as the system approaches the degenerate limit) one might expect that the dependence on Rc
becomes increasingly weak. To see that this is the case, consider that
∂M
∂Rc








































on the same conditions.
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Shown in Fig. 3.11 are plots of ρ(r) (left panel) and Mρ(r) (right panel) determined at fixed
values of µ and f0, and fixed radius Rc, as β is varied. Units are such that G = 1, µ = 1 and
f0 = 1 and Rc = 1.19 which corresponds to the length of the x-axis in the plots. It is clear that
as β increases the mass becomes more clearly concentrated well inside the box, and that as a
result the mass (and energy) will change very little at larger β as a function of box size. To
illustrate this further we shown in Tab. 3.2 the mass and energy obtained at fixed µ, f0 (with
corresponding E˜0 and ξ˜) for various values of β corresponding to Fig. 3.11, and for two different
values of the box size. As anticipated we see that at large β (or low ξ˜) the changes in M and E
are extremely small (and we infer that, conversely, the changes in β and µ would be similarly
small if we consider Lynden-Bell solutions at fixed E and M , varying Rc around these values).
Table 3.2: Total mass and energy increments calculated from doubling the box size for the
system represented in Fig. 3.11. See text for the choice of unit.
β Rc M % of M increment E % of E change E˜0 ξ˜
5 1.19 0.490 - -1.680e-1 - -3.83e-1 0.56
5 2.38 0.592 20.8% -1.709e-1 1.73% -5.95e-1 0.71
10 1.19 0.2806 - -9.3268e-2 - -1.04e-1 0.10
10 2.38 0.2871 2.31% -9.3407e-2 0.15% -1.10e-1 0.15
20 1.19 0.234683 - -7.59586e-2 - -6.88e-2 -0.10
20 2.38 0.234703 0.0085% -7.59600e-2 0.0018% -6.88e-2 -0.10
3.5.3 3D Velocity distribution










which can be calculated numerically using Φ(r) determined by solution of (3.91). By definition
θ(v) stands for the mass inside the spherical shell in v-space of thickness dv between v and v+dv












Unlike the density distribution, the velocity space does not require the cut-off velocity since
the distribution function goes rapidly to zero as v → ∞. The plots of θ(v) and Nθ(v) for the
same cases as shown previously for spatial distribution are shown in Fig. 3.12 and in Fig. 3.13
respectively.
We see that at higher ξ˜, θ(v) is more concentrated at low v, and decays at large v more
rapidly at lower ξ˜. Nθ(v), likewise, is more peaked at high ξ˜ than at lower ξ˜. The position of
the peak is shifted toward lower v when ξ˜ increases. The qualitative features are quite similar
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Figure 3.12: θ(v) predicted by Lynden-Bell theory for the same cases as shown in Fig. 3.9 and














Figure 3.13: Nθ(v) predicted by Lynden-Bell theory for the same cases as shown in Fig. 3.9 (see
caption of Fig. 3.9 for details.)
to the plots of spatial distribution but the deviation between different ξ˜ is less pronounced. The
tail of Nθ(v) is also absent.
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We investigate also the influence of varying β on the velocity distribution. Shown in Fig.
3.14 are the plots for θ(v) and Nθ(v) of the same cases as presented in Fig. 3.11. The effect of

























Figure 3.14: θ(v) (left) and Nθ(v) (right) with various β but fixed µ, f0 and Rc for the same






















Figure 3.15: θ(v) (left) and Nθ(v) (right) for β = 5. The cut-off radius, Rc, are 1.19 (extracted
from Fig. 3.14) and 2.38.
To study the dependence on the box size, we pick the cases with β = 5 and 10 and double
the cut-off radius Rc (from 1.19 to 2.38). The results are shown in Fig. 3.15 (for β = 5) and Fig.
3.16 (for β = 10). In line with our discussions in the previous subsection, we see that the change
in θ(v) and Nθ(v) is reduced as β increases. While the differences are very large at β = 5, at
β = 10 they are quite small, but still visible, particularly at low v in the plot of θ(v). These
results are very well in line with Tab. 3.2. At β = 20 (not shown) the curves for the two Rc are
perfectly superimposed.
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 0
 0.1

















Figure 3.16: θ(v) (left) and Nθ(v) (right) for β = 10. The cut-off radius, Rc, are 1.19 (extracted
from Fig. 3.14) and 2.38.
3.5.4 3D Energy distribution















With some simple manipulations of the delta function, we have

































Note that these expressions are derived using the boundary condition Φ(0) = 0. To have the

























Figure 3.17: F (ε) predicted by LB theory for the same cases as shown in Fig. 3.9 (see more
details about R˜c therein). The dotted vertical line indicates ε = 0.
Table 3.3: (Left table) Values of M−/M and M+/M for different ξ˜ (with their corresponding
R˜c beside). (Right table) The same quantities as on the left but for systems with different β
while µ = 1, f0 = 1 and Rc = 1.19.
ξ˜ R˜c M
−/M M+/M
0.49 1.48 0.9534 0.0466
0.36 1.11 0.9779 0.0221
0.25 0.89 0.9903 0.0097
0.16 0.74 0.9961 0.0039
0.09 0.64 0.99853 0.00147
0.04 0.56 0.99947 0.00053
0.01 0.49 0.99978 0.00022





with F (ε) now vanishes where ε < Φ0.
Plots of F (ε) for various ξ˜ are shown in Fig. 3.17. At high ξ˜, the energy distribution is
more spread out in ε space and yields a more negative Φ0, corresponding to a more condensed
central density. Note further that at the larger value of ξ˜, F (ε) is visibly non-zero for ε > 0.
This corresponds to unbound mass (which would escape to infinity in the absence of the box).
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(withM =M−+M+). Summarized in Tab. 3.3 (left panel) areM−/M andM+/M for various
ξ˜ (including the cases plotted in Fig. 3.17). At higher ξ˜, M+/M clearly increases. However

































Figure 3.19: F (ε) predicted by LB theory with different Rc for β = 5 (left) and 10 (right). The
system parameters µ and f0 are the same in all case.
We finally investigate again the influence of β on F (ε) and M+/M . Plotted in Fig. 3.18 are
F (ε) of the same cases shown in Fig. 3.11 (see text above for the choice of unit) and shown in
‡M+ could, in fact, alternatively be eliminated using the escape velocity as the integration limit. This is com-
plicated because the escape velocity is also a function of r. The implementation of such a cut-off in escape velocity
was originally implemented by Michie [12, 145, 146] and King [13, 147] for the isothermal sphere distribution.
92
CHAPTER 3. LYNDEN-BELL’S THEORY OF VIOLENT RELAXATION
Tab. 3.3 (right) are M−/M and M+/M for the same cases. At smaller β, F (ε) is more spread
out in ε-space (similarly to the cases with high ξ˜ above) and M+/M is greater. The curve at
low β extends to more negative ε, implying that the core is more strongly bound. The higher β
case is similar to the case with low ξ˜, with a distribution which is steep and peaked, with almost
all the area under the curve lies at ε < 0.
Plotted in Fig. 3.19 are F (ε) for β = 5 (left panel) and 10 (right panel) with Rc = 1.19 and
2.38. In line again with what was observed above, we see that the features reflecting a sensitivity
to the box size become visible for smaller value of β, most evidently in the increase of the peak
on the right consisting of loosely bound and unbound mass when Rc increases. The peak on the
left, consisting of more tightly bound mass, is much less changed. This is because the increment
of mass from the expanded box (i.e. between r = 1.19 − 2.38) is situated far from the center,
thus much more weakly bound.
93







Relaxation to thermal equilibrium of
1D self-gravitating systems
The so-called “sheet model” is an interesting toy model for the study of self-gravitating systems,
or more generally of systems with long-range interactions. It is simply the one dimensional
(1D) generalization of Newtonian gravity, consisting of particles interacting by attractive forces
independent of their separation (or, equivalently, infinite parallel planes embedded in three
dimensions interacting via Newtonian gravity). Because the particle trajectories are exactly
integrable between crossings, it has the nice feature that its numerical integration can be per-
formed with an accuracy limited only by machine precision. It has been the subject of (mostly
numerical) study in the literature for several decades (see, e.g., [89] for a review of the literature
on the model) following earlier analytical studies [90, 91]. A fundamental question about this
system — and more generally for any system with long-range interactions — is whether they
relax to the statistical equilibrium calculated in the microcanonical or canonical ensemble first
calculated in [92] and which we have discussed at length in chapter 2. The literature on this
model — which we will discuss in greater detail in our conclusions section below — is marked
by differing results (or, rather, interpretation of results) from different groups, and even some
controversy. Work by two groups in the eighties (see, e.g. [88] for a summary) led to the con-
clusion that relaxation could not be observed, except perhaps in some special cases. Studies by
two other groups over a decade ago [87, 148] found results indicating relaxation, and [87] gave a
determination of the N dependence of the characteristic time. However doubts about the inter-
pretation of these latter results as establishing relaxation to equilibrium were raised by further
analysis [149, 150]. In more recent work [89, 151] clear evidence for relaxation in a version of the
model in which there are different particle masses has been found, but the dependence on N has
not been determined∗. The mechanism of relaxation (if it indeed takes place) in these models
remains, as in other long-range interacting systems, very poorly understood, and a basic subject
of research in the statistical mechanics of long-range interacting systems (for recent reviews see
e.g. [58, 153]). In this chapter we report an essentially numerical study of relaxation in the
single mass sheet model. To characterize the long-time evolution and relaxation of the system
we make extensive use of the order parameters introduced in section 2.2.7. This tool allows us
to resolve some outstanding issues about the relaxation in this system, and, in particular, to
establish more definitively both that relaxation does indeed occur and the scaling with particle
number of the time characterizing it. We consider a broader range of initial conditions, which
∗Other variants of the model have also been studied in [83, 85, 152].
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allows us to establish also dependences of relaxation on these. We also study the fluctuations
— both in time and over realizations of the initial conditions — about the average macroscopic
evolution of the system, showing phenomenologically the correlation of their amplitude with the
lifetimes of the intermediate “quasi-stationary” states.
The “sheet model” is probably the oldest toy model of long range interactions — it was
first explored in astrophysics as a toy model for self-gravitating systems in three dimensions —
and is also, arguably, closer to reality than the HMF which is constrained on a circle. It has,
further, as mentioned above the nice feature that it numerical integration can be performed
up to machine precision. Despite this, the results concerning its dynamics and relaxation are
less clearly determined than for the HMF, and the literature on the subject has, as we have
discussed above, been marked by some controversy and results showing that the model has,
apparently, some very peculiar behaviors — rapid relaxation to equilibrium for some classes of
initial states [154, 155], persistent phase space structures impeding relaxation to QSS [156, 157],
macroscopically chaotic behavior in the long time evolution [158] — which indicate that it might
not be a very useful toy model (in that its behaviors are perhaps non-generic). In this article our
main conclusion is that, 1) by using appropriate diagnostics of the macroscopic evolution and 2)
by extending simulations to sufficiently large N and/or averaging over sufficiently large numbers
of realization, one finds behavior in this toy model very similar in crucial respects to that in
the HMF: to a very good first approximation a generic initial configuration relaxes to a long-
lived QSS, and then relaxes to its statistical equilibrium at sufficiently long time. This latter
phase can be characterized apparently by a single time-scale, with the evolution of the order
parameter during relaxation well fit by a simple function (in our case a better fit is obtained
using a simple stretched exponential, rather than a hyperbolic tangent in the HMF as in [63]).
On the other hand the N dependence of this time scale, linearly proportional to the number of
particles N , is different to that found in [63] for the HMF. This latter result, however, applies to
spatially homogeneous states which, in the HMF, can occur due to the periodicity of the system.
Relaxation which is slower than linear in N is expected in this case, as shown using analysis of
kinetic equations (see, e.g. contributions of P.H. Chavanis, and of F. Bouchet and J. Barre´ in
[57]).
The chapter is organized as follows. In the section 4.1 we first describe our numerical simu-
lations and the initial conditions we study, and then give our results in section 4.2. In presenting
them we give first results for single realizations, and then use temporal averages and finally en-
semble averages to derive the scaling with N of the relaxation time. This is followed by further
study of the fluctuations about the average behaviors of the order parameters. Considering both
temporal fluctuations and those in the ensemble, which we show to be very consistent with one
another, we observe the correlation between their amplitude in the QSS and the observed relax-
ation time. The section 4.3 will present a brief study about the miscellaneous factors (mostly
unphysical) that can also add effect to the relaxation, for example the machine precision, ma-
chine capacity or data format. In the conclusion sections we return to a more detailed discussion
of the previous literature, presenting further results which allow one to understand the reasons
for the divergence in conclusions in certain cases.
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Recall the order parameters defined in (2.184):
φαβ =
< |x|α|v|β >
< |x|α >< |v|β > − 1
which is used to probe the “entanglement” (or correlation) between spatial and velocity coordi-
nates of the distribution function. Because such entanglement is absent in thermal equilibrium
(see expression 2.162), the stationary state with zero order parameters thus indicates the ther-
mal equilibrium. We principally use φ11 and φ22 entirely in this chapter to probe the relaxation
(as the magnetization serves the HMF model in the same purpose).
4.1.2 Algorithm
As remarked above in section 1.2, it is convenient for the numerical integration of the model
to exchange particles’ labels when they cross, which is equivalent to treating them as if they
undergo an elastic collision in which they exchange their velocities when they meet. The force
on each particle is then constant in space and time [and given by equation (1.54)], and the
numerical algorithm must simply determine, at any time, the next crossing which occurs, and
then exchange the velocities of the “colliding” particles. The optimal way to treat this kind of
problem is, as has been pointed out and discussed in detail in appendix A (or [159]), by using
a so-called “heap-based” algorithm, which uses an object called a “heap” to store in an ordered
way the next crossing times of the pairs. This algorithm requires a number of operations of order
log(N) to determine the next crossing (rather than of order N for the evident direct algorithm
in which one calculates and compares directly at each step the next crossing of each of the N−1
pairs). Given that the number of crossings per particle per unit time grows in proportion to N ,
the simulation time thus grows in proportion to N2log(N).
Because the particle trajectories are integrated exactly, the only limit on the accuracy of
the numerical integration is thus the numerical precision. As is common practice we will use
the total energy (which is conserved in the continuum model) as a control parameter. For the
longest simulations we report the error in total energy of the order of 10−8%.
4.1.3 Initial condition
We will consider principally a simple class of spatially uniform initial conditions (IC), generated
by randomly distributing the N particles on a finite interval. As initial velocity distribution
we will consider both the case that initial velocities are zero (“cold IC”) and the case that
this distribution is also uniform in a finite interval. The latter are thus random samplings of a
particular class of “waterbag” initial conditions in phase space (i.e. in which the phase space
density in equal in the region in which it is non-zero), while the cold case can be considered as
the limit in which the width of the velocity distribution goes to zero. In Fig. 4.1 the phase space
distribution for a typical IC is shown.
The IC may thus be characterized solely by the particle number N and a single parameter
characterizing the waterbag. Rather than the width of the velocity distribution or phase space
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Figure 4.1: A rectangular waterbag initial condition in phase space, for N = 400 and R0 = 1.0.
See text for definition of units.
where T0 is the initial total kinetic energy and U0 is the initial total potential energy.
We remark on a particularity of the cold IC which we will return to below. In the limit
N → ∞, the evolution from this IC becomes singular at a finite time: an element of mass
initially at coordinate position x0 feels a force −2gρ0x0, where ρ0 is the initial mass density; all
particles are in free-fall under a force proportional to their distance, and therefore arrive at the
origin at the same time, producing a density singularity. This is completely analogous to the
singularity in three dimensions which results from a cold spherical initial condition (see [160] for
a discussion).
It is simple to show, given that the particle positions and velocities are both randomly
sampled from a PDF which is uniform in a finite interval, that the relative fluctuation in U0
and T0 scale as 1/
√
N for large N . An exact calculation (see appendix B) shows, for example,
that at N = 100, the normalized variance of U0, which corresponds to that in the energy for the
case R0 = 0, is ≈ 0.05. This means that the typical amplitude of the fluctuation in the energy
for cold initial condition at N = 100 is of order the difference between the mean energy of cold
initial condition and initial condition with R0 = 0.1.
4.1.4 Units and coordinates
For convenience we choose our coordinate system such that the center of the mass of the system
lies at x = 0 and is at rest (i.e. after distributing the particles as described we add a spatial
translation and constant velocity to all particles so that these conditions are satisfied).
We make the following choice of units: we set the particle mass m and the coupling g to
unity, and take L = N . This corresponds to a mass (and particle) density of unity, and a time






which is the characteristic time for the system’s evolution under the mean field forces (the mean
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field forces, of order Ngm2, moves a system particle of mass m over the system size L on this
time-scale). tdyn also coincides with the time of the singularity noted above in the smooth limit
of the cold IC.
4.2 Results
The difficulty in this study of relaxation, as in such a study for any long-range system, is that
one is interested in studying large N systems — so that finite N deviations from the mean-field
behavior are small — on a time scale which grows rapidly with N (typically, one expects, in
proportion to some power of N). Because of numerical limitations, particularly strong because
of the computational cost of integrating a long-range interaction, it is in practice often difficult
to arrive at definitive conclusions. In the case of gravity in three dimensions, notably, numerical
studies exist (see e.g. [32, 38, 39, 40, 37]) but they give only a very incomplete characterization
and understanding of relaxation. As we have discussed in the introduction one of the attractive
features of the HMF model is that, because of its mean field nature, the numerical cost of
the force calculation is of order N , allowing much larger particle numbers — N ∼ 104 − 105
[63] — to be simulated on the relevant long time scales than is feasible in other cases. The
principal reason why the early literature on the sheet model was marked by controversy on the
question of relaxation is simply, as we will discuss further below, that such relaxation could
not be observed on the required time scales for systems sufficiently large so that the finite N
fluctuations were sufficiently small to allow the clear identification of the average behaviors.
The study of [87], taking advantage of the greater numerical resources available already in the
nineties, detected relaxation for N ∼ 102 from specific waterbag configurations and found a
scaling of the relaxation time, over a small range in N , linear in N . This result was obtained,
however, by doing a time average of their chosen diagnostic over a very broad time window
(of order 105, only an order of magnitude less than the typical relaxation time for the cases
explored), and its solidity has been placed in question in subsequent work [149, 161]. Exploiting
the increase in numerical power since then, and aided greatly by the diagnostics we have defined
in the previous section, we report here† results showing relaxation for systems with N ∼ 103.
Further we obtain our results for the scaling of the relaxation time by doing ensemble averages
(over realizations of the initial conditions) without time averages.
4.2.1 Temporal evolution of order parameters
Shown in Fig. 4.2 is the evolution of the virial ratio R, and the order parameters φ11 and φ22
in a single realization of a system with N = 100, and R0 = 0. Note that the time axis (as it
will be invariably here) is logarithmic. In Fig. 4.3 are plotted the same quantities for N = 400.
While the fluctuations are very large, particularly in the first case, one can make out that there
are, as expected, two stages in the macroscopic evolution probed by these parameters: a first
stage (t < 100) of “violent relaxation” during which all quantities (and notably the virial ratio)
fluctuates strongly before settling down to behaviors which appear to fluctuate about a well
defined average, and specifically about unity for the virial ratio. The averages of the parameters
†Evolution of N = 102 particles to t = 106 requires about 20 minutes on a single processor; thus, given the
scaling with N2 logN of the computational cost per unit physical time, and a linear growth (see below) in the
relaxation time itself, simulation times of order several weeks are required for the most rapidly relaxing case
with N = 103. Our largest N results are ensemble averages over systems with N = 800, obtained by running





























Figure 4.2: Temporal evolution of the virial ratio (left), φ11 (middle) and φ22 (right), forN = 100
and R0 = 0.
φ11 and φ22 are clearly non-zero on a much longer time scale than that characterizing the
virialization. These non-zero averages, which appear to be approximately the same in each case
for the two different N , appear to remain roughly stable until at least about 104 − 105, after
which both φ11 and φ22 start to evolve toward zero. The time scale at which the evolution sets in
is clearly significantly shorter for N = 100. This behavior should indicate, as we have discussed



























Figure 4.3: Temporal evolution of the same parameters as in Fig. 4.2, except that now N = 400



























Figure 4.4: Temporal evolutions for the same case as in Fig. 4.2, but now averaged in a time
window of width ∆t = 10 as described in text.
These behaviors can be seen more clearly by averaging in a temporal window, of width small
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compared to the characteristic times scales of this apparent evolution. Shown in Fig. 4.4 and
4.5 are the same quantities for the same simulations, but now each point represents the average




























Figure 4.5: Temporal evolutions for the same case as in Fig. 4.3, but now averaged in a time
window of width ∆t = 10.
These behaviors are thus clearly indicative of the evolution expected, which is that believed
to be typical of long-range interacting systems: violent relaxation brings one on a short time
scale to a QSS, as a result of a mean field dynamics described by the coupled Vlasov-Poisson
equations (and this independent of N). On longer, N − dependent times scales, one relaxes to
the mean-field equilibrium, given in this case by Eq. (2.162). That the decay to zero of φ11
and φ22 does indeed correspond to relaxation to the statistical equilibrium of Eq. (2.162) can
be tested in further detail. Fig. 4.6 shows the velocity and space distributions for R0 = 0
and N = 400 particles, averaged again over a time window of width ∆t = 10, at t = 103 and
t = 106. The continuous lines correspond to Eq. (2.162), clearly in very good agreement at the
later time, and very different in the QSS phase. We have also checked (but do not show here)
the agreement of the distribution of particle energies. These results indicate that φ11 and φ22 are
very good diagnostics of the evolution toward equilibrium: indeed below we will see that they
are typically more discriminating of relaxation than the full density and velocity distributions.
4.2.2 Dependence on initial virial ratio R0
Shown in Fig. 4.7 are the evolution of φ11 for N = 100 and N = 400 starting now from four
different values ofR0, as indicated (0, 0.1, 0.5, 1). The results are averaged again in a time window
of width ∆t = 10. Note that results for N = 100, which extend up to t = 108, indicate that
the evolution toward the statistical equilibrium is really a relaxation to a definitive equilibrium
behavior, i.e., which is stable and persists. This is further confirmed by Fig. 4.8 which shows
the spatial and velocity distributions for the case R0 = 0 and N = 100 at t = 10
8 (with the same
time averaging window as used above in Fig. 4.6). Fig. 4.7 shows that there are, nevertheless,
very significant fluctuations in φ11 and φ22. These could indicate significant macroscopic, but
stochastic, deviations from the equilibrium persisting over very significant times (see [158]).
We will present evidence below that they are, as one would expect, finite N effects, with an
amplitude which decreases as N increases.
We observe in Fig. 4.7 that, as expected, the QSS resulting from violent relaxation is clearly
different depending on the initial condition, with very different values of φ11. Further the



















































Figure 4.6: Density (top, left and right panels) and velocity (bottom, left and right panels)
distributions at t = 103 (left) and t = 106 (right), for N = 400 and R0 = 0. The same time





















Figure 4.7: Evolution of φ11 for different R0, averaged in time window of width ∆ = 10, for
N = 100 (left) and N = 400 (right).
on N , but also on R0 (or the intermediate QSS state). More specifically, the smaller is R0 the
shorter is the lifetime. Indeed for R0 = 1 we just see the onset of the relaxation for the case
N = 100, but do not see it at all for N = 400. For N = 100 there is a difference of a factor
104






















Figure 4.8: Density (left) and velocity (right) distributions at t = 108, averaged in a time window
of width ∆ = 10, for N = 100 and R0 = 0.
of about one hundred in the time at which relaxation appears to becomes clearly visible in the
cases R0 = 1 and R0 = 0. In the respect we remark that earlier studies have not considered this
kind of cold initial condition, in which relaxation occurs more rapidly.
4.2.3 Estimation of N dependence using ensemble average
Let us focus now on the N dependence of the relaxation. We wish to determine the scaling with
N of the characteristic time for relaxation, at a fixed value of the initial virial ratio. Given the
very significant noise in the order parameters at the particle numbers we can simulate numerically
up to times on which relaxation occurs to do so we must average out these fluctuations. This
can be done using either a time average on a single realization (as above) or an average over



















Figure 4.9: Evolution of φ11 for N = 100 (left) and N = 800 (right) for R0 = 0 in different
realizations, with time average in window of width ∆t = 10.
Shown in Fig. 4.9 is a plot of the evolution of φ11 in three different realizations for N = 100
and N = 800 and R0 = 0, up to 10
6. The quantities are again averaged in the same window
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as above. The variance, albeit clearly decreasing with N , is in fact still so significant as to
make an accurate determination of the scaling difficult. Averaging over larger time windows the
curves become smoother, but such differences persist if we use a time window which is small
compared to the time scale of the relaxation itself. In short the intrinsic finite N fluctuations
from realization to realization in the (N dependent) relaxation time are still so large for N
of this order as to limit significantly the determination of the average behavior from a single
realization.
We thus consider a simple ensemble average, over realizations of the initial conditions. While
we could combine time averaging and such an ensemble average, we choose not to do so as this
may complicate the interpretation of our result. More precisely, if we perform a time average, we
would need to check carefully for any possible dependence of our results on the chosen averaging
window. We will explore below in some detail the relation between time averages and ensemble










N=100 : 1000 realizations
N=200 : 400 realizations
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N=100 : 1000 realizations
N=200 : 400 realizations
N=400 : 120 realizations
N=800 : 20 realizations
Figure 4.10: Evolution of φ11 (left) and φ22 (right) for R0 = 0 in different N with ensemble
average. The number of realizations averaged over is indicated in the panel. The error-bar is
derived (see text) by determining the values in two sub-ensembles.
Shown in Fig. 4.10 are plots of φ11 and φ22 averaged over the indicated number of realizations
(and without any time average) for each of the indicated particle numbers, for R0 = 0. The error
bars in this plot have been estimated by dividing randomly the realizations into two subsamples
and recomputing the average in each of them (i.e. the error bar corresponds to the difference in
the two averages).
Using these results we now determine the scaling with N . Shown in Fig. 4.11 is a plot of
trelax, the characteristic time scale for relaxation, as a function of N estimated from each of the
curves for φ11 and φ22. We have determined the value of trelax in each case as that at which the
order parameter reaches half its “plateau” value (i.e. in the QSS), i.e., we estimate the value of
the parameter which corresponds to the approximate plateau and then determine the time at
which half this value is attained. The error bars correspond to those estimated from those given
in the previous figure. Shown also are linear behaviors, which in both cases provide a good fit
to the results.
Shown in Fig. 4.12 are the ensemble averaged evolution of φ11 for the three other initial
conditions, for the same four values of N . The determinations of the relaxation times, for each
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φ11 linear best fitφ22 linear best fitφ11φ22
Figure 4.11: Plot of estimated relaxation time as a function of N , estimated using φ11 and φ22
as described in the text. Linear best fit lines are also shown. The error-bar indicated is derived
from those in the preceding figure.
Table 4.1: Estimated relaxation time trelax for different initial conditions. “-”indicates that our
data does not allow us a determination of this time using our chosen criterion.
N R0 = 0 R0 = 0.1 R0 = 0.5 R0 = 1
100 3.4e+04 8.4e+04 2.7e+05 -
200 6.5e+04 1.7e+05 5.3e+05 -
400 1.3e+05 6.8e+05 - -
800 2.5 e+05 - - -
case where this is possible by the same method as used above, are shown in Table 4.1. As there
are so few points we have not performed the same fitting procedure (with estimated error bars)
as above, but it is clear that the given values are consistent with a scaling of the relaxation time
linear in N . In the case R = 1, however, we cannot deduce any reliable estimate of the scaling
with N , as we can just see the onset of the relaxation for N = 100 but not in the other cases.
This last curve and the data in Table 4.1 allow us to see more quantitatively the dependence
of the relaxation time on the initial value of R0 also. At fixed N we see that, between R0 = 0 and
R0 = 0.5 the estimated relaxation time increases by a factor of about eight. These considerable
differences translate into a very different appearance to the curves: in the case of R0 = 0 the
“QSS plateau” is much less visible as there is only a very small separation between the time
scales for the establishment of the QSS (∼ 102) and the onset of relaxation.
The exact definition taken here for the relaxation time is somewhat arbitrary — we could
equally consider the time at which φ11 deviates by 10% from its plateau value, or, say, reaches
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N=100 : 500 realizations
N=200 : 200 realizations
N=400 : 60 realizations
N=800 : 20 realizations
Figure 4.12: Ensemble averaged φ11 evolution for R0 = 0.1 (top), 0.5 (bottom-left) and 1
(bottom-right) for different N .
must plot it as a function of the logarithm of time — such definitions would give enormously
different results for the estimated time (differing by two to three orders of magnitude). Equally
we see from Fig. 4.11 that if we use φ22 rather than φ11, employing the same criterion we obtain
times differing by an order of magnitude. That this factor indeed changes only the overall
normalization of the times, and not their scaling with N , is evident from the fact that, as can
be seen by eye, the curves in the decay phase can be superimposed on one another well by a
translation parallel to the time axis.
It is interesting to see if a simple functional behavior can be fit to the decay of the order
parameters. Shown in Fig. 4.13 are best fits to two simple functions for the case of initial
conditions R0 and N = 100, for which we have the best statistics. We have restricted to the





1− tanh[αh(log t− log trelax)]
}
(4.3)
in which, therefore, trelax corresponds to the time estimated above. The best fit values of the
parameters are φQSS = 0.24, trelax = 10
4.5 and αh = 1.4. The other is a stretched exponential
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Figure 4.13: φ11 as a function of time (t > 10
3), for N = 100 and R0 = 0. A best-fit to a
hyperbolic tangent [see Eq. (4.3)] is shown as a dashed line, while the solid line is that for a








and gives the best-fit values φQSS = 0.26 t
′
relax = 10
4.7 and αs = 0.56. The second function is
clearly a significantly better fit. We note that the former function has been shown in [63] to give
a good fit to the temporal evolution of the magnetization during relaxation in the HMF model.
Stretched exponential relaxation, on the other hand, is observed in a range of physical systems,
and notably in the relaxation of structural and spin glasses (see, e.g., [162]).







which becomes constant for thermal equilibrium. Plots of v¯2(x) are shown in Fig. 4.14 for
N = 100 and R0 = 0 at the indicated times, averaged over 1000 realizations. To calculate
the variance from the data, we first divide the particles into 10 contiguous subgroups, of N/10
particles. The variance is determined in each subgroup and averaged over realizations and the
position x is the ensemble-averaged center of mass of the corresponding subgroup. We clearly
observe the relaxation of v¯2(x) toward a constant value as time passes.
We draw attention to one important feature of these results which introduces a systematic
uncertainty into them, which could only be reduced by doing significantly larger simulations:
in principle the intermediate QSS is independent of the number of particles N , i.e., we are
estimating the N dependence of the relaxation time of a state which is, up to fluctuations,
N -independent; in practice it is clear in our data that there is some residual N dependence in











































Figure 4.14: The variance of velocity as a function of x, v¯2(x), for N = 100 and R0 = 0 averaged
over 1000 realizations at times indicated in each panel. The calculation of v¯2(x) is described in
the text.
order parameters do not exactly coincide. As we have seen that there is clearly a significant
dependence of the lifetime on R0, which we interpret to be one on the intermediate QSS rather
than the initial condition itself, it is possible that the N dependence we measure at fixed R0 is
due to, or partially due to, this residual N dependence of the QSS. We believe, however, that
such an effect, if present, is probably negligible: the differences in the QSS “plateau” at given
R0 for different N are very small compared to the differences between the QSS over the range
of R0, and further, for the larger N , the QSS do appear to converge. This is even the case for
R0 = 0, where the N dependence in the “plateau” is most evident. In this case, as we mentioned
above when we discussed our initial conditions, an intrinsic N dependence of the QSS might be
anticipated: as N →∞ the evolution becomes singular at t = 1, and the evolution at finite N is
regulated by the fluctuations about a uniform distribution which are N dependent‡. That such
intrinsic N dependence is weak, if present at all, is also indicated by the absence of visible N
dependence of φ22 in Fig. 4.10.
4.2.4 Relaxation and fluctuation in the QSS
Analytically the relaxation toward equilibrium of systems with long range interactions may be
described by kinetic equations, derived for example from the BBGKY hierarchy. In practice these
‡For the analogous 3D problem — evolution from cold uniform initial conditions — the precise N dependence
of the virialized QSS state has been determined numerically in [160].
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equations are intractable, and despite many attempts to develop appropriate approximation
schemes which might make them tractable, there are really no solid results which allow us
rigorously to model analytically the detailed phenomenology of relaxation observed in numerical
simulations, and determine for example the observed N dependence of the relaxation time.
Inspection of our results for the temporal evolution of the parameters φ11 and φ22 lead to
one simple observation: the relaxation time appears to be correlated with the amplitude of the
fluctuations about the relevant QSS, i.e., the smaller the fluctuations in the QSS, the longer
is its lifetime. While this is somewhat trivial when we consider a given initial condition (i.e.
R0) at fixed N — in postulating that there is a QSS we mean that the fluctuations about it
are N dependent (and decaying with N) — it is not evident that this should be so for the
different R0 at fixed N . Theoretically such a correlation might not be surprising — in kinetic
theory approaches the leading corrections to the collisionless (Vlasov) limit are, in perturbative
approaches, sourced by fluctuations about the QSS (see, e.g., contributions of P.H. Chavanis,
and of F. Bouchet and J. Barre´ in [57].).
Such a trend can be seen a little in Fig. 4.7, although in this case it is greatly obscured by
the time averaging (i.e. it is much clearer if one plots a single realization in each case, which
we have not done here). It is shown clearly to be present by the results in Figs. 4.15 and 4.16.
The first shows the standard deviation, σφ11 , of φ11 as a function of time, estimated in the
indicated number of realizations of initial conditions R0 = 0, for each of the different values of
N indicated. The error bars in the plot correspond to the spread in σφ11 when it is estimated in
two sub-ensembles defined by randomly dividing the realizations into two. As remarked above
the fact that σφ11 decreases with N — and thus, given that the lifetimes of the states have been
observed to increase with N , that there is a correlation of the lifetime with their amplitude
— is not surprising: it simply means that the fluctuations about the QSS are, predominantly,
due to finite N effects which will vanish as N →∞. We note that the amplitude of σφ11 in the
approximate “plateau” region — corresponding to the QSS – scales as 1/
√
N , i.e., as they would
if the fluctuations of φ11 is the sum of N uncorrelated contributions from the N particles.
Shown in Fig. 4.16 is the same quantity but now for the different values of R0, at two different
fixed N (N = 100 and N = 800). In both cases we see clearly (except perhaps for the lowest
curve in the lower panel, which is noisier due to the much smaller number of realizations) that
the amplitude of fluctuations decreases as R0 increases, i.e., that the amplitude is (inversely)
correlated with the lifetimes we have observed for these states.
We note that these figures giving the behavior of the variance of our macroscopic parameters
also contain a lot of other useful information beyond the correlation we have just observed.
Indeed these curves themselves show very clearly the different time-scales in the dynamics: the
first period of “violent relaxation” is clearly identifiable by a very large variance, which decays
on a time scale of order several tens of dynamical times; this is followed by an approximately
stable value depending on the QSS (Fig. 4.16), which then evolves on a much longer time scale,
dependent on and increasing with N , toward a value which is independent of the initial state
(i.e. thermal equilibrium).
These results also allow us to conclude more about the meaning of our quantitative results
for the scaling of the relaxation time, which have been calculated using the ensemble average:
the systematic decrease with N of the variance of φ11 (and, we have verified, of φ22) implies
that such an ensemble average, for sufficiently large N , can indeed be interpreted consistently
to give the macroscopic behavior of a single realization in the ensemble. Thus, as we have been
implicitly assuming, we can indeed take our determined relaxation times to represent those of












N=100 : 1000 realizations
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N=800 : 20 realizations
Figure 4.15: Temporal evolution of the standard deviation of φ11, estimated for each N over the
indicated number of realizations of the initial condition with R0 = 0. The error-bars are derived




















R0=0.0 : 20 realizationsR0=0.1 : 20 realizationsR0=0.5 : 20 realizationsR0=1.0 : 20 realizations
Figure 4.16: Temporal evolution of the standard deviation of φ11, estimated over the indicated
number of realizations of each of the initial conditions with the indicated R0. The left panel is
for N = 100, the right panel N = 800.
It is interesting to go a little further and consider what the relation is, at finite (but large)
N , between the fluctuations in the ensemble average and the temporal fluctuations in a single
realization. Indeed if, as we have postulated above, there is a real correlation between the ampli-
tude of the fluctuations measured in the ensemble average and the lifetime of the corresponding
QSS, it must be that these fluctuations measured in the ensemble bear some close relation to
the temporal fluctuations in the same parameters in a single realization. That this is the case,
to a good first approximation, can be seen from Figs. 4.17 and 4.18, which show exactly the
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same quantities as in the previous two figures, but that the standard deviations are calculated
in one hundred time slices equally spread over a time window of width ∆t = 10 centered on the
indicated point. We see the same quantitative behaviors as in the previous plots, and even, in














Figure 4.17: Temporal evolution of the estimated variance of φ11 in the same case as Fig. 4.15,





















Figure 4.18: Temporal evolution of the estimated variance of φ11 in the same case as Fig. 4.16,
but with a time average now over a window of width ∆t = 10.
To allow further detailed comparison, in Fig. 4.19 and Fig. 4.20 are shown, for R0 = 0 (left
panels) and R0 = 1 (right panels), and N = 200 in both cases, the histogram of the values of
φ11, at the indicated time measured, in Fig. 4.19, in one hundred simulations from realizations
of the same initial conditions, and, in Fig. 4.20, in one hundred snapshots in a window of width
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∆t = 10 in a single realization from one realization of the same initial conditions. Comparing
the four panels in the two figures one by one, we see that, although the fluctuations in each case
are clearly not sampled from an identical distribution, the agreement is strikingly good: not
only, as expected from what we have already seen above, do the averages and variances agree
well in each case, but the general shape of the histograms, which is quite different in each QSS,
resemble one another strongly. The results are also clearly in line with the conclusion drawn
above for what concerns the relaxation to thermal equilibrium: at t = 106 we see that the cold
initial conditions have relaxed to a distribution centered on the value in thermal equilibrium,














































Figure 4.19: Histogram of the values of φ11 measured at the indicated time in one hundred
simulations started from independent realizations of initial conditions with the indicated values
of R0, forN = 200 particles. The dashed line indicates φ11 = 0, the value at thermal equilibrium.
For R0 = 0 the relaxation of the system from the QSS to thermal equilibrium is clearly visible,
with both the central value and shape of the distribution evolving. For R0 = 1 we observe, in
line with the results above, that the system is still in a QSS but that the distribution has started
to shift slightly toward the equilibrium one.
It would be interesting to develop this study with greater statistics, varying the width of
the time window to see how good agreement can be obtained, but we will not do so here.
Such a study is related to the fundamental (and so far unanswered) question as to whether
the properties of QSS may be determined by averaging over an appropriate (non-equilibrium)
ensemble, determined by the initial conditions. The theory of violent relaxation formulated by
Lynden-Bell, for example, postulates an answer to this question [19]: the appropriate ensemble
is that of all configurations corresponding to a phase space distribution function permitted by
the (collisionless) Vlasov dynamics. If this theory were correct (which is not the case for this
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Figure 4.20: Histogram of the values of φ11 measured at one hundred equally spaced times
in a temporal window of width ∆t = 10 centered on the time indicated in each panel. The
simulations are from the same cases as in Fig. 4.19. We observe a qualitative agreement
between the amplitudes and shapes of those in Fig. 4.19.
system [95]) we should perform our ensemble average over such configurations rather than the
more restricted one we have considered.
4.3 Some numerical tests
Although the method of numerical simulation is, as we have emphasized, very precise, it is still
possible that the numerical error associated to the finite machine precision may be a relevant
limitation (and could even invalidate our conclusions). We report here some tests we have
performed in this respect.
4.3.1 Time reversibility
The dynamics of the continuum system is time reversible, but (as the system is chaotic) such
reversibility would be expected to be reproduced in the simulations only for a finite time. To
explore how precise our simulations are in this respect, we test reversibility directly: starting
from a chosen initial condition at t = 0 we integrate up to a time t = trev; we then reverse the
particle velocity and see whether the system has returned to its initial state at t = 2trev. Shown
in Fig. 4.21 are the final configuration (in phase space) obtained in that way, for trev = 1, 10, 100
starting from an initial condition with R0 = 0 (i.e. cold initial condition), N = 10
2. For trev = 1
almost perfect reversibility is found (the v-axis has been amplified by three orders of magnitude),
at trev = 10 the agreement is still extremely good, with just a few particles off axis, while at
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trev = 100 the reversibility has clearly been lost.
Thus on the time scale we have studied our simulations are clearly not reversible, and thus



























Figure 4.21: Configuration in phase space of reversibility test with trev = 1 (left), 10 (middle)
and 100 (right) for N = 100 and R0 = 0.
4.3.2 Effects from data-format precision and machine of integration
One further check on the role of precision we can do is to compare the results of calculations done
using double precision format for the date (employed in all the simulations reported above) with
those obtained using single precision format. Shown in Fig. 4.22 are the temporal evolution of
φ22 (averaged in time window of width ∆t = 10) for two different initial conditions. In the first
case (R0 = 0, N = 100) we see that the two differ somewhat, although the same overall trend of
relaxation is observed on a similar time scale. The differences between the two are in fact about
the same as those we observe between two different realizations of the initial condition evolved
at double precision. Given the irreversibility of the numerical simulations, this is what we would
expect. The result we have obtained, averaged over realizations (or time), should therefore be
unchanged at single precision or double precision. In the second case (R0 = 1, N = 100) we
see, on the other hand, good agreement up to t ∼ 105 and a very different behavior afterward,
with the single precision simulation apparently relaxing. We interpret this to indicate that
the relaxation is in this case actually caused by the additional fluctuation introduced by the
numerical rounding error. Indeed, as we have seen, for the case R0 = 1 the fluctuation about
the QSS are very suppressed compared to that for R0 = 0. In this case therefore we believe that
the use of single precision would produce spurious results.
Finally in Fig. 4.23 we show the result of another test of precision: the evolution of φ22
obtained, from a chosen initial condition, run on two different machines (but with similar char-
acteristics). The excellent agreement presumably reflects the fact that the numerical rounding
error is actually performed in the same way (rather than introducing a random error). We
expect that this would not be the case if we run the simulations on two very different machines.
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Figure 4.22: Temporal evolution of φ22 for N = 100 with R0 = 0 (left) and R0 = 1 (right) using















Figure 4.23: Temporal evolution of φ22 of N = 100 and R0 = 0 of the same initial condition run
in two different machines of almost the same capacity.
4.4 Conclusions and discussions
4.4.1 Summary
Our primary aim in this chapter has been to establish and characterize more fully than in
the previous literature the relaxation to thermodynamic equilibrium of one of the simplest toy
models for long-range interacting systems: equal mass self-gravitating particles in one dimension
(or infinite sheets in three dimensions). Compared to the much studied HMF model, notably,
the basic properties of this model have remained somewhat unclear, and indeed marked by
some controversy in the literature. The novelty of our work compared to previous studies is
not just that we do more and larger simulations from a broader range of initial conditions,
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but that we have identified a tool which is very useful to characterize the evolution of the
system: the measurement of appropriately normalized moments of the distribution function
which characterize the “entanglement” of the one particle distribution function in configuration
and velocity space. This is particularly appropriate as a measure simply because the thermal
equilibrium has the property that such entanglement is absent while, we have shown, in any
other stationary solution of the Vlasov-Poisson equations such entanglement is present. We
note that this result, which we showed to be valid for any interaction in one dimension (but, as
noted, excluding periodic systems like the HMF), can be generalized easily to three dimensions
if we restrict to stationary solutions which have radial symmetry in space and velocity. This
suggests that these “order parameters” may also be useful indicators of relaxation in much more
general, and perhaps, as we discuss below, even useful tools for understanding the mechanisms
of such relaxation.
With the aid of these macroscopic measures, we have shown in our numerical study, of a
range of simple “waterbag” and cold initial conditions, that the system manifests the behavior
thought to be generic in long-range systems: there are essentially two phases in the evolution
with two completely different time-scales. An initially non-stationary state evolves first, on
timescales characterized by the “dynamical time” tdyn (roughly the crossing time of a particle
in the mean-field due to the others), to a QSS, an out of equilibrium state, which then evolves
on a much longer time scale, dependent on the number of particles, to thermal equilibrium. In
other words it is reasonable to suppose that the system is ergodic (and mixing) on these very
long time scales, but not so on the shorter time scales. Further we can identify clearly that
the QSS resulting from different initial conditions (i.e. different values of R0) are very different
macroscopically, characterized by very different phase space entanglement.
Focussing on the the N dependence of the relaxation, averaging over a very large number
of realizations to average out the fluctuations, we have concluded that the characteristic time
scale for relaxation behaves, to a very good approximation, as
trelax ∼ fQSS N tdyn (4.5)
where fQSS is a numerical factor which depends on the initial condition, which we have denoted
in this way as we expect that this dependence is not strictly on the initial condition but on the
QSS which results from it. We have seen that this prefactor increases as R0 does, by about a
factor of ten between R0 = 0 and R0 = 0.5, and approximately a further factor of ten for R0 = 1.
We have noted that the overall normalization of fQSS is rather arbitrary, as it depends greatly
on the exact criterion used to define the relaxation time-scale. Given that the evolution toward
zero of φ11, which is what we have used to determine this time scale, is in fact well fit by the
simple functional behavior as a function of the time on a logarithmic scale, the normalization of
fQSS can differ by two orders of magnitude by a trivial change in its definition. More specifically
we have seen, that in the case where we have accumulated the greatest statistics allowing us to
constrain the temporal evolution, a very good fit to our order parameter φ11 is obtained to a
stretched exponential form.
Although the relaxation of this system, and in general long-range interacting systems, is not
well understood, we can say that this finding of a linear scaling — besides the fact that it is, as
we will discuss below, in line with less complete previous analyses — is not a surprising result:
such a scaling can be anticipated both on the basis of simple naive estimates of the effects of
collisionality, as well from general considerations based on kinetic theory.
We note that our study suggests also that the “order parameters” we have defined and studied
may be relevant quantities for understanding relaxation in this and other long-range systems.
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Indeed in all cases we have observed that, at sufficiently large N , these parameters start from
a non-zero value in the initial QSS and evolve monotonically toward zero, i.e., the relaxation of
the QSS can apparently be described as a process of progressive “disentanglement” of the one
particle phase space density. In this respect the very different, much less efficient, relaxation
observed in the HMF might be interpreted as a result of the absence of such entanglement in
spatially uniform QSS. Further, in the case where we have enough statistics to provide a precise
fit to the evolution of the parameter φ11, we found that it is well fit by a simple stretched
exponential form. It would be interesting to see in further study whether this fit is more than
an approximate numerical fit for the case we have studied, and, if so, whether the exponent
characterizing it is the same or not. As we have remarked such a functional form has been
observed in other slowly relaxing (e.g. glassy) systems and theoretical tools derived in this
context to understand relaxation may be relevant. In [162], for example, this behavior is linked
to the existence of a fractal structure in a bounded accessible region of phase space. Indeed we
note that in [89] it has been speculated (albeit for quite different reasons) that such a structure
may be present in this model.
4.4.2 Comparison with previous literature
Let us now turn finally to compare our findings in greater detail with those in the previous
literature.
An early numerical study by Hohl and Broaddus [163] which concluded a relaxation time
proportional to N2tdyn was found to be incorrect by two groups, who studied the problem
in greater detail (and with greater numbers of particles). However, these two groups found
conflicting results: one found no evidence for relaxation at all to thermal equilibrium in their
simulations [164], while the other [154] found relaxation on a time scales even shorter than Ntdyn.
Further study (see [88, 155], which also contain a detailed synthesis of the previous literature) by
the former group concluded that the discrepancy was related to the very specific initial condition
studied by the other group. Studying this case in detail they found that it indeed appears to
thermalize very rapidly, but some further, but not completely conclusive analysis of the evolution
at longer times, suggested that this thermalization was not complete.
To determine whether these cases are consistent with our findings — and see whether our
analysis using the parameters φ11 and φ22 can throw light on these previous findings — we
have resimulated the relevant initial conditions. These are “counterstreamed” waterbag initial
conditions, an example of which is shown in Fig. 4.24. We have simulated a range of such initial
conditions, in particular the cases (one of which is that shown in the figure) considered by [154]
and [88]. Shown in Fig. 4.25 are the density profile and velocity distribution at t = 102 obtained
starting from a realization of initial conditions like those shown in Fig. 4.24, but with N = 100.
We see that the profiles indeed agree very well with the equilibrium ones. In Fig. 4.26 is shown
the evolution of φ11 as a function of time for the indicated values of N averaged in each case
over the number of realizations indicated. We observe that, although small and fluctuating, its
value is clearly on average non-zero, indicating that the state, despite the good agreement of the
density and velocity profiles, is not in fact an equilibrium. Just as in the cases we studied we
see clearly the relaxation toward equilibrium at longer times, and indeed that the characteristic
time increases on N . Although we have not done the more extensive study required to determine
precisely this N dependence, the results are quite consistent with Eq. (4.5) with a value of fQSS
of order that found for the case R0 = 0.
This case illustrates the usefulness of the parameters φ11 and φ22 as discriminants of re-
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Figure 4.25: Density (left) and velocity (right) profiles obtained at t = 100 from counter-
streamed initial condition with N = 100, with an ensemble average over 250 realizations. Solid
lines are the corresponding thermal equilibrium profiles.
laxation: indeed we have just seen that the single measure of φ11 is sufficient to discard the
interpretation of [154] of their results. This is simply because they are physically very appropri-
ate indicators, for the reasons we have explained in introducing them: the property they probe
— of entanglement of the phase space distribution — is one which must evolve significantly
during relaxation, because the phase distribution must become separable. While φ11 and φ22
being zero does not imply thermalization, of course, we have not found a single QSS, despite
exploring a broad range of initial conditions (considerably more extended that those reported
here) in which they are both zero (within the uncertainty of fluctuations), i.e., the only states
we have found in which they are both zero are states which we have concluded, using a range of
other measures, are indistinguishable from the equilibrium state of Rybicki. It is not difficult,
on the other hand, to find initial conditions which lead to a QSS in which φ11 ≈ 0 or φ22 ≈ 0.
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N=400 : 15 realizations
Figure 4.26: Temporal evolution of φ11 from a counterstreamed waterbag initial condition with
different N .
Indeed for the waterbag initial conditions we have studied both φ11 and φ22 actually change
sign as R0 varies over the range we have considered, and one can thus find by trial and error























































Figure 4.27: Energy distribution F (ε) for counter-streamed initial conditions with N = 100, at
the six times indicated on top-right of each panel. The curves are averages over 250 realizations.
The thermal equilibrium F (ε) is indistinguishable from the measured one at the final time shown.
121
4.4. CONCLUSIONS AND DISCUSSIONS
Another evident quantity to measure, which we have in fact considered systematically but
have not reported in detail, is the distribution F (ε) of the individual particle energy ε. This
is in fact generally a better discriminant of relaxation than either ρ(x) and θ(v), i.e., we have
found that in quite a lot of cases ρ(x) and θ(v) are not easy to distinguish from the equilibrium
profiles, but that F (ε) allows one to see more clearly that one is indeed not in the equilibrium
state. An example is the counter-streamed case just considered above. In Figs. 4.27 are shown,
for N = 100, the evolution of the ensemble averaged F (ε) at a few different times. We have
not plotted the equilibrium curve, as it is indistinguishable from the measured curve at the final
time shown. One can see clearly that, despite the good agreement of ρ(x) and θ(v) shown in
Fig. 4.25, the system is not in equilibrium at the early times: F (ε) has a clearly visible excess
of particles at high energies compared to that at the much later times at which the evolution of
φ11 indicated relaxation (and F (ε) indeed approaches very accurately its predicted equilibrium
form). While such a measure of F (ε), averaged over a large ensemble of realizations, can, in all
the cases for which we have studied it, clearly discriminate relaxation, the use of just φ11 (and
possibly φ22) is an extremely efficient short-cut to “diagnose” relaxation.
Subsequent to [88], another group carried out, in the nineties, larger and more importantly,
longer, simulations in order to clarify the issue. A first paper [87] reported the evolution of
a rectangular waterbag initial condition corresponding to our case R0 = 1, and reported a
detection of relaxation to thermal equilibrium. These authors make a distinction between two
time scales of relaxation: one of “microscopic relaxation”, the other for “macroscopic relaxation”.
These are identified, and both found to be proportional to N , by considering the evolution of
the mean standard deviation of the particle energies averaged over a time window T from their
equipartition value. The former is estimated from the slope at short time of this function, and
the latter from the position of “peaks” which are observed to occur at much longer times. While
the latter is interpreted in terms of of macroscopic relaxation in the sense we have used here, the
former is interpreted as a time scale on which particles sample the energy distribution but on
which there is no macroscopic evolution. The justification for these interpretations are not clear,
and no direct comparison with the equilibrium distribution derived by Rybicki, equation (2.162),
has been reported which might show their correctness. Indeed both a subsequent article by the
same authors [149] and a study in [161] place in doubt the correctness of the interpretation in
terms of relaxation.
Nevertheless, in light of the results we have given here, it would be reasonable to infer that
the results given in [87] are indeed correct, at least for what concerns the N dependence of
the relaxation. Further comparison could of course clarify the relation of the behavior of their
measured quantities and the macroscopic relaxation as we have probed it here (and should be
much easier for the shorter lived, smaller R0, initial conditions rather than the case R0 = 1
studied by these authors). We do not believe, however, that there is any clear basis for either
an operational or physical distinction between “microscopic” and “macroscopic” relaxation as
described by these authors: as we have discussed there is an arbitrariness in the definition of the
relaxation time because of the very slow nature of this relaxation. As we have noted, we could
easily, for example, have obtained here estimates of the relaxation time differing by several of
orders in magnitude in their prefactor, just like the two different time scales determined in [87],
by using slightly different definitions, or choosing to use a different order parameter. This point
can be illustrated by considering the evolution of F (ε) for one of the cases we have considered:
shown in Figs. 4.28 is this quantity for the case R = 0.1 and N = 400, averaged over 60
realizations. While we have associated (see Table 4.1 above) the time scale 7 × 105 to the
relaxation in our analysis, one can discern by inspection of these figures significant evolution (in
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Figure 4.28: Energy distribution F (ε) obtained from initial conditions with N = 400 and
R0 = 0.1, at the time indicated on the top-right of each panel. The distribution is obtained by
averaging over 60 realizations.
particular of the initially clear “core-halo” structure) in F (ε) already by t = 103.5, i.e., there
is evolution of the energy distribution on the time scale of “microscopic” relaxation (of order
Ntdyn) identified in [87]. While it is possible that there are different time scales associated to
different physical processes, it seems a more reasonable interpretation to us to suppose that
there is single physical relaxation process leading, albeit very slowly, to macroscopic relaxation
of the system, and to characterize this relaxation by a function and the scaling of its parameters
with N . In this respect it is interesting to note that the specific stretched exponential form we
fitted to the temporal behavior has the known property [165] that it can be written as a weighted
integral over simple exponentials (i.e. it can be interpreted as arising from the superposition of
an infinite number of relaxation processes each with a single characteristic time).
In [149] the same authors have also described chaotic “itinerant” behavior of these systems,
starting from the same (R0 = 1) initial conditions i.e., in which the system shows apparently
stochastic macroscopic behavior. In our analysis this would correspond to such behavior for the
parameters φ11 or φ22. While we have seen that there are indeed very significant fluctuations in
these parameters, which correspond to very significant differences in the “macroscopic” evolution
of these systems, we have studied carefully their dependence on N and found them to decay
123
4.4. CONCLUSIONS AND DISCUSSIONS
monotonically. The results of [149] were obtained for N = 64, a range in which we still see
fluctuations of φ11 which are order unity. Only when we reach N of order several hundred
do we see these fluctuations diminish significantly so that the macroscopic trajectory of the
system becomes quite localized. We thus believe that as N increases these effects will becomes
negligible, even on the time scales on which relaxation occurs, and an effectively deterministic
macroscopic evolution will occur.
It is interesting to compare our results also to those of Yawn and Miller [89], who have
analyzed in detail relaxation in a version of the sheet model in which there are sheets of different
masses. In this case the relaxation toward thermal equilibrium may be clearly distinguished by
testing for equipartition of the kinetic energy, and the associated spatial segregation of the mass
populations. In simulations starting from waterbag type initial conditions with a virial ratio of
two, for a range of different mass ratios and up to N = 128 particles, clear evidence was found in
[89] for such relaxation using appropriately defined indicators. Like the order parameters we have
employed here, these show characteristic behavior corresponding to the principal phases of the
dynamical evolution (violent relaxation, QSS phase, relaxation toward thermal equilibrium).
Although we cannot compare our results directly, we note that the time scales observed for
relaxation of systems with N ∼ 102 particles are quite consistent with those we have observed
for the equal mass system with initial virial ratio R0 = 1. Yawn and Miller [89] also measure
temporal correlation properties and find weak but persisting correlations characterized by a
power-law decay (in time), which they interpret as evidence for the incompleteness of relaxation.
In the present study we have found, in contrast, that our principal observables decay in time
with a functional form which allows the identification of characteristic time scales. Further all
deviations of these observables from their equilibrium values decrease clearly as N increases,
and thus we have interpreted the associated “incompleteness” of relaxation simply in terms of
finite N effects. It would be interesting certainly to perform a more direct comparison of the
results in the two models, and in particular to extend the study of Yawn and Miller to allow a
determination of the N dependence of the parameters they study.
Let us finally mention some other issues of importance concerning aspects of the dynamics
of this system which have been treated elsewhere but which we have not discussed here. As we
have discussed, we interpret our results in line with those of many previous studies of this and
other long-range systems: the evolution from an arbitrary out of equilibrium initial condition
is characterized a first phase of relaxation to a QSS, interpreted as a finite particle sampling
of a stationary solution of the Vlasov equation, on a time scale independent of N , followed by
a slow relaxation to thermal equilibrium on an N -dependent time scale. Studies of the single
mass sheet model for other specific initial conditions suggest that this simple scheme may be
too limiting, for this model (and possibly, for all such models). On the one hand Reidl and
Miller have reported numerical results [166] for specific “two cluster” initial conditions which
show a dependence on N in the time scale for relaxation to a QSS. On the other hand, as
mentioned in the beginning of this chapter, Rouet et al. [156, 157] have shown, using both
particles simulations and simulations of the Vlasov equation, for yet other initial conditions that
“holes” which rotate in phase space may be present after violent relaxation and persist on very
long time scales. Although it is not evident that there is necessarily a relation between either
finding and the mechanism of relaxation to thermal equilibrium, a study incorporating such
initial conditions would certainly be more complete than that reported here. Extension of the
study reported here to larger N still would likewise be desirable, despite the extremely rapidly




Lynden-Bell theory in 1D
self-gravitating systems
As discussed in our introduction, the statistical mechanics of long-range interacting systems
has been a subject of active study in recent years (for a recent reviews see e.g. [57, 58, 59,
60]). As for self-gravitating systems, such systems have been understood to give rise generically
to non-equilibrium QSS which evolve only on time-scales which diverge with the number of
particles. The degree to which such states can be understood, and their properties predicted,
by a statistical approach is a question which is inevitably posed. In this context the theory
of Lynden-Bell in the astrophysical context in the sixties [19], and which has been applied
also in the study of two dimensional vortices [81], has seen revived interest in recent years.
Study notably of the HMF Model which describes particles on a ring interacting by a cosine
potential, showed that this theory can predict sometimes very accurately the properties of these
states (see, e.g., [72, 77] and references therein), and more generally manages to capture the
qualitative dependence of the QSS on initial conditions. While it is clear that the LB theory is
not entirely adequate in general, these studies suggest that the basic physical principle behind
it — maximization of an entropy subjected to the constraints appropriate to Vlasov dynamics
— is, at the very least, a reference point for understanding the out of equilibrium dynamics of
these systems. This contrasts strongly with the view of this theory in the (original) context
of the astrophysical literature, where it has simply been discarded as a completely inadequate,
and basically irrelevant, theory [21, 144]. One recent study [37] of 3D self-gravitating systems
concludes, however, that LB theory may indeed be relevant also to this case. This study shows
that in a certain limited range of initial conditions the LB theory predicts well the density profiles
of QSS, and proposes an alternative theory to explain their properties in the regime where LB
no longer works well. The same authors have shown that the same statements apply both to
plasma systems [94] and 2D self-gravitating system [93], and, in a very recent article [167], have
used the alternative theory to account for QSS in the HMF model.
In this chapter we study these issues in the self gravitating sheet model of particles in one
dimension. Our main goal is to characterize more precisely than has been done previously the
degree of validity of the LB theory in this model and to determine whether the properties of the
QSS can be characterized in a simple manner and perhaps understood when the LB theory does
not apply. That this theory does not provide an adequate theory of QSS in the sheet model
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is clear from the earliest studies of this issue [128, 129, 168] which indeed used this model to
probe the possible validity of LB theory for 3D gravitating systems. More recently a study of
these questions in the 1D model has been reported by Yamaguchi [95], who finds reasonable
agreement with LB in a certain range of initial conditions, and, like in the work of Levin et al.
mentioned above, proposes a modification of it to account for the QSS observed in other cases.
We will compare in detail our results to these previous works.
Studies of the 1D self-gravitating model in the astrophysical context go back at least as far as
that of [90], and there have been numerous studies of it also in the statistical mechanics literature
in the decades since. Many of these studies focussed on the question of relaxation to the thermal
equilibrium of the model, for which the exact expression was first derived by Rybicki [92]. That
this relaxation, like in other long-range systems, takes place very slowly, on a timescale which
diverges with the number of particles, has been clear since the earliest works, but the precise
time scale and parametric dependences thereof have been the subject of considerable study and
even some controversy (see e.g. [96, 89] and references therein). In the previous chapter, we have
established clearly that the relaxation time from a range of initial conditions depends linearly
on the number of particles N , while also showing a strong dependence on the intermediate QSS
state (or states). Besides the early and more recent studies cited above which consider the QSS
attained on the shorter mean-field time scales (i.e. through violent relaxation) and LB theory,
there are also studies [156, 157] which argue that the assumption that QSS always result from
mean-field dynamics may not be always correct: starting from certain initial conditions the
initial phase of relaxation is observed to lead to phase space densities which have large holes
which rotate in phase space, which persist on the time scales of the simulations. In our analysis
below we will examine this question carefully, as it is clearly of central importance to understand
whether the formation of a QSS is indeed a good description of the outcome of violent relaxation
if one is comparing with a theory which, by construction, assumes such a outcome.
The chapter is organized as follows. First we will start in section 5.1 in which we describe the
specific class of initial conditions which we investigate. In section 5.2 we report our numerical
results, comparing them to the theoretical LB predictions (see section 3.4). In the following
section we confront our results with two proposals which have been made in the recent literature
to explain the properties of QSS when the LB is clearly inadequate. In our conclusions we
summarize our findings and conclusions, and suggest some directions for further investigation
in both 1D and 3D self-gravitating systems.
5.1 Initial conditions
In our numerical study we consider particles distributed initially by randomly sampling different
classes of waterbag initial conditions, i.e., in which the phase space density takes the same value
f0 everywhere it is non-zero. Specifically we consider, in order:
• Single rectangular waterbags (SRW), in which the support of the initial phase space
density is a rectangle centered on the origin, i.e.,
f(x, v) = f0Θ(x0 − x)Θ(x0 + x)Θ(v0 − v)Θ(v0 + v) (5.1)
where Θ is the Heaviside function. As, in the continuum limit, the only parameters in the
problem are then four — f0, x0, v0 and the coupling g — there is in fact only one relevant
parameter characterizing the system once units are chosen. A natural physical choice of
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Figure 5.1: Realizations with N = 5000 particles of an SRW initial condition (left panel) and
DRW initial condition (right panel). The two configurations have the same value of ξD (up to
finite N corrections). The units used here are specified at the beginning of section 5.2 below.















An example of such a configuration with R0 = 0.5 is given in the left panel of Fig. 5.1.
As discussed in section 3.4 the LB prediction also depends on only one parameter, which we
can take to be ξD, the ratio of the energy above the degenerate energy of the configuration
to that of the degenerate limit of LB (i.e. the minimum allowed energy of the given mass
at phase space density f0). The energy and mass in the limit of a degenerate system are


















































3) is a beta function. This expression is is plotted in Fig. 5.2. The SRW with
R0 = 1 is thus the lowest energy configuration, and there are otherwise two values of R0
for each value of ξD.
• Double rectangular waterbag (DRW), in which the support of the initial continuum
phase space density is like that shown in the right panel of Fig. 5.1:
f(x, v) = f0Θ(x+ x1)Θ(x1 − x)Θ(v + v1)Θ(v1 − v)
+ f0Θ(x+ x2)Θ(−x1 − x)Θ(v + v2)Θ(v2 − v)














Figure 5.2: ξD as a function of R0 for a SRW initial condition.
As this has two additional parameters compared to the SRW, it is effectively a three
parameter family of initial conditions, which coincides with the SRW when v1 = v2, x1 = 0
or x1 = x2. When they differ from the SRW, they are spatially inhomogeneous, with a ratio
of densities δ = v1v2 in the two different regions. We will choose to characterize them by this
parameter, together with ξD and the initial virial ratio R0. LB theory thus predicts that
the final state should be independent of R0 and δ at given ξD. The relevant expressions
for the kinetic and potential energies of the DRW configuration are given in appendix C.
• Disjoint waterbags (DW), in which the initial phase space density is made of two
disjoint regions with simple shapes, either rectangular or elliptical. We will use such
configurations to further explore some of the conclusions draw from the study of the SRW
and DRW configurations.
5.2 Numerical results
The numerical simulations are performed using heap-based algorithm (see appendix A) and
most of them are run using the machines of the “Centre de Calcul” at the “Institut National de
Physique Nucle´aire et de Physique des Particules (IN2P3)”.
5.2.1 Choice of units
We put g = 1,M = N while L0 (the initial size of the system) is not identical in all three
types of waterbags. In SRW and DW initial conditions, L0 is chosen to give the initial density
ρ0 ≡ M/L0 equal to 1, i.e. L = N . In DRW initial condition we adjust L0 so that f0 is fixed
in any ξD. ρ0 for all DRW initial condition are of order unity. The characteristic time unit is
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In the cases R0 → 0 and N → ∞ of the SRW initial conditions, it corresponds to the time at
which all mass falls to the origin.
5.2.2 Attainment of QSS and their characterization: generalities
That the sheet model with a large number of particles — just as such 3D self-gravitating and
other long range interacting systems which have been studied in the literature — give rise
typically to QSS starting from initial conditions such as those above has been discussed elsewhere
in many studies (see references given in the introduction). The attainment of a QSS should be
tested, in theory, by considering the full phase space density coarse-grained at some chosen scale.
One would then verify whether its evolution after some initial period (of violent relaxation) tends
to
f¯(x, v, t) = f¯QSS(x, v) + δf¯(x, v, t) (5.7)
where the amplitude of the fluctuations |δf¯(x, v, t)| decreases as N increases. For our study here,
in which we consider how the properties of these QSS depend on the initial conditions, what is
of importance is that we evolve the corresponding system to a time at which the approximation
(5.7) indeed holds well, for N sufficiently large so that the fluctuations δf¯(x, v, t) introduce a
negligible uncertainty into the quantities used to characterize the QSS.
In practice numerical limitations on N make a direct analysis extremely difficult, and one
typically considers the behavior of single macroscopic parameters, such as the virial ratio, or the
magnetization in models (e.g. the HMF model) where it is defined. This is then complemented
by a visual inspection of the system represented in phase space. To describe the properties of
the QSS one then considers typically the density profiles, velocity and/or energy distribution.
We have shown in [96] (or see section 4), where we studied the very long time behavior of QSS
resulting from SRW initial conditions, that the parameters φ11 and φ22 defined above are very
useful macroscopic “order parameters”, which can be used to diagnose both the attainment of a
QSS and to characterize this state. We will use them here for the same purpose, supplementing
their calculation where necessary or interesting by a fuller analysis of the distribution functions.
To determine whether a QSS is reached, and on what time scale, we thus study firstly the
evolution of the virial ratio, and of φ11 and φ22. While the characteristic time for the mean-field
dynamics is of order tc defined above, the completion of relaxation to QSS (in the sense defined
above) takes typically of order several tens to hundred tc for SRW initial conditions (as seen
in the plots of φ11 and φ22 evolutions in chapter 4). Further this time depends, unsurprisingly,
on the nature of the initial condition, with very cold initial conditions — further from virial
equilibrium initially — taking significantly longer to relax. Shown in Figs. 5.3 are the evolution
of the virial ratio (left panel) and φ11 and φ22 (right panel), and in Fig. 5.4 the full phase space
plots, for an SRW initial condition with R0 = 1 and N = 10
4. The former indicates that the
system appears to “settle down” to a stationary state at a time t ∼ 200, an interpretation which
is very consistent with what is observed in the full phase space plots.
For DRW and DW initial conditions we observe even greater variation in the time for full
relaxation to a QSS than for SRW, with, in some cases, significant persistent fluctuations in
the macroscopic parameters. An example of such a case is shown in Fig. 5.5, in which the left
panel shows the evolution of the virial ratio and the right panel that of the parameters φ11
and φ22, for a DW initial condition sampled with N = 10






















Figure 5.3: Temporal evolution of virial ratio (left) and order parameters (right) for SWR initial






















































































Figure 5.4: Phase space plots of particle obtained from a SRW initial condition (first panel)
with R0 = 1 and 10
4 particles, at the times indicated in top-right of each panel.
is shown in Fig. 5.6. This reveals that it is a persistent “rotating hole” feature in the phase
space which gives rise to the (small but clearly visible) coherent fluctuations in the averaged
parameters in Fig. 5.5. This is precisely the kind of effect which has been documented in the
two studies [156, 157] mentioned in the introduction, and which has been argued in this context
to show that LB theory is incorrect (as it predicts, by construction, the attainment of a time
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Figure 5.5: Temporal evolution of virial ratio (left), and φ11 and φ22 (right) starting from a





















































































Figure 5.6: Phase space plot of particle trajectories evolved from the DW initial condition shown
in the first panel (with N = 104 particles). The time units are those indicated in the previous
figure.
independent phase space density). While the hole we observe is clearly visible at t = 500 and
indeed rotates in phase space, the subsequent two panels show that it slowly disappears on a
time scale of order a few thousand dynamical times. Thus it appears that the relaxation of
these holes simply represents a prolongation of the collisionless relaxation to a well defined QSS,
as no tendency of the system to evolve toward thermal equilibrium (corresponding to φ11 and
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φ22 equal to zero) is evidenced on this time scale. Further study, however, would be required
to establish this conclusion more definitively for a broader range of initial conditions, and to
exclude notably that collisional relaxation may play some role.



























Figure 5.7: The density profile (left), velocity distribution (middle) and energy distribution
(right) for the QSS obtained starting from SRW with R0 = 0.1. The solid lines are the corre-
sponding LB predictions.
The density profiles, velocity distributions and energy distributions in the QSS obtained
starting from SRW configurations withR0 = 0.1, 0.5, 1 are shown in Figs. 5.7, 5.8 and 5.9. These
correspond to averages over 30 realizations of each initial condition sampled with N = 5000 par-
ticles, taken at t = 200tc, by which time the QSS is well established. In each case the LB
predictions given in section 3.4 are shown also, corresponding to ξD = 0.56, 0.08, 0.03 respec-
tively. As observed already in early studies [129, 168] the qualitatively most striking deviation
from the prediction of LB theory is marked by the appearance of a “core-halo” structure, most
clearly evident in the energy distribution obtained from the R0 = 0.1 initial condition. On the
other hand, as underlined in the more recent study of [95] for these same initial conditions, the
agreement of the LB theory with the observed QSS is in fact quite good for the case R0 = 1,
























Figure 5.8: The density profile(left), velocity distribution (middle) and energy distribution
(right) for the QSS obtained starting from SRW with R0 = 0.5. The solid lines are the corre-
sponding LB predictions.
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Figure 5.9: The density profile(left), velocity distribution (middle) and energy distribution
(right) for the QSS obtained starting from SRW with R0 = 1. The solid lines are the cor-
responding LB predictions.
Shown in Fig. 5.10 are the values of the parameters φ11 and φ22 in the QSS, and the values
predicted by LB theory. This plot summarizes in a simple manner the conclusions above: the
theory works quite well quantitatively at the lowest energy state corresponding to R0 = 1,
but deviates greatly as we go toward the less degenerate initial states. Further the plot shows
that the theory gives very qualitatively the correct behavior of the parameters — they increase
monotonically with the initial ξD. At low degeneracy the sign of these parameters is a result
of the formation of a core which is colder than predicted: there is in this case an excess of low
velocity particles at small x.
We note that these single parameters, φ11 and φ22, actually allow a better diagnosis of the
closeness to LB theory than the examination of the full density or velocity distribution functions.
Indeed comparing just these two latter functions with the LB predictions, we might conclude
that the agreement is almost perfect. The energy distribution, on the other hand, allows one to
see clearly the discrepancies, which are then reflected well in φ11 and φ22
∗ When considering a
larger space of initial conditions, as we do now, it is very convenient to use these parameters as
diagnostics of the validity of LB.
5.2.4 DRW initial conditions
As described above the DRW initial conditions allow us to test further a basic prediction of
LB theory: the same QSS should result starting from any initial configuration in the range
of accessible “microstates” at given mass and energy. For 1D gravity and waterbag initial
conditions, this means the QSS obtained should be the same at a given ξD independently of
the shape of the waterbag. As discussed the DRW gives us a two dimensional space of such
configurations, which we choose to parametrize by the initial virial ratio R0 and density contrast
δ.
For each of the three values of ξD corresponding to the SRW initial conditions above, we
have simulated twenty different initial conditions chosen to explore the available (R0, δ) space.
In each of Figs. 5.11, 5.12 and 5.13 are shown two plots: one shows the initial conditions in the
(R0, δ) plane at the given value of ξD, the other the QSS obtained from them as represented
∗This “efficiency” of these parameters as diagnostic tools was noted in chapter 4, where it was shown, notably,
that they could identify clearly stationary states arising from certain initial conditions as QSS rather than the
thermal equilibrium states which previous studies [154] had mistakenly inferred them to be based on an analysis



















Figure 5.10: φ11 (left) and φ22 (right) in QSS as the function of R0. The line indicates φαβ
calculated by LB stationary state and the circle is the value obtained by numerical simulation.
in the plane (φ11, φ22). The results are, as for the SRW above, averages over 30 realizations of
each initial condition sampled with N = 5000 particles, taken at t ≈ 200tc. The fact that the
spread in values of (R0, δ) is much smaller at smaller ξD is simply a reflection of the fact that



















Figure 5.11: The plot on the left represents the twenty different DRW initial conditions with
ξD = 0.56 (i.e. equal to that of SRW with R0 = 0.1) according to their values of R0 and δ.
The plot on the right represents the values of (φ22, φ11) measured in the resulting QSS. The LB
prediction lies at the center of the small circle. The unfilled points in the upper plot correspond
to the four initial conditions which give QSS closest to the LB prediction.
In continuity with what we observed for the SRW, the results show that LB theory works
reasonably well at the two lower values of ξD — the QSS varies only very little over the range
of different initial conditions — it is grossly violated as we go toward the non-degenerate limit.
Indeed the order parameters for QSS obtained starting from the same ξD can differ in sign. Direct
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Figure 5.12: Same as in Fig. 5.11, but for DRW initial conditions with ξD = 0.08, i.e., equal to


















Figure 5.13: Same as in Fig. 5.12, but for DRW initial conditions with ξD = 0.03, i.e., equal to
that of SRW with R0 = 1. Same scale as in Fig. 5.11 for ease of comparison.
analysis of the distribution functions confirms that this corresponds to QSS which are completely
different. On the other hand, certain initial conditions at ξD = 0.56 — those corresponding to
the unfilled points in the upper plot of Fig. 5.11 — do appear to give QSS close to the LB
prediction. To assess whether this is really the case the density profiles, velocity and energy
distribution functions for two of these are shown in Figs. 5.14 and 5.15. While the agreement
with the theoretical curves is not perfect, it is comparable than that obtained for the initial
conditions with ξD = 0.03 — indeed the discrepancy between the LB prediction and the observed
distributions is no more than observed above for the SRW initial conditions with ξD = 0.03.
The strong deviations from the LB prediction, just as in the SRW, manifest themselves in
the shift toward positive values of φ11 and φ22. Direct inspection of the distribution function
of energy shows that this reflects again in all cases the appearance of a pronounced core-halo
type structure. Inspection of the plot of the initial conditions in the (R0, δ) space for ξD = 0.56
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shows that all the cases which approach LB (unfilled points) are characterized by an initial virial
ratio near unity, while the density contrast parameter δ appears to be irrelevant. On the other

























Figure 5.14: Density profile(left), velocity (middle) and energy distribution (right) for DRW
initial conditions with ξD = 0.56 (i.e. the same energy as the SRW with R0 = 0.1), R0 = 1.39

























Figure 5.15: Density profile(left), velocity (middle) and energy distribution (right) for DRW
initial conditions with ξD = 0.56 (i.e. the same energy as the SRW with R0 = 0.1), R0 = 1.017
and δ = 9.861.
These results suggest therefore that LB theory works reasonably well always near the de-
generate limit, and also for much higher energies for very specific initial conditions. In these
cases, which seem to correlate strongly with an initial virial ratio near unity, the formation of a
core-halo structure, not predicted by LB theory, is avoided.
To see the variation of the QSS from DRW initial conditions for ξD = 0.56 with different
(R0, δ), the density profiles of three chosen cases (a subset of those shown above) are plotted
in Fig. 5.16. While the central part of the profile is almost indistinguishable, the outer region
shows clearly significant differences. The energy distributions for these three cases are plotted
in Fig. 5.17. The difference in the QSS may be seen clearly in energy space, especially in the
high ε tail of the distribution.
5.2.5 DW initial conditions
To further explore these findings, and in particular to investigate the relevance of the initial
virial ratio as a parameter, we consider finally a few other “disjoint” waterbag initial conditions
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Figure 5.16: Ensemble-averaged density profiles for three chosen cases of DRW initial conditions



















Figure 5.17: Ensemble-averaged energy distributions for the three cases shown in Fig. 5.16, with
ξD = 0.56. The LB predictions are the solid line.
as described above. We report results for the four cases shown in Fig. 5.18. Each of the initial
conditions has been adjusted to have R0 = 1, and the values of the normalized energy are
ξD = 1.59, 0.58, 0.49 and 0.23 for DW1 to DW4 respectively. We take in each case a single
realization with N = 104 particles, and calculate a time average by sampling on 100 equally
spaced time slices in the time window [4000, 5000] (in the time units of our simulation, which
differ in each case from units with tc = 1 by a numerical factor of order unity). Shown in
Fig. 5.19 are the QSS obtained as represented in the (φ11, φ22) plane. In each case the filled
symbol represents the corresponding LB predictions. Comparing to the results for SRW and
DRW initial conditions, the QSS appear in all cases much closer to the LB predictions. This
is confirmed by inspection of the distribution functions, which are shown for DW2 in Fig. 5.20
and for DR1 in Fig. 5.21. For the former case the results are as close to the LB predictions
as for the SRW and DRW cases which gave best agreement with LB, with the small deviation
being visible again in the energy distribution but very difficult to discern in ρ(x) or θ(v). The
results for the cases DR3 and DR4 are similar. For DR1, on the other hand, the deviation from
LB is much more marked, and we see in the energy space that this deviation is associated to
the formation of a (in this case very small) core. Very much in line with the results for SRW
and DRW initial conditions, the agreement with LB thus deteriorates as one goes away from the
degenerate limit.
In summary these results confirm the conclusion drawn from the analysis of the SRW and















































Figure 5.18: Four disjoint waterbag initial conditions with the number of case indicated in the













Figure 5.19: φ22 and φ11 of the QSS obtained from the initial conditions in the previous figure.
The unfilled symbols corresponds to the values obtained from numerical simulations, while the
filled symbols are the LB predictions.
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Figure 5.20: The density profile (left), velocity distribution (middle) and energy distribution
(right) for the QSS obtained starting from the DW2 initial conditions (ξD = 0.58). The solid























Figure 5.21: The density profile (left), velocity distribution (middle) and energy distribution
(right) for the QSS obtained starting from the DW1 initial conditions (ξD = 1.59). The solid
curves lines are the LB predictions.
and velocity distributions – for (waterbag) initial conditions with low ξD, but even at higher
values good agreement can be obtained in cases characterized by an initial virial ratio of order
unity. Further deviation from LB is always characterized by the appearance of a core-halo type
structure.
5.2.6 Comparison with theoretical proposals beyond LB: direct analysis of
phase space density
Let us consider how well two recent proposals in the literature can account for the properties of
the QSS we observe:
• Yamaguchi [95] studies the SGS model for SRW initial conditions, and notes (as was
remarked also in early studies [129, 168]) that the breakdown of LB theory is associated
with the appearance of a core-halo structure. He proposes a phenomenological adaptation
of LB theory which he uses to fit the resultant core, in which the LB theory is applied only
to the mass and energy associated to the core. In practice this means that one parameter
is measured a posteriori from the observed QSS.
• Levin et al. in a series of works on other models — plasmas [94], 3D gravity [37], 2D
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gravity [93] and, most recently, the HMF model [167] — have proposed that, when LB
theory breaks down, QSS correspond to the phase space density:
f(x, v) = f0[Θ(eF − e) + χΘ(e− eF )Θ(eh − e)] . (5.8)
As in the case of [95], this involves the addition of one parameter compared to LB theory.
However, a physical explanation is proposed for the core-halo form of (5.8), and a prediction
for this additional parameter is derived from the initial conditions: An analysis of particle
dynamics in the coherent oscillating field associated with the relaxation shows that there
are dynamical resonances which allow particles to gain energy, with eh corresponding to
the maximal energy which can be attained in this way. Assuming that resonance effect is
“shut off” only by the upper bound on the phase space density imposed by the collisionless
dynamics, the ansatz (5.8) is the simplest one possible for the QSS which will result.
To evaluate the validity of these approaches in this model, we consider directly the measured
phase space density as a function of particle energy, f¯(ǫ). To do so we measure the (averaged)
values of the potential φ(x) and a(ϕ) in the QSS, and then use (3.86) to calculate the phase
space density D(ǫ). Shown in Fig. 5.22 are the results for nine chosen cases from the DRW
initial conditions with ξD = 0.56 considered in section 5.2.4 above. In Fig. 5.23 a plot of exactly
the same data is given, but now displaying the logarithm of the absolute value of f¯/(f0− f¯) as a
function of ǫ (which in LB theory gives a straight line with slope β). Our choice is representative
of the whole batch of initial conditions, in that 1) most QSS have a clear core-halo structure,
and 2) those that do not agree reasonably well with the LB prediction. Indeed the two (left and
middle) of three configurations in the uppermost panels of Fig. 5.22 are the same two cases for
which the full distribution functions were shown in Figs. 5.14 and 5.15.
In Fig. 5.22 a vertical line indicates the initial phase phase density f0, so that it is clear that
whenever a core appears it is indeed degenerate. While the measured phase space distributions
are clearly more structured than (5.8), in most cases this simple ansatz gives a reasonably good
fit (i.e. about as close to the phase space density as the LB profile is to the observed one
in the cases where it has been considered to work well above). In this respect we note that
Levin et al. have not tested their ansatz directly against the phase space density, but have
used it to derive predictions for ρ(x) and θ(v) which have been compared with those observed.
As we have seen in comparing numerical results with LB predictions above, these quantities
typically wash out structure in energy space and make it difficult to see discrepancies which
are localized in this space. We note further that our finding that it is initial conditions with
R0 ≈ 1 which suppress the core-halo formation — and lead to QSS in reasonable agreement
with LB — appears completely coherent with the mechanism described by Levin et al.: when
the system starts close to virial equilibrium, the relaxation is typically indeed much “gentler” ,
simply because the system does not undergo the large contractions and expansions which result
necessarily if there is a large imbalance between the initial potential and kinetic energy. It is
precisely such macroscopic oscillations of the system which drive the resonances analyzed by
Levin et al..
We consider finally comparison of our results with an analytical treatment of collisionless
relaxation developed in [169] (see also further references therein). This work develops, under
certain approximations and hypotheses, a kinetic equation for collisionless relaxation — similar
to the Lenard-Balescu equation for collisional relaxation — with a term describing relaxation
towards the LB equilibrium. One feature of this term is that it involves an effective space and
time dependent diffusion coefficient, which is proportional to the product f¯(f0 − f¯). Thus the
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Figure 5.22: Phase space density as a function of energy f¯(ǫ) for nine representative cases of
DRW initial conditions with ξD = 0.56 (corresponding to R0 = 0.1 for SRW). The two of three
upper panels correspond to the two cases for which the distribution functions are shown in Figs.
5.14 and 5.15 where the QSS is close to LB. The dashed horizontal line indicates the initial
phase space density, f0, while the continuous lines correspond to the LB prediction.
theory suggests that relaxation should be expected to be most inefficient when f¯ is close to de-
generate (f¯ ≃ f0) or very small (f¯ ≃ 0). In regions of energy where relaxation is more complete,
the distribution is expected to approach the LB form, but with values of the parameters β and
µ different from those in the global LB equilbrium. Our results in Figs. 5.22 and 5.23 do appear
to be quite consistent with these qualitative predictions: indeed this theory would appear to
account for why it is core-halo type states, whose dynamical origin is explained by Levin et al.,
which do not relax to the (global) LB equilibrium. In all cases the results in Fig. 5.23 show
a region where the halo distribution is very consistent with a Maxwell-Boltzmann form with
an inverse temperature lower than that of the global LB prediction (dashed line). This can be
interpreted, following [169], as a “mixing region” where the (in this case, non-degenerate) LB
distribution applies locally, while the deviation from the (local) LB form at higher and lower
energies is considered as due to incompleteness of relaxation in these regions. Further the fact
that the observed distributions are, compared to the extrapolated straight line (“local” LB) fit
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in the“mixing region”, sensibly higher at lower energies and lower at the highest energies is also







































































































Figure 5.23: Exactly the same data as in the previous figure, but now with the logarithm of the
absolute value of f¯/(f0− f¯) plotted as a function of particle energy ǫ. The dashed lines represent
the predictions of LB theory (which become straight lines of slope β in this representation).
5.3 Conclusions and discussions
We summarize now our principal conclusions:
• Attainment of QSS in the SGS model: In all cases we have considered QSS do appear
to be attained, but the time-scales for relaxation to them can vary very considerably. In
some cases rotating “holes” formed in the phase space density during the initial phase of
violent relaxation (∼ 102tc) survive for quite a long time, disappearing only on times scales
of order (∼ 103tc). As on these latter time scales the system shows no apparent tendency
to relax toward its thermodynamic equilibrium, we conclude that this is simply a mani-
festation of slow collisional relaxation, and does not imply that QSS are not attained as
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argued by [156, 157]. A fuller study of the possible N dependence of such relaxation would
be useful to establish this conclusion more firmly (but would be numerically challenging).
• LB theory in the SGS model: As was clear already from early studies [129, 168],
and confirmed by more recent ones such as [95], LB theory is not an adequate theory
for understanding fully, or even approximately, the properties of QSS arising from violent
relaxation in the SGS model for arbitrary initial conditions. However, it is by no means an
irrelevant theory to understanding these QSS. Our study of a quite broad range of initial
conditions shows that the space of QSS in this model divides quite neatly into two: those
for which LB works to quite a good approximation, and those for which the phase space
density is characterized by a degenerate core, taking a form generally quite close to the
simple ansatz (5.8) proposed by Levin et al. The initial conditions in the former class are
either close to the degenerate limit, or in other cases characterized by initial virial ratio
of order unity. These conditions are precisely those, in line with what has been described
by Levin et al., which suppress resonances which otherwise act very efficiently to produce
the degenerate core-halo structure.
• Accuracy of predictions of QSS in the SGS model: While, as just described, the
QSS which result from violent relaxation divide into those which are close to the LB
theory, on the one hand, or to the ansatz of Levin et al., on the other, the accuracy of the
associated predictions is at best approximate: in no case do we see a perfect agreement
with either LB theory or the ansatz (5.8). We underline that in this respect the spatial
distribution of mass ρ(x) and velocity distribution θ(v) are rather poor tools for diagnosing
the agreement between observations and theory, as they wash out deviations which are
most pronounced in energy space. We have also noted the apparent coherence of our
results with the qualitative predictions of the kinetic theory approach described in [169].
Numerous results in the literature on various other models (see references in introduction) for
specific ranges of initial conditions suggest that these latter two conclusions, and probably the
first also, might apply much more generally to long-range systems. Further detailed investigation
of such models, and in particular of broader classes of waterbag initial conditions like those
considered here, or, for example, “multi-level” waterbag initial conditions would be required to
establish if this is the case.
For the SGS it would be interesting to apply the analysis described by Levin et al. to
determine a prediction of the form (5.8) for different initial conditions, and see how well it does
in approaching the observed QSS. In this respect it is interesting perhaps to note that, at given
value of ξD this is a one parameter family of solutions, so that it predicts QSS lying on a curve in
the (φ11, φ22) plane. In Fig. 5.11, we see that the QSS obtained from the two parameter family
of initial conditions at a fixed ξD = 0.56 do approximately collapse onto a curve. We would
expect the degree to which the simple ansatz (5.8) can fit the QSS to be well characterized by
determining the prediction it gives in this plane.
Of particular interest is of course the original context of 3D self-gravitating systems, to which
the initial study of [37] for SRW suggests these conclusions may indeed apply. As mentioned,
however, the results reported have been based, in this case, on examination of the density
profile ρ(x) alone, while the energy distribution is probably a finer diagnostic tool as we have
seen here. In forthcoming work we will study this case, and discuss the possible relevance of our
findings in the astrophysical context. In this respect we note one of the reasons why LB theory
has not played — at least for what concerns it detailed predictions — a role in astrophysics
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is that these predictions depend on unobservable initial phase space densities. In contrast the
prediction of a degenerate core in many cases would give a simple link between observations and
initial conditions, which may be of practical relevance notably in constraining the parameters




Lynden-Bell theory in 3D
self-gravitating systems
In this chapter we report results of a numerical study in three dimensions, analogous to that given
in the previous chapter for the 1D case. We thus address principally the same question: how well
can the theory of LB account for the properties of QSS observed in numerical simulations. As
in the 1D case we restrict ourselves to “waterbag” initial conditions, for which we have derived
the detailed predictions of the LB theory in chapter 3.
We recall that these predictions depend, for this case, essentially on two parameters (instead




























where Rc is the radius of the confining box (required only in three dimensions). Thus, strictly
speaking, to compare LB theory in this case with self-gravitating systems we need to consider
such systems confined in a box. However, as discussed in chapter 3, there is a range in parameter
space — sufficiently small value of ξ˜ corresponding to the regime which is sufficiently close to the
degenerate limit — where the predictions of LB are only weakly sensitive to R˜c. Given that this
is the case we can ask (the potentially more relevant to astrophysics) question of whether LB
theory can explain (partially) the results of violent relaxation of open self-gravitating systems.
It is this question we address here.
The motivations for this “revisiting” of this theory have been given in the introduction: in
the context of the study of long-range interactions in statistical mechanics interest has been
revived in LB theory, suggesting that it has been discarded too quickly in astrophysics. Indeed
in this context no full study of LB theory has in fact been performed — at most partial studies
have been given showing that LB theory is a strictly not correct theory (e.g. [21]), which has
been clear both observationally and in comparison with numerical simulations. Further, and
more specifically, our motivation comes from recent study by Levin et al. [37] of the 3D case,
which found that LB theory apparently can predict QSS in specific cases. Compared to [37] our
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6.1. NUMERICAL SIMULATIONS AND CHOICE OF UNITS
study uses full 3D simulations (rather than 1D simulations assuming spherical symmetry) with
a wider range of initial conditions (both spherically and non-spherically symmetric).
6.1 Numerical simulations and choice of units
To simulate numerically 3D self-gravitating system we use the widely employed public code
“GADGET-2” [170] (available at http://www.mpa-garching.mpg.de/gadget/). This code allows
one to simulate, in particular, the case of an open system of N particles attracted by Newtonian
self-gravity. It uses a hierarchical tree algorithm to calculate the gravitational force (optionally
in combination with particle-mesh (PM) or smoothed particle hydrodynamics (SPH), if involving
the gas dynamics). The effect of expansion of universe, or of the periodic boundary condition,
can be alternatively added for cosmological simulations. The exact gravitational pair potential
below an (adjustable) smoothing length ǫ is regularized by a splined interpolation to an every
where attractive force which vanishes at zero separation (see [171] for exact smoothing function).
In our simulations we choose ǫ sufficiently small so that this regularization plays no role in the
dynamics on the short time scales. In practice we set ǫ ∼ 1/10 of the initial interparticle distance
in all simulations. Or in other words, given a system with N particles, the interparticle distance
is of order ∼ 1/N1/3 and we set ǫ = 0.1/N1/3. This is sufficient to ensure that this scale is
much smaller than the minimal characteristic size of the system attained during it evolution
(see e.g. [160, 172]).
The code requires, in addition, two other essential parameters: the opening angle (controlling
precision on the force calculation) and the time step. For those we follow the guidelines given
by [160]. The essential control on accuracy is given in practice by the energy. In all our
simulations it is conserved over the length of the run up to 0.2%.
Our results will be given in units in which the gravitational constant G = 1, total mass
M = 1 and initial density ρ0 = 1

















We consider here three classes of waterbag initial conditions, analogous to those treated in one
dimension in the previous chapter. The initial phase space density is thus uniform in a finite
region, and the different cases are the following:
1) Single sphere waterbag (SSW) initial condition
In this case we take, in coordinate space, a sphere of radius r0 and randomly sample particles





∗The default unit employed in GADGET-2 is the cgs system.
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and in our choice of units, r0 = 0.62. We also suppose spherical symmetry in v-space, and gen-
erate the initial velocity distribution by randomly sampling (vx, vy, vz) with uniform probability
in a sphere of radius v0. The center of mass is set to stay at the origin (i.e. sum of all particle









































0 − 2R0) (6.6)
which has a minimum at R0 = 1. Recalling E˜0 and ξ˜ from chapter 3
















we can thus express ξ˜ as function of R0 by
ξ˜ = 1− 2R0 +R20. (6.7)
The characteristic energy E˜0 thus corresponds to that of an SSW initial condition with R0 = 1.
The summary of the parameters characterizing SSW initial conditions is shown in Tab. 6.1.
Table 6.1: Parameters of SSW initial conditions with different R0 (or equivalently ξ˜). We give
also the value of R0 and v0 in chosen units (G = 1,M = 1, ρ0 = 1).
R0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
ξ˜ 0.81 0.64 0.49 0.36 0.25 0.16 0.09 0.04 0.01 0
v0 0.40 0.58 0.70 0.80 0.90 0.98 1.06 1.14 1.20 1.27
2) Double sphere waterbag (DSW) initial condition
In this case we consider, in configuration space, two concentric spheres with radius r1 and r2
where r1 < r2. The densities of inner region (r < r1) and outer region (at r1 < r < r2) are
ρ1 and ρ2, respectively, with ρ1 > ρ2. The initial density ρ0 is taken as the averaged density
of mass enclosed in the radius r2. For the initial velocity, the particles in the inner and outer
regions are independently distributed in the same manner as in SSW initial condition but the
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6.2. INITIAL CONDITION
regions with ρ1 and ρ2 are associated to the cut-off velocity v1 and v2 respectively, chosen so





























π)2(r32 − r31)v32. (6.9)













2 − r31)v52 (6.10)





































from which we calculate the initial virial ratio R0 = 2T0/|U0|. Like our DRW initial condition in
chapter 5, these initial conditions are a three parameter family, which we choose to be R0, δ, r1
where δ = ρ1ρ2 > 1. If δ = 1, r1 = 0 or r1 = r2 DSW reduces to SSW. The details of the
specific DSW initial conditions we have considered here are summarized in Tab. 6.2. As in one
dimension, we choose DSW initial conditions with the same ξ˜ as in SSW initial conditions so
that the LB theory predicts the same QSS for each pair. Note that by definition r2 = 0.62.
Table 6.2: Parameters of DSW initial conditions and the corresponding values of ξ˜ (see choice
of units in text).
ξ˜ 0.81 0.64 0.49 0.36 0.25 0.16 0.09 0.04 0.01 0
δ 1.10 1.45 1.25 1.20 1.26 2.27 1.14 1.12 1.41 1.06
R0 1.90 1.80 1.71 1.61 1.52 1.47 1.32 1.24 1.21 1.08
r1 0.58 0.59 0.54 0.51 0.57 0.50 0.58 0.38 0.34 0.34
3) Cylindrical waterbag (CW) initial condition
Like in one dimension we finally consider some other shapes for the initial waterbag. In this case
we exploit the specificity of three dimensions by taking initial condition which are not spherically
symmetric in coordinate space. We consider an initial distribution which is a cylinder in this
space. We restrict ourselves (as in one dimension) to the case of initial virial ratio unity. The
initial condition is characterized then by the surface radius, rcy, and height of the cylinder, hcy.
The axis of cylinder is aligned parallel to the z-axis. For initial velocity of particles, we use
the same procedure as in SSW initial condition (i.e. spherically symmetrically distributed) with
velocity cut-off v0 chosen so that the initial virial ratio R0 = 1. The detail of specific CW initial
conditions we have studied are shown in Tab. 6.3 with the case number ordered by the degree
of triaxiality (see below). The potential and kinetic energy has been determined numerically.
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Table 6.3: Parameters of 3 cylindrical initial conditions, all of which have ρ0 = 1 and R0 = 1.
Case ξ˜ rcy hcy v0
CW1 0.16 0.78 0.52 0.81
CW2 0.07 0.68 0.68 0.78
CW3 0.04 0.60 0.89 0.69
6.3 Virialization to QSS
Before turning to our comparison with LB theory we examine first the qualitative behaviors
observed in our simulations. The temporal evolution of the virial ratio R(t) = 2T|U | for SSW
initial conditions, sampled with N = 5000 particles, and the indicated R0 is shown in Fig. 6.1.
For R0 < 0.5 (left panel), R(t) does not converge to unity, while it does for R0 ≥ 0.5 (right
panel). Note that for R0 → 0 the time at which R(t) reaches the maximum (i.e. when the
kinetic energy is maximum) approaches closely the free-fall time tff . Fig. 6.2 shows instead the
virial ratio when all particles with ε > 0 are removed. Convergence to a virial ratio of unity is
observed in all cases. The number of bound particles (i.e. ε < 0) is indicated in each case. These
behaviors are thus explained by the fact that, in the case with smaller R0, a significant fraction
of the mass ends up being ejected completely from the (open) system, carrying away with it a
non-negligible amount of energy. The limit case R0 = 0 (“cold collapse”) has been extensively
studied in [160] with a focus precisely on this ejection of mass and energy. We observe here that
the mass ejection persists up to R0 ≃ 0.5, decreasing monotonically from the cold case (in which
about ∼ 30% of mass is ejected). The virialization time in all cases is of order a few dynamical
























Figure 6.1: Temporal evolution of the virial ratio R(t) of SSW initial conditions with N = 5000.
Left panel is for the cases R0 < 0.5 and right panel is for the cases R0 ≥ 0.5.
In Fig. 6.3 are shown the distribution of particles (projected on a plane) obtained at the end
of a simulation (i.e. at t = 18 tdyn) starting from a realization of an SSW initial condition with
R0 = 0.2 (ξ˜ = 0.64), as well as the corresponding radial density profile
†. We see that the system
†The origin (i.e. r = 0) corresponds to the center of mass, which is fixed at rest at the origin.
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R0=0.1 : 3522 boundR0=0.2 : 4076 boundR0=0.3 : 4515 boundR0=0.4 : 4922 bound
Figure 6.2: Temporal evolution of R(t) for the cases in Fig. 6.1 (left panel) considering now
only bound particles (whose number is indicated). The horizontal line indicates R = 1.
appears to consist of two components: a central region with a central “core” with density about
one hundred times the initial (uniform) density (ρ0 = 1, plotted in dashed line), which then falls
off approximately as a power law surrounded by a very diffuse cloud of particles with a roughly
constant density about six orders of magnitude smaller to that in the center. The outermost
part in fact corresponds essentially to particles which are unbound and moving outward, and
which will therefore escape from the system leaving behind just the central core and a few
diffuse surrounding (but bound) particles. Shown in Fig. 6.4 are the same plots showing now
only the bound particles. Also shown in the the same figure are the lines corresponding the an
isothermal sphere behavior ρ(r) ∝ r−2 and ∝ r−4. We see that the stationary structure falls off
considerably faster than r−2 and indeed (at intermediate r) fits better with r−4 line. The whole
profile (excluding the very outermost part) is well fitted by
ρ(r) =
ρc
1 + ( rrc )
4
.
These results are in good agreement with results found in the literatures for similar (but not
identical) initial conditions [22, 23, 29].
The velocity distribution averaged over the last five dynamical times of the simulations (i.e.
from t = 13 to t = 18 tdyn with twenty equally spaced time slices) is shown in Fig. 6.5, along




with A and σ to be the fitting parameters. We use the least-square method to obtain the best fit.
The distribution at high v is evidently not Gaussian. Non-Gaussianity of velocity distribution
has been found in [173] for cold collapse of uniform spheres.
The same plots are shown in Figs. 6.6 and 6.7 for SSW initial condition with R0 = 0.6
(ξ˜ = 0.16). At this time (t = 18 tdyn) the system is visibly well relaxed and has stopped
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Figure 6.3: (Left panel) A snapshot at the end of simulation of an SSW initial condition with
R0 = 0.2 represented in a 2D spatial projection. (Right panel) The density profile as a function

























Figure 6.4: Same plots as in Fig. 6.3 with unbound particles (ε > 0) removed. In right panel
two straight lines correspond to ρ(r) ∝ r−2 (isothermal sphere) and r−4.
evolving both in size and shape. We observe similar qualitative behavior to the case R0 = 0.2.
The central density attained is considerably lower (∼ 10ρ0) but it is close to constant over a large
radius before dropping off even more rapidly than in the previous case, roughly decaying as r−5
(see straight line on the side, along with isothermal sphere line). The mass is thus considerably
less concentrated in the “core”. On the other hand there is no longer the “cloud” observed in
the previous case and no ejected mass. The time averaged velocity distribution in Fig. 6.7 shows
a somewhat similar qualitative behavior to the previous case, which is again not described by a
Gaussian form.
Now let us consider the SSW initial condition with R0 = 0.9 (ξ˜ = 0.01). The snapshot and
density profile at t = 18 tdyn are shown in Fig. 6.8. In this case the final profile is very close
to the starting one, with an almost exactly constant density cutting off extremely sharply, with
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Figure 6.5: Time-averaged velocity distribution θ(v) obtained from SSW initial condition with























Figure 6.6: (Left panel) A snapshot at the end of simulation of an SSW initial condition with
R0 = 0.6 represented in a 2D spatial projection. (Right panel) The density profile as a function
of radius for this snapshot. The dashed line corresponds to the initial density distribution
(ρ0 = 1). Two straight lines are for ρ(r) ∝ r−2 (or isothermal sphere) and ∝ r−5.
the absence of a “cloud” in the projected 2D spatial configuration. The velocity distribution
(not shown) exhibits the same behavior as found in the case R0 = 0.6.
The qualitative behaviors of the virialization and relaxed states observed starting from DSW
initial condition are similar. In the case of CW initial condition an important qualitative differ-
ence arises due to the breaking of spherical symmetry. Shown if Figs. 6.9 are the 2D projections
in y-z plane (note that cylinder axis is initially aligned parallel to the z-axis) of the snapshots at
the beginning and the end (t = 46 tdyn) for the three cases (e.g. CW1, CW2 and CW3). We can
see by visual inspection that the final distributions depart also from spherical symmetry (albeit
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Figure 6.7: Time-averaged velocity distribution θ(v) obtained from SSW initial condition with




















Figure 6.8: (Left panel) A snapshot at the end of simulation of an SSW initial condition with
R0 = 0.9 represented in a 2D spatial projection. (Right panel) The density profile as a function
of radius for this snapshot. The dashed line corresponds to the initial density distribution
(ρ0 = 1).
less than the initial conditions).
In Fig. 6.10 are shown the plots of the evolution in time of the virial ratio (top-left panel) for
three CW initial conditions, and then, for two cases, the evolution of the normalized diagonal
elements of the moment of inertia tensor (two bottom panels), i.e.
ixx ≡ Ixx
Ixx + Iyy + Izz
, iyy ≡ Iyy
Ixx + Iyy + Izz
, izz ≡ Izz
Ixx + Iyy + Izz
,
where Ixx, Iyy and Izz are the diagonal elements of moment of inertia tensor with respect to x, y
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Figure 6.9: The snapshots at the beginning (top panels) and the end (bottom panels) of simu-
lation of CW1-CW3 initial conditions (from left to right) projected in y-z plane.
and z axes. The parameter T defined by
T = 3izz
ixx + iyy + izz
− 1,
which measures the degree of triaxiality, is also plotted, for three cases, in the top-right panel.
These plots show, in line with what is seen from visual inspection of the initial and final config-
urations, that while the triaxiality decreases in all cases during the violent relaxation it does not
disappear completely. In the case of CW1, T decreases from ≃ 0.4 to a final value of 0.2, while
in CW3 on the other hand, which starts from less triaxial with T = 0.1 ends up with T = 0.02.
The symmetry about z-axis is preserved, at least in two cases. The triaxial QSS found here are
in line with results of numerical investigations in the literatures of similar (but not identical)
initial conditions [174].
6.4 Comparison with LB theory
In this section we compare the results of our numerical simulations with the predictions of LB
theory, detailed in section 3.5. All simulations are for 5000 particles.
6.4.1 QSS of SSW initial conditions with different R0
Consider first the SSW initial conditions with R0 = 1 and R0 = 0.9 (see Tab. 6.1 for ξ˜). The
density profile ρ(r) and mass distribution Mρ(r) are shown in Fig. 6.11 (R0 = 1) and 6.12
(R0 = 0.9), averaged from t = 13 to 18 tdyn in twenty equally spaced time slices. The end of the
r-axis corresponds to the cut-off radius i.e. Rc = 3r0 (or R˜c = 0.44 and 0.49 for R0 = 1 and
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Figure 6.10: Temporal evolution of the virial ratio (top-left panel) and the triaxial parameter
T (top-right panel) for three CW initial conditions. Two bottom panels are the temporal
evolution of diagonal elements of the moment of inertia tensor for CW1 (bottom-left panel) and
CW3 (bottom-right panel).
0.9, respectively) used in the calculation of LB predictions, shown as solid lines. For ρ(r) the
agreement is quite good at smaller r, fitting the decay of the density until ρ ∼ 10−2, but then
deviates in the very outer part. For Mρ(r) this deviation at large radius has less effect because
the contribution from this density tail is not significant. The deviation in this quantity is most
pronounced at intermediate r. As discussed in chapter 3, as the LB prediction decays rapidly
and Mρ(r) at Rc is very low (more precisely Mρ(Rc) ∼ 0.003 of the peak value), this prediction
is not significantly sensitive to the box size.
Shown in Fig. 6.13 and 6.14 are θ(v) and Nθ(v) for the same cases (with time average per-
formed as described above), with the LB predictions as solid lines. θ(v) shows a very significant
deviation from theory at low v where the theory largely overestimates the velocity distribution,
predicting almost twice the value observed in the simulation. For higher v there is better (but
still not perfect) agreement. The deviations are less evident in Nθ(v) in which there is a visible
(but modest) discrepancy at intermediate v. At high v the simulation data is slightly below the
LB prediction.
The time-averaged energy distributions F (ε) together with the LB predictions for the same
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Figure 6.11: Time-averaged ρ(r) (left panel), in log-log scale, and Mρ(r) (right panel) of SSW
initial condition with R0 = 1 (ξD = 0). The solid lines are the LB predictions. The end of the



















Figure 6.12: Time-averaged ρ(r) (left panel), in log-log scale, and Mρ(r) (right panel) of SSW
initial condition with R0 = 0.9 (ξD = 0.01). The solid lines are the LB predictions. The end
of the r-axis in both panels corresponds to the cut-off radius Rc = 3r0 (or R˜c = 0.49) used to
calculate the LB prediction.
initial conditions are shown in Fig. 6.15. The agreement is very good at low ε in both cases,
while at higher ε the simulation shows significant deviation from theory. We note that in both
cases the LB predictions extend up to close to ε = 0 (and indeed are non-zero beyond, decaying
exponentially), while the plots from simulations are cut off well below ε = 0. As discussed in
section 3.5.4 we can calculate for the LB prediction the fraction of unbound mass M+/M . For
R0 = 1 and 0.9 they are 0.00014 and 0.00022 respectively (for the given box size), i.e. ∼ 1
particle from a system of 5000 particles. We note that our result here for Mρ(r) with R0 = 1
agrees well with that reported by Levin et al. [37] (obtained using a 1D simulation assuming
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Figure 6.13: Time-averaged θ(v) (left panel) and Nθ(v) (right panel) of SSW initial condition


















Figure 6.14: Time-averaged θ(v) (left panel) and Nθ(v) (right panel) of SSW initial condition
with R0 = 0.9. The solid lines are the LB predictions.
spherical symmetry).
We next consider the SSW initial conditions with R0 = 0.6 and 0.5. ρ(r) (log-log plot) and
Mρ(r) (linear plot) are shown in Fig. 6.16 and 6.17 for R0 = 0.6 and 0.5 respectively, time-
averaged in the same way as detailed above. The LB predictions are again given as solid lines
for Rc = 3r0 (or R˜c = 0.74 and 0.89 for R0 = 0.6 and 0.5, respectively). For ρ(r), the simulation
gives excellent agreement with LB prediction at small r while at larger r there is some visible
deviations (albeit less marked than in the previous cases). For Mρ(r) the simulations match
quite well with LB predictions with only small deviation. The dependence on the size of the
box is still very weak because (as seen in the plots of Mρ(r)) most of the mass is confined to
a region of characteristic size considerably smaller than the box. The ratio of Mρ(Rc) to the
peak value is ∼ 0.01. Shown in Fig. 6.18 and 6.19 are the time-averaged θ(v) and Nθ(v) for
the same cases along with the LB predictions. As in previous cases the discrepancy is large
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Figure 6.15: Time-averaged F (ε) of SSW initial conditions with R0 = 1 (left panel) and R0 = 0.9




















Figure 6.16: Time-averaged ρ(r) (left panel), in log-log scale, and Mρ(r) (right panel) of SSW
initial condition with R0 = 0.6. The solid lines are the LB predictions. The end of the r-axis in
both panels corresponds to the cut-off radius Rc = 3r0 (or R˜c = 0.74) used to calculate the LB
prediction.
at low v (indeed greater than in previous cases) while good agreement is observed at larger v.
Comparing with Fig. 6.7 (right), we see that LB theory gives better agreement than a Gaussian
(except at low v). In plots of Nθ(v) the discrepancy is not evident for R0 = 0.6, but it is more
visible for R0 = 0.5 where deviation is evident at low and intermediate v.
The time-averaged energy distribution of those two cases are shown in Fig. 6.20 along with
the LB predictions. Again, like in the cases R0 = 1 and 0.9, the agreement is good at low ε while
at large ε a very clear deviation between the numerical data and LB theory is seen. Compared
to the previous case (R0 = 1 and 0.9) the difference between the two is more marked and
characterized by the appearance of a second local maximum in F (ε). The LB theory predicts
(for Rc = 3r0)M
+/M = 0.004 and 0.01 for R0 = 0.6 and 0.5, respectively, but there is no particle
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Figure 6.17: Time-averaged ρ(r) (left panel), in log-log scale, and Mρ(r) (right panel) of SSW
initial condition with R0 = 0.5. The solid lines are the LB predictions. The end of the r-axis in




















Figure 6.18: Time-averaged θ(v) (left panel) and Nθ(v) (right panel) of SSW initial condition
with R0 = 0.6. The solid lines are the LB predictions.
ejection observed. The “core-halo” structures, like those in one dimension, appears in the energy
distribution which show (at least) two peaks: the large one at lower energy corresponding to
the tightly bound particles (the “core”) and a small peak (or perhaps group of smaller peaks)
at higher ε (the “halo”). It is interesting to note that although the LB prediction does not fit
the simulated data well at large ε, it does show, like the data, a second peak — albeit of much
lower amplitude — in the same energy range. We will discuss this further below.
Next we consider the SSW initial condition with R0 = 0.3. The time-averaged ρ(r) and
Mρ(r) are plotted in Fig. 6.21 along with the LB predictions. The cut-off radius (i.e. Rc = 3r0
or equivalently R˜c = 1.48) is now indicated by a dotted vertical line. The measured density
profile and mass distribution in the simulations deviate very greatly from the LB predictions,
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Figure 6.19: Time-averaged θ(v) (left panel) and Nθ(v) (right panel) of SSW initial condition



















Figure 6.20: Time-averaged F (ε) of SSW initial conditions with R0 = 0.6 (left panel) and
R0 = 0.5 (right panel). The solid lines are the LB energy distributions.
showing at best approximate agreement in a small range of inner radii. In this simulation 485 of
the 5000 particles are ejected completely from the system and thus the remaining bound mass is
less than the mass of the LB prediction (which is, by construction, equal to the initial mass). In
these plots it is manifest that we are now in the regime (of sufficiently non-degenerate energy)
where the dependence of the LB prediction on the chosen box size becomes significant. This
implies in turn that a priori the comparison of our data (for an open system) does not make
sense. Indeed because the mass per unit radius Mρ(r) is now no longer so small at r = Rc it
is clear, as discussed in chapter 3, that varying the box size even modestly (e.g. by a factor of
2) will change the prediction very significantly. We will discuss this part further below in our
conclusions.
Shown in Fig. 6.22 are the time-averaged θ(v) and Nθ(v) for the same case. θ(v) shows now
an even greater over-estimation compared to the LB prediction at small v than in the previous
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Figure 6.21: Time-averaged ρ(r) (left panel) and Mρ(r) (right panel) of SSW initial condition
with R0 = 0.3. The solid lines are the LB predictions and the dotted vertical lines indicate the


















Figure 6.22: Time-averaged θ(v) (left panel) and Nθ(v) (right panel) of SSW initial condition
with R0 = 0.3. The solid lines are the LB predictions.
cases. These differences are now clearly observed in the Nθ(v) plot. At high v the agreement
improves (but this concerns a very modest fraction of the mass).
Shown in Fig. 6.23 is the time-averaged F (ε) for the same case. Again the numerical result
is much further from the LB prediction than in the previous cases. Interestingly the theoretical
prediction does produce now a clear double-peak configuration in ε-space but its structure and
position do not agree well with the simulated result. The energy distribution crosses, in both
simulation and theory, clearly to ε > 0. We note that (at the chosen box size) the LB theory
predicts M+/M = 0.046 (i.e. ∼ 5%) while we observe that 485 particles (i.e. ∼ 10%) are
ejected. As we will discuss further below this suggests that if a comparison with LB theory can
be appropriate, we need to choose a large box size.
In summary our results for SWB initial conditions give a picture quite similar to the anal-
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Figure 6.23: Time-averaged energy distribution of SSW initial conditions with R0 = 0.3. The
solid lines are the LB energy distribution.
ogous 1D case, modulo the additional difficulty of the dependence on box size: at lower energy
the LB predictions work qualitatively quite well. As in one dimension we find that the discrep-
ancies between LB theory and simulations can be identified much more clearly — close to the
degenerate limit — in the energy distribution. Just as in one dimension it is at the high energy
end — corresponding to particles which spend more time in the outer parts of the structure
— that discrepancies show up. As we consider the initial conditions at higher energies these
discrepancies increase greater, and the breakdown of LB theory can apparently be clearly as-
sociated with the appearance of a “core-halo” structure, i.e. a bimodal distribution in energy
space of high and low energy particles.
6.4.2 DSW initial conditions: dependence on initial waterbag shape
Let us now use our DSW class of initial conditions to explore further the specific predictions of
LB theory that the QSS does not depend on the shape of the waterbag, is correct.
Shown in Fig. 6.24 are the Mρ(r), Nθ(v) and F (ε) for DSW initial condition with ξ˜ = 0
(equivalent to SSW with R0 = 1), δ = 1.058 and R0 = 1.08, averaged from t = 16 to 21 tdyn
over twenty equally spaced time slices‡. The LB predictions are plotted as solid lines (calculated,
as in Fig. 6.11, with R˜c = 0.44 which corresponds here to Rc = 3.25r2). The distributions of
Mρ(r) and Nθ(v) are very close to the plots from SSW with R0 = 1 (see Figs. 6.11 and 6.13
for comparison). The plot of F (ε) differs a little from the one for SSW (see Fig. 6.15). The
agreement with LB is in fact slightly better than for the SSW case. As in one dimension, we
cannot choose DSW with arbitrary δ because of the closeness to the degenerate limit.
Shown in Figs. 6.25 are Mρ(r), Nθ(v) and F (ε) for DSW initial condition with ξ˜ = 0.16
(equivalent to SSW with R0 = 0.6), δ = 2.27 and R0 = 1.47, averaged from t = 55 to 72 tdyn
over twenty equally spaced time slices. The LB predictions are solid lines (calculated with
R˜c = 0.44, or Rc = 3.25r2, which corresponds to those in Fig. 6.16). Both this QSS and the
QSS of SSW with R0 = 0.6 are quite close to the LB predictions. Comparing with Figs. 6.16,
‡The different duration of the dynamical time in the simulations arises from the fact that all simulations were
run for the same time in the units used by the GADGET-2 code.
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Figure 6.24: Time-averaged Mρ(r) (top-left panel), Nθ(v) (top-right panel) and F (ε) (bottom
panel) for DSW initial condition with ξ˜ = 0 (equivalent to SSW with R0 = 1), δ = 1.06 and
R0 = 1.08. The solid lines are the LB predictions with Rc = 3.25r2 (or R˜c = 0.44). See Figs.
6.11, 6.13 and 6.15 for comparison.
6.18 and 6.20, we see that the difference between the QSS in each case, although not so large,
is greater than in the case ξ˜ = 0. The core-halo structure appears in F (ε) as in the QSS of the
corresponding SSW.
Shown in Figs. 6.26 are the same plots now for DSW initial condition with ξ˜ = 0.49
(equivalent to SSW with R0 = 0.3), δ = 1.25 and R0 = 1.71, averaged from t = 189 to 252 tdyn
over twenty equally spaced time slices. The LB predictions as solid lines (calculated using
R˜c = 17.3r2, or R˜c = 1.48, corresponding to those in Fig. 6.21). The vertical dotted line in
Mρ(r) plot indicates Rc. Comparing with Figs. 6.21, 6.22 and 6.23, the QSS resulting from
DSW initial condition is significantly different from the one from the corresponding SSW initial
condition, especially in the energy distribution where the core and halo are of equal size. The
number of ejected particles in this case is 91, compared to 485 for the SSW case.
In summary, very much like in our 1D study in the previous chapter, we find that the QSS
obtained from initial conditions which differ only in the shape of the waterbag show increasing
differences as the energy increases. Thus the conclusion that the divergence from LB theory
becomes increasingly significant as energy increases is confirmed by these tests.
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Figure 6.25: Time-averaged Mρ(r) (top-left panel), Nθ(v) (top-right panel) and F (ε) (bottom
panel) for DSW initial condition with ξ˜ = 0.16 (equivalent to SSW with R0 = 0.6), δ = 2.27
and R0 = 1.47. The solid lines are the LB predictions with Rc = 7.34r2 (or R˜c = 0.74). See
Figs. 6.16, 6.18 and 6.20 for comparison.
6.4.3 CW conditions and spherical symmetry breaking
As described above in section 6.3, the triaxial waterbag initial conditions relax to states which are
still triaxial, although the degree of triaxiality is reduced, in some cases to a very small residual
level. We have been comparing here with the predictions of LB theory when this is regulated
by a spherical box, and in this case LB theory necessarily predicts spherical symmetric QSS.
While one could of course in principle obtain triaxial QSS using a non-spherical box, this is not
of interest here: we wish to consider the predictions of LB theory in which dependence on the
regularization is (practically) negligible. Thus the geometry of the regularizing box should be of
no importance and the predictions of LB thus should be spherical symmetric. The persistence
of triaxiality therefore represents a deviation from LB theory. Given the weak triaxiality (in
particular for CW3) it is, however, interesting to compare the spherical averaged quantities with
the (spherical symmetric) predictions of LB theory.
The ρ(r) (in log-log scale) and Mρ(r) are shown in Fig. 6.27 for CW3 (least triaxial QSS)
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Figure 6.26: Time-averaged Mρ(r) with Rc in vertical line (top-left panel), Nθ(v) (top-right
panel) and F (ε) (bottom panel) for DSW initial condition with ξ˜ = 0.49 (equivalent to SSW
with R0 = 0.3), δ = 1.25 and R0 = 1.71. The solid lines are the LB predictions with Rc = 17.3r2
(or R˜c = 1.48). See Figs. 6.21, 6.22 and 6.23 for comparison.
and 6.28 for CW1 (most triaxial QSS)§, averaged from t = 41 to 46 tdyn over twenty equally
spaced time slices. The solid lines correspond to the spherically symmetric LB predictions,
using Rc = 3.75rcy and 2.5rcy (or R˜c = 0.54 and 0.51) for CW3 and CW1 respectively. The
agreement for CW3, both in ρ(r) and Mρ(r), is very good, even better than the best cases
of SSW and DSW. Deviation in ρ(r) at large r is observed but it so small that it is almost
unobservable in Mρ(r). For the case CW1, the agreement with the LB prediction is less good,
but still comparable to the best cases for SSW and DSW.
Shown in Fig. 6.29 and 6.30 are corresponding θ(v) and Nθ(v), averaged in the same time
window. Interestingly for these quantities CW1 gives very good agreement, considerably better
than for CW3. This is probably because the initial velocity distribution is spherically symmetric
and, apparently, does not correlate to the spatial asymmetry of the initial state.
The time-averaged F (ε) for the same cases are shown in Fig. 6.31. Again for CW3 the
agreement is quite good, comparable to the best of SSW and DSW. For CW1, on the other
hand, the overall shapes of the curves agree approximately but the simulated data is shifted
§see initial parameters in Tab. 6.3.
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Figure 6.27: Time-averaged ρ(r) in log-log scale (left panel) and Mρ(r) (right panel) of CW3.
The solid lines are the spherically symmetric LB predictions calculated using Rc = 3.75rcy (or




















Figure 6.28: Time-averaged ρ(r) in log-log scale (left panel) and Mρ(r) (right panel) of CW1.
The solid lines are the spherically symmetric LB predictions calculated using Rc = 2.5rcy (or
R˜c = 0.51). The end of r-axis corresponds to Rc.
strongly to the right. This is a result of the triaxiality, which corresponds to a less condensed
configuration than that predicted by LB (leading to a higher value of Φ0).
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Figure 6.29: Time-averaged θ(v) (left panel) and Nθ(v) (right panel) of CW3. The solid lines





















Figure 6.30: Time-averaged θ(v) (left panel) and Nθ(v) (right panel) of CW1. The solid lines
are the corresponding LB predictions.
6.5 Conclusions and discussions
Our central conclusion is that, for the families of waterbag initial condition explored, detailed
comparison with LB theory shows that this theory works quite well to explain the properties of
QSS obtained for a open system in a range of energy of order comparable to (but significantly
above) the degenerate energy. Further the range where reasonable agreement is found coincides
approximately with the range in which LB produces predictions which do not depend strongly
on the size of the regularizing box (for a box with size greater than, but of order of, the system
size). In other words LB theory works reasonably well in the range where it produces appropriate
predictions. There is, however, no case where the agreement between LB theory and the observed
QSS is perfect: in all cases deviations may be observed. In particular we see modest disagreement
at low velocities in the velocity PDF (which correspond to disagreement in real space at larger
radii, and in energy space at higher energies). It is in general the energy PDF which appears
167



















Figure 6.31: Time-averaged F (ε) for CW3 (left panel) and CW1 (right panel). The solid lines
are the LB predictions.
to be the best diagnostic of such deviation (and indeed in some cases the integrated mass and
velocity distributions “mask” deviations). These overall results agree strikingly well with those
found in one dimension (where, however, a regularizing box was not required).
For higher energy (i.e. ξ˜ & 0.36) we see also, as in one dimension, the appearance of a
“core-halo” structure in energy space. We have not yet sufficient statistics to perform (as we
have done in one dimension) the necessary determination of the phase space density function to
determine whether the core is, in these cases, degenerate. If it is it would support a priori the
physical explanation of this deviations given by Levin et al. [37] in term of dynamical resonances.
In our 3D simulations we have also tested one aspect which has no analogy in one dimension:
how the breaking of spherical symmetry in the initial condition affects the QSS. We have found,
in cases with “cylindrical waterbags” and initial virial ratio equal to unity, that the degree of
accord varies. The LB theory still predicts reasonably well the property of QSS, but there is
in some case the residual of spherical symmetry breaking. In this case the deviations from LB
reflect that the system stays closer to its initial condition than predicted by LB. Such deviation
clearly cannot be ascribed to dynamical resonances which develop during violent relaxation. One
interesting issue is to explore further in the range of initial conditions where the LB solution is
significantly sensitive to box size whether we can obtain a reasonably good fit for LB prediction
for an appropriate box size. In this case one could interpret this box as the “effective size” of
the system during violent relaxation. Specifically it would be interesting to see if this can lead
to a qualitative (or even quantitative) understanding of why mass and energy are ejected for a
certain range of initial conditions. It is also interesting to see if there is any physical relevance
to the appearance of the core-halo type structure in the LB predictions at higher ξ˜. This is
related to the question of the degeneracy of the core (claimed by Levin et al.) which we have







Figure A.1: The bouncing of two particles evolving in time.
In continuity from chapter 1.2 we explain the dynamical integration of the 1D self-gravitating
system. Let us label particles by i = 1 − N (from left to right), and take them to “bounce”
rather than “cross” (i.e. velocities are switched, see Fig. A.1 for example). The force acting on
the particle i is then always constant and given by
Fi = N − 2i+ 1, (A.1)
in units in which g = 1 and m = 1. Defining ti to be the crossing time (i.e. the time when
particles are bouncing) of particles i and i+ 1, it follows (from Newton’s equation) that
ti =
(vi+1 − vi) +
√




where xi and vi are spatial position and velocity of particle i, respectively. Note that there are
N − 1 crossing times to be calculated for a system of N particles.
Starting from an initial configuration, the principle of dynamical integration is to determine
the shortest ti (we call the “integration time step”, ∆t, from now on) and evolve the system
by ∆t, at which particles i and i + 1 bounce. After exchanging their velocities we update ti
of the bouncing particles (in general we update ti−1, ti and ti+1 for i 6= 1 and i 6= N − 1) and
determine the next integral time step. An example of the evolution of a system of six particles
until the first crossing is shown in Fig. A.2. Thus the simulation time depends on how fast we
can determine the integration time step. The direct comparison of ti (i.e. one by one) requires
N − 1 steps, while there is an algorithm where the determination of integration time step is
done using the binary heap, which reduces the number of steps to ∼ logN . This algorithm is
the so-called “heap-based algorighm” (see [159]).
Figure A.2: Evolution from an initial condition to the first crossing (between particles i and
i+ 1) with integration time step equal to ti.
To build a binary heap, we use the concept of a tree that the “nodes” contating ti are
arranged in levels, denoted h where h ≥ 1. At level h there are 2h−1 nodes at most. The nodes
are connected to each other by the “links”. An example of a binary heap is shown in Fig. A.3.
The node at level h has a unique “parent” at level h − 1, except the node at h = 1 called the
“root”. And the node at level h has two “children” at most at level h+ 1. We label each node
with a number, denoted j. Starting from root with j = 1, we number the nodes level by level
(in order starting from h = 1) and in each level the nodes are numbered from left to right (see
Fig. A.3 for example of numbering). By construction j = 1 corresponds to the root. For the
node j at level h (where h > 1), its parent is ⌊j/2⌋. Similarly the children of node j are thus 2j
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APPENDIX A. HEAP-BASED ALGORITHM
Figure A.3: A binary heap with the number of nodes (j) labelled inside the nodes. The links
(i.e. the arrows) point from child to parent.
and 2j + 1. A node that has no children is called a “leaf” and is usually placed at the bottom.
We impose the “heap condition” in which the values of children must be greater or equal to
those of their parents. The heap where this condition is satisfied is called the “ordered heap”.
Consider a set of N − 1 crossing times ti (i.e. t1, ..., tN−1), we arrange them in a heap by the
following strategies: first we put t1 in the root. Next we fill the next crossing times in order. At
each filling the comparison with its parent is made. If the heap condition is satisfied, we leave
it and continue filling the next one. But if the heap condition is not satisfied, we switch it with
its parent (or “sift-up”) until the heap condition is satisfied. This implies that we cannot fill the
next ti unless the heap condition is satisfied. This first filling of all N − 1 crossing time takes of
order O(NlogN) steps at most.
Once the filling is finished, the integral time step is definitely at the root, which we use to
evolve the dynamics. After the particles bounce and we update the crossing time, the heap
condition is usually violated. Thus we need to rearrange the heap by either sift-up or sift-
down until the heap condition is satisfied again, from which the next integral time step is on
the root. The process continues until the time limit of simulation is reached. Consider the
number of operation, determining integral time step using binary heap takes at most O(logN)
steps, compared to O(N) for the exact (or one-by-one) determination. Thus the integral time
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of implementing this algorithm increases as N2 logN , instead of N3.
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Appendix B
Calculation of energy fluctuation in
rectangular waterbag initial
condition
Consider a cold initial condition obtained by throwing N particles randomly in the interval [0, L]
(where L is the initial size of system). The N -particle probability density reads












|xi − xj | , (B.2)




















PN (x1, x2, . . . , xN )dx1 . . . dxN
. (B.3)
Integrating over coordinate spaces, (B.3) reduces to








































For N ≫ 1, < U > converges to gm2N2L/6, which corresponds to the potential energy of
the spatially homogeneous initial condition of the initial size L in N → ∞ limit. Defining the
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normalized variance of U as
σ2U =



















|xi − xj | − gm
2(N2 −N)L
6
)2dx1 . . . dxN
=
1



































|xi − xj |)2dx1 . . . dxN
]
. (B.6)
The integration of first and second terms is straightforward using B.4. For the third term, we
expand it and then integrate as following:
σ2U =
1
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APPENDIX B. CALCULATION OF ENERGY FLUCTUATION IN RECTANGULAR
WATERBAG INITIAL CONDITION
The variance of potential energy is clearly scaled with 1/N in large N (or 1/
√
N for the standard
deviation). For SRW initial conditions the total energy can in particular be expressed as a
function of initial virial ratio R0 as




Therefore the variance of total energy, σ2E , is given by
σ2E ≡
< (E− < E >)2 >
< E >2
=






N2 + 2N − 3
N2 − 2N + 1
]
. (B.8)
An example of σ2E plot comparing the variance of E over realizations and theoretical prediction
(B.8) is shown in Fig. B.1 for R0 = 0 SRW initial conditions with N = 100, 200, 400 and 800
determined over 1000, 400, 120 and 20 realizations (i.e. corresponding to the study in chapter











Figure B.1: Comparison of σ2E between simulation (point) and theory (dashed line) for SRW
















Figure C.1: An example of DRW initial condition, with parameters x1, x2, v1 and v2.
This appendix explains how to generate the DRW initial condition. An example of a DRW
initial condition is shown in Fig. C.1, along with the characteristic parameters x1, x2, v1 and v2.






























where the total energy (as function of x1, x2, v1 and v2) is
E(x1, x2, v1, v2) = T0 + U0.
The total mass, M , is then given by
M(x1, x2, v1, v2) = f0(4x1v1 + 4x2v2 − 4x1v2).
179
These expressions reduce to those of SRW initial conditions if we set x1 = 0, x1 = x2 or v1 = v2.
To generate an initial condition for any given E and M (let us call then E0 and M0) with
chosen f0, we first randomly sample x1, x2, v1 and v2 uniformly in an interval of width a few
times x0 or v0 (corresponding to SRW with same energy and mass). We keep the points that
giving values of E(x1, x2, v1, v2) and M(x1, x2, v1, v2) close to E0 and M0. We then perform a
linear interpolation using the points closest to the target values, to obtain a solution with mass
and energy
E(x1, x2, v1, v2) = E0 and M(x1, x2, v1, v2) =M0.















Figure C.2: The solid lines show the solutions for DRW initial conditions at a given x1(<
x0),M,E and f0 in the (v1, v2) plane (obtained using the method described). The solutions
on the upper curve are unphysical (x2 < x1) while those on the lower curve are physical, and
intersect the axis at the corresponding SRW solution.
Unphysical solutions with x1 < 0, x2 < 0 or x2 < x1 can of course arise. An example of a
family of solution at fixed x1 (< x0), M,E and f0 plotted in (v1, v2) plane is shown in Fig. C.2.
The solutions we obtain are plotted as solid lines: the upper curve corresponds to unphysical
cases where x2 < x1 and the lower curve corresponds to physical solutions. The dashed line
corresponds to v1 = v2 and the horizontal and vertical dotted lines indicate v0 (i.e. width of
SRW initial condition for the same ξD). At the intersection of the three straight lines the DRW
reduces to an SRW initial condition.
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