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Preface
This quarterly publication provides archival reports on developments in pro-
grams managed by JPL's Office Telecommunications and Data Acquisition (TDA).
In space communications, radio navigation, radio science, and ground-based radio
and radar astronomy, it reports on activities of the Deep Space Network (DSN) in
planning, in supporting research and technology, in implementation, and in oper-
ations. Also included is standards activity at JPL for space data and information
systems and reimbursable DSN work performed for other space agencies through
NASA. The preceding work is all performed for NASA's Office of Space Operations
(OSO). The TDA Office also performs work funded by two other NASA program
offices through and with the cooperation of the Office of Space Operations. These
are the Orbital Debris Radar Program (with the Office of Space Station) and 21st
Century Communication Studies (with the Office of Aeronautics and Exploration
Technology).
In the search for extraterrestrial intelligence (SETI), the TDA Progress Report
reports on implementation and operations for searching the microwave spectrum.
In solar system radar, it reports on the uses of the Goldstone Solar System Radar
for scientific exploration of the planets, their rings and satellites, asteroids, and
comets. In radio astronomy, the areas of support include spectroscopy, very long
baseline interferometry, and astrometry. These three programs are performed for
NASA's Office of Space Science and Applications (OSSA) with the Office of Space
Operations for funding DSN operational support.
Finally, tasks funded under the JPL Director's Discretionary Fund and the
Caltech President's Fund which involve the TDA Office are included.
This and each succeeding issue of the TDA Progress Repor_ will present material
in some, but not necessarily all, for the following categories:
OSO Tasks:
DSN Advanced Systems
Tracking and Ground-Based Navigation
Communications, Spacecraft-Ground
Station Control and System Technology
Network Data Processing and Productivity
DSN Systems Implementation
Capabilities for Existing Projects
Capabilities for New Projects
New Initiatives
Network Upgrade and Sustaining
DSN Operations
Network Operations and Operations Support
Mission Interface and Support
TDA Program Management and Analysis
Ground Communications Implementation and Operations
Data and Information Systems
Flight-Ground Advanced Engineering
Long-Range Program Planning
OSO Cooperative Tasks:
Orbital Debris Radar Program
21st Century Communication Studies
IJJ
OSSA Tasks:
Search for Extraterrestrial Intelligence
Goldstone Solar System Radar
Radio Astronomy
Discretionary Funded Tasks
iv
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A Determination of the Radio-Planetary Frame Tie From
Comparison of Earth Orientation Parameters
M. H. Finger 1 and W. M. Folkner
Tracking Systems and Applications Section
The orientation of the reference frame of radio source catalogs relative to that
of planetary ephemerides, or "frame tie," can be a major systematic error source
for interplanetary spacecraft orbit determination. This work presents a method of
determining the radio-planetary frame tie from a comparison of very long baseline
interferometry (VLBI) and lunar laser ranging (LLR) station coordinate and Earth
orientation parameter estimates. A frame tie result is presented with an accuracy
of 25 nrad.
I. Introduction
Very long baseline interferometry (VLBI) offers inter-
planetary spacecraft navigation a highly accurate data
type for orbit determination. The most commonly used
data type, delta differential one-way ranging (ADOR),
- provides 50-nrad (or better) information about the angular
-_position of a spacecraft relative to a nearby radio source
- [1]. The positions of radio sources within the inertial refer-
ence frame defined by extragalactic radio sources are typ-
- ically known to 3-5 nrad [2]. The planetary ephemeris de-
fines a separate inertial reference frame [3]. Knowledge of
-the relative global rotation, or frame tie, between these two
-inertial reference frames is necessary to take full advantage
of VLBI tracking of interplanetary spacecraft. Tile uncer-
tainty in the frame-tie calibration can be the dominant
_orbit determination error for inner planet approach navi-
-gation [4].
1Now with Astronomy Programs, Computer Sciences Corporation.
In addition to providing a navigational data type, VLBI
plays another important role in spacecraft orbit determina-
tion. VLBI radio source observations are used to monitor,
with 10-nrad accuracy, the orientation of the Earth with
respect to inertial space. The time dependent transforma-
tion from terrestrial to celestial coordinates is expressed in
terms of universal time and polar motion (UTPM) param-
eters and precession and nutation corrections that result
from fitting the VLBI data. Since these observations re-
fer the orientation of Earth to the radio reference frame,
the radio-planetary frame tie will affect interplanetary or-
bit determination even when no VLBI observations of the
spacecraft are employed.
Lunar laser ranging (LLR) is an alternate technique for
monitoring t]ae orlen_ation of the Earth with respect to
inertial space. The LLR observations refer the orienta-
tion of the Earth to the lunar ephemeris, which gives LLR
tracking station locations in the lunar ephemeris frame,
Through the effect of solar perturbations on the lunar or-
bit, theLLR dataaresensitiveto theeclipticplaneand
thedirectionto thesun. Theorientationof the plane-
tary ephemerissystem,asdefinedby the Earth'sorbit,
canthereforebetied to the lunarephemerissystemwith
about10-nradaccuracy[3].
SincebothLLR andVLBI measuretheorientationof
theEarthwith 10-nradaccuracy,it shouldbepossibleto
determinetheframetie fromacomparisonof thesemea-
surements.An earlierattemptto do this by Niell2 was
limitedbyarestrictedabilityto determinetheorientation
oftheterrestialframesforVLBIandLLR.Nowthatthere
arethreewell-determinedLLRstationlocations,andbe-
causeof recenteffortsto unifyterrestrialcoordinatesys-
tems[5], it is possibleto determinethe frametie with
15-25nradaccuracyfromacomparisonofLLRandVLBI
Earthorientationseries.
Thetheoreticalfoundationforthiscomparisonisestab-
lishedin SectionsII andIII. SectionII examinesin detail
thenatureof thetimedependentterrestrial-celestialties
mentionedabove.In SectionIII anexpressionisderived
for theradio-planetaryframetie in termsof theLLR to
VLBIstation-coordinatesystemtie andtheparametersof
: thetwoterrestrial-celestialties.TheLLRandVLBI so-
lutionscomparedin thisanalysisarepresentedinsections
IV andV, respectively.
In SectionVI, a determinationof the LLR to VLBI
stationcoordinatetransformationispresented.Sincethe
VLBI stationsandLLR sitesarewidelyseparated,it is
necessaryto useotherdatato bridgethetwocoordinate
systems.A recentCrustalDynamicsProject(CDP)VLBI
stationlocationset,whichincludesmobileVLBIobserva-
tionsat LLRsites,isusedto connecttheLLRandVLBI
terrestrialcoordinatesystems.
With this terrestrialtie determined,the planetary
ephemeristo radiosourcecatalogframetie canbedeter-
minedfromanintercomparisonftheVLBIandLLRnu-
tationandEarthorientationparameters.Thiscomparison
andtheresultingframetie arepresentedin SectionVII.
Thederivedframetie is comparedwith otheravailable
resultsin SectionVIII. Somecommentsonhowto best
usetheresultsof thisworkfor spacecraftnavigationare
includedin SectionIX.
2A.E.Niell,"AbsoluteGeocentricDSNStationLocationsandthe
Radlo-PlanetaryFi'arneTie,"JPLInterofficeMemorandum335.2-
159(internaldocument),Jet Propulsion Laboratory, Pasadena,
CMifomia, March 21, 1984.
Much of this work parallels the current efforts of the J
ternational Earth Rotation Service (IEl_S). IERS is in tl
process of comparing and unifying terrestrial VLBI, LL]
and satellite laser ranging (SLR) coordinate systems ar
unifying different VLBI celestial coordinate systems wi!
the goal of testing the consistency of various Earth rot;
tion parameter series [6-8]. Where possible, the notatic
used here is consistent with that of the IERS.
!1. Ties Between Celestial and Terrestrial
Frames
In the process of reducing LLR or VLBI data, a time d_
pendent transformation between implicitly defined ce]ei
tial and terrestrial coordinate systems is established. Th
transformation represents a dynamic tie between Eart]
fixed and inertial frames and includes estimated and
sumed precession, nutation, and Earth orientation parau
eters. To employ this transformation, it must be unde
stood in some detail. To this end, the standard represent;
tion of the orientation of the Earth with respect to inerti;
space is presented here. Particular attention is paid t
the quantities that are commonly estimated and how the
affect this representation.
Let )_ represent the Earth-fixed coordinate vector
a station in an equatorial coordinate system with the
axis nominally aligned with the Greenwich meridian. 3 T|
station's instantaneous (J2000) celestial coordinate vect(
at time t is calculated as
C=PNSO)_ (]
The (polar motion) rotation O corrects for the offset b_
tween the Earth-fixed coordinate pole and the Celesti,-
Ephemeris Pole (CEP). The CEP is conceptually define
as the axis which, in the theory of the rotation of t[
Earth, has no forced daily or semi-daily nutations [9,10
8 models the rotation of the Earth about the CEP, N a,-
counts for the quasi-periodic nutation of the CEP abot
the "mean pole of date," and P models the precessioi
or secular drift, of the "mean pole of date" and "mea-
equinox of date" with respect to the celestial fixed po]
and equinox of J2O00. Each of these rotations is discusse-
in detail below.
All together, eight or more angles are used to describ
the rotation between terrestrial and celestial coordinate
3 The time dependence of the Earth-fixed location due to plate m_
tion is ignored throughout this section.
=
(including three precession angles, two nutation angles,
two polar motion angles, and UT1-UTC). The conceptual
definitions of these angles are largely a product of the his-
torical development of the theory of the Earth's rotation.
While the overall rotation can be experimentally deter-
mined, many of the intermediate rotation angles have no
precise empirical definition, and thus cannot be uniquely
measured. The philosophy that will be adopted here is
that in the final analysis, only the total rotation matrix
has a well-defined physical meaning.
A. Notation
In order to discuss modeling of Earth's rotation in de-
tail, a notation for positive rotations Rx, Ry, and Rz
about the x-, y-, and z-axis, respectively, is introduced,
where Rx, Ry, and Rz are defined by
1 0 0 }Rx (a) = 0 cos 0 sin O0 -sin0 cos0
rty(0) =
cos0 0 -sin0]
0 1 0
sin 8 0 cos 0
(2)
Rz(0) -----
cos0 sin0 0}
-sin0 cos0 0
0 0 1
o These rotations are positive in the sense that they rep-
resent a transformation between two coordinate systems
with the final coordinate system's basis vectors being ro-
tated from the initial system's basis vectors by a right-
handed rotation of angle 0 about the designated axis.
A rotation about an arbitrary axis will be defined by
= sin 0 0 x (1 - cose)O x (6 x
(3)
where 0 = IO] is the angle of rotation, @ = O/0 is
the rotation axis, and g is an arbitrary coordinate vec-
tor. For example, with this notation Rx(0) = R(0_x),
Ry(0) = R(0_y), and Rz(0) = R(0_z), where @x, @Y,
and _z are the x- , y- , and z-unit vectors, respectively.
Two results will prove useful in connection with this nota-
tion. First, if M is a rotation matrix, then it can be shown
that
MR(_)M-' = n(M(_) (4)
Equation (4) follows from Eq. (3) and the invariance of
the cross product under orthonormal coordinate transfor-
mations (M[.4 x /3] = [MA-] x [M/_]). A second result is
the approximation rule for small rotation vectors,
R(B)R(._) ._ R(A+/?+A×/_/2) (5)
which is accurate through second order.
B. Terrestrial Pole Orientation
The first rotation applied in the transformation from
terrestrial to celestial coordinates is the orientation matrix
O, which accounts for polar motion, the offset of the CEP
from the terrestrial coordinate system pole
o(t) = rt
0
(6)
The angles x and -y are approximately the z and y coor-
dinates of the CEP in the Earth-fixed system.
C. Rotation About the Pole
The vast majority of the rotational velocity of the Earth
is modeled in the spin matrix
s(0 = az(-0o) (7)
where 0a represents Greenwich Mean Sidereal Time, the
hour angle between the meridian containing both the ter-
restrial x-axis and the CEP and the meridian containing
both this pole and the mean equinox of date. The equation
of the equinoxes, which is normally included with the spin
rotation S, will be incorporated below in the nutation ma-
trix N. It should be noted that small rotational velocities
occur due to precession, nutation, and polar motion, and
therefore the CEP is not the rotation axis of the Earth's
crust. By definition, the Earth-rotation-based time scale
UT1 is directly related to Oa, with the explicit relationship
given by [11]. When UT1 is estimated, the spin matrix
may be represented as
S(t) = S0(t)Rz(-f_[UT1 - UTC]) (8)
wheref2 is the mean rotation rate of the Earth and S0(t)
is the value of S(t) obtained by assuming UT1 = UTC.
D. Nutation
Nutation describes the short-term quasi-periodic varia-
tions in the CEP. The longest period terms have an 18.6-
year period with an amplitude of 43 prad. The standard
model for nutation is given by
N(t) = ax(-_)az(A¢)ax(t + ,xt)az(-_E) (9)
where A¢ is the nutation in the ecliptic longitude of the
pole, and At is its nutation in obliquity (the angle from
the ecliptic pole). Here, the equation of the equinoxes
Ot E = A¢cos(_-+ i_) (10)
has been included with the nutation since the equation
of the equinoxes depends only on nutation parameters.
Fourier series for A¢ and At for the standard (IAU 1980)
model are given by Wahr [12] or Seidelmann [9].
To provide a better understanding of the nutation ma-
trix, an approximate formula for it will be derived using
Eqs. (4) and (5). First, using Eq. (5), the nutations can
be grouped together:
N(t) _ Rx(-e)R
A¢
Rx(ORz(-,_E)
The nutations A¢ and At are applied in ecliptic coor-
dinates, with Rx(e) representing a transformation into
ecliptic coordinates, and Rx(-t) representing a transfor-
mation back to equatorial coordinates. By using Eq. (4)
with Rx(-¢) as M, the nutation matrix may be reduced
to a series of small rotations:
N(t) _ R
Ae
- A¢ sin e
A¢ cos
By using the explicit form [Eq. (10)] for the equation of
the equinoxes, and by collecting together small rotations
by using Eq. (5), the approximation
4
N(t) _ R --ACsin( (11 _
0
is obtained, which is accurate to a few nrad.
When nutation is estimated, the corrected nutation ma:
trix can be represented as
N(/) = N/Au(t)R
&
-6¢ sin t
0
) (12_
where NIAU is the (unapproximated) standard model anc
6e and 6¢ are corrections to Ae and A¢.
E. Precession
Precession describes the long-term drift of the mean
pole of date and mean equinox of date. The mean pole
drifts in declination by n _-. 97.16 _urad per Julian year,
and the mean equinox drifts in right ascension by m
223.60 _urad per Julian year [13]. The standard model for(
the precession is given in the form
P(t) = RZ(_A)Ry(--OA)Rz(zA) (13)i
Polynomial expressions for the angles _a, 0A, and ZA as:
a function of t are given by Lieske [13,14]. These are,_
however, physically uninformative. A clearer vectorial for-_=.-
mulation of precession is given by Fabri [15].
When corrections to the standard precession model are_
estimated, the corrected precession matrix may by repre-_
sented as [16]
0
--6n
6m
P(t) = PIAU(t)R (t - to) (14)_
where PIAU is the standard model [Eq. (13) with Lieske's:
polynomials]; 6n and 6m are corrections to the precession
rates in declination and right ascension, respectively; and_
tD is a reference epoch, which is preferably near the mean"
data epoch. The corrections to the general precession in"
i
___=
i
declination and right ascension, 5n and 5m, may be ex-
pressed as
longitude, and 6_: representing the correction to the plan-
etary precession in right ascension.
5n = @1 sin •
5m =@lcos• - 6_
with E representing the mean obliquity of the ecliptic, _Pl
: representing the correction to the luni-solar precession in
F, The Total Effect of Estimated Quantities
By combining the above results and using Eqs. (4) and
(5), one finds that the transformation from terrestrial to
celestial coordinates, including estimated quantities, may
be expressed as
PNSO = PlavNlauSoR(_))
where
7
= S O NIAU
0
--6n
6m
(t-to) + So 1
6_
-5¢ sin e + x
f_(UTC- UT1)
or, neglecting the effect of the nutation matrix on the precession corrections (this is less than 0.1 nrad),
5¢cosOa - (Sn(t-to)+ 6¢sine)sinOa + y
-5esinOa - (Sn(t-to)+5¢sine)cosOa + x
5m(t - to) + fl(UTC - UT1)
(16)
(17)
(18)
Several points should be noted from this relationship.
First, estimation of precession in declination 5n is equiv-
alent to estimating a linear trend in the nutation in lon-
gitude 6¢. It can therefore be neglected in the following
analysis without loss of generality. Second, estimation of
precession in right ascension 5m is equivalent to estimating
_ a trend in UT1-UTC. As has been discussed by Williams
-and Melbourne [17], when corrections to precession are
adopted in the future, the definition of UT1 should be al-
-tered so that the UT1 series is continuous. Guinot has
gone further by suggesting that rather than referring UT1
to the meridian of the mean equinox, it should be referred
-to a "nonrotating origin," which is defined on the instan-
_taneous Earth equator so as to be largely independent of
precession and nutation models [18]. In the light of this
i'_-thinking it makes no sense to estimate the precession in
:right ascension 6m. Finally, it should be noted that on
time scales short compared to a day, it is impossible to
distinguish between nutation and polar motion; only three
angles are needed to describe a general rotation. In fact, if
nutations were allowed to have rapid variations with nearly
daily periods, there would be no need for the polar angles
z and y. Thus, whatever the conceptual definition of the
CEP, its actual implementation results from fitting data
to slowly varying nutation and polar motion models.
I!1. Relating the VLBI, LLR, and Planetary
Ephemeris Reference Systems
In this section, the relationships between the celestial
and terrestrial reference frames for VLBI and LLR will
be discussed. The end result will be an expression relat-
ing the radio-planetary frame tie to quantities available
from the LLR and VLBI data reductions and the tie be-
tween LLR and VLBI terrestrial coordinate systems. Tile
5
radio-planetary frame tie will be represented by a rotation
vector ,4 that relates VLBI celestial coordinates CVLBI
and planetary ephemeris coordinates CpE by
CVLBZ = R(A')CpE (19)
The derivation of the frame tie starts with the planetary
ephemeris, as represented by the ephemeris of the Earth
(which is the celestial reference frame for LLR), and pro-
ceeds in steps to the LLR terrestrial coordinate system, tile
VLBI terrestrial system, and finally to the VLBI celestial
system.
For the LLR data reduction, terrestrial coordinates
XLLR and celestial coordinates CpE are related by
CPE = PtauNIauSoR(69LLn).XLLn (20)
where (_LLR has the form of Eq. (18). It should be noted
here that many LLR data reductions estimate corrections
to the planetary ephemeris. This derivation is limited to
the case where no such corrections are estimated and over-
all orientation variations are absorbed by estimated pre-
cession and nutation parameters.
The complete transformation from LLR to VLBI terres-
trial coordinates must account for a rotation, translation,
and a possible difference of scale. This will be discussed
in Section VI. Here the main concern is with the relative
orientation of the two coordinate systems. Therefore, in
this section the relationship between direction coordinates
in the two systems will be represented as
XVLBI : Pt,(R)XLLR (21)
= +
A2 --(5¢VLBI -- 5¢LLR) sin e
Aa = Ra - fl(UT1vLBI -- UT1LLR)
where the vector/_ parameterizes tile rotation between the
LLR and VLBI terrestrial coordinate systems.
In the VLBI data analysis, terrestrial coordinates
.'YVLBI and celestial coordinates CVLBI are related by i
CVLBI = PIAuNIAuSoR(gvLBI)_!VLBI (22)i
where _)vLB1 has the form of Eq. (18). The parameteriza-_
tion of _)VLBI estimated in the VLBI data reduction will
be discussed in Section V.
By tracing the coordinate transformation
CVLBI (-'- XVLBI *-- XLLR *-- CpE
the planetary-radio frame tie is found to be given by
R(.z_) = PIAUNIAuSoR(_vLB1)R(R)
X R(--_)LLR)S_ 1 -1 -1NIAUPtAu (23)
By using Eq. (4) and Eq. (5), this reduces to
= PIAuNIAuSo[OvLBI + R- E)LLR] (24) _
By neglecting the effect of precession and nutation on small =
quantities (this is less than 0.5 nrad), the components of_
this equation are given by
g
cos0osin0c)(R1+ vLB, LR)}sin0a cos0G \ R2 + XVLBI XLLR (25)
Z
where precession in declination is included as a trend in
5¢. As argued earlier, nutation and precession can be
separated from polar motion only by requiring that each
be slowly varying. Therefore, the terms in Eq. (25) that
are modulated by sinusoids in 6e, the Greenwich Mean
Sidereal Time, must be separately zero. This gives the _
=
bias between the two polar motion series in terms of the where l' is the mean anomaly of the sun, f2n is tile mean
terrestrial transformation parameters R1 and R2, which longitude of the ascending lunar node, and T is the time
correspond to a displacement of the coordinate pole: measured from tile epoch J2000 in years.
YLLR - YVLBI -_ R1
XLLR -- XVLBI ---- R2
(26)
The frame-tie rotation vector is then given by
_VLBI -- (_(LLR
--( 6¢V LBI -- 6¢LLR) sin e
R3 - f2(UT1vLBZ -- UT1LLR)
(27)
Equation (27) shows how a full three-dimensional radio-
planetary frame tie may be deduced. Its use requires a
:omparison of LLR and VLBI nutation and UT1 estimates,
_md a determination of the transformation between VLBI
_nd LLR terrestrial coordinate systems.
IV, The LLR Solution Set
The LLR solution employed here was provided by
Newhall, Williams, and Dickey, and is similar to results
.)ublished by IERS as solution JPL 90 M 01 [19]. Itowever,
_'or this particular solution, no corrections to the plan-
fiary ephemeris were estimated. The solution included
_wenty years of data from August 1969 to January 1989.
";tation locations, reflector locations, lunar gravity, lunar
-.phemeris, nutation, precession, and UT0 parameters were
:;stimated from the LLR data. The planetary ephemeris
qsed in the fit was DE200 [20,21] with an updated lunar
_phemeris.
Coefficients were estimated for in-phase corrections for
_he 9-year and annual nutation terms and both in-phase
-rod out-of-phase 18-year nutation terms. The sum total
:tutation corrections, including the linear trend to account
__r precession, may be written as
$eLLR : 8.73 COS/' -- 0.97cos(212,)
+ 15.13 cos f_, + 6.88 sin f_,,nrad
_¢LLR sin e = - 156.98 - 5.14 T
+ 8.73sin/_ - 2.18sin(2f2n)
(28)
- 16.68 sin f_, + 5.09 cos f_n nrad
Plate motion was applied to the stations by using the
AM0-2 model of Minster and Jordan [22]. This model is
based on geological data, and consists of rotation rates
for the crustal plates. The model imposes a global condi-
tion of "no net rotation" to define absolute site velocities.
In the data reduction, the station locations for the epoch
1988.0 were estimated. The resulting estimates are given
in Table 1.
V. The VLBI Solution Set
The JPL VLBI software [23] was used to analyze a se-
lected set of NASA's Deep Space Network (DSN) Cat-
alog Maintenance and Enhancement (CM&E) data and
Time and Earth Motion Precision Observations (TEMPO)
data. CM&:E passes are long observation sessions (12-
24 hr) used for the determination of radio source posi-
tions, while TEMPO passes are shorter sessions (2-4 hr)
used to update Earth orientation. With only three station
complexes in the DSN (California, Spain, and Australia),
measurements are generally only made on one intercon-
tinental baseline at a time. Two problems occur when
measurements are made on one baseline only. First, the
component of the total rotation _)VLBI of Eq. (18) that is
along the baseline direction is unobservable. The second
problemhas to do with determining the angle between the
Spain-California and California-Australia baselines. If the
observations on these baselines are independent, then this
angle cannot be determined. By adding a constant bias to
x, y, or UT1 for the sessions on the Spain-California base-
line, but not to those for the California-Australia baseline,
this angle may be arbitrarily changed.
The strategy adopted here to solve these two problems
was to work entirely with pairs of back-to-back Spain-
California and California-Australia baseline sessions and
to constrain the changes in nutation, UT1, and polar mo-
tion between the sessions of any pair to physically reason-
able levels. All catalog session pairs with fewer than 24
hours of separation were included. TEMPO session pairs
with fewer than 24 hours of separation were included only
if they coincided with LLR measurements. From these
data, a set of epoch 1988 DSN station locations and a
series of nutation corrections, UT1 corrections, and po-
lar motion corrections were estimated. Radio source posi-
tions were taken from the JPL radio source catalog 1989-5,
which agrees to 5 nrad with IERS celestial reference frame
RSC89C 01 [6]. No adjustments were made to the source
positions.
For each catalog development session, nutatSon correc-
tions 6¢ and 6e, UT1 corrections 6UT1, and polar mo-
tion corrections 6x and 6y were estimated. The nutation
corrections were relative to the standard IAU 1980 series,
while the UTt and polar motion corrections were relative
to an a priori series. Changes in these corrections between
sessions in a back-to-back pair were constrained (in a least
squares sense) to 5 nrad in nutation, 5 nrad in polar mo-
tion and 0.2 ms in UTI, which corresponds to the level of
random fluctuations of these parameters over one day [24].
The TEMPO sessions are too short to separate nutation
from polar motion. An initial solution that did not include
TEMPO sessions showed that the nutation corrections for
the catalog sessions were 25 nrad or less. In the final so-
lution, therefore, the nutation offsets for the TEMPO ses-
sions were constrained to be zero with 25-nrad sigmas. In
all other aspects the TEMPO sessions were modeled iden-
tically to the catalog development sessions.
Epoch 1988.0 locations were estimated for all the DSN
stations involved in the observations, with constraints from
short baseline experiments applied to intracomplex vec-
tors. The motion of the stations was described by the
AM0-2 plate motion model. A priori epoch station loca-
tions for DSS 14, DSS 43, and DSS 63 were taken from
the IERS station set ITRF88 [6]. In order to specify the
coordinate system for the adjusted station location set, a
rotation and a translation vector between the a priori and
adjusted station coordinates were defined. The rotation
vector /_, the translation vector 7_, and a scale change D
were defined in terms of an unweighted least-squares fit
between the a priori station locations X' and the (as yet
uncalculated) adjusted station locations )_ + 6X i. This
fit results from minimizing
i=14,43,63
(29)
Minimization of J with respect to T, R, and D resulted
in a set of linear equations that gives these fit parame-
ters in terms of the station coordinate adjustments _X'.
The translation T, and rotation /_, defined in this man-
ner, were constrained to be zero. The scale change D was
]eh unconstrained. The estimated scale change value was
-9 -4-4 x 10 -9.
The station location set resulting from this estimation
is given in Table 2. The nutation, UT1, and polar motion
estimates are presented in Table 3.
VI. Determination of the DSN VLBI-
LLR Station Coordinate Transformation
Since the DSN stations and LLR sites are widely sew _
rated, it is necessary to use other data sets to comparef,l
two coordinate systems. The CDP has been perforr, in
a number of collocations of SLR and VLBI instrument
in order to be able to compare and unify terrestrial reJ
erence frames. The results of their comparison indicat
agreement between the CDP VLBI terrestrial system an
the SLR terrestrial system at the 2-cm level for relativ
station locations [5]. SLR data are sensitive to the loca
tions of stations with respect to the Earth's center of mas_
while VLBI data are insensitive to the geocenter. The col
locations of VLBI and SLR instruments allow the SLI
geocenter determination to be applied to the VLBI terres
trial frame. Three of the SLR sites used in the VLBI-SLl
collocation study are also the LLR sites listed in Table l
The CDP VLBI solution, therefore, includes the LLR site
as well as the DSN sites. Thus, one can find the relativ
orientation of the LLR and DSN VLBI terrestrial frame
by comparing them with the CDP VLBI solution.
In fitting the station sets it was assumed that each sta
tion set (LLR, DSN VLBI, and CDP VLBI) is internal[
consistent but expressed in a different coordinate systerr
By using the least-squares procedure described below,
seven-parameter transformation was estimated to map th
LLR, DSN VLBI, and CDP VLBI terrestrial systems t
a unified terrestrial frame constrained to agree with th
CDP VLBI frame in orientation, scale, and translatior
The transformation estimates were based on the statio
coordinates in the station location sets and on ground ti
information.
Since there are only three LLR and three DSN VLB
sites used to estimate a seven-parameter transformatior
there is more susceptibility to systematic errors than de
sirable. However, given the good agreement of the SLI
and CDP VLBI station sets at the centimeter level an_
the good agreement in modeling for station locations i-
the CDP VLBI, SLR, LLR, and DSN VLBI software, th-
authors do not expect any significant systematic error a-
the 5- to 10-cm level, which is the accuracy of the LLR sta
tion location determination. As more LLR sites becom
active (recently Wettzell started taking LLR data), it wi_
be possible to strengthen the terrestrial comparison.
The transformations between the station coordinat
systems and the unifying coordinate system were assume,
to be linear. The transformations included possible offset
of origins and possible rotations. In addition they includeJ
possible differences in scale. Scale differences can arise du,
:to differingtreatmentsof generalrelativisticcorrections.
_Inparticular,boththeCDPVLBI andDSNVLBIstation
setswereadjustedto thegeocentricmetricpreferredby
1ERS [25], while the LLR station locations are expressed
:with respect to a heliocentric metric [26]. Thus, the LLR
terrestrial frame is expected to be different in scale by
:about 1.5 x 10 -s.
]
In the fit, the coordinate vector of the ith station in the
jth station set (either LLR, DSN VLBI, or CDP VLBI)
- _ _.
X_ is given in terms of X_rcs, the coordinate vector in the
aanified coordinate system, by
._ = 7_ +(l+D_)Zbcs-R_ xXbcs + fie] (30)
where 2_ is the origin offset of coordinate system j, Dj is
the scale offset of coordinate system j, and/_j is the rota-
tion offset vector of the jth station set coordinate system.
:fie] is the measurement noise on the coordinate vector,
which was assumed to be independent for each Cartesian
component. The unified coordinate system was defined by
constraining 7_cDp, DCDP, and [_TDP to be zero.
Ground ties are measurements of the displacement be-
tween nearby sites, where "nearby" means that the dis-
tance between sites is short enough that the errors caused
by differences in orientation and scale between coordinate
systems are smaller then measurement errors. In this anal-
Tsis, ground ties were incorporated as measurements of
-differences between the coordinates of stations in the uni-
fied coordinate system. A tie /_ik between station i and
-station k was modeled as
f'* = 2bcs - Ybcs + y,k (31)
_¢here "_bcs and -_rcs are the station coordinates in the
_,anified system, and I7ik is the measurement noise, which
Was assumed to be independent for each Cartesian com-
ponent.
The estimation procedure used the ground ties and the
.Uartesian coordinates for each station location set to solve
_or the transformation parameters. Only diagonal errors
_vere used for coordinates and ties since full covariances
--_ere not available for each station set and ground tie. The
)tation locations and errors for the LLR solution are given
:n Table 1. The DSN VLBI solution station locations and
_rrors are given in Table 2, The station location and for-
hal errors for the CDP station locations used are given
n Table 4. Table 5 shows the ground ties used and their
assumed errors. A priori values for transformation param-
eters for the LLR and DSN VLBI frames were taken as
zero with a priori errors set to 100 km for the translation,
1.0 for the scale, and 1 radian for the rotation.
The transformation parameters estimated between the
CDP VLBI terrestrial system and the LLR and DSN VLBI
terrestrial systems are given in Table 6. Note that the ro-
tations for both LLR and DSN VLBI terrestrial systems
are smaller than 10-nrad. This indicates that each terres-
trial system is in agreement with the IERS system at the
10-nrad level. The origin of the DSN VLBI system, which
was set to agree with the IERS terrestrial reference sys-
t_-m ITRF88, is consistent with the CDP VLBI origin, con-
strained to the ITRF89 terrestrial system, at the few-cm
ievi_l, which is about the level of uncertainty of the DSN
VLBI station location determination. Unlike the VLBI
measurements, LLR data are sensitive to the geocenter.
The LLR translation offset at the 5- to 10-cm level thus
shows agreement of the determination of the geocenter for
the LLR and IERS systems at about the LLR uncertainty
level.
The overall fit had a X 2 per degree of freedom of ap-
proximately 0.7, indicating that station sets are well fit
by the seven-parameter transformation. The fit residuals
for the station locations and the ground ties are given in
Tables 7 and 8.
The rotation transformation parameters in Table 6 give
the rotation from the CDP terrestrial system to either the
LLR or DSN VLBI system. For the frame tie one needs
the rotation from the LLR terrestrial system to the DSN
VLBI system, which is given by
i 11 4-22
4=t=16
34- 7
nrad (32)
Vii. The Planetary-Radio Frame Tie
Comparisons of tile LLR and DSN VLBI nutation cor-
rections and UT1 series are presented in this section. In
accordance with the analysis in Section III, the planetary-
radio frame tie is then synthesized from the derived biases
between the LLR and DSN VLBI nutation and UT1 series,
and results that have been presented above.
A. Comparison of LLR and DSN VLBI Nutation
Corrections
Equation (27) shows that tile x and y components of
the frame tie rotation vector ,4, which correspond to an
offset between the planetary ephemeris and radio catalog
coordinate poles, are related to the bias between the LLR
and DSN VLBI nutation corrections. The DSN VLBI and
LLR corrections to the IAU nutation theory are compared
in Figs. 1 and 2, with Fig. 1 showing corrections to A_ and
Fig. 2 showing corrections to A¢ sin _. The points with er-
ror bars are the DSN VLBI estimates. They come in pairs,
one for each session in a back-to-back session pair. The
points with large errors in the late 1980s are the TEMPO
sessions. The solid lines represent the LLR nutation cor-
rections as given by Eq. (28). For ease of comparison, the
best-fit VLBI LLR offset has been added to each of the
LLR curves. The biases were found to be
6eVLBI- _CLLR ----" 5-4- 10 nrad
(6¢VLBI--5¢LLR)sine = --49 ± 10 nrad
(33)
The fits, which were performed by neglecting the errors
in the LLR corrections, resulted in formal bias errors near
l nrad. Correct treatment of the LLR nutation errors
is problematic. Wilfiams I Newhall, and Dickey [27] quote
separate uncertainties of l0 nrad for the 18.6-year nutation
amplitudes and 1.2 nrad/year for the precession in decli-
nation as measured by LLR. However, what matters here
is the accuracy of the total nutation correction at epochs
within the data span. This total should be better deter-
mined than any of its component parts. The errors given
in Eq. (33) reflect the authors' estimate of the uncertainty
of the LLR corrections.
B. Comparison of LLR and DSN VLBI UT1 Series
As was shown in Section III, the planetary-radio frame
tie in right ascension consists of two offsets. The first offset
is/?3, the difference in longitude origin of the two terres-
trial coordinate systems. The second offset arises from a
bias between the VLBI and LLR UT1 series and is consid-
ered here.
The DSN VLBI solutions for UT1 and polar motion
have already been presented in Table 3. Table 9 presents
those LLR measurements that occured near one of the
pairs of VLBI session pairs. In some instances no LLR
measurements occured near a session pair, and in others
several measurements occured. For the LLR reduction,
only UT0 was estimated. Table 9 shows the time a-=
date, estimated UT0-UTC and its error, the poiar moti:
angles xo and Yo assumed in the reduction, the sensitiv_
S_, and Su of UT0 to the polar motion angles, and the L_
station name.
A corrected value of UT0 for the LLR measuremen"
to include updated polar motion values, was modeled a
UT0_ = UTOLLR + [Sx(XLLn - x0)
+ Sy(YLLn - y0)]/n (3
where UTOLL/¢ is the value estimated in the LLR reducti(
by using polar motion values x0 and Y0, UT0_°;_ is tl
value that would result if the LLR reduction had us_
updated polar motion values XLLR and YLLR, and f_ is tl
mean rotation rate of the Earth. The updated LLR pol
motion angles were obtained from the DSN VLBI analys
with corrections given by Eq. (26):
ZLLR ---- ,TVLBI -F R2 , YLLR ---- YVLBI "F R1
where T,VLBI and YVLBI are the polar motion values fro!
the DSN VLBI fit interpolated to the time of the LL
measurement, and R1 and R_ are VLBI-LLR terrestri.
coordinate rotations about the x- and y-axis presented i
Section VI.
UT1 is given in terms of UT0 and polar motion by
UT1LLR = UT0_ - tan ¢ [XLLRSin A
+ YLLRCOSA]/f2 (35
where ¢ and A are the latitude and longitude of the LLI
station.
Using all DSN VLBI session pairs with coincident LLt
measurements, a least-squares fit was performed to esti
mate the bias, AUT1, between DSN VLBI and the LLI:
UT1, as defined by
UTILLR : UTlvLBI- AUT1 (36I_
where UTIvLBI is the DSN VLBI UT1 determination in.
terpolated to the time of the LLR measurement.
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=The least-squares fit using the LLR measurements for
all back-to-back DSN VLBI session pairs incorporated the
full six-by-six information matrix for the two sets of VLBI
UT/PM estimates in each back-to-back session pair. The
offset AUT1 was estimated, and the sensitivity of this es-
timate to the rotations R1 and R2 was calculated. The
: resulting offset measurements are shown in Fig. 3. The
weighted mean offset was found to be
UTlvLBI- UT1LLR = 0.22 -t- 0.12 msec (37)
: where the error given here includes the considered effect
of the errors in the rotations R1 and R_.
C. The Frame Tie
By returning to Eq. (27) and substituting the terrestrial
rotation, nutation, and UT1 biases given above, the follow-
ing estimate of the frame tie from the ephemeris DE200 to
the IERS celestial reference frame results:
+ 5+15
- 49 4- 15
- 19 4- 25
nrad (38)
-The errors from the comparison process include the nuta-
tion bias uncertainties (10 nrad), the UT bias uncertainty
_ (9 nrad), the R3 uncertainty (7 nrad), and the uncertainty
in the alignment of the radio source catalog with the IERS
celestial reference frame (5 nrad in each component). The
errors given in Eq. (38) include estimates of systematic er-
rors. Since many steps in the comparison procedure rely
on separate data reductions, each with correIated param-
eters, to derive formal errors would require combining full
covariance matrices, not all of which are available. The
_largest potential source of systematic error is thought to
lie in the comparison of the UT1 series where the number
of points included is small for a measurement known to be
-fairly noisy. In future work, more comparison points can
be obtained by including a more extensive VLBI data set.
=Other improvements could come from combining the LLR
=and VLBI information matrices [28], along with the full
covariance for the CDP station determination, to allow an
estimate of the errors including correlations of parameters.
However, the presented frame tie result is apparently the
most global and accurate determination yet available.
The frame tie result given in Eq. (38) represents the
rotation (and uncertainty) between the IERS radio source
frame and the reference frame determined by the tabu-
lated orbit of the Earth within the ephemeris DE200. The
orbit of the Earth is tabulated with respect to a pro-
jected dynamical equator and equinox for the year 2000
[20]. There is significant uncertainty in the determination
of the equinox of 2000 since it depends upon predictions
using estimated precession and nutation constants, which
are quantites that (aside from data reduction) do not af-
fect the orbits of the planets. The authors believe that
the physical content of the ephemeris can be referred to
the orbit of the Earth for the definition of the reference
system. The orbits of the other planets do not define dif-
ferent reference systems but can instead be referred to the
orbit of the Earth with an uncertainty characteristic of the
internal consistency of the ephemeris.
VIII. Comparison With Other Frame Tie
Determinations
Other methods of determining the radio-planetary
frame tie include VLBI observation of spacecraft at other
planets and comparison of positions of millisecond pul-
sars based on VLBI and timing measurements. The result
presented above in Eq. (38) can be compared with other
results by examining the offset in right ascension and decli-
nation in the part of the sky where the other measurements
exist.
There have been a number of VLBI observations of
spacecraft at other planets. A planetary orbiter, or a
spacecraft making a planetary encounter, has a position
determined with respect to the planet from the gravita-
tional signature on the spacecraft Doppler data. VLBI
measurements between the spacecraft and one or more an-
gularly nearby radio sources can be used to estimate the
radio source coordinates in the planetary reference frame.
Newhall, Preston, and Esposito [29] reported average right
ascension and declination offsets consistent with zero, with
uncertainty of 40-60 nrad, based on the the results of VLBI
measurements for the Viking and Pioneer Venus orbiters.
McElreath and Bhat [30] derived a position of the radio
source P 0202 + 14 in the planetary ephemeris frame from
observations of the Soviet Vega 1 and Vega 2 spacecraft as
they flew by Venus in 1985. The Vega measurements re-
sulted in right ascension and declination offsets consistent
with Eq. (38) within their errors of 50 nrad in each com-
ponent. In 1989, VLBI observations of the Soviet Phobos
spacecraft at Mars were made for frame tie determination
in nearly the same part of the sky as the Vega observa-
tions. Preliminary results of the Phobos data 4 are consis-
4B. A. l.Jjima and C. E. Hildebrand, personal communication, Jet
Propulsion Laboratory, Pasadena, California, 1991.
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tent with the results in Eq. (38) at the 1-sigma level. An
observation sequence for the Magellan spacecraft at Venus
is being pursued to extend the data set of VLBI spacecraft
observations.
Timing of millisecond pulsars gives positions with few-
nrad accuracy based on the orbit of the Earth [31]. VLBI
observations of these sources are difficult since the pulsars
are weak radio sources. Two groups 5,6 have made VLBI
observations of the pulsar PSR 1937+21. Preliminary re-
sults from one group 6 give right ascension and declination
offsets in agreement with Eq. (38) within their errors.
In the future more spacecraft VLBI measurements and
refinements of tile technique presented here, as well as re-
sults from other methods, should combine to produce a
consistent frame tie d_termination at the 5-nrad level. In
the meantime, the radio-planetary frame tie result pre-
sented here with 15-25 nrad accuracy is a useful reference
point.
IX. Application to Interplanetary Spacecraft
Navigation
In order to apply this (or any other) frame tie result
to spacecraft navigation with full accuracy, it will be nec-
essary to /lave well-defined standards for reference frame
definition. Guidelines for standards and implementation
are proposed below.
For orbit determination, UT and polar motion are usu-
ally read in from an external service and not adjusted (or
estimated) in the navigation process. The importance of
this external UTPM information in defining tile reference
frame for the spacecraft is often overIooked. The adop-
tion of a station set and an Earth orientation series essen-
tially defines a celestial reference frame that may be differ-
ent from the desired reference frame (often tile planetary
ephemeris reference frame). This inconsistency is most
important for interplanetary missions tracked mainly by
Doppler. In this case, the signature of the Earth on the
Doppler data is tied most strongly to a celestial reference
frame that is defined by the station set and Earth orienta-
tion series. _,,Vhen there are data directly sensitive to the
planetary ephemeris, such as range (which is sensitive to
the orbit of the Earth) or onboard optical data, there can
be a systematic discrepancy among the various data types
N. Barrel, personal commlmication, Harvard-Smithsonian Center
for Astrophysics, Cambridge, Massachusettes, April 9, 1991.
6 Ft. J. Dewey and D. L. Jones, "MillisecoHd Pulsar Frame Tie," JPL
IOM 335-6-91-006, (internal document) Jet Propulsion Laboratory,
Pasadena, Califonaia, April 17, 1991.
which will be resolved by the amount and weighting of the
data.
It is preferable to clearly define the reference frames -
in use rather than having them defined implicitly and/or
inconsistently. The most practical choice would be to
use the IERS definitions for station locations, Earth ori-
entation, and quasar locations while allowing the plane-
tary ephemeris to define its own reference system. Each
ephemeris would be related to the standard celestial co-
ordinate system by three rotation angles, such as those
given in Eq. (38). This choice of standards would sim-
plify matters by minimizing the number of parameters that
would vary from mission to mission or from ephemeris to
ephemeris. Each mission could use a standard station set,
Earth orientation series, and quasar catalog, regardless of
the ephemeris used. A priori values for the three rotation
angles could be adopted from an external determination
(such as reported in this work). If it is desired and the
necessary partials exist, corrections to the frame tie could
be estimated for a particular orbit determination analysis.
This work has utilized the high accuracy of terrestrial
station locations in determining the fr;_me tie. Geocen-
tric station locations have been determined with accuracy
better than 10 cm in all components. Each aspect of the
station location determination has been checked by in-
dependent data sets and reduction software. VLBI and
SLR each produce relative station locations with 2- to 3-
cm accuracy. SLR and LLR independently determine the
geocenter to 10-era accuracy or better. The time depen-
dence of the DSN station locations (i.e., plate motion) and
the rotation of the station locations into inertial space are
also well known. There is no reason that interplanetary
spacecraft navigation cannot take advantage of these high-
accuracy station locations.
X. Conclusion
A determination of the rotational offset between the
planetary ephemeris DE200 and the radio reference frame
has been presented based on a comparison of VLBI and
LLR Earth orientation measurements. Tile accuracy of
tile frame tie is about 25 nrad. The frame tie result is sub°
stantiated by comparison with determinations from other
techniques. The frame tie result is made possible by the :
ability to determine the location of DSN tracking stations
with accuracy better than 10 cm. The frame tie result,
combined with proper use of accurate station locations,
will enable more accurate interplanetary spacecraft navi-
gation.
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Table 1. Lunar Laser Ranging station coordinates.
Station No. z, m y, m z, m ax, m au, m az, m
McDonadd 107-in. 7206 -1330781.1660 -5328755.6310 3235697.6320 0.0300 0.0300 0.1000
McDonald MLRS • 0108 -1330120.9160 -5328532.2060 3236146.6410 0.0300 0.0300 O.1000
Haleakala 0210 -5466006.9080 -2404428.1360 2242188.5400 0.0300 0.0300 0.I000
Grasse 7845 4581692.2540 556195.8208 4389354.8430 0.0300 0.0300 0.1000
a MLRS = McDonald Laser Ranging System.
Table 2. DSN VLBI station coordinates,
Station No. x, m y, m z, m ax, m a_, m az, m
DSS 14 1514 -2353621.0830 -4641341.5930 3677052.3000 0.0312 0.0318 0.0315
DSS 43 1543 -4460894.4630 2682361.6260 -3674748.7600 0.0341 0.0311 0.0317
DSS 63 1563 4849092.7130 -360180.6860 4115108.9730 0.0324 0.0320 0.0338
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Table 3. VLBI nutetlon, polar motion, and UT1 estimates.
Mean date Time
m8.$
UT1-
a(Ae), At/,, a(A¢), UTC, a(UT1-UTC)
mas mas mas ms
n_
m_kq
_(_),
m_
,,(y),
m,_a
Dec. 20, 1979
Dec. 21, 1979
Jan. 25, 1980
Jan. 27, 1980
Feb. 14, 1980
Feb. 14, 1980
Feb. 23, 1980
Feb. 24, 1980
Dec. 8, 1981
Dec. 9, 1981
May 20, 1983
May 22, 1983
Nov. 18, 1983
Nov. 19, 1983
Dec. 17, 1983
Dec. 18, 1983
Mar. 24, 1984
Mar. 25, 1984
May 12, 1984
May 13, 1984
Jul. 14, 1984
Jul. 15, 1984
Sep. 28, 1985
Sep. 29, 1985
Mar. 22, 1986
Mar. 23, 1986
Apr. 19, 1986
Apr. 20, 1986
Jun. 28, 1986
Jun. 29, 1986
Apr. 18, 1987
Apr. 19, 1987
May 9, 1987
May 10, 1987
Jan. 9, 1988
Jan. 10, 1988
Oct. 1, 1988
Oct. 1, 1988
13:39:24
16:56:57
23:37:29
14:44:25
05:02:33
22:04:27
18:32:42
12:47:20
16:03:38
09:45:29
20:10:50
09:05:59
10:55:03
10:09:52
11:12:20
10:00:46
22:55:12
22:O1:27
12:02:11
04:09:50
14:44:35
14:23:34
18:08:45
20:52:30
23:46:10
07:44:37
12:47:01
12:31:53
19:00:33
20:51:35
22:17:11
15:30:21
09:49:51
19:22:27
10:59:49
02:56:59
18:10:17
22:20:34
0.64
0.50
0.87
1.01
- 1.36
- 1.34
0.52
0.95
2.91
2.51
0.03
0.08
2.79
2.56
4.67
5.33
0.50
0.82
-1.19
-- 1.00
0.48
0.70
-0.04
0.61
4.09
4.23
1.86
2.01
1,53
1.69
3,61
3.52
--0.61
-0.77
3.36
3.48
-- 0.03
0.04
0.48 2.40 1.56 -324.83 0.16
1.05 1,55 2.85 -327.65 0.17
2.32 2.46 3.44 583.53 0.15
2.47 1.52 3.42 579.54 0.18
0.96 1.86 2.57 539.85 0.09
1.16 1.59 2.71 538.03 0.15
0.56 4.32 1.94 514:35 0.15
1.09 5.24 3.09 512.45 0.12
1.26 10.70 5.28 69.45 0.15
1.03 10.33 5.01 67.72 0.17
0.24 --0.29 0.55 --164.44 0.10
0.54 --3.42 1.54 --168.12 0.06
0.49 --7.94 1.71 489.12 0.14
0.51 -6.53 1.49 486.73 0.09
0.63 --1.79 1.38 427.56 0.09
0.55 -5.61 1.39 425.85 0.13
0.56 --0.86 1.29 255.08 0.08
0.25 --1.16 0.64 253.06 0.11
0.74 0.02 1.72 161.00 0.10
1.13 -0.49 2.88 159.83 0.18
0.83 -7.05 1.55 90.22 0.10
0.91 --8.32 1.58 89.50 0.13
0.78 --14.46 2.03 472.50 0.09
0.55 --13.42 1.30 470.64 0.13
3.35 --8.31 8.91 200.13 0.18
3.36 --8.77 9.00 199.71 0.22
3.74 --2.03 9.58 155.94 0.23
3.86 -1.91 9.78 154,45 0.21
1.04 --4.07 2.74 75.10 0.12
0.52 --4.15 1.49 74.39 0.14
3.45 -8.79 10.87 --305.34 0.25
3.50 --9.08 11.15 --306.40 0.27
0.64 --2.26 1.3I --336.87 0.12
0.52 --2.81 1.22 -338.75 0.07
1.62 --8.73 6.99 353.65 0.20
1.71 --9.15 7.12 352.66 0.12
2.81 --16.21 7.11 24.15 0.11
2.93 --15.88 7.14 24.03 0.18
150.16
150.18
123.28
120.90
83.77
82.80
73.39
72.80
--110.76
--110.51
143.35
150.14
19.05
14.88
--89.02
--92.03
-- 225.02
-- 223.82
--84.21
--81.94
175.04
179.03
213.43
214.63
-16.50
-17.15
-69.80
--71.56
--70.61
--69.09
74.90
73.98
54.37
52.68
- 5.78
-4.69
9.17
8.41
2.23
2.22
2.55
2.56
1.61
1.71
2.16
2.14
2.15
2.18
1.19
1.00
1.28
1.09
1.10
1.27
1.04
1.21
1.34
1.52
1.19
1.34
1.30
1.43
4.73
4.70
4.69
4.69
1.96
1.97
3.73
3.77
1.26
1.06
3.61
3.65
4.63
4.60
273.76
271.91
214.17
211.90
189.25
188.50
184.22
183.70
324.21
325.74
542.34
539.78
19.99
20.67
59.67
61.98
389.58
393.11
540.76
541.95
520.60
518.19
411.71
408.48
125.40
125.81
173.06
174.99
319.24
321.68
206.40
206.10
203.11
202.90
423.26
423.58
131.47
131.58
0.77
1.20
2.69
2.52
1.50
1.23
0.78
1.20
2.01
1.80
0.42
0.96
0.81
1.18
1.15
0.76
1.07
0.63
1.60
1.37
1.24
0.89
1.06
0.60
3.62
3.52
4.26
4.36
1.16
0.72
5.54
5.46
0.82
1.18
2.19
2.31
2.45
2.33
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Table 4. CDP VLBI station coordinates.
Station No. x, ra y_ rn z, m ax, in ay, m az, m
DSS 13 1513 -2351128.9948 -4655477.0834 3660956.8432 0.0027 0.0053 0.0047
DSS 45 1645 -4460935.0547 2682765.7891 -3674381.6368 0.0195 0.0130 0.0117
HalealcMa 7120 -5465998.3924 -2404408.5665 2242228.4099 0.0142 0.0074 0.0071
DSS 65 1665 4849336.7823 -360488.9205 4114748.5369 0.0125 0.0049 0.0132
Grasse 7605 4581697.8187 556125.6265 4389351.2470 0.0067 0.0026 0.0075
DSS 15 1615 -2353538.6234 -4641649.5275 3676669.9431 0.0044 0.0088 0.0075
McDonald 7850 -1330008.0136 -5328391.5430 3236502.6372 0.0028 0.0102 0.0063
Table 5. Ground tie vectors.
Site From To x, m y, m z, m a_, m ay, m az, m
McDonald a 7206 7086 655.9005 229.0262 452.6222 0.0100 0.0100 0.0100
McDonald b 7086 0108 4.3560 -5.6310 -3.5570 0.0100 0.0100 0.0100
McDonald a 7086 7850 117.2017 135.0819 352.4838 0.0100 0.0100 0.0100
Haleakala c 7210 0210 -0.4830 -0.2120 1.0030 0.0100 0.01130 0.01(30
Haleakala a 7120 7210 -8.0140 -19.4100 -40.9270 0.0100 0.0100 0.0100
Grasse _ 7835 7845 0.5780 36.4730 -4.4390 0.0100 0.0100 0.0100
Grasse d 7605 7835 --6.0150 33.7350 8.1020 0.0100 0.0100 0.0100
Goldstone e 1513 1514 -2492.0800 14135.5350 16095.4150 0.0100 0.0100 0.0100
Go]dstone e 1513 1615 -2409.6220 13827.5670 15713.0940 0.0200 0.0200 0.0210
Madrid e 1665 1563 -244.1140 308.2930 360.3200 0.0200 0.0200 0.0200
Canberra e 1645 1543 40.6580 -404.1520 -367.1850 0.0100 0.0100 0.0100
Crustal Dynamics Project Site Catalog, Goddard Space Fright Center, Greenbelt, Maryland,
May, 1989.
b T. M. Sager and J. L. Long, internal memorandum, Bendix Aerospace Corporation, Columbia,
Maryland, April 11, 1985.
c L. S. Baker, internal memorandum, National Geodetic Survey, Rockville, Maryland, October
24, 1975.
d C. Boucher, personal communication, Institut Geophysique, St. Mande, France, April 1990.
e C. S. Jacobs, personal communication, Jet Propulsion Laboratory, Pasadena, California, De-
cember 1989.
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Table 6. Transformation parameters from CDP VLBI coordinate system to DSN or
LLR system.
System T1 ,cm T2 ,cm T3,cm D(10 -9) R1, nrad R2, nrad R3, nrad
DSN -0.74-2.3 -2.4+2.3 6.64-2.3 5.54-3.5 -5.24- 4.9 -0.54- 4.6 -1.5ac5.0
LLR -8.04-6.2 -3.24-7.7 4.34-8.0 -9.84-4.4 6.04-21.5 -4.14-15.0 1.84-5.3
Table 7. Input coordinate residuals.
Site System No. x, mm y, mm z, mm
Goldstone DSN 1514 3.2 25.1 -18.9
Canberra D SN 1543 - 20.2 - 11.6 0.4
Madrid DSN 1563 14.7 - 13.1 21.3
McDonald LLR 7206 10.3 - 30.5 51.1
McDonald LLR 0108 4.5 -3.7 -4.5
Haleakala LLR 0210 2.2 29.5 -3.2
Grasse LLR 7845 - 17.1 4.7 -43.4
DSS 13 CDP 1513 0.1 0.0 0.2
DSS 45 CDP 1645 6.6 2.0 -0.1
Haleakala CDP 7120 - 0.5 - 1.8 0.0
DSS 65 CDP 1665 -2.2 0.3 -3.3
Grasse CDP 7605 0.8 0.0 0.2
DSS 15 CDP 1615 -0.3 -1.8 0.7
McDonald CDP 7850 -0.1 4.0 -0.2
=
Table 8. Ground tie residuals.
Site From To x, mm y, mm z, mm
McDonald 7206 7086 1.1 -3.4 0.5
McDonald 7086 0108 -0.5 0.4 0.0
McDonald 7086 7850 1.6 -3.8 0.5
Haleakala 7210 0210 -0.2 -3.3 0.0
Haleakala 7120 7210 -0.2 -3.3 0.0
Grasse 7835 7845 1.9 -0.5 0.4
Grasse 7605 7835 1.9 -0.5 0.4
Goldstone 1513 1514 -0.3 -2.5 1.9
Goldstone 1513 1615 6.2 9.3 -5.3
Madrid 1665 1663 -5.6 5.1 -7.5
Canberra. 1645 1543 1.7 1.2 0.0
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Table 9. Lunar Laser Ranging estimated UTO.
UTo- UTO-
Date Time UTC UTC x, y, Sx, S_,
m_ m_ m_/mas mas/mas
ras a, ms
Jan. 26, 1980 03:16:19 573.695 0.304 114.042 213.383 -0.03837 0.15363
Jan. 27, 1980 01:00:23 571.010 0.589 112.599 212.143 0.04666 -0.18683
Jan. 28, 1980 04:02:20 569.085 0.449 110.804 210.599 0.00398 -0.01595
Feb. 24, 1980 02:54:08 506.952 0.469 67.877 181.884 -0.03957 0.15844
Feb. 25, 1980 02:28:28 503.540 0.350 66.969 181.103 0.00981 -0.03928
Dec. 8, 1981 05:42:44 71.082 0.424 -115.685 324.240 -0.07837 0.31382
Dec. 9, 1981 06:09:18 66.559 0.457 -115.550 326.493 -0.05714 0.22880
Dec. 10, 1981 04:41:58 65.207 0.266 -115.426 328.571 -0.00842 0.03371
Nov. 17, 1983 04:12:40 489.83 0.367 20.977 16.719 0.00295 -0.01182
Dec. 17, 1983 05:01:36 430.525 0.598 --92.780 57.207 --0.00951 0.03808
May 11, 1984 23:23:32 193.926 0.355 -88.808 536.713 0.62278 -0.07560
Jul. 16, 1984 08:37:45 78.004 0.698 178.951 513.587 0.01670 -0.06688
Max. 22 l 1986 02:13:30 200.782 0.221 -19.178 124.652 0.07114 -0.28499
Mar. 23, 1986 03:01:29 199.584 0.117 -21.201 125.789 0.04375 -0.17528
Apr. 18, 1986 20:10:57 167.546 0.151 -71.066 170.577 0.27160 -0.03297
Apr. 19, 1986 03:47:27 157.666 0.132 --71.532 171.207 -0.03970 0.15902
Apr. 19, 1986 20:58:15 165.807 0.230 -72.629 172.553 0.26490 -0.03216
Jun. 29, 1986 14:19:11 65.176 0.253 -74.057 319.475 0.26536 -0.11673
Apr. 19, 1987 14:36:20 313.090 0.385 74.779 204.107 0.10398 -0.04574
Apr. 20, 1987 15:02:45 313.976 0.283 73.923 203.901 0.14778 -0.06501
May 8, 1987 03:57:04 339.732 0.148 55.129 200.679 -0.04213 0.16879
May 8, 1987 08:39:43 341.488 0.094 54.920 200.634 -0.13585 0.05976
May 9, 1987 04:27:15 341.479 0.084 53.998 200.431 -0.04549 0.18223
May 9, 1987 09:11:16 343.184 0.286 53.742 200.368 -0.19244 0.08465
May 10, 1987 04:54:11 343.459 0.101 52.672 200.107 -0.02686 0.10761
Jan. 9, 1988 14:34:02 342.844 0.088 -7.259 420.476 0.01294 -0.00569
Oct. 1, 1988 13:02:10 19.006 0.121 9.764 129.043 0.26353 -0.11592
Oct. 2, 1988 13:55:35 18.314 0.093 6.340 129.105 0.27412 -0.12058
MLRS = McDonald Laser Ranging System.
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McDonald
McDonald
McDonald
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21
TDA Progress Report 42-109 May 15, 199;
N92-29366 !
Occultation of a Compact Radio Source by Venus
R. Linfield
Tracking Systems and Applications Section
An occultation of the compact radio source P 0507+ 17 by Venus on July 19, 1988,
was observed in Tidbinbilla, Australia at a frequency of 2.3 Gttz. The purpose of
this observation was to measure the position of Venus in the radio reference frame.
When data from both ingress (Venus dayside) and egress (Venus nigbtside) were
used to solve for the position of Venus in ecliptic longitude and latitude, the results
were consistent with zero offsets from the nominal values, with an uncertainty of
approximately 0.2 arcsec in both coordinates. By using the nightside data alone, a
value of-0.026 4-0.04 arcsec was obtained for the linear combination AA + 0.51Aft,
where AA and A/Y were the offsets from their nominal values of the ecliptic longitude
and latitude of Venus.
Distortion of a vacuum Fresnel fringe pattern by the Venus troposphere, and
especially by the Venus ionosphere, was observed. The dayside ionosphere of Venus
caused very large distortions; the amplitude of the first Fresnel fringe in the ingress
data was eight times larger than had been expected for an airless planet. The
observed fringe patterns were modeled by using plausible ionospheres (i.e., .consis-
tent with spacecraft measurements of the Venus ionosphere and with solar extreme
ultraviolet flux and solar wind pressure measurements at the occultation epoch).
ttowever, the range of Venus ionospheric profiles (electron density as a function
of altitude) allowed by a priori constraints and by the occultation data was large
(e.g., the ionopause height on the dayside was uncertain by a factor of two). This
ionospheric uncertainty (particularly on the dayside) translated into a large posi-
tion uncertainty (0.2 arcsec for the dayside and 0.04 arcsec for the nightside). If it
had been possible to calibrate the Venus ionosphere by some external means, the
accuracy in AA and Aft would have been 0.01 arcsec or better.
I. Introduction
Very long baseline interferometry (VLBI) observations
of compact extragalactic radio sources have established a
stable, inertial reference frame (the radio reference frame),
with source positions known to approximately 1 mas [1,2].
The planetary reference frame is defined by the orbits of
the Moon and the planets. These orbits are known to
a variable accuracy (relative to the orbit of the Earth),
ranging from 5 mas for Mars to 500 mas for Pluto [3]. The
orientation of the orbit of the Earth relative to the radio
reference frame is known to 5-10 mas [4]; the positions of
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the planets in the radio frame will have errors at least that
large. Furthermore, due to modeling uncertainties, such
as unknown asteroid masses [5], the planetary reference
frame has an unknown net rotation rate. The errors of
the planetary orbits in the radio frame are therefore time-
variable.
Accurate measurements of the positions of planets rel-
ative to compact radio sources would allow the planetary
orbits to be calculated in the stable radio reference frame.
= The orbits determined in that frame would allow improved
studies of solar system dynamics. In addition, improved
knowledge of the positions of the planets in the radio frame
would lead to better navigation of planetary spacecraft.
VLBI observations can locate the position of a spacecraft
on the sky in the radio frame [6]. The current accuracy of
such measurements is in the 1- to 10-mas range. For most
navigation purposes, the position of a spacecraft relative
to a planet or natural satellite is needed. Determining
the relationship between the planetary and radio refer-
ence frames would have immediate benefits for spacecraft
navigation.
The epoch and duration of an occultation of a compact
radio source by a solar system object are sensitive to the
location of that object in the radio frame. The epoch of
the midpoint of occultation (specifically, the mean of the
epoch of geometric ingress and egress) is the time when
that solar system object and the radio source have the
same position along the direction of motion of the object
(approximately the ecliptic longitude). The duration of
the occultation determines their relative position perpen-
dicular to the direction of motion (i.e., approximately the
"ecliptic latitude).
The Moon sweeps out a solid angle on the sky, which
grows at a rapid rate (approximately 3 square degrees per
day as seen from any given point on the Earth, or 30 square
degrees per day when integrated over the surface of the
Earth), and it therefore frequently occults strong compact
radio sources. Lunar occultations were used extensively in
the 1960s to measure the structure and positions of celes-
" tial radio sources [7,8]. However, the topography of the
lunar surface introduces variations as large as 3 arcsec in
the limb of the Moon. These variations are known to an
accuracy of approximately 0.2 arcsec [9]. Astrometric mea-
surements from lunar occultations (e.g., a measurement of
3C 273 [10]) are limited to this accuracy.
Planetary occultations are much less sensitive than lu-
nar occultations to errors from topography because planets
are so much farther from the Earth than the Moon. The
-potential astrometric accuracy is therefore better. How-
ever, because planets subtend a much smaller angular di-
anaeter than the Moon and move more slowly on the sky,
they sweep across a much smaller solid angle of sky per
unit time than does the Moon (e.g., this rate of solid an-
gle coverage is a factor of approximately 3000 smaller for
Mercury and Venus than for the Moon) and occult many
fewer strong radio sources.
II. The Occultation of P 0507+17 by Venus:
Event Parameters and Observations
The search for planetary occultation events has been
described elsewhere [l 1]. It is briefly summarized here.
The JPL Planetary Ephemeris DE200 [12] was used to
search through several catalogs of compact radio sources
to identify planetary occultation events. The radio source
catalogs that were searched include the JPL Astromet-
tic VLBI Catalog [1], a catalog of compact sources within
10 deg of the ecliptic [13], and the Very Large Array (VLA)
Calibrator Catalog. The period from January 1, 1988, to
January 1, 2000, was searched.
Based on the strength of the occulted radio source and
the sensitivity of radio telescopes in the occultation region
on the Earth, the most favorable event discovered in this
search (by a substantial margin) was an occultation of P
0507+17 by Venus on July 19, 1988. The region on the
Earth where this event was visible was quite restricted:
southeastern Australia, New Zealand, and a portion of
tile South Pacific Ocean extending eastward to 110 deg W
longitude. Outside this region, one or both of the fol-
lowing constraints were violated. The first constraint was
that Venus must be above the horizon at the time of the
event, as seen from a gi_'en location on the Earth. The sec-
ond constraint was that this location on the Earth must
pass inside the umbra (i.e., the source must pass inside the
limb of Venus). The finite distance between the Earth and
Venus makes the relative position of Venus and a back-
ground radio source a function of location on the Earth.
For the Earth-Venus distance at the time of this occulta-
tion, the position of Venus on the sky varied by 38 arcsec
across the surface of the Earth.
There were two large radio telescopes within the occul-
tation region: a 64-m diameter antenna at Parkes, Aus-
tralia (operated by the Commonwealth Scientific and In-
dustrial Research Organization) and a 70-m diameter an-
tenna (DSS 43) in Tidbinbilla, Australia (operated by the
JPL Deep Space Network). Due to a minimum elevation
limit of 30 deg for this antenna, the Parkes antenna could
not observe this event, but the event was observed with
DSS 43. Parameters of this event, as seen from Tidbin-
biila, are given in Table 1.
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Total power measurements were made in two channels
of 12-MHz bandwidth (BW) each, centered at 2272 and
2284 MHz. The integration time for each measurement
was 0.050 sec. The data for the 2284-MHz channel are
shown in Figs. l(a) and (b), for ingress and egress, respec-
tively. The observing frequency was chosen to maximize
the ratio of the flux density of P 0507+17 to the flux den-
sity of Venus. At 8.4 GHz (the other observing frequency
band available at DSS 43), that ratio was lower by a factor
of 12. When combined with the smaller primary antenna
beamwidth at the higher frequency (which causes time-
dependent pointing errors to be more serious), the ratio
of time variations in the total system temperature (due
to causes other than the occultation) to the antenna tem-
perature of P 0507+i7 Was expecte d to be much larger at
8.4 GHz than at 2.3 GItz. As an example, if the mean di-
rection of antenna poihting were correct, drifts of 10 arcsec
would cause system temperature variations of ,-_0.6 K at
8.4 GHz, but only _0.003 K at 2.3 GIIz. If the mean direc-
tion of antenna pointing were offset from the source direc-
tion, the system temperature variations would be larger at
both frequencies. The antenna temperature of P 0507+ 17
was approximately 0.8 K at both frequencies. The total
system temperature (including Venus and P 0507+17) was
approximately 36 K at 2.3 GHz.
The BW was chosen as a trade-off between maximiz-
ing the signal-to-noise ratio (SNR), which argued for high
BW, and minimizing the attenuation of high-order Fresnel
fringes (discussed in the next section), which argued for a
small BW. The final astrometric accuracy was not limited
by either SNR or attenuation of high-order Fresnel fringes.
The weather at Tidbinbilla at the time of the occul-
tation was changing rapidly. During ingress, mostly clear
weather resulted in a stable system temperature. The data
shown in Fig. 1(a) have not been modified, tlowever, dur-
ing egress, heavy clouds caused large, nonlinear system-
temperature drifts. Polynomials of system temperature
versus time were fit to the midpoints of the fringes in the
raw data (i.e., halfway between maxima and minima) and
subtracted to give the results plotted in Fig. l(b). Two
quartic polynomials, one for each half of the time span in
Fig. l(b), were used. Because of concern that this poly-
nomial system temperature subtraction process had intro-
duced errors into the measured epochs of fringe maxima
and minima, the following test was performed: A cubic
polynomial was added to the curve plotted in Fig. l(b).
This polynomial was zero at both ends of tile data span,
with a peak-peak span of 1 K in between [larger, by a
factor >i0, than any expected deviation of the true light
curve from Fig. l(b)]. The changes in the epochs of the fit-
ted fi'inge maxima and minima resulting from the addition
of this cubic polynomial had a mean value of 0.06 sec, with
a standard deviation of 0.10 sec. The mean time offset of
0.06 sec corresponded to an offset in ecliptic longitude of
0.001 arcsec.
III. Occultation Theory
The theory for lunar occultations of celestial radio-
sources has been well developed [14,8]. Fresnel diffrac--
tion theory (e.g., [15]) expresses the received power as an-
integral across the two-dimensional impact plane (geome-
try shown in Fig. 2). For the case where the curvature of-
the limb can be neglected (a good approximation for lu-
nar occultations), the received monochromatic flux density
I(p, v) at frequency u for an impact parameter p is
S(p,.)
_ I_(u) du dvcos{7 (u-¢)2+v 22 oo
+----_-- du i dvsin{_[(u ¢)2+Q]
O)
The parameters u and v are normalized coordinates
(Fresnel units) in the impact plane: u = zx/_/cd and
v = yv'_/ed, where z and y are physical displacements
(in the impact plane) perpendicular and parallel to the
limb, respectively; e is the velocity of light; d is the dis-
tance from the Earth antenna to the impact, plane; and ¢
is the impact parameter, in Fresnel units (¢ = p_).
The phase term (r/2)[(u - ¢)_ + v 2] in the sine and cosine
functions is the excess geometric path length (in radians)
from that point in the impact plane to tile Earth antenna, i
relative to tile length of the most direct ray path. The
monochromatic flux density as p ---, ec is Ion(v) (i.e., the
total unobscured flux density of tile occulted source). The
limits of integration can be changed to take into account
the curvature of the limb.
For the case of negligible curvature of the limb and no
atmosphere on the occulting object, the identity
L _ (2) L _ (2) 1cos x 2 dz = sin x 2 dz = -_
can be used to simplify Eq. (1).
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]2
where C(¢) and S(¢) are the standard Fresnel integrals:
]0¢C(¢) -= cos z 2 dz
S(¢)-Lesin(2x2)dz
Equation (2) represents the vacuum Fresnel light curve for
a point source. For an observed lunar occultation of a very
compact source, the observed light curve can be fitted to
a vacuum Fresnel light curve with two source coordinates
as adjustable parameters. For a resolved source, the one-
dimensional brightness distribution (integrated along the
direction parallel to the limb of the Moon) can be derived
from the light curve [14].
For an occultation by a planet with an atmosphere, the
calculation of the intensity at the Earth becomes more
complex. The integration in Eq. (1) assumes a constant
amplitude and phase across the impact plane, but an at-
mosphere will, in general, modify both the amplitude and
the phase of an incoming wave front. A thin screen in the
impact plane, which changes the phase and the amplitude
of the incoming radiation, can be incorporated into the
expression for I(p, v)
s(v,-)
[/o /?I_(v) du dv A(u, v)2 oo
× cos 7 [(u - ¢)2 + .2] + ¢(u, v)
+ _ du dv A(u, v)
× sin 7 [(u - ¢)2 + v2]+ ¢(u, v) (a)
where A(u, v) and ¢(u, v) are the amplitude and phase of
the screen at the location (u, v) in the impact plane. The
normalization of A(u, v) is such that A(u,v) = 1 in the
absence of a screen.
Note that because the conversion from physical coordi-
nates to Fresnel units is a function of v, the intensity at a
given physical impact parameter p will depend on v, inde-
pendent of any spectral variations in the source. The ob-
served flux I(p) for a bandpass response with shape B(v)
is
oo
I(p) = I(p, v)B(v)dv (4)
The fringe amplitude exhibited by I(p) will be less than
the monochromatic fringe amplitude, due to imperfect co-
herence (i.e., nonzero phase spread) across the passband.
As p increases, the fringes at the ends of the passband
get increasingly out of phase, and the fringe amplitude is
damped more severely.
The attenuation factor for this data set (0.5-percent
fractional bandwidth) reached 0.59 for the highest ob-
served fringe (no. 83) on the ingress light curve and 0.94
for the highest observed fringe (no. 31) on the egress light
curve, These attenuation factors were calculated by inte-
grating I(p,v) across the passband (assumed to be rect-
angular) for one each of the best-fitting ingress and egress
light curves. The attenuation factor is defined as the
ratio of fringe amplitude for the actual bandpass to the
monochromatic fringe amplitude.
The distance between P 0507+17 and Venus was --_10 is
times larger than the Earth-Venus distance. Therefore,
the path length from P 0507+17 was essentially constant
across the impact plane. The geometric phase terms in the
Fresnel integrals, (7r/2) [(u - ¢)2 + v2], were determined
entirely by the Earth-Venus distance.
For an occultation of a spacecraft that is either in or-
bit about Venus or making a close flyby, a very different
situation occurs. In this case the path length from the
spacecraft to different locations in the impact plane varies
dramatically. This variation is so large that only a very
small region in the impact plane contributes to the Fresnel
integrals, and geometric optics are a good approximation.
This use of geometric optics, combined with tracking the
frequency of the spacecraft carrier signal (Doppler shifts
due to changing refraction angles can be measured), allows
spacecraft occultation light curves to be inverted [16]. The
variation of refractivity N IN -- (n - 1), where n is the in-
dex of refraction] with altitude is thereby obtained. Dual-
frequency observations of spacecraft occultations allow a
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separation of the refractivity of tile neutral and ionized at-
mosphere, and permit a determination of electron density
as a function of altitude.
Reflection of radio waves occurs only for electron den-
sities large enough that the plasma frequency is compa-
rable to the frequency of radiation. The maximum elec-
tron density in the dayside ionosphere of Venus is typi-
cally 5 - 10 x 10Sere -3 [17], giving a plasma frequency of
_10 MHz, far below the 2.3-GIIz observation frequency
used for this experiment. Absorption at 2.3 GIIz in the
Venus atmosphere is significant at altitudes of 55 km and
lower [18]. Absorption can be incorporated into Eq. (3) by
using a value of A(u, v) less than 1.0.
Refraction in the atmosphere is more of a problem. A
low-refractivity atmosphere, in which ray paths experience
very little lateral displacement (i.e., shift in position per-
pendicular to their original direction of propagation) dur-
ing their passage, can be treated as a thin screen. The
ionosphere of Venus (maximum displacement of 2.3-GIIz
ray paths of _5 m) fulfills this criterion. IIowever, the
neutral atmosphere of Venus causes large displacements of
radio waves. Below 35 km altitude, the radial refractiv-
ity gradient becomes so large that entering radio waves do
not escape [19]. Ray paths that pass within a few kilome-
ters of this altitude are displaced by tens or hundreds of
kilometers in the impact plane before emerging from the
troposphere.
In order to incorporate these large tropospheric effects
into the Presnel integrals, a hybrid geometric/physical op-
tics approach was used. Geometric ray-tracing calcula-
tions were made for the Venus troposphere for a one-
dimensional grid of impact parameter p: 47-110 km in
20-m increments (rays entering with an impact parameter
less than 47 km are refracted inside the 35-km boundary
and ultimately reach the surface of the planet). The ray
tracing was performed from the point of entry into the
troposphere (chosen as 110 km altitude, where the refrac-
tivity is less than 10-7), past the true impact plane, to a
shifted impact plane, (i.e., closer to the Earth in the oc-
cultation geometry and outside the Venus atmosphere for
nearly all ray path@ A sample displaced impact plane is
shown in Fig. 2(a). Two separate ray-tracing runs, with
impact plane shifts of 1000 and 4000 km were performed.
Altitude profiles of refractivity [20] and the 2.3-GHz ab-
sorption coefficient [18] were used in these ray tracings.
The amplitude on this shifted impact plane was less
than the amplitude on the true impact plane due to two
effects. The first was absorption in the troposphere; the
amplitude reduction due to this effect was e-_(P), where
r(p) was the integrated optical depth for a ray with impa,
parameter p. The second effect was refractive amplitu(
loss. Because the refractivity of the Venus troposphel
increases with depth, rays that were parallel when the
entered the troposphere diverged. In particular, the set
aration Ax' in the shifted impact plane was greater tha
the difference Ap in impact parameters, diluting the r_
diation (i.e., reducing its amplitude). The refractive an
plitude loss was dp/dz', and this factor was multiplied b
the absorptive amplitude loss e-'(p) to give the amplitud
A at location x _ in the shifted impact plane. The "scree
phase" ¢ for use in Eq. (3) was the excess phase for thz
ray path: the difference between its actual phase and th
phase it would have had at the shifted impact plane i
the absence of an atmosphere. This phase was the sum (
a dielectric term f 2_ru(n - 1)ds/c and a geometric ter_
f 27ru(sec 0- 1)ds/c, where u is the frequency of radiatio
(2.3 GIIz) and 0 is the angle between the ray path at tha
point and its initial direction. Both integrals were calcu
lated over the entire path length from the entry into th
troposphere until the arrival at the shifted impact plan(
(Note that the dielectric term remained constant after th
ray exited from the troposphere.) The exit angle fron
the troposphere was also calculated in order to allow th
ionospheric contribution to be added later.
For sufficiently small impact parameters (p < 53 kn
and p < 47.4 km for impact plane shifts of 1000 km an(
4000 kin, respectively), the ray paths had not emerge(
from the troposphere when they reached the shifted impac
plane. Ray tracing for these ray paths continued until the3
exited from the troposphere. The following procedure war
used to derive values of amplitude A and phase ¢ to use
in the Fresnel integrals for these impact parameters. The
value of A was the product of the refractive and absorp-
tive losses at the shifted impact plane. The value of ¢ was
the excess phase (the sum of the geometric and dielectri(
integrals) at the shifted impact plane, with one extra tern:
added. This extra term was the dielectric integral from
the shifted impact plane until exit from the troposphere
(i.e., the integrated refractivity encountered by that ray
after the shifted impact plane). As discussed below, use of
1000- and 4000-km shifts in the impact plane gave negligi-
ble differences in the theoretical occultation light curves.
Therefore, it is believed that this hybrid geometric and
physical optics approach was adequate.
IV. Data Reduction and Modeling
The analysis of the occultation data fell into three gen-
eral tasks. The first task was to calculate I(p) in the pres-
ence of the atmosphere of Venus. The second task was to
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determine p(t, A_, Aft), where t represents time and A_
and A/3 represent the Venus ephemeris/radio frame off-
sets in ecliptic longitude and ecliptic latitude. The third
task was to combine these results to obtain a frame tie.
The first task is described in Subsections IV.A-IV.D. The
numerical integration technique is described in Subsection
IV.A. The properties of the Venus ionosphere are sum-
marized in Subsection IV.B. Modeling of the Venus iono-
sphere at the occultation epoch, by using the occultation
data, is presented in Subsection IV.C. The Venus tropo-
sphere and its effect on the occultation data are described
in Subsection IV.D. Subsection IV.E describes the calcula-
tion of p(t, A)_, Aft). The third task (solving for the frame
tie) is presented in Section V.
A. Numerical Integrations
Equation (3) was used to calculate I(p,u), and the
bandpass attenuation factor (see Section III) was used to
• convert I(p, u) to I(p). The sine and cosine expressions
were factored so that the integration over v was a function
i of u but not of _b.
j0 [(u ,b) +,,q ++(u,,,)}
du J-c,o
-jo<_dusin{_(u-_D) _}
xi_+_dvA(u,v)sin{;vZ+_b(u,v)}
7
An integration over v was then performed for a grid of
1000-2000 u values. A Simpson's rule numerical integra-
tion was used. The integration step size was chosen by
performing trial runs in which the step size was reduced
until the results converged. The numerical integration was
truncated at _b = 5 or at the ionopause, whichever was
higher. Analytic expressions for large arguments (>5) of
the Presnel integrals [21] were then used to complete the
2ntegrations. This procedure reduced the calculation of I
;o a one-dimensional numerical integration for each value
)f _b.
The values of A(u, v) and _b(u, v) in Eq. (3) were de-
termined by the Venus troposphere and ionosphere. With
negligible absorption or ray path displacement by tile iono-
sphere, A(u,v) was a function only of the troposphere.
The ray-tracing results described above were used to spec-
ify A(u, v) on the shifted impact plane. Due to refraction
in the troposphere, A(u, v) did not drop abruptly to zero at
the physical limb of Venus, but instead remained positive
(with decreasing magnitude) for a considerable distance
"inside" the limb. For impact parameters small enough
that the ray paths entered the troposphere, _(u, v) was the
sum of three terms. The first was tile contribution from
the ionosphere due to entry with the impact parameter p
(the value of p corresponding to a given u and v was ob-
tained from the troposphere ray tracing). The second was
the contribution from the troposphere, and the third was
the contribution from the ionosphere due to an exit from
the troposphere at an angle derived from ray tracing. For
larger impact parameters, ga(u, v) was derived solely from
the ionosphere.
B. General Properties of the Venus Ionosphere
Both A(u, v) and _b(u, v) were entirely determined by p,
the variation of the refractivity N with altitude h in the
troposphere, and the variation of electron number density
n_ with altitude in the ionosphere (n_ was assumed to be a
function only of h, although that function was very differ-
ent on the dayside and nightside of Venus). The function
N(h) was assumed to be known and not time variable,
although two modified N(h) functions were briefly exam-
ined (discussed below). The function n,(h) has been mea-
sured many times from spacecraft occultations (e.g., [22]).
It is known to depend strongly upon time and upon the
solar zenith angle (SZA) on Venus (the SZA is the angle
between the zenith and the Sun, as seen from a given loca-
tion on Venus). Due to the very slow rotation of Venus, the
dependence of n_(h) on the solar hour angle (other than
that predicted from the SZA dependence) is very weak
[23]. There were no spacecraft occultation measurements
at or near the epoch of the P 0507+17 event, so little
more than statistical information on the ionosphere was
available. The SZA's on Venus at the points of geometric
occultation were 58 deg at ingress and 122 deg at egress.
Typical integrated electron densities for "horizontal" lines
of sight through the-ionosphere (i.e., those which do not
intersect the planet) are --_2-5 x 1013cm -2 for 58-deg SZA
and _l-2x 1012cm -_ for 122-deg SZA, which corresponds
to 10-30 and 0.5-1.0 cycles of phase at 2.3 Gttz, respec-
tively. The effect of the day ionosphere on 2.3-GHz radio
waves is therefore much larger than that of the night iono-
sphere, as is very evident by comparing Figs. l(a) and
l(b).
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As is the case for the ionosphere of the Earth, the Venus
ionosphere is strongly time variable. The time scale for
large variations of the night ionosphere is at least as short
as 24 hours, and perhaps as short as 1 hour [24]. The night-
side ionosphere has a peak electron density that is typically
around 15,000 cm -3, with variations of a factor >2 in ei-
ther direction [25]. These variations are weakly correlated
with solar wind pressure and almost uncorrelated with so-
lar extreme ultraviolet (EUV) flux. The ionopause height
varies from 200 to over 3500 km. The height of maximum
electron density is remarkably constant: 142.2 -1-4.1 km
[26]. Transport of energetic ions from the dayside is be-
lieved to drive the night ionosphere [27]; this process is
highly dynamic.
The dayside ionosphere is less variable than that of the
nightside. Kliore and Mullin showed that the peak elec-
tron density can be predicted from the SZA and the solar
EUV flux, with a scatter of only approximately 5 percent
[28]. They found that the altitude of the peak electron
density is 140 4-2 km. Brace et al. [29] have studied the
height of the dayside ionopause. The ionopause height
varies inversely with solar wind pressure. Itowever, the
scatter is large, especially at large SZA (>50 deg) and low
solar wind pressure (<3 × I0 -s dynes/cm_).
C. Modeling of the Venus Ionosphere by Using
the Occultation Data
At the epoch of the P 0507+17 occultation, measure-
ments from tile Pioneer Venus Orbiter s]_acecraft gave a
solar EUV flux of 1.12 x 1022 photons/era /sec and a solar
wind pressure of 1.6 × 10 -s dynes/era2.1 Using the results
from [28] and [29], the predicted maximum n¢ at an SZA of
58 deg was 3.85 × 105 cm -3, with an uncertainty of 2 x 104
to 3× t04 cm -3. The predicted ionopause height at an SZA
of 58 deg was 950 km, w[tli an uncertainty of 400-500 kin.
Tile a priori model for the dayside ionosphere used these
values, along with the functional shape for n_(h) shown in
[23]. The a priori uncertainties in the uightside ionosphere
were so large that large ranges in ionospheric parameters
were examined in the modeling. Once ne(h) was speci-
fied, the contribution of ¢(u, v) from the ionosphere was
calculated by a numerical integration perpendicular to the
impact plane, for a grid of 1000-2000 p values.
These a priori ionospheric n,(h) profiles were then ad-
justed in order to optimize the agreement between the
model and the fl'inge amplitudes of the observed light
1 L, Brace, personal communication, Goddard Space Flight Center,
Greenbelt, Maryland, 1991.
curves. Initially, the agreement between the model and
the observed light curve was judged visually. After an ap-
proximate fit was achieved, a numerical agreement factor
was used to fine-tune the models. The absolute antenna
temperature was difficult to determine from the observa-
tions due to weather-induced system temperature varia-:
tions. Therefore, peak-peak fringe amplitudes were used
to guide the modeling process. The weather-induced sys-
tem temperature variations were substantially slower than
the fringe frequency, so that the peak-peak amplitudes
appeared to be nearly unaffected. The amplitudes at the
fringe peaks were determined with parabolic fits to the
peak regions. This procedure effectively discarded data
away from the vicinity of the peaks. The SNR was de-
graded as a result, but still contributed negligibly to the
final frame tie uncertainty. The amplitudes between most
pairs of adjacent peaks could be well represented by a si-
nusoid, so that very little information was lost by saving
only the peak amplitudes and their epochs.
The numerical integration yielded I for a grid of p.
Parabolic fits to the fringe maxima and minima from these
integrations gave values of I and p at the peaks. The X _
agreement between the model and observed light curves
was not used to adjust the models. The errors in the
observed peak-peak dayside amplitudes, especially in the
lowest order fringes, were much smaller than the disagree-:
ment between the model and observed amplitudes. The
X _ agreement would have been dominated by the model-
ing error on the largest two or three fringes. Instead, an
agreement factor AF was used, which gave less weight to
the largest fringes:
( arnpobs - ampmod) 2AF
Z....¢
i arnP°bs
In this equation ampob_ and ampmoa represent the ob--
served and model (i.e., calculated) peak-peak fringe ampli-
tudes. These fringe amplitudes are expressed as fractions:
of the total source antenna temperature (i.e., when the
source is not near Venus on the sky), and therefore they
are dimensionless. The sum in AF was performed over the
peaks of all the observed fringes (83 on the dayside or 31 on
the nightside, where one fringe is defined to include both a
maxinmm and a minimum). In the sum, both peak-peak
combiuations were included (i.e., the differences between a
mininmm and both adjacent maxima were included). This
dual sum was performed to help drive the model dayside
light curve toward the observed ingress curve. The values
of ampmod were derived fi'om I(p) curves and were there-
fore independent of AA and Aft. Only the epochs of the
fringes depended on these two offsets.
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The optimum weighting scheme for calculating the
agreement factor depended on the detailed nature of the
ionospheric n_(h) profile errors, which were unknown. It
also depended on the manner in which these n_(h) errors
projected into the values of amp,nod, which was highly non-
linear. An alternate agreement factor AF,,I_ was therefore
also calculated by using a different weighting scheme:
AFatt =" E (ampob, - ampm°d)22
i amPobs
AF and AF,_lt gave similar results as to which of two model
light curves was a better fit to the data, although AF gave
greater weight to the strongest fringes than did AF,,u. The
process of model adjustment (described below) used AF.
1. Egress: Night Ionosphere of Venus. For
the night ionosphere, simple models were used. The
primary ionospheric component was modeled with seven
parameters: hmin_ ne .... hpeak, ne_, h2, I, and hma x
(hmi_ < he_k < h2 <_ hm_,). In this model, n_ = 0
for h <£ hmin, ne = ne_,_ at h -- hpeak , and ne = ne_
at h = h_. Linear interpolation was used for the elec-
tron density in the region hmin < h < h2 (i.e., the elec-
tron density rose linearly from zero to a peak value at
h = hp_ak and then fell linearly to a value n_ at h = h_).
For h2 < h < hrnax, ne = ne, e -(h-h2)/t. For h > hmax,
n_ = 0. For all models, ne_ < 0.3n_,,.. A second com-
ponent, with a peak electron density <10 percent of that
of the primary component, consisted of only four param-
eters, as hm_, was constrained to equal h2, with n¢_ = 0.
For the primary component hpeak was chosen as 142 km
(the mean value observed from spacecraft occultations) for
most models. The second component was located at an al-
titude well above the main peak of the second component
[i.e., brain(2) > h_(1)+ 50 kin, where h,,_i,(2) was the
value of hmin for component 2 and h2(1) was the value of
h2 for component 1]. Varying the ten parameters [other
than hp_ok(1)] produced several model ionospheres which
all fit the observed amplitudes equally well. The quali-
tative agreement with the observed light curve was quite
good (Fig. 3), but there were differences in detail. Iono-
spheric models with hp_k for the primary component of
147 and 152 km produced equally good fits. The observed
egress light curve does not appear to constrain this param-
eter.
: 2. Ingress: Day Ionosphere of Venus. None
_ of these eleven-parameter ionosphere models gave even a
qualitative agreement with the observed ingress (dayside)
light curve, so a more complex ionosphere model was used.
In this model, a table of electron densities ne, at 20-30 al-
titudes was used, with a cubic spline interpolation in the
value of ne between these altitudes. For both types of
models (the simple nightside model and the spline dayside
model) the fitting process was automated. The parame-
ters (the ten parameters other than hp_k for the night-
side, or the 20-30 n_, values for the dayside) were ad-
justed one at a time through a series of 2-6 values relative
to the nominal value (e.g., -5 percent, -1 percent, +1
percent, and +5 percent) and the agreement factor was
calculated each time. If any of these adjusted values re-
duced the agreement factor AF, the nominal value for that
parameter was then changed. Typically, this process was
repeated for 5-10 loops through the complete set of pa-
rameters. The calculation of the light curve (which was
needed in order to calculate AF) for one set of parame-
ters required approximately six minutes of CPU time on
a SUN 4/390 computer. This strongly limited the pos-
sible ways of adjusting parameters and precluded a full
least-squares solution. The fit to the dayside curve could
probably have been improved if multiple n_, values had
been adjusted simultaneously. The large spread in frame-
tie offsets among models which all fit the observed light
curves fairly well suggests that an improved fitting proce-
dure would not have significantly improved the frame-tic
result.
For most fits, hp_ak (the altitude of maximum he) was
fixed at 140 km, although two fits each were run with hp_k
of 135 and 144 km. The value of n_,,., was constrained
to lie within 3 x 104cm -3 of 3.85 x 10%m -3. The ma-
jor differences among different models were the ionopause
height (a range of 500-1300 kin) and the value of n_ at the
ionopause (a range of 2 x 103 to 104cm-3). A good (but
not excellent) fit to the observed dayside light curve was
obtained for several combinations of the two parameters.
As for the nightside modeling, the quality of the fit did
not depend on hp_c,k (at least within the range of values
that are consistent with spacecraft measurements of this
parameter). Two of the best fits are shown in Fig. 4.
The structure of the ingress light curve shortly before
the flux density dropped to zero was complex. Some mod-
els of the daysidc ionosphere yielded one or more fringes
in the region with amplitude much smaller than that of
any observed fringe. When matching fringes between the
model and observed light curves in order to calculate AN,
any fringes among the first ten with an amplitude less than
20 percent of the total flux density [I_(u)] were ignored
(this limit is equal to 0.16 K in antenna temperature).
Such fringes are indicated with small arrows in Fig. 4.
These fringes are believed to be due to insufficiencies in
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the model, probably as a result of a limited set of param- to allow significant constraints on the troposphere froJ
eters, this occultation data set.
D. The Venus Troposphere
For both the dayside and nightside model fitting, the
sensitivity to troposphere changes was studied. Replac-
ing the entire region of the troposphere below 80 km al-
titude with an opaque absorber [i.e., setting A(u,v) in
Eq. (3) to zero] did not change the results at all. Be-
low 80 km altitude, the tropospheric phase contribution
changed so rapidly with the impact parameter that con-
tributions from adjacent regions canceled nearly perfectly.
Using the opaque absorber in the analysis reduced or elim-
inated two sources of uncertainty from the overall model-
ing procedure. First, uncertainties in the absorption co-
efficient were unimportant because measurable absorption
occurs only below 55 km. Second, concerns about the ac-
curacy of the hybrid geometric/physical optics approach
to the troposphere were greatly reduced. Above 80 km
altitude, the deflections of ray paths passing through the
troposphere are small (100 m at 80 km, 10 m at 90 kin).
The deviations of the fully modeled troposphere from that
of a phase screen approach were negligible.
Above approximately 85 km altitude, the refractivity
of the troposphere is poorly known [20]. The refractivity
at these altitudes is so low that the Doppler shift of a
carrier signal during spacecraft occultations is too small to
measure accurately. IIowever, the integrated phase of the
troposphere was sufficiently large in this region to affect
the occultation light curve of P 0507+17.
A nominal troposphere for light-curve modeling [in the
form of a polynomial log(N(h)), where N(h) was the re-
fractivity as a function of altitude] was adopted from [20].
In addition, two alternate troposphere polynomials were
each used for one additional model of both the dayside
and nightside light curves. These two alternate polynomi-
als were chosen to reflect the range of possible errors in
the nominal curve. Table 2 lists refractivity values from
these three polynomials.
The effect of these alternate troposphere models was
small. Small adjustments in the ionosphere parameters
(much smaller than their a priori uncertainties) brought
the agreement factor down to nearly the same value as for
the nominal troposphere. For the nightside ionosphere, the
nominal and the thin tropospheres gave better fits (20-40
percent lower AF) than did the thick troposphere. For
the dayside ionosphere, all three tropospheres gave equally
good fits. The uncertainty in the ionosphere was too large
The magnitude of the effects of the different arm(
spheric components is illustrated by their effective angule
shift in the position of Venus. This shift in the light cur_
was approximately 0.25 arcsec for the night ionospher_
approximately 0.8 arcsec for the day ionosphere, and aF
proximately 0.3 arcsec for the troposphere. Of these thre(
the tropospheric shift was the most accurately known.
E. Impact Parameter as a Function of Both Time am
Frame-Tie Offsets
The calculation of the impact parameter p as a func
tion of time and frame-tie offsets required knowledge o
the orbits of the Earth and Venus, and of the Earth'
rotation. The Planetary Ephemeris DE200 was used t(
calculate the relative geocentric positions of Venus an(
P 0507+17 for zero frame-tie offset. Because both DE20{
and the JPL Astrometric Catalog are expressed in J2000
no precession corrections were needed. Because P 0507+1:
and Venus were very close together on the sky, no aber
ration corrections were needed, ltowever, a general rela
tivistic correction was needed due to the bending of ra_
paths in the solar potential from P 0.507+17 to \"enu:
(from Venus to the Earth, ray paths from Venus ant
from P 0507+17 were deflected by the same amount, sc
that no further shift in the relative position of Venus anc
P 0507+17 occurred). The magnitude of this correctiol
was 4.07 mas/[dtan (w/2)] = 8.8 mas. IIe_re d is the dis-
tance in astronomical units between Venus and the SuE
and w is the angle between the Sun and P 0507+17, a.,
seen from Venus. The direction of this bending lay en-
tirely in ecliptic longitude (in the sense that the apparent
position of P 0507+17 was shifted to lower longitudes).
The topocentric parallax (i.e., the shift in the appar-
ent relative positions of P 0507+17 and Venus relative to
their geocentric positions) was 19.6 arcsec cos el, where el
represented the elevation of the two objects as seen from
DSS 43. It was therefore necessary to know the Earth's
orientation and rotation and the station position to a frac-
tional accuracy better than 5 x 10 -5 (320 meters or i01
arcsec) to ensure an error of < 1 mas in the parallax cor-
rection. The station vector was preeessed from coordinates
of date to J2000.
The impact parameter p was calculated for every 1 sec
of time during the ingress and egress intervals displayed in-
Fig. 1. These calculations were performed for several small
frame-tie offsets AA and A_, in addition to AA = A_ = 0.
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Polynomial fits to the tabulated difference in impact pa-
rameters for different frame-tie offsets gave Op/OA,k(t) and
Op/OAfl(t), where t represents time.
For frame-tie offsets that are small as compared with
the angular size of Venus, the change ATN:L in epoch of a
Fresne] fringe (maximum: + or minimum: -) was
ATN_: -----
Op A),+ Op A3
OAA -_
Op
Ot
OTN:_ OTN.
- + (5)
All derivatives in gq. (5) were evaluated at AA = Aft = 0
and t = TN+ or _ = TN. The expressions for OTNi/OA)_
and OTN:L/OAfl for both ingress and egress are given in
Table 3. Note that OTN:t/OAA was nearly independent
of time, because the path of Venus on the sky was nearly
along the ecliptic.
There were a large number of measured fringe maxima
or minima (166 during ingress and 62 during egress). It
was possible to perform a least-squares solution for both
A,_ and Aft from any subset of two or more residual val-
ues ATzv+ -- Tiv+ob ..... _ -- TN+_oa_,. However, the result-
ing values of zXfl and A,k were highly correlated for time
spans shorter than a few hundred seconds. When resid-
uals from both ingress and egress were used together in
_one fit, the correlation between Aft and AA was much
lower. In particular, if data from both ingress and egress
were used and distributed roughly symmetrically in time
about the occultation midpoint, the correlation dropped
to nearly zero. For such a data set, Aft was determined
by the event duration and AA was determined by its mean
epoch.
" V. Frame-Tie Results
Residual values AT from the two best-fitting models
for each of the day and night ionospheres are given in
Table 4. Labels of "A" and "B" for the day ionosphere
: models and "1" and "2" for the night ionosphere mod-
els are used for later reference. All four of these models
used the nominal Venus troposphere. The values of AT
are given at intervals of 50 sac, with respect to the refer-
ence epochs listed in Table 3 (these reference epochs were
- within five seconds of the times of geometric occultation
-for AA = Aft = 0). By using epochs from ingress and
egress of t = 4-150 sec and 4-200 sac, a symmetrical solu-
tion set was obtained. These four epochs were therefore
used to make least-squares frame-tie estimates, in which
time residuals at all four epochs were given equal weight.
The results are given in Table 5.
There is a large scatter among the four entries in Ta-
ble 5. The mean values from these four solutions are
AA = +0.03 arcsec and zXfl = +0.09 arcsec, wit.h stan-
dard deviations of 0.11 arcsec for both parameters. These
standard deviations are clearly only a very crude eslimate
of the true error. The range of allowed solutions includes
AA = Aft = 0, with an error of approximatoly 0.2 arcsec.
The scatter in AA and Aft was dominated by uncer-
tainty in the dayside ionosphere. By using egress data
alone (this is equivalent to giving very low weight to the
ingress data), a more accurate result was obtained. Be-
cause zX), and Aft were highly correlated for solutions using
just the egress data, a linear combination was used. The
combination A_ + 0.51Aft was chosen because 0TN+/0A,_
and 0.51 (OTN±/OAfl) were equal at the midpoint epoch
(+150 see) of the egress data set. A l¢_ast-squares solu-
tion for AA + 0.51Aft from the two sets of night residuals
given in Table 4 yielded -0.026 4-0.030 arcsee. As tbis es-
timate was based on only two model ionospheres, a more
conservative error of 0.040 arcsec was adopted.
Model fits with the thin or thick troposphere models
gave residual times AT that differed from nominal tro-
posphere results by approximately 1 see for ingress and
<0.5 see for egress. If it had been possible to somehow
calibrate the Venus ionosphere, the errors in the frame-tie
offsets due to tropospheric uncertainty would have been at
least as small as those calculated for the night ionosphere
(i.e., _<0.01 arcsec, equivalent to 0.5 see).
VI. Conclusions
"Light curves" of 2.3 GItz from both ingress and egress
were obtained for the occultation of P 0507+17 by Venus.
By comparing model light curves with the observed light
curves for both ingress and egress, the frame-tie offsets
AA and Aft (ecliptic longitude and latitude) were deter-
mined. The shape and strength of the Venus ionosphere
were constrained by a priori information and by the re-
quirement that the observed and model light curves have
the same shape. Despite these constraints, uncertainty in
the Venus ionosphere was the dominant error source for the
frame-tie measurement. The next-largest error was due to
uncertainty in the upper troposphere (altitude >85 kin) of
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Venus;thecontributionfromthiserrorsourcewasapprox-
imatelyafactorof 10smallerthanthat fromionospheric
uncertainty.
Thesolutionfor both AA and Aft gave results consis-
tent with zero offsets, but with an error of approximately
0.2 arcsec. Using the egress (nightside) light curve alone
(i.e., discarding data with large systematic errors) yielded
higher accuracy for a linear combination of AA and A_:
AA + 0.51Aft = -0.026 -l- 0.04 arcsec. Techniques other
than occultations promise higher accuracy. VLBI observa-
tions of the Magellan spacecraft, now in orbit about Venus,
have been performed, and are expected to yield a frame-
tie accuracy of better than 0.01arcsec. 2 Radio occultations
would appear to have useful astrometric potential only for
planetary bodies with negligible ionospheres.
2 C. Hildebrand, personal communication, Jet Propulsion Labora-
tory, Pasadena, California, 1991.
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Table 1. Parameters of July 19, 1988, occultation by Venus
as seen from Tidbinbilla, Australia.
Paranleter Value
P 0507+17 position
Right ascension, J2000
Declination, J2000
Flux density of P 0507+17
2.3 GHz
8.4 GHz
Flux density of Venus
2.3 GHz
8.4 GHz
Approximate midpoint of occultation
Approximate duration of occultation
Elevation of Venus at midpoint
Angle between Venus and the Sun
(as seen from the Earth)
Distance from Earth to Venus
Angular diameter of Venus
Angular velocity of Venus
05 10 02.3691
18 00 41.581
1.o Jy
1.0 Jy
2.4 Jy
30 Jy
UT 19:58
19 min
18 deg
40 deg
67.5 x 106 km
37 arcsec
1.21 arcsec/min
Table 2. Troposphere refractivity values used in
light-curve modeling.
Altitude,
km
logl0N
Nominal Thin Thick
80 --5,4 --5.4 --5.4
85 --6.0 --6.0 --6.0
90 --6.6 --6.9 --6.4
95 --7.1 --8.0 --6.6
100 --7.7 --9.1 --6.8
105 --8.2 --10.1 --7.1
110 --8.8 --10.8 --7.4
Table 3. Dependence of lrlnge epochs upon frame-tie offsets.
Constan.t Linear Quadralic
Quasltity coefficient coefficient coefficient
Ingress OTN+/OA_ - 48.4 +0.003
Ingress OTNi/OAi3 --71.7 --0.12,t --2.1 X 10 -4
Egress OTN4_/OA.k -53.4 +0.002
Egress OTN±/OAfl +67.2 --0.121 +2.0 × 10 -4
Note: Reference times for the polynonaials are 19:48:50 for ingwess
and 20:07:42 for egress. Ulfits for Lx), aad A/3 are arcseconds,
and units for TN are seconds.
Table 4. Fringe epoch residuals for the best-fitting models.
Model -150 sec -200 sec -250 sec -300 sec
Day A -18 sec -14 sec -14.5 sec -16 sec
Day B + 7sec 0 sec - 5.5 sec - 9sec
Model +100 sec +150 sec +200 sec
Night 1 -1.3 sec +1 sec +1.3 sec
Night 2 +4.4 sec +4.8 sec +4.6 sec
Table 5. Frame-tie offsets.
Model combination A A, arcsec A/3, arcsec
A1 +0.14 +0.16
A2 +0.10 +0.19
]31 -0.04 -0.02
B2 -0.08 -0.01
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Fig. 1. Observed light curves for the occultation of P 0507+17 by Venus. The data were taken
with the 70-m DSN antenna at Tidb[nbilla, at a frequency of 2.3 GHz: (a) ingress light curve
(dayside of Venus) and (b) egress light curve (nightside of Venus).
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Fig. 2. Geometry for occultation calculations for (a) the observer-
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grals) in the impact plane, and a sample displaced impact plane
(discussed in the text). (b) The two-dimensional impact plane.
Both u and v represent the coefficients (in Fresnel units) of the
integration element, and _ represents the impact parameter.
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A Nanoradian Differential VLBI Tracking Demonstration
R. N. Treuhaft and S. r. Lowe
Tracking Systems and Applications Section
The shift due to Jovian gravitational deflection in the apparent angular position
of the radio source P 0201-4-113 was measured with very long baseline interferometry
(VLBI) to demonstrate a differential angular tracking technique with nanoradian
accuracy. The raypath of the radio source P 02014-113 passed within 1 mrad of
Jupiter (approximately I0 Jovian radii) on March 21, I988. Its angular position
was measured I0 times over 4 hours on that date, with a similar measurement set
on April 2, 1988, to track the differential angular gravitational deflection of the
raypath. According to genera] relativity, the expected gravitational bend of the
raypath averaged over the duration of the March experiment was approximately
1.45 nrad projected onto the two California Austrafia basefines over which it was
measured. Measurement accuracies on the order of 0.78 nrad were obtained for
each of the ten differential measurements. The X 2 per degree of freedom of the data
for the hypothesis of general relativity was 0.6, which suggests that the modeled
dominant errors due to system noise and tropospheric fluctuations fully accounted
for the scatter in the measured angular deflections. The )_.2 per degree of freedom
for the hypothesis of no gravitational deflection by Jupiter was 4. I, which rejects the
no-deflection hypothesis with greater than 99.999-percent confidence. The system
noise contributed about 0.34 nrad per combh_ed-baseline differential measurement
and tropospheric fluctuations contributed about 0.70 nrad. Unmodeled errors were
assessed, which could potentially increase the 0.78-nrad error by about 8 percent.
The above )_2 values, which result from the full accounting of erroE% suggest that
the nanoradian gravitational deflection signature was successfully tracked.
I. Introduction
This article describes the first demonstration of a multi-
source, wide-field very long baseline interferometry (VLBI)
tracking technique, with temporally differential accuracies
on tile order of 1 nrad. In the standard mode of space-
craft angular tracking, called Delta Differential One-Way
Ranging (ADOR), the VLBI delays from a target space-
craft and one reference radio source are differenced in order
to cancel common mode errors. An extension of this tech-
nique to include observations of multiple reference sources
along with that of the target was proposed to improve on
ADOR performance [1]. As compared with typical ADOR
errors of 10-30 nrad, the multiple source, or "local ref-
erence frame," approach yields 1-nrad performance; the:
demonstration reported here was the first test of the mul-
4o
tiple source approach. The sensitivity of the DSN, coupled
with wide recorded and spanned bandwidths for the VLBI
data, enables a single angular determination with the mul-
tisource observation strategy in approximately the same
amount of time (approximately 30 minutes) required for
a single ADOR measurement with the narrow-bandwidth
operational system.
In this demonstration, a natural source rather than a
spacecraft was used as the target. In the first phase of
demonstrating advanced angular tracking techniques, nat-
ural radio sources have frequently been used as targets
instead of spacecraft [2,3]. The principal reasons for using
natural sources are that (1) they exist in sufficient num-
ber and strength that a variety of target-reference source
geometries are available at any time and (2) their "trajec-
tories" are well known. In most natural source demonstra-
tions, the goal is to see how closely a stationary target can
be tracked. In this demonstration, the goal was to track
the angular shift of the target source, resulting from plan-
etary gravitational deflection, between two epochs. The
angular position of the radio source P 020!+113 was mea-
sured ten times during each of two VLBI sessions, on
March 21, 1988, and April 2, 1988. According to general
relativity, the proximity of the target's raypath to Jupiter
(1 mrad, or 10 Jovian radii), on March 21, 1988, produced
an average gravitational deflection of about 1.45 nrad. On
April 2, 1988, the raypath passed within about 3 degrees
of Jupiter, which produced an expected deflection of less
than 0.10 nrad, and the same observation schedule was
repeated to attempt to track the differential gravitational
signature. This differential signature was equivalent, for
example, to a spacecraft motion of about 1 km at Jupiter
between the March and April sessions. It has been shown,
for example [4], that tracking at this level on approach to
Jupiter would improve the determination of time of arrival
and altitude above Io for Galileo.
During the period of mutual visibility (about 4 hours),
the near-occultation event was observed ten times over
two California-Australia (approximately 10,600-kin) DSN
baselines, with DSS 13, DSS 15, and DSS 43. Along
with the target source, P 0201+113, several other sources
were observed to estimate parameters characterizing clock,
Earth rotation, and tropospheric effects [1]. Because the
session-to-session differences in the angular positions of
P 0201+113 were inferred from the VLB! data, the results
were largely insensitive to stationary radio source position
or structure uncertainties. The results were also largely
insensitive to any other error source, such as antenna de-
formation, which is a function of antenna position, and
therefore repeats with the same sidereal schedule. Details
of the experimental procedure are presented in Section II
following a description of high-precision astrometric VLBI
tracking below.
In astrometric VLBI tracking measurements, the angu-
lar position shift of a radio source from its expected or a
priori value is inferred from the residual geometric delay)
The geometric delay is the difference between the arrival
times, at each station of a baseline, of an electromagnetic
wavefront from a radio source, which can be either a space-
craft or natural radio source. In this article, the geomet-
ric delay is defined to be positive if the wavefront arrives
at Station 2 later than Station 1. The residual geomet-
ric delay for a single observation, Avg, is defined here to
mean the delay due only to a shift Asp of the apparent
source coordinate from its expected value, projected onto
the baseline. The quantities Asp and Av 9 are related by
(see, for example, [1]):
Asp = eAz'9 (1)
where Bp is the projection of the baseline onto the plane
of the sky and c is the speed of light. The baseline vector,
of which Bp is a component, points from Station 1 to Sta-
tion 2. In the absence of measurement or modeling errors,
Asp includes contributions from gravitational deflections
induced by masses close to the raypath, and from radio
source position and structure uncertainties. For spacecraft
measurements, Asp also contains position departures from
those given by a priori trajectories. In this analysis, solar
deflection has been modeled in the a priori estimates of the
geometric delay. The gravitational deflection signatures
contributing to Arg, and therefore to Asp, are due only
to Jupiter. The accuracy of the solar deflection modeling
will be discussed in Subsection V.B. Special relativistic ef-
fects have also been modeled. In the differences between
Asp determined from two sessions at the same sidereal
time, stationary position and structure errors largely can-
cel, while the changes in gravitational signatures between
the two sessions remain. In this natural source demonstra-
tion, the differences in gravitational signatures between
the March and April sessions mimic unmodeled differen-
tial spacecraft motion. The set of measured differences in
Asp are the final result of this demonstration. It will be
shown below that these differences, _Asp, arise primarily
from (1) the difference in the strength of Jovian gravita-
tional deflection between the two sessions and (2) modeled
stochastic errors.
1 The term residualused throughout this article means the difference
between the measured value of a quantity and an a priori estimate.
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According to general relativity, the contribution to the
terrestrially measured Arg due to the curvature of space-
time around a spherically symmetric body of mass M is
approximately
Arg,_t - c3 lnr2+v.2 'k (2)
where G is the gravitational constant equal to 6.67 x 10 -s
cm3/gm.s _, _ is the vector pointing from the center of the
gravitating body to the ith station of the baseline, and _:
is the unit vector pointing from the center of the gravitat-
ing body to the radio source. A term which differentially
cancels between two observations at equal sidereal times
has been dropped. This term, which compensates for the
coordinate time of flight increment due to the body's field
at tile Earth (e.g., [5,6]), is less than one picosecond for
Jupiter, even without differential cancellation.
In the next section, the experimental approach and de-
tails will be given. Sections III and IV describe the anal-
ysis procedures and tile results, respectively. Section V
enumerates unmodeled error sources, and Section VI con-
tains conclusions and future directions.
II. Experimental Approach
A. The Local Reference Frame VLBI Technique
In the local reference frame technique, the residual geo-
metric delay of a target radio source is inferred from VLBI
observations of the target and several reference sources.
For the target observation, the measured residual delay
between the two antennas, At, contains the desired geo-
metric contribution, Arg, along with other unwanted delay
effects caused by errors in clock, Earth rotation, and tro-
posphere characterizations. The basic idea of the VLBI
technique used here is, for each of the target observations
in a single experiment, to first separate the Arg component
of Ar from other contributions to the measured target in-
terferometric delay. From the set of Arg's, a set of appar-
ent angular deflections, Asp'S, are inferred, as indicated by
Eq. (1). This procedure is then repeated for a later exper-
iment and the Asp determinations at equal sidereal times
are differenced to form the final result, a set of differential
apparent positions, 6Asp's. In order to understand the
extraction of the target residual geometric delay from the
measured residual delay, the latter is expressed in terms
of the residual geometric delay and other residual delays
due to the effects mentioned above:
AT =At a + Ar_poch
+ ATrate + ATrotl + mTrot2
+ Artropl + Artrop2 + ¢ (3
In Eq. (3), Ar_poch and Ar_ate are the delay errors associ
ated with offsets in the clock epochs and rates between th
two stations of the VLBI baseline. Delay errors due to un
calibrated Earth rotations about each of two axes orthog
onal to the baseline are represented by Ar_o_l and Arrot2
The errors due to static tropospheric delays at each statiol
are represented by Artropl and Art_op2 for Station 1 an(
Station 2, respectively. The quantity c represents all othe
errors not explicitly included. Associating one paramete:
with each explicit term in Eq. (3) means that a minimurr
of seven observations, one target and six reference scans
are needed to estimate all indicated error parameters a_
well as the actual source shift. An expression similar tc
Eq. (3) can be written for each reference source scan, wit[
Arg equal to zero. The geocentric delays are set to zero an-
ticipating that stationary reference radio source positior
and structure uncertainties, which can each be as larg_
as 5 nrad [7,8], will have identical contributions to ref-
erence residual geometric delays at corresponding epoch_
for each session. As with target observations, solar deflec-
tion effects have been modeled and removed from reference
source delays (see Subsection V.B). By using Eq. (3) and
the analogous equations for the reference source observa-
tions, the target Arg is extracted from the measured target
and reference Ar's. As noted above, repeating the obser-
vation sequence in a later session enables the extraction of
6Args_t , the change in relativistic delay between observa-
tion sessions. This is actually accomplished by differencing
Asp determinations extracted for the target during each
session. An equation analogous to Eq. (3) can be written
for the residual delay rates [1]. The temporally differen-
tial local reference frame technique can be regarded as an
extension of the technique used to measure gravitational
bending in [9] with one important distinction: Spatially
differential observation errors are parameterized in terms
of explicit physical effects (e.g., Earth rotation), as op-
posed to a parameterization linear in arc length separa-
tions on the sky.
B. Experimental Details
As indicated by Eq. (3), multiple reference sources were
used to estimate systematic delay effects for each of two
experiments. The near-occultation event was observed
from March 20, 1988, 23:30 UT, to March 21, 1988, 03:28
UT, and the entire observing schedule was repeated from'
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April 2, 1988, 22:39 UT to April 3, 1988, 02:37 UT. The
Mark III VLBI data acquisition system [10] was operated
at each station in mode A, which entails receiving and
recording data from 28 2-Mttz channels spread over the
rf band. The centroids of the 2-MHz channels spanned
two bands (S-band and X-band) for charged particle cal-
ibration. The spanned bands were approximately 2285
+19 MHz and 8450 4-53 MHz. The characteristics of the
three antennas used are summarized in Table 1._,3
The target and reference radio sources observed are
listed in Table 2. The table shows source coordinates and
formal errors, 4 but the errors are preliminary and should
be used to gauge relative measurement uncertainties of
source coordinates. For a given source, these errors de-
pend on its strength, the number of times it was observed,
the baseline-source geometries, and the parameterization
of the VLBI delays from which they were estimated in
the global reference frame analysis. The true source posi-
tion accuracy is probably never better than about approx-
imately 2 nrad due to a number of possible systematic
effects at that level. The baseline components used in the
analysis are given in Table 3.
The observing sequence was divided into ten sub-
sequences, one for each target measurement. In each sub-
sequence, reference sources preceded and followed the tar-
get. The subsequences included target observations at the
epochs given in Table 5 on results. The target observations
at the first, fourth, and eighth epochs were surrounded by
six other reference observations. The target observations
for all other epochs were preceded and followed each by
a single observation of the closest source, P 0202+14. As
emphasized in Subsection V.D, in order to minimize error
contributions due to radio source position or structure un-
certainties, observation schedules were duplicated as much
as possible between the March and April sessions. There-
fore, if a reference scan was missed on an individual base-
line for one epoch of a session, it was deleted from the
analysis, for that baseline, at the corresponding epoch in
the other session. All target scans were successful. One to
2 j. C. Breidenthal, DSN/Flight InterJace Design Handbook 810-5,
Rev. D, vol. I, Module VLBI-IO, Table 2 (internal docttment), Jet
Propulsion Laboratory, Pasadena, California, June 1, 1990. See
also S. D. Slobin, Module TCI-IO, Rev. E; R. W. Sniffen, Module
TCI-$O, Rev. 6'; and S. D. Slobin, TC1-30, Rev. D in the same
document.
3 L. J. Skjerve, personal communication regarding the characteris-
tics of DSS 13, Tracking Systems and Applications Section, Jet
Propulsion Laboratory, Pasadena, California, February 1991.
40. J. Sovers, persona] communication regarding radio source cat-
alog derived from JPL International Radio Interferometric Sur-
veying and Crustal Dynamics Project data, Tracking Systems and
Applications Section, Jet Propulsion Laboratory, Pasadena, Cali-
fornia, February 1991.
two reference source scans were deleted from each baseline.
The determination of VLBI delays, rates, target positions,
and modeled error parameters are described in the next
section.
I!!. Analysis Procedures
The standard procedures for analyzing VLBI data are
discussed in [11,12,13]. In this section, the analysis of the
gravitational deflection VLBI data will be discussed, with
emphasis on the departures from the standard procedures.
The extraction of interferometric delays and target source
coordinates is followed by a discussion of the errors mod-
eled in the analysis.
A. Extracting Interferometric Delays
From Eqs. (1), (2), and (3), it can be seen that the
interferometric delays Ar are required to infer the mea-
sured Arg,r_t and the resulting angular deflections Asp for
each session. The first step in tile VLBI processing was
to obtain the interferometric group delays for each few-
minute scan from the signals recorded at each station for
each baseline. Since the integer cycle ambiguity associ-
ated with the group delay is much larger than that associ-
ated with the phase delay, group delays were used because
they require less-accurate a priori information. The sig-
nals recorded at the stations included the broadband noise
from the radio sources, background noise, and phase cali-
bration tones to measure instrumental stability. Interfero-
metric group delays were determined by cross correlation
of the radio source data at the JPL/Caltech Block II pro-
cessor [14]. Phase calibration signals were also extracted
at the correlator. Both interferometric and phase cali-
bration delays were refined with post-correlation fringe-
fitting procedures. 5 A combination of phase calibration
delays and short-baseline interferornetric delays from the
DSS 13-15 baseline were used to detect and correct signif-
icant instrumental effects in the long-baseline data. The
corrected group delays were then used to estimate target
source coordinates for the March and April sessions, as
described below.
B. Extracting Source Coordinate Shifts by Parameter
Estimation
The ultimate product of the data analysis is the set of
projected, differenced source coordinate shifts of
P 0201+113, _Asp, due to 6Ara,ret at each of the ten ob-
servation epochs. The projected coordinate shift at each
S. T. [,owe, Theor_ of Post-Block H VLBI Observable Ertraction
(internal document), Jet Propulsion Laboratory, Pasadena, CMJ-
forrtia, March 1992,
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epochwasdeterminedby fitting the groupdelaysand
phasedelayrates for all target and reference source obser-
vations to a set of projected source coordinate parameters
for P 0201+ 113, as well as other parameters describing the
errors in Eq. (3). The group delays were more important
than the phase delay rates in the fit because, as discussed
in the next section, typical delay errors were equivalent to
about a 0.78-nrad error in the source coordinate shift per
differential observation, while rate errors were equivalent
to about a 30-nrad error.
Since VLBI delays are sensitive only to the component
of the residual source position that lies along the baseline
vector, this projection was estimated at each observation
epoch for each session. The projection of the angular shift
of P 0201+113 onto the baseline was determined by esti-
mating the shifts of right ascension (Ac_) and declination
(A_) from a priori values. In order to constrain the source
coordinate shifts to lie along the baseline projection, As
and A6 were forced to obey the following equation:
Ao,(t)(B,(t) - {3(t) . _sin_) + A'5(t) (t3(t) x i); = 0
cos 6
(4)
where the residual right ascension and declination shifts
are at epoch t, and _ is a unit vector in the direction
of P 0201+113. The unit baseline vector B and its z-
component /3, must be evaluated in the same celestial
frame as Ao_ and A6. Tile constraint of Eq. (4) was used
in the analysis because MODEST [13], the parameter esti-
mation software used, was set up to estimate Ao_ and A6.
An equivalent approach, which would have required writ-
ing new parameter estimation code, would have been to
estimate the projected coordinate shifts, Asp(t), directly,
without using the intermediary shifts Ae_ and A(_. Using
the existing code, the values of Asp(t) were then calculated
from As and A6 according to
 sp(l) = cos: + (5)
In addition to a projected residual source coordinate
per epoch per session, at least one parameter per term in
Eq. (3) was also estimated for each session. The equations
for the partial derivatives of the delay and delay rate with
respect to these parameters and source coordinate shifts
are described in [13]. A more schematic treatment of the
partial derivatives is given in the appendix of [1]. Four
sets of station-differential clock epochs and rates were es-
timated for each session, over intervals of approximately
one hour. Earth rotation signatures were assumed to b
linear over each session, during which a single set of thre
Earth rotation parameters was estimated. The rates c
change of the Earth rotation parameters over the 4-hr ses
sions were inferred from 5-day differences in Earth rotatiol
tables [15]. In MODEST, the rotation parameters wer,
the magnitudes of the standard UT1, polar motion-x, an(
polar motion-y rotations. Since a single baseline is sensi
tire to only two components of Earth rotation, the thre_
parameters were constrained as follows:
b_AOu + bvAO_-- b, AO, = 0 (6:
where bx, b_, and bz are the components of the unit base-
line vector in an Earth-fixed frame, and A0z, AOv, ant
AOz are the x-po]e, y-pole, and UT1 residual rotatiow
magnitudes. The constraint of Eq. (6) ensures that the
magnitude of the rotation about the baseline vector tc
which the data are insensitive is not estimated. The othe_
estimated errors indicated by Eq. (3) are the static tro-
pospheric delays at each station. A single zenith delay
parameter per station per session was estimated from the
data. The stochastic nature of the troposphere was in-
cluded in the analysis with delay and rate troposphere co-
variance matrices described in the next subsection.
C. Modeled Stochastic Errors
The errors assigned to the difference between projected
source coordinate shifts for the March and April experi-
ments were derived from the standard least-squares for-
malism (e.g., [16]). These errors in the final results are
solely a function of the modeled covariance of the c error
term in Eq. (3) and of the partial derivatives relating delay
and rate observations to estimated parameters. Modeled
stochastic observational errors, assumed to be independent
between the two sessions, included only the white VLBI
system noise and correlated tropospheric noise. The sys-
tem noise error for each group delay and phase delay rate
was calculated during the delay and rate extraction proce-
dure [17], 6 and is based solely on the number of indepen-
dent data samples in each scan and the observed correlated
amplitude of the radio source over the baseline. Typical
system noise errors were about 10-20 picoseconds per ob-
servation (0.34-0.68 nrad) for the delay and 1.5 x l0 -15
to 3 × 10 -15 see/see (0.58 1.16 nrad) for the delay rate.
The system noise errors for intercontinental baselines using
DSS 13 were about twice as large as those using DSS 15,
which is consistent with the station characteristics of Ta-
ble 1.
e Ibid.
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The delay and rate covariance due to wet tropospheric
fluctuations was calculated using the model of Treuhaft
and Lanyi [18]. Their model accounts for spatial and tem-
poral correlations of the tropospheric fluctuations. Stan-
dard wind speeds of 8 m/see and wet tropospheric scale
heights of 2 km were adopted. Because the model predicts
that the tropospheric contribution to the delay rate data
far outweighs the system noise contribution, the rate data
were used to estimate the level of tropospheric fluctuations
for each session. The key model parameter derived from
the VLBI rates was the structure constant of the refrac-
tivity structure function. This structure function, D×, for
two points in the atmosphere separated by a distance r, is
given by
0,_(,.) = c2, "_/3 (7)
For each experiment, normalizing structure constants C,
for each station, were chosen to make the reduced X 2 of
a rate-only fit equal to unity. Since the rate data were
fit for each experiment separately, and since these data
have a very small effect on the final astrometric result, as
compared with the delays, this method of normalizing the
troposphere covariance is essentially independent of the fi-
nal differential angular result. It is therefore an a priori
method of estimating the error due to tropospheric fluctua-
tions and does not use the consistency of the final result to
scale the assigned errors. If the rms rate scatters induced
by the troposphere over each of the California stations are
assumed to be equal, then the short (approximately 21-
km) baseline can be used to infer the level of fluctuation
in California. The long baseline rates can then be used
to determine the Australia fluctuation contribution. The
values of the derived single-station rms delay rates o-at and
structure constants C are given in Table 4 for the two lo-
cations.
These structure constants were used to calculate tropo-
sphere observation covariance matrices for each baseline,
for each session. These matrices were added to the diag-
onal system noise matrices to form the total observation
covariance in the estimation of the Asp's. In combining
the baselines from a single session, the delay and delay-
rate system noise errors from each baseline can be consid-
ered independent, but the tropospheric noise is correlated
between baselines. The correlation arises because the two
baselines share the common Australia station, and to a
lesser degree, because the California stations are separated
by 21 kilometers. The tropospheric correlations between
observations on different baselines were explicitly included
in the analysis. Assuming that tropospheric fluctuations
-in California and Australia are uncorrelated, the tropo-
sphere covariance matrix element between the ith VLBI
delay of the DSS 13-43 baseline v13-43, and the jth delay
of the DSS 15-43 baseline vls-43j is given by
COV(7"13-43,,7"15-43,): COV(7"43i,7"43i)+ COV(T13,,7"15,)
(8)
where cov indicates the covariance between the two tropo-
spheric delays in the argument, and r43,, for example, is
the tropospheric delay at DSS 43 for the ith scan.
The level of error induced by the tropospheric fluc-
tuations, assuming the structure constants in Table 4,
was approximately 0.70 nrad for each differential mea-
surement. This combines with an average system noise of
about 0.34 nrad to give a total error of about 0.78 nrad per
differential observation for the combined baseline system.
Because the modeled troposphere covariance downweights
delay rate measurements in accordance with the O'dr val-
ues in Table 4, the delay rates are much less powerful in
determining the final differential angles than the delays.
Delay rates alone would have determined angular deflec-
tions with accuracies worse than 30 nrad per differential
measurement.
IV. Results
The results of the gravitational deflection measure-
ments are shown in Figs. l(a), l(b), and 1(c). Figures
l(a) and l(b) are plots of the measured angular differ-
ences, 6Asp, between the March and April experiments on
the baselines between DSS 13 and DSS 43, and between
DSS 15 and DSS 43, respectively, as a function of Uni-
versal Time for the March experiment. Figure 1(c) shows
the combined result for the two baselines, accounting for
tropospheric correlations between baselines as described
by Eq. (8). The curved lines of Fig. 1 show the pre-
diction of general relativity for Jovian deflection, which
can be obtained from Eqs. (1) and (2), and the hori-
zontal, zero-deflection line is shown for reference. The
general relativity curve decreases with time largely be-
cause the projeclion of the apparent coordinate shift on
March 21 decreased as the baseline vector rotated. The
unprojected effect decreased by approximately 10 percent
over the 4-hour session, due to the decreasing colinearity of
P 0201+113, Jupiter, and the Earth. The larger error bars
at earlier epochs are due to low-elevation observations in
Australia, where tropospheric fluctuations were strongest,
as can be seen from Table 4. In order to produce Figs. l(a)
and l(b), the parameters discussed after Eq. (5) were es-
timated along with the values of Asp. In order to produce
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the combined-baseline solution of Fig. l(c), the identical
set of parameters was estimated, with an additional set of
clock parameters to account for the independence of the
clocks at DSS 13 and DSS 15.
Table 5 shows the results in numerical form. The val-
ues of the reduced X 2, )¢_, of the data about the general
relativity and zero-deflection curves are given in Table 6
for each baseline and the combined result. In these X_
calculations, correlations are included between the values
of Asp estimated at different epochs within each exper-
iment. The X_ for the general relativity curves are all
within one standard deviation of unity for the X_ distribu-
tion with 10 degrees of freedom. Based on the combined
no-Jovian-deflection X_ of 4.1, that hypothesis is rejected
with greater than 99.999-percent confidence, given tile er-
ror modeling discussed in the previous section. The rms
scatter of the combined result about the hypothesis of gen-
eral relativity was 0.76 nrad. This is a measure of tile
demonstrated tracking accuracy per data point, or per 25-
to 30-minute time interval. The X_ values for general rel-
ativity and no-Jovian deflection were subject to shifts of
0.2 and 0.4, respectively, when plausible modeling varia-
tions were tried. An example of one such variation was the
alteration of the wind vector direction in the troposphere
covariance calculation.
V. Unmodeled Error Contributions
In the next few subsections, the levels of possible errors
not included in the estimated or modeled error terms of
Eq. (3) will be explored:
A. Stochastic Behavior of Clocks and Earth Rotation
As described in Section III.B, both clock and Earth ro-
tation effects were characterized with linear trends. In
the case of the clocks, both the slope and intercept of
the linear trend were estimated. Clock epochs and rates
were estimated over approximately one-hour periods to re-
move the stochastic wandering of the hydrogen maser stan-
dards used at the DSN stations. This characterization is
only an approximation of the actual stochastic clock be-
havior. Typical DSN clocks have Allan standard devia-
tions between 10 -15 sec/sec and 10 -14 sec/sec [19], over
time spans of a few thousand seconds. The clock rate
parameters, Arra,e of Eq. (3), estimated from the short-
baseline analyses, implied an approximate single-station
Allan standard deviation of 5 x 10 -15 see/see. Simulations
were performed to determine the effect of clock behavior
characterized by Allan standard deviations with tempo-
ral dependences, 7 normalized to the short-baseline results
The simulations showed that deviations from the piecewisc
linear clock behavior contributes about 0.05 nrad of addi-
tional error to angular deflection estimates of Fig. 1(c)
This angular error is much smaller than that expected
from either system noise or the troposphere, which is why
stochastic clock behavior was not modeled.
Earth rotation stochastic behavior was also modeled as
linear due to similar reasoning. The variation of Earth
rotation offsets during the 4-hour sessions was assumed tc
be equal to that derived from the published rate over 5-day
periods surrounding each epoch [15]. Earth rotation rates
over 4-hour periods can differ from those nominal 5-day
rates by less than 5 nrad per 4-hour observing schedule. A
sensitivity analysis showed that such a departure in Earth
rotation rate would contribute less than 0.10 nrad of error
to the estimated source coordinate shifts in Fig. 1(c).
B. Solar Deflection Modeling
One possible contribution to the results of Fig. 1 is the
incomplete removal of solar gravitational bending. If the:
solar gravitational deflections from each day, of both tar-
get and reference sources, were not removed, the apparent
differential angular deflections of P 0201+113 between ses-
sions would have been on the order of 50 nrad. Therefore,.
accurate solar gravitational deflection modeling is needed
to separate the Jovian effect from that of the Sun. In
addition to analytically confirming the general relativity
calculation in the modeling segment of MODEST [13], s
an empirical test of the solar deflection model was per-
formed by considering another source in the schedule, P:
0202+14, as the target. This source is 4 degrees away
from P 0201+113 and from Jupiter and should therefore
show no planetary gravitational deflection signature be-;
tween the two sessions. This test_ although consistent with
zero deflection for P 0202+14, was a very weak one. The
correlations between the deflection results for P 0202+14
and those for P 0201+113 were very high because both re-
sults came from essentially the same data. The P 0202+14
solution is mentioned to report that this obvious test was
tried, and that it was consistent with accurate solar mod-
eling. However, the analytic check of the MODEST mod-
eling is a much stronger reason to doubt solar gravitational
modeling errors. The analytic check showed that the solar =
modeling was accurate to better than about 3 picoseconds, =
7 j. B. Thomas and R. N. Treuhaft, personal communication re-
garding the treatment of relativity by MODEST software, Track-
ing Systems and Applications Section, Jet Propulsion Laboratory,
Pasadena, California, October 1990.
8/bid.
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or about 0.10 nrad, for a single epoch, which should be re-
garded as an upper bound for the differential result. The
calculated Jovian deflection in Fig. 1 is accurate to a much
higher level,
The level of solar deflection for both target and ref-
erence sources mentioned above suggests that these data
could have been analyzed to determine solar deflection to
an accuracy on the order of one percent. As a consistency
check, the data set was reanalyzed to solve for the 7 pa-
rameter of relativistic gravitational theories [20]. Based
on the differential solar deflection signatures between the
March and April sessions, due to the motion of the Earth
about the Sun between those sessions, 7 was determined
to be equal to 1.011 =t=0.036. This value is consistent with
general relativity's prediction that 7 be equal to unity, and
the error is equivalent to a 1.8-percent measurement of so-
lar deflection.
C. Propagation Through Jupiter's Magnetosphere
Another possible mechanism contributing to the mea-
sured deflections of Fig. 1 is refractive bending through
Jupiter's magnetosphere. Although this error source
would not be a concern for demonstrations with sources
far from Jupiter, it is described here because it is impor-
tant in this experiment and could conceivably be of oper-
ational importance for a spacecraft in orbit about Jupiter.
As noted in Section II.B, charged particle effects ,,-ere cal-
ibrated by observing at S-band (2285 MHz) and X-band
(8450 MHz). Magnetic fields or electron columnar contents
(electron densities integrated along the direction of prop-
agation) much larger than those found near Earth would
require higher order corrections than the simple dual fre-
quency method used here. From Voyager 1 measurements,
the magnetic field at 10 Jovian radii, near the equatorial
plane, is approximately 4 mG [21]. This field strength is
about 100 times smaller than that of the field at the sur-
face of the Earth. The differential field across the base-
line is a few tenths of a milligauss. Voyagers 1 and 2
plasma wave measurements indicate that the equatorial
electron content, differenced between the ends of a 10,000-
km baseline, for a ray at 10 Jovian radii is about 5 x 1015
electrons/m 2 [22]. The presence of these baseline differ-
ential magnetic fields and electron columnar contents will
cause delay errors equivalent to less than 0.001 nrad in
the angular measurement, if the dual frequency approach
to charged particle calibration is used. 9
An empirical determination of the electron content
along the line of sight through Jupiter's magnetosphere
- 9 S. T. Lowe, op. cir.
can be obtained by using the VLBI data from the March
and April sessions. In order to investigate tile electron
columnar content along the line of sight to P 0201+ll3,
Fig. 2 shows the difference in electron columnar content
between adjacent scans of P 0201+113 and P 0202+14
versus time, differenced between the March and April ses-
sions. This double difference was formed to look for an in-
creased charged particle columnar content along the line of
sight to P 0201+113 during the March session. Differenc-
ing the electron content between sources compares the line
of sight near Jupiter with one far (4 degrees) from Jupiter,
and differencing between sessions reduces geometric effects
due to the different slant angles through the ionosphere of
the two raypaths. The electron contents of Fig. 2 are de-
rived from the DSS-15 to DSS-43 S- and X-band delays.
The electron content at time t, TEC(t), is calculated from
the residual group delays at S-band and X-band, Ars(t)
and Arx(t) as follows:
2 2
TEC(t) = mc WsWx (Ars(t)-Arx(t)) (9)
where m is the electron mass in grams, c is the vacuum
speed of light in centimeters per second, e is the elec-
tron charge in statcoulombs, and ws and tax are the S-
and X-band centroid frequencies [23]. From the figure,
it can be seen that the temporally differential columnar
content differs between the two sources by less than 1015
electrons/m 2, or about an order of magnitude lower than
the number derived from the literature above. Since the
raypath of the target passed 10 Jovian radii to the north
of the planet, the baseline differential electron content de-
rived from the equatorial Voyager data should be regarded
as an upper bound. In Fig. 2, there may be some iono-
spheric contribution to the observed electron contents due
to the changes in Sun-radio source angles between the two
sessions, and a possible change of ionospheric activity be-
tween the two sessions. Both of these effects would cause
an imperfect cancellation of the geometric ionospheric ef-
fect mentioned above and would further lower the differen-
tial electron content ascribed to the Jovian magnetosphere.
This empirical study of the magnetospheric electron con-
tent suggests that the 10-picoradian error derived from the
Voyager data is probably an overestimate and not a con-
cern for the error budget of this experiment.
D. Radio Source Position and Structure Errors
There are two classes of radio source position and struc-
ture errors: stationary and fluctuating. As has been men-
tioned, stationary reference radio source position or struc-
ture errors identically cancel between sessions in which the
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observation sequence is exactly repeated, as long as the
equations that relate measured residual delay to parameter
shifts are also identical for each session. This cancellation
occurs because any delay or delay rate effect that exactly
repeats will affect the apparent coordinates of P 0201+ 113
identically in both sessions. If the observation sequence is
changed, or if the analysis equations are changed, even de-
lay and delay-rate position or structure effects which side-
really repeat between schedules will cause errors in the
final results [1]. Stationary radio source structure errors
can therefore affect the differential results presented here
because: (1) Beginning and ending sidereal times for each
scan differed slightly between the March and April epochs,
and, as indicated in Table 4, (2) a different ratio of tro-
pospheric error to system noise error was ascribed to each
session. The effect of stationary reference source position
errors on the measured angular deflection of P 0201+113
was calculated by assuming stationary position errors and
determining their effect on the final result for each epoch.
It was found that reference sources temporally close to the
target observation in question were most important and
that the incurred error in the target position was on the
order of 10 percent of the average stationary errors in those
reference sources. By conservatively considering possible
systematic errors, an average accuracy of 2.42 nrad was as-
cribed to the radio source coordinates in Table 2. It follows
that errors on the order of 0.24 nrad could result from typ-
ical stationary reference source uncertainties. While data
editing could have reduced this error further by making
the observation sequences more similar to each other, it
did not seem warranted for an error of this size. It is also
important to note that had the resulting sensitivity to sta-
tionary errors been higher, the inequality of tlle observable
troposphere covariance between sessions could have been
adjusted. In this set of experiments, using a suboptimal
covariance matrix for the troposphere of one experiment
to make it more equal to that of the other was deemed
unnecessary. In other differential experiments, the error
incurred by the inequality of the tropospheric covariance
matrix between sessions may be large. In that case, sub-
optimal tropospheric matrices may be adopted in order
to desensitize the differential result to stationary reference
source uncertainties; a trade-off between these two error
sources must be considered.
The second type of radio source uncertainty is due to
fluctuations of apparent source position due to a chang-
ing radio source structure, which results in an effective
proper motion. From [24], it can be seen that average ra-
dio source position shifts due to structure changes are on
the order of 5 nanoradians per year. Assuming that tile
apparent change in position is linear with time, over 13
days, 0.15 nrad of position change per source would be ex-
pected. Covariance studies show that these errors wouh
propagate into about 0.10-nrad errors in the P 0201+lU
coordinates. Thus, the combined stationary and fluctu
ating radio source coordinate errors could add about (
percent to the nominal 0.78-nrad formal errors in this ex-
periment.
E. Geophysical Effects
The geophysical model used to calculate the residua_
delays of Eq. (3) contains many components which could
conceivably contribute to a differential error between the
two observation epochs. Delays due to the tides, base-
line length uncertainties, ocean loading, and tropospheric
mapping functions could change between epochs and must
be removed in order to avoid aliasing into the gravitational
deflection signature. Each of these effects was estimated
with a sensitivity analysis, and they evidenced typical sig-
natures of less than 0.05 nrad apiece. An overall error of
0.10 nrad is assigned to geophysical effects.
R Summary of Unmodeled Errors
Table 7 summarizes the unmodeled error effects. Added
in quadrature, the unmodeled effects could contribute up
to 0.32 nrad. The total unmodeled error could therefore
add 8 percent to the 0.78-nrad modeled error. However,
there is no indication from the X_ values of Table 6 that
unmodeled errors were important in the analysis of these
data.
It is worth noting that the accuracy of the ephemeris of
Jupiter is not a concern for the analysis of this experiment. _
Errors in the Jovian ephemeris would change the general
relativity curve of Fig. 1, which is obtained with Eqs. (1) t
and (2). The current ephemeris accuracy of Jupiter is
about 200 nrad [25], which causes uncertainties in the the-
oretical curve of Fig. 1 at the level of less than 0.005 nrad.
Conversely, the position of Jupiter in the radio reference
frame is very poorly determined by this experiment, rela-
tive to the current ephemeris accuracy.
VI. Conclusions
Tile technique of differential VLBI, over two DSN
California-Australia baselines, was used to track the angu-
lar deflection of the raypath of P 0201+I13 when it passed
within 200 arcseconds (approximately I0 Jovian radii) of
Jupiter. Two experiments were performed: one at the time
of near-occultation and one 13 days later, when the ray-
path was about 3 deg from Jupiter. The results of Fig. l(c)
yield a X_ about tile hypothesis of Jovian deflection of 0.6,
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and are therefore consistent with Jovian gravitational de-
flection of the raypath. The _ about the hypothesis of
zero Jovian deflection is 4.1, which rejects that hypoth-
esis at greater than the 99.999-percent confidence level,
and suggests that the deflection was successfully tracked
at the nanoradian level. The tracking demonstration in-
volved estimating clock, Earth rotation, and tropospheric
parameters from observations of a local reference frame of
radio sources surrounding P 0201+113. Because the ref-
erence sources were many degrees from the target to be
tracked, the experiments reported in this article demon-
strate a wide-field differential astrometric tracking tech-
nique with 0.78-nrad accuracy.
The dominant errors in the measurements were white
system noise due to sky and instrument background and
correlated tropospheric noise. The effect of the white sys-
tem noise can be calculated from the number of samples,
or bits, cross-correlated in the VLBI processing and the
observed correlated amplitude. The effect of the corre-
lated tropospheric errors was assessed with a statistical
model of tropospheric fluctuations. This model was nor-
malized separately for each experiment and station by us-
ing the phase delay rate data from both the short and long
baselines formed by the three stations. The system noise
and tropospheric errors contributed about 0.34 nrad and
0.70 nrad to the final 0.78-nrad uncertainty per differential
measurement. The values of X_ derived from the hypoth-
esis of general relativistic, Jovian deflection suggest that
these two modeled error sources fully account for observed
errors in the final results. However, unmodeled effects due
to the stochastic behavior of clocks and Earth rotation, so-
lar deflection mismodeling, charged particles in Jupiter's
magnetosphere, radio source position and structure errors,
and geophysical effects could add approximately 8 percent
to the 0.78-nrad uncertainty.
There are several improvements in observation and cal-
ibration strategies which could result in higher measure-
ment accuracies for future wide-field astrometric experi-
ments (for a more complete discussion, see [1]). If the
highly accurate phase delay could be used instead of the
group delay, the system noise error would be reduced by
about two orders of magnitude to about l0 prad. Efforts to
resolve phase-delay ambiguities on intercontinental base-
lines are currently under way. The ultimate precision of
this astrometric technique is determined by the system
noise level of the phase delay measurement. It is therefore
worth considering means for reducing other errors to that
level. It is possible that water vapor radiometry [26,27]
could be used to calibrate the wet tropospheric fluctua-
tions, the other dominant error source. Refractivity fluc-
tuations in the dry atmosphere will also contribute to the
astrometric error. The exact level of the dry fluctuation
contribution has not been measured, but it is probably
about a factor of 5-10 smaller than the wet fluctuation
contributions. Barometric arrays or other radio metric
techniques might be useful in calibrating the dry fluctua-
tions. Finally, as noted in Section V, radio source structure
fluctuations are important for differential measurements,
made within a few weeks of each other, at the level of 0.10
nrad. For differential measurements made over longer time
periods, the structure errors will exceed the 0.10-nrad ef-
fects reported in this article. If all other error sources
have been reduced to the approximately 10-prad level, it
may become necessary to account for radio source struc-
ture fluctuations, even over periods as short as a few days.
In addition to mapping reference and target radio sources
over time, another possibility, as yet unexplored, is to add
structure parameters to Eq. (3) and estimate time-varying
structure effects directly from the astrometric VLBI obser-
vations. This possibility will be explored in the Advanced
System Program next fiscal year.
An interesting byproduct of this tracking technique is
the measurement of solar gravitational deflection. Be-
cause the solar gravitational effect on the data presented
here was on the order of 50 nrad (the target was about
25 degrees from the Sun), this experiment constituted a
2-percent solar gravitational measurement. If the target
were a few degrees from the Sun, the solar deflection could
be measured, with better than 0.1-percent accuracy, with
two experiments of the duration of those reported here.
Solar plasma fluctuations would be a possible obstacle,
but with sufficient signal strength, it may be possible to
freeze the solar plasma fluctuations on short time scales
in conjunction with dual frequency calibration. If success-
ful, repeated measurements near the Sun could begin to
improve on the state-of-the-art measurement of the post-
Newtonian 3' parameter of gravity theories [28]. Proof-
of-concept solar deflection experiments are currently sup-
ported by the TDA Science Office.
This demonstration was done with a natural radio
source target, P 0201+113. A nanoradian-tracking demon-
stration on Galileo had been planned before tile high-
gain antenna availability became an issue. Unless high-
gain transmission is restored, spacecraft system noise and
charged particle errors incurred with the low-gain S-band
downlink will make a 1-nrad Galileo demonstration vir-
tually impossible. A key difference between the space-
craft and natural source targets is in the bandwidth of tile
received signals; spacecraft transmit tones, while natural
sources are broadband in nature. Dispersive phase effects
in the receiving electronics may therefore affect the tar-
get spacecraft and natural reference source signals differ-
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ently.Studiesof thedispersivenatureof theDSNreceiv-
ingelectronicsl° will benecessarybeforedemonstrating
nanoradianaccuracyonfuturespacecraft,suchasCassini.
Applicationsof nanoradianaccuracyincludeJovian
ephemeris development on approach for Galileo, ring anal-
ysis at Saturn for Cassini, and aerocapture approach tra-
jectory optimization for missions to Mars. Temporally dif-
ferential results have been presented in this article. While
temporally differential measurements frequently yield use-
10C. Edwards and K. Zukor, "Video Converter Local Oscillator Sta-
bility for Block I and Block II VLBI," JPL Interoffice Memoran-
dum 335.1-90-055 (internal document), Jet Propulsion Laboratory,
Pasadena, California, October 30, 1990.
ful navigation products (for example, Jovian ephemeris d_
velopment on approach), absolute positions relative to s(
lar system bodies are also needed. It should be noted the
radiosource structure at the 5-nrad level and planetary pc
sition errors in the radio frame as high ,as 200 nrad limi
some classes of body-relative measurements. Temporal[
differential high-accuracy results in the radio frame, hov_
ever, are necessary precursors to nanoradian body-relativ
demonstrations. Temporally differentia] demonstration
of the sort reported here address a large subset of th
body-relative errors, namely system noise and atmospheri
fluctuations; in fact, analysis of high-accuracy temporall:
differential measurements of planetary orbiters can locat,
those bodies in the radio frame.
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Table 1. Characteristics of the DSN antennas used in the gravitational dellectlon
measurements.
Antenna Location Diameter, m System temperature, K Efficiency, percent
DSS 13 Goldstone 26 30 45
DSS 15 Goldstone 34 20 72
DSS 43 Australia 70 20 66
Table 2. Target and reference radio sources used in the gravitational deflection measurements.
Source name Right ascension Declination Right ascension Declination
error, n'_ec error, mas
hr min sec deg rmn sec
P 0201+113 02 03 46.65701 11 34 45.4107 0.03 0.6
P 0019+058 00 22 32.44122 06 08 04.2692 0.03 0.9
P 0106+01 01 08 38.77107 01 35 0.3179 <0.01 0.1
GC 0119+04 01 21 56.86167 04 22 24.7347 <0.01 0.2
CTD 20 02 37 52.40567 28 48 08.9904 <0.01 <0.1
GC 0235+16 02 38 38.93011 16 36 59.2750 0.01 0.1
OD 166 02 42 29.17090 11 01 00.7275 0.03 0.4
3C 454.3 22 53 57.74793 16 08 53.5610 <0.01 0.1
Table 3. Californla-Australla DSN baseline vectors.
Baseline X, m Y, m Z, m Length, m
DSS 13-43 -2109765.511 7337838.348 -7335705.773 10588085.819
DSS 15-43 -2107355.861 7324010.785 - 7351418.891 10588930.183
Table 4. Single-station delay rates and tropospheric refractivity structure function constants.
aar - California, O'dr - Australia, C - CaJifornia, C - Australia,
Session
psec/sec psec/sec 10-;'m-]/3 10-7m-1/3
March 21, 1988 0.023 0.086 0.46 1.70
April 2, 1988 0.025 0.060 0.41 0.99
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Table 5. Measured angular deflections of P 0201 + 113 between March 21 and April 2, 1988.
Observation
time past DSS 13-43 DSS 15 43 Combined
measured measured measured Expected
March 21, 1988 deflection,
deflection, deflection, deflection, nrad
nrad nrad nrad
hr rain sec
-00 19 40 2.63 + 2.09 -0.42 + 2.39 1.44 4- 1.69 3.21
00 22 14 2.29 4- 1.27 3.72 -I- 0.90 3.52 4- 0.84 2.49
00 39 14 3.25 4- 1.18 2.85 + 0.82 3.01 + 0.78 2.21
00 56 17 1.00 4- 1.06 2.10 4- 0.76 1.86 4- 0.72 1.95
01 36 40 3.25 4- 1.28 0.99 4- 0.90 1.67 4- 0.84 1.38
01 54 05 3.10 4- 1.33 -0.05 4- 0.66 0.49 4- 0.63 1.18
02 11 06 0.75 -I- 0.94 1.01 4- 0.65 1.06 4- 0.61 1.00
02 28 05 1.62 4- 0.99 -0.16 4- 0.65 0.35 4- 0.61 0.85
03 07 05 -0.79 4- 1.11 0.44 4- 0.66 0.28 4- 0.62 0.61
03 24 04 -1.51 4- 1.41 0.79 4- 0.77 0.47 4- 0.71 0.55
Table 6. The X_ values for general relativity and no Jovian
deflection hypotheses.
DSS 13-43 DSS 15-43 Combined
Hypothesis X_ X_ X_
General relativity 1.0 1.1 0.6
No Jovian deflection 2.8 3.7 4.1
Table 7. Unmodeled error contributions to 6Asp.
Unmodeled effect Error, nrad
Clock stochastics 0.05
Earth rotation stochastics 0.10
Solar deflection 0.10
Magnetosphere propagation <0.01
Stationary source position/structure 0.24
Fluctuating source structure 0.10
Geophysical effects 0.10
Root-Sum-Square 0.32
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Fig. 1. The measured angular deflections, ver-
sus time, of the target radio source P 0201+113
between the March 21, 1988, and April 2, 1988,
sessions for the DSS 13-43, DSS 15-43, end com-
bined baselines, respectively. The curve In each
figure is the baseline-projected deflection, versus
time, caused by the changes in the target ray-
paths' proximity to Jupiter between sessions, ac-
cording to general relativity.
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Fig. 2. The difference in measured electron columnar content be-
tween adjacent scans of the target, P 0201+113, and the closest
reference source, P 0202+14, versus time, differenced between
the March and April sessions. The columnar contents were In-
ferred from the dual frequency VLBI data to Investigate charged
particle propagation effects through Jupiter's magnetosphere.
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Deep-Space Navigation With Differenced Data Types
Part II1: An Expanded Information Content
and Sensitivity Analysis
J. A. Estefan and S. W. Thurman
NavigationSystems Section
An approximate six-parameter analytic model for Earth-b_sed differenced range
measurements is presented and is used to derive a representative analytic approx-
imation for differenced Doppler measurements. The analytical models are tasked
to investigate the ability of these data types to estimate spacecraft geocentric an-
gular motion, Deep Space Network station oscillator (clock/frequency) offsets, and
signal-path calibration errors over a period of a few days, in the presence of system-
atic station location and transmission media calibration errors. Quantitative results
indicate that a few differenced Doppler plus ranging passes yield angular position
estimates with a precision on the order of O.I to 0.4 prad, and angular rate precision
on the order of 10 to 25 x 10 -12 tad/see, assuming no a priori information on the
coordinate parameters. Sensitivity analyses suggest that troposphere zenith delay
calibration error is the dominant systematic error source in most of the tracking
scenarios investigated; as expected, the differenced Doppler data were found to be
much more sensitive to troposphere calibration errors than differenced range. By
comparison, results computed using wideband and narrowband A VLB[ under sim-
ilar circumstances yielded angular precisions of 0.07 to 0.4 prad, and angular rate
precisions of O.5 to 1.0 x 10 -12 rad/sec.
I. Introduction
The analysis described herein represents a follow-up
study to two recent work efforts, each separately describ-
ing the information content of differenced (two-way minus
three-way) range and Doppler radio metric data [1,2]. In
these earlier studies, systematic measurement errors in-
duced by observing platform uncertainties, such as base-
line coordinate and Earth orientation errors, were not, con-
sidered. Also excluded from those analyses was an as-
sessment of the effects of transmission media (ionospher_
and troposphere) calibration errors on the data. Further-
more, the mathenlatica] models for approximating the dif-
ferenced range and Doppler measurements were based or
the assumption that spacecraft geocentric angular coordi
hates remained constant over time - a reasonable a_ssump
56
tion given that the performance characteristics of these
data types were investigated for a single tracking pass
alone.
In this analysis, tile information content of several
tracking passes is investigated, with the spacecraft angu-
lar coordinates assumed to vary linearly with time. What
follows is a detailed derivation of a six-parameter differ-
enced range and Doppler observable model, which is used
to assess the performance of these data types under a va-
riety of tracking scenarios. Despite tile fact that realis-
tic navigation operations scenarios are not investigated
here, due to the relatively short data arc lengths assumed,
the selected station (baseline) combinations, and the ab-
sence of line-of-sight data such as two-way Doppler or
range, the resulting analysis does provide some useful in-
sight into the merit and potential of tile differenced data
types for navigational purposes. Recall that these "quasi-
VLBI" techniques have some operational advantages over
the wideband and narrowband AVLBI techniques of delta
differenced one-way range (ADOR) and delta differenced
one-way Doppler (ADOD) in that the differenced quasar-
less data can be acquired without interruption of space-
craft command and telemetry activities--a characteristic
that may prove invaluable during periods of the approach
phase preceding planetary encounters or spacecraft ma-
neuvers. Despite tile operational shortcomings of ADOR
- and ADOD, it must be acknowledged that they are, for the
most part, self-calibrating data types and are therefore less
dependent upon accurate externally supplied calibrations
of various potential error sources.
II. Observable Models
Tile nlathematical models presented here account for
effects due to observing platform and transmission media
errors on the differenced data types. As stated previously,
several tracking passes are assumed to be acquired, there-
fore, the angular coordinates are taken to vary over time.
Over a period of a few days, the angular motion of an in-
terplanetary spacecraft is nearly linear, hence, the angular
rate coordinates of the spacecraft are assumed to be con-
stants for this analysis. Although these assumptions do
not significantly affect the formulation of the original dif-
ferenced range observable arrived at in [1], they do impact
tile differenced Doppler model; consequently, the obser-
vation partial derivatives required for information content
and sensitivity analyses become more involved computa-
tionally.
A. General Expressions Ior the Observables
Tile approximate differenced range observable model Js
taken to be
Ap _ ApG + Ttro "l- 7"ran -{- Tclk (1)
where
Ape = differenced range term based purely on geometry
rtro -- delay due to static troposphere calibration errors
rio. = delay due to static ionosphere calibration errors
rctk = delay due to station clock and frequency offset
and signal-path calibration errors
All delay terms are assumed to be in distance units
(i.e., the speed of light factor is dropped for notational
convenience). From this formulation, an approximate dif-
ferenced range-rate observable, proportional to the dif-
ferenced Doppler observable, follows directly via a time-
derivative of Eq. (1), yielding
(2)
in which
A_c =
T_r o
Tio n :
Tclk =
differenced Doppler geometric term
delay-rate due to the troposphere calibration er-
rors
delay-rate due to the ionosphere calibration er-
rors
delay-rate due to station and frequency offset
calibration errors.
B. Differenced Range and Doppler Geometric
Terms
An analytic expression for the differenced range geo-
metric value can be attained by considering the illustra-
tions provided in Figs. 1 and 2. (Fig. 3 illustrates the
differenced Doppler and range data acquisilion scheme.)
From these figures, it is seen that the differenced range
geometric term can be expressed as
whore
B = baseline vector between co-observing deep-space
stations
r = spacecraft geocentric position vector
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r B =
ZB =
H t3
ogB =
O!g
AB =
baseline component normal to the spin axis of
Earth
baseline component parallel to the spin axis of
Earth
baseline hour angle, c_B -
baseline right ascension, oa + An
Greenwich right ascension
baseline longitude
spacecraft right ascension
spacecraft declination
The cylindrical baseline coordinates can be expressed
as functions of the individual station coordinates, which
are defined in Fig. 2, as follows:
_B = X,/(,',, + ,',_)=- 2,-,,,-,_[l + cos(,X_- ;_2)]
ZB __ Zhi -- Zha
)'B = tan -1 (rs, sinal --rsasinA2" _
\rs_ cos A1 rs_ cos A2//
(4)
where
r81, rs_ = station distances from Earth's spin axis
z^,, zha = station distances (height) from Earth's equator
,Xl, ,X2 = station longitudes
Conservative values of station location and baseline coor-
dinate data for three representative DSN stations and their
associated baselines are provided in Table 1)
The spacecraft geocentric angular coordinates are ap-
proximated by a Taylor series expansion about some ref-
erence epoch, t0
where
,5 = _So+ ,So(t - to) +-..
,_ = ao + 5o(t - to) +...
1 T. D. Moyer, "Station Location Sets Referred to the Radio Frame,"
JPL Interoffice Memorandum 314.5-1334 (internal document), Jet
Propulsion Laboratory, Pasadena, California, February 24, 1989.
60,c_0 = spacecraft declination and right ascension
epoch
_}0,d0 = spacecraft epoch declination rate and epo,
right ascension rate
t - t0 = elapsed time from epoch
lIigher order terms are not modeled.
A time derivative of Eq. (3) yMds the analytic diffe:
enced range-rate (Doppler) geometric value
_-_/TG = -- rB([lB COS _ sin HB + 6 sin _;cos He)
+ zB _ cos 6
where
HB = time rate of change of the baseline hour angle
ov = Earth's rotation rate
_= _i0
C. Static Troposphere Delay and Delay Rate
Sophisticated empirical models have been developed for
tropospheric path delay, effects [3]. _ For this study, a much
simpler model is used, but one which is still accurate to
within about 10 percent of the actual static troposphere
path delay for the station spacecraft elevation angle range
of interest (_> 10 deg).
A simple troposphere delay model which yields results
commensurate with the more complicated empirical mod-
els, for elevation angles in excess of about. 5 deg, is given _
by
_ _-_,_ (6):
rt"° sin 7
where
r,,.o = zenith troposphere delay
7 = station_spacecraft topocentric elevation angle
2 R. K. Russell, "Computation of Troposphere Partial Derivatives," --
JPL Technical Memorandum 391-277 (internal document), Jet
Propulsion Laboratory, Pasadena, California, February 3, 1972.
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In Eq. (6), the zenith delay term, r_,,o, is assumed to
represent the tolal zenith troposphere delay. In the empir-
ical models, the delay is typically broken down into sepa-
rate wet and dry components.
The model used for differenced range measurements,
using Eq. (6), is then given by
T_ro \sin 7Jstal \sin 7Jsta2
The subscripts stai, for i = 1 and 2, are used to denote
each participating tracking station.
A useful modification of Eq. (7) is to express sin 7 for
each station as a function of spacecraft declination and
individual station hour angle, which is accomplished by
the following relation:
1
sin T=--(r, cos 6 cos II +zh sin /5) (8)
rsta
where
rs ---- station spin radius
Zh = station z-height
H = station hour angle
rsta _
This expression is quite useful when seeking to derive
the partial derivatives needed for the sensitivity analyses
described later in this article. It should Mso be noted that
each individual station hour angle does not have to be
explicitly known as it can be extracted from the baseline
hour angle. Let
H2 = HB - _ (9)
where
H_ = hour angle of station 2
= baseline longitude relative to station 2
= )_B - A2
Then
H1 = H2 - (),2 - _1) (10)
Deriving the troposphere delay-rate model simply re-
quires a time derivative of Eq. (7), thereby yielding
in which
,-,,oL--mi- U,,o, k o-, ),,o,
Ortvo --rZ,_o c°s 7
07 si ns 7
(11a)
(11b)
Differentiating Eq. (8) with respect to time, and solving
for -_, gives
1 [ (6 sin 6 cos H +/_/ cos 8 sin H)-- -- rs
l'st a COS 3z
+ 8 cos (12)
D. Static Ionosphere Delay and Delay Rate
In the previous subsection, it was argued that a very
simple, yet accurate, approximation can be used to rep-
resent the static troposphere path delay and delay rate.
Unfortunately, the behavior of the static ionosphere de-
lay does not lend itself to approximation so easily, as it
is dependent upon the location and movement of the Sun
with respect to the station-spacecraft line of sight, as well
as other elevation-independent parameters [4]. A simple
model does exist, however, which approximates the be-
havior of ionosphere delay as a function of elevation for an
"average" homogeneous ionosphere, and it is this model
that is utilized for this study. 3
The ionosphere delay model associated with the differ-
enced range data type is taken to be
(Ar,.o.), ( 4 _-,.o.. 'l (13)
rio, = \B+sin 7 t_,- k,B+sin 7},t_
where
A = 1.15 ]. empirical constants that are derived
B = 0.15 f from ray-tracing methods
3 R, K. Russell, "Computation of Ionosphere Partial Derivatives,"
JPL Technical Memorandum 391-291 (internal document), Jet
Propulsion Laboratory, Pasadena, California, February 29, 1972.
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rZ,o, = zenith ionosphere delay
7 = station-spacecraft topocentric elevation angle
The ionosphere delay-rate model for the differenced
Doppler is arrived at by differentiating Eq. (13) with re-
spect to time, which gives
• (<9non) (0non .k
= --7 - I7
 ,on t.o L,o, L,o= (14a)
in which
Orion -A rZ,o,,COS 7
= (B + sin 7) 2 (14b)
E. Clock Offset and Rate
Tile station clock offset is modeled as a random ramp,
which consists of a random bias term to account for clock
offset calibration errors in the ground instrumentation
(e.g., hydrogen masers) together with station signal-path
calibration errors, and a rate term representing the fre-
quency offset calibration error between tile two tracking
stations participating in the three-way link.
Mathematically, the clock offset (delay) model can be
expressed as
7"_lk = bo + b,p + fo(t - to)
05)
bT
where
bT = total clock bias, offset (be) plus signal-path (b,v),
between co-observing stations
fo = frequency offset between co-observing stations
Second-order effects, such as frequency drift are neglected.
It. is easy to derive the clock delay-rate model by virtue
of a time-derivative of Eq. (15), which yields
i'_tk = fo (16)
!11. Information Content Analysis
Tile partial derivatives of any data type represetit, to
first order, the ability of that data type to sense changes
in a spacecraft trajectory. The "information content" of a
particular data type is effectively described by the charac-
teristics and behavior of its partial derivatives, and refers
to the ability of a data type to determine the various
elements that constitute a spacecraft trajectory model.
This study specifically explores the information content of
differenced range and Doppler for determining geocentric
spacecraft angular and angular rate coordinates.
A. Differenced Range and Doppler Partial Derivatives
and Error Analysis Formulation
A 'qinear" model is assumed for the regression equation
expressed by
z = A_:x+u (17)
where
Z -- [Zl, Z2,''" , ZN] T, vector of N observations
[6 T. _0,.... ]TX ---- O, aO, bT_, bT_, "" " , b b_O,fo , vector
of parameters to be estimated 4
u = [Ul, v2, • .., Ug] T, vector of N independent Gaus-
sian measurement errors 5
and Ax is the matrix of vector partial derivatives or par-
tials of the observable, at, the time of observation, with
respect to the estimated parameter set:
/ Ozi/Ox \
A. )
\ (gZN I OX I
In this analysis, the observation set z contains differenced
range and differenced Doppler measurements.
For a weighted least-squares estimator, the statistics
associated with the estimation error can be readily com-
puted by using the partial derivative matrix, A_. A
weighted Ieast-squares estimate is one that minimizes the
4 The subscript npass for the clock bias parameter indicates that asi
independent bias is assumed for ea,'h successive tra,'king pass, since
nmltlple passes are evaluated in this study. An ahernative method
would be to model the bias as an exponentiMly correlated process
noise parameter with an appropriately selected time constant. The
fl'equency offset is assumed to be stable enough over several passes
to warrant only a single representative parameter.
.5Specifically, the components of v are assumed to be independent,
zero-mean, Gaussian random variables.
6O
weighted sum of squares of the deviations between tile ac-
tual and predicted (computed) measurements expressed by
the scalar, quadratic cost function Q, written as
1
Q = g[z - A_:_(]Tw [z - A_x]
L
(18)
in which _ is tile "best" estimate of the unknown parame-
ter vector x (i.e., minimizes the cost function Q) and W is
taken to be a symmetric, positive definite weighting ma-
trix. For the special case in which W = F;-1, where I'. is
the covariance matrix associated with the data noise vec-
tor, v, the estimate _ that minimizes Q is the unbiased,
minimum-variance estimate of x, and is given by
_= (A T rsXA_)-_A T r2'z (19)
An important mathematical entity used in performing
a statistical error analysis is the information matrix or in-
formation array. The information array associated with
the estimated parameter set, denoted herein as J_, can
be determined computationally from the matrix of ob-
servation partials and the variances associated with each
measurement: 6
=_ = 4--7\ Ox/ \ Ox]
i=1
(20)
Equation (20) assumes that the weighting matrix W is
diagonal with the ith diagonal element wi being equal to
1/cr_,.
In many of tlle applications, some initial knowledge is
available about a particular parameter or parameters of
interest in the form of an unbiased a priori estimate. A
priori statistics and the regression equation [Eq. (17)] can
be combined to derive a modified form of the weighted
least-squares estimator, expressed as
T i -I(L + A. r; A: (21)
6 The information array can also be computed analytically using an
integral approximation if certain assumptions are made about the
sampling rate of the data. This, in fact, was the method employed
in the earlier companion studies [1,2]. Unfortunately, for tbls anal-
ysis, the observable models and associated partials are significantly
more involved and do not lend themselves to easy analytical deriva-
tion of the information arrays.
The term f. denotes the a priori information array and is
usually taken to be equal to the inverse of F_, the initial
covariance matrix for x. r
From this development, the estimated or computed er-
ror covariance matrix, denoted Fx¢o,.,, can readily be de-
termined
For differenced range measurements, the observation
partials are found to be
o[,o,o0,bT,, ,bTn,....*o, o,lo]
= [--rB sin 6 cos HB + ZB cos 6,
rB cos6 sin Hu, 1,1,..., lnpass,
(OAplO_o) (1 - to), (OAplOc_o) (l - to),
t -/0]
(23)
and follow directly from tim observable models provided
in Section II.
For the case of differenced Doppler measurements, by
letting /I_ ---* w (since &0 << w) and substituting 6 = 60,
the observation partials are found to be
ob,oo,<,<,...,<....,0, 0,Io]
=[ru(wsin6sinIln--6ocos6cosHB)--zu*osin6,
rO (wcos6cosHu--*osin(SsinHn) ,O,O,...O,w_,,,
(-ru sin _ cos lI. + z. cos _) + (OAfi/O_0) (t - to),
rB cos6sin Hu + (OA/i/Oao) (t - to), 1]
(24)
"r Generally speaking, the a priori information array need not be
invertible. Furthermore, Eq. (21) represents a "normalized" form
of the weighted least-squares estimator in wtfich estimates are made
of the corrections to the a priori values, hence, the a priori estimate
of the parameter vector x is assumed to be zero.
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B. Error Covariance Calculations (Part 1)
Recall that the baseline hour angle varies linearly with
time and can be expressed as
HB =ttm + ,_ (t -- to) (25)
where
HBo = epoch baseline hour angle
¢ol 0 = or0
For this study, a "symmetric" tracking pass was as-
sumed about HBo from which lower and upper limits on
the baseline hour angle were used to accumulate the dif-
ferenced range and Doppler information array given in
Eq. (20). The lower and upper baseline hour angle lim-
its, HB, and HB,, respectively, were taken to be
HB,,HB. = HBo -- @,HBo + qt (26)
where
=_=_tracking pass half-width.
A suitable choice for the tracking pass width 2@ was
made for each candidate baseline by constraining the mini-
mum elevation angle at each participating station to be ap-
proximately 10 deg. A more detailed description of this ge-
ometric dependence and suitable choices of 2_ for the DSN
Canberra-Goldstone and Madrid-Goldstone baselines are
provided in [1]. For the Canberra-Goldstone baseline, it
was found that. a constant tracking pass half-width value
of 30 deg (about four hours' worth of continuous track-
ing) could be obtained for the range of spacecraft declina-
tion angles studied: -20 deg _< 6 _< 20 deg. In terms of
data noise characteristics, the data accuracy for the differ-
enced Doppler and range measurements were taken to be
somewhat conservative by the standards of earlier analy-
ses; specifically, measurement uncertainties were taken to
be azxk = 0.15 mm/sec and _rzxp = 30.0 cm. A 60-see
sampling rate was used for differenced Doppler and one
differenced range point was acquired every 300 see.
assumed to be available for the clock bias (offset/signal
path) and frequency offset parameters, based on extrap
olations of current. DSN ranging and calibration systen
capabilities. The a priori information array ], was thu,
taken to be
J, =diag 0,0, 1 , i ,""
1 ,0,0,
O'bTnpaH
(27)
where
_rbr, = one-sigma a priori clock offset/signal-path un_
certaiuty for the ith tracking pass
o'lo : one-sigma a priori frequency offset uncertainty
One-sigma uncertainties for the clock offset/signal-path
and frequency offset parameters were assumed to be O'bri =
10 nsec (_300 cm) and O'Io = 0.02 ram/see, respectively.
Preliminary error analysis results for differenced range
tracking from the DSN Canberra-Goldstone baseline sug-
gest that the data are capable of determining spacecraft
angular position coordinates to a precision of about 0.04
to 0.3 prad (computed-only results) at the conclusion of
five successive tracking passes, over the range of declina- :
tions investigated. The geocentric angular rate terms are -
seen to be determined within a range of 10 to 20 x 10 -12
rad/sec. These results illustrate the difficulty which dif-
ferenced range data have in being able to accurately sense
spacecraft angular motion in the absence of other data
types and a priori information. Differenced Doppler mea-
surements were consequently used to augment tlle differ-
enced range with computed-only results, which suggested
that the two data types, when used in concert, can yield
precisions on the order of 0.02 to 0.2 grad for the geo-
centric angular coordinates and a reduction in the angular -
rate uncertainty to 3 to 8 x 10 -12 rad/sec, again, at tile
conclusion of five successive tracking passes. The full set
of these results is summarized in Table 2, which provides
the one-sigma uncertainties for estimated parameters over
the course of five tracking passes.
No a priori statistics were assumed for the spacecraft
angular coordinate parameters to be estimated by the fil-
ter (6o, c_0,5o, &0). Conversely, a priori information was
It is interesting that the best performance is seen at the
smaller declination magnitudes. Although this is contrary
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to the behavior seen in earlier studies [1,2], one must re-
member that the spacecraft angular coordinates were as-
sumed to remain "fixed" over the evolution of tracking
passes considered, whereas in this study, the data must
also attempt to determine the angular rate terms. With-
out adequate initial knowledge of these parameters, the
filter, hence the data, must work extremely hard not only
to determine the spacecraft angular coordinates and rates,
but the clock/clock-rate offsets as well.
It is well known that unmodeled delays due to clock
offset and station signal path calibration errors can be a
major factor preventing differenced range data from yield-
ing angular precisions comparable to those of AVLBI data,
and the addition of differenced Doppler data will not nec-
essarily help, as they are nearly insensitive to clock off-
sets. For this reason, another error covariance calcula-
tion was made with a "tighter" a priori knowledge of the
clock biases, assuming an advanced DSN ground calibra-
tion system emplaced, e.g., a DSN Global Positioning Sys-
tem (GPS) Ground Calibration System. s For these cases,
the one-sigma a priori uncertainty in the clock offset was
assumed to be 1 nsec (--,30 cm). Because the epoch decli-
nation estimate is most affected by the uncertainty in the
station clock offset, only the improvement in declination
precision is shown (see Fig. 4). The results shown in Fig. 4
indicate that the ability of the differenced range data to de-
termine the clock bias parameters is relatively weak in the
near-zero declination regime; this is reflected in the more
dramatic improvement seen for the tighter clock synchro-
nization value, as is evident in the same figure, and the
lesser improvement seen for the higher declination magni-
tudes. The inability of the filter to reduce the uncertainty
in frequency offset is a reflection of its current highly pre-
cise calibration value.
A similar assessment was made for a DSN Madrid-
Goldstone baseline, however, there are some important
differences in terms of viewing constraints and tracking
geometries that need to be noted before summarizing the
error analysis results. The fact that both DSN com-
plexes (Madrid and Goldstone) are located in the Northern
Hemisphere severely restricts the tracking-pass width, and
hence, the amount of available data at low declinations
(3 < 5 deg). The result, as seen in the earlier companion
studies, is a severe degradation in precision at these lower
declination angles. Furthermore, there is an inherent dif-
ficulty in being able to determine the spacecraft declina-
tion in the near-zero region resulting from the relatively
s S. M. Litchen, "GPS-Based DSN Calibration System (RTOP 61),"
(presentation viewgraphs), Office of Spaceflight Operations Ad-
vanced Systems Review, DSN Advanced Systems Program, Jet
Propulsion Laboratory, Pasadena, California, June 18-19, 1991.
small magnitude of tile baseline z-height component, a.s
compared with tire Canherra- Goldstone baseline (see Ta-
ble 1). The available overlap increases dramalically for
the higher declination magnitudes (6 _< 10 deg). For this
analysis, a tracking-pass half-width value of 30 deg was
selected for 6 = 10 deg, and a value of 37 deg was chosen
for the 6 = 20-deg case, which translates to aboul four and
five hours of continuous tracking, respectively. (Note that
the lower declination magnitude cases are ignored for this
baseline for reasons just cited.)
Estimation statistics for the Goldstone--Madrid baseline
are summarized in Table 3, in which idenlical assump-
tions on data-sampling rate and measurement accuracy
characteristics are made as for the Canberra Goldstone
study, as well as on the a priori statistics. Results sug-
gest that the differenced data types can together deliver
about 0.2- to 0.5-/arad precision for tim geocentric angular
coordinates and about 3 x 10 -12 to 40 x 10-1-_-rad/sec
precision for the angular rates, at the conclusion of five suc-
cessive tracking passes. Clearly, the Canberra-Goldstone
baseline results are superior for the 6 = 10-deg case by
about a factor of three in which the same tracking-pass
half-width value was assumed (_ = 30 deg). For the 20-
deg case, on the other hand, better performance is seen
for the Madrid-Goldstone baseline in terms of being able
to determine tile epoch declination and measurement bi-
ases. This should not be surprising, however, as a larger
tracking-pass half-width value was employed (_ = 37 deg)
than with the Canberra Goldstone case. In fact, even
with the increase in data volume, the determination of tile
epoch right ascension parameter and angular rate terms
was poorer than with the Canberra-Goldst.one baseline.
Although the Madrid Goldstone baseline offers a greater
availability of data over the Canberra-Goldstone baseline,
as the spacecraft declination angle increases, the latter of-
fers the more favorable results in terms of angular preci-
sion.
IV. Sensitivity Analysis
A useful analysis tool is the sensitivity matrix method,
which is frequently used in orbit determination error anal-
yses and provides a means to distinguish among the effects
of several different unmodeled systematic error sources on
the parameter estimates [5,6]. Knowledge of the sensitiv-
ity matrix enables one to compute the full-consider error
covarianee matrix, which accounts for the computed uncer-
tainty due purely to random measurement noise plus the
uncertainty induced by unmodeled consider parameters. 9
9 Recall that a consider parameter is treated by the filter as an un-
modeled systematic error source.
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A. Filter Augmentation
The original regression equation, Eq. (17), is augmented
with an additional term, which results in a regression equa-
tion of the form
[ Ozl/cgy )/ az,/a,, \ [ az2/ayA,= ( 8z2/ax } , A,= ...
z = A_x + Auy + v (28) The sensitivity matrix, denoted S,y, is defined to be
where
Z = [Zl, Z2,-.. , ZN] T, vector of N observations
0_ 8i¢(8z)Szv =-- Oy -- Oz -_y
x = 50, e_'O, bT,, bT2,'", bT,.i, .... _0, &0, fo , vector
of original estimated parameters where
= F.... ,J_v (29
Y= [rn,z.,AB,r_,.o,,r_,.o_,rZ,o.,,r.,o._] T,
of considered parameters
vector N
: 4WA,: E £ (°z')T(Oz,) (30
_=_,\0×) \Oy)
P' -" [/21, P'2,'"", P'N] T, vector of N independent Gaus-
sian measurement errors Once again, it is assumed in Eq. (30), that the weightin_
matrix W, is diagonal.
For differenced range measurements, based on the ob-
and A. is, again, the matrix of observation partials with servable development given in Section II and a substitution
respect to the estimated parameter set, while A u is the ma- of the empirical ray-tracing constants for the static iono-
trix of observation partials with respect to the considered sphere delay model, the consider observation partials are
parameter set: found to be
OAp) OAp
Oy .]=
, , ]W0 [rB, ZB, AB, TZ,_o_ 7"Zt_o_ TZ,o.t, TZ,o,,_
cos 6 cos HIj, sin 5, -OAp/OO_o,
r_t_,/(v,, cos 5cos Hi+zh, sin 5),
-r,t_U(r,_ cos 5 cos H2+ Zh_ sin 5),
1.15rsta_/(O.15r, ta, + rs, cos 6 cos Hi + Zh, sin 5),
-- 1.15rsta2/(O.15r, ta2 + rs2 cos 5 cos H2 + zh2 sin 5)] T (31)
In the case of differenced Doppler measurements, the consider observation partials are found, upon further substi-
tution of/:/_ = w and 6 = 60, to be
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- -yl a [r., z., r.,.o:, T
cos 6 sin HB- 60 sin 6 cos HB, 60 cos 6, --OAt_/Oc_0,
' [ (, ) ]
r, ta, sin 2 %, r,, 0 sin _ cos H1 + w cos 6 sin H1 -zh,60 cos ,5 ,
rsta_ sin 2 "Ys2
1.15 )_ [r,, (60 sin 6 cos H, + w cos 6 sin H,+_vcos6sinlt,)--zh,_o cos '],
r, ta,(0.15 + sin 7,,
1.15 )_ t[-r'_ \(d_°sin 6 cos H2 + w cos 6 sin tt2) + zh_6o cos 6 (32)
r, ta2(0.15 + sin 7,_
The computation of the total or full-consider error co- P_v -- Sx_ V_u
variance matrix, denoted r ...... is given by [= S_y diag c_rs,_rz_,_rx_,
, ] (35)
where
F: .... = computed error covariance matrix
Sx u = sensitivity matrix
Fu = consider parameter covariance matrix
The considered parameters are assumed to be uncorre-
lated, thus F u is diagonal, with the associated consider
variances as principal diagonal entries:
[2 2 _2 2 2 _ 2 ]ry = diag crrB,crzB, AB,O'r_rolJO'7"_tro,O'7"Z,or,]_O'r_io.2
(34)
This leads to the introduction of the perturbation matrix,
denoted Pzu, and defined as
The perturbation matrix is another usefid analysis tool as
it indicates the one-sigma perturbation of each estimated
parameter due to each consider parameter [6]. This infor-
mation can be used to evaluate the impact of each individ-
ual consider parameter on the estimated parameter uncer-
tainties or used to lump the effects into various groups of
error sources; in this case, into observing platform errors
and transmission media delay calibration errors.
The one-sigma uncertainties for the considered param-
eters are taken to be
_r_B = 12.6 cm
_rzo = 13.0 cm
_r_B = 39.8 nrad
O'rt_o_._ : 4.0cm "_
JO'r_o_l, 2 : 5.0cnl
(observing plal form)
(transmission media)
Thesebaselinecoordinateuncertaintiesarerepresentative
oftile combineduncertaintydueto currentlevelsof rela-
tivestationlocationerrorandEarthorientationcalibra-
tion error[7]. Tile tropospherezenithdelayvaluesare
consistentwithcurrentDSNcalibrationcapabilities,and
theionospherezenithdelayvaluesreflecthatX-band(8.4-
GIh) radiolink frequenciesareassumed.
B. Error Covariance Calculations (Part 2)
Several cases were run to determine the effects of un-
modeled systematic errors on the differenced Doppler and
range data. In Tables 4 and 5, error statistics for tile ref-
erence DSN Canberra-Ooldstone and Madrid-Goldstone
baseline cases using differenced Doppler together with dif-
ferenced range over the evolution of five successive tracking
passes are shown. These results reflect the total error in
which the uncertainty due to tile consider parameters is
combined with the estimated parameter uncertainty due
to measurement noise to better reflect "real world" re-
suits. IIere, it is seen that the consider parameter effects
can be quite substantial, even after several passes of data
have been acquired. Although tile estimated clock delay
terms are only marginalIy affected by the unmodeled error
sources, the parameters constituting the spacecraft angu-
lar motion are more severely impacted.
For the Canberra-Goldstone baseline, the most affected
parameter is seen to be the epoch right ascension in which
up to a seven-fold degradation in performance is evident at
zero declination (see Tables 2 and 4) and about a four-fold
degradation at the lowest and highest declination magni-
tudes (recall that symmetric passes are assumed). Degra-
dation was less severe for the estimated epoch declination
parameter yet still significant; about an 85-percent degra-
dation at the extreme declination magnitudes and about a
23-percent degradation in the zero declination region. The
angular rate parameters are degraded by about a factor
of two to three-and-a-half times the nominal (computed)
values over the selected declination range. In the case of
the Madrid-Goldstone baseline, the error statistics sug-
gest that the most heavily impacted parameter is epoch
declination, especially for the 10-deg declination case; the
resulting performance is shown to be quite poor, even af-
ter five successive tracking passes. In the 20-deg declina-
tion case, an approximate three-fold degradation in epoch
declination determination is seen over the computed-only
results, and the determination of epoch right ascension
is degraded by about one-and-a-half times the estimated
result. To gain insight into whether the observed degra-
dation was due primarily to baseline coordinate errors or
transmission media delay calibration errors, the one-sigma
perturbations due to each consider parameter were com-
puted (i.e., tile perturbation matrix). The perturbations
due to "lumped" error sources are shown in Fig. 5 for
the Canberr>Goldstone baseline case. Clearly, the tro-
posphere is tile dominant error source in almost all cases.
Generally" speaking, the effects of baseline coordinate un-
certainties are not seen to be significant.
As a result of these findings, a focus on reducing the ef-
fects of tropospheric path delay errors was made 1° that was
attempted in two ways: (1) using a more accurate zenith
delay calibration and (2) raising the elevation cutoff angles
at the two stations constituting the baseline. Another pos-
sible strategy, which would require further research, would
be the use of an elevation-dependent data-weighting func-
tion, such as the one that was recently developed for two-
way X-band (8.4-GIh) Doppler [8,9]. The results obtained
with these techniques are illustrated in Fig. 6, for the most
severely affected estimated parameter_poch right ascen-
sion. Here, it is seen that the most dramatic improvement
results from a smaller zenith delay calibration error value,
taken to be 2 cm in this case, which could be achieved by
an improved DSN ground calibration system. The more
interesting curve results from the higher elevation cutoff
(approximately 15 deg) in which the reduction in uncer-
tainty is also seen to be substantial. These results indicate
that an elevation cutoffof 15 deg (or perhaps higher) could
yield significantly improved performance over the results
given in Tables 4 and 5 for a 10-deg cutoff, even without
the benefit of an improved troposphere calibration tech-
nique.
V. Remarks
Differenced Doppler and range measurements acquired
from multiple baselines were not addressed in this analy-
sis. Results from the earlier companion studies suggested
that if knowledge of DSN station clock offsets was as-
sumed to be relatively large, angular precision for cases
involving longer differenced data arcs from a single base-
line were superior to the shorter data arcs acquired from
two different baselines [I,2]. This, of course, was a reflec-
tion of a greater amount of data available to the filter for
estimating clock offsets. For studies involving more opti-
mistic assumptions about the DSN's ability to calibrate
station clock offsets, better performance was observed for
the dual baseline cases over the single baseline cases, de-
spite the shorter data arcs used from each of the two indi-
vidual baselines. Another tracking strategy that has been
lo For the Canberra-Gold.stone basefine case only.
suggestedis to alternatedataacquisitionfromtheDSN
baselinesonaper-passbasisin aneffortto furtherreduce
the sensitivity of the differenced data types to transmis-
sion media delay effects; this, however, will require further
study, n
To provide a reference point for comparison with the
differenced range and Doppler results, angular precision
and angular rate precision estimates were computed for
both wideband AVLBI (ADOR) and narrowband AVLB]
(ADOD) data acquired from a single baseline over a pe-
riod of a few days. In these calculations, it was assumed
that one ADOR measurement and one ADOD measure-
ment were acquired simultaneously each day from the
DSN Goldstone-Canberra baseline for five successive days.
The measurement accuracies assumed for these data were
20 cm for ADOR, and 0.05 mm/sec for ADOD; these mea-
surement accuracies are representative of the performance
that can be achieved at X-band (8.4-GHz) frequencies. 12
The results for five different declination values ranging
from -20 deg to +20 deg are given in Table 6. The baseline
hour angle for each pair of ADOR/ADOD measurements
was chosen so that a spacecraft at the specified declination
angle would be observed at or near the maximum elevatio n
angle from both the Goldstone and Canberra complexes.
Small departures of up to 10 deg in the baseline hour an-
gle away from this configuration were intentionally made
so as to vary the observing geometry some, although no
attempt was made to choose the baseline hour angles for
each day in such a way as to optimize the results.
Compared with the differenced range and Doppler re-
sults given in Tables 4 and 5, the data in Table 6 show
comparable angular precision (about 0.07 to 0.04 prad),
but much better angular rate precision than the differ-
enced range and Doppler data (0.5 x 10 -1_ to 1.0 x 10 -1_
rad/sec as opposed to 7 x 10 -12 to 25 × 10-12 rad/sec).
A comparison of Table 6 with the ideal (no systematic
error source effects) differenced range/Doppler precision
data given in Tables 1 and 2 indicates that the ideal an-.
gular precision obtained with differenced range/Doppler
data is much closer to that obtained with AVLBI data,
11 W. M. Folkner, Tracking Systems and Applications Section, per-
sonal communication, Jet Propulsion Laboratory, Pasadena, Cali-
fornia, January 22, 1992.
12 j. S. Border, "Analysis of ADOR and ADOD Measurement Er-
rors for Mars Observer Using the DSN Narrow Channel Band-
width VLBI System," Interoffice Memorandum 335.1-90-026 (in-
ternal document), Jet Propulsion Laboratory, Pasadena, Califor-
nia, May 15, 1990.
but that tile AVLBI data still yield the greatest angutar
precision even in this scenario.
VI. Conclusions
The simple three-parameter analytic differenced range
and Doppler observable models that were developed in the
previous studies were refined in this analysis into more-
detailed six-parameter observable models in order to as-
certain the ability of these data types to estimate both
spacecraft angular coordinates and DSN clock/frequency
offsets, as well as spacecraft angular rate coordinates, over
a tracking period of a few days. Furthermore, the ex-
panded models incorporated systematic station location
and transmission media (troposphere/ionosphere) calibra-
tion errors which were not addressed previously.
Error covariance calculations suggested that a few dif-
ferenced Doppler plus ranging passes were capable of yield-
ing angular position estimates with a precision on the order
of 0.1 to 0.4 prad, and an angular rate precision on the or-
der of 3 to 25 x 10 -l_ rad/sec--this in the absence of any
a priori statistical information on the coordinate parame-
ters. Results based on sensitivity analysis calculations sug-
gested that the most dominant systematic error source in
most of the tracking scenarios that were investigated was
troposphere zenith delay calibration error. As expected,
the differenced Doppler data were found to be more sensi-
tive to troposphere calibration errors than the differenced
range data. Howeverl it was also discovered that by raising
the elevation cutoff to 15 deg at both stations constitut-
ing the baseline, the effects due to troposphere calibra-
tion errors were significantly reduced. A similar, yet even
more dramatic improvement was seen when an improved
zenith delay value was chosen based on an advanced DSN
ground calibration system employing GPS measurements.
These quantitative results were based strictly on the differ-
enced data types themselves, as no additional radio metric
data types were assumed, e.g., two-way (coherent) Doppler
and/or range. It must be remembered that in an opera-
tional environment, the differenced data types would be
used in conjunction with conventional line-of-sight track-
ing data types (two-way range/Doppler), however, further
study is needed to establish navigation accuracy estimates
for more realistic scenarios. For comparison purposes, er-
ror covariance calculations were also performed using wide-
band AVLBI (ADOR) and narrowband AVLBI (ADOD)
data which yielded angular precisions on the order of 0.07
to 0.4 prad, and angular rate precisions on the order of 0.5
to 1.0 x i0 -1_ red/see.
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Table 1. DSN station and baseline cylindrical coordinates.
Station Location r_, km Zh, km )% deg
DSS 14 Goldstone
DSS 43 Canberra
DSS 63 Madrid
Baseline Length, km
DSS 43-14 10,588.966
DSS 63-14 8,390.430
5203.997 3677.052 243.1105
5205.251 --3674.749 148.9813
4862.451 4115.109 355.7520
rB, km ZB, km AB, deg
7620.841 7351.801 286.0523
8378.986 --438.057 210.7265
Table 2. Differenced Doppler plus range angular precision using
DSN Canberra-Goldstone baseline (computed-only results, 1_,).
Number of passes
Estimated 1 2 3 4 5
parameter
6 = --20 deg
. w
6o, nrad 566.01 387.40 311.33 267.26 237.83
ao, nrad 307.18 187.04 139.82 114.64 99.09
_io, prad/sec 21.23 13.40 10.36 8.75 7.76
5o, prad/sec 10.13 6.11 4.50 3.62 3.06
6 = --10 deg
60, nrad 440.24 308.26 250.51 216.38 193.23
ao, nrad 112.64 66.59 48.51 38.91 33.02
6o, prad/sec 12.08 7.55 5.85 4.98 4.47
5o, prad/sec 10.23 5.96 4.24 3.31 2.73
6 = 0 deg
6o, nrad 411.37 289.98 236.39 204.53 182.82
C_o, nrad 56.57 32.66 23.10 17.89 14.61
bT1, cm 300.00 212.15 173.22 150.02 134.18
bTu, cm - 212.15 173.23 150.02 134.18
bTa, cm - - 173.23 150.02 134.18
bT4, cm - - - 150.04 134.19
bT_ , crn .... 134.21
60, prad/sec 9.89 6.12 ,1.74 4.05 3.66
5to, prad/sec 10.24 5.91 4.18 3.24 2.64
fo, mm/sec 0.02 0.02 0.02 0.02 0.02
6 = 10 deg
60, nrad 438.62 307.27 249.77 215.77 192.70
¢_o, ru"ad 110.26 65.28 47.63 38.27 32.53
6o, prad/sec 12.07 7.55 5.85 4.98 4.47
5_o, prad/sec 10.23 5.96 4.25 3.31 2.73
6 = 20 deg
6o, nrad 561.3,t 384.56 309.20 265.52 236.33
c_o, rLrad 30,1.68 185.80 139.10 114.18 98.81
bTa, cm 299.97 212.12 173.19 149.98 134.14
bT_, cm - 212.12 173.19 149.98 13,1.14
bT3, cm - 173.20 1,t9.99 134.15
bT4, cm - - - 150.01 134.15
- -- 134.18bT_, cm - -
6o, prad/sec 21.19 13.38 10.35 8.74 7.76
do, prad/sec 10.14 6.11 4.50 3.62 3.06
,(o, mm/sec 0.02 0.02 0.02 0.02 0.02
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Table 3. Differenced Doppler plus range angular precision using
DSN Madrid-Goldstone baseline (computed-only results, la).
Number of passes
Estimated 1 2 3 4 5
parameter
6 = 10 deg
60, nrad 1207.32 762.43 594.71 509.12 458.51
c_o, nrad 393.96 277.10 225.54 194.87 173.97
6o, prad/sec 84.50 59.22 48.11 41.53 37.04
_o, prad/sec 14.32 8.38 6.03 4.76 3.98
6 : 20 deg
60, nrad 324.05 224.20 190.60 175.09 166.63
so, rtrad 379.64 266.01 215.31 184.88 163.99
bT_, cm 294.50 206.39 167.03 143.40 127.18
bT_, cm - 206.39 167.04 143.41 127.18
bT3, cm - - 167.04 143.41 127.18
bT4, cm - - - 143.43 127.19
bTa, cm .... 127.21
60, prad/sec 39.77 27.82 22.50 19.31 17.12
_o, prad/sec 8.23 4.88 3.58 2.90 2.49
fo, mm/sec 0.02 0.02 0.02 0.02 0.02
Table 4. Differenced Doppler plus range angular precision using
DSN Canberra-Goldstone baseline (full-consider results, la).
Number of passes
Estimated
1 2 3 4 5
parameter
6 = --20 deg
_, nrad 675.03 534.78 483.21 456.86 441.18
oo, rLrad 498.46 435.05 417.21 409.79 406.10
60, prad/sec 33.37 29.02 27.74 27.18 26.88
_o, prad/sec 15.42 13.14 12.48 12.20 12.05
6 = --10 deg
_, nrad 474.99 356.27 307.83 280.95 263.76
ao, rtrad 201.46 179.86 174.03 171.68 170.53
6o, prad/sec 19.49 17.06 16.38 16.09 15.94
_o, prad/sec 15.57 13.16 12.48 12.19 12.05
6 = 0 deg
60, nrad 431.60 318.02 270.05 242.64 224.64
_o, rtrad 128.48 119.89 117.64 116.73 116.27
byL, cm 300.00 212.15 173.22 150.02 134.18
bT2, cm 212.15 173.23 150.02 134.18
bTz, cm - - 173.23 150.02 134.18
bT4, cm - - - 150.04 134.19
bTa, cm .... 134.21
60, prad/sec 16.45 14.50 13.97 13.76 13.65
bo, prad/sec 15.53 13.09 12.41 12.12 11.98
.]to, nun/sec 0.02 0.02 0.02 0.02 0.02
6 = I0 deg
6o,nrad 472.99 354.75 306.47 279.66 262.50
_o, rtrad 119.78 178.97 173.38 171.12 170.02
6o, prad/sec 19.48 17.05 16.37 16.08 15.93
_o, prad/sec 15.53 13.11 12.43 12.14 12.00
5 = 20 de 8
60, nrad 668.69 529.70 478.56 452.43 436.90
_0, nrad 496.29 433.83 416.28 409.00 405.41
bTa, cm 299.98 212.16 173.27 150.13 134.39
bT2, cm - 212.16 173.28 150.14 134.39
bT_, cm - -- 173.29 150.14 134.39
bT4, cm - -- - 150.16 134.40
bTn, cm .... 134.42
_0, prad/sec 33.32 28.99 27.72 27.17 26.87
&o, prad/sec 15.34 13.05 12.38 12.10 11.95
fo, mm/sec 0.02 0.02 0.02 0.02 0.02
7O
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Table 5. Differenced Doppler plus range angular precision using
Madrid-Goldstone baseline (full-consider results 1_).
Number of posses
Estimated 1 2 3 4 5
parameter
60, nrad
c_o, nrad
_o, prad/sec
&o, prad/sec
6 = 10 deg
2264.36 2057.61 i997.18 1968.97 1952.06
410.51 300.00 253.87 228.87 214.37
92.11 68.40 57.76 51.16 46.45
26.52 23.83 23.09 22.77 22.61
6 = 20 deg
Go, nrad 624.82 578.70 565.86 560.16 556.92
c_o, nrad 387.24 285.02 251.82 244.03 249.26
bT1, cm 299.48 221.39 197.27 192.83 198.24
bT_, cm - 221.39 197.27 192.83 198.24
bTa, cm - 197.27 192.83 198.24
bT4, cm - - - 192.84 198.24
bTs, cm .... 198.24
_0, prad/sec 40.22 28.26 23.29 21.01 20.32
5¢o, prad/sec 15.65 14.17 13.77 13.60 13.52
fo, mm/sec 0.02 0.02 0.02 0.02 0.02
Table 6. AVLBI angular precision (1_) using DSN Goldslone-
Canberra baseline (results for five consecutive passes),
Estimated
parameter
Number of passes
-20 -10 0 10 20
<_= 10 deg
Go, nrad 71.0 115.0 235.0 384.0 152.0
ao, nrad 92.6 127.0 236.0 369.0 150.0
_o, prad/sec 0.55 1.35 0.98 1.22 0.51
&0, prad/sec 0.56 1.30 1.00 1.18 0.53
- 71
zx_ P2
Y
Fig. 1. Differenced range measurement geometry.
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Fig. 3. Differenced Doppler and range data acquisition scheme.
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Fig. 2. Spacecraft and DSN station coordinates.
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Fig. 4. Comparison of Canberra-Goldstone baseline declination
precision for varying clock bias values.
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Orbiter-Orbiter and Orbiter-Lander Tracking
Using Same-Beam Interferometry
W. M. Folkner and J. S. Border
Tracking Systems and Applications Section
Two spacecraft orbiting Mars will subtend a small angle as viewed from Earth.
This angle will usually be smaller than the beam width of a single radio antenna.
Thus the two spacecraft may be tracked simultaneously by a single Earth-based
antenna. The same-beam interferometry (SBI) technique involves using two widely
separated antennas, each observing the two spacecraft, to produce a measurement of
the angular separation of the two spacecraft in the plane of the sky. The information
content of SBI data is thus complementary to the line-of-sight information provided
by conventional Doppler data. The inclusion of SBI data with the Doppler data in
a joint orbit estimation procedure can desensitize the solution to gravity mismod-
cling and result in improved orbit determination accuracy. This article presents an
overview of the SBI technique, a measurement error analysis, and an error covari-
anee anal)sis of some examples of the application of SBI to orbit determination.
For hypothetical scenarios involving the Mars Observer and the Russian Mars '94
spacecraft, orbit determination accuracy improvements of up to an order of mag-
nitude are predicted, relative to the accuracy that can be obtained by using only
Doppler data acquired separately from each spacecraft. Relative tracking between
a Mars orbiter and a lander fixed on the surface of Mars is also studied. Results
indicate that the lander location may be determined to a few meters, while the
orbiter ephemeris may be determined with accuracy similar to the orbiter-orbiter
case.
I. Introduction
Measurements of the radio signal emitted by a space-
craft orbiting another planet provide information about
the spacecraft's position and velocity. A single Earth-
based tracking station can directly measure line-of-sight
range rate. The spacecraft trajectory can be inferred from
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an analysis of the time signatures imposed by the space-
craft acceleration due to gravity and by the change in ge-
ometry due to the orbital motion of the Earth and tar-
get planet. The orbit determination accuracy that can be _-
achieved is limited by measurement system errors and er-
rors in the spacecraft force models. The former include
ground instrumental errors, clock instability, uncertain -
Earth orientation, uncalibrated media delays, and errors in
tracking station locations. The mismodeled forces include
uncertainties in the gravity field of the central body, the
force due to solar pressure, and atmospheric drag. For a
low orbiter, with a period of a few hours, the uncertainties
in the gravity field often dominate the orbit determination
uncertainty.
Differential measurements are affected less by ground
system and media errors, and desensitize orbit solutions
to spacecraft force modeling errors. Differential measure-
ments studied for low orbiters such as Magellan or Mars
Observer (MO) include differenced-Doppler and delta dif-
ferentia] one-way Doppler (ADOD). Differenced-Doppler
involves the use of two tracking stations to measure the
Doppler shift of the spacecraft carrier, with one of the sta-
tions providing a stable uplink frequency. A clock rate
offset between the two stations introduces a systematic
error into this measurement. The ADOD measurement
subtracts the differential spacecraft Doppler from the dif-
ferential frequency shift of a quasar to calibrate the station
clock offset. Both of these measurement types give, es-
sentially, a measurement of the spacecraft velocity in the
plane of the sky (the plane perpendicular to the Earth-
spacecraft line of sight). This type of measurement has
been shown to improve orbit determination accuracy in
ease studies for Magellan [1].
For a number of upcoming interplanetary missions, pri-
marily directed towards Mars, two spacecraft may simulta-
neously be in orbit about the same planet. This opens the
possibility of differential measurements between the two
spacecraft instead of between a spacecraft and a quasar.
The angle between the two spacecraft as viewed from
Earth will be much smaller than the usual spacecraft-
quasar angle, which is typically 10 deg. Since many
measurement errors scale with the angular separation,
the spacecraft-spacecraft measurement is potentially much
more accurate than conventional interferometric measure-
ments. If the two spacecraft lie within the beam width of a
single antenna, as will often be the case, the carrier phases
of both spacecraft can be simultaneously tracked. This
use of phase rather than group delay (or delay rate) fur-
ther increases the measurement accuracy. It is predicted
that the same-beam interferometry (SBI) measurement ac-
curacy could be up to three orders of magnitude better
than that for c0nventional spacecraft-quasar interferome-
try [2,3].
The utility of SBI measurements will depend on a num-
ber of factors, such as the data arc length, data accuracy
and weighting, orbital geometry, and gravity modeling un-
certainties. The analysis presented here is not meant to be
definitive but rather to show the relative power of adding
SBI data to nominal Doppler tracking strategies. The
sample cases presented below are based on the Russian
Mars '94 mission arriving at Mars while MO is nearing
the end of its prime mission. An earlier opportunity to
perform SBI measurements and demonstrate their util-
ity for orbit determination occurred in August 1991 when
Magellan joined Pioneer 12 in orbit about Venus [4].
A more futuristic case involves relative tracking with
respect to landers on the surface of Mars. There are many
possible applications which then arise, including lander-
rover tracking for rover position estimation, or lander-
spacecraft tracking for spacecraft approaching the planet.
The potential use of SBI to determine relative lander-rover
positions at the meter level has been discussed briefly else-
where [5]. The only case involving a lander included below
involves the use of SBI for tracking an orbiting spacecraft
with respect to a lander.
II. Same-Beam Interferometry Technique
The SBI measurement of two spacecraft is depicted in
Fig. 1. Two ground stations measure the phase of the
carrier signal from each spacecraft as a function of time.
The measured phase, when differenced between spacecraft
and differenced between ground stations, gives an instanta-
neous measurement of the separation of the two spacecraft
in the plane of the sky (in the direction along the projected
baseline). The relative measurements can be included in
a joint orbit estimation process along with Doppler data
obtained from each of the two spacecraft. The use of all
the data in a single estimation process ties both orbits to
the center of gravitation through the dynamic signatures
in the data.
The SBI measurement is similar to a delta differential
one-way range (ADOR) measurement [6] in that an ob-
servable is formed from the observation of two sources at
two widely separated ground stations. The ADOR mea-
surement determines the spacecraft differential one-way
range and compares this with the interferometric delay
of an angularly nearby quasar to calibrate the ground sta-
tion clocks and other common mode errors. The ADOR
measurement uses tones modulated on the downlink car-
rier to determine the group delay, with a precision of a
fraction of the wavelength corresponding to the spanned
bandwidth. This wavelength is about 7.5 m for the
40-MHz spanned bandwidth for X-band (8.4-GHz) ADOR
measurements. The SBI measurement has the advantage
of a much smaller angular separation between the two
spacecraft in orbit (a fraction of a milliradian) than the
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spacecraft-quasar separation for a ADOR measurement
(typically 10 deg or about 175 mrad). The SBI measure-
ments determine the phase delay to a precision of a fraction
of the carrier wavelength, which is 3.6 cm at X-band. The
combination of smaller angular separation and the use of
phase delay rather than group delay results in a theoret-
ical accuracy for SBI measurements of 0.2 mm compared
with the 14-em accuracy of conventional X-band ADOR
measurements.
SBI has some operational advantages over conventional
spacecraft interferometry. Since no quasar is used, there
is no need to change the pointing of the antennas away
from the spacecraft. Without the quasar, there is also no
need for a cross-correlation step in the data processing.
Appropriately designed receivers could simultaneously ex-
tract the phase me_urements in real time. The phase
measurements would then be processed much like conven-
tional Doppler data.
The SBI data do not determine tile doubly differenced
carrier phase unambiguously. Each arc of SBI measure-
ments begins with a phase bias, which consists of an inte-
ger number of cycles and a possible fractional phase due to
imperfectly calibrated instrumental delays. Provided that
the calibration of the station instrumentation is sufficient
to determine the fractional phase to a level small as com-
pared with the SBI data noise, tile phase bias can be con-
strained to be an integer number of cycles. The phase bias
must be provided from a priori information or else a phase
bias must be estimated for each SBI data arc. The phase
bias could be determined from group delay measurements
(using widely spaced tones about the carrier) or from a
sufficiently accurate a priori orbit solution. In particular,
if the orbit solution using SBI data with the phase bias es-
timated a_sa real number can determine the bias to a small
fraction of a cycle, then the phase bias can be confidently
fixed to the nearest integer. A subsequent orbit solution
will result in greater orbit determination accuracy.
An error budget for X-band SBI measurements is pre-
sented in Table 1. The error budget assumes a Sun-Earth-
Probe (SEP) angle of 20 deg, a spacecraft separation angle
A0 of 100 prad, an Earth-spacecraft distance of 1.4 AU,
and a projected baseline length of 8000 km (a representa-
tive value for intercontinental baselines). The largn_t error
contribution listed is from imperfect delay cancellation due
to solar plasma. Nearly all charged-particle effects could
be removed by dual-frequency measurements, ttowever,
the upcoming opportunities for SBI measurements are not
assured of having two frequencies from both spacecraft.
The particular case studied below occurs when the Rus-
sian Mars '94 mission arrives at Mars in 1995 while MO is
still active. The Mars '94 spacecraft will have an X-band
transmitter to provide a signal for ADOR measurements
to be acquired by the DSN during cruise, but it will rely on
C-band (6-GHz) transmissions for telemetry and conven-
tional Doppler and range tracking. MO will use X-band
for telemetry and navigation although it does have an ex-
perimental 34-GHz capability. Often the charged-particle
effects will be less than those shown in Table 1 since the
solar plasma effects will be less at SEP angles larger than
20 deg. In that respect the measurement error budget
given in Table 1 is somewhat conservative. The terms in
the error budget are briefly discussed below.
A. Solar Plasma
The solar plasma error has been calculated by using
a thin-screen frozen turbulence model [7]. The differen-
tial delay error is computed numerically; sample results
are shown in Fig. 2. It can be seen that for these small
spacecraft separation angles, the differential delay error is
approximately linear with separation angle and SEP an-
gle. The applicability of this model to SBI measurements
will need to be tested by taking some experimental data.
B. Ionosphere
Ionosphere calibration is provided to the DSN from
Global Positioning System (GPS) measurements. The
error in the Earth's ionospheric delay mapped to any
line of sight after calibration is approximately 30 mm at
X-band [8]. The differential delay error ¢a for two nearby
lines of sight is taken to be
ed (mm)=30mmxA0× F×v_ (1)
where A0 is the spacecraft separation angle (in radians),
F is a factor representing the derivative of the mapping
function with respect to angle in the direction of A0, and
the v_ factor is introduced because there are independent
errors at each station. The mapping functions represent.
the largest uncertainty in ionospheric calibrations and are
not well known for the small separations needed for SBI
data. The derivative of the mapping function used for
GPS calibrations has a maximum value of 3.5/rad if the
separation angle occurs in elevation. Here a value of 5/tad
for the derivative of the mapping function was assumed
to be somewhat more conservative. More study will be
needed to better understand the ionospheric error for SBI.
C. Troposphere
The tropospheric error is represented by
c_ (mm) = ,/7 x zXo× 40 mm × cos (E)/sin _ (Z) (2)
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where E is the elevation angle, A0 is the difference in
elevation angle between the two spacecraft, and the tropo-
sphere delay error is taken to be a zenith value of 40 mm
mapped to lower elevations as (1/sin(E)). For the tropo-
sphere error listed in Table 1, an elevation value of 15 deg
and an elevation difference of 100 grad is assumed for the
two spacecraft. A factor of v_ accounts for the separate
errors at two ground stations.
O. System Noise
The received signal contains the spacecraft signals and
ground-receiver generated noise, which is proportional to
the system operating temperature. The system noise er-
ror depends on the ratio of received signal power to noise
power. The voltage signal-to-noise ratio (SNRv) can be
made higher by averaging over a longer time interval. The
SBI phase error due to system noise is given by
ea (mm) = Av_/(27rSNR.) (3)
where A is the X-band wavelength (36 mm). With nominal
Mars '94 transmitter power of 1 W and antenna gain of
17 dB at X-band, a DSN 34-m antenna achieves an SNP_
value of 175 for an integration time of 5 min. The MO
SNR,, will be approximately 10 times higher due to the
greater effective transmitted carrier power. There is a sep-
arate error for Mars '94 (neglecting the MO SNI_ error)
at each station, which results in the factor of vf2.
E. Phase Dispersion
The SBI observable is generated by double differencing
the measured phase of sinusoidal signals transmitted from
two spacecraft and received at two stations. The ground
receiver chains introduce phase shifts which depend on the
Doppler shifted signal frequencies, and hence will in gen-
eral be distinct for each station and for each spacecraft.
Instrumental phase shifts can be divided into two cate-
gories: phase shifts which vary linearly with frequency
(nondispersive) and phase shifts which have a nonlinear
frequency dependence (dispersive). Nondispersive instru-
mental errors are estimated below in Subsection II. Dis-
persive errors are approximated by
ed (ram) = 2 x (0.5 deg) x A/(360/deg) (4)
where 0.5 deg is representative of the instrumental phase
dispersion in the operational VLBI receiver system [9]. A
separate error occurs for each spacecraft at each ground
station leading to the factor of 2. The phase dispersion
effects can be reduced by better instrumentation or very
close spacecraft frequencies.
F. Oscillator Drift
An unknown offset between the transmitter frequencies
of the two spacecraft will cause an error given by
ea (ram) = cr × Af/f (5)
where c is the speed of light, r is the difference in reception
time at the two stations (here assumed to be 10 msec),
f is the nominal transmitter frequency for each space-
craft, and Af is the unknown transmitter frequency off-
set. For two-way transmissions, where separate uplinks
derived from independent frequency standards are used
for the two spacecraft, an estimate of Af/f is provided
by. the expected accuracy of the station clock rate cali-
bration, which is 5 x 10 -14. For one-way transmissions,
line-of-sight Doppler measurements are used to estimate
corrections to the nominal spacecraft onboard oscillator
frequency. The accuracy to which the oscillator frequency
can be estimated depends on the tracking coverage and on
the oscillator stability; Af/f can typically be estimated
with an accuracy of 2 × I0 -12 for one-way transmissions.
G. Baseline
Since an angular measurement is derived from knowl-
edge of tile time of reception at two Earth ground sta-
tions, uncertainty in station location and Earth orienta-
tion degrades the interpretation of the SBI measurement.
The Earth's pole orientation and rotation rate change
randomly and must be monitored to maintain knowledge
of these quantities. Currently at JPL, knowledge of the
Earth's orientation is being maintained with an accuracy
of 30 cm for real-time data analysis. For analysis of data
more than two weeks old, the error in Earth orientation
is less than 5 cm. The Earth orientation accuracy for
real-time analysis could be improved if required and is
expected to improve to the 5-cm level as measurements
from the GPS are included in the coming years [10,11,12].
DSN station locations have been determined with an accu-
racy better than 5 cm by VLBI and satellite laser ranging
[13,14]. Overall, the value of 7 cm is used to represent the
baseline error due to station location and Earth orienta-
tion uncertainties. The SBI error is given by
Ed (mm) = 70 mmx A0 (6)
H. Station Instrumentation
An uncalibrated group delay or clock offset in the
ground station instrumentation causes a phase delay er-
ror of the form
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(7)
where pi is the line-of-sight range rate (mm/sec) between
one station and spacecraft i, and 6rl is tile uncalibrated
instrumentation delay (see). This error varies slowly over
a pass as the Doppler shift changes. The MO dynamics are
used to bound this error, since Mars '94 is in a slower orbit.
Over a 1-hr data arc, the range-rate change is bounded by
6 x 106 mm/sec. All station delays should be calibrated to
2 × 10-8 sec. Tile resulting SBI error due to nondispersive
instrumental effects drifts by no more than 0.12 ram.
III. Orbiter-Orbiter Tracking Example
The Russian Mars '94 mission will nominally arrive at
Mars in mid-1995 near tile end of the MO primary mis-
sion. It will be possible to make SBI measurements at X-
band by using Mars '94 and MO. Sample orbital elements
for Mars '94 were chosen for the epoch June 1, 1995, at
19:50 UT. These, along with orbital elements for MO at
the same epoch, are listed in Table 2. At this time, tile
Earth-Mars distance is 1.4 AU, the right ascension and
declination of Mars as seen from Earth are 155.9 deg and
11.5 deg, respectively, and the SEP angle is 82.4 deg. A
plot of the orbits in the plane of the sky as seen from Earth
is shown in Fig. 3. The separation angle between the two
spacecraft is always less than 100 ttrad, so both spacecraft
will lie within the X-band beamwidth of a 34-m antenna,
which is 1.06 mrad.
Covariance analyses have been performed based on an
early version of the MO Navigation Plan) Both MO and
Mars '94 were assumed to have area-to-mass ratios equal to
0.017 m_/kg. For study purposes, a nominal 12-hr track-
ing arc was used, including Doppler data for both space-
craft from an antenna at the Goldstone, California, DSN
complex. The data arc includes six orbits of MO and one
orbit for Mars '94. The spacecraft modeling assumptions
are outlined in Table 3. In each case, only the spacecraft
epoch state is estimated. The dominant error in the fol-
lowing analyses is usually the "considered" (unadjusted)
gravity field uncertainty. The gravity field uncertainty is
based on an analysis of gravity calibration orbits for MO
early in its mission, a These values will evolve as further
studies are performed and as the MO mission progresses.
The following cases show orbit determination uncer-
tainties over the 12-hr period during which Doppler data
1p. B. Esposlto, Mars Observer Navigation Plan: Preliminary, JPL
D-3820 (internal document), Jet Propulsion Laboratory, Pasadena.
California, December 16, 1988.
are scheduled. SBI data, when taken, also lie within this
interval. This study is confined to investigating orbit de-
termination accuracy for trajectory reconstruction pur-
poses. Orbit determination for prediction purposes, which
is of interest for mission operation, is more susceptible tc
force modeling assumptions and is not addressed here.
A. Doppler-Only Solutions
The orbit determination uncertainty for MO by using
only Doppler data is presented in Fig. 4, which shows the
rss position error during the 12-hr time interval. The
Doppler data were weighted at 0.1 mm/sec for a 3-rain
integration time. The relatively low errors result from the
nmltirevolution data span and the fairly low gravity field
uncertainties derived from the gravity calibration orbit,
which nonetheless still dominate the orbit determination
uncertainty. For Mars '94, the Doppler data, spanning:
one orbit, were also weighted at 0.I mm/sec for a 3-rain
integration time. The Doppler-only Mars '94 orbit deter-
ruination uncertainty is shown in Fig. 5. The dominant
error is the computed error (due to random measurement
noise) rather than the considered gravity field error.
The Doppler-only orbit determination uncertainty for
both MO and Mars '94 is limited by the ability of a single -
pass of Doppler data to determine the longitude of the
ascending node in the plane of the sky. For the nearly
circular MO orbit, the node uncertainty appears (in Fig. 4)
as a twice-per-orbit signature. For the Mars '94 orbit,
the node uncertainty shows up (in Fig. 5) as a once-per-
orbit signature in the position uncertainty with maximum
uncertainty at apoapsis.
B. Doppler Plus SBI
For this case, a joint orbit analysis was performed with
SBI data employed in addition to Doppler data. SBI data
were scheduled during the first four hours of the Doppler
interval, during the mutual visibility period for Goldstone
and the Madrid DSN complex, and for the last three hours
of the Doppler interval, during the mutual visibility period
for Goldstone and the Canberra DSN complex. The SBI
data were weighted at 0.29 mm for a 5-rain integration
time. Phase biases were not estimated for this case since
the Doppler-only results are sufficiently accurate to fix the
phase biases, at least near the periapsis for Mars '94. The -
Doppler data were deweighted to 1 mm/sec to reduce sen- -
sitivity to gravity field errors in the estimation process.
The orbit determination errors are shown in Figs. 6 and
7. The MO position uncertainty of about 10 m consists
of approximately equal contributions of computed error
and gravity field uncertainty. The SBI data accuracy of _-
0.29 mm (for 5-rain integrations) equates to an effective
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angular accuracy of about 36 prad, which corresponds to
_8 m at the 1.4-AU Earth-Mars distance. For MO, or-
bit determination accuracy is approaching tile limit of the
data accuracy. The Mars '94 position uncertainty of about
50 m is dominated by considered gravity field uncertainty.
C. One-Way Doppler Option for Mars '94
In order to track Mars '94 entirely from the DSN,
one-way Doppler may have to be used instead of two-
way Doppler. This is because the Mars '94 mission will
not have two-way Doppler capability at X-band, instead
relying on C-band Doppler from the C-band telemetry
for routine navigation. Since the DSN will not support
C-band, either Russian Doppler data or one-way Doppler
at X-band are needed for orbit determination. The one-
way Doppler case is also of interest since the DSN antennas
can currently transmit only a single uplink frequency. By
using one-way Doppler from the second spacecraft, teleme-
try and navigation for two spacecraft could be done from
one antenna at each complex.
One-way Doppler accuracy will be limited by the sta-
bility of the oscillator on the Russian spacecraft. To ex-
_ amine the use of one-way X-band Doppler, the Mars '94
oscillator was assumed to have the characteristics shown in
Fig. 8. This curve approximates the performance of the ul-
trastable oscillator on the Soviet Phobos spacecraft. One-
way Doppler data were included with weight 0.75 mm/sec
for a 3-rain integration time, with a constant frequency off-
set and random walk in frequency modeled as estimated
parameters to represent the spacecraft oscillator behavior.
Figure 9 shows the orbit determination accuracy for
Mars '94 using only one-way Doppler for the 12-hr view
period from Goldstone. The results are much worse than
the two-way Doppler results of Fig. 5. However, the one-
way Doppler, combined with MO two-way Doppler and
SBI data, gives good results. Orbit determination accura-
cies that result from using 12 hr of two-way Doppler from
MO weighted at 1 mm/sec, 12 hr of one-way Doppler from
Mars '94, and SBI from both DSN baselines are shown in
Figs. 10 and 11. In obtaining these results, phase biases
were estimated. The MO accuracy shown in Fig. 10 is
comparable to the results obtained when two-way Doppler
and SBI data are used for both spacecraft. The Mars '94
results in Fig. 11 are not as good as the two-way Doppler-
only solution for Mars '94 shown in Fig. 5. The orbital
accuracy for these solutions is marginal in terms of be-
IV. Orbiter-Lander Tracking Example
There are several potential missions which would place
landers or rovers on the surface of Mars. The communi-
cations capability of the landers is not yet. known. But
in order to examine tile utility of tracking an orbiter
with respect to a lander, this study arbitrarily included a
lander located at Mars latitude of +26 deg and longi-
tude of 140 deg. This lander was assumed to be able to
comnmnicate with tile Earth at X-band and be capable
of supporting two-way Doppler tracking from DSN sta-
tions. The lander was tracked at. the same time as the
MO spacecraft in tile above cases. Because of the rela-
tive rotation of Earth and Mars, the lander was visible
from Goldstone for only the first four hours of the data
period. An orbit solution covariance was calculated with
12 hr of Doppler data for MO, weighted at 1 mm/sec,
4 hr of Doppler data from the lander weighted at 1 ram/
sec, and 4 hr of SBI data from the Madrid-Goldstone base-
line weighted at 0.2 ram. The SBI phase bias was presumed
to be fixed. The position of the lander with respect to the
center of Mars was assumed to be known a priori to 100 km
and was estimated along with the spacecraft state.
The resulting orbital accuracy for MO is shown in
Fig. 14 and is comparable to the orbiter-orbiter tracking
results shown in Fig. 10. The estimated lander position
accuracy, given in Fig. 15, is a few meters in spin radius
and longitude and 20 m in height (Z) above Mars' equa-
tor. This position accuracy is good enough that random
orientation changes for Mars, analogous to terrestrial polar
motion and rotation rate changes, will become observable.
This suggests that orbiter-lander tracking, or differential
tracking between multiple landers, can be used for studies
of Mars rotation in addition to navigation.
Another tracking scenario studied included one-way
Doppler from the lander (with the same assumed oscil-
lator as for the one-way Mars '94 study above) in addition
to two-way Doppler from MO and SBI data. The orbit de-
termination errors for MO were found to be comparable to
those shown in Fig. 14. However, the estimated lander po-
sition uncertainty increased to 20 m in longitude and spin
radius and 80 m in Z. Thus, one-way Doppler from the
lander is adequate for determination of the orbiter trajec-
tory. For accurate location of the lander, either two-way
Doppler must be used or some other strategy, such as the
use of a longer data arc or a more stable oscillator, must
be adopted.
ing able to determine the correct phase biases for the SBI V. COIICIUS|Ofl
data. If the biases could be fixed (perhaps by using mul-
" tiple tones), the orbit determination accuracy would be Same-beam interferometry data, combined with two-
improved to the levels shown in Figs. 12 and 13. way Doppler or a combination of two-way and one-way
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Doppler, has the potential to be a powerful orbit deter-
mination data type and allows multiple spacecraft to be
tracked simultaneously. Orbit determination studies using
MO and the Russian Mars '94 spacecraft have predicted
accuracy improvements of an order of magnitude or more
over Doppler-only orbit solutions for short data arcs. Also,
it should be possible to obtain 1-km orbit determinatit
accuracy for Mars '94 in downlink-only mode when track_
with respect to MO. SBI tracking of a lander on Mars and
Mars orbiter can potentially yield position accuracies f,
Mars landers at the few-meter level by using single-d_
data arcs.
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Table 1. X-band same-beam error budget (for 5-mln Integration
time and 20-deg Sun-Earth-Mars angle).
Error, Error, Error,
Error source
mcycles mm prad
Solar plasma 6.2 0.22 28
Ionosphere 0.6 0.02 3
Troposphere 2.2 0.08 I0
System noise 1.3 0.05 6
Phase dispersion 2.8 0.10 13
Spacecraft oscillator drift 0.2 0.01 1
Instrumentation 3.3 0.12 15
Baseline 0.2 0.01 1
RSS total 8.0 0.29 36
Table 2. Spacecraft orbital elements referred to the Martian
equator of date.
Element Mars Observer Mars '94
Semimajor axis, km 3749.288 12650.0
Eccentricity 0.00382 0.7
Inclination, de 8 92.821 105.0
Argument of perigee, deg -90.0 -90.0
Longitude of ascending 322.773 0.0
node, (leg
Mean anomaly, deg 0.0 0.0
Period, hr 1.94 12.0
Epoch June 1, 1995, June 1, 1995,
19:50 UTC 19:50 UTC
Table 3. Assumptions for orbit determination covarlance
analysis.
Adjusted parameters A priori sigma
Spacecraft epoch state
position
Spacecraft epoch state
velocity
Unadjusted parameters
Solar reflection coefficients
Atmospheric drag coefficient
Bias acceleration
Mars GM _
Mars gravity field
(spherical harmonics and
mascons)
Station locations
(including UT1-UTC and
polar motion)
Zenith troposphere
Line-of-sight ionosphere
10 4 km per component
10 km/sec per component
A priori sigma
10 percent of nominal value
20 percent of nominal value
10 -12 km/sec 2 per component
3.5 x 10 -6 X nominal GM
Errors flora MO
calibration orbit
7 cm per component
4 cm
3 cm
a GM = (Mass of Mars) + Newton's gravitational constant
L
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Geometric Distortion Analysis of a Wide-Field Astrograph
W. M. Owen, Jr.
Navigation Systems Section
S. B. Shaklan
Optical Sciences and Applications Section
Ground-based optical navigation seeks to determine the angular position of a
star, Solar System body, or laser-emitting spacecraft relative to objects with well-
known coordinates. Measurement accuracies of 25 nrad would make optical tech-
niques competitive with current radio metric technology. This article examines a
proposed design for a wide-field astrograph and concludes that the deviation of an
image centroid from the ideal projection can be modeled to the desired accuracy
provided that the field of view does not exceed 5 deg on a side.
I. Introduction
Astrometry, the science of measuring angular positions
of celestial objects, is currently in renaissance thanks to
new instrumentation such as the Multichannel Astromet-
ric Photometer [1], the Hipparcos spacecraft [2], and the
Mark III stellar interferometer [3]. These devices, whether
orbiting or ground-based, have increased the precision of
an angular measurement by two orders of magnitude com-
pared to conventional photographic or transit-circle tech-
niques.
Optical angular measurements accurate to 25 nrad
(5 mas) could revolutionize JPL's spacecraft navigation as
well. Ground-based observations of asteroid 951 Gaspra,
while good to only 0.1 arcsec, nevertheless contributed
greatly 1 to the successful flyby of that asteroid by Galileo
1 D. K. Yeomans and M. S. Keesey, "Updated Orbit and Ephemeris
for Asteroid 951 Gaspra," JPL Interoffice Memorandum 314.6-1332
(internal document), Jet Propulsion Laboratory, Pasadena, Cali-
fornia, August 30, 1991. More detailed accounts of the Gaspra
encounter navigation will be presented at the AIAA/AAS Astro-
dynamics Conference in Hilton Head, South Carolina, in August
1992.
in 1991. Measurements of the satellites of Jupiter and of
Saturn could provide accurate ephemerides of these ob-
jects, thereby improving the power of onboard navigation
images taken by the Galileo or Cassini spacecraft. And
direct optical measurements of the laser light emitted by
a future spacecraft can determine its trajectory position
relative to its target.
One of the tasks necessary in defining a future opti-
cal navigation system is to assess the capability of vari-
ous instruments to deliver relative positions at the 5-mas
(25-nrad) level 2 over a relatively wide (5- or 6-deg) field
of view. The instrument itself must perform at that level;
the problem of measuring images in the focal plane is a
separate issue.
This article reports on the optical characteristics of one
candidate, a proposed wide-field astrograph designed by
the United States Naval Observatory. This instrument
2 G. Null, "Wide-Field Telescope Selection Results," JPL Inter-
office Memorandum 314.8-815 (internal document), Jet Propulsion
Laboratory, Pasadena, California, December 4, 1991.
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has a clear aperture of 36 cm, a focal length of 3.6 m,
a plate scale of 57.3 arcsec/mm, and a 6-deg field of view;
the focal length in particular is similar to those of the
51-cm astrographs at Lick Observatory and Yale Univer-
sity Observatory.
Analysis of this instrument involved simulating stellar
images at various places in the focal plane, finding the een-
troids of each image, and developing a model to account
for systematic differences between the observed positions
of these centroids and their ideal positions as predicted by
a pinhole projection. The observed centroids can deviate
from the ideal projection by almost 0.4 aresec, necessitat-
ing the use of higher order terms in the transformation
model. However, most of the deviation can be accommo-
dated by one third-degree radial term, and the remainder
is on the order of 2-7 *mas.
The authors conclude that the instrument under consid-
eration will indeed be suitable for 5-mas astrometry over
a 5-deg x 5-deg field of view.
II. Image Generation
The Controlled Optics Modeling Package (COMP) was
used to simulate images in the focal plane, at steps of
0.5 deg (roughly 31 ram) from -3 deg to +3 deg in both x
and y. The symmetry of the problem allowed generation of
only those 28 images in the first quadrant for which z _ y,
marked by the filled dots in Fig. 1; the others follow from
these. A total of 13 _ = 169 image points was therefore
effectively obtained.
The COMP program contains both ray trace and dif-
fraction analysis capabilities. The advantages of this pro-
gram are that it can automatically calculate highly aber-
rated or off-axis diffraction patterns while providing direct
access to optical parameters for modification and sensitiv-
ity testing. COMP is not a design tool, but an analysis
subroutine that can automatically generate sets of images
or sensitivity tables.
For this astrograph study, 902 rays were traced through
the system to produce each inaage. The rays were traced
to the focal plane, then back-propagated to tile exit pupil
onto a spherical reference surface whose center of curva-
ture was defined by the intersection of the chief ray and
tile focal plane. The spherical phase term was removed,
and a Fourier transform was performed in order to cal-
culate a monochromatic inaage. The image was Stored as
a 100 x 100 array of brightness values, with eacl_ num-
ber representing the intensity within a 1-pm square in
the focal plane. Subsequent wavelengths were treated in
the same fashion, except that the reference sphere was al-
ways centered on the same point as the first one. The five
monochromatic images (at _ = 705.6, 650.0, 610.0, 587.6,
and 546.0 nm) for each source position were then coadded
to produce the final image files.
Images formed by the astrograph are diffraction limited
on-axis, and show a slight coma at 3 deg off-axis. The
first Airy ring is not broken, indicating weak aberration.
Chromatic aberration was negligible.
One important question is to determine how much dis-
tortion is introduced by the finite number of rays, the fi-
nite number of Fourier grid points, the stepwise change in
aperture representation due to vignetting, and pixellation
effects in the image plane. One metric of the amplitude of
these effects is to compare the ray centroids to diffraction
centroids. One finds that diffraction centroids are within
0.8 mas of ray centroids throughout the field, which is well
within the accuracy required for this study. A second met-
ric is simply to increase the number of rays and grid points.
Again, the distortion did not significantly change.
A second question involves the accuracy of the poly-
chromatic approximation in this modeling. Because only
five wavelengths were used to simulate a broad band, the
composite Airy pattern is not a true representation of the
broadband image. However, an empirical study showed
that the major difference occurred only near the first and
second ring minima. Because the images remain highly
symmetric throughout the field, the small error does not
significantly shift the centroids. Further, the ring minima
regions are not particularly important in image centroid-
ing.
III. Image Centroiding
hnage centroids for each image file were determined by
using a data number (DN) filter. Each image is modeled as
the sum of a point-spread function (PSF) and a constant
background; the PSF itself is smoothed from a square ar-
ray of brightness values. The coordinates of the center of
the PSF, the amplitude of the PSF, and the background
level are the unknowns in an iterated linear least-square
process. The on-axis inaage was used as tile PSF for all
images. The brightness values (DN's) in each pixel of an
image form the observation set. The variance in the DN
in each pixei was composed of two parts: a constant to
represent read noise, and a part proportional to the DN -
level itself to represent photon statistics. The resulting
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centroids carry a formal error of 4-0.025 pm in the focal
plane (1.4 mas on the sky). The centroids were first com-
puted in pixel and line coordinates within each image file,
then transformed into millimeter coordinates in the focal
plane.
IV. Plate Constants
Given the image centroids determined above and the
ideal coordinates of each image, one seeks a transforma-
tion from measured to ideal coordinates. Following [4]
or [5], denote the measured coordinates by (x, y) and the
ideal coordinates by (_, r/). Model the transformation as a
polynomial in each coordinate:
i j
and similarly for r/. The two coordinates are handled in-
dependently, and symmetry allows one to examine only _.
The aij are the solution parameters (the plate constants,
for in classical astrometry these are found for each pho-
tographic plate from reference star images on that plate).
The best model is generally considered to be the one with
the fewest parameters such that the fit is acceptable.
From symmetry, any displacement of an image centroid
front its ideal location must be in the radial direction, as
in this analysis all the astrograph lenses were perfectly
aligned. Aberration theory in geometrical optics also dic-
=tates that the displacement must be proportional to an
odd power of the separation r of the image from the op-
tical axis. Thus, the leading nonlinear term in x is xr 2,
which is represented in the plate model by the two coef-
ficients a30 and al_. Trial solutions confirmed that tile
only nonzero terms in the plate model were those with i
odd and j even. Accordingly, one can construct a more
restrictive model,
in which tile only displacements allowed were proportional
to odd powers of r.
Table 1 gives coefficients for various solutions: those in
terms of aij on the top, and those in terms of bk at the
bottom. Each of the maximum degree numbers represents
the highest degree of the solution; this is the largest value
of (i + j) or (2k + 1) as appropriate. The formal errors of
the coefficients are at most 1 in the final digit shown.
Table 2 summarizes the post-fit residuals for each case.
The residuals generally reach a maximum in the corners of
the field, but there is a secondary maximum not far from
the origin. The table gives these values as well as the rms
residual for all 169 images.
It is evident that low-order fits do not model the actual
image centroid locations well in the corners of the full 6-deg
x 6-deg field. The analysis was therefore repeated using
only a 5-deg x 5-deg field by omitting the first and last
row and column of images. The results appear in Tables 3
and 4. Now a third-degree fit meets the 5-mas requirement
even in the corners of the field.
V. Conclusions and Discussion
The ideal projection is obviously not sufficient for a full
6-deg x 6-deg field, as distortions in this instrument reach
0.385 arcsec (in each coordinate) in the corners of the field.
A third-degree fit removes most of the distortion, leaving
residuals on the order of 2-7 mas or 10-35 nrad. In order
to achieve the design goal of 25 nrad, it will be necessary
to include the fifth-degree term or else to restrict the field
of view to 5-deg square.
It is clear from the size of the residuals (Table 2) that
it should be sufficient to model the astrograph by
= box + blr2z + b2r4x
the full generality of the aij should not be necessary. This
is true, however, only if the optics are perfectly aligned.
Any one of the five lenses can move in any direction by
up to 8 ttm without introducing more than 5 mas of ad-
ditional aberration 3 Random motions of this size are not
likely (except for thermal expansion), as the lenses would
be rigidly mounted in a cell. Itowever, it is not at all
clear that the assembly process can be controlled to that
tolerance. Although one can expect stability, one should
also expect the instrument to be misaligned, and these
inevitable misalignments will modify the radial distortion
pattern of the perfectly aligned system. Accordingly, the
3 S. Shaklan and J. Yu, "Images Formed With 36-cm Astrograph:
Results to Supersede OSAS DFM 91-166," JPL Interoffice Mem-
orandum OSAS DFM 91-173 (internal document), Jet Propulsion
Laboratory, Pasadena, California, November 8, 1991.
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full model in terms of aij should be employed if the instru-
ment is built.
In practice, most astrometrists are loath to include
terms higher than third degree in their plate solutions,
simply because most star fields do not contain enough
reference stars to support the higher terms. Also, as
mentioned above, in most cases the plate constants are
determined independently for each plate, because non-
instrumental effects such as atmospheric refraction and
dispersion will randomly corrupt the instrumental distor-
tions. These real-world considerations do not invalidate
this study. Rather, the instrumental distortion model
should be found by testing the optics in the laboratory,
and the model parameters and their covariance used as
a priori information when reducing actual observations.
Outside the scope of this article is the requirement tc
measure image location to the 5-mas level. For this in-
strument, this requirement translates into a measurement
precision (and accuracy) of about 0.1 pro. Maintaining
this accuracy over a region nearly 40 cm on a side may be
challenging.
In conclusion, the candidate astrograph design suffers
from radial distortion but that can be modeled with one
parameter provided that the field of view is 5 deg on a side,
Including terms to fifth degree will produce a model good
to 1 mas and will allow the use of a 6-deg field, but the
coefficients may be difficult to determine in practice. The
instrument design is therefore viable provided that detec-
tors can be found to exploit its excellent optical qualities.
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Table 1. Solution parameters for 6-deg field.
Maximum degree
Parameter
1 3 5 7
alo 0.9999655948 1.000008736 1.000009976 1.000010197
a3o -0.0011189094 --0.0011969770 -0.0012239529
a12 --0.0011063839 -0.0011871044 -0.0012123322
as0 0.0011528 0.002152
a32 0.0018920 0.003283
a14 0.0009628 0.001705
a70 -0.0117
a25 -0.0196
a34 --0.0147
als --0.0070
b0 0.99996559:18 1.000008630 1.000009925 1.000010154
b] -0.0011116554 -0.0011895162 -0.001214510
b 2 0.00097727 0.0017079
b3 -0.00615
Table 2. Residual statistics for 6-deg field.
Using aij
Maximum degree
1 3 5 7
RMS residual, _m
RMS residual, mas
Worst central residual, #m
Worst central residual, mas
W'orst corner residual, _zm
Worst corner residual, mas
2.1277 0.0349 0.0043 0.0021
121.91 2.00 0.25 0.12
3.233 0.073 0.014 0.007
185.2 4.2 0.8 0.4
6.720 0.118 0.009 0.003
385.0 6.8 0.5 0.2
Using bk
Maximum degree
1 3 5 7
RMS residual, #m
RMS residual, mas
Worst central residual, _zm
_,Vorst central residual, mas
Worst corner residual, #m
Worst corner residual, mas
2.1277 0.0369 0.0050 0.0027
121.91 2.11 0.28 0.15
3.233 0.078 0.015 0.009
185.2 4.5 0.9 0.5
6.720 0.125 0.010 0.004
385.0 7.2 0.6 0.2
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Usingaij
Table 3. Solution parameters for 5-deg field.
Maximum degree
1 3 5 7
alo 0.9999779128 1.000009343 1.000010126 1.000010264
a3o -0.0011415289 -0.001211976 -0.00122835
a12 -0.0011294587 -0.001200062 -0.00122944
aso 0.0014983 0.001925
a32 0.0023167 0.004635
a14 0.0011932 0.002338
aTo 0.00
a25 -0.04
a34 -0.04
a16 --0.01
bo 0.9999779128 1.000009268 1.000010085 1.000010271
bl --0.0011344615 --0.0012033140 --0.001232187
b2 0.00121582 0.002412
b3 -0.0143
Table 4, Residual statistics for 5-deg field.
Using aij
Maximum degree
1 3 5 7
RMS residual, /*m
RMS residual, mas
Worst central residual, lLm
WTorst central residual, mas
_Vol_t corner residual, stm
Worst corner residuM, mas
1.0925 0.0153 0.0025 0.0014
62.59 0.88 0.15 0.08
2.034 0.0,10 0.009 0.006
116.5 2.3 0.5 0.3
3.841 0.052 0.005 0.003
220.1 3.0 0.3 0.2
Using b k
Maxinmm degree
1 3 5
!RMS residual, #m
ItMS residual, mas
_,Vorst central residual, gm
"Worst central residual, mas
VvS)l_t corner residual, #m
Vv'orst comer residual, mas
1.0925 0.0163 0.0030 0.0018
62.59 0.94 0.17 0.10
2.034 0.055 0.010 0.005
116.5 3.2 0.6 0.3
3.841 0.043 0.005 0.00.3
220.1 2.5 0,3 0.2
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Fig. 1. Layout of images in the astrograph focal plane. Points
are placed at 0.5-deg Intervals from --3 to +3 deg In each co-
ordinate. Filled circles correspond to Images actually produced;
open circles were derived from symmetry considerations.
93
TDA Progress Report 42-109 May 15, 199
N92-29371
Applications of Inertial-Sensor High-Inheritance
Instruments to DSN Precision
Antenna Pointing
R. E. Goddard
Guidance and Control Section
Laboratory test results of the initialization and tracking performance of an ex-
isting inertial-sensor-based instrument are given. The instrument, although not
primarily designed for precision antenna pointing applications, demonstrated an
on-average 10-hour tracking error of several millidegrees. The system-level instru-
ment performance is shown by analysis to be sensor limited. Simulated instrument
improvements show a tracking error of less than 1 mdeg, which wouM provide ac-
ceptable performance, i.e., low pointing loss, for the DSN 70-m antenna subnetwork,
operating at Ka-band (1-cm wavelength).
I. Introduction
Inertial sensors provide data on acceleration and spin
vectors with respect to a stationary frame of reference.
These data are processed by a strap-down instrument to
provide the pointing coordinates of a large-structure an-
tenna. The strap-down instrument is retrofit onto the pri-
mary reflector of the large-structure antenna, thus bypass-
ing many error sources, such as gimbal encoders, 1 azimuth
plane tilt, axis misalignments, and the Master Equato-
rial System, _ A high-inheritance instrument is an existing
1 C. Guiar, F. Lansing, R. Reynolds, and W. Merrick, "Sources of
Pointing Error and Preliminary Estimates for the 64-Meter An-
tenna," JPL Interoffice Memorandum 3321-86-17 (internal docu-
ment), Jet Propulsion Laboratory, Pasadena, California, Febru-
ary 28, 1986.
H. McGinness, "Master Equatorial Pointing Errors at DSS 14,"
JPL Interoffice Memorandum 3553-84-006 (internal document), Jet
Propulsion Laboratory, Pasadena, California, January 31, 1984.
instrument with minor modifications. Utilization of high-
inheritance instruments yields cost savings in design, anal-
ysis, manufacturing, and test. In this article, the pointing :
performance of an inertial-sensor-based high-inheritance
instrument is given. The inertial instrument is a navigator,
capable of providing attitude (e.g., azimuth and elevation
antenna coordinates) from the output of a triad of ring -
laser gyroscopes and accelerometers [1,2]. As a reference
to antenna pointing requirements, the DSN 70-m antenna
at Ka-band (1-cm wavelength) would have a half-power
beamwidth of around 8 mdeg, so the goal would be errors
in the region of a millidegree or less.
I!. Ring Laser Gyroscopes
Ring laser gyroscopes (RLG's) are optical devices, the
operation of which is based on the Sagnac effect [3]. The
94
basic RLG components are given in Fig. 1. Two counter-
rotating laser beams produce an interference pattern that
is stationary in inertial space. Rotation of the RLG about
the sensitive axis causes the interference pattern to pass
over a photodetector. The output is electronically pro-
cessed for zero-crossing detection and establishes one of the
basic RLG error parameters: the quantization factor (Q).
Two additional error sources complete the first-order error
RLG model: angle random walk (q) caused by spurious
emissions and bias instability (b) caused by out-of-plane
mechanical reactions to the optical path-length controller.
kro0k = ti(t')d ' (3)
where 7"o is the sampling time and r = taro is m sam-
ples. Typically, the AV assumes power-law spectral densi-
ties (PSD's) as uneorrelated error sources in angle rate:
a=+2
s0 = hoS (4)
a----2
Two stochastic error models of RLG's are shown in
Figs. 2 and 3. These differ in the manner in which bias in-
stability is modeled. In the ramp model (Fig. 2), instabil-
ity is modeled as a random initial constant. At the begin-
ning of each DSN tracking mode, a new random constant
is assumed to initialize the rate integrator, thus produc-
ing a random ramp in position. This model is not useful
when the bias instability changes significantly during the
tracking mode (nominally 10 hr). When it is necessary
to model a nonconstant bias instability, the exponential
model (Fig. 3) is used. The RLG error statistics can be
computed from the assumed form of the models.
For RLG's, two error sources dominate and ho is required
to be nonzero only for _ -- 0 (angle random walk) and
c_ = -1 (bias instability). The addition of the quantiza-
tion noise PSD given by Papoulis [5] allows explicit com-
putation of Eq. (2). The result for tile noise-equivalent
rate is
q2 Q_
_? (r) = 2(log_ 2)b _ + -- + (5)
O^v T
In terms of the noise-equivalent angle, Eq. (5) becomes
Neglecting for the moment the quantization error Q,
the sensor-limited performance can be computed in terms ........
of the output variance 0._. Define an operator E[.] to be
the statistical expectation of a random process. The out-
put variance of the error models, assuming zero-mean dis-
turbances, is E[O(t)O(t)]. Evaluation of the statistics of
Fig. 2 yields (see Appendix)
 g(t)=qh+b t (1)
The statistics of the model of Fig. 3 are also given in
the Appendix as Eq. (A-2). In the following section, a
method of identifying the strength of RLG error sources
from recorded test data is given.
Q2
a_*v(r) = 2(l°ge 2)ber2 + q2r + T (6)
Thus the strength of noise sources is obtained by plotting
the AV on a log-log plot and identifying each noise source
by the slope.
Because Eq. (2) is the ensemble average over large num-
bers of identical experiments, practical methods of com-
puting the AV from long-time series data on an individual
RLG have been developed [6,7]. A practical approxima-
tion to the AV from N angle measurements is
N- 2rn
6"g = 1
OAr 2r2(Y - 2m) _ (ek+2m - 2ek+m + Ok) 2 (7)
k=l
III. Allen Variance
Allen [4] developed a postprocessing technique to char-
acterize the strength of noise terms in error models. The
Allen Variance (AV) measure is defined as:
1
0 .2. a-%E[(0k+2,.- 20k+m+ 0k) 2]
OAr _--"
ZT"
(2)
where
where N is the number of original time samples of length
7"oand m is a parameter designating the size of the aver-
aging interval (i.e., r -- mr0). The results of system-level
(i. e., the sensors are installed in a mechanical subassem-
bly, which is in turn installed into the inertial instrument)
AV analyses on three laboratory RLG models 3 are given
a Final Report, RL-34 Rin¢ Laser Gyro Laborator_ Evaluation ]or
the Deep Space Network Antenna Application, JPL Contract
No. 95907"2 (internal document), Jet Propulsion Laboratory, Pasa-
dena, California, November 28, 1991.
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in Table 1 and arranged from best to worse. As can be
seen, the best A-gyro is approximately twice as good as
the C-gyro and represents improvement over several years
of RLG development. These particular gyros were used in
the pointing tests in Section IV. Simulation of RLG's is
obtained by utilization of the noise parameters of Table 1
in the RLG error model in Fig. 3. These results are given
in Fig. 4. Actual RLG error data from laboratory tests 4
are shown in Fig. 5 and verify the stochastic modeling.
IV. High-Inheritance Instrumentation
The instrument evaluated is a navigator, and as such
possesses more processing capability than is actually
needed in this applica.tion. The instrument computes atti-
tude coordinates with respect to a local geographic frame
(i.e., elevation, azimuth, and roll), latitude, longitude, and
altitude. Azinmth and elevation only are required for DSN
pointing applications. The instrument consists of a triad of
RLG's, a triad of accelerometers, a sensor mounting sub-
assembly, and processing electronics. A functional block
diagram of the instrument is shown in Fig. 6. In this sec-
tion, laboratory instrument test results are given for an ex-
isting navigator unit in initialization and tracking modes.
A. Laboratory Initialization Tests
Initialization is the process of determining the initial
azimuth (heading) in the level geographic plane. Figure 7
defines the geographical coordinate system, which is refer-
enced to geographic latitude vector and north. In practice,
the local level plane is found by zeroing the x and y instru-
ment accelerometers. Basically, the x and y gyro outputs
are averaged until the bias instability (b) limit is reached,
as shown in Eq. 5. The azimuth is found from
tan -1 (&) = _ (8)
gx
where gx and gv are the averaged RLG outputs after sub-
traction of the Earth spin-vector projection in the level
plane. This process is referred to as gyrocompassing.
The initialization tests were conducted on a Contraves
51C rate table with an air-bearing table. On top of this
table was an Ultradex table for elevation adjustment. The
Contraves table is installed on an isolation pad to attenu-
ate any building coupling. An external precision metrology
4 Final Report, RL-34 Ring Laser Gyro Evaluation for the Deep
Space Network Antenna Application, op. clt.
system provided system calibration in azimuth and eleva
tion. Twenty-two gyrocompa.ssing tests were conducte,
at nine different azimuths. The time required to reach th
bias instability floor ranged from 2 to 6.25 hr. The re
sults of laboratory initialization tests are given in Fig. 8
Summarizing, the average azimuth error over 22 tests weu
0.86 mdeg.
B. Laboratory Tracking Tests
Twelve pseudo-tracking performance tests were con-
ducted. The tests consisted of locking the Contraves and_
Ultradex tables on the precision pier and identifying as
pointing errors all gyro outputs except those from Earth-
spin components. Each test was run for l0 hr. The results
are given in Table 2 and shown as an RMS error. The
RMS error is the time averaged over l0 hr. The average
RMS tracking error over the 10-hr interval was 3.83 mdeg.
C. Simulated Tracking Tests
To test improvements to the instrument, a simulation "
was coded in MatLab to emulate the instrument. A typical
simulated tracking error trajectory is given in Fig. 9, which
shows an end-of-track error of approximately 3 mdeg. The
first simulated improwq,Jent is to change-out the lower per-
formance gyros (B- and C-gyros in Table 1). A triad of
"A" model RLG's will be used. Additionally, the scale
factor Q can be reduced by a factor of 8 to reflect new
threshholding electronics that are now available. With
these changes, the simulated instrument tracking perfor-
mance is shown in Fig. 10, which, when compared with
Fig. 7, shows a performance improvement of 40 percent.
The sensor-limited instrument performance confirmed an- :
alytically from Eq. (1) is 1.42 mdeg.
Thus, higher performance RLG's will significantly im-
prove instrument performance. A search located RLG's
with the following noise parameters: q = 1.9 × 10 -4 _
(deg/root-hr) and b = 4.0 × 10 -s (deg/hr). Simulation
results show that the error at the end of 10-hr tracks is _
less than 1 mdeg (Fig. 11).
V. Conclusion
The feasibility of utilizing inertial-sensor high-inheri-
tance instrumentation for DSN large-structure antenna
pointing was established. What w_s not accomplished in-
cludes
(1) Upgrade of the simulation to include accelerometer
error models and Kalman filtering. In most applica-
tions, the instrument Kahnan filter is run only dur-
ing gyrocompa.ssing because the instrument velocity
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is known to be zero. In the DSN application, because
the tracking rates are slow and nominally known, co-
variance improvement may be obtained by running
the filter during tracks.
(2) Analysis to establish the optimum mounting loca-
tion. The instrument must be mounted at a loca-
tion, nominally on the rear primary reflector, that
is highly correlated with the antenna pointing direc-
tion.
(3) Instrument modeling and filtering improvements.
The DSN disturbance input/output modeling has
not yet been incorporated into the simulation.
(4) Instrument field tests to validate the pointing error
budget.
References
[1] C. Broxmeyer, Inertial Navigation Systems, New York: McGraw-Hill Book Com-
pany, 1964.
[2] Advances in Inertial Navigation Systems and Components, AGARD-AG-254,
Chapter 7, pp. 7-1-7-37, available from NTIS, Springfield, Virginia, April 1981.
[3] W. W. Chow, V. E. Sanders, W. Schleich, and M. O. Scully, "The Ring Laser
Gyro," Reviews of Modern Physics, vol. 57, no. 1, pp. 61-104, January 1985.
[4] D. Allan, P. Kartaschoff, a. Vanier, a. Vig, G. M. R. Winkler, and N. G. Yan-
noni, "Standard Terminology for Fundamental Frequency and Time Metrology,"
Proceedings of the IEEE 42rid Annual Frequency Control Symposium, Baltimore,
Maryland, pp. 419-425, 1988.
[5] A. Papoulis, Probability, Random Variables, and Stochastic Processes, New York:
McGraw-ttill, 1965.
[6] D. Sargent and B. O. Wyman, "Extraction of Stability Statistics From Integrated
Rate Data," paper 80-1728, Proceedings of the Guidance and Control Conference,
American Institute of Aeronautics and Astronautics, Danvers, Massachusetts,
pp. 88-94, 1980.
[7] A. D. King, Characterisation of Gyro In-Run Drift, Edinburgh, Scotland: Fer-
ranti Defence Systems Ltd., Navigation Systems Department, 1971.
97
Table 1. Allen Variance analysis on three RLG models.
Gyro Quantization (Q), Angle random walk (q), Bias instability (b),
models mdeg/pulse mdeg/root-hr mdeg/hr
A 0.106 0.30 0,16
B 0.106 0.42 0,20
C 0.106 0.59 0.40
Table 2. Laboratory tracking test results.
RMS azimuth RMS elevation RMS pointing, Description
error, mdeg error, mdeg mdeg
3.6111
4.8889
5.5833
3.4444
5.1944
3.7778
3.0000
1.2778
3.1111
4.7778
2.8889
3.5833
0.8056 3.6667 El = 0 deg _
1.2222 4.9444 E1 = 0 deg
0.4722 5.6111 E1 = 0 deg b
1.1111 3,5556 E1 = 0 deg
1.0000 5.2222 El = 0 deg
0.5833 3.7778 El = 0 deg
Recalibration c
0.7500 3.1iil El = 0 deg
0.4722 1.3611 E1 = 0 deg d
1.0556 3.2778 E1 -- 60 deg
0.8333 4.8333 E1 = 60 deg
1.0278 3.0556 El = 60 deg
1.0833 3.7500 El = 60 deg
3.8333 Average pointing over 12 tests
__ 3.2283 Average after recalibration
Typical.
b Worst case.
c One month from previous calibration.
d Best case.
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PRISM_D ETECTOR
READOUT IS IN COUNTS/SEC
SCALE FACTOR = (X/-/4A)
SAGNAC EFFECT
COUNTER-PROPAGATING BEAMS TRAVEL IDENTICAL PATHS
ROTATION OF GYRO PRODUCES A PHASE DIFFERENCE OF THE TWO
BEAMS
PHASE CHANGE = z_ = (8m4/Xc)Q
WHERE A = ENCLOSED AREA
;k.= LASER WAVELENGTH
Q = GYRO ROTATION RATE
c = SPEED OF LIGHT
PROPAGATION TIME ALONG CLOSED PATH OF LENGTH L IS • = Uc
RATE OF PHASE CHANGE = 2_Af= #,_/'_
THUS, 2= t_f= A_*(c/L) = 2= (4A/XL) Q
WHERE Z_f= OUTPUT FREQUENCY
TYPICAL SCALE FACTOR = 1.5 arcsec/count
(FOR CIRCULAR PATH OF RADIUS R, SCALE FACTOR = X/2R)
Fig. 1. Ring laser gyro component diagram and operating principal.
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Appendix
The state equations of Fig. 2 are
=. 1
• 771
In deriving Eq. (A-l), it is also understood that x_ (0) and
0(0) are zero-mean.
The state equations of Fig. 3 are
where [xl, Z2] T and x 1 = 0. Then
Z : A£+ aq
Let
As before, let
E [_)*ffT] = 0.26 (¢) (scalar)
r/l
where rI is a zero-mean white-noise proccss. Without
tracking aids (fixes), the covariance of O(t) increases in
time. The linear covariance equation is
[_ = A P + PA T + GQG T
°)= 6(_)0 o 2
be zero-mean and uncorrelated random processes and
x2(O) = 0(0) = O. Writing and solving tile differential
equations from the linear covariance equation yields
and from previous notation,
rllQ=
0
Solving by assuming E[x2(O)O(O)] = E[O(O)O(O)]
E[x_(0),_l(O]= 0,
,,,_(0 = z [x_(0)]t_ + ,,?,t (A-l)
(<) (,_0-.,)
4(0 = ",Lt + °,Lt + \29_)
Tile correlation time /3 is computed, as a rule of thu,nb,
to allow tile gyro output uncertainty to reach the variance
given by Eq. (A-l) at. the end of a track.
m
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Performance of a 12-GHz Fiber-Optic System for
Beam-Waveguide Antenna Stability Testing
T. Y. Otoshi and M. M. Franco
Ground Antennas and Facilities Engineering Section
G. F. Lutes
Communications Systems Research Section
A 12-GItz fiber-optic system is a critical part of a test configuration that has
been proposed for measuring the fractional frequency stability of the DSS-13 beam-
waveguide (BWG) antenna. This fiber-optic system is used to carry Ku-band (12-
Gttz) signals from a reference antenna to the DSS-13 B_VG pedestal room. Tests
performed only on the fiber-optic system portion of the overall test configuration
showed that the 12-Gllz fiber-optic system (installed at DSS-13) has a frequency
stability of about 1.1 x 10 -_ for sampling time r = 1000 sec for a nighttime
run. This preliminary result establishes the lowest noise floor that can probably
be achieved for the test configuration that will be used to measure the frequency
stability of the DSS-13 B_VG antenna.
!. Introduction
In a previous article [1], a new method for measur-
ing the frequency stability of the DSS-13 BWG was pre-
sented. Figure 1 shows the proposed test configuration.
The method requires the use of far-field signals in the
11.% to 12.2-GHz region from geostationary satellites, a
stable reference antenna, and a phase detector Allan vari-
ance measurement instrument [2]. By receiving the far-
field signals simultaneously with a reference antenna and
the 34-m antenna under test., the phase variations com-
mon to both paths cancel at the output of a mixer con-
tained in the Allan variance measurement instrument [2].
An assumption is made that the time delay difference be-
tween the reference and test antennas is much less than
the reciprocal of the smallest bandwidth of the signal af-
ter filtering. For example, if the bandwidth of the 12-GIIz
test signal is 1 MItz after filtering, the time delay differ-
ence between the test and the reference antennas must be
much less than 1 microsecond. To enable accurate deter-
mination of the stability of the test path to parts in 1015 ,
it is desired that the path from the reference antenna to
the Allan variance machine be very phase stable with frac-
tional frequency stabilities on the order of one or two parts
in 1016. The employment of a 12-GItz fiber-optic system
makes it possible to mcct this stringent frequency stability
requirement.
The purpose of this article is to present preliminary
results of measurements that were made on the 12-CIIz
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fiber-optic portion of the overall measurement system that
will ultimately bc employed to test the BWG antenna.
II. Reference Path Test Configuration
Figure 2 shows the 10-ft reference antenna that was
developed for this project. This 10-ft reference antenna
is located in an outdoor environment and mounted on a
solid concrete pad about 30 m from the center of the 34-m
antenna (Fig. 3).
A 12-Gttz fiber-optic system, installed at DSS 13, is
used to carry the output of the reference antenna to a point
near the F3 focal point in the pedestal room (see Fig. 1).
The 12-GIIz fiber-optic system consists of a transmitter,
150 ft of fiber-optic cable, a receiver, and associated ampli-
fiers and short lengths of phase stable cables. Tile purpose
of the transmitter is to receive the 12-GIIz signal, use it
to modulate a laser beam and then transmit it toward the
receiver via the fiber-optic cable. About a 150-ft length of
fiber-optic cable goes underground from the reference an-
tenna into the pedestal room to the F3 focal point location
where the Ku-band test package [3] is installed. The pur-
pose of the receiver is to demodulate the 12-GHz signal on
the laser beam. Short lengths of phase stable microwave
cables are used to connect the receiver output to the Allan
variance machine.
The new far-field method takes advantage of recent ad-
vances made in fiber-optic technology. Tests by Lutes and
Logan [4] on a fiber-optic system at X-band (8.4 GHz)
have demonstrated that a differential frequency stability of
7 × 10 -16 has been obtained for sampling times of 10 sec.
This stability value is about two orders of magnitude bet-
ter than the frequency stability of typical hydrogen masers.
The short-term stability is limited by the signal-to-noise
ratio of the output signal.
For the proposed BWG antenna stability measurement
method to yield useful and accurate data, it is desirable for
the described 12-GHz reference path to have a fractional
frequency stability of better than 1 x 10 -16 or 2 x 10 -16
for r = 1000 sec. It was demonstrated by Conroy [2] that
the phase detector Allan variance instrument has a noise
floor level of about 1 x 10 -17 for r = 1000 sec. Therefore,
the frequency stability of the reference path basically sets
the noise floor of the measurement system. It is desirable
that the reference path be 10 times more stable than the
BWG antenna path stability to be measured.
As a preliminary step for evaluating the overall mea-
surement system, the 12-Gttz fiber-optic system (minus
the reference antenna) was tested. The test block diagram
is shown in Fig. 4. A 12-GtIz signal from a frequency
synthesizer is sent to a 10-dB coupler. One of the out-
puts from the coupler goes directly to the reference port
of the Allan variance phase detector. The other output
goes to the 12-GIIz fiber-optic transmitter unit. An AM-
optical signal emitted by tile transmitter unit is sent to
the reference antenna's outside environment via approx-
imately 150 feet of fiber-optic cable. At the end of this
cable, a fiber-optic connector is used to join this cable to
another 150-ft length of fiber-optic cable going back to the
receiver. 1 The modulated optical signal is demodulated
by the receiver and the 12-GtIz output signal is ampli-
fied by an external amplifier and routed to tile test port
of the Allan variance instrument. Thus, the configuration
being tested is the 12-GtIz fiber-optic system with a 300-ft
length fiber-optic cable, part of which is exposed to outside
temperature variations.
I!1. Test Results
The first test was made with the signal generator (see
Fig. 4) being driven by its own internal free-running fre-
quency reference. A second test was made with the sig-
nal generator being driven by a portable Cesium reference
standard.
Figure 5 shows the Allan deviation results for tile first
test, which was run during both daytime and nighttime
hours. Two 9-hour runs were made. Allan deviations for
the day and nigtit runs were, respectively, 4.9 x 10 -16 and
1.1 x 10 -16 for r = 1000 sec. It can be seen in Fig. 5 that =
a strange hump (a departure from linearity) occurred for
the daytime run. This departure from linearity on the log-
log plot can be explained by examining the corresponding
phase versus time plot shown in Fig. 6. It can be seen in
the plot that the phase change since the start of the test
varied from 0 to 20 deg and then to about -5 deg over the z
duration of the test. Whenever there is a large departure =
from linear behavior in the phase curve slope, the Allan
deviation will correspondingly be affected. The cause of
the phase change in Fig. 6 can be explained by examining
the weather data curve in Fig. 7. There is a strong cor-
relation between the measured phase change (Fig. 6) and
the outside air temperature change (Fig. 7). During the
daytime hours, the outside temperature varied between
23.9 and 30 deg C. Examination of Fig. 6 shows that the
phase varied from 0 to about -18 deg for the nighttime
run. The outside air temperature varied between 22.4 and
1The transmitter and receiver modules, which incorporate features
based on JPL research, were purchased from the Ortel Corporation
of Alhambra, California.
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24.6 deg C. The reason why the Allan deviation curve was
more linear for the nighttime run than the daytime run is
that the nighttime run phase-versus-time curve is nearly
linear.
During the measurements, phase-versus-time data are
stored in computer data files. The Allan deviation is com-
puted from the phase data by using equations given in [2].
Even though most of the fiber-optic cable goes under-
ground to a stable thermal environment, about 10 feet of
the cable were exposed to the outside weather environ-
ment. The test results shown in Figs. 5 and 6 show that
the fiber-optic cable is somewhat sensitive to outside air
temperature changes and, for best results, the entire ca-
ble length needs to be in a thermally stable environment.
After the tests described in this article were completed,
the portion of fiber-optic cable exposed to the weather at
the reference antenna location was wrapped with thermal
insulation material.
Figure 8 shows the test data for the period when
the signal source was driven by 5 MHz from a portable
Cesium frequency standard. The Allan deviations for
the daytime and nighttime runs were, respectively, about
4.5 x 10 -16 and 3.5 x i0 -_6 for sampling times of 1000
sec. Figure 9 shows the corresponding phase-versus-time
plot for the daytime run. Unfortunately, the phase-versus-
time data for the nighttime run could not be saved due to
a glitch that prevented the data file from being closed.
Figure 10 shows the corresponding temperature data for
the same time period. The air temperature changed from
26 to about 30 deg C for the daytime test. Even though
the temperature variation was about as large as for the
first set of tests (Figs. 5-7), the phase change was much
smaller. The smaller variation of phase is attributed to
the use of a more stable frequency source to perform the
tests. These test results indicate that the Allan variance
result depends upon the stability of the frequency source
when there is a differential path length difference between
the reference and the test paths. For this test, the dif-
ferential path length was 300 feet of cable, whose velocity
of propagation is about 66 percent of that for free space.
Thus, a 300-ft length of this fiber-optic cable corresponds
to a phase delay of approximately 460 nsee.
Tests and analyses will be performed to determine tile
effects of such parameters as differential delays, signal
modulations (AM and FM) and bandwidth.
IV. Conclusions
Preliminary test results have been obtained on the
12-Gttz fiber:optic portion of the test configuration that
will be employed to test the BWG antenna frequency sta-
bility. These results indicate that the best performance
that can be achieved with this test configuration is about
1.1 x 10 -16. It is expected that under wind conditions,
the stability of the BWG antenna will be at least an order
of magnitude worse.
The test results presented in this article indicate that
microwave fiber-optic systems can be useful for many an-
tenna applications, such as carrying microwave signals
from the antenna reflector surface areas down to ground
level.
A small part of the degradation of performance of the
12-GHz fiber-optic system, whose results were presented
in this article, might be attributable to the external am-
plifiers and rf cables used in the test. Also, the differential
delay between the reference and the test port might have
introduced some degradations even though a Cesium stan-
dard was used. These effects are being investigated.
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Improvements in X-Band Transmitter Phase Stability
Through Klystron Body Temperature Regulation
R. M. Perez
Radio Frequency and Microwave Subsystems Section
This article describes the techniques used and experimental results obtained
in improving transmitter stability by control of the klystron body temperature.
Related work in the measurement of klystron phase control parameters (pushing
factors) is also discussed. The contribution of waveguide temperature excursions
to uplink phase stability is presented. Suggestions are made as to the direction of
future work in this area.
!. Introduction
Long-term spacecraft tracking-link phase stability is an
important parameter in the detection of gravity waves
by Doppler methods. This link phase stability require-
ment dictated reducing the phase stability contribution of
the DSN 20-kW X-band (7.167-GHz) uplink microwave
transmitters to an Allan deviation of 5 x 10 -15 for a
1000-second averaging period. This requirement was met
in the DSN 20-kW X-band transmitters 1 by closely reg-
ulating the klystron cathode voltage. It was desired to
decrease this figure by an order of magnitude to 1 x 10 -16
to allow future operation with improved phase stability.
To achieve this goal a two-part approach was followed,
which consisted of identifying and measuring the magni-
tude of the klystron phase-pushing factors and control-
1R. Perez, "DSS 15 20 kW X-band Transmitter Test Results Re-
gaxding Stability Requirements," Interoffice Memorandum 3337-
89-098 (internal docuxnent), Jet Propulsion Laboratory, Pasadena,
California, October 3, 1989.
ling those found to be significant contributors. Most prior
transmitter phase stability improvement work has been
concentrated on improving the klystron cathode (beam)
voltage regulation, since the large effect of this parameter
on the phase of the transmitter output signal is well estab-
lished [1]. Efforts in this area have succeeded in regulating
the beam voltage to about 0.01 percent over an &hour
period and to nearly 0.003 percent over 1000 seconds, re-
sulting in a beam voltage-induced phase shift on the order
of 0.1 degree over eight hours of operation. In view of this,
it was decided to concentrate on controlling other causes
of phase instability.
II. Measurement of Phase-Pushing Factors
To establish the magnitude of the phase-pushing fac-
tors of the Varian 876P klystron used in the DSN 20-kW
X-band transmitters, a measurement system (see Fig. 1)
was configured. This system allows the independent vari-
ation of klystron operating parameters and the measure-
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ment of subsequent changes in output signal phase. An
IIP 8510A network analyzer was used as the phase detec-
tor in conjunction with a coaxial switch, which enabled
sampling of the phase of the klystron input and output
signals and of a reference coaxial line. In this manner
a differential phase measurement was made by using the
phase of the reference line signal and the klystron input
signM to normalize the phase of tile klystron output sig-
nal. This resulted in the removal of any output signal
phase fluctuations due to input signal or instrumentation
instabilities from the phase-pushing factor data. Measure-
ment of klystron operating parameters and temperatures
was performed coherently with each phase measurement to
permit later analysis. It should be noted that this config-
uration enabled control of the klystron body coolant tem-
perature independent of the remaining cooling circuits and
permitted the direct measurement of the klystron body
temperature phase-pushing factor for the first time.
The magnitude of output signal phase fluctuation due
to stimulus change was then measured for the following
klystron parameters: beam voltage, drive RF level, body
temperature, filament current, and focusing electromag-
netic current. The results of these measurements may be
found in Table 1.
Ilk Measurement of Phase Stabilily
After performing the pushing-factor measurements
above, it was found that the klystron body temperature
fluctuations showed the largest phase pushing of the pa-
rameters described above, given the typical operational
variations encountered for each parameter. To stabilize
the temperature of the klystron body, a refrigerated chiller
(Neslab HX-75) capable of regulating the coolant temper-
ature to 0.1 deg C was purchased. A system was then
assembled (see Fig. 2) to perform long-term transmitter
phase stability measurements (see [2] for a description of
the stability measurement system-operating principles).
Phase stability measurements were then performed un-
der two conditions: cooling the klystron body with the
system heat exchanger and independent body cooling with
the Neslab HX-75 refrigerated chiller. The results of these
measurements may be found in Fig. 3 in the form of Allan
deviations.
IV. Discussion of Results
The measurement of the klystron pushing factors re-
vealed some significant points:
(1) The klystron output signal phase is most strongly
affected by fluctuations ill the beam voliage, with a
value of 45 deg/kV; however, given the tight regu-
lation of the beana power supply in the DSN 20-kW
X-band transmitters, the beam voltage phase-push-
ing contribution becomes secondary to other factors.
(2) No phase pushing was detected due to changes in
the klystron-focusing electromagnetic current or fil-
ament current. This should not be taken to mean
that phase pushing by these parameters is not pos-
sible; rather, no phase change was observed due to
a 4-10 percent change in focusing current and fila-
ment current, and a phase measurement resolution
on the order of 0.1 degree. Wider excursions in these
parameters carry a risk of exceeding the operating
ratings of the klystron with ensuing damage. Nor-
mal drift of these parameters in operation is on tile
order of 1 to 2 percent; thus, it is unlikely that fil-
ament or focusing-current instabilities significantly
affect overall transmitter stability.
(3) The temperature of the klystron body is a strong
phase-pushing factor (see Fig. 4), with a value of
0.9 deg/deg C. It can be seen that given typical heat
exchanger temperature fluctuations in the 5-deg-C
range, this becomes the dominant klystron output
phase-pushing factor in the presence of a tightly reg-
ulated beam voltage.
(4) A relationship was noticed between the output sig-
nal phase and the temperature of the transmitter
output waveguide coolant. An analysis of the phase
shift due to thermal expansion of the waveguide was
performed (see Appendix), which confirmed this hy-
pothesis. The expected phase pushing by wave-
guide temperature fluctuations agrees closely with
the measured values (see Fig. 5).
(5) Cooling the klystron body independently with the
Neslab HX-75 chiller resulted in a marked improve-
ment in transmitter phase stabiiity, particularly in
the 102- to 104-second region critical to gravity wave
detection [3]. At a 1000-second averaging time, the
Allan deviation changed from or = 3.25 x 10 -16 with-
out body temperature control to a = 5.88 x 10 -17
with body temperature control (see Fig. 3).
' (6) A simulation was performed to investigate the ex-
tent to which the klystron pushing factors thus far
identified account for the overall transmitter phase
stability performance. The point-to-point variation
in each parameter (beam voltage, body temperature,
and waveguide temperature) from the test time se-
ries record was multiplied by its respective phase-
pushing factor to obtain the phase step produced by
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changes in each parameter. These phase changes
were added algebraically to produce a composite
phase file, the Allan variance of which was com-
puted. It is postulated that the difference between
the Allan variance of the synthetic phase file and
the Allan variance measured for the whole trans-
mitter is due to phase-pushing factors other than
the variations in klystron beam voltage, body tem-
perature, and waveguide temperature. A compari-
son of the results may be seen in Fig. 6. Note that
the performance of the simulated transmitter (using
only beam voltage and body and waveguide temper-
atures) is significantly superior to that of the actual
transmitter, particularly for averaging times greater
than 10 seconds. This strongly suggests that future
gains in long-term transmitter phase stability are to
be made by concentrating on components other than
the klystron (the klystron filament and focus cur-
rents have no measured impact on output phase, as
mentioned above). For example, examination of the
phase stability of the RF control components and
driver amplifier regarding temperature and possibly
control voltages is likely to be fruitful. The ampli-
tude stability of these components should also be ex-
amined, due to amplitude modulation-phase modu-
lation (AM-PM) conversion in a saturated klystron.
V. Conclusion
The phase-pushing factors of the Varian 876P klystron
used in the DSN 20-kW X-band transmitters have been
measured. Tight temperature regulation of the klystron
body temperature has resulted in appreciably improved
transmitter phase stability, surpassing the goal of o" =
1 x 10-16 to 5.88 x 10 -1¢ for the 1000-second averaging
time set for the task. The effect of waveguide temperature
changes on the phase of the transmitter output signal has
been identified and verified analytically. Some promising
areas for future work in transmitter stability improvement
have been suggested.
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Table 1. Phase-pushing factors for the Varlan 876P klyatron.
Parameter Phase-pushing factor
Beam voltage, deg/V
Drive level, deg/dB
Body temperature, deg/deg C
Filament current
Focusing current
0.045
2.3
0.9
None measured
None measured
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Appendix
Phase Shift of a Signal Due to Waveguide Temperature Changes
The guide wavelength of a signal in a rectangular wave-
guide and TEl,0 mode is
which results in a new guide wavelength:
where
_o
•'_i m )_0 (A-l) "_J = i ( _0 ) 2 (A-4)
t (A0,_ 1- 2A+'2AA
Likewise, the length of the waveguide section changes by
A0 = free space wavelength
A = waveguide width
The phase shift for a waveguide of length l is
_,t = lp,,T (A-5)
The expanded waveguide has a phase shift of
¢i = 360_- 7 deg (A-2) 360 / +A/ deg
¢! = _1 (A-6)
Given a thermal expansion coefficient for the waveguide
material and a temperature change of AT, the resulting
waveguide width change is
AA = ApAT (A-3)
where
The phase shift induced by the temperature change is then
A¢ = ¢S - ¢_ (a-7)
By substituting Eqs. (A-2) and (A-4) and simplifying,
p = thermal expansion coefficient in ppm/C
AT = temperature change in deg C (l+.Al l ) degA¢=360\ At A_
(A-S)
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Noise-Optimal Control of HEMT LNA's for Compensation
of Temperature Deviations
C. MacCarley 1, J. J. Bautista, and P. A. Willis
Radio Frequency and Microwave Subsystems Section
Noise-optimal control of high-electron mobility transistor low noise amplifier
(HEMT LNA) bias voltage and current values was achieved at room temperature.
The performance metric maximized was the amplifier gain divided by the amplifier
input noise temperature, G/T_. Additionally, the feasibility of automating the ini-
tial determination of bias settings was demonstrated in the laboratory. Simulation
models of an HEMT were developed from available measurement data, installed on
a Sun SPARC I workstation, and used in investigating several optimization algo-
rithms. Simple tracking-type algorithms, which follow changes in optimum settings
if started at or near the global optimum point, produced the best performance.
Implementation of the optimization algorithms was performed using a three-stage
Field Effect Transistor (FET) LNA and an existing test apparatus. Software was
written to control the bias settings of the first stage of the LNA and to perform noise
and gain measurements by using the test apparatus. The optimization control was
then integrated with existing test software to create a master test and optimization
program for test apparatus use. 2
I. Introduction
The prime objective of this work was to develop a
method to maintain optimal bias voltage and current val-
ues of an HEMT LNA as the physical temperature var-
I JPL Summer Facility Fellow, Radio Frequency and Microwave Sub-
systems Section.
2 Source code for all programs discussed in this article is available in
hard copy or electronic form from the authors by request.
ied. Since the input noise temperature of a multistage
LNA is a function of both individual stage noise temper-
atures and gains, the optimal (i,v) values were defined
to be those that maximize amplifier gain divided by the
input noise temperature, G/T_. These bias settings are
temperature-dependent, and the amplifier performance de-
grades rapidly in the event of a cooling system failure. The
amplifiers are normally cryogenically cooled to a physical
temperature of 12 K.
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Another objective was the automation of the initial in-
laboratory setting of bias conditions for the LNA. The ex-
isting manual procedure is both time-consuming and pos-
sibly less than optimal due to practical limitations.
II. System Description
The experiment employed a three-stage tIEMT LNA,
an existing test apparatus, and an optimization algorithm
realized as a program written in the IBM BASICA lan-
guage. The procedure consisted of four steps prior to em-
ploying the test apparatus.
The first step was to characterize the IIEMT LNA gain
and noise temperature as a function of physical temper-
ature for fixed bias conditions [1], as shown in Fig. 1.
(Note that the curves of Fig. 1 are for fixed (i, v) points
for each amplifier stage; their loci are obtained by varying
the physical temperature.) The second step was to model
the ttEMT LNA to be optimally controlled as a Zm + 2
port system, as shown in Fig. 2.
The controller has available for feedback the system
measurable output vector
which generates a control vector
" ii
im
U_
Yl
, Urri
such that some performance metric
= • (T,, a)
is maximized (or minimized).
Some forms (to be maximized) that jointly reflect the
noise minimization and gain maximization objectives are
G
= _- nonlinear (1
qt = alG + a2 linear, simple (2
Illr.l1.1 1[;1G,_- I. a21 a9_2
T.J
linear, quadratic (3)
The simple ratio Eq. (1) performance metric (a key figure
of merit for receive systems) has been used in all subse-
quent work. The ratio is subject to internal parameter
variations related nonlinearily to the operating tempera-
ture, T. Two system variables may be measured indirectly
by power measurements: noise and gain. A third input
variable, tIEMT LNA temperature, may be measured di-
rectly.
The Zm control values must be generated for an m-
stage LNA (six for a three-stage LNA: three bias volt-
ages and three bias currents). The required model is a de-
bias-dependent operating point model of the amplifier cir-
cuit and solid-state devices, which includes internal noise
sources. Model data at this level of detail are not available
for the amplifier, although several constant bias trends
with temperature are known from laboratory tests [1,2,3].
The third step was to write and exercise simulation
models of an m-stage HEMT until a model was found
whose input-output behavior was a good fit to the behavior
of an actual HEMT. After studying available information
on the relationship between drain current and voltage and
the resulting noise and gain of an HEMT stage, a simple
first-order model was derived. The drain bias current Io
is regulated by the gate source voltage Vas, and the model
incorporates this direct dependency.
The transconductance gm of the isolated class A stage
is expressed as a function of the gate-source voltage Vas,
the drain-source voltage VD, and the junction temperature
T
=g,_,,_,.: (vV-_Da_) k' (1 Vcs_k_ ( i _k_
where ki represents the experimentally determined con-
stants, To is the nominal temperature 300 K, Vp is the
pinch-off voltage, VD,,n,, is the maximum drain-source
voltage, and g,_,,_, is the maximum (most negative):
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transconductance.
purposes were
Typical values for preliminary setup
kl = ½
k2=½
k3=l
Vp = -0.8 volts
VD,,,,_, = 5 volts
g,_.ma* = --10 amps/volt
As a first-order estimate, the gain G and noise tempera-
ture 71, are functions of the amplifier transconductance gm
alone
G = k4gm
T,= V g.,
where typical values were used for the constants:
k4 = -1
T,,min = 10 K
Hard constraints on the controllable parameters were
and
O< VD_<5volts
-0.8 _< VGs < 0 volts
The fourth step was to select the figure of merit and opti-
mization algorithm and apply them to the simulated sys-
tem. The simple gain-to-noise linear ratio (_1 = G/T,)
was used. A simple tracking-type optimization algorithm
was adopted. The operating points immediately surround-
ing the current point (assumed optimum) are searched
for relative optimality. Thus, variations in the true op-
timum point (e.g., due to temperature changes) are faith-
fully tracked. The optimization method uses no knowledge
of the actual system or the manifold of the performance
metric. The system is treated purely as a black box. While
this method is very inefficient for general optimum locat-
ing problems, it is a reasonable choice for problems of this
type, in which the search is initiated at or near the known
global optimum, and the objective is to track slow changes
in the location of that optimum point.
Each iteration of 2 ° points is tested by perturbing the
values of each parameter, measuring gain and noise, and
calculating the performance metric. For the simple case
(n = 2), only two parameters VD and Vcs are involved.
The four adjoining points tested are
Vo + AVD
and
Vas 4- AVas
AVD and AVas may be variable in size, starting at a large
perturbation and decreasing as convergence to the opti-
mum proceeds.
For the first-order circuit model, the simulation reli-
ably located the optimum at the maximal limits Vcs = 0
and VD ---- 5.0 volts. This was expected, since the sim-
ple relationships used for G and Te are maximized and
minimized, respectively, by increasing gin. Thus, the opti-
mization seeks to maximize g,_, which occurs at the lim-
iting values of VD and Vas. Clearly, a more sophisticated
model for the HEMT amplifier stage is needed that specif-
ically incorporates higher order effects. These effects are
not apparent from simple device physics and dc observa-
tions.
A simple second-order modification of the noise rela-
tionship was tested:
where a range of values for ks was tested. For the case of
ks = 0.2, the optimal values of Vas and VD were found to
be 0 and 4.3 volts, respectively. The optimum now occurs
away from the external limits.
It is doubtful that an actual amplifier stage behaves
according to this model, especially when operated at cryo-
genic temperatures. Also, stage-to-stage interactions in
a multistage LNA would further raise the ]eve] of model
complexity. The task of determining an accurate higher
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order model would be a major project alone, beyond the
scope and time limitations of this work. It was concluded
that bias optimization, in general, was potentially bene-
ficial and worthy of further study using actual hardware,
which is described in the remainder of this article.
III. Experimental Apparatus
An existing noise/gain test apparatus (JPL Automated
Test Bench) was used for data acquisition and control of a
three-stage Field Effect Transistor (FET) LNA. These ex-
periments were conducted at room temperature. This ap-
paratus provided the ability to measure frequency-specific
amplifier noise and gain, and included two digital-to-
analog converters for.computer control of the first-stage
drain current and voltage. The second- and third-stage
biases were manually set to fixed values. A block diagram
of the test apparatus is shown in Fig. 3.
The J PL automated bench test software (BENCH.BAS)
written in IBM BASICA served as the LNA monitor and
controller. Using the interface routihes from this software,
a program (OPT.BAS) was writtela in BASICA which
used this apparatus to optimize the first-stage drain cur-
rent and voltage with respect to the previously described
performance metric, G/Te. Eventually, all the features
of BENCH.BAS were incorporated into OPT.BAS, which
resulted in a single integrated test and first-stage opti-
mization package for multistage LNA's. A user-friendly
tutorial-type interface was also added to assist users in
setting up and calibrating the apparatus and performing
tests or optimization. (Use of the program is largely self-
explanatory. Type "OPT" and follow the prompts and
help menus. Complete documentation is also available in
the text file OPTMAN.)
The program makes power and gain measurements by
using formulas based on the derivations below. In these, N
is a physical power measurement made by tile power meter
circuit of the bench apparatus; T_ is a noise temperature,
both in units of power and expressed as absolute temper-
ature in K; G is power gain, unitless and linear (not in
decibels); the superscript H refers to the hot noise source;
C refers to the cold noise source; the subscript F refers to
the postamplifier (including internal amplification in the
bench apparatus); and the subscript e refers to the ampli-
fier under test.
During calibration, only the postamplifier is connected
in the signal path between the noise sources and the power
meter. Power measurements in this configuration are de-
noted by the subscript 2. A hot and a cold power mea-
surement is made for each anticipated test frequency
g_ = (TM + Tr) GF
N c = (Tc + TF) GF
zXN_= g_' - N c = (T. - Tc) GF
During a measurement or optimization operation, with the
amplifier under test in the signal path ahead of the postarn-
plifier, another hot and cold power measurement (denoted
by the subscript 1) is made at each point:
NI" = ((TM + T,) G, + Tr) ar
N c = ((Tc + T_) G_ + Tr) GF
AN, = N1H - N c = (TH -- To)G, GF
The power gain of the amplifier under test is calculated
from
AN1
ANu
The power ratio Y, or Y factor, is defined as
y = N.____.l_ _ ((TH +T_)G_ +TF)GF
N c -- ((Tc+Te) Ge+TF)GF
This expression is solved for the noise contribution of the
amplifier under test (referenced to its input) in terms of the
previous power measurements and the known source load
temperatures TH, Tc, and the noise temperature contribu-
tion of the postamplifier. The amplifier noise temperature
is given by
Ze w
TH -- YTc Tr
Y- 1 G_
The previously simulated simple tracking optimization al-
gorithm was employed, and the size of the perturbation for
each parameter was made adaptive (in the latest version).
As the algorithm converges closer and closer to the opti-
mal operating point, the bias conditions are perturbed less
and less until the optimum is reached. The stopping cri-
teria tests for a reduction of the perturbation parameters
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Ito a useful lower limit. This approach aids in the accu-
racy of the optimization, hopefully without compromising
the ability to track slowly varying changes in the optimum
point due to temperature variation. If the optimal point
shifts too rapidly, a loss-of-lock situation might temporar-
ily occur due to the slowed tracking ability of the optimiza-
tion with the smaller parameter perturbation limits. Since
no temperature dependency tests were performed with the
test apparatus, it was not possible to determine if this was
a legitimate concern.
Using the apparatus and software, the three-stage FET
LNA operating at room temperature (300 K) and 2.3 GHz
was tested and bias optimized. It was not possible to test
for temperature effects on the optimal bias settings, or
the optimal tracking performance. Rather, tests were per-
formed using the apparatus to locate the optimal from
arbitrary initial points in the bias condition vector space.
For starting points close to the global optimum and
small initial search increments, the optimal bias drain volt-
age and current are usually found within 15 minutes of
run time, at approximately 2.9 volts and 12 mA, respec-
tively. For initial search increments greater than 4-1 volt
for VD or 4-5 mA for In, local optimums with performance
metrics less than the global optimum were sometimes lo-
cated. Even though the search increment is reduced by
the algorithm during convergence to the optimum, large
initial search increments typically resulted in random re-
sults. The reported G/Te figure at each point is also very
sensitive to the initial calibration and hot noise source tem-
perature measurement, which typically varied as much as
5 percent between successive runs at identical conditions.
Two significant problems were encountered using this
apparatus. The first was the problem of noise. For each
test point, two power measurements are made: one with
a room-temperature noise source connected to the input
of the amplifier under test, and the other with a liquid
nitrogen-cooled "cold" noise source at the input. The
sources are selected by an electromagnetically actuated
switch controlled by the program. The two power mea-
surements and their difference provide the necessary infor-
mation for calculating the noise generated by the amplifier
itself, as well as the amplifier gain.
Since the progress of the optimization requires very ac-
curate noise and gain measurements at each test point,
even a small error component in the power measurements
could seriously affect the progress of the optimization to-
ward a global optimum. The result is a "random walk" in
some neighborhood of the optimum, or convergence to a
false optimum due to an erroneously high-gain or low-noise
measurement.
The solution to this problem was to take several mea-
surements at each point and average them together. The
accuracy of the performance metric calculated at each
point was substantially improved using this technique, at
the expense of a proportional increase in the time required
to converge to an optimum.
The second problem was one of convergence time. Upon
each iteration, 2n points must be tested. Then, sev-
eral power measurements must be made at each point to
form the average. The optimization process could become
lengthy if one started at a point far from the optimum. The
switching time of the electromechanical noise source selec-
tor switch and the integration time of the rms power meter
circuit are the underlying time-consuming factors. By re-
placing the electromechanical switch with an electronically
switchable noise source (or sources), and employing faster
power measurement methods, the convergence time of the
optimization could be proportionally reduced.
IV. General Considerations for Use of LNA
Gain/Noise Optimization
There seem to be two general categories of uses for
LNA gain/noise optimization: off-line optimization with
open-loop compensation during actual service, or on-line
optimization using closed-loop compensation. There are
advantages and disadvantages associated with each ap-
proach.
A. Off-Line Method
Prior to actual service, optimum bias conditions for the
LNA are determined at each temperature. An appropriate
optimization algorithm is used at several fixed temperature
settings to determine the (not necessarily unique) values
of ij and vj, j = 1,..., m, which maximize the given per-
formance metric k_(Te, G) for the actual system.
The lack of a complete system model requires the use
of the model-independent optimization method described
in the previous section. Such optimization methods are
characterized by search techniques that start from some
initial parameter setting and converge to a global opti-
mum. Since the actual system rather than a mathemat-
ical model is used, convergence may take a considerable
amount of time.
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Another limitation of search-based optimization algo-
rithms is possible failure to converge or convergence to a
local rather than global optimum. The problem is intrin-
sic to deterministic approaches. Alternatively, a Monte
Carlo method might be applied, one that randomly ac-
cumulates knowledge about the system and identifies the
global optimum. This approach increases the run time of
the algorithm. Excessive run times could be expected for
an eight-parameter problem (assuming that four stages are
optimized), as well as for the practical problem of avoiding
possible damage to the LNA by eliminating any unusual
bias combinations.
Fuzzy logic methods were also considered for the op-
timization and/or control problem due to limited knowl-
edge about the system to be controlled. The simplicity
of fuzzy methods, which use a heuristic approach to con-
trol law construction, was attractive. When these methods
are applied to the off-line optimization process, some rule
generation process, such as differential competitive learn-
ing (DCL) [3,4], might be used to generate a rule base for
a fuzzy optimization algorithm (if one could be synthe-
sized). The rule base may be considered equivalent to the
optimum bias lookup table.
From an input/output perspective, fuzzy logic controls
simply map an m-vector of inputs to an r-vector of out-
puts. The mapping is nonlinear and no different from con-
ventional nonlinear full-state feedback controls from an in-
put/output point of view. The novelty and power of the
method derive from the relative simplicity by which the
input/output mapping is constructed by using heuristic
information rather than precise models [5].
It is uncertain if an adequate number of sensed system
variables from the LNA are available for the use of fuzzy
control methods. Fuzzy logic controls seem to be most
successful in situations where sufficient measurable system
variables are accessible, and a smaller number of control
inputs and outputs must be generated. In the present ap-
plication, there are a maximum of three measurable system
variables (noise, gain, and temperature), and as many as
eight control outputs to be determined, each with syner-
gistic effects on the system. Fuzzy controls are typically
suboptimal. The degree of optimality of the control is de-
termined by the accuracy of the off-line rule-generation
process.
The only area of applicability of fuzzy methods to this
task seems to be in the formation of the rule base or
stored optimum bias information table for the off-line opti-
mization or the adaptive optimization/control approaches.
Minimum-knowledge learning procedures developed for
fuzzy logic control programming might increase tile effi-
ciency of generating the tables which characterize tile sys-
tem.
Regardless of the optimization method, the result is a
simple stored lookup table wl-th-one input T and up to _
eight outputs (all bias voltages and currents). This table
is then used for real-time setting of the bias conditions as Y
a function of T when the LNA is in actual use.
A general limitation of this approach is the potential
that other disturbances and parameter variations could
alter the validity of the open-loop table, or rule base, be-
tween the time it was determined and the time that it
is actually used. Another limitation is that the ampli-
fier must be taken off-line and run through a controlled
temperature and possibly time-consuming optimal bias de-
termination procedure. With the objective of testing the
amplifier under conditions as close to actual as possible,
the procedure is most accurately done on the actual field
installation, although laboratory characterization may be
the only practical approach.
The difficulties associated with the nonlinear multipa-
rameter optimization have already been addressed, and it
should be noted that these difficulties are common to both
off-line and on-line optimization methods.
The noteworthy advantage of the off-line approach is
that the system would not be disturbed during actual use
by an optimization search routine. Measurement of noise
and gain might also be more easily (or possibly only) ac-
complished off-line rather than during critical real-time
usage.
B. On-Line Method
The amplifier is continuously optimized during actual
in-field use. Starting with known optimum bias settings
at the normal operating temperature (e.g., 12 K), the bias
conditions are continuously optimized in such a way as to
maximize @(Te, G). A requirement of this approach is that
both Te (noise) and G (gain) are measurable in real time
without adversely disturbing the normal operation of the
receiving system.
Real-time optimization methods for partially or com-
pletely unknown systems involve the use of search or op-
timum tracking algorithms. These require that each in-
put parameter (bias voltages and currents, in this case) of
the actual system be periodically perturbed, and the mea-
surable components of the performance metric (noise and
__L
m
,Ls
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gain, in this ease) be sampled upon each iteration, tlerein
lies a key limitation of this approacb, since the actual sys-
tem might not tolerate such periodic small perturbations
of all parameters. Obviously such parameter variations
would have to be kept as small as possible within the pre-
cision limits of the noise and gain measurements. Tem-
perature feedback is not required, since the method would
continuously correct for all (slow) disturbances and param-
eter variations not limited to temperature effects alone. If
started at or near an optimum point, this approach could
be expected to track the moving optimum as the operating
temperature varied.
The most notable limitation of this method is tile need
acterization is used to determine an initial optimal oper-
ation table. During actual operation of the amplifier, an
on-line optimization algorithm continuously updates the
tabIe based on real-time tracking of the optimum and some
long-term adaptive strategy. Temperature feedback is re-
quired.
Abrupt system changes are not tolerated, since the
controller contains stored information about the previ-
ous optimal parameter settings for any given tempera-
ture. The learning capability of the controller frees it
from the long-term accuracy limitations of the off-line
optimization/open-loop control approach.
to perturb bias conditions during actual operation. This The
may or may not be acceptable, depending on the size and
tolerability of the perturbations. Also, for this approach
to successfully maintain an optimum, all disturbances and
parameter variations (mainly temperature related) must
change at a sufficiently slow rate to permit tracking of the
optimum by the algorithm. An abrupt change (e.g., one
due to a change made manually by the operator) could
leave the tracking algorithm lost, seeking the nearest local
optimum, off the optimal locus for temperature variation.
The inefficiency of the search algorithm could make this
a nontrivial concern, especially if the available real-time
computational bandwidth is limited.
Furthermore, there is no guarantee that by starting
from a global optimum for the normal operating temper-
ature, the temperature-optimal locus would continue to
be globally optimal. A quantum change in bias settings
might be required to hop to a new global optimum at
some temperature. However, such an abrupt change in
bias conditions may not be tolerable due to a need for
glitch-free reception, especially during critical data acqui-
sition events.
problem of on-line parameter perturbation
remains, and the need for preliminary determination of
the optimal parameter table or rule base also exists. This
approach is the most robust, probably the most effective,
but also the most complicated to put into actual practice.
V. Conclusions
A computer simulation of a generic ItEMT-based mul-
tistage LNA has been completed by utilizing a first-order
approximate model of a single stage at room temperature.
The simple analog ratio of the amplifier gain to the ampli-
fier noise temperature was selected as a readily measurable
optimization metric.
Several optimization methods for unknown systems
were evaluated with the aid of the simulation. These in-
cluded fuzzy logic control methods in which a temperature
compensation table is ir0plemented as a fuzzy rule base.
The best results for this application were achieved with
simple tracking-type optimization algorithms. The sim-
ulation results provided justification for proceeding with
work on actual hardware.
The clearest advantage of the on-line approach is that
the actual system at the time of operation is optimized
for best noise/gain performance. If the starting point is
a global optimum for the normal temperature, and the
system itself is continuous with temperature variations,
the bias parameters could be expected to change continu-
ously and smoothly, maintaining at least a locally optimal
setting as the temperature or other amplifier parameters
slowly vary. Finally, no downtime is required for off-line
optimization table generation (or rule learning).
C. Adaptive Off-Line and On-Line Methods
Another approach is a combination of both on-line and
off-line optimization and control methods. Off-line char-
A program, OPT, was written in BASICA under
DOS 3.3 to control the JPL Automated Bench for use
as a first-stage bias optimization apparatus. The previ-
ous BENCH software was merged with OPT to create a
single LNA test and optimization package for the appa-
ratus. User-friendly features were incorporated to assist
operators in performing calibration, amplifier testing, and
optimization.
A three-stage FET LNA operating at room tempera-
ture and 2.3 GHz was tested and bias optimized. For start-
ing points close to the global optimum, the optimal bias
drain voltage and current were consistently found within
a few minutes of run time, at approximately 2.9 volts and
127
12 mA, respectively. Noise on the power measurements re-
quired that all optimization test points be averaged over at
least five iterations. For initial search increments greater
than +1 volt for 1/o or -1-5 mA for ID, local optimization
with performance metrics less than the global optimum
were sometimes located.
Bias optimization for maximizing the gain-to-noise ra-
tio of an LNA appears to be feasible in the laboratory,
as does construction of temperature compensation look-
up tables for bias parameters. The applicability of on-line
bias optimization during actual service of an LNA remains
uncertain, and further experimentation is planned.
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Golay and Other Box Codes
G. Solomon I
The (24,12;8) extended Golay Code can be generated as a 6 x4 binary matrix
from the (15,11;3) BCtt-Hamming Code, represented as a 5 x 3 matrix, by adding
a row and a column, both of odd or even parity. The odd-parity case provides
the additional 12th dimension. Furthermore, any three columns and five rows of
the 6 ×4 Golay form a Bell-Hamming (15,11;3) Code. Similarly a (80,58;8) code
can be generated as a 10 x 8 binary matrix from the (63,57;3) BCH-Hamming Code
represented as a 9 x 7 matrix by adding a row and a column both of odd and even
parity. Furthermore, any seven columns along with the top nine rows is a BCH-
Hamming (63,57;3) Code.
A (80,40;16) 10 x8 matrix binary code with weight structure identical to the
extended (80,40;16) Quadratic Residue Code is generated from a (63,39;7) binary
cyclic code represented as a 9 x 7 matrix, by adding a row and a column, both of
odd or even parity.
!. Golay Code Properties
The (24, 12;8) extended Golay Code possesses many
properties. Solomon and Sweet [1] showed that it can be
represented by a 6 x 4 binary matrix with equal row and
column sums. Certain permutations of the matrix that
keep the rows fixed give rise to at least three other boxes or
matrices with identical row/column sum properties. These
boxes can be used for "eyeball" decoding which avoids al-
gebraic procedures. Here new properties of the extended
Golay Code are further demonstrated.
A. Constructions
The (24,11;8) code in 6 x 4 matrix form is obtained
from the BCH-Hamming (15,11;3) Code by adjoining row
and column even parity. The BCH-Hamming Code here
1 Independent consultant to the Communications Systems Research
Section.
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is expressed as a 5 x 3 matrix with entries in the 0, J)
positions, 0 _< i < 4, 0 _< j _< 2 corresponding to the
coordinates 5i + 3j rood 15 of the code.
Let A be the BCIl-Hamming (15,11;3) Code. The
Mattson-Solomon (MS) polynomial for a code word a E
A = (ai;i = 0... 14) is given by
Pa(z) = Co -t- Tr Cz -t- Tr Dz 3 + Ez s "4-E2z 1°
where C,D E GF(16), E • GF(4), Co • GF(2), and _
Pa(fl _) = ai for /3 a primitive 15th root of unity. Tr
denotes the linear operator Trace in GF(16). Tr a = a +
a2 + a 4 + a8 . =.:m
The parity check polynomial for the code is (z + 1) x
fa(z)f3(z)fs(z) where fi(z) is the irreducible polynomial
over GF(2) with fli a root.
r
o__
The weight, w(a) mod 4 for even-weight words
a(C0 = 0), is given by w rood 4 = 2F2(P,(x)) where
r2(P.(x)) = D5 + D I0 + E 3 [2].
Now place the code words in 5x3 matrices (bij), 0 < i <
4, 0 __<j _< 2 corresponding to their values 5i + 3j rood 15.
The ith coordinate is entered thusly:
0 5 10
3 8 13
6 11 1
9 14 4
12 2 7
The MS polynomial expressed in the 5 x 3 setting, in-
dexing each row by y in terms of the independent variable
x, becomes Tr Dy3+Tr ' ( E' +Cy+C4y4)x; E _ = E 2. Note
again that for the rows, the trace is defined over GF(4) as
follows: T( a = a + a2 for a E GF(4).
Form the sum over the rows to give a sixth row with
MS polynomial Tr' E'x. Form the parity sum over the
columns to obtain a 6 × 1 column, which is of course
Tr Dy3; y6 : y. The bottom row is indexed by y -- 0,
and the parity column corresponds to x = 0.
This is what is needed to prove the following results.
Note that the coefficient of x is E' -t- Cy -t- (Cy) 4. This is
the MS polynomial for a (5, 3; 3) code indexed by y5 = 1
over GF(4). Adding a sixth row, one obtains a (6,3;4)
code indexed by y6 _ y over GF(4) as the coefficient of
x. Note that the constant term in each row varies and
is a (5,4;2) binary code. It contributes the same values
to the fourth parity column. Thus if one started with
a BCH subcode of dimension 10 of even weight w with
w mod 4 = 2F2 where F2 -- D 5 + D 1° + E 3, adjoining
the parity rows and columns adjoins row and column code
words whose weight modulo 4, w mod 4 = D s + D 1° + E 3.
So the total new weight w' = 0 mod 4.
This proves w' _> 8. For if one started with w = 4, one
has either E 3 = 1 and D 5 + D l° = 1, adding weight 4, or
E = 0 and D 5 + D I° = 0, giving D s = 1, adding a column
of weight 4.
One could also show easily that w _ _> 8 by noting that
the coefficient of x is now a (6, 3; 4) code over GF(4), hav-
ing adjoined an even parity row. Thus there are at least
four rows of weight 2 each. The addition of the even parity
column ensures w _> 8 when the coefficient of x -- 0. The
new code words are of weights 8, 12, 16, and 24 in the
6 x 4 matrix code generated. Complementing these new
code words still gives words of weights 8, 12, and 16, which
takes care of the odd weight Itamming code words adding
up to dimension 11.
The 12th dimension of tile constructed code is obtained
by adding odd parity row and column to the llamming
words. Thus the additional row (first 3 columns) is given
by 1 + Tr Ex and the additional column (upper 5 rows)
is given by 1 + Tr Dy. The even weights are determined
by F_ = E a + D 5 + D 1°. Consider the even weights equal
to 4 and 6. If E a = 0 and 1, respectively, then weights 3
and 1, respectively, have been added to the bottom row.
If D s + D 1° = 0 and 1, respectively, then weights 1 and 3,
respectively, have been added to the fourth column. If
D = 0, then a 5 has been added.
Consider the case of F2 = E 3 -k-D s + D 1° = 1 or w = 6.
Either E ¢ 0, D 5 = 1, and weight 6 is added, or E = 0,
D s # 1, and weight 2 is added. For F2 = 0 or w = 4,
E # 0 and D s # 1, so weight 4 is added, or E = 0 and
D 5 = 1 and again weight 4 is added. In either case, adding
odd parity row and column ensures that w' = 0 mod 4 and
w_>8.
This new code has weights 8, 12, 16, and 24. This is
sufficient to guarantee that this code is the extended Go-
lay Code by various uniqueness theorems in the literature.
However, there is an explicit construction by Solomon and
Sweet that does it.
B. The (24,12;8) Code Is the Golay Code
This formulation was first used by Solomon and Sweet
[1]. The code has words of weight w = 0rood4 and is
thus self-dual, has minimum distance 8, and contains the
all one vector. This is the Golay Code. In fact, the cor-
respondence between the coordinates of the cyclic code
generated by the parity check polynomial and its repre-
sentation as a 6 x 4 binary matrix is
0 2 1 3
4 12 7 10
9 22 6 11
16 15 8 19
20 21 18 13
17 oc 5 14
C. Encoding
Let a be a code word of length 24: a = (ao,al,a2,...,
a2_, cx)). Label positions (0, 1,2,..., 22, _) generated by
the recursion shift register rule
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f(x) = x 12 + x I° + x7 + x 4 + x 3 + x 2 + x + I
an+12 ---- an+ lO "q- an+7 -}- an+4
+ an+3 q- an+2 -1- an+l Jr an
22
where n = 0, 1, 2, 3,..., 22 and aoo = _i=0 ai.
D. A Key Property
Theorem. Represent the Golay Code as a 6 x 4 binary
matrix and consider any 5 x 3 submatrix obtained by re-
moving one colunm and one row. This is a BCtI-tIamming
(15,11;3) Code. There is one proof and one verification.
Proof: Consider the 6 x 4 matrix with the top row
deleted. Using the bottom parity check row and consid-
ering the first three columns, there is now a permuted
5 x 3 BCII-Hamming Code where the rows have been in-
terchanged.
Note that the coefficient of x is the (6, 3;4) extended
Reed-Solomon (RS) Code over GF(4), which gives rise to
the (24, 6; 8) portion of the code. The map y _ (1 + c_y +
c_2y4) is a permutation of this code that interchanges the
top and bottom rows corresponding to y = /30 = 1 and
y= 0. For c_-- /35 aroot ofx 2+z+ 1, the second and
fifth rows are interchanged and the third and fourth rows
are fixed. Itere y ranges over the values y6 = y.
The remaining five dimensions, which are a function of
Co and D in tile BCII-Ilamming Code, are easily seen to be
manipulated so the weights stay the same. Since the code
is clearly invariant under cyclic row cyclic permutations,
this takes care of all subcodes with tile first three columns
fixed.
Now interchange the first column with the fourth right-
most parity column and the second with the third to obtain
a BCII-llamming Code still like the above in the top five
rows. This interchange of columns is given by x _ x + 1.
This map takes the row indexed by y, Tr Dy+Tr' (E'+
Cy + (Cy)4)x, into a permuted row indexed by y, where
D E GF(16) has been augmented: Tr' (E'+Cy+(Cy)4)+
Tr Dg+ Tr' (E' + Cg + (Cy)4)z. There clearly exists a D'
such that D' = Tr' (E'+Cy+(Cy)n)+Tr Dy for all values
of y. Now clearly every three columns that occurred in
the leftmost 5 x 3 matrix now occur in the newly formed
5 × 3 matrix. As the code is invariant under cyclic column
permutation, the proof is complete, gl
Verification: Postconjecture and preproof, a com-
puter verification was performed by F. Pollara; this veri-
fication generated the identical weight distributions of the
ttamming Code for each relevant permutation.
II. Extension of Results to (63,57;3)
BCH-Hamming Code
Starting with the BCII-ttamming Code of length 63 in
its 9 × 7 setting and using the MS polynomials for codes of
lengths 63, 9, and 7, one obtains a 10 × 8 code of distance
8.
A. MS Polynomial for the BaH-Hamming
Code in a 9 x 7 Setting
Let fl (x) = a:6+ z + 1 be the primitive polynomial with
/3 as a root. Then fi(z) is the irreducible polynomial with
coefficients in GF(2) with fli as a root.
The BCH-Ilamming Code in its MS polynomial form is
written as
P(z) = Co+ ETr Cizi + ETr' Cjz j -_-621 z21 -]-6221 z42
where Ci E GF(64); i = 1,3,5,7,11,13,15,23; Cj E
GF(8); j = 9,27; and
Tr' a = a + a _ + a4; a E GF(8)
Let z E GF(64) be a primitive root of GF(64). Express
z = zy where
then
x=,t3 9_, 0<i<6; y=/? 7j, 0_<j<8
Tr Cz = Tr Cxy = Tr' [Cy + (Cy)S]x
_- rcI 6Tr C3 z3 Tr' t 3Y -4-C_Sya]x 6
:
Replacing the letter by its primed letter to indicate a miss-
ing appropriate power,
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T, Csz5 = W; (C' u + c suT)x 6
Tr CTz _ = TrC_yTr Cgz 9 = Tr' C_x
C,,z" = (C/ly + C Iy5) 
Tr C13z 13 = Tr _ (C,3y 4 + C_ay_)x 6
Tr C15x '5 Tr' "C' 3 c,s 6, x= ( xsY + 15Y )
Tr C_3z _3 = Tr' (Chy _ + C_yT)x
Tr C27z 27 = Tr' C2_z 6
C_, z 21 = C21y _1
Recall that the Golay Code can be viewed in the
MS polynomial formulation for lengths 6 or 4 as made
up of components that are themselves RS Codes. Simi-
larly express the IIamming Code here in MS polynomials
of lengths 9 or 7. Recall that a binary codeword of length
7 has an MS polynomial of the form
P(x)=Co + Tr' (Cx + Dx 6)
Tr'C=C + C 2 + C4; CEGF(8)
Write the BCIt-Hamming Code in all 57 dimensions as
C _ 7 C _ _1 C,2 42C0 --F_ 7Y + 21Y + 21Y
i cIS 5+Tr _ (C_ + Cy + CSy s + Clty 4 + HY
C' 3 c_S .6 C' _ C _s _'x+ 15Y + 15g + 23Y -J- 23Y )
C' 6 Cs 3 C' _+Tr r (C_7+ aY + 11Y + 5Y
Ct8 7+ 5 Y +C13Y 4 +C_3Y5) x6
where C_ E GF(64), i -- 1,3,5,7,11,13,15,23; Cj E
GF(8); j = 9,27.
Note that the coefficient of x in the above expression is
f9,9;1) code over GF(8), the coefficient of x 6 is a (9,7;3)
RS code over GF(8). The values Co + Tr C_yV+ C_ay21+
C_2,4_- taken over y form a (9,9;1) binary code. The min-21,Y
imum weight of this code is clearly 3. If the coefficient of
x 6 is zero, then the minimum weight is given by a weight
one word (coefficient of x) in the (9,9,1) code (giving rise
to a weight 4 word) complemented by a value of Co, which
is 1 at that y position. If the coefficient of x _ is nonzero,
one again has a minimum weight 3 word.
Now extend the 9 x 7 matrix to l0 x 8 by adjoining
even parity rows and columns. The 10th parity row is
clearly the code word in MS form Co + Tr' (C9x + C_7x6).
The coefficients Co + Tr C_y 7 + C_ly _ + C'_y _ in the
row MS polynomials for y_0 = y now form a (10,9;2)
binary code. The coefficient of x is also a (10,9; 2) code
over GF(8). The coefficient of x 5 is a (10, 7;4) code over
GF(8). Adding the even parity column guarantees that
the minimum weight w of the expanded code w = 8.
Thus the BCH-IIamming Code extends to a (80, 57; 8)
code. Finally, if the 10th row and 8th column are to be
of odd parity, the minimum weight still is 8. It is obvious
that the weight does not decrease this way. Consider words
of weight w < 7 and try placing them in a 9 x 7 setting.
Clearly 10 - w columns are at least zero and odd parity
will certainly increase the weight this much.
B. BCH-Hamming Submatrices of the 10 x 8 Code
To show that every 9 x 7 submatrix of the 9 x 8 top
portion of the matrix is also a IIamming Code, follow the
technique used for the Golay Code. The map x ---* x -t-
1 does an interchange of columns and replaces the first
with the even parity column. A similar argument invoking
cyclicity of the columns proves that the Ilamming Code
appears in every top 9 x 7 submatrix.
III. Quadratic Residue Code Properties (Box
Codes)
The (63,39;7) binary cyclic code when extended by
adding a row/column of odd and even parity has the
weight structure of the extended (80,40;16) Quadratic
Residue (QR) Code but is not isomorphic to it.
A. Constructions
The (80,39;16) in 10 x 8 matrix form is obtained from
the (63,39;7) cyclic code by adjoining row and column even
parity. The cyclic code here is expressed as a 9 x 7 matrix
with entries in the (i,j) positions, 0 < i < 6, 0 _< j _< 8
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corresponding to tile coordinates 9i + 7j rood 63 of the
code.
Let A be the (63,39;7) cyclic code. The MS polynomial
for a code word a C A = (hi; i = 0...62) is given by
P(z) = Co + _Tr Cizi + _-_'I'r' Cjz j +C2, z2' +C_,z 42
where Ci E GF(64); i = 1,3,5,7,13; Cj E GF(8); j =
9, 27; and
C I 7 C I 21 . _t2 42C0+Tr eY + 21Y +(_21Y
C' 6 C,S z+ Tr' ((219+ Cy + CSyS)x + Tr' (C27 -1- 3Y + 3 Y
•-',tS 7
-I- C_y 2 -F t_5 y + C13y 4 -{-C_3yS)x 6
where Ci C GF(64); i = 1,3,5,7,13; Cj E GF(8); and
j = 9, 27. The generator polynomial for the code is
Yl(z)Ya(z)A(z).fia( z)
Tr'a=a+a 2+a4; aEGF(8)
Let z E GF(64) be a primitive root of GF(64). Express
z = xy where
then
z=/99i, 0<i<6; y=/?Tj, 0_<j_<8
WrCz = T, Cx_ = Tr' ICy + (Cy)8]x
C3z3 = It' [CJu6 + C;8U3]_6
c; = c_
Replacing the letter by its primed letter to indicate a miss-
ing appropriate power,
Tr Csz5 = T,' (C;u 2+ C;_y_)_6
Tr CTz 7 = Tr C_yTr Cgz 9 = Tr' C_x
Tr C13 z13 : TI J (C13Y 4 + C83yS)x 6
Tr C2rz27= Tr' C_Tx6
C21z _1 = C21y _1
Write the cyclic code in all 39 dimensions as
where fi(z) is the irreducible polynomial over GF(2) with
/_i a root.
The weight, w(a) mod 4 for even weight words a(C0 --
0) is given by w mod 4 = 2F2(Pa(x)) where F:(P,(x)) =
_, c,c_, = T_' (c_ + C_Cs,+ c_,) [2].
Now place the code words in 9 x 7 matrices (bij),
0 < i _< 6, 0 _< j _< 8 corresponding to their values
9i + 7j mod 63. Note that the coefficient of x in the above
expression is a (9,3;7) code over GF(8), and the coeffi-
cient of x 6 is a (9,7;3) RS Code over GF(8). The values
C0+Tr C 17yT-Ct+21Y21 + C_2"21Y42taken over y form a (9,9;1)
binary code. The minimum weight of this code is clearly
7. If the coefficient of x and x 6 is zero, then the minimum
weight is given by a weight one word (the coefficient of
x) in the (9,9,1) code giving rise to a weight 7 word. If
the coefficient of x 6 is nonzero, again there is a minimum
weight 12 word, hut, complemented by the constants, this
can give rise to weight 9 at least.
Now extend the 9 x 7 matrix into a I0 x 8 matrix by
adjoining even parity rows and columns. The 10th parity
row is clearly the code word in MS form Co + q'_ (Cgx +
C_rx6). The coefficients Co +'It C_y 7+ C_1 y:l + C_] y42 in
the row MS polynomials for yl0 = y now form a (10, 9; 2)
binary code. The coefficient of x is also a (10, 3; 8) code
over GF(8). The coefficient of x 6 is a (10, 7; 4) code over
GF(8). Adding the even parity column guarantees that
the minimum weight w of the expanded code w equals 16.
Note that in the 10th row, F2 = Tr' (C9C54). In the
eighth column, r, = Wr'(C_+ C_1). Thus coming from
the length 63 cyclic code with F2 = Tr' (C_+C9Cs4+C_1)
by adjoining a row and column of equal even parity, one
has obtained a code with weights equal to 0 mod 4.
The 40th dimension of the constructed code is obtained
by adding odd parity row and column to the code wc
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and keeps the minimum weight and P2 property. This new and generate a correct version. This leaves ten rows that
code has weights 16, 20, 24, 28, 32, 36, 40, 48, 56, and 64 are assumed to be BCII-lIamming Codes.
and is self-dual. This is sufficient to guarantee that this
code has the weight structure of tile (80,40;16) extended
QR Code [3].
B. Decoding
Place the code in its 10 x 8 box and compute row and
column parities. Decide whether the code word is of even
or odd row/column parity. If in doubt, assume first even
and then try odd. Where a row is determined to have
an odd number of errors, mark that row as an erasure.
Otherwise assume an even number of errors in that row.
To correct seven errors, there are at least three rows that
must be correct, if seven row erasures are assumed. The
coefficient of x is a (10,3;8) code, so one can extract that
Only seven of these must be corrected to generate the
entire word. Thus, if there is more than one error in each
of four rows, but an odd number in the other three, then,
with trial and error, 4 + 3 x 3 = 13 errors of a particular
pattern can be corrected. If the 7-8-9 error patterns are
such that three rows are clean, and at least four have single
errors, then one can generate the (10,3;8) code over GF(8)
the coefficient of x and the (10,7;4) code over GF(8) the
coefficient of x 6. The rest emerges easily although this
may require assuming first even and then odd parity of
the row/column received code words. In general for error
patterns of four or less, the row/column parity will be clear
and the decoding simplified. In the event of even error
patterns in the rows, one will have to decode the (10,3;8)
code with some kind of modified RS decoding.
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Figure of Merit for Direct-Detection Optical Channels
C.-C. Chen
Communications Systems Research Section
The capacity and sensitivity of a direct-detection optical channel are calculated
and compared to those of a white Gaussian noise channel. Unlike Gaussian channels
in which the receiver performance can be characterized using the noise temperature,
the performance of the direct-detection channel depends on both signal and back-
ground noise, as well as the ratio of peak to average signal power. Because of the
signal-power dependence of the optical channel, actual performance of the channel
can be evaluated only by considering both transmit and receive ends of the sys-
tems. Given the background noise power and the modulation bandwidth, however,
the theoretically optimum receiver sensitivity can be calculated. This optimum re-
ceiver sensitivity can be used to det_ne the equivalent receiver noise temperature
and calculate the corresponding G/T product. It should be pointed out, however,
that the receiver sensitivity is a function of signal power, and care must be taken to
avoid deriving erroneous projections of the direct-detection channel performance.
!. Introduction
Optical communication technology can offer potentially
significant improvements in communication performance
compared to current RF links. Much of tlle gain in optical
receiver performance is due to the reduced operating wave-
Length and hence the increased antenna directivity. The
small beam divergence resulting from the short operating
wavelength implies that the received power needed for the
communication ]ink can be achieved with a much smaller
transmit antenna aperture and a lower transmit power re-
quirement. A smaller aperture also implies a lower weight
communication package and hence an increased science
payload capacity. Furthermore, a smaller beam divergence
implies that the aperture size of future deep-space optical
receiving terminals can be substantially smaller than the
present-day Deep-Space Network (DSN) receivers.
For RF Earth receivers, an effective measure of the re-
ceiver performance is the ratio of the receiving antenna _--
gain Gn to the system noise temperature Teq. The re-
ceived antenna gain Gn is proportional to the receiver
aperture area and hence the received signal power. Tile
channel efficiency, which is the maximum amount of infor-
mation that can be relayed per unit of received energy,
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directly related to the receiver noise temperature. For RF
receivers, this Gn/Teq ratio, known as the Earth receiver
figure of merit [1], is directly proportional to the receiver
signal-to-noise ratio (SNR). Given the transmitter and the
link distance, the performance of the ground terminal can
be compared by calculating the figure of merit without
performing a complete end-to-end link analysis.
Since the GR/T_q figure of merit is a convenient pa-
rameter to compare the receiver performance, it is desir-
able to extend the concept to optical frequencies and to
derive an equivalent figure of merit for optical receivers.
For coherent optical receivers, the extension is straightfor-
ward. The resulting receiver noise temperature is given by
Top = hf/kB, where hf is the energy of the photon and
kB is Boltzmann's constant. For direct-detection receivers,
however, the concept of noise temperature cannot be ap-
plied directly. Although the minimum detectable power is
equal to the energy of a single photon, the receiver per-
formance can be effectively improved by trading the re-
ceiver sensitivity for increasing bandwidth [2,3]. In tile
limit of infinite bandwidth expansion, the direct-detection
receiver can achieve very high channel efficiency that is
limited only by the background noise level. Furthermore,
unlike RF links where the channel efficiency depends only
on the receiver noise temperature, direct-detection optical
communication link performance is a function of both the
signal and noise powers, and the ratio of peak-to-average
signal power.
Because the performance of a direct-detection opticM
channel depends on the peak and average signal power in
addition to the background noise, the performance of the
direct-detection channel can be evaluated only if both ends
of the link are defined. For a given background power and
bandwidth, however, there exists an optimum condition
under which the maximum amount of information can be
transmitted across the channel per received signal photon.
This optimal channel effÉciency is achievable only under a
particular set of signal power and bandwidth constraints.
tlowever, it allows one to derive an upper bound on the
direct-detection channel performance.
The purpose of this article is to present a simple calcula-
tion of the receiver sensitivity for an ideal direct-detection
optical channel subjected to a system bandwidth con-
straint. This optimal sensitivity can then be used to define
the equivalent receiver noise temperature of the direct-
detection channel. The equivalent Gn/T_q parameter can
then be calculated. Caution should be exercised, however,
when using this ratio as it behaves quite differently from
tile corresponding ratio for RF systems.
II. Figure of Merit for Communication Links
An important figure of merit of an RF communication
link is the channel efficiency CE, The efficiency can be de-
fined as the maximum amount of information that can be
relayed per unit of received energy. For a white Gaussian
noise channel with noise power spectral density No, the
ideal channel efficiency is simply
log 2 e (bits/joule) (1)
CE-- No
Given the amount of received signal power Ps, the channel
capacity, which is defined as tile maximum data rate that
can be transmitted across the channel, is
Rm_x = PsCE -
Ps Ps
w
No In 2 kBYeq In 2
(bits/see) (2)
Note that in the last equality we have replaced the noise
power spectral density with kBTeq, where kB is Boltz-
mann's constant and Teq is the equivalent receiver noise
temperature. The channel efficiency and channel capacity
shown in Eqs. (1) and (2) are derived for additive white
Gaussian noise (AWGN) channels without bandwidth con-
straint. Practical systems, with a limited bandwidth ex-
pansion factor, will have lower channel eËficiency and ca-
pacity.
The received signal power Ps is a function of the trans-
mit power, the transmitter and receiver parameters, and
the link distance. With a diffraction-limited transmitter
operating with aperture area AT at a distance D, the sig-
nal power collected at the receiving terminal can be writ-
ten as
(1)PS= PTrITGT _ LT(OT)rIRAR
= PTr_TGT _ LT(OT)rlRG R (3)
where rtr and r/R are the transmitter and receiver efficien-
ties, GT and Gn are the transmit and receive antenna
gains, LT(OT) is the pointing loss for an angular pointing
error Of OT, An is the receiver aperture area, and PT is the
transmit power. The transmit and receive antenna gains
are defined as the ratio of far-field intensity when a signal
is transmitted from the antenna to that which is radiated
137
from an isotropic radiator. For diffraction-limited aper-
tures, the on-axis antenna gain is related to the aperture
area and the operating wavelength A by
Gr = 4_Ar/,_ 2 (4a)
Gn = 4v:AR/A _ (4b)
Equation (3) shows that the total signal power received
is proportional to tile transmit and receive antenna gain
and is inversely proportional to the link distance squared.
The received power scales inversely with A_ because the
far field intensity from a diffraction-limited transmitter is
inversely proportional to A2. One should note that, al-
though the received signal power is directly proportional
to the receiver antenna gain in Eq. (4b), Eq. (3) does not
imply that a diffraction-limited receiver must be used to
collect the signal power. In fact, for a sufficiently large
receiver field of view, the received power depends only on
the total aperture area and not on the surface quality of
the receiver. A nondiffraction-limited receiver, however,
can admit much more noise power (Appendix A), or can
degrade or even preclude the use of some forms of signal
modulation.
By combining Eqs. (1) and (2), it is seen that tile chan-
nel capacity is related to the transmit and receive param-
eters by
( ) (log  )tr_max = _ PrqrGTLr(Or)qnAn \kBTeq ) (5)
In general, it is desirable to derive a figure of merit which
is independent of the link distance. For Gaussian channels,
one such parameter is the product of channel capacity and
link distance squared, Rm_xD 2, which is given by
(5)Rma×D2 = PTqTGTLT(OT)rDtAR \ kBTeq)
= PT_GTLT(OT)rlnGR \ kBTeq ,]
(6)
The Rmax D2 parameter defined in Eq. (6) is proportional
to the transmit antenna gain, the receiver area, and is in-
versely proportional to the receiver noise temperature. For
a given transmitter power and aperture area, this parame
tar is proportional to GR/req, which is commonly referre(
to as the Earth receiver figure of merit. The Gn/Tcq fig
ure of merit is particularly useful in comparing differenf
RF system performances. This is because for RF systems
the transmitter aperture and available transmitter power
usually do not vary much. As a result, the performance im-
provements are generally achieved by increasing aperture
area, reducing operating wavelength, and lowering the re-
ceiver noise temperature; in other words, by improving the
Gn/Teq ratio.
III. Direct Detection Optical Channel
As was mentioned earlier, the channel efficiency of an
ideal RF link, defined as the maximum amount of infor-
marion that can be relayed across the channel per unit of
received energy, is equal to log 2 e/kBTeq (bit/J). Note that
the channel efficiency depends only on the receiver noise
temperature Tcq and is independent of the signal power
and aperture size. This simple expression for channel ef-
ficiency emerges because the only noise source present in
the RF link model is the AWGN. An important aspect
of the AWGN channel is that the error rate performance
of the link depends only on the ratio of signal and noise
powers (signal-to-noise ratio). Consequently, the GR/Tcq
parameter, which is proportional to the SNR, is a good
measure of the receiver performance.
In contrast, the dominant source of noise in a direct-
detection channel is the shot noise inherent in the signal,
which cannot be modeled as AWGN. When detected using
a square-law detector such as a photodiode, the shot-noise
fluctuation can result in a fluctuation of the received pho-
tocount [4]. This self-noise fluctuation implies that, even
when the amount of background noise admitted by the
receiver is negligible, the number of photons collected (re-
ceived signal energy) over a period AT can still fluctuate.
It should be noted that the quantum fluctuation is also
present in the RF receiver. However, such a fluctuation is
usually ignored since the mean field is much larger than
the rms fluctuation.
It can be shown that, for reception of a coherent sig-
nal field and multimode thermal radiation, the photo-
counts follow Poisson statistics [5]. For detection of single-
mode background radiation, the photoeounts follow Bose-
Einstein statistics. For most direct-detection receivers,
however, the large mode mismatch at the receiver implies
that more than one spatial and temporal mode is being re-
ceived and, in the limit of large mode mismatch, the back-
ground photocount process also exhibits Poisson statistics
[5].
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Because of the Poisson nature of the counting process,
the direct-detection optical channel is also known as a
Poisson channel. The received photocount over a given
interval, AT, which contains contributions from both sig-
nal and background noise, can be modeled as a Poisson
random variable with mean and variance given by [6]
< N> = (As+AB)AT
Vat[N] = < N> = (As+AB)AT (7)
where As and AB are the detected signal and background
photocount rates measured in photons per second. The
photocount rates are related to the power input by [5]
r/O p (8a)
AS = -_-f S
_z) (Sb)AB = _PB
where 7/0 is the detector quantum efficiency, and hf is the
energy of the photon at the operating wavelength. Equa-
tion (7) showed that the variation in the received pho-
tocount depends on both signal and background power.
Because of this signal-dependent fluctuation, the receiver
performance will depend on both signal and background
power instead of a single quantity (signal-to-noise ratio).
The channel capacity and energy efficiency of an ideal
direct-detection channel has been evaluated by several au-
thors [2,3,7-9]. It has been shown that, for a direct detec-
tion channel with peak signal power Ps and an average to
peak signal power ratio of a, the channel capacity is given
by [8,9]
Rmax = log2 e As [(] (l +---_P) ln (l +-----!p)
-(1-(])_lnp- (1;jP) In(1T(]----PP)] (9a)
where
p = As As = Ps/PB
is the peak signal to background power ratio, and
(9b)
(]=min((1T----_P)(l+P)/Ppl/P/e-p,o -) (9c)
Tile quantity (] is the ratio of average to peak signal power
that achieves the channel capacity. When there is no av-
erage power constraint, that is, when
pl/P/e- p < o"
the channel capacity is limited only by the available peak
signal power at the receiver. In this case the channel ca-
pacity is log 2 e_tAs. Note that (]As is simply the average
signal count rate. In other words, given the peak signal
count rate As, the maximum rate for which the informa-
tion can be relayed across the channel is simply equal to
the number of average received signal photons per sec-
ond times log 2 e. Equivalently, the channel can transmit
log s e _ 1.44 bits per photon received.
On the other hand, when
the channel is said to be average power limited. The chan-
nel capacity decreases with decreasing average signal count
rate, crAs. However, for a.constant peak signal count rate,
the amount of information carried per signal photon, i.e.,
the channel efficiency, increases with decreasing average to
peak power ratio, cr. Given the peak signal to background
power ratio, p, the channel efficiency is given by
CE m
log s e Rmax
hi (]As
log2e (l+p)hf [(-_)In-
l+Plnp 1 +-qP ln(1 + (]p)] (10)P qP
The photon efficiency of the channel, which is defined as
the maximum amount of information relayed through the
channel per photon, is related to the channel efficiency by
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Cph = h f CE
1 + p lnp 1 +- qP ln(1 + @)]P qP
(11)
In the limit as the average to peak signal power ratio goes
to zero, the photon efficiency is given by
limCph = log2e
[ (__p)(l+p'] 1P ]x ink--/ +-lnp+lnp-p 1
(12)
Equations (9) through (12) illustrate an important aspect
of the direct-detection channel; namely, the receiver sen-
sitivity is a function of the average to peak signal power
ratio (duty cycle), as well as the signal and noise power
levels. Furthermore, one can trade bandwidth for receiver
sensitivity by choosing modulation schemes with low av-
erage to peak power ratio. Plotted in Fig. 1 is the limiting
receiver sensitivity as Cr _ 0 versus the signal power to
background noise ratio, p. As expected, the photon effi-
ciency increases indefinitely as the amount of background
noise decreases. Consequently, the limiting efficiency of a
direct-detection channel is limited only by the amount of
background noise the receiver collects.
Given the peak signal count rate As, the channel ca-
pacity (data rate) can be optimized by letting the average
count rate approach
(1 + p/p)(l+P)/P p_ /e - p] As
In this case, the limiting receiver sensitivity is log 2 e bits
per photon. For near-Earth links where maximum data
rate, and not maximum photon efficiency, is desired, the
link should operate with average to peak signal power ratio
equal to
Since the channel capacity is achieved with a relatively
high average to peak power ratio, semiconductor lasers,
which can be modulated at a higher bandwidth, are more
suitable for achieving high data rates. On the other hand,
for a deep-space link where high power efficiency is de-
sired, one should operate the link with a low average to
peak power ratio, i.e., by choosing laser and modulation
schemes such that a --* 0, while holding the average power
constant. Solid-state lasers, which can provide high peak
power with a low duty cycle, are ideally suited for such
applications.
IV. Bandwidth-Limited Direct-Detection
Channel and Its Figure of Merit
In practice, the limiting performance given by Eqs. (9)
through (12) cannot be achieved. Several factors con-
tribute to the limitations on channel performance [10].
First, the timing resolution (bandwidth) of the receiver is
limited by the response of the photodetector material, the
timing resolution of the photodetector/preamplifier assem-
bly, and the complexity of the decoding electronics. Fur-
thcrmore, the bandwidth of the channel is affected by the
modulation bandwidth of the laser. The maximum timing
resolution at the receiver is bounded by the uncertainty
principle to approximately 0.1 psec [10], and, in practice,
the detector timing resolution is limited by the complexity
of the electronics to approximately 1 nsec.
The amount of background noise admitted by the re-
ceiver is, in principle, limited only by the optical back-
ground noise. Even when the Sun (6000 K) is in the field
of view, a diffraction-limited receiver with a 1-GHz-wide
predetection filter will observe only 2.5 x 106 background
counts/sec when operating at 532-nm wavelength. In prac-
tice, the nondiffraction-limited receiver admits much more
background noise (Appendix A), and the predetection fil-
ter is usually much wider than the signal bandwidth. Fur-
thermore, detector dark counts constitute an irreducible
background level which is present even when no bright
background object is absent. As a result, a practical re-
ceiver will admit much more background noise than the
thermal background noise limit.
Another factor affecting channel performance is the av-
erage to peak signal power ratio. Although in principle an
infinite peak to average power ratio is achievable, the max-
imum achievable peak to average power ratio for a solid
state laser is limited by the laser parameters such as the
pump power to threshold power ratio. A practical direct-
detection channel will reach its complexity and bandwidth
expansion limit long before it reaches the capacity limit.
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As a result, a practical direct-detection channel will have
performance that is much less than the theoretical thermal
background noise limit as predicted by Pierce and Posner
[3].
Shown in Table 1 is a list of projected parameters for
direct-detection receivers. For short-term development
support, a 1-m diffraction-limited telescope can be used
to collect the downlink signal. The blur circle diameter
of the 1-m diffraction-limited telescope is limited by at-
mospheric seeing to approximately 20 times its diffraction
limit. Actual operational support for deep-space missions
is planned by using several 10-m-class photon-bucket re-
ceivers to provide spatial diversity reception. The blur
circle diameter of the 10-m photon-bucket is estimated
to be approximately 2000 times more than an equivalent
diffraction-limited aperture. The substantially worse sur-
face quality implies that a much larger amount of back-
ground noise will be collected by the 10-m receiver, tlow-
ever, the larger collecting area can actually result in an
improved system performance. A prototype research and
development station, the Deep Space Optical Receiving
Antenna (DSORA), is currently being studied by JPL,
and a facility construction request for DSORA has been
submitted to NASA for a projected 1997 start. The pa-
rameters shown in Table 1 are the projected parameters
for DSORA.
It is seen from Eqs. (9) through (11) that tile perfor-
mance of direct-detection optical channels is determined
by the average and peak signal powers, as well as the back-
ground noise power. Given a set of link parameters, the
average signal and background powers can be calculated
using Eq. (3) and Appendix A. For a constant average
signal power, the channel performance can be improved
by increasing tile peak power to average signal power ra-
tio. Since the receiver bandwidth limits the maximum
rate at which arriving photons can be distinguished, the
peak signal count rate, ),s, of a practical direct-detection
channel is simply equal to its receiver bandwidth limit.
Based on the receiver bandwidth and average signal and
background power, the channel efficiency and capacity of
a band-limited dlrect-detection channel can be calculated.
The equivalent noise temperature of tile optical receiver
can then be defined by equating the optinmm channel ef-
ficiency with log 2 e/kBT¢q. That is,
CE,... -- Cph log2e (bits/joule) (13)
hf -- kBT¢q
This equivalent noise temperature represents an upper
bound of the direct-detection link performance. For a con-
stant transmit power and aperture, the G/T figure of merit
can be defined as:
(4_rAR/A 2)
(G/T)optical = r/R (14)
T_q
where Teq is the equivalent noise temperature as given
by Eq. (13), and r/n is the combined efficiency of the re-
ceiving optics and detector. The G/T ratio defined in
Eq. (14) may also be interpreted as the equivalent G/T
ratio needed to achieve similar performance for a coherent
receiver. Since the direct detection receiver is not actu-
ally diffraction limited, we should refrain from calling the
quantity in the numerator the receive antenna gain. One
should note that the figure of merit as defined in Eq. (14) is
caiculated only under fixed signal and background power
levels and receiver bandwidth. The figure of merit will
vary as the link distance and power level change. There-
fore, care should be taken when using tlle figure of merit
to estimate the link performance at different power levels.
The projected performance of the direct-detection re-
ceNer is calculated and summarized in Table 2. The re-
ceiver figures of merit are calculated under night sky view-
ing and when Saturn is within the receiver field of view.
The spectral irradiance of the night sky is assumed to be
5 x 10 -6 W/m 2 .sr. ram. Given the background irradiance,
the receiver bandwidth, and the optics efficiency, tile total
amount of background power collected by tile receiver can
be calculated. The maximum photon efficiency can then
be calculated by assuming a modulation format with very
small average to peak signal power ratio (a ---* 0). Shown
in Table 2 are the maximum photon efficiencies achievable
given the bandwidth and background noise constraints. It
is seen that, when viewing night sky only, a photon effi-
ciency of 15.2 bits/photon can be achieved with the I-m
receiver, whereas 19.8 bits/photon can be achieved using
the 10-m photon bucket. When Saturn is in the field of
view, however, the efficiency decreases to 9.3 bits/photon
for the 1-m receiver and 7.7 bits/photon for tile 10-m pho-
ton bucket. The better performance of the 1-m receiver
when Saturn is in the FOV is due primarily to the reduced
background power. The equivalent noise temperature of
the receiver is then calculated using Eq. (13). Tile calcu-
lated equivalent noise temperatures are between 1970 and
25700 K when viewing night sky and between 4200 and
5070 K when Saturn is in the field of view.
Based on the equivalent noise temperature, a G/T fig-
ure of merit can then be calculated. The calculated re-
ceiver figure of merit is between 86.1 and 88.2 dB/K for
tile 1-m photon bucket and between 109.5 and 113.6 dB/K
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for the 10-m photon bucket. Tile variation is due to the
reduction in receiver sensitivity due to the presence of
background noise. One should note that the term G_ in
Eq. (14) bears no relationship to the actual antenna gain,
which is defined using its effective isotropic radiated power,
since the photon bucket is not diffraction limited. Further-
more, the optimal receiver noise temperatures shown in
Table 2 are calculated by assuming a low modulation duty
cycle (a _ 0) and a large bandwidth expansion factor. As
a result, the limiting performance calculated in Table 2
is achievable only under a very low data rate. Practical
direct-detection channels operate with a nonzero average
to peak power ratio and hence have a higher noise temper-
ature than that shown in Table 2.
V. Pulse Position Modulation for Direct-
Detection Optical Channel
One practical modulation scheme which has low average
to peak power ratio is pulse-position modulation (PPM),
in which the information is conveyed through the channel
by the time window in which the signal pulse is present
[11,12]. In an M-ary PPM channel, each code word pe-
riod is divided into M time slots. The transmit alphabet
contains M symbols. Each symbol has a unique pulse lo-
cation within the M time slots. At the receiving end, the
decoder simply inspects the time windows and determines
which time slot contains the signal pulse. Direct-detection
PPM has been shown to be very effective in achieving high
energy efficiency [13-15]. In the limit of infinite bandwidth
expansion, i.e, at M _ cx_, PPM can achieve a photon ef-
ficiency limited only by the background noise level. Prac-
tical implementation constraints [10], however, limit the
maximum order of PPM and hence impose an upper limit
on the receiver sensitivity.
As expected, the performance of a PPM channel de-
pends on the peak signal count rate, )_sl the background
count rate, $B, the modulation slot time, AT, and the
order of modulation, M. Detailed derivation of the PPM
channel capacity is given in Appendix B. Given the signal
and background powers and slot time, AT, there exists a
modulation order M that optimizes the channel efficiency.
Shown in Fig. 2 are the maximum values of photon effi-
ciency versus the average signal counts per slot for several
background powers. Shown in Fig. 3 are the correspond-
ing PPM alphabet sizes which achieve maximum photon
efficiency. The maximum PPM order was artificially con-
strained to 256 to illustrate the effect of limited modula-
tion bandwidth expansion. At high signal powers, the sen-
sitivity of the receiver is limited by the modulation band-
width, 1/AT, and the photon efficiency decreases with in-
creasing average signal power. As the average power de-
creases, the photon efficiency can be improved by using
a higher order PPM. If the maximum order of PPM is
constrained, however, tile photon efficiency will eventually
reach a maximum. Further decrease in signal power will
result in reducing photon efficiency. The sharp corners for
the curves in Fig. 2 near 0.01 average signal counts/slot
are due to the limiting PPM alphabet size.
It is seen from Fig. 2 that, in the limit of large signal
power, the receiver sensitivity decreases. Itowever, the
channel capacity per slot, Rm_xAT, approaches a constant.
This is because at high signal power, Rm_x is limited by
the bandwidth. Shown in Fig. 4 is a plot of the capacity
per slot versus the average signal count rate. Note that
the limiting performance of approximately 0.53 bit/slot is
achieved with average signal count per slot greater than 5.
The performance of the PPM modulated channel can
be compared to that of a channel constrained only by the ,
bandwidth. Shown in Table 3 are link design tables f_r the
theoretically limited channel and two examples of PPM
channels. It is seen that, for a Saturn return link using a
2-W transmitter and a 60-era-diameter aperture, the max-
imum data rate sustainable is 52 Mbps. The maximum
photon efficiency is 6.1 bits/photon and the equivalent
noise temperature is 6,400 K. The capacity of an M-ary
PPM channel, on the other hand, is somewhat lower. For
a PPM channel with a 10-nsec slot time, the capacity is
approximately 15 Mbps with an equivalent noise temper-
ature of 22,170 K. For a PPM channel with a 1-nsec slot
time, the capacity is 32 Mbps with an equivalent noise
temperature of 10,240 K. Note that the effective photon
efficiency and hence the receiver noise temperature change
with modulation format. The R × D 2 parameter can also
be calculated based on realistic link parameters. Recall
that the figure of merit defined in Eq. (1,1) is achievable
only at the optimal signal level and modulation format.
For a Saturn return link with the parameters shown in Ta-
ble 3, the achievable photon efficiency is 6.1 bits/photon.
This is very close to the 7.7-bits/photon limit based on the
noise power. The resulting maximum R x D _ parame-
ter is approximately 320 dB. For a PPM channel with a
l-nsec slot time, the R x D 2 parameter is approximately
318.5 dB.
VI. Conclusion
The discussion of the direct-detection channel above
illustrates the difficulty in defining a figure of merit of
the direct-detection receiver. The Poisson statistics imply
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that the system cannot be characterized using only ttle
signal-to-noise ratio. Instead, receiver sensitivity depends
on both signal and noise power. Furthermore, sensitivity
depends on the modulation format. One can trade system
bandwidth (via reducing the average to peak power ratio)
for photon efficiency. As a result, the performance of the
channel can be characterized only by defining both ends
of the system contrary to the microwave case.
Although the actual performance cannot be defined
without knowing the signal and background powers, one
can derive the limiting channel capacity based on the back-
ground noise power and bandwidth constraints and, from
the limiting channel performance, define an equivalent re-
ceiver noise temperature. The system performance calcu-
lated using the G/T parameters, therefore, can be used
as an indicator of the limiting channel performance given
the bandwidth and noise power constraints. Based on the
projected receiver parameters shown in Table 1, it is seen
that the maximum G/T ratio for an optical receiver in 10
to 15 years is 113.6 dB/K when operating under a night-
sky background. When Saturn or Jupiter is within the
field of view, the G/T ratio decreases to approximately
109.5 dB/K. The limiting G/T performance calculated
above is achieved at low average to peak power ratio and,
consequently, at a very low data rate. For the practical link
shown in Table 3, the G/T ratio is between 103.0 dB/K
for a 16-ary PPM channel with a 10-nsec slot time, and
108.4 dB/K for a 64-ary PPM with a 1-nsec slot time.
It should be emphasized that tile G/T ratio calculated
in this article is an indicator of the limiting channel perfor-
mance given tile bandwidth and noise power constraints.
Practical system performance can be substantially im-
proved by increasing tile receiver bandwidth. Further-
more, unlike RF channels where tile noise temperature can
be easily measured using a known background source, tile
equivalent noise temperature of a direct-detection PPM
channel depends on both peak signal to background power
ratio, p, as well as the average to peak signal power ratio,
a. Changes in link parameters such as aperture size, link
distance, and transmitter power can result in changes in
signal and noise powers admitted by tile receiver and hence
in the equivalent noise temperature. As a result, care nmst
be taken in applying tile equivalent noise temperature and
hence the G/T ratio in projecting direct-detection link per-
formance.
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Table 1, Projected receiver parameters for a direct detection optical receiver.
Parameters Near term Projected in I0-15 years
Detector quantum efficiency, #m 0.5 at 0.532
Receiver optics efficiency 0.4
Filter transmissivity 0.6
Filter bandwidth, nm 0.1
Receiver diameter, m _1 diffraction limited
Receiver spatial mode mismatch _.400
Temporal bandwidth mismatch _5 X 10 a
Receiver bandwidth, MHz 200
Maximum data rate, Mbps 106
Detector dark count rate 2,000
Operating wavelength, nm 532
0.8 at 0.532
>0.5
>0.8
<0.00l
10, photon bucket
4 X 106
_12
I000
530
2OO
532
Table 2. Loss factors for a direct detection ground receiver.
Time, years
Near term In 10-15 years
Night sky only Saturn in FOV Night sky only Saturn in FOV
Antenna gain, dB a 134.5 134.5 154.5 154.5
Efficiency, dB
Optics efficiency -6.2 -6.2 -4.0 -4.0
Detector quantum efficiency -3.0 -3.0 - 1.0 -I .0
Atmospheric attenuation b -3.0 -3.0 -3.0 -3.0
Receiver bandwidth, MHz 200 200 1000 1000
Total background count rate 2000 1.2 × 105 400 1.8 × 106
Maximnm photon efficiency, bits/photon 15.2 9.3 19.8 7.7
Eqlfivalent noise temperature, K 2570 4200 1970 5070
Figure of merit, dB/K 88.2 86.1 113.6 109.5
Antenna gains are calculated by assuming the telescopes have 18.5-percent central obscuration area.
b Assume single site, 65-percent weather comqdence at 30-deg elevation.
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Table3.Projectedlinkperformancefora Saturn return link using a 1-GHz bandwidth receiver.
Parameters Theoretical limit MPPM (10-nsec slot time) MPPM (1-nsec slot time)
Transmitter power, W 2
Transmitter aperture, cm 60
Transmitter optics efficiency >0.5
Link distance, AU 10
Atmospheric attenuation 0.5
Receiver aperture, m I0, photon bucket
Receiver optics efficiency >0.5
Narrow-band filter transmission >0.8
Filter bandwidth, nm <0.001
Detector quantum efficiency 0.5
Receiver spatial mode mismatch 4 x 106
Receiver bandwidth, MHz 1000
Modulation N/A
Slot width, nsec
PPM order
Background count rate
Signal photocount rate
Effective photon efficiency, bits/photon
Effective noise temperature, K
Channel capacity, Mbps
G/T value, dB/K
Rr._ D 2 , dB (m 2/sec)
2 2
6O 60
>0.5 >0.5
10 10
0.5 0.5
10, photon bucket 10, photon bucket
>0.5 >0.5
>0.8 >0.8
<0.001 <0.001
0.5 0.5
,_4X 106 m4 X 10 ¢
1000 1000
10 1
M=16 M=64
1.8 x 106 (Saturn in FOV) 1.8 × 106 (Saturn in FOV) 1.8 x 106 (Saturn in FOV)
8.6 X 106 8.6 X 106 8.6 X 106
6.1 1.76 3.81
6,400 22,170 10,240
52 15.1 32.7
108.4 103.0 106.4
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Appendix A
Received Background Power Calculation
The intensity pattern at the receiver focal plane can be
related to the incoming signal amplitude and the wavefront
quality of the primary aperture. For simplicity, it will
be assumed that the incoming signal is a plane wave and
that all the distortion due to the optical system can be
summarized by the wavefront distortion of the primary
aperture, A(x), where x is the coordinate in the aperture
plane. If it is further assumed that the incident light beam
has unit intensity and is incident from an angle 0s from
the surface normal, the focal plane intensity pattern can
be expressed as
I (r) = [7[A(x) ,/.[ cosOs (A-i)
where r is the coordinate in the receiver focal plane, A is
the wavelength, f is the focal length of the optical sys-
tem, and ks is the incident wave vector. The factor cos Os
in Eq. (A-l) accounts for the reduction in signal inten-
sity when the aperture is illuminated off angle. Equation
(A-l) can be simplified by noting that the Fourier trans-
form of a tilted wavefront results in a translation on the
receiver focal plane:
Is(r) = X-] A L ,,Xf Jl cos0s (A-2)
where A(r) is the Fourier transform of the aperture dis-
tortion function A(x). The translation on the focal plane,
us, is related to the angle of incidence by
lus[ = fcosOs (A-3)
Tile amount of power received by the detector is simply
the integral of Eq. (A-l) over the detector area:
Psi = j ws(r)Ij(r)d2r (A-4)
where Is(r ) is the intensity distribution over the detector
focal plane, and w](r) is the detector aperture flinction;
ws(r) = 1 if r < rn, and ws(r) = 0 if r > rn. The inte-
gration of Eq. (A-4) can be equally carried out in angular
space. Tile detector's angular field of view, DD, defines the
boundary of integration, and Eq. (A-4) can be equivalently
written as
= cos flsdf_ (A-5)
The receiver aperture, in principle, can be used for
transmitting a signal. The far-field amplitude can again
be related to the wavefront at the aperture using a Fourier
transform relationship. The antenna gain G(f_) is defined
as the intensity at far field versus that of an isotropic ra-
diator. That is,
41rz 2
G(fl) - Pin I(fl) (h-6)
where Pi, is the input optical power, and z is the prop-
agation distance. The far field intensity pattern resulting
from an aperture pattern of A(x) can be given by
(A-7)
By substituting the far field intensity pattern into the ex-
pression for antenna gain, it is seen that the antenna gain
can be related to the Fourier transform of the aperture by
(A-S)
Given the relationship between antenna gain and signal
intensity, tile total amount of background power received
can then be calculated. The amount of power radiated by
a patch of sky with solid angle df_s can be characterized
by Planck's radiation law. The intensity of light as seen
on the receiver aperture can be written as
(2___f) 1 qBAfdf_s (Wlcm2lxm)Idns = e hs/koT - 1
(A-9)
where the factor of 2 came from the two orthogonal po-
larization modes, and tile parameter r/is the emissivity of
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the blackbody. By combining Eqs. (A-l) through (A-9),
the total power collected on the receiver from a patch of
background source that subtends the solid angle df_s is
given by
L rr-" l,..
2rlhfB BAfdf_sd_
x cos Os ehf/kBT _ 1
= £D \16A2](d_ '_G(O-Os)
2rlh f B A f dfldf2s
X COS 0 S ehYlkBT(f_s) _ 1
(A-a0)
Integration of Eq. (A-10) over the entire sky then gives the
expression of total background power collected.
f £ ( _ )a(o-os)PN ---- D \ 16A2]
2rlhfB di2dQs (A-11)
× COS 0oc ehY/-7_B T -- 1
where the integration is performed first over the detector
field of view, f2n, then over the extent of the background
source distribution. For a nondiffraetion-limited receiver,
the integral given by Eq. (A-11) can be substantially larger
than the power received by a single mode receiver. Conse-
quently, a nondiffraction-limited receiver can admit much
more noise than a diffraction-limited one.
A simple figure of merit of the optical receiver is the
number of background noise modes it collects. This spatial
mode mismatch factor, FB, is given by
fa ( d_ "_G(O-Os)cosOsdadas (A-12)F. = _ \16_2]
The number of background modes, FB, varies from 1 for a
diffraction-limited receiver to greater than 2 x 106 for the
proposed 10-m photon-bucket receiver.
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Appendix B
Capacity of Optical PPM Channel
The capacity per channel use for a general M-ary chan-
nel is defined as
C = I(x;y) = H(y)-H(y[x) (B-l)
where x and y represent the transmit and receive symbol
sets, respectively, I(x;y) is the mutual information func-
tion, H(y) is the entropy of y, and H(yIx ) is the condi-
tional entropy function. The capacity per transmission is
given as the entropy of the received symbol set minus the
amount of conditional entropy between the transmission
and reception signal set. If the transmission is perfect, tile
conditional entropy between x and y is zero, and the ca-
pacity per transmission is simply equal to the entropy of
the signal set.
For PPM systems, the demodulator can be imple-
mented as follows: The receiver simply counts the number
of photons that are received during the M time slots, and
then chooses the slot with the largest photocount. If there
is more than one slot having the largest count, the demod-
ulator can either randomly choose between these slots, or
it can assign a special erasure symbol to the output. In the
first case, the PPM channel can be modeled as an M-ary
symmetric channel with probability of correct reception p,
and probability of erroneous decision q, for each of the re-
maining (M - 1) symbols. The probabilities p and q are
given by
OD
k=l
M-1
1
aM [(1 +a) M- 1]
K_ /_ K_ (B-2a)
a = _. /m=o rn]
q= (1-p)/(M- 1) (B-2b)
where Ks = AsAT and KB = ,_BAT are the average
signal and background counts received during one time
slot. By assuming that the M transmission symbols have
equal probability, the capacity per word (channel use) for
this M-ary symmetric channel is given by
CMS C : logM +plogp+ (M - 1)qlogq (B-3)
Similarly, the PPM channel can also be modeled as an
M-ary erasure channel with probability of correct trans-
mission a, and probability of erasure 7- The probability
of erroneous decoding to tile remaining (M- l) symbol is
given by fl = (1 - a - 7)/(M - 1). The probabilities can
be given by
Ot = E (Ks + KB) k e_(Ks+KB )
k?
k--1
M-1
Lm=0\ )J (B-4a)
k=t -_'ve Lm=O -roTe J
Lm=O m! J
(B-4b)
7 = 1 - _- (M- 1)/3 (B-4c)
Again, if it is assumed that the transmission symbols
have equal probabilities, the capacity per channel use is
given by
M
CMEC = (1 - 7) log 1 - 7
+ ot log a + (M - 1)/3 log/3 (B-5)
In the limit where the background noise is zero, the prob-
ability of error/3 goes to zero, and the capacity (per word)
of the PPM channel reduces to the familiar form for the
M-ary erasure channel studied by Pierce:
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CMEC --_ o_log M = (1 - eKS)log M (B-6) The capacity per second, Rm_x, is given by
The capacity per channel use is slightly different for
the two demodulation schemes. For this calculation, the
M-ary PPM channel is modeled as an erasure channel.
Given the capacity per channel use and the expected
signal count, the photon efficiency, Cph, is given by
Cph ---- CMEC/Ks (B-7)
CME C
Rm_.x -- MAT
and the capacity per slot, CAT, is simply
CMEC
CAT --_ M
(B-S)
(B-9)
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Optimizing the G/'/" Ratio of the DSS-13 34-Meter
Beam-Waveguide Antenna
M. S. Esquivel
GroundAntennasand FacilitiesEngineeringSection
Calculations using Physical Optics computer software were done to optimize the.
gain-to-noise-temperature (G/T) ratio of DSS 13, the DSN's 34-m beam-waveguide
antenna, at X-band for operation with the ultra-low-noise amplifier maser system.
A better G/T value was obtained by using a 24.2-dB far-field-gain smooth-wMl
dual-mode horn than by using the standard X-band 22.5-riB-gain corrugated horn.
I. Introduction
During Phase-I testing of the DSS-13 beam-waveguide
(BWG) antenna, it was discovered that there was higher
system noise temperature than expected. The high noise
temperature was caused by the spillover losses of the BWG
mirrors having a bigger effect than previously thought.
It was experimentally determined that higher-gain horns
would improve the G/T ratio of the antenna because of
two reasons: (1) there would be a lower spillover loss in
the BWG mirrors and, hence, less noise temperature, and
(2) it was hoped that by using higher-gain horns the an-
tenna gain would not decrease significantly.
The Physical Optics (PO) software was used to ana-
lyze the theoretical performance of the DSS-13 BWG an-
tenna using three different horn patterns as inputs. The
three patterns used were those of corrugated horns with
far-field gains of 22.5 dB, 24.2 dB, and 26.1 dB. Each horn
pattern was placed at different positions along the z-axis
from F3, the folded focal point of the basement ellipsoid
(see Fig. 1), Prom the PO analysis, the spillover of the
BWG mirrors and the gain of the DSS-13 BWG antenna
could be obtained and, in this manner, various G/Tvalues
could be calculated. All of these calculations were done at
8.45 GHz.
This article presents the results of these calculations.
These results were the basis on which a horn was designed
to be used in the DSS-13 BWG antenna along with the
ultra-low-noise amplifier (ULNA) X-band package. The
final design chosen was that of a smooth-wall dual-mode
(Potter) horn with a far-field gain of 24.2 dB.
I!. Theoretical Calculations
A. Method
The theoretical horn patterns mentioned previously
were calculated by using software that analyzes a circu-
lar waveguide device and computes the TEmn and TMm_
modes at its ports. 1 The TEr_, and TMm,_ modes at the
1D. Hoppe, Scattering _tatrix Program for Circular _Vaveguide
Junctions (internal document), Jet Propulsion Laboratory,
Pasadena, California, March 9, 1987.
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aperture of a horn are then used to compute the equiv-
alent current distribution. The far-field pattern was cal-
culated using the radiation integral formula. In this case,
the standard JPL X-band corrugated horn with a 22.5-
dB gain was modeled and its theoretical far-field pattern
was computed. The pattern was then converted into a
set of spherical wave expansion (SWE) coefficients using
software created at JPL by Art Ludwig in the late 1960s
[1]. The SWE coefficients were then used as the input to
the PO software to obtain the gain of the antenna and
the spillover of the BWG mlrrors. The method used here
was similar to the one used by the designers of the DSS-13
BWG antenna [2].
Besides the 22.5-dB-gain horn, two other corrugated
horns (with far-field gains of 24.2 dB and 26.1 dB) were
also modeled. These horns were created by simply adding
extensions with the same flare angle to the existing 22.5-dB
horn circular waveguide configuration geometry. Each of
these horns then went through the same process described
in the preceding paragraph.
To find the best focus position, each horn aperture was
displaced by increments of 2A (A = 3.55 cm) from focal
point F3 in a direction that would bring it closer to mir-
ror M6 (along the +z-axis of Fig. 1). By doing this, the
spillover was found to decrease and the directivity of the
DSS-13 BWG antenna was found to increase slightly. This
result in itself was surprising; the phase center of the feed
as located in this system was not where expected from
previous Phase-I design considerations.
The following formula, Eq. (1), was used to compute the
total noise temperature from all the noise contributors:
M
N, = (T1ae,) iF,), (1)
i=1
where Nt is the total noise temperature (K), (Tlact)i is the
temperature factor of the ith noise contributor (K), (P_)i
is the power factor of the ith spillover contributor, and M
is the number of contributors.
For the DSS-13 BWG antenna, four noise contributors
(M = 4) are identifiable as follows:
(1) BWG mirrors (see Table 4)2:
2 D. A. Bathker, W. Veruttipong, T. Y. Otoshi, and P. W. Cramer,
Jr., "Beam-Waveffuide Antenna Performance Predictions With
Comparisons to Experimental Results," IEEE Transactions on
Microwave Theory and Techniques, Special Issue: Microwaves in
Space, vol. 40, no. 6, edited by R. Dickinson, to be published in
June 1992.
(2)
(3)
(a) Two lower BWG mirrors with (Tfact)l equal
to 300 K.
(b) Four upper BWG mirrors with (T/act)2
equal to 270 K.
The subrefleetor with (Tibet)3 equal to 5 K. 3
The 34-m main reflector with (Tinct)4 equal
to 240 K.
Note that the calculations done in this article are applica-
ble to the antenna pointing at the zenith.
The quantity (Ps)_ in Eq. (1) is directly related to
the spillover of each noise contributor by the formula in
Eq. (2):
(P,)i = 1 - lo(sp)i/1° (2)
where (Sp) i is the spillover in decibels of each noise con-
tributor computed by the PO software.
B. Results
After the above calculations were done, the results were
plotted in Figs. 2(a)-2(c). Fig. 2(a) shows the efficiency
of the DSS-13 BWG antenna for various horns as a func-
tion of the horn aperture position measured from F3 (see
Fig. 1). The efficiency plotted in Fig. 2(a) includes the
BWG spillover losses and the other losses associated with
the antenna as listed in Table 1. For example, the PO
software predicts a gain of 68.933 dB for the 22.5-dB
corrugated horn with its aperture located 2A from F3.
This gain corresponds to an efficiency of 86.36-percent
at f = 8.45 GHz (69.57 dB is equivalent to 100 percent).
The 86.36-percent efficiency would then be placed in the
"PO calculation" slot of Table 1 and multiplied by the
subtotal efficiency (84.6 percent) to give a total efficiency
of 73 percent. This result agrees well with the measured
value of 72.4 percent reported. 4'5
Figure 2(b) shows the total noise temperature of the
DSS-13 BWG antenna due to the ULNA and the feeds
as a function of horn aperture position with respect to
3 D. Bathker and W. Veruttipong, Excess Noise in BWG Antennas:
Results of DSS-13 Shroud Testin9 and Revised DSS-I8 Perfor-
mance Predictions, presentation viewgraphs, Jet Propulsion Lab-
oratory, Pasadena, California, July 1991.
4 D. A. Bathker, W. Veruttipong, T. Y. Otoshi, and P. W. Cramer,
Jr., op. cit., p. 9.
SM. J. Brltcliffe, ed., DSS-13 Beam Wavegulde Antenna Projecl:
Phase I Final Report, JPL D-8451 (internal document), Jet
Propulsion Laboratory, Pasadena, California, p. 5-12, March 1991.
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F3. The total noise temperature was obtained by adding
the baseline temperature of 11.054 K (see Table 2) of the
ULNA to the contributions of the six BWG mirrors, the
subreflector and the 34-m main reflector. As expected, the
noise temperature decreases as higher-gain horns are used
because they cause less spillover in the BWG mirrors than
the lower-gain horns.
For example, for the 22.5-dB corrugated horn with its
aperture located 2_ (7.1 cm) from F3, the PO software pre-
dicts a spillover noise temperature of 9.41 K. This value
was calculated by taking the spillovers computed by the
PO software and using Eqs. (1) and (2). The measured
BWG noise temperature of this horn is 8.9 K with the
aperture placed about 8.4 cm from F3. 6 As expected,
the smaller displacement from F3 gives the bigger noise
temperature. The comparisons of antenna efficiency and
BWG noise temperature with measured results give confi-
dence that the method (specifically the values chosen for
(T/,ct)i of the four noise contributors) that is used to do
these calculations does work.
Figure 2(c) shows the G/T values of the DSS-13 BWG
antenna for the horns as a function of their aperture po-
sition with respect to F3. The G/T ratio is calculated by
converting the efficiencies of Fig. 2(a) to decibels and then
subtracting the total noise temperature (in decibels).
!11.Horn Selection
Since the purpose of this study is to optimize the G/T
ratio of the DSS-13 BWG antenna, Fig. 2(c) needs to be
examined closely to select the proper horn. It seems that a
corrugated horn with far-field gain between 24 and 26 dB
is the best choice.
Because of cost considerations, it was decided to use an
existing JPL design for a 22-dB smooth-wall dual-mode
circular horn design instead of a corrugated feed. The
smooth-wall dual-mode circular feed is usually referred to
as the Potter horn, since P. D. Potter was the original
designer [3]. The Potter horn has a smooth-wall flare sec-
tion 54.193 cm in length with a horn-flare half angle of
6 deg 15 arcmin 15 aresec. The radius at its aperture is
8.2487 cm. 7 The plan was to add an extension on top of
the existing ULNA Potter horn that would give a far-field
gain between 24 and 26 dB.
Since the extension was to be built at JPL and there
were cost limitations, it was decided to modify the existing
6 D. Bathker and W. Veruttipong, op. cit.
7 JPL Assembly Drawing D238,35-13696 (internal document), Jet
Propulsion Laboratory, Pasadena, California, 1969.
horn to have a far-field gain of 24.2 dB instead of 26 dl
To accomplish this, a 25.4-cm extension (with the san
flare angle, input radius = 8.2487 cm and output radius :
11.033 cm) needed to be used. The original Potter hor;
has a phasing section that is 0.721 cm in length. Th,
purpose of this phasing section is to fix the differentia
phase between the TEll and TMll modes at the aperture
of the horn so that an equal beam width pattern is created.
Since a 25.4-cm extension has been added, the TEll and
TM11 will not be properly phased at the aperture. Making
use of Eqs. (ll) and (12) in [3], the new phasing section
needs to be adjusted to a length of 6.48 cm. Figure 3 shows
the geometry of this new 24.2-dB Potter horn.
To appreciate the importance of ttle phasing section,
compare Figs. 4(a) and 4(b), which show the far-field pat-
terns for a Potter horn with a 25.4-cm extension and phas-
ing section lengths of 6.48 cm and 0.721 cm, respectively.
Notice how the 6.48-cm phasing section gives equal beam
widths out to 0 = 15 deg and a 24.2-dB gain while the-
0.721-cm phasing section gives a smaller gain (23.8 dB)
with unequal beam widths.
The new 24.2-dB Potter horn was then run through
the PO software as the other horns were. The results are
shown in Figs. 2(a)-2(c), under 24.2-dB Potter horn. Only
four cases were run for this horn because results for the
corrugated horns predicted that the optimum G/T ratio
would be achieved when the horn aperture-to-F3 displace-
ment was about 10A. Notice that the predicted G/Tratio
for the 24.2-dB Potter horn is better than for all the horns.
This is due to the fact that while the antenna efficiency is
at the same level as for the 24.2-dB corrugated horn (see
Fig. 2(a)), the noise temperature is about 0.7 K lower (see
Fig. 2(b)). The noise temperature is less because the PO
software predicts that the 24.2-dB Potter horn has nearly
the same spillover as the 26.1-dB corrugated horn.
IV. Experiment
The new 24.2-dB Potter horn was built. Radiation pat-
terns were measured at the JPL mesa antenna-range facil-
ity. Since these patterns were recorded on a strip chart,
they were visually compared to the theoretical patterns
of Fig. 4(a) and were found to be satisfactory. Then, in
November 1991, the system noise temperature of the DSS-
13 BWG antenna was measured using the 24.2-dB Pot-
ter horn with the ULNA. The horn's aperture was placed
8.61_ (f = 8.45 Gttz) from F3. A value of N, = 14.4 K
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was observed, s This measured point is shown in Fig. 2(b).
The predicted noise temperature for the 24.2-dB Potter
horn at 8.61 _ is 12.78 K. At the present time, reasons for
the small differences between the measured and calculated
values are being investigated. Further work in this area is
warranted.
V. Conclusions
A method has been developed that can be used to cal-
culate the optimum-gain horn to be used in the DSS-13
s H. K. Detweiler, JPL Internal Memorandum 3330-92-002 (inter-
nM document), Jet Propulsion Laboratory, Pasadena, California,
January 7, 1992.
34-m BWG antenna. The ability to predict the total sys-
tem efficiency of the BWG system using this method was
found to be highly accurate and agreed with measure-
ments; however, work needs to be done to improve the
noise-temperature prediction model. It was shown that
the location of the position of the feed horn had to be mod-
ified such that the typical far-field phase center position is
not used; rather, a near-field phase center located deeper
inside the horn optimizes both the antenna noise tempera-
ture and the G/Tratio. This design was used to fabricate a
Potter horn for the X-band ultra-low-noise amplifier maser
system that was recently demonstrated at the DSS-13 34-
m BWG antenna. The 1.62 K difference in measured and
calculated noise temperatures of this demonstration war-
rants further study.
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Table 1. DSS-13 BWG antenna: overall gain accounting X-band al F3 .a
Element Efficiency, percent Notes
Main reflector:
/_R 0.99954
Panel leakage 0.99992
Gap leakage 0.9982
RMS 0.977
Subreflector:
12 R 0.99954
RMS 0.998
Four BWG mirrors:
12 R 0.99807
RMS 0.996
Two BWG mirrors"
I s R 0.99903
RMS O.997
BWG/CassegraJn VSWR 0.999
Waveguide:
I s R 0.984
VSWR 0.99
Feed support blockage 0.918
Bypass blockage 0.987
Pointing squint 0.9954
Mirror alignments 0.9994
Subtotal: 0.844491
PO calculation Variable
Normal 0.45 mm (0.0177 in.)
Normal 0.125 mm (0.005 in.)
Each normal 0.125 mm (0.005 in.)
Each normal 0.125 mm (0.005 in.)
Estimated
Loss = -0.070 dB
X-band, tripod, 2.7%, 1.55 factor
9-ft equivalent diameter
Scan loss = -0.02 dB
Based on 0.99 at 32 GHz
Includes BWG mirrors' spillover losses.
Dependent on horn gain and position
Total efficiency Variable 69.573 dB is 100% at 8.45 GHz.
Dependent on horn gain and position
a Thls table is based on D. A. Bathker, W. Verruttipong, T. Y. Otoshi, and
P. W. Cramer, Jr., op. cit., p. 21.
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Table 2. DSS-13 BWG antenna: overall noise accounting X-band at F3
at 90-deg elevation, a
Element Noise, K Notes
Cosmic background
Atmosphere
Four mirror I s R/BWG
Two mirror IZR/BWG
Main reflector:
I2R
Panel leakage
Gap leakage
Subreflector:
Tripod scatter
Bypass scatter
Subtotal
ULNA
Baseline (ULNA plus subtotal)
DSS-13 spillover:
Two lower BWG mirrors
Four upper BWG mirrors
Subreflector
Main reflector
2.5
2.17
0.572
0.272
0.136
0.02
0.5
0.134
2
0.07
8.374
2.68
11.054
Variable
Variable
Variable
Variable
Equivalent blackbody
Goldstone (average clear) b
Based on roof measurements
of ULNA and the new horn c
T1,_t = 300 K
T1,,¢t = 27O K
TIact = 5 K
Tlact = 240 K
Total noise Variable Depends on horn gain
and aperture position
aThls table is based on D. A. Bathker, W. Verruttipong, T. Y. Otoshi, and
P. W. Cramer, Jr., op. cir., p. 23.
b S. D. Slobin, "Atmospheric and Environmental Effects," Module TCI-40,
Rev. C, DSN/Flight Project Interlace Design, Document 810-5, Rev. D
(internal document), Jet Propulsion Laboratory, Pasadena, California,
1991.
c M. Gatti, Manager, DSS-13 Beam-Waveguide Antenna Project, personal
communication, Jet Propulsion Laboratory, Pasadena, California, Jan-
uary 1992.
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Fig. 1. Conllguration of DSS-13 antenna.
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Dynamic Modeling of Fluid Transmission Lines
of the DSN 70-Meter Antennas by Using
a Lumped Parameter Model
R. D. Bartos
Ground Antennas and Facilities Engineering Section
Fluid transmission lines and fittings have been found to significantly affect the
dynamic and steady state operation of the engineering system in which they are
incorporated. Therefore, a better understanding of the operation of a system can be
obtained by including the performance of the transmission lines and fittings within
the system model. The most accurate model of a transmission line or fitting is
obtained by using a distributed parameter model. However, a distributed parameter
model tends to be very complex. This complexity can be avoided without significant
loss of model accuracy by using a lumped parameter model when the length of the
fluid path through the transmission line or fitting is short. This article develops a
lumped parameter model for short fluid transmission lines and fittings, describes
the conditions under which the model is valid, and presents the model parameters
associated with the servo hydraulic system of the DSN 70-meter antennas.
I. Introduction
All fluid transmission lines and fittings are physically
distributed systems because the resistance to fluid flow re-
sulting from the fluid viscosity, inertial, and compressibil-
ity effects are spread out over the length of the component.
Modeling fluid lines and fittings with distributed param-
eters generally results in a very complex model. Under
certain conditions in which the line or fitting is consid-
ered to be short, a lumped parameter model may be used
so that the mathematical equations describing the physi-
cal behavior are greatly simplified. A lumped parameter
model approximates the behavior of the actual line or fit-
ting without considering the distribution of the parameter
over the length of the component. This article develops
a theoretical model for fluid transmission lines and fit-
tings from a lumped parameter point of view by using
the methodology recommended by Meritt [1] and Wat-
ton [2]. A description of the conditions under which the
lumped parameter model is valid is also included in the ar-
ticle. The model is subsequently used to mathematically
describe the behavior of the control lines found within the
servo hydraulic system of the DSN 70-meter antennas.
II. Theoretical Model Development
The lumped parameter model developed in this section
provides a means of approximating the behavior of short
transmission lines and fittings. The model is based on the
equation of state for a fluid:
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dP = ,3 @ (1)
Po
where P is the fluid pressure, fl is the effective bulk mod-
ulus, p is the density, and P0 is the average density. The
effective bulk modulus is given by the relationship
1 1 1
= X + _ (21
where _! is the bulk modulus of the fluid and fir is the
effective bulk modulus of the container, fl! describes how
the fluid density changes with respect to pressure, while
fl, describes how the fluid container expands with respect
to pressure. The fluid bulk modulus is determined exper-
imentally for a liquid and is given by
fl! = 7P0RS0 (3)
for an ideal gas, where 7 is the specific heat ratio, R is
the ideal gas constant, and 00 is the average gas tempera-
ture. When the container is a circular conduit, the effective
bulk modulus of the container, _, is given by the equation
[2,3]
1 2
#¢ E6 (1 + .) (a + a)=+ (1 - .) a2](2_+ a) J (4)
where a is the internal radius of the conduit, E is the
modulus of elasticity, 6 is the conduit wall thickness, and v
is Poisson's ratio. Note that the effective bulk modulus will
change for different types of fluid containers. When several
containers are combined together, as shown in Fig. 1, the
system can be represented as a single container by using
the equation
V0 Y_ ½ ½ ¼
- A + _ + _ + + ,8_ (5)
where V0 is the total volume, fl is the effective bulk mod-
ulus, and fli and Vii are the effective bulk modulus and
volume of the ith container, respectively.
The development of a dynamic model for a short line or
fitting using the lumped parameter representation involves
expressing Eq. (1) as
OpOP fl × (6)
bt po Ot
The continuity relationship for a control volume is given
by
ap po[ ovo]o-7= Woo (7)
where V0 is the total volume, Qin is the flow into the con-
trol volume, Qo_t is flow out of the control volume, and
OVo/Ot is the boundary deformation of the control volume.
If the volumetric expansion of the fluid container with re-
spect to pressure is expressed in terms of tic, then OVo/Ot is
zero. Substituting Eq. (7) into Eq. (6) and setting OVo/Ot
to zero yields
OP - /_ [ _ Qi'* - _ Q°_']otVo (8)
The pressure drop across a fitting or pipe where the
lumped parameter model is valid can be ignored when the
pressure drop across the fluid line is negligible with respect
to the system operating pressures. This article considers
only fluid lines and fittings with negligible pressure drops.
A detailed presentation on modeling pressure drops across
fluid conduits can be found in [3].
The conditions under which the lumped parameter
model is valid are formulated by considering the speed,
co, at which pressure waves traverse the fluid component
given by the equation
_o= _o (9)
Hence, the time it takes a pressure wave to travel down
and back along a line or fitting of length L is
2L
r = -- (10)
co
Therefore, a lumped parameter model is only valid when
the relationship
2L 1
-- < (11)
eo 7
holds where f is the highest frequency of system oscillation
that exists [2].
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III. Model Parameters
The parameters of the model of the hydraulic control
lines were determined for each control line of the 70-meter
antenna servo hydraulic system based on the component
layout of the 70-meter antenna servo hydraulic system
shown in Figs. 2 and 3. The model parameters are pre-
sented in Table 1 and were computed by using Eqs. (2),
(4), (5), and (8), along with the physical properties shown
in Table 2. The maximum pressure drop between the ser-
vovalve and a hydraulic motor due to fluid viscosity is
expected to be less than 69,000 Pa (10 PSI) under both
tracking and slewing conditions. Hence, the pressure drop
due to fluid viscosity is not modeled since it is not con-
sidered to be significant. Fluid accelerations in the lines
also cause a pressure drop across the lines. However, the
pressure drop across a line due to fluid acceleration is be-
lieved to have a negligible effect on system performance
since the antenna accelerations are both small in mag-
nitude and short in duration under tracking conditions.
Therefore, the fluid pressure in each of the control lines is
described by
0"--_= K Q'" - E Qo_,t (12)
where
K = 4.756 x 10'°N/m 5 (113.0 lbf/in. 5)
[Azimuth control no. 1] (13)
If = 4.655 x 10Z°N/m 5 (110.6 lbf/in. 5)
[Azimuth control no. 2] (14)
K = 5.220 x 10Z°N/m s (124.1 lbf/in. 5)
[Elevation control no. 1] (15)
K = 5.216 x 10'°N/m 5 (124.0 lbf/in. 5)
[Elevation control no. 2] (16)
The summations of the inlet and outlet flow rates into a
control line found in Eq. (12) must be specified as bound-
ary conditions by using the servovalve and motor models.
The validity of the model presented in Eq. (12) is de-
termined by using Eqs. (9) and (11). The largest distance
between the servovalve and hydraulic motor is approxi-
mately 20.83 m (820 in.). From Eq. (9), and Tables 1 and
2, the speed of sound is determined to be approximately
1230 m/sec (48,500 in./sec). Commands are currently sent
to the servovalve at a rate of 20 hertz, hence, Eq. (ll) be-
comes
2L 1
-- = 0.034 sec < = = 0.05 sec (17)
C0 l
which shows that a pressure wave is able to travel from the
servovalve to the hydraulic motors and back to the servo-
valve between the time that two consecutive commands
are sent to the servovalve. Therefore, the proposed model
is valid.
IV. Conclusion
This article presented a method of approximating the
performance of short fluid transmission lines and fittings
by using a lumped parameter model and computed the pa-
rameters required to model the control lines of the DSN
70-meter antenna servo hydraulic system. It has been
found to be more advantageous to use a lumped parame-
ter model than the distributed parameter model because
of the mathematical simplicity of the lumped parame-
ter model. This simplicity allows the lumped parameter
model to be implemented easily within computer simula-
tion packages.
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Table 1. Transmission line parameters for the control
lines of the DSN 70-meter antennas.
Total Effective bulk
Transmission line
volume modulus
Azimuth control no. 1 0.02710 m 3 1.2888 X 109 Pa
(1653.6 in. 3) (1.8693 X l0 s psi)
Azimuth control no. 2 0.02770 m 3 1.2895 X l0 g Pa
(1690.4 in. 3") (1.8703 X 105 psi)
Elevation control no. 1 0.02455 m 3 1.2815 X 109 Pa
(1498.1 infl) (1.8587 X 105 psi)
Elevation control no. 2 0.02457 m 3 1.2816 x 109 Pa
(1499.6 in. a) (1.8588 × 10 s psi)
Table 2. Physical properties.
Fluid bulk modulus
Fluid density
Fluid kinematic viscosity
Inside diameter of 1-in. pipe
Outside diameter of 1-1n. pipe
Inside diameter of 1.5-in. pipe
Outside diameter of 1.5-in. pipe
Inside diameter of 2-in. pipe
Outside diameter of 2-in. pipe
Modulus of elasticity of stainless steel pipe
Poisson's ratio for stainless steel
Volume of 1.5-in. tee
Volume of 2-im tee
Volume of 1-in. hose, 66-in. long
Bulk modulus of hose
1.379 X 109 Pa (2 X 105 psi)
850 kg/m 3 (7.95 X 10 -s lbf-sec_/in. 4)
27.7 m2/sec (1090 in3/sec)
2.070 cm (0.815 in.)
3.340 cm (1.315 in.)
3.399 cm (1.338 in.)
4.826 cm (1.900 in.)
4.285 cm (1.687 in.)
6.032 cm (2.375 in.)
2.0684 X 1011 Pa (30 x 10 s psi)
0.25
2.147 X 10-4m3(13.1 in. a )
4.015 X 10-4m3(24.5 in. 3)
8.495 x 10-4m3(51.8 in. z)
4.32 X l0 g Pa (6.26 xlO 5 psi)
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Fig. 1. Combination of fluid containers.
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i
K
L
P
PB
I'D
PI_
Ps
Psc
QD
Qi,_
Internal radius of conduit
Average speed of sound in a fluid
Modulus of elasticity
Highest system frequency, in hertz
Index, current
Constant associated with a particular fluid line
Length of fluid transmission line or fitting
Pressure
Brake pressure
Drain pressure
Return pressure
Supply pressure
Supercharge pressure
Volumetric flow rate into case drain
Volumetric flow rate into a control volume
Appendix
Glossary
Qout
R
yo
_j
0o
I/
P
Po
T
Volumetric flow rate out of a control volume
Constant in ideal gas law
Volume of the ith container
Total volume of a control volume
Effective bulk modulus
Effective bulk modulus of the container
Bulk modulus of the fluid
Bulk modulus of the ith container
Specific heat ratio
Conduit wall thickness
Average gas temperature
Poisson's ratio
Fluid density
Average fluid density
Time delay
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Bandwidth Compression of Noisy Signals With
Square-Wave Subcarrier
Y. Feria and J. Statman
Communications Systems Research Section
This article discusses a method for downconverting the square-wave subcarrier
of spacecraft signals, such as the one from Galileo, which results in a compression
bandwidth that lowers the sample rate significantly. The study is focused on three
issues. The first is the selection of an adequate down-mixing signal for the resulting
signal to have a format similar to that of the original signal, except at a lower
subcarrier frequency. The second is the control of the noise level so that the signal to
noise ratio is not degraded due to the downconversion. The third is to determine the
bandwidth of the downconverted signal considering the uncertainty of the residual
carrier frequency.
I. Introduction
A typical downconverted spacecraft signal (e.g., the
Galileo signal) has a square-wave subcarrier whose fre-
quency is much higher than the modulating data band-
width, as shown in Fig. 1 (a). Note that the residual
carrier frequency is much smaller than the subcarrier fre-
quency and is not necessarily zero, which results in the
dual spectra centered at -f_ and +f_. If the signal is
sampled at this point, the sample rate needs to be at least
twice the frequency of the highest harmonic considered to
have a significant amount of power, plus the residual car-
rier frequency and the single-sided data bandwidth. This
implies that excessive equipment is needed for data pro-
cessing and storage. For limited resources, this may even
mean loss of data. On the other hand, if the square-wave
subcarrier could be downconverted to a much lower ire-
quency, as shown in Fig. 1 (b), then the sample rate can
be reduced significantly, which leads to a smaller amount
of data storage and more efficient data processing.
This article presents a method to downconvert the
square-wave subcarrier, which includes finding a down-
mixing signal and controlling the noise level. In the next
section, the downconversion in the absence of noise will be
studied. This will be followed by an analysis that considers
noise.
II. Downconversion in the Absence of
Noise
In order to use the existing telemetry recovery equip-
ment, the downconverted subcarrier needs to preserve the
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square-wave form at a lower subcarrier frequency, This
can be achieved by a downconverting procedure shown in
Fig. 2 (a), where the mixing signal y(t) and the parameters
of the lowpass filter (LPF) need to be carefully chosen.
A. Downconversion of the Subcarrier
The square-wave subcarrier, D2(t), can be represented
in its Fourier series form, assuming that D2(t) has a uait
amplitude and phase angle, 0,,:
4 1 sin[(2, - a)( .ot + 0..)] (1)D_(t)= 7 2n- I
r;=l
where w_, = 2rf,_.
In a practical system, it suffices to consider only a small
number of terms of D2(t), typically up to the third or
fifth harmonic because the power in the higher harmonics
diminishes quickly.
Mixing D_(t) down can be achieved by multiplying
D2(t) by a signal, y(t), and then passing the product,
gx(t) = D2(t)y(t), through a low-pass filter, as shown in
Fig. 2 (a). Assuming that the signal, y(t), has the form
N
y(t) = 2 sgn(w,c - wl) E cos[(2m - 1)(w,t + 01)1
m-----I
= 2 sgn(w,, - wx) cos(wit + 01)
+ cos 3(wit + 01) + cos 5(wit + 01)
+... + cos[(2N- 1)(wit + 01)1 (2)
where ]w,¢ -Wl[ is very small. Note that Eq. (2) is not a
Fourier expansion of a square wave. The authors will show
that this signal can mix the square-wave subcarrier down
to a much lower frequency.
Note that y(t) can only have a finite number of terms to
ensure convergence. This implies that the downconverted
signal will not be a true square wave, instead only N num-
ber of harmonics will remain, with the highest harmonic
being the 2N- 1. In the remainder of the discussion, it will
be assumed that N <__3. By expanding gx(t) = D2(t)y(t),
one obtains
4 sin[(2n - 1)(w,,t + 0,,)] / sgn(w,,- wl)[cos (wit + 01) + cos3(wlt + 01) + +2 ]1gx(t) = 2n- 1 2 COS 5(Wlt 01)]
n=l J
4 ( lsin5[(w,,-wl)t +O,c-01]1 sin 3[(w,, - wl)t + 0,, - 01] + -g= sgn(w,, - wa) sin [(w0, - wl)t + O,e - 01] +
+ sin[(w,, - 3wl)t + 0,¢ - 301] + sin[(w,e - 5wl)t + 0,, - 501] + sin[(w,, + wl)t + 0,, + 01]
1 sin[(3w,, - wa)t + 30'¢ - 01]
+ sin[(w,, + 3wl)t + 00, + 301] + sin[(w,, + 5wl)t + 0,, + 501] +
1 I
+ 3 sin[(3w,, + wa)t + 30,, + 01] + _ sin[(3w,e + 3Wl)t + 30,e + 301] + _ sin[(3w,, - 5wl)t + 30,, - 501]
1 i
+ 1 sin[(3w,¢ + 5wl)t + 30,, + 501] + _ sin[(5w,e - Wl)t + 50,, - 01] + _ sin[(5w,, + wl)t + 50,, + 01]
1
sin[(5w,, + 3wa)t + 50,c + 301] + 1 sin[(5w,c + 5wl)t + 50,c + 501] +--.}1 sin[(5w,c - 3wl)t+ 50,c - 301] + g g+g
(3)
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By passing D2(t)y(t) through a lowpass filter with a
proper cutoff frequency, the first three terms will remain.
4 (
Zl(_) sgn(_sc
--wl)_ lsin [(wse--wl)t-4-Osc- O1]
1
+ 5 sin3[@. -,,,)t + 0.o- 01]
1 }+ _ sin 5 [(w,_ -wx)t + 00_ -01] (4)
which is similar to D2(t) except at a lower frequency.
The downconverting procedure can clearly be shown by
using the following numerical example: The square-wave
subcarrier that is used in the signal from Galileo has a fun-
damental frequency, 22.5 KHz, and it can be represented
by the first three harmonics, assuming the phase of the
subcarrier, 0°_ = 0,
o
D2(t) = sin (22.5 x 2rt) + _sm (67.5 x 2a't)
1 .
+_sm(l12.5 x 2_rt)
Considering down-mixing D2(t) with a signal of the form
shown in Eq. (2), where wl = 24.75 x 2r and N = 3
y(t) =-2cos (24.75 × 27rt)-2cos (74.25 × 27rt)
-2cos (i23.75 x 2rt)
The product of D2(t) and y(t) is
gz(t) = D2(t)y(t)
1 .
= sin (2.25 x 2rt) + 5 sm (6.75 x 2rt)
1 . 1
+ _ sm (11.25 x 2rrt) - _ sin (38.25 x 2_rt)
1 sin (42.75 x 2rt) - sin (47.25 x 2rt)
3
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,
+ sin (51.75 x 2rt)+ _sm (56.25 x 2rt)
1
(87.75 x 2_rt) - 3 sin (92.25 x 2rt)sin5
- sin (96.75 x 2rt) + sin (101.25 x 2_r/)
1 1 .
- _ sin (137.25 x 2rt) - _ sm (141.75 x 2rt)
1 .
- sin (146.25 x 2rt) - _ sm (186.75 x 2_rt)
1 sin (236.25 x 27rt)
_ 13sin (191.25 x 2_rt) -
where t is in milliseconds. It is clear that if an ideal
lowpass filter is used with a cutoff frequency, fL, being
11.25 KHz < fL < 38.25 KHz, then the output becomes
.
z,(t) = sin(2.25 x 2rt)+ _sm(6.75 x 2 7rt)
1 sin(ll.25 x 2 7rt)
which is similar to D2(t), except that the fundamental
frequency is reduced from 22.5 to 2.25 KHz. Clearly, if the
subcarrier is modulated by a slow-changing data sequence,
a similar downconversion can occur.
It is important to notice that the resulting waveform
represents a square wave due to the maintenance of proper
frequency, phase, and amplitude relationships. It is dis-
torted only by the truncation of the sequence to a finite
length.
B. Downconversion of Subcarrler in the Presence
of Data and a Residual Carrier
In the case where the residual carrier and the data are
present, a typical downconverted spacecraft signal has in-
phase and quadrature components of the form
x(t) = Asin (wrt + Or) + BDl(t)D2(t) cos (wrt + Or)
where A and B denote the amplitudes, wr = 2rfr is the
angular frequency of the residual carrier, D1 (t) is the data
withbandwidth Bx, and D2(t) is the square-wave subcar-
rier with the frequency, f,e. Without loss of generality,
one assumes the residual carrier phase angle to be zero
(0r = 0) in the discussion that follows.
To keep the residual carrier present after the downcon-
version, the downconverting signal, y(t), needs to be added
to 1, as shown in Fig. 2 (b).
The lowpass filter input can be written as
g_(t) = x(t)[u(t) + 1]
= x(t)y(t) + x(t)
: A sin(wr t) + BDI(t)D_(t)cos(wrt)
+ A sin(wrt)y(t) + BD1(t)D2(t) cos(wrt)y(t)
(_)
The first term on the right-hand side of Eq. (5) is the
residual carrier with a very low frequency which will re-
main after low-pass filtering. The second and the third
terms are centered on foe and fl, respectively. Both f_e
and fl are much higher than 5[f,_-fl[, which is the high-
est frequency of the desired terms, so the second and the
third terms can be filtered out. The last term is
[BD1 (t) cos(Wrt)] x [D2(t)y(t)]
Passing D2(t)y(t) through an LPF results in zl(t), as
shown in Section II.A; passing the product through the
LPF will result in B D1 ( t ) cos(wrt )Zl ( t ), since B D1 (t ) cos x
(wrt) has a narrow bandwidth.
In the overall picture, the resulting LPF output, z2(t),
is
z_(t) = A sin(w_t) + BD1 (t) cos(wj)
1
x [sin(]w,¢ -wilt + a) + _ sin 3(Iw, e -wilt + e)
1
+ g sin 5(Iw,, - o:1 it) + a)] (6)
where 0 = 0a_ - 91. The obtained output is similar to
the original signal, x(t), except that the fundamental fre-
quency of the subcarrier in z2(t) is much lower than that
in x(t), the phase has been shifted from 0,_ to 0,¢-01, and
the subcarrier in z2(t) does not have an infinite number of
terms.
C. Conditions on the Down.Mixing Signal Frequency
One condition on the down-mixing-signal frequency, fl,
is
_R
2
(7)
where f_ is the residual-carrier frequency, f,_ is the sub-
carrier frequency, and BI is the data-signal bandwidth, so
that the down-converted signal does not mix up with the
residual carrier.
To properly choose a down-mixing signal frequency, fl,
it is also necessary to find the lowest frequency of the un-
desirable term(s), and choose fl so that the lowest fre-
quency of the undesirable terms is higher than the highest
frequency of the desired terms; so they can be filtered out
or kept, respectively.
From Eq. (3) in Section II.A, it can be seen that if
f,e < fl, the lowest undesirable frequency is (2N+ 1)f0_-
(2N-])/1 -I/_l-B,/2, and the highest desired frequency
is (2N - 1)(y_ - f,,) + I£_1+ B_/2. For there to be no
aliasing between the desired terms and undesirable ones,
it is necessary that
El
(2N - 1)(/_ - f,e) + Ifil + --_ < (2N + 1)/,_
- (2N- 1)/1 - I/rl B_2 (8)
Rearranging Inequality (8) and combining it with Inequal-
ity (7), one has
B1
/.+21frl+-_- < f_
< 2N--lf'¢ 2N-1 [frl+ (9)
Similarly, if f0_ > 7"1, then the lowest undesirable fre-
quency becomes (2N - 1)A - (2N - 3)/. - I/_1- Bx/2,
and the highest desired frequency, (2N - 1)(/°e - f_) +
If,I + Bx/2. In this case, the following is required,
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ILl+ < f,2N 2N- 1
x(t) + n(t), where n(t) is additive white Gaussian noise)
The input to the lowpass filter will be:
BI
< f.c- 2[fr[ 2 (10)
As an example, let N = 3 and fl > f,_, then Inequality
(9) becomes
B1 6 1 _0f,c + 2lfrl + y < f, < _f,e -- _lfrl -- B, (11)
For the signal from Galileo, fs_ = 22.5 KHz, and assuming
that the data bandwidth B1 = 1 KHz, fi = 1 Kttz, then
25KHz < fl < 26.7KHz.
D. Conditions on LPF Cutoff Frequency
The cutoff frequency of the LPF needs to be between
the highest frequency of the desired term and the lowest
frequency of the undesirable term. Assuming that an ideal
LPF is used, the cutoff frequency of the LPF, fL, should
be
B1
(2N - 1)1fl - fo_l+ ILl + y < fL
< min{f,_-If_l--_-,fl-lfrJ}
where f,, = w,c/(27r) is the fundamental frequency of the
square-wave subcarrier, D2(t), fl = wl/(2_r) is the funda-
mental frequency of the mixing signal, y(t), and N is the
number of harmonics considered for the square wave.
Using the example of the Galileo signal again, if the
cutoff frequency of the lowpass filter, fL < .11 = 26 KHz,
then the condition that fL has to be less than 7f,_ - 5fl -
If_[- B1/2 = 26 KHz is satisfied, which implies that all
the undesirable terms will be filtered out.
In summary, it is possible to downconvert the subcarrier
to a much lower frequency, which leads to a much lower
sample rate when an ideal lowpass filter is used in the
absence of noise.
IlL In the Presence of Noise
Assuming now that the signal is contaminated by an
additive white noise, the input to the downconverter is:
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Ix(t) + n(t)][y(t) + 1] -- x(t)y(t) + x(t) + n(t)y(t) + n(t)
The third term in the above expression needs to be ex-
panded
n(t)y(t) :n(t)2[co_(wlt + O1)
+ cos 3(wlt+ O,) -t- COS 5(W,t "_- O1) ]
where n(t) is a stationary additive white noise with zero
mean, and autocorrelation
n.n(t + 7-,0 = _-_(7-)
The product ofn(t)y(t) results in a stochastic process with
zero mean and autocorrelation [1]
R(t + r,t) = E{n(/+ r)n*(t)y(t + r)y*(t)}
= + 7-)y(t)} (12)
since n(t) and O1 are independent. By expanding the term
y(t + 7-)y(t),one
y(t + 7-)y(t)=4 {cos [wl(t + r)+Ox]+cos3[wx(t + r)+O,]
"1- COS 5[031 (_ "JC 7") "t- O1]} [COS(OJlt "l- O,)
+ cos 3(w,t + 0,) + cOS 5(a:lt + 01)]
= 2 {cos l + co [ 1(2t + 7-)+ 20,]
+ cos[wl(-2t + 7-) - 2(91] + cos[wl(4t + r) + 4(91]
+ cos[wl(-4t + 7-) - 401] + cos[wl(6t + 7-) + 601]
+ eos(wl(2t + 37-) + 201) -1'-cos[_1(41_ + 37-) + 4(91]
+ cosw1(37-) 4" cos[wl(6t + 37-) + 601]
1 All random variables and stochastic processes are boldfaced.
+ cos[_(-2t + 3,-) - 20_] + cos[_l(St + 3_-)+ so_]
+ cos[_x(4t+ 5,-) + 40,] + cos[_,(6t + 5,-) + 60,]
+ co_[_,(2t + sT) + 20,] + cos[_,(8_+ 5_-)+ sod
+ cos_x(5r) + cos[wx(lOt + 5r) + 1001]}
By observing y(t + r)y(t), one can see that there are two
types of functions that are adding: cos(pr) and cos(qt +
pr+q01), where p and q are integers that belong to the sets
{1, 3, 5} and {+2, -t-4, 6, 8, 10), respectively. The first type
of function is deterministic whose expectation is itself. To
evaluate the expectation of the second type of function,
one assumes that O1 is a random variable with uniform
distribution in [-Tr, 7r]. Then the expectation becomes [2].
1 cos(qt + pr + qOi)dO1E{cos(¢ + p_ + qO,)} = _ .
= _rq [sin(qt + pr + qTr)
- sin(qt + pr - qTr)]
-----0
since q is an even number. So the autocorrelation function
of the process n(t)y(t) becomes
R(r) = NoS(r)[cos(wlr) + cos(3wlr) + cos(5w,r)]
The power spectrum of the process n(t)y(t), S(w), is
the Fourier transform of the autocorrelation function, R(r)
N,
s(_) = _={R(r)} = 3No (13)
This implies that the noise level will be increased by
about 7.8 dB/Hz after the downconversion, which is not
acceptable. One solution to this problem is to put N + 1
bandpass filters before the downconversion, in order to se-
lect only the residual carrier and the subcarrier harmonics,
as illustrated in Fig. 3.
If three harmonics are considered for the subcarrier,
then four ideal bandpass filters connected in parallel are
needed. The first one is used to keep the residual carrier,
with its center frequency at Ifr ]. The other three filters are
used for the three harmonics of the square-wave subcarrier
and the data signal around them. Their center frequen-
cies should be the appropriate harmonics of the subcarrier
[see Fig. l(a)]. The bandwidth of these harmonic filters,
fB, should be as narrow as possible with the condition
fB >_ BI + 2[fr[ so that the data signal is allowed to pass.
However if tlle bandwidth of the BPF is too narrow, there
will be colored noise after the downconversion. To obtain
the so-called white noise _ after the downconversion, the
BPF bandwidth should be fB = (fL -- Ifr]) N.
Note that the above analysis ignores the noise power of
the output of the bandpass filter for the residual carrier
since its bandwidth is much smaller than that of the data
signal.
IV. Boundaries on Downconversion
The selection of the downconversion circuit and associ-
ated filters must consider the following boundaries to en-
sure no aliasing of spectra. Assuming that all the filters
are ideal, the conditions are summarized as follows.
The cutoff frequency of the lowpass filter has to be
Ul
(2N-1)lfl - f,_l+ lf_l+-_- < .fL
< min{f,-lf_l,f._-If_l--_ --}
The lower bound is to keep the 2N - lth harmonic of the
square wave plus the data around it, and the upper bound
is to eliminate all the other undesirable terms.
The bandwidth of the bandpass filters has to be
IB _ Bx + 21Irl
and
fL -Jf_]
N
to keep the noise level as low as if no downconversion is
ever done.
2 Flat average power spectrum within the considered band.
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The mixing signal can be
y(t) + 1 = 2 sgn (w,c - wl) {cos(w,t)
+ cos( lt) + cos( lt)
+ .-. + cos[(2N- 1)wlt]} + 1
The fundamental frequency of y(t) has to be either
or
B1
fae+2lfr[+-_- < fl
2N. 1_._ B1< 2N_-I f'* 2N 1 (Ifr] + -_'-)
2N - 2 2-__ 1 ([fr[-4- -_-)
< Lo-2l/rl
2
< fl
(14)
(15)
The lower bound in Inequality (14), the upper bound in In-
equality (15), is for the downconverted signal not to over-
lap with the residual carrier and between the harmonics,
and the upper bound in Inequality (14), the lower bound
in Inequality (15), is for the LPF to be able to filter out
the undesirable terms.
As a conclusion, the single-sided bandwidth of the down
converted signal, BW/2, is
BW _ (2N - I)[Ao - fl[ + IAI + B___
2 2
and Figs. 4 and 5 illustrate this bandwidth with B1 and
fr as variables.
V. Conclusions
This article discussed the possibility of downconverting
the square-wave subcarrier of signals such as those sent
from Galileo. A practical method is given to compress the
bandwidth of the square-wave subcarrier by using a finite
number of harmonics, where most of the received signal
power is located.
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An OSI Architecture for the Deep Space Network
W. R. Heuser
Advanced Informa_on Systems Section
This article presents an Open Systems Interconnection (OSI) architecture devel-
oped for the Deep Space Network. An historical review is provided to establish the
context for current United States Government policy on interprocessor communica-
tion standards. An introduction to the OSI architecture, its seven-layer approach,
and an overview of application service entities are furnished as a tutorial. Finally,
the results of a prototype system developed for monitor and control of a Deep Space
Station are also presented.
I. Introduction
The Deep Space Network (DSN) has, from its incep-
tion, employed automation whenever possible to support
its mission: telecommunications with spacecraft in deep
space. Over the past 25 years, advances in computer au-
tomation have accounted for substantial increases in oper-
ational productivity. Today, the Deep Space Stations are
operated with a fraction of the personnel required 20 years
ago. The DSN has evolved into a distributed computer
system with all of its elements interconnected. The soft-
ware programs (called application programs) used to oper-
ate the DSN are critically dependent on the software and
hardware that support the exchange of data among DSN
computers.
The development, integration, management, and main-
tenance of large distributed computer software systems is
a costly enterprise. Although the price of computer hard-
ware has dropped significantly over the past decade, the
cost of software development has increased. In the DSN,
software has become a major cost element. For example,
the Signal Processing Center (SPC) modification project
is a multimillion dollar effort and almost 80 percent is ear-
marked for software development. The DSN is not alone
in facing the financial burden of the software development
effort. The proliferation of distributed systems is a chal-
lenge facing government and the private sector.
Over the past two years, the DSN's Information Sys-
tems Division has conducted research into a distributed
computer software architecture for the DSN that offers a
solution to the high cost of distributed systems. The Open
Systems Interconnection (OSI) architecture is an approach
to interprocessor communications developed by the Inter-
national Organization for Standardization (ISO) and is the
focus of that research effort. The reasons for this focus are
(1) The 0SI architecture meets the functional require-
ments of the DSN.
(2) The OSI architecture is designed to decoup]e the ap-
plication program from the communications process.
With OSI standards, the DSN can purchase commer-
cial communication services and focus its resources
on specific DSN applications.
(3) The OSI architecture has been adopted by the Unit-
ed States Government as the standard for distri-
buted government computer systems [1].
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(4) TheOSIarchitecturehasbeenselectedbytheCon-
sultative Committeefor SpaceData Systems
(CCSDS)asthemodelfor the internationalspace
community[2].
An OSI-basedarchitectureis expectedto reducethe
costof distributedcomputersystemsby providingstan-
dardcommunicationi terfacesfor applicationprograms.
Marketforcesaredrivingthedevelopmentof commercial
productsthat providecommunicationservicesin accor-
dancewith the internationalstandards.Productsthat
meethestandardsprovideinterprocessorcommunications
betweencomputersfromdifferentvendors.Competition
betweenvendorswilldrivecostsdown.
Thisarticleis theresultof twoyearsof extensivere-
search.It is written to providea generaleducationon
OSIaswellasto presentheresultsof theresearchand
prototypeeffort. To accommodatea wideaudiencewith
differentlevelsof knowledge,the articleis composedof
fourindependentsectionsto permitselectivereading.The
sectionsare
(1) SectionII: An HistoricalPerspectiveandGovern-
mentPolicy.An historicalperspectiveon interpro-
cessorcommunicationsispresentedtoprovideanun-
derstandingof howthetechnologyandgovernment
policyevolved.
(2) SectionIII: TheOSIBasicReferenceModelandAp-
plicationEntities.AnoverviewoftheOSIBasicRef-
erenceModelispresentedwithadescriptionofeach
layer'sfunctionandadescriptionofthecurrentOSI
applicationentities.
(3) SectionIV: An OSIArchitecturefor theDSN.An
overviewof anOSI-basedDSNarchitectureis de-
scribed.TheDSN'sdataflowispartitionedbetween
severalapplicationentities,andareasforadditional
researchareidentified.
(4) SectionV: A DSCCMonitorandControlProto-
type. A detailedreportonanOSI-basedMonitor
andControlarchitectureforDSNtrackingstations
ispresented.Thepotentialfor majorcostsavings
isanalyzedandtheresultsof aprototypeeffortare
detailed.
Thisapproachisnecessarybecause,inorderto under-
standwhereoneisandwhereoneisgoing,it isnecessaryto
understandwhereonehasbeen.Toachieveacomprehen-
sivesolution,onemustunderstandtheoverallapproach
andthetotalproblem.Finally,no large-scaleimplemen-
tationshouldbeinitiatedwithoutasmall-scaleprototype
to verifytheapproach.
II. An Historical Perspective and Govern-
ment Policy
In the late 1960s, the Defense Advanced Research Proj-
ects Agency (DARPA) recognized not only the demand for
direct computer data exchange but the necessity for in-
dustrial standards that would be independent of the com-
puter manufacturer. The Department of Defense (DoD)
was already experienced in the business of computer data
exchange and the inability of systems built by different
companies to communicate. An early example was the
1950s Nike Ajax air defense system and the North Amer-
ican early warning radar system. The air defense system
was developed under Army supervision and the radar sys-
tem was developed under the Air Force [3]. When the
time came to exchange data for a coordinated defensive
response, the two systems were incompatible. With this
historical perspective, DARPA began a long-term research
effort through university and industrial laboratories to de-
velop standards for interprocessor communications.
The first steps involved simple systems with two com-
puters from the same manufacturer, connected by a cable.
Addressing and protocol issues arose with the addition of
the third and then the fourth computer. Still more prob-
lems arose with the introduction of computers from dif-
ferent manufacturers. Multiple cables were replaced by
the development of media access control technology, and
slowly the term local area network (LAN) emerged from
the laboratory to the commercial world. DARPA's ef-
forts culminated in 1983 with the publication of two DoD
standards for interprocessor communications: Transmis-
sion Control Protocol (TCP) [4] and Internet Protocol (IP)
[5]. Today, work continues in the university and commer-
cial arenas, expanding what has become known as the DoD
suite of TCP/IP standards.
The effort to develop standards for the computer in-
dustry is by no means a DARPA-exclusive activity. A
number of different organizations, such as the Consulta-
tive Committee for International Telegraph and Telephone
(CCITT) and the Institute of E]ectrical and Electronics
Engineers (IEEE), are engaged in the standards develop-
ment effort. These organizations have provided a wide
variety of standards for different telecommunications me-
dia and media access techniques. The American National
Standards Institute (ANSI) has contributed standards for
character encoding and computer languages.
A more comprehensive and general solution to the prob-
lems of interprocessor communications is under develop-
ment by the International Organization for Standardiza-
tion (ISO). ISO began its effort in the mid-1970s and has
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built on the lessons learned by DARPA. Called Open Sys-
tems Interconnection (OSI), the ISO approach provides for
rapid changes in computer hardware and telecommunica-
tions technology with an architecture that insulates the
user program from the manufacturer-dependent communi-
cation services. In addition, ISO recognized that the cost
of software development was exceeding the cost of com-
puter hardware, a significant change from 20 years earlier.
Consequently, the OSI architecture was also designed to
allow software systems to transcend computer hardware
changes and communicationsystems evolution.
The growing costs to the federal government of com-
puter hardware and software prompted the Office of Man-
agement and Budget in 1984, through the Office of the
Chief Executive, to commission a study by the National
Academy of Sciences on the status of interprocessor com-
munication standards. The report Transport Prolocols for
Department of Defense Data Networks was published by
the National Research Council (NRC) in February 1985
[6], with the recommendation that the United States De-
partment of Defense adopt the International Organization
for Standardization's OSI as the basis for all interproces-
sor communications. The NRC committee made its rec-
ommendation based primarily on two considerations:
(1) The ISO and DoD protocols are basically equivalent
at the transport level.
(2) The worldwide market demand for ISO protocols
is far larger than the market for the DoD protocol
suite.
In response, the Department of Defense adopted OSI
protocols as costandards with the DoD standards, with
plans to make them "the sole mandatory interoperable
protocol suite" [7].
In 1987, the United States Congress passed the Com-
puter Security Act [8], which established the National Bu-
reau of Standards (NBS) as the sole government agency
responsible for the development of computer standards.
This legislation also created a new category of Federal In-
formation Processing Standards (FIPS's) called compul-
sory standards and modified the federal property laws to
impose compulsory standards on the procurement of all
federal government property. In April 1987, the first draft
of the Government Open Systems Interconnection Profile
(GOSIP) was released for comment. In August 1988, the
draft document became the first compulsory Federal In-
formation Processing Standard--146 [1].
The motivations for GOSIP are clearly stated in its in-
troduction. "In the past, vendor-specific implementations
of data communications protocols led to isolated domains
of information, very difficult and expensive to bridge."
Through GOSIP, "... the government expects to realize
significant savings through reducing duplicate circuits and
wiring, training, custom software, workstations, and cus-
tom hardware interfaces."
The Department of Veterans Affairs (VA) provides an
excellent example of why GOSIP is necessary. The VA
is a very large government agency, spread around the
world, with computer networks numbering in the hun-
dreds. Given the size of the VA, it is impossible for
Congress to allocate funds to replace all the VA networks
with a proprietary computer network in a single budget
appropriation. In addition, the competitive procurement
process makes it impossible to guarantee a single ven-
dor source spread over many procurement cycles. Conse-
quently, a vendor-independent standard is the only mech-
anism available for the acquisition of network products
and services that ensure interoperability, and the selection
of0SI provides the United States Government with an
internationally recognized standard supported by a wide
variety of vendors [9].
The National Institute of Standards and Technology
(NIST, formerly the National Bureau of Standards) is re-
sponsible for the development of OSI network services in
the government. Through GOSIP, NIST is creating the
government market for commercial OSI products. NIST
sponsors quarterly meetings of the NIST Workshop for Im-
plementors of OSI to assist industry in the development of
these OSI products. In addition, NIST is coordinating the
conformance testing effort to assist government agencies in
determining the interoperability of commercial products.
III. The OSI Basic Reference Model and
Application Entities
A. Basic Reference Model
The objective of tile OSI architecture is a system where
user programs or application programs can employ the re-
sources of any processor in a network without concern for
the communications process or the computer hardware.
To achieve this objective, ISO adopted a layered approach
based on the functional partitioning of the communica-
tions process. The Basic Reference Model [10] emerged as
an international standard (ISO 7498) in 1984 and defined
seven layers, the so-called seven layer cake (see Fig. 1).
Each layer has been assigned a specific set of services and
an associate set of protocols. The seven layers are sum-
marized below [11,12].
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1. The application layer. This layer provides the
user program with an interface to an OSI system. In
this case, the user is any computer program or application
program that requires interprocessor communications. A
number of common communication functions have been
identified and grouped into so-called application entities
with standard services and protocols. The application en-
tities are the key to open systems and will be discussed in
more detail later.
2. The presentation layer. This layer (ISO 8823/
9576) provides a common representation of application
data that is communicated between application entities.
Common representation refers to the encoding of data
and the order of bits and bytes exchanged between pro-
cessors. For example, the exchange of data between a
processor using American Standard Code for Information
Interchange (ASCII) encoded characters and a processor
using Extended Binary Coded Decimal Interchange Code
(EBCDIC) encoded characters requires a data translation
before the information can be utilized. Another example
of a presentation issue is the exchange of data between a
32-bit/word computer processor and a 16-bit/word pro-
cessor where the bit and byte ordering must be adjusted
for the correct interpretation of the data.
3. The session layer. This layer (ISO 8327/9548)
provides dialogue services for those functions that require
the establishment of a connection and synchronization be-
tween any two machines prior to the exchange of informa-
tion. This layer provides the "Are you there"-"Yes I am"
exchange prior to the exchange of application data.
4. The transport layer. This layer (ISO 8073/8602)
provides those services required for the reliable end-to-end
transmission of data. The issues of error detection, error
recovery, and multiplexing are network dependent, and the
transport layer manipulates the underlying network ser-
vices to provide the appropriate quality of service (QOS).
5. The network layer. This layer (ISO 8473)
provides the networkwide (or internetwork) services re-
quired to transmit, route, and relay data between com-
puters without regard for the communications medium.
In networks composed of several segments connected with
bridges or independent networks connected through gate-
ways, the network layer provides the services and protocols
necessary to deliver the data to its final destination.
6. The data-link layer. This layer (ISO 8802-x)
provides support for the physical medium employed in the
transmission of data. ISO has established standards for
a wide variety of transport media including four types of
local area networks: an Ethernet (ISO 8802-3), a token
bus (ISO 8802-4), a token ring (ISO 8802-5), and a Fiber
Distributed Data Interface (FDDI).
7. The physical layer. This layer is the physical
communication medium that supports the transmission of
bits and is concerned with the electrical interface to the
equipment supporting the transmission.
The process of establishing ISO standards is a diffi-
cult and time-consuming effort that involves committees
from all participating nations. A standard begins as a
draft proposal (DP), moves to a Draft International Stan-
dard (DIS), and achieves International Standard (IS) sta-
tus over a period of three to six years. The key stan-
dards for the lower six layers (presentation layer to physical
layer) have been International Standards (IS's) for more
than three years. Some of the application layer entities
are International Standards and others continue under de-
velopment [12].
B. Application Entities
Much of the standards effort is now focused on the ap-
plication entities, which are the key to the OSI architec-
ture. Using the appropriate application entity, standard-
ized software functions provide access to the OSI services
required for interprocessor communications. The applica-
tion entities are summarized below.
1. The Manufacturing Message Specification en-
tity. This application entity (MMS, ISO 9506) provides a
set of services developed from the Manufacturing Automa-
tion Protocol (MAP) initiative at General Motors in the
early 1980s. Designed as a process control standard, the
MMS Standard achieved IS status in 1989 and is aimed at
direct interprocessor communications among machines on
a factory floor. In the factory environment, an assembly
line can be composed of hundreds of machines performing
complex, precision tasks all as a unit. If any element of
the assembly line fails to perform or _)erforms at less than
optimum performance, the assembly line as a whole falls
to perform. The interprocessor communication provided
by MMS is designed to support this type of environment.
The application of MMS to the DSN is discussed in detail
later [13].
2. The File Transfer, Access and Management
entity. This application entity (FTAM, ISO 8571) pro-
vides a service and protocol standard to access and manage
files in an open system and was one of the first applica-
tion entities to achieve IS status in 1988. Using FTAM,
a user program can open, read, write, and close files on
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another processor just as though it were manipulating a
local file. FTAM also provides services for copying files
and obtaining file directories from remote systems. The
application of FTAM services might greatly simplify the
problems associated with centralized data recording at the
Deep Space Communication Complexes (DSCC's). For ex-
ample, a telemetry processor can open a file for recording
on a remote network file server at the beginning of a space-
craft support pass, write the telemetry data to that file,
and close the file at the completion of the activity. Play-
back could be accomplished in a similar fashion using the
FTAM Read services.
3. The Network Management entity. This entity
(NM, ISO 9595/9596) developed as a result of the growing
use of distributed systems and the lack of mechanisms to
monitor and manage the communications resources of net-
works. Though network management is still in the draft
proposal stage of the standards process, five service ele-
ments have been identified as the core of this application
entity:
(1) Performance will be monitored at each layer of the
seven-layer architecture, providing information on
byte counts, time delays, data rates, and other sta-
tistical information related to the performance of the
communication process.
(2) Error Reporting and Logging will detect errors and
failures in the communications process.
(3) Security guards against unauthorized access.
(4) Configuration Management will provide for the allo-
cation and assignment of communications resources.
(5) Accounting Management will provide audit services
[14-16].
4. The Message Handling Systems Service en-
tity. This entity (MHS, ISO 10021), unlike other appli-
cation layer entities, is a collection of international stan-
dards that together form the basis for OSI electronic mail
(the X.400 standards). Many of the standards under the
umbrella of MHS are the result of a long collaboration
between ISO and the CCITT standards effort. The distri-
bution of DSN operational support messages is the result
of an excellent match of functional requirements.
5. The Directory Services entity. This entity (DS,
ISO 9594) is intended to provide a global interconnected
directory for all types of OSI entities, individuals, distri-
bution lists, application entities, and general agents using
network communications services. An international stan-
dard since 1989, Directory Services provides address res-
olution based on logical processor names anywhere in the
network.
6. The Remote Database Access entity. This en-
tity (RDA) is a proposed standard stimulated by the ex-
panding use of commercial database systems. Still in the
draft proposal phase, RDA is intended to provide a set
of standards for access to any "open systems" database
through a set of standard functions and a standard Se-
quential Query Language (SQL).
7. The Virtual Terminal entity. This entity (VT,
ISO 9040) is a standard for terminals and hosts to commu-
nicate across different networks without requiring that one
side know the terminal characteristics handled by the other
side. An International Standard since 1988, VT provides a
generic set of terminal characteristics for communication,
which can be mapped to local terminal characteristics for
display.
8. The Job Transfer and Manipulation entity.
This entity (JTM, ISO 8831/8832) is designed to support
computer-to-computer communications for the purpose of
performing work remotely. JTM developed as a spin-off of
batch processing and provides the protocols necessary to
transfer and perform jobs on processors in a distributed
system.
One of the most important aspects of the layered ar-
chitecture is the flexibility to select application layer ser-
vices that can operate over a number of different data-link
and physical layer transmission standards. For example,
an organization can implement an application based on
the Manufacturing Message Specification operating over
an Ethernet (ISO 8802-3) and move to an FDDI as its
data rate requirements change. This approach provides an
evolutionary path for distributed systems while preserving
the organization's software investment.
In addition, the OSI-layered architecture is open to
expansion as new problems and technologies evolve. In
the mid-1980s for example, the Massachusetts Institute of
Technology developed X Windows to support a variety of
computer terminals. The X Windows concept is now in
the standards process and will emerge in the future as a
companion standard to the Virtual Terminal application
entity [17].
IV. An OSI Architecture for the DSN
An OSI architecture for the DSN would provide access
to communication resources through a standard OSI ap-
plication layer entity. The appropriate selection of the ap-
plication entity is the key and is based on the type of data
flow to be supported. A study of DSN data flow reveals
two general categories of data flow:
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(1) Real-time spacecraft data: acquired, recorded, and
transmitted back to JPL to support flight projects
(the end product of the DSN).
(2) Process control: the data exchange that supports all
aspects of DSN operations.
Included in the category of real-time spacecraft data
are subcategories such as the playback of recorded space-
craft data in nonreal time. Under the category of pro-
cess control are subcategories including the transmission of
support data and network control data. The partitioning
of data flow into these two categories provides a starting
point for the partitioning of the system.
Under the category of real-time spacecraft data, the
DSN is responsible for recording the spacecraft data types
at the DSCC's. In addition, the DSN is frequently required
to relay the spacecraft data types back to JPL in near-
real time. The services and protocols provided by FTAM
will support the functional requirements for recording
spacecraft data at the Deep Space Stations. The teleme-
try subsystems at the stations can use FTAM software
to open a client-server relationship with a station data
recording subsystem (commonly referred to as a network
file server). The FTAM services F_OPEN, F_WRITE,
and F_CLOSE would be used to open files on the station
data recorder, write the spacecraft data to those files, and
close the files at the completion of the spacecraft track.
The playback of recorded spacecraft data would employ
a similar approach using the F_READ FTAM service in
place of the F_WRITE service. These services use reliable
connection-oriented Transport Protocol Four (TP-4) [11].
The process control category is composed of a diverse
list of data flow types:
(1) Monitor data flow throughout the DSN to inform
operations personnel of the status of all operational
elements. The monitor data report the position of
antennas, the condition of receivers, the available
communications facilities, and the values of many
other detailed components.
(2) Control data flow to each of the diverse elements to
effect change and allocate DSN resources to support
specific activities. Anomalies detected at the sub-
system level generate messages to alert operations
personnel.
(3) Support data files are transferred throughout the
DSN to provide configuration and control informa-
tion at the subsystem level.
The diversity of data flow results in a partitioning of
functional requirements across several OSI application en-
tities.
(1) Station Monitor and Control. The data flow for
monitor and control of the Deep Space Stations is
supported with the services of the OSI MMS and is
discussed in more detail ]n the next Section.
(2) Communications Resource Management. The OSI
Network Management Service (NMS) provides the
tools necessary to manage the communication re-
sources of an OSI-compatible network. The security
element of network management provides the appa-
ratus to extend access to the DSN to those functions
that require DSN connection, while providing the
necessary safeguards against unauthorized access.
Other elements of network management iden-
tify and automatically report communications per-
formance, problems, and failures, and thus provide
DSN operations with the tools necessary to maintain
the flow of data. The allocation of DSN resources in
support of specific missions is reported through the
accounting element of network management, which
provides detailed information on DSN support per-
formance and feedback to the scheduling teams.
(3) Support and Command Files. The transfer of sup-
port and command data is supported with the ser-
vices of FTAM.
(4) Resource Identification. The identification of re-
sources within the system is handled through ad-
dress resolution with OSI Directory Services (DS).
(5) Operational Message Services. Administrative mes-
sages supporting operations are distributed through
OSI Message Handling Systems (MHS--better
known as X.400 electronic mail).
The typical architecture for an OSI-based DSN sub-
system is shown in Fig. 2. The OSI application entities
operating in each subsystem will vary from subsystem to
subsystem depending on functional requirements.
One troubling issue remains and requires further re-
search and analysis: the real-time relay of spacecraft data
from the Deep Space Stations to JPL. The DSN employs
dedicated leased communication lines to support the flow
of data between JPL and the Deep Space Stations. The
leased lines are generally expensive, have limited capac-
ity (bandwidth), and operate through satellites in geosyn-
chronous orbit. Traditionally, NASA has developed elab-
orate protocols to support this communication facility.
These protocols are connectionless and designed to maxi-
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mize the spacecraft data delivered over the limited capac-
ity lines. Error detection and recovery are handled at the
equivalent of the ISO data-link layer.
OSI connection-oriented protocols have been imple-
mented over satellite communication systems and operate
effectively. However, these protocols employ transport-
level error detection and recovery. Large delays are typi-
cally experienced in transport-level acknowledgments over
satellite systems and have a major negative impact on data
rates. Connectionless OSI protocols could be used, how-
ever, to provide a service similar to the present DSN sys-
tem. At present, there is no OSI application entity based
on connectionless protocols, but the standards are in place
for connectionless presentation (ISO 9576), session (ISO
9548), and transport (ISO 8602) layers. Development of a
real-time data delivery OSI application layer standard is
needed. Such a standard would employ Link Level Con-
trol 3 (LLC3) under ISO 8802-2 to provide a reliable data-
link service.
The most important aspect of this solution is the incor-
poration of the ISO 8473 network protocol which provides
conformance to the CCSDS recommendations and the pro-
posed NASA Communications Network (NASCOM) gate-
way services [2,18]. Commercial high-speed multiprotocol
touters that support ISO 8473 would provide LAN-to-LAN
interconnection over standard commercial communication
services. These routers are inexpensive and the cost to in-
terconnect DSN facilities and support its customers would
be greatly reduced.
V. A DSCC Monitor and Control Prototype
The Monitor and Control System for the DSN DSCC's
was selected for an OSI-based prototype system. The pro-
totype activity has provided hands-on experience with OSI
protocols and is expected to substantially reduce the risk of
errors associated with future implementations. The selec-
tion of the Monitor and Control System for the prototype
effort was the result of several factors:
(1) The station monitor and control requirements are
well defined and documented.
(2) The functional requirements for station monitor and
control and the service specification for the MMS
protocol are a close match.
(3) Commercial software products built to the MMS
standard are readily available.
(4) The software and hardware products required for a
prototype are available within the constraints for the
research effort.
(5) The anticipated replacement of the DSCC Monitor
and Control (DMC) Subsystem computer hardware
in the mid-1990s provides an opportunity to transfer
OSI technology to the DSN with substantial cost
savings.
The present Mark IVa Monitor and Control System is
a distributed software architecture. The DMC Subsystem
provides the operator interface to the Mark IVa System. In
addition to the software on the DMC Subsystem comput-
ers, software is required on each individual subsystem (see
Fig. 3). The DMC Subsystem software consists of roughly
220,000 lines of HAL/S source code and represents an in-
vestment of almost 100 work-years. 1 The replacement of
the aging Modcomp Classics will require moving that sub-
system software to a new computer, and the translation
of the present software to a supported computer language
will require an equivalent investment. In addition, a sur-
vey of four subsystems reveals that 40 to 50 percent of
the total lines of code on any subsystem are dedicated
to supporting the Mark IVa Monitor and Control System
(see Table 1). Any enhancement of monitor and control
services to expand automation will require additional soft-
ware development and modifications to DMC and all other
subsystems.
An OSI-based monitor and control architecture would
make extensive use of commercial off-the-shelf (COTS)
software packages. All the interprocessor communication
software would use OSI-based commercial software pack-
ages. Most of the subsystem software required for the
Mark IVa Monitor and Control System would be replaced
with these OSI-based software packages. A commercial
process-control software package would be employed to
support the DMC Subsystem human/machine interface.
The focus of DSN resources would shift from software de-
velopment and maintenance toDSN unique applications.
A. Monitor and Control Functional Requirements
The Mark IVa upgrade (1983-1985) was the first appli-
cation of a local area network (LAN) in the DSN to sup-
port centralized monitor and control. The LAN provides
a communication highway to all of tile station subsystems.
The monitor and control computers provide software for
the station personnel to control the subsystems and dis-
play subsystem status information. The subsystems pro-
vide software to interpret remote commands and generate
status information. Using this approach, the Mark IVa
architecture distributes elements of the Monitor and Con-
I S. Fowler, personal commurdcation, Data Systems Section, Jet
Propulsion Laboratory, Pasadena, California, April 1991.
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trol System to all of the station subsystems. The Mark
IVa architecture is schematically represented in Fig. 3.
An OSI-based architecture would redistribute the mon-
itor and control functions and concentrate the human in-
terface in the DMC Subsystem instead of the individual
subsystems being controlled. Operator directives would
be processed and displays generated by the DMC Sub-
system and not by the individual subsystems. An MMS
network server would send configuration and control in-
formation to the subsystems and poll the subsystems for
status. A real-time database would link the human inter-
face services with the MMS network server. Figure 4 is a
graphical representation of this architecture. The key ele-
ment in this approach is the MMS abstract model called
the Virtual Manufacturing Device (VMD), which is used
to describe the externally visible characteristics of a real
device. Software modules that manipulate a real device
are called VMD objects. These objects can be manipu-
lated using MMS services such as context management,
variable access, domain management, semaphore manage-
ment, and event management. State changes detected in
the real device and defined in the VMD model can trigger
MMS services. Applied to the DSN, subsystems would be
modeled as one or more VMD's and operated across the
network through MMS services.
The major differences between the Mark IVa architec-
ture and an OSI-based architecture are that in the OSI-
based architecture
(1)
(2)
The subsystem interface is defined as a virtual ma-
chine and establishes a basis for automation through
machine:to-machine communications.
The architecture removes the human interface from
the individual subsystems and isolates the human
interface in the DMC Subsystem,
A comparison of Mark IVa functional requirements par-
titioned to MMS protocol services is presented in Table 2.
A complete list of the 86 MMS services can be found in
Appendix A.
B. Prototype Configuration
The prototype configuration incorporates three subsys-
tems that mirror the typical functions required for station
operations. This configuration is shown schematically in
Fig. 5 and consists of three computers performing the fol-
lowing functions:
(1) The Link Monitor and Control (LMC) Subsystem
provides the human interface to operate the station.
(2) The Very Long Baseline Interferometry (VLBI) Sub-
system operates the Wide Channel Band (WCB)
equipment for signal processing and data recording.
The WCB equipment is installed at DSS 13 and is
typical of DSN subsystems: uniquely designed for
NASA with no commercial equivalent.
(3) The Advanced Power Meter (APM) is a collection of
hardware designed to measure antenna system tem-
peratures without continuous recalibration. This
system is under development in the DSN Telecom-
munications Division and is installed at DSS 13.
All of the computers used to operate the prototype are In-
tel 80286/80386-based systems operating under Microsoft
DOS 3.3 (see Table 3).
The motivation for the prototype configuration is de-
rived from a requirement for accurate flux measurements
of radio sources used for spacecraft navigation. 2 The cat-
alog of radio sources for navigation is being expanded and
the radio flux stability of a source is one of the selection
criteria for the catalog. The Mark IVa architecture does "
not provide a mechanism for the VLBI Subsystem to con-
trol the Precision Power Meter (PPM) Subsystem; flux
measurements can be acquired only through manual op-
eration of the PPM by station personnel. The prototype
was designed to examine how subsystem automation would
be enhanced through the application of MMS protocols.
To accomplish this goal, the prototype provides for three
client-server relationships:
(1) Link Monitor and Control Subsystem (client) to the
VLBI Subsystem (server).
(2) Link Monitor and Control Subsystem (client) to the
Advanced Power Meter (server).
(3) VLBI Subsystem (client) to the Advanced Power
Meter (server).
The ease with which these relationships are established
for control and data acquisition indicates that the MMS
will simplify the software development effort in the DSN.
The computers are interconnected with an ISO 8802-4
carrier band token bus local area network (5-MHz band-
width) using Concord Communications 1210 and 1215
boards. The lower six OSI stack layers (presentation [layer
six] to physical [layer one]) are downloaded to the Con-
cord board during a configuration process. The MMS
software (layer seven) was supplied by Systems Integra-
tion Specialists Corporation (SISCO). All MMS services
2R. Linfield and C. Jacobs, personal communication, Jet Propulsion
Laboratory, Pasadena, California, February 1989.
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in the prototype employ Transport Protocol Class 4
(TP4), a connection-oriented transport protocol with error
detection and recovery. A commercial software package,
FactoryLink by U.S. Data, was purchased and integrated
into the prototype to support the human interface func-
tions for the Link Monitor and Control Subsystem.
C. Results
The allocation of station resources is supported with the
application of MMS context management services. These
services include the following basic functions:
(1) Initiate.
(2) Conclude.
(3) Cancel.
(4) Abort.
In addition, the protocol specification includes the fol-
lowing functions to support the client-server relationship:
(1) Initiate request.
(2) Initiate indication.
(3) Initiate response (positive and negative).
(4) Initiate confirm (positive and negative).
(5) Conclude request (positive and negative).
(6) Conclude indication.
(7) Conclude response (positive and negative).
(8) Conclude confirm (positive and negative).
A typical protocol exchange is shown in Fig. 6. To begin
a session, a client initiates a connection (mvfinit0), which
triggers an indication (u..mllp-a-assoc-ind0) on the target
server. The target server responds (u_mllp-a-assoc-resP0)
and triggers a confirmation (u..mv_read_conf0) on the
client. This exchange is characteristic of all MMS con-
firmed services. A functional addressing scheme similar
to that implemented in the Mark IVa System was real-
ized through the Application Reference Name (AR-Name)
conventions in the MMS protocol.
The distribution of support files (predicts) employs the
MMS File Management services:
(1) Copy.
(2) Obtain.
(3) Open.
(4) Read.
(5) Close.
(6) Rename.
(7) Delete.
Again, the protocol specification includes functions to sup-
port the client-server relationship: request, indication, re-
sponse, and confirmation. As in Mark IVa, the prototype
Monitor and Control System distributes predict (PR) files
and standards and limits (SL) files to the appropriate sub-
system prior to a scheduled activity. The MMS Obtain File
service is used to transmit the file names to be copied by
the subsystem from the DMC Subsystem. The Obtain File
Indication triggers the MMS software on the subsystem to
copy the file across the LAN (see Fig. 7). The prototype
code for an MMS service call requires the destination, the
source file name, and the destination file name:
send__file(subsystem, source file, destination file)
or more specifically,
send_file("VLBI", "PREDICTS.DAT",
"NOVA 1987.DAT" )
(4)
(5)
(6)
(7)
(8)
(9)
(10)
(11)
(12)
Subsystem Directives, Displays, Events, and Alarms
are supported through the application of MMS Variable
Access services:
(1) Read variable.
(2) Write variable.
(3) Information report.
Get variable access attributes.
Define named variable.
Delete variable access.
Define named variable list.
Get named variable list attributes.
Delete named variable list.
Define named type.
Get named type attributes.
Delete named type.
These services can be used to read or write a wide range
of MMS standard variable types defined in the protocol
specification:
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(1)
(2)
(a)
(4)
(6)
(7)
(s)
(9)
(zo)
(11)
(12)
(13)
(z4)
(15)
Boolean--8 bits.
Integer8--8 bits.
Integerl6--16 bits.
Integer32--32 bits.
Unsigned Integer8--8 bits.
Unsigned Integerl6--16 bits.
Unsigned Integer32--32 bits.
Floating point--32 bits.
Double floating point--64 bits.
ASCII StringS--8 bytes.
ASCII Stringl6--16 bytes.
ASCII String32--32 bytes.
ASCII String64--64 bytes.
ASCII String128--128 bytes.
ASCII String256--256 bytes.
In addition, the protocol supports the definition of com-
plex variable types that include arrays and data structures.
For example, one can define a C language data structure
for a VLBI Subsystem device called the IF Distributor.
This device has two inputs (character strings), two at-
tenuation controls (integer values), and two total power
integrators (floating-point values):
struct IFD_TYPE { char if_ldn[4],
char iL2._in[4],
short if_l_att,
short iL2_att,
float if_l_pwr,
float if_2_pwr } ifd_status
When defined as an MMS complex variable, the entire
structure can be written or read across the network as
though it were a single variable with the name "ifd_status"
of type '_IFD_TYPE." Arrays of simple variables and struc-
tures can be handled in the same way. In addition, struc-
tures can be nested, that is, a structure can be v¢ithin a
structure.
In an MMS-based Monitor and Control System, oper-
ator directives are entered, converted to data, and trans-
mitted by the DMC Subsystem to the individual subsys-
tems using the confirmed MMS Variable Write service. An
MMS confirmed service requires a response from the server
to the client to verify the success or failure of the service.
For example, the VLBI Wide Channel Band Subsystem
has an attenuation control that requires operator adjust-
ment. In the prototype system, a change of attenuation to
23 dB is entered through the graphical user interface and
the MMS Variable Write service is used to transmit the
data across the LAN to the VLBI Subsystem. The pro-
totype code for the MMS Variable Write service requires
the subsystem destination, the variable name, the variable
type, and the data:
write_named_var("VLBI", "iLl_att", "Integerl6", 23)
Operator displays are constructed on the DMC Sub-
system from data obtained across the LAN using the con-
firmed MMS Variable Read service. In the prototype, a
polling system was implemented to read the data from
each subsystem on a periodic basis. Again based on the
earlier VLBI example, the prototype code for the MMS
Variable Read service requires the subsystem source, the
variable name and the variable type:
read_named_var( "VL BI", "iLl _att", "Integer 16" )
Event and Alarm conditions are reported across the
LAN using the unconfirmed MMS Information Report
(info_.report) service, a variation on the Variable Write ser-
vice. Unlike the Variable Read and Write services, which
must be initiated by the client, the Information Report ser-
vice can be initiated by a server. The protocol specification
does not require the client to acknowledge an information
report, therefore the service is unconfirmed. Though un-
confirmed (see Fig. 8) at the application layer, the Infor-
mation Report service employs TP4, a reliable transport
protocol service. The first goal in the prototype effort was
to simulate the functions in DSN operations today. The
Mark IVa Event/Alarm messages consist of text informa-
tion for the operator. The messages are transmitted by
the subsystems to the DMC Subsystem with a category
identification:
(1) PROMPT.
(2) PROGRESS advisory.
(3) COMPLETION advisory.
(4) DEVIATION advisory.
(5) WARNING alarm.
(6) CRITICAL alarm.
(7) EMERGENCY alarm.
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In the prototype, seven MMS-named variables are defined
with the same Mark IVa names, each as a 64-character
ASCII string. The prototype code for the DSN Event Mes-
sage service requires the subsystem destination, the event
name, and the message:
event_xnsg(subsystem, type, message)
or more specifically,
event_msg("VLBI", "COMPLETION",
"Data recording started")
The commercial monitor and control software package
employed in the prototype offers another approach to re-
porting event and alarm conditions. Commercial monitor
and control packages provide a service to generate and
manage Marms based on changes detected in their real-
time database. Again using the VLBI Subsystem as an
example, the VLBI Subsystem controller monitors all of
its devices every 15 sec. If a deviation in the expected
configuration is detected, the VLBI Subsystem software
can use the MMS Information Report service to update
the DMC Subsystem:
dsn_send_info_rpt(subsystem, var_name, var_type, data)
or more specifically,
dsn_send_info_rpt("VLBI", "iLl_att", "Integerl6", 18)
The MMS network server on the DMC Subsystem up-
dates the real-time database and the commercial alarm-
management software triggers an operator alarm.
In the Mark IVa era, monitor data blocks are trans-
mitted from each subsystem to the DMC Subsystem. In
turn, the DMC Subsystem acts as a middleman and redis-
tributes monitor data to all of the subsystems. The data
contained in the monitor data block are individually ne-
gotiated in advance, in detail, down to the bit level. In an
MMS-based architecture, the data acquired through Vari-
able Read services to support DMC Subsystem displays re-
place the current monitor data blocks. The redistribution
of monitor data is supported with Variable Write services.
In addition, the careful application of direct subsystem-
to-subsystem Variable Read services would eliminate the
middleman function of the DMC Subsystem.
O. Prototype Performance
The performance of any computer system is highly de-
pendent on the specific implementation and is not a func-
tion of the protocol alone. Some of the factors that impact
system performance are
(1) Software architecture.
(2) Software implementation.
(3) Operating systems.
(4) Computer hardware.
(5) Communication medium.
(6) Supporting hardware.
The resource constraints for this research effort defined
the hardware and software options available for the proto-
type. The selection of the token bus LAN was one conse-
quence of the constraints. In addition, the effort did not
permit the acquisition of a token bus network analyzer,
the lack of which limited the range of performance tests.
Given these limitations, performance tests were developed
to provide a baseline for comparison with future imple-
mentations. These tests focus on the key services:
(1) Time required to establish a connection.
(2) File transfer data rates.
(3) Variable write data rates.
(3) Variable read data rates.
The average time required to establish a connection on
the prototype system ranged from 0.2 to 0.3 sec. This mea-
surement includes the time to build, transmit, and process
all four elements of the specified protocol shown in Fig. 6.
A direct comparison with the present system is difficult
because today's DSN is based on connectionless protocols.
However, the time required for an operator directive to be
acknowledged in the present system ranges from 1 to 3 sec.
The performance results of the MMS Obtain File ser-
vice are plotted in Fig. 9. These results indicate that rates
of 4500 bytes/see can easily be achieved. The difference
in the performance of the two computers (8 MHz versus
6 MHz) reflects not only the central processing unit (CPU)
performance but the difference in disk access speed of the
two computers. The average disk access speed for the Ev-
erex (8-MHz) computer was 19.9 msec while the IBM AT
(6-Mttz) computer disk access speed was 37.9 rnsec. The
Mark IVa support files range in size from 1000 to 80,000
bytes; the DMC Subsystem transmits these files at a rate
of 1800 bytes/see. Based on the prototype results, the
implementation of MMS File Management services would
double the present throughput performance.
The performance results for the Variable Access ser-
vices are plotted in Figs. 10 and 11, and reflect their sen-
sitivity to the CPU and memory speed of the prototype
computers. The data rates reported for the prototype tests
189
are for application data. The number of bytes transmitted
in an MMS message packet is a function of the specific
MMS service and the application data. For example, the
packet generated to write a single variable string of 1000
characters contains 1019 bytes. The packet generated to
write an array of 500 16-bit integers (1000 bytes of data)
contains 1948 bytes. The application layer data included
to support the processing of the packet accounts for the
difference in the packet size. (See Appendix B for a de-
tailed example of the MMS message formulation.) Arrays
of 16-bit integers, arrays of 32-bit floating point variables,
and a series of ASCII strings were created to generate tests
with packets of 4, 20, 200,464,732, and 1000 bytes of ap-
plication data.
Once viewed as unnecessary protocol overhead, the ap-
plication layer data perform a vital role in the communi-
cation process by defining all elements of the data packet.
The benefits are realized through application software that
is independent of the communication process. In the past,
protocol design was motivated by communication band-
width limitations. Today, modern LAN's have alleviated
many of the bandwidth limitations. The performance re-
sults obtained for MMS Variable Access services are typi-
cal for packet transfer protocols. Note that Variable Reads
and Writes of individual variables are less efficient than
Reads and Writes of large data structures and arrays.
Based on these results, an MMS-based Monitor and Con-
trol System should require subsystem VMD's designed to
use data structures and arrays whenever possible and ap-
propriate.
E. Intersubsystem Automation
One of the primary objectives of the prototype effort
was the exploration of subsystem-to-subsystem automa-
tion using MMS protocols. For this effort, the software for
the Advanced Power Meter was designed to operate in two
modes:
(1) In single measurement mode, the power meter per-
forms a simulated discrete system temperature mea-
surement.
(2) In continuous mode, the power meter performs re-
peated system temperature measurements.
Software was developed for the VLBI Subsystem con-
troller to establish a direct client-server relationship with
the power meter controller. Under the command of the
DMC Subsystem, the VLBI Subsystem can set the power
meter operating mode (see Fig. 12). In single measure-
ment mode, VLBI uses the MMS Variable Write service
to trigger the power meter to perform a single system
temperature measurement based on the contents of the
VLBI predict schedule. On completion of the measure-
ment, the power meter reports the results back to VLBI
using the MMS Information Report service. In continuous
mode, VLBI uses the MMS Variable Write service to set
the power meter to continuous sampling mode, and the
VLBI Subsystem performs an MMS Variable Read to ob-
tain the latest results based on its predict schedule. The
VLBI Subsystem and DMC Subsystem interfaces to the
power meter are identical. The establishment of this rela-
tionship was straightforward and simple to implement.
F. Commercial Monitor and Control Packages
One of the benefits of implementing systems based on
the standards is the availability of products designed to
operate with the standards. In the process control world,
there are a number of commercial products available for
factory automation. These products provide graphical
user interfaces for monitor and control, communication
services to process control devices, logging of real-time
performance data, operator alarm notification, and a va-
riety of other services. The products are table driven and
designed to be tailored and installed in any process con-
trol environment without software modifications. Several
companies which produce these products have developed
MMS interfaces to their systems. The U.S. Data product
FactoryLink is one example. The FactoryLink DOS prod-
uct (for IBM PC's) has been integrated in the prototype
to provide operator control and a graphical user interface
with time-ordered (trending) plots of real-time data [19].
G. Future Steps
The MMS prototype is the basis for a new Monitor and
Control System to be developed and installed at DSS 13
in 1992. This system will provide centralized monitor and
control for all of the core subsystems planned for the new
34-meter beam waveguide antenna. The DSS-13 effort will
provide an expanded test bed to examine other MMS ser-
vices such as
(1) Domain management.
(2) Semaphore management.
(3) Event management.
(4) Journal management.
Beyond the MMS effort, a full and complete evaluation
of FTAM services and protocols is necessary before FTAM
can be applied to centralized data recording at the DSN
stations.
190
VI. Conclusions
The DSN can adopt an OSI architecture and would
benefit from the application of OSI services and protocols
in several areas.
(1) OSI would provide the DSN with a set of interpro-
cessor communication standards that can be speci-
fied in all future implementations. Wide industrial
support for OSI will insure a selection of vendors
while providing compatibility with future implemen-
tations.
(2) The development costs for OSI products will be dis-
programmable logic controllers (PLC's) based on the OSI
MMS standards; other companies are developing MMS
servers to support commercial database products. Com-
mercial products are already available to provide monitor
and control systems for factories and their adaptation to
OSI services is under way.
The cost of transition to OSI may be equal to, or even
exceed, the cost of other networking solutions in the short
term. However, the federal policy to adopt OSI is based
on the long-term cost benefits (estimated by the National
Research Council at 30 to 80 percent of the implementa-
tion cost for new computer systems) [6]. OSI-based MMS
tributed over the worldwide market, reducing DSN
products have been introduced by companies such as Dig-
costs for network services. Manufacturers will corn-
pete to have highly reliable, high performance prod-
ucts at a relatively low price.
(3) The application of the MMS would provide the foun-
dation for increased automation of the DSN. MMS
establishes the client-server relationship and ser-
vices required to operate multiple computers oper-
ating as a single system.
(4) The application of FTAM services would provide the
basis for network file servers in the DSN. FTAM ser-
vices would be used to record data, play back data,
and transfer files more reliably.
(5) The application of standard OSI protocols estab-
lishes an internetworking system based on the ISO
8473 internetwork protocol. Commercial Wide Area
Network (WAN) bridges and touters would be em-
ployed to interconnect the distributed DSN facilities
at reduced investment. In addition, the utilization
of the ISO internetwork protocol would simplify the
exchange of data between agencies, particularly as
the international community moves to OSI.
(6) The application of OSI Network Management would
provide the services to control communication re-
sources, identify fault conditions, account for net-
work utilization, and insure full security in an open
system.
ital Equipment Corporation (DEC), International Busi-
ness Machines (IBM), Hewlett-Packard, and Motorola for
a wide range of computers, indicating industry's commit-
ment to the standards. The cost of software development,
test, and integration is thus distributed over their large
customer base. In addition, the MMS Standard has been
developed to meet the diverse demands of commercial in-
dustry and offers a spectrum of services that this research
has shown to be more than adequate to meet the DSN
requirements for DSCC monitor and control in the next
century. Moreover, the layered OSI architecture would
enhance the DSN's ability to cope with changing require-
ments and technologies.
In a broader sense, tile adoption of ISO protocols would
benefit the DSN by incorporating it into the world net-
working community. The Consultative Committee for
Space Data Systems [2] has adopted the OSI architec-
ture as the basis for international space data systems and
the ISO 8473 network protocol is a key component of
the CCSDS architecture. In addition, GOSIP requires
all federal procurement of networking services to employ
ISO protocols [1]. In response to GOSIP, the NASA Sci-
ence Internet (NSI) is making the transition to OSI and
NASCOM is planning a transition to OSI in the 1990s
[18]. 3 The adoption of an OSI architecture and the appli-
cation of OSI protocols is necessary to meet the demands
of DSN customers in a cost-effective manner.
New products based on the OSI services are already un-
der development. A number of companies are developing
3 R. Nitzen, personal communication, NASA Headquarters, Wash-
ington, DC, April 1990.
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Table 1. Subsystem lines of code supporting the Mark IVa Monitor
and Control System,
Subsystem Lines of code Percentage of code
for M&C
Monitor and Control 220,000 100
VLBI 107,152 40
Command 23,644 40
Telemetry 60,940 50
Radio Science 53,335 40
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Table2.ThefunctionalrequirementsforMarkIVaMonitorand Control (on the left) end the equivalent MMS
protocol services (on the right).
Mark IVa functional requirements MMS protocol services
Resource allocation Context Management
Supported with the distribution of Functional Address
Tables by Complex Monitor and Control. These tables
are used to identify subsystems engaged to support
specific station activities. All communications between
subsystems are based on addresses in these tables.
Supported with context (connection) management
services through the Application Reference Name.
Distribution of support data File Management
Support data are received by the DMC Subsystem
from the Network Operation Control Center and
redistributed to individual subsystems prior to a
station activity. Subsystems that require support data
must have software to accept and process support
data blocks distributed by the DMC Subsystem.
Support data files are transmitted to and from
the DMC Subsystem using the FTAM services
provided in the MMS specification: File Copy,
File Obtain, File Open, File Read, File Close.
Operator directives Variable Access
Operator directives to configure or control the sub-
systems are entered by an operator at DSCC Monitor
and Control (DMC) and processed into messages
which are transmitted to the appropriate subsystem
across the LAN. Subsystems process directive
messages received from DMC to perform the
requested functions.
Operator directives for subsystem configuration
and control are entered on the DMC Subsystem,
converted to the data required by the subsystem,
and MMS Variable Write services deliver the
data across the network to the subsystem.
Subsystem displays Variable Access
Subsystem health and performance information is
reported to the operator through subsystem displays.
Subsystem display data blocks are generated and
transmitted across the LAN by each subsystem on
request from an operator. The DMC Subsystem is
responsible for processing and presenting of sub-
system displays for the operator.
Subsystem data for health and performance are
obtained using MMS Variable Read services.
The data are presented to the operator
through graphical displays built by the
DMC Subsystem.
Events and Alarms Variable Access
Subsystem Event and Alarm conditions axe generated Subsystem Event or Alarm conditions are
and reported to DMC. The DMC Subsystem reported to the DMC Subsystem using the MMS
processes Event messages, displays the messages to Information Report service. MMS Journal
the operator and logs the messages to an archive file. services log Events and Alarms to an archive file.
Monitor data Variable Access
Monitor data are transmitted by each active sub-
system to DMC based on negotiated interface agree-
ments. In addition, the DMC Subsystem redistributes
monitor data to all of the subsystems based on the
negotiated interface agreements.
Monitor data are obtained using the MMS
Variable Read services. The redistribution of
monitor data is accomplished with MMS
Variable Write services.
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Table3.ThecomputerhardwareusedfortheprototypeIslistedwithIts
NortonPerformanceIndex[20],
Central Norton
Clock speed, PerformanceSubsystem Computer processing MHz
unit Index
Link Monitor BiLink 386 80386 20 23.0
and Control (LMC)
Very Long
Baseline Interferometry
(VLBI)
EVerex 1800 80286 8 7.7
Advanced Power IBM AT 80286 8 5.7
Meter (APM)
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I REAL-TIME DATA ACQUISITION
APPLICATION
I t I I I I
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MANAGEMENT MESSAGES RESOLUTION DATA FOR JPL
I !
MONITOR
AND
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MANAGEMENT MESSAGE
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SPACECRAFT
DATA FOR
RECORDING! !
ACCESS AND HANDLING
MANAGEMENT SERVICE
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SERVICES
REAL-TIME
DATA
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IPRESENTATION [ ISO8823CONNECTION-ORIENTED ] I ISO9576CONNECTIONLESS I I
ISESSION [ ISO&327CONNECTK_N_3RIENTED] I ISO9548CONNECTIONLESS I I
ITRANSPORT [ ISOS073CONNECTION"DRIENTED I I ISO8602CONNECTIONLESS I ]
I ISO 8473 - INTERNETWORK PROTOCOL I
DATA-LINK
PHYSICAL
Fig. 2. An Open Systems Interconnectlon architecture will access communication services through application entitles.
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Fig. 3. A schematic representation of the Mark IVa monitor and control architecture, which requires software on
each subsystem to support monitor and control.
OSI-BASED MONITOR AND CONTROL SYSTEM
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Fig. 4. A schematic representatlon of an OSl-based monitor and control srchlteclure, whlch employs MMS to
support all monitor and control functions.
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Fig. 5. The OSI monitor and control prototype consists of three subsystems, Link Monitor
and Control, VLBI, and the Advanced Power Meter.
CLIENT LAN SERVE__R
ESTABLISH A CONNECTION
mv-lnit0_m' I _t. 1_ u_mllp_a_assoc_lnd0
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WRITE A VARIABLE
mv_wrlte_resP0
u_rnv_write_conf 0
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mv_read_resPO
u-mv"read-c°nf0 "="l I
Fig. 6. The protocol exchange between client and
server Is shown for Context Management and
Variable Access services as specified in the MMS
Standard.
CLIENT SERVERLA_.__N
m _,ob,a,nO:,:u_fopen_ind0mp_fopen_resp 0
u_fread_ind0 _
mp_fread_.resp 0 _t. _
ujclose_indO _J
mp_fclose_respO '_'[
u_ pjobt,,nco,tO--/
u_fobtain_indO
rnp_fopenO
u mp_fopen conf 0
_rnp_freadO
•--_ u_mp fread_confO
_---mp_fclose 0
_,, u_mp fcopy..oonfO
mp_fobtain_resPO
Fig. 7. The File Transfer, Access and Management
protocol exchange for the Obtain File service Is
outlined above as specified in the MMS Standard.
CLIEN__T LAIN SERVER
my_into report 0
u_mv_wdte_ind0 _--,
./
Fig. 8. The protocol exchange for the Informa-
tion Report service as specified In the MMS
Standard.
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Fig. 9. The performance of the MMS Obtain File service in
the prototype environment.
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Fig. 10. The performance of the MMS Variable Write service In
the prototype environment tor appllcatlon data in bytes/sec.
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Fig. 11. The performance of the MMS Variable Read service in
the prototype environment for appllcatlon data In byteslsec.
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Fig, 12. The client-server relations for automation of the Advanced Power Meter in the
prototype Monitor and Control Subsystem,
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Appendix A
List of MMS Protocol Services
I. Connection Services
Initiate
Conclude
Cancel
Abort
II. VMD Support Services
Status
Unsolicited Status
GetNameList
Identify
Rename
GetCapabilityList
II!. Domain Management Services
InitiateDownSequence
DownloadSegment
TerminateDownSequence
Initiate UploadSequence
UploadSegment
TerminateUploadSequence
Request Domain Download
RequestDomainUpload
LoadDomainContent
StoreDomainContent
DeleteDomain
GetDomainAttributes
IV. Program Invocation Management
Services
CreateProgramInvocation
DeleteProgramInvocation
Start
Stop
Resume
Reset
Kill
GetProgramInvocationAttributes
V. Variable Access Services
Read
Write
InformationRepor t
GetVariableAccessAttributes
DefineNamedVariable
DefineScatteredAccess
GetScatteredAccessAttributes
DeleteVariableAccess
DefineNamed VariableList
GetNamedVariableListAttributes
DeleteN amedVariableList
DefineNamedType
GetNamedTypeAttributes
DeleteNamedType
VI. Semaphore Management Services
TakeControl
RelinquishControl
DefineSemaphore
DeleteSemaphore
ReportSemaphoreStatus
Repor tPoolSemaphoreStatus
ReportSemaphoreEntryStatus
AttachToSemaphoreModifier
Vii. Operator Communication Services
Input
Output
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VIII. Event Management Services
DefineEventCondition
DeleteEventCondition
GetEventConditionAttributes
ReportEventConditionStatus
AlterEventConditionMonitoring
TriggerEvent
DefineEventAction
DeleteEventAction
GetEventActionAttributes
ReportEventActionStatus
DefineEventEnrollment
DeleteEvent Enrollment
GetEvent EnrollmentAttributcs
ReportEventEnrollmentStatus
AlterEventEnrollment
EventNotification
AcknowledgeEvent En rollment
GetAlarmSummary
GetAlarmEnrollmentSummary
At tachToEventConditionModifier
IX. Journal Management Services
Read Journal
Write Journal
Initialize Journal
ReportJournalStatus
Create Journal
Delete Journal
X. File Management Services
ObtainFile
FileOpen
FileRead
FileClose
FileRename
FileDelete
FileDirectory
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Appendix B
MMS Message Formulation
The precise formulation of an MMS message is dependent on the
service and defined in the standard specification. The
construction and interpretation of MMS messages in the prototype
were performed by commercial MMS software, and detailed knowledge
of the process is not required to employ the protocol. However, a
brief examination of how one MMS message is defined and constructed
will yield insight into the complexity and versatility of the
protocol.
The process for the MMS Variable Write service begins with an MMS
protocol data unit (PDU):
MMSpdu :: (
confirmed-RequestPDU [0]
confirmed-ResponsePDU [1]
confirmed-ErrorPOU [2]
unconfirmed-PDU [3]
rejectPDU [4]
cancet-Request-PDU [5]
cancet-Response-PDU [6]
cancel-ErrorPDU [7]
initiate-RequestPDU [8]
in{tiate-ResponsePDU [9]
initiate-ErrorPOU [10]
conclude-RequestPDU [11]
conctude-ResponsePDU [12]
conctude-ErrorPDU [13]
IMPLICIT Confirmed-RecluestPDU ,
IMPLICIT Confirmed-ResponsePDU,
IMPLICIT Confirmed-ErrorPDU,
IMPLICIT Unconfirmed-PDU,
IMPLICIT RejectPDU,
IMPLICIT Cancet-RequestPDU,
IMPLICIT Cancel-ResponsePDU,
IMPLICIT. Cancet-ErrorPDU,
IMPLICIT Initiate-RequestPDU,
IMPLICIT Initiate-ResponsePDU,
IMPLICIT Initiate-ErrorPOU,
IMPLICIT Conclude-RequestPDU,
IMPLICIT ......Conctude-ResponsePDU,
IMPLICIT Conctude-ErrorPDU
The confirmed-RequestPDU follows with the Write-Request:
Confirmed-RequestPDU ::= SEQUENCE (
invokeiD Unsigned52,
tistOfModifier SEQUENCE OF Modifier
ConfirmedServiceRequest,
[79] CS-Request-Detai[ OPTIONAL
-- shaLL not be transmitted if vatue
)
OPTIONAL,
is NULL
Write-Request ::= SEQUENCE
variabteAccessSpecification
[istOfData
)
Variab[eAccessSpecification,
[0] IMPLICIT SEQUENCE OF DATA
2O5
The variable access specification and the data follow:
VariableAccessSpecification :: CHOICE (
[istOfVariabte [0] IMPLICIT SEQUENCE OF SEQUENCE
variableSpecification VariabteSpecification,
alternateAccess [5] IMPLICIT AtternateAccess
),
variabIeListName [I] ObjectName
)
OPTIONAL
Each variable name, address and description is included in the PDU:
VariabteSpecification ::= CHOICE (
name [0] ObjectName,
address [1] Address,
variab[eOescription [2] IMPLICIT
address Address,
typeSpecification TypeSpecification
),
scatteredAccessDescription [3] IMPLICIT
invatidated [4] IMPLICIT
}
SEQUENCE (
ScatteredAccessDescription,
NULL
The name is presented in the form of ObjectName:
ObjectName ::= CHOICE (
vmd-specific [0] IMPLICIT Identifier,
domain-specific [1] IMPLICIT SEQUENCE
domainlD Identifier,
itemlD Identifier
),
aa-specific [2] IMPLICIT Identifier
)
The address parameter is presented in the form of Address:
Address ::= CHOICE {
numericAddress [0] IMPLICIT
symbolicAddress [I] IMPLICIT
unconstrainedAddress [2] IMPLICIT
}
Unsigned32,
VisibleString,
OCTET STRING
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And the type specification takes the following form:
TypeSpecificatfon ::= CHOICE (
typeName [0] ObjectName,
array [1] IMPLICIT SEQUENCE (
packed [0] IMPLICIT BOOLEAN
numberOfE[ement [1] IMPLICIT Unsign]2,
etementType [2] TypeSpacification
),
structure [2] IMPLICIT SEQUENCE (
packed
components
componentName
componentType
)
),
-- Simpte
boolean
bit-string
integer
unsigned
floating-point
format-width
DEFAULT FALSE,
exponent- width
),
tea [
base
exponent
mant i ssa
octet-string
visibLe-string
genera t i zed- t ime
binary- time
bed
}
[0] IMPLICIT BOOLEAN DEFAULT FALSE,
[1] IMPLICIT SEQUENCE OF SEQUENCE {
[0] IMPLICIT Identifier OPTIONAL,
[1] TypoSpecification
[3] IMPLICIt NULL, -- BOOLEAN
[4] IMPLICIT Integer32, -- 81T-STRING
[5] IMPLICIT UnsignedB, -- INTEGER
[6] IMPLICIT UnsignedB, -- UNSIGNED
[7] IMPLICIT SEQUENCE {
UnsignedB, -- number of bits in
-- fraction plus sign
Unsigned8 -- size of exponent
[8] IMPLICIT SEQUENCE (
[0] IMPLICIT INTEGER(2_10),
[I] IMPLICIT INTEGER, -- max number
[2] IMPLICIT INTEGER -- max number
[9] IMPLICIT Integer32,
[10] IMPLICIT Integer32,
[111 IMPLICIT NULL,
[12] IMPLICIT BOOLEAN,
[13] IMPLICIT Unsigned8
in bits
of octets
of octets
-- OCTET-STRING
-- VISIBLE-STRING
-- GENERALIZEDTIME
-- BINARY-TIME
-- BCD
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Finally, the data are specified:
Data ::= CHOICE (
-- context tag 0 is reserved for AccessResutt
array [1] IMPLICIT SEQUENCE OF Data,
structure [2] IMPLICIT SEQUENCE OF Data,
boolean [3] IMPLICIT BOOLEAN,
bit-string [4] IMPLICIT BIT STRING,
integer [5] IMPLICIT INTEGER,
unsigned [6] IMPLICIT INTEGER,
array [7] IMPLICIT FloatingPoint,
real [8] IMPLICIT REAL,
octet-string [9] IMPLICIT OCTET STRING,
visibLe-string [10] IMPLICIT V_sibteString,
generaLized-time [11] IMPLICIT GeneratizedTime,
binary-timd [12] IMPLICIT TimeOfDay,
I:x:d [13] IMPLICIT INTEGER,
booleard_rray [14] IMPLICIT BIT STRING
}
Once formulated into a PDU, the message is encoded in Abstract
Syntax Notation One (ASN.I), then passed to the presentation layer
and down through the lower layers of the protocol stack. At each
step along the way, a protocol data unit is added by each layer
until the entire message is formulated and transmitted on the
physical network.
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DSS-13 26-Meter Antenna Upgraded Radiometer System
C. T. Stelzried
TDA TechnologyDevelopment
L. Skjerve
TrackingSystemsand ApplicationsSection
G. Bury
TDA Mission Support and DSN Opeations
The DSS-13 26-m antenna radiometer system has been upgraded with an IBM-
compatible computer-controlled configuration with improved supporting hardware
and software. Software has been generated to analyze results and correct for an-
tenna mispointing, tropospheric loss, and other observing errors. This total power
radiometer configuration provides a prototype for the new DSS-I3 34-m antenna.
The radiometer system is described in terms of the theory, instrumentation hard-
ware, computer configuration, and operational features and performance. The sys-
tem is used to obtain antenna effciency and pointing model data and is useful
for radio source calibrations required for radio astronomy. Some recent results are
given.
I. Introduction
The highly productive DSS-13 26-m antenna radiome-
ter system constructed by P. D. Batelaan et al. [1] more
than 20 years ago became increasingly difficult to main-
tain due to a lack of replacement parts. This system
has been replaced with an IBM-compatible computer-"
controlled configuration and improved supporting hard-
ware and software. New calibration techniques provide
increased measurement accuracy. This configuration is
a prototype for the new DSS-13 34-m antenna radiome-
ter system. The radiometer system improvements are de-
scribed ill terms of the theory, instrumentation hardware,
computer configuration, and operational features and per-
formance. Noise temperature measurement errors in a nil-
crowave radiometer system due to receiver nonlinearities
are small when a well-designed system is maintained and
operated within the design range of amplifier signal levels.
Nevertheless, it is necessary to quantify residual measure-
ment errors and provide corrections when precision mea-
surements are desired. Comparisons of the measured sys-
tem noise temperature with different, input, signal levels
obtained by switching between the antenna and ambient
load are used to verify system ]inearity and t,o correct for
system nonlinearity [2].
Radiometer development from 1987 to 1992 for the
DSS-13 26-m antenna at, both S-band (2.295 Gllz) and
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X-band (8.420 Gttz) 1,2,a,4 includes calibration methods
and performance verification of the radiometer as used
in the total power (TP) mode of operation using a sin-
gle noise diode (ND). The radiometer system is useful for
antenna efficiency and pointing offset measurements and
radio source calibrations required for radio astronomy ap-
plications.
With proper receiver-amplifier signal levels and a
power-meter detector, the linearity correction is very
small. The power-meter output reading is highly linear
with input power level, especially as compared with the
square-law diode detectors designed in the 1970s. Using an
ND at the receiver front end for determining system linear-
ity is very useful for station equipment setup and perfor-
mance monitoring. The measurements are all made from
the control room for the operator's convenience. With
good linearity, only verification but not correction for non-
linearity is necessary. This is usually not the case with
presently available diode detectors, which, for accurate re-
suits, require correction for nonlinearity.
!1. Total Power Radiometer System
Figure 1 is tile DSS-13 26-m antenna block diagram for
the antenna and control room; it shows the radiometer in
the TP configuration. Simultaneous S- and X-band low-
noise amplifiers are available with matching IF distribution
amplifiers and power-meter detectors. The present two-
channel radiometer system configuration is switchable for
two S-band, two X-band, or one S-band and one X-band
TP channels. The IBM PC system and microwave inter-
face have been described previously, s Radiometer calibra-
tion is obtained by switching the low-noise amplifier input
into the microwave ambient termination and recording the
power-meter levels with the ND on or off.
Figure 2 shows measurements of system noise tempera-
ture on the antenna (Top) using the DSS-13 26-m antenna
S-band system in the radiometer TP configuration. The
1 C. T. Stelzried, DSS-13 Radiometer System Status and Perfor-
mance, JPL D-9291 (internal document), Jet Propulsion Labora-
tory, Pasadena, California, January 1990.
2 C. T. Stelzried, Microwave Radiometers, JPL D-9295 (internal
document), Jet Propulsion Laboratory, Pasadena, California, Au-
gust 1990.
3 L. J. Skjerve, Preliminary Documentation for DSS-13 Radiometer
Program, JPL D-9292 (internal document), Jet Propulsion Labo-
ratory, Pasadena, California, January 1990.
4 G. Bury, DSS-13 Block Diagram, JPL D-9300 (internal document),
Jet Propulsion Laboratory, Pasadena, California, January 1990.
5L. J. SkjerveiDSS-l$ t_-m Antenna Radiometer Upgrade, JPL
D-9525 (internal document), Jet Propulsion Laboratory, Pasadena,
California, March 1992.
left side of Fig. 2 compares the uncorrected results of the
diode detector with those of tile power-meter. The right
side compares the same data after corrections were applied
for system nonlinearity. The agreement in Top after cor-
rection is consistent with the nonlinear performance of the
diode detector and the capability of the calibration tech-
nique to correct for nonlinearity. The power-meter detec-
tor is best used with strong and medium strength sources
where accuracy is more important than minimum measure-
ment resolution. The diode detector may be optimum for
measurement resolution with some loss of accuracy associ-
ated with higher nonlinearity errors. Further performance
testing will be required to compare the various combina-
tions of S-and X-band anaplifiers, TP and noise-adding ra-
diometer (NAR) modes of operation, and power-meter and
diode detectors. This comparison is needed to optimize
the configuration for a particular measurement require-
ment. However, for most applications, the performance of
the TP mode with a power-meter detector is satisfactory
and justified by the configuration's simplicity.
The linearity correction factor for a power-meter config-
uration with proper amplifier level settings in the receiver
system is typically less than 1 percent. For a well-designed
system using the power-meter detector, the correction is
unnecessary for most applications.
An example follows of the TP radiometer stability per-
formance at the present stage of development. For De-
cember 14, 1989, data taken during radio source boresight
observations, a measurement resolution of 0.006 K was
obtained. 6 The radiometer parameters for these observa-
tions were Top = 27.5 K and B (bandwidth) = 19.2 Mhz,
with a measurement time of 5 sec; these parameters re-
suited in a theoretical measurement resolution of 0.003 K.
Therefore, such parameters as computer dead time, system
gain instability, changing tropospheric effects, and radio-
frequency interference reduce radiometer performance by
about a factor of 2 for this example.
Future increased computer speed is expected to im-
prove radiometer resolution performance by the reduction
of dead time.
III. Radiometer Calibration Sequences
In addition to preobserving calibrations for the ra-
diometer, shorter calibrations using the same data se-
quence as the precalibrations are performed during the
6 Stelzreid, DSS-13 Radiometer System Status and Performance,
loc. tit.
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observing session. 7 These calibrations are called minicals
and are used to correct for the amplifier gain changes as-
sociated with TP operation and in effect provide a slow
Dicke-like switching radiometer mode of operation.
IV. Antenna Efficiency
Antenna efficiency in the DSN is defined with the at-
mosphere removed. The 5-point antenna boresight cali-
bration data method s is used to obtain radio source noise
temperatures corrected for antenna mispointing.
The radio source noise temperatures for a 100-percent
efficient antenna are evaluated from the source flux and
angular size data. 9 The ratio of measured to known radio
source noise temperature defines antenna efficiency. As a
function of elevation angle, EL, the antenna efficiency is
represented by a second-order fit,
EFF = CO + CI x EL + C2 x EL _ (i)
For the DSS-13 26-m antenna, the 1991 results are given
by
CO = 0.56398, ]
C1 = 0.0003018, / S-band
C2 = -0.00000417
CO = 0.42120, ]
CI = 0.0006582, / X-band
C2 = -0.00001867
for 2.295 GHz (S-band) and 8.420 GHz (X-band), respec-
tively. These represent maximum efficiencies of 0.569 at a
36.2-deg elevation angle and 0.427 at a 17.6-deg elevation
angle for the S- and X-bands, respectively. Determina-
tion of these coefficients representing the change in effi-
ciency with elevation angle is required to correct for the
difference in elevation angle between the calibrators and
unknown radio sources.
As discussed, it is necessary to correct for the radio
source angular size relative to the antenna beamwidth. For
7 Ibid.
8 Ibid., Appendix C.
9 M. Klein and A. Freiley, DSN Radio Source List ]or Antenna Cal-
ibration, JPL D-3801, Rev. B (internal document), Jet Propulsion
Laboratory, Pasadena, California, September 25, 1987.
precise calibrations, a further complication arises if the
antenna beamwidth is a function of the elevation angle, as
shown in Fig. 3.
V. Radio Source Calibrations
Antenna efficiency measurements depend on assumed
known radio source fluxes. The radiometer system is
also used to measure unknown sources, usually relative
to known sources.
An observing program is currently underway to monitor
S- and X-band flux of the radio source 1830-211.1° Fig-
ure 4 shows a station observation log for 1991 DOY 352
data appropriate for 5-point on-off radio source data. The
calibration data and observing sequence are computer con-
trolled. This control includes antenna pointing, microwave
switch control, and data collection. Data are alternately
collected for the 1830-211 unknown source and calibrator
known sources. A BASIC computer program compiled for
use with IBM-compatible office computers and designated
TPANxxxx (xxxx is currently version 0128) 11 is used to
analyze the data. Figure 5 shows a printout of data file
06 for calibrator source 3C274 for DOY 352. Two data se-
quences, passes 1 and 2 for both X-band (IF1) and S-band
(IF2), show the results of the analyzed observing data of
the radio source temperature corrected for pointing off-
sets, atmospheric attenuation, antenna gain change with
elevation, and source size.
The S- and X-band data are taken simultaneously with
the radiometer system. The antenna pointing angular off-
sets for the 5-point data sequence are optimized for X-
band, which has the narrowest beamwidth. The 5-point
data sequence consists of an on-source measurement and
off-source measurements with antenna angular offsets of
4-0.5 X-band beamwidths and +2.5 S-band beamwidths.
The pointing offset is determined from the X-band data.
The efficiency correction for the antenna pointing offset
is applied directly for X-band and scaled by beamwidth
for S-band. The S- and X-band beams are assumed to be
coaligned.
Figure 6 shows the radiometer linearity and gain change
as obtained from the minicals. The radiometer gain con-
stants are updated after each minical, as the radiometer is
presently operated. The gain correction is assumed to be
10M. Klein, personal corrtmunlce, tion, Space Physics _.nd Astro-
physics Section, Jet Propulsion Laboratory, Pasadena, California,
November 1991.
la Skjerve, loc. cit.
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tile difference between the most recent minical and that
computed from the curve fit at the time of the observa-
tion. Figure 7 shows a summary of the observations for X-
band (IF1 = 12-MHz bandwidth). Some of the bad data
are removed automatically by the computer (according to
default criteria, such as pointing offsets, which result in
greater than 15-percent correction to the source temper-
ature) and further manually by the experimenter during
postprocessing. For file 06, pass 1, X-band (IF1), the cor-
rections modify the uncorrected on-off source temperature
for 3C274 from 3.701 to 4.105 K. Figures 8 and 9 show
the S- and X-band corrected fluxes measured during 1991
using this analysis. The standard deviations of the data
relative to the straight-line fit are 0.28 and 0.20 flux units
for the S- and X-bands, respectively.
Greater numbers of observed incidents of radio interfer-
ence at S-band compared with those at X-band at DSS 13
are assumed to account for the higher S-band standard
deviations. The high-electron mobility transfer (IIEMT)
amplifiers have gigahertz bandwidths with no filtering on
their input. S- and X-band filtering at tile input to tile
low-noise amplifiers will be provided in the future to re-
duce this effect.
Computer program TPAN0128 generates data files for
all the raw and computed data. These files are further
analyzed by the experimenter to provide the final scientific
result.
VI. Conclusion
The TP radiometer mode of operation with the power-
meter detector provides excellent measurement resolution
and accuracy with a simple configuration. The TP mode
utilizes modern stable amplifiers. Periodic radiometer cal-
ibrations during tlle observing period are used to remove
long-term gain drifts. These minicals are used during post-
data analysis for correcting the results. Tile NAR config-
uration is more complicated but should improve perfor-
mance with amplifier gain changes.
Tile DSS-13 26-m antenna TP radiometer configuration
continues to be upgraded. This system has been demon-
strated during 1991 and continues operating in 1992 for
engineering and science observations. Sample results ob-
tained from the analysis program TPAN0128 are shown in
Figs. 5, 7, 8, and 9.
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Fig. 4. DSS-13 26-m antenna observation log for 1991 DOY 352 (transcribed).
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Sequential Design of a Linear Quadratic Controller
for the Deep Space Network Antennas
W. Gawronski
Ground Antennas and Facilities EngineeringSection
A new linear quadratic controller design procedure is proposed for the
NASA/JPL Deep Space Network antennas. The antenna model is divided into
a tracking subsystem and a flexible subsystem. Controllers for the flexible and
tracking parts are designed separately by adjusting the performance index weights.
Ad hoc weights are chosen for the tracking part of the controller and the weights of
the flexible part are adjusted. Next, the gains of the tracking part are determined,
followed by the flexible controller final tune-up. In addition, the controller for the
flexible part is designed separately for each mode; thus the design procedure con-
sists of weight adjustment for small-size subsystems. Since the controller gains are
obtained by adjusting the performance index weights, determination of the weight
effect on system performance is a crucial task. A method of determining this effect
that allows an on-line improvement of the tracking performance is presented in this
article. The procedure is illustrated with the control system design for the DSS-13
antenna.
I. Introduction
A linear quadratic (LQ) controller design procedure for
the Deep Space Network (DSN) antennas is presented. A1-
varez and Nickerson [1] have used the LQ approach for
controller design of the DSS-14 antenna. In the Alvarez
and Nickerson approach, the gearbox flexible mode was in-
eluded in the rigid-body model of the antenna. In recently
designed antenna structures (such as the DSS-13 antenna),
significant flexible deformations are observed during track-
ing operations. The antenna rate-loop model described in
[2] consists of 21 flexible modes up to 10 tlz. Controllers for
these antennas should suppress flexible motion while fol-
lowing the tracking command. The method presented in
this article allows the design of a controller with a flexible
motion suppression capability through sequential adjust-
ment of the weights of the LQ performance index.
An LQ controller is optimal in the sense of minimiza-
tion of the performance index. The tracking performance
requirements are reflected in the definition of the perfor-
mance index through proper adjustment of weights. In-
deed, the closed-loop system performance depends heavily
on the choice of the weighting matrix, as illustrated with
t|le DSS-13 antenna in Fig. 1. In case 1, the weight 10 for
the integral of the antenna position, the weight 1 for the
position itself, and the weight 0 for the flexible modes have
been chosen. The antenna performance, characterized in
this case by its step response in Fig. 1 (solid line), shows
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excessive flexible motion. In case 2, the weights are the
same as those in the previous case, but the weights of the
flexible modes are now set equal to 0.001. The closed-loop
antenna performance ill Fig. 1 (dashed line) shows a sig-
nificant deterioration of the antenna trazking capabilities.
The procedure presented in [1], as well as other proce-
dures frequently used in antenna design [3], separates con-
troller design for the elevation and azimuth drives. This
approach, effective for slow and/or rigid antennas, can-
not be justified for fast and/or flexible antennas. In the
latter case, the flexible properties of the full antenna sig-
nificantly differ from the properties of the elevation-only or
azimuth-only model of the antenna; thus the separate de-
sign of controllers for elevation and azimuth drives would
result in system instability. For flexible antennas, there
is a quasi-separation of the flexible and tracking motions.
This property is used to simplify the controller design pro-
cedure. A controller for tile flexible part is designed first,
followed by a controller for tile tracking part, with addi-
tional corrections of the controller for the flexible part.
Tile design of tile controller for the flexible part is of a
sequential nature as well: a controller for each mode is
designed separately. The design consists of weight adjust-
ment; it is crucial, therefore, to accurately determine the
effect of weight on system performance. The analysis of
the impact of weight on system performance is presented
in this article. It allows on-line improvement of the track-
ing performance. The procedure is illustrated with the
control system design of the DSS-13 antenna.
II. Properties of a Generic DSN Antenna
Model
Ill this section, study of the properties of an open-loop
model (called also a rate-loop model) of a generic Deep
Space Network antenna is based on the DSS-13 antenna
model. This antenna represents the new generation of
34-meter-diameter antennas. Dynamics of these antennas
include non-negligible flexible motion [2], which must be
taken into account while designing the tracking controller.
The balanced state-space representation (Av, Bp, Cp) of
the DSS-13 antenna is derived in [2]. Its rate command
input is denoted uT - [upe upa], where upe and upa are
elevation and azimuth rate commands, respectively, and
output is denoted yT _ [Ype Ypa], where Ype and Ypa are
elevation and azimuth angles. The state vector xp includes
integrator states z_ = [xle xia] T in elevation and azimuth
(rate inputs and position outputs indicate the presence of
integrators), and flexible coordinates x! of dimension n];
thus,
T [xi xT] (la)Xp
The respective state triple is obtained:
0] r.,,1Ap = AS ' Bp = tBps j , Cp = [Cp, C.S] (lb)
where 0 denotes a zero matrix of proper dimensions.
The matrix Cp, which describes a relationship between
the balanced states of the rate-loop model and the eleva-
tion and azimuth angles, is small, typically IICpN < l0 -3
(here and later N " II denotes a Euclidean norm). This
means that the outputs of the rate-loop system (position
angles of the antenna) are much smaller than its states.
This property is used later in the controller design proce-
dure.
For controller design purposes, the position angles of
the antenna yp are required to be the first states in the
state-space representation. Thus the state zp is trans-
formed accordingly, so that the new state is
"Tpn
Since yp = Cpxp, one obtains the transformation P such
that xp,_ = Pxp, where
c_
s,.,.sJ (3)
and C, = [0 L,..S] (L,,.y is an identity matrix of dimension
nl). The new state-space representation (Aa, Ba, Ca) is
obtained:
where
(A,,,B,,C,,) = (PApP-1,PBp,Cpp -') (4)
o,, = [s o], B,, = C,,Bp (5)
Additionally, for the controller design purposes, the
plant is augmented with the state variables Yi = [Yie, Yia] T
--an integral of the elevation and azimuth position [1,2].
Thus, by defining the state vector z as
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= [d xll (6)
where z, = [yT yT]T, one obtains finally the rate-loop
representation (A, B, C):
A= A,,]A,"= c;,c,0, (Ta,
where
[02,2]A,,=[o ]A_= 02 02 ' CpIA I
[0]B,= CpBp ' C,=[02 I2]
(7b)
The rate-loop representation in Eq. (7a) is shown in
Fig. 2, where the flexible and tracking parts are distin-
guished. In this representation, Be is small in comparison where
with l?I (typically I[Bt [[ / [[B I [[ < 10 -6. Also A,! is small
in comparison with A, and AI (typically ]] A,/I ] < 10 -3,
HAIl[ > 10, and [[g,][ = 1). Both properties are the result
of a small value of [[ Cp [[, shown earlier. Thus, the states
of the tracking part are much weaker than the states of the
flexible part. The strong and weak signal flows are shown
in Fig. 2. The strong states of the flexible subsystem and
the weak states of the tracking subsystem are shown in
Fig. 3, which presents the transfer function plots of the
rate-loop systems due to elevation rate command. This
property is a foundation of the control design strategy de-
scribed below.
III. Quasi-Separation of the Flexible and
Tracking Subsystems
In the LQ design, the feedback u = -Ks is determined
such that the performance index J,
/7j = (_rQ_ + urnu) dt (8)
is minimal. The minimum of J is obtained for the gain
K -" R-1BTS, where S is a solution of the Riccati equa-
tion [4]:
ATS + SA - SBR-IBTS + Q = 0 (9)
In the above equations, R is a positive definite input weight
matrix, while Q is a positive semldefinite state weight ma-
trix. It is assumed that R -" pI, since both inputs (ele-
vation and azimuth commands) are of equal importance.
The further assumption that p - 1 is made without loss of
generality. Divide S and K into parts related to the triple
(A, B, C) in Eq. (7a):
s= [ff_ &I]Sl j, If = [K, KI] (10)
so that Eq. (9) can be written as follows:
A_S_ +StA, -S,B, BTS, + Q, -Aq = 0 (lla)
ATS,I + SqAj + S, At] - KTKI = 0 (llb)
A_S I + SIA l + SIBIB_S ! + QI - A I, = 0 (11c)
T T
K, = BT s, + B I S,! (12a)
*el= BTS,I + BfSl (12b)
= s,s, BTs, + S,jBIK, (12c)
A l, = AbSq.+ S_A, I - S_B,K!
+ &B_B[S,_ 02d)
Taking a closer look at Eqs. (12), one can notice that
there exist weights Q_ and Q! such that the gain K I de-
pends on the flexible subsystem only. Namely, for a large
enough matrix QI, such that ]IQIII :>_ ]lAD II, the solution
S! of Eq. (llc) is independent of the tracking subsystem,
and for small matrix Q, one obtains []BTS, IH << ]]B_SI[ ].
In terms of Eq. (12b), the latter inequality means that the
gain KI depends only on the flexible subsystem. However,
due to the weak--strong relationship between flexible and
tracking subsystems, the situation is not quite symmetric:
There are no Q_ and Q! such that the gain Kt depends
only on the tracking subsystem. To understand this, note
that the term small has a different meaning for Q! and Q,.
Magnitudes of a small matrix Q! and a small matrix Qt
are of a different order, namely Q! is small if ]IQI]] < 10-T
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and Q, is small if H Q, Jl< 1. Therefore, increasing Q, to
obtain HQtJj >> ]JAtlJ], one obtains IlBfSt/J[ and [IBTs, II
of the same magnitude. According to Eq. (12a), the lat-
ter fact means that the gain Kt depends on the flexible
subsystem as well as on the tracking subsystem, and the
solution St of Eq. (lla) is dependent on the flexible sub-
system. This property can be validated by observation of
the closed-loop transfer functions for different weights as
shown in Fig. 4. It follows from the plots that the varia-
tions of QI changed the properties of the flexible subsys-
tem only, while the variations of Qt changed the properties
of both subsystems.
The independence of the flexible subsystem gains from
the tracking subsystem properties is a consequence of small
values of Bt, Atl, and Qt. However, it is required that the
weight Q, be large enough to achieve the required pointing
performance. But the increase of Qt causes the increasing
dependency of the flexible subsystem gains on the tracking
subsystem. This phenomenon in controller design changes
the above independence into a quasi-independence (con-
ditional independence). This property results in a sepa-
ration of the flexible and tracking parts in the first stage
of controller design. Thus the design consists of initial
determination of the controller gains of the flexible sub-
system followed by adjustment of weights of the tracking
subsystem and a final tuning of the flexible weights.
IV. Properties of the LQ Controller for
Flexible Structures
Tile properties of an LQ controller for a flexible sub-
system are discussed in this section. In this application,
a linear system with distinct complex conjugate pairs of
poles and small real parts of the poles is considered a flex-
ible structure. In the following, a balanced state-space
representation of a flexible structure is discussed. The
balanced representation of flexible structures is close (but
not identical) to a modal one [5,6,7]. For LQ synthesis
purposes, a balanced rather than modal representation is
recommended since the balanced reduction (necessary in
controller design) yields more accurate results than the
modal reduction, especially for closely spaced poles [8].
Since the LQ controller for the flexible subsystem is
determined separately from the tracking subsystem, in
this section only the flexible subsystem is considered. Its
state-space representation (A, B, C) is controllable and ob-
servable (the subscript f is dropped in this section for
simplicity of notation), and its controllability (We) and
observability (Wo) grammians are equal and diagonal,
W_ = Wo = I', where F is a positive definite diagonal
matrix that satisfies the following Lyapunov equations:
AF+FA T +BB T=O, ATF+FA+CTc=o (13)
For a balanced flexible system with n components (or 2n
states), the balanced grammian has the following form:
I" _ diag(71,71,72,72,... ,%,%) (14)
and the matrix A is almost block diagonal [6,7], with dom-
inant 2 × 2 blocks on the main diagonal:
A _ diag(Ai), Ai = [ -_iwi -wi ][ wi -_iwi , i= 1,...,n (15)
where wi is the ith natural frequency of the structure and
(i is the ith modal damping. The combination of Eqs. (13)
and (15) gives
7i(Ai + A T) _- -BiB T _- -cSci (16)
For the LQ controller defined by Eqs.. (8) and (9), it is
assumed that
Q = diag(qih), and 0 < q; << 1, i = 1,-.-,n (17)
Denote
j3i = X/1 + 2qivi/Gwi (18)
then one obtains Proposition 1.
Proposition 1. S _ diag(siI2) is the solution of
Eq. (9), where
si=-0.57/-I(1-]3i), i=l,...,n (19)
Proof is presented in the Appendix.
The plots of si with respect to (iwi and "/i are shown in
Fig. 5. They show si increases with the weight qi increase,
and si decreases with 7; or _iwi increase.
Next it will be shown that weighting as in Eq. (17)
shifts the ith pair of complex poles of flexible structure,
and leaves the remaining pairs of poles almost unchanged.
Only the real part of the pair of poles is changed (moving
the pole apart from the imaginary axis (see Fig. 6).
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Proposition 2. For the weight Q as in Eq. (17) the
closed-loop pair of flexible poles ()_cri,-l-j)_cii) is obtained
from the open-loop poles (,_ori, 4-j._oii):
(,_¢ri,-l-j)%il) = (_i)_ori,-4-j,_oii), i= 1,. .. ,n (20)
where [3i is defined in Eq. (18).
For proof see the Appendix.
The real part of the poles is shifted by /3i, while the
imaginary part of the poles remains unchanged. The plots
of/3i with respect to _iwi and "fi are shown in Fig. 7. They
show relatively large values of/3i even for small values of
qi, i.e., a signifcant pole shift to the left. Also, since Hi
increases with 7i and decreases with (iwi, there is a sig-
nificant pole shift for highly observable and controllable
modes with small damping. In terms of the transfer func-
tion profile, the weight qi suppresses the resonant peak
at frequency wi while leaving the natural frequency un-
changed (see Fig. 8 for i = 1). Due to weak coupling be-
tween modes, the assignment of one mode insignificantly
influences other modes. Therefore, the weight assignment
is performed either simultaneously for all modes or for each
mode separately.
V. Controller Design Algorithm
The LQ controller configuration for the DSN antenna
model is shown in Fig. 9(a). The tracking command Yc
is compared with tlle antenna position yp, and the error
¢ = yp - y_ and the integral of the error are the controller
inputs.
The procedure for the antenna LQ controller design is
sequential. First, for the ad hoc (but relatively small) cho-
sen weights of the tracking subsystem, tile weights of the
flexible subsystem are determined. Second, the adjust-
ment of the weights of the tracking system is performed,
followed by the final adjustment of the weights of the flex-
ible system. The weights of the flexible subsystem are
determined sequentially, simplifying the procedure.
The controller order is determined as a part of the
weight tuning process. Only the modes that influencekthe
plant performance are considered. If the number of flexible
modes is hi, the number of disregarded modes is no, and
tile size of the tracking system is nt, then the controller
order n¢ is
The following LQ controller design algorithm is pro-
posed:
(1) Determine the plant state-space representation, con-
sisting of flexible and tracking parts, in the form of
Eq. (7).
(2) Choose ad hoe but reasonably small weights for the
tracking part Qt = Qtah.
(3) For each balanced coordinate of tile flexible part,
choose the weight qi (i = 1,..., n j), and define the
weight matrix Qli = diag(0, 0, ..., qi, qi, 0, 0,
• .., 0) so that the closed-loop system performance
for the weight Qi = diag(Qt_, Q]i) is maximized.
For example, determine the weights qi to impose the
required pole shift or to suppress the ith resonant
peak to the required level without depreciating other
properties of the closed-loop transfer fimction. Note
that for small values ofqi, only the ith pair of poles is
shifted (to the left), and the remaining poles are al-
most unaffected. Disregard the modes for which the
weighting does not improve the closed-loop system
performance. The resulting weight for the flexible
subsystem is
n!
= QI, (22)
i=1
(4) For the already determined weight Q], tune weight
Qt to obtain improvements in tracking properties of
the antenna.
(5) Adjust the weights of the flexible subsystem, if nec-
essary.
VI. Closed-Loop System
Equations for a closed-loop system with tile LQ con-
troller, and with the LQ controller and observer, are de-
rived.
The closed-loop system configuration is shown in
Fig. 9(a). The equations for the plant triple (A, B, C),
given by Eq. (7) are
= Ax + Bur, u. = = (23)
Denoting the output error e and the integral of the error
z, one obtains
n_ -- nt -4-2(n I - no) (21) e=yp-u=Cpx-u, _=e (24)
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thus
uf = kjCjz - koCpx - kiz + ko,_ (25)
Defining the closed-loop state xd = [z xT]T one obtains
the closed-loop equations
xcl = Adxd + Bdu,
where
Ad= [ 0
-Bki
[-I]Bcl = Bko '
Ccz = [0Cp]
yp = CclXa (26a)
c_ UkoC_]A - BklC!-
(26b)
The antenna states are not directly measured; thus the
state observer is included in the closed-loop system in
Fig. 9(b). Based on plant Eq. (23), the estimator equa-
tions are obtained:
9_= cp_, iy = vii
(27)
The integrator equation
_= c= yp-. = Cpx-u
and the nodal equation
Uj = --kf_$ -- koe- kiz
Aco
o c_-Bk, A - BkoCp
-Bk, K_c,, - BkoC_
[-']Boo= B_o , C_o=[OC_O]
LBk.o
VII. LQ Controller Design for the DSS-13
Antenna
(30b)
The DSS-13 antenna model consists of two tracking
states (azimuth and elevation angle), and 13 flexible modes
(or 26 balanced states). The preliminary weights qi_ =
qpe = qio = qpo = 1 for the tracking subsystem (for
Yi and yp) and zero weights for the flexible subsystem
(ql = q2 = "" = q13 = 0 for all 13 modes) have been cho-
sen for the LQ controller design. The closed-loop system
step response is presented in Fig. 10 (elevation and az-
imuth encoder reading due to elevation and azimuth com-
mand) and the magnitudes of the closed-loop transfer func-
tion in Fig. ll. Both figures show that flexible motion of
the antenna is excessive, and should be damped out. This
is achieved by adjusting weights for the flexible subsystem.
For the same tracking weights as before, the weight for the
first mode (2.32 Itz) is chosen to be ql = l0 -7, and the
remaining weights are zero; this obtains the closed-loop
system responses shown in Figs. 12 and 13. One can see
that the 2.32-Hz resonance peak in the azimuth command
response (Fig. 12) has disappeared, as well as most of the
flexible motion in the azimuth step response (Fig. 13). The
elevation motion is unaffected however, since the azimuth
gearbox mode is almost nonexistent in the elevation mo-
tion.
The weight should be chosen carefully. Too small a
(28) weight (e.g., 3 x 10 -9 in the case considered) will not sup-
press the resonant peak, Fig. 14(a). Too large a weight
(e.g., 1 x 10 -s) will deteriorate the tracking performance:
For the overweighted mode, the transfer function is pressed
down within a wide frequency range, Fig. 14(b). The
(29) proper weight suppresses the resonant peak, leaving the
other peaks unchanged (Fig. 8).
along with Eqs. (23) and (27) give the equations for the
closed-loop system with the state observer
z,co = Aeoxeo + B¢ou, y = Ccozco (30a)
where the closed-loop state is X¢o = [z x T _.T] T and
Next, assuming qie, qia, qpe, qpa and ql are as given
above and setting a weight for the second mode (2.64 Hz)
q2 = 10 -7 while the remaining weights are zero, one ob-
tains the LQ control system responses shown in Figs. 15
and 16. As a result of a nonzero weight, the 2.64-Hz reso-
nant peak has disappeared in the elevation command mo-
tion.
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Similar procedures have been applied for the third
(4.26-1tz), fourth (3.77-Iiz), fifth (7.88-Iiz), sixth (4.47-
IIz), seventh (3.38-1Iz), eighth (5.98-Itz), ninth (7.92-Hz),
and tenth (9.48-Itz) modes, with weight 10 -7 for each
mode. As a result, suppression of the remaining flexible
motion and resonant peaks is observed in Figs. 17 and 18.
Weights for the remaining modes (eleventh through thir-
teenth) have been set to zero. According to Eq. (21), the
controIIer order is 24 for the plant order of 30.
The root locus of the closed-loop system due to weight
variations of the 7.92-tlz mode is shown in Fig. 19. The
figure shows the horizontal departure of poles into the left-
hand side direction (stabilizing property). It confirms the
properties of the weighted LQ design described previously.
In the next step, the tracking properties of the system
are improved by proper weight setting of the tracking sub-
system. Namely, setting the integral weight to qie = qia --
70 and the proportional weight to qp_ = qp,_ = 100 im-
proves the system tracking properties, as shown in Fig. 20
(small overshoot and settling time) and in Fig. 21 (ex-
tended bandwidth--up to 2 Hz). However, by improv-
ing the tracking properties, the transfer function has been
raised dramatical/y in the frequency region of 1 to 3 Itz,
which forces the first two modes located in this region to
appear again in the step response. By sacrificing a bit of
tile tracking properties, the flexible motion in tile step re-
sponse is reduced. This is done by increasing slightly the
weights of the flexible subsystem, setting them a.s follows:
ql =qu =qa=q4 =q5 =q6 = 10-6 ,q7 =qs= 10 -7 , and
q9 "- ql0 = 10 -5. The closed-loop system response with
the satisfactory tracking performance is shown in Figs. 22
and 23 (small overshoot, small settling time, and 1-Hz
bandwidth are observed).
VIii. Conclusions
A new procedure for the DSN antenna controller de-
sign has been proposed. The antenna model is divided
into flexible and tracking parts rather than into eleva-
tion and azimuth parts. In a sequential design strategy,
a controller for the flexible subsystem is designed first, fol-
lowed by a controller design for the tracking subsystem.
This approach results in a significant improvement of the
performance of the antenna closed-loop system through
a sequential weight adjustment of the state vector. The
properties of the weight adjustment have been quantified
in this article. The controller reduction is inherent in
this approach. The minimal-order controller is determined
through monitoring the closed-loop performance for each
flexible mode. The DSS-13 antenna tracking controller de-
sign has been used to illustrate the procedure.
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Appendix
Proofs
Proof of Proposition 1. For a flexible structure in
the balanced representation, the state matrix A is diago-
nally dominant (with 2 x 2 blocks on the main diagonal),
and for R = I and Q as in Eq. (17), the solution S of
the Riccati Eq. (9) is also diagonally dominant with 2 x 2
blocks Si on the main diagonal:
Si = siI_, si > 0, i = 1,.--, n (A-l)
Thus, Eq. (9) turns into a set of the following equations:
si(Ai + A T ) - siBiB T + qiI2 =0, i= 1,..., n (A-2)
For a balanced system B, BiT _- -7i(Ai +AT), see Eq. (16),
and for Ai + A T = -2_iwiI2, see Eq. (15). Therefore,
Eq. (h-2) is now
s_ + 7isi - 0.5qi/(iwiTi = O, i = 1,..., n (A-3)
There are two solutions of Eq. (A-3), but for qi = 0 it is
required that si = 0. Therefore, Eq. (19) represents the
unique solution of Eq. (A-3).
Proof of Proposition 2. For small values of qi, the
matrix A of the closed-loop system is diagonally dominant:
Ao = diag(Aoi), i = 1,...,n, and
Aoi = Ai - BiBTsi (A-4)
By introducing Eq. (16) to Eq. (A-4), one obtains
Aoi = Ai + 2sisi(Ai + A T) (A-5)
and introducing Ai as in Eq. (15) to Eq. (h-5) one obtains
Ao, = L[-13'_'w'w, -fl,_,w,-w' ] (A-6)
with/3i as in Eq. (18).
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DSN Acquisition of Magellan High-Rate
Telemetry Data
A. L. Berman and P. A. Au
TDA MissionSupportand DSN Operations
The Magellan Project levied the stringent requirement of a 98-percent high-rate
telemetry data capture rate on the Deep Space Network (DSN) during the Magellan
Prime Mapping Mission. To meet this requirement, the DSN undertook extensive
development of the DSN Telemetry System, as well as extensive DSN operations
planning and test and training. In actuality, the DSN substantially exceeded the re-
quirement by achieving a Prime Mapping Mission high-rate telemetry data capture
rate of 9g.14 percent.
This article details the DSN telemetry system development, and DSN operations
planning and test and training. In addition, the actual high-rate telemetry data
outages are comprehensively presented and analyzed.
I. Introduction
The preeminent science objective of the Magellan mis-
sion to Venus was the Synthetic Aperture Radar (SAR)
mapping of 90 percent of the surface of Venus. To meet
this objective, the Magellan Project levied a requirement
on the Deep Space Network (DSN) to successfully ac-
quire 98 percent of all available Magellan high-rate teleme-
try data (which contains the SAR mapping data). The
DSN committed to a data capture rate of 96 percent and
adopted a high-priority goal of achieving a 98-percent data
capture rate.
In fact, the DSN achieved a composite Magellan high-
rate telemetry data capture rate of 99.14 percent during
the eight-month Magellan Prime Mapping Mission.
This article describes the DSN Telemetry System de-
velopment and operations planning that allowed the DSN
to capture over 99 percent of the available data. Also de-
scribed are the detailed statistics of the DSN data outages.
I!. Mission Overview
The Magellan spacecraft was launched on its 15-month
trajectory to the planet Venus, from the Kennedy Space
Center, at 11:46:00 Pacific Daylight Time (PDT) on
May 4, 1989. Venus Orbit Insertion (VOI) occurred at
!0:06:00 PDT (ground observed time) on August 10, 1990,
but was not directly observed from Earth because the
spacecraft was occulted by Venus. Shortly thereafter,
at 10:06:38 PDT (ground observed time), the spacecraft
emerged from behind Venus, which indicated that the
spacecraft solid rocket motor burn had properly executed
and had thereby placed Magellan into the desired (approx-
imately) three-hour orbit about Venus.
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Following the successful VOI, the Project began its
in-orbit checkout (IOC) activities, which were nominally
scheduled for three weeks, thus allowing a start of map-
ping operations on September 1, 1990. However, during
the first IOC radar mapping test on August 17, the Mag-
ellan signal was lost and not fully recovered for approxi-
mately 12 hours. A second signal loss incident occurred on
August 22, with the signal being recovered approximately
20 hours later.
During early September 1990, the Project continued
to analyze the spacecraft signal disappearance incidents
and took steps to lessen the likelihood of such incidents in
the future. In the second week of September, the Project
gradually restored the spacecraft to full functionality.
On September 15, 1990, at 9:29:42 PDT, the Magel-
lan Project inaugurated mapping operations using the 34-
meter antenna array at Goldstone. With the exceptions of
superior conjunction (November 1990) and very occasional
spacecraft malfunctions and Ground Control Team errors,
DSN support of Magellan high-rate telemetry data, from
September 15, 1990, through January 1992, has essentially
been continuous.
Ilh DSN Telemetry System
The DSN Telemetry System at each Deep Space Com-
munications Complex (DSCC) acquires, demodulates, de-
codes, and records the Magellan 268.8-Kbps high-rate
telemetry data that contains the radar mapping data.
The major functions of the DSN Telemetry System can
be stated as follows:
(1) Receive the radio frequency (RF) carrier and process
to baseband.
(2) Demodulate the carrier and subcarriers.
(3) Perform symbol synchronization and data decoding.
(4) Perform frame synchronization to the transfer frame
level.
(5) Format data and interlace status information.
(6) Generate Original Data Records.
(7) Transmit telemetry data from the Signal Process-
ing Centers to the Space Flight Operations Center
(SFOC) at JPL.
The DSN telemetry data flow path is shown in Fig. 1.
The antenna collects the signal under the control of the
Antenna Mechanical Subsystem. The low-noise maser
amplifies the S-band (2297.962963-MHz) and/or X-band
(8425.864197 Mttz) signals in the Antenna Microwave Sub-
system. The ultrasensitive S- and X-band receivers detect
and downconvert the signals in the Receiver-Exciter Sub-
system. The Telemetry Subsystem extracts the telemetry
symbol streams from the downconverted signals, decodes
the symbol streams into bit streams, and synchronizes
them to the bit streams, which are the desired teleme-
try data. Finally, the Ground Communications Facility
formats, records, transmits, and routes the telemetry data
to the Project.
IV. DSN Telemetry System Development
The DSN began planning for Magellan mission support
in 1982. It was almost immediately recognized that the
Project intent of transmitting 268.8 Kbps of mapping data
for two hours out of every three, continuously during the
eight months necessary to fully map (one complete revolu-
tion of) Venus, would require very significant modifications
to the then-existing DSN Telemetry System. The Magel-
lan requirements that most significantly affected the DSN
Telemetry System were as follows:
(1) The ability to simultaneously receive and process
two coded downlink channels (one high-rate X-band
and one low-rate S- or X-band). The high-rate X-
band channel carries high-rate mapping telemetry,
and the low-rate S- or X-band channel carries low-
rate real-time engineering telemetry.
(2) The ability to receive, process, record, and simulate
a high-rate coded telemetry downlink with a data
rate of 268.8 Kbps.
(3) The ability to perform telemetry data acquisitions
from the receiver through the frame synchronizer
within one minute.
Figure 2 provides a more detailed diagram of the DSN
Telemetry System at a DSCC and illustrates the assembly-
level modifications that were necessary to support Magel-
lan telemetry requirements.
To support a Magellan telemetry data acquisition re-
quirement of one minute, extensive modifications were nec-
essary for both the receiver and the baseband assembly
(BBA), which acquires the telemetry subcarrier and per-
forms the signal demodulation and symbol synchroniza-
tion. In the receiver, a fast fourier transform (FFT) algo-
rithm was added, which allows a 4-1-KHz X-band signal
uncertainty band (which encompasses the Magellan uncer-
tainties) to be searched, with subsequent signal lookup in
less than 20 seconds. In the BBA, the subcarrier acqui-
sition bandwidth was broadened from 4-0.75 to 4-5.5 ttz
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to encompass the Magellan uncertainties. An FFT-like
acquisition algorithm was added, which initiates a subcar-
rier search utilizing a frequency loop; upon detection, the
subcarrier is then switched to a phase locked loop (PLL)
for subsequent tracking. Finally, hardware modifications
were implemented in the BBA to increase overall process-
ing speed. These BBA modifications provide subcarrier
acquisition and processing in less than 40 seconds. Thus,
the combination of receiver and BBA performance allows
telemetry acquisition to be accomplished within the one-
minute Magellan requirement, as compared with a typi-
cal premodification acquisition time of approximately 5-20
minutes.
To meet the Magellan requirement of a high-rate down-
link data rate of 268.8 Kbps, the Maximum Likelihood
Convolutiona] Decoder (MCD) assembly was modified to
provide higher processing speed; the new maximum MCD
data rate has been doubled from 135 to 270 Kbps. In addi-
tion, a second MCD was added to allow the simultaneous
reception and processing of two downlink coded channels,
as per the Magellan requirement.
A Frame Synchronizer subassembly was added to the
DSN Telemetry Subsystem, thereby giving greater mon-
itoring capability to DSN personnel at the DSCC's and
the Network Operations Control Center. Finally, to record
the high-rate mapping data, a new Digital Data Record-
ing (DDR) assembly was added to the Ground Commu-
nications Facility. The new DDR increases the Telemetry
System (single) magnetic tape ten-minute record capac-
ity at 268.8 Kbps to over one hour, primarily by switching
from 1650-bits/sec tape drives to 6250-bits/sec tape drives.
In addition, the new DDR produces two tape copies si-
multaneously, allowing one copy to be air-freighted to the
Magellan Project personnel in Pasadena, while the second
remains at the DSCC as a backup in the event of a loss
during shipment.
V. Orbital Operations Preparation
During the first half of 1990, intensive DSN and Mag-
ellan P/'oject test and training activities were performed
to prepare for orbital operations and, more specifically,
for acquisition of the Magellan high-rate telemetry data.
For the DSN, the most significant activities were the mis-
sion readiness test program and the cruise mapping test
(CMT).
During January 1990, the DSN embarked on a four-
month test and training program to prepare for mapping
operations. Four major DSN mapping phase antenna con-
figurations, including (1) 70-m stand-alone support, (2)
70-m and 34-rn high-efficiency (HEF) X-band uplink sup-
port, (3) 34-m standard and 34-m HEF arrayed support,
and (4) 70-m dual X-band subcarrier support, were tested
several times at each DSCC. At the conclusion of these
tests, on May 10, 1990, the DSN was adjudged to be oper-
ationally ready to support Magellml Mapping Operations.
During May 21-25, 1990, the Project performed the
CMT, which was the final, full dress rehearsal for the up-
coming mapping operations. During the four days of the
CMT, the spacecraft continuously simulated all the events
and high-rate telemetry data playbacks as if it were in a
three-hour Venus orbit. DSN performance during this test
was exemplary; 94 percent of all acquisitions were per-
formed within the one-minute requirement, and 97.7 per-
cent of the high-rate telemetry (simulated mapping) data
was successfully acquired by tile DSN. This high level of
performance indicated that all DSN systems were operat-
ing correctly, and that the DSN operations personnel had
achieved a high level of mapping operations proficiency.
VI. Telemetry System Performance During
the Magellan Prime Mapping Mission
The Magellan Prime Mapping Mission began on
September 15, 1990, and continued to May 15, 1991. Dur-
ing that time, one or more DSN stations continuously
supported the Magellan spacecraft, with the exception
of an approximately ten-day period centered about solar
superior conjunction (November 2, 1990). During each
3.26-hour orbit, radar mapping data were acquired and
recorded for approximately 37 minutes by the Magellan
spacecraft at 804.6 Kbps. Subsequently these data were
replayed (within the same orbit) in two separate, approx-
imately 57-minute, playback periods at 268.8 Kbps. At
the start of each playback period, the DSN had one minute
available from the time of signal appearance to acquire the
signal and lock up the end-to-end DSN Telemetry System
to avoid the loss of any radar mapping data.
During the Prime Mapping Mission, the DSN kept de-
tailed records, on a day-by-day basis, of the total minutes
of data transmitted by the spacecraft and the total min-
utes of data lost due to failures within the DSN Telemetry
System. For the entire Magellan Prime Mapping Mission,
the high-rate telemetry data acquisition performance by
the DSN was as follows:
Total data available = 172,509 rain
Total data lost (all DSN) -- 1,478 rain
DSN data capture rate - 99.14 percent
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The above calculations exclude (from total data avail-
able) all losses attributable to either spacecraft problems,
Ground Control Team errors, solar effects, or terrestrial
weather. Interim reports on the DSN cumulative data
capture rate were published on a weekly basis (more fre-
quently during the first month), and can be seen in Fig. 3.
As can be seen in that figure, performance throughout the
Magellan Prime Mapping Mission was remarkably stable,
with the slight, but pronounced, upward trend probably
attributable to increased proficiency on the part of station
operations personnel. The average (single-incident) data
loss was slightly over six minutes, with typically five occur-
rences per week, throughout the entire DSN. During the
Prime Mapping Mission, there were only five failures that
resulted in data losses greater than 30 minutes, and these
are characterized in Table 1. Total data losses were sub-
stantially reduced by erhploying considerable redundancy;
approximately 70 percent of the playbacks were supported
by two totally independent Telemetry Systems (antenna
through data recording), and even when only one antenna
was engaged, approximately 90 percent of these (single-
antenna) playbacks were supported by two independent
sets of telemetry data-processing equipment (demodula-
tion through recording).
To further characterize the nature of the data outages,
the data outages were divided into "large" and "small"
regimes, defined as follows:
"large" : 30 rain < outage
"small" : 30 sec < outage _< 30 min
Figure 4 shows the cumulative "large" data loss to-
tal throughout the primary mapping mission, while Fig. 5
shows the average "large" incidents per month, and Fig. 6
shows the average "large" data loss per incident. By the
end of the Prime Mapping Mission, it is seen that "large"
losses accounted for a total data loss of slightly under
0.30 percent, with an average occurrence per month of ap-
proximately 0.7, and an average duration of approximately
90 minutes per incident. These are basically random oc-
currences, and these values probably would be character-
istic of continuous DSN support of any flight project.
Figure 7 shows the cumulative "small" data loss total
throughout the Prime Mapping Mission, while Fig. 8 shows
the average "small" incidents per day, and Fig. 9 shows
the average "small" data loss per incident. By the end of
the Prime Mapping Mission, it is seen that "small" losses
accounted for a total data loss of slightly under 0.60 per-
cent, with an average occurrence per day of approximately
0.75, and an average duration of approximately 6 min-
utes per incident. Probably the most significant aspect
of the "small" data losses is the rather smooth decrease
in daily incidence from approximately 2.0 at the start of
mapping, to approximately 0.75 at the conclusion. Un-
doubtedly, at least a significant portion of the decrease
in "small" incidents is due to increase in operator profi-
ciency, as the complex Magellan operational sequence was
repeated many times each day at each DSCC.
Finally, statistics were kept on data unavailability due
to terrestrial weather. Weather incidents in general were
wind, rain, or snow. Figure 10 shows the cumulative
weather data unavailability throughout the Prime Map-
ping Mission, while Fig. 11 shows the average data un-
availability per weather incident. By the end of the Pri-
mary Mapping Mission, it is seen that weather accounted
for a total data unavailability of approximately 0.20 per-
cent, with an average data unavailability per incidence of
approximately 25 minutes.
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Table 1. Discrete DSN data losses In excess of 30 mln.
Date Complex Loss, rain Failure characterization
October 1, 1990
November 12, 1990
December I0, 1990
April 10, 1991
April 25, 1991
Madrid 122 Hardware--complex-wide
power failure
Canberra 147 Hardware--complex-wide
failure of frequency and
timing system
Canberra 48 Documentation--error in
predicted acquisition
frequency
Madrid 44 Hardware--antenna azimuth
decoder power supply failure
Coldstone 108 Procedurai--mislabled cables
caused loss of connection
to data recorders
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Galileo Early Cruise, Including Venus, First Earth, and
Gaspra Encounters
P. E. Beyer and R. C. O'Connor
TDA Mission Support and DSN Operations
D. J. Mudgway 1
This article documents DSN support for the Galileo cruise to Jupiter. The unique
trajectory affords multiple encounters during this cruise phase. Each encounter had
or will have unique requirements for data acquisition and DSN support cont_gu-
rations. An overview of the cruise and encounters through the asteroid Gaspra
encounter is provided.
I. Introduction
The Galileo mission is designed to make long-term in-
vestigations of the Jovian system by using a spacecraft
comprised of a Probe and an Orbiter. After being released
on the initial approach to Jupiter, the Probe will enter the
Jovian atmosphere and make in situ measurements; its
data will be relayed to Earth by the Orbiter. The Orbiter
will then enter orbit around Jupiter for an approximate
two-year, ten-orbit tour of the Jovian system. This arti-
cle will only address DSN support and operations during
the early cruise phase, through the asteroid Gaspra en-
counter in October 1991. Earth-2 encounter, asteroid Ida
encounter, Probe support, and Jupiter operations will be
the topics of future articles. Figure 1 is included as a mis-
Earth gravity assist (VEEGA) trajectory to Jupiter. The
Galileo VEEGA trajectory is shown in Fig. 3. Following is
a description of the Galileo cruise and the included DSN
support, as well as planetary and asteroid encounter sup-
port during the cruise period.
The Galileo interplanetary cruise has been divided into
the following phases for planning purposes:
(1) Earth-Venus cruise: October 29, 1989-February 19,
1990.
(2) Venus-Earth cruise: February 19, 1990-April 29,
1991.
(3) Earth-Earth cruise: April 29, 1991-March 15, 1993.
sion overview.
The Galileo spacecraft (Fig. 2) was launched on Octo-
ber 18, 1989, on the Space Shuttle Atlantis (STS-34). A
two-stage Inertial Upper Stage (IUS) rocket was used to
place the combined Orbiter and Probe on a Venus-Earth-
I Consultant to the TDA Mission Support and DSN Operations
Office.
: :(4) Earth-Jupiter cruise: March 15, 1993-October 9,
1995.
Thus, the Venus encounter on February 9, 1990, oc-
curred in Earth-Venus cruise; Earth-1 encounter on De-
cember 8, 1990, occurred in Venus-Earth cruise; the
Gaspra asteroid encounter on October 29, 1991, occurred
in Earth-Earth cruise; Earth-2 encounter on December 8,
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1992, will also occur in Earth Earth cruise; and tile po-
tential for an Ida asteroid encounter will occur in Earth-
Jupiter cruise. The final decision to commit to an Ida
encounter has not been made at the time of this writing.
!!. DSN Configuration for Galileo Launch
and Initial Acquisition
The first acquisition of the S-band (2295-MHz) down-
link signal from the spacecraft by DSS 16, on October
18, 1989, marked the beginning of full DSN operational
support for Galileo. This most significant event was the
culmination of more than ten years of planning, and the
start of tile DSN support for the 1989 Galileo mission to
Jupiter, which is planned to continue to November 7, 1997
(end of Prime Mission).
The DSN configuration required for Galileo launch and
cruise support in accordance with the Support Instrumen-
tation Requirements Document and the NASA Support
Plan commitments is shown in Fig. 4. This configuration
includes all the stations of the network that are required
for support at various stages of the Galileo mission. The
26-m antennas performed a critical role in the initial acqui-
sition sequences and the first Earth encounter in December
1990. They are not able to provide support again until
the second Earth encounter in December 1992. Because
the Galileo high-gain antenna (HGA) remained stowed for
the first one and a half years of the mission, the early
phases of the mission relied on one or the other of the two
low-gain antennas (LGA's). Resulting minimal telecom-
munications link margins necessitated the use of the DSN
70-m antennas within a few weeks of launch to achieve the
relatively high data rates desired for spacecraft and science
instrument characterization.
The current DSN capabilities are adequate to support
Galileo telemetry data rates from 10 bps to 134.4 kbps
(convolutionally coded) and command at 32 bps (Man-
chester coded). Until the HGA is deployed, the space-
craft can support only S-band downlink and S-band up-
link. When the HGA becomes available, an operational
X-band (8415-Mttz) downlink will be used for telemetry,
and an X-band uplink capability will be demonstrated for
command use.
Navigation and radio science data will be provided by
the DSN radio metric systems by using Doppler, ranging,
and very long baseline interferometery (VLBI) techniques.
A new, high-precision navigation data type called delta
differential one-way range (ADOR) will also be used by
the DSN on this mission.
Wideband digital communications links among all thre,
complexes and the Network Operations Control Cente:
(NOCC) at JPL will allow the real-time transmission o:
telemetry data to the project at the maximum Galileo data
rate of 134.4 kbps.
The NOCC has the capability to provide tile project
with permanent data records in tape or file form, from
which errors and omissions have been removed in accor-
dance with an agreed level of criticality. These are called
Intermediate Data Records (IDR's) and are used by the
project for further processing to extract engineering or sci-
ence data and for archival purposes.
A period of intense test and training exercises car-
ried out over the preceding nine months had prepared
the DSN operations personnel for the critical initial ac-
quisition phase of the mission. Because this was a Shuttle
launch combined with an IUS injection vehicle, a high de-
gree of coordination and technical interfacing with other
centers was involved. To prepare for this, the DSN par-
ticipated in the Galileo Joint Integrated Simulation Tests
with Kennedy Space Center (KSC), Johnson Space Cen-
ter, and the Air Force Consolidated Space and Test Center
(CSTC). In these tests, state vectors were received from
CSTC and processed by the DSN Navigation Team to pro-
duce predictions for eventual use by the initial acquisi-
tion station in making its first contact with the spacecraft.
Data transfers were made in a timely manner and delivered
to the correct destinations.
A Galileo/STS-34 Readiness Review was held on Au-
gust 31, 1989, and the Review Board's assessment based
on these results confirmed that the DSN was ready to sup-
port the launch.
A final Operational Readiness Test at Goldstone on
September 15, using DSS 12 and DSS 16 in the cross-
support mode, and a final proficiency test at DSS 46 to ver-
ify some last-minute modifications to the receiver/exciter
on September 17, allowed the DSN to declare "ready for
launch support" status. STS-34 was successfully launched
from KSC on October 18, 1989, at 16:53:40 UTC, and the
subsequent deployment of the IUS and Galileo spacecraft
from the shuttle cargo bay on revolution 5 (rev. 5) was
nominal.
Following deployment, all events of concern to the DSN
were controlled by a very detailed Initial Acquisition Plan
that provided DSN parameters for all possible combina-
tions of launch time and actual deployment and injection
conditions. The critical events in this period are shown
in the IUS/Galileo nominal trajectory profile of Fig. 5. In
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accordance with this plan, initial acquisition of the IUS
S-band signal prior to IUS separation from the spacecraft
was accomplished by DSS 16, followed 20 minutes later
by acquisition of the Galileo S-band downlink first at DSS
16, and immediately thereafter at DSS 12. This provided
continuous telemetry coverage of the critical IUS/Galileo
separation event, which occurred 10 minutes later. The
timely delivery of all the required state vectors from CSTC
to the NOCC, enabled the DSN Navigation Team to run
the necessary pointing predictions and transmit them to
the stations for use in these time-critical sequences.
III. Earth-Venus Cruise
With the critical DSN-to-spacecraft telecommunica-
tions link firmly established in the two-way mode, the
DSN settled down to continuous tracking passes at high
data rates, while the project set about verifying and condi-
tioning the spacecraft in accordance with the Earth-Venus
(E-V) timeline shown in Fig. 6.
A command memory load consisting of 128 elements
was uplinked over DSS 61 on October 25, and a Probe
checkout over DSS 63, DSS 43, and DSS 14 on October
26 at 28.8 kbps captured 26.7 hours of Probe data. The
first of many calibrations of the spacecraft radio-frequency
system, called the radio-frequency system automatic gain
control (RFSAGC) was carried out on October 27 over
DSS 63. These events and the prevailing data rates are also
shown in Fig. 6, together with a profile of DSN tracking
required to support them.
As the Earth-to-spacecraft range continued to increase,
the telemetry signal-to-noise ratio (SNR) began to fall
rapidly, which necessitated a continuous demand for
70-m support to sustain even a 1200-bps telemetry data
rate. Galileo's dependency on 70-m support created severe
conflicts for other DSN users, and conflict resolution be-
came a continuing critical activity. By mid-November the
spacecraft changed from LGA1 to LGA2 in order to sus-
tain the 1200-bps telemetry rate needed for the Trajectory
Correction Maneuver 2 (TCM-2) and science instrument
calibrations and checkout, which were scheduled for the
month of December. TCM-2 was supported by the DSN
without any problems and excellent radio metric data were
provided to the Galileo Navigation Team.
On December 13 in the midst of this intense 70-m activ-
ity, the right-side inboard elevation bearing on the DSS-63
antenna failed, and the antenna was immobilized. The
DSN responded immediately, and a team of JPL engineers
arrived on-site on December 15 to start repair work. Under
heavy pressure because of the rapidly approaching Venus
encounter and working under extremely difficult winter
conditions, the Team was able to report that the bear-
ing replacement was complete and that the antenna was
operational on January 25, 1990. This outage required
Galileo to rep]an the science instrument checkout events,
but no science data were lost, since active science events
had not started at that time.
By the beginning of January 1990, the Project reported
that TCM-2, which had been executed in December, was
very satisfactory, based on the radio metric data that had
been analyzed since then. These data were being used to
refine the Venus targeting parameter for the Venus flyby
in February 1990. The replanned science instrument cal-
ibrations executed during the Christmas period had been
replayed over DSS 43 by then, and were found to be quite
satisfactory despite some minor anomalies. Because of
DSS-63 downtime, Galileo tracking time had been nego-
tiated to minimize data loss through January 31, 1990.
DSN support with the remainder of the Network contin-
ued to meet minimum requirements, using DSS 61 as a
fill-in for DSS 63.
On January i, DSS 15 returned to operational status,
and the first of the 34-m X-band transmitters on this an-
tenna was expected to be operational by January 15. This
capability on all three high-efficiency (HEF) antennas had
been committed for support later in the Galileo mission.
The 34-m X-band uplink was to be used for a command
demonstration. It was also considered to be a vital ca-
pability for the Gravitational Wave Experiment in 1994
and 1995. The 34-m ItEF antennas were also to be used
to generate high-precision (50-nanoradian) ADOR naviga-
tion data.
However, analysis had shown that a ADOR demon-
stration on S-band (using the ADOR tones already im-
plemented in the spacecraft radio system for the later
demonstration on X-band) could yield significantly im-
proved navigation data for the Earth 1 encounter, which
would occur well before the planned X-band became avail-
able from the spacecraft in May 1991. Consequently, a
set of seven demonstration passes of S-band ADOR was
planned, the first of which was scheduled for January 9 and
would use the baseline pairs between DSS 14 and DSS 65,
and DSS 14 and DSS 43.
DSN support for Galileo continued to work around the
DSS-63 outage by relying heavily on support from DSS
61. The DSN status for the Venus encounter was now
conditional upon DSS 63 returning to service. This was
expected to occur on January 21, coincident with the re-
turn of Signal Processing Center (SPC) 60 to operations
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aftersomeextensivemodificationsofSPC60forpurposes
of relocationandintegrationof DSS66.
WhilethebearingrepairprogressedatDSS63,theDSN
workedthroughsevenoftheS-bandADOR demonstration
passes by using the baseline pairs of DSS 14 and DSS 65,
and DSS 14 and DSS 43. One of the passes failed because
of a software anomaly relating to tracking across a day-
of-year change (which was subsequently corrected), and
one was lost due to a spacecraft emergency. The other
five yielded excellent data according to evaluation by the
Galileo Navigation Team. The lessons learned by both
the DSN and the Project from this demonstration were
incorporated in the planning for the Earth encounter later
in the year, when a much larger ADOR campaign was
proposed.
The Galileo Project declared a spacecraft emergency on
January 15 due to an unexpected switch to the fault pro-
tection mode, which resulted in a downlink change from
1200 to 10 bps. This occurred near the end of the Gold-
stone view period, and a Pioneer track was preempted to
give Galileo additional time for assessment of the space-
craft's condition. The problem was rapidly diagnosed to
be an incorrect command that had been sent earlier, and
the spacecraft was commanded back to 1200 bps.
DSS-15 X-band uplini¢ capability was declared to be
operational on January 22, and the DSN began a series
of operational verification tests to qualify it for future
Galileo support. Operational Readiness Tests were being
conducted simultaneously, with all elements of the DSN
and Project to prepare for the rapidly approaching Venus
encounter. Meanwhile, the DSS-03 elevation bearing re-
placement was on schedule for completion on January 25
at 14:00 UTC, with the full operational status on January
26 at 00:00 UTC following two satisfactory demonstration
passes.
The two successful demonstration passes, plus two ad-
ditional tracking passes finally resolved the remaining DSN
concerns regarding DSS-63 support for the Galileo-Venus
encounter, which was then scheduled for the period from
February 8-17. Venus closest approach was to occur at
22:10 PST on February 9 at an altitude of appro_mately
17,000 kin, during mutual view at DSS 43 and DSS 63.
The gravity assist expected from the flyby was equivalent
to a velocity increase AV of 2.2 kin/see. The downlink
bit rate would be 40 bps at that time, but would increase
to 1200 bps as soon as the link margins improved at the
higher DSN antenna elevation angles.
The DSN made a special provision for critical Class 1
support throughout the Venus flyby phase. This included
diesel generater power and communications backup, as
well as spectrum protection during the important two-day
memory readout period on February 13-14 when special
selected infrared and video images would be returned at
1200 bps. On February 8 the DSN was declared ready to
support the Venus encounter phase with no anomalies or
exceptions being reported. Closest approach occurred at:
an altitude of 16,123 km at 05:58:48 UTC, February 10,
1990.
The Galileo encounter of Venus was supported by DSS
43 and DSS 63. Bad weather at DSS 43 degraded the
already marginal telecommunications conditions for 1200-
bps telemetry. However, excellent ranging and Doppler
data were generated by both stations. Early in the DSS-
63 pass, the spacecraft ranging channel was turned off to
improve the telecommunications margin for the 1200-bps
telemetry, which consisted only of engineering data.
Playback of selected images began with the DSS-14
pass on Tuesday, February 13. Because the limited data
rate precluded a direct playback off the spacecraft tape
recorder, the data were played into Command and Data
Subsystem (CDS) memory and then transmitted to Earth
in the engineering data format via memory readouts
(MRO's). Although this introduced considerable complex-
ity into the operational procedures for the DSN station op-
erators, the procedure had received nmch attention during
the pre-encounter test and training exercises, and was ex-
ecuted without problems.
About three hours into the DSS-14 pass, the 70-m an-
tenna was put to "stow" because of high winds at Gold-
stone. DSS 43 was called up from a Pioneer pass and was
able to resume the Galileo track at spacecraft rise, which
occurred one and a half hours later. Approximately 1 hr
and 23 min of imaging telemetry was lost, which amounted
to about one third of the first Venus image. It was de-
cided to try to recover these data in October, when the
entire Venus sequence would be replayed under improved
telecommunications conditions.
All the remaining MRO passes were carried out in the
"ranging off," "listen only" diplexer bypass mode to max-
imize the SNR for the 1200-bps telemetry rate. MRO se-
quences continued through February 14, when critical cov-
erage throughout the Network was lifted at the end of the
DSS-43 pass. Reports from the Galileo science team com-
mented very favorably on the quality of the data received,
the excellent performance of the DSN in handling the com-
plex operational procedures, and on the response to unex-
pected problems that occurred during the encounter pe-
riod. Due to the low data rate, only three images and
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limited other science data were planned from this MRO
process. However, of utmost importance to the Project
was the DSN Doppler and ranging data to be used by the
Navigation Team for orbit determination, and by the Ra-
dio Science Team for Venus ephemeris improvement.
IV. Venus-Earth Cruise
Within a few days of tlle Venus encounter, the sus-
tainable telemetry data rate on the 70-m antennas had
dropped to 40 bps, and by March 7 it had fallen still fur-
ther to 10 bps. This was due to the orientation of the
spacecraft with the spin axis pointed to the Sun. The
activity profile for this phase of the mission is shown in
Fig. 7.
On March 12 the spacecraft switched to its alternate
LGA, and because of the more favorable Earth-spacecraft
sight line, the signal margins slowly started to improve.
DSN support for Galileo continued at 10 bps without prob-
lems, although the B-string telemetry equipment at the
stations experienced difficulty in maintaining lock due to
the non-optimum use of the higher frequency subcarrier
(360 KHz) for this extremely low bit rate. However, the
Project elected at that time not to change the subcarrier
to the design value of 22.5 KHz for other reasons.
In addition, tile DSN began to experience a problem
known as "false lock" due to the prevailing minimal SNR
of the Galileo downlink telemetry signal. To alleviate this
problem, a special operational procedure was developed
in which receiver lock was first established and verified,
before lockup of the telemetry processors was attempted.
Although this procedure resulted in some delay to tile de-
livery of the telemetry data, it avoided the excessive delays
that were being caused by false lock conditions.
In early April, the project decided to raise the data
rate to 40 bps, which required the DSN to operate the
70-m antennas in the "listen only" diplexer bypass mode
to maximize the link margin. Even under these conditions
telemetry performance was at times marginal.
Following repair of the DSS-63 elevation bearing, it had
been decided to inspect and carry out a bearing mainte-
nance program on the other two 70-m antennas to assure
their availability for the balance of the Venus-Earth (V-
E) segment of the mission. The impact of this plan on the
Galileo mission sequences already loaded in the spacecraft,
particularly the trajectory correction maneuvers shown in
Fig. 7, was evaluated in some detail by the Project. Even-
tually, a workable plan was developed, and the elevation-
bearing maintainence program was successfully completed
prior to Earth-1 encounter.
The VEEGA mission design called for many periodic
TCM's that depended on precision ranging and Doppler
navigation data to be provided by the DSN. These data
were provided as required, and met or exceeded the pre-
launch commitments for quality and accuracy.
Encouraged by the results from the first S-band ADOR
demonstration in January and February, the Galileo Navi-
gation Team asked for DSN support for an S-band ADOR
campaign that would yield a minimum of eight good passes
on each baseline. These data would be used as the prime
navigation data type for the Earth-1 encounter, and would
have the potential for realizing a significant spacecraft fuel
savings if the accuracies could be met. The DSN agreed to
schedule about twice as many passes as needed, to ensure
that the minimum requirements could be met.
Between August 21 and November 22, 1990, 27 ADOR
passes were completed, 16 of which were on the north-
south baseline (DSS 14-DSS 43) and 11 on the east-west
baseline (DSS 63-DSS 14). Of this total, 23 were suc-
cessful and yielded good data, while four failed for various
operational reasons. Overall, however, the yield of good
data far exceeded the minimum data return requested by
the Project, and contributed significantly to the outstand-
ing targeting accuracy achieved for the actual Earth-I en-
counter.
A considerable effort went into planning an optimum
operational strategy for DSN tracking through tile rapid
station transfers that would occur during tile short time
interval around closest approach to Earth (960 kin). The
DSN conducted extensive classroom training sessions in
Pasadena for key personnel from all three complexes, and
carried out a comprehensive series of Earth encounter sim-
ulation exercises, to ensure the highest possible level of
proficiency for the encounter. By integrating this effort
with the Project's plan for preparing the Galileo Flight
Team, it was possible to make the most effective use of
the limited DSN and spacecraft time available for test and
training purposes, without compromising the level of pro-
ficiency required by all personnel.
The 34-m and 26-m stations at Canberra, Madrid,
and Goldstone supported the operationally intense, four-
hour period of Galileo Earth-1 encounter, from 18:00 UTC
through 22:00 UTC on December 8, 1990, with no signifi-
cant incidents or anomalies reported.
During this period, very high signal levels (greater than
-100 dBm) were able to sustain telemetry data rates at
115.2 kbps and 134.4 kbps. One hundred percent of the
available telemetry data was delivered to tile Project.
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Tile operationally complicated strategy to accommo-
date the high-angle and Doppler rates while rapidly trans-
ferring uplink and downlink from DSS 42, to DSS 61, to
DSS 12, and back to DSS 42 in this short period, was
carried out perfectly by all supporting elements of DSN
operations.
Tile time-critical two-way transfer from DSS 42 to
DSS 61 at the mutual low elevation of 6 degrees oc-
curred at 18:52 UTC on schedule. DSS 61 continued
to track through the spacecraft switch from coherent to
noncoherent mode at 19:38 UTC until the spacecraft exe-
cuted its stored command to switch from LGA1 to LGA2
at 20:15 UTC. The critical ground backup command to
switch the LGA's was correctly transmitted at 20:16 UTC,
as planned, prior to turning off the station transmitter.
Four minutes later, at 20:20 UTC, the spacecraft reverted
to the two-way coherent mode.
The expected drop in downlink signal strength due to
the spacecraft antenna switch did not occur, and as a con-
sequence DSS 61 was able to maintain lock on tile downlink
until 20:25 UTC when track was terminated due to ap-
proaching limits on the antenna slew rate. IIowever, DSS
66, which was tracking in backup mode, was able to track
down to spacecraft set, thereby providing an additional 15
minutes of telemetry data beyond that which was called
for in tile planned sequence. Earth closest approach oc-
curred at 20:34:34 UTC at an altitude of 960 km over the
Caribbean Sea, out of view of the DSN between Madrid
set and Goldstone rise. Immediately upon spacecraft rise
at Goldstone, DSS 12 acquired the one-way downlink with
telemetry in lock at 134.4 kbps at 20:40 UTC as scheduled.
Two-way acquisition was completed at 20:46:53 UTC.
The second time-critical transfer from DSS 12 to DSS
42 was planned for 21:10 UTC when the spacecraft's best
lock frequency would be seen simultaneously by both sta-
tions. DSS 42 was able to acquire the incoming signal
about three minutes early, and complete the transfer on
time at 21:10 UTC.
From this point on, DSS 42 continued to provide track-
ing support at 134.4 kbps and 115.2 kbps until the end
of the scheduled pass at 06:20:00 UTC the following day.
Throughout this critical period, the DSN executed all the
complex, time sensitive sequences without error, due in no
small part to the well-planned test, training and documen-
tation effort that preceded the real-time events.
The effort expended by the DSN on the ADOR cam-
paign prior to the encounter was well justified when the
Galileo Navigation Team estimated that tile improved tar-
geting errors resulting from use of tlle ADOR data trans-
lated into a spacecraft fuel savings of approximately 6 kg,
an important factor for consideration in the eventual de-
sign of the Jupiter satellite tour.
In the immediate post-encounter period, tlle Project
took advantage of the prevailing telecommunication link
performance to return all the Earth encounter science data
at high bit rates. However, as the Earth-spacecraft range
increased, the link margin rapidly decreased, and the sus-
tainable bit rate declined again to 40 bps by the end of
January 1991. By that time, the DSN had resumed regu-
lar tracking support on the spacecraft as the Project com-
menced the final days of the Venus-Earth segment of the
mission.
One of the final events of tile Venus-Earth (VE) cruise
was the unfurling of the HGA. This event was in tile final
VE sequence. However, on March 26 the spacecraft ex-
perienced a bus reset signal and consequently safed itself.
The sating incident automatically canceled the on-board
sequence. So, the HGA unfurling attempt was carried out
with real-time commands on April 11, 1991.
The unfurling was not successful. Real-time observa-
tions by the Spacecraft Team detected a quick ramp-up
in motor current to well above the expected value. The
redundant deployment motors ran for eight minutes, at
which time the sequence turned them off. A normal full
deployment would have been completed in about three
minutes. Then a microswitch should have cut off the mo-
tors. No microswitches tripped. Two other observations
also pointed to an HGA anomaly. Namely, the spacecraft's
spin rate decreased by less than that expected for a full
deployment. Finally, the sun gate indicated an obscura-
tion.
It was immediately determined that except for the
HGA, the spacecraft was completely normal. An anomaly
investigation team was then convened. Intensive model-
ing, analysis, and testing have been carried out and re-
fined since then. The primary scenario is that three (of
the eighteen) ribs are restrained in the stow position. Two
additional ribs may have been involved initially and se-
quentially released. But no hardware is thought to have
suffered any damage or structural failure.
The HGA anomaly team, now called the HGA Recov-
ery Team, has determined that to free the stuck ribs, the
antenna tower must be expanded and contracted to walk
the guide pins out. A warming turn was conducted in
May, then cooling turns in July and August (see Fig. 8)
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were supported by the DSN. Each involved about 50 hours 22.5-kltz subcarrier demonstration was rescheduled for
of near-continuous coverage, with many more tracks after ._August 23, 1991. It was successfld, and improved per-
the turn to analyze the results. To date, the turns have formance led to the decision to operate on the 22.5-kHz
not been successful in freeing the ribs. subcarrier through the Gaspra optical navigation recov-
V. Earth-Earth Cruise Summary (Through
Gaspra Encounter)
As a result of the tIGA anomaly, the DSN lost two sig-
nificant opportunities planned for early in the Earth-Earth
cruise. First of these was a long constraint length Viterbi
decoding demonstration planned for May and June. A
constraint length -- 15, rate --- 1/4 convolutional code was
implemented on the spacecraft to enable better perfor-
mance for the Io encounter. This code was implemented
only for X-band, which is dependent on the IIGA. So the
Big Viterbi Decoder implementation has continued with-
out the use of flight data.
Also lost during this period was the X-band uplink
demonstration. This was to be a one-station demonstra-
tion during opposition. This demonstration is in sup-
port of the Gravitational Wave Experiment. Two brief
X-band uplink periods were undertaken in support of an
HGA characterization, but were in no way beneficial to
the Gravity Wave Experiment.
The spacecraft again entered sating on May 3, 1991.
Extensive ground problem isolation activities were initi-
ated during the DSS-43 pass to determine that the problem
was not on the ground. After determining the state of the
spacecraft, recovery plans were initiated, and the Project
requested extra ground support. The DSN consequently
provided continous coverage from May 3, 1991, when the
problem was first noticed, through 9:00 P.M. PDT on May
4, 1991.
The rest of 1991 was devoted to two primary activities:
trying to overcome the ItGA anomaly, and preparing for
the first asteroid encounter. The maneuvers to free tile
stuck HGA ribs have been discussed briefly above. Fig-
ure 8 is included as a time line for this period. More details
on the Gaspra encounter support follow.
After the HGA anomaly, the DSN recommended to
the Project that the DSN could better support the low
data rates on the 22.5-kHz subcarrier. A demonstation
was scheduled for July 23, but the spacecraft had gone
into fault protection and reverted to a repeating mem-
ory dump at 10 bps sometime following the tracking sup-
port on July 19. This was discovered on July 22, 1991,
and recovery was not accomplished until July 25. The
ery period, tile Gaspra encounter, and indefinitely during
subsequent low data rate operations.
Planning for the asteroid Gaspra encounter necessitated
an early decision to commit to an LGA encounter. This
commitment involved much less optical navigation data
than had been planned with the ItGA, thereby making
those data even more critical to the Navigation Team. Op-
tical navigation data has become a key data type for the
Galileo mission. DSN support to recover the data was
crucial for Gaspra, as the data rate was reduced to 40
bps during this time frame. To recover the optical naviga-
tion data, it was necessary to play the imaging data from
the tape recorder to the CDS, and then subsequently read
the data out as a subset of the engineering data. This is
analagous to the Venus MRO's, only at the reduced data
rate. The DSN supported nearly 400 hours of these opti-
cal navigation playbacks, with no significant problems. As
can be seen in Fig. 8, these playbacks occurred throughout
September and October.
As for previous encounters, the DSN made special pro-
vision for critical Class I support throughout the Gaspra
encounter, including the final time-critical optical naviga-
tion frame. MRT's were conducted at all three 70-m sites,
and classroom training was provided in Pasadena for key
Project and DSN personnel. A Gaspra Readiness Review
was held by the Project on October 14, 1991, and the DSN
was declared ready for support at that time.
Accomplishing the encounter on the LGA also meant
that no real-time science could be realized; only 10-bps
engineering from a 70-m antenna was possible at closest
approach. Furthermore, only one tape load of science data
could be realized. In fact, one track was reserved for en-
gineering data in case analysis of anomalous spacecraft
events might be required. Despite this constraint, the
Project was able to realize excellent science, and recover
on the tape recorder essentially all the basic science goals.
These data will be relayed to the ground when higher data
rates are achievable during the Earth-2 flyby period.
Closest approach to Gaspra occurred on October 29,
1991. Galileo passed within 1601 km of the mMn-belt, S-
type asteroid. The time of closest approach was 22:36:59
UTC.
Subsequent to the encounter, it was decided to attempt
to recover one image of Gaspra in the same fashion as was
271
done for the early Venus playback data, and the aforemen-
tioned Gaspra optical navigation data. There were two
contributing factors to this decision: (1) DSN performance
was significantly better than had been predicted, which
allowed 40-bps capability for a few weeks after Gaspra en-
counter; and (2) high probability was established for being
able to recover the medium resolution image.
This image was about 77 lines long (out of 800 for a full
image). When it was recovered within the first three days
of scheduled DSN time, a decision was made to attempt
to recover more images of Gaspra. Within the window of
the time Galileo had reserved to recover the one image,
it became possible to play back a total of four images of
Gaspra, each through a different filter. DSS 43 was the
only DSN antenna to be utilized for this effort because of
significantly better elevations during the passes. The four
images permitted a full-color Gaspra image. The 40-bps
data rate was only supportable in the low-noise, diplexer
bypass mode for this period.
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Appendix
The total tracking support provided to the Galileo
Project by the DSN in the period from launch (Octo-
ber 1989) through the Gaspra encounter (October 1991) is
shown in Fig. A-1. The height of each bar represents the
number of tracking hours scheduled for the month, with
the lost time shown as a blank at the top, and the actual
support time shown as shading within the bar.
During the review period, 8224.65 hours of support
on all antennas was scheduled, of which 98.67 percent
(8115.58 hours) was actually provided and 1.33 percent
(109.07 hours) was lost for various operational and tech-
nical reasons. The large peaks in tracking time provided
for launch in October-=December 1989, Earth encounter in
November-December 1990 and Gaspra encounter in Octo-
ber 1991 are clearly evident.
The telemetry data capture performance is also shown
in Fig. A-1 as a profile at the the top of the figure. The
vertical scale shows the monthly percentage of available
data captured and delivered to the Project. A level better
than 95 percent was maintained for the entire period.
The command performance is reflected in the total
number of commands sent to the spacecraft and the num-
ber of aborts over the period October 1989 December
1991: The number of commands transmitted was 6202
and the number of commands aborted was 7.
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The purpose of this article is to describe an architecture for the DSN information
system in the years 2000-2010 and to provide guidelines for its evolution during the
1990s. The study scope is defined to be from the front-end areas at the antennas to
the end users (spacecraft teams, principM investigators, archival storage systems,
and non-NASA partners). The architectural vision provides guidance for major
DSN implementation efforts during the next decade. A strong motivation for the
stud), is an expected dramatic improvement in information-systems technologies,
such as: computer processing, automation technology (including knowledge-based
systems), networking and data transport, software and hardware engineering, and
human-interface technology.
The proposed Ground Information System has the following major features: uni-
fied architecture from the front-end area to the end user; open-systems standards
to achieve interoperability; DSN production of level 0 data; delivery of level 0 data
from the Deep Space Communications Complex, if desired; dedicated telemetry
processors for each receiver; security against unauthorized access and errors; and
highly automated monitor and control.
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I. Introduction
A. Background
The Deep Space Network (DSN) is the largest, most
sensitive scientific telecommunications and radio naviga-
tion network in the world. Its principal responsibilities
are to support automated interplanetary spacecraft mis-
sions and radio and radar astronomy observations in the
exploration of the solar system and the universe. The DSN
also supports high-Earth orbiter, lunar, and shuttle mis-
sions.
The DSN is managed, technically directed, and oper-
ated for the National Aeronautics and Space Administra-
tion (NASA) by the Jet Propulsion Laboratory (JPL), Cal-
ifornia Institute of Technology, Pasadena, California. This
study responds to the following action item developed by
the 1990 JPL Telecommunications and Data Acquisition
(TDA) NASA Office of Space Operations (OSO) Planning
Workshop: "Perform a study of the DSN information sys-
tem architecture and recommend guidelines for its evolu-
tion."
It is timely that such guidelines be developed because
of such improvements in information technology as:
(1) Dramatic advances in computer hardware and soft-
ware.
(2) Reduced size of computers and other processing el-
ements due to very large-scale integration (VLSI).
(3) Dramatic increase in ground communication data
rates using optical fiber.
(4) Improved ability to internetwork local area and wide
area networks.
(5) Efforts by the U. S. Government and the interna-
tional community to standardize network protocols.
(6) Efforts by the U. S. Government to standardize soft-
ware.
(7) Advances in distributed computing.
(8) Advances in providing assistance to decision makers
by means of artificial intelligence (AI) and visualiza-
tion techniques.
(9) Advances in computer-human interfaces, including
multimedia, interactivity, computer-supported co-
operative work, and virtual reality.
New projects in NASA's interplanetary exploration
program require increased communications and tracking
capabilities that must be implemented while maintaining
support for existing projects. There is also a requirement
to increase DSN availability beyond its already high level.
Additional missions will have a tendency to increase de-
velopment, implementation, maintenance, and labor force
costs, and it is believed that these new teclmologies will
enable significant reduction of these costs.
B. Purpose
The purpose of the study is to develop an architec-
ture for the Ground Information System (GIS) in the years
2000-2010 and to provide guidelines for its evolution dur-
ing the 1990s. The study also provides a forecast, of in-
formation systems technologies that are pertinent to the
GIS. Where forecasted technologies are inadequate for the
projected architectural needs of the GIS, the study recom-
mends appropriate pathfinder work. A flexible transition
approach is developed, with the expectation that most im-
provements to the architecture will appear evolutionary,
although they are concentrated on a clearly defined vision
of the future architecture.
C. Scope
In order to allow for creativity in the selection of archi-
tectural candidates, the information systems boundaries
for the study were deliberately chosen without consider-
ation for current organizational boundaries. Specifically,
the scope was defined to be the Ground Information Sys-
tem (Fig. 1), which extends from the ground side of the
antenna front-end assemblies to the end user (spacecraft
teams, principal investigators, archival storage systems,
and non-NASA partners). This choice keeps the scope
within bounds (i.e., only ground systems), but allows flex-
ibility in defining where ground processing functions are
performed. For example, the current interface between
the DSN and the Space Flight Operations Center (SFOC)
is not considered to be a constraint. After an appropriate
technical solution is determined, organizational decisions
may be made (outside the scope of this study) and appro-
priate interfaces defined.
The GIS functions include processing (telemetry, track-
ing, command, radio science, and very long baseline inter-
ferometry [VLBI]), monitor and control of the front ends
and the GIS, and data delivery and management. The
focus of the study is on multimission functions; project-
unique activities will be dealt with only as external re-
quirements. Issues that provide both focus and motivation
for the study include:
(1) The degree of automation and centralization of the
monitor and control function.
(2) The degree of distribution of computing and control
functions.
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(3) Tile feasibility of implementing an open systems ar-
chitecture.
(a) Cost and performance.
(b) Security.
(4) Tile modularity and reconfigurability of the GIS.
(5) Communication alternatives.
(6) The choice of functions to be generic multimission
functions.
(7) The limits and capabilities of technology.
D. Evaluation Criteria
Architectural candidates have been developed that
meet planned performance requirements and are evaluated
with respect to the following criteria:
(1) Performance, including the degree of margin for un-
planned mission support.
(2) Life-cycle cost, including development, implementa-
tion, maintenance, and workforce costs.
(3) Operability, including manageability and human-
interface simplicity.
(4) Flexibility, evolvability, and growth potential.
(5) Availability, including fault-tolerance, reliability,
and maintainability.
(6) Technical risk, including ease of transition.
Emphasis in this study is on general advantages and
disadvantages of the candidate architectures relative to a
baseline (the current architecture) or to the other com-
peting candidates. Accurate measures of the above crite-
ria (especially cost) require more design effort than is ap-
propriate for a high-level architectural study. Sensitivity
of the recommendations to technology advances is consid-
ered.
E. Organization of This Article
Tile remainder of this article is organized as follows:
Section II. Requirements: This section provides a
functional partitioning of future require-
ments, and discusses the current functional
architecture, system interfaces, future mis-
sion requirements and end-user interfaces.
Section III.
Section IV.
Section V.
Section VI.
Appendix A.
Appendix B.
Technology Forecast and Projected Impact:
This section includes discussions of com-
puters, software, data transport, human in-
terfaces, and their potential impact on the
DSN information system.
Architectures: Processing, monitor and
control, data transport, and software ar-
chitecture discussions are included in this
section.
Transition Approach: This section de-
scribes a plan for evolving in an orderly
way from the current architecture to the
envisioned architecture.
Summary: This section highlights tile most
significant conclusions derived from evalu-
ating the DSN requirements and technol-
ogy, including recommendations for achiev-
ing the strategic objectives.
Acronyms: This section provides defini-
tions of all acronyms used.
Glossary: This section provides more de-
tailed descriptions of certain terms used.
II. Requirements
A. Functions
A functional partitioning of future requirements for the
GIS is shown in Fig. 2. This figure illustrates functional
interrelationships of the various subsystems and clarifies
areas where functional commonality exists. An easy ref-
erence, it should help to ensure that any proposed design
will address the functions needed to meet tile long-term
requirements. Several strategic goals for the GIS are de-
scribed in Table 1. Some of these goals are included later
(Section IV) as evaluation criteria when the architectures
are discussed.
1. Processing. This section describes the existing gen-
eral functions of the GIS. It is believed that future designs
will embody most of the major functions that exist in the
GIS today. There are three Deep Space Communications
Complexes (DSCC's), each identical in terms of function,
which are located in Goldstone, California; Madrid, Spain;
and Canberra, Australia. Communication circuits that
link JPL to the three global sites are managed by tile
Ground Communications Facility (GCF).
Each DSCC has a number of antenna stations dis-
tributed across its site with an associated set of electron-
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ics. These antennas and their associated control rooms
and electronics are called Deep Space Stations (DSS's).
They perform a limited amount of analog signal process-
ing before transmitting an analog signal to a collocated
central area caIled the SignaI Processing Center (SPC),
shown in Fig. 3. If several antennas are arrayed to detect
the usually weak spacecraft radio signal, the analog sig-
nals from several DSS's may be combined before further
SPC processing. After the SPC has filtered and amplified
the resultant analog signal, the telemetry, tracking, radio
science, and VLBI data are digitally processed.
In the current system, the resulting digital data may
be communicated to JPL over long-haul communications
circuits, or stored on magnetic tape and shipped. Various
types of processing take place at JPL in the SFOC, in-
cluding deletion of duplicate data acquired by two DSCC's
in the event of overlapping coverage during an encounter.
Much of the current SFOC processing is mission-specific;
however, it is expected that future missions will share iden-
tical standard data structures and coding techniques be-
cause of ongoing development of standards by the Consul-
tative Committee for Space Data Systems (CCSDS).
a. Telemetry. Some spacecraft projects request that
their data be immediately transmitted to JPL upon recep-
tion (i.e., real-time data). Rapid delivery depends on the
availability of appropriate long-haul circuits. This type of
data is delivered in the order that it is received at the an-
tenna, delayed only by initial processing and the length of
time it takes to traverse the network. In the event of errors
in transmission (i.e., missing data blocks), retransmission
may be requested later by the user--a process called post-
pass replay. Other projects prefer that data be stored on
magnetic tape and either mailed back to JPL or replayed
at a slower rate over long-haul communication circuits (i.e.,
non-real-time data). Non-real-time delivery is more eco-
nomical when the spacecraft downlink rates are very high
or volume is very large.
Tile DSCC Telemetry Subsystem (DTM) currently ac-
quires a digital telemetry baseband signal from the receiver
and converts it into the format required for further process-
ing at the SFOC to produce a data stream useful to the end
user. This telemetry processing function is accomplished
through a sequence of transformations that optimizes the
amount and correctness of data acquired ill the presence
of noise. Deep space missions have significant variations
ill the specific transformations that are applied. There are
also variations due to the different noise environments of
Earth orbiters and deep space missions.
(i) The Telemetry Source. Telemetry data originate in
the spacecraft, where information from several sen-
sors is multiplexed into a single binary stream and
is then modulated onto a subcarrier of the down-
link signal. Spacecraft engineering information may
be multiplexed into this signal or onto a separate
downlink subcarrier. The multiplexed stream is for-
matted into logical groups, or frames, for synchro-
nization purposes.
The telemetry data may be transmitted directly
without further coding if signal-to-noise ratios are
high on the spacecraft-Earth link; however, it is usu-
ally necessary in deep space missions to code the
telemetry data with additional bits and reconstruct
the correct data packets on Earth. The two princi-
pal coding schemes used in deep space missions are
convolutional, such as Viterbi codes, and block, such
as Reed-Solomon (RS) codes.
Both coding schemes reduce bit errors for a given
signal-to-noise ratio over uncoded transmissions, but
the bandwidth cost is the need to transmit addi-
tional bits from the spacecraft. For example, the
RS code used by Mars Observer has a block code
word structure of 10,000 bits, in which 8720 are
information bits, and the remaining 1280 are par-
ity (or check) bits. The rate of this code is R =
8720/10,000 = 0.87; thus, 87 percent of tile bits re-
ceived are information.
Convolutional codes, on the other hand, are codes
in which n channel symbols are transmitted for each
information bit. Since each information bit leads
to n transmitted channel symbols, tlle rate is R =
1In. Typical rates are 1/2 for high-Earth orbiters
and lunar missions and 1/6 for deep space missions.
Thus, in cases where R = 1/6 and the symbols are
represented by 8 bits, 1 information bit may lead to
transmitting and processing up to 48 bits.
Block and convolutional codes can operate on mul-
tisymbol sets. For example, the RS code above
treats each 8 bits of the code word as one symbol
because of the algebraic method used for correcting
burst errors. Thus, the RS code above is also re-
ferred to as a (255,223) 8-bit symbol RS code.
The implementation of a convolutional coder is
simpler, less costly, and more reliable than a block
coder for spacecraft operation. However, the in-
formation may be RS-coded prior to convolutional
coding to make the telemetry data resilient to both
random noise and burst errors. The overall rate of
information bits per transmitted binary symbol is
the product of the two coding processes. A more
quantitative discussion of the characteristics of the
285
telemetry stream (as well as deep space telecommu-
nications in general) may be found in [1].
(2) Subcarrier Demodulation and Symbol Synchroniza-
tion. In order to extract the telemetry data at the
station, it is necessary to reverse the processing steps
performed on the spacecraft. First, the subcarrier is
removed by standard heterodyne means; next, bi-
nary symbol synchronization is established. Each
binary symbol is integrated for the duration of its
symbol time. In the absence of noise, positive and
negative integrated symbol values would be inter-
preted as ones and zeroes, respectively. Itowever,
in the presence of noise, such a decision may not
always be correct. Rather than commit to a de-
cision at this point, the convolutional decoders are
designed to operate on soft symbols, i.e., the magni-
tudes of the outputs of the symbol integrator. Since
the decoders work in digital logic, the soft symbols
are quantized into 2n levels per sample, which yields
a number in the range (-2n-1,2 n-1 - 1) for each
soft symbol.
In the future, subcarrier demodulation, symbol
synchronization, and symbol-matched filtering will
be accomplished by the planned-for Block V re-
ceiver. At that time, the input to telemetry pro-
cessing will be a stream of soft symbols.
(3) Telemetry Decoding. The next step in telemetry
processing is to transform the soft symbol stream
into an information bit stream. For uncoded data
(typical of older spacecraft and some Earth orbiters),
there is a one-to-one correspondence between sym-
bols and bits; symbols are converted to information
bits by simply taking the sign bit of each soft sym-
bol. However, when both convolutional and RS cod-
ing have taken place, two more processing stages are
necessary.
Current convolutional decoders use 3-bit symbols
(eight levels), but performance improvements are
possible through the use of &bit symbols (256 lev-
els of quantization). The logic speed (S) required
to process telemetry data must accommodate the
product QI(1/I_,)(1/Rc) where Q is the soft sym-
bol quantization rate in bits per symbol, I is the
information bit rate, Rr8 is the Reed-Solomon rate,
and Rc is the convolutional code rate. For example,
in the case where
Q = 8 bits per symbol
I = 106 bps
/_5 = 223/255
Rc = 1/6
The logic speed S = 55 Mbps
(4) Frame Synchronization. Each frame consists of a
sequence of binary symbols; the beginning (or end)
of a frame is identified by a unique bit pattern called
the frame synchronization marker. Output from the
frame synchronizer marks the data in such a way
that subsequent telemetry transforms the data frame
by frame.
For the DSN, frame synchronization is useful as
a real-time data-quality monitor, and is a necessary
step before doing RS decoding. Among the com-
plications of frame synchronization are errors in the
frame synchronization pattern, false synchronization
(i.e., data in the frame that coincidenta]ly match -
the frame synchronization pattern), reversed data
(from spacecraft tape recorder dumps), and changes
in frame length.
(5) Output Formatting. Corrected frames from the RS
decoder must be transmitted or recorded. Tradi-
tional transmission requires that the data be for-
matted into 4800-bit NASA Communications Net-
work (NASCOM) data blocks. Data in the blocks
include the NASCOM header and trailer, the teleme-
try header, telemetry partial status data, and the
actual telemetry data. Some missions have placed
non-NASCOM requirements for the content and or-
ganization of telemetry headers, partial status, and
data. Thus, output processing must support a vari-
ety of output block formats.
Newer missions, such as Mars Observer, will re-
quire the output blocks to be formatted in accor-
dance with CCSDS recommendations. Processing
is required to recognize CCSDS-compliant telemetry
packets and provide the capability to route different
packets to different destinations based on the virtual
channel identifier in the packet header.
b. Tracking. The DSCC Tracking Subsystem (DTK)
has the following primary functions:
(1) Control the transmitted uplink frequency to enable
initial signal acquisition by the spacecraft receiver
and maintain two-way communications in which the
radio signal is transmitted from the ground to the
spacecraft and relayed back to the ground receiver
in a phase-coherent manner.
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(2) Measuretlle round-triptraveltimeof light to tlle
spacecraft,herebyenablingprecisecalculationof
tilespacecraftrange.
(3) Measurethe Dopplershift on the radiosignalre-
ceivedfromthespacecraftto givea preciseindica-
tionofthespacecraftradialvelocity.
Supportinformation(genericallycalledpredictionsorpre-
dicts),suchassubsystemandinstrumentsettingsrequired
foruplinksignalcontrol,isgeneratedbytheNetworkSup-
port Subsystem(NSS)at JPL andsentto theDTK to
supporthesefunctions;theDTK packagesrawandcom-
putedDopplershiftdataintodatablocksfortransmission
backto theprojectnavigationteams.
FrequencyrampingcommandsgofromtileMetricData
Assembly(MDA) to a digitallycontrolledoscillatorac-
cordingtotime-steppedpredicts.Theintentionis tocom-
pensatefor the Dopplershiftat thespacecraftandkeep
thesignalfrequencyreceivedat thespacecraftwithin its
closed-loopbandwidth.TheMDAutilizessomepredicts
to constructacquisitionprofilesthat aretranslatedinto
frequencyrampcommandsaimedat establishinga two-
waylink with thespacecraft.
Rangingmodulation from the current Sequential Rang-
ing Assembly (SRA) is in the form of square waves or sine
waves imposed on the subcarrier in a step-wise progression
from highest to lowest frequency. The highest frequency
now in use is 1 MHz and the lowest is 1 Hz. Capability is
provided in the SRA to go to at least 2 MHz. The detec-
tion and exact timing of these signals coherently relayed
back from the target spacecraft provides a precise estimate
of the spacecraft range (via the round-trip travel time of
light).
Doppler processing is done by the MDA to provide
project navigation and network monitor personnel with
a precise measurement of the Doppler shift at any given
time. Counts timed to the thousandth of a cycle are pro-
vided for the S-band and X-band receivers as well as for the
exciter reference frequency. Individual counts are taken
with a granularity of 10 times per second. The MDA com-
putes Doppler residuals from values provided by the NSS
in a separate support-data file. Range, Doppler, and resid-
ual data are sent to the spacecraft navigation team.
In the future, the received signals will be digitized in the
Block V receiver, and Doppler data will primarily contain
the difference between the received frequency and a known
reference frequency. The MDA will format the data and
include the uplink frequency data and other ancillary data
for transmission to the flight projects.
c. Command. Tile DSCC Command Sut)s)'stem (DCD)
has as its primary function the transmission of commands
to the spacecraft. As part of this function it receives space-
craft commands from JPL, developed by Project Opera-
tions Centers (POC's), processes those files, and transmits
individual elements from selected files. The commands are
received, verified, acknowledged, stored and subsequently
transmitted to the spacecraft from the Command Proces-
sor Assembly (CPA) at each DSCC.
Actual spacecraft commanding is done by one of sev-
ern methods of waveform modulation imposed upon the
subcarrier by the Command Modulator Assembly (CMA),
which has a maximum output of 2 kbps. The CPA, under
direction from the POC, sends binary command elements
to the CMA where they are modulated onto the subcarrier
and transferred to the transmitter exciter. Commands are
verified by a return line from the exciter to the CMA. Non-
favorable comparisons result in a cessation of the command
process and a notification sent to the POC.
d. Radio Science. Radio science is the analysis of sci-
entific information extracted from the variation in radio
signals coming from a spacecraft. Depending on the in-
formation being deduced, the variation of interest might
be the Doppler shift, phase, polarization, or the frequency
spectrum.
The received signal can have variations from three
causes:
(1) the motion of the spacecraft.
(2) the influence of the media through which the signal
passes.
(3) deficiencies in the hardware used to capture the sig-
nal data.
Media that can affect the signal include the atmosphere,
planetary rings, and solar corona. In order to detect the
sought-for effects, instability in the ground system fre-
quency standard must be minimized via ultrastable hard-
ware and by the removal of identifiable noise during signal
data processing.
Radio science signal processing performs the following
actions:
(I) Accepts commands from, and provides status to, the
operator.
(2) Obtains signal variation predictions from JPL.
(3) Provides tuning information to the receiver.
(4) Converts the analog signal to digital data.
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(5) Records signal data and ancillary data to storage.
(6) Reconstitutes the analog signal for real-time moni-
toring.
(7) Transmits partial signal data to JPL for validation.
e. VLBL This technique uses extragalactic radio
sources to determine UT1, Earth polar motion, the relative
positions of stations on the Earth, clock synchronization
among the stations, and clock stability. VLBI is also used
to maintain and enhance the JPL catalog of extragalactic
radio sources. Delta-VLBI alternates between extragalac-
tic radio sources and spacecraft radio sources to accurately
determine the position of the spacecraft.
VLBI processing measures the time difference between
the arrival of a radio signal at two or more different re-
ceiving stations on the Earth (Fig. 4). The signal source
may be either a spacecraft or an extragalactic source. The
time difference is determined by correlating the two re-
ceived signals.
Narrow channel bandwidth (NCB) capability is nor-
mally utilized. Ilowever, for cataloging extragalactic ra-
dio sources, wide channel bandwidth (WCB) capability is
utilized. The radio signals are transmitted by the space-
craft and by extragalactic sources; received by two or more
physically distant DSN antennas; tuned and translated for
several simultaneous frequencies by the receivers; digitized
and stored by the signal processors (except for WCB data);
and transmitted to 3PL for correlation. The VLBI signal
processors perform the following functions:
(1) Accept commands from, and provide status to, the
operator.
(2) Provide tuning and control commands to both re-
ceivers.
(3) Convert the NCB analog signal to digital data.
(4) Record the NCB signal and store ancillary data on
a disk.
(5) Store WCB ancillary data on tape.
(6) Transmit stored NCB data to JPL for correlation.
(7) Monitor the coherency of tile signal and inserted
tones.
2. Monitor and Control. Tile DSN Monitor and
Control subsystem consists of JPL (Central Site) arid
DSCC components. A summary of the major functions
at each site follows.
(1) JPL. The Network Operations Control Center
(NOCC) is the present central-site focus for moni-
toring and is the primary interface between the DSN
(2)
and the POC's. NOCC negotiates tracking sched-
ules and generates sequences of events (SOE's), an-
gle and performance predictions, and standards and
limits. These support data are stored in databases
and periodically distributed to the DSCC's. Dur-
ing spacecraft tracking, NOCC monitors the status,
configuration, and performance of DSN equipment
and subsystems. This function includes acquiring
real-time data from each DSCC and monitoring all
DSN missions. Monitoring is aided by real-time dis-
plays on workstations with alarm, event, and advi-
sory messages, and access to historical logs.
DSCC Site. Prior to an acquisition, equipment is
configured to provide a logical processing sequence.
During an acquisition, operations personnel issue di-
rectives through a workstation to control the subsys-
tems. The functions are divided into two hierarchi-
cal subsystems: the Complex Monitor and Control
(CMC) and the Link Monitor and Control (LMC).
The CMC subsystem is responsible for unassigned
equipment pool monitoring, link assignment man-
agement, support data management and distribu-
tion to subsystems, multilink equipment monitoring,
configuration files maintenance, and equipment cal-
ibration.
Whereas the CMC covers all links at a Com-
plex, the LMC subsystem is concerned with only one
tracking antenna and its associated ground data sys-
tem elements. The main LMC functions are subsys-
tem control by operator directives, health and status
monitoring of subsystems, receipt and presentation
of subsystem configuration displays, and monitor
data distribution to POC's (for missions launched
prior to 1991).
B. System Interfaces
In the following sections, the input and output inter-
faces to the GIS are identified and the data transfer rates
are estimated in order to provide a basis for performance
trade-offs in Section IV.A.
1. Input Interfaces. At the Central Site, inputs to
the GIS include mission schedules and sequences of events
from the POC's to the NOCC and spacecraft commands
fl'om the POC mission-support teams.
At the DSCC's, the inputs to the GIS include the space-
craft signals from the Block V receiver and monitor and
control data from many devices and subassemblies ira the
front-end area.
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a. Central Site
Planning. Mission schedules and sequences of events
from the POC's are communicated to the NOCC. The data
rates are generally low, less than 10 kbps.
Commands. Spacecraft commands are generated by the
flight project planning and sequence team and transmitted
to the DSCC Command subsystem through a central-site
interface. These data rates are also usually less than 1O
kbps.
b. DSCC Site
Antennas. There are currently four primary antennas
at each complex: one 7O-m antenna, two 34-m antennas,
and one 26-m antenna. A 10-m antenna is currently being
added. A new antenna every three years is forecasted, for
a total of about seven to ten antennas at each complex by
the years 2000-2010.
Block V Receiver. The Block V receiver is a planned
DSN upgrade that will eventually be used in all SPC's.
Each SPC will require one Block V receiver with sufficient
channel processors to accommodate the subcarrier signals
from each spacecraft. These signals may be transmitted
on various bands (i.e., S- , X- , and possibly Ka-band
in the proposed time frame) and different polarizations.
During a given acquisition, one channel processor must
be logically connected to one telemetry processor. In this
study, approximately 22 channel processors and telemetry
processors are estimated for the year 2000 and 32 in 2010.
A functional block diagram that also includes the tele-
metry subsystem is shown in Fig. 5. Each channel proces-
sor of the Block V receiver has a planned output of 26.4
Msps (megasymbols per second, with 8-bit symbols) for
current X- and S-band missions; however, advancing to
Ka-band communications will enable a 165-Msps planned
output rate.
As discussed earlier in Section II.A, redundant bits are
usually added to spacecraft telemetry for forward error
correction. Viterbi code may be used for high-Earth or-
biter and lunar communications at a 1/2 rate (2 bits for
every information bit) and deep space missions at a 1/6
rate (6 bits for every information bit). ILS code may also
be used to spread the impact of burst noise on tile space
link; a typical overhead is about 14 percent. Figure 6
illustrates tile effect that this coding has on tile receiver-
to-telemetry communication rate. At the Block V planned
output rate, which handles a spacecraft-information rate
between 4 and 11 Mbps--depending on the coding the
transfer rate to the telemetry processor is 26.4 symbols
per second, or about 211 Mbps.
Each Block V receiver also provides Doppler and rang-
ing data at less than 1 kbps, monitor data at less than
50 kbps (including spectral data), and radio science data
at less than 1.2 Mbps (100 ksps with either 8 or 12 bits
per sample).
2. Output Interfaces.
a. Central Site. Tile outputs of the GIS are usually
transmitted to flight project teams and other users, or
stored temporarily on portable media for off-line delivery
to users (see Section II.D). Some data, such as telemetry
data, may be transferred to archival systems, such as tile
Planetary Data System, for later distribution on demand.
Outputs usually emanate from JPL; however, provisions
are made for direct delivery from the DSCC to non-NASA
POC's.
Telemetry. Most present deep space missions have low
data rates in the 10- to 100-kbps range. High-Earth or-
biters have data rates ranging from 100 kbps to several
hundred Mbps. Future missions, such ms the Space Explo-
ration Initiative (SEI), will range from 10 Mbps for Mars
support to 100 Mbps for lunar missions.
Tracking. The tracking subsystem provides metric data
in packet format to the flight projects navigation team.
These formatted packets are relatively low-rate, that is,
less than 10 kbps.
Radio Science. Radio science data are produced by the
Block V receiver. It is forecasted that two or three con-
current receivers may each be producing up to 1.2 Mbps
in the forecasted time frame.
VLBI. VLBI is an emerging teelmique for computing
spacecraft range. Considerable celestial radio-source map-
ping is required to ensure its success. While the rang-
ing function is performed only occasionally, the mapping
is done on a daily basis. The VLBI subsystem typically
acquires 20 to 30 minutes of high-speed data into a file
(e.g., 130 Mbps in the NCB subsystem) and plays it back
slowly for processing. In an effort to improve reliability of
the acquisition, it is envisioned that the proposed VLBI
subsystem will acquire data in a qnick-look mode for 10-
20 seconds, process it, and transmit real-time corrections
back to the station.
b. DSCC Site At tile DSCC's, tile outputs of the GIS
include monitor and control data to many devices and sub-
a_ssemblies in the fi'ont-end area.
3. Availability. Tile total loss of telemetry data in
the DSN from 1986 through 1990 amounted to 2.9 percent,
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or 4814 hours, of tile scheduled support time, according to
a recent study. (See Table 2; the items listed in that ta-
ble account for 98 percent of tile total lost hours.) Steady
improvement is evident from tile yearly data: 3.9, 3.5, 3.5,
2.4, and 2.2 percent for these five years (decreasing an
average of 12 percent per year). These percentages are de-
rived from planned hours of operation that have been lost
and do not include such operational delays as calibration
and scheduled maintenance.
More interesting are the causes of these lost hours as at-
tributed to the subsystems and assemblies. The 4814 hours
of loss were attributed to 22 subsystems located from the
front-end areas to the NOCC, plus radio-frequency inter-
ference and undetermined origins.
If a major effort is made in the future to improve the
availability of these data subsystems, control interfaces
and control assemblies, and the way the front-end sub-
systems are controlled, it is conceivable that a 40- to 50-
percent reduction of lost telemetry hours can be achieved.
As compared with a 2.2-percent telemetry hour loss in
1990, a reasonable goal can be set at l-percent loss, or
99-percent availability, which is consistent with the 12-
percent annual decrease already noted. Another major
improvement in overall availability can be made by reduc-
ing operational delays in precalibration, postcalibration,
and scheduIed maintenance.
C. Future Mission Sets
Table 3 summarizes the new DSN nfissions set and in-
cludes deep space and high-Earth orbiter (HEO) missions.
(The Earth Orbiting System [EOS] is not shown.) Ap-
proval is expected for three to five of these missions. Inter-
national cooperation missions may be supported. Also, the
DSN may be requested to serve as a contingency network
for near-Earth missions, including Space Station Freedom
and shuttle missions. Support to the following missions
are not mandatory requirements but were considered in
evaluating the architectures:
(1) SEI (Mars), 10 Mbps.
(2) SEI (Lunar), 100 Mbps.
(3) Tracking and Data Relay Satellite System (TDRSS)
backup (e.g., LOS), up to 300 Mbps.
(4) Advanced Tracking and Data Relay Satellite System
(ATDRSS) backup, up to 650 Mbps.
(5) International cross support, undefined.
Table 4 summarizes three views of the future data
requirements. The architectures developed later in Sec-
tion IV.A will use the moderate forecast for most of the
evaluation, and one can consider the aggressive forecast as
a possible extension.
D. End-User Interfaces
End-user interfaces fall into tile following four cat-
egories: mission-specific teams, principal investigators,
data archives, and cross-support that the DSN provides
to other agencies.
Figure 7 shows the current end-user interfaces between
the GIS (including the DSN and the SFOC) and typical
flight projects. Also shown is the type of information flow-
ing to and from the end users.
With continued development of the SFOC capabil-
ity under the Multimission Operations Systems Office
(MOSO), the relationship between the end users and the
GIS will probably change significantly. These changes may
cause related interfaces to change. The driving force for
ttle changes is to reduce mission operations and data anal-
ysis costs. The approach is to identify and replace nfission
functions that could be performed by multimission tools
and teams. One of those changes, which can already be
seen in the Mars Observer and CRAF/Cassini plans, is the
use of the remote Science Planning Operations Computer
(SPOC). The SPOC acts as a remote extension of the
SFOC by providing command, telemetry, and navigation
data access, and planning capabilities to the project sci-
entists. SFOC-based multimission operations teams and
remote extensions of the SFOC will continue to evolve.
The interfaces for each class of end user are shown in
Table 5. The table is organized to show the direction of
data flow (to and from the GIS), the type of interface,
and a brief description of the content or purpose of the
interface. Note that for some of the interfaces the interface
medium is magnetic tape. The GIS in years 2000-2010 will
likely use other physical storage media.
1. Mission-Specific Teams. JPL planetary space-
craft have a great deal of similarity in their mission oper-
ations design. The particular names given to the various
teams may sometimes be different, but when the functions
are identified, the teams that most spacecraft projects
agree upon are: Mission Control Team, Planning and Se-
quencing Team, Navigation Team, Spacecraft Team, and
Radio Science Team.
2. Principal Investigators. The term principal in-
vestigator is applied to the cognizant individual who leads
a science experiment. The team may include the principal
investigator, coinvestigators, and interdisciplinary scien-
tists. The investigators of the future, especially for the
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exploration missions, may do most of their work for tile
project at their home institution. From there, they will
submit observation requests, receive virtual channel data
from their instruments as well as ancillary data they need
to analyze their data, and return their reduced data to the
project for archiving. They may also receive data on tape
(or other media) if an instrument's data rate is too high,
or too expensive to transport.
3. Data Archives. The primary data archive of con-
cern to this architecture study is tile Planetary Data Sys-
tem (PDS). This archive is a distributed system that has
a central computer which houses the master catalog and
the archive operations functions. Data are archived and
maintained at the distributed nodes that are defined by
various planetary science disciplines (e.g., planetary geol-
ogy, fields and particles, etc.). The interface with the GIS
is still under development; for example, for the Magellan
project, the interface has been negotiated as a CD-ROM
interface in which the project produces the compact disks
and delivers them to the PDS. The future interface will
probably be in some other electronic form.
4. Cross-Support Services. The GIS provides sev-
eral forms of cross-support services, for example:
(1) Backup support for the TDRSS (i.e., for shuttle,
Space Station Freedom [SSF], and EOS).
(2) Reimbursable support to international space agen-
cies (initial acquisitions, tracking support, etc., for
National Space Development Agency [Japan], Insti-
tute of Space and Astronautical Science [Japan], Eu-
ropean Space Agency, and others).
(3) Arraying of antennas, such as was done for the Voy-
ager encounters at Uranus and Neptune.
For backup and support to international agencies, the
data exchange is through the use of CCSDS data packets.
ill. Technology Forecast and Projected
Impact
This section forecasts new and emerging technologies in
the areas of computer hardware, software, data communi-
cations, and human interfaces that are of potential benefit
to the DSN GIS in the 2000-2010 era.
A. A Look at the Future
The following perspectives from a research scientist, an
operator, and a software developer are offered to stimulate
creative thinking and are not constraints on tile architec-
tural study.
1. A Research Scientist's Perspective.
"I had a personal computer on my desk 10 years ago,
so that much hasn't changed. The personal computer that
is on my desk now has dramatically higher performance,
a larger screen, and larger storage capacity than before;
however, the biggest change has come in the way I use it.
For me, and for most of the people I deal with, the per-
sonal computer has replaced the telephone in all sorts of
ways. I have the regular personal computer applications I
use every day--the spreadsheets, a word processor, and a
couple of small databases--but what really makes the sys-
tem useful for me is that it is linked into the local network
I share with my staff, into national and international com-
puter networks, and into the flight project ottice, where
I can access the really large databases we depend on for
up-to-date scientific analysis and monitor the latest input
from my planetary instrument.
"Today I often have no idea where the data I'm using
is actually stored. I don't really need to know. Some-
times I'll pull summary information from the Planetary
Data System, combine it with up-to-the-minute status re-
ports on a current mission, pass the whole package to my
science analysis team for some 'what if ...' projections--
all without having to think about the mechanics of how
things really link together. For all I know the data comes
by way of Siberia. When I share the data with my col-
leagues we can discuss it as we analyze it on our screens
and propose and conduct analysis during 'electronic meet-
ings.' We hear everyone's voice and see team members and
review the data--our attention is focused on the screen.
"Perhaps the most pervasive difference today is that we
are much less dependent upon technicians than we were in
the past. Most of our analysis is produced by our profes-
sional staff--the knowledge workers--with the assistance
of sophisticated software tools. Compared to just a few
years ago, there is much less manual analysis to be done,
because of our reliance on %lectronic assistants.' We often
annotate results with voice and video clips and share it
with colleagues for their review and comments.
"I have a lot more time today to focus on doing the
'right things,' because we have learned to use the systems
to avoid spending time doing the 'wrong things'--things
that don't contribute to the accomplishment of our re-
search. We make fewer errors because we are better able to
monitor activities, to do reasonableness checks. We spend
less time looking for related data, particularly pieces of pa-
per, because more of our files are stored in electronic form,
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and we can do extremely rapid electronic searches, com-
parisons, and associations. The problems associated with
performing analysis in stages have been minimized because
we have replaced much of the paperwork with electronic
transactions. There just isn't that much 'float' in the pro-
cess anymore.
"If you look around this office, you can see that science
still uses paper, but in many senses it is a different kind
of paper: It's what you might call secondary paper--re-
ports, studies, and day-to-day reports--the 'real-time' in-
formation is almost entirely on the screen. And as I've
said, that means a lot less looking and waiting. I just call
up. It's there when I need it, it's in a format that I can use,
and it's reliable. That's most important, of course--that
I can trust tile information to be correct and current."
2. An Operator's Perspective.
"The most significant change in my job is that all the
equipment is remotely operated from here in Pasadena,
and my job involves monitoring a highly automated pro-
cess. If any subsystem needs to be adjusted, I can do it
from my workstation. Every action has explicit, reliable
feedback. I can also query the subsystems and get imme-
diate responses. The subsystems themselves are smarter:
I can now control them with much higher level instruc-
tions; they are self-monitoring and self-diagnosing and I
can place one subsystem under the direct control of an-
other. The biggest difference I see in operations is that
overall operations seem more integrated, and the networks
and tools available to me through my console have made
the System more responsive to what I need to do to control
it. I make fewer errors because I am better able to monitor
activities, to do reasonableness checks.
"Tile DSN supports more missions now than 10 years
ago, and I am able to maintain several spacecraft-to-
ground links through multiple antennas at the Complex.
JPL now arrays antennas routinely, and is progressing
towards using one antenna to communicate with several
spacecraft.
"I use automated monitoring tools to keep a constant
check on the operational status. Graphics and animation
on my console present information to me in such a way
that I can effectively monitor several links at once. When
things go wrong, fa_dt detection, isolation, and diagnosis
tools help me to narrow down the possible problems, sug-
gest alternative solutions and quickly get a message to the
maintenance personnel at the Complexes. Expert knowl-
edge is available from my console so I can benefit fi'om
having the 'experts' available to me whenever I need them.
Maintenance people at each Complex have similar tools to
help isolate and repair equipment.
"The procedures and manuals are now all available on
the screen. Instead of having to sort through volumes of in-
formation to pull together the bits and pieces I need, I can
now navigate through a library that has not only the doc-
umentation, but photographs, animated sequences, and
voice notes all linked together. Getting the 'big picture'
no longer involves a treasure hunt through documentation
libraries and coworkers' notebooks. When I discover a
problem in the documentation or procedures, I can instan-
taneously annotate the procedure, and even recommend
changes.
"Embedded training programs enable me to practice
the performance of difficult operations in an environment
exactly like the operational one. Instead of sitting idly by
when I'm in the middle of a long track, I can now place my
console in a training mode. I'll run scenarios and practice
procedures while background processes monitor the health
and status of the space link. If any problem occurs, the
system immediately notifies me and provides me with the
necessary background information.
"Because of the training system, I am now proficient
at performing operations tasks I would rarely work on a
decade ago. I am better informed, understand the activ-
ities on a nmch deeper level, and am better equipped to
deal with emergencies than before. I'm also more aware
of what's important to our customers and can work with
them to deliver the best possible data product.
"I now provide better problem reports to system devel-
opers with a quick and ea_sy way to document problems:
if a failure occurs, I dump all the appropriate informa-
tion into a file and the file provides a history of events
surrounding the failure and a clear picture of the health,
status, and configuration of the station when it surfaced.
This way, the developers and maintainers have first-hand
information to work with-- and problems can be evaluated
to make sure they don't happen again."
3. A Software Developer's Perspective.
"International standards apply to the space and ground
comnaunications portion of the DSN, and this eliminates
my need to create new communications software, and helps
me focus more on what the user needs to see and control.
Interuational standards have made it easier for my divi-
sion to a.ssemble a substantial library of space-application
modules, many developed by foreign programmers.
"Most of nay software engineering efforts are focused
on building maintainable code, and interfacing it to tested
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and proven software. One major change is that there is
greater emphasis on designing fault tolerance into the sys-
tem. One way we do this is by integrating common moni-
tor and control modules into the software architecture that
enable remote monitoring of hardware and software per-
formance.
"There is a mix of computer platforms in the Ground
Information System; all use identical operating systems.
Those that are roughly equal in capability can be dynam-
ically assigned tasks. This makes the information system
more dependable by making it tolerant to isolated com-
puter failures. Network, computer, and software architec-
tures are carefully designed to be interoperable and fault-
tolerant. They must be--the DSN supports many more
real-time users than it did ten years ago. These users are
expecting portions of their data within seconds of capture
and want to send real-time signals to their space instru-
ments.
"The human interfaces that I design involve text,
sound, and graphics--and sometimes include voice and
video. The format of these data types has been standard-
ized, and many human-interface application modules are
available-_either commercially or from software libraries.
I work closely with human factors engineers and users to
provide all the features they need to do their job at one
location--at their workstation. The computer has also be-
come the focus of communications between operators and
engineers like myself, which simplifies their access to me.
"I obtain the majority of my application modules from
software libraries. My development team tends to use
object-oriented software modules; the porting of modules
to other machines is easier and faster. One measure of my
success as a programmer is how many people want to reuse
my code for their applications; the usefulness of nay code
to other programmers is very important to me."
B. Computer Hardware
The 1990s will see extremely high-speed electronic sys-
tems that will be increasingly compact, mobile, and light-
weight, tIigh-speed computer systems will include mu]ti-
ple high-speed microprocessors with increased parallelism;
memories with ever-increasing densities; and specialized
high-performance chips, such as video chips with both
analog and digital memory interfaces and voice-processor
chips with adaptive recognition capability.
The growing power of functions at tile chip level enables
greater degrees of parallelism. It will become more feasible
to dedicate a processor of the proper kind to each element
of a system in subsumptive architectures with hierarchic
arrangements of functions in increasingly detailed layers
of computation, and systolic data-flow architectures with
patterns of specialized processors arranged in data-flow
orientation.
Initially, the DSN computers were JPL-built controll-
ers, which gave way to minicomputers of several kinds,
tending toward microcomputers today. Recently there has
been some work to seek very-large-scale-integration solu-
tions for some of the functions of the DSN.
1. Computers. Tile DSN will probably require mi-
crocomputer, minicomputer, and mainframe levels of ca-
pability in its future architecture. Mainframes, if used,
will probably be located at the Central Site, with mini-
computers and microcomputers distributed at the Central
Site and DSCC's.
a. Microprocessors. Since the late 1970s, there has
been a steady increase in the capability of microcomputer
chips in execution speed, addressing capability, input and
output (I/O) bandwidth, and instruction sets. This trend
is expected to continue, with processing speed increasing
by a factor of 10 or so every five years.
Compatibility between successive members of a man-
ufacturer's line is reasonably good, at least at the level
of users of commercial software packages and operating
systems, although significant rework has often been nec-
essary on the part of software suppliers to support a new
version of a workstation microcomputer chip. The trend
to graphical user interfaces (GUI's) has helped to disguise
the extensive modification required to support new work-
stations.
Mainframes are emerging with higher speeds and larger
storage capability, which solidifies the mainframe as the
machine of choice for large numbers of users running
database-oriented applications (e.g., in business). For sci-
entific users running computation-oriented applications,
the appearance of the new mainframes provides additional
powerful analytic tools and the potential for new discov-
eries.
Today's microcomputers operate up to over 75 million
instructions per second (MIPS), 22 million floating point
operations per second (MFLOPS), with over 800 Mbytes
of internal mass storage. External devices may extend the
storage to over l0 Gbytes. So-called optical juke boxes
extend the mass storage to over 300 Gbytcs.
The points of demarcation among the performances of
microcomputers, minicomputers, and mainframes, and be-
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tween workstations and systems are not firm. NCube,
Inc., for example, has introduced a computer capable of
speeds up to 1 billion floating point operations per second
(GFLOPS) using 512 processors, with up to 1 Gbyte of
storage, all in one cubic foot of space and weighing about
60 pounds. The computer is housed in a portable chassis
that fits into a personal computer carrying case.
Computer chip manufacturers predict that 1- to 2-
GFLOPS capability will exist at the board level within ten
years. The Intel Micro 2000, now in design, will contain
50-100 million transistors in four central processing units,
two vector processing units, a human interface unit of 4
million transistors to provide high-resolution, full-motion
graphics, and a 2-Mbyte cache to reduce off-chip reaches
for data. In addition, this chip is planned to be upwardly
compatible with the Intel 386 instruction set and would
run all software that currently runs on that processor.
b. Parallel Processors. Parallel processors fall into
two main categories: (1) single-instruction multiple-data
(SIMD) machines, in which many processors work with
the same program on vectors or arrays of data values,
and (2) multiple-instruction multiple-data (MIMD) ma-
chines, in which each machine has its own program and
the (more or less) independent machines communicate by
means of I/O interconnections. The SIMD machines are
particularly well-suited to calculation of multiple-degrees-
of-freedom problems, such as orbit determination, while
the MIMD machines are well-suited to simulation of com-
plex events.
All these machines currently require extensive rework-
ing of existing processing algorithms to take advantage
of parallel processing; unfortunately, none of the existing
implementations promises or even suggests compatibility
with later versions of parallel machines.
2. Digltal Signal Processors. Digital signal pro-
cessing can be advantageously applied to several functions
of the DSN. These include receiving, transmission, switch-
ing, encoding and decoding for error correction, security,
storage, and retrieval.
Very-high-speed integrated circuits (VHSIC's) are ex-
pected to do complex signal processing dramatically faster
with smaller chips. This development will enable advanced
forms of modulation, synchronization, and coding. The re-
alization of the Viterbi algorithm on a chip is an example
of the application of this emerging technology.
Signal processors may operate as circuit boards man-
aged by external computers. Current capabilities of such
board-level devices include 150-MFLOPS 32-bit vector
processing, with 400-Mbps access to memory. The ability
to do fast floating-point operations permits a very flexible
signal-processing design. The speed of commercial digi-
tal signal processing boards is expected to keep pace with
computing speeds, growing at least by a factor of ten over
the next decade.
3. Storage. Storage technology is rapidly increasing
the capability to rapidly and reliably store and retrievc
large volumes of data. Three types of devices are all cur-
rent areas of research: solid state, magnetic, and optical.
In 1990, the semiconductor industry announced the first
8-Mbyte dynamic random-access memory on a single 10- x
20-mm chip containing 40 million electronic components.
At present, 32-Mbyte and even 128-Mbyte solid-state stor-
age chips are in development. Access times, meanwhile,
are falling steadily; whereas about 80 nsec is common now,
about 60 nsec will be the norm within one year in stan-
dard complementary metal oxide semiconductor (CMOS)
teclmology, and 35 nsec may be achieved using bipolar
CMOS within another year. JPL is presently developing a
4-Gbyte, 320-Mbps vertical block line device, with an ex-
pected latency under 100 msec. By the years 2000 2010, it
is not unreasonable to project solid-state devices reaching
1 Gbyte on a single chip, with 20-nsec access.
Magnetic device performance will also continue to rise
dramatically. Magnetic tape is expected to reach 1-10
terabytes per reel, with a transfer rate ranging from 300
Mbps to 1 Gbps by the 2000-2010 time frame. Mag-
netic disks are expected to reach 0.15 Gbyte/cm 2 by then,
with only about 1-psec latency. JPL is currently conduct-
ing research in the application of tunneling microscopy to
magnetic memory, which could reach densities of about
1 terabyte/cm _ by the year 2020.
A less dramatic rise is being predicted for optical stor-
age technology. Currently, digital optical tape systems
are capable of 50 Gbytes per cartridge and a 24-Mbps sus-
tained data-transfer rate, with seek times of less than 4 sec
per Gbyte. The optical diffraction limit will permit only
up to about 1 terabyte per cartridge, and only about a
30-Mbps readout is expected. Similarly, optical disks arc
projected to limit at about 45 Mbytes/cm 2 with 1-psec
latency. Because of these limitations and the projected
3:1 superior performance of magnetic technology, it has
been questioned whether there will be a market for high-
performance optical storage technology.
4. Hardware Integration. The Department of De-
fense (DoD) is developing multichip-module fabrication
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and packaging technology that drastically decreases the
volume, power, heat, and cost of high-performance compu-
tational systems, while increasing their speed, reliability,
and effectiveness. The concept of three-dimensional (3-D)
packaging is not new, but only recently have vendors made
significant progress in implementing the process. The DoD
has identified multichip-module technology as an enabling
technology and plans to establish multiple manufacturing
sources for each type. Figure 8 illustrates the concept.
A number of techniques are being explored. A IIughes
Aircraft 3-D computer uses 4-in. diameter wafers. Other
systems utilize bare chips (the dies themselves), some of
which are trimmed to remove line drivers. Line drivers
are rarely needed since the distances are reduced and no
pinning is involved. The systems are considerably cooler,
since as much as 85 percent of the power budget and heat
budget for a chip is used by line drivers.
The multichip modules or wafers are interconnected
by very-high-speed links. For example, a IIughes mod-
ule has an internal rate of 160 Gbps, and a Texas Instru-
ments network operates at 20 Gbps on the module and
at 800 Mbps between modules. The various packaging
techniques used by vendors often utilize off-the-shelf com-
mercial chips, such as static random-access memory, dy-
namic random-access memory, central processors, commu-
nications processors, and digital signal processors. Repair
of these systems will usually be done by replacing a mod-
ule or wafer. Since there are typically only three to five
types of modules, the parts problem could be minimal.
The systems currently being developed are for weapons
control. They are programmable (sometimes in multi-
ple languages) and reconfigurable. Other potential ap-
plications presently under consideration include avionics
control, general-purpose supercomputer workstations, and
sensor analysis systems.
A system being developed by the Environmental Re-
search Institute of Michigan has performance goals of 30
MFLOPS and 15 MIPS. It will fit in 200 cubic inches and
is expected to cost about $85,000 in volume quantities.
The same capability in 10 years is projected to cost less
than $10,000 (in current year dollars).
5. Reliability. The GIS has a functional availabil-
ity goal of over 99 percent in the envisioned time period.
This may be approached by a fault-tolerant design with
appropriate fault detection, isolation, and recovery tech-
nology. One key need is for highly reliable components
in each subsystem. This section summarizes a forecast of
computer-oriented reliability issues.
a. Current Architectures. In 1975, the mean time be-
tween failures (MTBF) for disk drives was only about 3000
hours. Today, the MTBF for the newest physically small
units is quoted in the 200,000-hour range. Much of the
increased reliability has been attributed to the reduction
in size. The 1991 disks are 3.5-in. units that hold as much
as ten times more data and have transfer rates five times
faster than the 1975 units.
Failure rates for tape units have not improved as dra-
matically, but helical scan devices have jumped in relia-
bility from 28,000 hours MTBF to 40,000 hours MTBF
within tile last year, validated by field experience.
The next most frequent failures encountered in com-
puter systems occur in the cabling and connection equip-
ment and on the boards themselves. Flexing and stress,
due to temperature and mechanical variations, create
socket and tracing breaks. Years of age on connective and
board components becomes a major contributing factor.
The incidence of memory and processor failures, after ini-
tial so-called infant mortality, has been so rare that indus-
try figures are not usually published.
b. Advanced Architectures. The environmental condi-
tions that DoD's advanced integrated architectures (such
as wafer and composite module devices) are intended to
survive exceed those found in the conventional computer
room: mechanical shock tests up to 168,000 g's (required
for impact, and rail guns), thermal cycling from liquid
nitrogen to boiling oil temperatures, vacuum tests, and
radiation tests.
The failures that are experienced are inside the chips
and dies themselves. Chip failures occur due to operat-
ing temperatures and radiation, usually not to mechanical
stress in these packages. The design process can provide
for cooling by convection or conduction flow where neces-
sary.
Most of these dense packaging designs have built-in re-
dundancy. Some have 50-percent spare components; oth-
ers have up to 200-percent redundancy in connectivity
(much of which can be switched dynamically); and still
others have fully active switching to bypass components
that are failing. These design features further enhance the
reliability of the unit.
It appears that new, dense packaging architectures
present a number of advantages over present traditional
designs because the number of connections is significantly
reduced. Shock failures due to physical or thermal events
are virtually eliminated. All these attributes contribute
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to significant increases in the reliability of the solid-state
units and systems.
C. Software
The 1980s witnessed the advent of major efforts to stan-
dardize many aspects of computing, including program-
ming languages, operating system interfaces, and network
protocols. By the year 2000, most of these efforts will have
resulted in wide adoption of international standards. The
standards process will provide a common basis on which
to build distributed computer systems.
1. Open Software and Standards. A major concept
is that of open systems. Although not rigorously defined,
in this context the term open refers to the willingness of a
computer or software vendor to offer products compatible
with those available from its competitors, usually because
they mutually agree on standards. Open systems bene-
fit users because they yield greater independence in the
procurement of hardware and software.
Planning for an open system makes it possible to im-
plement highly portable, hardware-independent, scalable
computing systems through the use of existing software
technology, an awareness of trends, and by adhering to a
plan for compatibility.
The following paragraphs summarize various develop-
ments ill the evolution of open systems that will have im-
portant implications for the DSN GIS. Large-scale com-
puter applications often rely on capabilities beyond those
specified by a programming language definition. For ex-
ample, file system services, process creation, and network
I/O are support functions that require additional specifi-
cation. The universe defined by this broader specification
is called an application environment.
Several related (and mutually consistent) efforts to
set a standard application environment are under way.
Tile following discussion is based on the Open Software
Foundation (OSF)/Application Environment Specification
(AES). AES is itself based on various other standards
(both adopted and emerging) as noted. The discussion
is intended to indicate current directions in the evolution
of open systems.
a. Programming Languages. At the present time, the
C programming language is the language of choice for sys-
tems software. C is a middle-level language originally de-
veloped to replace assembly code for the most demand-
ing systems' programming tasks. C language deals with
the same sort of objects that most computers do, namely,
characters, numbers, and addresses. It may be used in
the GIS for applications that strongly manipulate operat-
ing system resources and the computer platform, such as
operating systems, compilers, editors, and low-level I/O
software.
C++, a superset of C, is a general-purpose language.
C++ was designed for larger, more structured applica-
tions than C, and provides flexible and efficient facilities
for defining new data types. C++ hides much of the ap-
plication functionality behind object interfaces, hence it is
referred to as an object-oriented language. It will be appli-
cable to the GIS by providing a tool for the rapid develop-
ment of highly portable, structured application programs.
It is applicable to human-interface displays and database
management systems.
Common LISP has proved to be a useful and stable
platform for rapid prototyping and systems development in
artificial intelligence and other areas. Artificial intelligence
applications written in Common LISP are also success-
fully integrated with software written in other languages,
including C, C++, Fortran, and Ada. The unique ca-
pabilities of Common LISP, which include memory and
data structure management, flexible typing, symbolic rep-
resentation, processing capabilities, and functional pro-
gramming style, ensure that the language will remain tile
dominant language for most AI research and application
software for the foreseeable future.
Extension languages support a new style of program-
ming that has emerged in recent years called language-
based programming. With this style, a programmer pre-
sented with requirements develops a special-purpose lan-
guage in which a program that satisfies the requirements
can be expressed succinctly and clearly. The ultimate pro-
gram is written in this higher level, special-purpose lan-
guage. This style allows easy experimentation, testing,
and evolution of the application much more readily than
do more traditional top-down, or structured, programming
styles.
In the future, more and more programs will be designed
and implemented as multilayer language systems, with the
upper layers calling languages implemented in lower lay-
ers. Iligh levels of abstraction will be provided by upper
layers, allowing applications to be programmed in very
few lines of code. Portability will be routinely achieved
by defining one of the interlayer boundaries as a portabil-
ity boundary, with machine-dependent code allowed only
below the boundary. Any code above the boundary will
port from one machine to another without change. Table 6
summarizes the languages that may be considered as open
languages.
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b. Operating Systems. The 1980s saw several impor-
tant trends in scientific and engineering computing. The
first and most important was the emergence of UNIX
as the dominant operating system. The wide availabil-
ity of UNIX also encouraged the development of highly
distributed computing systems based on the client-server
model.
The Institute of Electrical and Electronics Engineers
(IEEE) has recently adopted Standard 1003.1-1990, the
Portable Operating System Interface (POSIX.1). This
document defines a C-language interface to an operating
system (i.e., UNIX). POSIX.1 is also an International Or-
ganization for Standardization (ISO) standard (ISO 9945-
1: 1990). The two major players in the open operating
system field, UNIX International and tile Open Software
Foundation, have pledged compliance with POSIX.1 for
their respective operating system products.
c. User Interfaces. The X Window System from Mas-
sachusetts Institute of Technology Project Athena has es-
tablished itself as the dominant technology for window-
ing systems under UNIX. Standards for X Windows are
developed under American National Standards Institute
(ANSI) committee X3tt3.
At a higher level, the most clearly drawn battle line in
open systems is perhaps between the OSF/Motif and Sun
OpenLook graphical user interfaces, At the present time
Motif is proprietary software; OSF publishes the standard
and the software itself must be licensed from OSF individ-
ually for each workstation. Efforts are under way to build
a virtual interface supporting either technology.
d. Network Services. AES supports tile Internet suite,
plus other selected Internet services developed at tile Uni-
versity of California, Berkeley, for UNIX networking. AES
also includes support for selected Open Systems Intercon-
nection (OSI) protocols.
From the standpoint of software architecture, the choice
of network protocol is often incidental, since it is usually
hidden by higher layers in the distributed computing en-
vironment (see Section III.C).
2. Distributed Computing. The concurrent explo-
sive growth ill the power of inexpensive computers and
availability of network technology has led to widespread
adoption of distributed systems in which large numbers of
loosely coupled computers communicate over local area
networks. Tile problems of designing software systems
that can take advantage of diffuse computing power are
many and derive mainly fi'om the additional complexity of
silnp]y having more semi-independent components,
Any monolithic computer system can be distributed
by the ad hoc insertion of system boundaries and corre-
sponding communications support. A properly designed
distributed application, by contrast, will be built upon a
framework that provides a portable programming interface
and subsumes much of the complexity that accompanies
distributed computing.
OSF's Distributed Computing Environment (DCE)
technology includes support for building distributed ap-
plications in the UNIX environment. The following dis-
cussion highlights the key capabilities of DCE, again to
demonstrate the current state of open systems evolution.
a. Remote Procedure Call. Client-server computing, in
which a process requests actions on the part of another
process, is a useful abstraction for exploiting the power of
distributed computing systems. With the necessary com-
munications support, processes on different, computers can
be made to cooperate to bring greater processing power to
a single task.
A remote procedure call (RPC) is a logical extension
of the local procedure call model used by many program-
ming languages. RPC technology allows the programmer
to specify interactions among components of a distributed
system through a convenient and consistent method. In
addition to the obvious benefit of making distributed ap-
plications easier to write, RPC also insulates those appli-
cations from the details of specific processor architectures
and network implementations. It therefore contributes to
the portability of such applications. A well-written RPC
application, for example, can operate among several ven-
dors' systems, and use different network protocols (e.g.,
Internet or OSI) simultaneously without code changes.
b. Naming Service. The added flexibility that can be
obtained from distributed computing leads immediately to
a problem of information management. A client process,
for example, needs to know how to contact a server process
on another computer. If the binding of service to computer
is deferred for as long as possible, reconfiguration can be
accomplished, when necessary, with minimal side effects.
A naming service is a mechanism for storing and dis-
tributing such information throughout a network. Well-
written applications should exploit the naming service for
any information that may be subject to change. Source
code is thereby insulated from such changes, and greater
run-time configuration flexibility is afforded.
c, Threads. Figure 9 shows a process requesting data
from an upstream server and responding to data requests
297
from a downstream client. The reading and writing ac-
tivities are not directly coupled; a cache buffer is inserted
so that a temporary decrease in output data rate does not
cause a corresponding slowdown in input flow and process-
ing. In addition to reading and writing data, the process
also communicates with a monitor and control process. It
he_s therefore, several semi-independent flows of control.
The general problem of multiplexing loosely synchro-
nized activities has been addressed through a variety of
mechanisms. Real-time systems typically provide a rich
set of tools (scheduling primitives, interrupt service rou-
tines, etc.) but generally at the cost of increased complex-
ity and reduced portability. Multitasking systems (e.g.,
UNIX) provide mechanisms based on interprocess com-
munication, but these are often expensive in performance
overhead.
Perhaps the most useful conceptual model for this prob-
lem is the thread. A thread is simply the flow of control
within a process. Because all threads in a process exist in
a single address space, they can communicate efficiently
through shared memory. Synchronization among threads
is accomplished via scheduling primitives provided by the
threads implementation.
The threads model simplifies the design of multiplexed
processes by decomposing them into a collection of threads
whose temporal relationships are explicitly specified. Con-
sidering the example in Fig. 9, the decompositions might
be as follows:
(1) Read. Wait for server input. Read and process data.
Wait for room in output cache. Queue output. Re-
peat.
(2) Write. Wait for client request. Wait for data in
output cache. Write data. Repeat.
(3) Monitor. _Vait for timer to expire. Report program
status. Repeat,
(4) Control. Wait for control input. Respond to direc-
tive. Repeat.
An IEEE standard for threads (POSIX 1003.4a) is cur-
rently in development.
d. Security Technology. Distributed computing sys-
tems need reliable methods for authentication, authoriza-
tion, and the assurance of integrity and privacy of messages
sent across the network. The DCE security tedmology is
based on Project Athena's Kerberos (Version 5) service.
Kerberos provides private authentication services and se-
cure message service. The DCE authorization function is
provided independently via POSIX-compliant access con
trol lists.
e. Distributed File System. Another useful abstractior
for building distributed systems is the distributed file sys-
tem (DFS). A DFS is an efficient method for application-
transparent sharing of file-oriented data among computers.
While not appropriate for stream transfers, a distributed
file system can nonetheless simplify certain data exchange
problems, particularly distribution of software across the
network.
3. Database Technology. The DSN has tradition-
ally developed custom storage and retrieval methodologies
for most of its database management systems (DI3MS's).
Experience at JPL and throughout industry demonstrates
the wide applicability of relational database systems, par-
ticularly when implemented in a client-server mode of op-
eration.
Relational DBM's. Such systems have been in use for
approximately 20 years and have achieved reliability, per-
formance, recoverability, operability, and security levels
acceptable to most applications. Furthermore, related
computer-aided software engineering (CASE) tools, pro-
gram generators, report writers, windowing interfaces, dis-
tributed operations, and parallel operation are becoming
available.
The Structured Query Language (SQL) has been ac-
cepted as an ANSI-standard relational database interface
language. Virtually all relational database systems, and
many non-relational database systems, provide an SQL
interface.
Object-Oriented DBM's. Objects are data that have
semantic definitions and procedures attached to them.
They are examples of abstract data types. Object-oriented
DBM's are designed to support the storage, manipulation,
retrieval, and safety of objects. However, there is cur-
rently no single, consistent, accepted model or standard for
object-oriented languages and systems. Object-oriented
DBMS's may take years to be standardized.
Text DBM's. Most of the world's data exist in textual
form. Text DBM's have been around since at least 1980.
They were initially developed for use in the intelligence
community for searching the enormous volume of public
information found in publications. Text DBMS's are now
emerging as tools to be applied in office automation, publi-
cation, and documentation. Text DBMS's suffer from the
same weaknesses as object-oriented DBMS's. They have
no single codification, definition, theory, or de facto stan-
dards. Current efforts in industry are being expended to
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broaden the capabilities of text DBMS's to include image
and graphical data.
Based on history, it appears that at/east 20 years of in-
tensive use and development are required to provide a user
with a mature DBMS. Object-oriented and text DBMS's
have neither the single solid theoretical base that relational
systems have nor do they have a champion. Without such
cornerstones the systems may not progress, mature, and
become reliable before 2010. Therefore, based on history
and present reality, relational DBMS's are viewed as the
most likely candidates for database management systems
for the DSN in the 2000-2010 era.
4. Algorithms and Heuristics.
a. AI and Knowledge Systems. Expert and knowledge-
based systems, more generally called knowledge systems
represent specialized areas of AI that have developed
rapidly over the last ten years. It has been estimated
that there are currently over 10,000 deployed, operational
knowledge systems in the United States in many different
areas of industry, services, and government. For example,
at JPL, the Spacecraft IIealth Automated Reasoning Pro-
totype (SIIARP) knowledge system has been successfully
applied to Voyager and Magellan real-time link analysis
operations and Galileo operations.
Knowledge systems are computer systems that pro-
vide automated support to human workers, or high de-
grees of autonomy to large-scale systems. This technology
has opened many entirely new classes of aerospace appli-
cations to computer automation, such as fault diagnosis,
fault isolation and repair, resource planning and schedul-
ing, design, and intelligent interfaces to computer systems.
Knowledge systems extend the capability of information
systems by manipulating data at many levels of abstrac-
tion in ways that were previously impossible or achieved
only by humans.
The combination of high-performance hardware, soft-
ware algorithms, heuristics, and technology from many
areas of computer science allows knowledge systems to
address application problems that were previously not
amenable to computer-based solutions, such as dynamic
replanning and expert fault diagnosis. In the GIS, knowl-
edge systems will play a major, enabling role in the au-
tomation of operations, data management and analysis,
and in the achievement of higher degrees of autonomy in
the next generation of DSCC's.
b. Neural Networks and Fuzzy Logic. A neural net-
work is an AI technique that is used to mimic the way
the human brain works. A significant benefit of neural
networks is their ability to exhibit acceptable computa-
tion performance in the presence of noisy or incomplete
data. Although neural networks are most frequently im-
plemented in software, the most impressive performance
results from neural networks realized in hardware. Optics
is a technology particularly well suited for implementing
neural computers because of the relative ease with which
a programmable, massive interconnection network can be
optically synthesized. Experimental work along these lines
is currently under way at the California Institute of Tech-
nology and elsewhere. At JPL, hardware neural network
chips for resource allocation problems have been success-
fully developed using VLSI techniques.
Another interdisciplinary area of study related to AI
and mathematics is fuzzy logic, originally proposed and
mathematically formalized in the 1960s and only now un-
dergoing widespread application. As an alternative to
probabilistic reasoning, fuzzy logic provides methods for
dealing with imprecise data and incomplete information
in decision making. These techniques have been success-
fully used in a wide range of control applications, in-
cluding space shuttle rendezvous and docking, elevator
scheduling, and control of braking on subways. Like neu-
ral networks, fuzzy logic controllers can be implemented
in special-purpose hardware, yielding impressive perfor-
mance improvements over conventional controllers in many
applications. Although these technologies are still experi-
mental, it is expected that neural networks and fuzzy logic
controllers in both hardware and software forms will find
use in a variety of application problems in the GIS.
D. Data Transport
The data transport function transfers digital data
among GIS computers over local and wide area networks.
Government and industry are moving towards standard
transport protocols, including message formats, for reli-
able and timely transmission. The goal is an environment
where heterogeneous computers are capable of communi-
cating among themselves by virtue of nmtual implementa-
tion of ISO-standard protocols.
The protocols provide various services commonly or-
ganized into layers by the ISO OSI reference model (see
Fig. 10). This section is roughly organized in terms of
these layers. The protocols, while they are ISO standards,
are often referred to as the OSI suite. For its part, the
Federal government has chosen to require ISO-standard
protocols. Within the large number of ISO protocols and
options, the government has specified a subset of proto-
cols for Federal networks and has published the list as the
Government OSI Profile (GOSIP).
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At the lower layers, protocols are required to move data
reliably and accurately within local area networks (LAN's)
and wide area networks (WAN's). The maximum trans-
port speed of these networks depends on the physical char-
acteristics of tile medium, the transmitter and receiver
technology, and the protocol processing speed. At inter-
mediate layers, protocols must provide reliable process-to-
process communication among different subnetworks. The
goal of the intermediate layers is to interconnect multiple
subnetworks to form a single logical network (an internet-
work). The higher layers provide special services ranging
from data compression to specific message and handshake
procedures for file transfers and electronic mail.
The following sections summarize tile current state of
the art, forecast trends, and describe the impact of those
trends:
1. Media. The physical properties of communications
media limit the bit rate and transmission distance of dig-
ital links. Speed, limitations, and usage trends of several
vital media in the GIS communications architecture are
summarized in tile following section. Common-carrier cir-
cuits are also considered in this section.
a. Wire. Twisted-pair wire is the most common
medium-distance transmission medium (1-1000 m) and
may be used to transmit data at rates up to 100 Mbps (de-
pending on distance). It is often used for networks within
buildings because twisted-pair wire is already a part of the
installed telephone plant, relatively inexpensive, and easy
to maintain. This medium will continue to be available be-
cause of tire large installed base; however, it is primarily
useful at older facilities.
It is expected that twisted-pair wire will be used in
the future within locally instrumented areas to connect
computers to peripherals and instrumentation by using
such standard interchange standards as ILS-232, ILS-422,
or IEEE 488. It will be an important medium for DSN
monitor and control circuits.
Coaxial cable can support higher data rates than twist-
ed pairs without emitting spurious radiation. Rates of
hundreds of Mbps can be supported in both baseband and
broadband implementations. Such current LAN standards
as Ethernet 10 Base 2 (Thinnet) and 10 Base 5 (S',andard)
are relatively easy to implement. A popular monitor and
control standard, the Manufacturing Automation Protocol
(MAP), which includes a token-passing bus LAN standard
(ISO 8802-4), is also implemented with coaxial cahle.
Tile number of coaxial cable-based LAN's will likely
decline because of the increased commercial availability
of high-rate, low-cost optical fiber components. New-
generation LAN's based on optical fiber, such as the Fiber
Distributed Data Interface (FDDI), will become the LAN's
of choice.
b. Microwave. Terrestrial and satellite microwave sys-
tems provide high-capacity channels (hundreds of Mbps)
and relatively rapid installation. Although subject to
weather degradation and environmental disturbances, they
are not encumbered with installation problems; they are
ideal for backup or alternative routing. Recent develop-
ment of commercial LAN's that use 18-GHz signals for
communications may be applicable; however, the radia-
tion of wireless networks may interfere with sensitive ex-
periments at tile DSS's.
One problem with satellite communications is the prop-
agation delay associated with transnfitting via geostation-
ary satellites. At heights of approximately 35,000 kin, the
one-way delay is about 0.25 sec, depending on the eleva-
tion of the satellite above the horizon. This delay may
significantly affect data throughput if the network uses
error-correction methods usually associated with terres-
trial communications.
Trends show increasing use of very small aperture ter-
minals (VSAT's) for WAN applications to communicate
with terminals in unreachable areas and for mobile com-
munications. The primary usefulness of microwave com-
munications in the DSN will be to provide redundant WAN
routing paths for critical missions and temporary commu-
nications.
c. Optical Fiber. Optical fiber has tire bandwidth to
enable terabit-per-second transmission rates. Fiber not
only has high bandwidth, but it also has the benefits of
low noise and signal attenuation (see Fig. 11), with the
result that high-rate data can be transmitted over long
distances (e.g., 2 km with nmltimode fiber and over 40 km
with single-mode fiber). Fiber has advantages in security,
safety, immunity to electromagnetic interference, and re-
duced weight and size.
While multimode fiber is less expensive, single-mode
fiber is the medium of choice for high-speed digital trans-
port, and the numher of installations will likely grow. Re-
search is focused on signaling at higher rates. Current sig-
naling records are 350 Gbps. Another research thrust is in
wavelength nmltiplexing; the result is increased utilization
of the optical bandwidth by the establishing of multiple
comnmnications channels at different wavelengths over a
single fiber. The primary impact on the GIS architecture
will be higher data rates over LAN's and common-carrier
WAN circuits.
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d. Common Carriers and ISDN. There are two major
trends that will affect the services offered by the common
carriers: the trend to convert long-haul links to optical
trunks and the offering of digital interfaces directly to the
users. The first trend has been spurred by the adoption
of the International Telegraph and Telephone Consulta-
tive Committee (CCITT) Synchronous Digital Ilierarchy
(SDII, formerly SONET) standards for optical networks
and the second by the increasing availability of Integrated
Services Digital Network (ISDN) central office switches.
ISDN is an international standard for providing digital
circuits directly to the user and will eventually replace
current analog circuits for voice, data, and image (i.e.,
facsimile and video) transmission.
Synchronous Digital Hierarchy. The SDII standard for
optical phone company networks will enable the use of a hi-
erarchy of service data rates significantly higher than the
current CCITT-standard G.702 hierarchy (Table 7). At
the present time, many corporate users, including JPL's
Information Systems Division, are using 45-Mbps DS-3
trunks to replace multiple 1.5-Mbps DS-1 circuits. It is
expected that OC-1 (51.84 Mbps) will replace many of
these circuits when SDtI is fully implemented. Note that
the SDtI hierarchy goes to 2.4 Gbps. Most of the data
speeds in this hierarchy are for internal telephone com-
pany support networks. Availability of these high-speed
trunks for other users will depend on market demand.
Terrestrial and undersea installation of fiber will make
these higher rates available between the DSCC's and JPL.
Also, replacing satellite links with fiber will eliminate the
typical 0.25-see propagation delay associated with each
Current commercial services include basic and primary-
rate service (Table 10). These digital services are direct
improvements over slower 9.6- to 19.2-kbps links currently
used over the GIS, and their implementation will enable
a higher volume of data traffic between the DSCC's and
JPL.
Future offerings built on optical fiber capability will
make higher data rates available in a service called broad-
band ISDN (B-ISDN). B-ISDN will eventually permit
switched services up to 2.4 Gbps. This service will also en-
able video conferencing and transmission of high-definition
television on a switched, on-demand basis. It is also ex-
pected to enable a variable amount of bandwidth on de-
mand, so that the user will pay only for the bandwidth
required at a given time.
2. Lower Layer Technology. Network technology
can be organized into three general classes, depending on
the network dimensions. Each class has a need for lower
layer protocols. At the lowest level are networks that in-
terconnect computer boards in high-speed real-time appli-
cations. At the next level, computers within buildings may
be interconnected through LAN's. At the highest level are
WAN's that extend over longer distances. WAN's usually
depend on common carriers for the links among comput-
ers.
a. Processor-Board Buses. Board-level computers may
be linked with serial or parallel buses. Simplicity and rel-
atively low speeds can bc met with serial copper buses.
High-speed links over optical fiber using such technology
as FDDI may be common by the year 2000.
satellite hop and will significantly reduce bit errors. It is
predicted that by the year 2000 all global links associated
with the GIS will be fiber.
Table 8 summarizes the major differences between
satellite and fiber circuits. Based on industry projec-
tions, optical fiber leased-circuit cost for the year 2000
time frame may be as little as 10 percent of today's rates.
ISDN. For lower data rates (< 1.5 Mbps, narrowband
ISDN), user service is provided on three types of circuits
(Table 9). The D channels are used for common-channel
signaling and (optional) packet transmission; the D chan-
nel has its own OSI protocol stack. The basic user B chan-
nel may carry voice, high-speed fax data, slow-speed video,
or computer data; the protocol is at the user's discretion.
Three kinds of connections may be set up with B chan-
nels: circuit-switched (similar to today's dial-up service),
packet-switched (user is connected to a packet switch), and
semipermanent (user has the equivalent of today's dedi-
cated circuit).
Tightly coupled computer systems with very high data
rates among the computers are better served with parallel
buses. Current buses are 32 bits wide; 64-1)it buses are
emerging, with future growth expected to 256 bits. Several
standard buses are summarized in Table 11.
It is expected that the number of tightly coupled pro-
cessors will continue to grow to take advantage of parallel-
processing techniques and processor miniaturization. Fur-
ther, 100+ MIPS workstation computers are emerging that
will be used in distributed processing applications, such
as on-site, front-end processing of spacecraft signals and
back-end high-volume imaging data processing. Research
efforts will continue to extend bus widths and integrate
more functions on a chip.
b. Local Area Networks. LAN's provide loosely coupled
communications between computers typically within a 2-
kin distance. Their numbers have climbed because of the
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growth in personal computers and the need of users to
share resources and information. Several standard LAN's
are summarized in Table 12.
Current data rates range from 4 to 100 Mbps. Tile
FDDI network, which runs at 100 Mbps, is designed for
high-speed mainframe-to-mainframe and LAN-backbone
applications. It is expected that the speeds of these types
of networks will continue to climb and their useful dis-
tances will increase with improvements in fiber-optic tech-
nology.
Tile most significant standard is FDDI. It has a 2-kin
range between nodes. Multimode fiber is specified in tile
standard to minimize implementation costs; however, as
discussed in Section III.D, tile use of higher cost single-
mode fiber may permit extensions up to 40 kin. The FDDI
network is ideal for interconnecting other packet-oriented
networks, such as Ethernet and token rings. FDDI-II, a
significant departure from FDDI, is emerging with unique
capabilities. With the ability to integrate circuit-switched
traffic with bursty LAN traffic, FDDI-II can concurrently
support data, digital voice, and video traffic.
Research and development efforts are focused on higher
speed optical LAN's. Some vendors are developing wireless
LAN's to operate at radio frequencies and in the infrared
spectrum; this effort is not leading to new breakthroughs
in speeds, only to increased flexibility in placing worksta-
tions within an office.
c. Wide Area Networks. The High-Level Data Link
Control (HDLC) protocol is a common ISO-standard link
protocol for providing reliable service at tile data-link
layer. Errors are detected by using a 16-bit cyclic re-
dundancy check (CRC) algorithm. Error recovery may
be done in one of two ways:
(1) Go-back-N: When an error is detected in a data
frame, the receiver notifies the sender of the faulty
frame; the sender retransmits it along with every
frame that followed.
(2) Selective retransmission: When an error is detected,
the receiver notifies the sender; the sender retrans-
mits only the frame in question.
Most terrestrial networks use the Go-back-N algorithm.
However, noise on satellite circuits highly degrades the per-
formance of high-speed satellite links when using this al-
gorithm because of the 0.5-see round-trip delays; selective
retransmission is preferred in such cases.
GOSIP specifies CCITT X.25 as the WAN protocol
of choice. It is a three-layer (physical, data-link, and
network) packet network standard. Its link-level proto-
col is link access procedure balanced (LAPB), a version
of IIDLC but without selective retransmission features.
Therefore, it is limited to lower speed satellite links, or
optical fiber links.
With X.25, data are packetized into basic 128-byte pro-
tocol data units (unless the overall network has been de-
signed for larger packets). At the network layer, X.25 soft-
ware establishes a path across multiple computers from
the sender to the receiver through the use of a connection-
request packet, and the data packets flow across this vir-
tual circuit until the connection is terminated.
Frame relay is an emerging protocol that will enable
higher throughput over common carrier circuits by reduc-
ing the number of acknowledgments, as compared with
X.25. Research and development efforts are focused on
minimizing delays due to protocol overhead and providing
dynamic bandwidth allocation and optimal routing algo-
rithms.
3. Internetwork Communications. When there is
connectivity between LAN's and WAN's, additional users
are able to share resources, access common databases, and
exchange data. Standard internetwork protocols provide
routing among the subnetworks and process-to-process
communications, and lay the foundation for valuable ap-
plication services, such as electronic mail, file management
and file transfer. Research goals are to make details at
this level of communication transparent to users, increase
information throughput, and reduce delays with efficient
software implementation architectures.
The most popular internetwork protocols today are two
Internet protocols: Transmission Control Protocol and In-
ternet Protocol. Together they are capable of providing in-
terprocess communications among applications on widely
separate computers and networks. TCP operates on the
principle of virtual-circuit connectivity; that is, it estab-
lishes a path to the destination process with a connection
request packet, transfers tile data sequentially and reli-
ably, and after completion of the transfer, terminates the
connection.
GOSIP specifies a pair of ISO protocols that perform
the same services as TCP/IP: Connectionless Network
Protocol (CLNP) and Transport Protocol Class 4 (TP4).
They are similar to TCP/IP but are not interoperable be-
cause of different addressing schemes and some other mi-
nor differences (see Table 13).
TCP/IP and TP4/CLNP protocols themselves are fair-
ly efficient; however, many current implementations are in-
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efficient because of how the code is executed and messages
are buffered. Intermediate protocol layers constitute an
area of continuing research to reduce delays in interpro-
tess communications and increase performance.
4. Application Services. Protocols in the upper lay-
ers of the OSI model provide powerful application-oriented
services for users of internetworks. They range from stan-
dard file transfer and electronic mail protocols to message
formats for robot applications. Several are extremely im-
portant to the DSN and will be summarized here.
a. File Transfer. The Internet file management pro-
tocol is the File Transfer Protocol (FTP). It is a popular
protocol for moving files from one host to another across
a network. It is based on TCP/IP connections.
OSI provides a more powerful file-oriented protocol,
File Transfer, Access, and Management (FTAM), that
may be used for distributed database applications, docu-
ment retrieval and updating (e.g., library information ser-
vices), and special messaging systems that transfer long
text messages.
FTAM is a two-party file transfer protocol; in other
words, there is a controller of the file activity (initiator)
who directs the action and a responder who responds to
the initiator in a passive role. All file transfer and ac-
cess operations occur between an initiator and respon-
der over connection-oriented paths (virtual circuits, i.e.,
CLNP/TP4). Three-party file transfer is a future consid-
eration that is expected to be available by the year 2000.
b. Electronic Mail. Electronic mail allows people
to exchange text messages over networks. Internet uses
the Simple Mail Transfer Protocol (SMTP). OSI specifies
CCITT X.400 as its message-handling service (MHS).
The OSI equivalent is called the Common Manage-
merit Information Protocol (CMIP). AltlJough CMIP is
specified in the Government Network Management Profile
(GNMP), which is a network-management equivalent to
GOSIP, OSI network management services are only in a
state of definition and development today. The basic ser-
vice provides a capability to report events remotely, read
attributes of the network hardware, set a characteristic
(an attribute that can be set to influence the operation of
the network), set a characteristic if and only if the previ-
ous value was in a certain specified ranges, and demand
actions of the resource.
SNMP and CMIP are used to report the status and per-
for,nance of network elements (e.g., roul.ers) to a network
management system. Typically the network elements gen-
erate events that require immediate management atten-
tion. The network management system logs in the events,
and depending on whether the option is requested, will
keep track of their frequency, and notify a person when a
threshold has been exceeded. The system will enable the
following services: fault management, accounting manage-
rnent, configuration management, performance manage-
ment, and security management. All these functions are
expected to be fully developed by the year 2000.
d. Manufacturing Message Specification. Manufactur-
ing Message Specification (MMS) is an OSI-unique appli-
cation layer service that has no counterpart among the
Internet protocols, and it illustrates the thoroughness of
tile OSI approach. MMS is a standard messaging service
that may be used within application programs for mon-
itor and control of instruments and robots. In a sense,
it is the monitor and control equivalent of an electronic
mail standard, only it provides a device interface (versus
an electronic mail-human interface). MMS also uses the
transport services of the OSI protocol stack.
MHS is composed of a series of message-transfer agents
(intermediate computers) that are responsible for relaying
a message from the sender to the receiver. The transfer
agent serving the recipient need not be active when the
message leaves the originator's transfer agent; the mes-
sage can be stored at an intermediate location until the
recipient becomes operational.
c. Network Managemenl. At the present time, the In-
ternet Simple Network Management Protocol (SNMP) is
implemented on all new commercial bridges and routers.
5. Interfaces to Other Networks and GOSIP. The
GIS, although internally protected, will pass data through
communication servers to several external national net-
works, which in turn will connect to international, uni-
versity, and research center networks. These include the
NASCOM II, NASA Science Network, and Space Physics
Analysis Network (SPAN). Because of international ac-
ceptance of the OSI protocols, it is expected that all these
networks will interoperate with OSI protocols.
The CCSDS Advanced Orbiting Systems (AOS) archi-
It is used to report the performance of network resources to tecture (CCSDS 701.0-B-I), which recommends standards
a central monitoring location. The trend is toward imple- for data transmission over special-purpose space data links
menting this protocol on all network elements, including and their associated interface networks also recommends
workstations and personal computers. OSI protocols. The CCSDS provides the following guid-
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ante: "Wherever possible and technically appropriate, in-
terfaces with tile commercial network environment are pro-
vided so that the emerging infrastructure of commercial
OSI may be exploited."
E. Human Interfaces
A variety of technologies that provide improved meth-
ods for allowing users to interface with computer systems
will become available during the next decade. These inter-
face technologies focus on improvement in the amount of
information that the user can perceive from a given inter-
face configuration. There are three general categories of
interface technologies: graphic visualization, hypermedia,
and AI.
1. Graphic Visualization. Graphic visualization
may be of potential use in GIS human interfaces in the
following areas:
(1) Representing multidimensional data in images on
computer graphics displays and in a form that al-
lows people to perceive, amplify, and interpret the
data.
(2) Synthesizing data into animated models. Animation
time may represent an actual time variable in the
data, perhaps scaled, or it may be mapped from an
arbitrary variable in the data, presenting novel op-
portunities for perception and discovery on the part
of the user.
(3) Interactively applying experimental transformations
and algorithms to explore the effects on the data
(e.g., filters, Fourier transforms, color maps, projec-
tions, and nonlinear geometric mapping).
(4) Monitoring and debugging computer simulations of
physical components and processes through tile use
of graphical representations of equipment (e.g., an-
tennas, spacecraft, etc.).
(5) Implementing virtual reality, where a computer and
peripheral devices create a complete sensory envi-
ronment for three-dimensional visualization applica-
ble to such interactive activities as design, training,
and remote control.
2. Hypermedia. Itypermedia software technology
enables a user to retrieve data in various formats in one
or more display wiudows. The formats may include text,
graphics, animation, digital audio, and/or video. The data
may be retrieved nonlinearly, that is, users may iuterac-
tively traverse levels of description in a file from high-
level overview to low-level details, interactively trace cross-
references within a file and retrieve nonlocal refel'enccs to
other files, or interaetively connect with off-line databases
and application programs.
Hypermedia may be useful in the following DSN areas:
(1) Software development. The use of hypermedia may
minimize time that programmers typically spend
tracing cross-references in code by automating the
tracing of such cross-references. Multimedia com-
ments, such as text, diagrams, audio, and video, may
be inserted.
(2) Software engineering. Hypermedia enables such fea-
tures as an encyclopedia of software components
that supports software reuse, tracking of software
versions and changes, hardware configuration, etc.
(3) Requirements, design, training, and reference doc-
umentation. These documents are voluminous, ex-
pansive, and full of cross-references, the kind of com-
plex documents for which hypermedia was originally
devised.
(4) Browsing and searching knowledge bases. Hyper-
media is the natural technology for information re-
trieval from AI knowledge bases. The nonlinear
structure of hyperdocuments can easily be made to
mirror the inherently nonlinear structure of knowl-
edge bases (as compared with the linear structure of
relational databases).
3. Artificial Intelligence Support. AI techniques
that help translate raw data into knowledge may be ap-
plied in the following ways:
(1) Context sensitivity. Interpreting events and actions
based on the current context. In a scientific domain,
for example, context sensitivity can filter data by
using dynamic thresholding.
(2) Abstraction. Using AI techniques to abstract in-
formation and present summaries to the user. For
scientists, AI can be applied to data sets to identify
interesting features, summarize results and indicate
areas that warrant additional review by the scientist.
For engineering operators, AI can provide techniques
for knowing what state the entire system is in and
how ongoing activities are expected to affect that
state.
IV. Architectures
The GIS architecture described and recommended in
this section is intended to meet performance requirements
in the 2000-2010 time frame and provide adequate mar-
gins; minimize development, implementation, and opera-
tional costs; take advantage of technology expected to be
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available in the relevant time frame; and allow for a smooth
transition from the current architecture.
The overall GIS architecture (Fig. 12) is designed as
a single unified system from the front-end area to the
end user. Processing activities and network resources
(e.g., communication and database servers) are located at
the most appropriate points to meet performance require-
ments, and standard networks are used to move data from
one to another. Data buffers are provided at several points
in the architecture, in each case insulating upstream parts
of the architecture from the effects of failures downstream.
In particular, buffering is provided at each DSCC to ac-
commodate WAN outages.
Unbuffered real-time data exist only at the front end be-
tween the digital receivers and telemetry processors. Cur-
rent]y it is expected that the first level of buffering will be
provided at the point where frames (or CCSDS packets)
first exist, for example, at the output of the telemetry or
radio science subsystem. Subsequent processing stages are
based on client-server relationships. Data flow after the
data are packetized may be temporarily buffered before
transmission to control data flow. The goal at each stage
is to perform a clearly defined transformation that min-
imizes overall operational costs, including data transport
costs.
Muitimission level 0 processing (LZP) is done at each
DSCC, to the extent possible with locally available data.
Final multimission level 0 merge (LZM) occurs at the Cen-
tral Site (JPL), where it first becomes possible to consol-
idate data from all DSCC's into a single continuous data
stream.
Project-specific processing is done at JPL (or at other
locations, as negotiated with non-JPL DSN users). Data
to be processed are made available to projects and other
users in a uniform manner, using standardized protocols,
procedures, and formats.
A monitor and control network complements the pro-
cessing architecture, and its processors perform several
major functions. In particular, a Network Control Facility
(NCF) at the Central Site will remotely control the DSCC
antennas through appropriate directives and maintain a
management information base to enable status monitor-
ing of all subsystems.
An appropriate version of the information base will be
maintained at tile DSCC's to automatically rcconfigure
antennas for each mission activity and automatically de-
tect, isolate, and assist recovery from faults. A subset of
this information will be available at several locations at
the DSCC to provide a human interface when necessary
for manual intervention.
The following is a summary of the proposed GIS archi-
tecture:
(I) Unified architecture from front-end area to end user.
(a) Client-server model for each processing stage.
(b) Unbuffered real-time acquisition only at the
front end.
(c) Standardized interprocess communication.
(2) Open-system standards to achieve interoperability.
(3) Direct delivery of level 0 data to the user from the
DSCC's, if desired.
(4) Dedicated telemetry processors for each receiver.
(5) Security against unauthorized access and accidental
errors.
(6) Highly automated monitor and control (M&C).
(a) Centralized control of entire network.
(b) Automated configuration of support activities.
(c) Vastly improved human interface.
(d) Automated decision support systems for net-
work resource management, performance anal-
ysis, fault diagnosis, and contingency manage-
ment.
(e) Embedded intelligent computer-aided training
systems.
The Ground Information System is logically organized
into four reasonably distinct high-level functions: process-
ing, monitor and control, data transport, and software.
For ease of analysis, each of these functional areas is con-
sidered separately in the following sections.
A. Processing
In the early stages of the study, several classes of pro-
¢essing architectures were considered (sec Table 14). Each
of these architectural candidates (in its pure form) was
rejected with the better features of each subsumed into
the recommended architecture. The DSCC aspect of this
architecture and the Central Site aspect are detailed in
this section. The architecture includes elements of these
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candidates, organized to minimize implementation and op-
erational costs, to take advantage of technology expected
to be available in the relevant time frame, and to allow for
a smooth transition from tile current architecture.
1. DSCC Site. The DSCC processing architecture
performs initial level 0 processing of telemetry, and initial
processing of radio science, VLBI, ranging and tracking,
and command data. The estimated data rates for each
of these subsystems are summarized in Table 15. In the
DSCC architecture (Fig. 13), downconverted signals are
routed to the Block V receiver, VLBI subsystem, or spe-
cial acquisition equipment through an analog distribution
switch.
In some cases processing is initiated by the Block V
receiver and data are passed directly to a dedicated sub-
system (telemetry and ranging). In other cases, such as
tracking and radio science, data are routed over a net-
work to an available subsystem. The data paths depend
on tile real-time data rate, with functions withhigher rates
requiring dedicated processors. VLBI processing is a ded-
icated string from tile point of signal downconversion and
digitization to the stage of formatting the data for trans-
mission to JPL for correlation with data from another an-
tenna.
Each subsystem transmits its formatted packets to a
network communications server over the DSCC backbone
LAN. Reliable OSI protocols are utilized for communica-
tion to JPL. The M&C network, not explicitly illustrated
in Fig. 14, complements the processing architecture and is
the means used to communicate configuration data, status,
and commands among the subsystems.
The command subsystem stores commands received
from JPL. The subsystem modulates a subcarrier to form
a baseband signal that is transmitted to an exciter under
the control of the M&C subsystem.
The Ranging Subsystem, closely coupled to the Block
V receiver, receives predict data from JPL and uplinks
appropriate ranging signals through the exciter. Test data
from JPL are sent to the test subsystem and it, in turn,
modulates a signal to the exciter for telemetry testing.
a. Telemetry Processing. The Block V receiver and
its successors will feed data to the telemetry process in
the proposed time frame. For analysis, it is assumed that
there will be one Block V receiver at each Complex, with
the potential for at least 22 channel processors supporting
seven antennas, and by the year 2010, at least 32 for 10
antennas. Two combiners are expected by 2000 and three
in 2010, with dedicated channel processors.
The goal of the architecture is to pass telemetry data
directly from a Block V channel processor to the telemetry
processor with virtually no delays (real-time), process the
data, and deliver it in sequence and with no detectable
errors to 3PL (near-real-time). Short delays may be re-
quired for buffering in the communication links to detect
and correct packet errors downstream.
There are three fundamental architectures that are con-
sidered for the channel processor-telemetry processing op-
erations: dedicated, switched, and distributed. All archi-
tectures may operate in a fully automated mode.
In the dedicated processor architecture, Fig. 14(a), a
separate set of electronics is attached to each Block V
channel processor. Two or more telemetry processors may
be dedicated for increased availability. Processors may be
reconfigured for different missions by downloading soft-
ware. High availability is achieved through processor re-
dundancy and component redundancy within each proces-
SOL
The switched architecture, Fig. 14(b), interconnects the
receivers and processors via a matrix switch, similar to the
way that it is done today. While mechanical switches to-
day suffer from low reliability, this proposed architecture
may be envisioned with highly reliable switches (e.g., asyn-
chronous transfer mode switches) in the proposed time
frame. The switched architecture provides flexibility in
configuration management. High availability is achieved
by telemetry processor redundancy.
The distributed architecture, Fig. 14(c), interconnects
the receivers and processors via a common multiple ac-
cess network (e.g., a LAN), and provides connectivity for
passing data from any receiver to any processor on the net-
work. This approach envisions extensible use of general-
purpose computers and commercial network technology in-
tegrated into a DSCC-distributed processing system. The
distributed network provides extra flexibility in configura-
tion management and enhances options for load balancing
among machines. As with the switched architecture, high
availability is achieved through computer platform redun-
dancy.
There may be occasions for exceptional support for
which dedicated high-speed acquisition equipment may be
used, and the data stored on portable media (e.g., tapes
or disks) for off-line delivery to the users. This capability
was illustrated earlier in Fig. 13.
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AncilIary data, such as received power levels and system
temperature, are required for real-time processing. Some
of these data are generated by the Block V receiver, trans-
mitted to a network file server and distributed to each
telemetry processor. Also, software configuration data
(e.g., the type of decoding, etc.) must be transferred to
each telemetry processor by Monitor and Control during
configuration of a link.
Output from tile telemetry processor is transmitted
over the DSCC backbone LAN to the communication
server. The communication server sends the data to the
Central Site for merging, deletion of duplicate data, and
completion of mu]timission level-zero processing. The data
are then available to users for further processing over
mission-unique networks.
In addition, the DSN antennas may be arrayed with
remote antennas (e.g., Goldstone, California, antennas
with the Very Large Array [VLA], in Socorro, New Mex-
ico). Soft-symbol combining must be performed within
the DSCC combiners. Other occasions may require GIS
to transmit these same symbols to other partners in an ar-
ray; it is assumed that Block V receiver-to-array partner
communications will be specially arranged, and there will
be little impact on the information system.
Information rates above 10 Mbps may be expected for
Earth orbiters and lunar missions, and these usually re-
quire a convolutional code rate of 1/2. Deep space mis-
sions with rates less than 10 Mbps usually require code
rates of 1/6. Thus, for orbiters and lunar missions, one
megabit per second of information translates into about
18 Mbps of Block V channel processor output (assum-
ing Reed-Solomon [255,223] code), and with deep space
missions, one megabit per second translates into approx-
imately 55 Mbps (see Section II.A). Table 16 translates
the proposed spacecraft telemetry profile into a telemetry
processing rate profile. These rates have a major impact
on the architecture.
Dedicated Processin G Evaluation. The dedicated archi-
tecture (Fig. 15) features Block V channel processors and
combiners with dedicated telemetry processors. It is as-
sumed that communications between the channel proces-
sor and the telemetry processor are over a dedicated back-
plane bus, although a dedicated LAN may be used. In
contrast to the distributed architecture, the data path is
dedicated--with no sharing. In contrast to the switched
architecture, the path is permanent.
Specially designed protocols are assumed for data trans-
fer. The optimal performance is summarized in Table 17.
It can be seen that tlle potential for growth is excellent--
even the 1980s bus technology meets the conservative
mission-support forecast. Tile year 2000 bus technology
meets the aggressive forecast.
The advantages of this architecture include:
(1) The architecture meets all year 2010 requirements,
up to 450-Mbps backup support.
(2) Potential points of failure are the Block V channel
processor, telemetry processor, and active interpro-
cessor bus.
(3) Dual telemetry processors within each string im-
prove fault tolerance.
Major risks include:
(I) Computers (I/O software) cannot keep up with bus
speed.
(2) Custom-designed interprocessor communication
software may lead to higher life-cycle software costs.
(3) Bus management (fault detection, recovery, etc.)
will be nonstandard software, and may lead to high
life-cycle costs.
(4) The cost of many telemetry processors may be high.
Switched Processing Evaluation. A switched telemetry
architecture is illustrated in Fig. 16. The architecture fea-
tures multiple Block V channel processors and combiners
that feed telemetry data to one of many switch-seleetable
telemetry processors.
The switch is computer-controlled and provides a tem-
porary dedicated path on demand. The highest speed of
the path is the serial I/O speed of the channel proces-
sor/telemetry processor link. Currently, the best technol-
ogy is about 100-130 Mbps.
A major issue is the generally poor reliability of me-
chanical switch technology. It is assumed that more reli-
able technology, such as the asynchronous transfer mode
switches, will evolve by the year 2000 and will provide high
reliability.
The advantages of the switched architecture include:
(1) Telemetry processors can be easily changed as mis-
sion-unique requirements are added.
(2) A minimum complement of telemetry processors re-
duces costs.
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(3) Redundant telemetry processors increase availabil-
ity.
The major risks include:
(1) Forecasted telemetry rates may exceed I/O capacity.
(2) The switches may be expensive.
(3) The switch is a single point of failure.
Distributed Processing Evaluation. A distributed tele-
metry architecture is illustrated in Fig. 17. The archi-
tecture features multiple Block V channel processors and
combiners, each feeding telemetry data to one of many
software-selectable telemetry processors.
An ultra-high-speed network provides reliable data
transfer among the receivers and telemetry processors.
The network is shared--it provides a data path for all ac-
quisitions that are under way at any moment. The optimal
LAN performance is summarized in Table 18, with an indi-
cation of the instantaneous aggregate information rate. It
can be seen that the best current teclmology (100 Mbps)
provides an aggregate capability of 1.8 Mbps; a 1-Gbps
LAN would provide aggregate capability of 18 Mbps.
The advantages of the distributed architecture include:
(1) It may enable open interprocessor communications
with commercial off-the-shelf (COTS) hardware and
software interfaces.
(2) Telemetry processors can be easily changed as mis-
sion-unique requirements are added.
(3) FDDI, a dual counter-rotating ring, is available in
1990s technology that automatically recovers from
faults.
The major risks include:
(1) An aggregate telemetry stream may exceed LAN
capacity--a 100-Mbps LAN can only support an ag-
gregate of 1.8 Mbps of information.
(2) A one-Gbps standard LAN may not be available.
(3) Computers (I/O software) cannot cannot commu-
nicate at the LAN speed. This is a 1990s area of
research.
(4) This configuration has low growth potential.
Evaluation. The alternative telemetry architectures
were evaluated according to the criteria described in Sec-
tion I.D, and the results are summarized in Table 19.
Based on performance, growth potential, and high
availability, a dedicated telemetry architecture is recom-
mended. Additional study may show that adding redun-
dant telemetry processors to each string will significantly
improve availability. Primary concerns will be the cost of
custom interprocess communication software and the cost
of many processors.
A hybrid of the switched and dedicated architectures
was considered. The hybrid involves an addressable bus
that permits each receiver or combiner to talk to any
telemetry processor over its own dedicated bus. The hy-
brid is based on the ability to provide a backplane bus from
any channel processor to any telemetry processor under
program control. Further study will determine whether
the additional cost of this technique justifies the improve-
ment in availability. A cost study should be made before
a final cornmitment is given to the dedicated architecture.
b. Additional DSCC Processes.
Tracking. Tracking is generally a low-speed process
whereby Doppler and ranging packets are sent from a rang-
ing processor associated with the Block V receiver to the
tracking processor. Its primary function is to take these
packets and format them into a suitable product for navi-
gation processing by using ancillary data and predict data
from the M&C database. After formatting, the packets
are transmitted to users, such as the spacecraft navigation
team, through the communication server.
Command. Command processing is another low-rate
process that takes commands sent to the DSCC from JPL
and sends command modulation signals to the exciter and
transmitter for an appropriate antenna. The command
subsystem also sends a verification back to the mission
control team at JPL.
Radio Science. Radio science packets are generated by
the Block V receiver and transmitted to a radio science
subsystem for formation and transmission to the Central
Site. The potential rate from each receiver is 1.2 Mbps,
and several experiments may acquire data simultaneously.
After formatting, the packets are transmitted to the radio
science team through the DSCC communication server.
VLBI. VLBI ranging is a high-rate process (approxi-
mately 130 Mbps) that typically digitizes and stores X-
and S-band signals from radio sources or special tones
from a spacecraft. The data are temporarily stored on
a high-speed, high-volunm storage device and later played
back at a slower rate (e.g., 1.5 Mbps) to JPL for correla-
tion with data simultaneously acquired at another DSCC.
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The results are passed to flight projects for navigation pro-
cessing. Approximately 20-30 min of 130-Mbps data are
acquired at one time.
If required, quick-look data may be acquired during the
first 15-20 see and sent to the radio science team for real-
time processing. If anomalies are discovered in the data,
adjustments to the instruments may be performed with
real-time commands.
In summary, the overall processing architecture has the
following features:
(1) The architecture meets performance requirements in
the forecasted time frame and provides an adequate
margin. Each Block V channel processor is provided
with at least two dedicated telemetry processors.
(2) DSCC on-site processing is performed using dis-
tributed open systems.
(3) Communications are based on open-systems stan-
dards.
(4) Final-product processing traffic flows to the DSCC
backbone LAN and to the DSCC communication
server. Subsystem-unique requirements (e.g., VLBI)
are accommodated with intermediate high-perfor-
mance processing and storage devices.
(5) Certain exceptional types of processing are acquired
in real-time, but delivered off-line to JPL or direct
to users (e.g., orbiting VLBI) via portable media.
2. Central Site (JPL). The Central Site performs
two major GIS functions and provides an open systems
interface to the nmltimission and mission-unique subnet-
works (Fig. 18). A key characteristic is the high-speed
DSN backbone LAN that permits client-server architec-
tures.
The first GIS function is completion of level-zero pro-
cessing, where duplicate data records from the DSCC's are
deleted and the data steams are merged and prepared for
delivery to higher level processing. This relatively high-
rate function may involve distributed processing over a
dedicated LAN (level-zero merge subnetwork). The out-
put is delivered in near-real-time to multimission networks.
Temporary buffering will be available for network flow con-
trol; i.e., to keep the level-zero merge processor from over-
running the multimission telemetry (SFOC) processor.
The second major Central Site function is monitor and
control of tlle DSN. This is accomplished over a subnet-
work performing network and multilink control. Network
control includes the highest level functions in the control
hierarchy, such as resource management, scheduling, and
data network management. Operators will control the en-
tire DSN through multilink control workstations (see Sec-
tion IV.B).
A key architecture requirement is a large operations
database for schedules and resource management, accessi-
ble by each control subsystem. The database server will
also make DSCC equipment status data available to the
end users for later analysis.
The DSN backbone LAN interfaces through a local
communications server (router) to the SFOC backbone
and related local networks. This interface is designed to
provide network security. Because of tim extensive use
of open standards, subsystems and users will use simple
and relatively inexpensive communications software to ex-
change data across this interface. Through the use of
standard protocols, data residing in DSCC or Central Site
databases, such as resource status at the time of acquisi-
tion, may be retrieved by the users on demand, assuming
that the network administrator has authorized such access.
B. Monitor and Control
1. Centralized Control. In the proposed M&C ar-
chitecture (Fig. 19), the DSN is controlled from a central
location, the NCF. The control structure is hierarchical:
network control (the highest level), multilink control, link
control, and subsystem control.
The two higher levels reside at tile NCF and are inte-
grated human-computer operations. The lower two levels,
link and subsystem control, are located at the individ-
ual DSCC's and are automated. In addition, there are
site-resource controllers at each of the DSCC's that au-
tonomously monitor the health and status of station re-
sources when they are not assigned to a link. Operations
personnel are located primarily at .the NCF, with only
maintenance and backup operations personnel located at
each of the DSCC's.
A generic model for all control layers is presented in
Fig. 20. (Tile link controller is pictured as an example.)
The controller receives assignments and the necessary sup-
port data from its superior controller, delegates control
to its subordinate elements, receives monitor information
(health, status, configuration, performance, and events)
from each of the elements under its control, and consoli-
dates and reports monitor information to its superior. The
controllers themselves perform a variety of functions, in-
cluding anomaly detection, isolation, diagnosis, and cor-
rection. If an anomaly cannot be handled at the current
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level of control, tile controller requests support from its
superior. If more information is needed, the controller re-
quests additional data from its subordinates.
Subsystem controllers interface with tile subassemblies
and devices that constitute the actual subsystem. They
essentially perform the same basic functions that current
subsystem controllers perform, but with a greater ability
to execute control sequences. Rather than the explicit,
low-level directives used to interface with the subsystems
in the current DSN, control messages will be at higher
levels (e.g., "Configure for Voyager 2 one-way"). The sub-
systems will have the intelligence to interpret these higher
level directives and perform the necessary actions. Any
problems encountered in executing a higher level function
will be reported up to the next level of control (the link
controller if the equipment is assigned to a link, otherwise
the site-resource controller).
Subsystem controllers will have extensive built-in test
equipment and self-monitoring functions that will assess
the health and status of the subsystems internally and
alert the higher level M_C systems to any problem.
The primary functional unit for the DSN is a link--the
series of equipment necessary to establish and maintain
communications with a spacecraft or to meet a scientific
objective. In current DSN operations, setting up a link to
support a given operation (referred to as precalibration) is
a time-consuming manual process. In the proposed archi-
tecture, not only will this task be automated, but the mon-
itoring of the link during the track and the performance
of any postcalibration activity will also be automated.
The computer-based link controller will initiate, moni-
tor, and control all the actions necessary to accomplish an
activity. The link controller will activate the given sub-
system controllers, pass down any required support data_
monitor the progress, and respond to any problems that
occur. Overall link health, status, and performance will
be reported to the next higher level of control.
The functions currently performed by link monitor
and control (LMC) operators at each of the DSCC's will
be automated or will migrate to an NCF multilink con-
troller (MLC). Multilink control is an integrated human-
computer function. With the addition of automated back-
ground monitoring capability, the MLC operators will now
be able to control and monitor the health, status, and
performance of several links. There are three modes in
which multilink controllers will operate: coordinated, con-
solidated, and combination.
Coordinated activities are those which require that two
or more DSS's operate together to support a customer re-
quest. Examples of coordinated activities are antenna ar-
raying and VLBI. During coordinated activities, the mul-
tilink operators must ensure that tile DSS's and associated
equipment are working together to provide the requested
service. In some cases, such as VLBI, this requires co-
ordinating antennas at different DSCC's. In a consoli-
dated mode, the multilink controller is responsible for sev-
eral links that are operating independently. The controller
can work with several different types of antennas perform-
ing several different types of services. In the combined
mode, the multilink controller supports both coordinated
and consolidated control.
Site-resource controllers are automated processes that
monitor and control equipment that is not operating in a
link. In addition, the site-resource controllers are respon-
sible for receiving and storing any support data that is to
be maintained on site, scheduling site-specific resources,
and resolving any conflict that may arise concerning the
disposition of site resources.
The NCF, located at JPL, is the primary control point
for the entire DSN. It provides the interface with the DSN
customers. The NCF schedules DSN resources, processes
customer requests and support data into a format usable
by the DSN, and resolves any conflicts that cannot be
resolved at a lower level (primarily those which require
interaction with DSN customers, or which involve DSN
resources from several DSCC's). The NCF network con-
troller subsystem initiates all DSN operations and mon-
itors the health, status, and performance of the DSN.
The network controller delegates more specific monitor
and control functions to the lower level controllers. The
functions of the NCF are described in more detail in the
operations concept (see Section IV.B).
2, Automation. The proposed architecture is highly
automated. At each level in the control hierarchy, routine
and contingency operations are automated, while func-
tions requiring human decision making are supported by
automated decision aids. User interfaces with embedded
help and training facilities enable human operators to per-
form complex functions efficiently and effectively despite
varying levels of experience and training. The proposed ar-
chitecture incorporates automation techniques to support
a variety of functions as detailed in the following sections.
DSN resources are currently controlled by text strings
(directives) manually entered at the DSCC LMC consoles.
The status is monitored by operators who interpret the
various responses that are provided by the subsystems.
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In positive-control systems, all control actions have corre-
sponding explicit verifications that they have been received
and processed. A major problem with tile existing M&C
architecture is that it does not provide positive control,
that is, operators must interpret a variety of disassociated
information in order to determine the true response of the
link equipment.
In the proposed architecture, control functions for rou-
tine and specific contingency operations are automated.
The higher level controller only needs to give the com-
mand, and the lower level controller will execute the ap-
propriate control sequences to support the requested activ-
ity. The higher level controller coordinates actions among
lower level controllers and has immediate feedback on the
status, configuration, health, and performance of the con-
trol activities and associated equipment. Ill the proposed
architecture, automated monitoring of health, status, per-
formance, and configuration, with fast and efficient han-
dling of exceptions, will support situational awareness at
all levels of control.
Situational awareness means that the controllers (hu-
man or computer) have accurate knowledge of tile health,
status, configuration, and performance of the equipment
and processes that are under their control. Situational
awareness is especially important in the multilink opera-
tions modes because controllers need a clear picture of on-
going operations in order to assess the situation and deal
with unexpected events. Situational awareness depends
heavily on background monitoring capability, accurate and
timely reporting from lower level controllers, and a user in-
terface that ensures that the most important information
is brought to the attention of the controller quickly and
reliably.
The architecture incorporates embedded training and
help facilities that enable human operators to learn new
skills, and improve and maintain existing ones. Operators
are able to use the help facilities to aid in performing tasks.
Help facilities include instructions on how to perform cer-
tain activities, how to access and interpret support data,
and how to retrieve desired information. The help facili-
ties will also assist operators at a higher level of control to
interact with lower level controllers.
The training facilities are accessible from the opera-
tions consoles. Training consists of two types: tutoring on
declarative knowledge (such as the description of a sub-
system, or discussion of the scientific principles behind
VLBI) and procedural knowledge (such as how to perform
a track). In the procedural training mode, the operator
is able to run scenarios that simulate the procedure under
both optimal and anomalous conditions. The operator is
able to activate a training session while performing actual
operations and is alerted to any condition that requires
human intervention.
The proposed architecture controls access to tile DSN
with tight security and safety features. In addition to the
features provided by network security applications that
prevent tampering with communications, an active secu-
rity feature will be incorporated into monitor and control.
Users (operators and experimenters who want to control
DSN resources) will be modeled in a "client-server" rela-
tionship. Privileges to perform certain control functions
will be restricted to only those users who are authorized.
In addition, special security features will ensure that train-
ing activities are isolated from actual operations.
3. Operations Concept. The following paragraphs
describe an operations scenario in terms of tile control flow
from the NCF to the DSCC's, and the monitor flow from
the DSCC's to the NCF. This concept is summarized in
Fig. 21.
a. Control Flow: Nominal Operations. There are two
types of control flow: directions on what to do and au-
thorization to do it. Standard operating procedures will
be in place at the DSCC's and the NCF, and schedules
will be transmitted in advance to the appropriate resource
controllers. The authorization to perform operations will
generally be given in real time. The following example de-
scribes the control flow for routine operations under nom-
inal circumstances.
All DSN activities originate with a customer request for
support. The NCF is responsible for coordinating these
requests and iterating them with the various customers
to develop a workable schedule. Scheduling is mainly the
process of assigning an antenna (or group of antennas) to
support a customer request.
Once the NCF has an acceptable schedule, the network
controller assigns support activities to the multilink con-
trollers. The multilink controllers, in turn, request the nec-
essary link controllers and link equipment from the DSCC
resource manager. The link controllers are configured to
support the requested activities and the necessary support
data are routed to them. The link controllers then perform
an analogous function by configuring the subsystems as-
signed to their links. For example: The NCF may output
a schedule of support activities that covers a 24-hr win-
dow. The network controller uses this schedule to create
assignments for each of the MLC's. The assignments are
distributed and authorization to execute the schedule is
given.
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MLC operations based on the NCF schedule are shown
in detail in Fig. 22. In the figure, multilink controller A
(MLC-A) has three activities to support: (1) a Voyager
one-way track on DSS i5, (2) a Pioneer 10 ranging on
DSS 43, and (3) a Galileo VLBI delta-differential one-way
range (DDOR) on DSS's 14 and 63. MLC-A assigns four
link controllers to configure the links for each of the activ-
ities. It also loads the appropriate procedures for perform-
ing its monitor functions and sets up the displays neces-
sary to provide information to the human operator. For
this particular set of assignments, MLC-A is working in
a combined mode: It must coordinate the two DSS's as-
signed to tile DDOR while consolidating control over the
other two tracks.
The link controller (Fig. 23) assigned to the Voyager
track loads the appropriate procedures from its procedure
library and initializes the equipment assigned to its link.
When it receives the authorization from MLC-A, it initi-
ates tile precalibration sequence in tile subsystems. The
link controller coordinates all the subsystem actions, based
on the timeline associated with the particular track and
the detailed timing information provided in the support
data.
Each subsystem is initialized and, under tile direction
of the link controller, executes a series of steps necessary to
configure for the Voyager track. The necessary procedures
are in the subsystems' local memory. The link controller
only needs to send a high-level instruction to the subsys-
tem.
b. Monitor Flow: Nominal Operations. There are two
fundamental types of monitor data: The first supports
positive control by providing immediate feedback as to the
results of control actions; the second provides health, sta-
tus, and performance information regardless of any con-
trol actions. Therefore, monitoring has two components:
knowing the status of ongoing operations and knowing the
status of the resources. While control is a top-down func-
tion, monitoring is a bottom-up function. Information, in
general, is sent from a lower level to its superior where
it is interpreted, consolidated, summarized, and sent up
the chain to the next. level. The following example illus-
trates the flow of monitor data during normal operations
continuing from the control scenario presented above.
A subsystem, e.g., the receiver, has completed a portion
of its precalibration activities for the Voyager track. It
scnds a message to the link controller stating that it has
completed the procedure and the resulting configuration,
health, and status of the equipment is as desired.
The link controller receives this message, consolidates
it with similar messages from other subsystems and de-
termines that the precalibration sequence has been com-
pleted. The link controller then sends a message to the
MLC-A reporting that precalibration has been completed
and specifies the health, status, and configuration of the
Voyager link as a whole.
MLC-A uses this information to create a summary
health and status report for the network controller, which
consolidates all the reports from the various MLC's and
determines the overall health, status, configuration, and
performance of the DSN as a whole.
c. Operations Under Anomalous Conditions. lfa prob-
lem occurs during the course of an operational activity, it
is handled at the lowest control level possible. For exam-
ple, if a subsystem experiences a failed module, then the
subsystem controller detects, isolates, diagnoses, and re-
pairs or replaces the module (i.e., switches to a redundant
unit). It then reports this event and subsequent change in
configuration to the link controller.
If the subsystem cannot recover, it informs the link
controller that the subsystem is not operating nominally.
The link controller determines whether to proceed with
the subnominal equipment or to replace the subsystem in
the link, and informs MLC-A.
If the link controller decides to reconfigure the link, it
requests resources from the site-resource controller. If they
are available, then the change is made and reported to the
MLC-A. If not, then the link controller requests a change
from MLC-A.
MLC-A receives the status report from the link con-
troller and notifies the network controller, as appropriate.
If the link controller was unable to resolve the problem,
MLC-A assesses the situation and determines whether to
assign a new I)SS to support the task, request that re-
sources be pulled from some other task, or cancel the track.
In the event that the decision is sensitive, MLC-A provides
the necessary information to the network controller, which
has ultimate decision-making authority over the DSN re-
sources.
4. Backup Operations. It is important to provide for
backup operations capability in the event of a natural dis-
aster or other emergency. A complete failure-modes anal-
ysis was not performed; however, several types of failures
were evaluated to identify how the proposed architecture
could address such problems. The proposed architecture
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makes use of redundancy, interoperability, and additional
operations procedures for backup operations. To under-
stand the nature of backup operations, it is important to
first recognize some of the important features of the pro-
posed architecture and some characteristics of operations:
(1) The link and multilink controllers use the same ba-
sic architecture. The differences are in the databases
used to perform their activities; therefore, tile func-
tionality of the controller can be changed by loading
a new database.
(2) The communications at the DSCC's will be very reli-
able. Redundant LAN's will ensure continuous com-
munications at the DSCC's.
(3) Storage is relatively inexpensive. Support data and
procedural information can be duplicated and
archived at each DSCC.
(4) The amount of control information that must be sent
in real time is minimal. In the event of an emergency,
certain information can be sent over telephone lines.
(5) The DSN (and the flight projects it supports) use
estabIished procedures which are known a priori.
For most types of operations, the basics are defined
well in advance, although specific parameters or se-
quences might change at the last minute.
The three primary types of failures--loss of a resource,
loss of communications, and loss of the NCF--are ad-
dressed next. Ill the event that one of the controllers (net-
work, multilink, link, or subsystem) fails, the DSN will rely
on redundant units to replace the failed unit. The major
issue then becomes one of graceful transition during on-
going operations. There are a variety of strategies that
could be employed, including hot backups (redundant, ac-
tive units performing the same function), warm backups
(equipment on-line and running, but not necessarily per-
forming tile same function), and cold spares with context
switching (spare equipment that can be brought up but
with some level of time delay). An evaluation of tlle dif-
ferent redundancy management techniques is beyond the
scope of this article. IIowever, it is possible to envision
an overall DSN strategy that uses a variety of these tech-
niques based on the priority of the activity being supported
(routine operations versus encounter).
A centralized architecture is extremely sensitive to
WAN communication failures. If a communication prob-
lem cuts communications between the DSCC's and tile
NCF, the DSCC's will not be able to complete a command
link with tile spacecraft or feed back mission data in real
time, and will lose contact with the MLC's. The MLC's
will be unable to coordinate activities, including those in-
volving more than one DSCC, and the DSN will not be
able to assess overall network performance and status.
In the event of a communications loss, the DSCC's will
record incoming mission data for later playback, set up a
link controller at each station to perform MLC functions
for that station, call in backup operations personnel as
required, and use telephone lines for voice and data com-
munications with the NCF. Operations that have to be
coordinated between more than one DSCC will be con-
ducted using voice communications (if possible). In the
event that no communications exist between the DSCC's
and the NCF, and if voice links cannot be set up between
DSCC's, then each of the DSCC's will operate individually
until communications can be reestablished.
The greatest single threat to the coordinated operations
of the DSN is loss of the NCF (a prime scenario involves a
large earthquake that affects the Los Angeles basin). Loss
of the NCF will result in the loss of tile primary interface
between the DSN and its various customers.
The proposed architecture supports near-real-time
changes to operations due to customer requests. There-
....... in addition to precautions established to ensure op-
erations through a major wide-area communications fail-
ure, special precautions must be taken to ensure that cus-
tomers can still be supported. To preserve this capability,
a limited-function backup NCF is proposed. The backup
NCF will provide reactive scheduling capability and rout-
ing of support data. The backup NCF will also provide
NASCOM connectivity in order to continue support to
end users not affected by the same event that affected the
NCF.
Each DSCC will have archives of spacecraft command
sequences, adequate predicts, and other support data gen-
eration capability. As long as a voice link can be estab-
lished between the DSCC's and the backup NCF, uplink
support can continue if the necessary sequences are present
in the DSCC archives.
C. Data Transport
At the DSCC, the GIS architecture depends on two sub-
networks: the DSCC backbone LAN and the M&C LAN
(Fig. 24). The backbone LAN is a key architectural fea-
ture; it provides connectivity between processes anywhere
in the Complex.
The Central Site data transport architecture depends
simply on a DSN backbone LAN. The data transport ar-
chitecture features:
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(1) Total interconnection of all processing and monitor
and control resources.
(2) Standard protocols among networks.
(3) Optical-fiber medium for the backbone LAN's and a
high-speed global WAN network.
(4) Dual, diverse circuits for the global WAN network.
(5) A standard network management protocol to enable
fault management, configuration management, per-
formance management, and security of the network
resources.
1. DSCC Backbone LAN. The DSCC backbone
LAN provides connectivity among all the subsystems and
network resources (see Fig. 13). At the DSCC, these in-
dude such devices as subsystems (e.g., telemetry, tracking,
etc.), communication servers to tile global WAN, an M&C
LAN interface, test equipment, and storage devices.
A high-speed (i.e., 100-Mbps) LAN will enable the
backbone to carry all forecasted traffic, with the possible
exception of a continuous stream of VLBI quick-look data
(the network should be capable of handling short 15-see
bursts). A subsystem buffer is proposed for continuous
VLBI data to avoid congestion. A 1-Gbps LAN will re-
move this constraint for the 2010 time frame. Based on
forecasted LAN technology, FDDI is the best candidate
for a year 2000 backbone. It has the following desirable
features:
(1) 100-Mbps transmission.
(2) Fiber medium, to enable later growth to higher data
rates and ensure low electromagnetic emissions in
the vicinity of sensitive station equipment.
(3) Dual counter-rotating ring architecture for fault tol-
erance.
2. Monitor and Control LAN. Tlle M&C LAN
carries the following types of data (all generally at low
rates): static parameters, such as directives to subsys-
tems; dynamic parameters to processes, including received
power, system temperature, weather, power meter, etc.;
the health of processes, networks, and reports to the op-
erator workstation; and fault-recovery directives to pro-
cesses.
The forecasted LAN technology is not much different
from what is available today, such as Ethernet and token-
passing bus networks that use a coaxial cable medium. A
10-Mbps transmission rate will enable the LAN to carry
all data in the forecasted time frame_ The major improve-
ments will be in the wide availability of application layer
messaging services.
A likely candidate for the M&C LAN is MAP, a mod-
ern OSI-based network architecture designed for manufac-
turing automation. It incorporates MMS in the applica-
tion layer (Section III.D). Other features include planned
GOSIP 3.0 compliance, thus meeting open-systems inter-
connection requirements, and token-passing bus topology,
with predictable performance as nodes are added, and a
self-healing token-passing algorithm.
3. Global WAN. The Global WAN provides con-
nectivity among the DSCC's, JPL, and potential interna-
tional cross-support users. The flow across this network is
lopsided--the flow of data inward from the Complexes to
JPL is about three orders of magnitude greater than the
outward flow.
Data from the DSCC's to JPL include tile following:
(1) Level-zero telemetry data from each DSCC to the
level-zero merge function, with the volume and rate
depending on number of current missions being sup-
ported; e.g., 1-3 Mbps (conservative), 1-10 Mbps
(moderate), 1-100 Mbps (aggressive).
(2) VLBI data, including both a short burst of quick-
look data (130 Mbps) and slower playback data
(1.5 Mbps).
(3) Tracking data derived from Doppler and ranging
data (<64 kbps).
(4) Monitor and control data (<64 kbps).
Data from the Central Site to the DSCC's include the
following:
(1) Spacecraft commands (<64 kbps).
(2) Monitor and control data (<64 kbps).
(a) High-level command language from multilink
controllers to link controllers.
(b) Predicts and other directives for remote control.
(c) Database updates for hierarchical planning data.
(d) Fault-recovery commands.
(e) Test instructions.
Based on performance and bit error rates, optical fiber
is an idea] medium for long-haul circuits; however, if dis-
abled it may take a long time to repair. It is recommended
that all global WAN circuits be dual, diverse circuits, with
the diversity coming from either use of another medium
(i.e., a satellite) or another physical fiber route from the
DSCC to JPL. These two architectures are compared in
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Table 20; it is concluded that a dual, diverse link provides
significantly higher availability--an essential feature of the
overall GIS architecture.
The following guidelines are suggested:
(1) The communication server should support at least
two diverse DSCC-Central Site circuits.
(2) Circuit transmission rates should be negotiated on
an as-needed basis, with opportunities to increase
speeds on demand for certain missions.
(3) Global WAN protocols should provide intermediate
and upper layer OSI services.
(4) Circuits must be full duplex to enable a path for
acknowledgments.
(5) Network management software should manage the
status of international networks and recover auto-
matically.
4. DSN Backbone LAN. The DSN backbone LAN
at JPL provides connectivity among the level-zero merge
network, NCF, user networks and network resources. It is
assumed that users will interface with the DSN through
a common router and use common OSI services, such as
X.400 electronic mail and FTAM distributed database ca-
pabilities.
A 100-Mbps backbone LAN will be adequate to carry
expected 1- to 10-Mbps telemetry traffic. A DSCC buffer
is proposed for VLBI data to avoid congestion. A 1-Gbps
LAN will remove this constraint and will enable the back-
bone to carry 1- to 100-Mbps telemetry traffic. Based on
forecasted LAN technology, FDDI is the best candidate
for a year 2000 backbone and has the desirable features
described in Section IV.C.
5. Internetwork Architecture. A typical network
path from JPL to a DSCC may include the SFOC LAN,
DSN LAN, global WAN, DSCC backbone, and M&C LAN.
In the DSCC-to-JPL path there may be just as many net-
works. As discussed in Section III.C, intermediate-level
protocols are required to route the packets and ensure re-
liable delivery to the destination.
Because high bit errors increase the frequency of the ac-
knowledgment process for reliable stream-oriented proto-
cols, long-haul circuit error rates and the data-link layer re-
covery algorithm significantly affect internetwork through-
put. Satellite propagation delays also affect throughput.
For example, using TCP over a satellite link with a typ-
ical data rate of 1.5 Mbps, 10 -r BER (coded), results in
a maximum throughput of only about 87 percent; with a
10 -6 BER, it drops to 40 percent. An immediate solution
is to use a data link protocol with the selective retrans-
mission option (Section III.D). When this is done, TCP or
TP4 will deliver significantly higher throughput rates.
The emergence of fiber circuits will significantly im-
prove throughput because 10 -9 error rates are possible
and propagation delays from the DSCC's to the Central
Site are only about 0.04 sec. The maximum throughput is
much closer to 100 percent.
6. Network Management. Each subsystem and
communication resource connected to tile DSCC and Cen-
tral Site backbone LAN's will have a network interface
capable of being remotely monitored and controlled. The
ISO-standard protocol for network management, CMIP, is
a key protocol within the proposed GNMP. CMIP will en-
able the use of commercial off-the-shelf software to manage
network faults, configuration, performance, and security.
(1) Fault management alerts the network administrator
at a DSCC or JPL when a fault is detected. It should
provide fault isolation; it should accept and act upon
error detection notifications, trace faults, and cor-
rect faults arising from abnormal operation.
(2) Configuration management enables the network ad-
ministrator to exercise control over the configura-
tion of the DSCC LAN, Central Site LAN, or global
WAN. It will enable an administrator to close down
nodes should a fault occur or workloads change.
(3) Performance management enables evaluation of the
behavior of network and layer-entity resources (e.g.,
bridges and touters) and measures the effectiveness
of communicatioh activities. It can also adjust op-
erating characteristics and generate network utiliza-
tion reports by monitoring a resource's performance.
An extension of this capability will enable monitor-
ing subsystem (e.g., telemetry or tracking) perfor-
mance.
(4) Security management provides for protection of net-
work resources by including authorization facilities,
access controls, encryption when required, authen-
tication, maintenance, and examination of security
logs.
D. Software
It is possible to list some of the desired characteristics
of a software architecture. These features are necessary to
ensure that the design complies with the stated goals of
openness, interoperability, and cost-effectiveness. A pre-
cise specification of software architecture requires a larger
scale design effort than is undertaken in this study.
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(1) Open. The GIS should comply with national and in-
ternational standards (when available) for program-
ming languages, operating system interfaces, appli-
cation environments, user interfaces, etc. This com-
pliance has benefits in many areas, including porta-
bility and interoperability.
(2) Distributed. More computing power per dollar is
available in highly distributed configurations than
centralized. Furthermore, there are robustness ben-
efits to distribution.
(3) Parallel. The design must minimize dead time in
which a processor fails to service requests because
it is blocking on some other incomplete action. The
threads model provides a clean method for imple-
menting parallelism.
(4) Configurable. Insofar as possible, multiple config-
urations for missions, antennas, etc., should be de-
signed to be selected at run time. The name "table-
driven" is often attached to this feature, but it can
be considerably more general.
(5) Operable. Operators should be able to modify their
interfaces, as appropriate. This also implies that the
design should not be too tightly coupled with any
particular user interface.
(6) Regular. A standard interface syntax, particularly
for monitor and control, should be obeyed by all
subsystems. This encourages the development of
general-purpose tools and software reuse.
(7) Automated. Operators should not be burdened with
routine commands.
(8) Secure. System security must be incorporated in
the design from the beginning to avoid inconvenience
and operator frustration.
In this section, a simple end-to-end flow of data is used
to illustrate the application of client-servers, a key ele-
ment of the software architecture. The flow is illustrated
in Fig. 25. It may be useful to review the discussion in
Section III.C. Responding to a stored sequence of events,
the LMC subsystem begins configuration for a tracking
pass. It consults the name server (via an RPC) to find
the names of all processes required to build a logical series
of telemetry processes (i.e., a telemetry string). It then
asks a load-managing process to allocate a set of available
processors and maps the desired processes onto them. The
control process gives the new string assignments a unique
name and passes this definition to the name server.
The LMC then starts each remote process (again us-
ing an RPC). The remote processes self-configure, using
the name server to find the names of directly connected
peers in the string. Each process also maintains its con-
nection to the LMC. The RPC layers and connection-based
network protocols provide reliable data transport between
processes. In the event of network errors or other problems
of short duration (approximately 0.1 see), data integrity
can be assured by protocol layers below application visi-
bility. During normal operation, each process periodically
saves its internal state to a monitor system (via an RPC
or a distributed file system).
In the event of a longer failure (approximately 10 see),
a multithreaded process upstream of the failure contin-
ues to read and process input, and queues output; the
writing thread is blocked. As the output queue enlarges,
monitor messages are generated to alert both control pro-
cesses and operators. When the problem clears, the writ-
ing thread unblocks and runs at maximum speed until the
queue empties.
For a still longer failure (approximately i00 see), the
virtual circuit between the upstream server and its down-
stream client will expire. As before, input processing and
output queuing continue. If the queue grows sufficiently
large, it expands onto secondary (disk)storage, perhaps
transparently via the host virtual memory system. TILe
RPC layers contain error-recovery code that attempts to
reestablish the connection; if successful, recovery takes
place as described before.
In an even more extreme case, suppose that one com-
puter in the string fails hard. When the complex controller
determines that the problem is a hard system failure, it
requests a backup assignment from the load manager and
inserts its assignment into the string in place of the failed
system. The replacement process negotiates a resynchro-
nization with its peers (using the stored state information)
and processing continues. At the end of the pass, the string
assignments are dismantled and returned to the available
pool.
V. Transition Approach
Tile transition strategy is to adopt tile proposed ar-
chitecture immediately and require all future implementa-
tions to conform. This strategy requires early development
of requirements and design, and early demonstration of key
elements.
In fiscal year (FY) 1992, a system design team should
develop a top-level design that includes:
(1) Technical and mission requirements.
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(2) Functional design.
(3) Management approach, including estimated costs
and a funding plan.
(4) Specific standards to be employed (including proto-
cols).
(5) Identification of key elements for early implementa-
tion.
Guidance should be provided for the design of the Block
V receiver and new antenna, microwave, and receiver con-
trollers, in order to minimize future rework.
During FY 1992 and 1993, the SPC, GCF, and NOCC
upgrades should be evaluated for compatibility with tile
new architecture. Changes consistent with current require-
ments should be implemented as soon as it is practical.
These changes should be viewed as parallel activities to
the main architectural implementation effort and not as
essential elements of it.
In FY 1993 and 1994, lower level system requirements
should be developed. An end-to-end design should be pro-
duced in sufficient detail to allow a specification of the
architectural infrastructure necessary for implementation.
This infrastructure includes the overall data transport and
software architectures described in Section IV.C and IV.D.
Development of this infrastructure should begin as early
as possible because it requires a significant investment in
developing and procuring common hardware and software.
This effort will require extensive prototyping of standard
protocols and other features of open systems in order to
ensure adequate performance margins and compatibility
with system requirements. In FY 1996 implementation of
the processing architecture should begin.
The architecture should be partitioned into pieces small
enough to allow incremental implementation. Two poten-
tial implementation strategies are:
(1) End-to-end data flow strategy. Implement a segment
of the GIS architecture, which includes a minimum
capability for the entire end-to-end system.
(2) Facility-based strategy. Implement the system one
facility at a time (e.g., DSCC).
Both approaches should employ an incremental imple-
mentation strategy. That is, they should be partitioned
into smaller segments for final implementation. For exam-
ple, the end-to-end strategy might be to implement only
in architectural infrastructure has been made as described
above. In both approaches, the focus is clearly multimis-
sion; choosing one mission at a time for incremental imple-
mentation is only recommended to reduce the size of each
incremental step.
The end-to-end approach is technically superior and is
the recommendation of the study team because it allows
the early testing and implementation of several end-to-end
concepts that are crucial to the success of the proposed
architecture. See Section V.D for further discussion of this
approach.
The facility-based strategy has some advantages in
terms of managing the scope of the implementation and
the number of management interfaces for a given imple-
mentation segment. Cost issues may require consideration
of this approach at later stages in the effort (e.g., after the
top-level design has been completed and the architectural
infrastructure has been developed).
Any implementation approach may necessitate that old
systems operate for many years into the future. Using the
end-to-end approach eliminates many of the requirements
for gateways between old and new systems. Every effort
will be made to minimize both the use of gateways and
the number and duration of dual systems. Old missions
and systems will be converted as soon as resources are
available.
Specific transition approaches for processing, monitor
and control, data transport, and software architectures are
discussed in the following sections.
A. IOroeessing
All the DSCC subsystems interface with a backbone
LAN and communicate reliably to ,IPL through the use
of standard protocols. Buffering requirements need to be
identified for each of the subsystem data flows. Tile ap-
propriate technology should be identified for each of the
buffering requirements (0.1- , 10,- and 100-sec capability
to meet the scenario described in Section IV.D), and a
test-bed should be used to establish performance limits.
The processing architecture includes several high-speed
systems that require special attention, including the tele-
metry and VLBI subsystems. Performance requirements
need to be established for these subsystems concurrent
with performance characterization of the networks (dis-
cussed in Section V.C).
one mission and one system (e.g., tracking) as a first end ......
to-end segment. Other systems and missions would follow. A high-speed telemetry processor must be designed and
This incremental strategy will work only if the investment prototyped to be integrated with the Block V receiver.
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This is a critical requirement for the overall GIS archi-
tecture. This design effort should be undertaken as soon
as possible so that feedback to the Block V effort will be
timely (i.e., early 1992). The subsystem must have the
following features:
(1) Standard backplane interface with the Block V
(e.g., Futurebus+) for modularity and flexibility.
(2) Fault-tolerant architecture independent of the
Block V (i.e., how many redundant systems are
required? What are acceptable degraded modes?
etc.).
(3) Standard interprocess communications interface
with the network database server.
(4) Interface with the proposed MaC architecture for
fault diagnosis and control.
(5) Standard interprocess interface with the Central Site
merge process.
For VLBI quick-look processing, requirements for the
volume and rate of data must be established. Work done
on high-speed formatting and buffering of telemetry data
will apply to this application.
The real-time telemetry interface with the Block V may
be developed in parallel with an end-to-end near-real-time
architecture. The subsystem must be designed to buffer
data during downstream outages as described in the soft-
ware architecture (Section IV.D). Much of the downstream
architecture depends on an infrastructure provided by the
data transport architecture (Section IV.C).
B. Monitor and Control
Goals for the proposed Monitor and Control System
have been described extensively in Section IV.B. The fol-
lowing section explores the transition to be made from
the existing operator-intensive, primarily manual system
to one that is automated and has a higher level of service.
The transition approach for monitor and control is com-
plicated because both implementation strategies (see the
introduction to Section V), require that the Monitor and
Control Subsystem manage processes that reside in both
old and new equipment. The changes recommended to
achieve the proposed MaC architecture fail into four basic
areas: message communications, user interfaces, automa-
tion, and centralization.
The following sections describe the transition paths for
evolving each of these areas to the new architecture. They
are summarized in Fig. 26.
1. Message Communications. There are two re-
quired changes in message communications (messaging):
addition of new networks and adoption of new data for-
mats to make use of higher level open-systems network
application services. Messaging transition states are illus-
trated in Fig. 26(a).
The subsystem transition states are complicated be-
cause it is unlikely that all the subsystems will transition at
the same time, therefore several different transition states
are possible.
The transition options for monitor and control are (1)
tlle new formats would be converted to provide the same
types of information as the old formats; (2) a new soft-
ware layer would be added to the MaC system that can
make full use of both the new and old data formats; or
(3) a separate MaC system would be developed for new
data formats and the old ones would be phased out as
subsystems convert.
Transition Option 1 removes any near-term advantages
of moving to the new formats, but is probably simplest
to implement; Option 3 may result in serious operations
problems by requiring operators to work with two incom-
patible MaC systems to accomplish an activity.
Option 2 is recommended although it requires modi-
fications to the structure of MaC itself to support each
additional new subsystem. All new subsystems should be
required to use the new network and the data formats as-
sociated with an open systems architecture.
2. User Interfaces. The transition-state diagram for
user interfaces, Fig. 26 (b), is relatively straightforward.
The transition approach is to integrate new workstation-
based GUI's with existing hardware and displays, and
phase out the old interfaces as early as possible. Since
the user interfaces can be updated without affecting any
other areas, work can begin now to make the transition to
the goal state.
3. Automation. The transition-state diagram for au-
tomation, Fig. 26 (c), is deceptively simple. Implementing
the desired level of automation requires not only increases
in the types of functions automated (e.g., anomaly detec-
tion, schedule execution, replanning, or fault diagnosis)
but also increases in the scope of the domain in which
these functions operate (e.g., all antennas or just the 70-m
antenna; telemetry and ranging, but not commanding or
VLBI). As both the functionality and domain grow, the
domain in which higher levels of automation are possible
increases because of the additional available information.
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While automation will eventually exist at all levels of (from several hours to several days) if any frames are miss-
control in the DSN, the area with the highest payoff in ing, and request retransmission. The 56-kbps link uses a
the near term is in link operations (multilink operations NASCOM data-link protocol. Both circuits encapsulate a
are currently special-purpose operations only). Link oper-
ations are operator-intensive and substantial gains can be
made by making link operations more efficient.
4. Centralization. Centralization is characterized by
the ability to exert multilink control from the Central Site.
Multilink control will depend on two major developments
depicted in the state transition diagram, Fig. 26 (d): mul-
tilink capability and networks to support data communi-
cations. The recommended transition from a distributed
control environment to a centralized one is to develop the
capability for multilink control at the DSCC's and then
transfer the capability to the Central Site.
C. Data Transport
The present data transport configuration involves
heavy reliance on JPL-developed protocols. One of the
major goals for the year 2000 will be to convert to an open-
systems architecture based on standard protocols. The
present configuration also depends on satellite communi-
cations from the DSCC's to JPL; these should be converted
to fiber circuits.
JPL-developed network-layer protocol (JPL 890-201) that
provides a header address for routing among facilities.
The GCF upgrade is in process, and it will affect the
WAN circuits in the following ways:
(1) An upgrade to 512-kbps aggregate rate is expected.
(2) The simplex link-level protocol may be upgraded to
include a selective retransmission feature to enable
reliable transmission from a DSCC communications
server to the Central Site communications server.
The year 2000 architecture focuses on the high-speed
path from the DSCC's to JPL. This path is planned to
be based on optical fiber, with its projected high speed,
low error rate, and short delays. One of the most basic
transformations to reach the proposed architecture will be
the introduction of international optical fiber circuits.
Standard data-link and transport protocols that include
error detection and correction are required for reliable (ac-
knowledged) transmission. It is recommended that a data-
link protocol with selective retransmission be implemented
over current satellite links.
Many other companies and government agencies are
presently converting from a vendor-specific, or proprietary,
network to an open architecture. Some are basing their
new architectures on the lnternet suite (TCP/IP and their
related protocols). Internet products are presently widely
available and provide many internetworking capabilities,
although at a reduced level from that which is envisioned
for OSI. Installing an end-to-end capability with TCP/IP
is a reasonable step--it bases the network on standards.
However, the ultimate GIS goal is greater capability with
the OSI protocol suite.
Since JPL's starting point is a suite of JPL-unique pro-
tocols, a logical protocol choice for the internetwork could
be either one of the following: an Internet suite, followed
later by a conversion to OSI, or an immediate direct con-
version to OSI. The transition will depend on the results
of a cost and performance evaluation.
1. Global WAN. The data circuits from the DSCC's
to JPL are primarily over satellite paths. The current
circuits are 244 kbps (simplex) for telemetry data and
56 kbps (duplex) for all other data. The 244-kbps link
uses a JPL-developed data-link protocol that does not pro-
vide an acknowledgment (basically a datagram protocol).
Higher level application programs at JPL identify later
Another major recommendation is to introduce stan-
dard protocols at tile intermediate layers, such as TCP/IP
or OSI TP4 and CLNP. These may be installed simulta-
neously with the data link protocol. A key prerequisite
to the effective use of these protocols is a relatively short
time delay in the acknowledgment/retransmission process,
which is provided by either optical-fiber circuits or the se-
lective retransmission protocol with satellite communica-
tions (Section III.D). The high-speed WAN protocol im-
plementation should be analyzed and thoroughly proto-
typed before installation. Once the underlying suite is
installed, network-wide application-layer services can be
implemented, such as file transfer and management, elec-
tronic mail, and network management. These services will
provide a solid infrastructure for distributed applications.
2. DSCC Backbone LAN. The current DSCC back-
bone-equivalent LAN is an Ethernet that uses a JPL-
developed protocol (890-131) for communication among
the subsystems. The JPL protocol provides a user-defined
quality of service that ranges from unreliable datagram
service with no acknowledgments to reliable service with
error detection and recovery.
An SPC upgrade is in process. It will affect the LAN
in the following ways:
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(1) A high-speed LAN will be dedicated to telemetry
data. This LAN is planned to be an Ethernet us-
ing JPL 890-131 protocol with unreliable datagram
service. It will transport data from the telemetry
processors to the communications server.
(2) An SPC LAN will carry all other data using reliable
service. This LAN is also an Ethernet using JPL
890-131.
The proposed DSCC backbone LAN architecture
should be installed at the earliest opportunity. It will be
the foundation on which the rest of the year 2000 DSCC
architecture is based. FDDI is recommended because it is
widely available now and meets the estimated performance
requirements. A second recommendation is to introduce
TCP/IP or OSI TP4/IP as tile means by which to com-
municate among processes on the backbone. Conversion
to standard intermediate-layer protocols will make other
protocol services available, such as file transfer and net-
work management.
3. Monitor and Control LAN. At the present time
there is no dedicated M&C LAN; monitor and control data
are communicated over the DSCC Ethernet with other sci-
entific and engineering data. When the DSCC backbone
LAN is installed, it is recommended that a parallel M&C
LAN be simultaneously installed. A GOSIP-compliant ar-
chitecture, such as MAP, is recommended. A MAP LAN
similar to the DSS-13 M&C network should be extended
to the SPC, and additional stations should systematically
be brought on-line.
D. Software
Much of the software required to build the proposed
data system is independent of the DSN's particular ap-
plications. For example, the low-level capabilities used to
transport data (both spacecraft data and monitor and con-
trol messages) can be built generically and shared among
subsystems. Common solutions are also possible for re-
source management, exploitation of parallelism, and other
areas. These common system components should be pro-
totyped and tested before detailed system design begins--
subsystems can benefit from code-sharing only if the com-
mon software is available ill advance. The following areas
represent likely candidates for such an effort. Others are
likely to emerge during tile development process.
(1) Resource management. Tile client-server architec-
ture necessitates some method of locating services
whose mapping into a particular processor is de-
ferred until run time. This specific problem is one
of a class addressed by directory services (or naming
services).
(2) Data transport. Processes in a distributed applica-
tion can share common methods of connection man-
agement, data transport, and error recovery.
(3) Threads management. In general, processes in the
GIS will require one or more data sources, one or
more data sinks, and one or more monitor and con-
trol connections. The threads model provides a use-
ful framework for multiplexing tasks without loss of
portability.
(4) Monitor and control. The lower hierarchical levels
of monitor and control are content-independent. All
subsystems can share common methods for message
passing and error handling, and generic message syn-
tax rules.
(5) Software development environment. As a parallel ef-
fort, a common software development environment
should be assembled. The results of the prototyping
efforts should be a set of standards for development,
plus tools for code control, configuration manage-
ment, documentation, failure reporting, etc.
Tile end result of this software transition will be two-
fold: a software infrastructure that will allow DSN-specific
applications to be built with minimal duplication of effort,
and a development infrastructure that will assist appli-
cation programmers in producing consistent, high-quality
code in the common framework.
The early efforts should follow a spiral model of soft-
ware development [2], and apply lessons learned in the
design and implementation of the proposed GIS in an en-
vironment of rapid changes in the computer industry. For
example, POSIX is relatively new (standardized ill 1990),
OSF DCE is only in a prerelease phase now, and software
that implements OSI protocols is only beginning to ap-
pear on vendor price lists. A software development model
that encourages prototyping will lend itself to more rapid
convergence on a robust design.
When the system design team writes tile lower level
specifications, the quality of the resulting requirements will
be enhanced by the experience gained during prototyping,
and the subsequent implementations will be considerably
streamlined by elimination of duplicated effort.
The system-wide consistency gained from a common
software infrastructure will enable rapid and cost-efficient
development of end-to-end implementations. This ap-
proach, therefore, lends itself more readily to tile end-to-
end approach discussed at tile beginning of Section V. Tile
facility-based approach, in contrast, would necessitate con-
struction of gateways to interconnect old and new compo-
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nents. These gateways lie outside the realm of open sys-
terns, and may divert resources from the effort to build an
information system conforming with emerging standards.
E. Technology Development
This section highlights advanced development and engi-
neering areas to be addressed during the transition period
in order to implement the GIS as envisioned for the 2000--
2010 era.
1. Advanced Development. The following is a sum-
mary of advanced development tasks that are required to
achieve the envisioned architecture. In advanced develop-
ment, JPL's role will be one of innovation, development,
prototyping, demonstration, and incorporation into the
DSN. Technology areas are summarized in Fig. 27.
Distributed Computing. Telemetry and VLBI subsys-
tems require high-speed processing to decode and format
the data. High-speed computing that can keep pace with
input data rates is needed. Support data for antenna
pointing and transmitter or receiver tuning may require
intensive computation. Parallel computation techniques
may be applied to these problems by sharing the workload
over several processors with an appropriate software archi-
tecture. This approach involves coordinated use of mul-
tiple, possibly distributed, heterogeneous hardware and
software computer systems on different aspects of a single
problem. Additional investigation is needed into special
cases where parallel processing should be used, and there
must be prototyping to determine performance character-
istics in those cases.
The availability, and projected availability, and capabib
ities of stable, portable parallel operating systems need to
be continually tracked and evaluated as this area of com-
puting matures. Research on distributed computing that
incorporates bus I/O with dedicated telemetry processors
is required. Investigation is needed into the use of multi-
ple tightly coupled processors in 100+ MIPS computers for
front-end signal processing in the GIS. Tools for custom-
designed interprocessor communication software sbould be
developed. Such tools are needed to help minimize any po-
tential for increase in software life-cycle costs that could
result from this special-purpose software.
VLSI and Optical Neural Processors, Including Itard-
ware Packaging. Investigation of the application of high-
density hardware integration and packaging techniques to
DSN systems is required. Applications include board-level
computing proposed for telemetry and VLBI real-time pro-
cessing. The optimal field replaceable unit based on this
technology needs to be established through reliability test-
ing and evaluation. Integrated packaging concepts should
be pursued, standards should be established, and multiple
sources should be developed.
Research is needed on the application of neural network
hardware to GIS automation functions, such as pattern
recognition, performance compensation, and device con-
trol. One area of possible application is adaptive antenna
stabilization and performance compensation for parts that
deteriorate.
Data Storage Technology. High-speed buffering using
advanced storage technology, such as high-density semi-
conductors, magnetic memory, and optical storage tech-
niques, needs to be developed. The performance char-
acteristics in GIS-type applications of these technologies
need to be evaluated.
Data Management. DBMS's will be required to manage
the larger volume of data and provide users with rapid
access to associated mission-related data from the monitor
and control information base. High-reliability servers will
be required for mission data, remote monitor and control
functions, and reference data for operator assistance.
Applied research into object-oriented database manage-
ment systems and text-based database management sys-
tems should be pursued. The applicability of these tech-
nologies to the DSN should be evaluated through prototyp-
ing. Through prototyping, the performance of relational
database management systems should be compared with
the other varieties in selected DSN applications.
Software Engineering. Improved ability to manage de-
velopment and implementation of new software-intensive
systems is required. Needed work in this area includes
development of methodologies, standards, models, and
CASE tools; and fabricating an infrastructure to bind
these together. Software artifact reuse, software process
management, automatic programming tools, and program-
ming environments will benefit from AI support and are
particularly compelling. Automation of software testing
tools to improve tracking of requirements and specifica-
tions is required. Improved software configuration and
version management tools are needed. These have the abil-
ity to reduce coding time significantly and to improve the
reliability of software code.
Standard graphics specification languages that allow
portable hypermedia and visualization applications to be
written should be investigated. This is an enabling tech-
nology for other software engineering disciplines presented
in this article.
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Protocols. Internetwork comnmnication transparent to
users, increased information throughput, and efficient im-
plementation architectures need to be developed. GOSIP-
based application prototyping of DSN services is required.
IIigh-Speed WAN. Protocols for reliable high-speed
Global WAN circuits from tile DSCC's to JPL need to be
developed and evaluated in order to improve bandwidth
utilization in both directions and minimize costs for the
return link.
ISDN Prototypes. Prototyping of ISDN applications
for the DSN is required for global voice and facsimile com-
munications. Applications of ISDN to manage temporary
data surges should be pursued.
Itigh-Speed LAN. Research on 1-Gbps LAN technol-
ogy is required, including system integration with parallel
and multicomputers, to address system performance is-
sues. This 1-Gbps LAN technology is needed to mitigate
the backbone LAN risk identified in Section IV.B and pro-
vide technology options for future distributed systems in
the DSN.
Network Management. Research and development of
network management systems is needed to develop a fault-
tolerant data transport architecture. This is an ideal area
for prototyping by the DSN because of the number of net-
works, the immaturity of the commercial software, and
the high availability requirements of the GIS. This topic is
strongly related to AI and automation technology needs.
AI and Automation. Advanced automation techniques,
including AI, neural networks, and fuzzy logic are needed
to increase the level of automated monitor and control at
the stations, including link and resource management, sys-
tem diagnostics, fault isolation, and automated recovery.
New AI technology is needed in such areas as fault toler-
ance, knowledge-based systems, constraint-based problem
solving, and computer-aided training.
Human Interfaces. Providing uniform GIS user and op-
erator interfaces throughout the GIS should improve M&C
operability, user interfaces, and training. Standard graph-
ical (and other) user interfaces are needed and include:
(1) Multidimensional data in a form that allows people
to perceive, amplify, and interpret the information
content of the data.
(2) Data represented in an animation format.
(3) Transformations and algorithms introduced interac-
tively to explore the effects on the data.
2. Engineering. The following is a summary of engi-
neering capabilities required to achieve the envisioned ar-
chitecture where JPL's role is to evaluate and adapt com-
mercial technology for application in the GIS.
Engineering Laboratory. An Information System Engi-
neering (ISE) Laboratory is required to evaluate commer-
cial technologies for DSN utilization and prototype the
key architectural features of the GIS. The scope should in-
clude computing environment, networking technology, au-
tomation architectures, expert systems, advanced worksta-
tions, and CASE tools. This laboratory will also provide
a test-bed to evaluate platform-dependent characteristics
of commercial processors; software; and data transport
components, including such characteristics as WAN link
throughput and LAN throughput, to help bridge the gap
between theory and practice. This laboratory will be used
in close conjunction with the Compatibility Test Area 21
to simulate the actual DSN operational environment.
Simulation. Simulation will be needed to estimate sys-
tem loading on critical subsystems and networks. Some
work on simulation is now in progress, which should pro-
vide the parametric answers needed to optimize the GIS
configuration. The GIS will incorporate high-speed LAN's
and WAN's. Efforts are needed to evaluate performance
with different computer platforms and protocols and with
their vendor-specific implementations.
VI. Summary
A unified architecture from the antenna front-end ar-
eas to the end user is proposed. Unbuffered real-time
data will be processed only at the front end, and a client-
server model will be employed at each subsequent process-
ing stage. Open-system standards will be utilized to allow
reliable (acknowledged) data transfer and achieve software
interoperability.
These changes will substantially improve the inter-
face between ihe SFOC and the DSN. Data will not be i
reacquired at SFOC and hence "post-pass replay" (Sec-
tion II.A) will be eliminated for transmission problems i
of short duration. It is proposed that the DSN perform
level-zero processing and merge multiple records prior to
delivering the data to SFOC. Thus, the DSN would be
responsible for eliminating artifacts associated with acqui-
sition from the data stream (e.g., duplicate records). _-
The M&C architecture consists of four hierarchical lay-
ers: (1) network control, (2) multilink control, (3) link
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control, and (4) subsystem control. Tile first two layers
are assigned to the NCF at JPL and require limited oper-
ator support. The last two layers are typically performed
at the Complex and are fully automated, requiring only
backup and maintenance personnel.
The transition strategy will be to adopt tile proposed
architecture immediately. All future implementations
should conform to the proposed architecture. This strat-
egy requires early development of requirements and design,
with a demonstration of key elements. The currently ap-
proved implementation program should be integrated with
the proposed architecture.
In fiscal year (FY) 1992, a system design team should
describe the system-level requirements, develop a func-
tional design, estimate costs, and develop a funding plan.
In FY 1993 and 1994, lower level system requirements
should be developed. An end-to-end design should be pro-
duced in sufficient detail to allow a specification of the
architectural infrastructure necessary for implementation.
Development of this infrastructure should begin as early
as possible. In FY 1995, the new Block V receiver, an-
tenna, and microwave controllers should be implemented
with the proposed M&C architecture, and ill FY 1996
implementation of the processing architecture should
begin.
An end-to-end data flow approach is recommended for
partitioning the processing architecture into pieces that
are small enough to implement incrementally. This ap-
proach allows early testing and implementation of several
end-to-end concepts that are crucial to the success of the
proposed architecture.
The architectural vision presented here provides guid-
ance for major DSN implementation efforts during the
next decade. It also provides focus for flight project mis-
sion operations systenrs developments. The technology
forecast and impact assessment provide the basis for an
expanded program of advanced development and proto-
typing activities. Taken together, the teclmology plan and
architectural vision can be a significant contributor to pro-
grammatic planning by the Office of Telecommunications
and Data Acquisition and MOSO and to future develop-
ment activities in the Technical Divisions.
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Table 1. Summary of long-range goals.
Attribute Requirements
Performance
Availability
Human operability
Flexibility and
evolvablli ty
The normal operating mode should be near-real-time processing of telemetry,
radio science, and VLBI data; capability should be provided for very hlgh-speed
acquisitions, with later off-line processing.
The GIS should have high availability due to fault-tolerant design that minimizes
the impact of hardware, design, operations, and environmental faults; fault isolation
should be assisted by computer software to reduce the mean time to repair.
The GIS should operate with a minimum number of real-time operational
personnel; tools needed to successfully manage an acquisition should be
available to an operator at one workstation.
The GIS must have the ability to rapidly and easily configure (and reconfigure}
for a mission support activity; adequate performance margins should be built
in at all levels to ensure flexibility to support unexpected missions.
Table 2. Leading causes of lost telemetry data,
1986-1990.
Subsystems Hours
DSCC telemetry a 1398
Antenna b 1038
Radio frequency interference 734
Receiver-exciter 521
Microwave 482
Facility 158
Transmitter 115
DSCC monitor and control 73
Undetermined 65
NOCC support 49
DSCC tracking 45
GCF digital communications 43
Major contributing assemblies are the teleme-
try processing assembly (1185 hr), the subcar-
rier demodulator assembly (110 hi'), and the
baseband assembly (42 hr).
b Major contributing assemblies are the antenna
control assembly, antenna servo controller, and
the subreflector controller (558 hr); and the an-
tenna pointing assembly (60 hr).
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Table3.CurrentadvocacyDSNmissionset.
Mission
Earliest Likely Maximum
launch convolutional date rate,
date code rate kbps
Remarks
Radio astronomy (HEO) 1994 1/2 144 Mbps
Cassini 1995 1/6 156
VLBI Space Operations Program (HEO) 1995 1/2 123 Mbps
Comet Rendezvous Asteroid 1996 1/6 180
Flyby (CRAF)
Advance Composition Explorer (E, HEO) 1996 1/2 100
L_mar Observer 1997 1/2 500
Near-Earth Asteroid Rendezvous (D) 1998 1/6 10
Mars Global Network/Communlcations 1998/01/03 1/6 10
Orbiters
Solar Probe 2001 1/6 50
Mars Reconnaissance/Communications 2001 1/6 100
Orbiter
Space Infrared Telescope Facility (HEO) 2001 1/2 135
Tape and engineering telemetry
Science and engineering telemetry
Tape and engineering telemetry
Science and engineering telemetry and video
Science and engineering
Science and engineering
Science and engineering
Science and engineering
telemetry
telemetry and video
telemetry and video
telemetry
Science and engineering telemetry
Science and engineering telemetry and video
Lunar aeronomy 2002 1/2 100
Submillimeter Intermediate Mission 2002 1/2 1.0 Mbps
(SMIM)
Pluto flyby 2003 1]6 20
Mars aeronomy 2005 1/6 100
Mars Small Rover 2007 1/6 30
Mars Rover Satellite Relay (SR) 2009 1/6 200
Main Belt Asteroid Rendezvous (MBAR) 2011 1/6 100
Large Deployable Reflector (ItEO) 2012 1/2 5.0 Mbps
Neptune Orbiter/Probe (O/P) 2015 1/6 100
Mars Reconnaissance/Commlmications 116 100
Orbiters
Thousand AU or Stellar Probe 2020 1/6 0.1
Total missions to 2020 22
Note: HEO = hlgh-Earth orbiter; D = Discovery series small spacecraft; E = Explorer series
Table 4. Views o! future telemetry requirements.
View Telemetry data range, Description
Mbps
Science and engineering telemetry, IR imagery
(4 hr/day at 1.1 Mbps)
Science and engineering telemetry
Spectroscopy data, higldy elliptical orbit,
30-see burst
Science and engineering
Science and engineering
Science and engineering
Science and engineering
Science and engineering
Real-time imagery
Science and engineering
Science and engineering
telemetry and video
telemetry
telemetry and video
telemetry and video
telemetry and video
telemetry and video
telemetry and video
Science and engineering telemetry
Conservative 1-3
Moderate 1-10
Aggressive 1-100
End-to-end real-time flow, with litnited backup mission
capability, no manned-mission support, such as SEI, etc.
End-to-end real-time flow with capability for Mars SEI,
added backup capability, etc.
End-to-end real-tlme flow that can support lunar and Mars
Space Exoloration Initiative, including additional backup capability,
etc., over and above the moderate capability
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Table5.GroundInformationSystemendusers.
To/from
End-user interfaces Ground Information
System
Flight Project Mission Control Team To/from
From
Data type Content
Voice
Data block
Real-time monitor and control
DSN/SFOC configuration,
performance, and status
Flight Project Planning and Sequencing
Team
To Data packet Spacecraft commands
To Project sequence of events Project sequence of events
From Data t'de DSN system status, events, and
fill tape
Flight Project Navigation Teaxn From Data file Radio metric data (range,
Doppler, VLBI)
To Data t'de Spacecraft trajectory
Flight Project Spacecraft Team From Data packets (virtual channel) Spacecraft engineering data
Flight Project Principal Investigators From Data packet (virtual channel) Instrument measurement data
From Data packet (virtual channel) Instrument engineering data
From Tape-recorded data packet Instrument measurement data
(virtual channel, high rate)
Flight Project Radio Science Team From Data packet (digitized baseband) Digitized spacecraft RF
spectrum
To Data file Trajectory information,
planetary atmospheric model
Non-DSN antennas (cross support
through NASA Communications Network)
(e.g., TDRSS or Galileo German Space
Operations Center)
From Data packet Spacecraft commands
To Data packet Spacecraft telemetry (spacecraft
engineering and instrument
measurement data)
Non-DSN antennas (arraying)
(e.g., Goldstone array with
Very Large Array)
To Base band signal, analog or Arraying of remote antennas
digitized (real time) with DSN
To Telemetry symbol, digital
tape
Planetary Data System From Data file Archive of flight project data
(including ancillary data)
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Language
Table 6. Summary of standard open programming languages.
Standard Comments
Ada
C
C++
Fortran
Common LISP
SCHEME
ANSI/MIL-STD (1815A-1983)
ANSI (X3.150-1989)
ANSI standardization effort under way
ANSI 90
X3JI3
1EEE Pl178
High-level language
Middle-level language for systems
programming and real-time applications;
also adopted by International Organization
for Standardization
Object-oriented language based on C
High-level language for numerical
applications; new standard replaces
Fortran 77 (ANSI X.39-1978)
Major computer science research
language; draft standard in
public review
Used primarily for extension languages,
computer graphics, and research
Table 7. Common-carrier circuit hierarchies.
Current Asynchronous Digital Hierarchy,
(CCITT G.702), Mbps
Level
North America Europe Japan
f--
1 1.544 (DS-1) 2.048 1.544
2 6.312 (DS-2) 8.448 6.312
3 44.736 (DS-3) 34.368 32.064
4 -- 139.264 97.72_
Synchronous Digital Hierarchy
(CCITT G.707, G.708, and
G.709), Mbps
CCITT designation Data rate,
level Mbps
OC-1 51.84
OC-3 155.52
OC-9 466.56
OC-12 622.08
OC-18 933.12
OC-24 1244.i6
0C-36 1866.24
0C-48 2488.32
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Table8.Satelliteandopticalfiberlong-haulcircuits.
Media Typical rates
Typical bit error
rate
(uncoded)
One-way delay, sec Comments
Satellite
Fiber
9.6 kbps, 56 kbps, 10 -4 0.25
64 kbps, 1.5 Mbps
Planned SDH: 51 Mbps, 10 -° 0.04
155 Mbps, 622 Mbps
Uncoded BER typically 10-4;
coded 10 -r
Service depends on availability
of undersea circuits and
international tariffs
Table 9. ISDN channels.
Channel Speed, kbps
D 16 or 64
B 64
H 384, 1536, and 1920
Table 10. ISDN services.
ISDN service Number of D channels
Basic
Primary
Number of B channels
1 (at 16 kbps) 2 (at 64 kbps)
l (at 64 kbps) 23 (at 64 kbps U.S., Canada, and Japan);
30 (at 64 kbps Europe)
Table 11. Processor-board bus standards.
Bus Standard Speed,
Mbps
Comments
Fiber Distributed Data
Interface (FDDI)
VME bus
Futurebus+
ttigh-performance peripheral
interface (ttIPPI)
ANSI X3T9.5 100
IEEE 1014-1987 320
IEEE 896 25,000
Under consideration as 800
an ANSI standard by the
ANSI X3Tg.3 Committee
Optical fiber
32-blt standard, 64-bit
(VME 64) available
32-blt bus available now;
up to 256-blt parallel
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Table12.ApplicableLAWsandtheircharacteristics.
LAN Standard Network Speed, Comments
topology Mbps
Carrier-sense International Bus 10 Widely available as Ethernet
multiple access Organization for
with collision Standardization
detection (CSMA/CD) (ISO) 8802-3
Token-passlng bus ISO 8802-4 Bus 5, 10 Process control applications
Token ring ISO 8802-5 Ring 4, 16 IBM PC applications
FDDI ANSI X3Tg.5 Ring 100 Fault tolerant; optical fiber;
2 km (muhimode); 40 km
(single mode)
Circuit-switched traffic
multiplexed with packet traffic
FDDI-II ANSI, Planned 1993 Ring 100
Table 13. Comparison of Internetwork protocols.
Open Systems
Interconnection Protocol
ISO a standard
Internet
Standard Function
prot_ocol
Interl_et MIL-STD-1777 Route data across different
subnets
Transmission Control MIL-STD-1778 Provide reliable process-to-
process data flow
Cormectlon]ess ISO 8473
Network Protocol
Transport Protocol Class 4 ISO 8073
a International Organization for Standardization (ISO).
Table 14. Early processing architecture candidates.
Candidates
Buffering at tile complex
Level-zero processing
(LZP)
Central processing (bent
pipe)
Dedicated strings
Description
Telemetry data are buffered at the Deep Space Communications Complex (DSCC)
mad delivered to a central facility for level-zero processing (no reacquisltion}
LZP is done at the DSCC and delivered to a central facility, or in some cases
directly to the principal investigator; this option has been the focus of a
separate study (ongoing)
As much processing (as reasonable) ]s done at a central facility
Dedicated strings of equipment are assigned to each antenna with little need
for reconfiguration
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Table 15. Processing requirements.
Maximum number of
Rate per concurrent processes
Process
process
Year 2000 Year 2010
Telemetry (conservative) 1-3 Mbps 7 10
Telemetry (moderate) t-10 Mbps 7 10
Telemetry (aggressive) 1-100 Mbps 7 10
Tracking 10 kbps 3 3
Command 10 kbps 3 3
Radio science 1.2 Mbps 3 3
VLBI (quick-look) 130 Mbps 1 1
VLBI (playback) 1.5 Mbps 1 1
Table 16. Telemetry processing requirements per subsystem.
Upper limit in
Typical Block V receiver-
Mission support spacecraft convolutional code telemetry data path,
forcecast information
rate Mbps
rate, Mbps
Conservati ve 3 1/6 165
Moderate I0 1 [6 550
Aggressive 100 1 / 2 a 1830
a assuming support for lunar SEI, etc.
Table 17. Dedicated telemetry subsystem performance.
1980s 1990s 2000s
Backplane bus capability 320 Mbps 1 Gbps 25 Gbps
(VMEbus) (ruturebus+) (Futurebus+
evolution)
454 MbpsIndividual spacecraft
information rate
5.8 Mbps 18 Mbps
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Table 18. Distributed telemetry subsystem performance.
1980s 1990s 20006
Local Area Network 10 Mbps 100 Mbps 1 Gbps
capability (Ethernet) (FDDI) (future technology)
Aggregate spacecraft 180 kbps 1.8 Mbps 18 Mbps
information rate
Table 19. Evaluation of the major telemetry architecture options.
Dedicated telemetry Switched telemetry Distributed telemetryCriteria
architecture architecture architecture
Performance,
growth
potential
Life-cycle cost
Operability
Flexibility,
evo]vabili ty
Availability,
reliability,
maintainability
Technical risk
Easily accommodates
growth; meets 2000-2010
requirements up to
450-Mbps backup support
Major interprocess
commtmication costs
affect life-cycle costs;
fault- tolerant software
has impact on life-cycle
costs
May use a highly specific
operating system and
require specially trained
programmers
Hardware
communication system
is closed (i.e., non-
standard); may be
difficult to add new
functionality
Each Block V receiver
has access to its own
telemetry processor;
fau] t- tolerant
architecture: redundant
processors
Monitor and Control
needs careful design
(low design risk)
Future growth depends
on evolution of serial input
and output (I/O) technology
Reduces number of
telemetry processors,
but requires a high-
availability switch
Simple programming
I/0 protocols may be
standard, easy to add
new processors
Mechanical matrix switches
have generally low
reliability; will require
new technology;
architecture handles
telemetry faults by
switching to redundant
processor
High-availability
switch is
moderate-hlgh risk
Future growth depends on
evolution of Local area network
(LAN) technology
OSI systems generally
have lower life-cycle costs.
Operating system interface can be
"open," e.g., POSIX; large
pool of programmers
System is "open," with
standard protocols
Each Block V receiver has
access to any telemetry
processor; fault-tolerant
architecture: built into LAN
architecture
Availability of 1-Gbps LAN
is moderate risk
Table 20. Comparison of alternative WAN architectures.
Criteria Single circuit Dual, diverse circuits
Performance and growth No impact, probably would be fiber Slight improvement: second link, not
potential necessarily the same data rate, will be
Life-cycle cost
Operability
Flexibility and
evolvabiii ty
Availability, reliability,
and maintainability
available for special support
More expensive (two circuits)
Requires semiautomatic fault
management to select alternate
circuit
Straightforward to negotiate with
carrier
Highly reliable and available because
of route diversity; when primary goes
down, alternate circuit backs it up
Technical risk
Least expensive
Easiest to manage
Straightforward to negotiate with
carrier
Generally high reliability (fiber);
however, when it goes down, it
goes down for hours; recourse is
tape backup
International circuits may take
longer to reestablish than
domestic circuits
Small technology risk in network
management area: need to know
health of both links all the time
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Fig. 1. Scope of architecture study.
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I SUPPORT UI SYSTEM/'I'SA
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RADIO
SCIENCE
LOW-RATE
LAN
HIGH-RATE
LAN
Fig. 3. Current Deep Space Station configuration.
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Fig. 4. Very long baseline Interferometry.
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Ka-BAND POTENTIAL: 24-72 Mbps
Fig. 5. Block V receiver and telemetry decoder.
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Fig. 6. Block V receiver transfer rate characteristics.
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Fig. 7. External users of the Ground Information System.
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Fig. 8. Conceptual packaging of DSN processors.
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Fig. 9. Client-server model.
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Fig, 10. Open-Systems Inlerconnecllon
reference model.
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Fig. 11. Transmission properties of various media [3].
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Fig. 12. Unified processing architecture.
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Flg. 14. Telemetry architecture candidates: (a) dedicated; (b) switched; and (c) distributed.
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Fig. 15. Dedicated telemetry architecture.
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Fig. 16. Switched telemetry architecture.
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Fig. 17. Distributed telemetry architecture•
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Flg. 19. Proposed Monitor and Control architecture.
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Flg. 23. Link controller operations.
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Fig. 25. Telemetry data flow with a client-server architecture.
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Appendix A
Acronyms
AES
AGC
AI
ANSI
AOS
ATDRSS
BER
bps
CASE
CCITT
CCSDS
CD/ROM
CLNP
CMA
CMC
CMIP
CMIS
CMOS
COTS
CPA
CPN
CRAF
CRC
CS_.rIA/CD
DBMS
DCD
DCE
DCO
DDOR
DFS
DoD
Application Environment Specification
Automatic gain control
Artificial intelligence
American National Standards Institute
Advanced Orbiting System
Advanced Tracking and Data Relay Satellite
System
bit error rate
Bit per second
Computer-aided software engineering
International Telegraph and Telephone
Consultative Committee
Consultative Committee for Space Data
Systems
Compact disk/read-only memory
Connectionless Network Protocol
Command Modulator Assembly
Complex Monitor and Control
Common Management Information
Protocol
Common Management Information
Service
Complementary metal oxide semi-
conductor
Commercial off-the-shelf
Command Processor Assembly
CCSDS Principal Network
Comet Rendezvous Asteroid Flyby
Cyclic redundancy check
Carrier-sense multiple access with collision
detection
Database management system
DSCC Command Subsystem
Distributed Computing Environment
Digitally Controlled Oscillator
Delta differential one-way ranging
Distributed File System
Department of Defense
DSCC
DSS
DSN
DTK
DTM
EOS
FDDI
FFT
FIPS
FTAM
FTP
FY
GCF
GFLOPS
GIPS
GIS
GLL
GOSIP
GNMP
GSOC
GUI
IIDLC
HEO
ttlPPI
IEEE
i/o
IP
ISDN
ISE
ISO
kbps
KBS
LAN
LAPB
Deep Space Communications Complex
Deep Space Station
Deep Space Network
DSCC Tracking Subsystem
DSCC Telemetry Subsystem
Earth Observing System
Fiber Distributed Data Interface
Faust Fourier transform
Federal Information Processing Standard
File Transfer, Access, and Management
File Transfer Protocol
Fiscal year
Ground Communications Facility
Giga (10 9) floating point instructions per
second
Giga (10 9) instructions per second
Ground Information System
Galileo
Government OSI Profile
Government Network Management Profile
German Space Operations Center
Graphical llser interface
IIigh-Level Data Link Control
IIigh-Earth Orbiter
ltigh-Performance Peripheral Interface
Institute of Electrical and Electronics
Engineers
Input/output
Internet Protocol
Integrated Services Digital Network
Information System Engineering
International Organization for
Standardization
Kilobits per second (10 3 bps)
Knowledge-based system
Local area network
Link Access Procedure-Balanced
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LMC
LZM
LZP
M&C
MAP
Mbps
MBAR
MDA
MFLOPS
MHS
MIB
MIMD
MIPS
MLC
MMS
MOSO
Msps
MTBF
NASA
NASCOM
NCB
NCF
NIST
NOCC
NSS
OSF
OSI
OSO
PAD
PCM
POC
POSIX
RDA
Link Monitor and Control
Level-Zero Merge
Level-Zero Processing
Monitor and Control
Manufacturing Automation Protocol
Megabits per second (106 bps)
Main Belt Asteroid Rendezvous
Metric Data Assembly
Mega (106) floating point instructions
per second
Message Handling Service
Management Information Base
Multiple instruction-multiple data
Million instructions per second
Multilink Controller
Manufacturing Message Specification
Multimission Operations Systems Office
Megasymbols per second (10 s eight-bit
symbols per second)
Mean time between failures
National Aeronautics and Space
Administration
NASA Communications Network
Narrow-Channel Bandwidth
Network Control Facility
National Institute for Standards and
Technology
Network Operations Control Center
Network Support Computer
Open Software Foundation
Open Systems Interconnection
Office of Space Operations
Packet assembler/disassembler
Pulse-coded modulation
Project Operations Center
Portable Operating System Interface for
Computer Environments
Remote database access
RF
RFI
RPC
RS
SDtt
SEI
SFOC
SHARP
SIMD
SMIM
SMTP
SNMP
SOE
SONET
SPAN
SPOC
SPC
SQL
SR
SRA
SSF
Tbyte
TCP
TDA
TDRSS
TP
TP4
TPDS
VHSIC
VLA
VLBI
VLSI
VSAT
WAN
WCB
Radio frequency
Radio frequency interference
Remote procedure call
Reed-Solomon
Synchronous Digital Hierarchy
Space Exploration Initiative
Space Flight Operations Center
Spacecraft Health Automated Reasoning
Prototype
Single instruction-multiple data
Submillimeter Intermediate Mission
Simple Mail Transfer Protocol
Simple Network Management Protocol
Sequence of events
Synchronous Optical Network
Space Physics Analysis Network
Science Planning Operations Computer
Signal Processing Center
Structured Query Language
Satellite relay
Sequential Ranging Assembly
Space Station Freedom
Terabyte (1012 bytes)
Transmission Control Protocol
Telecommunications and Data Acquisition
Tracking and Data Relay Satellite System
Transport Protocol
Transport Protocol Class 4
Tracking and Data Processing Subsystem
Very high speed integrated circuits
Very Large Array (National Science
Foundation, Socorro, New Mexico)
Very long baseline interferometry
Very large scale integration
Very small aperture terminal
Wide area network
Wide-Channel Bandwidth
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Appendix B
Glossary
Application environment: Refers to all the software
necessary to run an application except for the application-
specific code. It includes the operating system, I/0 rou-
tines, and network services and may include such items as
a DBMS and graphical user interface (see Section III.C).
Architecture: A specification that defines the design
of a system, and describes the structure, functions, and
interfaces of its cooperating parts (see Section I.C).
Distributed: In network technology, this term refers
to geographically dispersed computers that share
common applications and information via local-area
networks and wide-area networks (see Section IV.B).
Fault-tolerant: Systems that are able to detect a
fault, report it, mask it, and then continue service
while the faulty component is repaired off-line.
Dedicated: Systems that perform only one primary
function, e.g., telemetry processing on the output of
only one receiver (see Section IV.B).
Artificial intelligence: The technology whereby com-
puter systems can be programmed to emulate special prop-
erties and capabilities attributable to human intelligence
(see Section III.E).
Backbone network: A network designed to intercon-
nect lower speed channels (see Section IV.D).
Central Site: The control center of the DSN, located
at Jet Propulsion Laboratory (JPL) facilities in Pasadena,
California (see Section IV.B).
Client-server: In a communications network, the
client is the requesting machine and the server is the sup-
plying machine (see section III.C.3).
Operating conditions: The conditions under which
a system performs its functions.
Anomalous: A situation where operational proce-
dures do not exist.
Backup: A situation where operational procedures
are used to accommodate a failure of the primary
system.
Nominal: In the operations concept of the M_zC
architecture, nominal operations refers to a situa-
tion where existing operational procedures can han-
dle any problem.
Codes: As used in this study, codes are error-correct-
ing bit patterns that are used to reconstruct a spacecraft
signal into a form so that departures from this construction
in the received signal can be automatically detected. This
permits the automatic correction at the receiving terminal
of some or all of the errors. Such codes require more signal
elements (or bits) than are necessary to convey the basic
information [4] (see Section II.A).
Data: The normal definition of data in this article
refers to representation of information in binary digits
(bits). Itowever, in estimating overall data rates, data
may also include redundant bits added for error detection
and correction.
Near-real-time: Data transmitted directly from a
sender to a receiver with possible delays on the order
of seconds due to temporary buffering (see Section
II.A).
Non-real-time: Data transmitted from a sender to a
receiver with significant storing and shipping delays
(on the order of hours or days). (See Section II.A.)
Real-lime: Data that is transmitted directly from a
sender to a receiver with virtually no delays.
Datagram: Data packet that is transmitted with suf-
ficient information to reach its destination, but with no
expectation of an acknowledgment.
Data protocol: A standardized set of rules that spec-
ifies the format, timing, sequencing, and/or error checking
for data transmission.
End users: Recipients of DSN-produced data prod-
ucts. Recipients include spacecraft teams, principal inves-
tigators, archival storage systems, and non-NASA partners
(see Section II.D).
Front end: The antenna equipment and electronics
collocated with the antenna.
Fuzzy logic: Logic based on probabilities that state-
ments are true rather than whether they are true or false
(see Section III.C).
Gateway: A device for translating application services
fi'om one set of protocol standards to another, e.g., elec-
tronic mail from Internet to OSI.
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Ground Information System (GIS): The DSN in-
formation processing system. In scope, it extends from tile
ground side of the front end to the end users. GIS func-
tions include processing (telemetry, tracking, command,
radio science and VLBI), monitor and control (of front end
and processing), and data delivery and management, with
the focus of this study on multimission operations (rather
than on project-unique activities). (See Section I.C, ll.D.)
Hypermedia: Technology that enables a user to re-
view data by following a nonlinear path, for example, by
jumping to related data items. The formats may include
text, graphics, animation, digital audio, and video (see
Section III.E).
ISE Laboratory: Information Systems Engineering
Laboratory; a proposed laboratory for the envisioned GIS
architecture which will be required to evaluate, prototype,
and adapt commercial technologies for DSN utilization
(see Section V.E).
Internet: As normally used in this study, a short form
of "internetwork," a generic name for any network that in-
terconnects two or more multivendor computers and net-
works (see Section III.D).
DoD Inlernel: A DoD packet-switched network that
uses military standard protocols for such internet-
work services as ensuring message reliability, rout-
ing, file transfer, and electronic mail (see Section
III.C).
CCSDS Inlernet: Formal name for a spacecraft-to-
user packet delivery service specified in CCSDS Ad-
vanced Orbiting Systems (AOS) architecture
(CCSDS 701.0-B-I). (See Section III.D.)
Layers: Result of analyzing a system by dividing the
system functions into groups of common services. Each
layer specifies its own functions and assumes that lower
level functions are provided. In "open systems" architec-
ture, a collection of related functions that comprise one
level of a hierarchy of communications functions.
Level-zero processing: Processing of spacecraft tele-
metry data to remove all artifacts of space data transport
from the data and return it to the form it was in when
it left the instrument aboard the spacecraft. Multimission
level-zero processing (LZP) is done, to the extent possible,
at each DSCC; final multimission level-zero merge (LZM
occurs at the Central Site.
NCF: Network Control Facility; an envisioned orga-
nization located at the Central Site, that exercises th¢
highest level of monitor and control; it is planned to b(
tile primary control point for the entire DSN (see Sectior
IV.C).
Neural network: Parallel, distributed computing sys-
tem of simple computational elements connected in a fash-
ion which mimics, at a low level, the connections between
neurons or systems of neurons in a brain (see Section
III.C).
OSF: Open Software Foundation; a consortium of corn-:
puter-product vendors committed to developing products
that provide common application environments (see Sec-
tion III.C.1).
OSI: Open-systems interconnection; ISO's reference-
model for enabling multivendor system to interoperate.
The OSI protocols are a subset of the larger set of standard
protocols established by the ISO.
GOSIP: Government OSI profile; a list of OSI pro-
tocols specified by the Federal government for use in
Federal networks.
Open systems: A computer application environment
based on products from a vendor compatible with those
available from its competitors, usually because they mu-
tually agree on standards (see Section III.C).
Quick-look data: The subset of the instrument sci-
ence data stream for which access and processing is neces-
sary earlier than that normally provided. These data may
be used for instrument health or safety monitoring (see
Section II.B).
Virtual circuit: A network model in which data is
received from the transport layer and delivered over the
perfect connection: no errors, no duplicates, and all pack-
ets are delivered in sequence (see Section IIID).
Virtual reality: An environment in which computer
and peripheral devices create a complete sensory envi-
ronment dynamically controlled by the user (see Section
III.E).
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Generalized Probability Model for Calculation of
Interference to the Deep Space Network Due to
Circularly Earth-Orbiting Satellites
C. J. Ruggier
Telecommunications Systems Section
The probabifity of exceeding interference power levels and the duration of in-
terference at the Deep Space Network (DSN) antenna is calculated parametrically
when the state vector of an Earth-orbiting satellite over the DSN station view area is
not known. A conditional probability distribution function is derived, transformed,
and then convolved with the interference signal uncertainties to yield the proba-
bility distribution of interference at any given instant during the orbiter's mission
period. The analysis is applicable to orbiting satellites having circular orbits with
known altitude and inclination angle.
I. Introduction
Knowing the orbital parameters and transmitting
power level of a potentially interfering satellite is prereq-
uisite to estimating the received interference power level
incident at any DSN tracking antenna. However, there
are occasions when the satellite launch and orbit injection
data are uncertain or unavailable at the time of the analy-
sis. In this case, the satellite orbital position relative to the
ground station antenna beam cannot be predicted using
the usual deterministic analytical methods: A probabilis-
tic approach to the analysis is more practicable. Reason-
able probabilities of interference can be calculated if the
geometrical and signal parameter uncertainties are defined
for the orbiting satellite. The calculated probabilities can
then be useful in determining whether any significant in-
terference threats to the DSN will exist during the orbiting
satellite mission period.
The probability of interference is sought from the prob-
ability of the orbiting satellite being incident at some
point in the antenna beam, for some DSN tracking an-
tenna pointing angle, during the period when the satellite
is in view. This conditional probability fimction is de-
rived fl'om the geometrical relationships of the satellite's
orbit. From the conditional probabi]ity, the off-beam an-
tenna gain probability can be determined and then con-
volved with the interference signal transmission uncertain-
tics to yield the probabilily of received interference power.
Finally, the probability of received interference power is
scaled by the ratio of view area contained within the satel-
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lite's ground track coverage area and the probability of
tracking time of the DSN antenna during a 24-hour period.
The probability of the DSN station exceeding a given inter-
ference power level (density) at any given time can then be
determined. In addition to the probability of interference,
the period of the interference signal and its probability of
occurrence is also considered, given that the interference
event has occurred.
I!. Rationale for the Interference Model
Figure A-1 (Appendix A) shows the geometrical re-
lationships involved in the derivation of the probability
model. It is assumed that tile interfering satellite trajec-
tory over tile DSN station view area is constrained on the
surface of a spherical sector with radius (Re + h) and swept
out by a given antenna off-beam angle, c_. Re is the mean
Earth radius, and h is the altitude of the orbiting satellite
above ground. Furthermore, the uncertainty of the satel-
rite's orbiting position is equivalent to the satellite entering
the view area randomly with uniformly distributed prob-
ability.
Tile probability model is derived from both the ran-
dom and periodic variables which interplay during the en-
counter between the DSN station antenna beam and the
orbiting satellite. There exist two fundamental random
variables: the receiving antenna pointing angle and the
satellite's position relative to the antenna off-beam angle.
The antenna pointing angle variable can be further re-
solved into the elevation and azimuth components. The
azimuth angle is primarily a function of the Earth's diur-
nal rate motion, and has been assumed to be nonrandom.
IIowever, the elevation angle is considered to be random
and to have some probability density, relative to the space-
craft trajectory being tracked. Deterministic and periodic
variations are associated with the azimuth angle, the an-
gle of inclination of the Earth's axis with respect to the
ecliptic (23.44 deg), and tim rapid changes in the elevation
angle at the rise and set times. Thus, if averaged over long
periods of time, the periodic variations can be neglected
without affecting tile overall derived probabilities.
The circular orbiting system is also assumed to be er-
godic, by virtue of the satellite's constant angular velocity
in a circular orbit. This property enables one to transform
the satellite's time-averaged periods within the view area
into probabilities; these probabilities can then be used to
scale the derived probability distribution function. Simi-
larly, DSN spacecraft tracking period statistics can be uti-
lized as additional probability scaling factors.
!11.Statistical Interference Model
The probability density of the satellite interference sig-
nal power Pr at the DSN antenna is defined as
P(Pr) = [P(P,) * P(g_) * P(-L)] Po Pv (I)
where * denotes convolution and
P(v,) =
P(g ) _"
P(L) "
po_=
Pv_
R_
15,
_=
probability density function of the satellite
transmit power (dBm), where the satellite a0-
tenna is assumed to have isotropic gain
probability density function of the DSN tracking
off-beam antenna gain (dBi)
probability density function of free space loss
(-dB)
probability of DSN antenna tracking time over
a 24-hour period
ratio of the view area contained within the total
satellite ground track area
hl2R(sin_)
satellite altitude, km
P_ (Earth radius) +h, km
satellite inclination angle, 0 deg < _ _< 90 deg
The probability of exceeding the satellite interference
signal power at the DSN antenna can be defined as the
integral of P (Pr):
C_
P (p, ) = f p(p_ ) ap_
P,-
The probabilities arise from the uncertainty of the satel-
lite's orbital position and transmission parameters. P(Pt)
can be represented by a triangular probability density
function defined from the transmitter power minimum,
maximum, and most probable values; P(ga) is the off-
beam antenna gain probability density which is derived
in this analysis; and P(-L) is the uncertainty associated
with the free space loss and can be represented by a uni-
form probability density function, with space loss values
corresponding to line-of-sight range between the antenna
and tile interfering satellite. The aggregate effect of the
system uncertainties can then be determined from the con-
volution of these probability densities. Note that when the
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satellite transmit power variability is negligible, the prob-
ability density function can be replaced with a Dirac Delta
function, which sums the mean value of Pt with the ran-
dom variable values of P(go).
The probability density P(g_), is the derivative of the
probability distribution E0 (g_). P (g_) is transformed
using the International Radio Consultative Committee
(CCIR) antenna gain pattern Eq. (2); P(a) represents the
probability of the satellite being inside the antenna beam
cone, bounded by the off-axis angle a and is derived in
Appendix A.
The CCIR generalized antenna gain pattern is given as 1
g = a .... dBi (maximum antenna gain) ]
0 _< a < t deg
g = 32-25log(a), dBi, 1 deg _< c_ < 48deg (2)
g = - 10dBi, 48 deg < a < 180 deg
The probability distribution of a is
90
P(a) = f P(al0P(c) de (3)
0
where P (a I f) is the conditional probability distribution
of c_, given e, which is the DSN station antenna elevation
angle.
P(e) is the probability density function of the DSN an-
tenna elevation angle. If this probability density function
is not known, it can be approximated with a triangular
probability density function, similar to that shown in Ap-
pendix B.
Figure A-1 in Appendix A shows the geometrical re-
lationships used to determine _0 (a I c). It is required
to know the probability of finding the satellite anywhere
inside the antenna beam bounded by the off-beam angle
and the portion of the antenna beam which is in view of
the satellite. The antenna beam cuts the satellite's or-
bital sphere at ri and r2, for any given elevation angle _;
this sphere contains orbital surfaces bounded by an ellipse
projection whose eccentricity is a function of the antenna
pointing angle. Surface asymmetry is also affected by the
1 The equations apply to systems with antenna gains >48 dBi. Due
to the very smMl probabilities associated with the angle c_ values
between 0 deg and 1 deg, only values equal to or greater than 1 deg
are considered in the model.
variable off-beam angle cr (representative of tile satellite
probable position inside the antenna beam cone). For tt
ease of calculation, first-order ellipses are assumed.
Furthermore, the portion of the antenna beana that :
blocked by the ground and out of sight of the satellit
is a major consideration. Instead of directly calculatin
the antenna beam cone surface area blockage, the ratio c
the projected beam blockage to the total projected area i
calculated and used as a scaling factor.
IV. Interference Period Probability
Given that the interference occurs, it becomes useful t;
determine the interference period and its associated prob
ability. The probability of t seconds of interference for
given interference threshold level, corresponding to som(
fixed off-beam angle ao, can be written as
P(,)=fi'" d<= ,o.
,,tO k tveo J £max
where
tC,o _ longest interference period at c_o
_mp ----- most probable antenna elevation angle
A
ema_ = maximum antenna elevation angle
the period t is computed piecewise to also account for the
Earth-blocked segment of the antenna beam. For the un-
blocked view area,
tao = -- =COS -1 l
v,
+
2rlP2 COS (2(2o) -- r 12 _ r22"_
2R 2 ;
R
x "17, c_o < e _< 90 deg (5)
vs
where s is the longest possible path length (kin) traversed
by the satellite over the antenna beam cone bounded by
ao, and V_ is the mean orbital velocity of the satellite
(km/sec). For the blocked view area,
s ( 2rlpcos(e+ao)-ri2 - p2)t_. =_=cos -1 1+ 2R 2
R Lx
x_-, 0<e<C_o, p = _/R2-Re 2 (6)
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t
where the inverse cosine functions are in radians, and tile
space loss is averaged over the region bounded by a fixed
antenna off-axis angle.
V. Application of Model
An example is now given of the model's application to
determine the probability of interference when the satel-
lite orbiting mission period and frequency band coincide
with those of a DSN mission. Consider a circularly Earth-
orbiting satellite and a DSN station with the following
parameters:
Earth radius, Re 6378 km
SateIlite inclination angle, +75 deg
Satellite altitude above Earth, h 637.8 km
Satellite transmit power spectral
density 2 -26.9 dBm/tIz
Satellite orbital velocity 7.6 km/sec
Satellite/DSN station frequency
band 8.0 GIh
DSN antenna diameter 70 m
Po, the probability of tracking time over a 24-hour period,
is assumed to be 1.0; Pv, the ratio of the view area, is
calculated as 0.06. It is also assumed that the satellite
transmitter is switched on throughout the satellite's Earth-
orbiting mission period.
2 Assume that satellite equivalent isotroplc radiated power is at 1 W
(0 dBW) and the transmit data bandwidth is 500 kHz.
By applying these specified parameters to tile model,
the derived P(ga) can be convolved with P(p,) and P(-L)
to yield tile probability of exceeding a given power spectral
density level. In this example P(p,) is treated as a constant
and can be convolved as a Dirac Delta function. P(-L) is
derived in Appendix B.
Figures 1 and 2 show the probability of exceeding tile
total received power and power spectral density, respec-
tively, for the above orbital and transmission parameters.
From Fig. 2, it can be noted that the probability of
exceeding the CCIR recommended interference threshold
level of -190 dBm/ttz is 4.5 x 10 -e or 0.00045 percent.
The interference periods and the probabilities of oc-
currence of those periods for the most probable antenna
elevation angles are given in Table 1.
VI. Conclusion
It has been shown that when the instantaneous posi-
tion of an Earth-orbiting satellite is unknown, one can de-
termine the probability of interference to a DSN tracking
station from the conditional probability of the satellite's
signal being within the antenna beam cone, given any el-
evation angle. The analytical derivation of the interfer-
ence probability function is made possible entirely from
the known orbital geometrical properties and transmission
parameters of the orbiting satellite.
The probability model provides an early first-order as-
sessment of the potential interference to the DSN, and en-
ables one to determine whether more comprehensive anal-
ysis will be necessary.
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Table1.Interferenceperiodsandprobabilities.
Most probable elevation Intel£erence period, Probability,
angle, deg sec percent
15 102.8 0.16
25 65.2 0.42
35 44.1 0.88
45 32.3 1.50
55 25.5 2.40
65 21.5 3.30
75 19.3 4.30
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10 -3
10 -4
10 -5
10 -6
_tllll]l I
-17 -160 -150 -140 -130 -120
RECEIVED TOTAL POWER, dBm
Fig. 1. Probability of exceeding the total received power.
I0-3
-220 -210 -200 -190 -180
RECEIVED POWER SPECTRAL DENSITY, dBm/Hz
- t 70
Fig. 2. Probability of exceeding the power spectral density,
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Appendix A
Calculation of P (ga)
The projected surface area is given by [1]
a [_,r, _ c(e - m)]h=_
where
(A-l)
where AT = 7tab is the total area of the ellipse project•
from the orbital surface area bounded by the angle a; a an
b are computed from Eqs. (A-12) and (A-13), respective]:
R_=R_ + h
( r' - h "_
8' = 2r'cos-1 \ r' )
arc length of projected segment (not shown)
(A-2) and tile visible projected area Ap is determined as
[ tan(<)]A_ : ,'_sin_ (,_)co_-_ • t (_)J
r' = rl sin (_)
radius of projected segment
c = [4(2h_r _- h'_)] 1/2
(A-3)
(A-4)
-[2,-_ sin (_) sin (e + _) - r_ sin2 (e + °)] a/2cos (0 ¢os_(_) :
r, [ sin(•+a)]x _- sin (c0 cos _ (e) '
chord of projected segment (not shown) for 0 < e < c_, 1 < a < 48deg (A-7)
h'- rlsin (e+_)
cos (_)
for 0_< c <a,
1 < _ < 48deg (A-5)
Note: Tile inverse sine function is in radians.
[sec (_)1= y2+ _2_ ,2
where
(A-8)
Case 1. In this case, • < a (occurrence of view area
blockage).
The conditional probability distribution of the satellite
being in the antenna beam cone bounded by the off-beam
angle c_ for a given elevation angle • can be approximated
by expressions for the blocked and unblocked view area.
For the blocked view area, the conditional probability dis-
tribution P (a l f) is given as
S(a, e)Ap (a, e) [sec 6 1
P (_ I _) _ 2_n_ [1 - P_/R] AT
fore < a, 0 < e < off
1 < o_ < 48deg (A-6)
and
z= (r[ + r_- 2rlr2cos2a) a/_
u = [z_(1 - cos2_)] 1/_
Z --_ r2 -- P1
rl=- l_sin(e+a)
+ [R _ - R¢ 2cos 2 (• + a)] 1/2 (A-9)
r2 =- Re sin(•-o_)
+ (n _ - P_ cos_ (_ - _))'/_ (A-10)
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The surface area covered by tile orbiting satellite for a
given c_ and e is the surface area of the sphere (satellite
orbital space) cut by the ellipse (antenna beam).
The surface integral S(a,e) is given as
where
and
S(c_, e) = 21rR_
_/2
dO
M_,w_,-- 0 + 1
(A-11)
b2 _ a 2
M-
a 2
_ (o, 4 + d (4, 4
rl (a,e) r2(a,e) eos2a (h-12)
2
b2(a,e) = -_ (_, e) (1 - cos 2a) (A-13)
By expanding S(cr, e) as a power series [2],
b2/R 2S(o_,e) = 2R 2 (Msin 2 0+1)
0
dO
,q2
R_ f (b2/R2)2+ _ (Msin 20+1) 2
0
dO
R2 f (b2/R2)a+ _ (Msin 20+1) 3
0
dO + ... (A-14)
Due to the fast convergence of the series, two terms will
adequately approximate oe(o_,e) and can be further simpli-
fied as
S(_,e) _ _ 1+ _ 8(1+M)
(A-15)
Case 2. In this case, e > a.
For the unblocked view area, the conditional probability
distribution is given as
T(o_[e) = S(a,c) , for e > a,
o_ < e _< 90deg, 1 _< a < 48deg
(A-16)
where S(a,e) is given in Eq. (A-15). Then, from Eq. (3),
P(_) =
9O
f P(,, I,) p(,) d_
O
the probability density P(_) is obtained by differentiating
P (c_); hence,
d
P(a) = _aa [P(a)] (A-17)
and P(a) is tranformed into P(g_,) by using Eq. (2).
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SATE LLITE _i
ORBITAL _rl
SPHERE-_ _ \
._I I
UNBLOCKED
SEGMENT
BLOCKED
SEGMENT
r 1, r 2 _ INTERFERENCE CONE
BOUNDS
r 0 _ ANTENNA BORESIGHT
p A= SATELLITE ALTITUDE
ABOVE GROUND
(MAXIMUM DISTANCE)
h _A_SATELLITE ALTITUDE
ABOVE GROUND
(MINIMUM DISTANCE)
Re _= RADIUS OF EARTH
c_ z_ ANTENNA OFF-BEAM ANGLE
c __ ANTENNA ELEVATION ANGLE
S _ SURFACE AREA
BOUNDED BY (x
8 __ PROJECTION ANGLE
Fig. A-1. Orbital geometry of an Earth-orbiting satellite over a DSN station.
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Appendix B
Consideration of P(Pt) and P(L)
In the cases where the uncertainty of the satellite trans-
mit power becomes a significant part of the analysis, a
triangular probability density function can be used. The
satellite transmit power probability density can be repre-
sented as [3]
2(pt -- a)
(b-a)(c-a) if a<pt < c
P(Pt) = 2(b - pt)
(b-a)(b-c) if c <pt <b
where
A
a ---- minimum power
b _ maximum power
A
c - most probable power
The variability of free space loss due to the continu-
ous changes in the satellite's range to the DSN tracking
antenna can introduce an additional uncertainty in the re-
ceived interference power. This uncertainty becomes very
significant for lower Earth-orbiting satellites where fluctu-
ations in space loss can be several orders of magnitude.
The probability density function of the free space loss
uncertainty P(L) can be modeled as a uniform probability
density:
1
P(L)-- _-a ifa<L<b
0 otherwise
where
A
a = minimum loss = 20 logl0 (4_r/A)+20 logl0
h, dB
b _- maximum loss = 20 ioglo (47r/_)
+ 10 lOgl0(R 2 2-Re), dB
_ wavelength of interference signal, meters
h _ satellite altitude above ground, meters
Re _ Earth's radius, meters
R _ Re + h, meters
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Ka-Band Feed Arrays for Spacecraft Reflector Antennas
With Limited Scan Capability-An Overview
V. Jamnejad
Spacecraft Telecommunications Equipment Section
JPL and NASA are in the process of developing ground and spacecraft antenna
systems at Ka-band frequencies for future deep space applications. The use of Ka-
band (32-GHz down) communication will result in smaller ground and spacecraft
antennas and associated equipment, and will provide larger bandwidths necessary
for very high data rate communication and radio navigation. In this article, the
use of a small phased array as a feed for a reflector antenna system with limited
scan capability is addressed. Different feed and antenna configurations, as well
as array architectures, are examined. Some theoretical as_d experirqental parame-
ters of a particular breadboard feed array developed by JPL and the University of
Massachusetts are presented. Guidelines for the future direction of this effort are
provided.
I. Introduction
JPL and NASA are in the process of developing ground
and spacecraft antenna systems at Ka-band frequencies for
future deep space mission applications, such as NASA's
Solar Probe mission. Ka-band (32-GHz down) commu-
nication is planned to first supplement and perhaps ulti-
mately supplant the X-band (8.5-GHz down) communica-
tion link presently used. This will result in smaller ground
and spacecraft antennas and associated equipment, and
will make available larger bandwidths necessary for very
high data rate communication and radio navigation.
One crucial aspect of this development effort involves
the design and development of advanced high-gain anten-
has on the spacecraft, which use state-of the-art monolithic
microwave integrated circuits (MMIC) technology, solid
state power amplifiers, and electronic beam steering. An
important design consideration is that of the feed arrays
for reflector antennas on the spacecraft. The feed array
design depends on feed and reflector antenna architecture
and configuration. A proposed method is the near-field
Cassegrain (or Gregorian) dual reflector system in which
a relatively small phased array is located very close to the
subreflector, thus providing a plane wave incident on the
subreflector.
The feed array is to be integrated with solid-state dig-
ital phase shifters and power amplifiers for transmission
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and/or low noise amplifiers for reception. The advantages
of using a small phased array in connection with a magnify-
ing dual reflector system is threefold. First, it can provide
vernier adjustment of the main reflector antenna beam by
scanning the phased array beam incident on the subreflec-
tor. Second, the use of individual phase shifters and power
amplifiers behind each radiating element means that the
circuit losses at the dividers and phase shifters will occur
prior to amplification and at very low power levels. Third,
by using small solid-state amplifiers at the antenna element
level, power from all amplifiers are in effect combined in
space as opposed to the approach in which outputs from
individual solid state amplifiers are circuit-combined at a
substantial loss, before input to the array.
II. Near-Field Dual-Reflector Optics
A directly radiating phased array is usually used to ob-
tain a robust electronically steered beam. To obtain a very
narrow high-gain beam, however, a very large aperture ar-
ray is required. IIowever, a large phased array antenna is
not a desirable option on a spacecraft due to its weight and
loss, and the complexity of the required beam-forming net-
work (BFN). Therefore, a large aperture reflector antenna
is typically used on deep space probes and communica-
tion satellites. However, as discussed in [1], in a "happy
medium" scenario, a small phased array can be combined
with a large main reflector, via the intermediary of one or
more small reflectors, to project a large image of the small
array on the main reflector aperture.
The scan capability of the system is reduced, however,
in inverse proportion to the magnification factor of the
system, namely, the ratio of the reflector size to the ar-
ray aperture size. For a magnification factor of 10, for
example, an approximately 4-1-deg reflector beam scan is
achieved for a =kl0 deg array beam scan. Thus, this con-
cept of limited scan provides a practical way of increasing
the gain of a small array at the expense of scan-angle cov-
erage.
The small, or vernier, scan capability so provided for
the high-gain reflector antenna will complement the large-
scale antenna beam pointing provided by the spacecraft
attitude control system, thus alleviating the need for me-
chanical vernier adjustments and the concomitant fuel con-
sumption.
Figure 1 depicts two alternative scenarios. In Fig. l(a),
a symmetric confoca] dual reflector Cassegrain system is
presented in which both the reflector and the subreflec-
tor are paraboloids. In this arrangement, the small ar-
ray is imaged by the subreflector onto the main reflector
aperture. However, this arrangement provides a very poo:
scan capability, since the center of the array and the mail
reflector are not conjugate points [1]. Furthermore, th_
blockage by the feed array can be substantial. The systerr
in Fig. l(a) is a simple mechanical structure due to it,
symmetry and can be used in cases where the array feed
is employed not necessarily for the scan ability but for the
low-loss spatial power combining that the array provides:
as will be discussed later.
In Fig. l(b), the two confocal paraboloid reflectors are
in an offset Gregorian arrangement. In this arrangement,
the feed array is placed so that the center points of the
main reflector and the feed array are conjugate points.
That is, rays originating at one point pass through the
other upon reflection from the small subreflector. This
arrangement provides for a better scan capability. Fur-
thermore, ideally, the possible phase errors due to small
imperfections on the large main reflector can be easily com-
pensated for 1)y the phase variation of the array elements.
Also, blockage effects have been completely circumvented.
This is the more appropriate arrangement for a limited-
scan reflector antenna system.
III. Feed Array Architecture
There are several advantages to using a small phased
array in connection with a magnifying dual reflector sys-
tem. This approach can provide vernier adjustment of the
main reflector antenna beam by scanning the phased array
beam incident on the subreflector. Furthermore, the use
of individual phase shifters and power amplifiers behind
each radiating element means that the circuit losses at the
dividers and phase shifters will occur prior to amplification
and at very low power levels. This active array approach
is contrasted with a passive approach in which the amplifi-
cation is performed before the corporate dividing network
and phase-shifting stages. In addition, the active array
approach is more reliable and provides for a more graceful
degradation of the performance, since the failure of a few
active components does not affect the entire array.
Finally, by using small solid-state amplifiers at the an-
tenna element level, the power from all amplifiers are in
effect combined in space as opposed to the approach in
which output from individual solid state amplifiers are
circuit-combined at a substantial loss before input to the
array. The spatial combining thus circumvents this net-
work loss. For example, consider the fact that at Ka-band
frequencies, the dividing network loss for the 21-element
array at 32 GIIz, which is discussed below, could be as
nmch as 5 dB ;rod that of a 4-bit digital phase shifter can
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be as much as 11 dB; the advantage of the active array ap-
proach, in which these losses occur before amplification, is
quite evident. Indeed, this is the only realistic approach to
obtaining high power transmission (few to tens of watts)
using solid state amplifiers with individual output power
levels of a few tenths of a watt.
The integration architecture of the amplifiers and the
array is another very important aspect of the design.
Three approaches to the array architecture are shown in
Fig. 2. Each approach has certain advantages and dis-
advantages, and each is appropriate for certain types of
radiating elements. One approach is a so-called brick ar-
chitecture. The two-dimensional planar array is composed
of planar layers. Each layer, in turn, is composed of a
subarray of radiating elements. The phase-shifters, am-
plifiers and radiating elements are integrated on the same
layer. Each layer is normal to the face of the planar ar-
ray (hence the term brick). A two-dimensional array is
obtained by stacking several layers of linear subarrays. A
divider layer normal to the subarray layers connects them
together. This approach is contrasted with a so-called tile
approach where radiating elements are located on the pla-
nar face of the array in a two-dimensional grid and the am-
plifiers and phase shifters are arranged on separate layers
stacked behind and parallel to the radiating layer. Hybrid
approaches are also possible.
IV. Array Development
A two-dimensional Ka-band array has recently been de-
veloped at JPL and has been reported ill the literature [2-
8]. It is a power-combining array intended primarily for
transmitter applications. The prototype array is designed
for use in future spacecraft antenna applications where Ka-
band is planned to supplement the X-band communication
link.
The array uses MMIC 4-bit phase shifters and power
amplifiers in conjunction with Vivaldi (exponentially ta-
pered slot) elements operating at Ka-band flequency
(32 GHz). As shown in Fig. 3, the two-dimensional ar-
ray is composed of five planar layers (3 inner layers with
5 elements and 2 outer layers with 3 elements, for a to-
tal of 21 elements. Figure 4 is a photograph of the array
hardware.
The power dividers and the array support flame were
designed and fabricated in-house at JPL. The phase-
shifters were procured from IIoneywell. The very large-
scale integration (VLSI) phase-control circuitry is designed
by JPL and built at the Defense Advanced Research
Projects Agency (DARPA) foundry, and the solid-state
power amplifiers (pseudomorphic high-electron mobility
transfer) were procured from Texas Instruments.
The design and fabrication of the array of tapered slots
(Vivaldi) elements were performed via a contract with the
University of Massachusetts [6-7]. Since Vivaldi elements
are linearly polarized, an investigation was made to find
ways to produce circular polarization. It was concluded
that for a Vivaldi array, the most feasible method would be
to place of a polarizer screen in front of the array, although
other techniques, such as orthogonal and interleaved place-
ment of the array elements, also offer possibilities that need
to be further explored in the future.
V. Experimental Results
The 21-way divider fabricated by JPL has a loss of
about 5 riB. The 4-bit phase shifters procured commer-
cially have a loss of about ll dB. As mentioned previ-
ously, however, these losses are irrelevant in an active ar-
ray configuration where power amplifiers are located after
the dividers and phase-shifters, right behind the antenna
radiating elements. For this reason, the gain of the ar-
ray will always be referred to a reference plane right after
the power amplifiers and at the input to the microstrip
feedllnes of the antenna elements.
In this arrangement the only significant losses are the
microstrip feedline and transition-to-element losses, the
cross-polarization loss, and the loss due to amplitude and
phase irregularities. These losses determine the efficiency
of the array with respect to an ideal lossless antenna with
no cross-polarization. The frequency region of primary in-
terest is 31.5 to 32.5 GHz, with 32.0 GIIz being the nom-
inal center frequency (wavelength A = 9.37 ram). Several
different array element lengths and spacing were tried and
tested. The achieved gain of the array with an element
length of 2.3A and interelement spacings of 1.22A, was ap-
proximately 23 dB over the frequency region of interest.
The average element and array beamwidths in the E and
II planes were in the range of 30-40 deg and 7-9 deg, re-
spectively. Even higher gains and narrower beams have
been achieved by increasing the length of the elements.
Figure 5(a-d) shows the results of an experimental study
of the gain variation versus frequency for different array
parameters.
Tests have been performed to obtain the far-field pat-
terns and ascertain the scan capabilities of the array. Both
individual layers and full two-dimensional arrays have been
tested, and co- and cross-polarized patterns have been ob-
tained. Figure 6 presents some typical far-field patterns.
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An area of particular concern is the spurious radiation
from the beam-forming network which tends to corrupt
the sidelobe and cross-polarization regions of the patterns.
Another area of particular interest has been the deter-
ruination of the phase centers of the array. It is shown that
the phase centers of the array in the E- and H-plane are
far apart, and this must be taken into account in feeding
the reflector antenna. Figure 7 shows the phase variations
in the E- and H-planes of the array within the vicinity
of the phase centers. Figure 8 shows the experimentally
obtained locations of the array phase centers in the two
principal planes. There is no single phase center for the
array; each cut through the pattern has a different phase
center point. This property is not unique to this partic-
ular array. Rather, it seems to be a peculiarity of arrays
composed of linear traveling-wave radiating elements. In
any case, it must be taken into account where the array
is used as a focal point feed for a reflector system. This
effect, however, may not be significant in cases where it is
used as a near-field array feed, and requires further inves-
tigation.
In the course of the array development, several array el-
ement configurations were designed and investigated. Gain
improvements were obtained by proper tapering and in-
creasing the length of the slots. The final configuration
with an element length of 3.2A and interelement spacing
of 1.22A (at 32.0 GHz) produced gain figures in the range of
23.4 to 24.5 dB for the frequency range of 31.5 to 32.5 GHz.
The active element gain (i.e., gain in the presence of other
elements) was measured in the range of 10.5 to 11.5 dB.
No appreciable improvement, however, was obtained by
modifying the microstrip feedline. The measured loss due
to the feeding structure (microstrip and feed transition)
was about 1 dB. The overall loss due to the microstrip
feedline, transition to element, cross-polarization, and am-
plitude and phase errors ranges from 1.5 to 2.5 dB over the
frequencies of interest (56- to 70-percent efficiency). The
measured array sidelobes are below 16 dB and the cross
polarization level is below 18 dB. The total power lost t,
the cross-polarization was estimated to be approximatel"
0.5 dB.
An attempt was also made to evaluate the mutual cou
piing between adjacent array elements. This was done b3
inverse Fourier transforming the measured far-field pat-
terns to obtain the near field of the array. Only se
lected pattern cuts [one-dimensional fast Fourier trans-
forms (FFT's)] were used and not for the entire patterr
(two-dimensional FFT). The results, in this case, have
mostly qualitative value. It was shown, however, that the
coupling can be significant.
A linear segment of the array has also been tested witt-
the phase shifters with promising results. Additional test_
including the phase shifters and amplifiers for the entire
array would have to be performed in order to completel$
ascertain the active array performance.
VI. Conclusions
The design and breadboard of an active transmitting
array at Ka-band frequencies and its application to a re-
flector" antenna system have been described. The array
is intended as a feed in a near-field Cassegrain or Grego-
rian dual reflector antenna system. It uses tapered slot
(Vivaldi) elements in a brick architecture. The passive ar-
ray (without the phase shifters and amplifiers) has been
tested for RF performance. Its performance is acceptable,
but there are some areas where improvements in the per-
formance are desirable and possible. Particular attention
must be paid to the losses at the input to the array el-
ements and in the elements themselves. Variation of the
array phase center in different azimuth planes is another
area of concern and attention. The Vivaldi elements have
a linear polarization and do not easily lend themselves to
a circularly polarized arrangement. For lower losses and
circular polarization, microstrip patch arrays in a tile con-
figuration may prove to be more advantageous.
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DSN Observations of Titan
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When using DSS 14 in a monostatic configuration, radar observations of Titan
show that Titan is a diffuse reflector with a relative radar cross section of 0.14
-t-0.03. No hot spots were observed.
I. Background
Last summer, there was a favorable opportunity to ob-
serve Titan with the Goldstone radar. Detection of radar
echoes and the study of their characteristics are expected
to be very helpful in the design of the Cassini radar instru-
ment and in planning for its data-acquisition scenarios.
Previous observations by Muhleman, Grossman, But-
ler, and Slade [1], using the Goldstone transmitter and the
Very Large Array receivers, revealed reflectivities of 0.38,
0.78, and 0.25 percent on successive nights. Later mea-
surements have shown that the hot spot may be variable
in time and/or location.
A campaign was undertaken to use the upgraded Gold-
stone radar, in the monostatic mode, to observe such areas
on Titan.
II. The Experiment
Sixteen nights at DSS 14 were initially scheduled for
this experiment. This would have enabled the examina-
tion of each 22-deg time zone of longitude around Titan.
An observation night consisted of one 2.5-hour period for
transmission followed by an equal period for reception.
The signal to noise ratio for a hot spot was expected to be
greater than 10 for a single night's observation.
Each observation started with an antenna-pointing test
using Saturn as a radiometric source. After verifica-
tion that Saturn increased the system temperature by
1.6 kelvins, the antenna was swung to nearby Titan and
transmission was started.
Frequency hopping was used, so that every 30 seconds
the transmitter would jump 10 kHz in frequency. After
three hops, the transmitter would return to the original
frequency. This technique permits accurate background
removal, which is required for detection of weak signals.
During the receive time, the signals were filtered to
40-kHz bandwidth, digitally sampled, Fourier transformed
to 39-ttz resolution, detected, and summed. The summed
power spectra for each hop period were stored on floppy
disks. The above procedure was performed on-line with
the newly installed orbital debris equipment.
A daytime test run, using the planet Mercury as a re-
flector, proved that all systems were working. Even so, all
16 nights of observing time were wasted. The problem,
which will be described subsequently, was in the pointing
of the antenna.
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Because of the importance of Titan data, six additional
nights of observations were scheduled. Five of these nights
produced useful data. The (weighted) average radar char-
acteristics were as follows:
Radiated power = 468 kW
Antenna diameter = 70 m
Antenna efficiency = 0.68
System temperature = 18.0 kelvins
Range to Titan = 9.22 AU
Wavelength = 3.5 cm
Figure 1 presents tile results: one spectrogram for each
night of successful observation. The spectrograms have
been smoothed to a final resolution of 235 Hz. For clarity,
the vertical scales are different for each night. A dotted
reference curve shows the echo expected from the average
relative cross section (0.35) reported by Muhleman, et al.
[1].
The bottom curve of Fig. 1 is the weighted average of
the other five observations and represents all the results
of the experiment. It constitutes a weak (5.0a) detec-
tion of Titan, and gives a radar relative cross section of
0.14 +0.03.
Titan appears to be a diffuse scatterer, with most of
the disk contributing to the echo. There was no visible
specular component, no central peak in the spectrogram,
such as exists for tile terrestrial planets. Neither was there
any evidence of the sought-after hot spots.
III. Problems
The support given to this experiment by the Goldstone
Radio Science group and tile DSN personnel was excel-
lent. There were, however, problems encountered whose
solution would improve certain hardware and/or software
deficiencies.
(1) For 15 of the scheduled nights, the antenna was off-
point because the command "PLAN" was absent
from the control stream. This command works like
"Simon Says"; although the antenna moved away
from Saturn when the coordinates were changed, it
did not then move to Titan since Simon didn't say to
do so. There was no feedback to the experimenters,
so there was no way they could know a problem ex-
isted.
(2) On one of the remaining nights, the antenna was off-
point because the time was entered with four digits
instead of six. Once again, since there was no feed-
back about what the machine was actually doing, no
one could know that the problem existed.
(3) On two occasions, the antenna went to brake, caus-
ing minor outages.
The Goldstone Solar System Radar would benefit from
some provision for the experimenters to monitor the actual
pointing of the antenna.
Reference
[1] D. O. Muhleman, A. W. Grossman, B. J. Butler, and M. A. Slade, "Radar
Reflectivity of Titan," Science, vol. 248, pp. 975-980, May 25, 1990.
378
Z
LU
O
nr"
LU
o_
n
LM
>
t--
LU
t'r
,P_,o
V_ A ,jm,v ^.l'_.
...--,..
I,SE. /A
"" vv_ b" .... "A-,,./V4
14 SEP ,-,
A/_o_ /_
_-A/"""'" _" _V'-,d v
26 SEP
A _AA A.-_"A AA AA A
" " V '-' V V vw
29 SEP
..... A,,',--,A_x'.,. __
VV -v_,,-,, x,--,_,
AVERAGE " "
,,., n.
v v_v
-5 0 +5
FREQUENCY, kHz
Fig. 1. Spectrograms for each night of successful observation.
37g
TDA Progress Report 42-109 May 15, 199
/D _ _'----:"
N92-gvj89_
Goldstone Solar System Radar Signal Processing
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A performance analysis of the planetary radar data acquisition system is pre-
sented. These results extend previous computer simulation analysis and are facili-
tated by the development of a simple analytical model that predicts radar system
performance over a wide range of operational parameters. The results of this study
are useful to both the radar systems designer and the science investigator in es-
tablishing operational radar data acquisition parameters which result in the best
systems performance for a given set of input conditions.
I. Introduction
In a previous article [1], a system performance anal-
ysis of the Goldstone Solar System Radar (GSSR) high-
speed data acquisition system was presented. For range-
Doppler mapping applications, the system uses a binary
phase-coded (BPC) transmitted waveform and the re-
ceived echoes are complex basebanded, sampled, and de-
modulated with a replica of the transmitted BPC wave-
form. Tile system comprises high-speed digital front-end
filters and complex demodulators as well as operator mon-
itor and control, data recording, and real-time signal pro-
cessing (in a general-purpose, VAX 11/780 host computer
equipped with an FPS-5210 array processor). The real-
time signal processing activities include the generation of
range-Doppler maps.
Tile analysis in [1] was based on a computer 3imula-
tion model of the digital baseband data paths. In this
article, the previous results are extended with the devel-
opment of a simple analytical model for the digital base-
band data paths. This analytical model is based on a
quantized Gaussian approximation for tile digitized inputs
to the baseband demodulators (correlators/accumulators)
and predicts the system processing gain as a function of
the various input and operational parameters. The result
provides a characterization of system performance that is
useful to both the radar system designer a_s well as the
planetary radar science investigator.
In Section II of this article, an overview of the GSSR
data acquisition ranging system and its theoretical (ideal)
performance is provided, and in Section IIl the analytical
modeI for the digital baseband data paths is presented.
Then, in Section IV, predicted performance analysis re-
suits obtained with this model are presented and com-
pared with the results obtained from the computer sim-
ulation model. Generally there is good agreement except
for those parameter regions where the analytical model is
not valid, e.g., in regions where signal clipping distortion =
occurs at the front-end A/D converters.
!1. System Overview
Prior to developing the analytical model for tile GSSR
data acquisition system, a brief overview of the system
architecture as well as a comprehensive review of its theo-
retical (ideal) performance in terms of the processing gain
is presented.
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A.SystemArchitecture
As noted in [1], the GSSR data ranging system com-
prises multiple, complex baseband data channels. The
block diagram for a single complex data path is presented
in Fig. 1. In this article as in [1], the focus is on just one
channel, which would correspond to monostatic, single po-
larization data collections.
Although limited to a single channel, the results pre-
sented here can be used to understand trends in multi-
channel system performance as a function of the various
input system parameters.
T = AT NCOD_
where NCODE denotes the pseudo-noise (PN) code period
and AT denotes the duration of a single code element
(baud).
In carrying out the ideal system performance analysis,
it is assumed that the input A/D converters perform only
time sampling without amplitude quantization, i.e., the
assumption of infinite A/D numerical precision. In this
case, the time-sampled (complex) output from the A/D
converters is represented simply by
To summarize from [I], both in-phase and quadrature
channels are low-pass filtered (LPF) (to 6 MHz) and sam-
pled (nominally at 40 MtIz). The sampled data streams
are then input to pre- and postbaud integrating filters.
The prebaud filter integrates five input samples per out-
put data sample and the postbaud filter integrates NBAUD
input samples per output data sample (NBAuD is user
specified).
The data paths out of the A/D converters are 8 bits
wide, but are expanded to 16 bits after the prebaud inte-
grators. A further expansion to 32 bits occurs after mul-
tiplication by the scaling constant so that the postbaud
integration is carried out with 32-bit integer arithmetic.
Following postbaud integration, the data are truncated to
NBITS (NBITS is nominally 4) and are then correlated
and accunmlated to produce a stream of correlation data
that are output to the system computer.
B. Ideal System Performance Analysis
To facilitate the presentation of tile statistical perfor-
mance model in Section III and to provide a point of com-
parison, a comprehensive review is presented here of the
ideal (i.e., in the absence of A/D nonlinearities or digiti-
zation errors) processing gain for the GSSR data acquisi-
tion system. The basic function of the system (prior to
the host computer) is to correlate contiguous segments of
the received echoes with a replica of the transmitted BPC
waveform:
(i+I)T¢i(r) = dt x(t) BPV(t + r) (1)
.]iT
where x(t) is the received complex basebanded data (just
prior to the A/D converters) and BPC(t) denotes the BPC
waveform which is a periodic binary-valued (BPC = +l),
pseudo-noise (PN) sequence generated by a linear shift reg-
ister [2]. T is the period of the BPC waveform:
x(k) = (kT,)
where F, =_ 1/T, denotes the AD input sampling rate.
With reference to Fig. 1 but assuming that all opera-
tions depicted in Fig. 1 are performed with infinite numer-
ical precision, 1 the sampled complex data, x(k), are easily
traced through the system. Specifically, at the output of
the prebaud integrators (which are typically subsampled
by a factor of 5),
4
xp  (k) = Z x(bk- n) (2)
n=0
and at the output of tlle postbaud integrators (which are
typically subsampled by a factor of NBAUD),
NBAUD --]
•posT(k) =
n=0
xpRE(NBAuDk- n)
5NB AUD -- 1
"= E X (5NBAuDk -- n) (3)
n=0
Note that tile sample rate out of the postbaud integra-
tors is reduced by the factor 5NBAuD from the input A/D
sample rate, F,.
Given tile discrete-time representation of the complex
data from Eq. 3, the correlation function (Eq. (1)) can be
written in discretized form as:
1 It* the following, ignore all the operations in Fig. 1 tlmt are con-
nected with finite numerical precision implementation effects, i.e.,
tl!e scaling multiplication and bit truncation operations..
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k) - ¢,(kAT)
(i+I)NT-- 1
Z
n =iNT
xposT(n)BPC {5NBAuDT5 n + ]cAT}
(4)
where NT denotes the number of (decimated) time sam-
ples out of the postbaud integrator per PN code pe-
riod, T. Given that the time interval between samples
of _POSr(k) is 5NBAuDTs (Eq. (3)), NT is given by
NT = 7"/(5NBAuDT,).
In Eq. (4), tile authors tacitly assume that successive
samples of the correlation function, c(i, k - 1) and c(i, k),
are separated in time by a code baud element, AT. In
practice, this time separation can be a fraction of AT sim-
ply by controlling NBAUD.
Prior to developing the ideal system performance anal-
ysis, a model for the input data, x(t) was acquired. Here
the authors assume that the received complex basebanded
data are comprised of the received signal and additive
noise:
where s(k) is modeled as a Doppler-shifted and scaled v,
sion of the transmitted BPC waveform:
s(k) = A BPC(kT,) eJee 2"jkafT_
A denotes the amplitude scaling (received amplitude ]eve
0 is an arbitrary phase offset (assumed to be a rando
variable, uniformly distributed between -r and _r) a_
Af denotes the Doppler shift.
Following postbaud integration (from Eqs. (3) and (5)
5NBAuD -- 1
XpOsT(k) = Z x (5NBAuDk - m)
rn----O
5NBAuD -- ]
Z s (5NBAuD k -- m)
rn=0
5NBAuD--1
m=O
n (5NBA_Dk - m)
x(k) = s(k) + n(k) (5) - sposT(k) + nposT(k) (7
Assuming that the time interval between samples of xpOST(k), i.e., 5NBAuDTs, is matched to a baud interval, AT
(or less), and that the Doppler offset is much less than 1 AT,
sposT(k) ._ 5NBAuD S (5NBAuDk)
= 5NBAuDA • BPC {5NBAuD kT, } eJ°e 2rj5NBAUDkAIT$ (8)
The signal-to-noise ratio (SNR) output from the postbaud integrators is thus given by
([sposT 12) {5NBAuDA} 2
SNRposT- ([nposr[2) = ([nposTP) (9)
where < • > denotes statistical expectation. From Eq. (7),
5NBAuD--1
(InPosrl 2) = _ (n (5NBauok -- m) n" (5NBAuDk-- m')) (10)
m,ti, ll _-0
Assuming that the input low-pass filters (see Fig. 1) are ideal and thus that the input power spectrum of the additive
noise (just prior to the A/D converters) is constant out to the cutoff frequency, leo, of the filters,
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(i1)
Substituting Eq. (11) into Eq. (10),
<l.posTI _) = (I.I):
5NBAuD-- 1
E
rn,mI=O
sin {2_fcoT,(m - m')}
2./coT.(,.- ,.')
( Iml s.;= 5NBA._,(I,fl_> _ l (12)
51_rBAUD J 27rfcoT, m
rn=--(5NBAuD-- I)
Provided that the low-pass filtered noise coherence is significantly shorter than tlle combined pre- and post, baud
integration time constant, 5NBAUDTs, this approximation can be made:
OS-
5NB AUD -- 1
E (1 ]m') sin{27rfCOT_rn}5NBAuD 27rfcoT_rn
m=--(SNBAUD-- l)
OO
E sin{2rfcoT, m} _ I (13)
27rfcoT, m 2fcoT,
Plots of {2fcoT, OS} versus fooT,, for different values of L - 5NBAuD -- 1, are presented in Fig. 2. As is seen, the
approximation in Eq. (13) is accurate to within, at most, a 10-percent error over a wide range of parameter values. As
a typical example, consider the nominal system parameters, fcoTs = (6 Mliz)/(40 MIIz) = 0.15 and assume that the
combined baud integrator time constant is matched to a 1-/tsec baud BPC code element, i.e., 5NBAuD = AT/T, = 1/asec
x 40 MHz = 40. Then, it is seen from Fig. 2 that the approximation in Eq. (13) is accurate to within approximately
2.5 percent (2fcoT, OS ,_ 0.975), which corresponds to a difference of only 0.1 dB between the actual noise power,
(InposTl_>, and its estimate based on the approximation in Eq. (13).
The factor OS is referred to as the "noise oversampling factor," which indicates the degree of dependence of the
noise samples (out of the A/D). As fco approaches Nyquist, 1/2T8, there is no oversamp]ing, and OS = 1. For
fco < 1/2T,, OS > l, indicating noise oversampling beyond the minimum Nyquist rate. Substituting Eq. (12) (with
Eq. (13)) into Eq. (9) yields the following expression for SNR at the output of the postbaud integrators:
SNRposT = {5NBAuDA}2 5NBAuDA2 5NBAuD SNRIN
= (14)(InPosrff) OS(I_F) OS
where SNRIN denotes the input SNR (referenced to the output of the ideal A/D converters).
To finally characterize the ideal system performance, the discretized correlation function (Eq. (4)) is used along with
Eqs. (7) and (S):
(i+I)NT--1
c(i,k) = E
rn=iNT
xposT(m)BPC {5NBAuDrnT, + kAT}
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(i+ 1)NT - 1
E [5NBAuD AeJOe 2TSNBAuDrn&]T" BPC {5NBAuDmT s }
m=iNT
+nposT(m)] BPC {5NBAuDmT, + kAT}
_Si(&) +g_(k) (15_
where
,_,¢,(k) : 5NBAuDAe je
(i+ 1)N T- i
E e _'rj_NsAuDm_'tT" BPC {5NBAuD roT, }
rn=iNr
BPC {5NBAuDmTs + kAT} (16a)
and
(i+ 1)NT -- 1
Ni(k) = E npOST(m)BPC {5NBAuDmT, + kAT} (16b)
mmiNT
The system computer transforms the correlation data into range-Doppler maps, RD(k, rn), as follows:
NBI NS-- 1
RD(k, ?n) = E c(i, 77l)C -27rjki/NB'N$ (17)
i=o
where NBINS denotes tile number of Doppler frequency bins. Tile maximum value of RD(k, m) occurs when m is such
that the local code replica is perfectly aligned with tile received code and when 2rk/NBtNS coincides with the Doppler
shift of the received signal, subsampled by {SNnAuDNT}, i.e.,
27rk/NBINS : {27r5NBAuDAfTs} N T =_- {AN} NT
where Aw denotes the Doppler shift of the received signal normalized by the decimated sample rate at the output of
the postbaud integrators. Thus,
RDMAx =
NBI NS-- I
i=0
NI31NS-- 1 NBINS -- I
N,(Ole
i=0 i=0
-S+N (is)
384
By virtue of the definition of Si(k) (Eq. (16a)),
S = 5NBAUDAe j° E ejAwm e--JfA"'NT)i
"= _ rn=iNT
= 5NBAuDAeJO 1 - e jAwNr
1 -- e jaw NBINS -- 5NBAuDAeJ°qJ(Aw;NT) NBIN8 (19a)
where
1 -- e jAwNT
q/(Aw;Yr) -- 1 - e jA_° (195)
The factor @ (Aw; NT) NBINS represents the coherent integration time constant of the system. When Af << 1/T,
AwIV T << 1, _ (£.4Lw';IVT) _ IVT, and the coherent integration time constant approaches ArTNBINS.
To conveniently characterize the system performance, tile authors define the system processing gain, which is simply
the ratio of output to input SNR. The output SNR (SNRo) is referenced with respect to the output range-Doppler
map. Specifically,
SNRo- (ISis) (20)(INI_)
where (from Eq. (19))
(ISls) N 2= {5ANBAUD BtNS} {sin (AwNT/2)/sin (A_/2)} 2 (21)
and (from Eq. (IS)),
NBINS--1 NBtNS--1
<INI2)-- _ (Ni(O)N:,(O))= E (IX'(O)12) (221
i,C=O i-O
The last equality in Eq. (22) follows from the independence of the noise samples, Ni(k). From Eq. (16b),
(i+ 1 )NT -- I
(INi(O)12) = E
rn,rnt_iNT
BPC {5NBAuDmT,} BPC {5NBAuDmtTs}
• <.Po_T(,_).>os_-(m')> (23)
But recall that the coherence of the input noise is sufficiently short that samples of nPOST(m ) are independent (i.e.,
the assumption leading to Eq. (13)). Thus, from Eqs. (12), (13), (22), and (23),
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(INI 2) =
NBINS
Z
i=0
(INi(0) I2) =
NBINS--I (i+I)NT--I
E E (J.PosT(, )l2)
i----0 m:iNT
and therefore, from Eqs. (21) and (24),
= (In 12) 5NBAuD OSNT NBINS (24)
SNRo = {hANBAuD NB/NS }2 {sin (A:ONTI2) / sin (5:,;/2)} 2
([nl _) 5NBAuDOSNTNBINS
1 [{sin_(i_NT/2)}2]
= -_hNBAuDNBINS IN T {sin (Aw/2)}2J SNR/N (25)
Thus, for the ideal system performance gain,
SNRo 1 [{sin_(AwNTI2)} 2 ]PGIDEAL = S N RI N - (_,_SNBAu D NBINS [ NT {sin (Aza/2)} 2 (26)
As A_ approaches zero, PGIDEAL can be expressed in terms of the system time-bandwidth product, i.e., from Eq. (13),
PGIDEAL ( Aco = O) = 2fcoT8 5NBAUDNBINSN T -- 2fcoTcoH (27)
where TCOH denotes the total coherent processing time and (2fco) is the system bandwidth. This agrees with the
result presented in [1].
!11. Statistical System Performance Model
Having provided a general basis for understanding ideal system performance, here is a simple, approximate perfor-
mance analysis that takes into account finite numerical precision effects. Specifically, with reference to Fig. 1, it is
seen that two sources of amplitude quantization errors arise: (1) at the A/D converters and (2) following the postbaud
integrators. In the authors' simplified approximate analysis, the A/D amplitude quantization is ignored, 2 but the
quantization after the postbaud integrators (at the input to the correlators) is taken into account. Thus, the quantized
correlator outputs can be expressed in complex form, as follows:
(i+I)NT--1
cq(i,k) = E Q [A'eJ(a'°m+°)BPC {am} + nposv(m)] BPC {am + kAT} (28)
m=iNT
where again Aa; -- 21r5NBAuDAfTs, A' = 5ANBAuD, Oz = 5NBAUDTs, and Q[.] denotes the nonlinear quantizer with
Q[x + jy] - V[x] + jQ[y] operation. In the following, it is assumed that Q(x) = -Q(-x).
a This is reasonable since the A/D converters are nominally 8 bits wide (compared to nominally 4 bits at the correlator inputs) and the
outputs from the A/D converters are smoothed by the pr_ and postbaud integrators. Thus, the effects of A/D quantization on system
performance (processing gain) axe typically much less important than the effects of input correlator quantization.
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As discussed in Section II (Eqs. (17) through (20)), system performance can be characterized
maximum range-Doppler map output., RDMAX. For the case of quantized input correlator data,
and the output SNR is defined as
in terms of tile
NBINS--I
RDMAx = _ cQ(i,O)e -j(A_Nrll (29)
i=O
SNRo = (IRDMax[2) - (tRDMAx I_'=o)
(]RDMAxt_A,=O)
where the subscript A' = 0 is used to denote the noise-only input condition.
(30)
NBrNs-I NBtNX--I
(IRDMAX[')= _ _ (cQ(i,O)C*Q(i',O)>e-J(a'N_)(i-i') (31)
i--O i'=0
To proceed, the notation is simplified by expressing co(i ,O) as
where
and
(i+l)Nr--1
eq(i,0) = _ {Q [_.(_)1
rn = i N:'r
+jQ [xl (rn)]} BPC {orn} (32)
xR(m) = A' cos [Awrn + O]BPC(am) + Re {nposr(m)} (33a)
x1(m) = A' sin [Awrn + O]BPC(am) +Im {nposT(m)} (33b)
Assuming that Re {nposT(m)} and Im {nposT(m)} are uncorrelated zero-mean Gaussian noise components with
([Re{nposT}]'>=<[Im{neosr}]'> -a2
then note that xa and xr are independent random variableswith conditionalGaussian densities:
1 A'
pR(xRlO)- _exp {- ix.- cos(Awrn+O)BPC(arn)]'/2a'} (34a)
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co(i,O):
Maximum map output, (IRDMAx 12>, can be expressed in terms of the statistics of the quant, ized correlat,or outputs,
and
i _A _
pt(x,[O)= _exp{-[xt sin(Awm+O) BPC(om)]2/2a '}
In the subsequent development, the following moment functions, based on pR and Pt, will be used:
'7(I,l(X)= 2v__g2 O(u)exp {- [u - x]=/2_2} du
--¢X)
and
(34b)
(35a)
1/
'_2(x) - 2x/.q__2 {Q(u)}'exp{-[u- x]' /2o2} du
--oo
(35b)
By virtue of the odd property of Q(u), it is easy to see that (I)I(X) is also odd (with (Ih(0) = 0) and (l)2(x) is even.
Now consider the evaluation of eoNRo. Specifically, from Eq. (32),
@Q(i, O)cb(i' , 0)) =
(I+I)NT--I (it+I)NT--1
m=iNT ml=itNT
{[(Q (xR(m)) Q (xn(m'))}
+ (Q (x,(m)) Q(x,(m')))]
+ j[(Q(x,(m))Q(xR(m'))) - (Q(xR(m))Q(xi(m')))]} BPC(am)BPC(om') (36)
In evaluating Eq. (36), two eases are distinguished: i = i' and i _ i'. In the latter ease, all terms in the expectations
are conditionally independent (with respect to 0) and with Eq. (35),
(eQ(i, O)eb(i' , 0)) =
(i+l)Nr--1 (i'+l)Nr--1
m=iNT ml=iJNT
cos (Awm + O)B PC(am))
• q51(A' cos (Awm' + O)BPC(om')))o
+ ((I'I(A' sin (A_zm + O)BPC(orn))O&(A' sin (A_.,,,,' + O)BPC(oan')))o ]
+ j [(qh(A' sin (Awm + O)BPC(e_m)) _,(A' cos (Aw,n' + O)BPC(om')))e
- ((I),(A' cos (A_zm + O)BPC(c_m))_(A' sin (Aw,n' + O)BPC(cm{)))o]}
• BPC(o_m). BPC(oan'), for i _ i' (37)
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where
1 ] f(O)dO(f(0))o -
--T
By virtue of the oddness of qh (x) (and recalling that BPC' = q-I),
Thus, from Eq. (37) and for i ¢ i',
(cQ(i, o)_Q(i', o)) =
_kl(xBPC(am))BPC(o_m) = _,(x), for any x
(i-{- 1)NT -- 1 (i'+I)NT--1
Z Z
m=iN'r rtlJ=iNT
{[(Ol(A' cos (Awm + O))'_I(A' cos (Awm' + 0)))o
-4-((I)I(A' sin (Awm + e))_,(A'sin(Awm'+ 0)))e ]
+j[(_I(A' sin (Awm + 0))_I(A' cos (Awm' + O)))e
--(ffl(A' cos (Awrn + O)) ffl(A' sin (Awm' + 0)))a]}
(38)
- r(i, i') (39)
When i = i', the sum over m and m' in Eq. (36) is split into two parts: m = m' and m ¢ m'. The result for (IcQ(i, O)l 2)
is given by
(IcQ(i,O)l u) -- 2NT((C_2(A' cos 0)) o -({(Ih(A' cos 0)}2)o) + r(i,i) (40)
where the property if f(O) is periodic in 2rr, then (f(O + x)) o = (f(O)) e for any z is exploited. From Eqs. (30), (31),
(39), and (40),
where
K
SNRo = (41a)
2NTNBINS _2(0)
(41b)r_==N_N,,.,_{<_,,(A'cos0)),-,_,(0)-<{<(A'cosO)}_>,}+Er(_,_')_-'(A_"_)('-")
i,U
Prior to presenting plots of SNRo in the next section, first consider some limiting cases. In particuJar, note that as
(42)
Aw approaches zero, SNRo reduces to
SNRo(Aw = 0) = {(_2 (A' cos O))e/%(0)} - 1 + [({_,(A' cos e)}2)e/_2(0)] {NTNBINS 1}
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As a consistency check, observe that in the limit of no quantization, i.e., Q(u) = u, Eq. (42) reduces back to Eq. (25)
for the ideal case. Specifically, when Q(u) = u,
cPl{x[Q(u) = u} = x and _b2{xlQ(u ) = u} = x 2 +a 2
in which case Eq. (42) becomes
Substituting
SNRo{Aw = OlQ(u ) = u} = {(A '2 cos 2 e)) e/a 2} NTNBINS = {A'2/2cr 2} NTNB*NS
A' = 5N_AuDA; 0.2 = (InPOSTI 2) /2 = (5/2)NBAuDOS (I.f) and Sire, N = A2/ (1_12)
reveals that Eqs. (43) and (25) (with Aw -- 0) are indeed equivalent.
Another interesting limit is that of 1-bit quantization, i.e.,
Q0')=0.5, u>0 and Q(u)=-O.5, u<O
(43)
(44)
• 2(x) = 0.25 (1-bit quantization)
and thus from Eq. (42) (assuming Aw = 0):
SNRo{Aw = 0]l-bit quantization} = 4({¢Ih(A'cos 0)}_)0 {NTNBINS 1}
_4NrNBzNs({O,(A' cos 8)}2)e
In the small signal amplitude limit,
Altos 0
OI(A' cos O)- 1 / e_U_/2a_du
0
A' cos 0
(1-bit quantization)
and thus Eq. (46) reduces to
SNRo {Aw = 0[1-bit quantization} _ 4NTNB,NS ({¢, (A' cos 8)} 2)e
._ NT NBINS(2/,) { A'2/2a _}
= NTNBINS(2/_r) {5NBAuD/OS} SNRIN
(small signal amplitude limit)
(45)
(46)
(47)
(48)
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Comparing Eqs. (48) and (25) (with Aw = 0), it is seen that 1-bit quantization provides a degradation in tho small
signal processing gain of 10 loga0(2/Tr ) _ -2 dB over ideal performance. As will be seen in the next section, system
processing gain readily approaches ideal performance as the number of bits is increased.
IV. System Processing Gain Evaluation
In evaluating system performance, the system performance gain (defined by Eq. (26) but with SNR0 computed
from Eq. (41)) has been computed as a function of tile various system parameters. In carrying out these calculations,
assume an L = 2B level quantizer (B = number of bits) defined as follows:
Q(u)=INT{u}+0.5, L/2>u>O; Q(u)=L/2-0.5, u> L/2; and Q(u)=-Q(-u), u<O
where INT{x} denotes the integer part ofx. An illustrative example of the system performance calculations is presented
in Fig. 3 where plots of performance gain (from Eqs. (26) and (41)) versus SNRIN are presented for various baud
durations, AT, and for both B = 4-bit and 8-bit quantization. For all plots presented in Fig. 3,
(l/T,) = 40 MIIz; fco = 6 MHz; NBINS = 64; 5NBAuD _- AT T,; Af = 0 IIz
and the PN code period, NT, is varied such that
PGIDEAL = 2fcoT, 5NBAUD NBINS NT ._ 8.2 x l0 s (59 dB)
First, one notes in Fig. 3 tile dependence of processing gain oh the baud duration--especially for the 4-bit quan-
tization cases and in tile low SNRIN regime. Short baud intervals require less postbaud integration (smaller values
of NBAUD) resulting in a large input noise fluctuation to the correlator quantizer. Larger noise fluctuation, however,
populates a greater number of quantizer levels, thereby approaching the ideal processing gain. Vice versa, longer baud
intervals require more integration in the postbaud filter so that the input noise fluctuation to the correlator quantizer
is reduced. Fewer quantizer levels are populated and thus the processing gain approaches the 1-bit quantizer limit:
PG1-BIT "_ PGIDEAL -- 2dB _ 57 dB
Another consequence of long postbaud integration is seen in the high SNRIN region of the curves in Fig. 3. As SNRIN
is increased, especially for the longer baud intervals, the input samples to the correlators will saturate the quantizers.
When this occurs, SNRo will not increase with increasing SNRIN, thereby degrading the system processing gain. For
shorter baud intervals, the magnitude of the input samples to the correlators are smaller for a given SNRIN, and thus
saturation will not occur except at the highest input signal levels.
Figure 4 presents plots of performance gain (again from Eqs. (26) and (41)) versus input noise level for various baud
durations, AT, and for both B = 4-bit and 8-bit quantization. For all plots presented in Fig. 4,
SNRIN = 10-3; (l/T,) = 40 MHz; leo = 6 MHz; NBINS = 256; 5NBAuD = AT To; Af = 0 Hz
and the PN code period, NT, is varied so that
PGIDEAL = 2fcoTs5NBAUDNBINSNT _. 3.1 × 106(64.9 dB)
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Figure 4 shows that the smallest baud intervals (AT = 0.5 /1see) achieve ideal performance sooner (at lower input
noise levels) but also result in quantizer saturation sooner as evidenced by the decrease in system processing gain at
the higher noise levels. Vice versa, as the input noise level decreases, system processing gain at both 4-bit and 8-bit
quantlzation reduces back to the 1-bit limit. In any case, from Fig. 4 it may be concluded that ideal system performance
can be achieved only over a narrower range of input noise levels when 4-bit quantization is used versus 8-bit.
To further understand system performance, Fig. 5 presents plots of tile average noise-only output power, P,o (derived
from Eq. (40)):
Pno _-- NBINS (IcQ(i,O)l_,=0) = 2NTNBtNS_2(O) (49)
versus the input noise level corresponding to both 4- and 8-bit correlator quantization
used in Fig. 5 are
(l/T,) = 40. Mllz; fco = 6 MIIz; NT = 255 and 2047 (span of correlators)
5NBAuD = 160(NT ----255) and 20(NT = 2047)
The ()tiler system parameters
NBINS -_ 250; and
Note that at low input noise levels, Pno approaches the 1-bit limit (from Eq. (45)):
P,_o {1-bit quantization} = 0.5NTNBIN5 ,_, 45 dB (NT = 255) or 54 dB (NT ----2047)
As the input noise level increases, more quantizer bits are toggled and Pno begins to increase linearly until quantizer
saturation occurs. Since the onset of bit toggling occurs at lower input noise levels for 8-bit quantizers, note that the
linear region is much broader for the 8-bit plots in Fig. 5. This is consistent with the superior performance of 8-bit
correlator quantization as observed in Figs. 3 and 4.
Finally, in Fig. 6, model calculations of Pno (Eq. (49)) are compared with the results of computer simulations that
utilize tile testbed developed in [1]. This simulator models the digital high-speed data acquisition system as depicted
in Fig. 1. a In Fig. 6 again, plots are presented of Pno versus the input noise level for both 4- and 8-bit correlator
quantization; these plots correspond to tile system parameter values
(l/T,) = 40 Mttz; leo = 6 Mllz; NT = 255 (span of correlators); NBINS = 256; and 5NBAuD _- 160
Note that as the input noise level increases, simulated performance diverges significantly from the model calculations,
implying even more performance degradation at the higher input levels than would be predicted fi'om the statistical
model. This added degradation results from saturation of the input 8-bit A/D converters, which were not included
in the statistical performance model. Thus, the model will provide, in general, only optimistic bounds on system
performance.
V. Conclusions
This article has characterized the performance of tile planetary radar data acquisition system in terms of its process-
ing gain. It has provided performance bounds based on both the ideal implementation (no quantization) as well as an
3The computer simulation program, written in Fortran 77, was originally developed to run on the Radax 331 VAX 11/780 computer
(without utilizing the FPS 5210 array processor). However, in generating the results presented here, the simulation software was ported
over to the JPL Cray computer (originally the X-MP mid now the Y-MP). In conducting the simulations presented here the authors
observe that the run times for the Cray are at least 10 to 20 times faster than the corresponding 11/780 run times.
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approximate statistical model that takes into account quantization at the correlator inputs. Basically, it is found that
system performance is accurately characterized by the 1-bit correlator quantizer model at low input levels and for longer
code baud element intervals, AT. As the input level increases and/or AT decreases, performance improves toward the
ideal limit until quantizer saturation occurs (both the correlator quantizer as well as the input A/D converters). At
this point, system performance varies rapidly as a function of the input level, from anywhere between the ideal limit
to well below the 1-bit limit.
The results of this study are useful to both the radar systems designer as well as the science investigator in establishing
operational radar data acquisition parameters which result in the best systems performance for a given set of input
conditions.
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