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Do	fault-related	folds	follow	the	same	scale	law	properties	as	
their	associated	faults?	
Eleanor	Grace	Pitcher	
The	scaling	law	distribution	properties	of	fault-related	folds	were	assessed	in	comparison	to	the	
distributions	of	their	associated	faults	to	determine	whether	or	not	they	are	governed	by	the	
same	scaling	law	properties.	The	fault-related	fold	and	fault	data	were	collected	from	three-
dimensional	seismic	data	modelled	in	TrapTester	and	Petrel	from	the	Gulf	of	Mexico	(TrapTester),	
Gulf	of	Gabès	(TrapTester)	and	the	Inner	Moray	Firth	(Petrel).	They	were	sampled	by	one-
dimensional	multiline	sampling	(TrapTester)	and	two-dimensional	(Petrel)	fault	and	fold	length	
sampling.	To	ensure	the	accuracy	of	this	data	collection	method	a	comparative	test	of	
methodologies	was	carried	out	using	the	Gullfaks,	North	Sea	data	set	and	comparing	it	to	the	
results	published	by	Fossen	and	Rørnes	(1995).	By	validating	the	methodologies	(TrapTester)	used	
the	data	sets	were	analysed	using	the	Kolmogorov-Smirnov	and	Anderson-Darling	test	on	a	
“moving	window”	in	R	to	assess	the	scaling	law	distributions	of	the	data.	Based	on	previous	
findings	from	published	work	the	power	law	distribution	was	tested	first	since	fault	populations	
are	understood	to	follow	this	distribution.	An	exponential	distribution	and	log-normal	distribution	
were	also	tested.	The	results	of	this	suggest	that	fault-related	folds	are	not	necessarily	governed	
by	the	same	distributions	of	the	underlying	fault	population.	It	is	proposed	that	fault-related	
folding	is	heavily	controlled	by	the	competence	and	thickness	of	the	surrounding	stratigraphic	
units,	as	well	as	the	dip	angle	of	the	underlying	faults.	Incompetent	beds	will	accommodate	more	
folding	compared	to	competent	beds	which	are	more	likely	to	fault.	A	thinner	stratigraphic	unit	
will	be	unable	to	accommodate	as	much	folding	as	a	thicker	stratigraphic	unit.	An	underlying	fault	
with	a	low	dip	angle	will	cause	the	overlying	stratigraphic	units	to	preferentially	fault	and	won’t	
propagate	as	large	a	fold	throw	in	comparison	to	underlying	faults	with	a	high	dip	angle.		 	
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1. Aim,	hypothesis	and	introduction	
	
Previous	works	by	Yielding	et	al.,	(1996),	Watterson	et	al.,	(1996),	Nicol	et	al.,	(1996)	and	Fossen	
and	Rørnes	(1996)	have	provided	strong	evidence	to	suggest	that	fault	size	attributes	(fault	throw	
and	fault	length)	follow	a	power	law	scaling	distribution.	It	is	hypothesised	that	the	fault-related	
folds	 formed	 by	 an	 underlying	 fault	 population	 could	 be	 described	 by	 the	 same	 scaling	
distribution.	
	
The	 aim	 of	 this	 study	 is	 to	 determine	 whether	 fault-related	 folds	 follow	 the	 same	 power	 law	
scaling	properties	 as	 their	 associated	 faults,	 or	 if	 they	 follow	a	different	 scaling	 law.	 It	 is	 highly	
likely	that	the	scaling	law	distribution	which	fault-related	folds	are	governed	by	is	highly	variable	
depending	on	the	tectonic	setting.	This	means	it	will	vary	for	extension	or	compression,	if	the	bed	
type	is	ductile	or	brittle	and	the	bed	thickness,	therefore	making	it	difficult	to	define	the	scaling	
law	distribution.	A	secondary	aim	of	this	study	is	to	develop	and	test	new	statistical	methods	to	
discriminate	between	power-law	and	other	(e.g.	exponential,	log-normal	or	normal)	distributions.		
	
Fault-related	folding	occurs	at	and	adjacent	to	the	tipline	(volume	of	rock	at	and	beyond	the	zero-
displacement	contour)	of	a	 fault	plane,	where	the	underlying	deformation	by	 fracturing	has	not	
propagated	 far	 enough	 to	 displace	 the	 overburden	 rock.	 The	 scaling	 properties	 of	 fault-related	
folds	have	been	under	examined	and	therefore	the	potential	outcomes	are	difficult	to	predict.	
	
The	figure	below	illustrates	the	development	of	a	fault-propagation	fold,	a	specific	type	of	fault-
related	fold	that	will	form	the	basis	of	this	study.	In	figure	1a	it	starts	with	an	un-deformed	host	
rock	 with	 a	 fracture	within	 it;	 in	 figure	 1b	 slip	 has	 occurred	 on	 the	 fracture	 and	 the	 overlying	
sediments	have	been	folded	but	the	fault	has	not	propagated	into	them;	in	figure	1c	the	fault	has	
begun	 to	 propagate	 into	 the	 overlying	 sediments;	 finally,	 in	 figure	 1d	 the	 fault	 has	 propagated	
through	 all	 the	 overlying	 sediments	 and	 folding	 has	 ceased,	 although	 there	 is	 some	 folding	
preserved	in	the	sediments	around	the	fault.	These	processes	are	discussed	further	in	chapter	1.4.	
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Figure	1:	shows	the	propagation	of	a	fault-related	fold	from	an	undeformed	strata	in	a,	to	a	fault-related	fold	in	b	and	
c,	where	it	is	completely	faulted	in	d	(modified,	Schwerdtner	et	al.,	2014)	
	
The	 potential	 outcomes	 of	 this	 research	 are	 that	 it	 could	 improve	 the	 understanding	 of	 fold	
geometry	 which	 would	 be	 beneficial	 to	 the	 hydrocarbon	 industry.	 It	 could	 lead	 to	 a	 scaling	
relationship	 which	 could	 be	 applied	 to	 folds	 and	 make	 the	 discovery	 of	 new	 fault-related	
hydrocarbon	traps	easier	to	predict	in	the	future.	
	
This	 research	 focuses	 on	 one-dimensional	 multiline	 sampling,	 looking	 predominantly	 at	 fault-
displacement	(throw)	and	fold	amplitude,	but	also	looking	briefly	into	fault-length	(sampling	along	
mapped,	 two-dimensional	horizon	surfaces).	Three-dimensional	seismic	data	were	used	to	carry	
out	 one-dimensional	 multiline	 sampling	 where	 the	 resolution	 of	 seismic	 data	 at	 depths	 below	
3km	is	typically	30m	(although	in	favourable	circumstances,	10m).	This	means	that	fault	offsets	of	
less	 than	 30m	 are	 essentially	 “invisible”	 on	most	 seismic	 reflection	 data	 (Yielding	 et	 al.,	 1996).	
Depending	on	the	sampling	methods	used	only	faults	above	some	limit	can	be	resolved	(Kim	and	
Sanderson,	 2005).	 Depth	maps	 are	 also	 considered	which	 are	 contoured	 to	 20m,	meaning	 that	
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any	fault	size	smaller	than	20m	cannot	be	measured.	The	effect	of	this	can	be	seen	in	our	figures	
in	 chapter	 4.5.1.	 Seismic	 reflection	 datasets	 and	 associated	 interpretations	 from	 the	 Gulf	 of	
Mexico	 study	 area	 have	 been	 depth	 converted;	 other	 interpretations	 derived	 from	 seismic	
reflection	datasets	 are	presented	 in	 two-way	 travel	 time	unless	 depth	 converted	by	hand	 from	
well	log	data	available.	
	
1.2	Size	distributions	and	power-law	(fractal)	scaling	relationships	
	
Fractal	 distributions	 are	 largely	 agreed	 to	 follow	 a	 power-law	 distribution	 by	 authors	 such	 as	
Turcotte	(1989),	Yielding	et	al.,	(1996),	Needham	et	al.,	(1996),	Nicol	et	al.,	(1996)	and	Watterson	
et	al.,	(1996).	The	power	law	distribution	satisfies	a	data	set	which	is	comprised	of	a	large	amount	
of	small	objects	and	a	smaller	amount	of	large	objects	(figure	2).	Fractal	distributions	are	defined	
by	the	number	of	objects	with	a	characteristic	size	greater	than	a	given	value	(Turcotte,	1989).	
In	detail,	the	form	of	this	equation	varies	between	authors;	
i. 𝑁 ∝ 𝑟kl,	where	𝑁	is	the	number	of	objects	with	a	characteristic	size	greater	than	𝑟	which	scales	by	the	power-law	exponent	𝐷	(Turcotte,	1989).	
ii. 𝑁 = 𝑎𝑆kl,	where	𝑁	 is	 the	number	of	 faults	having	a	 size	greater	or	equal	 to	𝑆	
which	denotes	a	“size”	of	the	fault,	𝑎	 is	a	measure	of	the	sample	size	and	𝐷	the	
power-law	exponent	(Yielding	et	al.,	1996;	Needham	et	al.,	1996).	
iii. 𝑁 ∝ 	𝑆kp ,	where	𝑁	 is	 the	number	of	 faults	with	size	greater	than	or	equal	to	𝑆,	
and	𝐶	is	the	power-law	exponent	(Nicol	et	al.,	1996,	Watterson	et	al.,	1996).	
	
Nevertheless,	all	these	equations	are	of	the	form	
Equation	1:		𝑭 = 𝒂𝑿k𝒃	
(Hooker	et	al.,	2014),	and	can	be	expressed	as	log 𝐹 = log 𝑎 − 𝑏 log 𝑋	to	satisfy	the	equation	of	a	
straight	line	of	the	form	𝑦 = 𝑚𝑥 + 𝑐	in	log-log	space.	This	transformation	makes	it	much	simpler	
to	 derive	 the	 power-law	 exponent	 which	 governs	 the	 scaling	 of	 the	 “fault	 size”	 population	
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because	 it	 will	 be	 the	 gradient	 of	 the	 straight-line	 or	 straight-line	 section	 of	 the	 graph	 when	
plotted	on	a	log-log	graph.	
	
Figure	2:	power	law	with	arbitrary	axis	
	
The	relationships	expressed	by	equations	 (ii)	and	 (iii)	describe	“fault	size”	which	refers	 to	 trace-
length	or	fault-displacement	(or,	more	commonly,	throw)	(Yielding	et	al.,	1996;	Nicol	et	al.,	1996;	
Needham	et	al.,	1996),	and	can	be	used	in	a	variety	of	data	collection	techniques	and	dimensions.	
The	power-law	exponent	derived	 from	each	of	 these	situations	 is	 summarised	 in	 table	1	below,	
and	varies	by	which	dimension	the	data	has	been	collected	in.	
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Geological	Case	 Exponent	 Documented	
Fault-trace	lengths	(two-
dimensional	samples)	 -1.1	to	-2.0	 Yielding	et	al.,	1996	
Fault-trace	maximum	
displacements	(two-
dimensional	sample)	
-1.1	to	-1.5	 Yielding	et	al.,	1996	
‘Arbitrary’	displacements	(one-
dimensional	sample)	 -0.5	to	-1.0	 Yielding	et	al.,	1996	
Line	sample	throw	populations	 -0.4	to	-1.0	 Nicol	et	al.,	1996	
Line	sample	throw	populations	
(outcrop	data)	 -0.4	to	-0.6	 Nicol	et	al.,	1996	
Line	sample	throw	populations	
(seismic	data)	 -0.8	to	-1.0	 Nicol	et	al.,	1996	
Line	sample	throw	populations	
(coal-mine	data)	 -0.5	to	-0.8	 Nicol	et	al.,	1996	
Table	 1:	 lists	 the	 expected	 exponent	 values	 published	 by	 various	 authors	 for	 a	 number	 of	 different	 sampling	
techniques	(the	exponent	value	can	be	dependent	on	populations	size,	with	larger	populations	potentially	leading	to	
larger	exponents	and	smaller	populations	smaller	exponents).	
	
Being	able	to	identify	these	scaling	properties	provides	a	powerful	tool	for	predicting	the	numbers	
of	geological	structures,	such	as	small-scale	faults	in	the	brittle	crust	that	are	below	the	resolution	
of	 seismic	 reflection	 data	 (Scholz	 and	 Cowie,	 1990;	Walsh	 et	 al.,	 1991;	 Jackson	 and	 Sanderson,	
1992;	 Marrett	 and	 Allmendinger,	 1992).	 Understanding	 scaling	 properties	 also	 enables	 the	
constraint	 and	 testing	 of	 fault	 growth	 models	 (Walsh	 and	 Watterson	 1987,	 1992;	 Cowie	 and	
Scholz,	1992a,	b).	It	also	makes	it	possible	to	extrapolate	for	restricted	parts	of	a	fault	population	
to	predict	 the	amount	of	unobserved	 faults	 in	 the	 same	area.	This	allows	 their	 likely	 impact	on	
hydrocarbon	production	to	be	constrained	(Heffer	and	Bevan,	1990;	Yielding	et	al.,	1992;	Gauthier	
and	Lake,	1993).	
	
It	 is	 important	 to	 note	 that	 changing	 the	 dimension	 of	 the	 scaling	 domain	 i.e.	 from	 one-
dimensional	 to	 two-dimensional	 (line	 to	plane),	 two-dimensional	 to	 three-dimensional	 (plane	to	
volume),	changes	the	power-law	exponent	for	that	data	set	(Yielding	et	al.,	1996).	 It	 is	generally	
suggested	that	this	is	by	±1	depending	on	which	way	the	dimension	has	changed;	so,	moving	from	
one	dimension	to	two	dimensions	would	increase	the	exponent	for	one,	or	reduce	it	by	moving	in	
the	other	direction.	
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Within	all	of	these	different	types	of	data	collection	and	dimension	there	is	still	variation	between	
the	 scales	 of	 the	 fault	 system.	 Nicol	 et	 al	 (1996)	 proposed	 that	 although	 the	 existence	 of	 a	
systematic	relationship	is	still	uncertain,	it	appears	that	larger	faults	tend	to	have	higher	exponent	
values	than	those	of	smaller	faults.	However,	in	a	single	fault	system	the	fault	size	could	range	up	
to	eight	orders	of	magnitude.	Although	 the	size	 range	of	an	 individual	data	set	 is	 rarely	greater	
than	 two	 orders	 of	 magnitude	 (Nicol	 et	 al.,	 1996),	 i.e.	 a	 fault	 system	 ranging	 from	 0.001m	 to	
1000m,	but	the	data	set	only	includes	values	from	10s	of	meters	to	100s	of	meters	and	is	a	subset	
(sample)	of	 the	whole	population.	 It	has	previously	been	suggested	that	some	fault	populations	
are	power-law	over	at	least	two	and	a	half	orders	of	magnitude	(Watterson	et	al.,	1996).		
	
Work	carried	out	by	Fossen	and	Rørnes	(1995)	supports	the	idea	that	within	a	single	dataset	there	
may	 be	 smaller	 sub-populations	 which	 themselves	 are	 power-law	 distributions;	 supporting	 the	
ideas	of	Nicol	et	al	(1996)	that	an	individual	power-law	dataset	is	a	subset	of	a	larger	fault	system.	
	
As	 previously	 stated,	 geological	 systems	 scale	 from	 micro-	 to	 macro-scale	 so	 present	 variable	
complexity	and	so	are	not	necessarily	believed	to	be	scale	 invariant.	More	recent	work	by	Kruhl	
(2013)	looked	into	the	important	properties	of	the	quantification	of	complex	rock	structures.	He	
has	highlighted	three	main	areas	which	should	be	considered;	
i. Different	scaling	behaviour	on	different	scales	
ii. Inhomogeneity	
iii. Anisotropy	
		
All	these	studies	suggest	that	the	scaling	properties	of	fault	systems	are	not	usually	constant	over	
several	 orders	 of	 magnitude.	 It	 is	 well	 known	 that	 self-similarity	 varies	 over	 different	 scaling	
regimes	 for	 natural	 patterns	 and	 that	 this	 is	 standard,	 not	 the	 exception	 (Kruhl,	 2013).	 These	
breaks	 in	scaling	can	be	 identified	when	sampled	populations	(e.g.	 fault	throw	data)	are	plotted	
on	a	log-log	graph,	whereby	there	are	multiple	linear	segments	with	varying	slopes.	
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Kruhl	(2013)	presents	two	different	reasons	for	the	existence	of	different	scaling	regimes	of	rock	
structures	 on	 different	 scales.	 The	 first	 of	 these	 is	 that	 rock	 fabric	 and	 rock	 composition	 are	
different	across	different	scales	and	will	deform	differently	from	micro-	to	macro-scale,	therefore	
the	same	processes	will	act	differently	(Flook,	1979;	Kaye,	1978,	1989;	Suteanu	and	Kruhl,	2002).	
Secondly,	processes	will	act	with	different	intensities	over	different	scales	and	two	processes	can	
act	synchronously	or	subsequently	on	the	formation	of	entities	and	agglomerates	(Keulen	et	al.,	
2007).	 In	 addition,	 non-geological	 fracturing	 processes	 can	 result	 in	 different	 scaling	 regimes	
where	 the	 fault	population	has	been	 influenced	by	non-geological	 stress/strain.	 This	 causes	 the	
scaling	 law	distribution	 to	be	altered	 from	what	 is	 expected	of	 a	naturally	 fractured	population	
(Blenkinsop,	1994).	Irrespective	of	this,	some	structures	with	self-similarity	over	several	orders	of	
magnitude	do	exist	(e.g.	fault	relay	zones;	Peacock,	2003;	Long	and	Imber,	2011).	
	
Within	 rock	 structures,	 inhomogeneity	 is	 a	 dominant	 characteristic	 and	 is	 affected	 by	 scale.	
Inhomogeneity	results	from	how	various	processes	interact	with	each	other	over	time,	as	well	as	
the	 scale	 at	 which	 the	 rock	 is	 studied.	 It	 is	 inevitable	 that	 a	 pattern	 becomes	 more	
inhomogeneous	at	it	has	a	lower	resolution	limit,	i.e.	crystals	and	pores	viewed	on	a	micro-scale	
will	 appear	more	 inhomogeneous	 compared	with	 being	 viewed	on	 a	macro-scale.	 According	 to	
Kruhl	 (2013),	 rock	 structures	 and	 the	 resulting	 patterns	 tend	 towards	 inhomogeneity	 on	 small	
scale	and,	vice	versa,	gain	homogeneity	with	increasing	size	(Kruhl,	2013).	As	a	result,	care	has	to	
be	 taken	 when	 analysing	 natural	 datasets	 as	 irregular	 areas	 of	 analysis	 can	 lead	 to	 different	
lengths	of	scan-line.	If	carried	out	over	different	scales	such	sampling	strategies	may	not	provide	
representative	samples	of	the	population	and	its	fractal	distribution.	
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1.3	Alternative	distributions	
	
A	 possible	 alternative	 distribution	 is	 an	 exponential	 distribution,	 in	 this	 case	 it	 is	 a	 negative	
exponential	as	will	be	identified	in	equation	2,	but	for	the	duration	of	this	thesis	will	be	referred	
to	as	an	exponential	distribution.	
Equation	2:	𝒚 = 𝒎k𝒙	
Exponential	distribution	would	state	that	there	be	an	exponentially	larger	amount	of	smaller	
faults	than	larger	faults	as	can	be	seen	in	figure	3.	This	will	plot	as	a	straight-line	on	a	linear	
against	log	plot	(Franklin,	2013).	
	
Figure	3:	exponential	distribution	
	
Mathematically	the	power	law,	exponential	and	log-normal	distribution	can	be	made	into	a	linear	
graph	by	logging	it	to	any	base	which	isn’t	1.	Most	commonly	the	base	used	is	either	10,	2	or	e,	
and	the	relationship	is	still	true	regardless	of	this	(https://en.wikipedia.org/wiki/Log-
normal_distribution,	December	2016).		The	difference	between	the	uses	of	each	base	is	the	
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resultant	gradient	of	the	straight	line.	Since	within	literature	(Cowie	et	al.,	1995;	Fossen,	1996;	
Pickering	et	al.,	1995;	Turcotte,	1989)	the	quoted	exponent	results	(table	1)	the	base	10	was	used	
it	makes	our	results	comparable	to	also	do	the	same	(Franklin,	2013;	Sleight,	2001;	Davis	and	
Simpson,	1986;	Ackermann	et	al.,	2001;	Soliva	and	Schultz,	2008).	This	leaves	the	straight-line	
equation	in	the	form	of	𝑦 = 𝑚𝑐 + 𝑐	to	be	log 𝑦 = log(𝑚) 𝑥 + log 𝑐	when	the	x-axes	remains	
linear	and	the	y-axes	values	are	logged.	
	
A	third	possible	distribution	is	a	log-normal	distribution.	
Equation	3:	𝒚 = 𝟏𝒙 𝟐𝝅𝝈𝟐 𝒆(𝐥𝐧 𝒙𝝁)𝟐𝟐𝝈𝟐 	
Log-normally	distributed	data	have	a	peak	about	a	point,	which	unlike	a	normal	distribution	is	
skewed	heavily	towards	the	left	of	the	data	(smaller	values).	This	indicates	a	small	amount	of	very	
small	values	which	then	increases	very	quickly	in	quantity	to	a	peak.	After	this	peak	the	values	
drop	off	more	gradually	than	they	had	increased,	figure	4.		This	will	plot	as	a	straight-line	on	a	log	
against	linear	plot	(Franklin,	2013),	and	like	the	exponential	distribution	although	mathematically	
defined	by	a	natural	logarithm	in	geology	is	defined	by	a	logarithm	with	base	10	(Franklin,	2013;	
Sleight,	2001;	Davis	and	Simpson,	1986;	Ackermann	et	al.,	2001;	Soliva	and	Schultz,	2008;	
McCaffrey	et	al.,	2003).	
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Figure	4:	log-normal	graph	
	
If	an	object	𝑥	is	log-normally	distributed	then	𝑦 = log(𝑥)	has	a	normally	distribution	
(https://en.wikipedia.org/wiki/Log-normal_distribution,	November	2015)	and	will	satisfy	a	
straight-line	equation	in	the	form	of	𝑦 = 𝑚 log 𝑥 + 𝑐	when	values	on	the	x-axes	are	logged,	and	
values	on	the	y-axes	remain	linear.	
	
1.4	Fault-propagation	folding	
	
In	 this	 study,	 we	 take	 fault-related	 folding	 or	 fault-propagation	 folding	 to	 be	 the	 folding	 that	
forms	above	fault	blocks	bounded	by	normal	unlinked	faults	(Withjack	et	al.,	1989,	1990).	Fault-
related	 folding	 has	 been	 primarily	 explored	 by	 analogue	 modelling	 experiments	 and	 tri-shear	
models,	 although	 some	 observations	 of	 fault-propagation	 folds	 have	 been	made	 from	 outcrop	
and	 seismic	 data.	 Such	 as	 Smørbukk	 and	 Smørbukk	 South	 hydrocarbon	 fields,	 Halten	 Terrace,	
Mid-Norway	(Corfield	and	Sharpe,	2000),	and	the	Suez	Rift,	Egypt	 (Jackson	et	al.,	2006).	Seismic	
observations	have	led	to	the	conclusion	that	many	of	the	folds	in	question	arise	from	dip	changes	
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of	the	underlying	faults	(Suppe,	1983),	or	the	transfer	of	fault	slip	to	fold	displacement	(Suppe	and	
Medwedeff,	1984;	Jamison,	1987;	Erslev,	1991).	
	
Mechanical	stratigraphy,	as	described	by	Ferrill	et	al.,	(2006)	exerts	the	main	control	on	
deformation	style	across	a	different	range	of	scales.	In	application	to	faulting	and	fault-related	
folding	when	the	tipline	of	a	fault	plane	enters	a	bed	with	different	mechanical	properties	it	will	
display	different	degrees	of	folding.	As	with	any	regime,	over	time	the	mechanical	properties	will	
change	whether	that	means	the	deformation	was	short-lived	and	over	a	short	time	period	ceases,	
if	it	deforms	slowly	over	time,	or	if	it	is	reactivated	etc.	As	a	result	of	this	change	over	time	the	
resultant	fault-related	folding	can	be	varied	Ferrill	et	al.,	(2006)	outline	the	idea	that	fault-related	
folding	is	the	preferential	deformation	style	when	a	fault	tip	moves	upwards	into	an	incompetent	
stratigraphic	unit.	This	is	exemplified	in	the	Trans	Pecos	region	of	west	Texas	where	a	fault	
deformed	in	a	competent	stratigraphic	unit	made	up	of	mudstones	and	grainstones	moves	
upwards	into	incompetent	stratigraphic	units	dominated	by	silty	and	clayey	mudstones	(Ferrill	et	
al.,	2006).	
	
Experiments	carried	out	by	Withjack	et	al	(1990)	looked	into	the	effects	of	dip	angle	on	the	
resultant	fault-related	fold.	They	proposed	that	forced	folds	are	more	likely	to	develop	if	
underlying	normal	faults	are	steeply	dipping	and	if	detachments	and/or	thick	ductile	
(incompetent)	units	are	present	to	decouple	the	folded	strata	from	underlying	faulted	strata	and	
basement	(Stearns,	1978;	Laubscher,	1982;	Patton,	1984;	Withjack	et	al.,	1988,	1989).	Their	
experiment	involved	aluminium	fault	blocks	which	acted	as	the	fault	blocks,	where	the	sloping	
sides	of	the	boxes	represent	the	normal	faults,	sedimentary	cover	was	represented	by	clay.	They	
conducted	three	experiments	varying	the	sloping	sides	of	the	boxes	at	60°	for	experiment	one,	
75°	for	experiment	two	and	45°	for	experiment	three.	A	fourth	experiment	was	conducted	with	
sloping	sides	at	60°,	but	with	three	horizontal	layers	of	clay	each	roughly	2.5cm	with	the	middle	
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layer	separated	from	the	adjacent	layers	with	double	sheets	of	acetate	to	mimic	detachments	
that	completely	decouple	the	adjacent	sedimentary	layers	(Withjack	et	al.1990).	
	
	
Figure	5:	a	diagram	highlighting	the	results	of	the	fault-related	folding	and	faulting	results	from	the	four	experiments	
carried	out	by	Withjack	et	al.,	(1990)	
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They	found	that	for	experiment	one	approximately	2cm	of	displacement	occurred	on	the	master	
fault	before	 the	 fault-related	 fold	development	ceased.	Experiment	 two	experienced	more	 than	
2.5cm	 before	 development	 ceased	 and	 experiment	 three	 found	 only	 1.5cm	 of	 displacement	
before	 development	 ceased.	 In	 the	 case	 of	 experiment	 4	 where	 the	 adjacent	 layers	 were	
completely	decoupled,	the	primary	deformation	mechanism	was	layer-parallel	slip	on	the	acetate	
detachments.	
	
	
As	described	by	Withjack	et	al.,	(1990)	when	the	master	fault	is	gently	dipping	the	fold	width	is	
greater	and	limb	dip	less,	when	the	master	fault	is	steeply	dipping	the	fold	width	is	less	and	limb	
dips	are	greater.	As	a	result	of	this	the	secondary	fault	patterns	become	dependent	on	the	dip	of	
the	master	fault.	Their	experiments	have	shown	that	if	the	dip	of	the	master	fault	is	less	than	60°	
the	secondary	faults	are	low-angle	causing	fracturing	after	a	small	amount	of	slip,	if	the	dip	is	
greater	than	60°	the	secondary	faults	are	high-angle	causing	fracturing	after	a	larger	amount	of	
slip.	This	is	supported	by	field	and	seismic	observations	which	have	been	made	showing	that	fault-
related	folds	are	most	likely	to	develop	if	underlying	faults	are	high-angle,	and	unlikely	to	develop	
if	under	lying	faults	are	low-angle. 
	
The	relationship	between	the	evolution	of	the	underlying	fault	and	the	resultant	fold	shape	is	of	
great	 interest	 for	 a	 number	 of	 reasons;	 an	 understanding	 of	 this	 relationship	 can	 help	 in	
hydrocarbon	exploration,	to	seismic	risk	evaluation	and	fault	mechanics.	 In	addition,	these	folds	
which	form	at	the	tipline	of	the	faults	are	often	the	only	exposed	evidence	available	of	the	nature	
of	the	underlying	fault	(Hardy	and	Allmendinger,	2011).		
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1.5	Thesis	Overview	
	
Chapter	2:	This	chapter	provides	a	brief	geological	introduction	to	the	four	study	areas	looked	at	
in	this	project;	the	Gulf	of	Mexico,	the	Gulf	of	Gabès,	Inner	Moray	Firth	and	Gullfaks.	Looking	at	
their	deformation	style,	tectonic	development	as	well	as	their	stratigraphy	
	
Chapter	3:	Introduction	to	the	methodology	used	to	model	the	seismic	data	in	both	TrapTester	
and	Petrel	for	one-dimensional	and	two-dimensional	data	collection.	This	is	followed	by	an	
introduction	to	the	techniques	used	to	assess	the	type	of	distribution	exhibited	within	each	data	
set,	considering	those	used	previously	and	attempts	made	to	use	R	in	order	to	automate	the	
process	and	consider	parts	of	the	data	as	separate	populations.	
	
Chapter	4:	This	chapter	validates	the	methodology	used	by	comparing	the	results	gained	in	this	
project	to	those	already	published	for	the	same	Gullfaks	data	set	by	Fossen	and	Rørnes.	Using	a	
combination	of	depth	maps	and	depth	converted	values	in	TrapTester	
	
Chapter	5:		This	chapter	presents	the	results	gained	from	the	modelling	and	analysis	of;	the	Gulf	
of	Mexico,	the	Gulf	of	Gabès	and	Inner	Moray	Firth	data	sets.	As	well	as	considering	the	
comparison	between	other	methods	and	similar	code	developed	by	Clauset	et	al	(2009).	
	
Chapter	6:	This	chapter	discusses	the	strengths	and	weaknesses	of	the	results	and	the	
methodology	implemented	
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Chapter	7:	This	chapter	draws	together	the	results	gained	and	literature	read	into	an	overall	
conclusion	
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2.	Study	areas	
2.1	Gulf	of	Mexico	study	area	
2.1.1	Introduction	
	
The	depth-migrated	3D	seismic	dataset	from	the	Gulf	of	Mexico	study	area	covers	part	of	the	
West	Cameron	oil	field	and	is	located	approximately	60	miles	south	of	Lake	Charles,	Louisiana	
(Bell	et	al.	1970).	The	field	is	characterised	by	an	EW	striking	and	NS	dipping	fault	system	which	
can	be	seen	in	a	depth	map	and	cross-section	in	figure	6	and	7	below.	
	
	
Figure	6:	Early	Miocene	horizon	showing	the	fault	polygons	of	the	fault	system,	and	legend	
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Figure	7:	cross-section	from	the	Gulf	of	Mexico	highlighting	four	different	horizons	and	the	fault	system	through	
these	
	
The	cross-sections	in	figures	8,	9	and	10	show	the	fault	system	moving	from	the	west	to	the	east	
of	the	system,	from	these	cross-sections	it	is	clear	that	the	deformation	throughout	the	field	
remains	consistent	throughout.	The	throw	on	the	faults	appears	to	decrease	upwards	in	line	with	
the	understanding	that	throw	propagates	from	a	maximum	at	the	centre	of	a	fault	(Childs	et	al.,	
2003).	Throughout	figures	8,	9	and	10	the	faulting	throughout	the	fields	doesn’t	appear	to	change	
much,	this	indicates	that	throughout	the	basin	there	is	little	variation	in	deformation.	Figure	6	is	a	
map	of	the	Early	Miocene	horizon	from	the	area	showing	the	general	fault	pattern.	This	supports	
the	consistency	of	deformation	style	in	figures	8,	9	and	10	as	the	major	fault	system	is	clear	in	
map	view.	
	
	The	schematic	cross-section	(figure	7)	illustrates	the	Early,	Middle	and	Late	Miocene	and	the	
Early	Pliocene	horizons	that	have	been	mapped	and	studied	in	order	to	characterise	the	
population	of	fault	throws	and	fault-related	fold	amplitudes.	This	process	will	be	explained	in	
detail	in	chapter	3.2.1.		Figure	12	is	a	stratigraphic	column	showing	the	regional	stratigraphy	of	
the	Gulf	of	Mexico,	and	also	a	smaller	stratigraphic	column	(figure	13)	detailing	the	stratigraphy	of	
the	study	area	in	more	detail.	
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Figure	8:	cross-section	through	the	Gulf	of	Mexico	data	set	showing	the	mapped	horizons	(see	figure	9)	and	picked	
faults	(west)	
	
Figure	9:	cross-section	through	the	Gulf	of	Mexico	data	set	(middle)	
	
Figure	10:	cross-section	through	the	Gulf	of	Mexico	data	set	(middle)	
	
Figure	11:	accompanying	legend	to	the	cross-sections	in	figure	8,	9	and	10	
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Figure	12:	stratigraphic	column	for	the	Gulf	of	Mexico	field	(Chowdhury	and	Turco,	2006)	
	
Figure	13:	stratigraphic	column	for	the	specific	horizons	which	the	study	has	focused	on	(Chowdhury	and	Turco,	2006)	
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2.1.2.	Geological	history	
	
The	Gulf	of	Mexico	was	formed	during	the	late	Triassic	as	a	result	of	lithospheric	thinning	
associated	with	the	breakup	of	Pangaea,	and	the	opening	of	the	North	Atlantic	Ocean	
(Goldthwait,	1991;	Salvador,	1991,	Byerly,	1991;	Hosman	and	Weiss,	1991).	The	majority	of	the	
igneous	activity	is	thought	to	have	occurred	during	the	late	Cretaceous	and	Oligocene-Miocene	
periods	(Bylerly,	1991)	and	it	has	been	proposed	that	these	processes	may	have	had	some	control	
on	the	thermal	uplift	history	of	the	basin.	
	
Around	the	edge	of	the	basin	the	local	structures	are	formed	largely	by	gravity	acting	on	the	thick	
sediment	sections	which	have	been	deposited	on	atypically	pressured	shale	or	salt.	These	
atypically	pressured	shales	and	salts	have	then	become	mobilised,	due	to	their	buoyancy,	above	
the	rigid	basement	to	produce	salt-flow	structures	and	growth	faults	(Nelson,	1991).	These	
growth	faults	are	often	referred	to	as	listric-normal	faults	as	they	have	an	extension	component	
(Nelson,	1991).	The	fault	system	within	the	Gulf	of	Mexico	can	generally	be	described	as	being	
dominated	by	gravity-driven	normal	faulting.	These	fault	systems	can	be	seen	on	an	Early	
Miocene	age	depth	map	from	the	3D	seismic	survey	area,	figure	6.	
	
2.1.3	Stratigraphy	and	sedimentology	of	the	faulted	section	
	
The	sedimentary	sequence	imaged	within	the	West	Cameron	3D	seismic	dataset	is	mainly	of	early	
Miocene	to	early	Pliocene	age.	The	overlying	Quaternary	sediments	above	this	succession	have	
also	been	affected	by	the	fault-related	folding.	The	Gulf	of	Mexico	is	largely	dominated	by	muddy	
sediments,	which	may	be	incompetent	and	particularly	susceptible	to	folding	(Ferrill	et	al.,	2007).	
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More	specifically	the	Miocene	series	contains	the	Oakville	Sandstone	and	the	Fleming	formation	
which	are	formed	from	terrigenous	clastic	sediments	with	interbedded	sand	and	clays	(Baker,	
1979).	The	Oakville	Sandstone	uncomformably	overlies	the	Catahoula	Formation	and	is	
uncomformably	overlain	by	the	Lagarto	Clay	of	the	Fleming	Formation	(figure	13)	(Chowdhury	and	
Turco,	2006).	The	Fleming	Formation	can	be	identified	by	its	greater	percentage	of	clay	(Baker,	
1979).	
	
The	Pliocene	series	are	more	arenaceous	and	interbedded	than	the	underlying	Miocene	series.	
The	lower	part	of	the	Goliad	Formation	contains	course-grained	sediments,	including	cobbles,	clay	
balls	and	wood	fragments	(Hosman,	1996),	moving	into	the	upper	part	of	the	Goliad	Formation	
there	are	finer	grained	sands	which	are	cemented	with	calcium	carbonate	(Hosman,	1996).	
	
Within	the	Pleistocene	series	the	dominant	subdivisions	of	this	system	are	the	Lissie	Formation	
and	Beaumont	Clay.	The	Lissie	Formation	which	is	made	up	of	reddish,	orange	and	grey	fine-	to	
course	grained	crossbedded	sands.	These	sands	are	more	fine-grained	with	fewer	conglomerates	
than	the	underlying	Goliad	Sand	(Price,	1934).	The	Beaumont	Clay	which	is	comprised	of	poorly	
bedded,	marly	clay	interbedded	with	sand	(Sellards	et	al.,	1932).	There	is	also	the	Montgomery	
and	Bentley	Formations	which	are	of	equivalent	age	to	the	Lissie	Formation,	but	are	often	
included	within	the	Beaumont	Clay	(Baker	and	Dale,	1961).	 	
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2.2.	Gulf	of	Gabès	study	area	
2.2.1.	Introduction	
	
The	time-migrated	3D	seismic	survey	from	the	Gulf	of	Gabès	study	area	is	situated	over	the	
Miskar	gas	field,	off	the	NE	coast	of	Tunisia.	It	consists	of	a	NW-SE	striking	fault	system	with	high	
angle	dips	which	vary	between	NE-dipping	and	SW-dipping;	this	can	be	seen	in	a	depth	map	and	
in	cross-section	in	figure	14	and	15	below.	
	
Figure	14:	h2	horizon	showing	the	fault	polygons	of	the	fault	system	and	legend	
	
Figure	15:	cross-section	from	the	Gulf	of	Gabès	highlighting	four	different	horizons	and	the	studied	fault	system	
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The	cross-sections	in	figures	16,	17	and	18	highlight	the	change	in	the	fault	system	moving	from	
SE	to	NW.	Figure	16	in	the	south	east	of	the	fault	system	is	comprised	of	just	a	few	SW-	and	NE-	
dipping	faults	which	are	short	and	occur	at	depth	with	only	one	fault	interacting	with	the	upper	
horizons.	Figure	17	is	much	more	laterally	extensive	and	the	faults	are	much	longer	and	interact	
with	horizons	at	depth	and	nearer	the	surface.	Throw	decreases	upwards	(Childs	et	al.,	2003),	and	
dip	increases	upwards	exhibiting	a	higher	angle	at	depth.	Figure	18,	like	figure	16	is	less	laterally	
extensive	however	the	faults	extend	to	a	much	greater	depth	as	in	figure	17.	Similarly	between	all	
figures	16,	17	and	18	there	is	a	combination	between	SW-dipping	and	NW-dipping	faults.	
	
Figure	14	shows	a	map	of	a	horizon	h2	in	the	area	showing	the	general	fault	pattern,	illustrating	
the	horizons	that	have	been	focused	on.	Figure	20	is	a	stratigraphic	column	illustrating	the	
regional	stratigraphy.	
	
Figure	16:	cross	section	through	the	Gulf	of	Gabès	data	set	(south	east)	
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Figure	17:	cross-sections	through	the	Gulf	of	Gabès	data	set	(middle)	
	
Figure	18:	cross-section	through	the	Gulf	of	Gabès	data	set	(north	west)	
	
Figure	19:	accompanying	legend	to	the	cross-sections	in	figures	16,	17	and	18	
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Figure	20:	stratigraphic	column	for	the	Gulf	of	Gabès	field	(Klett,	2001)	
2.2.2	Geological	history	
	
The	Pelagian	Province	coincides	with	offshore	east-central	Tunisia	and	northern	Libya	in	which	the	
Gulf	of	Gabès	resides.	The	area	is	structurally	bounded	by	normal	faults	which	separate	the	
Mesozoic	fault	basin	farther	west	from	eastern	Tunisia	(Bobier	et	al.,	1991).	The	faults	are	
oriented	NW-SE	and	the	alternating	horst	and	grabens	separated	by	normal	faults	make	up	the	
major	structural	style	at	the	time	of	the	Cambrian	to	Carboniferous.		
	
During	the	Carboniferous,	Laurasia	collided	with	Gondwana	which	resulted	in	folding,	uplift	and	
erosion	of	older	Palaeozoic	sections	(Ailey	et	al.,	1971;	Burollet	et	al.,	1978;	Boote	et	al.,	1998).		
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During	the	late	Carboniferous	and	Permian,	the	opening	of	the	Tethyan	Seaway	(Guiraud,	1998)	
resulted	in	rift	basins	and	grabens	forming	along	the	northern	margin	of	the	African	plate.	
	
Moving	into	the	Triassic	and	early	Jurassic,	extension	and	subsidence	continued	(Morgan	et	al.,	
1998)	at	this	time	the	N-S	trending	normal	faults	and	E-W	trending	transfer	faults	developed	
(Ouali,	1985;	Morgan	et	al.,	1998).		
	
In	the	late	Cretaceous	the	African	plate	continued	to	drift	northward	and	this	has	continued	until	
present	(Morgan	et	al.,	1998).	Dextral	shearing	occurred	as	a	result	of	shearing	between	the	
African	and	European	plates,	resulting	in	a	complex	horst	and	graben	system	in	which	the	
associated	fault	displacements	and	uplift	of	horst	blocks	controlled	sedimentation	(Morgan	et	al.,	
1998).		
	
2.2.3	Stratigraphy	and	sedimentology	of	the	faulted	section	
	
The	stratigraphic	record	of	the	Gulf	of	Gabès	can	be	seen	in	figure	20	and	is	described	in	more	
detail	below.	
	
The	rocks	from	the	Triassic	can	be	separated	into	two	main	intervals	consisting	of	a	lower	clastic	
interval	and	upper	evaporite	interval	(Bishop	et	al.,	1975).	The	lower	interval	is	made	up	of	the	Bir	
El	Jaja,	Ouled	Chebbi	and	Trias	Argillo-Greseux	Inferieur	Formations	which	are	comprised	of	
sandstone	and	mudstone.	The	upper	interval	is	interbedded	with	anhydrite,	salt	and	dolostone	
(Busson,	1976;	Bishop,	1975).		
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The	upper	Jurassic	moving	into	the	early	Cretaceous	contains	the	Nara,	Sidi	Khalif	and	M’Cherga	
Formations.	These	are	composed	of	limestone,	dolostone,	marl,	micrite	and	mudstone	with	some	
interbedded	sandstone	and	shale	within	these	formations	(Bishop,	1975;	Salaj,	1978).	
	
The	Lower	Fahdene	Formation,	which	is	comprised	of	limestone,	dolostone,	sandstone,	
mudstone,	marl	and	some	evaporates	(Burollet	et	al.,	1978;	Salaj,	1978).	The	Upper	Fahdene	
Formation	deposits	are	made	up	of	limestone,	dolostone	and	bioclastic	rocks	(Burollet	et	al.,	
1978;	Bishop,	1988).	
	
The	sediments	overlying	the	Fahdene	Formation	are	mudstone,	limestone	and	marl	(Turonian	to	
Campanian)	(Bishop	et	al.,	1975;	Salaj,	1978).	Followed	by	the	Abiod	Formation	(Campanian	to	
Maastrichtian,	late	Cretaceous),	which	is	formed	of	chalky	limestone,	micrite	and	marl	(Burollet	et	
al.,	1978;	Salaj,	1978;	Bishop,	1975).	Overlying	this	is	the	El	Haria	Formation	(Danian	to	Thanetian)	
which	is	a	grey,	brown	or	black	mudstone	containing	some	thin	limestone	beds	in	the	lower	part	
(Burollet,	1976b;	Bishop,	1975).		
	
Overlying	the	El	Haria	Formation	is	the	El	Garia	whose	sediments	are	dominated	by	evaporates,	
dolomitic	rocks,	glauconitic	and	phosphatic	beds	(Burollet	et	al.,	1978;	Bishop,	1988).	
	
Continuing	upwards	into	the	middle	and	upper	Eocene	the	rocks	are	mudstone	and	limestone	and	
make	up	the	Souar	Formation	(Bishop,	1988).	The	Vascus	horizon	unconformity	overlies	the	Souar	
Formation	and	is	made	up	of	mudstone	interbedded	with	fine	grained	sandstone	(Bishop,	1975;	
Burollet	et	al.,	1978;	Hammuda	et	al.,	1991).	
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Above	this	in	the	lower	Miocene	is	the	Ketatna	Formation	made	up	of	limestone	(Schwap,	1995).	
The	upper	Miocene	is	made	up	of	four	separate	units;	the	transgressive	limestone		(Aïn	Grab	
Formation),	marls	(Mahmoud	Formation),	sandy	sequence	(	Bisa	Zelf	Formation)	and	lagoonal	and	
brackish-water	sediments	(Messinion	Oued	Bel	Khedim)	(Burollet	et	al.,	1978;	Salaj,	1978).	
	
Thus,	in	contrast	to	the	Gulf	of	Mexico,	the	faulted	Upper	Cretaceous	to	Cenozoic	succession	in	
the	Gulf	of	Gabès	is	dominated	by	limestone	and	mudstone.	
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2.3	Inner	Moray	Firth	study	area	
2.3.1	Introduction	
	
The	time-migrated	3D	seismic	survey	from	the	Inner	Moray	Firth	study	overlies	the	Beatrice	oil	
field	(Stevens,	1991)	and	is	situated	off	the	NE	coast	of	Scotland.	It	consists	of	a	largely	SW-NE	
striking	and	NW-SE	dipping	fault	system	which	can	be	seen	in	depth	map	(figure	21)	and	seismic	
cross-section	(figures	22,	23	and	24)	below.	
	
Figure	21:	horizon	(h1)	of	the	Inner	Moray	Firth	field	indicating	the	major	fault	systems,	scale	is	measured	in	TWTT	
(ms)	
	
The	cross-sections	in	figure	22,	23	and	24	show	the	major	fault	structures	in	the	area,	with	the	
cross-sections	moving	from	SW	to	NE.	Figure	22	a	combination	of	NW-dipping	and	SE-dipping	
faults	with	the	throw	decreasing	upwards,	and	the	dip	angle	remains	consistent	throughout	the	
fault	length.	In	figure	23	the	fault	system	is	NW-dipping	with	throw	decreasing	upwards.	Unlike	
the	previous	cross-section	there	is	some	variation	in	dip-angle	with	it	decreasing	upwards.	Figure	
24	shows	a	NW-dipping	fault	system	with	throw	decreasing	upwards.	In	comparison	to	figure	22	
and	24	there	is	significantly	more	overall	deformation	in	figure	23.	
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The	mapped	horizon	in	figure	21	shows	the	major	fault	system	which	consists	of	major	SW-NE	
striking	faults	with	minor	faults	exhibiting	the	same	striking	trend	either	side	of	this.	A	more	
detailed	stratigraphy	of	these	horizons	will	be	discussed	below	and	can	be	seen	in	figure	26.	
Figure	27	also	shows	a	schematic	cross-section	of	the	central	area	of	the	fault	populations.	
	
Figure	22:	seismic	cross-section	(south	east),	scale	is	measured	in	TWTT	(ms)	
NW SE 
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Figure	23:	seismic	cross	section	(middle),	scale	is	measured	in	TWTT	(ms)	
NW SE 
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Figure	24:	seismic	cross-section	(north	west),	scale	is	measured	in	TWTT	(ms)	
	
Figure	25:	legend	for	the	cross-sections	in	figures	22,	23	and	24	where	the	horizons	are	strong	reflectors	interpreted	
below	the	Cretaceous	time	period	between	the	Devonian	and	Jurassic	
NW SE 
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Figure	26:	stratigraphic	column	(Roberts	et	al.,	1990)	
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Figure	27:	schematic	cross-section	of	the	Inner	Moray	Firth	field	
	
2.3.2	Geological	history	
	
The	previously	accepted	kinematic	model	for	how	this	basin	was	formed	suggests	that	it	opened	
as	a	result	of	cumulative	8km	dextral	displacement	on	the	Great	Glen	Fault	between	the	Permian	
and	the	Quaternary.	The	majority	of	this	displacement	is	thought	to	have	occurred	during	the	
Jurassic	and	early	Cretaceous	(McQuillan	et	al.,	1982;	Barr,	1985).	This	model	implies	that	only	
faults	trending	approximately	ESE-WNW	will	have	evolved	as	a	dip-slip	component	of	
displacement	(perpendicular	to	the	Great	Glen	Fault)	(Roberts	et	al.,	1990).	
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More	recent	research	shows	that	during	the	Upper	Jurassic-Early	Cretaceous	faults	were	
accommodated	by	an	extensional	episode	which	concluded	in	the	opening	of	the	North	Sea	rift	
system	(Ziegler,	1990;	Thomson	and	Underhill,	1993;	Davies	et	al,	2001).	It	has	previously	been	
proposed	that	the	Inner	Moray	Firth	Basin	opened	as	a	result	of	transtensional	deformation	
(Roberts	et	al.,	1990).	However	there	is	no	evidence	for	oblique	displacement,	previous	studies	
suggest	that	the	area	is	dominated	by	dip-slip	displacement	(Underhill,	1991;	Davies	et	al,	2001;	
Long	and	Imber,	2010).	The	strike-slip	deformation	was	not	associated	with	the	Inner	Moray	Firth	
but	the	Great	Glen	Fault.	Within	the	Late	Cretaceous	there	was	post-rift	subsidence	and	
sedimentation	which	occurred	regionally	and	was	followed	by	Cenozoic	uplift	and	reactivation	of	
some	of	the	faults.	These	faults	demonstrate	a	small	amount	of	post-Cretaceous	reactivation	
which	was	indicated	by	small-scale	folding	of	the	Base	Cretaceous	horizon,	however	there	is	no	
evidence	of	large	inversion	structures	affecting	the	geometries	of	the	pre-inversion	folds.	
	
The	basin	is	bounded	by	the	Wick	Fault	in	the	north,	Great	Glen	and	Helmsdale	Faults	in	the	west,	
the	Banff	Fault	in	the	south	and	it	opens	up	to	the	east	into	the	Witch	Ground	and	Buchan	Graben	
(Roberts	et	al.,	1990).	Within	the	basin,	it	has	been	subdivided	into	graben	and	half-grabens	which	
have	been	separated	by	structurally	higher	horsts	or	footwall	highs,	it	is	important	to	note	that	
these	structures	are	all	interlinked	(Roberts	et	al.,	1990).	
	
Despite	the	interlinked	nature	of	the	structures,	the	Inner	Moray	Firth	differs	in	one	very	
important	way	compared	to	the	other	major	North	Sea	graben;	with	the	use	of	gravity	modelling,	
Donato	and	Tully	(1981)	have	shown	that	below	the	Viking,	Central	and	Outer	Moray	Firth	Graben	
the	crust	is	thinned	such	that	these	basins	are	isostatically	compensated	for	by	low-density	
sedimentary	fill.	The	Inner	Moray	Firth	on	the	other	hand	demonstrates	a	negative	gravity	
anomaly	suggesting	that	it	overlies	unthinned	crust	and	is	therefore	isostatically	uncompensated.	
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2.3.3	Stratigraphy	and	sedimentology	of	the	faulted	section	
	
The	Inner	Moray	Firth	sedimentary	record	indicates	the	basement	is	pre-Devonian,	with	the	
Devonian	then	making	up	the	Old	Red	Sandstone	Group.	Moving	into	the	Carboniferous,	there	is	
the	Firth	of	Forth	Group	which	can	be	seen	in	the	stratigraphic	column	in	figure	26.		
	
The	Rotliegend	Group	sandstones	are	contained	in	the	lower	Permian.	Red-bed	facies	overly	this	
group	uncomformably	and	are	in	turn	overlain	my	carbonates,	evaporates,	mudstones	and	
sandstones	of	the	Zechstein	Group.	The	Zechstein	Group	can	be	separated	into	the	
Kupferschiefer,	Halibut	Carbonate	and	Turbot	Anhydrite	Formation	(Roberts	et	al.,	1990).	
	
The	Triassic	contains	the	Heron	Group,	of	which	the	Smith	Bank	and	Skagerakk	Formation	exist.	
The	offshore	Triassic	of	the	Moray	Firth	comprises	dominantly	fluvial	sediments	which	belong	to	
the	Smith	Bank	Formation.	This	formation	is	made	up	of	sandstones	and	shales;	they	are	capped	
throughout	much	of	the	basin	by	a	siliceous	limestone	of	the	Statfield	Cherty	Rock	(Frostick	et	al.,	
1988).		
	
The	Jurassic	can	be	divided	into	two	intervals:	the	clastic-dominated	middle/lower	Jurassic	and	
the	argillaceous	upper	Jurassic.	The	middle/lower	provides	the	reservoir	for	the	Beatrice	Oilfield	
and	the	upper	the	seal	(Linsley	et	al.,	1980).	The	sediments	of	the	middle/lower	Jurassic	are	not	
extensive	throughout	the	Inner	Moray	Firth	whereas	the	upper	Jurassic	sediments	are.	The	
middle/lower	Jurassic	contains	the	Fladen	Group	which	consists	of	the	Pentland	Formation	and	
Rattray	Volcanics.	The	upper	Jurassic	contains	the	Humber	Group	which	is	made	up	of	the	
Kimmeridge	Clay	and	Heather	Formation,	and	the	Kimmerige	and	Heather	Sandstone	Member.	
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These	stratigraphic	units	have	been	shown	to	be	mechanically	incompetent	making	them	
susceptible	to	be	deformed	by	fault-related	folding	as	a	result	of	the	underlying	faults.	This	folded	
area	had	been	previously	thought	to	have	occurred	as	a	result	of	differential	compaction	
(Thomson	and	Underhill,	1993).	However	work	by	Lapadat	et	al.,	(2016)	has	shown	that	while	it	
isn’t	possible	to	exclude	compaction	entirely	it	is	most	likely	a	secondary	deformation	style	since	
the	hanging	wall	folds	don’t	display	characteristics	which	can	be	attributed	to	this	deformation.	
	
The	lower	Cretaceous	contains	the	Cromer	Knoll	Group	which	is	made	up	of	the	Valhall	
Formation,	Captain,	Yawl,	Scapa	and	Punt	Sandstone.	These	appear	as	interbedded	sandstones	
and	mudstones,	where	the	sandstone	parts	have	been	interpreted	as	turbidites	deposited	in	
submarine	fans	(Hancock,	1984).	
	
The	upper	Cretaceous	and	Paleocene,	although	stratigraphically	distinct,	were	deposited	in	the	
same	environment	within	a	prograding	delta,	starting	with	chalky	sediments	in	the	upper	
Cretaceous	moving	into	sandy	sediments	in	the	Paleocene	(Roberts	et	al.,	1990).	These	chalky	
sediments	are	of	the	Chalk	Group	which	consists	of	the	Flounder,	Tor,	Hod,	Herring,	Plenus	Marl	
and	Hidra	Formation.	The	Paleocene	(lower	Tertiary)	contains	the	Morary	and	Montrose	Group.	
The	Moray	Group	is	made	up	of	the	Balder,	Sele	and	Dornooch	Formation,	the	Foeities	Sandstone	
and	the	Beauly	Member.	The	Montrose	Group	contains	the	Lista	and	Maureen	Formation	and	the	
Andrew	Sandstone.	Overlying	these	formations	is	the	Nordland	Grp	in	the	upper	Tertiary	and	
Quaternary.	
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2.4.	Gullfaks	study	area	
2.4.1.	Introduction	
	
The	time-migrated	3D	seismic	survey	across	the	Gullfaks	oil	and	gas	field	is	situated	off	the	west	
coast	of	Norway.	It	consists	of	a	N-S	striking,	and	W-	and	E-dipping	fault	system	is	shown	in	depth	
map	(figure	28)	cross-section	(figure	29	and	30)	below.	The	time-migrated	seismic	survey	was	
used	to	characterise	the	main	structural	styles	within	the	Gullfaks	area;	however,	the	quantitative	
analysis	of	the	fault	populations	described	in	the	following	chapters	was	carried	out	using	Statoil’s	
depth	maps	of	key	horizons,	available	via	the	Norwegian	University	of	Science	and	Technology	
website	(http://www.ipt.ntnu.no/gullfaks/).		
	
Unlike	the	previous	study	areas,	the	depth	map	has	been	taken	at	a	greater	depth	since	this	area	
will	not	be	used	for	studying	the	fault-related	folds	but	as	a	comparison	of	methods	with	the	
comparisons	being	made	between	the	Top	Etive	Horizon.	
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Figure	28:	Top	Etive	horizon	showing	the	fault	polygons	of	the	fault	system,	legend	for	figure	
	
	
Figure	29:	cross-section	from	the	Gullfaks	Field	highlighting	four	different	horizons	and	the	fault	system	through	
these	
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Figure	30:	Schematic	cross-section	of	the	whole	Gullfaks	field	highlighting	the	three	different	zones;	Domino	Zone,	
Accommodation	Zone	and	the	Horst	Complex	(Husmo	et	al,	2003)	
	
The	cross-sections	in	figure	31,	32,	33	and	34	show	the	major	fault	systems	in	the	area,	with	the	
cross-sections	moving	from	south	to	north,	as	well	as	a	schematic	cross-section	of	the	whole	area	
geology.	Between	figures	31,	32,	33	and	34	the	style	of	faulting	remains	consistent	in	both	dip	
direction	and	angle	with	only	small	variations.	There’s	a	strongly	E-dipping	fault	system	occurring	
at	a	low	angle	throughout	the	cross-sections.	Unlike	the	fault	throw	in	the	previous	geological	
areas,	throw	does	not	decrease	upwards	but	appears	to	remain	largely	consistent	throughout	the	
horizons.	However,	the	length	of	the	faults	in	this	population	compared	to	the	previous	geological	
areas	are	considerably	shorter.	This	could	mean	that	throw	occurring	at	a	horizon	deeper	than	has	
been	modelled	may	have	a	much	larger	throw.	
	
The	seismic	data	covers	the	Domino	Fault	System	and	a	small	portion	of	the	Accommodation	Zone	
which	will	be	described	in	more	detail	below.		Figure	28	shows	the	Top	Etive	horizon	where	the	
fault	polygons	highlight	the	fault	system.	A	more	detailed	stratigraphy	of	these	horizons	is	
included	below	along	with	a	stratigraphic	column	in	figure	36,	as	well	as	a	more	detailed	
stratigraphic	column	of	the	Brent	Group	in	figure	37.	
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Figure	31:	:	cross-section	through	the	Gullfaks	Field	(south)	
	
Figure	32:	cross-section	through	the	Gullfaks	Field	(south	middle)	
	
Figure	33:	cross-section	through	the	Gullfaks	Field	(middle	north)	
	
Figure	34:	cross-section	through	the	Gullfaks	Field	(north)	
	
Figure	35:	accompanying	legend	to	the	cross-sections	in	figures	31,	32,	33	and	34	
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Figure	36:	stratigraphic	column	of	the	Gullfaks	Field	(Hesthammer	and	Fossen,	2001)	
	
Figure	37:	detailed	stratigraphic	column	of	the	Brent	Group	(Helland-Hansen	et	al.,	1992)	
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2.4.2	Geological	history	
	
The	early	structure	of	much	of	the	North	Sea	region	was	formed	in	three	main	convergent	
tectonic	episodes	(McKerrow	et	al.,	2000)		For	the	Gullfaks	Field	the	two	main	events	affecting	the	
underlying	basement	rocks	were	the	Caledonian	and	Variscan	orogenies	(Evans	et	al.,	2003).	
	
During	the	late	Jurassic	to	early	Cretaceous	there	was	further	extension	with	the	tilting	of	fault	
blocks	adjacent	to	the	Central	and	Viking	Graben.	These	fault	blocks	make	up	the	majority	of	the	
hydrocarbon-bearing	formations	in	the	North	Sea.	The	final	major	event	was	a	period	of	uplift	in	
the	Mesozoic	followed	by	tectonic	inversion	of	former	sedimentary	basins	during	the	Cenozoic	
basins	across	NW	Europe	(Glennie	et	al.,	1998).		
	
The	structures	in	the	Gullfaks	area	can	be	separated	into	three	structural	domains:	a	western	
Domino-style	fault	system	with	east-dipping	faults	and	west-dipping	strata,	a	heavily	eroded	horst	
complex	with	steep	faults,	and	a	transitional	Accommodation	Zone	(Hesthammer	and	Fossen,	
2001).	These	can	be	seen	in	schematic	cross-section	in	figure	30	(Husmo	et	al.,	2003).	
	
The	west-dipping	domino	faults	comprise	the	majority	of	the	survey	area	and	exhibit	
displacements	of	up	to	500m,	with	the	faults	in	the	system	dipping	at	a	very	low	angle	of	25-30°	
towards	the	east.	There	are	a	number	of	E-W	trending	minor	faults	with	offsets	of	less	than	50m,	
these	compartmentalise	the	domino	fault	blocks.	It	is	believed	that	these	relate	to	deformation	as	
a	result	of	slip	and	make	up	the	internal	structure	of	the	domino	block	(Fossen	and	Rørnes,	1996).	
	
The	horst	complex	to	the	east	consists	of	faults	which	are	displaced	along	a	much	steeper	dip	
compared	to	the	Domino	system	of	about	60°.	The	Accommodation	Zone	is	bound	by	both	these	
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structural	blocks	to	the	east	and	to	the	west.	It	itself	is	described	as	a	collapsed	anticline	with	a	
west-dipping	interlimb	and	is	made	up	of	largely	minor	faults	with	no	consistent	trend	in	strike	or	
dip	(Hesthammer	and	Fossen,	2001).	
	
These	fault	systems	can	be	seen	on	a	depth	map	of	a	given	horizon	for	the	seismic	data,	figure	28	
shows	the	fault	polygons	outlining	the	fault	system	at	the	Top	Etive	horizons.	
	
2.4.3.	Stratigraphy	and	sedimentology	
	
The	general	sedimentology	of	the	area	can	be	described	as	clastic,	and	this	is	detailed	below	with	
referenced	to	figure	36	and	37.	The	upper	Triassic	contains	the	Hegre	Group;	the	sediments	in	this	
group	are	made	up	of	interbedded	sandstones,	claystones	and	shales.	Overlying	this,	between	the	
Rhaetian	and	Sinnemurian,	are	alluvial	sandstones	making	up	the	Statfjord	Formation.	Above	is	
the	Sinemurian-Toarcian	period	which	is	comprised	of	marine	clay-	and	siltstones	as	part	of	the	
Amundsen	Formation,	next	is	the	Cook	Formation	comprised	of	regressive	marine	silty	claystones,	
muddy	sandstones	and	sand.	The	final	formation	before	the	Brent	Group	is	the	Drak	Formation	
which	is	formed	of	marine	shales	and	siltstones	(Hesthammer	and	Fossen,	2001).	
	
The	Brent	Group	makes	up	the	focus	of	this	study	area	and	is	comprised	of	five	formations	which	
are	as	follows	figure	37.	
	
The	first	of	the	formations	is	the	Broom	Formation	which	is	made	up	of	mudstones	and	shales,	
interbedded	with	thin	layers	of	coarse	sandstone	and	gravel	beds.	The	thin	sandstone	beds	are	
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commonly	carbonate	cemented	and	do	not	interact	with	the	overlying	Rannoch	Formation	
(Helland-Hansen	et	al.,	1992).	
	
The	Rannoch	Formation	stratigraphy	is	comprised	of	an	overall	upward-coarsening	sequence	of	
sandstone	(Helland-Hansen	et	al.,	1992).	Above	this	lies	the	Etive	Formation	which	is	a	medium-
course-grained	upward	fining	sandstone	sequence	(Helland-Hansen	et	al.,	1992).	
	
The	Ness	Formation	is	distinguished	from	the	Etive	Formation	by	the	first	occurrence	of	a	coal	bed	
above	clean	sands	(Tollefsen	et	al.,	1992).	The	Ness	Formation	is	often	divided	into	an	upper	and	
lower	unit;	where	the	lower	unit	consists	of	interbedded	coals,	mudstones	and	sandstones,	and	
the	upper	is	dominated	by	silt-	or	claystone	with	coal	deposits	(Helland-Hansen	et	al.,	1992).	
Between	the	lower	and	upper	Ness	there	are	upward-coarsening	sandstones	which	are	proposed	
to	be	of	a	good	reservoir	quality	(Helland-Hansen	et	al.,	1992).		
	
The	Tarbet	Formation	which	is	controlled	purely	by	a	marine	environment,	and	made	up	of	shales,	
siltstones	and	coal	beds	to	medium-to-coarse-grained	sands	(Helland-Hansen	et	al.,	1992).	
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3.	Methodology	
3.1	Introduction	
	
The	methodologies	implemented	in	the	research	undertaken	were	developed	from	the	previous	
works	of	Yielding	et	al.,	(1996),	Watterson	et	al.,	(1996),	Nicol	et	al.,	(1996)	and	Fossen	and	Rørnes	
(1996).	One-dimensional	multiline	surveys	were	used	predominantly,	to	sample	fault-
displacement	(throw)	and	fold	amplitude	populations,	but	fault-length	was	investigated	using	
two-dimensional	(horizon	based)	sampling	methods.	The	data	were	taken	from	the	Gulf	of	
Mexico,	Gulf	of	Gabès,	Inner	Moray	Firth	and	Gullfaks,	the	geological	settings	have	been	
described	in	chapter	2.	Data	were	acquired	from	3D	seismic	reflection	surveys	interpreted	in	
TrapTester	for	the	one-dimensional	surveys	and	Petrel	for	the	two-dimensional	surveys.	
	
3.2	One-dimensional	sampling	of	fault	throw	or	fold	amplitude	
3.2.1	Fault	interpretation	using	3D	seismic	reflection	data	
	
The	majority	of	the	data	were	modelled	in	TrapTester,	which	is	a	structural	analysis	toolkit	
provided	by	Badley	Geoscience.	It	has	been	primarily	used	for	fault	throw	and	fold	amplitude	
analysis	of	three	out	of	four	three-dimensional	seismic	data	sets	(Gulf	of	Mexico	(depth	
converted),	Gulf	of	Gabés	(two-way	travel	time)	and	Gullfaks	(two-way	travel	time)).	
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Figure	38:	interpreted	fault	sticks	made	into	a	fault	plane	
	
Once	the	3D	seismic	reflection	data	had	been	imported	into	TrapTester,	the	next	step	was	to	
interpret	fault	sticks	by	adding	a	cross-section	and	moving	this	through	the	seismic	volume	at	
regular	intervals	(figure	38).	The	fault	segments	were	added	to	the	data	by	using	the	tool	“Pick	
Fault”	which	can	trace	the	line	of	the	fault	on	the	cross-section.	In	TrapTester	this	appears	as	a	
yellow	line	until	it	is	“assigned”	to	a	specific	fault	plane,	where	it	changes	colour	to	the	colour	of	
its	assigned	fault.	The	intervals	which	the	cross-sections	are	moved	by	can	be	made	larger	or	
smaller	depending	on	the	level	of	precision	required	from	the	data.	The	intervals	used	were	
variable	depending	on	the	size	of	the	fault	plane,	and	the	resolution	of	the	seismic	data.	This	was	
determined	based	largely	on	the	size	of	the	seismic	volume,	and	keeping	a	constant	spacing	
between	each	fault	segment	i.e.	the	density	of	fault	segments	for	each	fault	remained	the	same	
throughout.	After	this	point	additional	fault	segments	can	be	added	if	the	program	is	still	unable	
to	make	accurate	interpolations	between	them.	This	is	used	as	a	measure	of	resolution	for	the	
seismic	data.		The	seismic	data	are	generally	orientated	such	that	the	rows	(in-lines)	intersect	the	
strike	of	the	fault	planes	orthogonally,	and	the	columns	(cross-lines)	run	parallel	to	the	strike	of	
the	fault	planes.	
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Once	all	the	fault	segments	have	been	interpreted,	the	fault	segments	can	be	compared	by	
unloading	the	active	cross-section.	In	many	cases	it	is	then	possible	to	identify	major	faults	by	
looking	at	the	fault	segments	from	above	and	picking	out	the	alignments	of	fault	sticks,	which	
define	clear	trends.	The	relevant	fault	segments	can	be	highlighted	and	assigned	to	a	new	fault,	a	
new	fault	will	then	form	out	of	the	selected	fault	segments.	
	
For	added	precision	a	time-slice	(or	depth-slice)	can	be	loaded	parallel	to	the	survey	datum.	This	
time	slice	will	highlight	variations	in	reflectivity	(e.g.	dimming	or	brightening)	and	breaks	in	
reflectors	where	there	is	fault	present,	and	therefore	provide	an	accurate	method	to	see	which	
fault	segments	belong	to	which	fault	planes.	By	moving	the	time-slice	it	is	possible	to	assess	the	
vertical	extent	of	the	fault	plane	to	ensure	all	fault	segments	are	added	to	the	fault	plane	to	
maximise	the	amount	of	data	and	improve	the	accuracy.	
	
The	next	step	is	to	create	horizons	which	will	generate	fault	polygons	and	eventually	fault	throws	
or	fold	amplitudes	(Freeman,	et	al.	1990).	These	will	generate	the	data	sets	from	which	the	scaling	
distributions	can	be	analysed.	Horizon	mapping	was	done	by	identifying	particularly	bright,	
continuous	reflectors,	which	can	be	tracked	throughout	the	entire	seismic	data	set.	
	
Having	identified	these	reflectors,	if	not	already	provided,	they	needed	to	be	modelled	
throughout	the	seismic	data	by	selecting	the	“Pick	Horizon”	tool.	Again,	similar	to	the	fault	
segments	the	horizons	are	created	in	more	or	less	detail	by	varying	the	interval	size	between	the	
rows	and	columns.	Unlike	the	fault	segments,	it	is	necessary	to	use	both	the	row	and	column	
cross-sections	to	produce	the	most	accurate	and	complete	horizon	possible.	A	triangular	mesh	
can	be	generated	automatically	to	fill	in	the	gaps	of	the	horizon	grid.	However,	for	this	mesh	to	be	
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accurate	enough	interpretation	has	to	already	been	have	been	completed	or	TrapTester	is	likely	
to	make	incorrect	interpolations	across	the	grid.	
	
Having	completed	this	for	all	required	horizons	and	by	assigning	all	fault	segments	to	a	fault	
plane,	the	resultant	throw	can	be	modelled.	TrapTester	calculates	this	by	taking	the	difference	
between	the	horizons	in	the	footwall	and	hanging	wall	of	the	fault	plane,	and	by	also	taking	into	
account	the	dip	of	the	fault	in	question	(figure	46).	
	
As	there	are	number	of	horizons	which	have	been	modelled,	the	throw	can	be	calculated	across	
all	of	these.	This	is	done	by	a	fault	polygon	being	created	on	the	fault	plane	for	every	horizon	
which	has	been	modelled	which	the	fault	plane	intersects.	The	fault	polygon	projects	the	horizon	
in	question	onto	the	fault	plane	such	that	there	is	a	line	representing	the	footwall	cut-off	(i.e.	the	
intersection	between	the	horizon	and	the	footwall	side	of	the	fault	plane),	and	one	representing	
the	hanging	wall	cut-off.	
	
The	perfect	fault	polygon	would	be	a	smooth	line	in	both	the	footwall	and	hanging	wall	and	each	
would	remain	in	its	respective	position	depending	on	if	it	is	a	normal	or	thrust	fault	system.	It	is	
often	the	case	that	there	is	not	enough	horizon	data	with	respect	to	the	size	of	the	fault	causing	
the	fault	polygon	to	not	be	as	accurate	as	is	desirable.	To	remedy	this	problem,	the	horizon	grid	
can	be	refined,	with	a	higher	density	grid	around	the	fault	plane.	The	patch	size	can	also	be	
changed	such	that	horizon	data	is	included	closer	to	or	further	away	from	the	fault	plane.	Despite	
these	measures	it’s	sometimes	the	case	that	the	fault	polygon	still	doesn’t	reflect	the	horizon	that	
it	is	fitting,	at	this	point	it	is	possible	to	edit	the	fault	polygon	by	hand	as	long	as	it	stays	true	to	
the	horizon	it	is	modelling	i.e.	not	made	smoother	in	places	where	it	is	not.	
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Figure	39:	throw	projected	onto	a	fault	plane	in	strike	projection	view	with	scale	bar	values	in	meters	(i.e.	looking	
directly	onto	the	surface	of	the	fault	plane)	
	
After	creating	the	fault	polygons	for	each	horizon	and	fault	plane	the	resultant	throw	can	be	
projected	onto	the	surface	of	the	fault	plane	(figure	39).	The	expected	result	of	this	consists	of	a	
throw	maximum	(bullseye)	positioned	near	the	centre	of	the	fault	(e.g.	Walsh	and	Watterson,	
1989;	Kim	and	Sanderson,	2005;	Childs	et	al.,	2003).	Throw	decreases	away	from	the	throw	
maximum	with	respect	to	distance,	so	the	throw	minimum	should	be	recorded	by	the	tipline	of	
the	fault	plane.	Ideally,	the	tipline	represents	the	zero	throw	contour.	From	where	a	fault	first	
forms,	the	subsequent	growth	is	outwards	of	this	point.	This	results	in	high	upwards	displacement	
gradients,	in	which	the	throw	decreases	rapidly	upwards	from	the	centre	of	the	fault	(Childs	et	al.,	
2003).	
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3.2.2	Multiline	sampling	fault	throw	or	fold	amplitude	
	
One-dimensional	multiline	sampling	involves	taking	a	cross-section	as	close	to	orthogonal	as	
possible	to	the	strike	of	a	given	fault.		This	enables	the	throw	to	be	measured	between	the	
horizon	in	the	footwall	and	hanging-wall	of	the	given	fault	segment.	Throw	values	can	be	
exported	automatically	by	setting	the	increments	with	which	the	sample	lines	will	be	set,	i.e.	
every	5m,	10m,	100m	etc.	
	
One	is	then	able	to	select	the	specific	fault	and	specific	horizon	for	which	you	want	to	export	the	
throw	values	for.	This	process	can	be	done	en	masse	for	all	faults	which	intersect	a	horizon	or	be	
carried	out	for	each	individual	fault	and	horizon.	It	is	therefore	possible	to	extract	and	plot	the	
fault	throw	data	against	distance	along	each	sample	line	on	a	graph,	and	hence	identify	where	
along	the	fault	the	maximum	throw	occurs.	However,	for	this	research	the	overall	throw	values	
are	more	significant	than	that	of	the	individual	throw	on	each	horizon,	so	the	throw	values	can	
largely	be	exported	en	masse.	
	
If	the	sampled	fault	throw	(or	fold	amplitude)	data	are	drawn	from	a	power	law	population,	one-
dimensional	multiline	sampling	should	yield	a	power	law	exponent	value	somewhere	between	-
0.4	to	-1.0	(Nicol	et	al.,	1996;	see	Chapter	1).	This	is	the	expected	value	for	one-dimensional	data	
taken	from	a	seismic	survey;	however	a	different	range	of	values	can	be	expected	for	data	
acquired	by	a	different	method	(table	1,	chapter	1).	
	
For	collection	of	the	fold	amplitude	data	similar	methods	were	used	to	those	carried	out	in	the	
fault	collection.	At	and	above	the	upper	tipline	of	each	fault,	reflectors	can	be	identified	which	
exhibit	fault-related	folding	(figure	40,	41,	42,	43	and	44),	these	reflectors	generally	exhibited	the	
largest	amount	of	folding	nearest	the	tipline	and	the	fold	amplitude	decreased	the	further	the	
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horizon	was	above	the	tipline.	This	is	in	a	similar	way	to	the	fault	throw	amplitude	at	the	centre	of	
the	fault	and	the	throw	decreasing	away	from	this.	
	
Figure	40:	this	figure	is	from	the	end	of	the	fault	plane	where	the	underlying	fault	hasn’t	broken	through	the	
stratigraphic	unit	(Gulf	of	Mexico	data	set)	
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Figure	41:	this	is	the	same	horizon	and	fault	segment	but	moving	along	the	strike	of	the	fault	plane.	This	shows	a	
fault-related	fold	which	has	propagated	into	the	stratigraphic	sequence	from	the	underlying	fault	from	the	fault	
cutting	higher	due	to	growth	moving	
	
Figure	42:	this	figure	is	from	further	along	the	strike	towards	the	centre	where	the	underlying	fault	has	broken	
through	the	stratigraphic	unit	causing	it	to	fault	(Gulf	of	Mexico	data	set)	
	
Figure	43:	is	taken	further	along	the	strike	of	the	fault	plane	away	from	the	centre,	here	there	is	a	fault-related	fold	
which	has	been	propagated	into	the	stratigraphic	unit	(Gulf	of	Mexico	data	set)	
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Figure	44:	this	has	reached	the	end	of	the	fault	plane	moving	along	the	strike	and	the	overlying	stratigraphic	is	
undeformed	by	the	underlying	fault	(Gulf	of	Mexico	data	set)	
	
Since	in	seismic	cross-section	it	was	evident	that	the	folding	existed	in	these	areas,	the	fault-
related	folding	horizons	were	extended	beyond	the	vertical	tipline	of	the	fault	plane.	Figures	40,	
41,	42,	43	and	44	show	the	development	of	the	fault-related	fold	moving	laterally	through	the	
seismic	section	across	one	fault	plane	from	the	Gulf	of	Mexico.	Figures	40	and	44	demonstrate	an	
undeformed	stratigraphic	unit	overlying	a	fault	segment,	the	figures	are	taken	from	opposite	ends	
of	the	strike	of	the	same	fault	plane.	Moving	along	the	strike	of	the	fault	plane	towards	the	centre	
of	the	fault	(figures	41	and	43)	the	underlying	fault	segment	has	propagated	upwards	and	formed	
a	fault-related	fold	in	the	interpreted	horizon.	The	final	figure	44	was	taken	through	the	centre	of	
the	strike	of	the	fault	plane	and	shows	the	interpreted	horizon	to	be	faulted	by	the	underlying	
fault	plane.	
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Figure	45:	schematic	depiction	of	how	and	where	the	fold	amplitude	measurement	was	taken	
	
Figure	46:	schematic	depiction	of	how	and	where	the	fault	throw	measurement	was	taken	
	
These	horizons	were	modelled	in	the	same	way	that	they	were	for	the	other	horizons	regarding	
the	throw,	but	extended	only	locally	above	the	fault	plane	tipline.	TrapTester	is	designed	for	fault	
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analysis	and	does	not	have	the	ability	to	export	fold	amplitude	values	(figure	45)	in	the	same	way	
that	it	can	for	fault	throw	(figure	46).	As	a	result,	the	fold	amplitude	values	were	measured	by	
hand	using	the	“Measure”	tool	in	TrapTester,	this	measurement	was	taken	equivalent	to	where	
throw	is	measured.	Figures	45	and	46	highlight	the	distance	that	was	measured;	the	lines	in	red	
extend	horizontally	from	the	interpreted	horizon	and	the	blue	line	represents	the	distance	that	
was	measured	for	each	of	the	measurements.	In	order	to	be	consistent	with	the	collection	of	fault	
throw	values,	the	fold	amplitudes	were	measured	at	the	same	interval	along	the	same	lines	as	the	
throw	values	were	taken.	
	
Having	collected	both	datasets	seismic	noise	(non-interpretable	signals	recorded	by	seismometers	
which	mostly	consist	of	surface	waves)	needed	to	be	accounted	for	which	was	picked	up	in	the	
automated	export	of	the	fault	throw	values,	as	well	as	for	the	seismic	resolution	of	the	data.	This	
is	generally	accepted	to	be	between	10-30m	(Yielding	et	al.,	1996).	This	was	set	at	10m	in	order	to	
not	impose	too	many	boundaries	on	the	data,	so	any	value	which	was	less	than	10m	in	both	the	
fault	and	fold	data	was	not	analysed.	It	was	felt	that	setting	the	value	to	be	30m	would	be	likely	to	
not	include	real	values	of	fault	throw	as	opposed	to	seismic	noise.	It	is	important	to	note	however	
that	this	value	will	be	variable	based	on	the	quality	of	the	seismic	data	at	hand	and	could	be	
reduced	to	as	little	as	4m.	
	
3.3	Two-dimensional	sampling	of	fault	length	data	from	the	Inner	
Moray	Firth	study	area	
	
Petrel	was	used	to	sample	two-dimensional,	fault	length	data	from	selected	time	slices	and	
mapped	horizons	within	the	Inner	Moray	Firth	3D	seismic	reflection	data	set.	The	fault	planes	and	
horizons	were	modelled	in	the	same	way	as	for	the	other	seismic	data	sets	in	TrapTester	(section	
3.2.1).	However	the	fault-size	measured	for	this	data	set	was	fault-length	not	fault-throw,	as	a	
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result	of	this	the	data	was	acquired	in	a	different	way.	As	described	above,	particular	attention	
was	paid	to	identifying	and	mapping	fault	tiplines.	
	
3.3.1	Sampling	fault	and	fold	length	data	on	timeslices	and	mapped	
horizons	
	
Fault	lengths	were	measured	by	hand	in	Petrel.	To	do	this	a	similar	technique	was	used	as	in	
TrapTester,	using	a	“Measure”	tool.	Instead	of	taking	a	cross-section	through	the	seismic	data,	a	
time	slice	was	taken	through	the	data.	This	meant	that	fault-length	could	be	measured	directly	
along	the	time-slice,	in	the	same	way	that	the	vertical	cross-sections	are	in	the	same	plane	as	the	
fault-throw.	It	was	set	up	to	move	up	or	down	by	an	increment	of	100ms	(data	was	in	two-way	
travel	time).	This	was	kept	the	same	for	every	fault	and	folded	horizon.	The	length	of	the	fault	was	
then	measured	from	each	extreme	where	it	intersected	the	time	slice.	
	
Figure	47:	shows	the	bounds	of	where	the	fold	length	was	measured	using	a	depth	projection	on	the	interpreted	
horizon	and	measuring	between	the	highest	contours	(TWTT,	ms)	
	
In	order	to	measure	the	fold-length	(fold	length	axial	trace),	a	two-way	travel	time	contours,	
highlighted	using	an	appropriate	colour	bar,	were	imposed	on	the	horizon	to	identify	where	the	
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topographic	highs	were,	and	then	use	this	to	guide	the	measurement	of	the	fold	length.	Unlike	
the	fault	plane,	a	folded	horizon	is	far	more	continuous	and	becomes	less	distinct	until	it	can	be	
considered	that	the	folding	has	ceased.	This	point	was	taken	to	be	a	significant	flattening	out	of	
the	topography	by	noting	where	the	colour	of	the	depth	projection	changed	and	became	constant	
as	it	extended	away	from	the	folded	area.	
	
In	the	case	of	faults,	or	folds,	length	data	that	are	drawn	from	a	power-law	population	and	
sampled	in	this	manner,	would	expect	to	be	described	by	a	power-law	exponent	value	
somewhere	in	the	range	of	-1.1	to	-2.0	(Yielding	et	al.,	1996).	Usually	this	would	be	+1.0	on	the	
exponent	value	from	the	one-dimensional	multiline	seismic	survey	described	above.		
	
Fault	and	fold	lengths	all	surpass	the	seismic	resolution	of	the	data	so	all	values	could	be	analysed.	
Fault	lengths	however	are	subject	to	censoring	and	truncation	effects	(3.4.1).	Given	the	large	
lengths	of	the	faults	it	was	considered	that	these	effects	would	not	be	significant	overall	and	the	
same	effect	would	have	been	had	on	each	fault	length	therefore	being	equal	throughout	the	fault	
plane.		
	
3.4	Data	analysis	
3.4.1	Preliminary	analysis	using	Excel	
	
Having	sampled	the	fault	throw	and	fold	amplitude	and/or	fault	length	and	fold	length	
populations	from	all	the	study	areas,	a	rudimentary	analysis	was	carried	out	in	Excel	to	assess	any	
obvious	scaling	laws	which	might	be	apparent	in	the	data	sets.	The	data	were	plotted	to	test	for	
power	law,	exponential	and	log-normal	distributions.	This	was	achieved	by	plotting	the	data	on	a	
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log-log	axes,	log-linear	axes	and	linear-log	axes,	respectively,	for	each	distribution.	This	is	an	
accepted	method	throughout	geological	literature	(Franklin,	2015;	Sleight,	2003),	and	a	log	base	
10	logarithm	is	used	in	place	of	a	natural	logarithm	since	it	is	accepted	within	geology	that	events	
and	scaling	are	governed	by	base	10	and	not	base	𝑒.	Cowie	et	al.,	1995;	Turcotte,	1989;	Fossen,	
1996	and	Pickering	et	al.,	1995	all	use	log	to	the	base	10	to	acquire	their	results,	this	makes	it	
possible	to	equate	exponent	values	of	results	since	the	exponent	will	vary	depending	on	the	log	
base	used.	
	
	
Figure	48:	figure	highlighting	each	of	the	three	segments,	truncation,	middle	section	that	the	distribution	is	
commonly	thought	to	be	contained	in,	and	censorship.	The	y-axis	is	cumulative	number	and	x-axis	is	fault-size.	They	
are	plotted	as	arbitrary	values	in	order	to	show	the	characteristic	shapes,	this	is	the	shape	that	should	be	observed	
on	a	log	graph.	
	
In	each	of	these	cases,	if	the	data	plotted	follow	a	straight	line	graph	then	it	would	generally	be	
accepted	to	follow	that	respective	scaling	distribution,	and	the	exponent	would	be	found	from	the	
gradient	of	the	straight	line	section.	This	technique	is	reflected	in	previous	published	studies,	
notably	Yielding	et	al.,	(1996),	Watterson	et	al.,	(1996),	Nicol	et	al.,	(1996)	and	Fossen	and	Rørnes	
(1996).	These	graphs	should	form	a	characteristic	appearance	with	a	sub-horizontal	left-hand	
segment	which	indicates	a	lack	of	observations	below	the	limit	of	seismic	resolution	(truncation)	
(figure	48).	A	moderately-dipping	middle	segment	which	denotes	the	distribution	fit	and	is	where	
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the	exponent	can	be	calculated	(figure	48).	Finally	a	steeply-dipping	right-hand	segment	which	
indicates	a	lack	of	sampling	and	does	not	form	a	representative	sample	of	the	population	at	the	
higher	throw	or	fold	values	(censoring)	(figure	48)	(Needham	et	al.,	1996;	Pickering	et	al.,	1995).	
	
3.4.2	Statistical	analysis	of	data	distribution	using	R	
	
R	is	a	programming	language	which	caters	for	statistical	computation,	and	is	supported	by	
graphics.	R	was	used	to	implement	statistical	tests	of	the	goodness-of-fit	of	the	sampled	data	to	
the	different	theoretical	distributions.	
	
Clauset	et	al	(2009)	introduced	the	idea	of	using	R	to	generate	a	synthetic	power-law	data	set	
from	𝑥	and	𝛼	of	a	real	data	set.	Where	𝑥	represents	the	smallest	value	which	belongs	to	
the	distribution	being	tested,	and	𝛼	represents	the	exponent	value	of	the	tested	distribution.	
Their	paper	centres	around	testing	the	goodness-of-fit	between	the	real	dataset	and	the	synthetic	
power	law	distribution	(using	a	Kolmogorov-Smirnov	test)	(chapter	3.4.2.3),	but	also	touches	on	
fits	to	exponential	and	log-normal	distributions,	and	also	provides	the	relevant	code	for	this	
(http://tuvalu.santafe.edu/~aaronc/powerlaws/,	January	2016).	The	power	law	fitting	method	
used	is	maximum-likelihood	fitting	which	is	combined	with	goodness-of-fit	tests	in	order	to	
quantify	the	fit	between	the	empirical	and	observed	data.	
	
Whilst	providing	a	rigorous,	objective	methodology	to	identify	the	best	fitting	distribution,	the	
method	of	Clauset	et	al.,	(2009)	has	a	major	problem	which	prohibits	the	use	of	it	for	this	
research,	and	other	commonly	used	geological	datasets.	In	particular,	they	have	made	the	
assumption	that	𝛼	(the	power	law	exponent	value)	will	always	be	greater	or	equal	to	1.	However,	
it	has	been	established	previously	that	for	a	one-dimensional	multiline	sampling	survey	the	
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expected	exponent	value	will	be	between	-0.4	to	-1.0,	which	is	less	than	1	(Nicol	et	al.,	1996).	As	a	
result	of	this	limitation,	the	method	and	also	code	produced	by	Clauset	et	al.,	(2009)	is	strictly	
valid	only	for	two-dimensional	datasets	–	but	not	the	one-dimensional	multiline	samples.	An	
alternative	method	to	test	the	goodness-of-fit	between	real	datasets	and	theoretical	distributions	
has	therefore	been	developed,	in	collaboration	with	Dr	Camila	Caiado	(Department	of	
Mathematical	Sciences,	Durham	University).	Dr	Camila	Caiado	wrote	the	base	for	the	code,	for	
both	the	Kolmogorov-Smirnov	and	Anderson-Darling	test	testing	the	power	law.	This	was	then	
built	upon	to	test	for	the	other	distributions	and	also	to	vary	the	way	in	which	the	exponent	value	
was	gained.	This	intention	is	that	the	new	method	should	provide	a	more	objective	approach	to,	
and	build	upon,	the	more	established	methods	of	estimating	best-fits	to	straight	line	segments,	
described	by	Yielding	et	al.,	(1996),	Watterson	et	al.,	(1996),	Nicol	et	al.,	(1996),	and	Fossen	and	
Rørnes	(1996)	and	others.	
	
The	code	that	was	developed	had	two	variants:	first,	sub-sampling	the	cumulative	frequency	
distribution	using	an	incremental	increase	in	window	size;	and	second,	sub-sampling	cumulative	
frequency	distributions	using	a	moving	window.	The	goodness-of-fit	(chapter	3.4.2.5)	between	
sub-samples	and	theoretical	(e.g.	power	law)	distributions	were	tested	using	the	Kolmogorov-
Smirnov	(http://www.rdocumentation.org/	“Kolmogorov-Smirnov	Tests”,	January	2016	)	and	
Anderson-Darling	Tests	(http://www.rdocumentation.org/	“kSamples,	Anderson-Darling	Test”,	
February	2016).	These	variant	are	described	below.	However,	the	basic	code	varies	by	only	a	small	
amount	for	each	of	the	respective	statistical	tests.	The	code	for	the	incremental	window	and	the	
moving	window	is	presented	in	Appendix	1.	
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3.4.2.1	Incremental	window	method	
	
The	incremental	window	method	starts	with	a	given	window	size	which	provides	a	sub-sample	of	
the	entire	data	set	and	tested	for	a	power	law	(or	other)	distribution,	and	then	the	window	size	is	
increased	and	a	larger	sample	of	the	data	is	obtained	and	tested.	This	is	repeated	until	the	
window	has	been	incrementally	increased	such	that	the	entire	data	set	has	been	included.	A	
diagrammatic	representation	is	show	below	in	figure	49,	as	well	as	the	included	code	in	Appendix	
1	and	a	flowchart	showing	how	this	works	(figure	118).		
	
Figure	49:	illustrates	how	the	incremental	window	works.	Starting	with	the	red	line	on	the	left	and	increasing	by	the	
amount	indicated	by	the	dashed	red	line	and	so	on.	This	process	is	repeated	until	the	window	spans	the	entirety	of	
the	data	set	until	the	length	of	the	red	line	is	equal	to	the	number	of	data	points	(data	from	the	Gulf	of	Mexico).	
	
This	method	commonly	shows	a	good	fit	at	the	start	when	the	window	size	only	tests	a	small	
number	of	data	points.	It	becomes	a	worse	fit	as	it	includes	an	increasing	amount	of	data	as	the	
window	size	increases	(figure	49).	
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3.4.2.2	Moving	window	method	
	
The	moving	window	method	uses	a	window	of	a	given	size	to	sub-sample	the	entire	data	set,	and	
it	moves	along	the	data	set	at	a	given	spacing	i.e.	is	shifted	by	a	set	amount	each	time.	There	is	a	
diagrammatic	representation	show	below	in	figure	50,	as	well	as	the	code	included	in	Appendix	1	
and	a	flowchart	showing	how	this	works	(figure	50).	
	
Figure	50:	illustrates	how	the	moving	window	works.	Starting	with	the	blue	line	on	the	left	and	shifting	upwards	by	
the	amount	indicated	by	the	dashed	blue	line	and	so	on.	This	process	is	carried	out	for	the	entirety	of	the	data	set	
until	the	blue	line	has	moved	across	all	of	the	data	points	(data	from	the	Gulf	of	Mexico).	
	
Tests	indicate	that	this	method	is	able	to	highlight	different	parts	of	the	cumulative	frequency	
distribution	where	the	data	are	not	described	by	a	power	law	(or	other)	distribution.	This	is	a	
useful	property	because	previous	authors	have	suggested	that	an	overall	fault	population	
generally	contains	a	number	of	smaller	fault	populations	that	can	be	scaled	Yielding	et	al.,	(1996),	
Watterson	et	al.,	(1996),	Nicol	et	al.,	(1996)	and	Fossen	and	Rørnes	(1996).	These	points	at	which	
there	is	a	discontinuity	in	the	overall	population	are	here	termed	“break	points”,	and	are	defined	
as	the	point	at	which	the	p-value	(a	level	of	significance	which	represents	the	probability	of	a	
given	event	occurring)	changes	significantly	enough	such	that	data	no	longer	is	described	by	the	
scaling	distribution	in	question.	
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Figure	51:	shows	the	p-value	and	alpha	value,	given	the	exponent	plots	is	a	negative	number	it	has	been	inversed	for	
the	needs	of	this	figure	so	it	is	clear	where	the	values	overlap.	The	blue	line	is	the	p-value	and	the	horizontal	lines	
indicate	the	0.8	and	0.9	points	at	which	a	fit	is	accepted,	and	the	red	line	is	the	exponent	value	(alpha)	with	the	
horizontal	lines	set	at	0.4	and	1.0	(Nicol	et	al.,	1996)	
	
The	benefit	of	this	approach	is	that	it	is	possible	to	identify	the	individual	and	numerous	points	on	
the	cumulative	frequency	curve	at	which	the	data	fit	a	given	theoretical	scaling	distribution,	and	
can	then	overlay	several	different	p-values	for	different	distributions	over	each	other	(figure	51).	
By	doing	this,	regimes	can	be	identified	where	different	distributions	dominate,	or	areas	where	
they	all	appear	to	dominate	and	so	hypothesise	different	reasons	for	why	this	may	occur.	To	
quantify	the	goodness-of-fit	of	the	scaling	distributions,	Kolmogorov-Smirnov	and	Anderson-
Darling	tests	have	been	used.	
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3.4.2.3	Kolmogorov-Smirnov	test	
	
Figure	52:	diagrammatic	representation	of	how	both	the	Kolmogorov-Smirnov	and	Anderson-Darling	calculate	the	
goodness-of-fit	(see	text	for	explanation)	
	
Figure	52	is	a	graphical	representation	of	the	process	carried	out	by	the	Kolmogorov-Smirnov	test	
(and	also	Anderson-Darling	test).	The	red	line	represents	the	true	data	set,	and	the	blue	line	the	
synthetic	data	set	generated	for	comparison.	The	Kolmogorov-Smirnov	test	(and	also	Anderson-
Darling	test)	produces	its	goodness-of-fit	p-value	by	taking	the	difference	between	the	two	lines	
and	generating	a	critical	value,	which	is	the	distance	between	the	two	data	sets	in	the	
Kolmogorov-Smirnov	and	Anderson-Darling	Tests	described	in	this	chapter	and	chapter	3.4.2.4.	
How	the	blue	line	(synthetic	data)	is	generated	varies	between	the	Kolmogorov-Smirnov	and	
Anderson-Darling	test.	
	
For	our	use	of	the	Kolmogorov-Smirnov	and	Anderson-Darling	test	we	generated	our	own	
synthetic	dataset	based	on	the	mean	value	of	each	of	the	windows	that	the	code	ran	over.	The	
exact	way	in	which	this	was	done	can	be	seen	in	Appendix	1.	
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The	Kolmogorov-Smirnov	test	is	a	nonparametric	(not	based	on	parameterised	probability	
distributions)	test.	It	is	used	for	continuous,	one-dimensional	probability	distributions	to	test	their	
equality	and	is	used	to	compare	a	given	sample	(e.g.	the	sampled	fault	or	fold	size	measurements)	
with	a	reference	distribution	(e.g.	power	law	distribution).		A	one-dimensional	probability	
distribution	is	univariate	(includes	just	one	variable).	In	the	case	of	this	study	the	variable	is	either	
the	fault	throw	or	fold	amplitude.	The	Kolmogorov-Smirnov	test	works	by	quantifying	the	distance	
(figure	52)	between	the	empirical	data	set	and	the	synthetic	data	set.	
	
Quantifying	the	distance	between	the	empirical	and	synthetic	distributions	enables	the	null	
distribution	of	the	statistic	to	be	calculated.	This	is	calculated	under	the	null	hypothesis	and	
assumes	that	the	empirical	sample	is	drawn	from	the	reference	distribution	(i.e.	power	law,	
exponential	or	log-normal),	or	that	both	the	empirical	and	synthetic	are	drawn	from	the	same	
sample	distribution.	This	two-sample	Kolmogorov-Smirnov	test	is	generally	regarded	as	one	of	the	
most	useful	and	widely	applied	nonparametric	methods	for	the	comparison	of	two	samples.	It	is	
both	sensitive	to	the	differences	in	shape	and	location	of	the	empirical	and	reference	cumulative	
distribution	functions.	As	a	result,	it	is	influenced	less	by	any	assumptions	where	the	empirical	
and	reference	samples	are	drawn	from,	and	so	deals	with	each	sample	independently	of	any	
other	distribution	assumptions.	
	
The	Kolmogorov-Smirnov	test	can	be	modified	in	order	to	serve	as	a	goodness-of-fit	test.		The	
goodness-of-fit	of	a	statistical	model	is	a	method	by	which	to	describe	how	well	it	describes	a	set	
of	given	observations.	The	measure	of	goodness-of-fit	is	typically	defined	as	the	discrepancy	
between	empirical	values	and	the	reference	values	expected	under	the	model	in	question.	In	the	
case	of	the	Kolmogorov-Smirnov	test	this	is	the	distance	between	the	red	and	blue	line	depicted	
in	figure	52.	These	measures	are	used	in	statistical	hypothesis	testing	to	test	whether	two	samples	
are	drawn	from	the	same	distribution.	
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In	R	the	Kolmogorov-Smirnov	is	executed	as	shown	below	(http://www.rdocumentation.org/	
“Kolmogorov-Smirnov	Tests”,	January	2016).	
> ks.test(x, y, …, alternative = c(“two.sided”, “less”, “greater”), 
exact = NULL) 
• x; a	numeric	vector	of	data	values 
• y; a	numeric	vector	of	data	values,	or	a	character	string	naming	a	cumulative	
distribution	i.e. pnorm 
• …; parameters	of	the	distribution	specified	(as	a	character	string)	by y 
• alternative; indicates	the	alternative	hypothesis	and	must	be	one	of “two.sided” 
(default), “less”,	or	“greater” 
o two.sided; specify	that	the	null	hypothesis	is	equal	to	the	hypothesised	
distribution 
o less; specify	that	the	null	hypothesis	is	less	than	the	hypothesised	distribution 
o greater; specify	that	the	null	hypothesis	is	greater	than	the	hypothesised	
distribution 
• exact; NULL or	a	logical	indicating	whether	an	exact	p-value	should	be	computed	
	
The	code	defines	x	and	y	to	be	numeric	vectors,	empirical	data	and	the	other	derived	
mathematically	from	this	data	set.	The	code	uses	a	two.sided	test	which	tests	whether	the	data	
sets	are	drawn	from	the	same	continuous	distribution.	
	
The	Kolmogorov-Smirnov	statistic	can	be	mathematically	described	(below)	for	a	cumulative	
distribution	function	𝐹 𝑥 	(https://en.wikipedia.org/wiki/Kolmogorov%E2%80%93Smirnov_test,	
January	2016).	
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Equation	4:	𝑫𝒏 = 𝒔𝒖𝒑𝒙 𝑭𝒏 𝒙 − 𝑭 𝒙 	
Where	𝑠𝑢𝑝is	the	supremum	(the	smallest	value	that	is	greater	than	or	equal	to	each	of	a	given	
set	or	subset	of	values)	of	the	set	of	distances.	𝐹 𝑥 	and	𝐹 𝑥 	are	the	values	in	each	of	the	
empirical	and	reference	distributions,	and	𝐷	is	the	Kolmogorov-Smirnov	statistic.	Where	𝑛	goes	
to	infinity,	it	is	almost	certain	than	𝐷	will	converge	to	0.		
	
The	goodness-of-fit	test	for	the	Kolmogorov-Smirnov	test	is	made	up	of	the	critical	values	of	the	
Kolmogorov-Smirnov	distribution.	The	null	hypothesis	is	rejected	if;	
Equation	5: 𝒏𝑫𝒏 > 𝑲𝜶	
For	level	α.	Where	𝐾 	is	found	from,	
Equation	6:	𝑷𝒓 𝑲 ≤ 𝑲𝜶 = 𝟏 − 𝜶	
Where	𝐾	is	the	values	in	the	Kolmogorov-Distribution,	𝐾 	are	the	critical	values	and	𝑃𝑟	is	an	
abbreviation	for	probability.	Which	is	the	probability	that	𝐾		is	less	than	or	equal	to	𝐾 	is	equal	to	
1	minus	α,	i.e.	if	the	alpha	level	is	20%	(0.2)	then	the	probability	that	𝐾		is	less	than	or	equal	to	𝐾 	
must	be	80%	(0.8).	The	asymptotic	power	of	this	test	is	1,	i.e.	a	value	greater	than	1	cannot	be	
returned	since	it	is	a	value	of	probability	and	values	greater	than	1	is	not	numerically	viable.	
	
The	description	above	is	for	the	one-sample	case,	and	the	start	point	of	the	Kolmogorov-Smirnov	
test.	The	code	implements	the	two-sample	Kolmogorov-Smirnov	test,	as	the	data	are	not	from	a	
known	distribution.		The	previously	described	test	was	a	one-sample	test	and	compared	a	given	
data	set	to	a	reference	distribution	i.e.	power	law,	exponential	or	log-normal.	A	two-sample	test	
on	the	other	hand	tests	whether	two	underlying	one-dimensional	probability	distributions	are	
drawn	from	the	same	distribution,	or	if	they	differ	i.e.	whether	our	empirical	and	synthetically	
generated	data	sets	are	from	the	same	distribution.	For	the	two-sample	case,	the	Kolmogorov-
Smirnov	statistics	varies	as	follows;	
87	
	
Equation	7:𝑫𝒏,𝒏¢ = 𝒔𝒖𝒑𝒙 𝑭𝟏,𝒏 𝒙 − 𝑭𝟐,𝒏¢ 𝒙 	
This	is	comparable	to	the	Kolmogorov-Smirnov	statistic	quoted	previously	for	a	one-dimensional	
case,	however	𝐹-, 𝑥 	and	𝐹.,¢ 𝑥 	represent	two	samples	of	which	neither	descend	directly	from	
a	known	distribution.	Here	the	null	hypothesis	is	rejected	at	level	α	if,	
Equation	8:𝑫𝒏,𝒏¢ > 𝒄(𝜶) (𝒏N𝒏¤)(𝒏𝒏¤) 	
	
3.4.2.4	Anderson-Darling	test	
	
The	Anderson-Darling	test	(figure	52),	like	the	Kolmogorov-Smirnov	test	is	a	statistical	test	of	
whether	a	given	sample	is	drawn	from	a	given	probability	distribution.	In	its	most	simple	form	it	
assumes	that	there	are	no	parameters	(nonparametric)	to	be	estimated	in	the	distribution	being	
tested.	This	means	that	the	test	and	its	critical	values	are	distribution	free,	and	are	not	bound	by	
any	assumptions	(https://en.wikipedia.org/wiki/Anderson%E2%80%93Darling_test,	February	
2016).	
	
With	respect	to	whether	a	given	distribution	satisfactorily	describes	a	data	set	the	Anderson-
Darling	test	is	regarded	as	one	of	the	most	powerful	statistical	tools	for	measuring	any	departures	
from	normality.		
	
The	code	uses	a	k-sample	Anderson-Darling	test	which	tests	whether	several	collections	of	
observations	can	be	modelled	as	coming	from	a	single	population.	However,	the	distribution	
function	does	not	have	to	be	specified	i.e.	the	Anderson-Darling	test	is	able	to	test	the	
observations	of	two	data	sets	which	are	not	generated	from	any	single	distribution.	
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The	Anderson-Darling	test	works	in	a	similar	way	to	the	Kolmogorov-Smirnov	test	but	uses	more	
rigorous	mathematics	to	calculate	the	distance	between	the	data	sets	in	question.	The	distance	
between	𝐹 𝑥 	and	𝐹(𝑥)	is	given	by	
(https://en.wikipedia.org/wiki/Anderson%E2%80%93Darling_test,	February	2016);	
Equation	9:	𝒏 (OkO 𝑭𝒏 𝒙 − 	𝑭(𝒙))𝟐𝒘(𝒙)𝒅𝑭(𝒙)	
where	𝑤(𝑥)	is	the	weighting	function,	which	describes	where	more	weight	is	placed	throughout	
the	data	set	i.e.	more	weight	in	the	tails,	middle	portion	or	equally	weighted	throughout	the	data	
set.	However,	the	Anderson-Darling	test	is	based	on	the	distance	described	below	which	varies	as	
a	function	of	the	data	𝐹(𝑥),	
Equation	10:	𝑨 = 𝒏 𝑭𝒏 𝒙 k	𝑭 𝒙 𝟐𝑭 𝒙 𝟏k𝑭 𝒙 𝒅𝑭(𝒙)OkO 	
This	equation	is	satisfied	when,	𝑤 𝑥 = 𝐹(𝑥)(1 − 𝐹 𝑥 ) k-,	meaning	that	the	Anderson-Darling	
test	puts	more	value	on	the	observations	made	in	the	tails	of	the	distribution.	
	
The	code	carries	out	a	nonparametric	k-sample	test	which	is	based	on	the	Anderson-Darling	
measure	of	agreement	between	distributions,	described	above.	This	assesses	whether	a	number	
of	random	samples	which	have	possibly	different	sample	sizes	may	have	been	drawn	from	the	
same	distribution,	where	this	distribution	is	often	unspecified.	
	
The	k-samples	test	computes	a	p-value	from	either	an	asymptotic	distribution,	simulated	
distribution	or	(limited)	exact	distribution.	These	can	all	be	carried	out	under	randomisation,	with	
or	without	ties,	or	conditionally	under	random	sampling	from	populations	given	the	observed	tie	
pattern.	This	just	means	that	the	k-samples	test	is	able	to	compute	the	p-value	under	a	variety	of	
situations,	and	can	be	adjusted	to	treat	the	data	sets	being	tested	in	different	ways.	
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The	k-sample	test	uses	the	Anderson-Darling	criterion	to	assess	the	hypothesis	that	k	independent	
samples	with	samples	sizes	𝑛-, . . . 𝑛© 	arise	from	a	common	unspecified	distribution	function	𝐹(𝑥).	
Testing	is	carried	out	conditionally	given	the	observed	tie	pattern.	
	
The	k-samples	Anderson-Darling	test	in	.R	is	described	at	(http://www.rdocumentation.org/	
“kSamples,	Anderson-Darling	Test”,	February	2016),	where	it	is	located	in	library(kSamples).	
> ad.test(…, data = NULL, method = c(“asymptotic”, “simulated”, 
“exact”), dist = FALSE, Nsim = 10000) 
• …; a	formula y~g where y contains	the	pooled	sample	values	and g	is	a	factor	(of	
same	length	as y)	with	levels	identifying	the	samples	to	which	the	elements	of y	belong 
• data;	an	optional	data	from	providing	the	variables	in	formula y~g  
• method; 
• dist; FALSE (default),	if	TRUE	the	simulated	or	fully	enumerated	vectors 
null.dist1, null.dist2 are	returned	for	the	respective	test	statistic	versions.	
Otherwise,	NULL	is	returned	when	dist=TRUE	then	Nsim<-min(Nsim, 1e8),	to	limit	
object	size 
• Nsim; 10000 (default),	number	of	simulated	sample	splits	to	use.	It	is	only	used	when 
method = “simulated”,	or	when	method = “exact” reverts	to method = 
”simulated” 
If	𝐴𝐷	represents	the	Anderson-Darling	criterion	for	k-samples,	then	its	standardised	test	statistic	
is,	
Equation	11:	𝑻. 𝑨𝑫 = (𝑨𝑫k𝝁)𝝈 	
Where	𝜇 = 𝑘 − 1	being	the	mean	and	𝜎	the	standard	deviation	of	𝐴𝐷.	This	statistic	is	then	
carried	out	for	each	of	the	data	sets	involved	in	order	to	test	the	hypothesis	that	the	samples	are	
drawn	from	the	same	unspecified	continuous	distribution	function,	𝐹(𝑥).		
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3.4.2.5	Goodness-of-fit	
	
Both	the	Kolmogorov-Smirnov	and	Anderson-Darling	tests	described	above	have	been	
implemented	in	the	incremental	and	moving	window	functions	in	order	to	test	and	quantify	the	
goodness-of-fit.	The	p-value,	which	each	of	these	tests	returns	in	R,	is	a	probability	measure	for	
whether	a	number	of	data	sets	are	equal	or	not	equal	to	data	set	to	which	they	are	proposed	to	
originate.	
	
For	example,	if	a	synthetic	power	law	dataset	based	on	the	parameters	(for	this	project	these	are	𝑥	and	α)	from	the	experimentally	acquired	data	is	used,	the	code	can	calculate	the	probability	
of	whether	these	originate	from	the	same	distribution.	Statistically	the	highest	probability	score	is	
1,	meaning	that	for	a	value	of	1	the	empirical	data	set	is	derived	from	the	same	distribution	as	the	
experimental	data	set.	0.8	is	generally	taken	to	be	an	accepted	level	of	confidence;	so	any	value	
returned	which	is	greater	or	equal	to	0.8	signifies	that	the	empirical	and	experimental	data	fit	the	
distribution	that	is	being	tested	(C.	Caiado,	personal	communication,	2016).	
	
The	code	was	also	developed	so	that	the	exponent	value	for	each	window	was	also	estimated.	
This	exponent	can	be	plotted	with	the	p-value	and	can	identify	the	areas	where	it	is	believed	the	
distribution	is	a	good	fit,	but	also	the	expected	exponent	value	at	this	point	(figure	51).	As	a	result	
of	this	it	is	possible	to	identify	areas	that	are	likely	to	be	geologically	significant	as	a	power	law.	
For	example,	a	portion	of	the	graph	where	the	p-value	produced	for	a	power	law	fit	exceeds	the	
0.8	mark,	and	in	the	same	portion	of	the	graph	also	produces	an	exponent	within	the	expected	
range.	
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In	order	to	test	the	main	hypothesis	underlying	this	study	the	goodness-of-fit	analysis	can	be	
performed	for	both	the	fault	and	fold	data	for	a	given	data	set	and	identify	whether	the	tested	
distributions	which	dominate	are	similar	or	not.	
	
3.5	Comparison	with	the	Clauset	et	al.	(2009)	code	
	
By	carrying	out	a	two-dimensional	sampling	of	fault	and	fold	length	in	the	Inner	Moray	Firth	study	
area,	the	code	produced	by	Clauset	et	al.,	(2009)	can	be	used	alongside	the	code	developed	for	
this	project.	The	Clauset	et	al.,	(2009)	code	can	now	be	used	under	the	assumption	that	alpha	(the	
exponent)	will	be	larger	than	1,	unlike	the	situation	for	one-dimensional	multiline	sampling	
method.	The	expected	exponent	value	for	this	two-dimensional	survey	should	be	in	the	range	of	-
1.1	to	-2.0	(Yielding	et	al.,	1996)	for	a	power	law	distribution.	
	
The	statistical	analysis	developed	in	this	study	enabled	a	comparison	of	the	results	with	those	
produced	by	the	Clauset	et	al.,	(2009)	methods.	This	enables	consistency	of	both	codes	to	be	
assessed,	and	makes	an	easy	comparison	between	this	code	and	the	developed	code	for	this	
project.	
	
However,	the	analysis	methods	vary	in	one	potentially	significant	aspect.	The	Clauset	et	al.,	(2009)	
method	assumes	the	whole	of	the	data	to	be	one	population,	whereas	the	method	developed	in	
this	study	takes	into	account	that	the	data	could	belong	to	several	populations.	This	means	that	
comparisons	cannot	be	made	directly	between	the	results	of	the	two	methods	without	making	
adjustments.	
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In	the	original	paper	by	Clauset	et	al.,	(2009)	a	number	of	non-geological	data	sets	were	used	in	
order	to	test	the	code	which	they	had	developed.	The	data	sets	comprised	continuous	and	
discrete	sets,	as	well	as	a	mix	of	data	sets	controlled	by	power	law	and	other	distributions.	The	
data	sets	compared	from	the	Clauset	et	al.,	(2009)	paper	were:	the	number	of	customers	affected	
in	electrical	blackouts	in	the	United	States	between	1984	and	2002	(Newman,	2005),	the	human	
population	of	cities	in	the	United	States	in	the	2000	Census	
(http://tuvalu.santafe.edu/~aaronc/powerlaws/data.htm,	June	2016),	the	size	in	acres	of	wildfires	
occurring	on	United	States	federal	land	between	1986	and	1996	(Newman,	2005)	,	peak	gamma-
ray	intensity	of	solar	flares	between	1980	and	1989	(Newman,	2005),	the	number	of	links	to	web	
sites	found	in	a	1997	web	crawl	of	about	200	million	web	pages	(Broder	et	al.,	2000)	and	the	
frequencies	of	occurrence	of	United	States	family	names	in	the	1990	census	
(http://tuvalu.santafe.edu/~aaronc/powerlaws/data.htm,	June	2016)	.	These	data	sets	were	
proposed	to	have	a	mix	of	distributions.	
	
As	most	of	these	data	sets	are	readily	available	to	the	public,	they	provide	a	powerful	test	of	the	
statistical	methods	and	a	mechanism	to	gain	insight	into	the	functionality	of	their	statistical	codes.	
This	enables	the	results	to	be	compared	between	the	project	code	and	their	code	when	carried	
out	on	the	same	data	sets.	
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Figure	53:	Inner	Moray	Firth	fault	data	and	fold	data	comparison	of	p-values	
	
Figure	54:	Inner	Moray	Firth	fault	data	and	fold	data	comparison	of	p-values	
	
The	results	of	the	Kolmogorov-Smirnov	test	demonstrate	agreement	between	the	Clauset	and	
project	code.	For	the	Anderson-Darling	test	the	same	trend	continues	with	the	project	and	
Clauset	code	forming	a	good	agreement.	
	
	 	
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
IMF	Faults IMF	Folds
p-
va
lu
e
Data	Set
Kolmogorov-Smirnov
Clauset
Project
0
0.05
0.1
0.15
0.2
0.25
0.3
IMF	Faults IMF	Faults IMF	Folds IMF	Folds
p-
va
lu
e
Data	Set
Anderson-Darling
Clauset
Project
94	
	
4.	Repeatability	and	method	testing	using	data	from	the	Gullfaks	
study	area	
4.1	Introduction	
	
The	first	aim	of	this	chapter	is	to	test	the	repeatability	of	the	one-dimensional	multiline	sampling	
method	by	comparing	previously	published	fault	throw	data	from	the	Gullfaks	area	with	fault	
throw	data	I	have	extracted	from	Statoil’s	horizon	depth	maps.	Fossen	and	Rørnes	published	a	
paper	in	1995	entitled	“Properties	of	fault	populations	in	the	Gullfaks	Field,	northern	North	Sea”.	
In	this	paper	they	estimated	the	power	law	exponent	of	a	number	of	different	fault	populations	
within	the	Gullfaks	Field,	using:	EW	sample	lines	across	the	entire	depth	map,	EW	and	NS	lines	
across	the	entire	depth	map,	EW	lines	from	the	Domino	Area,	EW	lines	across	the	NS	striking	
faults,	EW	lines	across	the	NS	striking	intra-block	faults,	EW	lines	across	the	NNE-SSW	striking	
faults,	and	NS	lines	across	the	EW	striking	faults.	
	
The	second	aim	of	this	chapter	is	to	assess	the	methodology	described	in	this	project,	and	to	also	
validate	these	methods	by	comparing	the	results	in	this	paper	against	those	that	have	been	
published.	This	will	be	achieved	by	comparing	the	fault	throw	data	obtained	for	the	Statfjord	
horizon	by	Fossen	and	Rørnes	to	fault	throw	data	obtained	from	Statoil	depth	maps.	
	
4.2.	Extracting	fault	throw	data	from	the	Statoil	depth	maps	
	
ArcMap	was	used	to	“GeoReference”	Statoil’s	Statfjord	depth	map	in	figure	55,	which	also	has	the	
distinct	deformation	zones	highlighted.	This	allowed	the	accurate	addition	of	EW	and	NS	sample	
lines	across	the	map,	exactly	as	Fossen	and	Rørnes	did	for	their	study	(figure	56	and	57).	There	
were	64	EW	lines	spaced	at	200m	intervals	for	a	total	length	of	510km,	and	24	NS	lines	spaced	at	
437.5m	for	a	total	width	of	240km.	
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Figure	55:	a	depth	map	of	the	Statfjord	horizon	showing	the	fault	systems,	the	area	circled	in	blue	represents	the	
Domino	Zone	and	the	are	circled	in	red	represents	the	Accommodation	zone	
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Figure	56:	EW	lines	on	the	Statoil	depth	map	for	the	Statfjord	Horizon	georeferenced	in	ArcMap	
	
Figure	57:	NS	lines	on	the	Statoil	depth	map	for	the	Statfjord	Horizon	georeferenced	in	ArcMap	
	
Having	done	this,	the	fault	throw	data	set	was	acquired	by	going	along	each	line	and	measuring	
the	throw	over	each	fault	that	the	line	intersects.	The	depth	maps	were	contoured	to	20m	
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meaning	that	for	faults	with	an	offset	of	less	than	20m	could	only	be	measured	as	20m.	As	a	result	
of	this	it	is	likely	that	their	throw	has	been	over-estimated	due	to	the	limited	precision.	The	effect	
of	this	contouring	can	be	seen	in	the	results	reported	later	in	this	chapter.	
	
This	process	was	repeated	for	each	of	the	fault	populations	described	by	Fossen	and	Rørnes	(EW	
lines,	EW	and	NS	lines,	NS	striking	faults	major	fault	in	the	Domino	Zone	(DZ),	NS	striking	
intrablock	faults	DZ,	NNE-SSW	striking	faults	DZ,	EW	striking	faults	DZ	and	all	fault	in	the	Domino	
Zone)	using	the	same	EW	and/or	NS	lines	that	they	used.	
	
The	major	fault	system	and	many	of	the	minor	faults	in	this	region	strike	NS,	because	of	this	the	
EW	lines	form	a	more	comprehensive	data	set	for	throw	values	compared	to	the	NS	lines	as	they	
intersect	the	fault	plane	orthogonal	to	the	strike.	Whereas	the	NS	lines	run	parallel	to	the	strike	
and	do	not	necessarily	intersect	the	faults	hanging	wall	and	footwall.	Some	of	the	faults	have	a	
slight	curvature	in	their	strike	so	the	NS	lines	intersect	the	hanging	wall	of	the	same	fault	plane	
twice	without	crossing	the	footwall.	This	does	not	produce	a	value	and	contributes	to	a	small	
number	of	faults	being	provided	by	the	NS	lines.	
	
The	values	from	the	Fossen	and	Rørnes	paper	were	digitised	using	
(http://arohatgi.info/WebPlotDigitizer/app/,	April	2016)	and	these	were	plotted	against	the	
values	collected	from	the	depth	map	to	visually	compare	the	data.	After	doing	this	visual	
comparison,	the	data	sets	acquired	from	the	depth	maps	were	analysed	in	order	to	compare	the	
raw	data	and	to	test	the	difference	in	methods	between	calculating	the	power	law	exponent.	
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The	data	sets	were	plotted	together	on	the	same	axis	to	visually	analyse	where	they	are	similar	
and	where	they	are	not.	The	results	of	this	can	be	seen	in	figures	62a,	b,	c,	d,e,	f	and	g	later	
figures	in	the	chapter.	
	
There	were	four	different	methods	implemented	in	order	to	calculate	the	power	law	exponent.	
The	first	method	was	to	calculate	the	gradient	manually	from	the	straight	line	segment	of	the	
data	plotted	on	log-log	axis,	this	was	done	using	the	same	upper	and	lower	cut-offs	in	throw	value	
that	Fossen	and	Rørnes	imposed	on	their	data.	The	second	method	was	to	repeat	the	first	method	
but	it	was	calculated	without	any	imposed	boundaries.		The	gradient	was	manually	calculated	
using	the	following	equation;	
Equation	12:	𝜶 = 𝒅𝒚𝒅𝒙 = 𝐥𝐨𝐠𝒚𝟏 k𝐥𝐨𝐠 𝒚𝟐𝐥𝐨𝐠 𝒙𝟏k 𝐥𝐨𝐠 𝒙𝟐	
The	third	method	was	to	evaluate	the	data	in	R.	using	the	boundaries	imposed	by	Fossen	and	
Rørnes,	and	finally	evaluating	the	data	in	R.	without	these	boundaries.		This	was	carried	using	
Equation	13:	𝐥𝐨𝐠 𝒚 = 𝐥𝐨𝐠 𝑪 −𝜶𝐥𝐨𝐠	(𝒙)	
Re-arranged	for	𝛼(this	equation	satisfies	a	straight	line),	this	was	implemented	in	the	code	
developed	for	this	project	in	order	to	calculate	the	gradient	at	the	point	at	which	the	p-value	was	
highest.	
	
After	doing	this	for	the	Statfjord	Horizon	it	was	necessary	to	repeat	the	process	for	the	Etive	
Horizon	depth	map	in	figure	58,	with	the	distinct	deformation	zones	highlighted.		The	method	
described	above	was	implemented	in	the	exact	same	way	and	the	map	was	“GeoReferenced”	in	
ArcMap	and	the	EW	and	NS	sample	lines	added	(figure	59	and	60).	These	data	were	compared	to	
the	results	collected	from	TrapTester	(the	main	methodology	of	this	project);	the	seismic	data	in	
TrapTester	were	modelled	in	the	way	described	in	chapter	3.2.1.	The	same	sample	line	spacing	
(64	EW	lines	spaced	at	200m	intervals	for	a	total	length	of	510km,	and	24	NS	lines	spaced	at	
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437.5m	for	a	total	width	of	240km)	was	also	applied	in	TrapTester	when	exporting	the	throw	
values	to	ensure	that	the	data	sets	both	arise	from	the	same	geological	location,	in	order	to	most	
accurately	compare	them.	
	
Figure	58:	a	depth	map	of	the	Etive	horizon	showing	the	fault	systems,	the	area	circled	in	blue	represents	the	Domino	
Zone	and	the	are	circled	in	red	represents	the	Accommodation	zone	
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Figure	59:	EW	lines	on	the	Statoil	depth	map	for	the	Etive	Horizon	georeferenced	in	ArcMap	
	
Figure	60:	NS	lines	on	the	Statoil	depth	map	for	the	Etive	Horizon	georeferenced	in	ArcMap	
	
101	
	
4.3	Depth	conversion	
	
Unlike	the	depth	maps	which	are	contoured	in	meters	the	results	from	TrapTester	are	measured	
in	TWTT	(ms).	As	a	result	of	this	the	data	acquired	from	TrapTester	needed	to	be	depth	converted	
and	this	was	carried	out	using	the	well	logs	provided	by	Statoil.	
	
A	velocity	profile	was	established	(table	2)	by	taking	the	average	velocity	for	a	given	depth	range	
from	the	well	log	data	where	the	Etive	Horizon	occurs.	The	minimum	and	maximum	values	from	
each	depth	range	were	used	to	form	the	error	bars	on	the	velocity	values.	These	were	then	
plotted	on	the	Vp	against	depth	graph	(figure	61)	to	check	that	they	were	still	true	to	the	data	set.	
This	was	done	in	order	to	verify	that	the	values	used	had	not	been	influenced	by	an	anomaly	in	
the	data	occurring	from	a	sampling	error,	or	a	disproportionately	larger	or	smaller	value	as	a	
result	of	a	geological	unconformity.	
Depth	Intervals,	TVD	(m)	 Depth	Point	 Vp,	m/s	
1780-1880	 1830	 2315.925	
1880-1980	 1930	 2496.573	
1980-2080	 2030	 2713.914	
2080-2180	 2130	 3122.555	
2180-2258	 2230	 5084.79	
Table	2:	the	Vp	used	for	each	depth	interval	with	Vp	taken	for	the	lower	end	of	the	interval	
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Figure	61:	shows	Vp	against	depth	with	the	velocity	profile	(red)	used	plotted	to	highlight	that	the	values	used	were	
accurate	to	the	well	logs	(blue)	
	
After	forming	this	velocity	profile	the	TWTT	values	from	TrapTester	were	depth	converted	using	
the	following	equation;	
Equation	14:	𝑫 = 𝑻𝑾𝑻𝑻𝟐 𝒗	
Then	every	value	in	the	velocity	profile	was	applied	to	all	the	TWTT	values	exported	from	
TrapTester.	This	formed	a	minimum,	average,	and	maximum	depth	value	for	each	point	in	the	
dataset.	From	these	three	values,	the	average	was	plotted	as	the	main	line	on	the	graph,	and	the	
minimum	and	maximum	were	added	as	horizontal	error	bars.	
	
Having	finalised	the	TrapTester	data	set	and	put	it	in	the	same	form	as	the	depth	map	values	they	
were	plotted	on	the	same	axis	(figure	65,	66	and	67)	in	order	to	compare	the	two	data	sets.	This	
was	done	to	validate	the	primary	method	of	this	project,	i.e.	obtaining	fault	throw	(and	fold	
amplitdude)	data	from	seismic	interpretations	carried	out	in	TrapTester	and	Petrel,	the	results	of	
this	are	reported	later	in	the	chapter.	
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4.4	Spatial	distribution	of	faulting	and	extension	
	
An	analysis	of	the	spatial	distribution	of	faults	within	the	Gullfaks	field	was	also	carried	out	as	a	
secondary	method	to	validate	and	analyse	the	data.	This	method	aims	to	measure	the	
heterogeneity	of	displacement	and	throw	for	individual	fractures	sampled	along	a	line	(Putz-
Perrier	and	Sanderson,	2008).	It	also	provides	a	statistic	that	can	be	used	to	test	for	any	significant	
departures	from	a	uniform	distribution.		
	
This	approach	provides	an	additional	tool	to	assess	the	consistency	of	the	horizon	maps	obtained	
from	TrapTester	and	Statoil.	The	significance	of	this	is	that	if	the	maps	are	representing	the	same	
geology	as	each	other	the	results	from	the	Fossen	and	Rørnes	data	comparison	will	hold	more	
significance	in	the	validation	of	the	methods	of	this	paper.	This	survey	was	carried	out	on	the	
Etive	Horizon	depth	maps	(figures	58,	58	and	60).	
	
The	maps	were	“Georeferenced”	in	ArcMaps	as	had	been	previously	done	for	the	Fossen	and	
Rørnes.	A	layer	was	then	created	in	ArcMaps	which	consisted	of	three	EW	lines	and	three	NS	
lines.	When	applied	to	the	other	maps	this	ensured	that	they	were	in	the	exact	same	position	
making	it	as	accurate	as	possible.	
	
The	distance	across	each	line	was	measured	until	a	fault	was	reached.	At	this	point	a	fault	
number,	fault	throw	and	distance	across	the	line	to	the	fault	were	recorded.	This	process	was	
repeated	for	every	EW	and	NS	lines	on	each	map.	All	these	values	were	then	added	together	so	
that	there	was	a	cumulative	distance,	cumulative	throw	and	fault	number	for	each	line,	following	
the	method	described	by	Putz-Perrier	and	Sanderson	(2008).	
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These	data	were	then	plotted	with	cumulative	distance	against	fault	number,	and	cumulative	
distance	against	cumulative	throw	enabling	all	the	characteristics	of	each	line	to	be	plotted	on	
each	graph.	This	also	allowed	for	the	same	line	of	each	map	to	be	plotted	on	the	same	graph	to	
give	a	direct	comparison.	These	lines	were	then	characterised	by	the	description	laid	out	in	the	
paper	from	Putz-Perrier	and	Sanderson	(2008).	For	the	cumulative	throw	against	cumulative	
distance,	a	low	gradient	suggests	smaller	throw	vales	whereas	steeper	slopes	relate	to	larger	
throw	vales,	constant	gradients	show	homogeneously	distributed	deformation	and	slopes	with	
large	steps	and	gradient	changes	represent	localised	deformation.	For	fault	number	against	
cumulative	distance,	a	low	gradient	shows	that	faulting	has	occurred	at	low	frequencies,	a	steep	
slope	shows	faulting	which	is	occurring	at	a	high	frequency,	a	constant	gradient	shows	
homogeneous	faulting,	and	a	varying	gradient	relates	to	heterogeneously	distributed	faults.	
	
Being	able	to	characterise	the	throw	and	distribution	of	the	faults	across	each	of	the	lines	
surveyed	made	it	possible	to	compare	the	throw	and	distribution	for	the	same	line	on	each	map.	
It	is	then	possible	to	compare	between	the	same	horizons	and	assess	whether	they	are	showing	
that	the	faults	are	distributed	in	the	same	way	with	a	similar	cumulative	throw.	For	the	Statfjord	
Horizon	one	of	the	maps	used	by	Fossen	and	Rørnes	were	not	accessible,	so	the	spatial	analysis	
can	only	be	carried	out	for	the	Etive	Horizon.	The	maps	used	for	the	Etive	Horizon	in	this	survey	
were	the	same	as	those	used	in	the	depth	map,	power	law	distribution	method,	so	the	results	of	
the	Putz-Perrier	survey	can	be	used	to	assess	whether	they	reflect	the	same	geology.		
	
The	results	of	this	data	comparison	are	reported	below.	
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4.5	Results	
4.5.1	Throw	population	data	
	
The	graphs	of	the	digitised	Fossen	and	Rørnes	data	plotted	alongside	the	data	from	the	Statoil	
depth	maps	can	be	seen	in	figures	62a,	b,	c,	d,	e,	f	and	g		shown	on	the	next	page.	
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a	 	 b 	
c 	 d 	
e	 	 f 	
g 	
	
	
Figure	62:	shows	the	results	from	our	Depth	Map	survey	compared	to	the	
digitised	values	from	Fossen	and	Rørnes	(1995)	
	
a:	EW	lines	
b:	EW	and	NS	lines	
c:	NS	striking	major	faults	DZ	
d:	NS	striking	intrablock	faults	DZ	
e:	NNESSW	striking	faults	DZ	
f:	EW	striking	faults	DZ	
g:	all	Domino	Zone	faults	
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The	graph	of	the	EW	lines	across	the	entire	depth	maps	(figure	62a)	shows	a	reasonable	visual	fit	
to	the	data	from	Fossen	and	Rørnes	across	the	entire	data	set.	In	particular,	the	slope	of	the	
straight	line	segment	(between	ca.	10	and	ca.	100m	throw)	is	similar	in	both	datasets.	This	
suggests	that	the	use	of	depth	maps	as	a	methodology	is	good	when	compared	to	results	which	
have	already	been	published.	
	
Moving	on	to	the	EW	and	NS	lines	across	the	entire	depth	map	(figure	62b)	there	is	an	evident	
deviation	from	the	Fossen	and	Rørnes	data	and	the	throws	on	faults	measured	on	the	depth	map	
are	generally	higher	than	the	published	throw	values.	However,	the	depth	map	data	
demonstrates	the	same	overall	distribution	as	the	Fossen	and	Rørnes	data,	and	the	data	ends	at	
roughly	the	same	throw	value.	
	
Figure	62c	shows	the	results	of	the	EW	lines	along	the	NS	striking	faults	in	the	Domino	Area.	These	
results	show	an	incredibly	good	fit	to	the	Fossen	and	Rørnes	data	with	only	a	small	deviation	from	
their	data	in	the	left-hand	tail	of	the	graph.	The	EW	lines	along	the	NS	striking	intra-block	faults	in	
the	Domino	Area	(figure	62d)	does	not	show	a	good	fit	to	the	Fossen	and	Rørnes	data.	Although	
the	data	do	still	mirror	a	similar	distribution	curve	to	that	of	Fossen	and	Rørnes	the	actual	throw	
values	appear	to	be	much	larger	than	those	reported	by	Fossen	and	Rørnes.	The	reason	why	the	
depth	map	reports	much	larger	throw	values	than	those	reported	by	Fossen	and	Rørnes	in	this	
graph	is	due	to	the	intra-block	faults	having	much	smaller	throw	values	which	can	only	be	
measured	at	a	smallest	value	of	20m.	
	
When	data	is	covering	at	least	one	order	of	magnitude	it	becomes	much	easier	to	define	the	
populations.	However	in	this	instance	the	data	does	not	cover	an	order	of	magnitude	since	they	
are	intrablock	faults	(so	therefore	smaller)	and	the	depth	map	is	contoured	at	20m	resulting	in	
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faults	not	being	able	to	be	read	to	a	smaller	size.	As	a	result	of	this,	in	fault	populations	which	
would	be	expected	to	have	small	throw	values	there	is	a	large	concentration	of	values	at	20,	40,	
60m	because	the	throw	cannot	be	read	to	a	small	precision	between	these	values.	This	can	be	
very	clearly	seen	in	figure	62d,	and	it	may	be	that	if	the	depth	map	was	contoured	to	a	smaller	
vertical	interval,	the	data	would	form	a	closer	fit	to	the	results	of	Fossen	and	Rørnes.	On	the	
whole	this	lack	of	range	over	a	magnitude	makes	it	difficult	to	define	the	fault	population.	
	
This	can	also	be	seen	in	figure	62f,	the	graph	of	NS	lines	along	the	EW	striking	faults	in	the	Domino	
Area.	Like	the	intra-block	faults	these	form	a	minor	fault	and	fracture	system	and	do	not	have	
especially	large	throw	values.	It	can	be	seen	that	there	is	a	large	concentration	of	values	at	20	and	
40m.	Unlike	the	intra-block	faults	however	this	graph	visually	shows	the	data	sets	forming	a	closer	
fit	to	each	other.	
	
The	graph	of	the	NNE-SSW	striking	faults	along	EW	lines	(figure	62e),	does	not	demonstrate	this	
characteristic	shown	in	the	previous	two	graphs	since	there	are	fewer	very	small	faults.	The	graph	
then	shows	a	very	close	fit	between	both	the	data	sets,	with	the	depth	map	data	as	it	has	
previously	showing	the	same	distribution	curve	as	the	Fossen	and	Rørnes	data.	
	
The	final	data	set	reports	values	for	all	faults	in	the	Domino	Area	(figure	62g).	Since	the	data	set	is	
now	much	larger	the	influence	of	the	20m	contouring	has	been	diminished	and	the	effect	
minimised	by	the	much	larger	throw	values	and	cumulative	number.	The	data	demonstrates	a	
very	good	fit	to	the	data	of	Fossen	and	Rørnes.	
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There	 is	a	strong	correlation	between	the	majority	of	 the	graphs;	however,	one	aspect	which	 is	
consistent	throughout	is	the	difference	in	left-hand	truncation	between	graphs.	This	is	caused	by	
the	 20m	 contouring	 on	 the	 graphs	 not	 allowing	 a	 smaller	 precision	 to	 be	 read,	 and	 hence	 not	
allowing	a	tail	on	the	left-hand	side	to	be	well-defined.	
	
The	result	of	this	poor	left-hand	definition	is	a	steepening	effect	on	the	exponent	since	there	is	a	
large	 concentration	 of	 values	 at	 20m.	 These	 would	 otherwise	 have	 been	 part	 of	 the	 left-hand	
truncation	 which	 is	 missing	 in	 the	 graphs	 produced	 from	 the	 depth	 maps.	 This	 is	 particularly	
noticeable	in	the	fault	populations	that	only	consider	the	intra-block	or	non-major	faults	and	can	
be	seen	in	figures	62d,	e	and	f.		
	
When	fitting	the	best	fit	lines	to	these	graphs	to	calculate	the	gradient	it	means	there	is	a	“pillar”	
of	values	at	20m	which	allow	the	best	fit	line	to	be	rotated	yet	still	cross	a	number	of	points	as	a	
best	 fit	 line	should.	 If	 these	points	were	spread	 into	a	tail	of	smaller	values	there	would	be	 less	
room	for	rotation	of	the	best	fit	line,	and	for	it	to	also	still	be	a	fit.	Consequently,	the	exponents	
calculated	by	this	method	are	all	steepened	in	comparison	to	the	Fossen	and	Rørnes	data	which	
does	have	left-hand	truncation.		
	
In	summary,	the	use	of	the	Statoil	depth	maps	to	mimic	the	methods	of	Fossen	and	Rørnes	
produced	good	results,	particularly	for	large	numbers	of	sampled	faults	with	throws	greater	than	
20m,	and	the	depth	map	method	at	least	partly	validated	this	good	comparison.	
	
Following	the	initial	plotting	and	visual	comparison	of	the	data,	the	exponent	was	calculated	for	
each	depth	map	data	set	by	the	methods	already	described.	These	values	were	then	compared	to	
the	exponent	values	calculated	by	Fossen	and	Rørnes	for	their	data	sets.	Figure	63	shows	the	
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exponent	when	calculated	manually	and	with	.R	using	the	boundaries	Fossen	and	Rørnes	imposed	
on	the	data,	along	with	the	exponents	from	their	paper.	Figure	64	shows	the	exponent	when	
calculated	manually	and	with	.R	without	imposing	any	boundaries	on	the	data,	also	plotted	with	
the	exponents	from	Fossen	and	Rørnes.	
	
Figure	63:	exponent	calculated	with	imposed	boundaries	from	Fossen	and	Rørnes.	Error	bar	derivation	explained	in	
text	
	
Fault	Population	 Boundary	(cumulative	number)	
EW	lines	 100-190	
EWNS	lines	 10-100	
EWNS	lines	 100-190	
All	Domino	Zone	 8-90	
All	Domino	Zone	 90-190	
N-S	Striking	Domino	 8-100	
N-S	Striking	Domino	 100-190	
NS	Striking	Intrablock	Domino	 20-50	
NNE-SSW	Striking	Domino	 14-100	
E-W	Striking	Domino	 18-60	
Table	3:	outlines	the	boundaries	which	were	identified	by	Fossen	and	Rørnes	
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Figure	64:	exponent	calculated	with	no	imposed	boundaries.	Error	bar	derivation	explained	in	text	
	
These	exponent	values	have	been	plotted	along	with	standard	deviation	error	bars	to	highlight	
where	and	where	not	the	exponents	produced	from	the	different	methods	are	a	good	fit.	The	
error	bars	were	calculated	by	using	the	standard	deviation	from	the	Fossen	and	Rørnes	exponent	
values	and	the	manual	values	or	the	R	values.	Having	calculated	these	values	in	Excel,	this	was	
made	into	a	percentage	error	of	the	published	values.		As	one	can	see,	where	Fossen	and	Rørnes	
identified	more	than	one	power	law	trend	the	second	consistently	appears	to	form	a	poorer	fit	
than	the	first	power	law	trend	identified	within	the	given	fault	populations.	
	
The	fault	populations	which	Fossen	and	Rørnes	believed	to	contain	just	one	power	law	
distribution	(figure	63	and	64)	show	a	good	fit,	similar	to	that	of	the	first	power	law	segment	of	
the	figures	containing	two	distributions.	However,	although	the	NS	intrablock	domino	faults	
contain	only	one	distribution	they	do	not	show	a	good	fit	between	the	exponent	values.	This	is	
believed	to	be	because	of	the	aforementioned	poor	definition	of	the	left-hand	truncation	which	is	
particularly	evident	in	this	fault	population.	
	
0
0.5
1
1.5
2
2.5
3
Ex
po
ne
nt
No	Boundaries
Paper
Manuel
.R
112	
	
It	seems	that	the	exponent	values	form	a	better	fit	when	no	boundaries	are	imposed	on	the	data.	
It	also	appears	to	be	that	the	agreement	between	the	manual	and	R	calculated	exponent	values	
are	much	better	than	their	corresponding	published	results	(figure	63	and	64).	It	is	most	likely	that	
the	reason	for	this	is	that	the	manual	and	R	values	are	derived	from	the	same	data	set,	and	
compared	to	the	published	exponent	values	which	are	derived	from	a	different	data	set.	This	
highlights	that	the	exponent	values	are	incredibly	sensitive	to	both	the	method	that	they	are	
derived	from	and	also	the	data	set,	despite	the	close	fit	between	the	two	data	sets.	
	
Fault	throw	data	derived	from	depth	maps	of	the	Etive	Horizon	in	the	Gullfaks	field	are	plotted	in	
figures	65,	66	and	67.	In	these	graphs	the	same	20m	contours	stop	the	development	of	left-hand	
truncation	which	causes	a	steepening	of	the	gradient	at	this	point	as	it	causes	an	over	estimation	
of	the	smaller	fault	throws.	This	is	evident	in	all	the	graphs,	in	particularly	the	graph	of	the	NS	
lines	(figure	66).		
	
The	NS	lines	travel	along	the	strike	of	the	major	fault	systems,	i.e.	run	parallel	to	the	hanging	wall	
and	the	footwall	of	the	major	faults	therefore	causing	the	NS	lines	to	not	measure	these	faults.	As	
the	major	faults	do	not	contribute	a	significant	number	of	throw	values	the	population	is	then	
dominated	by	minor	faults.	These	minor	faults,	as	has	been	previously	stated	can	only	be	
measured	to	a	minimum	of	20m	resulting	in	over	estimation	of	the	fault	throw	value	and	a	
consequent	steepening	effect	on	the	depth	map	values.	As	TrapTester	can	measure	a	fault	throw	
precisely	it	has	caused	the	comparison	of	throw	values	along	the	NS	lines	to	not	closely	follow	
each	other.	There	are	also	40	less	NS	lines	(24	lines)	than	there	are	EW	lines	(64	lines)	which	will	
also	produce	a	smaller	data	set	making	it	less	likely	to	span	at	least	one	order	of	magnitude	so	
therefore	less	comparable	to	the	TrapTester	data.		
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In	figure	67	the	presence	of	these	major	faults	reduces	the	influence	of	the	20m	contours	and	
flattens	the	left-hand	tail	but	still	not	in	a	way	comparative	to	TrapTester.	However	in	published	
works	the	focus	of	the	data	has	been	on	the	middle	portion	for	which	figure	67	shows	a	good	fit	
between	the	depth	map	data	and	depth	converted	TrapTeste	data	for	both	the	EW	and	NS	lines.	
	
	
Figure	65:	EW	lines	for	the	Etive	horizon	with	depth	converted	values	from	TrapTester	and	values	from	the	Statoil	
depth	map	with	error	bars	highlighting	the	maximum	and	minimum	depth	which	it	could	be	given	the	seismic	
velocity	data	
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Figure	66:	NS	lines	for	the	Etive	horizon	with	depth	converted	values	from	TrapTester	and	values	from	the	Statoil	
depth	map	with	error	bars	highlighting	the	maximum	and	minimum	depth	which	it	could	be	given	the	seismic	
velocity	data	
	
	
Figure	67:	EW	and	NS	lines	for	the	Etive	horizon	with	depth	converted	values	from	TrapTester	and	values	from	the	
Statoil	depth	map	with	error	bars	highlighting	the	maximum	and	minimum	depth	which	it	could	be	given	the	seismic	
velocity	data	
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TrapTester	on	the	other	hand	measures	throws	to	a	level	below	the	seismic	resolution	and	so	
includes	noise	in	the	dataset	it	returns.	To	combat	this	effect,	the	datasets	have	been	cut	off	at	a	
value	of	4ms	as	values	smaller	than	this	are	below	the	seismic	sample	interval	for	these	data	and	
can	therefore	only	be	considered	to	be	noise	and	not	part	of	the	fault	population.	
	
The	results	of	these	graphs	suggest	that	TrapTester	can	be	validated	as	a	good	method	despite	
the	poor	fit	in	the	NS	lines	data.	This	is	because	the	NS	lines	follow	the	strike	of	the	major	faults	
which	results	in	a	data	set	made	up	of	the	minor	faults,	because	of	the	20m	contours	on	the	
depth	maps	it	causes	the	minor	fault	throws	to	be	overestimated.	It	is	also	generally	felt	that	
because	of	the	reduced	number	of	NS	lines	in	comparison	to	the	number	of	EW	lines	it	is	a	less	
comparable	stand-alone	data	set,	but	when	combined	in	the	EW	and	NS	data	set	the	influence	of	
these	overestimated	smaller	fault	throw	values	and	smaller	data	sets	is	not	heavily	observed.	For	
the	EW	lines,	and	EW	and	NS	lines	there	is	a	very	good	fit	in	the	middle	portion	of	the	data	which	
is	the	area	where	the	relevant	distributions	occur	it	strongly	supports	the	agreement	between	the	
two	methodologies.	For	the	EW	lines	(figure	65)	this	middle	portion	is	between	ca.	90	and	ca.	300,	
and	for	the	EW	and	NS	lines	(figure	67)	this	also	falls	between	about	ca.	90	and	ca.	300.		As	a	
result	of	the	previous	validation	between	the	Statfjord	Horizon	results	from	Fossen	and	Rørnes	
and	the	depth	maps,	validates	the	choice	of	methodology	for	this	project	because	of	the	
agreement	with	results	acquired	by	different	methods	for	the	same	data.	
	
4.5.2	Spatial	distribution	of	faults	and	extension	
	
An	analysis	of	the	spatial	distribution	of	faults	and	extension	has	been	carried	out	for	the	Etive	
Horizon	to	assess	whether	the	two	fault	maps	(figure	68	and	69)	are	spatially	consistent.	This	
survey	was	not	carried	out	on	the	Statfjord	Horizon	as	there	was	no	access	to	the	map	used	by	
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Fossen	and	Rørnes	and	therefore	no	comparison	to	where	the	data	was	gathered.	The	results	of	
this	survey	on	the	Etive	Horizon	can	be	seen	in	figures	70a,	b,	c,	d,	and	e.	
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Figure	68:	Etive	Horizon	depth	map	with	three	EW	and	three	NS	lines	
	
Figure	69:	Etive	Horizon	in	TraptTester	with	three	EW	and	three	NS	lines	which	are	positioned	the	same	as	in	figure	
68	
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a 	 b 	
c 	 d 	
e 	
	
Figure	70:	graphs	showing	the	spatial	distribution	of	faults	and					
extension	throughout	the	different	depth	maps	
a:	EW1	
b:EW2	
c:	EW3	
d:	NS1	
e:	NS2		
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For	figure	70a	which	represents	the	first	EW	line,	this	shows	that	the	depth	map	line	crossed	
relatively	homogeneous	faults	of	a	constant	throw	with	a	high	frequency.	The	TrapTester	map	
showed	faults	of	constant	throws	which	were	also	homogeneously	distributed	with	low	
frequency.	The	main	reason	for	the	difference	in	distribution	is	that	the	TrapTester	data	has	only	
interpreted	the	major	fault	systems	and	has	not	interpreted	all	of	the	minor	faults.	Although	it	is	
able	to	read	the	throw	of	a	fault	to	a	higher	degree	of	accuracy	than	the	depth	maps	can	there	is	
less	interpretation	of	minor	fault	and	fracture	systems	which	impacts	on	the	frequency	measure.		
As	a	result	of	this	the	frequency	of	fault	recorded	is	lower,	a	pattern	which	was	observed	
throughout	the	results.	
	
The	second	EW	line	(figure	70b)	shows	a	mixture	of	localised	and	homogeneous	high	frequency	
throw	values	for	the	depth	map	with	evidence	of	a	step	in	the	data.	The	TrapTester	data	shows	
localised	deformation	at	a	homogeneous	frequency.	The	last	EW	line	(figure	70c)	shows	localised	
deformation	in	both	the	depth	map	and	TrapTester	data.	However,	the	depth	map	showed	high	
frequency	fault	distribution	and	the	TrapTester	faults	at	a	low	frequency.	This	difference	in	
frequency	distribution	largely	expected	because	of	the	difference	in	detail	between	maps.	
	
The	three-dimensional	data	in	TrapTester	covers	a	smaller	area	than	the	depth	map,	this	can	be	
seen	in	the	difference	between	figure	70a	and	figure	70b.	This	is	also	a	possible	reason	for	the	
difference	in	frequencies	of	the	faults,	however	the	depth	maps	only	contain	data	in	a	small	
portion	of	the	area	extends	beyond	the	TrapTester	data.	This	is	the	Accommodation	Zone	which	
only	extends	in	the	upper	NE	portion	of	the	map	and	as	a	result	of	the	lack	of	the	Accommodation	
Zone	in	the	TrapTester	data,	there	are	only	two	NS	lines	on	which	a	spatial	analysis	can	be	carried	
out.		
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For	the	first	of	the	NS	lines	(figure	70d)	the	depth	map	data	are	characterised	as	being	localised	
deformation	which	is	with	a	high	frequency.	The	TrapTester	data	also	has	evidence	of	localised	
deformation	suggesting	that	there	is	a	good	portion	of	homogeneous	deformation	as	well.	As	is	
expected	from	previous	explanations,	these	data	are	show	lower	frequency.	The	last	line	(figure	
70e)	shows	the	depth	map	data	to	come	from	a	mixture	of	homogeneous	and	localised	
deformation	and	to	be	distributed	at	a	high	frequency.	The	TrapTester	data	shows	localised	
deformation	and	is	distributed	at	a	low	frequency.	
	
The	throw	on	the	depth	map	and	throw	from	TrapTester	do	not	extend	to	the	same	throw	value	
as	TrapTester	is	comprised	of	fewer	faults	however	figures	70a,	b	and	c	follow	the	same	trend.	
The	data	for	these	figures	are	collected	along	NS	lines	where	it	has	been	previously	stated	are	
known	to	produce	less	accurate	and	comparable	results.	Similar	to	cumulative	fault	throw	fault	
number	demonstrates	the	same	issues	with	the	NS	lines	but	for	figures	70a,	b	and	c	the	fault	
number	lines	are	comparable	between	both	maps.	
	
The	results	of	the	spatial	analysis	results	highlight	some	differences	between	the	maps.	Looking	at	
figures	68	and	69	it	can	be	seen	that	figure	68	spans	a	broader	geographical	area	and	includes	the	
accommodation	zone	which	figure	69	does	not.	It	is	also	clear	looking	at	the	two	maps	that	the	
depth	map	shows	much	more	detail	as	far	as	the	minor	fault	systems	and	fracture	systems	are	
concerned	which	influences	the	fault	frequency	and	also	cumulative	throw.	Overall	however	
figure	70a	and	b	shows	there	are	similar	deformation	styles	indicating	that	the	maps	are	relatively	
consistent	and	are	represented	by	the	same	geology.	
	
In	conclusion,	this	study	has	shown	that	the	various	methods	carried	out	in	this	chapter	validate	
TrapTester	as	an	accurate	methodology	for	carrying	out	fault	throw	(and,	by	inference,	fold	
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amplitude)	distribution	analysis	of	other	data	sets.	This	is	because	of	the	similarities	in	results	
drawn	between	published	results,	depth	maps	and	TrapTester	itself,	and	tested	and	validated	by	
more	than	one	methodology.	
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5.	Results	
5.1	Introduction	
	
Having	established	the	validity	of	our	approach,	the	results	of	the	fault	throw	and	fold	amplitude	
population	studies	are	presented	in	this	chapter,	for	each	of	the	study	areas.	The	first	section	
presents	plots	of	fault	throw	and	fold	amplitude	versus	distance	along	the	strike	of	the	fault	
plane,	for	selected	faults	and	horizons.	This	dataset	provides	an	overview	of	the	spatial	
distribution	of	distributed	and	discrete	deformation	in	each	study	area.	The	second	part	presents	
histograms	of	fault	throw	and	fold	amplitude	data,	in	order	to	summarise	the	fault	and	fold	size	
populations	in	each	study	area.	The	third	part	analyses	the	data	obtained	from	1D	sample	lines	
and	tests	their	fit	to	idealised	distributions	(e.g.	power-law,	exponential,	log-normal)	using	the	
methods	described	in	chapter	3	and	implemented	in	R.	The	final	part	investigates	2D	population	
data	(fault	length	and	fold	length)	derived	from	the	Inner	Moray	Firth	study	area.	
	
5.2.	Throw	or	amplitude	vs.	distance	plots		
	
The	fold	amplitude	and	fault	throw	values	were	plotted	against	strike	distance	for	a	number	of	
given	horizons	relating	to	a	given	fault	plane.	These	graphs	allowed	patterns	to	be	identified	
which	relate	to	how	these	folds	may	have	formed,	and	how	they	are	spatially	distributed	around	a	
fault	plane	(figure	72,	73,	74,	75,	76,	77,	78,	79	and	80).	
	
This	procedure	was	done	for	a	number	of	horizons	at	different	positions	along	the	fault	plane,	
enabling	points	to	be	identified	where	folding	dominated,	where	faulting	dominated,	and	where	
there	was	a	mix	of	both	brittle	and	continuous	deformation.	The	style	of	deformation	was	most	
commonly	seen	to	begin	with	folding	adjacent	to	the	lateral	fault	tip,	passing	along	strike	into	
faulting,	and	returning	to	folding	at	the	opposite	tip.	
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Figure	71:	showing	a	fault	plane	and	horizon.	The	horizon	has	had	depth	projected	on	it	and	it	can	be	seen	that	in	the	
hanging	wall	the	horizon	is	at	a	shallower	depth	than	the	footwall.	The	fault	plane	is	a	uniform	colour	which	doesn’t	
represent	a	specific	property.	
	
This	lateral	variability	can	be	seen	in	figure	71,	where	there	is	folding	present	at	the	lateral	
(vertical)	tiplines	of	the	fault	plane,	whereas	faulting	produced	a	significant,	discrete	vertical	
offset	(throw)	that	predominates	throughout	the	majority	of	the	length	of	the	fault	plane.	In	
figure	71	this	latter	region	is	where	the	fault	plane	has	broken	through,	and	offset,	the	horizon.	
	
By	initially	plotting	the	fault	throw	and	fold	amplitude	against	distance	along	the	strike	of	the	fault	
plane	it	is	possible	to	see	the	spatial	distribution	of	fault-related	folds	along	the	fault	plane.	In	
many	cases,	the	fold	amplitude	is	greatest	adjacent	to	the	tip	line	of	a	fault	plane.	Figure	72,	73,	
74,	75,	76,	77,	78,	79	and	80	shows	this	development	for	three	of	the	fault	planes	involved	in	the	
study	where	fault	throw	is	expressed	as	a	blue	line	and	fold	amplitude	is	expressed	as	a	red	line.	
Figure	74	represents	the	results	from	horizon	1	on	a	fault	in	the	Gulf	of	Mexico	data	set.	Horizon	1	
has	been	modelled	at	a	greater	depth	than	the	horizons	in	figure	72	and	73.	Figure	73	has	the	
results	from	horizon	2	for	the	same	fault	plane	as	figure	74,	but	this	horizon	is	shallower.	Finally	
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figure	72	has	the	results	from	horizon	3	from	the	same	fault	plane	and	this	horizon	is	most	
shallow.	
	
Figure	72:	Fault	throw	and	fold	amplitude	from	horizon	3	in	the	Gulf	of	Mexico	data	set	
	
Figure	73:	Fault	throw	and	fold	amplitude	from	horizon	2	in	the	Gulf	of	Mexico	data	set	
	
Figure	74:	Fault	throw	and	fold	amplitude	from	horizon	1	in	the	Gulf	of	Mexico	data	set	
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In	figure	74,	it	is	possible	to	see	at	horizon	1	(H1),	the	horizon	which	is	furthest	from	the	upper	tip	
line	i.e.	older	in	age,	that	the	deformation	is	dominated	by	faulting.	Only	a	small	amount	of	
folding	occurs	on	the	west	of	the	fault	plane	(with	west	at	the	left-hand	side	of	the	fault,	and	east	
at	the	right-hand	side	of	the	fault).	Moving	upwards	into	horizon	2	(H2)	(figure	73)	and	moving	
closer	to	the	tip	line	of	the	fault	plane	there	is	a	decrease	in	the	amount	of	faulting	and	an	
increase	in	the	amount	of	folding.	This	can	be	seen	on	the	east	side	of	the	fault	plane	where	the	
fault	throw	has	stepped	back	towards	the	centre	and	fold	amplitude	values	have	taken	their	
place.	Reaching	horizon	3	(H3)	(figure	72)	which	is	the	horizon	occurring	at	the	tip	line	of	the	fault	
plane,	the	fault	throw	values	have	stepped	back	even	further	and	occur	mainly	through	the	point	
at	which	fault	throw	is	a	maximum	for	the	whole	fault	plane.	The	fault-related	folding	is	now	the	
dominant	deformation	style	and	these	values	have	taken	the	place	of	where	fault	throw	had	
previously	existed.	
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Figure	75:	Fault	throw	and	fold	amplitude	from	horizon	3	in	the	Gulf	of	Mexico	data	set	
	
Figure	76:	Fault	throw	and	fold	amplitude	from	horizon	2	in	the	Gulf	of	Mexico	data	set	
	
Figure	77:	Fault	throw	and	fold	amplitude	from	horizon	1	in	the	Gulf	of	Mexico	data	set	
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Figure	75,	76	and	77	show	the	results	from	the	Gulf	of	Mexico	data	set	where	figure	77	(horizon	1)	
is	the	deepest	horizon	and	figure	75	(horizon	3)	is	the	shallowest	horizon.	This	figure	shows	a	
similar	development	as	described	above,	however	the	fault	throw	recedes	more	equally	on	each	
side	with	the	fold	amplitude	taking	its	place.	Starting	again	at	H1	the	majority	of	the	deformation	
is	faulting,	with	some	fault-related	folding	occurring	on	the	left-	and	right-hand	side	of	the	fault	
plane.	Moving	into	H2	there	is	the	characteristic	decrease	in	faulting	as	previously	described,	and	
an	increase	of	fault-related	folding	further	towards	the	centre	of	the	fault	plane.	On	the	
shallowest	horizon,	H3	is	dominated	by	fault-related	folding,	with	faulting	only	occurring	through	
the	maximum	fault	throw	of	the	horizon	which	typically	occurs	at	the	centre	of	the	fault	plane.	
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Figure	78:	Fault	throw	and	fold	amplitude	from	horizon	3	in	the	Gulf	of	Mexico	data	set	
	
Figure	79:	Fault	throw	and	fold	amplitude	from	horizon	2	in	the	Gulf	of	Mexico	data	set	
	
Figure	80:	Fault	throw	and	fold	amplitude	from	horizon	1	in	the	Gulf	of	Mexico	data	set	
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The	last	figures,	figure	78,	79	and	80	are	arguably	the	best	example	of	what	has	been	described.	
Starting	on	horizon	1	(H1)	fault-related	folding	can	be	observed	at	the	western	and	eastern	tips	of	
the	fault	plane.	It	is	clear	where	the	fault	throw	maximum	occurs,	and	this	point	is	continued	
throughout	the	horizons	in	the	figure.	Moving	upwards	towards	the	upper	tip	line,	H2	shows	the	
expected	decrease	in	the	fault	throw	and	an	increase	in	fault-related	folding,	the	only	faulting	that	
exists	is	through	the	fault	throw	maximum	but	most	of	the	faulting	has	receded	on	either	side	of	
this.	H3	shows	that	the	deformation	at	this	horizon	is	completely	dominated	by	fault-related	
folding,	with	only	a	small	amount	of	faulting	occurring	where	the	fault	throw	maximum	is.	
	
These	three	figures	visually	describe	the	evolution	of	the	fault-related	folding	at	the	tip	lines	of	
the	fault	plane.	What	can	also	be	seen	in	these	diagrams	is	that	the	fault-related	folding	also	
occurs	at	the	lateral	tip	lines	on	the	edge	of	the	fault	plane,	showing	that	fault-related	folding	is	
not	exclusively	the	deformation	style	at	the	upper	horizontal	tip	line	of	the	fault	plane	(figure	72,	
75	and	78).	These	figures	also	show	that	this	is	commonly	where	the	fault-related	folding	starts	
from	and	as	the	horizon	becomes	shallower	the	fault-related	folding	moves	in	towards	the	centre	
of	the	fault	plane	until	it	is	the	main	style	of	deformation.		
	
It	is	possible	that	fault-related	folding	also	occurs	at	the	lower	horizontal	tip	line	of	the	fault	
plane.	However,	as	a	result	of	the	decrease	in	seismic	resolution	at	this	depth	it	is	not	normally	
possible	to	accurately	resolve	the	fault-related	folding	features	to	assess	whether	or	not	this	
deformation	style	continues	at	depth.	
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5.3	Qualitative	analysis	of	fault	throw	and	fold	amplitude	
distributions		
	
Histograms	can	be	used	to	visually	assess	the	distribution	of	sampled	fault	throw	and	fold	
amplitude	values.	This	allows	a	comparison	of	how	these	values	are	distributed	between	fault	
data	sets,	or	fold	and	fault	data	sets	making	it	possible	to	assess,	in	a	qualitative	manner,	whether	
the	distribution	of	values	are	the	same	or	not.	The	histograms	have	not	been	used	as	an	indicator	
of	a	specific	distribution,	but	as	an	initial	indicator	to	show	how	smaller	and	larger	values	in	the	
dataset	are	distributed.	
	
Figure	81:	Gulf	of	Mexico	faults	histogram	for	all	modelled	horizons	(4	horizons)	
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Figure	82:	Gulf	of	Mexico	folds	histogram	for	all	modelled	horizons	(4	horizons)	
	 Gulf	of	Mexico	Fault	Throw	(m)	
Gulf	of	Mexico	Fold	Amplitude	
(m)	
Mean	 93.10342	 28.97157	
Median	 75.34106	 25.85	
Table	4:	Gulf	of	Mexico	faults	and	folds,	mean	and	median	
	
The	histogram	for	the	Gulf	of	Mexico	fault	data	(figure	81)	demonstrates	a	data	set	with	a	very	
large	amount	of	smaller	values	which	drop	off	quickly	and	continue	steadily	through	to	the	larger	
values.	In	comparison	to	the	Gulf	of	Mexico	folds	(figure	82)	the	histogram	demonstrates	a	similar	
trend	to	the	faults	however	appears	to	also	be	skewed	towards	the	smaller	values,	and	across	the	
whole	data	set	there	appears	to	be	a	more	even	distribution	of	values.	However,	this	data	set	is	
smaller	and	spans	a	shorter	range	of	values	as	well.	Looking	at	table	4	the	mean	and	median	have	
been	used	as	an	indicator	of	how	skewed	to	the	left	or	right	the	data	is.	For	the	Gulf	of	Mexico	
fault	data	the	values	are	different	to	each	showing	they	are	skewed	towards	the	left.	For	the	Gulf	
of	Mexico	folds	data	the	mean	and	median	are	also	not	the	same	demonstrating	skewedness	to	
the	left,	however	are	much	nearer	in	range	to	each	other	than	the	fault	data	(approximately	8%).	
This	doesn’t	indicate	whether	it	fits	a	power	law,	exponential	or	log	normal.	
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Figure	83:	Gulf	of	Gabès	faults	histogram	for	all	modelled	horizons	(11	horizons)	
	
Figure	84:	Gulf	of	Gabès	folds	histogram	for	all	modelled	horizons	(4	horizons)	
	 Gulf	of	Gabès	Fault	Throw	(m)	
Gulf	of	Gabès	Fold	Amplitude	
(m)	
Mean	 31.99078	 11.84068	
Median	 22.5857	 11.4	
Table	5:	Gulf	of	Gabès	faults	and	folds,	mean	and	median	
	
The	histogram	of	the	Gulf	of	Gabès	fault	data	(figure	83)	is	heavily	skewed	towards	the	lower	
values,	more	so	than	the	Gulf	of	Mexico	data	set.	There	is	a	very	high	concentration	of	smaller	
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values	and	fewer	larger	values.	Compared	to	the	associated	folds	for	this	data	set	(figure	84),	the	
data	is	much	less	skewed	and	is	closer	to	a	characteristic	bell	shaped	curve	than	the	fault	data.	
Unlike	the	Gulf	of	Mexico	data	where	the	difference	between	the	mean	and	median	for	the	fault	
and	fold	data	was	approximately	8%	the	difference	for	the	Gulf	of	Gabès	data	is	approximatley	
25%.	
	
Like	the	Gulf	of	Mexico	fault	data	the	Gulf	of	Gabès	fault	data	shows	a	larger	difference	between	
the	mean	and	median	values	reported	(table	4)	in	comparision	to	the	folds.	The	Gulf	of	Gabès	fold	
data	on	the	other	hand	reports	mean	and	median	values	(table	5)	which	are	relatively	similar	to	
each	other.	By	looking	at	the	histogram	for	the	Gulf	of	Gabès	faults	it	is	clear	however	that	the	
distribution	is	not	very	similar	to	the	Gulf	of	Mexico	faults.	However,	the	Gulf	of	Gabès	and	Gulf	of	
Mexico	folds	appear	to	be	very	similar,	as	so	do	the	Gulf	of	Mexico	faults	which	appear	to	be	
much	more	similar	to	the	folds	than	the	Gulf	of	Gabès	faults.	
	
When	comparing	the	fault	and	fold	data	histograms	there	are	strong	similarities	in	the	Gulf	of	
Mexico	results	which	suggest	that	they	may	follow	the	same	distributions.	However,	the	
differences	in	the	Gulf	of	Gabès	histograms	are	a	strong	indication	that	the	fault	and	fold	data	sets	
may	not	be	derived	from	the	same	underlying	populations.	
	
The	Inner	Moray	Firth	data	set	shows	a	lack	of	data	causing	them	to	appear	sparse	and	
incomplete	with	no	obvious	trend	in	the	data,	this	can	also	be	seen	in	chapter	8.7.	
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5.4	Quantitative	assessment	of	fault	throw	and	fold	amplitude	
distributions		
	
Having	collected	both	the	fault	and	fold	data	from	two	one-dimensional	multiline	surveys	it	was	
necessary	to	assess	them	for	their	scaling	law	distributions.	The	figures	for	each	data	set	are	
shown	with	the	data	plotted	on	linear-linear,	log-log,	log-linear	and	linear-log	axes	to	test	for	
linear,	power	law,	exponential,	and	log-normal	distributions.	In	each	case,	a	straight-line	segment	
should	be	observed	on	the	graph	if	the	dataset	was	drawn	from	a	population	with	the	
corresponding	distribution.	
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5.4.1.	Gulf	of	Mexico	
	
a,	linear	
	
b,	power	law	
	
c,	exponential	
	
d,	log	normal	
Figure	85:	Gulf	of	Mexico	faults	distribution	graphs	
	
For	the	Gulf	of	Mexico	fault	data	plotted	on	a	linear	plot	(figure	85a)	there	are	two	distinct	
straight	line	portions	of	the	graph	with	a	very	obvious	bend	in	the	data	at	about	130m.	Graphically	
this	is	identifying	that	the	majority	of	the	data	points	lie	between	0-130m,	and	from	130m	
onwards	there	are	far	fewer	data	points.	This	is	evident	in	the	dramatic	gradient	change	at	130m.	
	
For	the	power	law	distribution	(figure	85b)	there	is	an	approximate	straight-line	segment	between	
50-300m.	This	is	the	classically	recognised	portion	of	the	data	identified	by	Yielding	et	al.,	(1996),	
Watterson	et	al.,	(1996)	and	Nicol	et	al.,	(1996)	as	being	drawn	from	a	power-law	distribution.	The	
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straight-line	section	is	described	as	a	moderately-dipping	central	segment	which	denotes	the	
value	of	the	exponent	in	the	scaling	distribution	and	describes	the	relationship	between	the	fault	
throw/fold	amplitude	and	cumulative	number.	On	the	left	of	this	is	a	sub-horizontal	segment	
indicating	a	lack	of	observation	below	the	seismic	resolution	(the	values	are	too	small	to	be	
resolved	by	the	data	collection	method),	and	on	the	right	is	a	steeply	dipping	segment	which	is	
also	not	representative	of	the	population	measured	(Needham	et	al.,	1996).	
	
Figure	85c	(log-linear	axes)	shows	a	characteristic	straight-line	between	120-320m,	and	there	is	
also	the	evidence	of	the	left-	and	right-hand	truncation.	However,	in	comparison	to	the	power	law	
distribution	the	left-hand	truncation	has	a	much	steeper	gradient	than	that	of	the	straight-line	
section;	whereas	the	gradient	steepened	into	the	straight-line	section	for	a	power	law.	
	
The	graph	for	the	log-normal	distribution	(figure	85d)	shows	no	distinct	straight-line	section	and	
the	majority	of	the	graph	forms	a	gentle	curve.	There	is	evidence	of	the	right-hand	tail	which	is	a	
straight-line,	but	for	reasons	already	outlined	these	areas	are	often	lacking	data	and	so	are	not	
representative	of	the	underlying	population.	
	
From	these	distribution	plots	the	data	appear	to	show	more	affinity	with	either	a	power	law	or	an	
exponential	distribution.	To	test	this	more	thoroughly	the	two	statistical	methods,	the	
incremental	(chapter	3.4.2.1)	and	moving	window	(chapter	3.4.2.2)	were	performed	on	the	data.	
The	code	may	be	found	in	Appendix	1.		
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Figure	86:	Incremental	window	with	an	Anderson-Darling	test	for	the	Gulf	of	Mexico	fault	data	set	
	
The	results	of	the	incremental	window	test	(figure	86)	are	largely	inconclusive	and	roughly	show	
the	same	result	for	all	of	the	distributions.	This	has	been	discovered	as	a	characteristic	result	for	
the	data.	As	a	result	of	the	incremental	window,	the	sample	size	grows	progressively:	the	initial	
sample	size	is	so	small	that	any	distribution	provides	a	good	fit	(p	>	0.8).	As	this	sample	size	grows	
it	causes	none	of	the	tested	distributions	to	be	able	to	fit	the	dataset,	hence	the	p-value	flat	lines	
at	0.	As	a	consequence	of	this	effect,	further	results	from	the	incremental	window	test	will	not	be	
reported	below.	
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Figure	87:	Moving	window	with	a	Kolmogorov-Smirnov	test	for	the	Gulf	of	Mexico	fault	data	set	
	
Figure	88:	Moving	window	with	an	Anderson-Darling	test	for	the	Gulf	of	Mexico	fault	data	set	
	
The	following	tests	were	carried	out	using	an	Anderson-Darling	k-samples	test	(chapter	3.4.2.4),	
but	were	also	carried	out	using	a	Kolmogorov-Smirnov	test	(chapter	3.4.2.3)	in	order	to	compare	
the	results	from	the	two	different	methods.	The	Anderson-Darling	and	Kolmogorov-Smirnov	test	
measure	the	distance	between	the	collected	data	from	the	three-dimensional	seismic	volume	and	
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a	synthetic	data	set.	The	same	moving	window	test	described	below	was	also	carried	out	with	a	
Kolmogorov-Smirnov	test	(figure	87),	which	can	be	compared	to	the	moving	window	with	an	
Anderson-Darling	k-samples	test	(figure	88).	Generally,	the	Kolmogorov-Smirnov	test	produces	
less	smooth	results,	and	on	the	whole,	is	not	as	continuous	as	those	gained	from	using	the	
Anderson-Darling	test.	As	a	result	of	this	results	will	only	be	reported	for	the	Anderson-Darling	
test.	
	
The	moving	window	tests	appeared	to	produce	much	more	useful	results	than	the	incremental	
window	test.	The	moving	window	uses	a	fixed	window	size	which	moves	across	the	data	
incrementally	assessing	the	distribution	at	each	point.	The	results	of	this	test	are	much	more	
beneficial	in	identifying	areas	in	which	some	distributions	dominate	and	others	do	not	in	
comparison	to	the	incremental	window.	Since	the	incremental	window	grows	in	size	as	more	data	
is	included	in	the	window	then	the	fit	for	any	tested	distribution	quickly	drops	off	and	the	test	
produces	no	good-fit	for	any	distribution.	
	
In	figure	88	the	two	black	lines	at	a	p-value	of	0.8	and	0.9	highlight	where	a	good-fit	is	considered	
to	exist,	anything	above	these	lines	is	accepted	to	fit	the	tested	distribution.	However,	anything	
which	falls	below	these	lines	is	not	accepted	to	fit	the	tested	distribution.	In	order	to	carry	out	the	
moving	window	the	size	was	defined	as	20%	of	the	total	sample	sizes	i.e.	for	a	sample	size	of	1000	
the	window	size	would	have	been	200.	In	chapter	6.4	different	window	sizes	are	discussed.	
	
Figure	88	shows	the	results	for	the	Gulf	of	Mexico	fault	system	highlighting	a	number	of	locations	
where	each	scaling	distribution	dominates.	It	can	be	seen	in	the	left-	and	right-hand	tails	of	the	
data	that	no	distribution	is	particularly	fitted.	This	confirms	the	idea	that	within	these	portions	the	
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data	suffer	from	either	truncation	or	censorship	and	leads	to	an	unrepresentative	sample	of	the	
data.	
	
Focusing	on	the	middle	portion	of	the	results,	there	are	two	distinct	areas	in	which	a	number	of	
the	distributions	are	shown	to	fit.	These	exist	between	approximately	250-500	and	750-1000	on	
the	cumulative	number	axis.	At	the	first	of	these	points	(250-500)	the	fit	begins	as	a	power	law	
distribution	before	a	break-point	(the	point	at	which	one	distribution	is	no	longer	a	fit,	and	
another	distribution	may	take	its	place)	where	an	exponential	distribution	takes	over,	there	is	
then	another	break-point	and	a	log-normal	distribution	takes	over.	Between	approximately	500-
750	there	is	no	presence	of	a	good-fit,	since	none	of	the	distributions	break	above	the	0.8	p-value.	
The	log-normal,	although	not	over	0.8	produces	the	highest	p-value	in	this	area.	In	the	second	
portion	the	log-normal	distribution	continues	to	dominate	alongside	an	exponential	distribution,	
the	power	law	distribution	peaks	at	one	point	however	the	portion	is	dominated	by	the	log-
normal	distribution.	
	
From	the	power	law,	exponential,	and	log-normal	graphs	there	is	evidence	that	some	of	the	data	
could	belong	to	either	a	power	law	or	exponential	distribution,	and	it	appears	less	likely	that	part	
of	the	data	belongs	to	a	log-normal	distribution.	As	previously	discussed,	the	results	of	the	
incremental	window	are	not	a	useful	method	and	can	therefore	be	discounted	for	further	
analyses.	The	moving	window	on	the	other	hand	provides	some	interesting	insight	into	the	
different	distributions	which	dominate	within	the	Gulf	of	Mexico	data	set.	On	the	whole,	
considering	the	earlier	plotted	graphs	and	the	results	of	the	moving	window,	it	seems	likely	that	
the	overall	distribution	for	the	Gulf	of	Mexico	fault	throw	data	set	is	exponential,	with	some	areas	
being	dominated	by	power	law	and	log-normal	distributions.		
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a,	linear	
	
b,	power	law	
	
c,	exponential	
	
d,	log	normal	
Figure	89:	Gulf	of	Mexico	folds	distribution	graph	
	
The	results	of	the	fold	data	for	the	Gulf	of	Mexico,	when	plotted	on	a	linear	axis	(figure	89a),	
demonstrate	a	smooth	curve	with	no	obvious	dramatic	change	in	gradient	as	was	observed	for	
the	fault	data.	When	plotted	for	a	power	law	distribution	(figure	89b)	there	is	a	small	left-hand	tail	
which	moves	gradually	into	a	straight-line	section	(50-90m)	for	the	rest	of	the	distribution.	The	
exponential	distribution	(figure	89c)	plots	as	an	almost	entirely	straight-line	graph	from	20m	
onwards,	with	a	very	small	left-hand	tail.	The	log	normal	plotted	data	(figure	89d)	has	a	smaller	
straight-line	section,	between	amplitudes	of	approximately	15-40m,	however	it	is	not	hugely	
distinguishable	between	the	left-	and	right-hand	tails,	showing	a	relatively	smooth	curve.	These	
initial	plots	indicate	that	the	data	may	satisfy	an	exponential	distribution	more	so	than	any	other,	
however	both	the	power	law	and	log-normal	also	have	straight-line	segments.	
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Figure	90:	moving	window	with	an	Anderson-Darling	test	for	Gulf	of	Mexico	folds	data	set	
	
The	moving	window	(figure	90)	code	shows	agreement	with	these	initial	findings	in	the	
distribution	graphs	(figure	89a,	b,	c,	d).	There	is	evidence	of	the	initial	left-hand	tail	(200-250,	on	
the	cumulative	number	axis)	where	the	p-value	is	very	low,	which	was	consistent	throughout	all	
the	previous	plots.	The	right-hand	tail	(0-40)	can	also	be	seen	for	the	power	law	and	log-normal	
distribution,	however	it	doesn’t	exist	for	the	exponential	which	when	looking	at	the	exponential	
plot	is	expected	since	the	straight-line	extends	through	the	rest	of	the	data.	
	
The	middle	portion	of	the	moving	window	(40-200,	on	the	cumulative	number	axis)	results	starts	
with	a	better	fit	to	the	log-normal	distribution,	then	an	exponential	and	power	law	distribution	
throughout	approximately	40-200.	Although	the	power	law	shows	a	poorer	fit	compared	to	the	
other	two	distributions	it	still	gives	a	p-value	over	0.8	suggesting	that	the	data	could	fit	that	
distribution.	This	continues	through	40-200	on	the	cumulative	number	axis,	with	all	the	
distributions	increasing	their	p-value	to	largely	above	0.9.	Towards	200	on	the	cumulative	number	
axis	the	power	law	distribution	drops	below	the	0.8	mark	whilst	the	exponential	and	log-normal	
stay	above	it.	All	three	distributions	then	increase	above	the	0.9	mark	through	the	middle	portion	
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of	data	which	has	been	previously	viewed	as	the	key	area	of	the	data	showing	that	all	
distributions	are	equally	probably	here.	This	then	drops	off	in	the	left-hand	tail.	Throughout	the	
moving	window	graph	there	are	no	significant	break-points	between	the	different	distributions.	
	
Considering	the	distribution	plots	and	the	moving	window	results,	the	exponential	distribution	
appears	to	dominate	slightly	more	than	the	power	law	and	log-normal	distribution.	However,	it	is	
difficult	to	distinguish	which	of	the	distributions	best	fit	this	data	set	as	they	often	occur	mutually	
inclusively	of	each	other.	This	could	be	because	the	data	does	not	belong	to	any	of	these	
distributions	and	belongs	to	another	distribution.	Despite	this,	there	are	still	a	number	of	places	
where	these	distributions	confidently	fit	the	data	compared	to	the	fault	data	which	more	
obviously	fitted	one	distribution	better	than	the	others.	
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5.4.2	Gulf	of	Gabès		
	
a,	linear	
	
b,	power	law	
	
c,	exponential	
	
d,	log	normal	
Figure	91:	Gulf	of	Gabès	fault	throw	distribution	graph	
	
The	Gulf	of	Gabès	fault	data	plotted	on	linear	axis	(figure	91a)	demonstrate	a	similar	shape	to	that	
of	the	Gulf	of	Mexico	fault	data.	The	bend	in	the	data	is	less	dramatic	than	the	Gulf	of	Mexico	
fault	data,	although	more	dramatic	than	the	fold	data	from	the	Gulf	of	Mexico.	In	reflection	of	this	
the	data	plotted	for	a	power	law	distribution	(figure	91b)	also	demonstrate	this	similarity	in	
shape.	There	is	a	left-	and	right-hand	tail	which	are	both	present	in	the	Gulf	of	Mexico	fault	data	
but	not	in	the	fold	data.	Similar	to	the	linear	graph,	the	transitions	from	the	tails	into	the	straight-
line	are	much	less	dramatic	and	form	a	smoother	transition.	The	straight-line	section	of	the	graph	
occurs	between	approximately	15-90ms	(measured	in	two-way	travel	time,	important	to	note	
that	since	this	doesn’t	span	an	order	of	magnitude	it	does	make	the	slope	more	difficult	to	
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determine),	although	the	beginning	of	the	straight-line	section	is	hard	to	distinguish	as	the	
transition	from	the	tail	is	not	clearly	defined.	
	
The	exponential	distribution	(figure	91c),	like	the	power	law	distribution,	mimics	the	shape	of	the	
results	from	the	Gulf	of	Mexico	but	with	less	dramatic	transitions	between	the	tails	into	the	
straight-line	section.	There	is	a	clear	straight-line	section	between	about	40-110ms,	which	
compared	to	the	straight-line	for	the	power	law	is	shifted	to	the	right.	This	is	also	the	same	for	the	
fault	data	in	the	Gulf	of	Mexico.	
	
Figure	91d	for	the	log-normal	distribution	has	a	straight-line	section	between	about	10-40ms	with	
a	left-	and	right-hand	tail.	Again,	similar	to	the	Gulf	of	Mexico	fault	data	there	are	similarities	in	
the	shape	of	the	graph	with	less	dramatic	transitions	between	the	tails	and	mid-section	of	the	
data.	
	
Figure	92:	Moving	window	with	an	Anderson-Darling	test	for	the	Gulf	of	Gabès	fault	data	set	
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For	the	moving	window	results	(figure	92),	there	is	a	very	significant	drop-off	of	p-values	in	the	
left-hand	section	of	the	graph.	The	left-hand	tail	between	0-1000	(on	the	cumulative	number	axis)	
shows	no	distribution	fit,	then	after	1000	for	the	next	500	data	points	there	is	a	good	power	law	
fit	whilst	the	exponential	and	log-normal	distribution	do	not	fit	over	this	range,	after	this	there	is	a	
break	point	where	the	power	law	distribution	drops	off	for	the	rest	of	the	data	set.	Between	
1500-2500,	the	data	doesn’t	show	a	good	fit	for	any	distribution,	although	the	log-normal	
distribution	just	touches	the	0.8	line	it	does	not	cross	it.	From	2500-4000	data	points	there	is	a	
good	fit	for	both	the	exponential	and	log-normal	distributions.	The	exponential	distribution	
dominates	most	throughout	this	period	with	just	a	small,	single	drop	off	at	approximately	3500.	
At	4000	data	points	there	is	another	break	point	where	no	distribution	exists,	there	is	then	just	a	
small	spike	of	the	exponential	distribution	at	about	4800.	
	
In	comparison	to	the	other	data	sets	reviewed	there	is	a	much	more	definite	separation	in	
distributions.	Overall	for	this	data	set	the	exponential	and	log-normal	distributions	dominate	over	
the	power	law	distribution,	with	the	exponential	dominating	possibly	slightly	better	than	the	log-
normal.	On	the	left-hand	side	between	about	300-1800	on	the	cumulative	number	axis	the	data	
set	demonstrates	a	power	law	distribution	which	dominates	independently	of	the	exponential	
and	log-normal	distributions.	When	compared	to	the	others,	this	data	set	appears	to	be	much	
more	mixed	between	all	of	the	scaling	distributions.	
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a,	linear	
	
b,	power	law	
	
c,	exponential	
	
d,	log	normal	
Figure	93:	Gulf	of	Gabès	fold	amplitude	distribution	graphs	
	
The	associated	folds	from	the	Gulf	of	Gabès	fault	data	set	can	be	seen	in	figure	93a	as	a	linear	
plot.	Like	the	fault	data	sets	(figure	85	and	91)	from	the	Gulf	of	Mexico	and	Gulf	of	Gabès	which	
exhibited	similarities	between	the	distribution	plots,	the	fold	data	sets	from	these	areas	also	
demonstrate	similarities	in	the	distribution	graphs	(figure	89	and	93).	Unlike	the	equivalent	fault	
plot,	there	is	no	distinct	bend	in	the	data,	but	there	is	a	gradual	change	in	gradient.	There	is	no	
distinct	left-hand	portion	of	the	data;	instead	it	makes	up	a	relatively	straight-line	towards	the	
lower	end	of	the	data	points	where	it	flattens	to	the	right-hand	side.	
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The	power	law	graph	(figure	93b)	has	a	flat	section	in	the	left-hand	tail	of	the	graph	which	then	
steepens	into	a	relatively	straight-line	for	the	rest	of	the	graph	at	around	15ms	onwards.	There	is	
no	distinct	right-hand	tail	for	this	data	set	which	is	also	seen	in	the	fold	data	of	the	Gulf	of	Mexico.	
The	exponential	graph	(figure	93c)	likewise	mimics	the	shape	of	the	exponential	distribution	for	
the	Gulf	of	Mexico	data.	There	is	a	very	small	left-	and	right-hand	tail	in	the	data	but	it	generally	
forms	a	straight-line	throughout	the	whole	data	set.	The	log-normal	distribution	(figure	93d)	has	a	
much	more	distinct	left-	and	right-hand	tail	with	a	middle	straight-line	section	at	approx.	8-15ms.	
As	has	been	repeated	throughout	the	data	sets	so	far,	the	log-normal	distribution	also	mimics	the	
shape	of	the	fold	data	gathered	from	the	Gulf	of	Mexico	data	set.	
	
Figure	94:	moving	window	with	an	Anderson-Darling	test	for	the	Gulf	of	Gabès	fold	data	set	
	
The	moving	window	(figure	94),	like	the	results	from	the	Gulf	of	Mexico	fold	data	does	not	show	
any	great	distinction	between	any	of	the	distributions.	They	all	appear	to	exist	mutually	inclusively	
of	each	other	and	there	isn’t	a	great	deal	to	distinguish	between	each	of	them.	Unlike	the	
previous	results	where	there	is	generally	a	poorer	fit	to	the	data	in	the	tails	of	the	data	and	a	
better	fit	in	the	middle	of	the	data,	there	is	a	better	fit	at	the	tails	and	a	worse	fit	in	the	middle.	As	
well	as	this,	there	is	only	one	point	where	the	distribution	curves	produce	a	p-value	greater	than	
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0.8	which	is	in	the	left-hand	tail	of	the	data	and	is	fit	by	the	exponential	and	log-normal	
distribution.	On	the	whole,	the	results	of	the	moving	window	also	demonstrate	the	curve	shape,	
except	where	the	log-normal	varies	but	this	difference	only	extends	for	about	half	the	data	points.	
	
All	of	the	distribution	plots	demonstrate	a	relatively	straight-line	section	throughout	areas	with	
similar	fold	amplitudes.	This	is	the	most	likely	reason	why	the	results	of	the	moving	window	are	
similar	to	each	other.	Looking	at	the	distribution	graphs	it	is	possible	to	say	that	although	they	do	
appear	to	be	straight-lines	they	could	also	be	gently	sloped	curves,	this	has	resulted	in	the	moving	
window	being	unable	to	fit	any	particular	distribution	to	the	data	set.	This	makes	it	difficult	to	
determine	which	distribution,	or	combination	of	distributions	dominates	throughout	the	data	set.	
	
Gulf	of	Mexico	
Faults	
Gulf	of	Mexico	
Folds	
Gulf	of	Gabès	
Faults	
Gulf	of	Gabès	
Folds	
Power	Law	 5	 7	 5	 2	
Exponential	 6	 8	 6	 2	
Log-normal	 6	 8	 5	 2	
Table	6:	summarises	the	distribution	fit	for	each	of	the	tested	data	sets	where	1	represents	a	bad	fit	to	the	tested	
distribution	and	10	represents	a	good	fit	to	the	tested	distribution	
	
5.5	Quantitative	estimates	of	exponents	
	
Fault	and	fold	data	sets	have	been	gathered	for	each	of	these	one-dimensional	multiline	surveys	
on	the	Gulf	of	Mexico	and	Gulf	of	Gabès.	An	exponent	was	calculated	for	each	of	these	
distributions.	It	is	widely	agreed	that	fault	data	sets	may	be	described	by	a	power	law	scaling	
distribution	(Yielding	et	al.,	1996;	Watterson	et	al.,	1996;	Nicol	et	al.,	1996;	and	Fossen	and	Rørnes	
1996)	however	the	scaling	of	fault-related	folding	has	not	been	widely	studied.	As	a	result,	most	
publications	only	provide	estimates	of	the	power	law	exponent	values	for	fault	data	sets;	it	is	
therefore	difficult	to	compare	the	results	of	the	other	distributions	that	were	tested	in	this	project	
(exponential	and	log-normal).	
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The	expected	exponent	values	for	the	one-dimensional	multiline	survey	carried	out	for	a	power	
law	lie	between	-0.4	and	-1.0	(Nicol	et	al.,	1996).	As	a	result	of	this,	only	the	power	law	exponent	
can	be	used	as	a	validation	measure	of	the	scaling	distribution.	The	power	law	was	chosen	
because	there	are	already	published	exponent	results	which	make	it	possible	to	compare	to.	For	a	
given	set	of	results	from	the	moving	window	test,	if	the	p-value	returns	a	good	fit	for	a	power	law	
distribution,	however	the	exponent	value	calculated	over	this	range	is	not	geologically	possible	it	
may	be	that	it	cannot	be	accepted.	A	value	has	been	considered	geological	plausible	or	not	by	the	
exponent	values	which	have	been	published.	However,	if	over	this	range	the	exponent	returned	a	
geologically	possible	value	it	is	likely	that	a	power	law	is	the	dominate	scaling	distribution	at	this	
point.	
	
Two	methods	have	been	used	to	calculate	the	exponent	value.	The	first	was	an	straight	line	
equation	method	which	was	a	re-arrangement	of	𝑦 = 𝑚𝑥 + 𝑐	for	a	power	law	gives	equation	13.	
When	this	is	rearranged	this	becomes:	
Equation	15:	𝒎 = 𝐥𝐨𝐠𝒚k𝐥𝐨𝐠 𝒄𝐥𝐨𝐠 𝒙 	
The	second	method	was	to	carry	out	a	simple	gradient	calculation	on	the	window	under	
consideration	using	equation	12.	
	
The	main	difference	between	the	two	methods	is	that	the	first	generates	an	intercept	for	the	
straight	line	which	is	fitted	to	each	of	the	windows	being	tested	in	turn.	The	second	method	is	a	
first	order	differential	on	the	raw	data	which	the	window	covers	at	the	time.	
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It	is	important	to	note	that	the	actual	exponent	is	a	negative	number	as	the	gradient	of	the	data	
slopes	downwards;	this	is	also	the	case	for	already	published	results	however	the	values	are	
reported	as	positive	numbers.	
	
Figure	95:	Straight	line	equation	method	for	the	Gulf	of	Mexico	fault	throw	data	set	
	
The	straight	line	equation	method	(figure	95)	used	for	the	Gulf	of	Mexico	fault	data	does	not	
report	a	value	within	the	expected	range	of	-0.4	–	-1.0	(Nicol	et	al.,	1996)	and	all	the	values	are	
smaller	than	-0.4	where	published	results	state	the	exponent	to	fall	between,	-0.4	and	-1.0	(Nicol	
et	al.,	1996).	This	is	possibly	due	to	the	use	of	the	intercept	causing	the	best	fit	line	to	be	
significantly	shallower	in	gradient	than	that	of	the	actual	raw	data.	As	a	result	of	this	the	exponent	
calculated	is	not	a	true	representation	of	the	exponent	value.	
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Figure	96:	differential	method	for	the	Gulf	of	Mexico	fault	data	set	
	
The	differential	method	(figure	96)	produces	values	which	fall	within	the	expected	range,	this	
occurs	between	750-1250	cumulative	number.	When	compared	to	the	p-value	from	the	moving	
window	data	(figure	87)	it	corresponds	with	the	first	peak	of	where	the	power	law	data	satisfies	
these	data	points.	This	shows	that	with	this	combination	of	methods	it	is	possible	to	both	identify	
where	one	distribution	dominates,	and	also	the	exponent	value	at	this	point.	Comparing	this	to	
the	straight-line	section	of	the	power	law	distribution	graph	(figure	85),	the	data	points	to	the	
exponent	covers	cross-over	with	the	straight-line	section	between	70-300m.	This	therefore	
suggests	that	between	these	points	a	p-value	is	reported	which	supports	a	power	law	scaling	
distribution	and	an	exponent	value	is	also	calculated	which	falls	in	the	expected	geological	range	
for	a	data	set	sampled	by	one-dimensional	multiline	sampling.	As	a	result	of	this	it	can	be	
reported	with	confidence	that	this	portion	of	the	data	is	highly	likely	to	be	distributed	by	a	power	
law.	
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Figure	97:	equation	fit	for	the	Gulf	of	Mexico	fold	data	set	
	
The	Gulf	of	Mexico	fold	data	set	for	the	equation	fit	(figure	97)	shows	a	very	small	portion	of	the	
data	between	about	1-20	where	the	exponent	falls	in	the	range	expected	for	a	power	law.	This	is	
an	area	in	the	right-hand	tail	of	the	distribution	fit	(figure	90),	which	demonstrates	a	straight-line;	
however	as	is	known	from	sampling	errors	results	in	the	left-	and	right-hand	tails	of	data	sets	are	
not	commonly	representative	of	the	populations	the	data	derives	from.	Despite	this	it	is	still	
important	to	assess	whether	the	moving	window	results	(figure	90)	also	verify	this	fit,	although	
the	power	law	distribution	does	peak	slightly	as	it	does	not	reach	a	high	enough	confidence	level.	
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Figure	98:	differential	method	for	the	Gulf	of	Mexico	fold	data	set	
	
The	differential	method	(figure	98)	produces	values	in	the	accepted	range	between	200-250	data	
points.	This	is	in	the	left-hand	tail	of	the	data	set	and	is	not	commonly	representative	of	the	
overall	data	set.	The	power	law	distribution	graph	(figure	89b)	does	show	a	straight-line	through	
these	points	which	falls	at	the	beginning	of	the	moving	window	results	(figure	90)	where	a	good	
fit	is	shown	despite	the	fact	it	is	not	likely	to	be	representative	of	the	population.	
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Figure	99:	equation	fit	for	the	Gulf	of	Gabès	fault	data	set	
	
Figure	100:	differential	fit	for	the	Gulf	of	Gabès	fault	data	set	
	
The	Gulf	of	Gabès	fault	throw	data	set,	as	for	the	Gulf	of	Mexico	data	set	(figure	95)	produces	
values	for	the	equation	method	which	are	too	small	compared	to	the	values	expected.	In	the	
differential	method	(figure	100)	there	is	a	fit	for	the	expected	values	between	2500-4500	
cumulative	number.	Like	the	Gulf	of	Mexico	data	set	this	fit	for	the	exponent	values	falls	at	the	
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beginning	of	the	straight-line	section	for	the	power	law	distribution	curve	(figure	92).	This	is	
roughly	in	the	range	of	20-90ms.	When	compared	to	the	moving	window	results	(figure	92)	these	
confirm	the	presence	of	the	first	(and	only)	power	law	peak	in	the	p-value	for	this	distribution.	As	
a	result	of	this	it	demonstrates	a	geologically	viable	exponent	value	over	this	portion	where	the	
power	law	distribution	fits.	
	
Figure	101:	equation	fit	for	the	Gulf	of	Gabès	fold	data	set	
	
The	Gulf	of	Gabès	fold	data	set	also	produces	values	similar	to	those	of	the	Gulf	of	Mexico	fold	
data	set.	There	is	a	very	small	agreement	in	exponent	values	using	the	equation	fit	(figure	101)	
between	1-200	data	points	which	are	in	the	left-hand	tail	of	the	data	set.	Comparing	this	to	the	
moving	window	results	(figure	94)	there	is	a	peak	in	the	power	law	distribution	however	it	only	
reaches	a	p-value	where	the	distribution	can	be	accepted	at	one	point.	On	the	whole,	this	portion	
of	the	data	set	demonstrates	the	highest	p-value	from	the	moving	window	results.	
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Figure	102:	differential	fit	for	the	Gulf	of	Gabès	fold	data	set	
	
The	differential	fit	(figure	102)	for	this	data	falls	between	approx.	700-900	data	points	which	make	
up	the	left-hand	tail	of	the	data.	Again,	comparing	this	to	the	moving	window	results	in	figure	94,	
although	the	power	law	does	not	demonstrate	a	p-value	above	the	0.8	marker	set	for	the	project,	
it	does	peak	in	comparison	to	the	rest	of	the	distribution	as	it	did	in	the	left-hand	tail	of	the	data.	
	
5.6	Moving	window	tests	on	smoothed	datasets	
	
The	LOWESS	function	as	explained	in	appendix	3	produces	a	smoothed	version	of	the	data	set	
from	which	it	was	generated.	Although	this	cannot	be	used	to	replace	the	raw	data	gathered	from	
the	one-dimensional	multiline	surveys	they	can	be	used	as	a	tool	to	make	it	clearer	which	
distribution	dominates	over	all.	
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Figure	103:	Gulf	of	Mexico	faults	LOWESS	faults	moving	window	
	
For	the	Gulf	of	Mexico	faults,	the	LOWESS	moving	window	results	(figure	103)	demonstrate	the	
expected	left-	and	right-hand	tails	where	the	p-values	are	significantly	less	than	0.8.	The	middle	
portion	of	the	results	between	about	250-1000	data	points	show	a	good	fit	for	a	log-normal	
distribution,	then	exponential	and	finally	power	law.	The	power	law	spans	most	of	the	middle	
portion	between	approximately	600-1000;	this	satisfies	throw	values	in	the	range	of	50-160m.	
This	range	of	throw	values	also	falls	between	the	values	quoted	previously	(50-300m)	for	the	
straight-line	segment	of	the	power	law	distribution	(figure	85b).	
	
Compared	to	the	moving	window	results	for	the	raw	fault	data	(figure	87)	there	are	the	two	peaks	
of	good	fit	at	about	250	data	points,	and	the	second	at	1000.	These	mark	the	edges	of	the	overall	
section	in	the	moving	window	from	the	LOWESS	moving	window	(figure	103).	This	demonstrates	
that	when	smoothed	by	the	LOWESS	function,	the	data	still	retains	its	previous	distribution	
characteristics	producing	results	in	the	expected	region	which	are	geologically	possible.	As	the	
LOWESS	function	smooths	the	data	to	a	polynomial	of	best-fit,	it	could	be	hypothesised	that	the	
distribution	which	dominates	in	this	data	is	the	distribution	that	would	dominate	overall.	
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Figure	104:	Gulf	of	Mexico	folds	LOWESS	folds	moving	window	
	
The	Gulf	of	Mexico	fold	data	(figure	90)	initially	showed	a	good	fit	for	all	the	distributions	with	
very	little	to	distinguish	between	them.	When	smoothed	with	the	LOWESS	function	it	produces	an	
even	better	fit	for	the	data	(figure	104).	However,	like	the	initial	results	it	still	is	not	possible	to	
distinguish	between	the	different	distributions.	Despite	this,	it	still	supports	the	idea	that	the	
smoothed	data	will	provide	a	better	fit	for	the	data	highlighting	which	distributions	dominate.	
Although	there	is	little	to	distinguish	between	the	tested	distributions,	throughout	all	the	
distributions	the	p-value	generally	remains	consistent	however	there	are	observed	decreases	in	
the	p-value	in	range	150-200	which	is	within	the	middle	portion	of	the	data.	
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Figure	105:	Gulf	of	Gabès	faults	LOWESS	faults	moving	window	
	
Unlike	the	previous	examples,	the	moving	window	for	the	LOWESS	data	(figure	105)	for	the	Gulf	
of	Gabès	does	not	produce	smoother	or	similar	results	to	that	of	the	moving	window	on	the	raw	
data	(figure	92).	The	results	produced	from	the	LOWESS	data	set	do	not	appear	characteristic	of	
the	moving	window	results	generally	acquired.	The	LOWESS	data	set	for	the	Gulf	of	Gabès	
includes	many	very	small	values.	When	logged,	these	values	produce	NaNs (not	a	number)	in	the	
results	which	significantly	alters	the	LOWESS	data	in	comparison	to	the	raw	data	ultimately	
making	the	data	sets	incomparable.	This	is	the	most	likely	cause	of	the	uncharacteristic	results,	
both	to	the	expected	results	for	the	data	set	and	also	for	the	moving	window.	
161	
	
	
Figure	106:	Gulf	of	Gabès	faults	LOWESS	folds	moving	window	
	
The	associated	folds	to	this	data	set	do	not	suffer	from	this	problem,	and	instead	demonstrate	
results	similar	to	what	occurred	in	the	Gulf	of	Mexico	fold	data	set.	In	the	initial	moving	window	
results	for	the	raw	data	(figure	94)	the	distributions	are	indistinguishable	from	each	other.	
However,	unlike	the	Gulf	of	Mexico	fold	data	where	there	was	an	improved	fit	for	the	
distributions,	there	is	a	worse	fit	with	lower	p-values	for	the	Gulf	of	Gabès	fold	data.	
	
Although	the	results	from	the	moving	window	on	the	LOWESS	code	(figure	106)	did	not	always	
show	an	improvement	in	results,	it	does	not	necessarily	suggest	that	there	is	an	error	or	
inaccuracy	in	the	code.	What	it	does	suggest	however,	is	that	where	there	was	not	a	good	fit	for	
any	distribution	it	is	likely	that	the	data	is	determined	by	a	different	distribution	which	has	not	
been	tested	by	the	moving	window.	
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5.7	Analysis	of	two-dimensional	fault	length	data	
	
The	same	methods	described	above	were	carried	out	for	a	two-dimensional	data	set	however	it	is	
important	to	note	that	the	data	sets	were	significantly	smaller	and	as	a	result	of	this,	these	
preliminary	results	may	not	be	entirely	representative	of	what	would	be	expected	from	a	more	
complete	data	set.	
	
a,	linear	
	
b,	power	law	
	
c,	exponential	
	
d,	log	normal	
Figure	107:	Inner	Moray	Firth	fault	distributions	graph	
	
The	Inner	Moray	Firth	fault	length	data	were	plotted	on	linear-linear	axes	(figure	107a),	log-log	
axes	(figure	107b),	log-linear	axes	(figure	107c)	and	linear-log	axes	(figure	107d)	to	provide	initial,	
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visual	tests	for	linear,	power-law	exponential	and	log-normal	distributions,	respectively.	The	
overall	shape	of	the	graphs	mimic	the	shapes	gained	from	the	other	(one-dimensional)	fault	data	
sets.	Due	to	the	lack	of	data	points,	the	results	are	not	smooth	like	they	were	previously	and	
instead	there	are	very	large	and	distinctive	steps	in	the	data.	
	
In	figure	107a,	the	data	form	a	gentle	curve	with	a	steep	left-hand	tail	and	a	largely	shallow	right-
hand	tail.	The	power	law	graph	forms	a	straight-line	section	in	the	range	of	2000-9000m	with	a	
characteristic	left-	and	right-hand	tail	either	side	of	this.	Neither	the	exponential	nor	log-normal	
distribution	show	a	characteristic	straight-line	section	that	would	be	expected	for	a	distribution	fit	
which	is	most	likely	as	a	result	of	the	lack	of	data	points.	However,	the	exponential	distribution	fit	
does	demonstrate	a	straight-line	between	1000-3000m	in	the	left-hand	tail	of	the	data.	It	could	
be	possible	to	extrapolate	this	line	onwards	to	9000m,	however	because	of	the	steps	in	the	data	
it’s	difficult	to	say	for	sure	whether	this	straight-line	would	be	an	accurate	observation.	
	
Figure	108:	moving	window	with	an	Anderson-Darling	test	for	the	Inner	Moray	Firth	faults	data	set	
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When	considering	the	moving	window	results	(figure	108)	the	first	portion	of	the	graph	up	to	
approximately	35	(on	the	cumulative	number	axis)	shows	no	distinction	between	the	three	
distributions	and	they	form	a	sine	like	curve	for	one	and	a	quarter	wavelengths.	During	this	
portion	of	the	data	there	are	only	two	points	which	exceed	0.8,	the	first	at	5	and	the	second	at	30.	
After	these	points	the	results	lie	almost	consistently	above	0.9	with	all	the	distributions	dropping	
off	at	just	before	50	and	the	exponential	dropping	off	just	before	60.	
	
On	the	whole	it	would	appear	that	the	power	law	or	log-normal	distribution	dominates	this	data	
set,	and	on	the	basis	of	the	initial	distributions	it	seems	more	likely	to	be	dominated	for	a	power	
law	than	a	log-normal	distribution.	However	as	has	been	previously	stated	this	data	set	may	not	
be	large	enough	to	produce	results	which	give	a	complete	over	view	of	the	fault	population.	
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a,	linear	
	
b,	power	law	
	
c,	exponential	
	
d,	log	normal	
Figure	109:	Inner	Moray	Firth	folds	distribution	graph	
	
Moving	onto	the	fold	data	for	this	data	set	this	problem	will	be	further	exaggerated	as	the	data	
set	contains	even	fewer	data	points.	The	linear	distribution	graph	shows	the	same	large	steps	
(figure	109a)	that	the	fault	data	demonstrated.	As	a	result	of	this	it	is	hard	to	identify	a	
characteristic	straight-line	section	which	usually	indicates	a	distribution	fit.	
	
The	power	law	distribution	(figure	109b)	shows	a	gentle	curve	where	left-	and	right-hand	tails	are	
visible	however	where	a	straight-line	would	usually	be	identified	still	forms	a	distinctive	curve.	The	
exponential	distribution	(figure	109c)	appears	to	form	a	straight-line	fit	throughout	the	graph,	
although	due	to	the	large	steps	in	the	data	it	is	not	completely	clear.	The	log-normal	distribution	
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(figure	109d)	like	the	power	law	graph	does	not	have	a	characteristic	straight-line	section,	but	
instead	arguably	forms	two	straight-lines	on	the	left-	and	right-hand	side	of	the	data	which	can	be	
interpreted	to	be	extensions	of	the	tails.	
	
Figure	110:	moving	window	with	an	Anderson-Darling	test	for	the	Inner	Moray	Firth	folds	data	set	
	
The	moving	window	for	these	data,	in	previous	examples	would	have	been	used	to	shed	some	
light	on	the	dominant	distribution.	However,	due	to	the	lack	of	data	points,	the	results	from	the	
moving	window	(figure	110)	are	largely	inconclusive.	Although	showing	areas	where	distributions	
fit,	the	results	do	not	appear	as	complete	and	rigorous	as	they	do	in	other	data	sets	and	the	lack	
of	data	is	evident.	Although	not	clear	on	the	graph	as	the	distributions	are	overlain,	the	
distribution	p-values	lie	directly	over	each	other.	Places	where	different	distributions	can	be	
identified	are	where	they	deviate	from	the	shared	trend,	but	the	overall	results	are	identical	for	
each	distribution	making	it	very	difficult	to	identify	which	distribution	dominates	over	another.		
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Figure	111:	Inner	Moray	Firth	fault	throws	LOWESS	moving	window	
	
Comparing	these	moving	window	results	to	the	results	gained	when	using	a	LOWESS	data	set	
there	is	a	vast	improvement	in	the	fault	results	as	can	be	seen	in	the	comparison	of	figure	108	and	
figure	111.	From	the	LOWESS	results	it	seems	likely	that	an	exponential	distribution	may	
dominate	as	this	sits	at	close	to	1	for	the	first	portion	of	the	data,	it	does	drop	off	in	the	range	35-
40	but	picks	back	up	to	50	where	all	of	the	distributions	drop	below	the	0.8	p-value.	
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Figure	112:	Inner	Moray	Firth	folds	LOWESS	moving	window	
	
The	comparison	between	the	moving	window	results	for	the	fold	data	(figure	110	and	figure	112)	
are	improved,	but	still	appear	to	be	dominated	by	the	lack	of	data	points	making	the	results	
gained	from	this	test	difficult	to	assess	as	there	is	a	lack	of	information.	
	
Figure	113:	equation	fit	for	the	Inner	Moray	Firth	faults	data	set	
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Figure	114:	differential	fit	for	the	Inner	Moray	Firth	faults	data	set	
	
Figure	115:	equation	fit	for	the	Inner	Moray	Firth	folds	data	set	
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Figure	116:	differential	fit	for	the	Inner	Moray	Firth	folds	data	set	
	
As	with	the	equation	fit	(figure	113	and	115)	in	the	previous	examples	the	values	produced	are	
too	small	to	lie	in	the	expected	values.	However,	the	differential	method	(figure	114	and	116)	
does	produce	portions	of	the	data	within	the	range	expected	for	a	two-dimensional	survey	(-1.1	
to	-2.0).	
	
For	the	fault	data	this	falls	in	the	range	2-20	cumulative	number,	which	does	not	signify	a	
significant	power	law	fit	in	the	moving	window	for	the	raw	data.	For	the	fold	data	this	is	between	
the	values	6-8	cumulative	number,	which	according	to	the	moving	window	results	does	fall	in	line	
with	a	power	law	fit.	
	
As	a	result	of	the	small	data	sets	from	the	Inner	Moray	Firth	the	fits	assessed	for	each	of	the	
distributions	(power	law,	exponential	and	log-normal)	and	for	the	exponent	value	the	results	
must	be	treated	with	caution.	 	
171	
	
6.	Discussion	
	
The	results	of	the	Gullfaks	test	of	methodologies	show	the	validity	of	the	primary	data	acquisition	
techniques	used	in	this	project,	i.e.	extracting	fault	throw	and	fold	amplitude	data	along	1D	
sample	lines	in	TrapTester	and	Petrel.	The	results	produced	indicated	that	there	is	qualitative	
agreement	between	published	fault	throw	datasets	and	those	gained	by	TrapTester	(and	Petrel).	
	
6.1	One-dimensional	multiline	methodology	and	results	
	
The	results	produced	by	the	one-dimensional	multiline	sampling	survey	show	consistency	
between	the	different	methods	used	(cumulative	frequency	curves,	moving	window,	exponent	
value	and	LOWESS	results).	The	straight-line	sections	of	the	cumulative	frequency	graphs	showed	
agreement	with	the	moving	window	results.	The	range	within	which	the	well-constrained	power	
law	the	exponent	value	occurred	was	as	expected	range	for	this	type	of	survey	providing	further	
confidence	in	the	methods.	It	is	therefore	justifiable	to	draw	overall	conclusions	from	the	results	
of	this	investigation	into	scaling	relationship	between	fault-related	folds	and	their	associated	
faults	(table	6).		
	
The	Gulf	of	Mexico	fault	and	fold	data	may	have	been	derived	from	similar	distributions,	or	in	part	
from	the	same	distribution.	This	is	thought	to	be	the	case	because	of	the	identification	of	straight-
line	portions	of	the	distributions	curves,	which	could	also	be	identified	in	similar	places	in	the	
moving	window	results.	Although	it	is	difficult	at	this	stage	to	assess	exactly	which	distribution	the	
data	is	derived	from	it	is	possible	to	assess	whether	they	are	likely	to	be	derived	from	the	same	
distribution	by	producing	histograms.		The	histograms	confirm	the	initial	ideas	that	the	data	sets	
are	distributed	in	a	similar	way	as	they	both	demonstrate	the	same	distribution,	skewed	towards	
the	left.	
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The	Gulf	of	Gabès	data	showed	a	significant	difference	in	the	results	produced	by	the	cumulative	
frequency	distribution	and	moving	window	results	when	treated	in	the	same	way	to	the	Gulf	of	
Mexico	data.	The	histograms	produced	significantly	different	results,	with	the	fault	data	being	
heavily	skewed	to	the	left	and	the	fold	data	appearing	to	be	closer	to	a	normal	distribution.	
	
6.2	Two-dimensional	multiline	methodology	and	results	
	
The	analysis	of	the	two-dimensional	survey	data	was	less	comprehensive	and	the	results	are	
relatively	inconclusive	in	comparison	to	the	one-dimensional	analysis.	Despite	a	lack	of	data	in	this	
survey,	the	results	are	still	able	to	give	an	indication	that	the	fault	and	fold	data	are	not	derived	
from	the	same	distribution.	More	data	need	to	be	analysed	before	definitive	conclusions	should	
be	drawn.	Despite	this	lack	of	data	there	are	good	indications	that	the	use	of	the	same	
methodologies	used	for	the	one-dimensional	survey	and	the	two-dimensional	survey	are	
accurate.	The	moving	window	code	and	the	results	of	the	histograms	demonstrated	the	same	
differences	and	similarities	between	data	sets.	
	
Like	the	Gulf	of	Gabès	data,	it	appears	that	the	distribution	graphs,	moving	window	and	histogram	
results	from	the	Inner	Moray	Firth	data	set	are	derived	from	different	distributions	for	the	faults	
and	fault-related	folds.	However,	these	histogram	results	identified	the	folds	to	be	skewed	to	the	
left	and	the	faults	to	be	more	normally	distributed.	
	
It	is	important	to	note	the	similarities	in	the	distribution	curves	for	the	faults	and	the	folds	
regardless	of	the	data	set	they	belong	to.	There	is	a	strong	correlation	between	curve	shapes	in	
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the	fault	data,	and	this	was	mirrored	in	the	curve	shape	for	the	fold	data.	This	is	largely	noted	
throughout	all	of	the	data	sets.	
	
The	same	can	be	said	for	the	results	of	the	moving	window.	Although	the	corresponding	results	
were	not	identical,	there	is	a	clear	distinction	between	results	produced	by	faults	and	those	
produced	by	folds.	The	fault	results	generally	showed	portions	in	which	only	one	of	the	
distributions	dominated	over	another,	there	was	also	some	evidence	of	left-	and	right-hand	tails	
as	well	as	the	middle	portion	of	the	data	where	the	distribution	is	classically	thought	to	fit.	The	
fold	data	on	the	other	hand	showed	very	little	distinction	between	the	distributions	as	the	curves,	
followed	almost	exactly	the	same	lines	as	the	others.	
	
6.3	Scaling	law	distribution	similarities	between	fault-related	folds	
and	their	associated	faults	
	
The	faults	in	the	Gulf	of	Mexico	data	dip	at	an	angle	around	60°	on	average,	according	to	Withjack	
et	al.,	1990	faults	propagating	at	this	angle	can	be	expected	to	produce	fault-related	folds	which	
don’t	fail	after	only	a	small	amount	of	slip.	As	well	as	this	the	overall	sedimentology	of	the	Gulf	of	
Mexico,	especially	in	the	areas	where	fault-related	folding	will	occur	are	ductile	which	will	
preferentially	promote	folding	instead	of	faulting.	It	is	not	possible	to	determine	the	bed	thickness	
at	this	time,	however	the	evidence	so	far	suggests	that	where	folding	Is	the	preferential	form	of	
deformation	the	faults	and	fault-related	folds	may	be	distributed	in	the	same	way.	
	
The	faults	in	the	Gulf	of	Gabès	data	dip	at	an	angle	around	70-80°	on	average.	Similarly,	to	the	
Gulf	of	Mexico	this	angle	of	faulting	is	experimentally	known	to	produce	fault-related	folds	
(Withjack	et	al.,	1990).	Compared	to	the	Gulf	of	Mexico	however	this	dip	angle	can	experience	a	
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larger	amount	of	slip	before	the	fault-related	fold	faults.	Unlike	the	Gulf	of	Mexico	however	the	
overall	sedimentology	of	the	Gulf	of	Gabès,	especially	in	the	areas	where	fault-related	folding	will	
occur	is	brittle	which	will	preferentially	promote	faulting	regardless	of	the	dip	angle	of	the	faults.	
	
Considering	the	dip	angle	and	sedimentology	of	the	Inner	Moray	Firth	the	faults	dip	around	70°	
which	allows	fault-related	folds	to	propagate	(Withjack	et	al.,	1990),	and	the	lithology	is	a	mix	of	
brittle	and	ductile	materials	which	are	generally	unconsolidated.	This	means	that	the	sediments	
are	more	able	to	deform	by	ductile	deformation	than	a	purely	brittle	substance	would	be	able	to.	
As	a	result	of	this	it	can	be	assumed	that	fault-related	folds	should	be	able	to	propagate.	Given	
the	evidence	form	the	Gulf	of	Mexico	and	Gulf	of	Gabès	one	would	expect	that	the	fault-related	
folds	would	be	distributed	in	a	similar	way	to	their	underlying	faults.	However	more	data	is	
needed	for	these	data	sets	before	any	conclusions	can	be	made.	
	
The	results	from	the	histograms	suggest	that	the	data	sets	are	distributed	by	two	different	
distributions	and	so	it	could	be	that	where	folding	is	not	the	preferential	deformation	mechanism	
the	faults	and	fault-related	folds	will	not	be	distributed	in	the	same	way.	It	may	also	be	possible	to	
suggest	that	between	the	dip	angle	and	sedimentology	the	sedimentology	is	a	more	dominant	
control	on	how	the	fault-related	folds	are	distributed	with	respect	to	their	underlying	faults.	
	
From	this	it	appears	that	fault-related	folds	do	not	necessarily	follow	the	same	distribution	as	
their	associated	faults.	From	the	results	derived,	there	was	only	one	instance	where	the	faults	and	
fault-related	folds	may	potentially	share	the	same	scaling	distribution	(Gulf	of	Mexico)	although	it	
would	require	further	investigation	to	fully	assess	this	similarity	in	distribution.	It	was	clear	from	
the	Gulf	of	Gabès	results	that	the	fault-related	folds	did	not	follow	the	same	distribution	as	their	
associated	faults.	
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Overall,	the	results	gained	from	the	fault-related	folds	appear	not	to	be	a	product	of	any	of	the	
tested	distributions	(i.e.	power	law,	exponential	or	log-normal)	but	may	be	derived	from	a	
different	distribution.	Some	of	the	reasons	for	these	differences	are	likely	to	reside	within	the	
effect	of	local	sedimentology	and	dip	angle	of	the	fault	population.	
	
6.3.1	Fault-related	fold	development	and	reasons	for	distribution	
scaling	law	differences	
	
Folds	are	heavily	controlled	by	the	lithology	in	which	they	deform.	If	the	lithology	is	dominated	by	
brittle	rock	then	this	limits	the	maximum	fold	amplitude	that	can	be	reached	(Ferrill	et	al.,	2006;	
Stearns,	1978;	Laubscher,	1982;	Patton,	1984;	Withjack	et	al.,	1988,	1989).	Brittle	lithologies	
favour	faulting	as	a	deformation	style	and	will	only	allow	for	small	folds	to	deform	before	they	
fracture	and	folding	ceases.	The	consequence	of	this	rheological	behaviour	is	a	large	amount	of	
very	small	fold	amplitude	values	can	be	measured	meaning	that	there	will	be	very	few	larger	
values,	if	any.	
	
On	the	other	hand,	a	less	competent,	more	“ductile”	lithology	(such	as	shale	or	evaporite)	will	
encourage	fault-related	fold	propagation	and	allow	much	larger	fold	amplitudes	before	faulting	
takes	over	and	folding	ceases	(Ferrill	et	al.,	2006;	Stearns,	1978;	Laubscher,	1982;	Patton,	1984;	
Withjack	et	al.,	1988,	1989).	This	will	result	in	a	much	more	even	distribution	of	fold	amplitude	
values	ranging	from	small	values	where	fault-related	folding	has	just	begun,	to	much	larger	values	
just	before	a	fault-related	fold	is	faulted.	
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As	well	as	the	surrounding	lithology,	fault-related	folding	is	heavily	controlled	by	the	bed	
thickness.	A	thicker	bed	will	accommodate	more	folding	before	the	fault	propagates	through	it.	A	
thinner	bed	will	be	unable	to	accommodate	as	much	folding,	and	will	cease	at	lower	fold	
amplitudes	than	a	thicker	bed.	Based	on	seismic	observations,	it	can	be	assumed	that	within	
individual	study	areas,	bed	(or,	more	precisely,	reflector)	thickness	will	remain	constant	and	will	
not	suffer	from	a	significant	amount	of	localised	difference	in	bed	thickness.	
	
The	dip	angle	of	the	underlying	faults	has	a	significant	influence	on	the	fold	amplitude.	It	has	been	
shown	(Withjack	et	al.,	1990)	that	if	faults	dip	at	high	angles	large	fold	amplitude	can	be	
propagated	through	it	before	the	folding	ceases.	If	the	faults	dip	at	low	angles	then	only	small	fold	
amplitudes	can	be	achieved	before	folding	ceases.	
	
A	result	of	this	behaviour	is	that	fault-propagation	folds	will	reach	a	certain	amplitude	beyond	
which	they	cannot	increase	further	in	size	(unless	subsequently	modified	by	fault-bend	folding;	
Lăpădat	et	al.,	2016),	and	are	more	restricted	than	the	faults.	A	fold	will	reach	a	point	where	it	will	
no	longer	be	able	to	deform	under	ductile	deformation.	At	this	point	it	will	fault	as	the	
stress/strain	on	it	has	reached	a	point	large	enough	to	deform	the	rock	by	brittle	deformation.	
Folds	are	also	constrained	by	the	overburden.	A	fault	on	the	other	hand,	once	the	stress/strain	on	
it	has	deformed	the	rock	by	brittle	deformation,	the	throw	on	the	fault	is	then	primarily	
constrained	by	the	mechanical	properties	of	the	wall	rock	(Watterson,	1986;	Barnett	et	al.,	1987).	
Generally,	a	fault	is	much	less	throw	limited	than	a	fold	is	amplitude	limited.	
	
Furthermore,	a	fault-related	fold	population	deformed	by	faults	dipping	at	a	low	angle	and	in	a	
brittle	lithology	will	demonstrate	a	significantly	different	distribution	to	a	fault-related	fold	
population	deformed	by	faults	dipping	at	a	high	angle	within	a	more	ductile	lithology.	In	
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comparison	to	the	distribution	of	the	related	fault	system	it	is	likely	that	in	some	situations	the	
scaling	distributions	are	the	same.	This	will	not	be	the	case	for	all	populations	and	each	will	need	
to	be	considered	independently	of	the	associated	fault	populations	or	another	fault-related	fold	
population.	
	
6.3.2	Faults	distributed	by	a	power	law?	
	
What	can	also	be	considered	from	the	previously	presented	results	is	whether	faults	actually	
follow	a	power	law	distribution	as	is	currently	widely	accepted	(Yielding	et	al.,	1996;	Watterson	et	
al.,	1996;	Nicol	et	al.,	1996;	and	Fossen	and	Rørnes,	1996).	It	is	believed	that	populations	are	
generally	formed	of	many	sub-populations,	which	follow	a	power	law	distribution.	However,	
results	from	the	moving	window	graphs	and	distribution	graphs	suggest	that	these	sub-
populations	may	be	distributed	by	a	power	law	distribution,	but	are	also	likely	to	be	controlled	by	
other	distributions	such	as	an	exponential	or	log-normal.	
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6.4	Impact	of	window	size	in	the	moving	window	test	and	code	
sensitivity	
a 	 b 	
c 	 d 	
e 	 f 	
Figure	117:	graphs	illustrating	the	impact	that	a	different	window	size	in	the	moving	window	will	have	on	the	results	
(data	set	used	is	the	Gulf	of	Mexico)	a;	window	size	5%	of	data	points	b;	10%	c;	20%	d;	30%	e;	40%	f;	50%	
	
Another	controlling	factor	on	the	results	produced	from	the	moving	window	test,	is	the	size	of	the	
window	which	is	set.	Figure	117	below	illustrates	the	results	gained	when	the	window	size	is	
progressively	changed	from	5%	to	50%	of	the	size	of	the	data	set.	For	example	if	the	size	of	the	
data	set	were	100	the	5%	window	would	include	5	points	and	the	50%	window	would	include	50	
points.		
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A	very	small	window	size	will	demonstrate	a	very	good	fit	for	all	distributions	tested	as	can	be	
seen	in	figure	117a.	This	is	similar	to	the	results	of	the	incremental	window	in	the	left-hand	tail	
where	the	window	size	was	too	small	for	it	to	be	effectively	assessed.	Similarly,	a	window	size	
which	is	very	large	such	as	in	figure	117f	the	data	will	not	fit	any	distribution	especially	well,	this	
was	also	noted	in	the	incremental	window	when	it	contained	a	large	portion	of	the	data.	When	
the	window	size	is	set	at	30%	(figure	117d),	40%	(figure	117e)	and	50%	(figure	117f)	it	appears	
that	this	is	quite	large	and	the	data	are	unable	to	be	accurately	assessed.	It	equally	appears	that	a	
window	size	of	5%	(figure	117a)	and	10%	(figure	117b)	is	too	small	and	results	do	not	show	any	
significant	separation	between	the	tested	distributions.	
	
When	selecting	the	correct	window	size	it	is	also	necessary	to	ensure	that	the	window	size	used	
covers	at	least	one	order	of	magnitude	in	order	that	the	exponent	can	be	established	more	
accurately.	In	selecting	the	correct	window	size	you	must	consider	whether	or	not	the	window	
size	will	be	spanning	a	sufficient	amount	of	data,	as	well	as	if	the	data	that	it	covers	occupy	at	
least	an	order	of	magnitude.	This	will	therefore	vary	depending	upon	the	sample	size	and	also	the	
order	of	magnitudes	with	which	the	data	spans.	It	may	be	that	in	situations	where	it	is	a	sparse	
data	set	with	values	spanning	a	large	number	of	orders	of	magnitude	that	this	method	will	not	
work.	This	was	the	basis	for	how	the	window	size	was	selected,	although	for	the	Inner	Moray	Firth	
an	issue	was	posed	by	the	lack	of	data	in	it.	
	
Although	a	window	size	of	20%	has	been	used	throughout	the	study	it	may	have	been	appropriate	
to	use	a	different	window	size	for	the	Inner	Moray	Firth	data	set.	Although	with	this	data	set	it	
may	have	been	appropriate	to	analyse	it	in	a	different	way.	It	may	also	be	better	to	use	a	range	of	
window	sizes	on	a	study	so	that	the	variation	on	the	results	can	be	viewed	to	see	if	there	is	a	
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distribution	which	fits	consistently	over	a	different	range	of	window	sizes	where	other	
distributions	may	have	dropped	off	when	the	window	size	increased.	
	
As	well	as	the	sensitivity	to	the	size	of	the	window	the	areas	where	the	distributions	overlap	in	
the	results	needs	to	be	addressed.	It	is	most	likely	that	in	these	situations	the	synthetic	dataset	
generated	by	each	distribution	is	a	good-fit	to	the	actual	data	set	because	of	the	exponent	value	
implemented	by	each	distribution	in	each	fit.	Therefore	consideration	should	be	given	to	the	
exponent	values	at	each	point	on	the	graph	and	consider	whether	these	are	values	which	in	terms	
of	geology	make	sense.		
	
6.5	Further	work	
	
In	future,	a	database	based	on	lithology	and	fault	dip	angle	could	be	investigated	to	identify	
whether	certain	deformation	styles	are	likely	to	produce	fault-related	folds	with	distinctive	
distributions.	It	is	also	clear	looking	at	figure	117	that	the	window	size	has	a	significant	effect	on	
the	results	produced	and	this	could	be	studied	to	find	the	optimum	window	size,	without	
compromising	on	the	results	produced	with	under	or	over	assessment.	
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7.	Conclusions	
	
The	project	code	which	has	been	implemented	in	this	study	has	taken	a	statistical	approach	to	
assessing	the	scaling	law	distributions	of	fault	and	fault-related	fold	populations.	This	has	been	
achieved	by	introducing	the	method	of	a	moving	window	which	scans	over	smaller	portions	of	the	
data	shifting	along	until	the	whole	data	set	has	been	assessed.	The	benefit	that	this	has	is	that	the	
scaling	distribution	can	be	assessed	in	more	detail	throughout	the	data	set,	instead	of	trying	to	
assess	the	data	set	as	a	whole.	The	ability	to	do	so	has	proved	invaluable	in	being	able	to	assess	
the	individual	scaling	properties	of	the	data.	It	has	also	enabled	the	comparison	between	other	
scaling	law	distributions	providing	a	visual	representation	for	where	certain	distributions	
dominate	over	others.	
	
This	research	was	carried	out	in	order	to	identify	and	assess	the	scaling	properties	of	fault-related	
folds	and	their	associated	faults.	This	was	thought	necessary	in	order	to	determine	whether	the	
underlying	fault	population	distribution	governs	the	distribution	of	the	overlying	fault-related	
folds,	developed	as	a	consequence	of	the	underlying	faults.	
	
At	this	stage	of	the	research	it	can	be	assumed	that	the	fault	throw	populations	studied	are	
comprised	of	a	number	of	different	distributions.	However,	from	the	analysis	of	the	fault	data,	
evidence	of	power	law	distributions	can	be	found	throughout	the	data.	These	findings	correspond	
to,	and	strengthen	the	conclusions	of	Yielding	et	al.,	(1996),	Watterson	et	al.,	(1996),	Nicol	et	al.,	
(1996)	and	Fossen	and	Rørnes	(1996)	that	fault	populations	do	satisfy	a	power	law	distribution.	
However,	it	is	also	necessary	to	highlight	that	there	was	an	obvious	presence	of	other	
distributions	that	were	tested	(exponential	and	log-normal).	It	could	be	that	there	is	evidence	of	
other	distributions	which	were	not	tested.	
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Characterising	fault-related	fold	data	distributions	is	complex	as	there	are	a	number	of	controlling	
factors	on	the	size	to	which	the	fold	amplitude	can	reach;	such	as,	fault	dip	angle,	bed	thickness	,	
lithology,	and	competence	and	more.	When	a	tipline	of	a	fault	plane	enters	a	bed	with	different	
mechanical	properties	it	will	display	different	degrees	of	folding.	The	consequence	of	this	is	that	
every	fault-related	fold	population	has	to	be	assessed	independently	of	any	other	in	order	to	
more	accurately	evaluate	the	scaling	distribution.	
	
Over	time	it	may	be	possible,	and	would	be	beneficial,	to	build	a	knowledge	base	of	what	can	be	
expected	in	different	lithologies,	bedding	thicknesses	and	underlying	fault	dips	in	order	to	carry	
out	preliminary	characterisation	of	these	data	sets.	However	as	with	the	fault	data,	it	is	not	
currently	possible	to	say	whether	they	fit	a	certain	distribution	as	the	controlling	distribution	will	
be	widely	variable	throughout	data	sets,	and	between	different	data	sets.		
	
Therefore,	it	is	possible	to	conclude	that	scaling	distribution	of	fault-related	folds	are	not	
necessarily	dependent	on	the	same	scaling	law	properties	as	their	associated	faults.	It	is	clear	that	
they	will	be	distributed	independently	of	the	underlying	fault	populations,	but	as	an	influence	of	
their	physical	properties	and	the	surrounding	lithology.		
	
Despite	this,	it	should	be	possible	to	characterise	the	distribution	of	the	fault-related	fold	
populations	by	further	development	of	the	code	in	order	to	test	more	distributions.	It	may	be	
necessary	to	produce	a	data	frame	in	order	to	gain	a	complete	understanding	of	this.	Allowing	
knowledge	of	fault-related	fold	geometry	to	be	fuller	understood	enables	the	possible	
implications	of	this	research	to	come	to	light.	On	further	study,	it	may	become	apparent	that	
certain	distributions	dominate	within	fault-related	fold	populations	developed	in	similar	
lithological	settings	and	underlying	fault	dip-angle.	Or	it	may	become	apparent	that	of	the	
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mentioned	controlling	factors	there	are	some	which	control	the	resultant	distribution	by	more	
than	others	do.		
	
It	was	previously	stated	that	the	ability	to	identify	these	scaling	properties	provided	a	powerful	
tool	for	predicting	a	variety	of	geological	structures.	It	also	enables	fault	growth	prediction	and	
extrapolation	of	fault	sizes	which	exist	below	the	resolution	of	seismic	reflection	data.	In	addition	
to	the	prediction	of	natural	fault	growth	this	can	be	applied	to	non-geologic	processes	which	
interact	with	the	subsurface,	such	as	mining	or	fracking,	in	order	to	predict	the	consequence	
faulting	or	resultant	fault-related	folding	that	could	occur	as	a	result	of	this.	
	
As	with	any	regime,	over	time	the	mechanical	properties	of	the	area	will	change	and	as	a	result	so	
too	will	the	fault-related	folding.	The	results	of	this	research	are	significant	since	it	helps	in	the	
development	of	an	in	depth	understanding	of	this	relationship	is	important	since	these	folds	
which	form	at	the	tipline	of	the	faults	are	often	the	only	exposed	evidence	available	of	the	nature	
of	the	underlying	fault.	Therefore,	a	further	developed	understanding	of	this	relationship	can	help	
in	hydrocarbon	exploration,	to	seismic	risk	evaluation	and	the	fault	mechanics.	
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Appendix	1	
	
> xdata=as.vector(t(read.csv("GoMfaults.csv"))) 
> xrange=1:length(xdata) 
> log_xdata=log(xdata, base=10) 
> log_xrange=log(xrange, base=10) 
 
A1.1	Incremental	window	code	
A1.1.2	Kolmogorov-Smirnov	Test	
	
> n_size=100 
> quick_pl_ks=function(n_size,log_xrange,log_xdata){ 
+ ly100=log_xrange[1:n_size] 
+ lx100=log_xdata[1:n_size] 
+ df100=data.frame(lx=lx100,ly=ly100) 
+ l1=lm(ly~lx,data=df100) 
+ pred100=data.frame(lx=mean(lx100)) 
+ predy=predict(l1,pred100) 
+ preda=(log(predy)-log(l1$coefficients[1]))/mean(lx100) 
+ f1=ks.test(df100$ly,fitted(l1)) 
+ return(c(preda,f1$p.value)) 
+ } 
	
A1.1.3	Anderson-Darling	Test	
	
> n_size=100 
> quick_pl_ad_ks=function(n_size,log_xrange,log_xdata){ 
+ ly100=log_xrange[1:n_size] 
+ lx100=log_xdata[1:n_size] 
+ df100=data.frame(lx=lx100,ly=ly100) 
+ l1=lm(ly~lx,data=df100) 
+ sl1=summary(l1) 
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+ pred100=data.frame(lx=mean(lx100)) 
+ predy=predict(l1,pred100) 
+ preda=(max(df100[2])-min(df100[2]))/(min(df100[1])-max(df100[1])) 
+ f1=ad.test(df100$ly,fitted(l1)) 
+ return(c(preda,f1$ad[1,3],sl1$r.squared)) 
+ } 
	
A1.2	Moving	window	code	
A1.2.1	Kolmogorov-Smirnov	Test	
	
> sh=0.2*length(xdata) 
> quick_pl_ks_mw=function(a,b,log_xrange,log_xdata){ 
+ ly100=log_xrange[a:b] 
+ lx100=log_xdata[a:b] 
+ df100=data.frame(lx=lx100,ly=ly100) 
+ l1=lm(ly~lx,data=df100) 
+ pred100=data.frame(lx=mean(lx100)) 
+ predy=predict(l1,pred100) 
+ preda=(log(predy)-log(l1$coefficients[1]))/mean(lx100) 
+ f1=ks.test(df100$ly,fitted(l1)) 
+ return(c(preda,f1$p.value)) 
+ } 
	
A1.2.3	Anderson-Darling	Test	
	
> sh=0.2*length(xdata) 
> quick_pl_ad_mw=function(a,b,log_xrange,log_xdata){ 
+ ly100=log_xrange[a:b] 
+ lx100=log_xdata[a:b] 
+ df100=data.frame(lx=lx100,ly=ly100) 
+ l1=lm(ly~lx,data=df100) 
+ sl1=summary(l1) 
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+ preda=(max(df100[2])-min(df100[2]))/(min(df100[1])-max(df100[1])) 
+ f1=ad.test(df100$ly,fitted(l1)) 
+ return(c(preda,f1$ad[1,3],sl1$r.squared)) 
+ } 
	
A1.3	Functions	to	run	code	
A1.3.1	Incremental	window	
A1.3.1.1	Power	law	function	
	
> test_out_inc=sapply(1:length(xdata),function(i){quick_pl_ad_ks(i,log_x
range,log_xdata)}) 
	
A1.3.1.2	Log-normal	function	
	
> test_out_inc_ln=sapply(1:length(xdata), function(i){quick_pl_ad_ks(i, 
xrange, log_xdata)}) 
	
A1.3.1.3	Exponential	function	
	
> test_out_inc_exp=sapply(1:length(xdata), function(i){quick_pl_ad_ks(i, 
log_xrange, xdata)}) 
	
A1.3.2	Moving	window	
A1.3.2.1	Power	law	function	
	
> test_out_mov=sapply(1:(length(xdata)-
sh),function(i){quick_pl_ad_mw(i,i+sh,log_xrange,log_xdata)}) 
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A1.3.2.2	Log-normal	function	
	
> test_out_mov_ln=sapply(1:(length(xdata)-
sh),function(i){quick_pl_ad_mw(i,i+sh,xrange,log_xdata)}) 
	
A1.3.2.3	Exponential	function	
	
> test_out_mov_exp=sapply(1:(length(xdata)-
sh),function(i){quick_pl_ad_mw(i,i+sh, log_xrange, xdata)}) 
	
A1.4	Plotting	code	
A1.4.1	Alpha	
	
> plot(test_out_mov[1,], type="l", col="red", ylab="alpha", 
xlab="Cumulative Number", ylim=c(0,1)) 
> lines(test_out_mov_exp[1,], col="blue") 
> lines(test_out_mov_ln[1,], col="green") 
> title(main="WINDOW CODE, DATA SET") 
> legend("right", legend=c("Power Law","Exponential", "Log Normal"), 
col=c("red","blue","green"), lty=c(1,1)) 
	
A1.4.2	P-value	
	
> plot(test_out_mov[2,], type="l", col="red", ylab="p-value", 
xlab="Cumulative Number", ylim=c(0,1)) 
> lines(test_out_mov_exp[2,], col="blue") 
> lines(test_out_mov_ln[2,], col="green") 
> lines(xrange,rep(0.8,length(xrange))) 
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> lines(xrange,rep(0.9,length(xrange))) 
> title(main="WINDOW CODE, DATA SET") 
> legend("right", legend=c("Power Law","Exponential", "Log Normal"), 
col=c("red","blue","green"), lty=c(1,1)) 
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Figure	118:	Flowchart	showing	how	the	code	works	
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Appendix	2	
A2.1	Comparison	of	methods	developed	in	this	study	with	those	of	
Clauset	et	al.	(2009)	
	
Having	two-dimensional	data	sets	enables	the	use	of	code	from	Clauset	et	al	(2009).	This	
comparison	was	carried	out	for	seven	data	sets	quoted	in	the	paper	by	Clauset	et	al	(2009)	for	
both	Kolmogorov-Smirnov	and	Anderson-Darling	tests.	These	data	sets	were	run	through	the	
Clauset	code,	in	addition	to	the	code	produced	for	this	project.	Below	is	a	graph	of	the	results	for	
the	Kolmogorov-Smirnov	(figure	119)	and	Anderson-Darling	test	(figure	120).	
	
Figure	119:	Kolmogorov-Smirnov	test	with	arbitrary	data	sets	
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Figure	120:	Anderson-Darling	test	with	arbitrary	data	sets	
	
The	results	of	the	Kolmogorov-Smirnov	test	(figure	119)	show	a	mix	of	agreement	between	the	
different	codes.	For	the	first	data	set	there	is	a	poor	agreement	between	the	p-values	for	the	
Clauset	code	and	the	results	generated	for	this	project.	The	second	data	set	on	the	other	hand	
shows	good	agreement	between	the	project	code,	and	Clauset	code.	For	the	third	and	fourth	data	
set	there	is	no	strong	agreement	between	either	of	the	codes.	The	Clauset	code	was	not	able	to	
produce	a	value	for	the	fires	data	set.	The	sixth	data	set	doesn’t	show	a	good	fit	between	the	
project	code	and	the	Clauset	code.	The	final	data	set	shows	a	better	fit	between	the	project	and	
Clauset	code.	
	
For	the	Anderson-Darling	test	(figure	120)	a	two-sided	result	is	produced,	although	in	most	cases	
each	of	the	values	are	closely	related	to	the	first.	The	results	produced	by	the	project	code	all	fall	
very	close	to	zero,	and	no	result	could	be	gained	for	the	third	data	set.	Like	the	project	code,	the	
Clauset	code	was	not	able	to	produce	a	p-value	on	one	occasion	for	the	fifth	data	set.	
	
The	comparison	between	the	project	code	and	Clauset	code	showed	a	great	deal	of	sensitivity	in	
the	p-value	derived.	The	same	sensitivity	between	methods	is	noted	where	in	some	data	sets	
there	were	a	good	deal	of	variation	in	the	exponent	values	calculated.	These	data	sets,	like	the	
Inner	Moray	Firth	data	sets	were	small	in	comparison	to	other	data	sets	used	which	produced	
results	with	less	variation.	Due	to	these	issues	in	sensitivity	it	is	necessary	to	consider	the	fact	that	
these	methods	may	need	to	be	made	more	robust.	Although	the	comparison	of	results	for	the	
distribution	curves,	moving	window	and	histograms	are	good	the	results	may	not	be	repeatable	
with	other	similar	methods.	
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A2.2	Web	links	to	codes	
	
Clauset	et	al.,	(2009)	data	sets;	http://tuvalu.santafe.edu/~aaronc/powerlaws/data.htm	
Clauset	et	al.,	(2009)	code;	http://tuvalu.santafe.edu/~aaronc/powerlaws/	
	
A3	LOWESS	
	
After	carrying	out	the	statistical	analysis	LOWESS	function	can	be	applied	in	R	which	is	a	locally-
weighted	polynomial	regression,	and	acts	to	smooth	the	data	input.	Compared	to	classical	
methods	like	linear	and	nonlinear	least	squares	regression.	LOWESS	builds	on	these	providing	a	
method	to	assess	the	situation	in	which	classical	methods	are	not	robust	enough	to	deal	with	
(https://en.wikipedia.org/wiki/Local_regression,	July	2016).	
	
LOWESS	performs	a	combination	of	a	linear	least	squares	regression	which	is	often	viewed	to	be	
much	simpler,	but	with	the	freedom	of	a	nonlinear	regression	which	is	commonly	nonparametric.	
To	achieve	this	LOWESS	fits	simple	models	to	localised	portions	of	the	data	in	order	to	build	up	a	
picture	of	the	entire	data	set	to	produce	a	function	which	best	describes	the	determining	portions	
of	the	data.	It	does	this	point	by	point,	giving	more	weight	to	points	near	to	the	point	whose	
response	is	being	tested	and	less	to	points	further	away	
(https://en.wikipedia.org/wiki/Local_regression,	July	2016).	The	thought	behind	this	being	that	
points	surrounding	the	point	being	tested	are	most	likely	to	be	more	simply	related	to	each	other	
compared	to	points	much	further	away	(Cleveland,	1981).	The	LOWESS	fit	finishes	after	the	
function	has	evaluated	all	the	values	in	the	data	set.	
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The	aim	is	to	hopefully,	by	smoothing	the	data,	demonstrate	which	of	the	distributions	may	
dominate	given	the	smoothing	of	the	inherent	noise	sampled	in	natural	populations.	These	noise	
values	could	affect	the	automated	tests	described	previously	and	cause	them	to	not	represent	the	
true	distribution	of	the	data.	When	noise	is	reduced	it	becomes	easier	to	clearly	indicate	which	
distribution	a	data	set	might	be	long	to.	
	
Since	we	can’t	be	sure	that	the	LOWESS	response	has	been	modelled	as	opposed	to	the	actual	
data	the	results	from	this	have	only	been	used	as	an	indication	towards	what	the	likely	
distributions	could	be.	As	well	as	to	assess	whether	it	is	in	support	of	the	actual	data	which	is	
modelled.	
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