Mixture design is known as experimental design which is often used. The total number of components in the mixture is 100% and the value of each component must be greater than or equal to 0%. The industry sector is usually used the mixture design. Then, the D-optimality criterion can help to determine the possible compositions of the mixture to conduct some trial and error composition of the product. However, this criterion very depend on the assumption of the model. To reduce its dependence, the Bayesian approximation is used. The Bayesian D-optimal algorithm applied to a mixture consisting of two components with constraint functions. Ten design points formed from eleven candidate points. By applying the Bayesian D-optimal algorithm on two components of the mixture, the design has no convergent design as the result. So, to find the result, the classical D-optimal was used and three different points was formed.
Introduction
Mixture design is a design that involves two or more components (factors) with a value equal to or more than 0% and 100% total of the mixture. The response depends only on the proportion of components in the mixture, not depends on its total amount. If the proportion of a factor increase than at least one other will decrease, and vice versa [1] .
Mixture experimental designs are necessary for the industrial sector. A company needed to add a variety of products on the market by doing an innovation. Based on the OSLO Manual "Innovation is an implementation of something new or develop that is significant both on products (goods and services), processes, marketing methods or organizational methods" [2] . Grace et al [2] revealed that from 1,223 respondents surveyed 61% claimed to provide innovation in their industry.
To make an innovation of the product, practitioners often do not have the right information about the design of the products. Practitioners usually determine the composition by trial and error that will give a large combination of experiments to try one by one. The more ingredients (components) involved, the more combinations will be formed. The consequences are more resources, time, energy, and costs will spend. The presence of experimental design provides a solution for the industry to achieve better efficiency. An experimental design will help in obtainingan optimal design. This procedure can reduce the number of possible combinations formed by trial and error.
One of the most often used of the optimal design criteria is the D-optimal design criterion [3] . The D-optimal design is used the maximum determinant of the information matrix as criteria to find the optimal design. This criterion reduces uncertainty in estimating the model coefficient. Mitchell [4] conducted a D-optimal design with linear models that provided good design results for five sample cases. However, there is a lack of the D-optimal design criterion, which is a large dependence on the assumption of the model. Furthermore, DuMouchel and Jones [5] modified the Bayesian D-optimal design to reduce dependence on the model that assumed. By this modification, it was found the algorithm was more resistant to bias due to the model assumption error. Andere-Rendon et al. [6] were modified Bayesian Doptimal on mixtures of three and four components with and without constraint functions. Based on these modifications, it was found that the Bayesian D-optimal criterion provides better results, smaller error bias, allow for a larger order in the model, increase the scope of factor region, and better variety.
Research with a mixture design that consists of two and three components with constraint functions has been carried out by Andani [7] and Rahayu [8] . Andani [7] conducted a studying of optimal design using a linear model for numerical responses and nonlinear models for ordinal responses. Simplex Lattice, Simplex centroid, D-optimal design, and I-optimal design were generated using the JMP device. It was found that the design uses the assumption of a linear model with the I-optimal criterion and the assumption of a nonlinear model with the Doptimal criterion gave the best result for all cases. Furthermore, Rahayu [8] built the Doptimal algorithm with R device to determine the optimal design by assuming a nonlinear model for the ordinal responses. Based on the algorithm, the design by D-optimal was more efficient than using classical design.
Continuing research by Andani [7] and Rahayu [8] , this study will use the Bayesian Doptimal design criterion to construct the optimal mixture design for two components of a mixture. The limited development of research in the Bayesian approach to D-optimal design, this study is assuming to use linear models for numerical responses.
Material
This mixture composition consists of two components, the proportion of component 1 ( 1 ) andthe proportion of component 2 ( 2 ),with constraint functions 1 ≥0.8 and 2 ≥0.1. The constraint functionsprovided in each component can bevisualized as a design region. 
3Methods
The procedures of the Bayesian D-optimal design are as followed.
1. Determine the model assumption. 
3. Determine primary terms (p = 2) and potential terms (q = 1) from the model. Primary terms are the important term in the model and potential terms are the term that potential to the model. First-order in the model is decide as primary terms and the second-order in the model is decide as potential terms. 4. Determine the matrixKwhichelements is 0 and 1, p diagonal is 0 and q diagonal is 1, and 0 for others. = 0 0 0 0 0 0 0 0 1
5. Determine the number of design points that will be conducted as a result of optimal design, n = 10 design points. 6. Determine the candidate set, which is a collection of design points that allow optimal design candidates. The candidate points conducted by selecting the possible point from the constraint function of components. 7. Change the values of the candidate point to the scaling convention [5] .This procedure used to minimize the correlation between primary terms( ) and potential terms(
). a. Suppose = | is a set of points in the matrix design. Potential terms are regressed towards primary terms, the least square of by is
R contains residuals from a regression between potential and primary terms. Definition X is changed to = | . Fromthis stage, the primary and potential terms are not correlated. 8. Choosing randomly n design points from the candidates set after scaled, then formed into a design matrix (equation 2). 9. Calculate the determinant of the information matrix from n design points using Bayesian D-optimal criterion [5, 10, 11] .
With 2  is a constant which is the ratio of variety on the potential terms with the error rate. Try for several to get convergent in determinant. 
4Result and Discussion
Eleven candidates were constructed based on the constraint functions of components that represent all the possible design points. The candidates produced by choosing the possible points to represent the overall design region.Candidatepointscan be written in Table 1 and present in Figure 2 . In the next step, ten from eleven candidates chose as the optimal design of the mixture. Ten design points wereselected using the Bayesian D-optimal criterion. Optimal design usingthe Bayesian D-optimal is highly depended on the selection of 2 . Theoretically, the large values of 2 indicate that some of the potential terms are proper on the model. Conversely, small values of 2 indicate all potential terms should not be included in the model [10] . Each candidate points can be figured out by Fig.2 , it shows that eleven points spread along the region of design. This condition s to two possibilities, firstly the model assumed was not fit to the case or secondly the potential term should not include the model, so the model only consists of the primary term. By this condition, if the potential terms changed toa primary term, then the optimal design constructed by D-optimal classic ( Figure 5 ).
Fig. 5.
Optimal design by D-optimal criterion Figure 5 shows the optimal design using the D-optimal classic. The result is better than the D-optimal Bayesian. Three different points from 10 points formed with 3 and 4 replications. It placed in the end and middle of the design region. This design is closely formed with design in = 5 by using D-optimal Bayesian.But, by D-optimal Bayesian, the design can not be convergent even in a high number of .
5Conclusion
In this example of a mixture with two constraint components, it found that the optimality method using D-optimal Bayesian was not givena good result. The design was not convergent in several numbers of from 0.5 until 5. It needs more research to find what is the problem that caused the design can not be convergent. So, for the result of this case, the D-optimal classic was used with three different points as a result of optimal design.
