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ABSTRACT 
Touchless interfaces allow users to view, control and 
manipulate digital content without physically touching an 
interface. They are being explored in a wide range of 
application scenarios from medical surgery to car 
dashboard controllers. One aspect of touchless interaction 
that has not been explored to date is the Sense of Agency 
(SoA). The SoA refers to the subjective experience of 
voluntary control over actions in the external world. In this 
paper, we investigated the SoA in touchless systems using 
the intentional binding paradigm. We first compare 
touchless systems with physical interactions and then 
augmented different types of haptic feedback to explore 
how different outcome modalities influence users’ SoA. 
From our experiments, we demonstrated that an intentional 
binding effect is observed in both physical and touchless 
interactions with no statistical difference. Additionally, we 
found that haptic and auditory feedback help to increase 
SoA compared with visual feedback in touchless interfaces. 
We discuss these findings and identify design opportunities 
that take agency into consideration. 
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INTRODUCTION 
Recent advances in gesture recognition technologies [31, 
40] are driving a new class of interactive systems where a 
user is able to view, control and manipulate digital content 
without touching the interface. For example, touchless 
interactions are being explored as part of medical surgery 
[51], to design games that benefit children with Autism 
Spectrum Disorder (ASD) [4], and touchless controllers for 
car dashboards [2](see Figure 1). There is a strong user 
appetite for such systems as they are intuitive and enable 
greater freedom of user-movements. 
One aspect of touchless interaction that has not been 
studied is the SoA in such interactions. The SoA can be 
defined as the feeling of one’s voluntary actions causing 
events in the external world [22] and having the awareness 
of owning the actions’ outcomes. This “Attribution of 
judgement” allows us to distinguish our actions and their 
sensory effects from those of other people [25].  
 
Figure 1. A mosaic of touchless interactions in surgery and 
driving scenarios. 
For example, in touchless applications scenarios in which 
perceiving a responsive system is relevant (e.g. surgery and 
driving), if users do not experience perception of causation 
(causal relationship between action and outcome), they 
could diminish self-attribution of an unfavorable outcome. 
However, although this perception is independent of correct 
performance of the device or system (i.e. personal agency), 
different interaction paradigms can improve this perception 
in order to enhance user’s SoA through a responsive 
touchless system. Here, we explored these possibilities 
To understand users’ SoA when interacting with touchless 
interfaces, we conducted two user studies. Our studies use 
the intentional binding paradigm, which provides an 
implicit and quantitative measure of the SoA [23, 43]. In the 
first experiment, we compared a camera-based button-click 
gesture with a physical button press, using both visual and 
auditory feedback. Our results show that both physical and 
gestural input modalities produce intentional binding. 
Additionally, we found that participants exhibited 
significantly more SoA when the touchless input action was 
accompanied by an auditory outcome rather than a visual 
outcome. In the second study, we compared the camera-
based click gesture both with and without tactile stimuli to 
examine if haptic feedback can enhance SoA. Our results 
show that haptic feedback provides higher intentional 
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binding when gesture-based action precedes it, compared 
with visual feedback. 
The main contributions of our paper are: 
 We investigate agency effects for touchless gesture-
based interaction. 
 We demonstrate by implicit and quantitative metrics 
that touchless gesture-based input modality could be as 
responsive as a physical touch-based input modality. 
 We show that auditory and haptic feedback help to 
increase user’s SoA in touchless interaction compared 
with visual feedback. 
 We discuss our findings and identify design 
opportunities that take agency into consideration. 
RELATED WORK 
The background for our work comes from the areas of 
experimental paradigms of agency in neuroscience, agency 
experiments within HCI and touchless interaction systems. 
Next, we will provide an overview of these areas. 
The Sense of Agency 
There is growing interest in investigating an important 
aspect of self-consciousness that concerns the awareness of 
being in control of our own actions: the Sense of Agency 
(SoA), which refers to “Attribution of judgement”. 
Georgieff and Jeannerod defined this phenomenon as a 
“Who” system that permits the identification of the agent of 
an action and thus differentiates the self from external 
agents [18]. This concept has been studied extensively in 
cognitive neuroscience to analyze how the deficit in 
people’s sense of agency is a consequence of some diseases 
or mental disorders like schizophrenia; patients with this 
disorder do not feel they are in control of their own actions 
and sometimes their thoughts [39]. 
Currently, two models explain the origins of agency: 
prediction and postdiction [59]. According to the predictive 
model, the SoA is generated by the intention to act, which 
arises from neural processes that regulate initiation of 
voluntary motor movement [42]. The postdictive model 
relies on retrospective reflection, so that the SoA arises 
after perceiving the action’s outcome [34, 62]. Here, the 
perception of causation (causal relationship between action 
and outcome) is a result of post-action information. 
One example of supportive evidence of the predictive 
model is the work of Benjamin Libet [30], who studied the 
timeline regarding brain neural activity and the conscious 
experience of executing a motor movement. His results 
suggest that the intention of movement is generated by a 
brain process over which we have no control, as at that 
moment we are not consciously aware. However, the 
subjective experience of free will emerges 200 ms before 
the actual motor movement. Some researchers have 
suggested that free will could be described as “free won’t” 
as this process seems to have more to do with the decision 
 to execute an action or not, before the action itself [52]. 
On the other hand, many studies have shown evidence of 
the postdictive explanation of agency. Johansson et al. [26] 
observed postdictive influence over subjects’ actions based 
on choice blindness. In this study, participants were asked 
to visually choose one option among others. Then, the 
experimenters swapped the participants’ chosen option with 
a new one, and presented this new option as their original 
choice. When participants were asked to explain the reason 
for their choice, they tried to justify why they chose the 
swapped option, even though it was clearly different to the 
original choice.  
Another example is the study by Takahata et al. [60] who 
conducted an experiment where participants were primed 
with rewarding and punishing outcomes by associating 
auditory stimuli with positive, neutral and negative 
monetary outcomes. Their results showed that participants 
attributed an action to themselves depending on outcome 
condition; they generally attributed the action to an external 
factor when its effect produced a negative outcome. 
Body ownership also plays an important role in the 
experience of agency. Participants in [3] falsely attributed 
an action (speaking) to themselves. The experiment 
consisted of a virtual reality scene in which participants saw 
a life-size speaking avatar seen from the first person 
perspective through a virtual mirror. Participants received 
thyroid cartilage vibrotactile stimulation synchronized with 
the avatar’s speech. The movements of the virtual body and 
participant body were also synchronized so that they 
created the illusion of body ownership.  
They demonstrated that participants thought they were 
speaking the words when they actually were not. In a more 
recent work they found illusion of agency over walking in 
seated participants [28]. These findings suggest that people 
experience SoA even when there is no previous intention to 
act i.e. in absence of prediction, priming or cause preceding 
the effect. Although the studies differ in explanations about 
the initiation of SoA, both models are considered valid [59].  
Agency in HCI 
Although the experience of agency is central in cognitive 
neuroscience, recent research has focused on studying how 
personal agency changes with use of technology. These 
studies have opened a new area which aims to explore how 
“in-control” users feel when interacting with an interface, 
i.e. have the awareness to say, “I am, who is controlling 
this”. McEneaney et al. [37] executed a series of 
experiments to demonstrate that the experience of agency 
not only applies for physical situations but also in HCI. 
They focused on answering: “Are agency effects observed 
in desktop computing environments typical of HCI?” 
They based their studies on measuring perception of click-
responses through visual stimuli on-screen and auditory 
feedback to compare human-initiated actions with 
computer-controlled actions. Their results showed that an 
agency effect exists in typical HCI desktop computer 
environments. This finding supports the claim that user 
perception of on-screen events depends on agency cues. 
However, they found that the perception in time of 
participants differed depending on whether an auditory 
effect followed a machine or human-initiated click action.  
Coyle et al. [12] compared a new input modality (Skinput 
[24]) with physical interaction (button-press) to explore the 
experience of agency in HCI environments. Skin-based 
input modality consisted of a piezoelectric microphone on 
participants’ forearm so that a tap on the skin can be 
recognized as a “button-press” action, preceding an audio 
feedback in response. The results showed that skin-based 
input could elicit greater SoA unlike typical keyboard input. 
In another example, Limerick et al. [32] explored voice 
command input. This technique consists of asking 
participants to say the word “go” as an instruction/action 
preceding an audio feedback. Their results showed a low 
SoA in this input modality, suggesting that this low feeling 
of control contributes to the low uptake of speech interfaces 
for interactive applications, despite the availability of high 
accuracy voice recognition techniques (e.g. 97.3% 
recognition rate). This research suggests that a system that 
evokes a low sense of agency will discourage users from 
using it, preventing widespread use of the system. On the 
other hand, the research of Coyle creates a large 
opportunity for on-body interaction systems. We need a 
similar understanding of the SoA for touchless systems in 
order to improve touchless interface design and thus enable 
wider uptake of such systems. 
Touchless Systems 
Interactive systems that use a touchless approach typically 
require no physical contact with a surface or object, 
avoiding the constraints of ordinary interaction paradigms 
(e.g. mouse and keyboard). These systems often rely on 
gesture-tracking technologies to detect mid-air gestures. 
The most common approaches rely on optical technology 
[61, 68] and electromyography (EMG) [38, 50]. However 
more recent devices offer higher resolution of gesture-
sensing based on radar [31] and sonar [49] technologies.  
Taking advantage of its properties, touchless systems are 
being deployed to perform interactions in many critical 
situations such as surgery and dashboard control. Touchless 
manipulation of medical images allows surgeons to 
maintain the sterile environment required in surgery, 
without the help of assistants [51]. Another example is 
driving; today there are many dashboard panels that allow 
users to control car elements from a distance [2, 29]. The 
use of gesture recognition and proximity to manipulate car 
controllers allows the user to release the visual channel, and 
thus aims to promote a safer driving environment.  
Although mid-air gesture-based devices may consist of a 
wide range of capabilities, most radar, sonar or optical 
tracking-based gestures typically share common 
characteristics with mice and tablets. In both devices the 
main interplay consists of pointing and clicking actions 
[65]. In these mid-air gesture interaction systems, pointing 
is represented by hand tracking and clicking is represented 
by “activation gestures” [65], which define the intention to 
communicate with the system [20]. These gestures must be 
natural and intuitive, but uncommon, so that they are not 
performed accidentally [7]. Following this, the user expects 
a confirmation of the activation, i.e. a perceptible response 
from the system. This refers to “system attention” [5], 
which is attained with multisensory feedback. Feedback is 
important in touchless systems as there is no physical 
contact with an object (e.g. floating images or virtual 
keyboard). However, it is not necessary to physically touch 
an object to have the perception of a “button-press” if it is 
associated with an effect in response. 
Visual, audio and haptic feedback 
Touchless interaction can be helped by sensory effects in 
order for the user to perceive “system attention” [5]. This 
can be achieved by providing users with multisensorial 
feedback, i.e. visual, auditory and haptic [20]. Freeman and 
Lantz added light, audio and tactile displays to assist users 
to know “where to gesture” [16]. Markussen et al. 
implemented a gestural typing system helped with visual 
feedback through a virtual keyboard [36]. Liu et al. added 
visual hand-cursors on-screen to make users know the state 
of the bare-hand postures and gestures [33]. Wu and Rank 
explored different audio feedback designs for hand gestures 
for encouraging immersion in games [66]. In a recent work 
they found that in-air gestures with responsive audio 
feedback leads to a higher immersion and enjoyment in 
video games [67].  Müller et al. developed a technique to 
“touch” and manipulate sound in mid-air by combining 
audio, visual and tactile feedback [48]. 
A common criticism of touchless systems is that users lack 
haptic feedback for action confirmation. However, mid-air 
haptic feedback is a recent technique to make the user 
aware of “system attention” in touchless interaction. 
Airwave [21], UltraHaptics [8] and AIREAL [57] are 
examples of emerging systems that can provide this missing 
tactile feedback in mid-air with bare hands. This technology 
allows users to perceive tactile sensation even in the 
absence of physical objects. Based on this approach, 
Monnai et al. proposed a system to interact with floating 
images, using not only visual feedback (through light 
beams), but also mid-air haptic feedback through ultrasound 
in order to create the sensation of touching a virtual screen 
[41]. In a more recent work, Makino et al. introduced a 
system to clone real objects into virtual ones. It consisted of 
floating images that replicate haptic properties of real 
objects using ultrasound, providing realistic interaction of 
touch in mid-air without wearable devices [35]. 
The above examples represent complex systems of 
touchless input commands with different kinds of feedback. 
However, the role of agency during the interaction with 
these systems has not been investigated. In other words, it is 
unclear if adding tactile feedback helps user feel SoA when 
interacting with touchless systems. We believe that agency 
implication should be considered in touchless interface 
design in order to improve user involvement, intuitiveness 
and instinctive sense of control during the interaction.  
This is the seventh of Shneiderman’s Eight Golden Rules of 
Interface Design; this rule indicates that interface design 
should “support an internal locus of control”[56] which 
refers to users’ need to feel they are the agents of the 
system’s  responses (i.e. “they are in charge of the 
system”). This is a relevant aspect for new application 
scenarios (e.g. surgery and driving) in which feeling 
ownership of the outcomes of one’s actions is essential. To 
investigate user’s SoA beyond traditional input in these new 
scenarios, we explored agency by employing the intentional 
binding paradigm and the Libet clock in a set of input 
command actions (physical and touchless) and sensory 
responses that include audio, visual and haptic feedback. 
THE INTENTIONAL BINDING PARADIGM 
We used the intentional binding paradigm for our studies. It 
was developed to provide an implicit and quantitative 
measure of the SoA [23]. In 2002 Patrick Haggard showed 
that the perceived time of a voluntary action and its sensory 
outcomes are shifted towards each other, so that the interval 
between action and outcome is perceived as shorter than it 
actually is, leading to a perception of compression of time 
[23] (see Figure 2 right). As shown in Figure 2 right, the 
action binding represents the interval between the actual 
and perceived action; it occurs when the action is perceived 
to occur later than the moment when it actually did. 
Similarly, the outcome binding represents the interval 
between the actual and perceived outcome, it occurs when 
the sensory effect is perceived earlier than the moment 
when it actually happened. The sum of these two elements 
represents a total binding value. Consequently, higher total 
binding value is related to a higher SoA [12, 14, 45].  
According to this method, the action binding and outcome 
binding can be measured quantitatively. They are calculated 
from four conditions (see Table 1) consisting of two 
baseline- (baseline action & baseline outcome) and two 
active- (active action & active outcome) conditions. As 
illustrated in Table 1, in the action baseline condition, 
participants performed the action (physical or touchless) but 
receive no feedback. In the outcome baseline condition, 
participants received feedback (visual, auditory or haptic) 
without performing any action. In the active conditions, 
both action and outcome occurred. During the task, both 
actual time (the time logged by the system) and perceived 
time (reported by the user using a Libet clock) of the action 
and outcome was recorded. The errors were calculated by 
the difference between perceived and actual moments of 
time. Following this, the intentional binding is calculated 
through the formulas shown in Figure 3 [46]. 
 
Figure 2. Illustration of the intentional binding effect (right). 
The Libet clock (left). 
 
Table 1. Intentional binding measurement blocks and 
calculations for error estimation. 
 
Figure 3. Intentional binding conditions and calculation 
formulas. For action, participants executed either a physical 
button-press or a touchless button-click gesture. For outcome, 
they received one action confirmation: visual on-screen, 
auditory (a beep), vibrotactile or mid-air haptic feedback. 
As shown in Figure 3, in baseline conditions participants 
perceived the action earlier but the outcome later when 
compared to the actual time. However, in active conditions 
the effect was the opposite. The active conditions create an 
effect where action and outcome are shifted towards each 
other [23]. This is evidence of both predictive and 
postdictive influence of the origination of agency in the 
intentional binding paradigm [13, 43].    
The Libet clock  
We employed Libet’s method to measure participants’ 
time-subjective experience, in order to investigate volitional 
control of movement and thus to record perception of time 
(the Libet clock). It consists of a clock that rotates 
clockwise once every 2560ms (see Figure 2 left). 
Participants reported the position of the clock at the 
moment when they either performed the action or received 
the outcome (see Table 1) to indicate their perceived time. 
The experience of agency can be also measured with 
alternative methods, for example “Interval estimation” [15, 
43], which consists of reporting an estimate of the time 
interval between the action and the outcome. Another 
method is self-reporting questionnaires and scales that are 
related to binary answers about whether the user was the 
agent of the action or not. However, the intentional binding 
paradigm with the Libet Clock has been shown as a robust 
technique to implicitly measure the SoA [43, 45, 53, 54]. 
We therefore use this method in our experiments. 
TOUCHLESS BUTTON CLICK 
In order to investigate the relationship between states of the 
in-air gesture input and the system’s responses, we wanted 
to explore how gesture actions influence agency. We 
measured intentional binding during simple micro-
interactions typical of desktop computing environments. 
We based our selection gesture on a study by Saffer, who 
states that “The best, most natural designs, then, are those 
that match the behavior of the system to the gesture humans 
might actually do to enable that behavior. Simple examples 
include pushing a button to turn something on or off” [55]. 
Consequently, we chose a fundamental gesture action to use 
(touchless button-click) in order to compare it with typical 
touch input (button-press). 
In this context, a button-press movement is common in our 
everyday interaction with computers and smartphones. 
Besides, it can be reliably tracked with devices such as 
Leap Motion, which is specifically focused on hand and 
fingers tracking. In common desktop computing 
environments, a physical button-press generally produces 
three kinds of effect: (1) visual on-screen: when we press a 
button or key of the keyboard we normally expect a visual 
change on-screen (e.g. typing tasks), (2) auditory feedback: 
because we can perceive a click sound through mechanical 
pressure on the actuator; and (3) haptic: because of the 
obvious physical contact with the mechanoreceptors of the 
skin. Therefore, we provided participants with visual, 
auditory and haptic feedback as the outcome of our physical 
and gestural action input to examine how states of input 
(physical and touchless) map onto states of the system.  
INVESTIGATING AGENCY IN TOUCHLESS INTERFACES  
Touchless systems are being used in a wide range of 
applications; however, the role of SoA in this kind of 
interaction is unknown. Does the user perceive a touchless 
command as being as responsive as a physical one? Does 
haptic feedback help to increase user’s SoA in touchless 
interfaces? To answer these questions, we conducted two 
studies. In our Study 1, we explored touchless input 
modality and compared it with physical-based input. So far, 
only auditory and visual outcomes have been employed as a 
means of action confirmation to investigate agency (as 
mentioned in related work section); however, in our Study 
2, we introduced haptic feedback (vibrotactile and mid-air) 
as a new output modality to investigate if tactile sensation 
can enhance users’ SoA in touchless interactions. 
Method and Materials 
Participants judged their perception of time by reporting the 
position of a rotating dot around a Libet clock at the 
moment when they either executed an action (baseline 
action and active action blocks) or received the feedback 
(baseline outcome and active outcome blocks) as shown in 
Table 1. The numbers of the clock were not used in order to 
avoid creating visual patterns during the task. This is 
because in pilot studies we noticed that participants tended 
to “identify” with their gaze a number as a reference, (e.g. 
“I’m going to do the action when the dot reaches the 
number 3”). This does not reflect the volition/urge to 
execute a motor action. Thereby participants used an 
external controller (Griffin Powermate USB Controller) to 
place the dot on the perceived position. The Libet clock size 
500 pixels in diameter, was placed at the center of a screen 
(24 inch, 1920 x 1080 resolution). The perceived and actual 
times were recorded to calculate the intentional binding. In 
the trials with user-performed action, the action was either a 
touchless click gesture or a physical button-press. The 
outcome was presented in one of four different feedback 
methods: on-screen visual, auditory (a beep), wearable 
vibrotactile, and mid-air haptic feedback. 
Gesture Action 
Participants moved their index finger, mimicking a press-
button action (i.e. up-down finger movement of 2 cm). The 
gesture was captured using a Leap Motion controller with 
capture rates of about 300 fps. Participants rested their hand 
(palm down) at a fixed position of about 20 cm height from 
the surface of the Leap Motion device in all feedback 
conditions preceding the gesture (see Figure 4). After a 
period of 250 ms a sensory effect was given to participants.  
Auditory Outcome 
Auditory stimulus is the common sensory effect used in the 
intentional binding paradigm. We considered audio 
feedback to have baseline comparison with new outcome 
modalities. In the conditions when there was auditory 
feedback, participants heard a tone that lasted 200 ms at 
900 Hz in frequency using headphones.  However, they 
always wore headphones during the full study. 
Visual Outcome 
Visual feedback was in the form of an on-screen button 
(250 pixels in diameter) that was presented at the center of 
the screen, and inside the Libet clock. When participants 
performed the click gesture, they could see the animation of 
this button changing state (the button sank as if it had been 
pressed; changed from red to green; and returned to its 
original state after 200 ms). The procedure for presenting 
visual stimuli and the Libet clock is similar to previous 
studies [37, 47]. Possible time delays due to the refresh rate 
of the screen used in our study (60 Hz) in the visual 
conditions on-screen, including the rotation of the Libet 
clock, was compensated for by following the procedure of 
previous studies [58]. We executed a preliminary test with a 
photodetector and high-speed camera placed in the middle 
of the screen in order to count the number of frames shown 
within specific periods of time. This was done in order to 
identify and compensate for missing frames. Our system 
was consistent in missing one frame in each trial, so to 
correct this delay, we subtracted the duration of one tick 
(16.66ms) from our interval durations as in [17]. 
 
Figure 4. Experimental setup. 
Vibrotactile Haptic Outcome 
Vibrotactile feedback was given to participants using a 
wearable glove with an embedded coin vibration motor 
(model 310-103 by Precision Microdrives), 1cm in diameter 
and positioned in the glove so that the vibration is provided 
on a participant’s fingertip (index finger). This motor 
vibrated at a speed of 12,000 rpm and 250 Hz in frequency. 
The typical rise time of 87 ms was compensated for to 
preserve timing as accurately as possible. Each vibration 
lasted 200 ms, which was easily recognizable over the 
tactile channel [19]. Participants did not wear the glove 
during visual, auditory and mid-air haptic feedback blocks. 
Mid-air Haptic Outcome 
Mid-air haptic feedback was provided using the 
UltraHaptics kit [8]. This device uses low-intensity and 
low-frequency ultrasound pressure waves to create multiple 
focal points in mid-air for tactile-sensation. The user can 
perceive the focal points using bare hands due to the 
receptors in the hand evoking a haptic sensation. To 
equalize two haptic feedback conditions in terms of 
stimulation area, we simulated vibrotactile outcome 
features with an UltraHaptics kit. Five focal points were 
created on participants’ fingertip (index finger) to cover an 
area of 1 cm2 with the same frequency as the vibrotactile 
condition (250 Hz).  The stimulation lasted for 200ms.  
STUDY 1. TOUCHLESS VS PHYSICAL 
In this experiment, we compared physical-based and 
gestural-based touchless inputs preceding auditory and 
visual feedback as the outcome. This resulted in four 
combinations of action + outcome: physical & auditory, 
physical & visual, gestural & auditory and gestural & 
visual, as shown in Figure 5. 
Procedure   
Participants were asked to sit in front of a screen at a 
distance of about 100 cm. Every trial started when they 
pressed a footswitch to indicate they were ready to start. 
After this, a Libet clock with a rotating dot was presented at 
the center of a screen. The dot always started at a random 
position. After one full revolution of the dot, participants 
were asked to perform the action:  a physical button-press 
using a keyboard (space key) or a click gesture in mid-air. 
For touchless action, the hand always stayed palm down 
and rested on top of a supporting structure (as in Figure 4). 
For physical action, this structure was not used and the 
Leap Motion device was replaced by a computer keyboard. 
Participants always executed the action (gestural and 
physical) using their dominant hand.  
After a period of 250 ms, the outcome was presented in the 
form of auditory (a beep) and visual feedback on-screen. 
Then, participants judged their perception of time by 
reporting the position of the dot on the clock. Participants 
wore noise-cancelling headphones to eliminate any audible 
noise from the devices. Participants performed 20 trials in 
each condition resulting in 320 trials per participant (20 
trails x 4 intentional binding blocks x 4 combinations of 
action + feedback). The experiment was completed in a 
maximum time of 90min; there was a short break between 
conditions. Figure 5 shows the procedure of a single trial.  
 
Figure 5. Experimental trial of Study 1 (*not done in baseline 
outcome blocks, ** not done in baseline action blocks). 
Participants  
Twelve right-handed participants (4 Male, mean age=30.92 
years, SD=3.03) took part in the experiment. They had 
normal or corrected-to-normal vision. The local ethics 
committee approved this study and participants were not 
paid for their participation.   
Results 
A Repeated Measure design was used to compare the 
effects of touchless input modality with physical-based 
input and visual and auditory feedback. We report the
 Figure 6.  Average of action binding and outcome binding in milliseconds of each action and outcome modality. The sign of 
outcome binding effects on the chart bars has been inverted to allow for comparison with action binding. Error bars represent 
standard error of mean. 
partial eta squared (ηp2) as a measure of effect size. 
According to Cohen [11], a value of 0.01 is considered a 
small effect, 0.06 a medium effect and a value of 0.14 or 
greater, a large effect size. 
 
Table 2. Average of action, outcome and total binding in 
milliseconds (with standard deviation in brackets) grouped by 
combination of action & outcome. 
 
Figure 7. Average of total binding in milliseconds for each 
combination of action and outcome. Error bars represent 
standard error of mean. 
A 2X2 within subjects’ ANOVA, with the type of action 
(touchless gesture-based click vs physical button-press) and 
the type of feedback (visual vs auditory) as factors, revealed 
no significant effect of type of action on total binding 
F(1,11)=0.003, p=0.96, ηp2=0.00. We also found no 
significant interaction between the type of action and type 
of feedback F(1,11)=0.63, p=0.45, ηp2=0.05. However there 
was a significant main effect of the type of feedback 
F(1,11)=5.31, p=0.04, ηp2=0.33 with the auditory feedback 
scoring higher compared to the visual feedback. Figure 7 
shows the average total binding with different action and 
feedback modalities. 
An identical ANOVA was then performed for the action 
binding, showing no significant interaction F(1,11)=0.36, 
p=0.56, ηp2=0.03, and no main effect of the type of action 
F(1,11)=0.12, p=0.74, ηp2=0.01 and the type of feedback, 
F(1,11)=0.79, p=0.39, η p2=0.07.  
The outcome binding, however, showed a significant main 
effect of the type of feedback F(1,11)=9.17, p=0.01, 
ηp2=0.45, with auditory outcome producing an increased 
binding in both the physical button-press (M=-37.48ms, 
SD=106.23ms) and the touchless gesture-based click    
(M=-32.02ms, SD=81.73ms) compared to visual feedback 
respectively in the physical action (M=11.99ms, 
SD=92.28ms) and in the touchless gesture-based click 
(M=0.57ms, SD=81.25ms). A breakdown of these means in 
relation to action and outcome binding is shown in Table 2. 
Figure 6 shows action binding and outcome binding effects. 
Discussion of Study 1 
Our results from the Study 1 revealed an intentional binding 
effect when both input modalities gestural and physical 
preceded an auditory feedback. However, this effect was 
not observed with visual feedback. As shown in Figure 6 
the visual outcome did not shift towards the action. This 
suggests that the touchless system exhibited significantly 
more intentional binding when the input action was 
accompanied by auditory outcome compared with visual 
outcome. As expected, the physical button-press preceding 
an auditory outcome produced intentional binding, as 
shown in a large number of studies on SoA.  
Interestingly we found no statistically significant difference 
in the action binding across the different combinations of 
action and outcome. This could suggest that participants 
may have perceived the touchless action to be as responsive 
as the physical action in terms of intentional binding, even 
when the touchless action did not involve typical 
characteristics of touching and object i.e. proprioceptive 
perception. The proprioceptive perception plays an 
important role in terms of feeling an immediate haptic 
feedback (as in pressing a physical button) additionally 
from the feedback system. In the previous work from Coyle 
et al. [12], participants reported increased intentional 
binding for skin-based input modality as this action 
involved tactile sensation in both the finger and the arm.  
Thereby, this seems a challenge for touchless action where 
implicit tactile feedback is not committed.  
However, although in our touchless condition there was not 
a simultaneous action-feedback like in physical button-
press, interestingly we still found an intentional binding 
effect, as the touchless action execution always involved 
participants’ motor movement followed a prior intention. 
Previous studies have suggested that the SoA principally 
arises due to internal motor signals [6, 42] and also that 
intention to act influences action attribution, when 
reafferent signals (e.g. motor or visual) match with 
intention retrospectively [9, 10, 64]. Thereby ideomotor 
signals produced by the touchless action could have served 
as a contributory factor in our results on intentional binding.  
Furthermore, we also attribute these findings to the 
influence of the postdictive model of origination of agency. 
As we state, “it is not necessary to physically touch an 
object to have the perception of a “button-press” if it is 
associated with an effect in response (see Visual, audio and 
haptic feedback section). Although the touchless action did 
not involve immediate tactile feedback, participants always 
received a confirmation with a visual or auditory outcome. 
Similar accounts were reported in [3, 28, 63], where 
subjects reported feelings of agency even when there was 
no cause preceding the effect, but just the effect itself. Yet 
in our studies participants always had an intention to act 
and thereby a motor movement preceding an outcome. This 
could have contributed to the intentional biding effect 
shown in our results. 
STUDY 2. TOUCHLESS VISUAL & HAPTICS  
This experiment aimed to investigate if haptic feedback can 
improve participants’ SoA in gesture-based touchless 
interaction. For this, we measured intentional binding both 
with and without haptic feedback. 
Procedure  
Participants in Study 2 used the same experimental 
procedure used in Study 1, with one exception. Whereas 
participants in Study 1 performed two kinds of actions 
(physical and touchless) and received two kinds of feedback 
(auditory and visual), in the second study participants 
performed only the touchless-based action and received 
visual, vibrotactile and mid-air haptic feedback (Figure 8). 
Both kinds of haptic feedback were provided on 
participants’ dominant hand (index finger). Participants 
wore noise-cancelling headphones to eliminate any audible 
noise from the devices. Participants performed 30 trials for 
each condition resulting in 360 trails per participant (30 
trials x 4 intentional binding blocks x 3 combinations of 
action + feedback). The experiment was completed in a 
maximum time of 90min; there was a short break between 
conditions. Figure 8 shows the procedure of a single trial. 
 
Figure 8. Experimental trial of Study 2 (*not done in baseline 
outcome blocks, ** not done in baseline action blocks). 
Participants 
Twelve right-handed participants (4 Female, mean 
age=30.33 years, SD=3.86), took part in the experiment. 
They had normal or correct-to-normal vision. The local 
ethics committee approved this study and participants were 
not paid for their participation. 
Results 
A One-way Repeated Measure ANOVA was conducted to 
compare the effect of the three type of feedback (visual vs 
vibrotactile vs mid-air haptic) on the action, outcome and 
total binding. Results show a significant effect on the total 
binding F(2,22)=4.96, p=0.02, ηp2=0.31 depending on the 
type of feedback. Post-hoc comparisons using Bonferroni 
correction showed that there is a statistically significant 
difference in the total binding specifically in the mid-air 
haptic feedback (M=84.21ms, SD=111.35ms) compared to 
the visual (M=-6.41ms, SD=82.98ms), p=0.02; but no such 
difference was found compared to the vibrotactile condition 
(M=40.77ms, SD=89.84ms), p=0.69. The difference 
between the visual condition and vibrotactile was also not 
significant, p=0.23. Figure 10 shows the average total 
binding with different action and feedback modalities. 
 
We found that the action binding was not significantly 
affected by the type of feedback F(2,22)=0.27, p=0.76, 
ηp2=0.02. However, crucially the outcome binding showed a 
significant difference F(2,22)=0.6.74, p=0.005, ηp2=0.38. 
Post-hoc comparisons using Bonferroni correction showed 
that the outcome binding was significantly greater in the 
mid-air haptic condition (M=-64.79ms, SD=79.58ms) 
compared to the visual (M=12.68ms, SD=66.07ms) 
condition p=0.02, but there was not statistically significant 
difference between the mid-air haptic and the vibrotactile 
feedback (M=-29.13ms, SD=69.75ms), p=0.69ms. 
Additionally, we found no significant difference between 
the vibrotactile and the visual p=0.23.  
These findings suggest that mid-air haptic feedback 
produces a strongest effect in the intentional binding values 
and specifically in the outcome binding compared to the 
other modalities. A breakdown of means in relation to
 Figure 9. Average of action binding and outcome binding in milliseconds for each feedback type (visual, vibrotactile, and mid-air). 
The sign of outcome binding effects on the chart bars has been inverted to allow for comparison with action binding. Error bars 
represent standard error of mean.
action and outcome binding is shown in Table 3. Figure 9 
shows action binding and outcome binding effects. 
 
Table 3. Average of action, outcome, and total binding (with 
standard deviation in brackets) grouped by feedback type. 
 
Figure 10. Average of total binding in milliseconds for each 
feedback type (visual, vibrotactile, and mid-air). Error bars 
represent standard error of mean. 
We additionally performed further analysis using 
independent sample t-test to compare the effect of the 
intentional binding with auditory feedback in touchless 
modality in the Study 1 with the mid-air haptic feedback in 
the Study 2. Results showed no significant difference on the 
total binding t(22)=0.99, p=0.33 between the auditory 
condition of the Study 1 (M=39.80ms, SD=106.02ms), and 
the mid-air haptic condition (M=84.21ms, SD=111.35ms) 
of the Study 2. These results were also not significant for 
the outcome binding t(22)=0.68, p=0.32, in the auditory 
condition (M=-32.02ms, SD=81.73ms) compared to the 
mid-air haptic condition (M=-64.79ms, SD=79.58ms). 
Discussion of Study 2 
Our results from the Study 2 revealed an intentional binding 
effect when the touchless input modality preceded a haptic 
feedback. However, this effect was not observed with visual 
feedback similar to Study 1. This suggests that the touchless 
system exhibited significant higher intentional binding 
when participants received a haptic confirmation rather than 
a visual confirmation. Crucially we found no statistically 
significant difference in action binding values across the 
outcome modalities. 
Both haptic feedback conditions (vibrotactile and mid-air) 
shifted towards the touchless action. Interestingly we found 
no statistically significant difference for outcome binding 
between these two haptic conditions. We set both outcome 
conditions with the same characteristics as much as 
possible. This is because vibrotactile feedback is higher in 
intensity compared with ultrasound. However, by creating 
five focal points of ultrasound overlapping each other to 
cover the same area as the vibrotactile stimuli, we could 
equalize between these two conditions. 
GENERAL DISCUSSION  
Our results revealed the existence of intentional binding 
effect in touchless gesture-based interactive applications. 
From our two studies, we found that gesture-based system 
exhibited significant higher intentional binding when the 
input action was accompanied by haptic or auditory 
outcomes compared with visual outcome. Our results from 
Study 1 showed action binding effect in both physical and 
touchless interactions with no statistically significant 
difference, possibly suggesting that that our click gesture 
input could be as responsive as the physical action in terms 
of intentional binding, even when no simultaneous action-
feedback occurred like in physical touch events. We 
attribute this result to ideomotor signals and the postdictive 
influence of agency in the intentional binding paradigm, 
where participants always received an action confirmation 
with a visual, auditory or haptic outcome (in contrast to 
Coyle’s work where only audio feedback was considered). 
Although we obtained different intentional binding values 
from the tasks involving gesture input and visual feedback 
in both studies, we found no statistically significant 
difference in this condition between Studies 1 and 2.  
Our results from both studies showed different outcome 
binding effects depending on the type of feedback, with 
audio and haptic feedback producing higher intentional 
binding effect than visual feedback. Visual feedback on-
screen produced the lowest intentional binding effect in 
both studies. This suggests that participants perceived 
higher perception of controlling the touchless interface 
when they received an auditory or haptic confirmation, 
rather than a visual confirmation. In cognitive neuroscience, 
a wide range of studies have employed audio feedback for 
studying agency, showing it to be a suitable technique to 
measure and produce SoA [1, 27, 43, 44]. However, in our 
Study 2, we also found an intentional binding effect with 
vibrotactile and mid-air haptic outcomes with no 
statistically significant difference between them. This 
suggests that if one cannot provide audio feedback it may 
be preferred from an intentional binding perspective to 
provide haptic feedback over visual-only feedback. 
It is worth mentioning that we are aware that the 
UltraHaptics device produces sound because of the 
ultrasound waves emission. In the frequency at which it 
works, audible sound is generated from its speakers. To 
address this, participants were asked to wear noise-
cancelling headphones, not only during this condition but 
also for the entire task (including all the conditions). 
Limitations 
For the present work, we only collected quantitative 
measures. We employed the intentional binding paradigm 
as an implicit measure of the SoA following evidence that 
suggests that the increased intentional binding is related to 
higher experience of agency [14, 45]. However, previous 
studies have suggested that self-reports of agency and 
intentional binding may operate differently [53], therefore 
further research is need to investigate the relation between 
explicit judgement of agency and intentional binding for 
touchless interfaces. Additionally, in this work we put more 
attention on the impact of output modalities on agency and 
further studies are needed to examine the effect of 
proprioceptive perception on the SoA in mid-air 
interactions, possibly by using the haptic devices to create 
more natural perception of touching real objects. We 
mainly compared visual feedback with the other modalities 
in our two studies, thereby more direct comparison between 
audio and haptic feedback will be explored in future work. 
Application scenarios  
In this work, we have shown types of interaction that 
significantly impact on users' SoA in order to provide 
solutions to improve touchless interfaces. Our results 
suggest that audio and haptic feedback are better to produce 
users’ SoA compared with visual feedback. Although these 
kinds of feedback have been frequently used in past work 
(as seen in the related work section) the role of SoA have 
been unexplored. Here, we have validated these feedback 
types by implicit and quantitative metrics supporting their 
use to provide a better and more responsive interaction. 
Here we explain some possible application scenarios. 
Interactions in Virtual Reality (VR) commonly rely on 
touchless actions; however, these systems often add haptic 
feedback, as they try to simulate real world settings in order 
to provide a realistic interaction. We have demonstrated 
that touch and touchless input modalities accompanied by 
mid-air haptic feedback improve users’ intentional binding, 
which enables application scenarios for VR and bare-hands 
interactions. For example, by considering the role of agency 
in designing VR training simulators (e.g. flight or surgery), 
the designer can approximate agency effects in users that 
are similar to those in a real-life situation. In this way, their 
commitment to the interaction (action inputs and system 
responses) might be stronger, enabling better training for 
the professional. 
It is known that audio and haptic feedback releases the 
visual channel to focus on additional tasks; this interplay is 
suitable for driving scenarios, for example. Our results 
showed that audio and mid-air haptic feedback improve 
users’ SoA. This suggests that these kinds of feedback not 
only will help to focus driving attention but also produce 
the user’s feeling of being in control during touchless 
interaction (e.g. controllers for car dashboards). 
Additionally, mid-air haptic feedback represents a good 
means for private communication in cases where audio 
cannot be played, allowing the user to still experience 
agency. By considering the SoA in interface design, we can 
explore a wide range of interaction paradigms that enable 
users’ feeling of control in order create interactions that are 
more realistic and thus develop more responsive systems. 
CONCLUSION 
Despite touchless systems being used in a wide range of 
applications, the role of agency in these systems had been 
unexplored to date. The lack of understanding this aspect, 
constrains the relevance of perceiving a responsive 
interface. In this paper, we have demonstrated by implicit 
and quantitative measures that touchless input could be 
perceived as responsive as a physical input action.  
Although our work focused only on a basic activation 
gesture (in-air button press), this creates an opportunity to 
offer possible solutions for designers in order to improve 
gesture-based touchless interfaces. Our work also suggests 
that audio and haptic feedback in gesture-based touchless 
interactions are a good candidate for increasing users’ sense 
of being in control and feeling of interacting with a more 
responsive system. These findings contribute to a new area 
for HCI researchers to explore agency consideration in HCI 
design. 
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