Introduction {#Sec1}
============

The urgent need for high-resolution precipitation products (HRPs) arises from both public services and scientific research, with increased occurrence of extreme rainfall events (e.g., Kendon et al. [@CR32]; Archer and Fowler [@CR3]) and flash floods (e.g., Westra et al. [@CR63]) under a warming climate. The development of HRPs have been mainly based on three types of observational precipitation data sources: (1) rain gauge observations, which can provide accurate point rainfall estimates, but whose spatial resolution is limited by the low-density gauge network and the errors associated with interpolation schemes to infill missing data (e.g. Morrissey et al. [@CR40]; Xie et al. [@CR66]; Chen et al. [@CR14]); (2) satellite estimation, which has wide spatial coverage but relatively poor precision (e.g. Hong et al. [@CR28]; Tian et al. [@CR58]); (3) radar quantitative precipitation estimation (QPE), which has very high spatial and temporal resolution, but whose accuracy is lower than ground rain gauge observations and whose spatial coverage is restricted by the availability of the operational radar network (e.g., Maddox et al. [@CR37]; Vasiloff et al. [@CR62]). An efficient way to develop HRPs is to merge precipitation data sources, thus extracting the useful information from different data types (including the above and even analysis/reanalysis data), then merging them together into a new precipitation data product. Successfully merged precipitation data is generally of better quality than its individual input data sources. Due to these advantages, the development of merged precipitation products has attracted more and more attention in recent years.

Early efforts developed various global merged precipitation products at relatively coarse spatiotemporal resolutions, mainly through the merging of gauge-based analyses and satellite estimates (Adler et al. [@CR2]). Widely recognized and applied global merged precipitation analysis datasets include the Climate Prediction Centre (CPC) Merged Analysis of Precipitation (CMAP) (Xie and Arkin [@CR64]) and the Global Precipitation Climatology Project (GPCP) precipitation analysis (Adler et al. [@CR2]). The CMAP and the GPCP were constructed at both monthly and pentad time resolutions on a global domain at a spatial resolution of 2.5° × 2.5°, spanning 1979 to present. They merge multiple satellite estimates and the GPCC gauge analysis, but using different methods. Assessment studies (e.g., Ebert [@CR19]; Adler et al. [@CR1]; Yin et al. [@CR67]) have shown that both the CMAP and the GPCP substantially reduce biases and random errors compared with those of individual gauge and satellite datasets. The GPCP has also developed a daily product (at 1° × 1°) from late-1996 to present, in which the satellite infrared (IR) is calibrated to the monthly GPCP amount and passive microwave (PMW) frequency of precipitation over 40° S--40° N, and sounding-based data at higher latitudes (Huffman et al. [@CR30]). However, the temporal and spatial resolutions of the CMAP and the GPCP are relatively coarse for monitoring the diurnal and mesoscale features of heavy precipitation (Dai et al. [@CR17]). Further efforts have therefore been made to increase the spatiotemporal resolutions of globally merged precipitation analyses. One recent example is the Multi-Source Weighted-Ensemble Precipitation (MSWEP), which takes advantage of the complementary strengths of gauge-, satellite-, and reanalysis-based data by optimally merging the highest quality precipitation data sources available as a function of timescale and location (Beck et al. [@CR5]). The latest version (V2.2, released March 2, 2018) of MSWEP (1979--2017) has been improved to a 3-hourly temporal and 0.1° spatial resolution (Beck et al. [@CR6]). So recent advances have improved the spatiotemporal resolutions of globally merged precipitation analyses from monthly to 3-hourly and from \~ 250 to \~ 10 km in the mid-latitudes, within an acceptable bias.

These globally merged precipitation analyses are suitable for large-scale analysis, but still have big gaps in satisfying the crucial requirements for regional applications, such as monitoring the diurnal and mesoscale features of heavy precipitation, driving high-resolution numerical weather (NWP) models or distributed hydrological models over regional domains, etc. Thus, extensive research has focused on generating regional and quantitatively accurate merged precipitation analysis datasets with fine spatiotemporal resolutions of 1 h to 5 min and 1--10 km. To attain a better spatiotemporal resolution than most global precipitation products, integrating information from radar precipitation products is widely used in producing regional merged precipitation analyses, as radar has the unique advantages of high spatial and temporal resolution. Satellite data is also valuable in regional precipitation merging, as it provides the precipitation signal over a much larger spatial domain than either gauge or radar data.

There are some well-known pioneering regional gauge-radar-merged hourly precipitation analyses. One is the Stage IV product (Lin and Mitchell [@CR36]), which combines gauge and radar data. It is at hourly and 4 km resolution and covers the Continental United States (CONUS), produced at NOAA/NCEP through a mosaic procedure of Stage III bias-corrected radar precipitation products generated at individual NOAA River Forecast Centers. QPE products at very high spatial (1 km) and temporal (2 min) resolution that cover CONUS and southern Canada have been produced by the Multi-Radar Multi-Sensor (MRMS) system at the National Center for Environmental Prediction (NCEP) (Zhang et al. [@CR71]). The MRMS QPE system integrates radar, rain gauge, satellite and atmospheric environmental and climatological data, and its QPE algorithms are largely based on the National Mosaic and Multi-Sensor QPE (NMQ) (Zhang et al. [@CR70]) components from the National Severe Storms Laboratory (NSSL).

Near-real-time precipitation analyses have also been developed. For example, the Integrated Nowcasting through Comprehensive Analysis (INCA) precipitation analysis at an updated resolution of 15 min and 1 km has been developed in Europe. INCA incorporates station data, radar data, and elevation effects (Haiden and Pistotnik [@CR25]), and was developed at the Central Institute for Meteorology and Geodynamics in Vienna, Austria (ZAMG). The INCA precipitation analysis is a successful attempt to combine the quantitative accuracy (compared to radar) of rain gauge measurements with the spatial accuracy provided by the radar field (Haiden et al. [@CR26]).

Recently, the National Meteorological Information Centre of China (NMICC) developed a series of gauge-satellite and gauge--radar--satellite merged hourly precipitation products, at fine spatial--temporal resolutions of 10 km, 5 km and 1 km, covering the whole of China including the eastern Tibetan Plateau (Shen et al. [@CR50], [@CR51]; Pan et al. [@CR43]). The merging is based on the multi-source merging algorithm (Pan et al. [@CR42]; Yu et al. [@CR68]) developed from the two-step merging conceptual model of Xie and Xiong ([@CR65]). The NMICC gauge--radar--satellite merged Chinese hourly precipitation analyses exhibit greater accuracy than other hourly precipitation products for precipitation distributions and variability over China, largely attributed to the merging of high-density hourly precipitation gauge observations (more than 30,000 automatic weather stations: Shen et al. [@CR50]; Yu et al. [@CR69]). Satellite data is applied in the NMICC merged Chinese hourly precipitation analyses due to the lack of either radar or gauge data over much of western China and the Tibetan Plateau, where satellite estimation is the only precipitation data source, and also further improves the quality of final merged data, especially over sub-regions with sparse stations where the radar data has less chance to be corrected (Pan et al. [@CR44]).

Over the UK, very few regional hourly precipitation products are available. Recently, two UK high-resolution hourly precipitation products have been released, mainly developed from a single precipitation source: (1) The NIMROD radar precipitation analysis data developed by the UK Met Office is available at 5 and 15 min intervals on a 1 km and 5 km Cartesian grid over UK, starting from late 2002. These fine-resolution radar precipitation analyses are produced by a fully automated system called Nimrod for weather analysis and nowcasting based around a network of C-band rainfall radars (Golding [@CR23]) operated by the Met Office since 1996; (2) A 1 km gridded hourly gauge-based precipitation analysis (CEH-GEAR1hr) for the UK developed by Lewis et al. ([@CR33]) covers the period 1990--2014. It was derived from over 1900 quality-controlled rain gauges using a nearest neighbour interpolation scheme and improves upon the current UK national gridded precipitation datasets at the daily time-step (Blenkinsop et al. [@CR9]; Lewis et al. [@CR33]).

This paper aims at developing a UK high-quality hourly gauge--radar--satellite merged precipitation analysis---the UKGrsHP--- by employing mature integrated algorithms and approaches (Xie and Xiong [@CR65]; Shen et al. [@CR50]) to make full use of existing multi-source UK precipitation measurements including gauge, radar and satellite data. An optimal integration (OI)-based multi-source merging scheme is designed and tested on independent gauge data. One year's experimental UKGrsHP is then produced by this merging scheme, which not only has a fine spatial resolution of 0.01° × 0.01° in latitude/longitude but also has better performance than other existing hourly precipitation products over the UK. The evaluated OI-based multi-source merging scheme will be applied to produce the full version of the UKGrsHP starting in 2004.

The rest of the paper is organized as follows. Section [2](#Sec8){ref-type="sec"} describes the data, basic OI theory, and methods of data evaluation and independent test used in this research. Section [4](#Sec12){ref-type="sec"} introduces the flowchart of the data merging of the UKGrsHP. Sections  [5](#Sec13){ref-type="sec"}, [6](#Sec14){ref-type="sec"}, [6.1](#Sec12){ref-type="sec"} expound the implementation of the merging algorithm and its validation in detail of the three major steps of the data merging, including the Data Pre-processing (Step 1), the PDF systematic-bias-correction of radar analysis and satellite analysis data (Step 2) and the OI-based multi-source merging for the UKGrsHP (Step 3). Section [7](#Sec22){ref-type="sec"} presents the results of independent evaluation of the experimental UKGrsHP. Finally, a summary and recommendations for future research are given at the end of the paper in Sect. [7.3](#Sec22){ref-type="sec"}.

Data, OI theory, evaluation and independent test methods {#Sec2}
========================================================

Information of three hourly precipitation datasets used in the study {#Sec3}
--------------------------------------------------------------------

Three hourly precipitation datasets are used in the UK data merging experiment: UK rain gauge observations, UK rain radar data, and a satellite-retrieved precipitation product. All three input data sources and the output merged data (the experimental UKGrsHP) cover the same one-year period from 1 January 2014 to 31 December 2014.

We use 1903 quality controlled UK rain gauges (see Fig. [1](#Fig1){ref-type="fig"}a for coverage) from Blenkinsop et al. ([@CR9]) and Lewis et al. ([@CR33]). The original raw UK gauge data are from the UK Met Office Integrated Data Archive System (MIDAS, UK Met Office [@CR59]), the England Environment Agency (EA), Natural Resources Wales (NRW) and the Scottish Environmental Protection Agency (SEPA). As the measurements of precipitation gauge at instrument sites contain inevitable observational errors (McMillan et al. [@CR39]), various quality control procedures were applied by Blenkinsop et al. ([@CR9]) and Lewis et al. ([@CR33]) to identify suspect values, accumulated totals and periods of gauge malfunction to get high-quality rain gauge data. These quality-controlled rain gauges are also available in the global sub-daily rainfall (GSDR) dataset (Lewis et al. [@CR34]) collected by the INTENSE project (Blenkinsop et al. [@CR10]). It should be noted that the actual number of gauges participating in the merging process at any one time-step is less than 1903 and this changes from hour to hour throughout the year, with an average of around \~ 1300 gauge records per hour, as shown by the black line in Fig. [1](#Fig1){ref-type="fig"}d. This is due to missing data, some short data records and the quality control procedure detailed above.Fig. 1**a** The spatial distribution of all 1903 gauge stations over the UK (black points), **b** the 407 checking stations used for independent testing from MIDAS (black points), **c** 1496 stations taking part in the merging process from the EA, NRW and SEPA (black points), **d** the actual numbers of hourly gauge observations processed from hour to hour for total stations (black line), check stations (blue line) and the merging stations (red line) for the independent test over the UK from 1 January 2014 to 31 December 2014

The UK Nimrod radar data are from the Met Office's operational Nimrod system (Harrison et al. [@CR27]). Here we use the 1 km Resolution UK Composite Rainfall Data downloaded from <https://catalogue.ceda.ac.uk/uuid/27dd6ffba67f667a18c62de5c3456350> (Golding [@CR23]; Harrison et al. [@CR27]). This dataset is originally sourced from a network of 15 C-band rainfall radar sites, starting in April 2004 and updated in real-time. It is produced at 5 min intervals on a 1 km resolution grid on the British National Grid (BNG) reference system (Ordnance Survey [@CR41]), covering the rectangle from -- 405,000° E to -- 625,000  N and 132,000° E to 155,000  N (an area of 3.75 × 10^6^ km^2^: Parkes et al. [@CR45]). Similar to other radar analysis data, the UK Nimrod radar precipitation analysis has already been bias-corrected (Golding [@CR23]) to remove spurious echoes resulting from anomalous propagation of the radar beam, errors resulting from variations in the vertical profile of reflectivity and radar sensitivity errors. The bias-correction is automatically applied within the Nimrod system, resulting in 30% bias reduction on average (Harrison et al. [@CR27]) in the UK Nimrod radar precipitation analysis. Although there remain considerable errors and uncertainties in the UK Nimrod radar precipitation analysis, it is still particularly useful for capturing the spatial distribution and temporal evolution of precipitation that is of interest in this study.

Over some areas especially oceanic areas where the availability of ground measurements and radar are limited, meteorological satellites provide a unique opportunity for monitoring precipitation. Here, we use the Global Satellite Mapping (GSMaP) hourly precipitation estimate (Ushio et al. [@CR61]) developed by the JAXA Global Rainfall Watch System Earth Observation Research Centre. The GSMaP satellite analysis data integrates retrievals from multi-sensor, i.e. passive microwave (PMW) radiometers and infrared radiation (IR) radiometers. It covers a quasi-global (60° N--60° S) domain with horizontal grid spacing of 0.1° (3600 × 1200 pixels) and one hour intervals, from January 1998 and is updated in real-time.

Basic theory of OI-based multi-source merging Method {#Sec4}
----------------------------------------------------

As a powerful method, Optimal Interpolation (OI) is widely used in data merging (e.g., Gandin [@CR21]; Bergman [@CR8]; Daly [@CR18]; Xie and Xiong [@CR65]; Shen et al. [@CR50]; Pan et al. [@CR43], Shen et al. [@CR51]). Bergman ([@CR8]) and Xie and Xiong ([@CR65]) given the relatively compact description of the theory of the IO method. The basic idea is to take an irregular distribution of observations of precipitation quality and obtain the best possible estimate of a precipitation field at a regular network of grid points through minimizing the mean square interpolation error for a large ensemble of analysis situations (Bergman [@CR8]).
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where *n* is the number of observation grid boxes at and near the target grid box within the searching radius. The gauge data interpolated onto the regular network of grid points is usually used as the observation in data merging (e.g., Xie and Xiong [@CR65]; Shen et al. [@CR50]). Key to the OI-based data merging method is therefore to decide the weighting $\documentclass[12pt]{minimal}
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Moreover, the principle of assigning the weighting coefficient $\documentclass[12pt]{minimal}
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We can expand the product terms in Eq. ([7](#Equ7){ref-type=""}) in the following format:$$\documentclass[12pt]{minimal}
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The linear Eq. ([8](#Equ8){ref-type=""}) may then be solved for the $\documentclass[12pt]{minimal}
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                \begin{document}$$\overline{{\varepsilon_{i} }}$$\end{document}$ are zero, so that the above six quantities refer to covariance.

In actual computations, it is convenient to express Eq. ([8](#Equ8){ref-type=""}) in a normalized form:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\mu_{ij}$$\end{document}$ is the first-guess error correlation at the *i*th and *j*th grid boxes; similarly, the $\documentclass[12pt]{minimal}
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                \begin{document}$$\mu_{ki}$$\end{document}$ at the right-hand side of Eq. ([10](#Equ10){ref-type=""}) is the first-guess error correlation between the *k*th target grid box and the *i*th observation grid box. $\documentclass[12pt]{minimal}
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                \begin{document}$$\rho_{ij}$$\end{document}$ is the observation error correlation at the *i*th and *i*th grid boxes. The $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau_{ij}$$\end{document}$ is the correlation between the first-guess error at the *i*th grid box with the observational error at the *j*th grid box; similarly, the $\documentclass[12pt]{minimal}
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                \begin{document}$$\tau_{ki}$$\end{document}$ at the right-hand side of Eq. ([11](#Equ11){ref-type=""}) is the correlation between the first-guess error at the *k*th target grid box and the observational error at the *i*th observational location. The $\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma_{i}$$\end{document}$ is the ratio of the RMS of the observational error $\documentclass[12pt]{minimal}
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                \begin{document}$$(\overline{{f_{i}^{2} }} )^{{\frac{1}{2}}}$$\end{document}$ at the *i*th grid box, which is a parameter frequently "tuned" to give more or less weight to the observations (Kalnay [@CR31]), also called the "signal-to-noise ratio" (e.g., Brankart and Brasseur [@CR12]; Barth et al. [@CR4]).

As one observing system is not usually reliant on other observing systems in determining its values, we hypothesise that the random errors in the three input datasets (gauge, radar and satellite) are independent: i.e., the error correlations for the three precipitation analyses are zero, similar to assumptions in previous studies (e.g., Xie and Xiong [@CR65]; Shen et al. [@CR50]; Pan et al. [@CR42], [@CR43]). Under this hypothesis, no matter which of the three input data is used as the first-guess or observation, the first-guess errors are not correlated with the observational errors, so we get $\documentclass[12pt]{minimal}
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                \begin{document}$$\sum\limits_{j = 1}^{n} {(\mu_{ij} + \rho_{ij} \sigma_{i} \sigma_{j} )c_{j}^{{\prime }} } = \mu_{ki} .$$\end{document}$$

Therefore, through the quantification of errors and error correlations ($\documentclass[12pt]{minimal}
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                \begin{document}$$c_{i}^{\prime }$$\end{document}$) are determined, the analyzed (or merged) value ($\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$A_{k}$$\end{document}$) can then be defined from the first guess and the observations according to Eqs. ([10](#Equ10){ref-type=""}) and ([1](#Equ1){ref-type=""}), as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$(\overline{{f_{i}^{2} }} )^{{\frac{1}{2}}}$$\end{document}$ are the RMS of the first-guess error at the *k*th target grid box and at the *i*th observation grid box, respectively.

Based on the theory of OI presented above, we know that key to the development of an OI--based combined algorithm is the quantification of errors and error correlations for the input first guess and the observations. Specifically, there is an important assumption in OI theory that $\documentclass[12pt]{minimal}
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                \begin{document}$$\overline{{\varepsilon_{i} }}$$\end{document}$ are zero. This is equivalent to the assumption that both the first guess and observation values contain no systematic errors. The removal of the systematic errors thereby becomes an important step in our data merging scheme as shown in the next section.

Evaluation metrics for data comparison {#Sec5}
--------------------------------------

Data errors consist of systematic errors and random errors (Taylor [@CR57]). The systematic errors (also called bias errors) are consistent, repeatable errors, which usually come from the measuring instruments. The random errors are unrepeatable, inconsistent errors in the measurements, which come from random causes and the average of these random errors is usually zero. In practice, for data comparison, the gauge data (observations or gauge analysis) is usually used as the "ground truth" for the precipitation (e.g., Xie and Xiong [@CR65]; Shen et al. [@CR50]), as its value is much closer to the "true value" of precipitation relative to other indirect measurements such as radar and satellite data. Depending upon the context, the "ground truth" precipitation can be defined as: (1) the individual gauge observation values located in the gauge network; (2) the arithmetic mean values of gauge observations within the grid boxes; or (3) the gauge interpolation analysis values at the grid boxes with at least one reporting gauge, which will be specified in the study.

To measure the errors of the precipitation analysis data (the pre-processed input data and the merged data) against the "ground truth" precipitation, we employ four commonly used (e.g., Xie and Xiong [@CR65]; Shen et al. [@CR50]) statistical metrics in this study: (1) bias, (2) root-mean-square error (RMSE), (3) error variance and (4) correlation coefficient (CC).Bias is defined as: $$\documentclass[12pt]{minimal}
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                \begin{document}$$Bias = \frac{1}{n}\sum\limits_{i = 1}^{n} {(p_{i} - g_{i} )}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$p_{i}$$\end{document}$ is the precipitation value of the target data to be assessed (i.e. the pre-processed input data or the merged data), and $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{i}$$\end{document}$ is the "ground truth" precipitation, usually represented by gauge data or gauge analysis data; and $\documentclass[12pt]{minimal}
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                \begin{document}$$n$$\end{document}$ is the number of samples. The Bias is the mean difference between the target precipitation field and the precipitation "ground truth" field. As the average of the random errors is zero, the Bias metric actually represents the systematic errors. Bias ranges from negative infinity to positive infinity. A zero value for Bias represents no systematic errors in the target data (i.e. the pre-processed input data or the merged data) against the "true value" of precipitation.RMSE is defined as: $$\documentclass[12pt]{minimal}
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                \begin{document}$$RMSE = \sqrt {\frac{1}{n}\sum\limits_{i = 1}^{n} {(p_{i} - g_{i} )^{2} } } .$$\end{document}$$RMSE measures the magnitude of overall errors in the target precipitation data, including both the random errors and the systematic errors. RMSE ranges from zero to infinity, with the value of zero representing the best accuracy of the target precipitation data (or the least overall error magnitude against the "ground truth" precipitation).Error Variance is defined as the squared value of the RMSE.CC is defined as: $$\documentclass[12pt]{minimal}
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                \begin{document}$$\bar{g}$$\end{document}$ are respectively the average values of $\documentclass[12pt]{minimal}
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                \begin{document}$$g_{i}$$\end{document}$. CC can show the similarity degree of the target data with the "ground truth" precipitation in either the temporal or the spatial dimension. CC ranges from − 1 to 1. CC equal to one represents the best agreement of the target precipitation data with the "ground truth": for the spatial dimension at one time step, it suggests the matching of spatial patterns; for the temporal dimension at one spatial location, it suggests the matching of temporal variability.

In addition, the RMSE and the CC can also be used to assess the differences between any other two fields. A bigger value of RMSE or smaller value of CC indicates a bigger difference between the two fields, and vice versa.

Methods of independent tests for the experimental UKGrsHP {#Sec6}
---------------------------------------------------------

To evaluate the performance of the merging results, we use an independent test. Prior to data merging, we remove 407 gauges (Fig. [1](#Fig1){ref-type="fig"}b) from MIDAS, which does not take part in the merging process. These are from an independent network and are then used as independent gauges to evaluate the precipitation estimates from the merged product. MIDAS is one out of four original gauge data sources (as detailed in Sect. [2.1](#Sec9){ref-type="sec"})---MIDAS, EA, NRW and SEPA. The spatial distribution of the MIDAS gauges is relatively homogeneous over the UK as evidenced in Fig. [1](#Fig1){ref-type="fig"}b, in contrast, the distributions of the gauges compiled from other sources \[EA, NRW and SEPA, as shown in Fig. [1](#Fig1){ref-type="fig"} of Lewis et al. ([@CR33])\] are separately located only over parts of UK, i.e. either England, Wales, or Scotland. The 1496 remaining gauges from EA, NRW and SEPA (shown as spatial distribution in Fig. [1](#Fig1){ref-type="fig"}c, and red line in Fig. [1](#Fig1){ref-type="fig"}d shows the actual number participated in data merging from hour to hour) are used in the merging process.

To avoid one or more reporting gauges (in experimental data merging) being available in the same grid boxes of the independent stations that may influence the justice of the independent test, we removed any MIDAS station within 1 km of any merging station. On average, about 30 MIDAS gauges are removed before the independent tests. Therefore, around 220 MIDAS gauges are used in the independent test from hour to hour (blue line in Fig. [1](#Fig1){ref-type="fig"}d).

The inverse distance weighting (IDW) method (Simanton and Osborn [@CR52]) is used in the independent check, in which the target precipitation data to be assessed (the experimental UKGrsHP and the input precipitation analysis data) are interpolated back onto the locations of the \~ 220 independent check stations. These are then compared with the "ground truth" precipitation represented by the independent check gauges based on the RMSE and the CC, as defined in Sect. [2.2](#Sec10){ref-type="sec"}.

The flowchart of the data merging steps of UKGrsHP {#Sec7}
==================================================

To begin with, we introduce the flowchart of our data merging scheme in this section. To merge the three data sources (gauge, satellite and radar), we pre-process them onto the same horizontal resolution grid boxes before the merging. Then we: (1) remove the systematic bias in the radar and satellite estimates through their comparison/calibration against gauge observations, and; (2) further combine the gauge analysis with the bias--corrected radar estimates and the bias--corrected satellite estimates to reduce the random errors. The above merging steps developed in this study are based on the conceptual model of Xie and Xiong ([@CR65]).

In short, there are three main steps to the data merging process in the OI-based multi-source Merging Scheme for the UKGrsHP. We summarize the major steps of the merging scheme in the flowchart of Fig. [2](#Fig2){ref-type="fig"} as:Fig. 2The flowchart of the OI-based multi-source Merging Scheme for the UKGrsHP. The terms 'GAUGE', 'SATELLITE' and 'RADAR' respectively represent the gauge precipitation observations, the GSMaP satellite precipitation analysis and the Nimrod radar analysis. The methods 'PDF' and 'OI' respectively refer to the probability density function matching method and the Optimal Interpolation merging method. The terms 'Adj. radar' and 'Adj. Satellite' respectively denote the bias-corrected radar analysis and satellite precipitation estimates by PDF. The '2_Merge' and '3_Merge' represent the two different merging algorithms as described in Sect. [6.4](#Sec17){ref-type="sec"}pre-processing of the gauge, radar and satellite precipitation data,systematic bias removal from the pre-processed radar and satellite data by using the Probability Density Function (PDF) method (e.g., Yu et al. [@CR68]), andcombining the data based on the OI method.

The processes and analyse results for each step are detailed in the following sections.

Step 1: data pre-processing {#Sec8}
===========================

Before merging, the three input precipitation datasets from gauge, satellite and radar are pre-processed to bring them onto the hourly time scale and the same regular grid. The target regular grids are for the wider UK area of 12.5° W--3.5° E, 49° N--60° N, with the interval of 0.01º in both latitude and longitude (equivalent to 1 km × 1 km in the mid-latitudes). The data merge results, i.e. the experimental UKGrsHP dataset, are also for the same area with the same spatial resolution. After data pre-processing, the three input datasets are referred to as gauge analysis, satellite analysis and radar analysis, respectively. Here, we provide five precipitation events randomly chosen across different seasons in 2014, which are presented in three pre-processed analysis data as examples of the pre-processing results. In the main text, we only use the precipitation events at 12Z on 1st February (Fig. [3](#Fig3){ref-type="fig"}) as an example, the other four events can be examined in Sect. [1](#Sec1){ref-type="sec"} of the Supplementary Information.Fig. 3Spatial distribution of hourly precipitation (mm/h) at 12Z, 1st February 2014. **a** Station observations, **b** gauge analysis data interpolated from 1903 rain station observations, **c** Nimrod radar analysis data, **d** GSMaP satellite analysis data, and **e** the merged product, i.e. the experimental UKGrsHP. The experimental UKGrsHP is merged from the 1903 gauge observations, the Nimrod radar analysis and the GSMaP satellite analysis

Rain gauges {#Sec9}
-----------

The distribution of high-resolution rain gauges over the UK is heterogeneous and sparse relative to the target 0.01° resolution. Figure [1](#Fig1){ref-type="fig"}a shows that there is a relatively more dense distribution of rain gauges over the southern UK, with sparser distribution in northern regions. Even over southern England most grid boxes with 0.01° resolution contain no rain gauges. The heterogeneous and sparse distribution of rainfall gauges relative to the 0.01° resolution grid is one important reason for us to develop an hourly merged precipitation dataset, which can extract useful information from radar and satellite data to enhance the quality of the precipitation data, especially in areas without rain gauges.

In pre-processing, by use of a modified climatology-based OI interpolation algorithm (e.g., Xie et al. [@CR66]; Shen et al. [@CR48], [@CR49]), we interpolate the 1903 hourly quality-controlled gauge data onto the regular grid points with a spatial resolution of 0.01° over the mainland UK. The interpolation algorithm (e.g., Xie et al. [@CR66]; Shen et al. [@CR48], [@CR49]) is better than normal interpolation methods in preserving inhomogeneous features of the spatial distribution of hourly precipitation. Figure [3](#Fig3){ref-type="fig"}b shows an example of gauge data for 1st February 2014 at 12 Z (hourly rainfall accumulation from 12 UTC to 13 UTC), which is interpolated into the gauge-based hourly precipitation interpolation data (Fig. [3](#Fig3){ref-type="fig"}b, hereafter called gauge analysis data). From Fig. [3](#Fig3){ref-type="fig"}b, we can see the gauge analysis data performs well in representing the intense rainfall signal over the UK, as evidenced by a series of heavy rainfall areas distributed along the western part of the UK which has a denser distribution of gauges (Fig. [3](#Fig3){ref-type="fig"}a), especially along a latitudinal belt near 55° N where the maximum rainfall rate exceeds 5 mm/h. However, the gauge analysis data obviously lacks precipitation information on the rainfall centred over Ireland (Fig. [3](#Fig3){ref-type="fig"}b). This is mainly due to limited availability of gauge observations over Northern Ireland and the lack of gauge observations available to this study over Ireland (Fig. [3](#Fig3){ref-type="fig"}a). In contrast, both remote sensing analyses, the radar analysis (Fig. [3](#Fig3){ref-type="fig"}c) and the satellite analysis (Fig. [3](#Fig3){ref-type="fig"}d), provide precipitation information over Ireland. Moreover, interpolation methods (including the modified climatology-based OI interpolation algorithm itself) tend to produce a smooth spatial field between gauge observations, which are different to the real spatial distribution of hourly rainfall intensities; the latter usually being highly inhomogeneous and not smoothed (e.g., Xie et al. [@CR66]). As a result, gauge analysis data based on the interpolation of sparse gauges has limitations in giving a reliable and detailed spatial estimation of hourly rainfall, especially over areas without rain gauges.

Radar-based quantitative precipitation estimation (QPE) {#Sec10}
-------------------------------------------------------

In pre-processing, we accumulate the Nimrod radar data from 5 min to 1 h temporal intervals. If one or more snapshots of 5 min precipitation rate are unavailable for a given hour, the precipitation rate for that hour is marked as missing. Then, using the IDW method, we interpolate the hourly Nimrod radar data from a 1 km × 1 km resolution on the British National Grid (BNG) onto a horizontal resolution of 0.01° × 0.01° in latitude and longitude in the geographical coordinate system. Figure [3](#Fig3){ref-type="fig"}c presents an example of the hourly radar data with a resolution of 0.01° (hereafter called radar analysis data) at 12 Z on 1st February 2014. Comparing Fig. [3](#Fig3){ref-type="fig"}b with Fig. [3](#Fig3){ref-type="fig"}c, we can see the radar analysis data (Fig. [3](#Fig3){ref-type="fig"}c) provides more spatial rainfall detail than the gauge analysis data (Fig. [3](#Fig3){ref-type="fig"}b). However, we also notice that the radar analysis data (Fig. [3](#Fig3){ref-type="fig"}c) obviously underestimates heavy hourly precipitation over the UK compared to the gauge analysis data (Fig. [3](#Fig3){ref-type="fig"}c). Thus, the radar analysis data provides better spatial pattern information, but weaker rainfall amount information.

Satellite-based precipitation product {#Sec11}
-------------------------------------

To pre-process the hourly GSMaP precipitation data, we directly downscale it from a spatial resolution of 0.1° × 0.1° to 0.01° × 0.01° in the target area, with the same precipitation value assigned to all 0.01° × 0.01° grid cells falling within a 0.1° × 0.1° grid cell, and hearfter called satellite analysis data. As shown in Fig. [3](#Fig3){ref-type="fig"}d, the satellite analysis data has a broader spatial coverage than both the gauge analysis data and the radar analysis data, and covers ocean areas adjacent to the mainland UK, which are not covered well by either the gauge or radar data. However, the satellite analysis data has limitations in depicting the features of precipitation over mainland UK, which is a common issue for satellite precipitation datasets over land areas in the mid-to-high latitudes (e.g. Serreze et al. [@CR47]; Cai et al. [@CR13]; Sun et al. [@CR55]). As evidenced in Fig. [3](#Fig3){ref-type="fig"}d, the satellite analysis data only depicts the precipitation centre over Ireland, but misses the precipitation centres over western Britain that are depicted well in both the gauge analysis data (Fig. [3](#Fig3){ref-type="fig"}b) and the radar analysis data (Fig. [3](#Fig3){ref-type="fig"}c). Misrepresentation of land precipitation spatial patterns or large errors of satellite precipitation over land areas are commonly found in satellite analysis data.

Step 2: PDF systematic-bias-correction of radar analysis and satellite analysis data {#Sec12}
====================================================================================

We adopt the probability density function matching method (PDF) to adjust the systematic bias of the pre-processed radar and satellite precipitation data. Systematic errors of remote sensing precipitation data, such as radar and satellite, usually change temporally and spatially; called range-dependent biases (e.g., Chiang et al. [@CR15]; Hong et al. [@CR28]; Tian et al. [@CR58]; Xu and Xie [@CR72]; Shen et al. [@CR51]). The PDF systematic-bias-correction method has been demonstrated as an effective way in reducing the range-dependent biases in remote sensing precipitation data (e.g., Xie and Xiong [@CR65]; Yu et al. [@CR68]; Shen et al. [@CR50]; Li et al. [@CR73]). The steps of the PDF systematic-bias-correction are to: (1) collect co-located pairs of gauge and radar (satellite) analysis data over the 0.01° lat/lon grid boxes with ≥ 1 reporting gauges within a spatial window centred on the target grid box, and within a temporal window ending at the target date; (2) match the value of cumulative PDFs (CPDFs) of the radar (satellite) analysis data against those of the gauge analysis data to remove the bias, assuming the CPDFs of the gauge analysis data represent the CPDFs of the ground truth precipitation. Considering the highly discontinuous nature in the temporal dimension of UK hourly precipitation, the temporal window in our strategy of the PDF matching is only selected at the target hour, i.e. 1 h of temporal window. Here, more than 150 non-zero pairs of data samples are collected to ensure stable statistics of the CPDFs, so the spatial domain centred at the target grid box may need to be expanded wherever necessary, especially over gauge-sparse areas.

To evaluate the effectiveness of the PDF systematic-bias-correction method, the original and the adjusted data are compared with the "ground truth" by using three statistical metrics: Bias, CC and RMSE (Fig. [4](#Fig4){ref-type="fig"}). The "ground truth" here is represented by the value of the gauge analysis data at all grid boxes with at least one reporting gauge.Fig. 4Time series of the data errors of the original (black) and PDF-adjusted (blue) radar analyses. The data errors are measured by the metrics of the daily mean **a** Bias (mm/h), **b** CC and **c** RMSE (mm/h), which are calculated against the "ground truth" represented by the hourly gauge analysis data over grid boxes with at least one reporting gauge observation

Figure [4](#Fig4){ref-type="fig"}a shows that the systematic data errors are decreased remarkably by the PDF systematic-bias-correction. The range of Bias values (representing the systematic data errors, more details in Sect. [2.3](#Sec11){ref-type="sec"}) are close to zero after applying the PDF systematic-bias-correction method (blue curve in Fig. [4](#Fig4){ref-type="fig"}a), in contrast to the much larger Bias of the initial radar data (black curve in Fig. [4](#Fig4){ref-type="fig"}a). Moreover, the CC (Fig. [4](#Fig4){ref-type="fig"}b) changes very little after the PDF systematic-bias-correction (blue curve vs black curve in Fig. [4](#Fig4){ref-type="fig"}b), suggesting the PDF systematic-bias-correction method does not destroy the basic spatial structure of the radar data. However, the mean RMSE is only decreased slightly by the correction: from 0.284 to 0.269. Given that the RMSE represents the magnitude of the total data errors, including both the systematic and the random data errors, and systematic data errors are significantly removed, the slightly changed RMSE implies that there are still large random data errors in the radar data. Therefore, while the PDF systematic-bias-correction removes most of the systematic data errors in the radar data, the random data errors still need further processing.

We also apply the PDF systematic-bias-correction method to the pre-processed satellite data. The effect of the PDF systematic-bias-correction on the satellite analysis data is lower due to more zero values in the satellite analysis data than the radar analysis data, but we still get similar results (figures not shown). The systematic data errors in the satellite analysis data are removed well with only a small change in basic spatial structure, but the random data errors are still considerable.

Step 3: OI-based multi-source merging for the UKGrsHP {#Sec13}
=====================================================

After the pre-processing and systematic-error removal steps, we now merge the three input data sources (the gauge analysis, the systematic-bias-corrected satellite analysis and the systematic-bias-corrected radar analysis) using the OI method. The key to developing an OI-based multi-source merging scheme is to quantify the errors and error correlations ($\documentclass[12pt]{minimal}
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                \begin{document}$$\sigma_{j}$$\end{document}$) in the first-guess and the observation fields, as denoted in Eq. ([12](#Equ12){ref-type=""}). Moreover, as we have three input data sources, the merging strategy (or how to assign the first-guess and the observation fields under the OI scheme) is also important for the quality of the merging result. In this step, we thereby investigate the statistical features of the error structure in the individual input analysis data though limited samples, then estimate the errors and error correlations based on the empirical equations derived from them to decide on the final merging strategy.

Errors in data sources {#Sec14}
----------------------

The random error in the three unbiased precipitation analysis data at a grid box is defined as the difference of the precipitation analysis value from the "ground truth" represented by the arithmetic mean of high-density gauge values within the 0.01º latitude/longitude grid box \[also see Eq. ([3](#Equ3){ref-type=""})\]. The basic features of the random error in the three precipitation analysis datasets is essentially depicted (Xie and Xiong [@CR65]; Shen et al. [@CR50], [@CR51]) by changes of the error magnitudes with both the precipitation intensity and the sample size. As mentioned before, the density of hourly gauge observations over the UK is sparse and spatially varying. In fact, the number of reported gauge observations within most 0.01° × 0.01° grid boxes over the UK is less than 2; too small to examine the change in the error magnitude with sample size. So, we mainly quantify the change of error magnitude against precipitation rate.

In practice, we use the Error Variance (see metric definition in Sect. [2.2](#Sec10){ref-type="sec"}) to represent the magnitude of the errors. It is calculated at grid boxes where there is at least one reporting gauge observation during 2014. The error variance and the arithmetic mean precipitation rate are calculated for precipitation rate bins starting from 0 mm h^−1^ with an increment of 0.1 mm h^−1^. The approximate binomial polynomial fitting (Storch and Zwiers [@CR54]) curves of the scatter pairs of the Error Variance and the corresponding mean precipitation rates within different precipitation rate bins is calculated and plotted in Fig. [5](#Fig5){ref-type="fig"}a. Figure [5](#Fig5){ref-type="fig"}a indicates that one common feature of data errors in all three precipitation analysis datasets is that the random errors are proportional to the precipitation intensity: all three Error Variance fitting curves increase non-linearly with increase in precipitation rate. This is similar to results from previous studies (e.g., Huffman, [@CR29]; Li et al. [@CR35]; Bell and Kundu [@CR7]). Moreover, we find the magnitude of Error Variance in the systematic-bias-corrected satellite analysis (blue dot line in Fig. [5](#Fig5){ref-type="fig"}a) is much bigger than that for either the gauge analysis data (black dot line in Fig. [5](#Fig5){ref-type="fig"}a) or the systematic-bias-corrected radar analysis data (red dot line in Fig. [5](#Fig5){ref-type="fig"}a). In particular, the magnitude of the Error Variance in the systematic-bias-corrected satellite analysis is nearly six times larger than that in the systematic-bias-corrected radar analysis data for heavy rainfall. In addition, the gauge analysis data (black dot line in Fig. [5](#Fig5){ref-type="fig"}a) has the least magnitude of error variance, which is reasonable as the Error Variance is calculated at grid boxes where there is at least one reporting gauge. Therefore, the bigger the hourly precipitation intensity, the larger the magnitude of the random errors in all three precipitation analyses.Fig. 5**a** The error variance of the hourly gauge analysis data (over grid boxes with at least one recording gauge, black dots), radar analysis data (red dots) and satellite analysis data (blue dots) as a function of rainfall intensity, and **b** error correlation of radar (red dots) and satellite (blue dots) analysis data with distance between any two points as an exponential function

Error correlation in data sources {#Sec15}
---------------------------------

The error correlations in the systematic-bias-corrected satellite analysis or systematic-bias-corrected radar analysis data are calculated between pairs of grid boxes that contain at least one reporting gauge observation. For the gauge analysis data, the error correlations between two different locations are very small and usually assumed as zero (e.g., Xie and Xiong [@CR65]; Shen et al. [@CR50]), as the observational error over two gauges tend to be independent to each other. For the satellite and radar analysis data, error correlations usually decrease exponentially with distance (e.g., Xie and Xiong [@CR65]; Shen et al. [@CR50]; Pan et al. [@CR43]). So we hypothesise that: (1) error correlations in the gauge analysis between two different locations are zero; (2) in the other two analysis data, the error correlation is a function of the distance between the two points, expressed as an exponential function of the negative distance.

Here, we calculate the error correlations between any two different grid boxes where there is at least one reporting gauge observation, then average the error correlations within different groups according to distance between the two grid boxes. The least square fitting curves of the scatter pairs of the averaged error correlations and the corresponding distances is calculated. As shown in Fig. [5](#Fig5){ref-type="fig"}b, the error correlations ($\documentclass[12pt]{minimal}
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                \begin{document}$$h_{r}$$\end{document}$) are respectively set to 25 km and 20 km based on an inspection of the scatterplots (Fig. [5](#Fig5){ref-type="fig"}b).

Three-source and two-source merging methods {#Sec16}
-------------------------------------------

The basic OI method needs only two input data fields: the observation field (O) and the first-guess (F) field. Here, we have three input datasets: the gauge, radar and satellite analysis data. As the gauge analysis data has the highest accuracy among the three input data (black dot line in Fig. [5](#Fig5){ref-type="fig"}a), this is used as the observation field. How to assign the other two analysis data is important for setting the OI-based merging scheme. Here, we propose two different merging frameworks:In the first merging framework (noted as 3_Merge), we use both the gauge analysis data and the radar analysis data as the observation field. It should be noted that, for the gauge analysis data, only values at grid boxes with at least one reporting gauge observation are used. We use the bias-corrected satellite analysis as the first-guess field. So information from all three input analysis data are used in the merging.In the second merging framework (noted as 2_Merge), we exclude the use of the satellite analysis data as it is demonstrated to contain the biggest errors among the three input datasets. Instead, we use the gauge analysis data at grid boxes with at least one reporting gauge observation as the observation field, and use the bias-corrected radar analysis as the first-guess field. So only two input datasets are used in this merging scheme.

Under the first merging framework (3_Merge), we can now specify the errors and error correlations in Eq. ([11](#Equ11){ref-type=""}). The first-guess error coefficient, $\documentclass[12pt]{minimal}
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                \begin{document}$$n$$\end{document}$, is the sum number of grid boxes of both the radar analysis and gauge analysis data (only grid boxes with gauge observation(s) are counted) at and near a target grid box (*k*) within the analysis radius.

Under the second merging framework (2_Merge), the bias-corrected radar analysis data is used as the first-guess field, and the gauge analysis data at grid boxes with at least one gauge observation is used as the observation field. So, the error correlation,$\documentclass[12pt]{minimal}
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In either of the above merging frameworks, the weight coefficient, $\documentclass[12pt]{minimal}
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                \begin{document}$$c$$\end{document}$, can be solved using Eq. ([11](#Equ11){ref-type=""}) according to the above specified errors and error correlations, resulting in the final solution of the analyzed (or merged) precipitation according to Eq. ([11](#Equ11){ref-type=""}).

An example of the merged hourly data at 12Z on 1st February 2014, produced by the two merging frameworks is presented in Fig. [6](#Fig6){ref-type="fig"}. Here, all the available gauge observations are used in the data merging. Comparing Fig. [6](#Fig6){ref-type="fig"}a, b, we can see that the merged precipitation from the first scheme (3_Merge) provides better spatial coverage than the second scheme (2_Merge). This is because the satellite analysis data merged by the first scheme (3_Merge) provides more information over oceanic areas, which lack precipitation estimates from either gauge or radar analysis data. However, over land and near-shore areas, which the radar analysis data covers, the merged precipitation from the two merging frameworks are generally similar to each other.Fig. 6Spatial distribution of hourly merged precipitation (mm/h) using **a** 3_Merge and **b** 2_Merge framework at 12Z, 1st February 2014

Four other examples of merged hourly data randomly chosen for different seasons produced by the two merging frameworks are presented in Figures S5 to S8 in Sect. [2](#Sec8){ref-type="sec"} of the Supplementary Information. All four examples show that the merged precipitation from the two merging frameworks are generally similar to each other over land areas.

To further verify the similarity over UK land areas between the merged data produced by the two merging schemes, we now quantify their errors independently. Two month's independent test results produced by the two merging schemes over UK land areas are used, spanning January--February 2014. The independent test gives objective and more stringent measurements of the performance of the merging results, as the merging results are directly compared with independent gauge observations that are not used in the data merging (more details are described in Sect. [2.3](#Sec7){ref-type="sec"}). Two metrics (CC and RMSE) are used to quantify the data errors of the two merging results against the "ground truth" represented by \~ 220 independent gauge observations. Shown as Fig. [7](#Fig7){ref-type="fig"}, the errors in the merged data of the 3_Merge scheme (red line with plus sign) and 2_Merge scheme (red line) are similar to each other, with similar values for CC (Fig. [7](#Fig7){ref-type="fig"}a) and RMSE (Fig. [7](#Fig7){ref-type="fig"}b). In addition, we emphasize that the merging result from either scheme has a better accuracy than all three individual input datasets, evidenced by the lower CC and higher RMSE of satellite (orange line), radar (blue line) and gauge (black line) analysis data than for the merging results from either scheme.Fig. 7Time series of daily data errors represented by **a** CC and **b** RMSE (mm/h) of 3_Merge (red line with plus sign), 2_Merge (red line), radar (blue), satellite (orange) and gauge (black) analysis data from January--February 2014 for the independent test. The time mean values of CC and RMSE respectively for each analysis are shown in the legends

In summary, the merged precipitation data from the first merging framework (3_Merge) has better spatial coverage over ocean areas, but over land and near-shore where radar and gauge analysis data is available, the merged results of the two schemes are similar. Therefore, the satellite analysis used in the first framework (3_Merge) does not significantly improve the performance of the merging results over these areas but requires three times the computational resource.

Compound merging strategy and its verification {#Sec17}
----------------------------------------------

Therefore, to improve computational efficiency we use a compound merging strategy in our OI--based multi-source merging scheme; employing both the 3_merge and 2_merge schemes in the data merging. As the analyzed (or merged) precipitation value is calculated grid box by grid box, the choice of merging scheme is different at each grid box according to whether there are radar analysis data available over land areas. Figure [2](#Fig2){ref-type="fig"} shows a schematic of the merging framework. If the radar analysis value is available at the target grid box over land areas and at least one gauge data can be found at and near the target grid box within the searching radius, then we use the 2_Merge scheme, which assigns the bias-corrected radar analysis as the first-guess field at the target grid box, and assigns the gauge analysis values within the search scope as the observation field to modify the first-guess field value at the target grid box. Otherwise, if there is no radar analysis value available at the target grid box or no gauge data at and near the target grid box within the searching radius, or over sea, we use the 3_Merge framework, which assigns the bias-corrected satellite analysis as the first-guess field at the target grid box, and assigns the radar and gauge analysis within the search scope as the joint observation field. By using the above compound merging strategy, the OI--based multi-source merging scheme (Fig. [2](#Fig2){ref-type="fig"}) is built up.

To verify the effectiveness of the compound merging strategy in the data merging, one year's experimental UKGrsHP over 2014 is now produced. The differences between the experimental UKGrsHP and the three input analysis datasets are quantified separately using the metrics of CC and RMSE (Fig. [8](#Fig8){ref-type="fig"}). At grid boxes with at least one gauge observation, the CC (Fig. [8](#Fig8){ref-type="fig"}a) is nearly 1 (0.99889) and the RMS (Fig. [8](#Fig8){ref-type="fig"}b) is nearly zero (0.01542) between the experimental UKGrsHP and the gauge analysis, demonstrating that the merged data at these grid boxes mainly represents the information from the gauge observations. In contrast, at grid boxes with no gauge observations, the CC (Fig. [8](#Fig8){ref-type="fig"}c) is greatest (0.95357) and the RMS (Fig. [8](#Fig8){ref-type="fig"}d) is smallest (0.12182) between the experimental UKGrsHP and the radar analysis among the three input analyses, demonstrating that the merged data at these grid boxes mainly represents information from the radar analysis data. In either case, the merged data contains the least information from the satellite analysis data among the three input analyses, as proved by the minimum CC (Fig. [8](#Fig8){ref-type="fig"}a, c) (0.19241 and 0.20421) and maximum RMS (Fig. [8](#Fig8){ref-type="fig"}b, d) (0.4377 and 0.50343) between the experimental UKGrsHP and the satellite analysis data. In addition, at grid boxes with neither gauge observations nor radar analysis data, only information from the satellite analysis data is used (figure not shown). So the information usage from the input data in the experimental UKGrsHP are generally according to the accuracy and availability of the input datasets, which is reasonable.Fig. 8Annual mean data errors for the experimental UKGrsHP and three input precipitation analysis data (gauge, radar and satellite). **a**, **c** are CC, **b**, **d** are root-mean-square (RMS) (mm/h). Panels **a**, **b** are calculated on grid boxes with gauges, **c**, **d** are calculated on grid boxes without gauges

Figure [3](#Fig3){ref-type="fig"}e shows the spatial distribution of the experimental UKGrsHP at 12 Z on 1st February 2014 using the compound merging strategy. The final merged precipitation, i.e. the UKGrsHP, not only captures the high rainfall amount centers reported by the gauge analysis well, but also depicts a more detailed rain distribution like radar analysis data and has full spatial coverage like satellite analysis data. Comparing Fig. [3](#Fig3){ref-type="fig"}b and e, we can see that intense rainfall signals over Great Britain around 55°N in the gauge analysis data is captured well by the UKGrsHP. Comparing Fig. [3](#Fig3){ref-type="fig"}c and e, we can see the detailed spatial rainfall details in the Nimrod radar data are represented well in the UKGrsHP. Comparing Fig. [3](#Fig3){ref-type="fig"}d and e, we find the information for rainfall over ocean areas are also transmitted into the UKGrsHP. Basically, the final merged precipitation product extracts the useful information from the input analysis data, providing a better representation of the precipitation. Similar results can be verified for other randomly chosen precipitation events as shown in Sect. [1](#Sec1){ref-type="sec"} of the Supplementary Information.

Comparing Fig. [3](#Fig3){ref-type="fig"}e with Fig. [6](#Fig6){ref-type="fig"}a, we find the spatial distribution of the merged precipitation produced using the compound merging strategy (Fig. [3](#Fig3){ref-type="fig"}e) is similar to that of the merged results using the full 3_Merge framework (Fig. [6](#Fig6){ref-type="fig"}a). This indicates that the compound merging strategy performs well and is in line with expectations from the full merging. Considering the compound merging strategy saves large computing resources, it is therefore reasonable to choose it in our OI--based multi-source merging scheme. Equally, the compound merging strategy is highly flexible, which is suitable for applying to other (or wider) regions where the availability of input data resources are limited.

From the above, we choose the compound merging strategy in our OI--based multi-source merging scheme for producing the UKGrsHP.

Independent evaluation of the experimental UKGrsHP {#Sec18}
==================================================

To objectively assess the performance of the experimental UKGrsHP produced by the OI--based multi-source merging scheme (with the compound merging strategy) in this study, an independent evaluation is then conducted. One year's experimental UKGrsHP over 2014 is produced. Different from the experimental UKGrsHP in the previous section that merges all gauge observations, here we produce a merged product without using the \~ 220 MIDAS gauge observations and then independently evaluate this product against the MIDAS observations. For hourly precipitation, previous studies have shown that 1 year's sample size is big enough for effective evaluations (e.g., Shen et al. [@CR51]; Pan 2012). We quantify the differences between the experimental UKGrsHP, the input precipitation analysis data (the gauge analysis, radar analysis and satellite analysis) and the \~ 220 MIDAS gauge observations using two metrics, the CC and the RMSE. The independent evaluation method is further described in Sect. [2.3](#Sec11){ref-type="sec"}.

General errors {#Sec19}
--------------

Table [1](#Tab1){ref-type="table"} shows the annual and monthly mean values of the CC and RMSE in the UKGrsHP and the three input precipitation analyses. From Table [1](#Tab1){ref-type="table"}, we can see that the UKGrsHP has a smaller annual mean RMSE (0.265 mm/h) and higher annual mean CC (0.702) than any one of the three input analysis datasets (radar, satellite, gauge). This suggests that the experimental UKGrsHP also has a better accuracy than all individual input analyses. These results demonstrate the effectiveness of the OI--based multi-source merging scheme in constructing a merged precipitation analysis dataset for the UK.Table 1Monthly and annual mean CC and RMSE (mm/h) of three input precipitation analysis datasets and the experimental UKGrsHP against \~ 220 independent MIDAS gauge observations from January to December of 2014 over the UKJan.Feb.Mar.Apr.May.Jun.Jul.Aug.Sep.Oct.Nov.Dec.Annual*Correlation coefficient (CC)*Gauge0.7030.6950.5840.6010.5720.4410.4890.5560.3560.6650.6520.6060.576Radar0.7430.7280.5970.7130.7050.6070.6480.6680.4270.7490.7440.6340.663GSMaP0.2990.3180.2090.2610.3010.2050.230.2760.1140.3380.2950.1510.250UKGrsHP0.7870.7670.640.7430.7310.6450.6730.730.4510.7870.7830.6850.702*Root-mean-square error (RMSE) (mm/h)*Gauge0.3880.3750.2250.230.3230.2760.3370.4590.140.4190.3380.2760.315Radar0.3710.3780.2270.2080.2730.2230.2790.4450.1270.3950.3040.2820.293GSMaP0.7240.640.3450.3410.480.3480.4350.6930.1760.6250.5030.4450.480UKGrsHP0.3370.350.2140.1890.2530.2110.260.3640.1190.3590.2720.2560.265

Another common feature shown in Table [1](#Tab1){ref-type="table"} is that the errors in the radar analysis and the gauge analysis data are close to each other and are much smaller than the errors in the satellite analysis data. This is demonstrated by both the RMSE and the CC. This result demonstrates the rationale of choosing the radar analysis data as the first-guess field or even as the joint observation field but excluding the satellite analysis where possible in the merging scheme.

Spatial distribution of errors and improvements in the UKGrsHP {#Sec20}
--------------------------------------------------------------

The spatial distribution of data errors in the experimental UKGrsHP are analyzed. Shown as Fig. [9](#Fig9){ref-type="fig"}, the CC (Fig. [9](#Fig9){ref-type="fig"}a) is generally higher and the RMSE (Fig. [9](#Fig9){ref-type="fig"}b) is lower in the southern UK than that in the northern UK, suggesting that the merged data has a better accuracy in the southern UK relative to that in the northern UK. Given that the density of the gauge observations in the southern UK is much greater than that in the northern UK (Fig. [1](#Fig1){ref-type="fig"}c), it suggests that the denser the gauge observations, the smaller the errors in the experimental UKGrsHP.Fig. 9Spatial distribution of data errors for the merged results, the experimental UKGrsHP, against \~ 220 independent MIDAS gauge observations from January to December 2014 over the UK. Panels **a**, **b** are spatial distributions of CC and RMSE (mm/h), respectively

To examine where the UKGrsHP is most improved relative to the individual input analysis data, we separately compare the data errors in the experimental UKGrsHP with that of the three input analyses. Figure [10](#Fig10){ref-type="fig"} shows the spatial distribution of the difference between the data errors of the experimental UKGrsHP and the three input precipitation analyses. To begin with, we find that, over most parts of UK, the UKGrsHP is generally improved against the individual input analysis data. This is also proven by the UKGrsHP's CC (RMSE) being higher (smaller) than that of the gauge analysis, radar analysis and satellite analysis in most parts of UK, as shown in Fig. [10](#Fig10){ref-type="fig"}a--c (Fig. [10](#Fig10){ref-type="fig"}d--f). We can see from Fig. [10](#Fig10){ref-type="fig"} that the data error differences in the gauge and radar analysis data are relatively smaller than those of the satellite analysis data. This suggests that the improvement in accuracy of the UKGrsHP relative to the satellite analysis data is the largest among all the input analysis.Fig. 10Spatial distribution of the difference between the data errors of the experimental UKGrsHP and the three input precipitation analyses. Left panels (**a**--**c**) are CC; right panels (**d**--**f**) are RMSE (mm/h). Panels **a**, **f** Are for gauge analysis, **b**, **e** are for radar analysis, **c**, **f** are for satellite analysis. The data error differences are calculated as CC and RMSE in the UKGrsHP minus that of the input analysis. Same as Fig. [9](#Fig9){ref-type="fig"}, the data errors in each analysis data are calculated against \~ 220 independent MIDAS gauge observations from January to December 2014 over the UK

Relative to the gauge analysis data, the UKGrsHP exhibits obvious improvements over large areas where there is a low density of gauge observations. Over coastal areas of Britain with sparse gauge observations, the CC difference (Fig. [10](#Fig10){ref-type="fig"}d) is bigger than 0.1 and the RSME difference (Fig. [10](#Fig10){ref-type="fig"}d) is smaller than − 0.1. Since there are no gauges involved in the merging over Ireland, the merging result here is mainly controlled by the radar data, and is obviously superior to the gauge interpolation data. In other areas which have denser gauge observations, the improvements in UKGrsHP are not as obvious. Further analysis indicates that the improvements of the UKGrsHP in areas with sparse gauge observations are mainly due to the merging of the radar data.

Relative to the radar analysis data, the UKGrsHP exhibit obvious improvements over northeast England centered at 3°W, 54°N where there are very dense gauge observations. This is demonstrated by the difference in CC (Fig. [10](#Fig10){ref-type="fig"}b: \> 0.1) and the RMSE (Fig. [10](#Fig10){ref-type="fig"}e: \< − 0.1).

Dependency of errors on precipitation intensity {#Sec21}
-----------------------------------------------

The dependency of the errors on the precipitation intensity is also investigated. To assess the performance of the merging analysis in detecting and quantifying precipitation events of various intensities, we grouped the independent test data into six categories based on the hourly independent gauge precipitation intensity, then computed the Bias and RSME for each of the groups (Table [2](#Tab2){ref-type="table"}). The number of samples are also shown for each group in Table [2](#Tab2){ref-type="table"}, which are large enough to get representative results.Table 2The bias (mm/h) and RMSE (mm/h) for satellite, radar, gauge analysis data and experimental UKGrsHP data based on different precipitation intensity bins (including statistics sampling numbers) against independent gauge stations for January to December of 2014 over the UKPre. IntensityBias (mm/h)RMSE (mm/h)Sampling numbersGSMaPRadarGaugeUKGrsHPGSMaPRadarGaugeUKGrsHP00.018990.024540.028440.020920.191890.150310.16450.10861,573,976(0,1\]− 0.18740.02889− 0.038610.023720.806160.475810.462120.4523201,597(1,2\]− 0.78926− 0.25135− 0.42845− 0.192041.754920.921290.948380.8690737,972(2,4\]− 1.59026− 0.74875− 1.00597− 0.586882.964021.488881.642831.3684319,409(4,8\]− 3.46584− 2.00986− 2.31417− 1.606445.286022.840673.19342.549524697(8, + ∞)− 8.63316− 6.13796− 6.62829− 5.1134812.727297.308288.339256.42511508

A remarkable feature in Table [2](#Tab2){ref-type="table"} is that the all three input analysis datasets and the UKGrsHP overestimate the intensity of light rainfall, but underestimate the heavy precipitation. This is evidenced by their positive Bias in light precipitation rates below 1 mm h^−1^, and their negative Bias for rainfall heavier than 1 mm h^−1^. Data errors in the merged data and three input datasets generally increase with precipitation intensity, with increasing RMSE from light rainfall to heavy rainfall for all three input analyses and for the UKGrsHP shown in Table [2](#Tab2){ref-type="table"}. These are two common features in various precipitation data (e.g., Xie and Xiong [@CR65]; Yu et al. [@CR68]; Shen et al. [@CR50]; Li et al. [@CR73]).

However, we emphasize that the UKGrsHP contains the least Bias and the lowest RMSE in all precipitation groups above 0 mm h^−1^. Therefore, the data merging process has not only suppressed the systematic bias but also reduced the random errors, and the final merged product, the UKGrsHP, has a better accuracy than any one of the three input precipitation analyses for the precipitation intensity bins.

Conclusions and discussion {#Sec22}
==========================

An OI--based multi-source merging scheme with compound strategy has been developed to produce a merged high-resolution precipitation analysis dataset over the UK---the UKGrsHP. One year (from 1 January to 31 December 2014) of experimental UKGrsHP is produced in this study, which is at one hour time step with a temporal resolution of 0.01° × 0.01°, covering the wider UK region (12.5° W--3.5° E, 49° N--60° N). As depicted in the flowchart of the OI--based multi-source merging scheme in Fig. [2](#Fig2){ref-type="fig"}, we have three major merging steps: data preprocessing, bias removal and combining multi-source data. First, various data are all processed to the same spatial--temporal resolution (0.01º × 0.01º, hourly) by interpolating or scaling transformation. Then, bias correction is performed for the radar/satellite precipitation analysis values by matching the PDF (Yu et al. [@CR68]) of the radar/satellite analysis data with that of the gauge analysis. After the PDF systematic bias-removal process, biases in the radar analysis and satellite GSMaP analysis data were significantly reduced. Then, the OI-based multi-source merging scheme with compound strategy was applied to combine the bias-corrected radar and satellite analysis data with the gauge analysis data. Finally, an independent test for 1 year (1 January to 31 December 2014) of the experimental UKGrsHP was conducted to verify the merging procedures and final merged results.

The employment of a compound strategy in our data merging scheme is mainly attributed to the large errors in the satellite analysis data, which causes non-substantial improvements in the quality of the UKGrsHP after merging the satellite analysis. However, over oceanic areas without coverage of either the gauge or the radar analysis data, the satellite analysis data is still valuable. Considering the gauge-satellite-radar (or the 3_Merge) framework uses much more computing resources than the compound strategy, it is also economical to choose the compound strategy. In addition, the compound strategy of using the gauge-satellite-radar (3_Merge) framework and the gauge-radar (2_Merge) framework provides flexibility in application to precipitation merging in other regions.

We have demonstrated that the OI-based multi-source merging scheme developed in this study is effective and can enhance the advantages of individual precipitation measurements. The final merged precipitation analysis---the UKGrsHP---has complete spatial coverage like satellite data, retains high spatial resolution like radar data, and shows a better accuracy than any single-source input precipitation analysis product. A full version of the UKGrsHP starting from April 2004 is now under development.

There are two ways to improve the quality of merged precipitation products, including the UKGrsHP, in the future. One is to improve the quality of individual rainfall sources, which is fundamental. The gauge data is vital for improving the accuracy of the merged data, so we need to collect more and denser gauge observations and apply better quality-controls on these gauges. Currently, we're trying to collect Irish gauges, which we hope will be added to our merging data in the future. Then, the innovation and replacement of observation instruments inevitably will bring about the improvement of precipitation observation data. For example, the Global Precipitation Measurement (GPM) mission is an international network of satellites launched in 2014 that provides next-generation global observations of rain and snow, which build upon the success of the Tropical Rainfall Measuring Mission (TRMM). GPM is supposed to capture light rainfall and snowfall more accurately than TRMM and other existing satellite precipitation products. As light rainfall and snowfall are very important precipitation types in middle and high latitudes, GPM products may be an important source of data for improving the quality of high-latitude merged datasets in the future, including our UKGrsHP. Moreover, with the development of techniques in numerical simulation and data assimilation, we can take advantage of information from numerical weather or hydrological models in the future, especially in regions with sparse observations or during cold seasons (Ebert et al. [@CR20]).

The other way is to develop better merging algorithms. The future development of objective algorithms for precipitation analysis needs to incorporate information from all available sources, including gauge measurements, radar observations, satellite estimates and even model simulations/forecasts, which also need to examine the impacts of including/withdrawing input observations in order to achieve the best balance between homogeneity in the long-term time series and the quantitative.
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