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Dual-comb spectroscopy has been proven a powerful tool in molecular characterization, which remains challenging to 
implement in the mid-infrared (MIR) region due to difficulties in realization of two mutually locked comb sources and 
efficient photodetection1–9. An effective way to overcome those limitations is optical upconversion; however, previously 
reported configurations are either demanding10,11or inefficient12. Here we introduce and experimentally demonstrate a 
variant of dual-comb spectroscopy called cross-comb spectroscopy, in which a MIR comb is upconverted via sum-
frequency generation (SFG) with a near-infrared (NIR) comb with a shifted repetition rate and then interfered with a 
spectral extension of the NIR comb. We experimentally demonstrate a proof-of-concept measurement of atmospheric 
CO2 around 4.25 µm, with a 350-nm instantaneous bandwidth and 25000 resolved comb lines. Cross-comb spectroscopy 
can be realized using up- or down-conversion and offers an adaptable and efficient alternative to dual-comb 
spectroscopy outside the well-developed near-IR region, where having two mutually coherent sources and efficient 
photodetection is challenging. Moreover, the nonlinear gating11 in cross-comb spectroscopy promises superior dynamic 
range compared to dual-comb spectroscopy. 
Dual-comb spectroscopy (DCS), based on two mutually locked frequency comb (FC) sources in the same wavelength range, 
has become a compelling alternative to traditional Fourier-transform infrared spectroscopy (FTIR) with advantages in 
resolution, precision, sensitivity, speed, and bandwidth1–3. Over the past decade, significant efforts have focused on its 
extension to the mid-infrared (MIR) spectral region (3-25 µm)5–9, where strong molecular signatures are located, making it 
promising for numerous applications in physical, chemical, biological, and medical sciences or industries. However, generating 
two mutually locked broadband frequency comb sources in the MIR has posed a significant challenge. In addition, 
photodetectors in the MIR usually suffer from lower sensitivity, higher noise, and slower response times, and generally require 
cooling, compared to their well-developed near-infrared (NIR) counterparts. Moreover, photodetection above 13 µm13 remains 
a significant challenge.  
To circumvent those obstacles, one efficacious path is to upconvert the MIR FC to the NIR region and capture the wealth 
of molecular information available in the MIR using NIR photodetectors.  Electro-optic sampling (EOS) is one recent successful 
example of this approach10,11, in which ultrashort NIR pulses are used to directly detect the electric field of MIR pulses in the 
time domain. However, this method necessitates extremely short NIR pulses with durations shorter than the optical cycle of 
the carrier frequency of the MIR pulses14,15, whose generation and dispersion control require substantial efforts. Moreover, the 
detection is based on field-dependent polarization rotation of the NIR sampling pulses, which adds extra complexity to the 
system. In addition to EOS, one can also upconvert the MIR frequency comb using a high-power NIR continuous-wave laser 
and perform standard DCS in the NIR region12. Nonetheless, this method has not yet been demonstrated to exhibit a favorable 
signal-to-noise ratio (SNR) and bandwidth compared to direct MIR DCS, mainly owing to the low upconversion efficiency.  
In this letter, we introduce a new method named cross-comb spectroscopy (CCS), which can be considered a general form 
of frequency-converted DCS and can combine many of the merits of DCS and EOS while circumventing some of their practical 
challenges. As illustrated in Fig. 1a, the spectral information contained in the MIR (target) FC of interest is upconverted to the 
NIR region via sum-frequency-generation (SFG) with a NIR (local) FC of a slightly shifted repetition rate (shifted by  ). The 
SFG output is then interfered with the spectral extension of the local FC (readout FC) to transfer the MIR information into the 
radio frequency (RF) domain. Like DCS, it is possible to map the MIR FC teeth to the RF comb teeth, which are easily accessed 
with a single NIR detector and RF measurement. In principle, to obtain a tooth-resolved absorption spectrum of the target FC, 
the minimum required aggregate bandwidth of the local and readout FC is about equal to the bandwidth of the target FC 
(Supplementary Section 2), which eliminates the need found in EOS for super-short NIR pulse generation and measurement of 
polarization rotation. 
 
Fig. 1| Cross-comb spectroscopy. a, Schematic of the setup.   and   , center optical frequency of the NIR local FC and MIR target FC.      and     , 
carrier–envelope offset frequency and repetition rate of a FC.   ,  and   , , repetition rate of the local FC and the target FC.  , difference between   ,  and 
  , . PD, photodetector. b-d Principle of the tooth mapping. An example target tooth, together with its corresponding SFG teeth and RF teeth, is denoted 
by a dashed line to demonstrate the one-to-one mapping.  n (m): index of the example tooth of the target FC (local FC). b, Optical spectrum. c, a zoomed-
in view of the grey-shadowed area in panel (b). Mixed with different local teeth, one target tooth will generate multiple SFG teeth that are distributed in 
different SFG groups, separated by   , . Each SFG tooth is the product of a target tooth and a local tooth. The mapping of the     target tooth is denoted 
by arrows, as an example. For SFG teeth that are generated by the same target tooth, they share the same distance to their respective closest readout tooth. 
For example,     denotes the distance for SFG teeth (dashed lines) generated by the     target tooth.  d, Heterodyne beat notes in the RF domain, obtained 
by square-law detection of the interference between the SFG FC and readout FC with a single NIR detector. Band B (C) is the result of the beating between 
SFG teeth with their nearest (second nearest) readout tooth, while band A (D) is the result of the beating between two SFG teeth from the same SFG group 
(two adjacent SFG groups). The dashed tooth in band B is the unique mapping of the     target tooth, as is its mirror image in band C. The arrows denote 
the optical tooth pairs in panel c that contribute to the dashed RF tooth.  
Figure. 1 illustrates the operation principle of CCS using sum-frequency sampling. Each pair of comb teeth from the local 
FC (green) and target FC (red) will generate an SFG tooth at a unique frequency, the set of which is referred to as the SFG FC 
(blue). The teeth of the SFG FC cluster into different frequency groups that are evenly spaced by the repetition rate of the local 
FC (   )
16 and follow some specific patterns (Fig. 1c, Supplementary Section 2.2). Within a frequency group, the SFG teeth 
are separated by δ, and each tooth represents a unique tooth of the target comb. Across all the SFG comb groups, teeth generated 
by the same tooth of the target comb are all at the same relative frequency position. These characteristics enable one-to-one 
mapping from the MIR domain to the RF domain. To realize this, a readout FC (purple), which is effectively a spectral extension 
of the local FC, is employed to beat with the SFG FC on a NIR photodetector. The resultant RF FC contains four distinguishable 
bands (Fig. 1d)14. While band A and D correspond to the envelope of the SFG pulses (intensity cross-correlation between the 
target FC and local FC) and thus lack spectral information, band B (or its mirror image band C) is a one-to-one mapping from 
the target FC (multiplied by the local and readout FCs) to the RF FC. To interrogate the spectral response of the sample in the 
target FC path, one can compare the measured RF band B (or C) with the corresponding sample-free result. Balanced detection 
can eliminate band A and D since they are common-mode signals, which would double the bandwidth for band B and C. More 
detailed quantitative descriptions can be found in Supplementary Section 2.   
To experimentally demonstrate CCS in the MIR, we conduct a measurement of atmospheric carbon dioxide (CO2) around 
4.25 µm (2349 cm-1, antisymmetric stretching mode ν3). The target FC consists of 50-fs pulses centered at 4.2 µm with 500 
mW of average power provided by two-stage cascaded efficient half-harmonic optical parametric oscillators (OPOs), which 
are intrinsically phase locked to the pump frequency comb (a mode-locked Yb-fiber laser) at 1 µm17. The local FC is a NIR FC 
centered at 1560 nm (a mode-locked Er-fiber laser) with a 250,250,820-Hz repetition rate (  , ), a 15-nm (60-cm
-1) FWHM 
bandwidth and an 80-mW average power. The      of the target FC is locked to that of the local FC with a shift of 842 HZ, 
which is locked against an RF rubidium (Rb) clock. The readout FC is a band-pass-filtered part of a supercontinuum from the 
local FC, which is centered around 1150 nm with an 8-nm (60-cm-1) FWHM bandwidth and a 0.2-µW average power. CCS is 
achieved through SFG of the target FC and the local FC (i.e., the sum-frequency sampling of the MIR comb) in a 1-mm-long 
periodically poled lithium niobate (PPLN) crystal followed by its interference with the readout FC, which is measured by a 
100-MHz InGaAs balanced detector. The PPLN crystal has a 29.52-µm poling period that can provide a ~200-cm-1 (~350-nm) 
quasi-phase-matching bandwidth for the SFG. Supplementary Fig. 1 presents detailed setup and optical spectra of those FCs.   
 
Fig. 2| Interferograms of CCS of CO2. The “without sample” result (blue) is measured when the optical path is purged with nitrogen (N2), and the “with 
sample” measurement (red) is taken when the path is not purged, where atmospheric CO2 is present. All measurements are carried out at room temperature 
and atmospheric pressure without extra control a. Five consecutive interferograms with a temporal spacing of 1.188 ms, corresponding to   = 842   . 
b. The central 14 µs of one example interferogram, in which details at the center-burst and the tail are further zoomed in, shown in panel c and d, 
respectively. The lower temporal axes denote the lab time and the upper ones denote the effective time18, which are related by the equation 
    /           =    / .  
Figure 2a presents five consecutive interferograms with a period of 1.188 ms, out of which the central 14 µs of one 
interferogram is depicted in Fig. 2b. The prominent effects due to CO2 can be observed in both the center-burst (Fig. 2c) and 
the tail (Fig. 2d), which is the result of the coherent addition of molecular free induction decay (FID)19,20. Note that, thanks to 
the “temporal gating”11 (Supplementary Section 1.2), the background power at the tail is much weaker than that at the center-
burst. However, this background (RF band A and D) is not visible in the measurement shown in Fig. 2 as it is concealed by the 
balanced detector, though it can be observed if the detector is not well balanced (Supplementary Fig. 3). This “temporal gating”  
is the result of the target pulse being sampled by short local pulses through the nonlinear process (SFG), which makes it possible 
to temporally isolate the relatively weak molecular fingerprint responses (FID) from the strong excitation background, 
suggesting the potential of a boosted dynamic range for this method compared to dual-comb spectroscopy, similar to EOS11.  
 
Fig. 3| Experimental results of CCS of CO2 in the frequency domain. a, Spectra of band B of RF FC, obtained by Fourier transforms of 100 consecutive 
interferograms, for measurements both with and without CO2, are shown in red (  ( )) and blue (  ( )), respectively. The inset is a zoomed-in view to 
show resolved comb lines, which are separated by   = 842    in the RF domain corresponding to   ,  = 250,250,820 Hz in the optical domain. b, 
Measured molecular absorbance spectrum (light blue curve),  ( ), obtained from the results shown in a, with the equation  ( ) = −ln [  ( )/  ( )]. 
The black curve denotes the theoretical model, which is derived by fitting the absorption lines from the HITRAN database (red lines) with a Lorentzian 
lineshape to the experimental result. The upper axes in both a and b that denotes the optical frequency in wavenumber, which are calibrated using the 
absorption lines.  
Figure 3a represents the results in the frequency domain, obtained by the Fourier transform of 100 consecutive 
interferograms (118 ms) for both “without sample” and “with sample” cases, where ~2.5×104 comb teeth are resolved in the 
200-cm-1 band. The molecular absorbance spectrum is then obtained by comparing these measurements, which is shown in Fig. 
3b (light blue curve). Only the P branch (rotational structure below the band origin) of the measured spectrum of CO2 is shown 
here (see Supplementary Section 1.1). The theoretical absorbance spectrum (black curve) is calculated using spectral lines (red 
lines) from the HITRAN database21 fitted with a Lorentzian line shape of 0.9-cm-1 FWHM linewidth.   
Note that these results are obtained by only locking the      of the target and local combs, while their relative carrier–
envelope offset frequency (    ) remains free-running, which is believed to be the main reason why the fitted absorption 
linewidth (0.9 cm-1) is much larger than the theoretical pressure broadening (~ 0.2 cm-1) at room temperature and atmospheric 
pressure. Locking the relative      will also enable a more accurate calibration and a higher SNR. The SNR is expected to be 
further improved with more stable frequency locking, longer averaging, and use of a proper phase correction algorithm6,22–24. 
Moreover, the instantaneous spectral coverage can be extended by using a shorter PPLN crystal.  
 
Fig. 4| Simplified schematics of different dual-comb-based spectroscopy techniques used in the MIR including the presented CCS. Note that 
generally balanced detectors are used for all techniques, which are simplified to be single detectors in the schematics. Also, there may be additional 
equipment before the detector, which is also omitted here; for example, an ellipsometry setup for EOS. a. General dual-comb spectroscopy with an 
asymmetric (dispersive) configuration1. The second MIR FC, which does not pass through the sample, is often referred to as the “local FC” or “slave FC” 
in other works. However, in the context of this work, it is named as “MIR readout FC” since it samples the MIR target FC linearly, by which a linear 
cross-correlation signal is generated to give the spectral information of the target FC. b. C.W. upconversion DCS. The MIR target FC is generated by the 
DFG between the NIR C.W. laser and the “master NIR comb”12, which is not shown in this simplified schematic. This method can be considered as a 
special case of CCS, in which the “local FC” contains only one “comb tooth”. Note that using an SFG or DFG process for the nonlinear upconversion of 
the MIR target FC does not make a fundamental difference. c. Dual-comb EOS. It can also be considered as a special case of CCS, in which the local FC 
is so broadband that it also serves as the readout FC. The lower-frequency part of the local FC can be regarded as an effective “local FC”, while the higher-
frequency part can be regarded as an effective “readout FC”, in the context of CCS. d. General cross-comb spectroscopy.  
Table 1| Comparison between the features of different dual-comb-based techniques for MIR spectroscopy. 
 
a In principle, CCS does not require short pulses as the NIR local FC (Supplementary Section 2 and 3). However, the (short) local pulses enhance the 
upconversion efficiency and enable dynamic range improvement through temporal gating (Supplementary Section 1.2 and 3.5).   
b To get a reasonable performance in CCS, the pulses are not required to be as short as the case of dual-comb EOS, where the pulses are shorter than the MIR 
optical cycle.  
c MIR DCS, C.W. upconversion DCS and CCS can all take full advantage of the optical bandwidth offered by the readout FC (and local FC if applicable), if 
its (their) optical band(s) is (are) tailored. In contrast, part of the band of the local (readout) FC in the dual-comb EOS is not effectively utilized. See discussion 
regarding their instrument response functions in Supplementary Section 3.   
d If electric field of the readout FC (and local FC if applicable) is (are) known, all four techniques can reconstruct the electric field of the target pulse. However, 
this extra information may not be necessary for the purpose of general absorption spectroscopy (Supplementary Section 3).  
CCS with our configuration has many advantages compared to other dual-comb-based techniques despite their similarities. 
Figure 4 illustrates dual-comb-based spectroscopic techniques in the MIR, including DCS, C.W. upconversion DCS, dual-
comb EOS, and the presented CCS. In all four techniques, two combs of slightly detuned repetition rates are employed to 
replace the mechanical scanning stage used in traditional techniques. CCS can be considered the general form of frequency-
converted DCS. It can be shown that C.W. upconversion DCS and dual-comb EOS are essentially two special cases of the CCS; 
the former uses a very narrow-band local “FC” with only one “comb tooth”, and the latter uses a very broadband local FC (very 
short local pulses) which also functions as the readout FC (Supplementary Section 3). The features of these four techniques are 
summarized in Table 1, showing how CCS in the MIR with our configuration combines many of the merits of DCS and dual-
comb EOS, including high resolution and fast acquisition time, while circumventing some of their practical challenges, such 
as poor performance of MIR detectors or complicated detection setup and the requirements of two MIR combs or ultrashort 
sampling pulses.  
In summary, we introduce and experimentally demonstrate the concept of cross-comb spectroscopy in the MIR, which 
samples the spectral information of a 4-µm comb with a 1.5-µm comb. Photodetection in this method is accomplished by only 
one NIR balanced detector. This work opens a simple, flexible, and efficient avenue to high-precision spectroscopy in spectral 
regions with less developed sources and detectors utilizing dual-comb wavelength conversion.  
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1. Setup and supplementary results 
1.1 Setup and optical spectra 
The setup diagram is depicted in Supplementary Fig. 1, and the optical spectra are depicted in Supplementary Fig. 2.  
 
Supplementary Fig. 1| Experimental setup. PCF: photonic crystal fiber. PP: poling period. Note that the mixing between the SFG FC and readout FC is 
realized in a 50:50 fiber coupler, before which the two beams are coupled from free space into fiber. The configuration of fiber coupler is further illustrated in 
Supplementary Fig. 3a. The bandpass filter currently used is centered at 1150 nm with a full width half maximum (FWHM) of 10 nm (Thorlabs FB1150-10).  
The target FC is provided by a chain of two cascaded half-harmonic OPOs1. Pumped by a commercial mode-locked Yb: 
fiber laser centered at 1.045 µm, the first half-harmonic OPO generates 2.09-µm pulses, which are then used to pump the 
second half-harmonic OPO at 4.18 µm. Half-harmonic OPOs feature intrinsic phase and frequency locking of their output to 
the pump2; thus the phase and frequency of the 4.18-µm OPO are intrinsically locked to that of the 1.045 µm pump. Hence, by 
locking the      (    ) of the 1.045-µm laser to that of the 1.55-µm Er: fiber laser (local FC), the target FC (4.18-µm OPO) is 
locked to the local FC. In this experiment, the      and      of the local FC along with the      of the 1.045- µm laser and all 
measurement apparatus are locked to a 10-MHz RF rubidium (Rb) clock, ensuring a common frequency standard. The      of 
the 1.045-µm laser is not locked, which will be the next step of our work.   
 
 
Supplementary Fig. 2| Optical spectra and full measured absorbance spectrum of atmospheric CO2. a. Target FC for both “without sample” (purged) 
and “with sample” (unpurged) cases, measured by a commercial Fourier-transform infrared spectrometer (FTIR) with a resolution of 4 cm-1. The residual CO2 
which cannot be fully cleared by purging is the reason why the absorption dip can still be observed in the “without sample” curve. b. Local FC spectrum 
measured by a grating-based OSA with a resolution of 0.1 nm. c. Spectra of SFG FCs (with and without sample) and readout FC measured by a grating-based 
OSA with a resolution of 0.5 nm. d. Full measured absorbance spectrum of atmospheric CO2 in our preliminary cross-comb measurement, including both P 
and R branches. The SNR of the R branch is much lower than that of the P branch.  
As shown in Supplementary Fig. 2c, the SFG FC is centered around 1133 nm. To obtain the best signal-to-noise ratio and 
bandwidth coverage using cross-comb spectroscopy, the spectrum of the readout FC should overlap with that of the SFG FC. 
However, this is currently not achieved because of the temporary lack of a bandpass filter with a more suitable center 
wavelength. The best bandpass filter available to us at the moment is centered around 1150 nm, so its pass-band does not 
overlap with the SFG FC very well, as shown in the same plot. Thus, the left side of the spectrum (higher optical frequency, R 
branch) has a poor SNR compared to its right-side counterpart (lower optical frequency, P branch). This results from the fact 
that the intensity of the readout FC is very low on the left side (shorter wavelength, higher optical frequency) of the SFG 
spectrum, which can be easily enhanced by using a proper filter.  
1.2 Temporal gating effect 
In the interferogram of an asymmetric dual-comb measurement, there are weak tails following the strong center-bursts, called 
“optical free induction decay,” that contain spectral information of the sample. However, as dual-comb is a linear cross-
correlation process, the beat notes at the tail are on top of a strong background resulting from the power of the strong excitation 
pulse. This puts a hard limit on the signal-to-noise ratio (SNR) of the measurement with increasing excitation power, since the 
strong background will cause extra noise and will ultimately saturate the detector3.  
In contrast, in electro-optic sampling (EOS), the mid-IR target pulse is nonlinearly sampled by ultrashort near-IR local 
pulses via the sum-frequency-generation process in a nonlinear crystal. When the short near-IR pulse samples the weak tail of 
the target pulse, as a result of the optical nonlinearity, the generated signal will be only dependent on the intensity of the MIR 
pulse at that time delay, free from the strong background. This enables a boosted dynamic range for the signal at the tail, where 
the spectral information is located. Detailed discussion regarding this effect, coined as “temporal gating” or “nonlinear gating”, 
can be found in reference [3]. 
 
 
Supplementary Fig. 3| Interferograms of CCS of CO2, measured by an unbalanced detector. a. Configuration of the fiber coupler and balanced detection. 
TIA: transimpedance amplifier. b. Interferograms measured when the detector is not well balanced. The main figure presents the central 14-µs part of one 
example interferogram in order to highlight the details of the center-burst (inset Ⅰ) and the tail (inset Ⅱ). Note that the measurement is done when the detector 
is tuned to be just slightly unbalanced. The background at the center-burst will be even higher if the detector is further unbalanced, until the detector is saturated.   
For the same reason as in EOS, our cross-comb method can also benefit from the temporal gating, although our local pulse 
is not as short as that of EOS. However, this effect cannot be seen in the measurement shown in the Fig. 2 of the main paper 
because the balanced detection conceals the strong background. Corresponding to band A and band D of the RF FC (see Section 
2.4), the background is a common-mode signal only from the port of the SFG FC and thus is cancelled by the balanced detection. 
As shown in Supplementary Fig. 3, if we tweak the coupling of the splitter to the balanced detector (panel (a)) such that it is 
not well-balanced, the strong background will show up prominently at the center-burst (panel (b)). The strong gaussian-shaped 
background is detrimental for the beat signal there because it causes extra noise and can saturate the amplifier or even the 
detector. However, because of the temporal gating, the beating at the tail, which contains useful information, is free from this 
unfavorable background. A mathematical description of this effect can be found in Section 3.5. 
Note that the balanced detection can only “conceal” the background in its RF output, but it cannot solve the problem caused 
by the strong background. Although a well-balanced detector can cancel the common-mode signal and noise in its RF output 
by comparing the outputs of two photodiode, there may still be strong common-mode optical power incident on each 
photodiode which is not visible in the balanced output. The strong incident optical power can bring in noise which is not 
common-mode and thus cannot be cancelled, and it will ultimately saturate the photodiodes.  
 
2. One-to-one tooth mapping from target FC to RF FC  
2.1 Target FC and Local FC 
The electric field of the local FC can be described by  







where    denotes the complex amplitude that encodes both the intensity and phase of the  
   local comb tooth with optical 
frequency    , and the spatial dependence is omitted here. The superscript “L” of    
   and   
   denotes local FC, and the 
subscript “ ” corresponds to the   ℎ comb tooth. In addition, for the optical frequency   , we have 
   =    ,  +     ,  
where   ,  and     ,  are the repetition rate and carrier-envelope offset (CEO) frequency of the local FC, respectively.  
Sometimes it is not convenient to directly use “ ” to index comb teeth, since the first tooth usually occurs at very large m. 
To be specific, for the first tooth of a practical frequency comb,        ~ 10
 . For convenience, here we define the effective 
tooth index,  ′, which starts at 1. If we use        to denote the tooth index of the first local tooth, we have: 
      =         =         − 1   ,  + 1 ×   ,  +     ,  = 1 ×   ,  +     ,  +       ,  
Where         =         − 1    . 
Then, for any       teeth ( ′ starts from 1),  
    =  ′  ,  +     ,  +       ,  
Like the local FC, we use    to denote the complex amplitude of the  
   target comb tooth with the optical frequency   . 
We have 
  ( ) =     exp(− 2    )
 
,    =  (  ,  +  ) +     ,  
Where   denotes the repetition rate detuning between the local and target FC, i.e.,   ,  =   ,  +  .  
Similarly, we can also define the effective tooth index for target comb teeth,  
    =  ′  ,  +     ,  +       , ,          ,  =         − 1   ,   
 
Supplementary Fig. 4| Quantitative illustration of one-to-one tooth mapping of cross-comb spectroscopy. a. Target FC and local FC. Effective tooth 
indices are used to label each comb tooth in the plot. b. SFG FC and readout FC. Each SFG tooth is labeled by the effective tooth index (“1”, “2”, or “3”) of 
the corresponding target tooth. The phase for the readout FC is assumed to be constant for each tooth and is thus not shown in the plot.      denotes the 
primary readout frequency for the      (effective tooth index) target tooth. Each SFG group is labeled by its effective group index G’. c. RF FC. Every RF 
comb tooth in band B and band C is labeled with its corresponding target tooth.  
Using the notation introduced above, the frequency-domain picture of cross-comb spectroscopy is depicted in 
Supplementary Fig. 4.  To make a concise and clear illustration, only three teeth are included for both FC, and simple random 
numbers are assigned to their optical frequencies, which are of arbitrary unit (Supplementary Fig. 4a). Note that generality is 
not lost by assigning     ,  = 0, since in practice it is just the relative      between the two FCs that matters. Although only a 
small number of comb teeth and simple random numbers are used for the following illustrations and equations, the conclusions 
still hold when scaled to practical numbers.  
 
2.2 SFG FC 
Because of the slightly detuned repetition rates between the local and target FCs, each pair of teeth from them will generate an 
SFG tooth at a unique frequency, the set of which are referred to as the SFG FC. The electrical field of a certain SFG tooth can 







=    +     
As shown in Supplementary Fig. 4b, the resultant SFG comb teeth cluster into different frequency groups4, which can be 
indexed by the group index   =   +   (or effective group index    =    +  ′), and the groups are evenly spaced by   ,  = 1. 
The group  ′  is generated by the SFG between the … (   − 1)  ,   
  
, (   + 1)   …  target teeth and the … (   +
1)  ,   
  
, ( ′ − 1)   … local teeth. Note that the center group, with  ′ = 4, contains information about all the target teeth, in 
spite of the fact that different target teeth are modulated by different local teeth (see also Fig. 1 of the main paper). Such a 
group that contains the information for all target teeth is called a “complete (SFG) group” in the following context. It is readily 
seen that the number of complete groups formed is determined by the number of local teeth relative to target teeth.  
More patterns can be observed within SFG groups. Firstly, SFG teeth in a single group are separated by  . Secondly, mixing 
with different local teeth, a given target tooth will generate multiple SFG teeth, which are all at the same relative frequency 
position in their respective SFG groups. To illustrate the second pattern, each SFG tooth in Supplementary Fig. 4b is labeled 
by its corresponding target tooth (“1”, “2”, or “3”). The pattern is made clearer still if readout teeth are introduced as frequency 
references (see next subsection). These patterns make it possible to do one-to-one mapping between the MIR and RF domains.  
2.3 Readout FC 
To read out the spectral information of the target FC contained in the SFG FC, another comb, referred to as the readout FC, is 
employed to beat with the SFG FC on a square-law photodetector. The readout FC is effectively a spectral extension of the 
local FC and therefore inherits its      and     . As shown in the Supplementary Fig. 4b, readout comb teeth can be regarded 
as “boundary markers” for SFG groups, since they share the same constant distance   ,  between each unit. For a certain SFG 
group, we name its closest (second closest) readout tooth as its “primary (secondary) readout tooth”. For a certain SFG tooth 
within a SFG group, we name the frequency difference between the tooth and its primary (secondary) readout tooth as its 
“primary (secondary) readout frequency”, and the sum of its primary and secondary readout frequencies is   , . As shown in 
the illustration, the SFG teeth generated by the same target tooth always have the same primary readout frequency, even though 
they are distributed in different SFG groups and correspond to different primary readout teeth. Also, SFG teeth generated by 
different target teeth have different primary readout frequencies, denoted by      in the illustration. These two patterns are very 
important and provide the foundations for the one-to-one mapping.  
As with the local and target FCs, we use “  ” to denote the complex amplitude of the  
   comb tooth of the readout FC. 
  ( ) =     exp(− 2    )
 
,    =    ,  +     ,  
Also, we can define the effective tooth index for readout comb teeth:  
    =  ′  ,  +     ,  +       , ,         ,  =         − 1   ,  
Note that     ,  =     ,  and   ,  =   , .  
2.4 RF FC, one-to-one mapping, and absorption spectrum 
Based on the SFG and readout comb teeth in the optical domain, one can calculate the resultant RF spectrum detected by a 
single square-law detector. The bandwidth of the detector is assumed to be “1” (  ,  ), which means that the highest RF 
frequency the detector can detect is the repetition rate of the local FC,   , . This is a common condition for many works in dual-
comb spectroscopy. To calculate the RF signal (photocurrent) at a given RF frequency, one must sum the contributions from 
all the comb tooth pairs that can generate heterodyne beating at this frequency. 
    =       
∗
      
,     =    −    =    
   and    denote the complex amplitude of the two involved comb teeth, which can be from the SFG or readout FC. The RF 
frequency of the beating signal,    , is equal to the difference between the optical frequencies of the two involved comb teeth. 




























































Note that, for simplicity, here we use subscript effective tooth indices “1,2,3”, “1,2,3” and “1,2,3,4,5,6” (  ,   ,  ′) to index 
different comb teeth of the target FC, local FC and readout FC, respectively. The resulting teeth are also illustrated in 
Supplementary Fig. 4c and are referred to as the “RF FC”.  
As shown in the illustration, RF FC comb teeth can be classified into four bands5. Band A consists of the intra-group beat 
notes, which are generated by two SFG teeth from the same SFG group. Band D is also composed of beat notes generated by 
two SFG teeth, but the two teeth are from two different adjacent SFG groups. Note that the frequency component with     =
    = 1 is a special component in band D which also includes the contribution from beatings between two readout teeth. Band 
A and band D result from only the SFG FC (excluding     = 1) and correspond to the envelope of the SFG pulses (cross-
correlation signal between target and local FC) in the time domain, which doesn’t contain much useful information for our 
purpose. In contrast, band B, consisting of beat notes between SFG teeth and their primary readout teeth, is a one-to-one 
mapping of the original target FC. As demonstrated in the equations, the complex amplitude of a certain band B RF tooth is 
related to and directly proportional to that of only one target tooth, although it is generally modulated by more than one local 
tooth and readout tooth. Like band B, band C is also a one-to-one mapping of the original target FC, resulting from beating 
between SFG teeth and their secondary readout teeth. Band B and C contain the exact same information regarding the target 
FC, which are mirror images of each other, reflected about   , /2 in the RF domain.  
Based on the one-to-one mapping, the absorption spectrum in the MIR region interrogated by the target FC, including both 
amplitude and phase, can be obtained by comparing the RF band B (C) measured with the sample in the path and the 
corresponding result measured without the sample in the path (reference).  
2.5 Universality 
In our experiment, we use a MIR synchronously pumped degenerate OPO (centered at 4.18 µm) and Er-doped fiber laser 
(centered at 1.55 µm) as the target FC and local FC, respectively. The readout FC is a band-pass filtered portion of a 
supercontinuum pumped by the local FC, which is generated in a photonic crystal fiber (PCF). It should be noted that the 
scheme of cross-comb spectroscopy (CCS) doesn’t have any limitation on the laser techniques used for the frequency comb 
generation. However, the current implementation benefits from the intrinsic phase locking of the mid-IR comb to the Yb: fiber 
laser pump. Also, as a special case of CCS, the local FC or readout FC can be replaced by a “frequency comb” with only one 
tooth, i.e., a C.W. laser. This is explained in depth in the following section.  
Moreover, in this derivation, we demonstrate the frequency-up-conversion one-to-one comb tooth mapping by SFG. In fact, 
it is also possible to realize one-to-one mapping by difference frequency generation (DFG), the derivation of which is very 
similar. This may be useful in the application of frequency-comb-based spectroscopy in the ultraviolet spectral range or for 
even shorter wavelengths.  
 
2.6 Bandwidth requirements for Local FC and Readout FC 
To realize one-to-one mapping for all teeth of the target FC, local FC and readout FC, one must satisfy some requirements 
which will be discussed in detail in this subsection. To provide a concise discussion, we continue to use the simple illustration 
above, keeping the number of target teeth to be three but varying the number of local teeth to be 2, 3, or 4. The results are 
shown in the Supplementary Fig. 5. N, M, and Q denotes the number of teeth of the target, local and readout FCs, respectively.  
 
Supplementary Fig. 5| Bandwidth requirements for local FC and readout FC. M, N and Q denote the number of comb teeth for the target, local, and 
readout FCs, respectively.  a. M=N=3, Q must be >= 1. The only complete SFG group, together with its primary readout tooth, is circled in red. b. N=2, M=3, 
Q must be >=2. Two incomplete SFG groups circled in red need to be read out by two readout teeth to map all three target teeth. c. N=3, M=4, Q must be >=1. 
Two complete SFG groups, together with their primary readout teeth, are circled in red.  
As shown in the panel (a), when   =  , there is only one complete group (circled in red) formed in the SFG FC, which 
alone contains the information from all target teeth. Thus, to read all target information out, one readout tooth is required at 
minimum (R>=1), where the equality holds if and only if the readout tooth is the primary (or secondary) readout tooth of that 
complete group.  
If we have one less local tooth (M=2, panel (b)), there is no complete group formed in the SFG FC, and at least two readout 
teeth are needed to read all three target teeth out (Q>=2). Similarly, to make the equality hold, the readout teeth need to be the 
primary (or secondary) readout teeth for those two center SFG groups, which are circled in red.   
When there is one more local tooth relative to the number of target teeth (M=4, panel (c)), there will be two complete groups 
(circled in red) formed in the SFG FC. As in the case of L=3, one readout tooth is enough to read out all the target information 
(Q>=1). However, because of the availability of more complete groups, the requirement of the location of the single readout 
tooth to make the equality hold is more relaxed compared to the case of M=3. Here, it can be the primary (or secondary) readout 
tooth of either complete group.  
This discussion can be generalized to any large number of teeth, although the various cases are demonstrated only in small 
numbers here for simplicity. In short, to realize the one-to-one mapping of all target teeth, the minimum required aggregate 
bandwidth of the local and readout FCs needs to be equal to or greater than that of the target FC, i.e.,   +   ≥ (  + 1). Note 
that there are two trade-offs behind this equation: 
a. The trade-off between the local tooth number and readout tooth location. If there are more local teeth, the location 
(frequency) of the readout teeth can be more flexible since there are more complete groups formed. Conversely, the 
requirement of the readout tooth location will be stricter if there are fewer local teeth. In practice, it is generally much 
more difficult to accurately control the frequency of the readout teeth with the precision of the repetition rate than to obtain 
more local/readout teeth. Therefore, the general practical solution could be to make the aggregate bandwidth of local and 
readout FC moderately larger than that of the target FC and to roughly control the frequency of the readout comb (e.g., 
with the precision of 0.1 nm). This is what we do in the experiment.  
b. The trade-off between the number of teeth of the local FC and readout FC. As the equation suggests, fewer readout 
teeth are needed if there are more local teeth, and vice versa. It should be noted that, although in theory only the sum of 
the bandwidth of local FC and readout FC is regulated to realize the one-to-one mapping of the target teeth, a relatively 
broad local FC (short local pulse) will be more beneficial in practice, as it can provides a better time gating (Section 1.2 
and 3.5) and a higher upconversion efficiency.  
2.7 Bandwidth requirements for repetition rates and carrier–envelope offset frequency (CEO) frequencies 
In the last subsection, we discuss the bandwidth requirements on optical side. In this subsection, we discuss instead the 
requirements on RF side, specifically,   , ,   , ,  ,     ,  and     , . Without loss of generality, we continue the assumption that 
    ,  = 0; thus,     ,  is effectively the relative      between the target FC and local FC.  
 
Supplementary Fig. 6| Bandwidth requirements for RF frequencies. The SFG FC and readout FC are from the Supplementary Fig. 4. D: the spectral 
distance (RF frequency) from the first tooth of an SFG group to its primary readout tooth. W: the spectral width of one complete group.  
To quantify the requirements, here we define two important parameters (see the illustration in Supplementary Fig. 6):  
a. The spectral (frequency) distance from the first tooth of an SFG group to its primary readout tooth, denoted by D. Note 
that the “first tooth of an SFG group” refers to the SFG tooth that corresponds to the first target tooth (the tooth with 
minimum frequency in the target FC).  
  =                ,  +     ,  ,   ,   
   ( ,  )  denotes the remainder after division of dividend A by divisor B, and          ,  +     ,    is the optical 
frequency of the first tooth of the target FC. 
b. The spectral width of one complete group, denoted by W.  




    denotes the optical bandwidth of target FC.  
 
Additionally, to realize a one-to-one mapping, two kinds of spectral overlap need to be avoided:  
a. Avoiding overlap between band A(D) and band B(C), which requires:  
  >   
b. Avoiding overlap between band B and band C, which requires:  




Similar to dual-comb spectroscopy (DCS), 
 
  , 
 needs to be small enough to provide enough bandwidth in the RF domain, i.e., 
to satisfy the requirement b. In addition,     ,  also need to be determined carefully to satisfy requirement a, which is different 
with DCS.  
Note that the above bandwidth requirements are effective when a single detector is used for heterodyne photodetection. For the 





This is because the band A and band D are eliminated by the balanced detector since they are common-mode signal from the 




makes the RF bandwidth requirement effectively same as the general dual-comb.  
 
3. Comparison between different techniques  
In this section, we will compare DCS, C.W. upconversion spectroscopy, electric-optic sampling (EOS), and cross-comb 
spectroscopy (CCS) (Supplementary Fig. 7) using simple mathematical descriptions. Then, we will demonstrate that C.W. 
upconversion and EOS are essentially two special cases of the cross-comb; the former uses a very narrow-band local “FC” with 
only one “comb tooth”, and the latter uses a very broadband local FC (very short local pulse) which also functions as the 
readout FC. We will describe them in both the time domain and the frequency domain. Especially, we show that the CCS in a 
general configuration can utilize the optical bandwidth in a more efficient way, compared to EOS. In all of those techniques, if 
the full electric field profile of the readout FC (local FC) is available, generally acquired by field-resolved measurements (e.g. 
FROG), the electric field of the target FC can also be reconstructed based on measured correlation signal. This extra information 
could be helpful in some ways; however, it is not necessary for the goal of general absorption spectroscopy.
 
Supplementary Fig. 7| Simplified schematics of different techniques. Note that generally balanced detectors are used, which are simplified to be single 
detectors in the schematics. Also, there may be additional equipment before the detector, which is also omitted here; for example, an ellipsometry setup for 
electro-optic sampling (d).  
To begin with, let us review the cross-correlation theorem: 
 ( ) =  ( )⨂ ( ) =    ∗( ) (  +  )  
 ∞
 ∞
   ⇒     ℱ{ ( )} =  ∗( ) ( );    
Or, equally:  
 ( ) =  ( )⨂ ( ) =    ( ) ∗(  −  )  
 ∞
 ∞
   ⇒     ℱ{ ( )} =  ( ) ∗( ) 
Where  ( ) and  ( ) denote the Fourier transform of  ( ) and  ( ), respectively.  
 
3.1 DCS 
Firstly, for DCS with a symmetric (collinear) configuration (Supplementary Fig. 7(a))6,  
 ( ) =     ( )  
∗ (  −  )  
 ∞
 ∞
     
 ( ) = ℱ{ ( )} =   ( )  
∗( ) 
where   ( ) and   ( ) denote the electric field of the target FC (pulse) and readout FC without passing the sample (passing 
the reference cell), while   ( ) and   ( ) denote their Fourier transform, respectively.  ( ) denotes the cross-correlation 
signal measured by the detector in the time domain, and  ( ) is its Fourier transform in the frequency domain.  
Let assume the sample’s spectral response is  ( ), including both spectral intensity | ( )| and spectral phase     ( ( )). 
If we use  ( ) and  ′( ) to denote the electric field of a pulse before and after passing the sample, we have:  
ℱ{ ′( )} =  ( )ℱ{ ( )} =  ( ) ( ) 
Therefore, for the cross-correlation signal  ′( ), measured when the target pulse and readout pulse pass the sample: 
 ′( ) =    ′ ( ) ′ 
∗ (  −  )  
 ∞
 ∞
     
 ′( ) = ℱ{  ( )} =   ( ) ( )  
∗ ( )  ( ) =   ( )  
∗( )| ( )|  





 ( ) denotes the comparison between those two measurements. It shows that this measurement can only provide spectral 
intensity of the sample’s response, which lacks the phase information.  
In fact, a symmetric DCS measurement is essentially a traditional FTIR (Michelson interferometer), which gives 
information only about spectral intensity but not spectral phase. Therefore, one cannot get any temporal information on the 
target pulses which are disturbed by the sample. In other words, the correlation signal  ( ) is independent of the spectral phase 
of  ′ ( ), which is cancelled as the readout pulse also passes the sample.  
Secondly, for DCS with an asymmetric (dispersive) configuration (Supplementary Fig. 7(b) ),  
 ( ) =     ( )  
∗ (  −  )  
 ∞
 ∞
     
 ( ) = ℱ{ ( )} =   ( )  
∗( ) 
 ′( ) =     
  ( )  
∗ (  −  )  
 ∞
 ∞
     







Note that in this configuration, the readout pulse does not pass the sample before being combined with the target pulse. In 
this case, the measured  ( ) is dependent on the phase of  ( ); thus, one can get phase information of the sample response.  
However, one still cannot recover the full electric field of the target pulse,   ( ) (or   
  ( )) only by measurement of  ( ) 
(or  ′( )), in which   ( ) (or   
  ( )) is modulated by   
∗ ( ). This is because   
∗( ) is generally unknown unless some other 
field-resolved measurements (e.g., FROG) are applied for it. Nonetheless, general absorption spectroscopy doesn’t require the 
full knowledge of   ( ), since what we need to measure is  ( ) rather than   ( ), assuming   ( ) does not change for 
measurements with and without the sample.  
 
Supplementary Fig. 8| Instrument response function of asymmetric DCS.   : Spectral center of the target FC.     (   ): optical bandwidth of 
target FC (readout FC). Note that the intensity profile of the readout FC (  ( )) is simplified to a rectangular function for clarity.   
Supplementary Figure 8 illustrates spectral intensities of   ( ) and   
∗( ) as well as the optical bandwidth requirement 
for readout FC.  ∗( ) denotes the response function of the instrument, which is simply equal to   
∗( ) in this case. Note that 
this illustration, as well as the following illustrations for other techniques, depicts only the spectral envelopes and thus does not 
account for individual comb lines. The full description of CCS which factors in comb lines is presented in Section 2. 
 
3.2 CCS 
Thirdly, let us discuss CCS, which has the additional step of frequency conversion (Supplementary Fig. 7(c)).  
Step 1: nonlinear upconversion 
    ( ,  ) =   ( )  (  −  ) 
where   ( ) denotes the electric field of the local FC (pulse). Note that the phase-matching effect is not considered here for 
simplicity.  
Step 2: linear readout (same as asymmetric DCS) 
 ( ) =       ( ,  )  
∗ (  −  )  
 ∞
 ∞
=     ( )  (  −  )  




If we let  ( ) =   
∗( )   ( ), we can rewrite the above equation as:  
 ( ) =     ( ) 




 ( ) = ℱ{ ( )} =   ( ) 
∗( ) 
Above is the result for the measurement without sample, and for the measurement with sample we have:  
 ′( ) =     










Like asymmetric DCS, one can get phase information of the sample response, but   ( ) cannot be fully recovered since 
  ( ) is modulated by  
∗( ) in  ( ).  However, this does not impede the measurement of the absorption spectrum  ( ).  
In this case, the response function of the instrument is   ∗( ), based on that  ( ) =   
∗( )   ( ), we have:  
 ∗( ) =   (− )  
∗( ) 
which is illustrated in Supplementary Figure 9.  
 
Supplementary Fig. 9| Instrument response function of general CCS.   ,   ,       : spectral center of the target FC, local FC, and readout FC. 
   ,    ,         : optical bandwidth of target FC, local FC, and readout FC. Note that the intensity profiles of the local FC and readout FC are 
simplified to rectangular functions for clarity (also in Supplementary Fig. 10 and 11).  The bandwidth requirement agrees with the result of our 
derivation in Section 2 in which comb teeth are included. 
 
3.3 C.W. upconversion and EOS 
Both C.W. upconversion and EOS can be shown to be special cases of the above CCS description. To describe C.W. 
upconversion (Supplementary Fig. 7(d)), nothing needs to be modified in the CCS equations, except that   (  −  ) denotes a 
continuous sinusoidal wave instead of a pulse. Also, it should be noted that, using an SFG or DFG process for nonlinear 
upconversion does not make a fundamental difference here; the equations are equivalent up to a complex conjugation. The 
illustration is shown in Supplementary Figure 10.  
 
Supplementary Fig. 10| Instrument response function of CCS (C.W. upconversion case).  
EOS (Supplementary Fig. 7(e)) requires a more careful discussion. Let us start with equations of CCS.  
 Step 1: nonlinear upconversion 
    ( ,  ) =   ( )  (  −  ) 
In the case of ideal EOS,   ( ) is much shorter than   ( ). In other words, in the temporal span of   ( ),   ( ) varies very 
little and can be approximated to be constant. Thus, we have:  
    ( ,  ) =   ( )  (  −  ) ≅    ( )  (  −  ) 
Another way to interpret this is that   ( ) is approximated to be a Dirac delta function ( (  −  )) that samples   ( ) in the 
time domain.  
With this approximation, we can continue to derive the next readout step. Note that in EOS the role of readout pulse is 
played by the local pulse itself.    
Step 2: linear readout  
 ( ) =     ( )  (  −  )  
∗ (  −  )  
 ∞
 ∞









 ( ) = ℱ{ ( )} =    ( ) 










, the core of which is independent of the 
parameter delay  . As shown in the equation, under this approximation, the correlation signal  ( ) is equal to the electric field 
of target pulse   ( ) up to a constant. Thus, under the approximation of the ideal local pulse (infinitely short pulse width), one 
can obtain the full electric field of the target pulse   ( ) in addition to the absorption spectrum  ( ).  
In practice, the finite pulse duration of the sampling pulse always imposes a frequency-dependent instrument response7,8, 
which is illustrated in Supplementary Figure 11. In this case, the instrument response function  ∗( ) is the “autoconvolution” 




Supplementary Fig. 11| Instrument response function of CCS (EOS case).   ,    (  ,   ), the maximum (minimum) frequency of the target spectrum.  
 
In contrast to DCS and CCS, EOS needs the bandwidth of the local FC (Δ  ) to be equal or larger than the maximum 
frequency of the target FC (  ,   ) to detect the full spectrum of the target FC. This explains why EOS requires a much 
broader optical bandwidth compared to DCS and CCS. However, the  ∗( ) band below the minimum frequency of the target 
FC (  ,   ), is not effectively utilized, resulting from the fact that the same continuous FC is used as both the readout and 
local FC.  
3.4   C.W. upconversion and EOS described by comb-teeth mapping 
In the previous subsection, we have described C.W. upconversion spectroscopy and dual-comb EOS using the language of 
CCS without including comb teeth. In this section, we do the same thing factoring in comb teeth, following the derivation in 
Section 2.5. Note that Fig. 5 of the main paper is a good illustration for this subsection.  
Based on what we derived for RF band B in Section 2.5, we can write the general formula for     target tooth mapped in 
RF band B:  





where M denotes the total number of local teeth. Note that all the subscripts denote effective tooth index. 
For the case of C.W. upconversion, there is only one “local tooth”, so the formula is simplified to be   
   =       
∗    
Everything can be described well by the language of CCS.  
For the case of ideal EOS, let us review the approximation that we made in the time domain, which is: 
“In the span of   ( )      ( )   (very short local/readout pulse),   ( )  (target pulse) varies slowly, and thus can be 
approximated as constant.”   
Correspondingly, in the frequency domain, we can have such an equivalent approximation:  
“In the span of   ( ) (very narrowband, relatively),   ( ) or   ( ) (very broadband, relatively) varies slowly and can be 
approximated as constant.” 
With this approximation, we have: 
   ≅      ≅      ≅      … … ≅      
where N denote the total number of target teeth. Thus, we have: 





where K denotes a constant.  




     ≅    ,            
This result is equivalent to the equation  ( ) = ℱ{ ( )} =    ( ), which we derived in the last subsection in the time 
domain. Both results show that, in the limit of ideal EOS, the measured correlation signal (RF heterodyne beating) is equal to 
the electric field of the target pulse up to a constant.  
The case of nonideal EOS is well demonstrated in reference [5].   
In summary, both C.W. upconversion spectroscopy and EOS fall into the category of CCS, representing two opposite limits 
on the bandwidth of the local comb.  
3.5 Background comparison between DCS and CCS 
In asymmetric DCS, we have the correlation signal:  
 ( ) =     ( )  




Note that only the cross term is kept in this equation, as the effective correlation signal. The background that is omitted in 
the equation is: 
  = |  ( )|
  + |  
∗ (  −  )|  = |  ( )|
  + |  
∗ ( )|  
This background is equal to the sum of the full power of the target pulse and local pulse, which is independent of the delay, 
 . At large delay  , when the weak tail (optical free induction decay) of the target pulse is being sampled by the local pulse, the 
effective correlation signal can be much smaller than the constant background. In other words, the extra noise incurred by the 
background from the strong target pulse can envelop the weak useful signal at the tail. Even in the absence of technical noise, 
the strong background can saturate the detector, thus fundamentally limiting the dynamic range and SNR of the measurement3.  
In CCS, in which a short local pulse is used (not necessarily as short as in EOS case), the correlation signal is:  
 ( ) =       ( ,  )  
∗ (  −  )  
 ∞
 ∞
=     ( )  (  −  )  




The omitted background terms are:  
 ( ) = |    ( ,  )|
  + |  
∗ (  −  )|  = |  ( )  (  −  )|
  + |  
∗ ( )|  
In stark contrast to DCS, the background in CCS is dependent on delay  , as the target pulse is “temporally gated” by a 
short local pulse. At the weak tail of the target pulse where the effective correlation signal is weak, the background is also very 
weak, as it is free from the strong power of the center (peak) part of the target pulse.  This allows a much stronger target pulse 
to be used, which promises a higher SNR at the weak tail, compared to the linear DCS.  
It is readily seen that the time gating effect is better as the local pulse is shorter. Also, a shorter local pulse benefits the 
upconversion efficiency. This is why we use a relatively short local pulse (broadband local FC) in our experiment, although 
only the total bandwidth of local FC and readout FC is regulated in theory to map the target FC.  
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