Abstract. String correlation functions in 2D gravity resemble similar objects in the statistical mechanics of directed polymer models on disordered trees. This analogy can be used to provide an approximate mapping between the two problems. Using such a mapping we derive renormalization group equations and calculate the ensuing scaling of the string correlation functions. We find it to agree with the results known for 2D gravity. The result further substantiates the similarity between the two models and shows that they share not only the free energy in the thermodynamic limit but also the gross structure of the correlation functions.
Introduction
An intriguing application of spin glasses outside their usual domain is the formal similarity noticed [1] - [3] between the partition function of the Liouville model of 2D quantum gravity and the statistical mechanics of directed polymer models on disordered trees [6, 9] which in turn is intimately related to the random energy model [4, 5, 8] . The main idea of [1] - [3] is to replace the free boson two-point correlation function in 2D which depends logarithmically on the Euclidean distance between the points on the plane with its analogue on a hierarchical tree which depends logarithmically on the hierarchical (i.e. ultrametric) distance between end points of the tree. Such a mapping between the two problems proved to be fruitful and further boosted interest in general properties of models with logarithmic correlations [10] - [15] ; see also [16] for a general discussion. In [13] models have been introduced on special trees with a branching number close to 1, q → 1, and a renormalization equation has been derived, previously obtained in mathematical literature [17] . In [14] , string models [18] - [24] have been connected with the models on a hierarchical tree. We took the string partition sum as a partition sum of some twodimensional field theory, and mapped this onto a similar model on a hierarchical tree. The scope of [14] was limited to the phase structure of the model. In the present work we investigate the correlation functions, which is a more involved task. Thus our goal is to compare the correlation functions of a continuous space with those in the model on a hierarchical tree to clarify the following point: how the model on the hierarchical tree resembles the original model in 2D. Again, as in the previous article, we take as a starting point the expression of string correlation functions after zero-mode integration. In the following sections we will review the string correlation functions in the conformal model approach, and then calculate their analogues in the hierarchical tree approach.
General correlation functions in the string model. The following expression has been derived in the literature [25, 26] for describing K-point correlation functions in the string model:
Here φ(w) is a field living on a closed two-dimensional surface, α, Q are certain parameters (real for d < 1), R is the surface curvature, and D g φ is the measure. The parameters Q, α are determined by the value of d (space dimension) according to David-Distler-Kawai formulae (see review [24] - [26] ):
and there is an important relation:
For the spherical topology case, the zero-mode integration results in
Using
where r(z 1 , z 2 ) ≡ |z 1 − z 2 | is the distance between two points in 2D space, one has for Z N [25, 26] 
where we are interested only in the βs, under the condition [1] Q > 2β.
We can map equation (3) onto certain models on a hierarchical tree. The last multiplier in equation (3) is the sth moment of a directed polymer partition sum. The bulk properties of the directed polymer models have been calculated for the case of a general number of branchings in [9] , in the finite replica case, in [8] . The calculation of the correlation functions is a novel and non-trivial issue.
Three-point string correlation functions. For N = 3, using the symmetry of the model, the following expression has been derived [25, 26] : where one has the following scaling dimensions:
The most important issue in the latter equation is the scaling property. A 3 was calculated in [25, 26] for the 2D model:
The last integral was calculated in [25, 26] , using the result of [23] . The latter integral could be expressed as a product of two Selberg integrals [27] .
The multi-point correlation functions in the hierarchical tree model
Let us now calculate equation (3) for N = 2 and 3 in the ultrametric space case, checking the scalings of correlation functions. We first briefly review the geometry of the hierarchical tree with continuous branching.
(1) The space of end points of a tree has an ultrametric geometry: all the triangles are isosceles. (2) There exists a metric
between two points with hierarchical distance v. The maximal distance is L ≡ e V /2 and the minimal distance 1. (3) There exists an (area) integration measure dw, with a total measure L 2 .
(4) Equation (4) holds.
In the hierarchical tree model of [14] we have a correlation function, given by equation (5): |z i − z j | is replaced by the hierarchical distance between two points. For this reason, equation (6) is derived from equation (3) in the hierarchical tree approach:
In equation (11) the integration should be understood symbolically as a summation over the end points of the tree, taken in the appropriate continuum limit. We are not aware of any theory allowing us to calculate such integrals, which should be looked at as certain ultrametric analogues of Selberg integrals. Similar objects naturally appear in related problems of statistical mechanics of disordered systems [28] . The existing approaches to ultrametric geometry are based on the p-adic analysis, but it is not easy to identify a particular value of the prime number parameter p with our hierarchical tree model; see the review [29] . In some sense, our ultrametric space could be considered as having p = 1 (see [30, 31] ), while we do not see any practical consequences of such an analogy. In fact, the space that we consider has an ultraviolet cut-off, like other spaces used in quantum theory during the renormalization procedure. In section 3 we will attempt to calculate these correlation functions directly from equation (3), using REM-like ideas. Later we will derive a complete system of differential equations for calculating correlation functions for the models in this space. For two-point case with β 1 = β 2 we have in 2D space
For three-point correlation functions with an isosceles triangle defined by points z 1 , z 2 , z 3 , equation (7) gives
Calculation of a two-point correlation function in the ultrametric space
Let us first calculate a two-point correlation function. We take β 2 = β 1 = β, and thus equation (3) gives
where dw l are integration measures in ultrametric space. For s, which is a positive integer, we consider the case where sα charges are located at the point z 1 or z 2 . We have
An alternative, paramagnetic phase gives
We consider the case v V . The solution with equation (15) exists when
The solution with equation (15) exists only for positive s, which is equivalent to the inequality given by equation (3). Otherwise we should use the expression given in equation (16) . We derive this result rigorously in the appendix, using the generation function method of Derrida [4, 14] .
Three-point correlation functions
Now we consider an expression
where there are ultrametric distances
We assume that the principal contribution comes from the configuration of φ(w l ), where all the w l are at the distances v 2 from the point z 3 , and v 1 from the points z 1 , z 2 . For the dependence of R ≡ e v 2 /2 we obtain
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The interaction of charges β 1 , β 2 and sα charges gives
For the energy of self-interaction of s charges we have
We used equation (3). The integration over the coordinates of s charges gives exp[sv 1 ], so eventually, multiplying equations (18)- (21) and e sv 1 , we obtain
It is easy to check that equation (22) is equivalent to equation (13) .
As in the two-point correlation function case, we should again compare the result for the correlation function with the corresponding expression for the paramagnetic phase
Or
We derived our results, equations (15) and (22), for the case of a positive integer s. We can rigorously derive the same expressions for a general value of s, considering the approach of models on a hierarchical tree in the generation function method of Derrida, as has been done previously in [14] . The results are identical, while the derivations are lengthy. The latter calculation is done for the large branching parameter q. According to [9] the bulk properties of the directed polymer models on a hierarchical tree are q independent.
The renormalization group equations for correlation functions. Consider two-point correlation functions on the hierarchical tree. We rewrite equation (14) , introducing the integration via the auxiliary variable k:
Now we consider the case of negative s. A simple generalization of equation (25) is possible for the general s, using the approach proposed in [8] .
Consider the approach of the directed polymer model [6, 8, 9 , 14] on a hierarchical tree with branching parameter q. The origin of the tree has index 1; the end points have hierarchy index K. Let us assume that the trajectories of the points z 1 , z 2 meet at the level of hierarchy L = K(v/V ). Then we consider three different recursive relations. For the levels 1 ≤ i ≤ K we consider
For L ≤ i ≤ K we define I i : 
Taking the limit q → 1, q K = exp(V ), and identifying R i → g 0 , I i → g 1 , H i → g, we obtain the following equations:
Then we define the function g:
Then G(k) = g(v, 0). Putting the value of G(k) into equation (23), we calculate the twopoint string correlation function. In a similar way we can define the three-point correlation function.
Conclusion
We calculated the string correlation functions using models on a hierarchical tree with continuous branching, repeating the calculations of [26] on a hierarchical tree. We found the same scaling properties as in the case of the ordinary models on a sphere. In 2D space these scaling properties have been derived before, using the conformal symmetry. For the hierarchical tree case, we do not know the equivalent of this symmetry and we derived the scaling properties via direct calculations. Note, however, that general scaling properties of two-point functions in closely related disordered models with logarithmic correlations can be derived by assuming (i) statistical homogeneity and (ii) spatial self-similarity; see equation (5)- (7) in [16] and the discussion therein. As the two models have the same free energy in the thermodynamic limit they are very similar, with differences possibly appearing only in subleading terms responsible for fluctuations around extensive values; see e.g. [15] . It is interesting that nonzero correlation functions correspond to a correlated paramagnetic phase of REM [8] , the phase which was identified in [14] as the most suitable one for strings. In the case of hierarchical trees with continuous branching, we can write a set of renormalization group equations for calculating the multi-point correlation functions. There is an alternative way to calculate the expressions for integrals directly using the integration in ultrametric space. We expressed the string correlation functions via some integrals in the ultrametric space equation (11), similar to Selberg integrals. We hope to attract the attention of mathematicians working with non-Archimedean geometry to this problem.
Why are the strings connected with the spin glass model REM? The spin glass phenomenon arises in condensed matter physics as a result of the hierarchy of the degrees of freedom: the couplings are (partially) frozen, while spins change faster. In the case of strings, there are ordinary degrees and there is a collective, zero-mode degree, and this hierarchy creates the statistical physics of spin glass-like systems. In the case of other conformal models, there are similar objects, screening charges [32] . We can formulate the general conformal field models on our hierarchical tree and repeat our derivations for two-and three-point correlation functions. In the current paper we focused primarily on the scaling properties of equations (11) and (12) . It is important to calculate the structure constants for a three-point correlation function, looking for additional constraints besides the equations (17) and (23) . These calculations could be done using the generation function method (see the appendix); however a combinatorial explosion of possible phase transitions for expressions of multi-point correlation functions follows.
The 2D conformal theory has some degree of universality as regards the space geometry choice. The forms that have been considered to date are 2D Riemann surfaces and the Lobachevsky space [33] . To these, we added the continuous branching tree's space. The 2D conformal theory has different slices of universality [13] . The bulk aspects of the theory are exactly mapped onto the model on a hierarchical tree, and the latter case is easier to investigate. At least, this is the case with strings. The connection of strings and REM was first observed in [34] as a duality between REM and the Liouville model; see also [15] . In [14] some critical dimensions were found, and the candidate dimensions for strings to be obtained were suggested. Our current work provides further means for the investigation of these dimensions. REM exactly describes some aspects of 2D phase transitions. We hope that REM could be connected with the 3D phase transitions, via the string models or in an alternative way. We assume that some features of REM-2D connection-a correlated paramagnetic phase and the possibility of transition to a spin glass phase-should exist in 3D critical phenomena.
branches, and at the second level M 2 = e v branches, where v is the hierarchical distance between points z 1 , z 2 . Let E 1 = x 1 + y 1 , E 2 = x 1 + y 2 be energies of two configurations. Then
First we integrate via y i . Let us consider the following version of the two-point correlation function in the correlated paramagnetic phase:
We choose n as a minimal positive integer such that n > s. Then
where for the further calculations we can make the replacement M 2 − 2 ≈ e v and
While calculating Z 2 , we assume that f M 2 ≈ 1. Then we should consider different possible differentiations in equation (A.1). When the differentiation is only in the term
The integration via x i gives a multiplier
Thus we get the result through equation (15 (18) . Now E i = x i + y u + h i , where
We consider the following expression for the three-point correlation function in the correlated paramagnetic phase: We consider the differentiation of the last term. Then we get the result using equation (22) . For the calculation of the paramagnetic phase we should consider f = 1. We should just calculate the partition without vertex operators e (s+sα 2 /2)V , later multiply by the exponent with Coulomb interaction of the charges e β 3 (β 1 +β 2 )(V −v 3 )+β 1 β 2 (V −v 1 ) .
