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Розглядається новий підхід до
задачі багатокритеріального ви-
бору альтернатив, який базу-
ється на використанні динаміч-
них критеріїв ефективності, вра-
ховуючи їх тенденцію та темп
зростання. Суть даного підходу
полягає у тому, що якщо існують
критерії ефективності для яких
значення оцінок альтернатив
відомі за деякі попередні періоди,
то можливо спрогнозувати їх
оцінки на подальші періоди. Таким
чином, при прийнятті рішення є
можливість врахувати передба-
чувану поведінку.
 М.М. Маляр, В.В. Поліщук,
М.М. Шаркаді, 2015
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Вступ. В основі людської діяльності лежить
задача прийняття рішень. Під прийняттям
рішення, зазвичай, розуміють вибір найбільш
привабливого рішення із множини допусти-
мих рішень або деяке упорядкування цієї
множини. Чи це просте рішення, або склад-
но-організований багатоетапний процес, рі-
шення є актом вибору на множині можливих
(допустимих) варіантів (альтернатив). Необ-
хідність проведення вибору обумовлюється
виникненням проблемної ситуації, в якій є
дві складові  дійсне і бажане, причому існує
більше одного варіанта досягнення бажаного
результату. В такій ситуації, наявна деяка
«свобода вибору», яка залежить від осіб, що
приймають рішення (ОПР). У роботі запропо-
новано підхід, коли вводяться в розгляд дина-
мічні критерії, на основі яких будується новий
ранжувальний ряд, із застосуванням прогно-
зованих значень та їх темпів зростання.
Математична модель. Розглянемо задачу
вибору, яку опишемо за допомогою наступ-
ної математичної моделі. Множину альтер-
натив позначимо Х і припустимо, що вона
скінченна, тобто допустимі альтернативи
можна перерахувати 1 2{ , ,..., }pX x x x .
Позначимо 1 2{ , ,..., }mK K K K  множину
критеріїв ефективності, за допомогою яких
проводиться оцінка кожної альтернативи із
множини Х. Задачу вибору можна сформу-
лювати наступним чином: вибрати найкращу
альтернативу із множини Х, коли відомі на
цій множині оцінки критеріїв.
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Модель задачі може бути приведена у вигляді табл. 1.
ТАБЛИЦЯ 1. Оцінки за критеріями
Альтернатива
Критерій 1
x 2x … px
1K 11O 12O … 1pO
2K
 21O 22O … 2 p
O
mK 1mO 2mO … mpO
або матриці рішень:
О = (Оij), i = 1, …, m; j = 1, …, p, (1)
де Оij – це оцінка j-ї альтернативи за i-м критерієм.
Побудуємо ранжувальний ряд з альтернатив 1 2{ , ,..., },px x x  використовуючи
динамічні критерії, які дозволять спрогнозувати поведінку альтернативних
рішень у майбутньому. Розглянемо множину критеріїв 1 2{ , ,..., }hK K K K  за
допомогою яких можна прослідкувати динаміку за l  періодів. Значення критері-
їв за всіма періодами приведемо у вигляді табл. 2, окремо для кожної альтерна-
тиви ( 1,2,...,i p ), де l  періоди.
ТАБЛИЦЯ 2. Оцінки за динамічними критеріями
ix 1 2 … l
1K 11
iQ 12
iQ … 1
i
lQ
2K
 21
iQ 22
iQ … 2
i
lQ
hK 1
i
kQ 2
i
kQ …
i
klQ
Спрогнозуємо оцінки ihlQ за всіма критеріями для періодів 1,s l 
2,s l  3s l   на основі парної лінійної регресії [1]:
( ) ,Y s a bs  (2)
де значення коефіцієнтів ,a b  будемо обчислювати методом найменших квадратів.
У такому випадку необхідно побудувати h p рівнянь, для кожної альтер-
нативи за кожним критерієм. Після цього, на основі даних рівнянь, побудуємо
матрицю рішень, наприклад, для періодів 1,l  2,l  3l  за кожною альтерна-
тивою. Таким чином рівняння лінійної регресії перепишеться у вигляді:
( ) , 1, , 1, .i i ig g gY s a b s i p g h    (3)
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Коефіцієнти ,igb
i
ga  обчислюються згідно формул [2]:
1 1 1
2
2
1 1
,
l l l
i i
k gk k gk
i k k k
g l l
k k
k k
l Q Q
b
l
  
 
     
       
  
 
(4)
,i i ig g ga d b q   (5)
де
1 1
1 1, , 1, , 1, .
l l
i i
g gk k
k k
d Q q i p g h
l l 
     
Після виведення регресійних рівнянь, запишемо вектори утворених критері-
альних оцінок для періодів 1,s l  2,s l  3s l  за кожною альтернати-
вою, у вигляді табл. 3.
ТАБЛИЦЯ 3. Прогнозовані оцінки на три майбутні періоди
ix 1l  2l  3l 
1K 1 ( 1)
iY l  1 ( 2)iY l  1 ( 3)iY l 
2K
 2 ( 1)
iY l  2 ( 2)iY l  2 ( 3)iY l 
hK ( 1)ihY l  ( 2)ihY l  ( 3)ihY l 
Попередню таблицю можемо представити у вигляді наступної матриці:   ( ) , 1, ; 1, ; 1,2,3 .giiL Y l k i p g h k     (6)
Далі, щоб перейти до агрегованої однієї матриці рішень побудуємо наступну
математичну модель. Схематично її покажемо у вигляді рисунка.
РИСУНОК. Схема моделі агрегування матриць альтернатив за динамічними критеріями
x1
(3 h) x2(3 h) xp(3 h). . .
x1
(2 h) x2(2 h) . . .
xp
(2 h)Темп Іпорядку
Темп ІІ
порядку
x1 x2 … xp
(p h)
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Для кожної матриці альтернатив, розмірності (3 )h , за прогнозованими
оцінками критеріїв знаходимо темп рівня зростання критеріальних оцінок за
наступними формулами [3]:
( 2)
(1) ,
( 1)
i
gi
g i
g
Y l
T
Y l
  (7)
( 3)
(2) ,
( 2)
i
gi
g i
g
Y l
T
Y l
  (8)
де 1, ,i p 1, .g h
В результаті отримаємо матриці розмірності (2 )h  темпів за всіма альтер-
нативами:
 ( ) , 1, ; 1, ; 1, 2 .
g
i
iT T i p g h
         (9)
Дані матриці запишемо у вигляді табл. 4.
ТАБЛИЦЯ 4. Оцінки темпів зростання
ix (1)T (2)T
1K 1 (1)
iT
1
(2)iT
2K
 2 (1)
iT 2 (2)
iT
hK (1)ihT (2)
i
hT
Побудована, таким чином, таблиця буде показувати на скільки рівень одно-
го періоду збільшився щодо рівня іншого, тобто показники матриці будуть хара-
ктеризувати відносну величину приросту. Далі, для отриманих матриць (9) шу-
каємо «темп другого порядку» (прискорення), як темп середнього зростання, за
наступною формулою [3]:
(1) (2),i i ig g gA T T  (10)
де 1, ,i p 1, .g h
В результаті отримаємо вектори оцінок альтернатив за критеріями, значення
яких будуть характеризувати середню швидкість зміни оцінок на прогнозовані
три наступні періоди. Дані вектори представимо у вигляді табл. 5.
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ТАБЛИЦЯ 5. Агреговані оцінки темпів зростання другого порядку
Альтернатива
Критерій 1
x 2x … px
1K 11A
2
1A … 1
pA
2K

1
2A 22A … 2
pA
hK 1hA
2
hA …
p
hA
або у вигляді матриці рішень:
  , 1, ; 1, .giA A i p g h   (11)
Дана матриця характеризує агреговані прогнозовані оцінки альтернатив за
динамічними критеріями на наступні три періоди, представлені у вигляді їх рів-
ня зростання. Таким чином, ми перейшли до однієї агрегованої матриці рішень.
Розв’яжемо задачу багатокритеріального вибору описану у вигляді матриці
рішень (11), використовуючи підхід описаний в [4, 5], який базується на теорії
обмеженої раціональності з використанням нечітких множин.
Введемо в розгляд «точку задоволення» [4, 5]  1 2, ,..., hT t t t , тобто уявну
альтернативу, в якої оцінки за всіма критеріями могли б задовольняти ОПР.
«Точка задоволення» буде містити інформацію про те, який рівень приросту
того чи іншого критерію задовольняв би ОПР.
Оскільки, нам відома матриця рішень (11) і задана «точка задоволення» T,
визначимо множину нечітких величин з наступною функцією належності:
1 , 1, ; 1, .
max{ min ; max }
i
g g
gi i i
g g g gi i
t A
z g h i p
t A A t
     (12)
Кожна така нечітка величина є відносною оцінкою близькості елемента мат-
риці (11) до відповідного елемента «точки задоволення». Визначена таким чи-
ном матриця Z = { giz } характеризує по стовпцях відносні оцінки близькості
альтернатив до «точки задоволення» за кожним конкретним критерієм, і знімає
питання різних шкал оцінювання.
Наступним кроком є побудова деякої згортки нечітких числових оцінок.
Нехай ОПР відомі або вона може задати вагові коефіцієнти кожному критерію
ефективності {p1, p2, …, ph} із інтервалу [1, a]. Тоді можна визначити нормовані
вагові коефіцієнти для кожного критерію:
1
α , 1, ;gg h
g
g
p
g h
p

 

[0,1];g 
1
1.
h
g
g
  (13)
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Далі, використаємо одну із згорток для побудови агрегованої оцінки [6].
Наприклад, візьмемо середньо зважену згортку:
1
( ) , 1, .
h
i g gi
g
A x z i p

   (14)
На основі значень величин ( )iA x  будуємо ранжувальний ряд альтернатив
у порядку їх спадання:
1 2{ , ,..., }.pX x x x (15)
Таким чином, ми привели методику, за допомогою якої можна будувати
ранжувальний ряд альтернатив, на основі динамічних критеріїв ефективності
по прогнозованих їх значеннях на майбутні періоди.
Приклад застосування математичної моделі. Даний підхід розглянемо на
прикладі вибору підприємства для надання кредиту. Нехай у банк поступило три
заявки від підприємств. Підприємства будемо розглядати як альтернативи, серед
яких ОПР має обрати одне для видачі кредиту. Оцінимо підприємства 1 2 3, ,x x x
і проранжуємо їх на основі наступних динамічних критеріїв ефективності [7]
за період 2010 – 2013 рр. (табл. 6).
ТАБЛИЦЯ 6. Інформація про критерії
Критерій Назва критерію Вага (p) Точказадоволення (Т)
1K Коефіцієнт поточної ліквідності 8 1,10
2K Коефіцієнт загальної ліквідності 9 1,05
3K Коефіцієнт фінансової незалежності 7 1,10
4K Рентабельність виробництва 10 1,00
Спочатку, на основі фінансової звітності обчислюємо значення критеріїв
ефективності по кожному підприємству. Результат запишемо у табл. 7.
ТАБЛИЦЯ 7. Оцінки за критеріями для підприємств  1 2 3, ,x x x
Підприємство 1x Підприємство 2x Підприємство 3xКри-
терій 2010 2011 2012 2013 2010 2011 2012 2013 2010 2011 2012 2013
1K 0,4 1,1 0,6 0,7 0,3 1,2 1,3 0,9 0,5 0,1 0,6 0,7
2K 0,8 1 1,2 1,3 0,8 0,9 1,2 1 1,4 1 1,6 1,3
3K 0,9 2,9 4,1 1,8 0,5 0,9 2,1 1,1 1,9 3,0 3,2 1,9
4K 0,06 0,09 0,12 0,07 0,06 0,07 0,06 0,05 0,1 0,04 0,05 0,06
На другому етапі, на основі цих даних побудуємо регресійні рівняння для
кожної альтернативи за кожним критерієм.
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Побудуємо спочатку регресійне рівняння для альтернативи 1x за критерієм
1K . Використовуючи формули (4) і (5) обчислимо коефіцієнти
1
1 ,b
1
1 :a
1
1
4 5632,4 8046 2,8 0,04,
4 16184534 8046 8046
b      
1
1
1 12,8 0,04 8046 79,76.
4 4
a       
Тоді, рівняння лінійної регресії (3) буде мати вигляд:
1
1 ( ) 79,76 0,04 .Y s s   
Прогнозоване значення критерію поточної ліквідності 1K  на 2014, 2015,
2016 роки по першій альтернативі наступні:
1
1 (2014) 79,76 0,04 2014 0,8;Y     
1
1 (2015) 79,76 0,04 2015 0,84;Y     
1
1 (2016) 79,76 0,04 2016 0,88.Y     
Аналогічно будуємо решту 11 регресійних рівнянь і обчислюємо прогнозо-
вані значення. Результати прогнозованих значень на періоди 2014, 2015, 2016
роки запишемо у табл. 8.
ТАБЛИЦЯ 8. Прогнозовані оцінки для підприємств  1 2 3, ,x x x
Підприємство 1x Підприємство 2x Підприємство 3xКритерій
2014 2015 2016 2014 2015 2016 2014 2015 2016
1K 0,8 0,84 0,88 1,4 1,59 1,78 0,75 0,86 0,97
2K 1,5 1,67 1,84 1,2 1,29 1,38 1,4 1,43 1,46
3K 3,4 3,79 4,18 1,9 2,2 2,5 2,55 2,57 2,59
4K 0,11 0,12 0,13 0,06 0,06 0,06 0,038 0,027 0,018
Для кожної альтернативи за прогнозованими оцінками критеріїв знаходимо
темп зростання, за формулами (7) і (8), результат запишемо у зведену табл. 9.
ТАБЛИЦЯ 9. Оцінки темпу першого порядку
Критерій 1x 2x 3x
1K 1,050 1,048 1,136 1,119 1,147 1,128
2K 1,113 1,102 1,075 1,070 1,021 1,021
3K 1,115 1,103 1,158 1,136 1,008 1,008
4K 1,091 1,083 1,000 1,000 0,711 0,667
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Далі, для отриманих темпів першого порядку для всіх альтернатив шукаємо
темп другого порядку (прискорення) за формулою (10), результат запишемо
в агреговану табл. 10.
ТАБЛИЦЯ 10. Оцінки темпів другого порядку
Критерій 1x 2x 3x
1K 1,049 1,128 1,137
2K 1,108 1,072 1,021
3K 1,109 1,147 1,008
4K 1,087 1,000 0,688
Використовуючи формулу (12) обчислюємо значення матриці Z = { giz }:
0,00 0,46 0,27
0,00 0,61 0,50
0,90 0,49 0,00
0,72 1,00 0,00
Z
      
і на основі формули (13) обчислимо нормовані вагові коефіцієнти:
(0,24; 0,26; 0,21; 0,29). 
На останньому етапі обчислимо агреговані оцінки за формулою (14)
(0,4; 0,67; 0,2 ).A   Альтернативи упорядковуємо за спаданням значень
агрегованих оцінок:  2 1 3, , .x x x
Висновки. У роботі запропоновано підхід до розв’язання задачі багато-
критеріального вибору альтернатив, коли серед множини критеріїв ефективності
є критерії для яких існують їх динамічні спостереження. Як приклад, застосу-
вання даної моделі, показано на економічній задачі вибору підприємства для
надання банком кредиту.
Н.Н. Маляр, В.В. Полищук, М.Н. Шаркади
ИСПОЛЬЗОВАНИЕ ДИНАМИЧЕСКИХ КРИТЕРИЕВ В МОДЕЛЯХ
МНОГОКРИТЕРИАЛЬНОГО ВЫБОРА
Рассматривается новый подход к задаче многокритериального выбора альтернатив,
основанный на использовании динамических критериев эффективности, учитывая их тенден-
цию и темп роста. Суть данного подхода заключается в том, что если существуют критерии
эффективности для которых значение оценок альтернатив известны за некоторые пре-
дыдущие периоды, то возможно спрогнозировать их оценки на последующие периоды.
Таким образом, при принятии решения является возможность учесть предсказуемое
поведение.
ВИКОРИСТАННЯ ДИНАМІЧНИХ КРИТЕРІЇВ У МОДЕЛЯХ …
Компьютерная математика. 2015, № 1 133
N. Malyar, V. Polishchuk, M. Sharkadi
USING DYNAMIC CRITERIA IN THE MODELS OF MULTICRITERIA CHOICE
The paper proposes a new approach to the problem of multi-choice alternatives, based on the use of
dynamic performance criteria, given their tendency and rate of growth. The essence of this approach
is that if there are performance criteria, for which the values of estimates of alternatives are known
for certain prior periods, then it is possible to predict their scores thereafter. Thus, when making a
decision, an opportunity to consider an expected behavior appears.
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