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Self-testing allows classical referees to verify
the quantum behaviour of some untrusted de-
vices. Recently we developed a framework for
building large self-tests by repeating a smaller
self-test many times in parallel. However, the
framework did not apply to the CHSH test,
which tests a maximally entangled pair of qubits.
CHSH is the most well known and widely used
test of this type. Here we extend the parallel
self-testing framework to build parallel CHSH
self-tests for any number of pairs of maximally
entangled qubits. Our construction achieves an
error bound which is polynomial in the number
of tested qubit pairs.
1 Introduction
The most basic self-testing problem is this: given two
non-communicating quantum devices, verify through
classical interaction alone that they share a maximally
entangled pair of qubits. This problem can also be
phrased in the language of non-local games. In a non-
local game two non-communicating players1, Alice and
Bob, receive questions from a referee and attempt to win
the game by providing answers which, together with the
questions, satisfy some predicate. For non-local games,
self-testing says that for Alice and Bob to approach the
optimal quantum probability of winning, their strategy
must approach some particular ideal quantum strategy.
While it is interesting that it is possible to self-test a
single pair of maximally entangled qubits, many more
applications are possible if many pairs can be tested.
This motivates the idea of repeated self-tests, whether
in series (as in [RUV13]) or parallel (as in [McK16]), to
test many pairs of maximally entangled qubits. From
the players’ perspective, strategies for serial repetition
can be converted to parallel repetition but not the other
way around. Hence parallel self-testing results are more
general and their robustness bounds also apply to serial
repetition.
Matthew McKague: m.mckague@qut.edu.au
1Non-local games for more than two players are also possible.
The CHSH game [CHSH69] is arguably the most well-
known non-local game and has seen wide application.
It is distinguished by its simplicity, with only single-bit
questions and answers for both Alice and Bob. Because
of this simplicity, the CHSH game is widely used, both
in theory and experiment. Hence it is a natural candi-
date for use with parallel repetition.
An important distinction to make is between self-
tests where the number of players is kept at two (as
in [RUV13]), with self-tests where two new players are
added for each copy of the self-test, (as in [MMMO06]).
Every additional player introduces either additional as-
sumptions, or restrictions on potential experiments.
Hence the two player scenario is more general and pre-
ferred. We will be considering the two-player scenario
here.
1.1 Previous work
The history of self-testing using CHSH goes back to
Popescu and Rohrlich [PR92] who characterised the op-
timal quantum strategies for CHSH. Although the ter-
minology and applications of self-testing were later in-
troduced by Mayers and Yao [MY04]. Robust proofs
of self-testing with CHSH appeared with Bardyn et
al. [BLM+09] and McKague et al. [MYS12].
As a non-local game, parallel repetition of CHSH was
considered by Cleve et al. [CSUU08], although they
did not consider self-testing. Reichardt et al. [RUV13]
looked at serial repetition of CHSH for self-testing. The
first parallel self-testing result using CHSH is due to Wu
et al. [WBMS16] who used semi-definite programming
and numerical methods to give robust error bounds
for self-testing with two simultaneous games of CHSH.
They also give an analytic proof of self-testing for the
ideal case, again for two copies of CHSH.
Self-testing using parallel repetition with more than
two repetitions first appeared in [McK16], which used
the Mayers-Yao test [MY04] and another CHSH-like
self-test. However, the robustness bound of the lat-
ter test scaled exponentially with the amount of rep-
etitions. Self-testing using parallel repetition of CHSH
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was shown by Coladangelo2 in [Col16].
1.2 Contributions
Our main contribution here is to give a self-testing con-
struction for parallel repetition of the CHSH game. In-
formally, we prove that if Alice and Bob have a strategy
for playing n2 rounds3 of CHSH in parallel that achieves
an average CHSH value of at least 2
√
2− (i.e. they are
 close to the quantum bound) then their state is within
O(n 98  18 ) of n2 pairs of maximally entangled qubits.
As a step in our construction we also show that it is
possible to self-test many maximally entangled pairs of
qubits using a modified parallel repetition of CHSH with
only a logarithmic number of questions (measurement
settings). This is analogous to a similar result built on
the Mayers-Yao test in [McK16].
In order to achieve our construction we slightly
generalise the parallel self-testing framework given
in [McK16]. Our construction is in some ways a gen-
eralisation of the analytic proof of self-testing for two
copies of CHSH given in [WBMS16].
2 A framework for self-testing qubits
Before addressing our particular self-test, we will re-
call and slightly modify the self-testing framework in-
troduced in [McK16].
2.1 Technical preliminaries
We define 1k to be the n-bit string which is 1 in the k-th
position and 0 everywhere else. For x an n-bit string,
let |x| be the number of 1’s in x (the Hamming weight).
Further, when n is even, define xa to be the first n2 bits
of x. The string xb is the last n2 bits of x. Later, we
will divide x between Alice and Bob so xa represents x
on Alice’s side, and xb is for Bob’s side. For strings x
and y of the same length, x · y = ∑j xjyj is the inner
product of x and y. Finally, xy is the concatenation of
x and y.
If we have operators M1 . . .Mn then for a bit string
t ∈ {0, 1}n we define
M t :=
n∏
k=1
M tkk . (1)
2 We first became aware of Coladangelo’s work after an early
version of this manuscript was posted to the arXiv.
3i.e. for self-testing a state on n qubits
The order of the product is important since we do not
know whether the operators all commute. Hence we will
make the convention that the index increases from left
to right.
2.2 Sufficient conditions for self-testing
In [McK16] we developed a framework for self-testing
states of many qubits, and in particular derived suf-
ficient conditions for self-testing many pairs of maxi-
mally entangled qubits. Unfortunately, the framework
in [McK16] is not general enough for our purposes since
the sufficient conditions require the existence of a large
set of commuting operators, but we will be unable to
provide them here. In this section we will modify our
previous work to provide a set of sufficient conditions
which requires a smaller set of commuting operators.
To begin with, we recall Lemma 4 from [McK16],
which gives a very general set of sufficient conditions
for self-testing a many qubit state. Here we present a
version which is restricted to many pairs of maximally
entangled qubits, rather than the more general version
in [McK16] which also applies to graph states.
Lemma 1 (McKague [McK16], Lemma 4). Let |ψ〉 be
the n-qubit state
|ψ〉 = 1√
2n
∑
ua,ub∈{0,1}n/2
(−1)ua·ub |u〉 . (2)
Further suppose that |ψ′〉 is a normalised state in a
Hilbert space HA, and {X ′j}nj=1, {Z ′j}
n
j=1 are unitary,
Hermitian operators on HA such that for any s, t ∈
{0, 1}n ∣∣∣∣∣∣Z ′tX ′s |ψ′〉 − (−1)s·tX ′sZ ′t |ψ′〉∣∣∣∣∣∣ ≤  (3)
and ∣∣∣∣Z ′sbsa |ψ′〉 − (−1)sa·sbX ′s |ψ′〉∣∣∣∣ ≤ . (4)
Then there exists an isometry Φ and a state | junk〉 such
that for any p, q ∈ (0, 1)n
||Φ(X ′qZ ′p |ψ′〉)− | junk〉XqZp |ψ〉|| ≤ O(√). (5)
The ideal state |ψ〉 is the graph state corresponding
to n2 isolated edges and is hence
n
2 pairs of maximally
entangled states.
The conditions for this lemma involve products of
many operators. In general we will not be able to
directly deduce properties of such complex products.
Hence we will derive a less general set of conditions
which are easier to meet from the limited information
provided by measurement outcomes. In [McK16] this
step is provided by Lemma 5. However, the conditions
used are too restrictive to be applicable in our case.
Hence we will prove a less restrictive version of this
lemma.
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Lemma 2. Suppose that n is even and
1. |ψ′〉 ∈ HA ⊗HB is a state
2. {X ′k}n/2k=1 are pair-wise commuting operators on HA
3. {Z ′k}
n
2
x=1 are pair-wise commuting operators on HA
4. {X ′k}nk=n2+1 are operators on HB
5. {Z ′k}nk=n2+1 are operators on HB
such that for all k 6= `
||X ′k||∞ , ||Z ′k||∞ ≤ 1 (6)
||X ′kZ ′` |ψ′〉 − Z ′`X ′k |ψ′〉|| ≤ 1 (7)∣∣∣∣∣∣X ′k |ψ′〉 − Z ′k+n2 |ψ′〉∣∣∣∣∣∣ ≤ 2 (8)
||Z ′kX ′k |ψ′〉+X ′kZ ′k |ψ′〉|| ≤ 3 (9)
where k + n2 is taken modulo n. Then
1. for any s, t ∈ {0, 1}n∣∣∣∣∣∣Z ′tX ′s |ψ′〉 − (−1)s·tX ′sZ ′t |ψ′〉∣∣∣∣∣∣ ≤ O(n2)
(10)
2. for any s ∈ {0, 1}n∣∣∣∣Z ′sbsa |ψ′〉 − (−1)sa·sbX ′s |ψ′〉∣∣∣∣ ≤ O(n2) (11)
where  = max{1, 2, 3}.
The main difference between Lemma 5 in [McK16]
and our version here is that we have dropped several
requirements on the operators. Explicit error bounds
are the same as in [McK16].
Proof. First we address conclusion 1. We will not give
the whole proof, but instead refer the reader to the proof
of Lemma 5 in [McK16] and note the modifications we
need to make. We first note that the proof never uses
the fact that any operators are Hermitian or unitary
other than to bound the operator. Hence we can drop
these requirements in favour of the less restrictive re-
quirements ||X ′k||∞ ≤ 1 and ||Z ′k||∞ ≤ 1. The proof
does implicitly use the fact that many operators com-
mute, but it is possible to remove these commutations
through a careful choice of ordering of the steps. In par-
ticular, for equations (50) to (53) in [McK16] the proof
starts from small indices and works to larger indices.
Using this ordering requires that the leftmost operators
commute to the right, but by starting at highest indices
and working to lower indices the operators are already
in the correct order and no commutation is required.
Here we also need to point out that if we had chosen
a different initial ordering for the operators, for exam-
ple decreasing indices from left to right, then the proof
would still apply, provided that the same ordering is
used throughout.
Now we turn our attention to conclusion 2. Again
we will follow the same proof as in [McK16]. We can
remove implicit commutations by choosing a different
ordering. However, this would result in the Z ′ operators
coming out in the reverse order in the final bound. To
fix this we need to use the fact that all X ′ operators on
A’s side commute, and also all Z ′ operators on A’s side
commute. First, we reverse the ordering of the X ′s on
A’s side. Then when these are converted to Z ′’s on B’s
side, they are reversed again and come out in the correct
order. Meanwhile the X ′’s on B’s side are left alone.
They come out in reverse order on A’s side, where we
commute them around to the correct ordering.
The conclusions of Lemma 2 are nearly the conditions
of Lemma 1, so it is straightforward to join the two
together. This will give us our sufficient conditions for
self-testing many maximally entangled qubits.
Corollary 1. Under the conditions of Lemma 2, sup-
posing that {Xk, Zk}nk=1 are also unitary and Hermi-
tian, there exists a local isometry Φ = ΦA ⊗ ΦB and a
state | junk〉 such that for every p, q ∈ {0, 1}n
||Φ(X ′qZ ′p |ψ′〉)− | junk〉XqZp |ψ〉|| ≤ O(n√) (12)
where |ψ〉 is as in Lemma 1.
The proof is basically to patch together Lemma 1
and 2 and work out the bounds. One aspect which
requires a bit more attention is the fact that Φ is local.
This is a consequence of the construction of Φ in the
proof of Lemma 1 and is discussed in [McK16].
3 Parallel CHSH is a self-test
Now that we have established a framework for self-
testing many pairs of maximally entangled qubits, we
are ready to develop our self-test based on parallel rep-
etition of CHSH.
3.1 Definition of the non-local game
The non-local game that we will be using for self-testing
is a straightforward parallel repetition of the CHSH
game:
1. The referee selects question q ∈ {0, 1}n uniformly
at random and sends qa to Alice and qb to Bob
2. Alice and Bob respond with bit strings x, y ∈
{0, 1}n2 .
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3. The referee chooses k ∈ {1 . . . n2 } uniformly at ran-
dom.
4. Alice and Bob win if qkqk+n2 = xk ⊕ yk
There are many possible rules for determining when Al-
ice and Bob win. The particular rule we use is quite
weak in a sense. We throw away almost all of the infor-
mation that Alice and Bob provide, and use only one
bit from each of them. However, as we shall see, it
is still powerful enough for self-testing the entire state.
The most important feature is that the expected value
of this game measures the average CHSH value over all
subtests, which could be measured in other ways.
Customarily the value of a CHSH strategy is calcu-
lated by assigning 1 for a win and −1 for a loss and sum-
ming over the expectations of the four possible questions
that can be asked. The value falls between −4 and 4,
with quantum strategies between −2√2 and 2√2 by the
Cirel’son inequality [Cir80]. We will take the convention
of assigning 4 to a win and −4 to a loss, and then taking
the expected value over all possible questions and sub-
tests (i.e. for various k = 1 . . . n2 ). This corresponds to
averaging the customary CHSH value over all subtests,
and is bounded by 2
√
2 for quantum strategies.
3.2 Modelling the players’ behaviour
In order to use Lemma 1 we will need to define some
operators X ′j and Z ′j . We will do so by way of Alice
and Bob’s measurement strategies. But first we need a
model. Alice’s behaviour can be modelled as a collection
of projective measurements:4
Mqa = {Πqaa }a (13)
where q is the question, a ∈ {0, 1}n2 is a string of an-
swers and Πqaa Π
qa
a′ = δa,a′Πqaa . We can define projectors
for individual symbols in the answer by
Γqak,x =
∑
a:ak=x
Πqaa (14)
where k ∈ {1 . . . n2 }, ak is the k-th symbol of a, and
x ∈ {0, 1}. Note that for all j, k, x, x′ the operators Γqaj,x
and Γqak,x′ commute since Πqa and Π
q
a′ commute for all
a, a′. We can next define observables for each answer
symbol by
M ′qak = Γ
qa
k,0 − Γqak,1. (15)
Whenever qa = ra, M ′qak and M
′ra
` will commute by
construction. Now measuringMq is equivalent to mea-
suring M ′qk for each k and returning the resulting eigen-
values as a string (translating 1 to 0 and -1 to 1). Each
M ′qk is Hermitian and unitary.
We can model Bob’s behaviour in a similar way, defin-
ing N ′qbk for k ∈ {n2 +1 . . . n} analogously to M ′qak . Then
every N ′qbk will commute with every M
′qa
` since these
operators are on different systems.
Let us set
f(qa, qb, k) := 〈ψ′ |
(
(−1)(qa)k(qb)kM ′qak N ′qbk+n2 + (−1)
(qa)k(qb)kM
′qa
k N
′qb
k+n2
)
|ψ′〉+
〈ψ′ |
(
(−1)(qa)k(qb)kM ′qak N ′qbk+n2 + (−1)
(qa)k(qb)kM
′qa
k N
′qb
k+n2
)
|ψ′〉 (16)
where qa is qa with 0 and 1 interchanged, and analo-
gously for qb.
We can interpret f as the CHSH value that Alice and
Bob would achieve for subtest k if they use the operators
corresponding to questions qa, qb, qa and qb. The value
of the non-local game can be expressed as
1
n2n−1
∑
qb
∑
qa
∑
k
f(qa, qb, k). (17)
This is the value of Alice and Bob’s strategy and is the
4More generally, we could consider POVMs. However, since
the dimension of Alice and Bob’s systems are unconstrained, we
can instead represent any POVM as projective measurements over
a larger Hilbert space.
average CHSH value over all subtests 1 . . . n2 . It falls
between −2√2 and 2√2 for quantum strategies by the
Cirel’son bound [Cir80].
3.3 Self-testing from a few questions
In this section we develop a proof of self-testing in a
special case. Our non-local game has a very large num-
ber of questions and it is difficult to make use of the
information contained in the corresponding answers. In
particular, each question is asked with an exponentially
small probability, so we will know almost nothing about
what happens when any particular question is asked.
For now we will ignore this problem and assume that
for some particular questions we know what the distri-
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bution of answers is. This will allow us to draw conclu-
sions about the players’ behaviour. In the next section
we will return to the full non-local game.
In the previous section we modelled Alice and Bob’s
measurement strategies. We next need to define X ′j and
Z ′j so that we can use Corollary 1. To do this we will
make use of a result from [MYS12]:
Lemma 3 (McKague et al. [MYS12], Theorem 2).
Let A0, A1 be Hermitian and unitary operators on HA,
B0, B1 be Hermitian and unitary operators on HB, and
|ψ〉 ∈ HA ⊗HB be a state such that
〈ψ | (A0B0 +A1B0 +A0B1 −A1A1) |ψ〉 ≥ 2
√
2− δ
(18)
for 0 ≤ δ ≤ 1. Then setting
X ′A = A0 (19)
Z ′A = A1 (20)
X ′B =
B0 +B1
|B0 +B1| (21)
Z ′B =
B0 −B1
|B0 −B1| (22)
we have
||X ′AZ ′A |ψ〉+ Z ′AX ′A |ψ〉|| ≤ 4(δ
√
2)
1
2 (23)
||X ′BZ ′B |ψ〉+ Z ′BX ′B |ψ〉|| ≤ 4(δ
√
2)
1
2 (24)
||X ′A |ψ〉 − Z ′B |ψ〉|| ≤ 4(δ
√
2)
1
4 (25)
||X ′B |ψ〉 − Z ′A |ψ〉|| ≤ 4(δ
√
2)
1
4 (26)
where
|M | :=
√
M2 (27)
for some operator M . Further, X ′A, X ′B, Z ′A and Z ′B
are all Hermitian and unitary.
Note that it is possible that zero is an eigenvalue of
|M |. For theses cases we must change M on the asso-
ciated subspace to remove zero eigenvalues and avoid
divide-by-zero problems. We can make the new eigen-
value as close to zero as we like, which corresponds to a
very small change in Bob’s measurements. By making
this change small enough, it will be negligible compared
to the other errors in the system.
In the next lemma we show how to link the above
result with Corollary 1 to obtain a self-testing result.
Here we assume that we have very good information
about a small number of possible questions. This could
be accomplished, for example, by having the referee ask
only a subset of possible questions.
Lemma 4. Suppose that:
1. For each k ∈ {1 . . . n2 }
f(0 . . . 0, 0 . . . 0, k) ≥ 2
√
2− δ (28)
2. For every u, v ∈ {1 . . . n2 } with u 6= v there exists a
question qa with (qa)u = 0 and (qa)v = 1 such that
f(qa, 0 . . . 0, j) ≥ 2
√
2− δ (29)
for j = u, v.
Then there exist operators X ′k and Z ′k for each k ∈
{1 . . . n2 } such that the conditions of Corollary 1 are
satisfied with 1 = 32(δ
√
2)
1
4 , 2 = 4(δ
√
2)
1
4 and 3 =
4(δ
√
2)
1
2 .
Proof. For each k, the conditions of Lemma 3 are sat-
isfied by setting
A0 = M ′0...0k (30)
A1 = M ′1...1k (31)
B0 = N ′0...0k+n/2 (32)
B1 = N ′1...1k+n/2 (33)
Hence on Alice’s side (k = 1 . . . n2 ) we set
X ′k := M ′0...0k (34)
Z ′k := M ′1...1k (35)
for k = 1 . . . n2 . Note that by construction all Z ′k pair-
wise commute on Alice’s side, as do all X ′k. For Bob’s
side (k = n2 + 1 . . . n) we define
X ′k :=
N ′0...0k +N ′1...1k
|N ′0...0k +N ′1...1k |
(36)
Z ′k :=
N ′0...0k −N ′1...1k
|N ′0...0k −N ′1...1k |
. (37)
Here it is possible that two X ′j ’s on Bob’s side do
not commute. With these definitions we can set 2 =
4(δ
√
2)
1
4 and 3 = 4(δ
√
2)
1
2 for Corollary 1.
Now fix k, ` with k 6= `. We want to know that Z ′`
approximately commutes with X ′k to fix 1. If k is on
Alice’s side and ` is on Bob’s side (or vice versa) then
the operators commute exactly. Hence the two cases to
check are where k and ` are both at most n2 or when
they are both larger than n2 .
Supposing that k and ` are both larger than n2 , we
use condition 2 with u = ` − n2 and v = k − n2 to find
qa and define
X ′′`−n2 := M
′qa
`−n2 (38)
Z ′′k−n2 := M
′qa
k−n2 . (39)
Applying Lemma 3 twice gives∣∣∣∣∣∣X ′′`−n2 |ψ〉 − Z ′` |ψ〉∣∣∣∣∣∣ ≤ 4(δ√2) 14 (40)∣∣∣∣∣∣Z ′′k−n2 |ψ〉 −X ′k |ψ〉∣∣∣∣∣∣ ≤ 4(δ√2) 14 (41)
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Here Bob’s operators have not changed from their previ-
ous definition. Moreover, since X ′′`−n2 and Z
′′
k−n2 are de-
fined from the same question, they commute with each
other. Now it is a straightforward exercise to combine
these two estimates and show that for this case we can
use 1 = 16(δ
√
2)
1
4 . Roughly, we use the estimates to
move X ′k and Z ′` over to Alice’s side as X ′′`−n2 and Z
′′
k−n2 ,
where we can commute them, and then move them back
to Bob’s side.
For the other case, where k and ` are less than n2 so
that X ′k and Z ′` are on Alice’s side, we first move X ′k
and Z ′` over to Bob’s side, and then back to Alice side,
but as X ′′k and Z ′′` , which commute. Then they go back
to X ′k and Z ′` via Bob’s side. Here we end up with a
worse estimate, and we finally set
1 = 32(δ
√
2)
1
4 . (42)
Although this is not our main result, we now have
a type of parallel CHSH self-test. We simply need to
estimate the values (for all k) of f(0 . . . 0, 0 . . . 0, k) and
f(qa, 0 . . . 0, k) for a suitable set of qa. One minimal set
of such qa would be the strings indexed by j where the
kth bit is 1 exactly when the jth bit of the binary rep-
resentation of k is 1. The total number of questions is
then O(logn). Whenever k 6= ` their binary representa-
tions will differ in some position j. Then the question
with index j will have bits k and ` not equal. This
is analogous to the parallel Mayers-Yao test developed
in [McK16].
The test is in a strict sense not parallel since the ques-
tion for one subtest is not independent of the questions
for other subtests. Nevertheless, it does provide a self-
test and the small number of questions could be useful
for some applications.
3.4 Self-testing from parallel CHSH
In the previous section we showed self-testing, but only
looked at a very small number of possible questions. In
the full non-local game we would not be able to draw
any strong conclusions about specific questions since
they would be asked with very small probability. In
this section we take a different approach. If the play-
ers’ value of the non-local game is very high then there
must be at least some questions which are driving the
value of the non-local game up. These might not be the
questions used in Lemma 4, but through various sym-
metries of the non-local game we can expand the list of
questions which work for Lemma 4.
First let us discuss symmetries. Lemma 4 requires
that questions 0 . . . 0 and 1 . . . 1 for Alice and Bob can
be used to achieve a high CHSH value. However, there
is obvious symmetry in the non-local game and it is
straightforward to relabel the questions and answers so
that many different sets of questions can be used. In
particular, the mapping
qa 7→ qa ⊕ 1k (43)
M ′qa` 7→M ′qa⊕1k` , ` = 1 . . .
n
2 (44)
N ′qbk+n/2 7→ (−1)(qb)kN ′qbk+n/2, k = 1 . . .
n
2 (45)
allows us to a flip bit k in all questions on Alice’s side.
An analogous map allows us to flip any bit in all ques-
tions on Bob’s side. These mappings preserve the value
of the non-local game. Applying a suitable set of them
allows us to map any qa and qb to 0 . . . 0, necessarily
taking qa and qb to 1 . . . 1.
Now we attempt to find some questions which give
f(qa, qb, k) a large value. The basic idea is that it is
impossible for the value of every sub-test to be below
average. Suppose that the value of the non-local game
is at least 2
√
2 − . We can view the value of the non-
local game given in (17) as an average over possible qb
of some value depending on qb. At least one qb is at
least average, so there exists some qb such that
1
n2n2−1
∑
qa
∑
k
f(qa, qb, k) ≥ 2
√
2− . (46)
Let us choose such a qb and then remap the non-local
game so that qb maps to 0 . . . 0. We can now do the
same trick with qa to find that there is at least one qa
such that
2
n
∑
k
f(qa, 0 . . . 0, k) ≥ 2
√
2− . (47)
Again we remap the non-local game so that this above
average qa gets mapped to 0 . . . 0.
In order to find a bound for each separate k, we ob-
serve that for each fixed k the summand is bounded
above by 2
√
2 using the Cirel’son inequality. Supposing
that all the error falls on one value of k, we find
f(0 . . . 0, 0 . . . 0, k) ≥ 2
√
2− n2  (48)
for all k. Hence we have satisfied the first condition of
Lemma 4.
Turning our attention to the second condition of
Lemma 4, we first use a similar reasoning to above to
find that for each j
1
2n2
∑
qa
f(qa, 0 . . . 0, j) ≥ 2
√
2− n2 . (49)
Now let us fix k, ` and partition the possible qa into two
sets. The first set S has either ((qa)k, (qa)`) = (0, 0)
6
or ((qa)k, (qa)`) = (1, 1). That is, questions in S have
the kth and `th bits equal. The second set T is the
remaining qa. Note that sets are of equal size, and qa
and qa are in the same set. Supposing that all the error
falls on T we find
1
2n2
∑
qa∈T
f(qa, 0 . . . 0, j) ≥ 2
√
2− n. (50)
for j = k, `. Now at least one qa is at least average,
so there is some qa which differs in bits k and ` which
satisfies
f(qa, 0 . . . 0, j) ≥ 2
√
2− n (51)
for j = k, `. From the definition of f , we see that the
above must also hold for qa. At least one of qa and qa
has the kth bit equal to 0 and the `th bit equal to 1.
So, we have satisfied the second condition of Lemma 4.
We have shown that if the value of the non-local game
is high enough then the conditions of Lemma 4 are sat-
isfied with δ = O(n), proving our main result.
Theorem 1. If the value of non-local game for n2 copies
of CHSH achieved by a state |ψ′〉 ∈ HA⊗HB is at least
2
√
2−  then there exist
• Hermitian and unitary X ′k and Z ′k, defined on HA
for k ≤ n2 and HB for k > n2
• a local isometry Φ : HA⊗HB → HA⊗HB⊗H2⊗H2
• a state | junk〉 ∈ HA ⊗HB
such that for any p, q ∈ {0, 1}n
||Φ (X ′qZ ′p |ψ′〉)− | junk〉XqZp |ψ〉|| ≤ O(n 98  18 ).
(52)
where |ψ〉 is n2 pairs of maximally entangled qubits.
4 Discussion
We have shown that the CHSH game can be used for
testing many pairs of maximally entangled qubits, and
that the error bound scales polynomially. This opens
the possibility of using CHSH in more applications.
The two constructions allow for either a strictly par-
allel CHSH test, where all subtests are independent, or
a construction which requires uses a logarithmic number
of questions.
Coladangelo [Col16] achieved a similar result to ours,
allowing parallel self-testing using CHSH. Their re-
sult is more general in that they considers the tilted
CHSH inequality as well, which allows for testing of
non-maximally entangled pairs of qubits. Robustness
is O(n3/21/2) as compared to our O(n9/81/8). While
their scaling in  is better, ours is better in the scaling
in n.
The parallel CHSH self-test could be used in de-
vice independent quantum key distribution to allow
for parallel protocols. Device independent quantum
key distribution has been achieved for serial repeti-
tion [VV14] but not for parallel repetition. The parallel
self-test variant with a logarithmic number of questions
might be useful in device independent quantum ran-
dom number generators, where the smaller number of
questions could reduce the about of seed randomness
required. See [MS16] for an example of a quantum ran-
dom number generator which utilises self-testing. Fi-
nally, parallel self-tests could simplify protocols for in-
teractive proofs, allowing for a smaller number of rounds
of communication as compared to serial repetition for
constructions as in [RUV13], or a reduced number of
provers for constructions as in [McK13] or [HPDF15].
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