This paper is concerned with the estimation of the logarithm of disease odds (log odds) when evaluating two risk factors, whether or not interactions are present. Statisticians define interaction as a departure from an additive model on a certain scale of measurement of the outcome. Certain interactions, known as removable interactions, may be eliminated by fitting an additive model under an invertible transformation of the outcome. This can potentially provide more precise estimates of log odds than fitting a model with interaction terms. In practice, we may also encounter nonremovable interactions. The model must then include interaction terms, regardless of the choice of the scale of the outcome. However, in practical settings, we do not know at the outset whether an interaction exists, and if so whether it is removable or nonremovable. Rather than trying to decide on significance levels to test for the existence of removable and nonremovable interactions, we develop a Bayes estimator based on a squared error loss function. We demonstrate the favorable bias-variance trade-offs of our approach using simulations, and provide empirical illustrations using data from three published endometrial cancer case-control studies. The methods are implemented in an R program, and available freely at http://www.mskcc.org/biostatistics/ $satagopj.
Introduction
One of the main objectives of case-control studies is to estimate the natural logarithm of disease odds (log odds) corresponding to the categorical levels of the risk factors of interest. This important epidemiologic parameter can facilitate the estimation of odds ratios and absolute risk of disease. It can also provide insights into the potential benefits of screening high-risk individuals. 1 The log odds are generally estimated by estimating the effects of the individual risk factors using a logistic regression model. When multiple risk factors are examined, it becomes important to decide whether or not interactions between the risk factors must be included in the model to obtain accurate estimates of the log odds. The purpose of this paper is to develop an optimal estimation procedure for case-control studies when we wish to estimate the log odds corresponding to two risk factors, whether or not interactions are present.
The increasing ability to study multiple environmental and genetic risk factors and novel treatments for disease is contributing to a proliferation of research works in the evaluation of gene-gene, gene-environment, and gene-drug interactions. [2] [3] [4] [5] [6] A wide range of definitions is used to refer to the term interaction. 7 An additive model is defined as one in which the additive effects on the outcome of the various levels of one risk factor do not depend upon the levels of another risk factor. Whereas epidemiologists describe such a model as one having ''additive interaction'', 8 statisticians define interaction as a departure from an additive model. 9, 10 This is commonly referred to as a statistical interaction. Throughout this paper, we shall only use the word interaction in this statistical sense.
Certain interactions, referred to as removable interactions, may be eliminated via an invertible transformation of the outcome so that the resulting model is additive on the transformed scale. 11 The results can be back-transformed for clinical interpretation, and the interactions will reappear in the model upon back-transformation. 7, 12 When the disease trait is binary, a transformation corresponds to a link function. 13 When an interaction is removable, accurate and precise estimates of the log odds parameters can be obtained by fitting a parsimonious additive model under a suitable link function. 13 We define an accurate estimate as one having negligible bias, and a precise estimate as one having small standard error. In this paper, we first show that the Guerrero and Johnson 14 (abbreviated, GJ) link function is an appropriate transformation to additivity when an interaction under the logistic link is removable.
Not all interactions are removable. When a nonremovable interaction (also referred to as qualitative interaction 15, 16 ) exists, an additive model will not usually provide accurate estimates of the log odds, regardless of the choice of transformation, and interaction terms must be included in the model to obtain unbiased estimates of the log odds. However, in practical data analysis settings, we cannot know with certainty at the outset whether a nonremovable interaction exists. In principle, we may conduct preliminary hypothesis tests for the existence of removable and nonremovable interactions. Rather than trying to decide on significance levels for these tests, in this paper we develop a Bayes estimator for the log odds parameters by assuming a squared error loss function. We minimize the loss function subject to the condition that the resulting class of Bayes estimators includes minimax estimators in the limit. This paper is organized as follows. In the ''Materials and methods'' section, we first introduce some notation and describe the concept of removable interactions. Next, we describe the GJ link function and show that it is an appropriate link function to additivity when an interaction under the logistic link is removable. We also show that, when the model is additive under the GJ link, the logistic link function can result in a systematic departure from additivity. Thus, a suitable model under the logistic link function may be used to estimate the log odds when the model is additive under the GJ link. Since some interactions may be nonremovable, we develop a Bayes estimation approach for obtaining precise estimates of log odds whether or not all interaction is removable. A main advantage of the proposed Bayes estimator is that it does not require preliminary hypothesis tests to determine whether an interaction exists and/or whether it is removable or nonremovable, in order to decide how to estimate the log odds parameters. In the ''Results'' section, we first demonstrate the favorable bias-variance trade-offs of the Bayes estimator using simulations, and then illustrate our method using published data from three case-control studies of endometrial cancer. [17] [18] [19] These data represent three distinct types of interactions: some removable and some nonremovable interaction, 17 only removable interaction, 18 and only nonremovable interaction. 19 They illustrate that the proposed Bayes estimation method gives similar estimates to what would have been otherwise found by testing separately for the presence of removable and nonremovable interactions under some choice of significance levels for these tests. We have developed a computer program to implement the proposed methods, which we note in the section ''Computational guidance for practitioners'', and conclude with a ''Discussion''. We describe the main results in the paper and refer the reader to the Online Supplementary Material (Available at: http://smm.sagepub.com/) for technical details.
Materials and methods
Consider a case-control study with two risk factors measured on each individual. Let N ij and M ij denote the number of affected cases and unaffected controls, respectively, having the ith level of the first risk factor (i ¼ 1, 2, . . . , L 1 ) and the jth level of the second risk factor (j ¼ 1, 2, . . . , L 2 ). Given the total number of individuals N ij þ M ij in the (i,j)th risk factor sub-class, N ij is distributed as a binomial random variable with disease probability p ij . We assume that there are no empty subclasses. We generally fit a logistic regression model to case-control data, written as
is the logistic link function, is the baseline risk, i and j are the main effects of the ith and jth levels of the two risk factors, respectively, and ij is their interaction effect, subject to the constraints
The maximum likelihood estimates (MLEs) of the main and interaction effects can be obtained using the iteratively reweighted least squares method.
Suppose there exists an alternative, but unknown, link function, denoted f p ij À Á , under which the model is additive i.e. f p ij
is a linear function of f(.), then the model is also additive under g 0 (.) i.e. there will be no interaction term in the model under the logistic link function. However, if g 0 (.) is nonlinear in f(.), then a quadratic approximation may provide a better fit to the data than an additive model under g 0 (.): 
where is a scalar quantifying nonadditivity of the model under the logistic link. A comparison of equations (1) and (2) shows that we can approximate the interaction effects as ij ¼ i j when monotonicity holds. Thus, under monotonicity, there will be (L 1 À1) Â (L 2 À1) -1 fewer parameters in the model. In practical settings, we do not know whether this approximation is applicable since we do not know at the outset whether monotonicity holds. Here, we propose to take advantage of potential monotonicity and write the interaction terms as
where the terms e ij (i
can be interpreted as the error in representing ij as i j when monotonicity does not hold. When e ij ¼ 0 for all i and j, and 6 ¼ 0 in equation (3), this would be an indication of monotonicity, and we say that the interaction is removable. When e ij 6 ¼ 0 for at least one i and j, this would be an indication of lack of monotonicity, and we say that there is nonremovable interaction. Our objective is to estimate the log odds. The following four scenarios arise depending upon whether an interaction exists and whether it is removable or nonremovable:
Scenario 1 (no interaction)
When ¼ 0 and e ij ¼ 0 for all i and j, there is no removable and no nonremovable interaction i.e. there is no interaction at all ( ij ¼ 0 for all i and j). Hence, the log odds summaries can be estimated using an additive model under the logistic link function i.e. using equation (1) by setting ij ¼ 0 for all i and j.
Scenario 2 (removable interaction)
When 6 ¼ 0 but e ij ¼ 0 for all i and j, there is removable interaction and no nonremovable interaction. Hence, there exists a transformation to additivity. We anticipate the log odds summaries estimated using a transformation to additivity to be more precise (i.e. has smaller standard errors) than estimates based on equation (1) since an additive model will have fewer parameters than equation (1).
Scenario 3 (nonremovable interaction)
When ¼ 0 and e ij 6 ¼ 0 for at least one i and j, there is no removable interaction and there is only nonremovable interaction. Therefore, a transformation to additivity is not feasible, and the log odds summaries must be estimated using the logistic regression model of equation (1).
Scenario 4 (both removable and nonremovable interactions)
When 6 ¼ 0, and e ij 6 ¼ 0 for at least one i and j, there are both removable and nonremovable interactions. In this case, the log odds summaries may be estimated using equation (1) , or by making suitable use of the parametric form of ij given by equation (3) . Since this latter approach takes advantage of modeling the removable component of the interaction suitably as i j , we anticipate this method would estimate the log odds summaries with better precision than equation (1) .
In practical settings, at the outset we do not know which of these four scenarios is applicable. One approach would be to test the null hypothesis H 0 :
. . , L 2 À1 against the alternative hypothesis H A : ij 6 ¼ 0 for at least one (i,j) using a likelihood ratio statistic. We may conduct further hypothesis tests by evaluating the null hypothesis of no removable interaction H 0 : ¼ 0 against the alternative H A : 6 ¼ 0. We may also test the null hypothesis of no nonremovable interaction H 0 : e ij ¼ 0 for all i ¼ 1, 2, . . . , L 1 À1 and j ¼ 1, 2, . . . , L 2 À1 against H A : e ij 6 ¼ 0 for at least one (i,j). (Test statistics for evaluating removable and nonremovable interactions are given in the Online Supplementary Material.) The results of these hypothesis tests might be able to determine the specific scenario and hence a suitable model to estimate the log odds summaries.
While such preliminary testing procedures can be useful for selecting a method to estimate the log odds summaries, they rely on the choice of a significance level, can lead to inflated type I errors, and the parameter estimates may have poor precision. 20, 21 Therefore, in this paper we develop a Bayes estimator of log odds by accounting for potential removable interaction, but without the need for conducting preliminary hypothesis tests. Before describing our proposed Bayes estimator, we show that the Guerrero and Johnson link function 14 is a suitable transformation to additivity when the interactions under the logistic link function are removable.
The Guerrero and Johnson link function
The GJ link function, indexed by a single transformation parameter G , and denoted as g(p ij , G ), is a Box-Cox transformation 22 of the disease odds. The GJ link is given by
The logistic link is a member of the GJ family when G ¼ 0. When G 6 ¼ 0, the GJ link is not symmetric (see Figure 1 ) since the disease risk approaches 1 (or 0) more rapidly than it approaches 0 (or 1). Further, the rate at which the disease risk approaches 1 (or 0) is higher under the GJ link than the logistic link. The identity link function is not a member of the GJ family since there is no value of G under which g(p ij , G ) ¼ p ij . An additive model under the GJ link is given by
where * is the baseline effect, and The vertical axis plots the disease risk, calculated as F/(1þF), where F ¼ exp(E) for the logistic link, and otherwise
transformation to additivity when interactions under the logistic link are removable (proof given in the Online Supplementary Material).
Result
(i) When the interaction between risk factors is removable under the logistic link function (i.e. equation (2) holds with an equality sign instead of an approximation sign), there exists a link function, denoted g(p ij ), under which the model is additive; and this link function takes the form of the GJ link function given by equation (4) under the boundary conditions
Conversely, whenever the model is additive under the GJ link function (i.e. equations (4) and (5) apply) but G 6 ¼ 0, and a quadratic polynomial in þ i þ j is strictly monotonic over the domain of values of i and j that fit the range of the data at hand, the logistic link function yields a systematic departure from the additive model. Further, the logistic regression model is given by equation (2) with ¼ À G .
When the model is additive under the GJ link (i.e. equations (4) and (5) hold), the log odds can be written as
These observations suggest that when the interactions are removable under the logistic link function, we can fit an additive model under the GJ link, and plug the MLEs of the parameters into the right-hand side of equation (6) to estimate the log odds. This is equivalent to fitting the logistic regression model given by equation (2) , obtaining the MLEs of this model, and plugging these into the right-hand side of equation (2) to estimate the log odds. (In previous work, 13 we have developed methods for estimating the log odds via equation (6) by estimating G and the parameters of equation (5). This is outlined briefly in the Online Supplementary Material.)
Bayes' estimator of log odds
Let Y, a vector of length L 1 Â L 2 , denote the log odds. We can estimate Y using the standard logistic regression model of equation (1) or via an additive model under the GJ link (equations (4) to (6); equivalently, the logistic regression model of equation (2)). Under equation (1), the elements of Y are given by:
The MLE of the log odds obtained via equation (1) is denoted Y MLE , and can be obtained by using the MLEs of the L 1 Â L 2 parameters of equation (1) . When the design matrix of equation (1) is of full rank, for large samples we have EŶ MLE ¼ Y. Let Y GJ denote the log odds obtained via an additive model under the GJ link. The calculation of its MLE, denotedŶ GJ , requires the estimation of only L 1 þL 2 parameters (baseline risk, L 1 þL 2 À2 main effects contrasts, and the scalar ¼ À G ) i.e. this is a parsimonious approach. Parsimony leads to simpler models. In particular, the right-hand side of equation (5) is easier to interpret than that of equation (1) . Ideally, when the interaction is removable and there are no nonremovable interactions, for large samples we have EŶ GJ ¼Y GJ . Further, we will have Y GJ ¼ Y. However, when there is nonremovable interaction, Y GJ will not be equal to Y, and the use ofŶ GJ will lead to biased estimates of the log odds, thereby offsetting any precision gains that may be attained by fitting a parsimonious model. Suppose there is no interaction at all so that the model is additive under the logistic link. This is equivalent to an additive model under the GJ link with G ¼ 0. Therefore, we may estimate the log odds usingŶ GJ either when the interaction between the risk factors is removable or when there is no interaction at all. Otherwise, the log odds should be estimated usingŶ MLE .
In any practical setting, we do not know at the outset whether an interaction exists, and if so whether it is removable or nonremovable. Here we propose a Bayes estimator for Y that does not require us to test for specific types of interactions, yet allows us to take advantage of model parsimony either when the interaction is removable or when there is no interaction at all. Using equation (3) and the result from the previous section, we can write Y as
where e is a vector of length L 1 Â L 2 with elements e ij . We know how to estimate Y GJ via equation (6) using an additive model under the GJ link function (equivalently, equation (2)). If we can estimate e, we can plug this into equation (7) to estimate Y. We shall obtain an estimator, e B , so that a desirable criterion is optimized. We choose the squared error loss as our criterion, which is given by the quadratic form e À e B ð Þ T e À e B ð Þ. Below, we derive an admissible estimator of e by minimizing the risk function, which is the expected value of this loss function.
A crude estimate of e is given byê¼Ŷ MLE ÀŶ GJ . Relying on the asymptotic normality of the MLEs, given e,ê has an asymptotic N(e, D) distribution, where D can be estimated aŝ VarŶ MLE ÀŶ GJ . Denote this normal distribution as ê e j À Á (we do not show the variance D in this notation). We shall identify admissible estimators e B as functions ofê.
The risk function is defined as the expected value of the loss function with respect to ê e j À Á , and is given by
dê. This risk function is also known as the mean squared error (MSE). There are several classes of estimators that focus on minimizing this risk function. One such class consists of minimax estimators. 23, 24 However, obtaining a minimax estimator is not straightforward in practical scenarios. Therefore, we propose to obtain a class of Bayes estimators such that certain minimax estimators are members of this class under limiting conditions.
Denote (e) as a prior probability density of e. At this time we do not make any assumption about the specific form of (.). Note that the likelihood function, which is closely related to ê e j À Á , does not contain any information about (e). The posterior probability density of e givenê, denoted eê À Á , can be written as
Thus, R eê À Á de ¼ 1, regardless of the specific form of (e). We can now define the posterior risk as the expectation of the loss function with respect to the posterior density of e, written as:
We shall identify Bayes estimators e B that minimize the posterior risk. Clearly, these estimators depend upon bothê and the prior density (.). Taking the derivative of the posterior risk with respect to e B and setting it equal to 0 shows that the Bayes estimator, denoted e Bê ; À Á , is equal to E eê À Á i.e. the posterior risk is minimized by the posterior mean of e. We have used the notation E : ð Þ to denote that the specific form of the posterior mean depends upon the specific form of the prior density (.). Thus, e Bê ; À Á is a class of Bayes estimators, and different members of this class can be obtained by specifying different prior densities (.).
The risk function corresponding to this class of Bayes estimators is given by:
dê. If this risk is a constant for a particular (.), then the corresponding Bayes estimator is also a minimax estimator. 23 Therefore, to identify an admissible estimator of e, all we need to do is to identify a prior density (.) under which the risk is a constant. Although it may not be always possible to identify such a prior density, we can identify a (.) that provides a Bayes estimator with constant risk under some limiting conditions. Consider independent and identical N(0,
Trace{.} as the trace of a matrix, the risk function can be written as
The last step follows from linear algebra results for quadratic forms
When 2 ! 1, we have K ! I and the limit of the Bayes estimator E eê À Á isê. It follows from equation (8) that the risk function then approaches Trace{D}, which is a constant with respect to e. Hence,ê is a minimax estimator of e when 2 ! 1. When 2 ! 0, we have K ! 0 and the limit of the Bayes estimatorê is 0 and the risk function is e T e. Note that e ! 0 since it has an a priori normal distribution with mean 0 and variance 2 that goes to 0. Thus, the risk function approaches 0, which is a constant. Therefore, 0 is a minimax estimator of e when 2 ! 0. These observations show that an a priori normal distribution for e provides a class of estimators, given by E eê
, that are minimax under the limiting conditions when 2 ! 1 and 2 ! 0, respectively. Plugging this estimator into equation (7), a Bayes estimator of Y from this class, denotedŶ B , is given byŶ
The last step of equation (9) 
Properties of the proposed Bayes estimator
In order to obtainŶ B , it is not necessary to know whether an interaction exists or whether it is removable or nonremovable. However, if there is an underlying interaction, equation (9) suggests thatŶ B will have the following properties depending upon whether the interaction is removable or nonremovable. When the interaction is removable, e will be negligible i.e. 2 
24
Y B is an admissible estimator when 0 5 2 5 1. However, since 2 is unknown, estimation of this parameter may impact the admissibility property of the Bayes estimator. In the limit when 2 ! 0 or 2 ! 1, we have an improper prior. A Bayes estimator under an improper prior can be inadmissible. In fact, in the limiting cases we obtain minimax estimators that are admissible only when (L 1 À1)Â(L 2 À1) 2 24 In the following section, we examine the properties of the proposed Bayes estimator using simulations.
Simulation plan
We conducted simulation studies to examine the bias-variance trade-offs ofŶ MLE ,Ŷ GJ , andŶ B . We independently sampled case-control data with two ordinal risk factors, X 1 with L 1 levels and X 2 with L 2 levels. We assumed a threshold model for disease risk in the following sense: there are thresholds C 1 and C 2 for the levels of X 1 and X 2 , respectively, such that X 1 and X 2 confer disease risk only if their levels exceed these values. Thus, the disease probability of each individual was assumed to follow a logistic regression model given by
where I(.) is the indicator function. The threshold type of model for generating disease risk is motivated by several practical scenarios where public health messages about disease risk are delivered based on thresholds or cutpoints for risk factors-for example, although every unit increase in body mass index (BMI) may contribute to an increase in the risk of endometrial cancer, public health messages about risk are generally quoted for categories such as normal, overweight and obese, based on relevant cutpoints for BMI. We considered the following three settings:
(1) 2 Â 3 For the risk factor prevalence, we assumed P(X 1 ! C 1 ) ¼ 0.10 ¼ P(X 2 ! C 2 ). Given C 1 , the specific levels of X 1 were simulated with probability P(
The levels of X 2 were obtained in a similar manner. We considered the magnitude of 0 to be such that the disease prevalence was 0.10. In previous work we showed that, given 1 and 2 , an interaction is removable or nonremovable when 12 falls in a certain range. 13 In particular, the data contain:
(i) only removable interaction when 12 ! max{À 1 , À 2 }; (ii) only nonremovable interaction when 12 min{À 1 , À 2 }; and (iii) some removable and some nonremovable interactions when min{À 1 , À 2 } < 12 < max{À 1 , À 2 }.
Another type of interaction, known as compositional epistasis, occurs when the effect of a genetic marker at one locus is masked by a variant at another locus. 25 Thus, under compositional epistasis, we have 1 ¼ 0 ¼ 2 and 12 6 ¼ 0.
We simulated data under the following parametric configurations:
(1) (2), log(2.5), log(3), log(5), log(7)}.
We generated 1000 case-control data sets, each consisting of 1000 cases and 1000 controls, under each parametric configuration using the true model given by equation (10) . When analyzing the data sets, we assumed that we did not know the true model. To estimateŶ B , we first estimatedŶ MLE using equation (1) with L 1 þL 2 À1 main effects contrasts and (L 1 À1)Â(L 2 À1) interaction contrasts. Next, we estimatedŶ GJ using equation (6) by fitting an additive model under the GJ link with L 1 þL 2 À1 main effects contrasts and the transformation parameter G . Finally, we estimatedŶ B using equation (9) . We calculated the variances of these estimates as outlined in the Online Supplementary material. We calculated their MSEs as the sum of the variances of the log odds and the squared difference between the true (i.e. observed) and the estimated log odds, calculated for each risk factor sub-class and averaged over all the sub-classes. We calculated the root mean squared errors (RMSEs) as the square root of the MSEs. We summarized the interquartile range (IQR) and average of the RMSEs over the 1000 simulated data sets under each parametric configuration.
Results

Simulation
The simulation results are illustrated in Figures 2 and 3 . When the interaction was removable (i.e. there was no nonremovable interaction), as expectedŶ GJ had smaller RMSE thanŶ MLE (Column 1 of Figure 2 ). When the interaction was nonremovable (i.e. there was no removable interaction), as expectedŶ MLE had smaller RMSE thanŶ GJ (Column 2 of Figure 2 ). However, for large contingency tables (e.g. a 5Â5 table), the RMSE ofŶ MLE was larger than that ofŶ GJ for interaction effects of small magnitude. This is because obtainingŶ MLE required estimation of 16 parameters even when the magnitude of the interaction effect was negligible, resulting in loss of efficiency. However, the RMSE ofŶ GJ increased rapidly and was close to that ofŶ MLE as the magnitude of the interaction effect increased. When the data contained some removable and some nonremovable interactions,Ŷ GJ had smaller RMSE thanŶ MLE (Column 3 of Figure 2 ). Under compositional epistasis,Ŷ GJ had higher RMSE thanŶ MLE , particularly when the magnitude of the interaction effect (d 12 ) was large. In contrast,Ŷ B had the smallest RMSE, for the most part, under all the scenarios, demonstrating the remarkable bias-variance trade off attained by the Bayes estimation method. The trade off was best realized for larger contingency tables, i.e. for larger values of (L 1 À1) Â (L 2 À1). Figure 2 also illustrates the admissibility properties of the various estimators. Consider the first row of Figure 2 , which corresponds to 2 Â 3 contingency tables i.e. (L 1 À1) Â (L 2 À1) ¼ 2. We noted earlier that, in this case,Ŷ GJ is minimax and admissible when the interaction is removable, andŶ MLE is minimax and admissible when the interaction is nonremovable. Thus, as expected,Ŷ GJ andŶ MLE had smaller RMSE thanŶ B when the interactions were removable and nonremovable, respectively (Columns 1 and 2 in Row 1 of Figure 2 ). There was only a modest increase in the RMSE ofŶ B . When the interaction was removable (Column 1, Row 1), the magnitude of difference between the The interquartile ranges (IQRs) are shown in Figure 3 . The RMSE ofŶ GJ had the largest IQR and that ofŶ MLE had the smallest IQR under all the scenarios considered, suggesting that the empirical distribution of the RMSE ofŶ GJ has a wider spread relative to the distributions of the RMSEs ofŶ MLE andŶ B . The RMSE ofŶ B had IQRs closer to those of the RMSE ofŶ MLE . For example, in a 5 Â 5 contingency table with removable interactions, the IQRs of the RMSEs ofŶ MLE , Y GJ , andŶ B were in the range 0.04-0.05, 0.10-0.11, and 0.06-0.07, respectively. In summary, these results suggest that our proposed Bayes estimator is a useful approach for estimating the log odds summaries, regardless of the type of interaction and regardless of the size of the contingency table.
Data applications-three case-control studies of endometrial cancer
The results of the data applications are shown in Tables 1 to 3 . Visual representations of these results are shown in the Online Supplementary Figures 1, 2, and 3. 3.2.1 Application 1: BMI, CYP19A1, and endometrial cancer A case-control study within the Epidemiology of Endometrial Cancer Consortium 17 reported a significant interaction between SNP rs727479 in the CYP19A1 gene (two levels: CC, and AC or AA genotypes) and body mass index (BMI; three levels: normal, overweight and obese) among postmenopausal women (age !55 years) based on a logistic regression analysis. These data are shown in Table 1 In the AC/AA genotype group, the observed log odds increased with increasing level of BMI. Although an increasing trend occurred in the CC genotype group, the normal and overweight individuals with CC genotype had fairly similar log odds. Further, the observed log odds were higher for the AC/AA genotypes relative to the CC genotypes among the overweight and obese individuals, but not among those with normal BMI. These observations suggest a lack of strict monotonicity, which is consistent with the presence of a nonremovable interaction. The estimated log odds are shown in Table 1 . For these data, the model based on equation (1) is a saturated model since we do not have any additional risk factors for consideration in these analyses. Therefore,Ŷ MLE is the same as the observed log odds. ForŶ GJ , the estimated log odds for the normal and overweight BMI categories in the CC genotype group were not close to the observed values, possibly due to the nonmonotonic interaction. The Bayes estimatesŶ B were closer toŶ MLE , demonstrating shrinkage towards estimates based on the standard logistic regression. It is of interest that the standard errors ofŶ GJ were smaller than those ofŶ MLE , but the RMSE is a better indicator of estimate variability. All three estimators had fairly similar RMSE (0.098 forŶ MLE , 0.106 forŶ GJ , and 0.102 forŶ B ) which is consistent with the results of the simulation study showing that when monotonicity is not strict, as in compositional epistasis (Column 4 in Row 1 of Figure 2 ), the RMSEs ofŶ MLE andŶ B are similar and are, for the most part, slightly smaller in magnitude than that ofŶ GJ .
Application 2: BMI, diabetes, and endometrial cancer
This case-control study 18 reported a significant interaction between BMI (three levels: normal, overweight, and obese) and diabetes (two levels: present and absent). The log odds increased with Figure 2 ), which demonstrated thatŶ GJ , a minimax estimator when the interaction is removable and there is no nonremovable interaction, is also admissible when (L 1 À1) Â (L 2 À1) ¼ 2, butŶ B is still a useful estimator in the sense that its RMSE is smaller than that ofŶ MLE .
Application 3: Tea intake, CYP19A1, and endometrial cancer
This case-control study, the Shanghai Endometrial Cancer Study, 19 reported a significant interaction between tea intake (two levels: low and high intake) and CYP19A1 genotype based on the SNP rs1065779 (three levels: GG, GT, and TT genotypes). The observed log odds decreased monotonically with increasing number of the T allele among those with high tea intake (Table 3) . However, there was no monotonic trend among individuals with low tea intake, suggesting that the interaction was not removable (test statistic for removable interaction ¼ 1.02, degrees of freedom ¼ 1, p ¼ 0.31). Indeed, the data contained evidence for significant nonmonotonic interaction at the 5% significance level (test statistic ¼ 10.65, degrees of freedom ¼ 1, p ¼ 0.001). Hence, a transformation to additivity is not appropriate for these data. As expected,Ŷ B was closer to the observed log odds thanŶ GJ , which also illustrates shrinkage towardsŶ MLE due to the presence of significant nonmonotonic interaction. Further,Ŷ B had RMSE comparable to that ofŶ MLE (RMSE ¼ 0.129, 0.178, and 0.136 forŶ MLE ,Ŷ GJ , andŶ B , respectively). This is also consistent with the results of the simulation study (Column 2 in Row 1 of Figure 2 ), which showed that the minimax estimatorŶ MLE is also admissible when (L 1 À1) Â (L 2 À1) ¼ 2.
Computational guidance for practitioners
We have prepared a computer program to implement these methods using the R programming language (http://cran.r-project.org). This program, along with instructions for use, can be downloaded freely from the first author's academic web page: (https://www.mskcc.org/ biostatistics/$satagopj). This program takes as input the case-control status and the values of the two risk factors of interest. The output containsŶ MLE ,Ŷ GJ , andŶ B , their standard errors and RMSEs.
Discussion
There is a large body of literature on estimating interaction effects and on conducting a hypothesis test for the presence of a significant interaction for binary traits. [2] [3] [4] In contrast, the emphasis of our work is on accurate and precise estimation of the log odds parameters. Our work is based on the thesis that, when interaction is removable under the logistic link function, the model relating the binary disease trait and the risk factors is additive on some scale of risk. We have shown that the GJ link function is an appropriate scale for additivity. Under the GJ link function, disease risk increases (or decreases) at a higher rate than that under an additive logistic link function (Figure 1 ). When this happens, it means that interaction terms will be needed in a logistic regression model to obtain a better fit to the data. In contrast, disease risk may be characterized accurately and more parsimoniously using an additive model under the GJ link. This would provide a better fitting model, and would facilitate accurate and more precise estimation of epidemiologic parameters such as log odds, especially in the extremes of the risk distribution, using fewer parameters. To attain this, we have developed a Bayes estimator that exploits model parsimony while simultaneously accounting for potential nonremovable interactions. Our simulations show that this method has remarkable bias-variance trade-off under a wide range of parametric configurations and is, hence, a valid method for use in practical settings.
All our empirical examples are case-control data from 2 Â 3 contingency tables. Even in this small contingency table setting, the proposed Bayes estimation approach has good bias-variance trade-off. This can also be observed in the second example, 18 where the data exhibit strict monotonicity properties, suggesting that the interaction between BMI and diabetes in this study is removable. When diabetes is present, the sample size in this data set is modest for all three levels of BMI. Even in this setting, the RMSE of the Bayes approach is intermediate between those of the additive GJ model and the standard logistic model, though considerable reduction in RMSE would be attained for larger contingency tables as seen in our simulations.
The topic of interaction continues to garner much attention in epidemiology. There is a longstanding debate as to whether interactions should be examined under a logistic link (referred to in epidemiology as multiplicative interaction) or under an identity link, i.e. on the scale of disease risk (referred to as additive interaction), since the latter is anticipated to be more relevant from a public health perspective. 8 Biological interactions between risk factors can occur regardless of the presence of a statistical interaction. 12, 26 Further, the absence of a statistical interaction on one scale of the outcome may imply its presence on another scale. Therefore, finding a parsimonious model, even if it is not on the logistic or the identity scale, should be useful for obtaining practically relevant insights about the risk factors in relation to disease etiology. 27, 28 We set out to obtain an admissible estimator of log odds by minimizing the risk function. This would provide minimax estimators, but minimizing the risk function is not straightforward. Therefore, we minimized a posterior risk function to obtain Bayes estimators. Our efforts to obtain a Bayes estimator that has a constant risk in the limit resulted in a normal prior distribution for the parameters e. This turns out to be a conjugate prior when the MLEê has a normal distribution, as expected asymptotically. This choice of a normal prior is not motivated by its property of being a conjugate prior. Instead, it is a natural choice of prior to obtain a class of Bayes estimators that include minimax estimators as its members in the limit. 23, 24 It is not necessary to know what the parameters of this normal distribution are, and we estimate the prior variance empirically from our observed data. Although our proposed Bayes estimator is based on the squared error loss function, other criteria (e.g. the absolute difference between e and e B ) may also be considered. A comprehensive evaluation of other optimality criteria is outside the scope of this paper.
Our work has focused on evaluating two risk factors in relation to disease outcome. Our proposed methodology can be extended to accommodate models adjusting for additional variables. A comprehensive evaluation of the operating characteristics of these extensions, including evaluation of higher order interactions, is outside the scope of this paper and will be pursued elsewhere. Whether the precision gains of our proposed Bayes estimator of log odds leads to better risk prediction remains an open question. Further research is needed to measure and evaluate the discriminatory or predictive performance of our proposed approach, and to quantify the statistical significance of the improvements in the performance. Another important use of the log odds parameters (equivalently, odds ratios) is for projecting the benefits of interventions in screening studies. Further research is also needed to evaluate the accuracy of the projected benefits of interventions based on the log odds estimated via our proposed method.
