The extreme weakness of global navigation satellite system (GNSS) signals makes them vulnerable to almost every kind of interferences that, without adequate countermeasures, can heavily compromise the receiver performance. An effective solution is represented by time-frequency (TF) analysis that has proved to be able to detect and suppress a wide class of disturbing signals. However, high computational requirements have limited the diffusion of such techniques for GNSS applications. In this paper, we propose an effective solution for the efficient implementation of TF techniques on GNSS receivers. The solution is based on the key observation that the first block of a GNSS receiver, the acquisition stage, implicitly performs a sort of TF analysis. Thus, a slight modification in the traditional acquisition scheme enables the fast and efficient implementation of TF techniques for interference detection. The proposed method is suitable for different types of acquisition scheme and its effectiveness is proved by simulations and examples on real data.
INTRODUCTION
In the last few years, global navigation satellite systems (GNSS) are experiencing a considerable development, essentially boosted by the growing demand of services based on precise positioning. The augmented global positioning system (GPS), the Russian Glonass, and the new European and Chinese GNSSs, Galileo and Compass, will provide, in the near future, full earth coverage, allowing localizationbased services everywhere and at anytime. On the other side, GNSS receivers will be required to operate in different and often adverse conditions such as indoor and in urban environments. In this context, future GNSS receivers will be also required to work in presence of strong interference and thus they will be equipped with specific antijamming units. However, due to its weakness, the GNSS signal is subject to interferences that are extremely different in terms of time and frequency characteristics [1] . Thus the design of a general detector/mitigator, able to efficiently deal with different kinds of interference, is a complex problem.
A solution is represented by time-frequency (TF) analysis [2] , that allows to detect and efficiently remove a great variety of disturbing signals. Time-frequency representations (TFRs) map a one-dimensional signal of time, x(t), into a two-dimensional function of time and frequency, T x (t, f ). In this way, the signal is characterized over a time-frequency plane yielding to a potentially more revealing picture of the temporal localization of the signals spectral components.
In the past, a great interest has been devoted to TF excision techniques in the context of direct-sequence spread spectrum (DSSS) communications [3] [4] [5] [6] [7] [8] . This interest is justified by the fact that the power of DSSS signals is spread over a bandwidth that is much wider than the original information bandwidth. As a result, DSSS signals present power spectral densities that can be completely hidden under the noise floor and, consequently, they only marginally impact the interference detection/estimation on the TF plane.
In the context of GNSS, the use of TF analysis has been limited by the heavy computational load required by these techniques. The length of spreading sequences, up to several thousands of symbols [9, 10] , and the consequent memory and computational load, along with stringent realtime constraints, often leave an extremely limited amount of computational resources for additional units, for example for interference detection and mitigation. Thus other techniques, less computationally demanding, such as notch filtering [11] and frequency excision [12] , have been preferred to TF analysis. However, the use of these detection/mitigation techniques is often confined to a specific class of disturbing signals resulting in a completely ineffective processing for those interferences presenting time/frequency characteristics different from the ones for which the algorithms were designed.
In the literature, some TF algorithms have been specifically developed for GNSS applications. However, the implementation aspects are often only marginally discussed. Reference [13] proposes a TF detection/excision algorithm for GPS receivers, based on the Wigner-Ville distribution. Although the method is promising, [13] does not discuss any implementation issue as well as the computational requirements of the proposed method.
In [14] , an excision algorithm based on the short time Fourier transform (STFT) and the spectrogram is proposed. The method is implemented by exploiting the structure of the FFT-based acquisition scheme [15] that is however suitable only for those receivers that evaluate correlations using the FFT. Moreover, the method from [14] does not allow the use of analysis windows different from the rectangular one. The size of the analysis windows is also fixed and corresponds to the FFT size, potentially resulting in spectral leakage [16] and poor TFRs.
In this paper, a solution for efficiently implementing TF techniques in GNSS receivers is proposed. This solution is based on the key observation that the first block of a GNSS receiver, the acquisition stage, implicitly performs a sort of TF analysis. In the acquisition stage, the delay and the Doppler frequency of the GNSS signal are estimated exploiting the correlation properties of the pseudorandom noise (PRN) sequences used for spreading the transmitted signal. In this paper, we show that the evaluation of the search space for the delay and the Doppler frequency corresponds to the evaluation of a spectrogram, whose analysis window is adapted to the received signal. Thus the adoption of a different analysis window allows the detection/estimation of disturbing signals. Based on this principle, the method described in this paper proposes a slight modification of the basic acquisition scheme that allows a fast and efficient TF analysis for interference detection. The method reuses the resources already available for the acquisition stage and the analysis can be performed when the normal acquisition operations shut down or stand temporally idle. Thus, the major of contribution of this paper is the design of a reconfigurable acquisition scheme allowing TF applications. The proposed method is suitable for all acquisition schemes, such as the serial search [17] as well as parallel searches in time [15] and in frequency domains [18] .
The paper is organized as follows. in Section 2, the model for the GNSS signal in presence of interference is introduced. The acquisition principles and the spectrogram are also reviewed highlighting the analogies between the two processes. In Section 3, the modified acquisition block for TF applications is discussed and adapted to the different acquisition schemes. In Section 4, a detection algorithm based on the modified acquisition block is proposed. Section 5 assesses the algorithm performance with both simulated and real data. Finally, Section 6 concludes the paper.
SIGNAL AND SYSTEM MODEL
The input of the acquisition block is generally an intermediate frequency (IF) digital signal obtained at the front-end output, which can be written in the form [9] 
where L s is the number of satellites in view, T s is the sampling interval, N IF (nT s ) is a disturbing term and y IF,i (nT s ) are the samples of the signal 
where 
where N 0 /2 is the power spectral density of the IF noise. The autocorrelation function 
Frequency generator example, by means of TF techniques. The interference mean power is defined as the variance of the disturbing signal
that can be, in general, time-varying. The jammer-to-noise ratio is defined as
As a result of code orthogonality, the different GNSS codes are analyzed separately by the acquisition block and thus the case of a single satellite is considered hereinafter; thus the resulting signal is
where
The acquisition process
In Figure 1 (a), the scheme of a conventional acquisition system [10] is shown: a local replica of the GNSS code, delayed by τ, and two orthogonal sinusoids at the frequency 
The values of the parameters τ b , F b , Δτ, Δ f , H, and K depend on various factors, whose analysis is out of the scope of this paper. The grid of values of τ and F D represents the so-called search space, which is a plane, containing N t = H × K cells, H delay bins, and K Doppler bins.
In Figure 1 (b), the traditional acquisition scheme has been restated in terms of complex signals: the multiplication by the two orthogonal sinusoids is interpreted as a complex modulation whereas the sum of the squared in-phase and quadrature components is represented as a complex square modulus. In this way, S(τ, F D ) can be expressed as
The spectrogram
The magnitude squared of the Fourier transform is the classical method used to represent the frequency information or spectrum of a stationary signal. However, the classical Fourier transform results completely ineffective when dealing with nonstationary signals, since the time variation of frequency information is averaged over the whole signal duration. A solution is represented by the STFT [2, 19] which is evaluated by applying a suitable windowing function to the original signal and evaluating the conventional Fourier transform of the resulting finite length sequence. The STFT of a finite-length discrete signal r[n] is given by
where w[τ] is the windowing function of duration T w . Although the summation in (12) 
The TF resolution of the STFT and of the spectrogram is strictly related to the window length: large T w allows a good frequency resolution at the expense of the time characterization. Conversely, short analysis windows guarantee better time resolutions. For this reason, different analysis windows have to be tested in order to provide a good TF characterization of the signal under analysis [20] .
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By comparing (11) and (13), it clearly emerges that the decision variable for the acquisition block is a spectrogram scaled by the factor 1/N 2 and with
that is with the analysis window adapted to the GNSS signal. Since S(τ, F D ) and S w (τ, f ) have basically the same structure, the same functional blocks used for evaluating S(τ, F D ) can be employed for determining S w (τ, f ). Thus, by replacing the local code with an appropriate analysis window and by extending the Doppler frequency interval in order to include all the frequency bands possibly affected by interfering signals, the acquisition block can be easily employed for TF applications.
THE MODIFIED ACQUISITION BLOCK
In the GNSS literature [9, 18, 21] , different acquisition schemes are employed for determining a first, rough estimation of the code delay and Doppler frequency of the signal emitted by the satellite under analysis. These methods can be classified in three main classes:
(i) the classical serial search acquisition scheme [17, 22] that evaluates the search space cell by cell, subsequently testing the different values of code delay and Doppler shift;
(ii) the frequency domain FFT acquisition scheme [18] , that exploits the fast Fourier transform (FFT) to evaluate all the Doppler frequencies in parallel. In this scheme, an integrate and dump (I&D) block can be used in order to reduce the frequency points to be evaluated by the FFT. The use of the FFT comports the analysis of frequency points outside the Doppler range;
(iii) the time domain FFT acquisition scheme [15] , that uses the FFT to compute fast code circular convolution.
In this section, those three acquisition schemes are adapted in order to allow TF frequency applications. As highlighted in the previous section, the main differences between the decision variable(11) and the spectrogram (13) consist in fact of the following:
(i) the set of Doppler frequencies (10) , searched for during the acquisition process, is usually limited to a few kHz around the receiver intermediate frequency, whereas the spectrogram needs to be evaluated for a wider range of frequencies;
(ii) the spectrogram and the decision variable S(τ, F D ) employ two different analysis windows.
Thus in order to reuse the acquisition computational resources for TF applications, these two differences have to be overcome. This can be easily achieved by introducing a window generator able to produce an analysis window for the TF analysis. The window generator can be either a memory bank or a digital device producing signals used as analysis window. Different analysis windows [16] can be stored in the memory bank and different window lengths can be obtained by means of downsampling: in the memory bank the full length version of an analysis window is stocked; when a shorter window is needed to increase the spectrogram time resolution, a new window is produced by downsampling the original one and adding the corresponding number of zeros. The simplest digital device producing analysis windows can be a generator of the signal
where The delay τ, used to progressively shift the window analysis in (13) , can assume values that are not in the set usually used for the search space computation. In particular, the step, Δτ, used to explore all possible delay values (9) can be greater than T s , the sampling interval. This allows faster computations and produces downsampled versions of the spectrogram that can be used for preliminary analysis.
The frequency range (10) can be extended by changing the initial frequency F b , the frequency step Δ f , and the number of frequency bins K. This can be achieved by adopting a frequency generator specifically designed for exploring a wider range of frequencies. The choice of increasing the number of Doppler bins comports a greater computational load whereas a too large frequency step Δ f can result in a spectrogram poorly represented along the frequency dimension. For this reason, a compromise between frequency representation and computational load can be reached by changing both the Doppler step and the number of frequency bins.
In Figures 2, 3 , and 4, the traditional acquisition schemes have been modified, introducing a window generator and an alternative frequency generator, allowing the evaluation of the spectrogram. It can be noted that the parallel acquisition scheme in frequency domain does not require an alternative frequency generator, since the use of the FFT for exploring the Doppler dimension already allows to analyze frequency points outside the Doppler range. In this case, the range of frequency under analysis depends on L, the number of points integrated by the I&D block.
TIME-FREQUENCY DETECTOR
GNSS acquisition is essentially a detection procedure used for establishing the presence or the absence of a signal emitted by a specific satellite. Similarly, one of the main goals of the modified acquisition schemes proposed in the previous section is to detect the presence of disturbing signals. In traditional acquisition, the presence of the useful signal is declared when the decision statistic (11) passes a fixed threshold. This threshold is generally chosen in order to guarantee a certain false alarm probability, that is the probability that the decision statistic (11) leads to a detection when the signal is absent or not correctly aligned, either in time or in frequency. The proposed algorithm considers interference in the same way traditional acquisition schemes consider useful GNSS signals, where the analysis window is the "local code" that matches the interference TF characteristics. Thus the interfering signal can be detected by means of a threshold that is fixed according to the interference false alarm probability that is the probability that the spectrogram (13) leads to an interference detection in absence of disturbing signals.
When the interference signal is absent, the input signal (8) becomes
Moreover, the useful GNSS signal when the despreading process is not correctly performed is generally negligible with respect to the noise component and thus the signal that enters the modified acquisition block for TF applications can be effectively approximated as [9] 
In this way, r[n] can by considered as a white Gaussian process with zero mean and variance σ 
where E w is the analysis window energy, that is independent from the delay applied to w[n]. Furthermore, it is possible to show [23] that the square absolute value of a zero mean complex Gaussian random variable is a new random variable distributed according to an exponential law. More specifically, it is
IF is the variance of STFT(τ, f ). The probability density function of S w (τ, f ) results in (20) and finally the interference false alarm probability equals where β is the threshold to be determined by fixing the false alarm probability and inverting (21) . In this way, the threshold formula results in
It has to be noted that when the modified acquisition process is used for evaluating the spectrogram, then (13) is scaled by a factor 1/N 2 , thus the threshold (22) has to be scaled by the same factor:
Equation (23) is very close to the expression for the threshold for the traditional acquisition, and thus the same structures used for the satellite detection can be directly used for the interfering monitoring.
REAL-DATA AND SIMULATION TEST
In order to prove the effectiveness of the proposed acquisition scheme, some examples based on simulated and real data are reported in this section.
Real data
Real data have been collected by using the NordNav-R30 front-end [24] that is characterized by the specifications reported in Table 1 . Data collection has been extensively performed in two different sites: the so-called "colle della Maddalena" and the hill of the "Basilica di Superga". These sites are located on two different hills on the side of Torino (Italy). The first one is characterized by the presence of several antennas for the transmission of analog and digital TV signals, whereas the second one is in direct view of the colle della Maddalena antennas. Two different kinds of interference have been observed. In the proximity of the colle della Maddalena, the GPS signal was corrupted by a swept interference, whereas a strong continuous wave interference (CWI) has been observed on the hill of Superga. In Figure 5 , the spectrogram of the swept interference observed in proximity of the colle della Maddalena has been depicted. This spectrogram has been evaluated by employing the modified parallel acquisition scheme in time domain described in the previous section. The input signal has been, at first, downsampled by a factor of 4 reducing the sampling frequency to f s = 4.0919 MHz. This operation reduces the computational load without effectively degrading the signal quality since the NordNav front-end is characterized by a bandwidth of about 2 MHz. The Doppler step has been set to 10 kHz and the number of Doppler bins was K = 201. A Hamming window of duration T w = N/10 was employed. The analysis was extended to a signal portion of 10 milliseconds. The presence of the swept interference clearly emerges from Figure 5 , that can be easily used for the estimation of the interference instantaneous frequency. The information extracted from the spectrogram in Figure 5 can then be easily used for different excision algorithms [4, 7] . In Figure 6 , the power spectral density (PSD) of the input signal has been reported. In Figure 6 frequency f s = 16.3676 MHz: in this case the interference spectral components clearly emerge, although they are spread over a band of more than 1 MHz. Downsampling makes the PSD of the input signal fold, producing a noise term that is almost white and aliasing the interfering signal at a different frequency. The presence of a white noise term makes a wideband interfering signal hardly detectable in the frequency domain. In Figure 6 (b), the PSD of the signal used for the evaluation of the spectrogram in Figure 5 has been depicted. In this case, the interference cannot be easily localized in the frequency domain, proving the effectiveness of TF detection techniques versus traditional pure frequency detection methods. In Figures 7 and 8 , the spectrogram and the PSDs of the signal observed at the hill of Superga are depicted. In this case, the CWI is well localized in both TF and frequency domains. The spectrogram has been evaluated by using the modified parallel acquisition scheme in time domain, with a Hamming window of duration T w = N/8. As for the first case, the Doppler step has been set to 10 kHz and the number of Doppler bins was K = 201.
Simulated data
In order to further test the modified acquisition scheme for TF interference detection, the case of pulsed interference has been considered. In particular, GPS signals in presence of pulsed interference have been simulated and analyzed with the modified parallel acquisition scheme in time domain. The same sampling frequency and intermediate frequency of Table 1 have been adopted for the simulation. Pulsed interference can be generated by different sources such as distance measuring equipment (DME) and tactical airborne navigation (TACAN) [25] that are currently used for distance measuring and for civil and military airborne landing. The pulsed interference has been simulated as a pair of modulated Gaussian impulses [25] . The results of the test have been depicted in Figure 9 , where the case of impulses with a peak power equal to the noise variance has been considered. In the bottom part of Figure 9 , the time representation of the input signal has been depicted. The light line represents the envelope of the pulsed interference that cannot be directly identified from the time representation of the input signal.
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When the TF representation is considered, the pulsed interference is clearly identified, allowing the efficient excision of the disturbing signal. The spectrogram of Figure 9 has been evaluated by using the modified parallel acquisition scheme in time domain, with a Hamming window of duration T w = N/64. The Doppler step has been set to 200 kHz and the number of Doppler bins was K = 41.
CONCLUSIONS
In this paper, the problem of effectively implementing TF algorithms in GNSS receivers has been addressed. More specifically, a modified acquisition algorithm has been proposed in order to efficiently reuse the hardware already available in a GNSS receiver for TF applications. The proposed method is suitable for all acquisition schemes and its effectiveness has been proven by means of analysis on real data and by simulations.
