Abstract-A recently developed method of image smoothing and segmentation makes use of a "pyramid" of images at successively lower resolutions. It establishes links between pixels at successive levels of the pyramid; the subtrees of the pyramid defined by these links yield a segmentation of the image into regions over which the smoothing takes place. This paper investigates several variations on the basic linking process with regard to such factors as initialization, criteria for linking, and iteration scheme used. It also studies generalizations in which the links are weighted rather than forced, and in which interactions among the pixels at a given level are also allowed. Finally, it extends the approach to links based on more than one feature of a pixel, e.g., on color components or local property values.
I. INTRODUCTION
S UPPOSE that an image is composed of a few types of regions each having approximately constant gray tone. In principle, the image can be segmented into these regions by gray tone thresholding, i.e., by slicing the grayscale into intervals, and classifying each pixel according to the interval in which its gray tone lies. However, if the image is noisy, this pixel-by-pixel segmentation process may make many errors, since the noise will cause some of the pixels belonging to one type of region to have gray tones lying in the intervals corresponding to another type. Segmentation could become more reliable if we first smoothed the image to reduce its noisiness.
An image can be smoothed by local averaging, i.e., averaging the gray tone of each pixel with the gray tones of Manuscript received January 12, 1981 and April 3, 1981 ; revised April 9, 1982 . This paper is based on three technical reports: TR-977, "Multiresolution pixel linking for image smoothing and segmentation" (Silberberg, Peleg, Rosenfeld; November 1980); TR-989, " Iterative image smoothing and segmentation by weighted pyramid linking" (Narayanan, Peleg, Rosenfeld, Silberberg; December 1980); and TR-1025, " a set of its neighbors. However, this process will blur the boundaries between the regions, since a pixel near such a boundary has neighbors lying in both its own region and the adjacent region. If we knew which neighbors belonged to the same region as the pixel, we could use only these neighbors in the average. In other words, the quality of the smoothing process would be improved if we could first segment the image into the appropriate regions, so that smoothing could be performed within the regions only, not across their borders.
These remarks suggest that it might be preferable to perform smoothing and segmentation concurrently, using some type of cooperative process. An example is the combined smoothing and neighbor linking process defined in [1] . Here weights are assigned to the links between a pixel and its neighbors based on their similarity; the image is smoothed by weighted averaging of each pixel with its highest weighted neighbors; concurrently, the weights are adjusted as the similarities between neighbors change. The process is iterated, with weighted averaging and weight adjustment alternating. Note that this process does not involve classification of the pixels, but does yield a segmentation of the image into regions based on the connectedness relation defined by the links, if we threshold their weights. This paper deals with another approach to concurrent smoothing and segmentation based on linking, using versions of the image at different resolutions and defining links between overlapping "pixels" at successive resolutions. In a low-resolution image, the pixels interior to regions have gray tones that are less noisy, since a pixel at low resolution represents an average and is thus less variable. On the other hand, the lower the resolution, the less likely it is that a pixel is contained in a single region; most pixels will overlap two or more regions. The approach considered here, which was first described in [2] , takes advantage of both high and low resolutions by using a cooperative process in which the images of successive resolutions interact. A description of this approach will now be given; see [2] for further details.
II. MULTIRESOLUTION PIXEL LINKING
Let the size of the original image be 2' by 2'. To define the reduced-resolution versions of the image, we make use 0018-9472/82/0900-0611 $00.75 © 1982 IEEE of an exponentially tapering "pyramid" of arrays of sizes 2" -by 2 2 by2 2 .., 4 by 4,2 by 2, so that the k th level has size 2n-k by 2"-k. To avoid border effects, all these arrays are regarded as cyclically closed, i.e., the first column is regarded as lying to the right of the last column, and the top row below the bottom row. The elements of each array will be called pixels or nodes. Many different schemes can be defined for constructing such pyramids [3] , but in our experiments we used only the simple scheme that will now be described.
We will assign gray tones to the nodes at each level (k > 0) by taking (weighted) averages of the gray tones of 4-by-4 blocks of nodes at the level below it. The blocks corresponding to adjacent nodes overlap by 50 percent; this is why the reduction in area from level to level is by a factor of four, not a factor of 16. For example, suppose node (i, j) at level k > 0 corresponds to the block of nodes
change the links as necessary, then recompute the averages, then change the links again, and so on.
The relinking process at any given level of the pyramid has the effect of shifting pixels from one class (= father) to another, where pixel P shifts from class A to class B only if its value is closer to the mean of class B than to that of class A. From this viewpoint, we see that relinking is a special case of the well-known ISODATA clustering algorithm in one dimension, and it can be shown [4] that this process is guaranteed to converge. In fact, in our experiments, the relinking process always stabilized after a few iterations.
To see what this process does, let us define the base of a node as the set of pixels on the lowest level (i.e., in the original image) that are linked (through as many intermediate stages as necessary) to that node. Thus initially the
at level k -1 (where (u, v) = (2i -2, 2j + 1)). Then node (i + 1, j) corresponds to the block
where all additions and subtractions are modulo 2k. It is easily seen that any node (u, v) below the top level (i.e., k < n -1) belongs to four blocks corresponding to nodes on the level above it-in our example, the nodes (i, j), (i -1, j), (i, j + 1), and (i -1, j + 1). [Note that only for the last of these nodes does (u, v) belong to the center 2-by-2 portion of its block; for the other three, (u, v) is a border point of their blocks.] The level k -1 nodes in the block corresponding to a given node at level k will be called its sons, and the level k nodes to whose blocks a given node at level k -1 belongs will be called its fathers.
Thus every node at level > 0 has 16 sons, and every node at level < n -1 has four fathers. Note that since there are only 16 nodes at level n -2, each of them is a son of all four nodes at level n -1, so that every node in the pyramid is a descendant of every one of these " top" nodes.
The node linking process is as follows: the reduced resolution images are initially defined by unweighted averaging of the gray tones in each block. The value (gray tone) of each node is then compared with the values of its four fathers, and a link is established between the node and its most similar father, i.e., the father whose value is closest to the node's value. After this has been done at every level, we recompute the value of each father by averaging only those sons that are linked to it. (If no sons are linked to a father, we give it the value zero.) Based on these new averages, a node's most similar father may have changed, so we next base of every node is a square block of image pixels. If the base of a node initially lies mostly inside a region, the node is most likely to become linked to nodes on the level above that also lie (mostly) in that region; thus its recomputed average will become closer to the region average. As the process is iterated, nodes at relatively high levels acquire values that approach the average values of regions, even though they are too large to fit into a region. Slight initial biases in the node averages at high levels will result in high-level nodes being driven toward values that correspond closely with the averages of regions or sets of similar regions in the image. For further discussion of the process, see [2] .
Suppose that there are not more than four types of regions in the image. For each type, there should be at least one node at the top level of the pyramid whose value converges to the average gray tone of the regions of that type. This node will be linked to nodes which are linked to nodes... which are linked to the pixels belonging to these regions. In other words, this node becomes the root of a tree whose leaves are the pixels that lie in regions of the given type. If there are fewer than four types of regions, there may be two such trees corresponding to the same region type, representing different subsets of the pixels in these regions. If At any stage of this process, the links define a set of (up to four) trees rooted at the top level of the pyramid, and we associate with each pixel the value at the root of its tree. Thus the process smooths the image to an extreme degree, giving each pixel its tree average as a smoothed gray tone. At the same time, it segments the image into (up to four) subsets, where each subset consists of the pixels which are the leaves of one of the trees. The smoothing and segmentation accomplished by this process can be compared with those achieved by the pixel linking process of [1] . In [1] the links are all at the pixel level, and the smoothing is local. Even if the link strengths all converged to values of one (within a region) and zero (between regions), many iterations would be required to obtain the global average of each region at each pixel of the region, since it takes 0 (region diameter) iterations for information to propagate across the region. In the process described here, on the other hand, the links are between levels, and information can propagate "across" a region in O (log region diameter) iterations, since nodes comparable in size to the region are only (log region diameter) levels above the pixel level. Moreover, in our process smoothing can take place even over sets of nonconnected regions of the same type, whereas the process of [1] can smooth only within a connected region.
The concept of linking each node with its most similar father can also be compared with the smoothing processes described in [51- [6] , where a set of neighborhoods lying on various sides of a pixel are examined, and the pixel's value is replaced by the average of the least variable of these neighborhoods (since this neighborhood presumably lies almost entirely within the pixel's region). A generalization [7] fits linear functions to the neighborhoods, and uses the neighborhood for which the fit is best; the pixel's value is then replaced by the value of that neighborhood's linear function at the pixel's position. These methods all use neighborhoods of only a single size, which limits the speed with which the smoothing can propagate, as already mentioned. Note also that in our approach, we have used the most similar neighborhood (i.e., the one whose average is closest to the pixel's gray tone), rather than the least variable neighborhood.
III. VARIATIONS
In the experiments described in this section, several variations on the basic pyramid linking process were tried. These variations were concerned with how to initialize the node values; how to choose the father to which a node is linked, and in particular what to do in case of ties; and how the iteration process is sequenced. In the following paragraphs we describe the variations, and then show the results obtained by using combinations of these variations on a standard set of images (which were also used in [2] ): an infrared image of a tank, a portion of a blood smear, and a portion of a chromosome spread. These images are shown in Fig. 1 . All results are shown for a stage at which the iteration process has stabilized; this is usually after about ten iterations. a) Initialization: In the method used in [2] , the value of each node was initialized by averaging the values of all 16 of its sons. An alternative, which (as we shall see) seems to give better results, is to initialize by averaging the values for only four of the sons, namely those whose positions in the image are closest to that of the node. (The position of a node is understood to be at the center of its block.) Note that in this alternative scheme, the initial averages are all nonoverlapping. d) Top Level Nodes: The number (< 4) of nodes used at the top level should be the same as the desired number of region types-2 for the tank and chromosomes, 3 for the bloodcells. We can insure that only two or three nodes at the top level are used by initializing the values of the remaining node(s) to a very high number, thus insuring that no nodes will ever link to them. As a refinement, we can fix the top-level nodes that we do use to have values that represent estimates of the expected region averages; we will show some examples using this variation. We will also show examples of results obtained when we use all four nodes at the top level, even though the desired number of region types is less than four. As we shall see, the process then tends to create somewhat artificial discriminations within the regions.
We first show the results obtained when we use the desired number of nodes at the top level, but do not attempt to set the values of those nodes to the expected region averages. Fig. 2 (top two rows) shows these results for the four combinations of initialization and sequencing schemes. We see that in the chromosome case (Fig. 2(c) ), four-son initialization gives better results; when 16-son initialization is used, some of the small chromosomes are lost, probably because too much of the background is initially averaged with them, so that they link to a top-level node whose value converges to the background value rather than to the chromosome value. The initialization scheme has little effect on the results for the other two images, and the iteration sequencing scheme has little effect on any of the images. The order used for tie-breaking also has little effect, as we see from the bottom left pictures in Fig. 2 (which use the same initialization and sequencing schemes as the top left pictures). Finally, the bottom right pictures in Fig. 2 show what happens when we give some weight to Euclidean distance (s = 5) in choosing the links (otherwise, same as top left); note that this too improves the results in the chromosome case, and has little effect in the other two cases. It seems from these results that four-son initialization is preferable to 16-son initialization, and that it may also be preferable to give some weight to Euclidean distance in choosing links; but the other variations make little difference. The exact shapes of the tank and cell nucleus are somewhat sensitive to variations because the correct links for blocks near the borders of these regions will be somewhat ambiguous, due to the noisiness or texturedness of the regions. Fig. 3 shows analogous results when the top-level nodes are given estimates of the average region gray levels as fixed values. Again, the variations make little difference for the tank and cell images, but they are significant for the effect, and all of the effects are minor for the cell and tank images (the tank region splits up into "noisy" subregions in various ways, but does not get badly confused with the background). Thus these results support the conclusions derived from Fig. 2 .
When the process is applied to a perfectly regular input pattern such as a checkerboard, it breaks down and fails to segment the pattern into two region types, unless ties are broken randomly. Fig. 5 shows results analogous to those in Fig. 4 (left column corresponds to Fig. 4 top left, and right column to bottom right), but using random tie-breaking; the results are quite similar.
The smoothing effect of the process as we follow the links from level to level can be assessed by constructing histograms corresponding to each level's view of the image. Suppose that, for a given k, we give each pixel a gray tone equal to the value of the node at level k to which it is linked. When we do this for k = O, 1, 2,* *, we obtain a sequence of successively smoother and simpler images, whose histograms become successively more spiky, until finally, the histogram obtained from the top level consists of (at most) four spikes. Such histograms for the three images, after one iteration of the linking and reaveraging process, are shown in Fig. 6 for levels 0, 1, 2, 3, 4. (16-son initialization was used, and links were chosen based on value similarity only.) If we did not want to rely on the iterative process to converge to a good segmentation, we could still consider using a single iteration of the process to improve the separation of the histogram peaks, so that segmentation by thresholding based on the histogram would be easier. center column its histogram, and the right column shows the results using the basic linking process of [2] , with two classes. We see that even in the last case, where the input histogram is unimodal, the process (noisily) extracts the objects. A basis for quantitatively evaluating the results of the pyramid linking process (or any other image smoothing process) is suggested by the work of Martelli and Montanari [8] . They point out that a good smoothing process should yield an image that is both smooth and similar to the original image. This suggests that we can evaluate smoothing results in terms of a cost function that measures the "roughness" of the smoothed image (e.g., by the sum of its absolute gradient magnitudes) and its discrepancy from the original image (e.g., by the sum of their absolute pointwise differences). Table I shows the values of these cost components for the images in Fig. 7 (the gradient magnitudes are estimated using the Sobel operator). As we might expect from visual inspection of Fig. 7 , the roughness decreases in all cases, while the discrepancy is not large, so that even the sum of roughness and discrepancy decreases (the discrepancy is initially zero). Note that the linking process was not specifically designed to minimize the cost function; we are using the function only as an ad hoc evaluation measure. It should be pointed out that the object/background edges influence the roughness measure (note the decline in input roughness value as the contrast at these edges decreases), but we have ignored this fact since only a small fraction of the pixels lie on edges.
IV. WEIGHTED LINKING The construction of the linked pyramid as described up to now involves forced choices; each node is required to link to one of its candidate father nodes on the level about it, namely the one to which it is most similar (and/or closest). An alternative would be to use weighted links, where the link weights between a node and its candidate fathers depend on their degrees of similarity. As we shall now see, when the link weighting function is appropriately defined, the weighted linking process causes the weights to converge to values of zero and one, thus yielding a segmentation of the image (based on the trees of linked nodes) similar to that obtained in the forced choice scheme. Another possibility is to use horizontal interactions of nodes within each pyramid level to adjust the link weights; this also yields good results, as will be seen in the next section.
Initially, as in the basic method, a value g(i, j, 1) is assigned to each node (i, j) at level I by unweighted averaging of the values of its sons, i.e., g(i, j,I) 0
Yg(r', j',I1-1).
The pyramid is built up to level I = N -1, which is 2 x 2. Weights are assigned to the four fathers of each node depending on their similarity to that node. For k = 1, 2, 3, 4, let d(k) be the absolute difference between the values of the node and its k th father; then we define the link weight w(k) between the node and that father by
Note that these weights are nonnegative and their sum is 1. If any d(k) is zero, we set w(k) = 1, and w(h) = 0 for h * k; if more than one d(k) is zero, we use an arbitrary tie-breaking rule.
After the link weights have been computed, the node values are recomputed as weighted averages, i.e., where w(i', j', i, j) is the link weight between node (i', j', I -1) and its potential father node (i, j, 1). We can now recompute the difference (d(i', j', i, j) = Jg(i, j, 1) -g(i', j', I -1)1) and the weights, then recompute the values using these new weights, then recompute the weights again, and so on.
Since there are four nodes (2 x 2) at the top level of the pyramid, four trees of high-weight links tend to be formed, yielding a segmentation of the input image into four classes. If we know the desired number of classes (< 4), we can eliminate some of these top nodes (e.g., by fixing their values to something very dissimilar to the gray levels in the image, so that the weights of links to these nodes will be very weak), thus yielding a segmentation into fewer classes. Fig. 8 (bottom row) shows the results of applying 11 iterations of this iterated weighted linking process to the three test images (top row). Two nodes were used on the top level for the tank and chromosome images, and three for the blood cell image, thus yielding segmentations into two and three classes, respectively. Fig. 9 (top row) shows results when all four nodes are used on the top level; this yields four classes for each image, but these classes are compatible with the desired segmentation. The second and third rows of Fig. 9 show the results of variations on the The quadratic weighting is more forced-choice-like than the linear function, in the sense that it tends to exaggerate slight differences in link weights. Evidently, if we used sufficiently high powers of the differences, the results would be tantamount to forced choice: the smallest difference would dominate over the others. In our implementation, which used weights of limited precision (7 bits), this effect was further strengthened, since the reciprocals of large differences were truncated to zero. We have no rigorous proof that any particular weighted linking scheme must converge; but in our examples, we always did obtain convergence.
V. WITHIN-LEVEL INTERACTION
In the (weighted) pyramid linking process, all interactions between nodes are " vertical," between nodes at consecutive levels; there is no direct interaction between nodes at the same level. There seems to be some advantage in allowing such interactions. For example, as we shall now see, good results can be obtained using inverse-linear link weighting if within-level interaction is used to adjust the link weights or the node values.
The basis for using within-level interaction is that, particularly at the lower levels of the pyramid, neighboring nodes often belong to the same region of the image. Thus we may be able to obtain more accurate node values or link weights by using some type of smoothing that favors neighboring nodes which belong to the same region as the given node.
Two well-known smoothing methods that favor neighbors belonging to the same region are median filtering and selective averaging. In median filtering, the value at a point is replaced by the median of the neighbors' values. If the point P lies in the interior of a region, the median is close to the mean; while if it lies near the border of a region, the median tends to come from one of the neighbors that belongs to the same region as P. In selective averaging [9] , the value at P is averaged with the values of its r neighbors whose values are closest to P's (we used r = 2 and 4 in our experiments). These r neighbors tend to belong to the same region as P, even if P lies near a region border; thus this process too tends to smooth within regions without blurring their borders. Fig. 10 shows the results of using selective averaging with r = 2 to smooth the node values before each iteration of the (inverse-linear) weighted linking process. This was done at levels 0 through I for I = 0, 1, 2, 3, 4. The results for the tank and blood cell images are generally good; but the chromosome results are somewhat sensitive to the number of levels to which the smoothing was done (they are best for I = 2, though the chromosomes are distinguished from the background for I = 3, 4 also). Fig. 11 shows analogous results for selective averaging with r = 4 and 1 = 0, 1,2; here again, the chromosome results are best for 1 = 2. (When r = 4 is used, the results deteriorate for I > 2; this is because at higher levels, it is unlikely that a node has as many as four neighbors that belong to the same region that it does.) Fig. 12 shows analogous results for median filtering (1 = 0 only); they are not very good for the chro- Eu. Eu. between a node P and one of its candidate fathers, we consider only those neighbors of P that have the same candidate father. For example, to smooth the link weight from node P to candidate father Q by selective averaging, we examine the neighbors of P that also have father Q; pick the r of these neighbors PI,---, P, whose values are closest to that of P; and average the link weight from P to Q with the link weights from P,, -, P, to Q. (Note that when this is done, the link weights from P to its four candidate fathers may no longer sum to one, and must be renormalized.) Fig. 13 shows the results of doing this for r = 2 (at levels 0 through 1, for I = 0, 1, 2, 3, 4) at each iteration of the inverse-linear weighted linking process. The chromosome results are now somewhat more stable, but the tank and blood cell results begin to deteriorate at I = 4.
Other smoothing methods, e.g., those described in [5] - [7] , could have been used in place of selective averaging or median filtering; for small values of 1, these would probably have given better results, since they tend to smooth more strongly.
VI. MULTIBAND LINKING The linking process need not be based on average gray tone. We can use any property that can be computed for the pixels of the image, and extend this property to the higher levels of the pyramid by averaging. If desired, we can begin the process by dividing the image into blocks, computing a property (e.g., a textural property) for each block, and building a pyramid starting from the resulting array of property values; linking in this pyra mid yields a (blocky) segmentation of the image into (at most four) textured regions [10] .
The linking process need not be based on a single property; we can compute a property vector for each pixel (or block) and extend it to the higher levels of the pyramid by componentwise averaging. This section illustrates this generalization with some simple examples of pyramid linking based on properties other than gray tone and on pairs of properties. Intuitively, pairs of properties should be capable of producing more refined segmentations than single properties. When we apply the linking process to a pair (or k-tuple) of properties, we use city block distance to measure the difference between a node and its father-i.e., if the property values are g and h for the node, G and H for the father, we use Ig -GI + Ih -HI.
Our first example uses color components as properties. Fig. 14(a) shows the red, green, and blue bands of a color image of part of a house, showing sunlit and shadowed brick, bushes, and grass. Fig. 14(b) shows the results of the pyramid linking process (10 iterations) applied to each band separately, where each pixel is given the value at the root of its tree. When we examine the sets of pixels belonging to each tree, we find that the red segmentation does not distinguish bushes from shadowed brick; the green segmentation breaks the bushes up into a grass-like and a shadow-like part; and the blue segmentation is quite noisy. (Fig. 15(b) shows the four classes of each segmentation using four distinct gray tones.) Fig. 14(c) shows results when we use two colors at a time, displayed as follows: br rg gb rg gb br
Here, e.g., br means that the pair of colors was (blue, red), and that the displayed gray tone for each pixel is the red component of the value at the root of the pixel's tree. Fig.  15(c) shows the four classes for the segmentations using the pairs of colors gb, br, and rg, where each class is displayed using a distinctive gray tone. We see that the (blue, red) segmentation does discriminate (most of) the bushes from the shadow. Quantitatively, Table II shows that the rough- ness measures are usually lower when we use two colors (especially when one of them is blue), while the discrepancies remain about the same. Our second example involves a local property that measures the variability of the gray tones in the neighborhood of each pixel. Fig. 16(a) Here the min is used to decrease the response to step edges, while retaining a high response in isotropic "busy" regions, so that the measure represents "busyness" rather than "edgeness." Fig. 16(b) shows segmentation results (each class displayed with a distinctive gray tone) based on busyness alone; the green result, in particular, gives fair discrimination between the bushes and the other regions, but the other regions themselves-as should be expected-are not distinguished. When we use two features, gray tone (in the given band) and busyness, the segmentations obtained (Fig. 16(c) ) are not as useful, though that for the green image does yield the brick (both sunlit and shadowed) as a single class.
VII. CONCLUDING REmARKS In Section II of this paper we defined a "pyramid linking" process for image smoothing and segmentation, and discussed its relationship with several previously described smoothing processes. Pyramid linking is basically a heuristically motivated process; we gave plausibility arguments indicating how it should perform, and we pointed out that it belongs to a family of ISODATA-like algorithms and is guaranteed to converge, but we have not given a theoretical model for the class of situations in which it performs "correctly" (such a model would involve relationships among the sizes and average gray tones of approximately constant-valued regions in the image, and probably has no simple formulation). But in spite of its mathematical ill-definedness, the process seems to be of some practical value.
In Section III we investigated a number of variations on the basic pyramid linking process. The results suggest the following tentative conclusions.
a) It appears to be preferable to use schemes in which some weight is given to the relative positions of nodes, both in initializing their values and in choosing links, especially in cases involving regions that consist of many small connected components. Apparently, when we take relative positions into account, we have a better chance of preserving the integrity of small regions.
b) It is desirable to specify the desired number of region types (i.e., pixel classes), by allowing only that number of nodes at the top level to be "active." Otherwise, the process tends to split some of the classes artificially. On the other hand, using estimates of the average gray levels of the classes to fix the values of the nodes at the top level may degrade the results, perhaps because it introduces premature biases that are not compatible with the early stages of the linking process.
c) The process is relatively insensitive to the sequencing of the iterations and to the node ordering used for breaking ties.
We also showed that the process yields good segmentations of synthetic images (for which the "correct" segmentation is known), and we suggested that its performance can be evaluated in terms of how it reduces the "busyness" of the image while at the same time keeping the difference from the original image small.
Sections IV and V showed that the forced-choice linking process can be "softened" into a process making use of weighted links, provided that a suitable nonlinear weighting scheme is used, or that interactions among nodes within each level are allowed in order to smooth the node values or the link weights. Section VI showed that the linking process can be based on features other than gray tone, or on pairs of features, and that using pairs often yields improved results.
Pyramid linking is somewhat different from the standard pyramid-based schemes of image segmentation (e.g., Pavlidis [11] ), which split an image into blocks (top-down) rather than linking blocks into trees (bottom-up). On the advantages of combining the two approaches see [12] .
The computing time required by pyramid linking (on a 64 by 64 image, using a PDP-11/45 computer) is about 3 to 4 minutes. However, the method is of interest in spite of its relatively high computational cost as compared to simple segmentation techniques, since it could be implemented very efficiently on a tree-structured cellular processor; designs for such processors are currently a topic of active research.
It should be emphasized that the methods described in this paper have been tested only on a small set of images, and we cannot be certain how they will perform on images of other types. We have given no performance comparisons between pyramid linking and conventional segmentation schemes, e.g., based on pixel classification, though we have pointed out that pyramid linking has the advantage of being less "myopic". In any case, the pyramid linking approach (and its predecessors) certainly seems to have useful properties, and deserves consideration as a possible alternative to existing methods of image smoothing and segmentation.
sance. The nuisance caused by noise pollution is subjective, in that the nature of the sound and the conditions under which it is heard rather than merely its amplitude and frequency content determine the extent of disturbance.
One important step towards limiting this pollution is to analyze the nature of the nuisance-by monitoring, i.e., by obtaining records of the location, time, severity, duration, and cause of incidents, preferably in a form reliable enough to be acceptable in a court of law. Several instruments are already commercially available which can record times at which the ambient noise level exceeds a preset threshold, of periods up to one week. These cannot however identify the source of the noise. Consequently, a joint project involving the Scientific Branch of the Greater London Council and the Department of Systems Science at the City University is being undertaken, directed towards providing more intelligent instrumentation to remedy this shortcoming, and thereby render existing instrumentation more versatile. The first stage of this investigation has involved analysis of recorded sounds, using a general purpose digital computer, to investigate methods of signal processing capable of identifying the sounds. The first application of this work will be to design prototype hardware for distinguishing helicopters from all other loud sounds. This will then be 001 8-9472/82/0900-0622$00.75 D 1982 IEEE
