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Estimating parameters of nonlinear systems using the elitist
particle filter based on evolutionary strategies
Christian Huemmer, Christian Hofmann, Roland Maas, and Walter Kellermann
Abstract—In this article, we present the elitist particle filter
based on evolutionary strategies (EPFES) as an efficient approach
for nonlinear system identification. The EPFES is derived from
the frequently-employed state-space model, where the relevant
information of the nonlinear system is captured by an unknown
state vector. Similar to classical particle filtering, the EPFES
consists of a set of particles and respective weights which
represent different realizations of the latent state vector and
their likelihood of being the solution of the optimization problem.
As main innovation, the EPFES includes an evolutionary elitist-
particle selection which combines long-term information with
instantaneous sampling from an approximated continuous poste-
rior distribution. In this article, we propose two advancements of
the previously-published elitist-particle selection process. Further,
the EPFES is shown to be a generalization of the widely-used
Gaussian particle filter and thus evaluated with respect to the
latter for two completely different scenarios: First, we consider
the so-called univariate nonstationary growth model with time-
variant latent state variable, where the evolutionary selection
of elitist particles is evaluated for non-recursively calculated
particle weights. Second, the problem of nonlinear acoustic echo
cancellation is addressed in a simulated scenario with speech as
input signal: By using long-term fitness measures, we highlight
the efficacy of the well-generalizing EPFES in estimating the non-
linear system even for large search spaces. Finally, we illustrate
similarities between the EPFES and evolutionary algorithms to
outline future improvements by fusing the achievements of both
fields of research.
Index Terms—state-space model, nonlinear system identifica-
tion, elitist particles, particle filter, evolutionary strategies
I. INTRODUCTION
THE identification of time-varying nonlinear systemsbased on noisy measurements has been investigated for
several decades and is still an active research topic [1]–[3].
The main challenge of such supervised identification tasks are
unknown systems of nonlinear characteristics which preclude
analytical solutions of statistically optimal estimation tech-
niques, e.g. based on the minimum mean square error (MMSE)
criterion. This is why a variety of different approaches have
been proposed, which can be categorized in the following
way: First, the nonlinear characteristics of the unknown system
are deterministically approximated using local linearisation
or functional approximation techniques to derive analytically
tractable estimation algorithms. Very popular examples for
these kinds of algorithms are the extended Kalman filter [4],
Kernel methods [5]–[7] and estimation techniques for Ham-
merstein group models [8]–[10] and Volterra filters [11]–[13].
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In the second category, an analytically-intractable estima-
tion technique is approximated using sequential Monte Carlo
approaches, like particle filters [14]–[17]. These numerical
sampling methods capture nonlinear relations between non-
Gaussian-distributed random variables by representing a prob-
ability distribution with a finite set of particles and respective
weights (likelihoods). On the one hand, such particle filters
allow for a flexible and mathematically complex way of
modeling the nonlinear dynamics of an unknown system. On
the other hand, particle filters are computationally expensive as
a high estimation accuracy requires a large number of particles.
However, many real-time implementations of particle filtering
in the fields of tracking, robotics or biological engineering
highlight the increased applicability with growing computa-
tional power and the use of parallel processing units [18]–[24].
The classical particle filter (proposed more than 20 years
ago [25]) has been refined in a variety of publications, see
overview articles such as [26]–[29]. In general, particle filter-
ing is derived from the well-known state-space model, where
the relevant information about the unknown system is modeled
by a latent state vector and where the posterior distribution of
the state vector is modeled as a discrete probability density
function (PDF) (consisting of a finite set of particles and
respective weights). This leads to the approximation of sta-
tistically optimal estimation techniques and the well-known
problems of degeneracy and sample impoverishment, where
the set of particles is represented by a few members with
large weights and many particles with negligible weights. To
address these issues, different concepts have been proposed
which can be assigned to two categories, namely resampling
methods [30]–[32] and posterior-distribution approximations
(by using a continuous PDF, see [33]).
In this article, we present and advance the elitist particle
filter based on evolutionary strategies (EPFES) which selects
elitist particles by means of long-term fitness measures and
introduces innovation into the set of particles by sampling
from an approximated continuous posterior PDF [34]. As the
EPFES will be shown to be a generalization of the widely-
used Gaussian particle filter [33] (this relation has not been
considered so far), we evaluate the conceptional differences
with respect to the latter for two completely different state-
space models. Thereby, the EPFES is shown to achieve a
remarkable performance for the practically-relevant case of a
small number of samples and to outperform the Gaussian par-
ticle filter for two completely different scenarios. Finally, we
consider the EPFES from a different point of view and show
similarities to basic features of evolutionary algorithms. This
comparison motivates further improvements of the EPFES by
fusing the advantages of both concepts.
MAY 2016 2
This article is organized as follows: In Section II, we briefly
review classical particle filtering from a Bayesian network
perspective and emphasize how it differs from linear adap-
tive filtering concepts like the normalized least mean square
(NLMS) algorithm. This is followed by the derivation and
advancement of the EPFES in Section III, where we introduce
the EPFES as generalization of Gaussian particle filtering.
The experimental evaluation in Section IV is divided into
two parts: first, we consider the Univariate Nonstationary
Growth Model (UNGM) to study the tracking capabilities of
the EPFES without using long-term information. Second, we
address the task of nonlinear acoustic echo cancellation (AEC),
where we identify nonlinear loudspeaker signal distortions
by exploiting the generalization properties of the EPFES,
improving the system identification performance even for large
search spaces. This is followed by an outlook in Section V,
where we motivate further refinements of the proposed elitist-
particle selection of the EPFES by highlighting parallels to
evolutionary algorithms. Finally, conclusions are drawn in
Section VI.
II. CLASSICAL PARTICLE FILTERING FOR NONLINEAR
SYSTEM IDENTIFICATION
Throughout this article, the Gaussian probability density
function (PDF) of a real-valued length-M random vector with
mean vector µz,n and covariance matrix Cz,n, dependent on
the time instant n, is denoted as
zn ∼ N{µz,n,Cz,n}
=
|Cz,n|−1/2
(2π)M/2
exp
{
−
(zn − µz,n)
TC−1z,n(zn − µz,n)
2
}
,
(1)
where | · | represents the determinant of a matrix. Furthermore,
Cz,n = Cz,nI (with identity matrix I) implies the elements
of zn to be mutually statistically independent and of equal
variance Cz,n.
For clarity, we make the following additional assumptions with
respect to the experimental verification in Section IV: First,
we restrict the uncertainties in the process and the observation
equation to be additive random variables, and the observation
dn to be a scalar real-valued random variable. Second, all
vectors have real-valued entries.
In the following, assume the relevant information of a nonlin-
ear system to be captured by the length-R state vector
zn = [z0,n, z1,n, ..., zR−1,n]
T (2)
with coefficients zν,n and ν = 0, ..., R− 1. This unobservable
or latent vector depends on the time instant n = 1, ..., N and
its temporal evolution is described by the process equation
zn = f (zn−1) +wn, (3)
where f (·) represents the so-called nonlinear progress [25].
The uncertainty of the state vector is denoted as wn and is
of same dimension as zn in (3). The relationship between the
state vector zn and the observation dn is described by
dn = g (xn, zn) + vn, (4)
Fig. 1. Bayesian network of a state-space model
where g(·) represents a nonlinear function which also depends
on the length-M input signal vector
xn = [xn, xn−1, ..., xn−M+1]
T (5)
with time-domain samples xn. Furthermore, the uncertainty
of the observation dn in (4) is modeled by the additive
variable vn. Throughout this article, we assume wn and vn
to be normally distributed and of zero mean:
wn ∼ N{0,Cw,n}, vn ∼ N{0, σ
2
v,n}. (6)
From a Bayesian network perspective, this probabilistic model
corresponds to the graphical model shown in Fig. 1, where
the observed input signal vector xn is omitted for notational
convenience in the later probabilistic calculus (xn specifies
the value of the function g(·) and is thus captured by dn).
In Fig. 1, the directed links express statistical dependencies
between the nodes whereas observed variables, such as dn,
are marked by shaded circles. The estimate of the state vector
zˆn is derived as
zˆn = argmin
z˜n
E{||z˜n − zn||
2
2}, (7)
reflecting the MMSE criterion, where || · ||2 is the Euclidean
norm and E{·} the expectation operator. As characteristic for
Bayesian MMSE estimation, the minimization of (7) with
respect to z˜n yields the mean vector of the posterior PDF
p (zn|d1:n) as estimate for the state vector
zˆn = E{zn|d1:n}, (8)
where d1:n = d1, ..., dn. In the case of linear relations
between the variables in (3) and (4), and for a linear estimator
for zˆn, the MMSE estimate of (7) leads to the Kalman
filter equations [35] and - under further assumptions on the
statistics of the random variables - to the NLMS algorithm
with an adaptive stepsize value [36].
However, if the process equation (3) or the observation
equation (4) exhibit nonlinear structure, we cannot derive the
Bayesian estimate of zˆn in (8) in a closed-form analytical
way. Thus, we employ the particle filter to approximate the
posterior PDF
p (zn|d1:n) =
p(dn|zn)p(zn|d1:n−1)∫
p(dn|zn)p(zn|d1:n−1)dzn
(9)
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by a discrete distribution [35], [37]
p(zn|d1:n) ≈
L∑
l=1
p(dn|z
(l)
n )δ(zn − z
(l)
n )
L∑
l=1
∫
p(dn|z
(l)
n )δ(zn − z
(l)
n )dzn
(10)
=
L∑
l=1
ω(l)n δ(zn − z
(l)
n ), (11)
where δ (·) is the Dirac delta distribution and l = 1, ..., L.
Based on (11), the set of L particles z(l)n is characterized by
the weights
ω(l)n =
p(dn|z
(l)
n )
L∑
l=1
p(dn|z
(l)
n )
, (12)
which describe the likelihoods that the observation is obtained
by the corresponding particle. These likelihoods are used as
measures for the probability of the samples to be drawn from
the true PDF [38]. Finally, the estimate for the state vector
zˆn = E{zn|d1:n} ≈
L∑
l=1
ω(l)n z
(l)
n (13)
is given as the estimated mean vector of the approximated
posterior PDF. This fundamental concept is illustrated in Fig. 2
and follows the explanation in [34]. As starting point of this
iterative estimation method, L samples z(l)0 are drawn from the
initial PDF p (z0) and inserted into the time update of (3) to
determine the particles z(l)1 . Then, we calculate the particle
weights ω(l)1 following (12). With this set of particles and
their associated weights, the estimate zˆ1 and the discrete
distribution p (z1|d1) are determined based on (13) and (11),
respectively. This PDF is the basis for the sampling procedure
of the following time step, in which the estimation procedure
is repeated. As shown by the circular structure in Fig. 2, the
starting point for classical particle filtering is a finite number
of L samples z(l)n which are subsequently evaluated in terms of
their likelihood producing the observations dn [27]. This leads
to three problems (Pr1, Pr2 and Pr3) which will be summarized
in the following.
Pr1 - High computational load: It is well known in the
particle-filtering community that both estimation accuracy and
computational cost increase with the number of L parti-
cles [27], [28]. One approach to avoid a dissatisfying tradeoff
is the selection of elitist particles by dropping all particles with
weights smaller than a specific threshold [39].
Pr2 - Degeneracy and sample impoverishment: The cyclic
evaluation of a finite set of particles (indicated in Fig. 2)
results in the problem of degeneracy which implies that
many particles have negligible weights after a few iteration
steps. To address this issue, resampling methods have been
introduced which remove the particles with low weights. This
leads to the so-called sample impoverishment, where the set
of particles shrinks to a few members with large weights.
Approaches tackling both problems of degeneracy and sample
impoverishment can be categorized as follows: In the first
category, sophisticated resampling methods like dynamic re-
sampling [40] or the use of particle-distribution optimization
PSfrag replacements
Samples z(l)n Weights ω(l)n
{z
(l)
n , ω
(l)
n }
Estimate
zˆn
Discrete distribution
p (zn|d1:n)
n = n+ 1
Fig. 2. Concept of the classical particle filter
techniques [41] constitute an important step for making parti-
cle filters perform well in many practical scenarios [30]–[32],
[42]. However, these modifications of the classical particle
filter are associated with a high computational load [29], [43],
[44]. In the second category, methods like the Gaussian particle
filter proposed in [33] approximate the posterior PDF as a
continuous distribution, so that a dedicated sampling strategy
inherently prevents the problems of degeneracy and sample
impoverishment.
Pr3 - Generalization: In addition to the described limita-
tions, the intention of classical particle filtering (as initially
proposed for tracking applications [25]) has been to solve
the instantaneous optimization problem without generalizing
the instantaneous solution. This is effected by (12), where
the particle weights are calculated considering only the ob-
servation likelihood p(dn|z(l)n ) at time instant n. This prop-
erty of classical particle filtering is a disadvantage for the
identification of high-dimensional systems that have a distinct
static or slowly time-varying component. To give an example,
assume that the entries of the state vector zn to be modeled
are random variables with time-invariant mean vector and
time-variant uncertainty (e.g., modeled by additive Gaussian
random variables of zero mean). The intention of classical
particle filtering is to solve the instantaneous solution of
the optimization problem without generalization to the global
solution. Then, in particular, the resulting system estimate is
not necessarily converging to the mean vector of the latent
state vector (and thus not identifying an unbiased estimate for
the unknown system). A more detailed description is part of
Section IV-B.
III. THE EPFES FOR NONLINEAR SYSTEM
IDENTIFICATION
In this section, we present the elitist particle filter based on
evolutionary strategies (EPFES) with the goal to overcome the
previously described problems Pr1, Pr2 and Pr3 of classical
particle filtering. First, the properties of the EPFES are ex-
plained in detail followed by an algorithmic realization and an
overview on the optimization parameters. Second, the EPFES
is shown (by proper choice of two parameters) to lead to the
Gaussian particle filter.
A. Properties of the EPFES
In this part, we introduce the properties S1, S2 and S3 of
the EPFES motivated by the classical particle filter’s problems
Pr1, Pr2 and Pr3 (see previous section), respectively.
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S1 - Selection of elitist particles: Motivated by problem Pr1,
we define a selection process associated with the so-called
“natural selection” [45] following evolutionary strategies (ES):
At time instant n, we consider the set of L samples z(l)n and
corresponding weights ω(l)n . In the selection process, the
samples with a weight value smaller than a threshold ωth,n
are dropped [39]. Due to its widespread use in evolutionary
game theory, we propose to employ the weight average as
adaptive threshold [46], [47]
ωth,n =
L∑
l=1
ω(l)n , (14)
which is novel compared to our previous work (ωth,n as time-
invariant tuning parameter [34]). The remaining set of Qn ≤ L
selected samples represents the set of so-called elitist particles
[48] z(q)el,n and is characterized by the normalized weights
ω
(q)
el,n =
p
(
dn|z
(q)
el,n
)
Qn∑
q=1
p
(
dn|z
(q)
el,n
) , (15)
where q = 1, ..., Qn1. Based on (13), the estimate of the state
vector is given as weighted superposition of the elitist particles
zˆn =
Qn∑
q=1
ω
(q)
el,nz
(q)
el,n. (16)
S2 - Innovation by mutation: To cope with problem Pr2, the
estimated state vector zˆn is employed to approximate the dis-
crete distribution p (zn|d1:n) by a continuous PDF pˆ (zn|d1:n),
as proposed for the Gaussian case in [33] and is discussed
below (see Table II). This has the advantage of addressing
degeneracy and sample impoverishment without introducing
resampling methods: By drawing Rn = L−Qn samples z(r)in,n
(r = 1, ..., Rn) from the approximated distribution pˆ (zn|d1:n),
we introduce innovation by refilling the set of particles. In the
terminology of evolutionary strategies (ES), this introduction
of innovation can be identified as mutation. Finally, the time
update is realized by drawing samples from p(zn+1|zn = z¯(l)n )
[33], where z¯(l)n denotes the refilled set of samples. Based on
the process equation in (3), this leads to [33]
z
(l)
n+1 = f
(
z¯(l)n
)
+w(l)n for l = 1, ..., L (17)
with samples w(l)n drawn from the PDF p(wn).
S3 - Long-term fitness measures: The evaluation of the
particles following (12) yields an instantaneous estimate of the
particle weights. As discussed in problem Pr3, it might be of
interest for the identification of high-dimensional systems with
slowly time-varying components to incorporate information
about the previous time instants into the particle evaluation
as well. For this, we employ the following weight calculation
based on the assumption of a normally distributed observation
1Time dependencies of sample indices are omitted for simplicity.
PSfrag replacements
n = n+ 1
Mutation
Starting point: {z(l)n , ωˆ(l)n−1} Weights ω(l)n
Selection
{z
(q)
el,n, ω
(q)
el,n}
Innovation
Continuous PDF pˆ(zn|d1:n) Estimate zˆn
z
(r)
in,n
Fig. 3. Concept of the EPFES with approximated posterior PDF
uncertainty vn in (6) (detailed derivation in the appendix):
ω(l)n =
exp
(
ωˆ
(l)
n
)
L∑
l=1
exp
(
ωˆ
(l)
n
) , ωˆ(l)n = λωˆ(l)n−1 + (1− λ)ω˜(l)n . (18)
Therein, we estimate the instantaneous update as
ω˜(l)n =
(dn − g{z(l)})2
cσ,n
, cσ,n = −2σ
2
v,n
1− λ
1 + λ
, (19)
initialize ωˆ(l)1 = ω˜
(l)
1 and thus define ωˆ
(l)
n−1 = ω˜
(l)
n−1 for set of
non-elitist particles z(r)in,n−1 drawn at the time instant n− 1.
An overview of the EPFES is given in Fig. 3. In comparison
to the classical particle-filter concept in Fig. 2, the discrete
distribution is replaced by an approximated continuous PDF
pˆ (zn|d1:n) and the evolutionary selection process is inte-
grated, which facilitates the introduction of innovation into
the set of particles by taking samples from pˆ (zn|d1:n). Note
that this evolutionary selection process intends to capture
dynamic nonlinearities by mutation and time-invariant system
components by the evolutionary selection with recursively-
calculated particle weights.
B. Realization of the EPFES
In this section, we illustrate the practical implementation
of the EPFES by considering the overview shown in Table I.
We start with a finite set of L samples z(l)n and respective
values ωˆ(l)n−1 estimated in (18). First, the particle weights are
recursively updated by inserting (19) into (18). Then, we select
Qn elitist particles z(q)el,n with weights larger than ωth,n in
(14) and consider the following distinction for estimating the
posterior PDF pˆ (zn|d1:n): If no elitist particles have been
selected (Qn = 0), the entire set of (non-elitist) particles
and respective weights {z(l)n , ω(l)n } is employed to approximate
the posterior PDF pˆ (zn|d1:n) with mean vector zˆn calculated
according to (13). In case of Qn > 0, we estimate the posterior
PDF pˆ (zn|d1:n) using the set of Qn elitist particles and
respective weights {z(q)el,n, ω
(q)
el,n}, where the mean vector zˆn
is determined according to (16). To give an example for the
estimation of the posterior PDF, consider the special case of
pˆ (zn|d1:n) ≈ N{zˆn, Cˆz,n} shown in Table II. Finally, the
Rn non-elitist particles are replaced by samples drawn from
the posterior PDF pˆ (zn|d1:n) and the time update realized
following (17).
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TABLE I
OVERVIEW ON THE IMPLEMENTATION STEPS OF THE EPFES
Starting point: L samples z(l)n and estimates ωˆ(l)n−1
Step 1: Calculate particle weights ω(l)n according to (18)
Step 2: Select Qn elitist particles with weights larger than ωth,n in (14)
Step 3: Estimate posterior PDF pˆ (zn|d1:n) with mean vector zˆn
if Qn > 0
− Normalize weights of elitist particles according to (15)
− Use elitist particles to estimate pˆ (zn|d1:n)
else
− Use all particles to estimate pˆ (zn|d1:n)
end
Step 4: Introduce innovation
− Replace non-elitist particles by samples from pˆ (zn|d1:n)
− Calculate ωˆth,n = ω˜th,n for the new samples following (19)
Step 5: Determine z(l)n+1 using the time update of (17) → n = n+ 1
Note that in principle, the realization of the EPFES is not
restricted to approximating the posterior PDF by a Gaussian
probability distribution. For instance, a uniform posterior PDF
has been shown in [34] to be promising for the task of non-
linear AEC. However, in this article we focus on a Gaussian
probability distribution as approximation for the posterior PDF
to directly establish the link between the EPFES and the
Gaussian particle filter in the following section.
C. Gaussian particle filter as a simple special case
The Gaussian particle filter has been applied to a variety
of applications (see e.g. [49]–[52]) and conceptionally differs
from classical particle filtering (reviewed in Section II) by
approximating the posterior PDF as Gaussian probability dis-
tribution [33]. The following assumptions A1 and A2 simplify
the EPFES to the Gaussian particle filter proposed in [33]:
A1 - Gaussian posterior PDF: The approximated posterior
PDF is assumed to be a Gaussian probability distribution
pˆ (zn|d1:n) ≈ N{zˆn, Cˆz,n}, (20)
where we estimate the mean vector zˆn and the covariance
matrix Cˆz,n as summarized in Table II (see Section III-B for
more details about the realization of the EPFES).
A2 - No elitist particles (Qn = 0): The evolutionary
selection mechanism is deactivated by setting the threshold to
ωth,n = 1. (21)
This leads to Qn = 0 (no elitist particles are selected) and
the approximation of the posterior PDF pˆ (zn|d1:n) using the
entire set of L particles and its respective weights. As shown
in Table II, all L particles z(l)n are subsequently replaced by
new samples drawn from the approximated PDF pˆ (zn|d1:n).
This implies that for the Gaussian particle filter it is not possi-
ble to evaluate particles based on long-term fitness measures.
Besides the choice of a Gaussian posterior PDF in (20), the
major conceptional extension of the EPFES with respect to the
Gaussian particle filter is the evolutionary selection of elitist
TABLE II
SAMPLING AS PART OF THE EPFES WITH APPROXIMATED POSTERIOR
PDF pˆ (zn|d1:n) ≈ N{zˆn, Cˆz,n}, WHERE WE DIFFERENTIATE WITH
RESPECT TO THE NUMBER OF Qn ELITIST PARTICLES
Qn > 0
zˆn =
Qn∑
q=1
ω
(q)
el,nz
(qn)
el,n
Cˆz,n =
1
Qn
Qn∑
q=1
(zˆn − z
(q)
el,n)(zˆn − z
(q)
el,n)
T
→ Draw L−Qn samples from N{zˆn, Cˆz,n}
Qn = 0
zˆn =
L∑
l=1
ω
(l)
n z
(l)
n
Cˆz,n =
1
L
L∑
l=1
(zˆn − z
(l)
n )(zˆn − z
(l)
n )
T
→ Draw L samples from N{zˆn, Cˆz,n}
particles which is active for 0 ≤ ωth,n < 1. This evolutionary
choice of elitist particles provides the opportunity to evaluate
samples based on long-term fitness measures. To this end,
the smoothing factor λ in (18) can be chosen dependent on
the specific scenario. The impact of the evolutionary selection
process on the system identification performance of the EPFES
will be investigated for two different scenarios in Section IV.
IV. EXPERIMENTAL RESULTS
In this section, we focus on evaluating the system identifi-
cation performance of the EPFES. In particular, we follow
the assumption A1 of the previous section and consider a
Gaussian posterior PDF defined in (20) with parameter estima-
tion summarized in Table II. Thus, the commonly employed
Gaussian particle filter is represented by the special case of
ωth,n = 1 and employed as reference algorithm to evaluate
the system identification improvement using the evolutionary
elitist-particle selection process.
The evaluation is split into two parts, where the respective
structures of process and observation equations are described
in Table III: Task A represents a widely-used application of
classical particle filtering, where a latent state variable zn is
quickly changing over time with an additive uncertainty wn of
large variance. This removes the need for employing long-term
fitness measures, so that the EPFES is realized by setting the
smoothing factor λ in (18) equal to 0. In Task B, we model the
temporal progress of a slowly-varying latent state vector zn by
a linear process equation including an additive uncertainty wn.
As a result of this, we apply the EPFES to verify the
TABLE III
OVERVIEW OF BOTH TASKS INCLUDING THE STRUCTURES OF PROCESS
AND OBSERVATION EQUATIONS
Task A, Section IV-A Task B, Section IV-B
Process equation zn = f (zn−1) + wn zn = zn−1 +wn
Observation equation dn = g (zn) + vn dn = g (zn) + vn
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generalization properties of the instantaneous solution of the
optimization problem dependent on the smoothing factor λ in
the weight update of (18). To this end, we modify the length of
the vector zn to evaluate the system identification performance
of the EPFES for different sizes of the search space.
A. Univariate Nonstationary Growth Model (UNGM)
In order to evaluate the elitist-particle selection of the
EPFES without recursively calculated particle weights, we
consider a frequently employed benchmark system, known as
UNGM. The UNGM has been employed in [33] to compare
the system identification performance of the Gaussian particle
filter with the unscented Kalman filter, the extended Kalman
filter and sequential importance sampling with resampling.
The UNGM is described by the observation equation
dn =
z2n
20
+ vn with vn ∼ N {0, 1} (22)
relating dn to the latent state variable zn by a quadratic
function and a normally distributed observation uncertainty vn.
The UNGM’s temporal progress of the state variable is mod-
eled by the process equation:
zn = αzn−1 + β
zn−1
1 + z2n−1
+ γ cos(1.2(n− 1)) + wn, (23)
which is a nonlinear time-variant function dependent on the
parameters α, β, γ as well as on the additive uncertainty wn
chosen as follows [33]:
wn ∼ N {0, 1} , α = 0.5, β = 25, γ = 8. (24)
To emphasize the time-variant characteristics of the latent state
variable, one realization of the process equation for N = 100
time instants is illustrated in Fig. 4.
As a measure to evaluate the system identification perfor-
mance, we use the mean square error
MSE = 1
KN
K∑
k=1
N∑
n=1
(zn − zˆn,k)
2 (25)
between the state variable zn and its estimate zˆn,k, averaged
over K realizations of the same experiment. This is motivated
by the variance in the system identification performance of se-
quential Monte Carlo methods like the Gaussian particle filter
due to the numerical sampling from a continuous PDF [33].
As shown for the Gaussian particle filter in Fig. 5, the resulting
variations in evaluation measures like the MSE can be reduced
by taking long-term averages, where we choose N = 106 and
K = 50 in the following.
20 40 60 80 100
−20
−10
0
10
20
n →
z n
→
Fig. 4. Realization of the process equation in (23) with the parameter settings
of (24) for N = 100 time instants.
10 20 30 40 50
10
12
14
11
13
15
Realization →
M
SE
→
N = 1000 N = 106
Fig. 5. Simulation results for the MSE defined in (25) with K = 1, where
we realize the same experiment 50 times to evaluate the impact of choosing
N = 1000 or N = 106 iteration steps on the variations of the MSE.
The parameters of the EPFES are chosen as follows:
• The particle weights in (18) are calculated in a non-
recursive way by setting λ = 0. This is motivated by the
strongly time-variant observation and process equation
combined with additive uncertainties vn and wn of large
variance, cf. (22) and (24). The resulting oscillations
in the temporal evolution of both state variable zn and
observation dn removes the need for using long-term
fitness measures.
• The threshold ωth,n is estimated following (14). To realize
the Gaussian particle filter as reference algorithm, the
threshold is set to ωth,n = 1.
The simulation results for the MSE defined in (25) are shown
in Fig. 6 in dependence of the number of L particles. Besides
the well-known tendency that the system identification perfor-
mance increases for higher values of L, we experience that the
EPFES achieves lower MSE scores compared to the Gaussian
particle filter. This performance gain of the EPFES reduces
with increasing number of L and is most pronounced for the
practically-relevant case of a small set of L particles (see MSE
values in Table IV). Note that the computational complexity of
the EPFES is comparable with respect to the Gaussian particle
filter, as the additional number of real-valued multiplications
to calculate the threshold in (14) and to normalize the elitist
weights in (15) is almost compensated by the reduced number
of elitist particles to calculate the MMSE estimate in (16).
Summary of Task A: We evaluated the system identification
performance of the EPFES using the UNGM as benchmark
system with strongly time-variant observation and process
equation. By setting the smoothing factor λ to zero, it is shown
that, in comparison with the Gaussian particle filter, the system
identification improvement achieved by the EPFES is most
prominent for a small number of L particles (see Table IV).
20 40 60 80 100
10
20
30
40
L →
M
SE
→
ωth,n in (14), λ = 0
ωth,n = 1 (GPF)
Fig. 6. Simulation results for the MSE defined in (25) for two different
choices of estimating the parameter ωth,n, where ωth,n = 1 represents the
Gaussian particle filter (GPF), N = 106 and K = 50.
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TABLE IV
MSE OF THE EPFES AND THE GAUSSIAN PARTICLE FILTER (GPF)
ACCORDING TO (25) DEPENDENT ON THE NUMBER OF L PARTICLES.
Threshold L = 10 L = 20 L = 50 L = 100
ωth,n in (14) 35.4 21.2 13.9 12.6
ωth,n = 1 (GPF) 41.3 31.1 15.4 12.7
B. Nonlinear Acoustic Echo Cancellation (AEC)
In this section, we consider the scenario for nonlinear AEC
shown in Fig. 7 as a real-world example for the identification
of a slowly time-varying nonlinear system. The goal is to
identify the electro-acoustic echo path (from the loudspeaker
to the microphone) for simultaneously active near-end interfer-
ences. Here, nonlinear loudspeaker signal distortions created
by transducers and amplifiers in minituarized loudspeakers
reduce the performance of linear echo path models. As such
nonlinearly distorting loudspeakers are followed by a linear
transmission path through air, modeling the overall echo
path as a nonlinear-linear cascade is a reasonable approxima-
tion [53]. The structure of this Hammerstein system is shown
in the left half of Fig. 7, where a memoryless preprocessor
realizes an element-wise transformation of the input vector
xn = [xn, xn−1, ..., xn−M+1]
T (26)
(with time-domain samples xn) to the output vector yn of
equal length. Motivated by the good performance in nonlinear
AEC [10], [36], [54], we choose a polynomial preprocessor
based on odd-order Legendre functions of the first kind:
yn = f(xn, aˆn) = xn +
3∑
ν=1
aˆν,n · L2ν+1{xn}, (27)
which is parameterized by the estimated vector
aˆn = [aˆ1,n, aˆ2,n, aˆ3,n]
T (28)
with coefficients aˆν,n, where ν = 1, 2, 3. The acoustic path at
time n between loudspeaker and microphone is estimated by
the linear finite impulse response (FIR) filter
hˆn = [hˆ0,n, hˆ1,n, ..., hˆM−1,n]
T (29)
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Fig. 7. The NL-AEC scenario with memoryless preprocessor and linear FIR
filter hˆn, where hˆn is estimated by the NLMS algorithm according to (30).
using the NLMS algorithm:
hˆn+1 = hˆn +
µ
yTnyn + ǫ
ynen, (30)
with the scalar stepsize µ, a positive constant ǫ to avoid
division by zero and the error signal en = dn − dˆn relating
the observation dn and its estimate dˆn = hˆTnyn [55].
It should be emphasized that the adaptation of a Hammerstein
system is highly appropriate for investigating the generaliza-
tion properties of the EPFES: The adaptation of the linear
subsystem hˆn in (30) depends on the preprocessor output yn
and thus strongly depends on the performance of the EPFES,
estimating the preprocessor coefficients aˆn+1.
For the identification of the memoryless preprocessor, we
apply the concept of significance-aware (SA) filtering initially
proposed in [10]: The linear subsystem (represented by the
estimated room impulse response (RIR) vector hˆn) is split
into the direct-path peak region
hˆp,n = [hˆI−T,n, ..., hˆI+T,n]
T (31)
and the complementary part
hˆc,n = [hˆ0,n, ..., hˆI−T−1,n, hˆI+T+1,n, ..., hˆM−1,n]
T, (32)
based on the time lag I of the energy peak in hˆn [10], where
I ≥ T . As exemplarily shown in Fig. 8, the direct-path part
hˆp,n is of length Mp = 2T + 1 < M and the remaining
part hˆc,n is of length M −Mp. As indicated in Fig. 9, this
concept of splitting hˆn into the two components hˆp,n and hˆc,n
is similarily applied to the input vector xn to define the signal
vectors xp,n and xc,n, respectively [54]. As a consequence of
this, the direct-path microphone signal component
dp,n = dn − dˆc,n = dn − hˆ
T
c,nf (xc,n, aˆn) (33)
can be introduced as an observed random variable which
depends only on the direct-path component of the nonlinear
echo path, hˆp,n, because the influence of the remaining part
hˆc,n is assumed to be removed via (33). This leads to the
NL-AEC scenario shown in Fig. 9, where we estimate the
preprocessor coefficients based on the error signal
en = dp,n − dˆp,n = dp,n − hˆ
T
p,nf (xp,n, aˆn) (34)
between the direct-path microphone signal component dp,n
and its estimate dˆp,n = hˆTp,nf (xp,n, aˆn). Thus, we derive a
computationally-efficient realization of the EPFES by model-
ing the direct-path component of the nonlinear echo path as
0 10 20 30 40 50 60
−0.5
0
0.5
1
tap κ →
hˆ
κ
,n
→ hˆc,nhˆp,n
Fig. 8. Example for splitting hˆn into the direct-path peak region hˆp,n and
the complementary part hˆc,n with I = 12, Mp = 5 and M = 61.
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Fig. 9. The NL-AEC scenario with memoryless preprocessor and linear
FIR filter, where the parameter vector aˆn is estimated using the direct-path
microphone signal component dc,n.
latent state vector (note that this has been denoted in [54]
as SA-EPFES to differentiate it from modeling the entire
nonlinear echo path) based on ...
• the latent length-3 vector an modeling the coefficients of
the preprocessor and
• the latent length-Mp vector hp,n modeling the direct-path
component of the RIR vector (to circumvent estimation
errors of the NLMS adaptation in (30)).
Consequently, the state vector is defined as
zn = [a
T
n,h
T
p,n]
T (35)
and thus of length Mz = Mp + 3 to model the direct-path
component of the nonlinear echo path.
This leads to the observation equation
dp,n = g (zn) + vn = h
T
p,nf (xp,n, an) + vn, (36)
precluding a closed-form analytical derivation of the MMSE
estimate zˆn [54]. At this point, we like to emphasize the
appropriateness of the observation model in (36): The length
Mp of the direct-path component hp,n is a parameter which
can be modified to investigate the system identification per-
formance of the EPFES for different sizes Mz of the search
space (according to the definition of the state vector in (35)).
As we do not assume to have any priori knowledge about the
temporal evolution of the state vector, the process equation is
defined as
zn = zn−1 +wn with wn ∼ N{0, CwI}, Cw = 0.01,
(37)
where the state vector zn is modeled to be time-invariant up
to an additive, zero-mean uncertainty wn.
The experimental setup consists of a synthesized scenario
using a measured RIR vector h at a sampling rate of 16 kHz,
additive white Gaussian noise vn with a long-term SNR of
10 dB and 18 seconds of female speech as nonstationary input
signal. The nonlinear loudspeaker signal distortion is chosen
as
f(xn) = 1/4 · tanh(4xn), (38)
which has been employed in [54], [56] and leads to a linear-
to-nonlinear power ratio of around 9 dB.
As evaluation measure, we choose the time-dependent echo
return loss enhancement (ERLEn)
ERLEn = 10 log10
(
E{d2n}/E{e
2
n}
) (39)
and stop the filter adaptation after 9 seconds. This allows to
evaluate the online performance during the first half of the
signal and should illustrate how well the instantaneous solution
generalizes during the second half, which is an indicator
for the actual system identification performance. For a fair
comparison, we fix the parameters of the NLMS adaptation
for all experiments to
M = 254, µ = 0.5, ǫ = 10−4, (40)
and set aˆn = [0, 0, 0]T during the first 0.1 seconds to facilitate
an initial convergence of the NLMS algorithm. Afterwards, we
employ the ERLEn defined in (39) to investigate the impact
of the preprocessor estimation (by applying the EPFES) for
the identification of the Hammerstein system.
The following evaluation is split into three parts, where
each subsection considers a different EPFES configuration
dependent on the length Mz of the latent state vector zn and
the number of L particles:
• Configuration C1: Mz = 14, L = 100
• Configuration C2: Mz = 44, L = 100
• Configuration C3: Mz = 44, L = 20
For each of these EPFES configurations C1, C2 and C3,
we compare three EPFES parametrizations P1, P2 and P3
dependent on the threshold ωth,n and the smoothing factor λ:
• Parametrization P1: ωth,n = 1 (Gaussian particle filter)
• Parametrization P2: ωth,n in (14), λ = 0.5
• Parametrization P3: ωth,n in (14), λ = 0.7
Configuration C1 (Mz = 14, L = 100): The ERLEn for the
described realizations of the EPFES is shown in Fig. 10, where
we can observe an improved system identification performance
with respect to the Gaussian particle filter (ωth,n = 1) by
including the evolutionary selection process. The increased
performance during the first 9 seconds highlights the excellent
tracking abilities of the EPFES, while the improved system
identification after 9 seconds states that the EPFES generalizes
the instantaneous solution of the optimization problem very
well. Interestingly, the system identification improves with
increasing value of the smoothing factor λ. To investigate this
behavior in more detail, we consider the estimated parameter
values aˆν,n of the memoryless preprocessor during the first
9 seconds shown in Fig. 11(a)-(c) (for the parametrizations
P1, P2, and P3, respectively). As can be seen in Fig. 11(a),
the estimated coefficients aˆν,n are highly oscillating over
time which implies that the Gaussian particle filter solves the
instantaneous solution of the optimization problem without
identifying the true values of the coefficients. Comparing this
to parametrization P2 shown in Fig. 11(b), we notice the
dynamic changes are still present but smaller in amplitude.
As a consequence of this, the evolutionary selection of elitist
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Fig. 10. Simulation results for the ERLEn defined in (39) for three different
choices of the parameters ωth,n and λ, where ωth,n = 1 represents the
Gaussian particle filter (GPF), Mz = 14 and L = 100 (Configuration C1).
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(a) Simulation results for P1: ωth,n = 1 (Gaussian particle filter)
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(b) Simulation results for P2: ωth,n in (14), λ = 0.5
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(c) Simulation results for P3: ωth,n in (14), λ = 0.7
Fig. 11. Estimated coefficients of the preprocessor in (27) for three different
choices of the parameters ωth,n and λ, where ωth,n = 1 represents the
Gaussian particle filter, Mz = 14 and L = 100 (Configuration C1).
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Fig. 12. Simulation results for the ERLEn defined in (39) for three different
choices of the parameters ωth,n and λ, where ωth,n = 1 represents the
Gaussian particle filter (GPF), Mz = 44 and L = 100 (Configuration C2).
particles provides a much more stable result. This effect is
even more pronounced for increasing λ, which effectively
employs more long-time information for judging particles
to be within the set of elitist particles (see the results for
parametrization P3 shown in Fig. 11(c)). The average ERLEn
of the Hammerstein system using the EPFES (ωth,n in (14),
λ = 0.7) and the Gaussian particle filter (ωth,n = 1) for
estimating the memoryless preprocessor are shown in the first
row of Table V. Note that the average ERLEn might be larger
in the second half of the experiment (9 s - 18 s in Table V)
due to the initial convergence phase.
Configuration C2 (Mz = 44, L = 100): In this experi-
ment, we evaluate the impact of an increased length of the
state vector on the system identification performance of the
Hammerstein system with an EPFES-estimated memoryless
preprocessor. Note that the simulation results in Fig. 12
confirm the statement of Configuration C1 that the system
identification performance improves with increasing value
of λ. Interestingly, the increased length of the state vector
leads to a significant decrease in the ERLEn after freezing
the filter coefficients at the time instant of 9 seconds if
the threshold is set to ωth,n = 1 (Gaussian particle filter).
This indicates a worse generalization of the Gaussian particle
filter with increasing search space which can be successfully
prevented by introducing the evolutionary selection process of
the EPFES: the comparison of Fig. 10 and Fig. 12 reveals that
the EPFES is hardly affected by the increased search space.
This underlines the extraordinary suitability of the EPFES also
for optimization problems in higher-dimensional search spaces
and is also clearly stated by a quantitative comparison of the
average ERLEn values in the second row of Table V.
MAY 2016 10
Configuration C3 (Mz = 44, L = 20): Finally, we
investigate the identification of the Hammerstein system for
estimating the preprocessor coefficients with a reduced number
of L = 20 particles. As shown in Fig. 13, the ERLEn resulting
from the Gaussian particle filter (ωth,n = 1) is significantly
reduced with respect to Fig. 12. Interestingly, the EPFES
with evolutionary selection process has a remarkable system
identification performance comparable to its realization with
L = 100 particles in Configuration C2. Fore more details,
consider the average ERLEn for online adaptation and frozen
filter coefficients summarized in Table V. These results imply
that the EPFES generalizes very well and robustly even for a
small number L of particles, which is an important property
for an efficient realization in practical applications.
Summary of Task B: The system identification performance
of an Hammerstein system with EPFES-estimated memoryless
preprocessor preceding an NLMS-adapted linear FIR filter
was evaluated by choosing three configurations C1, C2 and
C3 with different values for the length of the state vector and
the size of the set of particles. In sum, it could be shown
in comparison to the Gaussian particle filter that the EPFES ...
• generalizes the instantaneous solution of the optimization
problem very well (cf. C1 in Table V),
• shows a remarkable system identification performance
even for high search spaces (cf. C1 to C2 in Table V),
• requires only a small set of particles for getting a robust
estimate of the state vector (cf. C1 to C3 in Table V).
These statements are emphasized by the quantitative compar-
ison of the average ERLEn values for instantaneous filter
adaptation and frozen filter coefficients (after 9 seconds)
shown in Table V.
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Fig. 13. Simulation results for the ERLEn defined in (39) for three different
choices of the parameters ωth,n and λ, where ωth,n = 1 represents the
Gaussian particle filter (GPF), Mz = 44 and L = 20 (Configuration C3).
TABLE V
AVERAGE ERLEn OF THE HAMMERSTEIN SYSTEM USING THE EPFES
(P3) AND THE GAUSSIAN PARTICLE FILTER (P1) TO ESTIMATE THE
MEMORYLESS PREPROCESSOR, ADAPTATION STOPPED AFTER 9 SECONDS.
Parametrization P3: ωth,n in (14), λ = 0.7 P1: ωth,n = 1 (GPF)
Time frame 0 s - 9 s 9 s - 18 s 0 s - 9 s 9 s - 18 s
Config. C1 23.7 dB 26.1 dB 22.1 dB 16.1 dB
Config. C2 23.6 dB 26.0 dB 22.0 dB 11.6 dB
Config. C3 22.8 dB 24.9 dB 14.4 dB 3.5 dB
V. EXTENSIONS OF THE EPFES
So far, the EPFES has been derived from the well-known
state-space model as a generalization of the Gaussian particle
filter. The proposed evolutionary selection process includes a
replacement of non-elitist particles of weights smaller than
the threshold ωth,n. It seems intuitive that employing a more
sophisticated selection procedure could further improve the
system identification performance of the EPFES. Therefore,
we consider the EPFES from a different perspective by
comparing its properties to basic features of evolutionary
algorithms which are optimization techniques inspired by the
natural evolution of biological organisms [57]:
• Selection: Similar to the EPFES described in Sec-
tion III-A, evolutionary algorithms realize a selection
of population members based on their respective fitness
scores. Extensive research has been made to improve the
selection procedure (e.g., fitness scaling [58] or ranking
selection [59]).
• Replacement: As the size of the population is con-
stant [60], the selection process of evolutionary algo-
rithms is followed by replacing specific members depen-
dent on their current fitness scores. However, the choice
of an elitist group with the highest fitness scores (and a re-
placement of the members with the lowest fitness scores)
is a special case following the so-called replacement-
of-the-worst strategy [57]. In the theory of evolutionary
algorithms, also different replacement procedures could
be applied (with the goal to increase the diversity of the
population), where most state-of-the-art techniques can
be assigned to the so-called crowding methods [61].
• Mutation and recombination: In evolutionary algo-
rithms, the steps of mutation and recombination con-
sider the introduction of innovation and the inheri-
tance of genetic information from parents to children,
respectively [62]–[64].
Besides a smarter selection of elitist-particles (see e.g. [65],
[66]), we expect an adaptive estimation of the smoothing
factor λ in (18) (see e.g. [67]) as very promising for further
improving the system identification performance of the
EPFES.
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VI. CONCLUSION
In this article, we introduced the EPFES as a promising
approach for nonlinear system identification. Similar to the
classical particle filter, the EPFES consists of a set of par-
ticles and corresponding weights which represent different
realizations of the latent state vector and their likelihood to
be the solution of the optimization problem. To cope with
conceptional disadvantages of the classical particle filter, the
EPFES includes an evolutionary selection of elitist particles
based on long-term fitness measures. To introduce innovation,
the non-elitist particles are replaced by samples drawn from
an approximated continuous posterior PDF which solves the
problems of degeneracy and sample impoverishment. With
these properties, the EPFES is shown to be a generalized form
of the widely-used Gaussian particle filter.
In this article, we propose two advancements of the EPFES
by introducing an adaptive (instead of manually optimized)
threshold for the elitist-particle selection and deriving long-
term fitness measures from a theoretical perspective (instead
of using an intuitive heuristic motivation [34]).
The EPFES proved to outperform the Gaussian particle filter
for two completely different nonlinear state-space models:
First, we considered the UNGM with a scalar state variable
(quickly changing over time) to investigate the evolutionary
selection process of the EPFES without using long-term fit-
ness measures. Second, the task of nonlinear AEC has been
addressed for evaluating the generalization properties of the
EPFES even for large search spaces. Both experiments empha-
size the remarkable system identification performance of the
EPFES and show the optimization possibilities as generalized
form of the Gaussian particle filter. In particular, the EPFES
generalizes the instantaneous solution of the optimization very
well. This is the case not only for large spaces but also for a
small set of particles which highlight the efficacy in obtaining
robust estimates for an unknown system.
In future, the system identification performance of the EPFES
could be further improved by incorporating well-studied selec-
tion and replacement strategies from the field of evolutionary
algorithms. Reversely, the use of long-term fitness measures (a
feature of the EPFES) might also be of interest for extending
evolutionary algorithms.
APPENDIX
DERIVATION OF LONG-TERM FITNESS MEASURES
As discussed in Section III-A, it might be of interest for
the identification of high-dimensional systems with slowly
time-varying components to incorporate information about the
previous time instants into the particle evaluation as well. For
this task, we consider a state vector z which is time-invariant
in the interval n = 1, ..., N and produces the observations
d1:n. The starting point for deriving the particle weights is
similar to classical particle filtering by drawing L samples
z(l) from the posterior PDF p(z|d0). With the goal to derive
long-term fitness measures, we assume all samples z(l) to be
elitist particles and thus not to be replaced during the interval
n = 1, ..., N . Under these assumptions, the posterior PDF
p(z|d1:N ) can be written as
p(z|d0:N ) =
p(d1:N |z, d0)p(z|d0)∫
p(d1:N |z, d0)p(z|d0)dz
=
p(d1:N |z)p(z|d0)∫
p(d1:N |z)p(z|d0)dz
=
L∑
l=1
N∏
n=1
p(dn|z = z(l))
L∑
l=1
N∏
n=1
p(dn|z = z(l))
δ(z− z(l))
=
L∑
l=1
ω
(l)
N δ(z − z
(l)),
where we defined the weight ω(l)N as
ω
(l)
N =
N∏
n=1
p(dn|z = z(l))
L∑
l=1
N∏
n=1
p(dn|z = z(l))
. (41)
Based on the observation equation in (4) with normally-
distributed additive observation uncertainty in (6), we insert
the Gaussian PDF
p(dn|z = z
(l)) = N{g{z(l)}, σ2v,n}
into the weight calculation in (41) leading to
ω
(l)
N =
exp
(
1
N
N∑
n=1
ω˜
(l)
n
)
L∑
l=1
exp
(
1
N
N∑
n=1
ω˜
(l)
n
) , ω˜(l)n = (dn − g{z(l)})2cσ,n ,
(42)
where cσ,n = −(2σ2v,n)/N is proportional to the variance
σ2v,n. As the exact interval length N is generally unknown
in practice, we replace the arithmetic sample mean estimator
in the exponential functions of (42) by a recursive estimator
(often used in speech signal processing [55], [68]):
ω
(l)
N =
exp
(
ωˆ
(l)
n
)
L∑
l=1
exp
(
ωˆ
(l)
n
) , ωˆ(l)n = λωˆ(l)n−1 + (1− λ)ω˜(l)n , (43)
with equal variance for an independent and identically dis-
tributed sequence ω˜(l)n (n = 1, ..., N ), which means that the
time interval N is related to the smoothing factor λ via [69]:
N = (1 + λ)/(1 − λ). (44)
Based on this equation, we realize a weight calculation inde-
pendent of N by estimating cσ,n as follows:
cσ,n = −2σ
2
v,n(1− λ)/(1 + λ). (45)
Finally, note that we initialize ωˆ(l)1 = ω˜
(l)
1 for the recursive
update in (43) and that various ways of selecting the smoothing
factor λ have been considered in the literature, especially in
the context of control charts (see e.g. [67]).
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