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Interactions between the foreign exchange market and the stock market of a country are considered to be an important internal force of the markets in a financially liberalized environment. If causal relationship from a market to the other is not detected, then informational efficiency exists in the other whereas existence of causality implies that hedging of exposure to one market by taking position in the other market will be effective. The temporal relationship between the forex market and the stock market of developing and developed countries has been studied, especially after the East Asian financial crisis of 1997-98, using various methods like cross-correlation, cross-spectrum, and error correction model, but these methods identify only linear relations.
A statistically rigorous approach to the detection of interdependence, including non-linear dynamic relationships, between time series is provided by tools defined using the information theoretic concept of entropy. Entropy is the amount of disorder in the system and also is the amount of information needed to predict the next measurement with a certain precision. The mutual information between two random variables X and Y with a joint probability mass function p(x,y) and marginal mass functions p(x) and p(y), is defined as the relative entropy between the joint distribution p(x,y) and the product distribution p(x)*p(y). Mutual information is the reduction in the uncertainty of X due to the knowledge of Y and vice versa. Since mutual information measures the deviation from independence of the variables, it has been proposed as a tool to measure the relationship between financial market segments. However, mutual information is a symmetric measure and does not contain either dynamic information or directional sense. Even time delayed mutual information does not distinguish information actually exchanged from shared information due to a common input signal or history and therefore does not quantify the actual overlap of the information content of two variables. Another information theoretic measure called transfer entropy has been introduced by Thomas Schreiber (2000) to study the relationship between dynamic systems; the concept has also been applied by some authors to study the causal structure between financial time series.
In this paper, an attempt has been made to study the interaction between the stock and the forex markets in India by computing transfer entropy between daily data series of the 50 stock index of the National Stock Exchange of India Limited, viz., Nifty and the exchange rate of Indian Rupee vis-à-vis US Dollar, viz., Reserve Bank of India reference rate. The entire period-November 1995 to March 2007-selected for the study, has been divided into three sub-periods for the purpose of analysis, considering the developments that took place during these sub-periods. The results obtained reveal that:
• there exist only low level interactions between the stock and the forex markets of India at a time scale of a day or less, although theory suggests interactive relationship between the two markets • the flow from the stock market to the forex market is more pronounced than the flow in the reverse direction.
Executive Summary
I nteractions between different sub-systems of financial market are considered to be an important inter nal force of the market and, in a financially liberalized environment, exchange rate stability is construed to be important for the well-being of stock market. This is on account of the fact that any depreciation of the currency of a country leads to reduced stock returns for foreign investors who will reduce their investment in the stock market and hence is likely to have adverse impact on the liquidity of the market. There are two approaches to the economic theory behind the possible interaction between the stock and the forex marketsflow-oriented approach and stock-oriented approachas illustrated by Dornbusch R and Fischer S (1980) . Also, Dornbusch R (1976) has considered a third approach, viz., asset market approach which propounds no such interaction between the markets.
FLOW-ORIENTED APPROACH (TRADITIONAL APPROACH)
This approach postulates that changes in the exchange rate lead to changes in stock prices. Exchange rate movements affect international competitiveness and trade balance, thereby influencing real economic variables like real income and output. Classical economists argue that changes in the exchange rate affect the values of the incomes and the costs of a company with considerable exports/imports and thus have an impact on the company's stock price.
An appreciation of the local currency decreases the profits of an exporter and the costs of an importer whereas a depreciation of the local currency increases the profits of an exporter and the costs of an importer. Further, changes in the exchange rate have an impact on a company's transaction exposure, i.e., future payables and receivables which are denominated in foreign currency. Hence currency appreciation affects negatively the domestic stock market for an export-dominant economy and affects positively the domestic stock market for an import-dominant economy.
STOCK-ORIENTED APPROACH (PORTFOLIO BALANCE APPROACH)
This approach postulates that causation runs from stock prices to exchange rate via portfolio adjustments (inflows/outflows of foreign capital) by way of direct and indirect channels. According to the direct channel, a persistent increase in stock prices attracts capital inflows from foreign investors and also leads local investors to sell their foreign assets (which have become less attractive now), resulting in an appreciation of the local currency. According to the indirect channel, the increase in wealth due to rise in stock prices leads investors to increase their demand for local money, resulting in an increase in domestic interest rates which in turn contributes to appreciation of the local currency.
Similarly, a decrease in stock prices results in depreciation of the local currency and thus changes in the stock prices lead to changes in the exchange rate of the local currency.
ASSET MARKET APPROACH
This approach postulates a weak or no association between stock prices and exchange rate. The exchange rate is treated like the price of an asset and hence is determined by the expected future exchange rates. Any information that affects future value of exchange rate will affect the current exchange rate and such information may be different from the ones that cause changes in stock prices. No relationship between the forex and the stock markets may be expected to exist under such scenario.
IMPLICATIONS OF INTERACTIONS
The identification and quantification of causal relationships between the stock and the forex markets, by analysing the values of a country's stock market index and the exchange rate of the country's currency over time, furthers the understanding of the markets' internal dynamics. If the causal relationship from a market to the other is not detected, then informational efficiency exists in the other market. Bidirectional causality implies informational inefficiency of both the markets. If causality is not found in both the directions, then the two markets are independent of each other and both the markets are informationally efficient. Presence or absence of causal relationship has a lot of implications including the following, for all the participants of the markets:
• If exchange rate leads stock prices, then a crisis in stock market can be prevented by controlling the exchange rate. Moreover, developing countries may exploit such interaction to attract foreign portfolio investment in their countries and also should be cautious in the implementation of their exchange rate policies on account of the exchange rate risk in their stock markets.
• If stock prices lead exchange rate, then policy makers can focus on domestic economic policies to stabilize the stock market.
• If there is feedback in both the directions, then investors may predict the behaviour of one market using information on the other market. Since unexpected changes in the two markets will be more correlated, hedging of exposure to one market by taking position in the other market will be effective.
Since an impulse in a market is reflected quickly in the other market, policy intervention becomes more effective in the desired direction within reasonable time horizon.
• If the markets are not related, investors may reduce risk exposure by diversifying their portfolios across the markets; however, hedging results in non-trivial risk exposure to hedgers.
METHODOLOGY AND EMPIRICAL EVIDENCE
Since we have a set of simultaneously recorded variables-value of the stock index and the exchange rate of the currency of a country -over a period of time, it is required to measure to what extent the time series corresponding to such variables contribute to the generation of information and at what rate they exchange information. Various methods have been proposed for the simultaneous analysis of two series and generally cross-correlation and cross-spectrum are used for measuring relationships between such time series. However, these methods suffer from the drawbacks that:
• they measure only linear relations, i.e., the non-linear characteristics of the real interactions between capital market segments, which have been evidenced by different studies, are not considered • they lack directional information, i.e., they simply say how far the two market segments move together and do not identify the market segment where price discovery happens.
Introducing time delay in the observations pertaining to one market segment may facilitate identifying asymmetric relationship and hence direction of information flow; however, non-linear relationships will still remain unexplored. Granger (1969) and Engle and Granger (1991) introduced an error correction model which takes into account the non-stationary character of co-integrated variables and distinguishes between short-run deviations from equilibrium indicative of causal relationship and long-run deviations which account for efficiency and stability. This approach involves estimation of simultaneous linear equations in a pair of variables with time lags and has been used in a number of studies examining causal structure of bi-variate time series.
Literature Survey
Some of the recent studies are as follows:
(a) Nath and Samanta (2003) • there was uni-directional causality from the exchange rate to the stock prices in Thailand • there was feedback relationship between the exchange rate and the stock prices in Malaysia • the fall in the Thailand currency had been transmitted to the Malaysian currency via the close ties between the stock markets of the two countries, during the 1997 currency crisis.
(c) Tahir and Abdul Ghani (2004) (e) Muhammad and Rasheed (2004) used Granger causality test on the monthly data of stock price indices and the exchange rates for four Asian countries, viz., Pakistan, India, Bangladesh, and Sri Lanka and found no evidence of short-run association between these variables in any of the four countries but bi-directional longrun relationship in Bangladesh and Sri Lanka.
(f) Stavarek (2004) has used vector error correction modeling and standard Granger causality test on monthly data of effective exchange rates and MSCI standard national indices pertaining to USA and eight EU-member countries and found predominantly unidirectional causality from stock prices to exchange rates in countries with developed capital and foreign exchange markets (old EU-member countries and USA), which was stronger than in the new EU-member countries.
(g) Tahir and Keung (2006) A statistically rigorous approach to the detection of interdependence, including non-linear dynamic relationships, between time series is provided by tools defined using the information theoretic concept of entropy which is model independent (providing qualitative inferences across diverse model configurations).
BASIC CONCEPTS OF ENTROPY
(i) The entropy of a random variable X with p(x) as the probability mass function is defined by Shannon (1948)) as
, where the base of the logarithm is 2 and 0 log 0 is taken as 0. Entropy is measured in bits and 0 ≤ H(X) < ∞. If logarithm is taken to the base e, then entropy is measured in nats. Entropy of a dynamic system is the amount of disorder in the system, as described in Thermodynamics, and also is the amount of information needed to predict the next measurement with a certain precision, as described in Information Theory. Entropy does not measure the shape of the distribution of the realizations of a system but provides information about how the system fluctuates with time -in frequency space or phase space.
(ii) The joint entropy of a pair of random variables X and Y with a joint probability mass function p(x,y) is defined
we get the chain rule H(X,Y) = H(X) + H(Y/X) = H(Y) + H(X/Y)
Conditioning reduces entropy, i.e., H(X/Y) ≤ H(X) with equality if X and Y are independent.
It follows that H(X,Y) ≤ H(X) + H(Y) with equality if X
and Y are independent.
(iv) The relative entropy or cross entropy or KullbackLeibler (KL) distance between two probability functions
Since relative entropy is not symmetric and does not satisfy the triangle property, it is not a true distance between distributions.
(v) The mutual information I(X;Y) between two random variables X and Y with a joint probability mass function p(x,y) and marginal mass functions p(x) and p(y), is defined as the relative entropy between the joint distribution p(x,y) and the product distribution p(x) p(y).
i.e., I(X;Y) = D(p(x,y)| |p(x) p(y))
= Σ x Σ y p(x,y) log {p(x,y)/ p(x) p(y)} It may be noted that I(X;Y) ≥ 0 = 0 if, X and Y are independent.
Also, I(X;Y) = H(X) -H(X / Y) = H(Y) -H(Y / X)
, where H denotes the entropy, i.e., mutual information is the reduction in the uncertainty of X due to the knowledge of Y and vice versa. Due to symmetry, X says as much about Y as Y says about X.
Also, I(X;Y) = H(X) + H(Y) -H(X,Y) and I(X;X) = H(X).
Thus, the mutual information of a random variable with itself is the entropy of the random variable. That is why entropy is referred to as self-information.
ENTROPIC MEASURES TO STUDY CAUSAL RELATIONSHIP
Harry Joe (1989) has proposed relative entropy-based measures of multi-variate dependence for continuous and categorical variables; however, these measures require the estimation of probability density or mass functions. Granger, Maasoumi and Racine (2004) have proposed a transformed metric entropy measure of dependence for both continuous and discrete variables. Metric entropy is a measure of distance unlike relative entropy which is a measure of only divergence; however, the utility of metric entropy in studying statistical dependence based on causality is to be tested.
Since mutual information measures the deviation from independence of the variables, it has been proposed by Dionisio, et. al. (2005) as a tool to measure the relationship between financial market segments. Further, mutual information is non-parametric and depends on higher moments of the probability distributions of the variables, unlike correlation which depends on the first two moments only. However, mutual information is a symmetric measure and does not contain dynamical information nor directional sense.
The conditional entropies H(Y/X) = H(X,Y) -H(X) and H(X/Y) = H(X,Y) -H(Y)
are non-symmetric; however, the absence of symmetry is not due to information flow but on account of the different individual entropies. Some authors, for example, Vastano and Swinney (1988) , have proposed the introduction of time delay in one of the variables while computing mutual information and the use of such time delayed mutual information to define velocity of information transport in spatio-temporal systems. However, time delayed mutual information does not distinguish information actually exchanged from shared information due to a common input signal or history and therefore does not quantify the actual overlap of the information content of two variables. Further, there may be causal relationship without detectable time delays and conversely there may be time delays which do not reflect the naively expected causal structure between the two time series. Another issue is that the estimation of time delayed mutual information calls for a large quantity of noise free stationary data -a condition rarely met in real world situations.
Another information theoretic measure, called transfer entropy, has been introduced by Schreiber (2000) to study the relationship between dynamic systems. Marschinski and Kantz (2002) have used an improved estimator called effective transfer entropy and concluded that the US stock index, Dow Jones has higher relative impact on the German stock index, DAX. Back, et. al. (2005) have applied transfer entropy on daily closing prices of 135 stocks in the New York Stock Exchange for studying information flow among groups of companies and discriminated the market-leading companies from the market-sensitive ones.
Transfer entropy
Transfer entropy is an information theoretic concept that quantifies the degree to which a dynamic process affects the transition probabilities, i.e., the dynamics of another. Transfer entropy has the properties of mutual information and also takes the dynamics of information transport into account. Transfer entropy quantifies the exchange of information between two systems, separately for both the directions and conditional to common input signal.
The rate at which the entropy of a stochastic process X n , n = 1, 2,… grows with n is given by
where, H n (X) is the entropy of the process given by n dimensional delay vectors constructed from X n . Thus h n (X) denotes the information still transmitted by x n+1 when x 1 , x 2 ,…, x n are known or the missing information required to forecast x n+1 using x 1 , x 2 ,…, x n . Alternatively, -h n (X) denotes the information known about x n+1 from x 1 , x 2 ,…, x n .
The generalization of the entropy rate to construct mutual information rate between two variables (X, Y) is done using the generalized Markov property
where, k and l denote the number of past observations included in the variables X and Y respectively. In the absence of information flow from Y to X, the state of Y has no influence on the transition probabilities of X. Just as mutual information is quantified as the deviation from the independence of the variables X and Y and is defined as the relative entropy between the joint distribution p(x,y) and the product distribution p(x) p(y), the mutual information rate is quantified as the deviation from the independence of the entropy rates and is defined as the relative entropy between the transition probabilities p (x n+1 / x n , x n-1 , …, x n-k+1 , y n , y n-1 ,…,y n-l+1 ) and p (x n+1 /x n , x n-1 , …, x n-k+1 ). This is termed as transfer entropy and denoted as T y→x . If k and l denote block lengths taken in the variables X and Y respectively, then
Also T y→x is asymmetric and takes into account only statistical dependencies originating in the variable Y and not those deriving from a common input signal. Further, transfer entropy is closely related to conditional entropy extended to two variables X and Y and may be explained as follows.
Transfer entropy = (Information about future observation x n+1 gained from past observations of X n and Y n ) -(Information about future observation x n+1 gained from past observations of X n only) = Information flow from Y n to X n .
Computational Aspects
The computation of transfer entropy from a time series to another may be done in two ways -(i) The symbolic encoding method divides the range of the data set into S disjoint intervals such that the number of data points in every interval is constant and assigns one symbol to each interval. Then p (x n ) = 1/S so that H(X) = log 2 S. However, determining the partition is a contentious issue, called the generating partition problem and even for a two-dimensional deterministic system, the partition lines may exhibit considerably complicated geometry. (ii) The correlation integral method computes the fraction of data points lying within boxes of constant size ∈, after embedding the data set into an appropriate phase space and uses the formula H n (X, 2 ∈) -log 2 {C n (X, ∈)} where C n is the generalized correlation integral of order n. However, determining the box size ∈ remains as a contentious issue. The parameter ∈ plays the role of defining the resolution or the scale of concerns, just as the number of symbols S does in the symbolic encoding method.
The symbolic encoding method has the advantage of neutralizing undesirable effects due to non-homogeneous histograms and it also ignores the trivial information gained by just observing marginal distributions. Further, for data with an approximately symmetric distribution, the concrete meaning of partitions is intuitive with S = 2 corresponding to the two possible signs of the increments and S = 3 corresponding to the three possible moves, viz., larger gain, roughly neutral, and larger loss.
For a given partition, T y→x (k,l) is a non-increasing function of the block length k of the series X, since inclusion of more number of past observations in the variable X is likely to result in reduction of flow of information from Y in the estimation of the next value of X. The parameter k is to be chosen as large as possible in order to find an invariant value for T y→x ; however, due to the finite size of real time series, it is required to find a reasonable compromise between unwanted finite sample effects and a high value for k. Further, a very small value of k may lead to misinterpretation of information contained in past observations of actually both series as an information flow from Y to X and hence k may be chosen as large as possible.
Further, in order to consider appropriate values of k, it is proposed that the concept of mutual information of a time series be used. The mutual information I(k) between a time series { x 1 , x 2 ,…, x n ) and itself with a delay of k, viz., {x k+1 , x k+2 , …, x n } measures the information carried over by the delayed time series from the original time series. If I(k) is small or around 0, then the two time series are essentially independent and if I(k) is very large, then the delayed series is related to the original series. If the delay k is too short, then the delayed series is similar to the original series and when the data are plotted, most of the observations will lie near the line x k+i = x i and I(k) will tend to be large. If the delay k is too long, then the data are independent and no information can be gained from the plot and I(k) will tend to be small.
A good choice for k is such that contiguous templates of size k constructed from the time series are not within the neighbourhood of one another. Such a choice is provided by the value of k corresponding to which the mutual information of the time series with delay k, viz., I(k) is small and consequently the contiguous templates are independent to a large extent. As k is increased, I(k) decreases and may rise again and hence the first minimum of I(k) may be considered to choose the value of k. It may also be noted that Fraser and Swinney (1986) have suggested that in the construction of multi-dimensional phase portrait from a scalar time series, the time delay T, that produces the first local minimum of the mutual information of the time series, may be used. Since mutual information measures the general dependence between two variables or between two time series of the same variable with time delay, it provides a good criterion for the choice of k. Also, the choices for l are l = k or l = 1 and, for computational reasons, l = 1 is usually preferred.
PRESENTATION OF DATA
In this paper, the symbolic encoding method is used to compute transfer entropy between the stock market and the forex market in India. Linkages, if any, have important implications for the financial reforms which are aimed at promoting the growth of the stock market and maintaining a stable exchange rate. The National Stock Exchange of India (NSEIL) being the leading stock ex-change of India, the 50 stock indices of the Exchange, viz., Nifty and the exchange rate of Indian Rupee vis-à-vis US Dollar, are considered as representatives of the two markets, for identifying causal relationship, in case it exists. Due to high liquidity in both the markets and the incredibly fast information transport enabled by digital communication network between the two markets which have a large number of common or closely connected participants, there is a need to look at daily data. The use of lower frequency data such as weekly or monthly observations may not be adequate to capture fast-moving exchange rate and stock prices and the effects of short-term capital movements.
In India, the system of market determined exchange rate was adopted in March 1993, although the exchange rate system in India is still not exactly full float but a managed float system. However, this was an important step towards current account convertibility in August 1994. Further, the computation and dissemination of the index Nifty commenced from November 1995. Hence the data for the period from November 1995 to March 2007 has been considered for the study. Since the foreign exchange transactions in India are predominantly in US Dollar, the daily values of the Reserve Bank of India (RBI) reference rate for the Indian Rupee vis-à-vis the US Dollar during the period, are taken as representative of the forex market. The RBI reference rate is based on 12 noon rates of a few select banks in Mumbai, the commercial capital of India and the SDR (Special Drawing Right) -Rupee rate is based on this rate. Also, daily closing values of the index Nifty during the period are taken as representative of the stock market.
Thus, two time series, each with 2816 data points, were obtained for the variables, viz., the stock index -Nifty ( X ) and the exchange rate -RBI reference rate ( Y ). These price series were transformed to log returns series since such transformation satisfies additive property of the returns and makes the results invariant in spite of arbitrary scaling of the price data. Further, on account of such transformation, stationarity of the two series may be assumed safely so that meaningful analysis may be made.
Further, during this period, there were important developments in both the markets in India. Starting from mid-June 1998, by May 1999, authorized dealers were permitted gradually, to provide 100 per cent forward 
EMPIRICAL RESULTS
The symbolic encoding method partitions the range of the data set into disjoint bins and assigns a symbol to each bin, with marginal equal probability for every symbol. The transfer entropy value depends on the number of bins (S) into which the data set is partitioned and also on the block length k chosen for the variable X and the block length l for Y (however, l is generally chosen to be 1). Hence transfer entropy T y→x (forex market to stock market) was computed for the number of bins S ranging from 2 to 8, the block length k for X ranging from 1 to 10, and the block length l for Y equal to 1. Similarly, transfer entropy T y→x (stock market to forex market) was computed for the number of bins ranging from 2 to 8, the block length for Y ranging from 1 to 10, and the block length for X equal to 1. The computed transfer entropy values for the entire period considered in the study, i.e., from November 1995 to March 2007, are presented in Table 1 . The transfer entropy in both the directions behaves reasonably for partitions S = 6, 7, 8 of the data analysed and for block length of the transferee series k ≥ 3. Further, in order to consider appropriate values of k, the mutual information of the two time series containing the values of the stock index (X) and the exchange rate (Y), for delays ranging from a day to 20 days are computed and given in Table 2 . It may be observed that the first minimum has occurred for k = 3 for both the series. Hence, meaningful results may be obtained from transfer entropy values computed for partitions S = 6, 7, 8 and block length of the transferee series k ≥ 3.
From the transfer entropy values given in Table I , a flow of information from day t of one series to day t+1 of the other series is observed in both the directions in small quantities, which suggests only low level interactions between stock and forex markets at a time scale of a day or less. The flow from the stock market to the forex market is more pronounced than the flow in the reverse direction. Further, transfer entropy in both the directions reduces below 0.1 and approaches zero when 7 or more past values of the transferee variable are considered (i.e., k ≥ 7), if the time series are partitioned into 6 or more bins. Moreover, the entropy rates 
k,l) = T y→x (k,l) / h k (X) and REA x→y (k,l) = T x→y (k,l) / h k (Y).
The ratio REA y→x measures how much of x n+1 is additionally explained when the past values of X are already known and then the last value y n of Y is taken into account. The ratio varies from 0 ( in case of no information flow at all from a variable to the other) to 1 (in case of all the information in the current value of one variable being transferred from past values of the other variable) with intermediate values corresponding to the amount of information in one variable caused by the other variable.
For the entire period considered in the study, i.e., from November 1995 to March 2007, the values of net information flow, normalized directionality index, and relative explanation added are given in Table I . It may be observed from the table that:
(i) For S ≥ 6, NIF from the forex market to the stock market is positive but small if k = 3 and there is insignificant net flow from the stock market to the forex market if k ≥ 4.
(ii) For S ≥ 6, d(X,Y) ranges from 0.051 to 0.076 if k = 3 and ranges from -0.03 to -1 if k ≥ 4. This implies that though net flow from the stock market to the forex market is insignificantly small for k ≥ 4, there is no information flow at all from the forex market to the stock market for higher values of k resulting in d(X,Y) = -1.
(iii) For partitions S = 6, 7, 8,
• the REA by one market to the other increases with the block length taken for the transferee market till the entropy rates of the markets do not completely vanish, thereby implying that whatever information flown from one market towards the prediction of the next price in the other market cannot be compensated by the inclusion of more number of past values realized by the transferee market.
• when the entropy rate of the stock market alone becomes zero, whatever entropy rate retained by the forex market is entirely caused by the stock market and hence REA by the stock market becomes 1 whereas the REA by the forex market is not defined at all • when the entropy rates of both the stock and the forex markets become zero, the REA by any market is not defined at all.
For the first sub-period November 1995 to mid-June 1998, the values of transfer entropy, net information flow, normalized directionality index, and relative explanation added are given in Table 3 .
(i) For S ≥ 6, the net flow is generally from the stock market to the forex market if k ≥ 3; however, such net flow is insignificantly small. Further, for S = 7 and 8, the entropy rates of both the stock and the forex markets become zero for higher values of k, resulting in zero value for the transfer entropy in both the directions and hence there is no NIF in such cases.
(ii) For S ≥ 6, d(X,Y) ranges generally from -0.02 to -1 if k ≥ 3 implying that there is no information flow at all from the forex market to the stock market as k increases, resulting in d(X,Y) = -1. Further, for S = 7 and 8, the entropy rates of both the stock and the forex markets become zero for higher values of k, resulting in zero value for the transfer entropy in both the directions and hence the normalized directionality index is not defined at all in such cases.
• no conclusive evidence could be drawn from the values of REA by one market to the other • when the entropy rate of the stock market alone becomes zero, whatever entropy rate retained by the forex market is entirely caused by the stock market and hence REA by the stock market becomes 1 whereas the REA by the forex market is not defined at all • when the entropy rates of both the stock and the forex markets become zero, the REA by any market is not defined at all.
For the mid sub-period mid-June 1998 to mid-May 2003, the values of transfer entropy, net information flow, normalized directionality index, and relative explanation added are given in Table 4 .
(ii) For S ≥ 6, d(X,Y) ranges from 0.004 to 0.045, if k = 3 and ranges from -0.03 to -1, if k ≥ 4, implying that there is no information flow at all from the forex market to the stock market for higher values of k resulting in d(X,Y) = -1. Further, for k = 10, the entropy rates of both the stock and the forex markets become zero, resulting in zero value for the transfer entropy in both the directions and hence the normalized directionality index is not defined at all in such cases.
• the REA by one market to the other increases generally with the block length taken for the transferee market till the entropy rates of the markets do not completely vanish, thereby implying that whatever information flown from one market towards the prediction of the next price in the other market cannot be compensated by the inclusion of more number of past values realized by the transferee market • when the entropy rate of the stock market alone becomes zero, whatever entropy rate retained by the forex market is entirely caused by the stock market and hence REA by the stock market becomes 1 whereas the REA by the forex market is not defined at all • when the entropy rates of both the stock and the forex markets become zero, the REA by any market is not defined at all.
For the last sub-period mid-May 2003 to March 2007, the values of transfer entropy, net information flow, normalized directionality index, and relative explanation added are given in Table 5 .
(i) For S ≥ 6 and k ≥ 3, generally there is an insignificantly small net flow from the stock market to the forex market and in a few cases, such small net flow is in the reverse direction. Further, the entropy rates of both the stock and the forex markets become zero for higher values of k, resulting in zero value for the transfer entropy in both the directions and hence there is no NIF in such cases.
(ii) For S ≥ 6 and k ≥ 3, no conclusive evidence could be drawn from the values of d (X,Y) . Further, the entropy rates of both the stock and the forex markets become zero for higher values of k, resulting in zero value for the transfer entropy in both the directions and hence the normalized directionality index is not defined at all in such cases.
• no conclusive evidence could be drawn from the values of REA by one market to the other • when the entropy rates of both the stock and the forex markets become zero, the REA by any market is not defined at all.
Thus, the results obtained for the different sub-periods are more or less consistent with those obtained for the entire period chosen for the analysis and reiterate that: • there exist only low level interactions between the stock and the forex markets of India at a time scale of a day or less • the flow from the stock market to the forex market is more pronounced than the flow in the reverse direction • the entropy rates of both the markets become zero on considering 8 or more past values realized in the respective markets, implying that the information generation in the markets tend to zero if 8 or more past values are considered.
Bins Block Forex Market (Y) to Stock Market (X) Stock Market (X) to Forex Market (Y)
H k,l h k (X) T Y→X (k,l) REA Y→X h k,l h k (Y) T X→Y (k,l) REA X→Y NIF Y→X (X,Y) (k,l) (Y,X) (k,l) (k,l) d (X,
CONCLUSION
Entropic analysis is a novel area in the Indian financial market and there is a lot of scope for the application of entropic analysis in the Indian markets. This paper applies entropic analysis to study interaction between forex and stock markets and transfer entropy is found to be suited for this study. Transfer entropy values between the Nifty (stock) index and the RBI reference (forex) rate for the period November 1995-March 2007 and three sub-periods were computed and it was found that only low level interactions existed between the two markets in India although theory suggests interactive relationship between the two markets. It may be noted that transfer entropy quantifies information transmission, also including non-linear dynamic relationship, and thus transfer entropy proves to be a promising measure to identify directional information. It may further be noted that, in the computation of transfer entropy, determination of the appropriate partition of the data series and the block length of the transferee time series, has to be done with utmost care. 
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