Abstract-A new interpretation for the wavelet analysis is reported, which can is viewed as an information processing technique. It was recently proposed that every basic wavelet could be associated with a proper probability density, allowing defining the entropy of a wavelet. Introducing now the concept of wavelet mutual information between a signal and an analysing wavelet fulfils the foundations of a wavelet information theory (WIT). Both continuous and discrete time signals are considered. Finally, we showed how to compute the information provided by a multiresolution analysis by means of the inhomogeneous wavelet expansion. Highlighting ideas behind the WIT are presented.
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I. BACKGROUND
his paper is focused on information theory aspects of a powerful tool: the wavelet analysis [1, 2] -that evolved into a specialised branch of modern-day signal processing. Recently, a new insight into wavelets was reported [3] , which was based on the statistical interpretation of the wave-function formulated by Max Born [4] . Every continuous basic wavelet was then associated with a proper probability density, allowing defining the Shannon entropy of a wavelet. Further entropy definitions were also considered, such as Jumarie or Renyi entropy of wavelets [5, 6] . It was also shown that the highest time entropy among all supportly compacted wavelets is achieved by the Haar wavelet [3] . This is in agreement with the fact that maximum entropy of a discrete random variable is achieved by a uniform distribution. An entropy conservation principle was also stated [3] . It was also remarked that CMor and gauss1 are transform-invariant wavelets, thereby achieving isoresolution [7] . This paper is intended to fulfil fundamental concepts towards a wavelet information theory (WIT). Since the entropy of wavelets was introduced, it seems obvious to zero in on the mutual information. Questions such as "How many information unity an analysing wavelet provides on a signal"? could then be addressed. We foresee that our attempt to present the underlying philosophy of WIT may help users navigate the deep ocean of wavelets.
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In a parallel way, the frequency entropy, Hf(), of a continuous
The entropy gives information on the spreading of the wavelet, i.e., it furnishes a "localising measure" of the corpuscle in a particular domain (time or frequency). Definition 2: (Global entropy of a continuous wavelet). The global entropy of a wavelet (.) is defined by
A direct property follows from such a definition: every daughter wavelet has the same global entropy of the mother wavelet, some sort of conservation principle. It follows then Corollary: The global entropy is preserved within the same
so we are able to find a unique entropy value associated with a wavelet basis.
Furthermore, Gabor inequality established a lower bound on the product between the variances associated with these two densities [8] . There exists an uncertainty principle between the time and the frequency entropy, that is, a lower bound on the product
The closed expression for the entropy of the (complex)
so that
. The time entropy of the standard Haar wavelet is equal to unity.
A good number of orthogonal wavelets cannot be described by analytical expressions, but fairly via filter coefficients [9] Daubechies, Symmlets, Coiflets, or even Mathieu wavelets [10] . The Shannon entropy of such wavelets can be found by using the so-called two-scale relationship of a multiresolution analysis [11, 12] . Two-scale relation of the scaling function  and wavelet  are given by:
Let denote the set of integers. The low-pass H(.) filter of the MRA: 
. For the sake of simplicity, filter coefficients will encompass the term 2 , i.e., . In these cases, 1 ) (
. (5) The (discrete) probability density of  is described by the
The MRA wavelet entropy can be computed by
II. CROSS DENSITY AND CROSS-ENTROPY OF WAVELETS Let <.,.> be the inner product on the interval (-,+), and e (respectively m) the real part (respectively imaginary part) of
The energy time density is given by f (7) so the energy spectral density is given by
, which is a (Fourier) transform-invariant [7, 12] . The inner product
furnishes information on the time-frequency energy distribution. Clearly,
A new cross time-frequency "density" appears! Let then
be such a function. Indeed,
. All we need is to evaluate the integral
A natural upper bound can easily be derived:
Follows by replacing the wavelet spectrum by its definition and applying the inequality
 Another more realistic bound on the inner product between a signal and its spectrum is given by: 
with equality if and only if )
, where k is an arbitrary constant. Therefore
Lemma 3: (Gibbs inequality for wavelets) Given two
Proof: Applying the fundamental inequality ln x  x -1 with equality if and only if x=1 [6, 14] , one derives Proof: Follows from the lemma 3, with equality iff
Another interesting consequence of this approach is that the Kullback-Leiber distance [6, 15] (17) where  is the ratio between the length of the support of the two wavelets, ) t (
, for instance, plays the role of the divergence from equiprobability, D1, introduced by Gatlin when investigating genetic messages [17] .
From the practical viewpoint, this definition can be extended by considering the effective support of the wavelets instead of its (unbounded) support. The nonnegativity of ) || ( H 2 1   is not the only reasoning for adapting it as a closeness measure between wavelets. Although being asymmetric and not holding the triangle inequality, its relevance relies on the Kullback principle. Moreover, a similar measure can be taken over the frequency domain. A distance measure between two wavelets, complete to a certain extent, could be
where  (respectively is the ratio between the length of the effective support of the two wavelets in the time (respectively frequency) domain.
III. BY WAY OF
Clearly, p(a,b) is a joint probability density (between the signal and the analysing wavelet) over the scale-translation domain. This joint density is thus expressed in terms of the scalogram of the signal, which visually provides information about local meaningful features embedded in the data [19] . Everything is now set for introducing the notion of wavelet mutual information to embroider on the WIT. 
A. Mutual Signal-wavelet Information
. (20) This allows for computing the amount of information provided by the decomposition of a signal f using a wavelet .
Since I(X,Y)0 whatever the joint distribution p(X,Y) [14, 18] , a nonnegative amount of information
provided by the analysis.
Evoking the definition of the mutual information between two continuous random variables X and Y, we recognise that the root for creating such a measure is defining some joint probability measure [16] , [18] . We shall see that this can be done with the aide of the continuous wavelet transform (CWT), CWT(a,b):=<f(t),a,b(t)>. We infer that the energy conservation and the resolution of the identity [1] can be used so as to define a joint density between a signal and a wavelet in the wavelet domain. 
where l.i.m. denotes the limit in the mean and therefore For the dc signal, null information content was found for each and every one approximation, whatever the decomposition level, as expected. As another naïve example, the following random signal of length 16 was generated: Tables  IV, V , and VI. Overall, sym1-based MRA provides much information and coif2-based MRA provides less information for this particular signal.
V. CONCLUSIONS
This paper intends to present a new regard to wavelets, which can be viewed as an information processing technique. Defining the mutual information between signals and analysing wavelets then fulfilled the heart of a wavelet information theory. This approach may help selecting suitable wavelets for analysing a signal. Distances between two wavelets were proposed and it was shown that D1(  ,  Haar) is a divergence measure from equiprobability. The emphasis of this paper was on conveying the chief ideas behind the WIT as opposed to presenting a formal mathematical development. Despite the fact that a mere draft of this technique has been outlined, it instigates expectations on both theoretical and practical information theory outcomes related to the wavelet analysis (e.g. criteria in the choice of the wavelet system; waveshrink, wavelet compression carried out on wavelet-based information-theory-oriented algorithms not on the energy.)
