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Abstract
The reconstruction of hv-convex binary matrices from their absorbed projections is considered.
Although this problem is NP-hard if the non-absorbed row and column sums are available, it
is proved that such a reconstruction problem can be solved in polynomial time from absorbed
projections when the absorption is represented by =(1+
√
5)=2. Also a reconstruction algorithm
is given to determine the whole structure of hv-convex binary matrices from such projections.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
The reconstruction of binary matrices from their row and column sums is a ba-
sic problem in discrete tomography (DT). There are several theories, algorithms, and
applications connected with this problem. As a collection of related papers see [1]. One
of the most intensively studied classes of DT is the class of hv-convex binary matrices,
in which there is no 0 between two 1’s in their rows and columns (in other words,
the rows and columns have consecutive-1 property). This problem was posed and a
reconstruction algorithm was given by Kuba [2]. As it was proved later by Woeginger
[7] the complexity of this reconstruction problem is NP-hard.
Recently, a new kind of discrete tomography problems has been introduced [3].
These types of problems can be considered as the topics of the emission discrete
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tomography, shortly EDT, connected to a kind of emission model. In this model, the
whole space is Glled with some homogeneous absorbing material and the function to be
reconstructed represents an object emitting radioactive rays into the surrounding space.
Quantitatively, the detected activity emitted from a point of the object can be described
as
I = I0e−x; (1)
where I0 denotes the initial activity in the point of the object, I is the detected activity,
¿ 0 denotes the absorption coeIcient of the homogeneous material and x is the length
of the path between the point and the detector.
Accordingly, the measurements in EDT are so-called absorbed projections. They
depend on both the emitting object and the absorption. It is known that the problem
of uniqueness in EDT (in the case of certain absorption) is more complicated [3] than
the same problem with non-absorbed projections.
In this paper, we are going to show that there is at least one problem which is easier
in the case of absorbed projections, where the absorption is represented with a special
absorption value. This is the problem of reconstructing hv-convex binary matrices from
their absorbed row and column sums. We are going to show that this problem can be
solved in polynomial time and a reconstruction algorithm is also given.
The organization of this paper is the following. First, the necessary deGnitions and
notation are introduced. Section ?? contains the concept of -representation which is
an important tool when dealing with the case of absorbed row and column sums. It
turns out that there is a very limited way to create binary rows and columns having the
consecutive-1 property with given absorbed row and column sums. From this limitation
it follows in Section 4 that many 0’s and 1’s of the binary matrix can be recognised
simply from the row or column sums. Finally, in Section 5 we give an algorithm with
polynomial time complexity, which is able to reconstruct all hv-convex binary matrices.
The whole theory to be presented in this paper can be extended in higher dimensions
as well.
2. Denitions and notation
Let A= (aij)m×n be a (0,1)-matrix (in other words: binary matrix) with size m× n,
i.e., aij ∈{0; 1} for i = 1; : : : ; m, j = 1; : : : ; n. The pair (i; j) will be called position.
The row and column sum vectors of A, R(A) = (r1; : : : ; rm) and S(A) = (s1; : : : ; sn),
respectively, are deGned as
ri =
n∑
j=1
aij; i = 1; : : : ; m;
sj =
m∑
i=1
aij; j = 1; : : : ; n:
Then the reconstruction problem for binary matrices can be deGned in the following.
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RECONSTRUCTION M .
Given: m; n∈N and R∈Nm0 , S ∈Nn0 (N0 denotes the set of non-negative integers).
Task: Construct a binary matrix A with size m× n such that
R(A) = R and S(A) = S:
This problem was studied, for example, by Ryser [6], who gave also a reconstruction
algorithm with time complexity O(mn).
The reconstruction problem M is too general for many applications because of the
high number of solutions. It is interesting to study similar reconstruction problems in
diNerent classes of binary matrices, where binary matrices with some special properties
are to be reconstructed. Such a property can be the consecutive-1 property.
Denition 1. Let a1 · · · ak be a word of 0’s and 1’s, i.e., ai ∈{0; 1} for i = 1; : : : ; k.
We say that the word a1 · · · ak has the consecutive-1 property if there is no 0 between
two 1s in it. Accordingly, the consecutive-1 property can be deGned for the words
constructed from the rows and columns of binary matrices (it is called horizontal and
vertical convexity, or shortly, h- and v-convexity, respectively). If all rows and columns
of a binary matrix have this property then we say that the binary matrix is hv-convex.
RECONSTRUCTION hvM .
Given: m; n∈N and R∈Nm0 , S ∈Nn0.
Task: Construct an hv-convex binary matrix A with size m× n such that
R(A) = R and S(A) = S:
This problem was posed and a reconstruction algorithm was given by Kuba [2]. As
it turned out later the complexity of this reconstruction problem is NP-hard [7].
We are going to study a similar reconstruction problem in the case of absorbed
projections (see [3]). The absorbed projections are deGned here in a special case when
the absorption is characterized by the constant  = e, where
 =
1 +
√
5
2
;
which is the golden ratio. It is easy to see that constant  has the following property:
−1 = −2 + −3: (2)
Then the absorbed projections can be deGned in the following.
Denition 2. Let A be a binary matrix with size m× n. Its absorbed row and column
sum vectors, R(A) = (r1; : : : ; rm) and S(A) = (s1; : : : ; sn), respectively, are deGned as
ri =
n∑
j=1
aij−j; i = 1; : : : ; m;
sj =
m∑
i=1
aij−i ; j = 1; : : : ; n: (3)
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Then consider the following reconstruction problem for hv-convex binary matrices
from their absorbed row and column sums.
RECONSTRUCTION hvMA.
Given: m; n∈N and R∈Rm0 , S ∈Rn0 (R0 denotes the set of non-negative real numbers).
Task: Construct an hv-convex binary matrix A with size m× n such that
R(A) = R and S(A) = S:
3. -Representations
Let R and S be the absorbed row and column sums of the binary matrix A=(aij)m×n.
Then, using the terminology of numeration system [5], we can say on the base of (3)
that the word ai1 · · · ain is a (6nite) representation in base  of ri or it is a (6nite)
-representation of ri for i = 1; : : : ; m. Similarly, a1j · · · amj is a -representation of sj
for j=1; : : : ; n. It is quite easy to see that in general the -representation is not unique.
As an example, consider the following two Gnite -representations of the number 1=:
100 = 011; (4)
because 1 · −1 + 0 · −2 + 0 · −3 = 0 · −1 + 1 · −2 + 1 · −3 on the base of (2).
Even more, if there is one of the sub-words 011 and 100 in a -representation then it
can be replaced by the other one without changing the value of the representation. This
operation is called 1D elementary switching. For example, consider the word 01000
having length 5. A 1D elementary switching can be done in the positions 2, 3, and 4
getting the word 00110 still representing the same number. The words 011 and 100
are called 0-type and 1-type 1D elementary switching words, respectively, also the
switching pair expression can be used. In [4] it is proved that the -representations of
the same number can be obtained from each other by such switchings.
Generally, the following Lemma is true, see [3, Section 2.1].
Lemma 3. Let a1 · · · ak and b1 · · · bk be di8erent, k-digit-length -representations of
the same number. Then b1 · · · bk can be obtained from a1 · · · ak by a 6nite number of
1D switchings having the form
011 ↔ 100 (5)
or
01x21x41 · · · x2l11 ↔ 10x20x40 · · · x2l00 (l¿ 1); (6)
where x2; x4; : : : ; x2l denotes positions in the corresponding sub-words where the two
representations have the same binary digit.
A simple consequence of this lemma is that if A and A′ are diNerent binary matrices
with the same absorbed row and column sums then the elements where the matrices
are diNerent constitute subsequences 01x21x41 · · · x2l11 and 10x20x40 · · · x2l00 (l¿ 0)
in the rows and columns of the matrices.
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Let r ∈R, and take the greatest -representation of r with respect to the lexicographic
order, it is called the -expansion of r and it is denoted by 〈r〉. Furthermore, let the
class of k-digit-length -representations with the consecutive-1 property be denoted by
r(c)k . For example, if r = 1= then r
(c)
5 = {10000; 01100} and 〈r〉 = 10000. It is easy
to see that 〈r〉 (and r(c)k ) can be determined from r in polynomial time. Let r be a
real number having k-digit-length -representation, then its -expansion a1 · · · ak can
be determined by the algorithm
r0 := r;
ai := 
 · ri−1; ri := { · ri−1}; i = 1; : : : ; k;
where 
: and {:} denote the integer and fractional, respectively, part of the argument.
Let Ck denote the set of non-negative real numbers having a k-digit-length
-representation with consecutive-1 property, formally
Ck = {r | r(c)k = ∅}: (7)
Lemma 4. For any real number r ∈Ck (k ∈N) there are at most two k-digit-length
-representations with the consecutive-1 property.
Proof. Let r = 0. r ∈Ck if and only if r has the form
r = 00 · · · 0011 · · · 1100 · · · 00; (8)
where the sub-sequence of 1’s starts in position j1 and ends in position j2 (16 j16
j26 k). According to Lemma 3, if there is a diNerent -representation of r then it can
be generated from (8) by switchings
01x21x41 · · · x2l11 ↔ 10x20x40 · · · x2l00 (l¿ 0): (9)
It is easy to check that only the switching
011 ↔ 100
is possible between two -representations in r(c)k and this switching can be done if and
only if
16 j1 = j2; j2 + 26 k (10)
or
1¡j1; j1 + 1 = j26 k (11)
giving
r(c)k = {00 · · · 010000 · · · 0; 00 · · · 001100 · · · 0}: (12)
In all other cases r(c)k contains only one representation with the form of (8).
Let r ∈Ck . The positions of r(c)k can be classiGed as variant and invariant positions
in the following.
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Denition 5. The position i (16 i6 k) is variant in the class r(c)k if there are two
-representations in r(c)k such that they have diNerent (binary) digits in position i. The
position i is invariant 0 if all of the -representations in r(c)k has digit 0 in position i.
Finally, the position i is invariant 1 in the class r(c)k if all of the -representations in
r(c)k has digit 1 in position i.
For example, let r = 1= again and consider the class r(c)5 = {10000; 01100}. Then
the positions 1, 2, and 3 are variant, and positions 4 and 5 are invariant 0 in r(c)5 .
From the viewpoint of variant and invariant positions Lemma 4 has the following
consequence.
Corollary 6. Let r ∈Ck (r = 0 and k ∈N). There are at most three variant positions
in the class r(c)k as it can be seen from the following cases.
Case 1: If there is exactly one 1 in 〈r〉, say in position j, and j¡k − 1 then
the positions j, j + 1, and j + 2 are variant, and every other position in r(c)k are
invariant 0.
Case 2: Otherwise r(c)k has only one -representation, and so all 0s in this repre-
sentation indicate invariant-0 positions and all its 1’s indicate invariant-1 positions
in r(c)k .
The variant and invariant positions in r(c)k can be determined in polynomial time.
4. Variant and invariant positions of hv-convex binary matrices
Let R∈Cmn and S ∈Cnm, i.e., the components of vectors R and S are from the sets of
non-negative real numbers having an n-digit-length and an m-digit-length, respectively,
-representation with consecutive-1 property. Let A(hv) =A(hv)(R; S) denote the class
of hv-convex binary matrices having absorbed projections R and S.
Denition 7. The position (i; j) (16 i6m, 16 j6 n) is variant in the class A(hv) if
there are A; A′ ∈A(hv) such that aij = a′ij. The position (i; j) is invariant 0 in the class
A(hv) if aij = 0 for all A∈A(hv). Finally, the position (i; j) is invariant 1 in the class
A(hv) if aij = 1 for all A∈A(hv).
It is easy to see that if A(hv)(R; S) = ∅ then we have the following relation between
the variant and invariant positions in (ri)
(c)
n , (sj)
(c)
m , and A(hv)(R; S). If j is an invariant
position in (ri)
(c)
n then (i; j) is the same type invariant position in A(hv)(R; S). Similarly,
if i is an invariant position in (sj)
(c)
m then (i; j) is the same type invariant position in
A(hv)(R; S).
As a consequence we get
Corollary 8. There are at most three variant positions in each row and column in
A(hv).
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Denition 9. A binary matrix is unique among the hv-convex binary matrices with
respect to its absorbed row and column sums if there is no other hv-convex binary
matrix with the same absorbed row and column sums. Otherwise the matrix is called
non-unique.
As the simplest examples of non-unique hv-convex binary matrices consider
E(0) =


0 1 1
1 0 0
1 0 0

 and E(1) =


1 0 0
0 1 1
0 1 1

 :
On the base of (4) it is easy to check that E(0) and E(1) have the same absorbed
row and column sums, therefore they are non-unique hv-convex binary matrices. These
matrices play important role also in the theory of (not necessarily hv-convex) unique
binary matrices (see [3]), E(0) and E(1) are called the 0-type and 1-type 2D elementary
switching patterns, respectively.
The 2D elementary switching patterns play important role also in the class of
hv-convex binary matrices as it can be seen from the following theorem. Let E(0)(i; j)
and E(1)(i; j) denote the corresponding elementary switching patterns if they are 3 ×
3 sub-matrices located in the position {i; i + 1; i + 2} × {j; j + 1; j + 2} for some
i∈{1; : : : ; m− 2} and j∈{1; : : : ; n− 2}.
Theorem 10. A binary matrix is non-unique among the hv-convex binary matrices
with respect to its absorbed row and column sums if and only if it contains an elemen-
tary switching pattern E(0)(i; j) or E
(1)
(i; j) for some i∈{1; : : : ; m− 2} and j∈{1; : : : ; n− 2}
such that every other matrix element in rows i; i+ 1; i+ 2 and columns j; j+ 1; j+ 2
is 0.
Proof. One direction is trivial: Let us suppose that the hv-convex binary matrix A has
a 3 × 3 elementary switching pattern, say E(0)(i; j), as its sub-matrix. Then by changing
the sub-matrix to the other type of 2D elementary switching pattern, i.e. to E(1)(i; j), we
get a new A′ hv-convex binary matrix with the same absorbed row and column sums
as A. That is, A is non-unique.
In order to prove the other direction let us suppose that there are two hv-convex
binary matrices, A and A′(= A), with the same absorbed row and column sums. Let i
be the Grst row where A is diNerent from A′ (16 i6m) and let j be the Grst column
(16 j6 n) in this row where A is diNerent from A′, that is aij = a′ij. Without the lack
of generality we can suppose that aij = 0 and a′ij = 1. Then according to Lemma 3 aij
and a′ij are the Grst elements of the “diNerence” subsequences 01x21x41 · · · x2k11 and
10x20x40 · · · x2k00 (k¿ 0) in row i and column j (x2; x4; : : : x2k denotes the positions
where both subsequences has the same elements). Because of hv-convexity, k = 0 in
this case for any such subsequence. That is, aijai; j+1ai; j+2=011 and a′ija
′
i; j+1a
′
i; j+2=100.
Applying the same idea to the columns, we get that ai+1; jai+1; j+1ai+1; j+2 = 100 and
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a′i+1; ja
′
i+1; j+1a
′
i+1; j+2 = 011, and ai+2; jai+2; j+1ai+2; j+2 = 100 and a
′
i+2; ja
′
i+2; j+1a
′
i+2; j+2 =
011. That is, there is a 0-type/1-type 2D elementary switching pattern in A=A′, respec-
tively, in the positions {i; i+1; i+2}×{j; j+1; j+2}. Because of hv-convexity, there
is no other 1 in these rows and columns of A and A′.
Now, we have all of the tools necessary for the reconstruction of hv-convex binary
matrices from their absorbed row and column sums. From the -representation of the
row and column sums, the invariant 0 and 1 positions can be determined in each row
and column. The rest, i.e., at most three consecutive positions in each row and column,
can be variant position in the matrix. Finally, Theorem 10 gives the information about
the variant positions of the matrix. We can start to describe the reconstruction algorithm.
5. An algorithm to determine variant and invariant positions
Instead of reconstructing an hv-convex binary matrix A from their absorbed row and
column sums R and S directly, we determine the variant and invariant positions of the
class A(hv)(R; S), called the structure of A(hv)(R; S). As we know from Theorem 10,
the knowledge of the variant and invariant positions is equivalent to the knowledge
of the positions of the (eventual) 2D elementary switching patterns in any element of
A(hv)(R; S).
Algorithm 1 starts to Gll a matrix X with the initial values free (Step 1), indicating
that the variability of none of the positions is decided yet. Then, on the base of
Corollary 6, we write 0s and 1s in the rows and columns of X indicating the invariant
0 and 1 positions, respectively (Steps 2 and 3). At most 3 free positions remain
in each row and column after Step 3. The remaining free positions that are in a
3 × 3 free sub-matrix are variant positions of the class, the others can be determined
from the 0’s and 1’s in their 3 × 3 neighbourhood. Formally, the algorithm is the
following.
Algorithm 1. For determining the variant and invariant positions of the class of
hv-convex binary matrices from absorbed row and column sums
Input: m; n∈N, R∈Cmn , S ∈Cnm.
Output: A matrix Xm×n indicating the variant and invariant positions or the algo-
rithm terminates with contradiction.
Step 1: X := (free)m×n
Step 2: For i = 1; : : : ; m if (i; j) is an invariant position of (ri)
(c)
n then let xij = 0=1
accordingly (see Corollary 6).
Step 3: For j = 1; : : : ; n if (i; j) is an invariant position of (sj)
(c)
m then let xij = 0=1
accordingly (see Corollary 6). If a position gets di8erent values in Steps 2 and 3
then it is a contradiction and the algorithm terminates without giving any indication
of variant/invariant positions.
Step 4: For each free position (i; j) if it is not in a free 3× 3 sub-matrix then set
(i; j) to 0 or 1 depending on its 3× 3 neighbourhood.
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Fig. 1. Determination of variant and invariant positions by Algorithm 1: (a) Result of Step 2; (b) result of
Step 3; (c) result of Step 4. (Positions indicated by “.” are free.)
As an example of using Algorithm 1 see Fig. 1. Consider the following reconstruction
problem: R= (r1; : : : ; r9) and S = (s1; : : : ; s10) where 〈r1〉= 〈r9〉= 0000001000, 〈r2〉=
0000000100, 〈r3〉=〈r4〉=〈r5〉=1000000000, 〈r6〉=〈r7〉=〈r8〉=0001000000, 〈s1〉=〈s2〉=
〈s3〉=001000000, 〈s4〉= 〈s5〉= 〈s6〉=000001000, 〈s7〉=000000001, 〈s8〉=110000000,
〈s9〉 = 100000000, 〈s10〉 = 000000000. In Fig. 1 the Steps of Algorithm 1 can be
followed. The solutions of this reconstruction problem are in Fig. 2.
Theorem 11. Algorithm 1 determines the variant and invariant positions of any class
A(hv)(R; S) = ∅ in O(mn) steps.
Theorem 11 follows from the fact that each step of Algorithm 1 is performed in
O(mn) steps.
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Fig. 2. The four solutions of the given reconstruction problem.
It is easy to see that if A(hv)(R; S) = ∅ then any element of this class can be
generated from the output of Algorithm 1 by replacing the 3×3 free sub-matrices with
a suitable 2D elementary switching pattern (E(0) or E(1)).
We implemented Algorithm 1. The output given by this program is visible in
Fig. 3. Instead of the -representations of the horizontal and vertical projections, the
implemented algorithm prints two matrices indicating the invariant and variant posi-
tions of the horizontal and vertical projetions (i.e., the results of the Steps 2 and 3
of Algorithm 1). The -expansions of the horizontal and vertical projection values,
i.e., the input of Algorithm 1, can be recalculated easily from the rows and columns
of these matrices, respectively. For example, the Grst row of the horizontal projections
matrix gives that 〈r1〉=0000000000001 and the sixth column of the vertical projections
matrix gives that 〈s6〉= 00100000000 in the input data.
As a Gnal remark we can say that the same method can be used to prove correspond-
ing theorems and algorithms for reconstructing binary matrices in n dimension from
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Fig. 3. The output of the implemented program of Algorithm 1. The vertical and horizontal projections
are represented by matrices in the upper right and lower left quadrants, respectively. The meanings of the
elementary squares are the followings: empty square: invariant 0, black square: invariant 1, gray square:
variant. The matrix in the lower right quadrant represents the structure of the class.
their n (n¿ 2) orthogonal absorbed projections when the absorption is characterized
by the constant .
6. Discussion
It has been shown in this paper that the problem of reconstructing hv-convex binary
matrices from their absorbed row and column sums can be solved in polynomial time
when the absorption is represented by the constant  = (1 +
√
5)=2. It is a natural
question: What can we say about this reconstruction problem in the case of other
absorption values? As it has been proven in [4], there are absorption values for which
any binary matrix is uniquely determined by its absorbed row sums (e.g., if ¿ 2).
Mathematically, the question is interesting only for those absorption values for which
the row sum does not determine the sequence of 1’s and 0’s in the row uniquely, that
is, when diNerent rows may have equal absorbed sums. Therefore, the interesting 
values are those for which
−p1 + · · ·+ −pt = −q1 + · · ·+ −qz ; (13)
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where t, z and 16p1¡ · · ·¡pt6 n, 16 q1¡ · · ·¡qz6 n are positive integers such
that {p1; : : : ; pt} = {q1; : : : ; qz}. One of the possible values satisfying this condition is
 = (1 +
√
5=2) studied in this paper (cf. (2)). Other possible values satisfying (13)
can be, for example, the ’s satisfying the equation
−1 = −2 + · · ·+ −z (14)
(for some z¿ 3). For the class of absorption values determined by (14), the general-
ization of the theories and the reconstruction method given here are straightforward.
This kind of reconstruction problem for other absorption values needs some diNerent
idea probably.
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