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We revisit an original concept of speech coding in which the signal is separated into the carrier modulated by the signal envelope.
A recently developed technique, called frequency-domain linear prediction (FDLP), is applied for the eﬃcient estimation of the
envelope. The processing in the temporal domain allows for a straightforward emulation of the forward temporal masking. This,
combined with an eﬃcient nonuniform sub-band decomposition and application of noise shaping in spectral domain instead of
temporal domain (a technique to suppress artifacts in tonal audio signals), yields a codec that does not rely on the linear speech
production model but rather uses well-accepted concept of frequency-selective auditory perception. As such, the codec is not only
specific for coding speech but also well suited for coding other important acoustic signals such as music and mixed content. The
quality of the proposed codec at 66 kbps is evaluated using objective and subjective quality assessments. The evaluation indicates
competitive performance with the MPEG codecs operating at similar bit rates.
1. Introduction
Modern speech coding algorithms are based on source-filter
model, wherein the model parameters are extracted using
linear prediction principles applied in temporal domain
[1]. Most popular audio coding algorithms are based on
exploiting psychoacoustic models in the spectral domain
[2, 3]. In this work, we explore signal processing methods
to code speech and audio signals in a unified approach.
In traditional applications of speech coding (i.e., for
conversational services), the algorithmic delay of the codec
is one of the most critical variables. However, there are
many services, such as downloading the audio files, voice
messaging, or push-to-talk communications, where the issue
of the codec delay is much less critical. This allows for
a whole set of diﬀerent coding techniques that could be
more eﬀective than the conventional short-term frame-based
coding techniques.
Due to the development of new audio services, there has
been a need for new audio compression techniques which
would provide suﬃcient generality, that is, the ability to
encode any kind of the input signal (speech, music, signals
with mixed audio sources, and transient signals). Traditional
approaches to speech coding based on source-filter model
have become very successful in commercial applications for
toll quality conversational services. However, they do not
perform well for mixed signals in many multimedia services.
On the other hand, perceptual codecs have become useful in
media coding applications, but are not as eﬃcient for speech
content. These contradictions have recently turned into new
initiatives of standardization organizations (3GPP, ITU-T,
and MPEG), which are interested in developing a codec for
compressing mixed signals, for example, speech and audio
content.
This paper describes a coding technique that revisits
(similar to [4]) the original concept of the first speech coder
[5], where the speech is seen as a carrier signal modulated
by its temporal envelope. Our approach (first introduced
in [6]) diﬀers from [4] in use of frequency domain linear
prediction (FDLP) [7–10], that allows for the approximation
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of temporal (Hilbert) envelopes of sub-band energies by an
autoregressive (AR) model. Unlike temporal noise shaping
(TNS) [7], which also uses FDLP and forms a part of the
MPEG-2/4 AAC codec, where FDLP is applied to solve prob-
lems with transient attacks (impulses), the proposed codec
employs FDLP to approximate relatively long (hundreds of
milliseconds) segments of Hilbert envelopes in individual
frequency sub-bands. Another approach, described in [11],
exploits FDLP for sinusoidal audio coding using short-term
segments.
The goal is to develop a novel wide-band (WB)-FDLP
audio coding system that would explore new potentials
in encoding mixed input including speech and audio by
taking into account relatively long acoustic context directly
in the initial step of encoding the input signal. Due to this
acoustic context, the proposed coding technique is intended
to be exploited in noninteractive audio services. Unlike
interactive audio services such as VoIP or interactive games,
the real-time constraints for the proposed codec are not
stringent.
The paper is organized as follows. Section 2 discusses
fundamental aspects of the FDLP technique. Section 3
mentions initial attempts to exploit FDLP for narrow-
band speech coding. Section 4 describes the WB-FDLP
audio codec in general and Section 5 gives the detailed
description of the major blocks in the codec. Objective
quality evaluations of the individual blocks are given in
Section 6. Section 7 provides subjective quality assessment of
the proposed codec compared with state-of-the-art MPEG
audio codecs. Section 8 contains discussions and summarizes
important aspects.
2. Frequency-Domain Linear Prediction (FDLP)
Inertia of the human vocal tract organs makes the mod-
ulations in the speech signal vary gradually. While short-
term predictability within time spans of 10–20 ms and AR
modeling of the signal have been used eﬀectively [12, 13],
there exists a longer-term predictability due to inertia of
human vocal organs and their neural control mechanisms.
Therefore, the temporal evolutions of vocal tract shapes (and
subsequently also of the short-term spectral envelopes of the
signal) are predictable. In terms of compression eﬃciency, it
is desirable to capitalize on this predictability by processing
longer temporal context for coding rather than processing
every short-term segments independently. While such an
approach obviously introduces longer algorithmic delay,
the eﬃciency gained may justify its deployment in many
evolving communications applications. Initial encouraging
experimental results were achieved on very low bit-rate
speech coding [6] and feature extraction for automatic
speech recognition [14].
In the proposed audio codec, we utilize the concept of
linear prediction in spectral domain on sub-band signals.
After decomposing the signal into the individual critical
bandwidth sub-bands, the sub-band signals are characterized
by their envelope (amplitude) and carrier (phase) modu-
lations. FDLP is then able to exploit the predictability of
slowly varying amplitude modulations. Spectral represen-
tation of amplitude modulation in sub-bands, also called
“Modulation Spectra”, has been used in many engineering
applications. Early work done in [15] for predicting speech
intelligibility and characterizing room acoustics is now
widely used in the industry [16]. Recently, there have
been many applications of such concepts for robust speech
recognition [17, 18], audio coding [4], noise suppression
[19], and so forth. In order to use information in modulation
spectrum (at important frequencies starting from low range),
a signal over relatively long-time scales has to be processed.
This is also the case of FDLP.
Defining the analytic signal in the sub-band as sa(n) =
s(n) + jŝ(n), where ŝ(n) is the Hilbert transform of s(n),
the Hilbert envelope of s(n) is defined as |sa(n)|2 (squared
magnitude of the analytic signal) and the phase is represented
by instantaneous frequency, denoted by the first derivative
of ∠sa(n) (scaled by 1/2π). Often, the term Hilbert carrier
denoted as cos (∠sa(n)) is used for representing the phase.
Here, n denotes time samples.
As it will be shown in Section 2.1, FDLP parameterizes
the Hilbert envelope of the input signal s(n). FDLP can
be seen as a method analogous to temporal domain linear
prediction (TDLP) [20]. In the case of TDLP, the AR model
approximates the power spectrum of the input signal. The
FDLP fits an AR model to the Hilbert envelope of the
input signal. Using FDLP we can adaptively capture fine
temporal details with high temporal resolution. At the same
time, FDLP summarizes the temporal evolution of the signal
over hundreds of milliseconds. Figure 1 shows an example
of speech signal, its Hilbert envelope (obtained using the
technique based on discrete Fourier transform [9]), and AR
model estimated by FDLP.
2.1. Envelope Estimation. In this section, we describe, in
detail, the approximation of temporal envelopes by AR
model obtained using FDLP. To simplify the notation, we
present the full-band version of the technique. The sub-band
version is identical except that the technique is applied to the
sub-band signal obtained by a filter bank decomposition.
In the previous section, we defined the input discrete
time-domain sequence as s(n) for time samples n =
0, . . . ,N−1, where N denotes the segment length. Its Fourier
power spectrum P(ωk) (sampled at discrete frequencies ωk =
(2π/N)k; k = 0, . . . ,N − 1) is given as
P(ωk) =
∣
∣
∣S
(
e jωk
)∣
∣
∣
2
, (1)
where S(e jωk ) = Z{s(n)}|z=e jωk . Z{·} stands for the z-
transform. Let the notation F{·} denote discrete Fourier
transform (DFT) which is equivalent to z-transform with
z = e jωk .
It has been shown, for example, in [20], that the
conventional TDLP fits the discrete power spectrum of an all-
pole model ̂P(ωk) to P(ωk) of the input signal. Unlike TDLP,
where the time-domain sequence s(n) is modeled by linear
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Figure 1: Illustration of the AR modeling property of FDLP: (a) a
portion of speech signal, (b) its Hilbert envelope, and (c) all-pole
model obtained using FDLP.
prediction, FDLP applies linear prediction on the frequency-
domain representation of the sequence. In our case, s(n) is
first transformed by discrete cosine transform (DCT). It can
be shown that the DCT type I odd (DCT-Io) needs to be
used [21]. DCT-Io can also be viewed as the symmetrical
extension of s(n) so that a new time-domain sequence q(m)
is obtained (m = 0, . . . ,M − 1, and M = 2N) and then DFT
projected (i.e., relationship between the DFT and the DCT-
Io). We obtain the real-valued sequence Q(ωk) = F{q(m)},
where k = 0, . . . ,M − 1. Process of symmetrical extension
allows to avoid problems with continuity at boundaries of
the time signal (often called Gibbs-type ringing).
We then estimate the frequency-domain prediction error
E(ωk) as a linear combination of Q(ωk) consisting of p real
prediction coeﬃcients bi:
E(ωk) = Q(ωk)−
p
∑
i=1
biQ(ωk − ωi). (2)
bi are found so that the squared prediction error is mini-
mized [20]. In the case of TDLP, minimizing the total error is
equivalent to the minimization of the integrated ratio of the
signal spectrum P(ωk) to its model approximation ̂P(ωk)
ETDLP ≈ 1
N
N−1
∑
k=0
P(ωk)
̂P(ωk)
. (3)
In the case of FDLP, we can interpret Q(ωk) as a discrete,
real, causal, and stable sequence (consisting of frequency
samples). Its discrete power spectrum will be estimated
through the concept of discrete Hilbert transform relation-
ships [22]. Q(ωk) can be expressed as the sum of Qe(ωk) and
Qo(ωk), denoting an even sequence and an odd sequence,
respectively; thus Q(ωk) = Qe(ωk) + Qo(ωk). Its Fourier
transform
φ(m) = F{Q(ωk)} = φR(m) + jφI(m), (4)
where R and I stand for real and imaginary parts of φ(m),
respectively. It has been shown (e.g., [22]) that φR(m) =
F{Qe(ωk)} and φI(m) = F{Qo(ωk)}. By taking the Fourier
transform of Qe(ωk), the original sequence q(m) is obtained
F{Qe(ωk)} = φR(m) = Cq(m). (5)
C stands for a constant. The relations between F{Qe(ωk)}
and F{Qo(ωk)}, called the Kramers-Kronig relations, are
given by the discrete Hilbert transform (partial derivatives of
real and imaginary parts of an analytic function [23]), thus
φ(m) = φR(m) + jφI(m) = C(q(m) + jH{q(m)}), (6)
where H{·} stands for Hilbert transformation. |φ(m)|2
is called the Hilbert envelope (squared magnitude of the
analytic signal φ(m)). Prediction error is proportional to
the integrated ratio of |φ(m)|2 and its FDLP approximation
A2(m)
EFDLP ≈ 1
M
M−1
∑
m=0
∣
∣φ(m)
∣
∣
2
A2(m)
. (7)
A2(m) stands for squared magnitude frequency response of
the all-pole model. Equation (7) can be interpreted in such a
way that the FDLP all-pole model fits Hilbert envelope of the
symmetrically extended time-domain sequence s(n). FDLP
models the time-domain envelope in the same way as TDLP
models the spectral envelope. Therefore, the same properties
appear, such as accurate modeling of peaks rather than dips.
Further, the Hilbert envelope |φ(m)|2 is available and can
be modified (before applying linear prediction). Thus, for
example, compressing |φ(m)|2 by a root function [·]1/r turns
(7) into
EFDLP ≈ 1
M
M−1
∑
m=0
∣
∣φ(m)
∣
∣
2/r
A2/r(m)
. (8)
As a consequence, the new model will fit dips more accurately
than the original model. This technique has been proposed
for TDLP (called spectral transform linear prediction (STLP)
[24]), and we apply this scheme for FDLP.
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3. FDLP for Narrow-Band Speech Coding
Initial experiments aiming at narrow-band (NB) speech
coding (8 kHz), reported in [6], suggest that FDLP applied
on long temporal segments and excited with white noise
signal provides a highly intelligible speech, but with whisper-
like quality without any voicing at bit-rates below 1 kbps. In
these experiments, the input speech was split into nonover-
lapping segments (hundreds of milliseconds long). Then,
each segment was processed by DCT and partitioned into
unequal frequency subsegments to obtain critical band-sized
subbands. FDLP approximation was applied on each sub-
band by carrying out autocorrelation linear prediction (LP)
analysis on the subsegments of DCT transformed signals,
yielding line spectral pair (LSP) descriptors of FDLP models.
Resulting AR models approximate the Hilbert envelopes in
critical band-sized sub-bands.
In case of very low bit-rate speech coding (∼1 kbps), a
frequency decomposition into 15 sub-bands was performed
for every 1000 ms long input segment. In each sub-band, the
FDLP model of order of 20 was estimated. FDLP sub-band
residuals (these signals represent sub-band Hilbert carriers
for the sub-band FDLP encoded Hilbert envelopes) were
substituted by white noise with uniform distribution. Such
an algorithm provided subjectively much more natural signal
than LPC10 standard (utilizing TDLP with order model
equal to 10 estimated every 10 ms) operating at twice higher
bit-rates [6].
For NB speech applications operating at 8 kHz input
signal, the sub-band residuals were split into equal length
partially (5%—to avoid transient noise) overlapping seg-
ments. Each segment was heterodyned to DC range and
Fourier transformed to yield spectral components of low-
passed sub-band residuals. Commensurate number of spec-
tral components in each sub-band was selected (using
psychoacoustic model) and their parameters were vector
quantized. In the decoder, the sub-band residuals were
reconstructed and modulated with corresponding FDLP
envelope. Individual DCT contributions from each critical
sub-band were summed and inverse DCT was applied to
reconstruct output signal [25].
4. From NB to WB-FDLP Audio Codec
The first experiment towards wide-band (WB)-FDLP audio
coding (48 kHz input signal) was motivated by the structure
of the NB-FDLP speech codec operating at 8 kHz. The initial
frequency sub-band decomposition based on weighting of
DCT transformed signal was extended (by adding more
critical sub-bands) to encode wide-band input [26].
In [27], a more eﬃcient FDLP-based version for WB
audio coding was introduced. Initial critical bandwidth sub-
band decomposition was replaced by quadrature mirror
filter (QMF) bank. Then, FDLP was applied directly on
QMF sub-band signals. Similar to the previous schemes,
the sub-band FDLP residuals (the carrier signals for the
FDLP-encoded Hilbert envelope) were further processed
(more detailed description is given in Section 4.1). This
WB-FDLP audio coding approach exploiting QMF-bank
decomposition serves as a simplified version (base-line
system) of the current WB-FDLP audio codec.
The WB-FDLP approach is further improved by several
additional blocks, described later, to operate at 66 kbps for
audio signals sampled at 48 kHz. The encoder and decoder
sides are described in the following sections.
4.1. Encoder. The block diagram of the WB-FDLP encoder is
shown in Figure 2. On the encoder side, the full-band input
signal is decomposed into QMF sub-bands. In each sub-
band, FDLP technique is applied to approximate relatively
long temporal sub-band envelopes (1000 ms). Resulting line
spectral frequencies (LSFs) [28] approximating the sub-band
temporal envelopes are quantized using split vector quantiza-
tion (VQ) and selected codebook indices are transmitted to
the decoder. Order of AR models is equal to 40. This number
is a result obtained from optimization experiments, not
reported here. The codebook used to quantize LSFs is trained
across all QMF sub-bands using a set of audio samples
diﬀerent from those used for objective and subjective quality
evaluations.
LSFs are restored back at the encoder side and resulting
AR model computed from quantized parameters is used
to derive FDLP sub-band residuals (analysis-by-synthesis).
Due to this operation, the quantization noise present in
the sub-band temporal envelopes does not influence the
reconstructed signal quality.
The sub-band FDLP residuals are derived by filtering
the sub-band signal by the inverse FDLP filter. In order
to take into account nonstationarity of the Hilbert carrier,
FDLP residuals are split into 210 ms long subsegments with
10 ms overlap. This ensures smooth transitions when the
subsegments of the residual signal are concatenated in the
decoder. Each subsegment is transformed into DFT domain.
Magnitude spectral parameters are quantized using VQ.
Phase spectral components of sub-band residuals are scalar
quantized (SQ). In general, the number of levels in quanti-
zation diﬀers for diﬀerent sub-bands. Lower-frequency sub-
bands are quantized more accurately whereas the higher sub-
bands exploit alternative techniques to reduce the overall bit
rates. More specifically:
(i) Magnitudes: Since a full-search VQ in this high-
dimensional space would be computationally
demanding, split VQ approach is employed.
Although the split VQ approach is suboptimal, it
reduces computational complexity and memory
requirements to manageable limits without severely
aﬀecting the VQ performance. We divide the input
vector of spectral magnitudes into separate partitions
of a lower dimension. Dimension of individual
partitions varies with the frequency sub-band.
In sub-bands 1–10, the input vector of spectral
magnitudes is split into 26 partitions (minimum
codebook length is 3). Spectral magnitudes in higher
sub-bands are quantized less accurately, that is, the
VQ codebook length increases. In overall, the VQ
codebooks are trained (on a large audio database)
for each partition using the LBG algorithm.
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Figure 2: Graphical scheme of the WB-FDLP encoder.
(ii) Phases: The distribution of the phase spectral com-
ponents was found to be approximately uniform
(having a high entropy). Their correlation across time
is not significant. Hence a uniform SQ is employed
for encoding the phase spectral components. The
SQ resolution varies from 3 to 5 bits, depending
on the energy levels given by the corresponding
spectral magnitudes, and is performed by a technique
called dynamic phase quantization (DPQ). DPQ is
described in detail in Section 5.2.
To reduce bit rates, we apply an additional block, namely
temporal masking (TM) which, together with DPQ, can
eﬃciently control process of quantization. This block is
described in Section 5.5. Furthermore, a technique called
spectral noise shaping (SNS, Section 5.4) is applied for
improving the quality of tonal signals by applying a TDLP
filter prior to the FDLP processing. Detection of tonality
followed by SNS is performed in each frequency sub-band
independently.
4.2. Decoder. The block diagram of the WB-FDLP decoder is
shown in Figure 3. On the decoder side, sub-band residuals
are reconstructed by inverse quantization and are then
modulated by temporal envelope given by FDLP model.
FDLP model parameters are obtained from quantized LSFs.
More specifically, the transmitted VQ codebook indices
are used to select appropriate codebook vectors for the
magnitude spectral components. 210 ms segments of the
sub-band residuals are restored in the time domain from
its spectral magnitude and phase information. Overlap-add
(OLA) technique is applied to obtain 1000 ms sub-band
residuals, which are then modulated by the FDLP envelope
to obtain the reconstructed sub-band signal.
An additional step of bit-rate reduction is performed
on the decoder side (see Section 5.3). FDLP residuals in
frequency sub-bands above 12 kHz are not transmitted, but
they are substituted by white noise at the decoder. Subse-
quently, these residuals are modulated by corresponding sub-
band FDLP envelopes.
Finally, a block of QMF synthesis is applied on the
reconstructed sub-band signals to produce the output full-
band signal.
5. Individual Blocks in WB-FDLP Audio Codec
This section describes, in detail, the major blocks employed
in WB-FDLP audio codec mentioned in Section 4.
5.1. Nonuniform Sub-Band Decomposition. The original sub-
band decomposition in NB-FDLP speech codec was based on
weighting of DCT sequence estimated from long-term full-
band input signal by set of Gaussian windows [6]. In order to
obtain nonuniform frequency sub-bands, Gaussian windows
were distributed in a nonuniform way following the Bark
warping function
z = 6 sinh−1
(
f
600
)
, (9)
where f and z are frequency axes in Hertz and in bark,
respectively.
A higher eﬃciency is achieved by replacing the orig-
inal sub-band decomposition by nonuniform QMF bank
[29]. QMF provides the sub-band sequences which form
a critically sampled and maximally decimated signal rep-
resentation (i.e., the number of sub-band samples is equal
to the number of input samples). In nonuniform QMF,
the input audio (sampled at 48 kHz) is split into 1000 ms
long frames. Each frame is decomposed into 32 nonuniform
sub-bands. An initial decomposition with a 6 stage tree-
structured uniform QMF analysis gives 64 uniformly spaced
sub-bands. A nonuniform QMF decomposition into 32 fre-
quency sub-bands is obtained by merging these 64 uniform
QMF sub-bands [30]. This tying operation is motivated by
critical band decomposition in the human auditory system.
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This means that more sub-bands at higher frequencies are
merged together while maintaining perfect reconstruction.
Magnitude frequency responses of the first four QMF filters
are given in Figure 4.
Unlike NB-FDLP coder, DCT is applied on the 1000 ms
long sub-band signal to obtain AR model in a given QMF
sub-band. STLP technique (introduced in (8)) is used to
control the fit of AR model.
Such nonuniform QMF decomposition provides good
compromise between fine spectral resolution for low-
frequency sub-bands and smaller number of FDLP param-
eters for higher bands. Furthermore, nonuniform QMF
decomposition fits well into the perceptual audio coding
scheme, where psychoacoustic models traditionally work in
nonuniform (critical) sub-bands.
5.2. Dynamic Phase Quantization (DPQ). To reduce bit rate
for representing phase spectral components of the sub-band
FDLP residuals, we perform DPQ. DPQ can be seen as a
special case of magnitude-phase polar quantization applied
to audio coding [31].
In DPQ, graphically shown in Figure 5, phase spec-
tral components corresponding to relatively low-magnitude
spectral components are transmitted with lower resolution,
that is, the codebook vector selected from the magnitude
codebook is processed by “adaptive thresholding” in the
encoder as well as in the decoder [25]. The threshold
determines the resolution of quantization levels in uniform
SQ. The threshold is dynamically adapted to meet a required
number of phase spectral components for a given resolu-
tion. For frequency sub-bands below 4 kHz, phase spectral
components corresponding to the highest magnitudes are
quantized with 5 bits, those corresponding to the lowest are
quantized with 3 bits. For frequency sub-bands above 4 kHz,
the highest resolution is 4 bits.
As DPQ follows an analysis-by-synthesis (AbS) scheme,
no side information needs to be transmitted. This means
that frequency positions of the phase components being
dynamically quantized using diﬀerent resolution do not
have to be transmitted. Such information is available at the
decoder side due to the perfect (lossless) reconstruction of
magnitude components processed by AbS scheme.
5.3. White Noise Substitution. The detailed analysis of sub-
band FDLP residuals shows that FDLP residuals from
low-frequency sub-bands resemble FM modulated signals.
However, in high-frequency sub-bands, the FDLP residuals
have properties of white noise. According to these findings,
we substitute FDLP residuals in frequency sub-bands above
12 kHz (last 3 bands) for white noise generated at the
decoder side. These white noise residuals are then modulated
by corresponding sub-band FDLP envelopes. White noise
substitution of high-sub-band residuals has a minimum
impact on the quality of reconstructed audio (even for tonal
signals) while providing a significant bit-rate reduction.
EURASIP Journal on Audio, Speech, and Music Processing 7
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Figure 5: Time-frequency characteristics obtained from a ran-
domly selected audio example: (a) 1000 ms segment of the Hilbert
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signal) computed for the 3rd QMF sub-band, and its FDLP
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sub-band FDLP residual signal and its reconstructed version.
5.4. Spectral Noise Shaping (SNS). The FDLP codec is most
suitable to encode signals, such as glockenspiel, having
impulsive temporal content, that is, signals whose sub-
band instantaneous energies can be characterized by an AR
model. Therefore, FDLP is robust to “pre-echo” [7, 26]
(i.e., quantization noise is spread before the onset of the
signal and may even exceed the original signal components
in level during certain time intervals). However, for signals
having impulsive spectral content, such as tonal signals,
FDLP modeling approach is not appropriate. Here, most
of the important signal information is present in the FDLP
residual. For such signals, the quantization error in the FDLP
codec spreads across all the frequencies around the tone. This
results in significant degradation in the reconstructed signal
quality.
This can be seen as the dual problem to encoding
transients in the time domain, as done in many conventional
codecs such as [3]. This is eﬃciently solved by temporal noise
shaping (TNS) [7]. Specifically, coding artifacts arise mainly
in handling transient signals (like the castanets) and pitched
signals. Using spectral signal decomposition for quantization
and encoding implies that a quantization error introduced
in this domain will spread out in time after reconstruction
by the synthesis filter bank. This phenomenon is called
time/frequency uncertainty principle [32] and can cause
“pre-echo” artifacts (i.e., a short noise-like event preceding
a signal onset) which can be easily perceived. TNS repre-
sents a solution to overcome this problem by shaping the
quantization noise in the time domain according to the input
transient.
The proposed WB-FDLP audio codec exploits SNS
technique to overcome problems in encoding tonal signals
[33]. It is based on the fact that tonal signals are highly
predictable in the time domain. If a sub-band signal is found
to be tonal, it is analyzed using TDLP [20] and the residual
of this operation is processed with the FDLP codec. At the
decoder, the output of the FDLP codec is filtered by the
inverse TDLP filter.
Since the inverse TDLP (AR) filter follows the spectral
impulses for tonal signals, it shapes the quantization noise
according to the input signal. General scheme of SNS module
employed in WB-FDLP codec is given in Figure 6. SNS
module consists of two blocks.
(i) Tonality detector (TD): TD identifies the QMF sub-
band signals which have strong tonal components.
Since FDLP performs well on nontonal and partially
tonal signals, TD ensures that only pure tonal
signals are identified. For this purpose, global tonality
detector (GTD) and local tonality detector (LTD)
measures are computed and the tonality decision is
taken based on both measures. GTD measure is based
on the spectral flatness measure (SFM, defined as the
ratio of the geometric mean to the arithmetic mean
of the spectral magnitudes) of the full-band signal.
If the SFM is below the threshold, that is, GTD has
identified input frame as tonal, LTD is employed.
LTD is defined based on the spectral autocorrelation
of the sub-band signals (used for estimation of FDLP
envelopes).
(ii) SNS processing: If GTD and LTD have identified
a sub-band signal to have a tonal character, such
sub-band signal is filtered through the TDLP filter
followed by FDLP model. Model orders of both
models are equal to 20 as compared to a FDLP model
order of 40 for the nontonal signals. At the decoder
side, inverse TDLP filtering on the FDLP decoded
signal gives the sub-band signal back.
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Figure 6: WB-FDLP codec with SNS.
Improvements in reconstruction quality can be seen in
Figure 7. For time-domain predicted signals, its TDLP filter
has magnitude response characteristics similar to the power
spectral density (PSD) of the input signal. As an example,
Figure 8 shows the power spectrum of a tonal sub-band
signal and the frequency response of the TDLP filter for this
sub-band signal. Since the quantization noise passes through
the inverse TDLP filter, it gets shaped in the frequency
domain according to the PSD of the input signal.
5.5. Temporal Masking (TM). A perceptual model, which
performs temporal masking, is applied in WB-FDLP codec
to reduce bit-rates. Temporal masking is a property of
the human ear, where the sounds appearing within a
temporal interval of about 200 ms after a signal component
get masked. Such auditory masking property provides an
eﬃcient solution for quantization of a signal.
By processing relatively long temporal segments in
frequency sub-bands, the FDLP audio codec allows for a
straightforward exploitation of the temporal masking, while
its implementation in more conventional short-term spectra
based codecs has been so far quite limited; one notable
exemption is the recently proposed wavelet-based codec [34].
The amount of forward masking is determined by the
interaction of a number of factors including masker level, the
temporal separation of the masker and the signal, frequency
of the masker and the signal, and duration of the masker
and the signal. We exploit linear forward masking model
proposed in [35] to the sub-band FDLP residual signals.
More particularly, a simple first order mathematical model,
which provides a suﬃcient approximation for the amount of
temporal masking is used
M[n] = a
(
b− log10Δt
)
(X[n]− c), (10)
where M is the temporal mask in dB sound pressure level
(SPL), X is the signal in dB SPL, n is the sample index, Δt
is the time delay in ms, a, b, and c are the constants. At
any sample point, multiple mask estimates arising from the
several previous samples are present and the maximum of
them is chosen as the mask in dB SPL at that point. The
0
20
40
M
ag
n
it
u
de
(d
B
)
250 300 350 400 450 500 550 600 650 700
Frequency (Hz)
(a)
0
20
40
M
ag
n
it
u
de
(d
B
)
250 300 350 400 450 500 550 600 650 700
Frequency (Hz)
(b)
0
20
40
M
ag
n
it
u
de
(d
B
)
250 300 350 400 450 500 550 600 650 700
Frequency (Hz)
(c)
Figure 7: Improvements in reconstruction signal quality with SNS:
A portion of power spectrum of (a) a tonal input signal, (b)
reconstructed signal using the WB-FDLP codec without SNS, and
(c) reconstructed signal using the WB-FDLP codec with SNS.
optimal values of these parameters, as defined in [34], are
as follows:
a = k2 f 2 + k1 f + k0, (11)
where f is the center frequency of the sub-band in kHz and
k0, k1, and k2 are constants. The constant b is obtained from
the duration of the temporal masking and may be chosen
as log10200. The parameter c is the absolute threshold of
hearing (ATH) in quiet, defined as
c = 3.64 f −0.8 − 6.5e−0.6( f−3.3)2 + 0.001 f 4. (12)
EURASIP Journal on Audio, Speech, and Music Processing 9
40
60
80
100
M
ag
n
it
u
de
(d
B
)
50 100 150 200 250 300 350
Frequency (Hz)
(a)
60
80
100
M
ag
n
it
u
de
(d
B
)
50 100 150 200 250 300 350
Frequency (Hz)
(b)
Figure 8: TDLP filter used for SNS: (a) Power spectrum of tonal
sub-band signal, and (b) magnitude response of the inverse TDLP
filter in SNS.
To estimate the masking threshold at each sample index,
we compute a short-term dB SPL so that the signal is divided
into 10 ms overlapping frames with frame shifts of 1 sample.
The assumptions made in the applied linear model, such
as sinusoidal nature of the masker and the signal, minimum
duration of the masker (300 ms), and minimum duration of
the signal (20 ms) may diﬀer from real audio signal encoding
conditions. Therefore, the actual masking thresholds are
much below the thresholds obtained from the linear masking
model. To obtain the actual thresholds, informal listening
experiments were conducted to determine the correction
factors [36].
These masking thresholds are then utilized in quantizing
the sub-band FDLP residual signals. The number of bits
required for representing the sub-band FDLP residuals is
reduced in accordance with TM thresholds compared to the
WB-FDLP codec without TM. Since the sub-band signal is
the product of its FDLP envelope and residual (carrier), the
masking thresholds for the residual signal are obtained by
subtracting the dB SPL of the envelope from that of the
sub-band signal. First, we estimate the quantization noise
present in the WB-FDLP codec without TM. If the mean of
the quantization noise (in 210 ms sub-band signal) is above
the masking threshold, no bit-rate reduction is applied. If
the temporal mask mean is above the noise mean, then
the amount of bits needed to encode that sub-band FDLP
residual signal is reduced in such a way that the noise level
becomes similar to the masking threshold.
An example of application of TM is shown in Figure 9.
We plot a region of the 200 ms sub-band signal and the
quantization noise before and after applying TM. As can be
seen, in some regions, the instantaneous quantization noise
levels present in the FDLP codec after applying TM can be
slightly higher than corresponding TM thresholds. However,
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Figure 9: Application of temporal masking (TM) to reduce the
bits for 200 ms region of a high energy sub-band signal. The figure
shows the temporal masking threshold for a high-energy region
of sub-band signal, quantization noise for the WB-FDLP codec
without TM and for the codec with TM.
the mean of the quantization noise is smaller than the mean
of TM threshold over the whole 200 ms long-time segment.
Since the information regarding the number of quantization
bits needs to be transmitted to the receiver, the bit-rate
reduction is done in a discretized manner. Due to that, the
quantization noise needs to be only roughly estimated (over
the whole segment) and the mean value is compared to the
mean TM threshold. Specifically, in the WB-FDLP codec, the
bit-rate reduction is done in 8 diﬀerent levels (in which the
first level corresponds to no bit-rate reduction).
6. Bit Rate versus Quality of
the Individual Blocks
To evaluate individual blocks employed in WB-FDLP codec,
we perform quality assessment and provide achieved results
with obtained bit-rate reductions. For the quality assessment,
perceptual evaluation of audio quality (PEAQ) distortion
measure [37] is used. PEAQ measure, based on the ITU-R
BS.1387 standard, estimates the perceptual degradation of
the test signal with respect to the reference signal. The output
combines a number of model output variables (MOVs)
into a single measure, the objective diﬀerence grade (ODG)
score, which is an impairment scale with meanings shown in
Table 2.
PEAQ evaluations are performed on 27 challenging audio
recordings sampled at 48 kHz. These audio samples form
part of the MPEG framework for exploration of speech and
audio coding [38]. They are comprised of speech, music,
and speech over music recordings, specifically mentioned in
Table 1.
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Table 1: List of 27 audio/speech recordings selected for objective
quality assessment. 1denotes 8 recordings used in MUSHRA
subjective listening test. 2denotes 5 recordings used in BS.1116
subjective listening test.
Test recordings
Speech Chinese female, es02
12, es03, louis
raquin1, te19
Music
Brahms, dongwoo12, es012, phi1,
phi22-phi 31-phi7, salvation, sc032, te091,
te152, trilogy1
Speech and music Arirang, Green, Wedding, te1 mg54
Speech over music Noodleking12, te16 fe49, twinkle1
Table 2: PEAQ (ODG) scores and their meanings.
ODG scores Quality
0 Imperceptible
−1 Perceptible but not annoying
−2 Slightly annoying
−3 Annoying
−4 Very annoying
Mean values and 95% confidence intervals of ODG scores
obtained by PEAQ measure for 27 audio samples are shown
in Figure 10 for the various WB-FDLP codec versions.
(a) Base-Line System (170 kbps). This version of the codec
employs uniform QMF decomposition and DFT magnitudes
of sub-band residuals are quantized using split VQ. Quanti-
zation of the spectral magnitudes using the split VQ allocates
about 30 kbps for all the frequency sub-bands. DFT phases
are uniformly quantized using 5 bits. Such codec operates at
170 kbps [27].
(b) Nonuniform QMF Decomposition (104 kbps).
Employment of nonuniform QMF bank decomposition
(Section 5.1) significantly reduces the bit rates from 170 kbps
to 104 kbps (about 40%), while the overall objective quality
is degraded by about 0.25.
(c) Dynamic Phase Quantization (DPQ) (84 kbps). Employ-
ment of DPQ (Section 5.2) provides bit-rate reduction about
20 kbps (from 104 to 84 kbps), while the overall objective
quality is degraded by about 0.1.
(d) Noise Substitution (73 kbps). Subsequent white noise
substitution of high-frequency sub-band FDLP residuals
(Section 5.3) reduces the bit rate to 73 kbps (by about
11 kbps), while the overall objective quality is degraded by
about 0.3.
(e) Spectral Noise Shaping (SNS) (73 kbps). SNS block
employed to improve encoding of highly tonal signals
(Section 5.4) increases bit rates by 32 bps (to transmit the
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Figure 10: PEAQ (ODG) scores: mean values and 95% confidence
intervals estimated over 27 audio recordings to evaluate individual
blocks of WB-FDLP codec (see Section 6). We add results for
MPEG-4 HE-AAC and LAME-MP3 codecs. PEAQ (ODG) score
meanings are given in Table 2.
binary decision about employment of SNS in each sub-
band). SNS does not aﬀect the encoding of nontonal signals.
Overall quality was slightly improved by about 0.1 [33].
For the purpose of detailed evaluation, 5 additional test
signals with strong tonality structure, downloaded from [39],
were used in the experiments. Due to the application of SNS,
the objective quality of each of these recordings is improved,
as shown in Figure 11. The average objective quality score
(average PEAQ score) for these samples is improved by about
0.4.
(f) Temporal Masking (TM) (66 kbps). Final block simulates
temporal masking to modify quantization levels of spectral
components of sub-band residuals according to perceptual
significance (Section 5.5). The bit-rate reduction is about
7 kbps for an average PEAQ degradation by about 0.1 [36].
7. Comparison with State-of-the-Art
Audio Codecs
The final version of the WB-FDLP codec operating at
66 kbps, which employs all the blocks described and evalu-
ated in Sections 5 and 6, respectively, is compared with the
state-of-the-art MPEG audio codecs. In our evaluations, the
following two codecs are considered.
(1) LAME-MP3 (3.97 32 bits) (MPEG 1, layer 3) at
64 kbps [40]. Lame codec based on MPEG-1 architec-
ture [2] is currently considered the best MP3 encoder
at mid-high bit rates and at variable bit rates.
(2) MPEG-4 HE-AAC (V8.0.3), v1 at 64 kbps [3]. The
HE-AAC coder is the combination of spectral band
replication (SBR) [41] and advanced audio coding
(AAC) [42] and was standardized as high-eﬃciency
AAC (HE-AAC) in Extension 1 of MPEG-4 Audio
[43].
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Figure 11: PEAQ (ODG) scores for 5 selected tonal files encoded by
WB-FDLP codec (at 66 kbps) with and without SNS. PEAQ (ODG)
score meanings are given in Table 2.
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Figure 12: MUSHRA results for 8 audio files with 22 listeners
encoded using three codecs: WB-FDLP (66 kbps), MPEG-4 HE-
AAC (64 kbps), and LAME-MP3 (64 kbps). We add results for
hidden reference (original) and two anchors (7 kHz low-pass
filtered and 3.5 kHz low-pass filtered). We show mean values and
95% confidence intervals.
Objective quality evaluation results for the 27 speech/audio
files from [38] encoded by LAME-MP3 and MPEG-4 HE-
AAC codecs are also presented in Figure 10.
Subjective evaluation of the proposed WB-FDLP codec
with respect to two state-of-the-art codecs (LAME-MP3 and
MPEG4 HE-AAC) is carried out by MUSHRA (multiple
stimuli with hidden reference and anchor) methodology.
It is defined by ITU-R recommendation BS.1534 [44]. We
perform the MUSHRA tests on 8 audio samples from the
database of [38] with 22 listeners. The recordings (originals
as well as encoded versions) selected for MUSHRA evalua-
tions, specifically mentioned in Table 1, can be downloaded
from [45]. The results of the MUSHRA tests are shown in
Figure 12. In Figure 13, we also show MUSHRA test results
for 4 expert listeners for the same data. These listeners are
included in the previous list of 22 subjects.
20
30
40
50
60
70
80
90
100
Sc
or
e
Original LAME FDLP AAC 7 kHz LP 3.5 kHz LP
Figure 13: MUSHRA results for 8 audio files with 4 expert
listeners encoded using three codecs: WB-FDLP (66 kbps), MPEG-
4 HE-AAC (64 kbps) and LAME-MP3 (64 kbps). We add results
for hidden reference (original) and two anchors (7 kHz low-pass
filtered and 3.5 kHz low-pass filtered). We show mean values and
95% confidence intervals.
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Figure 14: BS.1116 results for 5 audio files with 7 listeners
encoded using two codecs: WB-FDLP (66 kbps), MPEG-4 HE-
AAC (64 kbps). We add results for hidden reference (H. ref.) for
each codec separately. We show mean values and 95% confidence
intervals.
Furthermore, in order to better understand the perfor-
mances of the proposed WB-FDLP codec, we perform the
BS.1116 methodology of subjective evaluation [46]. BS.1116
is used to detect small impairments of the encoded audio
compared to the original. As this subjective evaluation is time
consuming, only two coded versions (proposed WB-FDLP
and MPEG-4 HE-AAC) are compared. The subjective results
with 7 listeners using 5 speech/audio samples from the same
database [38], mentioned in Table 1, are shown in Figure 14.
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8. Discussions and Conclusions
A novel wide-band audio compression system for medium
bit rates is presented. The audio codec is based on processing
relatively long temporal segments of the input audio signal.
Frequency-domain linear prediction (FDLP) is applied to
exploit predictability of temporal evolution of spectral ener-
gies in nonuniform sub-bands of the signal. This yields sub-
band residuals, which are quantized using temporal masking.
The use of FDLP ensures that fine temporal details of the
signal envelopes are captured with high temporal resolution.
Several additional techniques are used to reduce the final bit
rate. The proposed compression system is relatively simple
and suitable for coding both speech and music.
Performances of some of some individual processing
steps are evaluated using objective perceptual evaluation of
audio quality, standardized by ITU-R (BS.1387). Final per-
formances of the codec at 66 kbps are evaluated using subjec-
tive quality evaluation (MUSHRA and BS.1116 standardized
by ITU-R). The subjective evaluation results suggest that
the proposed WB-FDLP codec provides better audio quality
than LAME-MP3 codec at 64 kbps and produces slightly
worse results compared to MPEG-4 HE-AAC standard at
64 kbps.
We stress that the codec processes each frequency sub-
band independently without taking into account sub-band
correlations, which could further reduce the bit rate. This
strategy has been pursued intentionally to ensure robustness
to packet losses. The drop-out of bit-packets in the proposed
codec corresponds to loss of sub-band signals at the decoder.
In [47], it has been shown that the degraded sub-band signals
can be eﬃciently recovered from the adjacent sub-bands in
time-frequency plane which are unaﬀected by the channel.
From computational complexity point of view, the pro-
posed codec does not perform highly demanding operations.
Linear prediction coeﬃcients of the FDLP model are esti-
mated using fast LBG algorithm. Most of the computational
cost is due to the search for appropriate codewords to vector
quantize magnitude spectral components of the sub-band
residuals. However, codebook search limitations, which also
applied in traditional speech codecs such as CELP, have
been already overcome by various techniques (e.g., two-stage
algebraic-stochastic quantization scheme).
The fundamental technique—FDLP—used in the pre-
sented audio codec is a frequency-domain dual of the well-
known time-domain linear prediction (TDLP). Similar to
this duality, the other techniques exploited in the proposed
codec can be associated to standard signal processing tech-
niques.
(i) QMF: it performs frequency-domain alias cancella-
tion. This is a dual property to a technique called
time-domain alias cancellation (TDAC). TDAC
ensures perfect invertibility of the modified discrete
cosine transform (MDCT) used in AAC codecs.
(ii) SNS: Unlike temporal noise shaping (TNS) employed
in AAC codecs to outperform problems with tran-
sient signals, SNS improves quality of highly tonal
signals compressed by the WB-FDLP codec.
(iii) TM: it is a psychoacoustic phenomenon imple-
mented to significantly reduce bit-rates while main-
taining the quality of the reconstructed audio. TM is
often referred to as nonsimultaneous masking (part
of auditory masking), where sudden stimulus sound
makes inaudible other sounds which are present
immediately preceding or following the stimulus.
Since the eﬀectiveness of TM lasts approximately
100 ms (in case of the oﬀset attenuation), TM
is a powerful and easily implementable technique
in the FDLP codec. Frequency masking (FM) (or
simultaneous masking) is a dual phenomenon to TM,
where a sound is made inaudible by a “masker”, a
noise of the same duration as the original sound. FM
is exploited in most of psychoacoustic models used
by traditional audio codecs.
Modern audio codecs combine some of the previously men-
tioned dual techniques (e.g., QMF and MDT implemented
in adaptive transform acoustic coding (ATRAC) developed
by Sony [48]) to improve perceptual qualities/bit rates. Due
to this, we believe that there is still a potential to improve
the eﬃciency of the FDLP codec that has not been pursued
yet. For instance, the proposed version of the codec does
not utilize standard entropy coding. Further, neither SNRs in
the individual sub-bands are evaluated nor signal dependent
nonuniform quantization in diﬀerent frequency sub-bands
(e.g., module of frequency masking discussed above) and
at diﬀerent time instants (e.g., bit reservoir) are employed.
Inclusion of these techniques should further reduce the
required bit rates and provide bit rate scalability, which form
part of our future work.
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