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Abstract
The visual feature-based Terrain-Aided Navigation (TAN) system presented in this thesis addresses
the problem of constraining the inertial drift introduced into the location estimate of Unmanned
Aerial Vehicles (UAVs) in a GPS-denied environment. The presented TAN system utilises salient
visual features representing semantic or human-interpretable objects from on-board aerial imagery
and associates them to a database of reference features created a-priori, through application of the
same feature detection algorithms to satellite imagery. Correlation of the detected features with the
reference features via a series of the robust data association steps allows a localisation solution to be
achieved within a finite absolute bound precision defined by the certainty of the reference dataset.
The capability of a UAV to fly and navigate autonomously is critical to the success of long-range
surveillance and mapping missions. During these missions a UAV is subject to the risk of losing its
primary source of navigation information. The potential loss of the regular position update forces
the system to rely on inertial sensors on-board, which are subject to significant position drift, also
known as ’inertial drift’. This rapidly growing localisation error compromises the overall usefulness
of the platform, leading to inaccuracies in the performed mission or inability to complete it.
The fusion of additional sources of localisation information has been a preferred solution to
inertial drift problem, including the integration of such sensors as altimeter, radar, and most im-
portantly - optical cameras. Optical cameras unlike radar, are passive meaning that they do not
emit the signal in order to sense the environment, which is of particular interest to Defence circles.
The state-of-the-art Visual Odometry (VO) approaches utilise the on-board cameras to estimate the
motion of the platform to constrain the inertial sensor drift. Although this approach solves the mo-
tion estimation problem it does not provide an absolute position update that is critical to accurate
localisation and navigation of the platform. Correlating the salient features detected in the imagery
to the features defined in the inertial space, as demonstrated in this thesis, facilitates an absolute
position update removing the quadratic drift of inertial sensors or linear drift of VO solutions.
The idea of deriving a localisation update from the aerial imagery comes from visual flight
procedures followed by pilots as defined by Visual Flight Rules (VFR). When a pilot identifies a
unique landmark or a unique area, they can use it to locate themselves on the map and understand
the relative aircraft orientation with respect to the landmark. Similarly, the system presented in
this thesis utilises visual features identifiable by a human pilot, the so-called semantic features, to
automatically derive an absolute aircraft position and orientation update. The Visual Navigation
System (VNS) presented identifies visual features in the aerial imagery, adaptively selects them, and
i
associates them with a pre-built map using minimal mathematical feature descriptors. The position
and orientation update resulting from the data association step is fused into the Extended Kalman
Filter (EKF) filter. A unique logic layer, optimised for the reliability of the EKF update selects the
best features from several feature threads running on the imagery in parallel and produces a reliable
localisation update across a wide range of environments.
The feature-based VNS presented in this thesis was initially developed for a navigation appli-
cation. Extensive testing on simulated imagery generated using multi-year satellite image datasets
has led to the development of a series of unique feature extraction and association techniques. The
demonstration of the performance of the system attracted interest from Defence groups, which led
to the extension of the system application into the mapping domain. This in turn has been based
on the real (not simulated) flight data and imagery. In the mapping study the full potential of the
system, being a versatile tool for enhancing the accuracy of the information derived from the aerial
imagery has been demonstrated. Not only have the visual features, such as road networks, shore-
lines and water bodies, been used to obtain a position ’fix’, they have also been used in reverse for
accurate mapping of vehicles detected on the roads into an inertial space with improved precision.
Combined correction of the geo-coding errors and improved aircraft localisation formed a robust
solution to the defence mapping application.
A system of the proposed design will provide a complete independent navigation solution to an
autonomous UAV and additionally give it automatic object tracking capability.
ii
1 CHAPTER I. Introduction
1.1 Thesis Problem
Unmanned aerial vehicles (UAVs) are currently seen as an optimal solution for intelligence, surveil-
lance and reconnaissance (ISR) missions of the next generation. Compared to human-operated
flights, modern aerial robotic systems are generally less expensive, offer more flexibility and per-
mit higher risk operations in remote and dangerous environments. Various tasks including urban
planning, mapping and target tracking use the systems onboard a UAV for collection of information
about the environment. During these missions, the captured information needs to be geo-coded, i.e.
it is stored together with the meta-data about the time of its capture, the location of the UAV at
the time of the capture. The geo-coding process is necessary in order to associate the information
captured by a UAV with a map of the environment that is being surveyed.
For these missions, both autonomous and remotely piloted UAVs have become highly dependent
upon the accuracy of their navigation system. If the localisation of the platform becomes inaccu-
rate, the collected information can be deemed unusable or becomes difficult to recover. Additionally,
successful recovery of the information captured onboard the UAV relies on synchronised timing of
the capture system with the localisation solution, such that the time of the capture can be used to
cross-reference the data streams for geo-coding. In an ideal case, accurate localisation information
needs to be available in real-time and be synchronised with the attitude determination systems, to
perform accurate geo-coding onboard a UAV. On autonomous surveillance and investigation mis-
sions, such vehicles are subjected to the risk of losing their primary source of navigation information,
Global Navigation Satellite System (GNSS) due to jamming, interference, unreliability, or partial or
complete failure. The loss of the GNSS on a mission may mean that the primary goal of a mission
can no longer be accomplished due to the absence of a reliable localisation solution. For example,
capturing the information about moving targets requires a point of reference with known localisation
and orientation parameters, such as the body of the aircraft.
In the absence of GNSS, the position and orientation of the UAV can be estimated using onboard
sensors that are tracking the motion of the platform. The inertial navigation system, which integrates
the linear and angular accelerations recorded by gyroscopes and accelerometers and produces a
localisation estimate, is referred to as inertial navigation system. The reliance on inertial navigation
devices with no GNSS update during long-range missions (over 100 km) can lead to position drift
of over 500 m [8, 9], which makes the platform unusable for real-time mapping and surveillance
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operations. This is of particular concern in Defence circles [10], where the speed of information
extraction and its accuracy are key to the success of the mission.
The typical case of the geo-coding error affecting the targets tracked in the aerial imagery is
demonstrated in the visualisation of the defence surveillance and mapping mission in Fig.1. In this
example, an array of six cameras mounted on a mid-altitude aircraft is used to track movers on the
ground. During this mapping task a series of actions needs to be performed, including detection of
the movers in the imagery coming from each of the cameras. The estimation of the aircraft state then
needs to be computed, and the mover positions translated from image pixels into the coordinates on
the ground using the estimated camera transform and the information about current position and
orientation of the aircraft. The errors in position and orientation of the aircraft or in the attitude
of the cameras in the array, can result in significant geo-coding errors when mapping the movers
from the image into the world reference frame. Geo-coding errors herein refer to the errors in the
projected position of an object or an image with respect to their true position on the global map.
The loss of the GNSS signal and drift of the inertial navigation system are also major safety
issue for commercial operations. Part of the commercial UAV operations need to be performed in
cities, where the environments such as so-called urban canyons are present. In urban canyons a
signal from GNSS may be unreliable or inaccurate due to multi-path or occlusion. This is caused
by bouncing of the measured signal off tall buildings causing false distance measurements. In these
environments, robust operation of the navigation system becomes a serious safety issue and other,
preferably oﬄine or passive, sensors become necessary for robustness.
For both defence and commercial missions an additional source of information about the position
and attitude of a UAV is required. Historically, active radar mapping systems, such as the Terrain
Contour Matching (TERCOM) system [52, 53] have been used for this task. TERCOM systems
utilised an onboard scanning radar rangefinder to produce a terrain map, which was matched to
a database stored onboard. Due to the large scale, power requirements and the price of the radar
rangefinder systems, they are unsuitable onboard modern compact UAV platforms. Additionally,
in certain cases, such as defence applications, the use of active localisation and navigation systems
is undesirable. The active sensing method utilised by a radar system allows for the position of the
platform to be easily discovered, which prevents the system from being used in stealthy operations.
Here a passive sensor, such as an onboard camera (or infra-red, multi-spectral or hyper-spectral
sensors), becomes the most desirable option.
The introduction of cheap cameras and an exponential increase in computation capabilities of the
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Figure 1: The area imaged by individual cameras projected onto the ground is designated with gray polygons.
A typical composite image from six cameras forms a trapezoid show on lower left. The zoomed in area shown
with the yellow beam projected from the aircraft is shown in a circle in top left corner. When mapped using
the uncorrected aircraft attitude and position, the movers detected in individual camera frames are projected
onto the ground with a considerable geo-coding error (marked with yellow pins in the circle), which is visible
due to the fact that the pattern of the movers and the road in the reference map are misaligned.
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onboard computers led to the development of Visual Navigation Systems (VNS) designed to solve
the problem of navigation in GPS-denied environments. Aerial imagery contains all the necessary
information about the position and motion of the aircraft, by matching observed visual features to a
stored map of such features. The motion detected in the subsequent image frames captured onboard
the UAV can be used to estimate the translational and rotational motion of the platform. The
introduction of edge computing and Graphical Processing Units (GPUs) has enabled the analysis of
the captured imagery and extraction of the motion estimate to be done onboard.
The ability to use inexpensive onboard cameras to derive the information about the position and
orientation of the aircraft becomes critical for UAVs. Unlike large commercial airliners, which have
expensive full-scale navigational equipment onboard, small and light UAVs rely on Micro-Electro-
Mechanical Systems (MEMS) sensors of reduced size. A trade-off for smaller and cheaper MEMS
sensors is that they are less accurate and have greater drift. Hence, these sensors alone cannot
provide the desirable level of accuracy of the platform motion estimate and need to be augmented
with an independent system that enables absolute position updates to constrain the drift of sensor-
reliant inertial system. By combining inexpensive onboard sensor equipment (cameras and MEMS
sensors) with processing algorithms in a visual navigation system, the desired level of localisation
accuracy can be achieved.
1.2 Challenges and Current State-of-the-Art
To define an optimal approach to feature-based visual navigation, three families of relevant feature
extraction and motion tracking techniques should be considered, including Geographic Information
Systems (GIS), Machine Learning (ML) and Visual Odometry (VO). The framework of system
requirements and a review of the compatibility of each of the feature extraction approaches, as well
as their benefits and limitations are briefly presented in this section.
The very first priority of any visual-based system applied to a navigation task is to be able to
translate the detected features into localisation information. Apart from localisation, which is an
inherent basis of the visual navigation system, key desirable characteristics of a VNS are
• robustness
• scalability
• feature availability and
• automatic operation.
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These four requirements of VNS have been identified as a result of the following considerations.
Firstly, a typical VNS installed onboard an airplane or used for oﬄine post-processing of aerial
imagery requires a certain level of robustness, described as an ability to filter erroneous feature
matches and retain the correct matches. Robustness of the algorithm increases the probability
of extracting the feature present in the imagery, correctly identifying the true feature match and
avoiding generation of many false positive matches, which, when fused into the navigation filter, can
lead to divergence of the navigational solution.
The scalability requirement comes from the need to operate in a range of operating environments
with minimal adjustment and user input (to scale from one application to many). A typical surveil-
lance and reconnaissance application implies that the characteristics of the operating environment
become known at the time when the mission needs to be deployed with little to no further notice.
When translated into the requirements for the VNS, this means that there is little to no time to
prepare the training or reference datasets for the mission and that the parameters of the algorithm
might need to be automatically adjusted in real-time.
The feature availability refers to the ability of the algorithm to generate features in various
different environments, ensuring that data association is successfully performed to provide regular
localisation updates throughout the duration of the flight. In cases where the VNS feature extraction
method lacks the flexibility to identify the features of different classes, prolonged periods of feature
unavailability may occur, leading to unconstrained inertial drift. Feature availability becomes critical
when the platform operates in mixed environments (urban, forest, water, coast), in which case a
VNS needs to adapt to extraction and association of the features present in the imagery.
The automatic operation of the system is required to accommodate for the differing natures of
operating environments and must have the resources required to processed large amounts of aerial
imagery that needs to be analysed. Furthermore, there can be requirements for real-time responses
to the information extracted from the captured imagery as well as operational constraints around
the allocation of resources for post-processing of the data. These requirements lead to the need for
the algorithms to be largely, if not fully, automated automated with the ability to automatically
adjust when deployed in different operating conditions.
The feature-based image analysis approaches based on the principles of Geographic Information
System (GIS), Machine Learning (ML) and Visual Odometry (VO) were identified as relevant to the
domain of visual navigation. The suitability of these feature-based approaches to analysis of aerial
imagery can be compared (see Table 1) based on the key system requirements outlined above. The
5
1. CHAPTER I. Introduction
next section details how each of these key characteristics of the VNS can be addressed by the three
feature extraction and motion estimation approaches.
Table 1: Comparison of suitability of the feature extraction and tracking methods for visual navigation.
Method Localisation Robustness Scalability Feature availability Automation
GIS-based 3 7 7 7 7
ML-based 7 3 3 7 7
VO-based 7 3 7 3 3
1.3 GIS-based Feature Extraction Approaches
The topic of visual navigation and extraction of visual features is related to the generation and update
of maps from aerial imagery. This area has been historically dominated by techniques from GIS -
the area of knowledge that encompasses the techniques and methods aimed at remote acquisition of
geographic information. GIS tools are particularly useful for mapping and surveillance applications
with the intent to identify and map man-made objects (roads, building, cars) and natural objects
(river, forest, shore). In the context of object extraction from aerial imagery, geo-coding of both the
images and the features detected in the sequence, is often considered.
Detection of man-made features, such as roads, has received significant attention in research cir-
cles. Road extraction approaches combine GIS-like feature descriptors (including location, shape and
size parameters of the road segments) with principles such as template and profile matching [11–15]
and seeded road extraction methods (snakes, level sets and dynamic programming [13, 16–27]. The
GIS-based road extraction methods are predominantly based on hand-crafted templates and assump-
tions about the feature geometric and radiometric properties (directional angular operators [28–33])
that make each feature extraction task a separate case. Thus the method cannot be characterised
as robust or as ensuring broad feature availability. The manual approach to defining the feature
parameters and initiating the extraction process is not scalable, and hence is not suitable for the
ISR applications operating on large amounts of aerial imagery captured over mixed terrain.
As the research on the GIS-based approaches in the field of remote sensing shows, high-level
visually identifiable features, such as roads, rooves, water bodies etc., can be reliably extracted and
used to update the map information or extract road networks from high-resolution satellite imagery.
Despite the abundance of GIS update methods offered, only a few approaches can be regarded as
autonomous and suitable for real-time application [34]. The description of the features in GIS-based
approaches, however, contains intrinsic information about the shape, and nature of features. This
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intrinsic information uniquely defines the features in the scene, and therefore it can be used as a
basis for an autonomous feature detection and association algorithm, such as the one required for
effective visual navigation.
The features that are carrying significance to a human operator, i.e. are human-identifiable,
are called semantic features. Semantic features, due to their uniqueness can be associated with
information from other sources, such as feature maps, in an extremely cost-effective way. Extraction
of semantic features from an image not only allows the estimation of frame-to-frame relative motion
of the aerial platform but also can be used to obtain an absolute estimate of the position of the
platform by registering the features detected in the image with a database of known features. Visual
features detected in the image registered and matched to a feature in the database, can provide an
instantaneous position update that limits the localisation uncertainty of the inertial solution to a
minimum. The process of deriving a localisation update by registering the onboard imagery with
the reference database allows continual mapping and surveillance without interruption for prolonged
periods of time.
1.4 Machine Learning-based Image Classification and Feature
Extraction Approaches
The scalability issue arises from the limitations of the manual template generation and seeding during
the implementation of the GIS-based feature extraction algorithms. Novel machine learning methods
were proposed to address this constraints by training the algorithms to automatically perform image
analysis and feature extraction.
Early research of artificial neural networks (ANNs), which led to emergence of the field of machine
learning (ML), was focused on image classification [35,36] and more narrow tasks, such as finding road
junctions [37] and centrelines [38]. Already in these early stages of research the issues of training data
scarcity were noticeable [39]. To overcome the limitations of the labour-intensive process of training
dataset generation, the pre-processing steps to generate road candidates using template matching
were proposed [40]. With the introduction of GPUs the convolutional neural networks (CNNs)
[41–46], which represent ANNs that are optimised for image analysis, started gaining considerable
interest. The recent tendency, noted in the state-of-the-art algorithms [45,47–49], is to use iterative
CNN-guided classification combined with feature graph construction. As will be further explained
later in this chapter, a feature graph, when put in the context of data association, becomes a
critical output of the feature extraction process. It is important, however, to choose a real-time and
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preferably non-iterative feature extraction process that can be seen as a compromise between the
algorithm robustness and completeness of the feature extraction.
Some of the early works on road extraction using CNNs [41,44] paid additional attention to the
completeness of the extracted feature component. To improve the number of correctly extracted
features, the relationship between the road class and its environment can be employed by including
the spatial context of features into the training process. The context consideration in ML-based
approaches is used in a narrow sense, i.e. the relationships between the foreground and background
pixels assigned to different classes are considered for each of the subsamples of the images used
for training/detection, and not the whole image frame that needs to be analysed. The idea of the
context, however, can be exploited to set the parameters for feature extraction and mapping that are
area-specific. For instance, the parameters of the road extraction in an urban environment need to
provide robust rejection of false positive matches and in the rural environment where the occurrence
of roads is infrequent, the parameters need to target the preservation of the detected road features
to improve the completeness of the extracted road graph. These concepts are introduced in this
thesis.
The operational requirements of the VNS do not allow for additional time for the creation of
the training dataset (around 10 000 images are required for reliable operation [39]), which makes
direct application of ML-based algorithms to the task of visual navigation unsuitable. Some of the
concepts exploited in the ML-based approaches, however, are transferable as discussed later in the
thesis. The principles of automatic image analysis, context-aware feature extraction and feature
graph generation are realised as a part of the VNS implementation. To accommodate the fact that
the field of machine learning is rapidly evolving, a modular architecture with a simple replaceable
intensity-based classifier is proposed. It is expected that when the training datasets comprising aerial
imagery and semantic labels become ubiquitous, an accurate and robust ML-based classifier will be
used in the proposed VNS. The automation of the feature extraction and additional robustness to
varying lighting conditions are characteristics that can be found beyond the area of machine learning
- in approaches used for low-level visual navigation.
1.5 VO-based Motion Estimation
Research on visual-aided navigation has been ongoing for more than two decades [54]. Within the
framework of visual navigation the questions of feature extraction and feature association should
be solved on a number of levels. Low-level feature association performed directly on image pixels
is often used for motion estimation between frames. The higher order feature extraction and data
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association, which relies on semantic features, on the other hand, can provide absolute localisation
with bounded uncertainty. Each of these methods plays an important role in constructing a reliable
navigation solution.
One of the most robust applications of the feature extraction in visual navigation system, which
has proven its accuracy in recent years is Visual Odometry (VO). Modern VO approaches [57–59]
rely on matching of corner-based features, such as Scale-Invariant Feature Transform (SIFT) [60]
or Speeded-Up Robust Feature (SURF) [61] in successive frames to calculate the camera pose for
each of the images. Once the camera pose is estimated, the apparent relative motion of the platform
between the frames can be recovered and applied to correct the inertial drift. The benefits of VO
methods lie in automatic feature extraction, which is fast and relatively robust. The SIFT and SURF
feature-based algorithms are able to operate on low-level features in most environment, without any
pre-training or additional parametrisation. These approaches have been successfully applied to a
variety of tasks, ranging from visual positioning of a UAV [55,62,92] and image registration [63–65]
to urban feature detection [105, 106]. Although it has been recently shown that real-time motion
tracking using these approaches can be very precise [57], the use of such low-level features is limited
to relative motion estimation and short flight duration, rather than the absolute localisation needed
for VNS. The navigation and localisation application of the VO methods on long-range level flight
over repeatable terrain has not been investigated.
While low-level methods offer fast feature extraction without crafting the feature vectors and
require minimal to no user input, they are incompatible with semantic features and therefore do
not offer the key characteristic of the systems suitable for VNS - the ability to localise. Considering
the benefits of the semantic features and their direct connection with localisation through data
association, a combination of GIS, VO and automatic image classification methods is required to
provide a robust VNS solution with a desirable level of scalability and feature availability. The
proposed novel system combines the concept of semantic features with the dynamically parametrised
automatic feature extraction and motion estimation to deliver visual navigation for localisation and
mapping purposes.
1.6 Focus of Thesis
This thesis presents an autonomous feature-based VNS that uses a novel integral approach to mod-
elling and registration of visual features that responds to the specific needs of the navigation system.
Comprising a range of adaptive feature processing modules coupled with a navigational module, the
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VNS yields an operationally viable navigational solution across a broad range of environments (ur-
ban, suburban, rural). The basic concept behind this is the detection, extraction, localisation and
matching of high-level features present in the aerial imagery (road network and its components, areas
of greenery, and water bodies) by modelling them with minimal geometric characterisations used
for storage and association. The system detects visual features from a-priori satellite or aerial im-
agery to build a feature database. The same algorithm then detects features in a video stream from
onboard cameras to then match the features to the database. On one level this feature extraction
and matching algorithm serves to localise the vehicle relative to the environment using Simultaneous
Localisation and Mapping (SLAM) algorithms. On a second level it correlates the detected features
with the database to localise the vehicle with respect to the inertial reference frame. The features
used for localisation are processed in modular independent feature-tracking threads, which can be
run in parallel, contributing to the interpretation of the scene. A position update is then produced
based on information from the most reliable thread. The process of utilising feature present in
the environment for localisation, exploited in this thesis, is known as the Terrain-Aided Navigation
(TAN).
Efficient feature modelling and association as well as the modular architecture allow for optimal
operation of the system using a number of feature classes. This is shown in improved robustness
and availability of the navigational update demonstrated in a number of test cases. The apparent
benefits of the system manifesting in absolute localisation through the use of semantic features cou-
pled with the automated workflow and near real-time performance led to a range of applications
(demonstrated in §5,6) including navigation applications and real-world mapping and surveillance
for defence purposes. The characteristic modular nature of the system allows for the same feature
processing and data association modules originally developed for localisation and navigation to be
used for a mapping application. In the case of an autonomous UAV surveillance and mapping mis-
sion, the simultaneous localisation of a platform and mapping of the detected targets with improved
accuracy provides desirable performance and reduced the computational load.
The developed system is characterised by robustness and scalability, as demonstrated on a num-
ber of datasets, both simulated and captured in real-world, and across a range of environments.
Three stand-alone studies (comprising three datasets each) within the navigation and mapping ap-
plications presented in this thesis demonstrate the robust performance of the system in cases with
varying image intensity, visual feature availability and environment/scene complexity. A gradual
improvement of the system from initial single-camera low-altitude localisation studies in urban and
rural environments to a mid-altitude multi-camera mapping study in a complex mixed environment
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is realised. The final implementation of the VNS system developed in this thesis achieves the lo-
calisation accuracy of 1.3 m from 5.3 km altitude (in the multi-camera mapping study). According
to the feedback from potential end users, the automated workflow, achieved accuracy and compu-
tational requirements make the developed system a suitable contender for autonomous surveillance,
exploration and remote sensing solutions of the near future.
1.7 Thesis Structure and Concepts
The visual navigation system has been developed in stages, following the order that the the aerial and
satellite imagery was made available to the author by internal and external parties. In the process of
development of the feature-based visual navigation system, a dataset often informs the requirements
of the algorithms and the modules that form parts of the system. Additional attention, has been
paid throughout the work on this thesis, to improvement of the scalability and the robustness of the
approach. Hence, additional datasets and use cases were sought to further guide system testing and
development, with the aim to integrate all of the developed modules to form a cohesive whole.
The diagram illustrating the system development process, which is detailed in the remainder of
this section, can be found in Fig. 2. To describe the system development process, the concepts of
feature or system ‘modules’ and ‘datasets’ will be used as detailed below. The result from each of
the stages of system development has manifested in one or more new modules. Each of the modules
was developed on a particular dataset and then applied to a range of datasets. A module is a set of
algorithms that can be used interchangeably depending on the features present in the scene, hence
there are modules corresponding for each features types, i.e. road, water, urban, salient features.
In this work, the definition of the ‘module’ is not limited just to feature handling algorithms but
instead extends to include modules for controlling the operation of the system. For instance, a
high-level module can hold an algorithm for the real-time feature prioritisation to achieve optimal
system operation through ‘smarter’ system memory allocation by selecting the most effective feature
modules and the scale of operation. A dataset, in this context, is a collection of aerial or satellite
images encompassing one of more subsets of consecutively acquired images forming a video or a
cohesive satellite mosaic.
The two main applications of the system to navigation and mapping problems, described in
§5 - 6, form the main body of this thesis. The applications have been developed in three stand-alone
comprehensive studies that build upon each other. The first and the second studies within the
navigation application detailed in §5 are focused on a navigation task, using visual feature-based
TAN to correct the estimate of the vehicle location. The primary features used in the first two
11
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studies are road intersections and centrelines. Some contextual features, such as forest and water
boundaries have also been present but used as background features (to inform context of the scene
rather than perform feature matching). As a result of application of the system to the datasets within
the navigation task, a comprehensive set of modules to detect, model and associate road features
and their collections has been developed. This development, however, was only the beginning of the
work on the feature modules, since the author had the ambition to apply the system to broad a
range of scenarios and operating environments.
The presentation and publication of the results of the first two studies has resulted in a collab-
oration with the Defence Science and Technology Group (DSTG) Advanced GEOINT Exploitation
(AGE). The AGE group recognised the potential to extend the application of the features-based
system developed by the author beyond the navigational domain to the mapping task using Wide-
Area Motion Imagery (WAMI). As explained further in §6, the third study focused on mapping
(and geo-correcting) the position of cars found in the WAMI imagery from the camera to the global
reference frame. The WAMI study was presented with minimal information about the set up of the
camera system or background knowledge about the nature of the errors that were causing the cars
to be mapped 22-47 m away from their true location in the image. The study was conducted in
three steps, starting from an Ordinary Least Squares regression on a small subset of visual features
to reconstruct the camera models for the six cameras forming the WAMI array. In the first stage,
presented in [4], the algorithm was applied to the image sequence from one camera (out of six),
which resulted in reduction of the mover localisation error to 19.86 metres. Once a reliable set of
extrinsic camera parameters was determined, the algorithm was extended [7] to a subset of 50 frames
captured by all six cameras, which required extending the existing system functionality to operate
and follow the camera transitions between the mixed environments. With this implementation of
the algorithm, the accuracy of the movers in the spatial domain averaged at 12.31 m. And finally,
the complete interoperable multi-threaded system operating on a variety of classes including road,
water, urban and salient (sand) features has been applied [6] to the dataset. To achieve the optimal
performance of the final system, some components such as the image classification module have been
redesigned to satisfy the user requirement for wide applicability and robustness of the system. The
effect of applying the resulting fully automated system to a complete WAMI dataset comprising 300
frames from each of the six cameras, has been a decrease from original 76.95 m error in position of
the movers to 1.34-3.32 m average error, which outperforms a human expert labelling a few points
(5.07 m accuracy was achieved with expert labelling of 8 points).
Gradual application and testing of the system on various datasets with gradually increasing level
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of feature and scene complexity allowed the build-up of the system capability across the wide range
of environments, significantly improving accuracy, robustness and availability as originally foreseen.
In conclusion, it should be noted that the transition from a simulated dataset captured using
one camera at a 500 m altitude to a WAMI system of six cameras mounted on a real-world aircraft
performing the surveillance and mapping missions at above 5 km altitude (equivalent to 14 km2
camera array footprint) has been a challenging and desirable shift towards increased robustness,
general availability and computational efficiency of the system design to satisfy the user needs. The
main outcome of the work presented in this thesis is the published and applied demonstration of
the system, being a timely and effective solution to a range of real-world mapping and localisation
problems that the aerospace industry will continue to face in the upcoming decades.
1.8 Thesis Outcomes and Contributions
The following are the outcomes and new contributions of this thesis:
Implementations
1. Implementation of a CAHVOR camera model (see §3.2.2 for definition), the transformation
between the pinhole and CAHVOR models and its extrapolation to an array of six cameras to
perform projective transformations between the reference and the camera reference frames.
2. Adaptation of the Ordinary Least Squares (OLS) to calibration of the six camera array includ-
ing two separate OLS implementations. The first implementation - reliant on manual feature
selection used for accuracy assessment. The second implementation achieved automatic cam-
era calibration using OLS and visual features presented in aerial imagery. The developed
technique facilitated an optimal camera calibration for post-processing of Wide Area Motion
Imagery.
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Overall System and Architecture
3. Design and development of an automated robust visual navigation system, capable of operating
in a broad range of operating environments, and of dynamically selecting and utilising visual
features to achieve an optimal localisation solution. This system is utilising high level, human
interpretable, semantic features such as road centrelines, intersections, waterbody outlines and
shorelines to limit inertial drift.
4. Design and development of a generalised end-to-end semantic feature detection, extraction and
association system, suitable for feature extraction across a range of environments. The feature
extraction step is designed to accept the output from either supervised or unsupervised image
classification algorithms, and thus can be integrated with any image classification system of
choice.
5. Development of a modular multi-pronged visual navigation system architecture and several fea-
ture processing modules which operate using a set of mathematical primitives (points, lines,
and splines) to automatically extract the visual features from the onboard imagery and asso-
ciate them with the features present in the reference database.
Feature Detection
6. Development of visual road, water and greenery feature detection algorithms. Each of these
algorithms can be used as a source of visual features for data association or context for image
frame analysis. Alternatively, the feature extraction modules can be used for training of the
supervised image classification algorithms that require a training dataset, based on methods
such as machine learning.
7. Development of a context-aware morphological processing applied to the output of either su-
pervised or unsupervised classification to selectively filter the connected pixel components of a
feature class (road, water, greenery class). Methods of improving useful component retention
using shape-based filtering and frequency-based class discrimination have been developed. The
frequency-based class discrimination aids in assigning the connected pixel components to the
correct feature class. The morphological processing on the filtered feature class is coupled with
a feature extraction system that further refines and structures the extracted pixels to derive a
feature graph.
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Feature Extraction
8. Development of an automated routine for revising the locations of the road intersection cen-
troids, and road centreline spline nodes, which makes the detected and reference feature graphs
more compatible and avoids generation of corrections due to imprecise feature placement and
extraction.
9. Development of a graph segment joining technique that allows two disjoint segments of a line
or a spline to be connected through the extrapolation search to restore the feature graph
connectivity to aid in minimal graph extraction and improvement of its completeness.
10. Enhancing uniqueness of feature descriptor vectors by including intrinsic properties, such as
size and curvature.
11. Derivation of a data-compact feature graph comprising a set of descriptor vectors achieving
minimal representation of the detected visual features without the loss of their uniqueness.
Feature Association
12. Development of a hierarchical approach to data association, which minimises of the computa-
tional load during the data association by prioritising the features in order of the accuracy of
the information they are providing.
13. Development of higher-level feature matching techniques, operating on patterns made by col-
lections of features, including polygon-based point feature matching and coarse-to-fine spline
node matching. These techniques allow improvement and validation of the feature match
candidates to avoid fusion of the false matches into the navigation filter.
14. Development of the guiding principles for feature matching, including directional, and localised
searches and additional consistency checks. The developed search-based feature association
technique not only improves the robustness of the feature matching but enables the system to
operate in environments where features form repeat self-similar patterns, e.g. parallel water
body edges or regular patterns of road intersections in suburban areas. Additionally, multi-
camera array feature fusion, a consistency check can be performed on the corrections derived
from the feature associations in different cameras.
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Analysis of the System Performance
15. Validation of the developed road feature extraction algorithm on a standard dataset of aerial
imagery. Evaluated according to the industry-standard metrics (Correctness, Completeness,
and Quality) for the road segment extraction, the proposed algorithm outperforms the state-
of-the-art road extraction algorithm in most cases.
16. Investigation of the visual navigation system performance in two navigation studies comprising
three image datasets each. The comparison of the system performance in several feature
matching modes was evaluated by assessing the accumulated localisation error and the number
of detected and associated features. The suitability of the chosen system modules and the
robust system operation has been validated on a range of image datasets with varying intensity
and structural content.
17. Extension of the developed visual navigation system and its effective application to correction
of the geo-coding errors in a WAMI mapping study. The resulting accuracy of the mover
locations achieved through the application of the system is within the acceptable operational
range (5.42-8.55 m compared to original localisation error of 15.77-36.54 m).
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1.9 Outline of Thesis
The remainder of the thesis is structured as follows:
Chapter What is presented
2 An overview of the literature and current state-of-the-art for feature-based visual
navigation with the focus on localisation and mapping applications. The review covers
the differences between the various image analysis, feature extraction and motion
estimation approaches from the point of view of their suitability for visual navigation.
The chapter provides the context for the work presented in this thesis and explains
how the contributions made address the identified gaps.
3 Presentation of the theoretical bases of a navigation system with notions of coordinate
reference system (CRS), CAHVOR and pinhole camera models, Optical Flow and
basic image processing techniques. Additionally, generalised and visual navigation-
specific formulations of the Extended Kalman filter (EKF) are presented.
4 Presentation of a Terrain-Aided Visual Navigation System with its modules. This
chapter details the architecture of the system, and a suite of modules for feature de-
tection, extraction and association, including main contributions made in this thesis.
The developed system is benchmarked on a standard road extraction dataset.
5 Demonstration of a navigation and localisation solution in a GPS-denied environ-
ment. The localisation task is tested on two datasets (containing three simulated
images datasets each) representing urban, and suburban/rural areas (Bankstown area
and Royal National Park in NSW, Australia). For each datasets, rigorous accuracy
assessment and sensitivity analysis are presented.
6 Presentation of the WAMI mapping study addressing the task of correction of the
errors of mover (car) positions detected in real-world aerial imagery captured with
a six-camera array mounted on a mid-altitude aircraft (5.4 km). The application
includes the initial calibration of the camera extrinsic parameters and the application
of the developed TAN system to accurately map the movers. The development stage
include tests on sequences of 15, 50 and 300 images captured using the six cameras.
A summary of the future work and application avenues concludes the thesis.
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The visual navigation systems presented in this thesis has been developed primarily for airborne
mapping and surveillance applications. This defines the primary focus of the literature review as two-
fold: 1) off-line or GPS-denied feature-based navigation systems, including low-level feature-based
image registration and motion estimation techniques and 2) algorithms and systems for semantic
interpretation of aerial and satellite imagery.
2.1 Summary, Structure and Scope
The work presented in this thesis seeks to combine two disciplines, motion estimation through Vi-
sual Odometry (VO) and localisation using semantic interpretation of aerial imagery. The former
is rapidly developing due to availability of relatively cheap and robust UAV platforms whilst the
latter is gaining speed with the increase in computational power of the GPUs applied to computer
vision problems. This section provides a brief overview of the two areas, then a detailed summary
of the state-of-the-art approaches within each of them and, finally, identifies the gap in application
of semantic features to visual navigation.
2.1.1 Motion Estimation at Different Altitudes
Let us start by considering the body of work on off-line or GPS-denied feature-based navigation
systems. There is a plethora of 3D mapping and localisation approaches to indoor navigation of
small UAVs and micro aerial vehicles (MAVs). The distinction between navigation and localisation
problems at high versus low altitude needs to be made, since it causes the fundamental difference
between the 2D and 3D approaches to navigation and mapping. At high altitude, often defined as
anywhere higher than 2,400 m above sea level, such as considered in this work, the navigational
problem is largely turned into a 2D mapping problem since at altitudes of several thousand metres
the height of the features forming the terrain (several 10s to 100s of meters) is insignificant in
most environments. In the first two applications considered in §5 of this thesis, the developed visual
navigation system was tested on datasets registered at lower altitudes (500 m) to prove the flexibility
and reliable performance of the system. At low altitudes, such as building-height and under 122 m
(400 ft) the terrain, obstacles and obstructions, absent at higher altitudes, need to be considered
and integrated into the system. The 3D mapping and localisation algorithms are primary designed
for such low altitude, hence are only partially transferable to the task considered in this work.
These 3D mapping and localisation approaches are mostly focused on trajectory planning and are
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lacking the flexibility and robustness of feature matching required over long range flights due to their
dependence on low level features (corners and difference in intensity). The low level features are
not unique since they do not carry any higher level information that would be useful for localisation
of the platform or objects detected in a changing scene seen from high altitude. The process of
low level feature association with the goal of motion estimation is referred to as VO and is often
used in the state-of-the-art visual navigation systems as a source of the velocity measurements. The
algorithms incorporating VO are described in more detail in §2.2.
2.1.2 Semantic Features Extraction Approaches
Now let us consider higher altitudes and features more easily interpretable by a human. Semantic
features are the features that a human analyst can easily distinguish in the image and describe
as being part of or a complete object, such as road, building, river, lake, shore, dam, bridge, path
etc., in contrast to corner-based features that capture change in contrast of the image and are not
representing any identifiable feature in itself. The semantic interpretation of the aerial imagery
captured at high altitude has more similarities with feature mapping or image registration task
performed on satellite imagery than with 3D navigation on a mobile platform. Visual features change
their appearance with altitude, hence their extraction requires particular flexibility in the feature
detection and extraction methods. It is important to combine feature detection and extraction
methods developed for imagery captured at both lower and higher altitudes to account for the
changes in feature representation within a broad envelope of operational altitudes. This is an essential
requirement for a visual navigation system designed primarily for airborne mapping and surveillance.
Extraction of semantic features, as a part of the image interpretation task, can be performed
manually or automatically by detecting the connected components (areas of joined pixels) that
represent the feature class of interest. There are two different avenues, one - historic, based on
GIS techniques and one - more modern, based on machine learning (ML). These techniques need
to be considered separately since they have different aims but are both relevant to the semantic
image interpretation. A unifying characteristic of the both GIS and ML-based feature extraction
approaches is the quality assessment performed on a pixel-by-pixel or a feature-by-feature basis,
with measures such as Completeness, Correctness, Quality or F-score (see §2.3). These metrics are
commonly used to compare and benchmark the performance of different algorithms.
2.1.3 Image Interpretation: GIS and Machine Learning approaches
Historically, the GIS approaches to image geo-registration or feature mapping such as identifying
and mapping roads, water bodies and specific objects from satellite or high-altitude aerial imagery
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have been manual, very time consuming, and required an expert to perform the transformation from
imagery to the reference coordinate system. The process generally constitutes a series of computer
vision-based or mathematical morphology-based transformations, often seeded with user input or
requiring manual tuning of the parameters and/or post-processing for rigorous quality control. All
of these manual steps make the GIS-based workflows highly time consuming and case-specific, i.e.
not-scalable.
The difference between the goals of the GIS and ML approaches needs to be understood in order
to design a system that combines the benefits of both methods. While the former group is designed
to extract feature and geo-tag or geo-register the imagery, the latter is developed to perform the
image classification and labelling tasks otherwise seen as scene interpretation. Both approaches are
essential to perform the feature-based image mapping. In GIS, for instance [42, 104], visual objects
such as road networks, buildings, rooves or water body outlines are rarely used for image registration
since they often represent the end goal of the mapping task itself. The machine learning approaches
on the other hand, have demonstrated the level of robustness and accuracy [42, 78] in performing
narrow tasks enviable to an expert human.
The machine learning approaches’ superiority in accuracy comes with the operational constraints,
which often cannot be met in the context of a typical mapping or surveillance mission. In order
to construct a model, a machine learning algorithm requires a training dataset. Although with the
increased interest in ML research and applications, there are more datasets made available every year,
they remain quite task-specific or binary, e.g., image classification assigning labels “hot dog”/“not
hot dog” [79], “car”/“not car” [42, 272], “foreground”/ “background” [80] pixels). Furthermore,
only a few of the available datasets can be used to train a model to perform semantic segmentation
of satellite or aerial imagery. Training of non-binary classifiers respectively requires larger training
datasets. From the semantic image interpretation, the task that allows image pixels to be put into
one of the predefined categories, that of accurate image masks, accurately reflecting the boundaries
between foreground and background pixels, need to be supplied as a part of the dataset. Due
to the changing nature of mapping and surveillance missions targeting ad-hoc locations at the
deployment time, limited preparation time is available for pre-planning and post-processing, which
leaves operators with a need for the algorithms that are able to learn “on the fly” and “cater”
to its own needs. The choice of the image interpretation approach is ultimately dependent on the
operational system requirements, since both approaches accomplish the task of extracting the areas of
interest out of the image and associating them to a specific feature class. This will be demonstrated
in §4.4. Machine-learning approaches were evaluated as a part of the technique selection phase
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in the early stages of system development, and were deemed as non-viable due to the time and
labour consuming phase of the training process being unsuitable for the rapid response requirements
of airborne surveillance systems. However, the fusion of the concepts underlying GIS and ML
approaches, rather than their direction combination, was found to be a promising alternative for
feature-based visual navigation, as will be presented in §4.
2.1.4 Wide Area Motion Imagery: Mapping and Surveillance Application
One of the applications considered in this thesis is a mapping application using a Wide Area Motion
Imagery (WAMI) system, referring to multi-camera array system designed to monitor a wide area on
the ground in a single snapshot. Most of the motion estimation and image interpretation approaches
discussed in §2.1.1 and 2.1.3 are generalisable and can be extended to systems with one or many
cameras. However, with a greater number of cameras in the array, there is an opportunity to work on
imagery smarter not harder. The multi-camera array such as WAMI can be equipped with multiple
(typically 4 or 6, 6 in our case) cameras in the array aligned in a way that allows maximisation of
the coverage area during the flight. The increased number of cameras call for holistic extraction
approaches applied to the whole camera array as opposed to each of the cameras individually. Given
an accurate calibration, developed as a part of the mapping application in §6, WAMI allows the
user to explore multi-camera data fusion and wide area multiple target detection and tracking. The
most important benefit of using WAMI for mapping and surveillance stems from the fact that a
wider area allows tracking of features (or object of interest, i.e. target) for longer and tracking of
increased number of features improving the localisation and motion estimation. To help place the
WAMI study presented in §6) in the context of the state-of-the-art WAMI surveillance and mapping
methods, relevant WAMI studies were included in the literature review (see §2.11). A short overview
of the feature extraction and mapping methods applied to WAMI also highlights the novelty, the
applicability and the need for the approaches developed in this thesis.
2.1.5 Scope Considerations and Defining the Focus
The research in this thesis focuses on extraction, association and fusion of features from aerial
imagery to enhance the accuracy and reliability of the visual navigation solution, hence this is the
focus of the literature review presented in the next section. In this review, some concepts such as
the sensing techniques, data fusion algorithms and navigational filters are mentioned only briefly.
Alternative sources of input features, data fusion techniques and filters, while important for visual
navigation are not the focus of the development, and hence are not reviewed in detail. Below the
considerations of the focus of this thesis and explanation of the place of 1) the source of the input
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features, 2) data association algorithms and 3) filtering techniques, in the overall system design are
given.
Firstly, the information captured onboard by an array of cameras sensitive to the light in the
visual spectrum is seen as a primary source of positioning and localisation information for the
developed VNS. Although the system presented in this thesis was primarily developed using visual
features in the visible spectral range, the algorithms can be extended to other feature types such as
multi- and hyper-spectral imagery as well as radar imagery for better differentiation of the objects
present in the scene and accounting for the topography of the terrain. Such sensor systems, i.e.
spectral and radar, are only briefly touched on in the literature review since they fall outside of the
available cost and power ranges of the mapping and surveillance systems under consideration.
Secondly, the data association technique is not the primary focus of the this study and is devel-
oped with the aim to address the requirements of the navigational solution. The data association
algorithms are deliberately based on simple mathematical primitives to allow the system operation
to be underpinned by a variety of feature modules that can be developed by a wider research com-
munity. They were also chosen for efficiency of the association process and for robust and repeatable
feature association.
Thirdly, a formulation of the navigational filter, namely the Extended Kalman filter, is given in
§3, since the filtering techniques fall outside of the scope of the present literature review. For the
reader’s reference, a recent comparative review of the optimal state estimation methods for dynamic
systems, including Kalman, particle and other Bayesian filters, can be found in [81]. The Extended
Kalman filter was the single most preferred filter in the approaches included in the literature review
and is therefore considered to be standard for navigation systems onboard MAVs. The presentation
of the filter formulation in §3 is intended to demonstrate the feasibility of the feature selection,
extraction, and data fusion rather than incremental gains in computational efficiency and system
performance. It is recognised, however, that further work on porting the system to operation onboard
of the aircraft will mostly likely require comparative analysis of the various filters to ensure real-time
operation and robust handling of non-linearities.
Herein we discuss firstly the approaches and systems that perform aerial image registration using
low level features 2.2 are presented. Then, the overview of the GIS and ML approaches using higher
level (semantic) features is given. It is followed by an overview of the approaches to WAMI.
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2.2 Aerial Imagery Registration Using Low Level Features
Attribution: The section of the literature review presented in the remainder of the chapter
has been progressively developed and published in [1,3–6]. The subsections have been combined,
and updated to ensure the cohesion and currency of the presented overview. All is the work of
the author of this thesis.
Having considered the scope and the structure of the literature review, the following sections of
the literature review provide details on the specific approaches used to derive motion estimation or
identify objects in the aerial imagery. Starting with the motion estimation using low level features,
this section provides the overview of the state-of-the-art visual navigation systems that incorporate
information provided by visual features into the vehicle state estimation through the use of SIFT,
SURF, Optical Flow and other similar approaches.
It is generally acknowledged that high accuracy of the aircraft attitude from navigation sensors
is one of the main requirements for direct geo-referencing and co-registration of aerial imagery [82].
Whilst aerial photogrammetry requires centimetre-level accuracy, the airborne sensors have geo-
referencing accuracies in the range of meters [83,225]. Hence, for surveillance and mapping purposes
time and labour consuming manual introduction of ground control points, is often required [85,86].
A technique to automate the co-registration of multi-temporal high resolution UAV image datasets
without the use of ground control points (GCPs) has been presented in Aicardi et al. [85]. The images
are pre-aligned using the information from the consumer-grade GNSS solution and the registration
of the incoming and the reference datasets is achieved in two steps. Firstly, the image pairs are
registered using Scale Invariant Feature Transform (SIFT) [251] feature matches filtered using the
Lowe ratio test and RANSAC (RANdom-SAmple Consensus) [89] scheme. In the second step, all
the scenes comprising the dataset are aligned using Bundle Block Adjustment. The algorithm was
tested on two different datasets acquired over a construction site and a post-earthquake damaged
area, demonstrating its performance compared to the traditional GCP-based strategy. The method
relies, however, on either manual or automatic selection of the anchor images to provide reliable
results.
Unlike the image registration systems designed to work on post-processing of airborne imagery,
recently there have been a number of vision systems developed that use optical flow technique and
low level corner-based features for indoor SLAM of MAVs. With computational capabilities limited
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by the take-off weight, the incorporation of visual systems for MAVs is mostly limited to the use
of optical flow [250] and SIFT [251] or SURF [252] corner-based feature matching techniques. The
combination of these techniques has a number of successful examples [253–258] with a benchmark in
real-time monocular SLAM-based navigation for autonomous micro helicopters recently achieved by
Weiss [59]. Recent advances in corner-based and patch-based real-time motion estimation approaches
[57, 239, 240] for MAVs have achieved good level of robustness in scenes with high-frequency self-
similar texture. A UAV navigation system presented in [242] combined point-based visual odometry
with edge-based image registration.
This thesis, however, is primarily concerned with applications to outdoor mid-altitude flights
over unstructured terrain that includes both the repetitive texture as well as abrupt changes in local
image intensity. The poor performance of the SIFT-based algorithms over smooth surfaces has been
reported by Turner [66] as typical to the flights over rural areas. Moreover, feature distribution
as reported by Lingua [67], is heavily dependent on the textured areas in the image which is not
suitable for large scale aerial applications. The performance of the algorithm is also susceptible to
abrupt changes in the sharpness of the image or to changes in camera focus [62].
The current state of the art of visual motion estimation methods can be divided into feature-
based (limited to low level features) and direct methods. In the first case hundreds of sparse or
salient image features are matched in successive frames to recover the camera pose. The feature-
based algorithms [58, 59] mostly use corner-based features, such as SIFT [60] or SURF [61] and
have been successfully used for the task of visual global positioning of a UAV [55, 62, 92], image
registration [63–65] and urban feature detection [105].
The improvements of the SIFT and SURF-based algorithms made in recent years have been
focused on addressing the differences in scale and rotation between the image pairs. The ability to
Figure 3: Three different SLAM methods shown on a synthetically generated urban scene from [57]: (from
left to right) sparse, semi-dense and dense.
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Figure 4: The visualisation of the SLAM feature matches from [86] reveals that almost all of the suggested
matches are wrong (false positives).
match the imagery taken at a different resolution, altitude and from a different orientation of the
camera is a requirement for the operation of the image matching system underpinning surveillance
and mapping tasks. To this end, a novel approach to feature matching method for nadir or slightly
tilted images was proposed by Zhuo [86]. Instead of utilising commonly-used corner features, their
algorithm utilises the keypoints located along strong image gradients, namely all of the pixels at
the boundaries of super pixels, with exception of those feature points located at homogeneous areas.
Further adjustment to the standard SIFT matching is made by allowing one-to-many k-nearest
matches of the SIFT-descriptors computed for each detected feature point. The accuracies achieved
by the algorithm are of the order 0.49-0.80 m (up to 2.04 m in vertical plane) for an image with
20 cm/px resolution taken from an altitude of 100 m. The algorithm presented by Zhuo [86] is
heavily reliant on other navigation systems such as GNSS, barometers and compasses that provide
information on the altitude and orientation to help eliminate the scale differences and pre-orientate
the image in advance. The automation of the algorithm required for its operation at scale can be
complicated by the fact that parameters such as the threshold for the feature matching-distance and
the number of k-nearest neighbours selected for matching, might need to be selected manually on a
case-by-case basis.
The scale-invariance [101] of SIFT and the suitability of its improved versions [102] for image
registration in a remote sensing context relies on the bulk of the information in the image pair
being the same. The airborne test study [99] evaluating the benefit of using the SIFT features
in conjunction with the EKF to improve the aircraft attitude estimate, has found that the image
overlap (up to 80%) was a key parameter in resulting accuracy. For a camera system operating
onboard a surveillance aircraft and taking images at a rate much slower than 50 fps, this presents
an additional challenge that needs to be taken into consideration.
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SIFT and SURF features perform poorly when matching satellite and aerial image datasets
with high temporal, photometric, and projective differences. This is an another area of incremental
improvements often made to the state-of-the-art descriptors [252]. In some scenarios, such as in
the agricultural context, the image textures present a particular challenge. A modified normalised
gradient SIFT feature descriptor was developed in [87] to address the shortcoming of the traditional
approach which resulted in 1.73− 2.37% better performance than other state of the art descriptors.
As a stand-alone technique, SIFT feature-based image matching holds insufficient (relative, not
absolute) information to infer the scale from a monocular camera input [90] and ensure localisation
of the vehicle in a new or changing environment. To address the difficulty of directly recovering the
metric scale of the world using a monocular camera only, it was recommended in [91] to integrate
additional sensor streams such as LiDAR [92, 93], ultrasonic range finder and barometer [90, 94] in
addition to the camera input. The majority of the visual-information-assisted inertial navigation
methods for GPS-denied environments [90, 92–100], such as the one developed in this study, use an
Extended Kalman Filter (EKF) to perform the fusion. The popularity of the EKF filter is primarily
explained by simplicity in implementation that has made this filter a standard for the onboard
UAV/MAV applications. In order to ensure compatibility of the developed system with modern
onboard VNS approaches, the EKF was chosen for the implementation of the presented system. To
address the above mentioned issue of scale estimation, it can be included as a parameter [98] into
the EKF to improve the accuracy of the system.
Direct methods [57, 68, 69] use the local pixel intensity, gradient magnitude and direction for
calculation of the camera pose. Other first order derived direct image features used for aerial
image registration include the Harris corner detector [70–72], Sobel edge detector [242] and Sobel
energy [74], Kanade-Lucas-Tomasi (KLT) tracker [305] used in [76] and image histograms [77].
These methods are suitable for camera pose estimation [76] but have limitations in application to
localisation tasks since they are designed to capture salient and not necessarily uniquely identifiable
features. For example, the Harris corner detector does not provide a good basis for matching images
of different sizes due to its high sensitivity to changes in image scale [251]. Whilst these methods
have shown good results in providing a motion estimate using the video stream from a camera on
board a UAV, their use cases have been mostly tailored to low altitude and indoor flights in relatively
structured and consistent (not changing) environments.
In summary, there is a number of practical limitations for the incorporation of the low-level
feature matching algorithm into a visual navigation system from high occurrence of false-positive
matches over repetitive or not-pronounced textures [66, 67], to inability to rely on pixel intensity
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directly in changing light conditions over a prolonged flight duration. In addition, the depth infor-
mation, which augments low-level feature descriptors is only accessible for short flights on micro and
mid-scale platforms due to the nature of the scene (3D) and relative proximity to the ground. It is
not possible to accurately derive such high-fidelity depth information in a relatively level flight at a
high altitude. Thus, the introduction of depth information on long-duration flights through fusion
of radar, LiDAR or other distance sensor can be computationally costly and maybe not be available
due to mission constraints, e.g. requirement to use passive (non-emitting) sensors only. Moreover,
during long duration flights the drift of a SLAM-based solution can be as large as 10s-100s of metres
after only a few minutes of flight with no GPS signal. To correct the drift an absolute position
update is required. This absolute update cannot be generated from the corner-based features since
they do not contain absolute information about the features that can be associated to the map in a
unique way.
A literature review of the feature extraction algorithms was performed with the aim to find
scalable approaches with a minimal number of parameters, which independently or in combination
satisfy the robustness requirements of the VNS, and can be therefore incorporated into the system
developed in this thesis. Due to the limitations described in this section the visual odometry al-
gorithms are considered to be a source of supplementary, but not primary information for motion
estimation. Rather than using image features directly, the primary localisation information can be
derived from higher level features, that a human is able to recognise: roads, houses, etc. Start-
ing with the next section, the literature review focuses on extraction algorithms for these semantic
features, primarily roads, due to their abundance in the environments of interest.
2.3 Semantic Feature Extraction
Attribution: This section of the literature review encompasses a structural literature review
published in [1]. The additional information about the state-of-the-art approaches has been
added to ensure the currency of the presented overview at the time of publication. All is the
work of the author of this thesis.
The difference between the use of the corner-based and low-level-feature-based image matching
approaches and image matching based on semantic features can be best explained if the nature of
the errors that corrupt the positional estimate of the aircraft is understood. The integration of
inertial measurement coming from onboard accelerometers and gyroscopes introduces an error into
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the position estimate of the aircraft which grows quadratically. When not corrected the accumulated
error can lead to significant positional drift. With the uncertainty in position being very high, a
corner-based approach can only correct only a proportion of the accumulated drift by adjusting for
the relative transformation between the frames but the position error can be brought to a minimum
only by absolute association between the features in the camera and database features with known
position. Thus, the remainder of the present literature review focuses on the semantic features which
can be used to uniquely associate the image from the camera with those in a database.
Visual navigation approaches using higher level features (houses, roads, etc.) have been the focus
of far fewer research works than direct visual odometry, partially due to a relative inaccessibility
of the airborne datasets captured at higher altitudes than is generally allowed for commercial UAV
operation (400 ft≈121 m). Such GIS features as lines (roads) [241], points (road intersections)
and regions (forests, lakes, buildings) were suggested for use in navigational system [237, 243] with
special attention given to intersections [244,245]. Although only a few visual navigation techniques
incorporate GIS features, one can treat road and object extraction tasks from the perspective of
image processing and photogrammetry. A number of semantic feature extraction reviews can be
found in literature [42, 103–105], [1, 17, 104], with a variety of methods proposed for extraction of
roads and intersections [3, 20, 41, 107–109, 145], rooves and buildings [41, 44, 267] and compound
objects such as water bodies from aerial imagery. Approaches designed to solve the problem of
road extraction include and are not limited to mathematical morphology [259–261], snakes [13, 18],
support vector machines [29,33,34,104,218,264,265], artificial neural networks [36,37,41,41,44,108]
and road centreline extraction frameworks such as tensor voting [123,146,230,241] and non-maximum
suppression [37,179,233–235,237,238].
Accuracy metrics, such as correctness (Cor), completeness (Com), quality (Q) [212] and root
mean square error (RMSE) [197] have been adopted for evaluation of automatic road extraction
by the majority of the researchers in the field, and therefore will be used in the study. Complete-
ness (Com) indicates the percentage of actual roads (or road segments) detected by the extraction
algorithm. Correctness (Cor) shows the percentage of roads (or road segments) extracted by the
algorithm that are true roads (true positives). Quality (Q) is a measure that combines the two to
reflect the overall accuracy of the extraction result. In the area of machine learning, the standard
GIS-focused measures (Cp, Cr, Q) are replaced by Recall, Precision, and F1-Score [152] correspond-
ingly.
A feature detection and extraction component of the visual navigation system, such as the one
developed in this thesis, combines a number of algorithms, examples of which are discussed in the
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next section. Its general arrangement follows the scheme presented in Fig.5. The steps performed
by a typical feature extraction module include pre-processing, image segmentation or classification,
and object or region of interest (RoI) extraction. Algorithms presented in the literature review are
grouped based on these processing stages and are presented in the logical sequence, following the
steps from top to bottom (see Fig.5).
Many implementations will have variations in the elements and their ordering in the algorithm.
Ultimately the system architect makes the choice of the algorithms and modules suitable for their
application based on observed visual feature characteristics. The visual navigation system presented
in this thesis dynamically selects and combines several of the reviewed image and feature processing
methods to adapt the algorithm to the currently observed environment. A detailed comparison
of image segmentation, classification and road feature extraction methods, their requirements and
applications is given in the next section.
2.4 Image Segmentation
Segmentation is one of the most challenging tasks in image processing, as any one segmentation
technique does not suit all possible applications and problems. Segmentation subdivides an image
into constituent regions or objects based on similarity and discontinuity in image intensities of the
neighbouring pixels. The procedure should stop when the desired level of precision is reached, i.e.
when the objects of interest have been isolated [275]. The image can be segmented either by grouping
similar regions or by partitioning the image along the regions of abrupt intensity change (along the
edges). In the first class of the procedures, the task is to find the representative intensity and group
all the regions with like intensities. In the area of feature extraction this is referred to as region-
based segmentation. The second class, utilising the abrupt intensity of the pixels on the edges, is
represented by line and edge detection techniques. Segmentation approaches reviewed in the section
include thresholding, mathematical morphology, line grouping, road modelling, texture progressive
analysis, clustering and graph-based segmentation.
2.4.1 Thresholding
Thresholding is the simplest segmentation method due its intuitiveness. The essence of applying
a threshold is in analysing a histogram and segmenting the pixels in the image according to their
intensity levels. A global threshold defines a constant thresholding level for an entire image, a local
threshold varies with pixel neighbourhood values and an adaptive threshold depends on pixel spatial
coordinates. A global threshold, intuitively, shows best performance, when applied on images with
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Pre-processing 
image ﬁltering, smoothing, 
de-noising, conversion to grayscale,
histogram adjustment, normalisation,
image warping, etc 
Satellite / aerial image
Segmentation 
thresholding, mathematical
morphology, Mean Shift, Fuzzy 
 K/C-Means clustering,
Graph/normalised/tensor cuts, 
TPA, MRF, CRF 
Classiﬁcation 
ANN, GA, SVM, CNN, 
rotation forests 
Optimisation 
ANN, GA, MRF, Graph Cuts 
Extraction 
mathematical morphology, directional
angular operators, proﬁle matching,
road tracking, line grouping, parabola
ﬁtting, modelling with EKF & PF,
tensor voting, 'snakes', Level Sets 
Reﬁnement 
mathematical morphology, 
region competition, etc 
Veriﬁcation 
ground truth map(manually drawn), 
buffer method 
Extracted feature characteristics 
location, size, shape, other parameters
speciﬁc to the type of feature (number and
distribution of branches, width of road) etc 
Figure 5: General arrangement of feature extraction algorithms; dotted lines show optional steps. 31
2. CHAPTER II. Literature Review
Figure 6: Morphological operations performed on the satellite image presented in [158]. (Top row) Road
binary example: extracted using thresholding (left) and dilated with noise removed (top right). (Bottom
left) Skeletonisation operation performed on the dilated image (left) with the branch points highlighting
potential road intersections (bottom right.
bimodal histograms (with two intensities peaks). The global threshold can be chosen automatically
as a value lying between the two peaks on a histogram. Image smoothing can greatly improve
global thresholding in noisy scenes, since when the histogram is smoothed a suitable threshold is
easier to choose. Complex scenes require application of higher-level approaches, such as an adaptive
threshold or a multi-level threshold. A detailed survey of image thresholding methods and their
categorisation can be found in [153]. For the cases when extraction of the highly detailed information
about the object is not the only processing stage of the algorithm, an adaptive global threshold is
chosen. An adaptive global threshold extends usage of the threshold procedure to images with varied
light conditions. The threshold is calculated for each of the histogram regions of similar intensity.
Depending on the section into which a pixel intensity falls, different thresholds may apply [154].
This approach, when applied to connected components, discards or preserves the whole connected
component region, depending on fulfilment of the thresholding criteria [155].
2.4.2 Mathematical morphology
Mathematical morphology is another basic image processing technique, which operates on geomet-
rical structures in the image. Visual features can be identified in an image using mathematical
morphology [275] by considering the intensity of pixels in relation to their neighbours [156]. Mor-
phological closing and opening can be applied for direct road object extraction [157] or for refinement
of the extracted disjoint road segments [158,261]. In the satellite image viewed as a topographic relief,
these morphological operations were applied to detect the light features that correspond to elongated
and narrow mountains in [160]. Directional morphological filtering [161] was used by Jin [162] to
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mask out the details of street blocks in order to more reliably detect their edges. Regions processed
with morphological operators in the majority of the reviewed works are extracted using connected
component analysis (CCA), which relates closely spaced pixels of the regions as whole objects with
unique labels. Morphological thinning and operation of skeleton generation (skeletonisation) are
methods then used for vectorisation of extracted road components and minimisation of the road
representation to its centreline [155, 163]. Skeletonisation was applied to a road mask, generated
by tracking road lines with a road template in [161]. Segmented road regions of high resolution
images, identified based on radiometric homogeneity and shape features of the road were extracted
using skeletonisation in [164]. Effective application of the morphological methods in multi-resolution
analysis was presented by Amini [165], where skeletonisation was performed with the coarse scale of
the road image.
Paths as structuring elements have been proposed as an alternative to standard morphological
operators [166]. Paths can be interpreted as standard operators using a flexible structuring element
of a given length [259]. A morphological profile is generated for a pixel using graph connectivity.
Information contained in the morphological profile vector can be related to the length of the path
going through the pixel. Pixels presenting middle and high values of path length are classified as
roads. To obtain the threshold value for pixel classification, the median grey level was estimated
from a mask containing typical road-pixels [259] provided by the user. An innovative approach
presented in [168] adapted path morphological filters to process road segments instead of road-pixels
incorporating a-priori knowledge of the road width. The shift in analysis scale from pixels to regions
representing road segments showed considerable improvement in both efficiency and robustness of
the procedure. Empirically set thresholds and iterative application of the algorithm on all grey levels
constitute the main drawbacks of the algorithm. Ideally a more automatic thresholding approach
and single application of the algorithm would be desirable for efficient autonomous operation of the
algorithm.
In aerial imagery, roads can be seen as either homogeneous elongated narrow regions within
visually distinctive edges or in the case of low-resolution imagery, as a narrow edge, which differs in
intensity from surrounding regions. The road detection problem in low level processing is therefore
often treated as an edge or line detection problem, for which classical edge detection approaches like
Sobel and Canny edge detectors or Hough transform [275] are commonly used. Canny edges and
gradient were used in [105] as local features to generate a spatial voting matrix, which indicated the
location of road pixel candidates. In [118] image segmentation was substituted by an edge filtering
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Figure 7: Example of the different techniques to detect features in the image from [166]. Advantage of using
paths for detection of the line-like features and effective noise elimination.
method [169] that uses a weighted combination of Laplace operators. From extracted road edges
the road centreline was modelled by multivariate adaptive regression splines (MARS) [170]. The
advantage of applying MARS is in generation of smoother centrelines with fewer spurs. These can
then be utilised to describe the road feature in a database.
The literature shows that morphological operations provide the best results when applied on the
primary segmentation stage of the algorithm and for coarse scale in multi-resolution analysis. Closing
and opening operations can be applied to connect the disjoint extracted road regions and detach them
from surrounding background pixels. Skeletonisation and thinning are preferable line extraction
techniques due to their universality, which are applicable to a variety of road shapes. Morphological
extraction alone, e.g. using morphological operators reflecting road widths as presented in [172], often
yields incomplete results. There is also some flexibility in choosing the segmentation algorithm that
feeds the binary mask of the image into the mathematical morphology module. An example of this
might be using the topological derivative for the image segmentation with the subsequent application
of the morphological filtering for road identification [171]. The main limitations of morphological
operations come from their inability to discriminate foreground pixels from the background ones in
changed lighting conditions and to continue tracking in the presence of shadows or handle occlusions
such as road centre islands or overhanging trees. Therefore, morphological operations are enhanced
by combining them with road or edge tracking algorithms, shape or texture-based profile matching
approaches, which will provide the sense of direction that is lacking when occlusions are encountered.
2.4.3 Line grouping and Splines
Roads with a certain width can be considered as a set of straight or curvilinear line segments. The
process of connecting the extracted segments and assigning a single road to them is known as line
grouping. A model of a road linking process based on Markov random fields (described later in this
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section) proposed by Tupin [173] is a popular method in feature extraction approaches [174,175,259].
In [176], line grouping was performed on line segments detected by a watershed transformation during
a local analysis step. The results of statistical grouping were then organised as a graph, with nodes
labelled as belonging to a road or not.
Finding the road sections to perform line grouping can be achieved by methods focusing on
foreground or background objects of interest, i.e. the context around the object defining the space
where the object pixels are not present. Context-aware extraction of roads (tracks) can be traced
to the early days of the image processing field [178]. Recent research on segment linking with
the inclusion of context information is presented in [20, 107, 179–181]]. Multiscale analysis with
inclusion of a-priori knowledge and connection of road candidates using line grouping was presented
in [177, 182]. Line grouping can also be accomplished by a line segment matching method [118,
119]. A weighted ratio line detector (W-RLD) was used to extract the road ratio map and road
direction map in [183]. Thresholding the results of the ratio map and post-processing relying on local
homogeneity and collinearity allowed extraction of a complete road network. Line fitting approaches
using piecewise parabolas and polylines were used for unsupervised line network extraction in [40]
and [184]correspondingly. Road network step-wise modelling and hierarchical approaches to road
extraction using lines, road edges and grouping were inspired by Steger [235] and Gamba [210].
Generation of road networks from road sub-graphs exploiting the relations between the road parts
as well as context has also been explored in [134,144].
Multivariate adaptive regression splines also known as simply “splines” have been proven to be
an effective way of modelling road centrelines [118, 241] from high-resolution imagery. Splines can
uniquely describe any point on a thin geometrical shape that can be approximated as a simple
geometric primitive, e.g. a curvilinear spline, as a function of a third independent parameter t
which facilitates a variety of processing and optimisation algorithms in 2D space without planar
limitations.
A review of the spline-based approaches has a unique place in the present literature review, since
splines were chosen for implementation in the system developed in this thesis. The feature extraction
and modelling techniques developed in this thesis build up on the techniques using splines for road
centreline modelling [118, 241] and water boundaries by Williams et al. [304]. The approach taken
in this thesis seeks to advance adaptation of a spline fitting technique to the requirements of the
data association process to produce a dataset of meaningful features uniquely describing the area.
One of the most relevant recent works is ’BS-SLAM’ by Pedraza [249] which uses the control points
defined in a set of B-splines to generate descriptors characterising the environment, and enable an
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EKF-based SLAM algorithm. The algorithm is applied to the observations from a range sensor such
as the ubiquitous laser range finder. The feature modelling developed in this thesis takes advantage
of the multitude of visual features detected in the video feed from one or a number of cameras to
achieve a similar effect to the SLAM solution offered by Pedraza, but importantly also generates an
absolute position update, essential for localisation and mapping tasks.
2.4.4 Road modelling with Extended Kalman and Particle Filters
Coordinates of the road median can be modelled as a random process an estimate of which is provided
by statistical filters: Extended Kalman Filter (EKF) and Particle Filter (PF). Concretely, a prior
probability density function is obtained at the prediction stage and then used together with new
measurements to obtain the posterior probability density function, which gives an optimal estimate
of the road network state. The relative performance of the EKF and PF performing road extraction
were compared in [225] and showed that the EKF has better performance on roads with middle noise
levels while the PF shows better performance on roads with higher levels of noise. In [186] the filters
were integrated instead to form an extraction framework in which a PF is set in operation when
the EKF tracking process encounters certain stopping criteria. The same combination of filters was
implemented in conjunction with human inputs in a map revision interface [11].
2.4.5 Texture Progressive Analysis
Statistical evaluation of texture found its application in a system for detection and extraction of linear
cartographic objects, named Texture Progressive Analysis (TPA), presented by Mena et al. [187].
Due to the focus on GIS update, pre-existing vector GIS data was used for the training. Results
show that segmentation using three statistical levels as a source of the texture information allows
the mutual correction of errors at the confluence of the layers. The approach gave successful results
when applied both on rural and semi-urban areas. TPA was also incorporated in road extraction
frameworks offered in [36,188].
2.4.6 Clustering: K-means, fuzzy K- and C-means, mean shift
Higher-level segmentation techniques such as clustering classify the input data points into multiple
classes based on their inherent distance from each other in a vector space. K-means clustering seg-
ments the image into K clusters, by at first randomly selecting the position of clusters’ centroids,
and iteratively recalculating it based on the position of the centroids to achieve convergence and
separation between the classes. K-means clustering was used for road extraction in [189] with con-
nected component analysis as a post-process for exclusion of small non-elongated elements from a
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cluster. Zhang et al. [190] used a fuzzy logic classifier in conjunction with shape descriptors from
the refined Angular Texture Signature to extract road networks from multi-spectral imagery. A
self-organising road map was offered in Doucette [191] as a mid-level processing step to address the
problem of noisy classification and occlusions in high-resolution images where extracted road com-
ponents are incomplete. The proposed technique runs K-means spatial clustering and then connects
the detected nodes with a minimum spanning tree algorithm. The latter allows flexible connection
of nodes that are not predefined by network topology and promotes connectivity between eroded or
partially occluded road segments.
Mean Shift (MS) [192] is another well-established analysis technique used for clustering and
tracking that locates the maximum of a probability density function to subdivide the feature space
(see Fig.8) into clusters without use of prior knowledge about the distribution. The idea behind
it is that the feature space is regarded as an empirical probability density function, whose local
maximum corresponds to dense regions in the feature space. MS seeks the local maximum of the
density function and delineates the cluster associated with it. Due to its ability to preserve details
and abrupt changes (edges) in local structure, MS has become one of the standard algorithms in
areas of object-based feature extraction and classification. Long [193] used MS segmentation to gen-
erate a simplified binary image map for street blocks extracted from hyper-spectral imagery (HSI).
Guo [29] applied MS to determine average saturation to classify the road object. Due to noisiness of
the saturation image and the road boundary, a post-processing step was required to extract roads.
A MS-based analysis framework with a Support Vector Machine (SVM) as a classifier developed by
Huang [194, 195] was applied to extract spectral/spatial features from HSI. A comparative study
of different multiscale and multilevel object-based approaches [196] showed that mean-shift analysis
yields equal or slightly higher overall accuracy of the results than other algorithms with similar
parameters.
Fuzzy clustering is an advanced technique based on K-means clustering, whose objective is to
minimise the predefined cost by adapting the centroids of clusters in the image and extending
each of the sub-classes. Very accurate extraction results for High Resolution Satellite Imagery
(HRSI) featuring roads of mixed saliency were achieved by a hybrid approach presented in [197]
employing fuzzy c-means clustering with spatial constraints followed by post-processing with CCA,
segment linking and elimination of large miss-classified non-road components through analysis of
the curvature of objects’ contours and their skeletons. In [198] structures and urban sub-classes
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Figure 8: Example of a feature space defined for Mean Shift analysis from [192]. A colour image on the left
is projected into an L*u*v colour space
(vegetation, roads, and built areas) were extracted by fuzzy clustering, which were further analysed
by three road extraction algorithms (the connectivity weighted Hough transform, the rotation Hough
transform, and the shortest path extraction) to extract infrastructures from airborne SAR images
of urban environments. Genetically guided fuzzy clustering was developed in [200,261].
Fuzzy C-Means clustering (FC-Means) developed by Dunn [202] is a method of fuzzy clustering
that separates the pixels in the image into a known number of classes allowing each pixel to belong
to multiple clusters. A road extraction algorithm presented in [199] combined the use of fuzzy
C-means with a modified dark channel prior for successful processing of foggy aerial images. The
FC-Means clustering due to its simplicity and reliability was chosen as an image segmentation for
implementation of the system developed in this thesis. The results of applying FC-Means to Wide-
Area Motion Imagery will be demonstrated in §4.
2.4.7 Markov random fields and conditional random fields
Markov Random Fields (MRF) estimate the probability distribution for an undirected hypergraph
comprised of cliques (alternatively to edges), each of which is defined by nodes connected between
each other. Given the neighbourhood of a node, a Markov blanket, the probability of the node
taking one of its possible values is conditionally independent of other nodes. Overall energy for a
graph, describing the optimality of node labelling depends on single-site potential of each node and
pairwise potentials of its neighbourhood. Markov random fields were applied to region adjacency
graphs built from the results of a watershed transform in [129] to extract the road networks from
satellite imagery. MRF contextual generalisation of SVM attained very high average quality results
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Figure 9: Example of a using Markov random fields for road extraction from [134]. (a) An aerial image was
first (b) segmented [26], then the (c) density of network cliques computed, (d) and the density of junction
cliques was defined to extract the road network. A high density of cliques is depicted in red and low density
is depicted in blue.
(up to Q=100%) for hyper-spectral imagery in [130, 131]. In another algorithm for hyper-spectral
data analysis, spatial-contextual information, modelled by a MRF prior, was used for refinement of
the road class obtained by application of a rotation forest supervised classifier (a random forest of
decision trees) [132].
Conditional Random Fields (CRF) as a variant of MRF were developed to solve the problem of
task specific prediction where input and output variables take known values. Unlike MRF, the CRF
predicts a posterior probability directly, achieving better performance and faster inference speed.
Evaluation and application of higher-order cliques connecting the super-pixels along straight line
segments to road extraction is explored in the works of Wegner and Montoya-Zegarra [133,134] (see
Fig. 9). The CRF objective in unsupervised extraction algorithm offered in [238] is formulated with
an energy function, representing colour, shape, symmetry and contrast-sensitive potentials. Road
extraction with the help of an object based CRF approach utilising colour, gradient of histogram
and texture features was realised in [136]. A detailed review of object based image analysis (OBIA)
can be found in [137].
2.4.8 Graph cuts, normalised cuts, tensor-cuts
Graph cuts is another higher-level segmentation approach that works with data represented in
the feature-space and solves the graph partitioning problem. Graph based segmentation methods
operate on pixel adjacency graphs, whose vertices are pixels of the image, and whose edges are
defined by an adjacency relation of the image elements. Segmentation of the image is achieved by
optimising the cut of a graph, which partitions the vertices into two disjoint subsets, connected
to the foreground and background in the image respectively. The graph cut optimisation scheme
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was adopted in [133, 138, 139, 238] for global refinement of road segments. In [140, 141] frameworks
based on graph cut road detection and context-aware homographic road tracking was developed for
real-time processing of low and mid-level UAV videos.
Normalised Cuts were developed by Shi et al. [142] to address the problem of the optimal cut
favouring small sets of isolated nodes in the graph and to take into account both the local and
global characteristics of the cut. The optimal partitioning criterion, the normalised cut, reflects
both similarity within a group and total dissimilarity between the groups. A similarity matrix
was used to compute the normalised cut of the graph comprised of the weights for the pixel pairs,
assigned so that the spatially close pixels similar in intensity have high weight edges [143, 188].
Grote et al. [144] incorporated colour, hue, edges and road colour in the features into the similarity
matrix. Over-segmented road regions were then merged using colour and edge similarity criteria. In
comparison to TPA [188], the normalised cuts algorithm showed better individual quality measures
(Normalised Cuts vs TPA: Cp/Cr/Q :88.4/92.7/86.1% vs 73.5/89.6/72.8%, RMS: 0.81 vs 1.1 m).
Normalised Cuts gives the possibility to combine several different features in one step, a property
that is important in complex surroundings, while incorporating both local and global characteristics,
when computing the ’cut’. From the point of view of implementation, computing a similarity matrix
for each of the subsets in the region of interest is a computationally heavy task for larger images,
which needs to be taken into account during the design stage of real-time algorithms.
2.4.9 Tensor voting
Poullis [145, 146] offered a unified framework, which combines graph-cuts optimised segmentation
techniques with perceptual grouping theory (Gabor filtering, tensor voting) to automatically extract
road centreline information (magnitude, width and orientation). Geometric information and local
orientation extracted by application of a bank of Gabor filters were encoded into features represented
with tensors, which provide information about the likelihood of the point being surface, curve or
junction. Curves and junction features were classified based on these refined likelihoods. Then a
segmentation using graph-cuts was performed, which favoured keeping the curves connected. Finally,
the road network was extracted by applying a set of Gaussian-based filters of different orientations
to the classified curve features.
Due to its superior performance in extraction of geometrical structures from incomplete data,
tensor voting was chosen in [217] for road contour extraction from road group images classified
by SVM. To carry out feature extraction, the road contour was assumed to be the line structure
underlying the classified group image. In [118] tensor voting was applied to detect junctions, and
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Figure 10: The flowchart of the tensor-voting-based centerline extraction method from [123]. (a) Segmented
road binary. (b) Line saliency map after Tensor Voting (TV). (c) Junction map after tensor voting. (d)
Centerline map after non-maximum suppression (NMS) contains a break. (e) Fitting-based connection
completes the centerline.
served to further facilitate the decomposition of the road and modelling of the branches with splines.
A similar framework in [123] (see Fig. 10) applied tensor voting and non-maximum suppression
(NMS) to generate complete road centrelines. Features from tensor voting (sticks corresponding to
road branches and balls corresponding to junctions) were extracted separately, then branches were
subjected to NMS which effectively minimises the stick saliency map to a line and finally the lines,
representing road branches were connected with a junction to form a road network.
2.5 Image Classification
Classification is a higher-order approach to extraction of the objects of interest, which assigns labels
to image patches based on the models learned from training data sets. Classification approaches
used for feature extraction are mostly supervised, i.e. the training dataset provided for an algorithm
to build class feature vectors has classes assigned to training examples. Among the classification
approaches winning popularity in application to remote sensing are artificial neural networks, genetic
algorithms and support vector machines. An overview of popular approaches to classification of aerial
imagery can be found in [203].
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2.5.1 Artificial neural networks and genetic algorithms
Artificial neural networks are inspired by the ability of human brain and living organisms to adapt,
when solving search and optimisation tasks. The reader is referred to [35] for an extensive review
on the application of neural networks in image processing. Here some of the algorithms based on
ANNs and genetic algorithms are included for consistency. A basic back-propagation neural network,
trained using road spectral and texture parameters, was applied to classify roads from high resolution
satellite imagery [36]. A three-layer neural network was applied to recognise road junctions passing
through the central circle of the classified patch in [37]. Binary template matching was used in [40]
to generate road candidates, from which the road was selected by a Hopfield neural network built
according to the geometric and grey constraint of roads in aerial images. An advanced ANN-based
framework was implemented in [204] using multi-scale textural metrics from very high-resolution
panchromatic imagery for classification of objects in urban imagery.
2.5.2 Support vector machines
The support vector machine is a classification method, which uses a training algorithm provided
with a set of labelled data instances to find a hyperplane with the largest margin that separates
the dataset into a discrete predefined number of classes consistent with training examples [206].
The algorithm in its classical version solves a binary classification problem and is extended by
classification techniques such as one-against-others and one-against-all for classification problems
with a number of classes higher than two. The distinctive features of the SVM are the generation
of object independent generic models for feature classes and particularly the ability to generalise
feature class models well in cases where the number of training samples is limited, which is often
the case in remote sensing. An exhaustive survey on recent application of SVM in remote sensing
can be found in [207]. On par with much attention payed to SVM classification of high-resolution
remotely sensed imagery [208], application of SVMs to urban feature extraction has been the topic
of far fewer works, as discussed herein.
State-of-the-art approaches utilising a SVM as a classifier seek to solve a non-trivial task of
derivation of universal shape descriptors, utilising both radiometric and geometric information for
road extraction. To such shape information one can attribute road geometry, edges [209], predom-
inant directions of the roads [210, 218] and contextual information [212]. Yager et al. [209] offered
a two-level SVM, where the first level trained on the edge-based road features (intensity, length,
gradient, and width between road edges) fed the classified edges to the second level, which paired
them into road segments. The proposed algorithm gave comparatively high completeness results
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(75-91%) but with low correctness (below 35%). Li et al. [263] developed a spatial contextual frame-
work, where the separating hyperplane was adjusted by two support vector machines exploiting the
neighbourhood system (4-connected and 8-connected pixels) in the original space and feature space
correspondingly.
Morphological analysis, presented earlier in this review is generally used to pre-process the im-
agery or to enhance the features that are passed to the SVM for classification. Extensive analysis
of morphological operators used for feature extraction to initiate SVM classification of objects in
urban scenes [214] showed that trivial opening and closing are the most relevant (95% accuracy)
filters for HSI. In [221] features for multi-feature SVM classification were inferred using grey-level
co-occurrence matrix, differential morphological profiles, and an urban complexity index. Recent
work by Shi et al. [118] features morphological profiles (path opening and closing) as SVM input
features and refines the road class with shape features such as area, linear feature index and average
length between junctions.
SVM can also be used as an initial image classification tool followed by post-processing in the form
of image thresholding and vectorisation as was demonstrated in Song et al. [264]. Song et al. [264]
also used smoothness and compactness shape measures to refine the road class. Results achieved by
Song and Civco were compared in later work by Xu et al. [39] and the comparison demonstrated that
the post-processing of the SVM-produced a binary map with road shape features achieves better
results in separating features like parking lots and buildings with rooves of reflectance similar to
road. Similar primary classification with an SVM binary classifier was offered in [217]. Irregularly
distributed SVM road group segments were encoded into a tensor field with its separate components
describing the likelihood of a feature being a point, a curve or a surface. By looking at maxima and
orientation of the features in the curve field, and by pruning and linking the extracted lines, the
road centre line was obtained. The work features a comparison of tensor voting to morphological
thinning for feature extraction, which shows superior performance of the former.
In Inglada [218] SVM classifier was trained using a high number of rotation and scale-invariant
geometric descriptors computed from region boundaries and edge alignments in order to extract
man-made features (bridges, roads and roundabouts) from high-resolution (2.5 m) SPOT 5 imagery.
A SVM was employed in [219] to discriminate built up / nonbuilt up areas using texture-derived
built-up presence index (PanTex) [220] and morphological building index [221] described above. In
the semi-supervised road tracking presented in [265], multiple SVM predictors were learned from
the training road profiles provided by the user, to track the road in aerial images. Most recently,
Chandra et al. [223] demonstrated the use of a SVM trained on a-priori data as a knowledge eliciting
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component of a cognitive framework for road detection from high-resolution satellite images. A
number of standard implementations of the SVM are available to the research community, which
makes it a popular tool for building algorithms that include image classification or segmentation as
one of their processing steps.
Reliance on geometric properties of extracted objects allows SVM classifiers to achieve a high
degree of robustness and resilience to variability in illumination. Regardless of the particular suit-
ability of SVM classifiers for object recognition, its wide application is limited due to the complexity
of the background theory required for its implementation. Central problems involving implementa-
tion of the SVM for feature recognition and matching include 1) the necessity for a content-driven
focusing step to limit the search region classified by the SVM, and 2) complex feature selection to
reduce the dimensionality of the data. Neural network-based machine learning (ML) approaches to
aerial imagery classification [46], and road detection in particular [38], are seeking to address these
robustness requirements and are becoming more and more popular with wide commercialisation of
graphical processing units (GPUs).
2.5.3 Convolutional neural networks
Since the beginning of the study presented in this thesis, convolutional neural networks (CNNs) have
gained considerable interest in the research community, particularly in applications to computer
vision, classification and object extraction tasks [41–45]. CNN-based machine learning approaches
have found recent applications to aerial imagery classification [46], and road detection [38]. Their
increased popularity can be largely attributed to a substantial increase in computational power of
GPUs in the last 3-5 years.
The primary difference between a CNN and an ANN, presented in the previous section, is the
input and the corresponding structure of the network, which for CNN often is an image and a set
of layers allowing for convolution of the image with a set of learned filters, as opposed to a set
of weights multiplied (rather than convolved spatially and added) by an input vector. ANNs are
generally thought of as systems of interconnected neurons suited to model functions for various
tasks, such as regression. The multi-layer convolution filter kernel in CNN is particularly suitable
for image classification tasks due to its ability to extract contextual semantic features automatically.
Thus CNNs have been used in satellite imagery classification and more recently, for road extraction.
One of the earliest works on road extraction using CNNs by Mnih [41] was based on learning of
the spatial context features. However, if applied separately to each of the image blocks this methods
fall short of providing continuity between the blocks. This has been later resolved by Shunta Saito
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et al. [44] who continued on Mnih’s work and introduced a multi-class prediction method capable
of simultaneously classifying buildings, roads and backgrounds thereby reducing the discontinuity
in the prediction results. The deep U-net network in [236] used for road extraction trained using
residual units which ease the training has marginally outperformed (91.87%) Saito’s (90.47%) and
Mnih’s CNNs (90.06%) that were enhanced with post-processing.
Fully convolutional neural networks introduced by Long et al. [45] offered an efficient machine for
end-to-end dense learning, turning the output of the CNN into a heatmap. Combining the outputs
of the layers learned from the copies of the image at a different resolution, referred to as skip layers,
further improves segmentation detail without exponentially increasing the number of operations
that need to be performed to achieve a relatively high-resolution output. Discontinuity of the block
boundaries was also considered in a Fully Convolutional Neural Network (FCN) implementation
starting with the road extraction proposed by Maggiori et al. in [47].
An application of the UFCN (U-shaped FCN) to a relatively small dataset comprising 76 RGB
aerial images (containing road) taken at low altitude, subjected to real-time data augmentation
during the training phase has been demonstrated in [48]. The U-shape of this particular FCN
architecture comes from the fact that convolutions layers are followed by corresponding mirrored
deconvolutions with the usage of skip connections in-between for preserving the local information.
The accuracy achieved by the UFCN (95.2%) is superior to SVMs (89.9%) and 1D-/2D-CNNs (89.8-
91.4%). UFCN has demonstrated a relatively fast and stable prediction time unlike SVM and CNNs
tested alongside it.
The state-of-the-art approach, called RoadTracer, developed in [49] to infer roads from satel-
lite imagery is based on the iterative CNN-guided graph construction. It directly outputs a road
graph. Although the method allows for dynamic construction of the training examples, the major
shortcoming is in its iterative approach to road tracing which limits its usability in real-time.
Although modern implementations of neural networks undoubtedly outperform manually-crafted
filter-based methods, the availability of the ready labelled datasets that can be used for training tar-
geted at a particular task remains one of the main practical limitations when choosing the approach
for a navigational system. To achieve the required level of robustness an ML approach might require
around 10,000 images [39] as a labelled training dataset of imagery, which is not always accessible
for ad-hoc mapping and surveillance missions. Typical breakdown of the images in the dataset into
training, testing and validation is between 60/30/10% and 70/20/10%, which indicates that in case
of the need to retrain the system on a different dataset, the majority of the work had to be per-
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formed manually (60-70%) which can be quite time and labour consuming if not impossible given
the near real-time requirements of surveillance and mapping systems. Given a training dataset, the
requirement on the user to have the skills to retrain the dataset can be prohibitive, thus making
neural networks less accessible compared to alternatives.
For the reasons, detailed above, a simpler fully automated method more intuitive for the end-user
has been chosen for the image classification task, underpinning the feature detection module used
in the study. It needs to be noted, however that regardless of the classification tool, the output
would be still a set of binary classification masks for each class which would in most cases require
post-processing, spatial filtering and outlier rejection. In future implementations of the system,
depending on the readiness level of the training algorithms and availability of the datasets, neural
networks can be considered as a replacement for the classification approach currently used.
2.6 Road extraction
Road extraction is the process of iterative evolution of a road centreline based on the chosen crite-
ria and characteristics of the road. Road extraction can be initiated with a road profile (template
and profile matching), with seed pixels provided by a user (snakes, level sets and dynamic program-
ming) or based on assumptions about road geometric and radiometric properties (directional angular
operators).
2.6.1 Template and profile matching
Template and profile matching approaches discussed in this section use grey scale value profiles to
create a template that is matched in order to track the road. Road trackers are often initialised
with seed points either provided manually or automatically. From seed points a road tracker derives
characteristic features of the road to track and generate a road profile. Then the profile matching
technique determines the next road point by comparing geometric and radiometric parameters of
the reference profile to the road profile at a pixel predicted to be on the road. Semi-automatic
approaches, engaging an operator in the initialisation and decision making are realised in a variety
of road tracking user interfaces [11–14,16]. Kalman filtering was applied to predict the road axis point
by matching a user-generated reference profile to objects in the image in [11,15,16]. A combination
of Bayesian filters (EKF and PF) was used in rotation in [186] to regain the trace of the road beyond
obstacles as well as to find and follow different road branches after reaching a junction.
In [11] two complementary profiles were extracted from the road segment entered by the operator,
thereby improving robustness of the tracker. A road template, generated as a weighted combination
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of training profiles provided by the user, was used for template matching with adaptive least squares
in [12]. A road mask representing the arrangement of road pixels discriminated from background
pixels is another semi-automatic profile matching method [224]. The algorithm in [225] traced the
road by relying on a road mask and road seeds, and edge pixels indicating the direction of the road
passing through it. The algorithm encountered limitations in areas of small roads, where the road
mask is intermittent and imperceptible.
2.6.2 Directional angular operators
Linear structures can be detected directly by applying directional angular operators, such as a
spoked wheel, a spatial signature measure and an angular texture signature. The spoked wheel
operator used in Hu et al. [28] draws lines through the pixel at evenly spaced angles to detect the
cutting points, where intensity change sensed along the line is significantly higher than the intensity
standard deviation at the pixel. Since these cutting points correspond to edges of the road region,
the homogeneous region enclosed within them is defined as a footprint of a pixel. The anisotropic
structure of footprints was then utilised for iterative line segment growing and construction of a
road tree. A modified version of the algorithm without higher-level post-processing was presented
by Guo [29]. Comparison of average performance metrics of the two versions of the algorithm [28,29]
show that the modified algorithm [29] (Cp=50-68%, Cr=47-55%, Q=32-43%) significantly drops in
performance when compared to the full version [28] (92/92/87%). Post-processing of detected road
lines based on a probability distribution required by this tracking algorithm is not always possible
due to limited time for frame processing in real-time operations.
The Angular Texture Signature (ATS) is another popular directional angular operator, presented
in [30,31] to reflect characteristics of a road as a relatively straight, smooth object with low variance
along the trajectory. ATS can be thought of as a version of a spatial signature operator described
above, which uses rectangles instead of lines to analyse the variation in intensity within the rectan-
gular regions in each of the radial directions. ATS is defined as the variance from the mean for a
rectangular set of pixels around the central pixel. Angular texture signature template matching is
employed in [32] to search for the optimal road direction and road centreline in the classified image.
Comparison of ATS with three other road tracking algorithms presented in [33] shows a range in
speed of the algorithms’ operation from fastest to slowest as follows: profile matching, snakes, tem-
plate matching and ATS. The results of comparison also show, that robustness and accuracy of the
tracker are inversely proportional to its operation time.
The tracking algorithms described depend on the parameters of the tracker or chosen angular
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operator, while matching approaches rely heavily on accurate, mostly manual, initialisation. Track-
ing a road network in real-time also might imply the necessity of computationally heavy parallel
processing. Tracking approaches greatly suffer from occlusions and irregularities of the road surface
in high-resolution images, but when applied to binary images they in turn rely on the accuracy
of the previous processing stage. ATS, however, outperforms template and profile matching meth-
ods [226] and therefore represents the favourable road tracker. A method similar to ATS, based
on the construction of the search window using the F* algorithm seeking to maximise the number
of detected road pixels. Implemented by Bendouda et al. [231] has achieved promising results for
both primary and secondary roads (Cp=50-68%, Cr=47-55%). Iterative implementation of the F*
algorithms however, similarly to the ATS method, requires a complete search for all available options
at every break point of the road segment before an optimal solution can be found.
2.6.3 Snakes and dynamic programming
Road extraction can be considered a boundary evolution problem for which active contour frame-
works that can deal with occlusions, corners, and automatic topological changes apply. The snake
method and the level set method can be regarded as parametric active contour and geometric
active contour respectively. Snakes are deformable elastic curves, which under the action of energy-
minimising functions adapt a vector contour to the region of interest. Modified snakes such as
‘ribbon’ and ‘ziplock’ ‘snakes’ represent road edges and allow for the optimal extraction of a road
region between the road edges. Geometry-constrained multi-scale edge extraction strategies us-
ing snakes were presented in [16–20]. These works show that snakes outperform other methods in
bridging of shadows and occluded areas and extract continuous road centrelines.
Amo [21] combined a snakes approach for road edge extraction with a region competition algo-
rithm and refinement of the extracted contour based on the intensity distributions of border regions.
A line network extraction method proposed in Rochery [22] utilised a quadratic formulation of snakes
based on tangents on opposite sides of a road. An advanced version of the method [23] utilised a
family of quadratic snakes and showed improvement in the extraction of enclosed regions and multi-
ple disconnected road networks. The extraction of intersections [18,24–26] and roundabouts [25] was
successfully facilitated by snakes (see Fig. 11). Snakes were also used for segment linking, verifying
the connection hypothesis and post processing of extracted road segments [27]. Dynamic program-
ming, applied in [13] interchangeably with least squares B-spline snakes solves the path optimisation
problem by choosing the next road node from candidate vertices.
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Figure 11: The evolution of a ’ziplock snake’ from [25]. Black lines indicate extracted road arms (a), and
white lines indicate the initial fit of the ’snake’. Multiple stages of the snake refinement (b),(c) lead to a
complete and accurate intersection extraction result (d).
2.6.4 Level sets
While a snake model parametrises the curve and ensures that the contour points are placed equidis-
tantly on the contour, a level set model represents the contour as a whole, as the zero level set of a
higher dimensional function. The automatic process of merging and splitting contours in level sets
in turn considerably simplifies the problem of keeping track of the network propagation. Instead of
external force for the snake, a level set has a stopping criterion, a speed function, which is greater
than zero on road boundaries. Semi-automated methods for the extraction of roads from HRSI with
contour evolution using a level set method initiated by the operator are presented in [143,262,263].
Application of level sets to outline an area of road junctions was presented in [25] with special atten-
tion payed to discrimination of road occlusions from the actual islands located within the junctions.
Recently, a similar active deformable model restricted with colour and width of the road, detected
from the seed pixel, was presented in [229]. The approach relies on the continuity in road size and
topology. It yields good results for rural areas. However, even with improvements in extraction of
junctions and handling of discontinuities its applicability to more complex urban road extraction
problems is not guaranteed.
2.7 Discussion of Semantic Feature Extraction Algorithms
As mentioned earlier, the choice of the most suitable feature extraction approach for real time
application in visual navigation is driven by several requirements (summarised in a list below),
among which are the ability to uniquely describe the extracted feature with a minimal amount
of information, preferably in a way in which it is independent of scale and orientation. A single
algorithm that will perform equally well in all road extraction tasks under all conditions is unlikely
to be achievable, therefore this section provides some guidelines along which the most appropriate
algorithms or their combinations can be developed.
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As current classification is presented to define the potential of the reviewed approaches and point out
the connection between certain methods and their applications, factors discriminating the approaches
need to be defined. The choice of the extraction algorithm can be driven by the following factors
• Necessity for manual initialisation and/or preliminary training
• Availability of labelled or cartographic maps
• A-priori knowledge about the road properties in the area in which algorithm is operating
• Available stages of post-processing
• Computational power of the system
Each of these factors can be associated with a corresponding group of extraction techniques. Most
road tracking approaches (template matching, snakes, level sets) require an initialisation process
that relies on a road template indicated by the user, while for road modelling and line grouping
approaches some prior knowledge of the road topology and geometry typical of the area of operation
is necessary. The choice of the algorithm can be also made based on its ability to accurately model
the road (road modelling and line grouping) or analyse its topology (directional angular operators).
Availability of training sets and the possibility of training the algorithm prior to operation allow the
choice of semi-supervised segmentation approaches, such as ANN and SVM. The choice of feature
inference methods and feature descriptors for ANN and SVM can be done based on recent research
in the field of machine learning. Computationally demanding approaches (TPA, clustering, graph
cuts) can be suitable for high performance real-time systems although for more general applications
simplifications in implementation may be considered.
The diversity of road radiometric and geometric parameters might be addressed by an adaptive
generic approach that utilises extraction techniques which are most suitable for the particular area
of operation (e.g. snakes and road tracking for rural areas versus spectral approaches incorporat-
ing contextual and spatial information for developed urban areas). Hybrid approaches allowing for
fusion of several road parameters (texture, spectral and spatial information) are seen as a possi-
ble alternative to adaptive algorithms. Such hybrid approaches utilise one of the segmentation or
classification techniques and refine or enhance the result by applying tracking, grouping or voting
procedures in post-processing stages. Due to the high priority of correctness and computational
efficiency of the algorithm in feature matching for navigational purposes, the emphasis in develop-
ment of the extraction approach should be on maximising the uniqueness of each individual feature
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and fusion of different sources of feature information to allow mutual correction of the errors. The
summary of the current review in Table 2 shows a comparison of the discussed approaches based on
the key requirements of the visual navigation system.
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Table 2: Summary of a comparison study on road extraction methods.
Group of
methods
Method of road
extraction
Initialisation Decision making Derived infor-
mation (output)
Advantages Disadvantages Accuracy1:
Cp / Cr /
Quality
Thresholding Compares pixel
intensity with
threshold
Not required Choice of threshold
value; can be done
automatically
Road regions, pix-
els
Computationally succinct; ef-
ficient - major advantage;
well-established and proven
method; threshold levels are
easily evaluated
Low level of detail; incorpo-
rates only intensity properties;
drops in performance for im-
ages with varying illumination
conditions
72-95/82-
99/81-96%
Mathematical
morphology
Transforms the ge-
ometry of the ob-
jects
Not required Choice of structure
element;
Road regions, pix-
els, edges; num-
ber and location of
branches
Structure-based method; effi-
cient major advantage; Struc-
tural element types are easily
chosen
Choice of morphological opera-
tions is image-dependent; Dis-
cards scale information; drops
in performance in complex
scenes
58-93/34-
85/28-81%
Template and
profile match-
ing
Tracking the road
as pixels of similar
intensity to road
profile
Seed points Selection of road
template size
Road regions, pix-
els
Extraction of continuous road
segments
Sensitive to road occlusions,
computationally expensive.
NA 2 (error
correction is
performed
online by the
user)
Directional an-
gular operators
& ATS
Places directional
rotational operator
to sense road direc-
tion for tracking
Size of the
template
Needs extraction
strategy
Road centreline,
direction, number
of branches
Can distinguish between ob-
jects similar in intensity based
on their geometry
Sensitive to road occlusions 51-95/54-
97/43-92%
Line grouping Generates a graph
from road candi-
dates and seeks the
best possible con-
nections
Not required Connection param-
eters
Road centreline Incorporates contextual knowl-
edge about the Shape of road
objects
Depends on the quality of in-
put road candidates; gener-
ates disconnected road compo-
nents; Computationally de-
manding;
47-91/51-
93/60-83%
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Group of
methods
Method of road
extraction
Initialisation Decision making Derived infor-
mation (output)
Advantages Disadvantages Accuracy3:
Cp / Cr /
Quality
Road mod-
elling with
EKF & PF
Predict next point
of road centreline,
modelling it as a
stochastic process
Seed points Seed points, opera-
tor supervision; pa-
rameters (e.g. Ap-
prox. Road width)
Road centreline,
direction
Extraction of continuous road
segments; can be combined
with contextual information
Sensitive to changes in road
geometry; produces mistaken
road points when it encounters
objects of similar intensity
85-92/98/NA%
RMSE(1.86-2.9
px)
Texture Pro-
gressive Analy-
sis
Generates sta-
tistical measures
to analyse tex-
ture for image
segmentation
Not required Size of the win-
dow and plausibil-
ity threshold
Road centreline,
nodes that cor-
respond to road
branches
Cross-validation of segmenta-
tion results using different or-
der statistics; can add to the
knowledge level of the database
Complex and computationally
demanding
66-86/65-
94/67-87%
Clustering (K-
means, mean
shift)
Separate image
into clusters
Not required Number of clus-
ters/ kernel band-
width
Road regions Simplicity in application,
unsupervised out-of-the-box
packages
Calculation intensive (Mean
Shift); no account for geome-
try; can mis-classify spectrally
similar objects
58-93/57-
93/49-88%
Fuzzy cluster-
ing
Divide image into
clusters by min-
imising the prede-
fined cost through
adapting the cen-
troids of the clus-
ters
Not required Number of class
clusters
Road regions Unsupervised adaptive cluster-
ing; indicates degree of mem-
bership on the object to the
cluster
Can mis-classify spectrally
similar objects; requires incor-
poration of spatial constraints
or other spatial information
71-98/ 61-
99/53-99%
MRF and CRF Estimate the prob-
ability distribution
to generate labels
for an undirected
hypergraph
Not required Choice of features
and parameters of
the model
Class labels, road
segments,
Accounts for appropriateness
of unitary and pairwise prob-
ability; energy function can
incorporate several similarity
terms
Learning parameters are hard
to choose; feature inference
might be a slow process de-
pending on feature formulation
NA/NA/84-
100%
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Group of
methods
Method of road
extraction
Initialisation Decision making Derived infor-
mation (output)
Advantages Disadvantages Accuracy4:
Cp / Cr /
Quality
Normalised
cuts, graph
cuts
Divides image
points into two
sets by finding the
minimal cut in
feature space
Not required Number of clusters Road regions Accounts for global and local
optimum; robust in application
to weak edges and small sur-
face changes; used in real-time
systems
Computational complexity
depends on implementation;
needs a pre-processing stage;
enforces over-segmentation
86-88/93/86-
98%
Tensor voting Combines tensor
encoding of the
features with graph
cut segmentation
Seed points
to compute
intensity;
user cues
to initiate
segmentation
Feature inference Road objects (cen-
trelines, junctions)
No hard thresholds; Feature
encoding invariant to type of
images; extraction of geometri-
cal structures from incomplete
data
Calculation intensive, requires
initialisation and several post
processing stages to extract
complete centreline
72-94/62-
79/51-81%
Neural net-
works and
genetic algo-
rithms
Classifies road
segments based
on the provided
labelled training
data
Training
data (semi-
supervised
classifica-
tion), input
features
Feature inference;
design of the net-
work; weight of the
features; regulari-
sation parameter
Class labels, road
segments, edges
(can be trained to
classify junctions)
Provide a universal framework
for solution of classification
tasks, can be trained on exam-
ples most relevant to the task;
existence of ready out-of-the-
box ANN classifier
Calculation intensive; includes
time-consuming step of gener-
ation of training examples and
experimentation with types of
features; inclusion of ambigu-
ous examples in training set
can lead to misclassification
77-93/NA/93-
95% Quality
of junction
extraction [37]
(97.5-100%)
Ant based
framework
Deploys ant-
agents, which
converge to op-
timised path
between nodes to
form road network
Training data
for supervised
classification;
road seed to
complete the
network
Strategy for ant-
agent processing
Nodes and links
of road hypothesis
network
Provides non-restricted solu-
tion applicable to various fea-
ture extraction problems
Calculation intensive; time
consuming; intricate imple-
mentation
65-95/94-
97/61-92%
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Group of
methods
Method of road
extraction
Initialisation Decision making Derived infor-
mation (output)
Advantages Disadvantages Accuracy5:
Cp / Cr /
Quality
Support vector
machines
Divides image
points into two
sets by finding
the hyperplane
that maximises the
margin between
the sets
Training
data (semi-
supervised
classifica-
tion), input
features
Feature inference Class labels, road
segments, edges
(can be trained to
classify junctions)
Can incorporate a-priori in-
formation into soft labels of
the class; provides good gen-
eralised solution with limited
amount of training data
Necessity of content-driven fo-
cusing step to limit the search
region classified by SVM, and
complex features selection for
reduction of dimensionality of
the data
75-91/ (13-35)
6 72-84/ 62-
99%
Snakes, ac-
tive contours,
level sets,
and dynamic
programming
Extract road cen-
treline by evolving
the curve under en-
ergy minimisation
constraints, relying
on the gradient and
spectral contrast in
the image
Seed points Formulation of en-
ergy /speed func-
tion and evolution
constraints
Road edges, width,
direction, location
of branches
High precision of extraction
result; few parameters; can
be combined with geometric
constraints; can extract non-
salient roads
Calculation intensive; requires
pre-processing for smooth evo-
lution of the curve as it cannot
overcome hard obstacles; sen-
sitive to occlusion of edges or
drops in intensity levels
72-83/95-
99/90-98%
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For each group of extraction approaches (see Table 2) the method of extraction, initialisation, key
decision making points and the quality measures obtained are described. Since for profile match-
ing approaches the operator supervises the results of the semi-automatic system and failures are
edited online, quality measures for this group of approaches are generally not derived. Application
specific information such as the type of output information, and the algorithm’s advantages and
disadvantages is presented in columns 6-8 of the table. Quality measures for each algorithm should
not be regarded as the only key comparison factors. The table and comparison survey as a whole
rather suggest taking a complex approach and regarding implementation cost, derived output and
possible merits and limitations of each of the algorithms as equally important factors. It should be
noted that the majority of the approaches in the field were tested on a rather limited number of
test images, which suggests a certain degree of customisation of the algorithm to the analysed scenes.
2.8 Building Detection
Road network extraction is a widely researched task to which the majority of the chapter has been
devoted. However, a brief overview of building and vehicle extraction approaches, relevant to the
mapping study performed in §6, is provided in this section.
In Tian [266] a method for building change detection (see Fig. 12) was proposed, matching
IKONOS and WorldView-2 satellite imagery based on derived Digital Surface Models (DSM) and
spectral matching using Kullback-Leibler divergence measure.
Multispectral bands from satellite imagery were used to compute a vegetation index, which
helped mask out the variation in the scenes due to changes in vegetation. To filter out non-building
detections from the change mask, a region-based refinement taking into account the edges and the
geometric properties of the object such as height, area (size), and convexity (smallest convex hull
representation) was employed. Depending on the test image set, the rate of True Positives (TP)
and False Positive (FP) detections ranged from 55% (for 5 objects in the scene) to 93.3% (42
objects in the scene) of all detected buildings for TP and 45% (5 objects) to 15.79% (42 objects) for
FP correspondingly. One of the significant limitations of the algorithm is manual selection of the
threshold for removal of outliers based on the analysis of the height of the buildings performed on a
scene-by-scene basis. Additionally, dense building areas are often prompting false positives due to
the challenge of associating building pairs due to image registration constraints.
An indirect approach to building detection in monocular Very High Resolution (VHR) optical
satellite images taken in [267] was based on shadow detection and investigation of the directional
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Figure 12: Building change detection algorithm presented in [266] was applied to panchromatic images
from years 2006 (a) and 2011 (b). A reference change map (c) was provided to evaluate the results using
True/False Positive metrics. Height change map derived from two DSM (2006 and 2011) was fused (e) with
the pixel-based change detection map. Significant changes in building height and appearance were extracted
using thresholding (f) of the fused image (e).
spatial relationship between buildings and their shadows. The complexity of the algorithm lies in
the need to investigate the length of the shadow objects in the direction of illumination to enforce a
pre-defined height threshold value. To do that, for every given solar elevation angle and a minimum
building height threshold (Theight = 3m), the minimum shadow length (Lmin) was found that should
be cast on a flat surface. The final building regions were detected by GrabCut partitioning approach,
which required labelling of foreground and background pixels. To this end, the automatic extraction
of background pixels belonging to the shadows of the buildings and immediately adjacent areas traced
back to the building (foreground) was proposed. The results of applying the algorithm to 20 test
sites selected from a set of QuickBird and Geoeye-1 VHR images was successfully demonstrated with
the accuracy measures being Precision=93.6%, Recall=79,0% and an F-score=85.7%. The algorithm
claims to demonstrate reasonable building detection performances under challenging environmental
and illumination conditions, but is inherently constrained by the requirement to provide a reference
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shadow object with a direction in the scene and the presence of the shadow region for each building
in the scene.
Another approach utilizing the shadows of the buildings for building object detection was pre-
sented in [268]. The initial image segmentation was performed using an over-segmentation algorithm,
which requires setting of the threshold for the weighting function and the number of super pixels
in the region to differentiate between the building, shadow and vegetation object classes present
in the image. A region adjacency graph (RAG) with the nodes representing each region was then
composed to describe the relationships between the building and shadow segments. The Markov
random field image segmentation method was then initialised using the K-means algorithm (see
§2.4.7, §2.4.6 for explanation of the methods) run on segmented image. The following step, however,
relied on user input of one of the main parameters for Markovian regularisation. For each shadow
object or shadow mask, the regions bordering the shadow object in the opposite direction of the
illumination angle were identified as building segments. The manually defined illumination angle
and several crucial thresholds defined in an empirical fashion, limit the scalability of the algorithm.
The algorithm was tested on urban, suburban and rural scenes selected from National Oceanic and
Atmospheric Administration (NOAA) imagery (24-cm pixel resolution) containing 20-45 buildings
each. The accuracy metrics are within the acceptable ranges, namely Precision=85.3-90.3%, Recall=
82-88% and F1 score=85.9-86.6%. Based on accuracy results, the algorithm is comparable to the
approaches reviewed earlier in the chapter, however the number of empirically selected parameters
to run it raised a concern about the achievable level of the automation.
The 2D building detection problem was expanded into a three-dimensional (3D) space in [269].
Once again, the nodes in the extracted graph were defined by 3D primitives, standing for houses,
described as those matching one of the 10 pre-defined shapes. The arcs of the graph represented
relations between features and their attributes. A data mining approach was used to discover the
semantic relationship of these primitives. Aerial images interpreted via this geospatial data mining
method were successfully used for extracting a digital building model with 87% accuracy. The
method, however, was limited by the predefined shapes of buildings allowed for matching and is
heavily dependent on the availability of the verified high-resolution LIDAR reference data. This
concludes a brief overview of building-only detection methods and the remainder of this section
presents more general landmark-based approaches relevant to the visual navigation application.
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2.9 Landmark Detection
One of the primary advantages of the visual-based navigation system developed in this thesis is its
modularity and flexibility in relation to the features used for localisation and navigation. There are
only a few examples of similar landmark-based navigation systems that were found and included
in the present literature review. These systems rather than being tailored to any particular type
of feature use various landmarks such as as roads, buildings or other salient objects that can be
detected based on their unique attributes in relation to the environment.
Vision systems focused on landmark detection in [234] utilised a combination of SURF-based
image registration and road and building detection using Haar classifiers. Haar training involves
creation of a large dataset of the building regions and road intersections. Although the comparison
presented in the above work showed that the Haar classifier outperformed line-based intersection
detectors and edge-based building detectors under various illumination conditions, its inability to
deal with rotation increased the complexity of the system. The GIS-based system presented in [237]
registered meaningful object-level features such as road centrelines, intersections and villages in
real-time aerial imagery with the data of GIS. The road was extracted using local weighted features,
an approach to estimate the background value of a pixel based on local neighbourhood pixels.
Consequently, road end points, branch points and cross points were generated from extracted road
networks and were matched with a GIS database.
A three-stage landmark detection navigation proposed in [246] extracted a few (3-10) significant
objects per image, such as rooves of buildings, parking lots etc., based on pixel intensity level and
the number of the pixels in the object. For each of the extracted objects the feature signature was
calculated, defined as a sum of the pixel intensity values in radial directions for a sub-image enclosing
the feature. The centroids of the extracted objects were simultaneously used to form a waypoint
polygon. The angles between centroids and ratios of polygon sides to its perimeter were then used
as scale and rotation-invariant features describing a waypoint in the database.
A visual information assisted UAV positioning system, which uses a-priori remote-sensing infor-
mation was presented by Liu et. al. [247]. The remote sensing information was used to construct a
database of non-unique features, i.e. abstract landmarks selected along the scheduled air route in
advance. The selection of the landmarks was optimised for spatial distribution and regular availabil-
ity along the flight path. Unlike the flexible system developed in this thesis, which can work with
landmarks present in the imagery, rather than a pre-defined feature class, the approach developed
by Liu [247] requires access to a flight plan and does not account for any deviation from the chosen
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route.
Similarly to the navigation study presented in §5, the system presented by Liu [247] is designed
to work with the satellite imagery. Matching of the scenes to landmarks in the database was done
using SIFT features. As discussed in [248], robustness of the SIFT feature matching algorithm as a
standalone is insufficient for remote-sensing image matching applications. Apart from the trade-off
made during the landmark selection that constrains the area of flight operation, the reliance of the
algorithms on SIFT features limits the application of the approach in time domain. In the case of
significant changes in the scenes, e.g. appearance of the newly built-up areas in city suburbs, SIFT
features won’t be able to identify the nature of the change in absence of contextual information
and semantic labels in the dataset. Both of these limitations are addressed by the visual features
chosen for the system developed in this thesis. The proposed system combines image intensity and
frequency-based segmentation, morphological filtering, contextual information, high-level feature
extraction, and feature pattern matching to achieve reliable image registration based on a wide
range of features, which increases the reliability of the estimated aircraft position and orientation
update.
2.10 Vehicle Detection and Tracking
The vehicle detection task has been enabled by improvements in the road network extraction accu-
racy making it possible to reliably track moving objects across a series of aerial or satellite images. As
mentioned in the introduction §1, the WAMI application detailed in §6 focuses on the geo-correction
of the position of the movers detected in the aerial imagery. The positions of these movers (the
detections) were provided with the dataset. Since the problem of vehicle detection in the aerial im-
agery is not the primary application of the system developed in this thesis (rather vehicle accurate
localisation and geo-coding is), only a brief overview of the vehicle detection techniques is provided.
In [270] a sliding-window based system for the detection and localisation of cars was proposed.
The performance of the proposed framework was evaluated on a popular Vaihingen [271] dataset.
A set of detections were produced by changing the window evaluation settings and feeding the
resulting data into an SVM. The change in window evaluation settings resulted in a broad range of
accuracies from 78.65% to 92.79%, which highlights the sensitivity of the approach to the choice of
the parameters on a per-dataset basis.
The problem of detecting and counting cars in unmanned aerial vehicle (UAV) images was
addressed in [272] using a CNN targeted at a small image sub-sets (see Fig. 13) identified as
candidates for car locations. The CNN for the task had to be pre-trained on a large auxiliary
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Figure 13: An effective car counting method proposed by [272] combines Mean Shift image segmentation
with CNN features fed into an SVM for testing and training of the model.
dataset as a feature extraction tool and combined with a linear SVM classifier to classify regions
into ’car’ and ’no-car’ classes.
The method achieves relatively good computational performance compared to other deep learning
approaches. Due to its time-consuming and data-hungry training component, the method cannot
be viewed as a viable solution for real-time ad-hoc car detection tasks on newly captured datasets,
despite it’s accuracy. The model pre-trained on a dataset captured with the same camera system but
in different lighting conditions or at a different altitude will most likely need to be re-trained. New
training datasets are often unavailable until the time of the first mission, which also implies that the
training and the detection need to be performed simultaneously compromising the timeliness of the
operational response.
The use of image noise and illumination invariant KLT features [305] has become a standard
technique for tracking moving objects in aerial imagery. An implementation of the method in
[273] focusing on detection of moving vehicles in images begins with registration of the image (to
compensate for the motion of the platform). Through the application of temporal differencing, the
motion layers dedicated to tracking individual vehicles are established and maintained throughout
the sequence. A KLT-based tracker was utilised to detect the movers in the WAMI imagery to
complete the dataset provided for the study presented in §6.
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2.11 WAMI Image Registration and Feature Tracking
Attribution: This section of the literature review has been gradually developed and pub-
lished in [6, 7]. All is the work of the author of this thesis.
Image processing algorithms described in §2.3-2.10 can operate on a variety of image inputs from
satellite to aerial imagery from a drone. One of the particular applications, which the algorithms
developed in this thesis were particularly useful for (see §6) is Wide-Area Motion Imagery (WAMI).
WAMI is generally characterised as very high resolution (VHR) imagery with near real-time process-
ing requirements to suit surveillance applications. The multilevel scale-invariant feature transform
matching approach developed in [291] and [292] when applied to large-size VHR imagery results
in high computational load incompatible with on-the-fly processing. To address this, a dynamic
context-aware cost-effective image registration technique that prioritises feature-dense regions of
interest to gain computational performance is proposed here.
The topic of WAMI encompasses a broad range of surveillance tasks, including movers detection,
maintenance, and image stitching for frame-to-frame track association. Current research on WAMI
encompasses sensor design, exploitation methods, and supporting developments for the narrow field-
of-view camera arrays. This section of the literature review does not attempt to cover the entire
field of WAMI, rather, to provide context to particular challenges encountered in the domain. The
focus here is on the specific role of camera calibration and image registration to achieve accurate
geo-coding of the detected movers and approaches associated with this task. The accuracy of the
camera calibration and image registration is the second most important aspect of the information
extraction process after the image processing discussed above.
The task of imagery analysis in WAMI is to maintain and improve situational awareness and
assessment. Situational awareness can be built and maintained by updating detected objects and
their tracks. It is only possible to analyse the supplied information if the basic level of data accu-
racy is achieved. There are a number of research studies focused on development on tracking and
surveillance capabilities for WAMI [293–296, 298]. A robust feature-based method to track objects
by focusing on local phase and orientation information based on the monogenic signal representation
was presented in [293]. Improved accuracy and performance of the tracker was compared to that of
SIFT and the Mean Shift tracker. An interactive tracker for a wide-area surveillance system suitable
to track several objects for forensic analysis was developed in [294].
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The problem of image alignment in WAMI, as presented in [299], is one of the primary causes
of corrupted target detection and tracking. The switching between automatic and manual tracking
modes was built into the tracker to provide greater usability in a variety of tracking scenarios. An
automatic approach to this task was proposed in [295], where median background modelling was
used to track a large number of movable targets in a WAMI dataset with a particularly challeng-
ing background. It was suggested that gradient information from the background image could be
used to remove false detections, which are the result of parallax or registration errors. The per-
formance assessment of several state-of-the-art visual trackers on the wide area surveillance videos
was conducted in [296]. This study demonstrated the benefits of background registration, and while
the performance of traditional visual trackers was adequate, the robustness of their operational
performance is still sub-optimal.
The parallax and registration errors were successfully removed using the gradient information
from the background image in [295]. Vehicle tracking over multiple frames using stochastic progres-
sive association was augmented by the use of the road network in [297]. This approach, however,
relies on the accuracy of pixel co-registration of the road network with the WAMI frames. The
mask of major roads created using the Google Map information was also used in [298] for detection
and categorisation of traffic activity patterns in WAMI. A similar problem to the one presented in
§6 was considered in [301], where to accurately register a geo-referenced vector roadmap to WAMI
the locations of detected vehicles were used and a parametric transform that aligns these locations
with the network of roads in the roadmap was determined. Another combined approach to target
detection using the fusion of hyper-spectral and high-resolution imagery has been proposed in [300].
The proposed technique relied on anomaly detection in the spectral data in combination with spatial
analysis of the high-resolution imagery to avoid generation of false positive matches.
A summary of the various applications of the modern camera arrays together with the commonly
used designs has been presented in [303]. The study also mentions the potential for installation of
the camera array under the wing of the fix-wing aircraft and recommends the investigation of a
feature-based simultaneous localisation and mapping (SLAM) calibration method similar but more
constrained compared to the TAN method offered in this thesis. Apart from the target tracking,
which is not considered as a part of the problem statement defined in this thesis, all relevant WAMI
approaches presented above were taken into consideration when applying the system to the WAMI
study presented in §6.
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2.12 Contributions: Bringing It All Together To Close The Gaps
The visual navigation system developed in this thesis combines a number of the image processing
and object extraction approaches presented in this literature review. The chosen system modules
include efficient FC-Means image classification, morphological processing, line grouping and OBIA.
The unique advantage of our system is its feature class-specific multi-threaded architecture that
allows each of the detected object classes (roads, water bodies, shorelines) to be processed separately
and for new classes to be easily added. The image registration problem (for WAMI as well as other
types of aerial imagery) is solved by extracting the landmarks, objects and context from the image
and associating it to the a-priori map built using Google Earth imagery. Accurate localisation of
the aircraft achieved in the image registration step allows the system to correctly map the objects
of interest (such as vehicles on the road) from the image to the global coordinate reference system.
The additional accuracy in geo-coding of the vehicles comes from the fact that the road networks,
already utilised by the system for identifying the aircraft position, are re-used for localisation of the
movers on the map. Additional details on system architecture as well as the implementation of its
modules are given in §4. The remainder of this chapter seeks to summarise the lessons from the
present literature review as they apply to the visual navigation system developed in this thesis.
As the product of a thorough literature review of the approaches relevant to the problem of
visual navigation in GPS-denied environment, a number of techniques relevant to closing the gap
identified and detailed in §2.1 were identified. However, no single system to date is able to provide
the combination of the flexibility and high computational performance of the low-level feature-
based system with positioning accuracy and robust long-range navigation solution derived from the
absolute feature matching in a GIS-like fashion using an a-priori feature data base. To address this,
the algorithms developed in this present thesis utilise the best-performing components identified in
the overview of the state-of-the-art methods:
• Visual Odometry in the form of Optical Flow to derive relative vehicle velocities
• combination of image processing techniques that are robust, inexpensive in training and
computationally efficient and structural morphological analysis for scene classification and
object detection
• Object-based Image Analysis, including rigorous filtering, object grouping and modelling
with mathematical primitives to establish the basis for feature identification and matching
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• compact feature descriptors with improved uniqueness due to the incorporation of the
semantic characteristics of high-level features to facilitate real-time feature association and
matching
• multi-threaded architecture allowing the system to operate robustly in a broad range of
operating environments making use of such feature types as roads, road junctions, water bodies,
their boundaries (e.g. rivers, shorelines, lakes, dams), urban features (e.g. salient buildings
or roof patterns), or natural features (e.g. forest boundaries).
The novel system design making best use of the above elements, that allows the system to operate
robustly and reliably perform visual navigation, localisation and mapping tasks is detailed in §4.
The system Overview chapter is proceeded by the background theory in §3 aimed at establishing the
conventions used in aerial image processing and navigational systems, which form the framework for
the contributions made in this thesis.
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This chapter provides the background information which the principles of visual navigation rely upon,
including coordinate reference frames, camera models, principles of inertial navigation, Kalman
filtering, and image processing. This chapter is roughly divided into three sections.
First section gives an overview of the aeronautical coordinate reference systems, followed by the
description of camera systems and models. The transformations between the reference systems and
conversions between the camera models often used in the developed system are also presented.
The second section provides details of the image processing and filtering techniques including
linear filtering, morphological processing and connected component analysis, used as processing steps
applied to the image preceding the feature extraction. These techniques are used to extract visual
features for data association, the process that matches the captured imagery with the reference
database.
The third section defines the generic and the VNS specific setup of the Kalman filter that connects
the state vector describing the position and attitude of the aircraft with the feature location (turning
into a state update) derived from the imagery taken onboard, to estimate the state of the aircraft.
3.1 Coordinate Reference Systems and Transformations
To link the position of the object in the image in the camera frame to its location on a global map
requires usage of a coordinate reference system (CRS). A number of CRSs, both aeronautical and
computer vision, that connect the the location and orientation of the aircraft and the camera, were
used in this thesis. Each of the reference frames with its definition and use are described below.
ECI (Earth-Centred Inertial) Fi
The reference frame used for inertial navigation with its centre defined at the centre of mass of the
Earth. This inertial reference frame follows Earth translation, but not the rotation. The x-y axes
form a 90◦ angle in the equatorial plane and the z-axis points towards the North Pole, completing
a right-handed system.
ECEF (Earth-Centred, Earth-Fixed) Fe
The origin of the ECEF system and the direction of its axes is the same as those in ECI. The main
difference between the ECEF and ECI system is that it rotates with the Earth and is being used for
geodetic navigation. The location of the x-axis intersection with the Earth surface is fixed at the
intercept between the Prime Meridian and the Equator.
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Figure 14: Coordinate frames used in the transformation are camera frame, body frame, and local North
East Down (NED) reference frames.
Geodetic LLA Fg
An alternative representation of a Cartesian point in the ECEF frame in geodetic coordinates. A
LLA (Latitude, Longitude, Altitude) point consists of Latitude φ, Longitude λ and altitude h. LLA
is a convention for defining locations on the global map rather than an independent coordinate
system.
Navigational Fn
The local navigational frame with origin on the Earth’s surface and the x-y axes tangential to it.
The axes of the reference frame are pointing in local (North, East, Down) NED directions, with
x-axis always points North, the y-axis always points East and the z-axis always points down towards
the centre of the Earth.
LVLH (Local Vertical, Local Horizontal) Fv
The axes of the LVLH frame are aligned with the NED axes of the Fn navigational frame but the
origin is moved to the centre of mass of the aircraft.
Body Fb
The origin is fixed at the centre of gravity of the aircraft. The axes are fixed to the body of the
aircraft, such that the x-axis points towards forward through the noise of the aircraft, the y-axis
points towards the right wing and the z-axis points out the bottom of the plane concluding the
right-hand side system.
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All of the coordinate reference frames are right-handed coordinate systems. The aeronautical
reference frames described above are used alongside the computer vision reference frames. Unlike
traditional computer vision reference conventions, the frames of reference and coordinate systems
have been modified, where necessary, to conform to the aeronautical conventions of right-handed
coordinate systems and NED axis directions. Any standard computer vision conventions which have
been modified for the purposes of fitting with aeronautical conventions will be noted and referenced.
In order to map the features extracted from onboard camera, whether they are reference features,
detected or mapped objects (movers), it is necessary to estimate the transformation from a given
camera system via the aeronautical reference frames described above into the geodetic reference
frame.
Geodetic System
A geodetic reference system and model needs to be used for geodesy, navigation and localisation
tasks around the Earth. A standard World Geodetic System (WGS) used worldwide is the WGS84
[310]. A datum surface is defined in the WGS84 model which describes the Earth as an oblate
spheroid. Gravitation and Inertial model parameters are also contained in the WGS84. The relevant
WGS84 parameters are shown in Table 3.
Table 3: WGS84 Parameters.
Name Symbol Value
Equatorial Radius a 6378137.0 m
Flattening fl 1/298.257223563
Angular Rate ωie 7.292115010
−5 rad/s
Eccentricity e
√
f(2− f) = 0.08181919
A point in the Geodetic frame Fg is described by three components, which are Latitude ϕ,
Longitude λ and altitude h. The points defined into Cartesian coordinates in the ECEF frame
Fe can be converted [309] to the WGS84 spheroid-based reference system parameters using the
transformation equation:

x
y
z
 =

(N + h) cosϕ cos λ
(N + h) cosϕ sin λ
[(N(1− e2) + h] sin ϕ
 (1)
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where N is the prime vertical radius of curvature and M is the radius of ellipse defined as:
N =
a√
1− e2sin2ϕ (2)
M =
a(1− e2)
(1− e2sin2ϕ)3/2 (3)
The reverse operation, preforming a transformation of a point in the ECEF frame Fe to the
Geodetic frame Fg LLA coordinates does not have a closed form solution but a generally adopted
numeric solution [309] can be applied using the equations below.
Given a point Pe = [x, y, z]
T defined with Cartesian Coordinates in ECEF frame Fe the geodetic
LLA coordinates of point Pe in the geodetic reference frame Fg Pg = [ϕ, λ, h]T can be found as
ϕ = arctan(x/y) (4)
ϕ = arctan
[
z√
x2+y2(1−Ne2/(N+h))
]
(5)
N =
a√
1− e2sin2 ϕ (6)
(N + h) =
√
x2 + y2
cos ϕ
(7)
h = (N + h)−N (8)
The calculation is performed under the assumption that −90◦ < ψ < 90◦.
A vector in the ECEF frame Fe can be rotated to the navigation frame Fn using the rotation
matrix Rne, which is calculated using:
Rne =

−sin ϕ cos λ −sinϕ sin λ cos ϕ
−sin λ cos λ 0
−cos ϕ cos λ −cos ϕ sin λ −sin ϕ
 (9)
The application of the rotation matrix to the transformation between the coordinates systems is
further detailed in §3.3.
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3.2 Camera Models
Camera Fc
There is a number of camera models used to describe the relation between the object in the world
reference frame(local or global) and the pixel in the image. Based on the review of the techniques
applied to WAMI [306], the following two camera models (see Fig. 15), widely used in aeronautical
applications, were chosen for the system developed in this thesis:
• pinhole camera model [281]
• CAHVOR camera model [285]
These two camera models were used in studies during the development of the system. The standard
pinhole camera model was chosen as a default camera model and was used for sampling of Google
Earth imagery during the simulations. The CAHVOR model, was originally used by NASA Jet
Propulsion Laboratory (JPL) for the cameras mounted on Marsian rovers and due to its ability to
accommodate multiple cameras became a system of choice for WAMI. WAMI CAHVOR camera
model was transformed into the default pinhole model for consistency.
Table 4: Comparison of pinhole and CAHVOR Model Parameters
Pinhole Model CAHVOR Model
Intrinisic Parameters
Focal length f implicit to ~H and ~V (hs, vs)
Principal point CPC implicit to H and V (hc, vc)
Extrinisic Parameters
Camera position (XC , YC , ZC) C
Camera orientation rotation angles φ, θ, ψ ~A, and implicit to ~H, and ~V
3.2.1 Photogrammetric (Pinhole) Camera Models
The origin of the camera frame is fixed at the position of the camera shown as ‘0’ in Fig. 15. The
X-axis is defined as pointing down the bore sight of the camera, the Y-axis points to the right of
the camera and the Z-axis points towards the bottom of the camera. This frame has been modified
from a left-handed computer vision standard which has the X-axis pointing to the right, the Y-axis
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Figure 15: The layout of the pinhole camera model in relation to the image reference frame (in blue). The
X,Y,and Z denote the principal axes of the camera coordinate reference system, and point ‘0’ indicating its
origin. Axes Xi and Yi are components of the image reference system. Camera Principle Centre (CPC) with
coordinates (CPCX,CPCY) is the point where the X axis of the camera model intersects the image frame.
The pixels coordinates in the image frame are denoted as (i,j).
pointing up and the Z-axis along the bore sight. This modifications makes the camera reference
system compatible with the NED navigational coordinate system.
Image Fimage
The origin of the image in the conventional pinhole camera model (see Fig. 15 left) is set in the
top-left corner. The Xi-axis (in blue in Fig.15) points towards the right, across the image and the
Yi-axis points down the image. The Zi-axis is unity. The aeronautical coordinate reference system
is preferred here to the computer vision one, which would have point [1,1] in the bottom-right corner
instead of the top left.
A pinhole camera model allows to record the objects in the 3D space defined in the camera
reference frame Fc using the 2D projection in the image plane Fimage. The assumption made here
is that an ideal pinhole camera does not suffer from radial distortions or lens effects (blurring). The
pinhole camera model is defined using the following set of physical parameters [311]: camera center,
image size, focal length, f in mm, rotation matrix, R, pixel size, in mm, camera principal centre
(point), CPC with coordinates [CPCx,CPCy].
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Extrinsic parameters such as the position and orientation of the camera relate the coordinate
system of the camera to a fixed world coordinate system. Intrinsic parameters such as the focal
length relate the coordinate system of the camera to the image coordinate system. The location
(i, j) of the pixel i the image is determined as

i
j
1
 = 1f

CPCx kf 0
CPCy 0 lf
1 0 0


x
y
z
 (10)
where (x, y, z) are the camera frame coordinates of a point, k and l are scaling factors that accom-
modate for non-square pixels, typical for lowcost detectors. The offset terms CPCx and CPCy are
the (x, y) coordinates of the principal point where the optical axis of the camera intersects the image
plane. No distortion models are provided or estimated as a part of work on this thesis.
3.2.2 CAHVOR Camera Model
Following the convention of the xi and yi axes defined on the image plane in horizontal and vertical
directions and the z axis is defined to form a right-handed image coordinate system (Fig. 16).
In a CAHVOR model [285], a unit vector ~H and a unit vector ~V are defined in the x direction
and the y direction, respectively. The optical center of the image is at (hc, vc) equivalent to the
photogrammetric centre at (xc, yc), which is approximately the half of the image dimension in
horizontal and vertical directions.
The camera model definition starts with center of gravity of the aircraft denoted as CoG also
used as the origin of the Body reference system. The first vector in the CAHVOR model is the
camera center vector C connecting the CoG with the camera perspective center. The second vector
is the camera axis unit vector ~A, perpendicular to the image plane defined by ~H and ~V . Thus
vectors ~A, ~H,and ~V form an orthogonal basis embedded in the CAHVOR camera model.
The third and fourth vectors ~H and ~V expressed as
~H = hs ~H + hc ~A (11)
~V = vs~V + vc ~A (12)
where the two vectors hs and vs are also called horizontal and vertical information vectors, which
are equal to the focal length expressed in pixel [286]. For an image sensor (detector) with square
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Figure 16: The vectors of the CAHVOR camera model (in green) shown in relation to the Center of Gravity
(CoG) of the aircraft, the image frame and an observed point (marked with a circle).
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pixels they should be identical. However, calibration process allows non-square detector parameters
by estimating these two values or taking them from a calibration report. In reports prepared by
JPL, hs is usually given as equivalent to f when computing depths from stereo images [287].
Using the orthogonality property of the vector triplet ~A, ~H and ~V and equations 11 and 12, the
parameters hc, vc, hs and vs can be derived from vectors ~A, ~H and ~V with the following equations:
hc = ~A · ~H (13)
vc = ~A · ~V (14)
hs = ‖ ~A× ~H‖ (15)
vs = ‖ ~A× ~V ‖ (16)
where (·) is a scalar (dot) product of two vectors, (×) denotes a cross product of two vectors, and
‖‖ - the length of a vector.
Vector
−−−−→
P − C connects the camera principle point with the observed object, the projection of
the object point to its corresponding image point (i, j) in the CAHVOR model can be calculated as
i =
(~P − ~C) · ~H
(~P − ~C) · ~A (17)
j =
(~P − ~C) · ~V
(~P − ~C) · ~A (18)
The next set of parameters, vectors ~O and ~R define the optical parameters of the camera.
The optical axis unit vector ~O is aligned with ~A if the image plane is perpendicular to optical
axis. Existence of a separate vector ~O dedicated to the optical axis different from camera axis ~A
accommodates for the case when the image plane and the optical axis are not perfectly perpendicular
to each other [307]. As a part of the calibration process developed by JPL [287] the ~O and ~A vectors
are calibrated independently. Their actual values, however, are close and are generally set as identical
in numerical operations using the CAHVOR model, including the implementation of the model used
in this thesis.
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Vector ~R describes the correction of the lens distortion in the radial direction. The radial lens
distortion parameters provided with the datasets used in this thesis are equivalent to ‘0’s. Similarly
to the pinhole camera model, the CAHVOR model used in this thesis do not consider radial distortion
parameters since there are no practical ways of estimating them in the aircraft systems that are being
analysed.
3.2.3 Conversion From CAHVOR to Pinhole Model
The position C vector in the CAHVOR model is identical to the perspective position of the camera
center (XC , YC , ZC) in the pinhole model, so it can be used directly.
In order to calculate the rotation matrix in the pinhole camera model, we calculate the unit
vectors ~H and ~V from previously stated equations 11, 12:
~H =
H − hcA
hs
(19)
~V =
V − vcA
vs
(20)
Then, the rotation matrix R is calculated as
R =

~H
−~V
− ~A
 (21)
using the property of the rotation matrix R that its rows represent the unit vectors of the image
coordinate system (x, y, z) in ground coordinate system (X,Y,Z) [308] (see Fig. 15).
To get the pixel coordinates, we can substitute H (eq. 19) into eq. 17, giving:
i =
hs(P − C) · ~H
(P − C) · ~A + hc (22)
Multiplying the above equation by the pixel size 4x = f/hs, we get
x = −fxhs(P − C) ·
~H
(P − C) · ~A (23)
Similarly, by substituting V in eq. 18 we derive
j =
hs(P − C) · ~V
(P − C) · ~A + vc (24)
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and by multiplying the above equation by the pixel size in y direction 4y = f/vs, we obtain
y = −fy hs(P − C) · −
~V
(P − C) · − ~A (25)
Recalling that vectors ~H, ~−V and − ~A are mutually orthogonal unit vectors, hence they can be
represented as a rotation matrix:
R =

~R1
~R2
~R3
 (26)
Combining the equations for point pixel coordinates (eq. 27, 28) and the formulation of the
rotation matrix in eq.26, we obtain the formulation for the point pixel coordinates expressed in the
terms of rotation matrix and translation vectors P,C:
x = −fxhs(P − C) ·
~R1
(P − C) · ~R3
(27)
y = −fy hs(P − C) ·
~R2
(P − C) · ~R3
(28)
where fx and fy represent focal length in x and y directions. Similarly, it is possible to derive
the inverse conversion from pinhole to CAHVOR model by reversing the transformations presented
above.
3.3 Coordinate Systems Transformation
To perform data association between the features in the camera frame and the ones in the reference
map, the transformation between the respective coordinate systems must be determined.
A rotation matrix R is an orthogonal matrix which performs a rotation transformation in Eu-
clidean space. The R transformations belong to the Special Orthogonal Group SO(3) which obeys
|R| = 1, and R−1 = RT such that RRT = I.
The rotation matrix Rba transforms a vector described in a Cartesian reference frame Fa to one
that is expressed in a Cartesian reference frame Fb such that:
xb = Rbaxa (29)
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The DCM (Direction Cosine Matrix) for the three different axis rotations [309] are:
Rx(θ) =

1 0 0
0 cosθ sinθ
0 −sinθ cosθ
 (30)
Ry(θ) =

cosθ 0 −sinθ
0 1 0
sinθ 0 cosθ
 (31)
Rz(θ) =

cosθ sinθ 0
−sinθ cosθ 0
0 0 1
 (32)
where Rx, Ry, Rz are the plane rotation DCM for a θ angle rotation about the x, y and z-axes
respectively.
3.4 Euler Angle Attitude Representation
Euler angles are a three angle description used to describe the attitude of the aircraft body frame Fb
with respect to the navigational frame Fn. The Euler angles are expressed as (φ, θ, ψ) corresponding
to a bank, pitch and yaw rotation respectively. The following rotation sequence convention is used
to described the Rbn rotation transformation matrix:
Rbn = Rx(φ)Ry(θ)Rz(ψ) (33)
Rbn =

1 0 0
0 cosφ sinφ
0 −sinφ cosφ


cosθ 0 −sinθ
0 1 0
sinθ 0 cosθ


cosψ sinψ 0
−sinψ cosψ 0
0 0 1
 (34)
Rbn =

cos θ cos φ cos θ sin φ −sin θ
sin φ sin θ cos ψ − cos φ sin ψ sin φ sin θ sin ψ + cos φ cos ψ sinφ cos θ
cos φ sin θ cos ψ + sin φ sin ψ cos φ sin θ sin ψ − sin φ cos ψ cos φ cos θ
 (35)
here the indexing starting with ‘1’, rather than ‘0’ is used to follow the programming conventions.
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For a given rotation matrix Rbn the corresponding Euler angles that describe this rotation trans-
formation can be recovered using:
φ = arctan
(
Rbn(1,3)
Rbn(3,3)
)
(36)
θ = arcsin(−Rbn(1, 3)) (37)
ψ = arctan
(
Rbn(1,2)
Rbn(1,1)
)
(38)
These transformations are used throughout the system where the rotation from one coordinate
reference system to another is required. Primarily, the rotations are necessary when comparing the
features detected in the imagery present in the camera reference frame to the reference points in the
navigation NED frame. For each feature, the pixel location of the point is mapped from the datum
stored in ECEF into the NED reference frame using the sequence of transformations: form the
image to camera frame, Rci = f(xc, yc), from the camera to body frame, Rbc = f(φc, θc, ψc), and,
finally, from the body to the navigation frame Rnb = f(Nb, Eb, Db, φb, θb, ψb). The transformations
Rnb, Rbc, Rci are dependent on the location of the camera perspective centre, CPC, (xc, yc), attitude
of the camera (φc, θc, ψc), and the attitude of the aircraft (φb, θb, ψb). Radial lens distortion param-
eters are not estimated as a part of Rci. The Direction Cosine Matrices Rbc and Rci are unique for
each of the cameras in the array (in case of multiple cameras), and Rnb is used for the camera array
as a whole.
3.5 Image Processing
In the literature review presented in §2 a number of image processing techniques were referred to and
some of them, as described in §4, are used in this thesis. This section provides an overview of the
various types of the digital image representation, as well as the operations that are commonly used
to extract the information from the digital images. The fundamental techniques and the examples
of their application to an aerial image presented in this section are
• linear filtering
• morphological image processing
78
3. CHAPTER III. Background Theory
• connected component analysis
These techniques were used in this thesis as a pre-processing step, forming a baseline for more
advanced image processing procedures.
A true colour or RGB digital image IRGB is a combination of three colour channels, Red IR,
Green IG, and Blue IB . Each of the channels has the same spatial dimensions as the composed RGB
image and represents the colour intensity of its specific component. By combining the respective
intensities of the three channels, visible in Fig. 17 (top row), the RGB image is constructed in the
following way.
IRGB = [IR, IG, IB ]
T (39)
Another relevant type of image (also used in the mapping study presented in §6) is the grayscale
image. Each pixel of a grayscale image takes the values between 0 and 255 to represent the overall
light intensity. A grayscale image equivalent of the RGB image can be seen in the left column in
Fig. 17 (bottom left).
Finally, the third image type, which is often referred to as a binary image, has the pixels that
take only one of two values: 1 and 0. The pixels in the image equal to ‘1’ are often referred to
as ‘true’ or foreground pixels. The ‘0’s’ are referred to as ’false’ or alternatively called background
pixels. The binary images are often used as ‘masks’ to extract the information from the colour image,
by addressing a collection of the pixels that collectively represent a feature class. This concept is
represented by the three binary images in the bottom row in Fig. 17.
Irrespective of the image type, the image coordinate system used in this thesis is defined with
(1, 1) in the top left corner with x axis running across the image (left to right) and y axis running
along the image (top to bottom) as previously demonstrated in the pinhole camera layout in Fig. 15.
3.5.1 Linear Filtering
Linear filtering is a common procedure in image processing that allows the content of the digital
image to be homogenised by averaging the pixels using defined set of standard filters. The most
commonly used linear filters are the box averaging filter, the Gaussian filter, and the median filter.
Generally the linear filters are divided into those that are applied through the convolution operation
for image filtering and those that are used through correlation for template matching (e.g. Sobel
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Figure 17: Top row: RGB image (left to right) and its layers - red, green and blue. Bottom row: Grayscale
image (bottom left) split into three binary images based on pixel intensity using Fuzzy K-Means method (see
§2.4.6). Each of the three binaries represents a different feature class: ‘urban’, ‘water’ and ‘high-reflectance
salient features’.
operator for edge detection). The convolution and correlation operations, when performed with
the identical symmetrical filter ‘kernel’, achieve the same result. The main difference between two
techniques is that correlation allows for the use of non-symmetrical filters, or custom ‘templates’
used for finding an object in the image through matching. More information about the filters can
be found in [275]. Here the results are presented of the application of the median filter frequently
used in this thesis. These results demonstrate the importance and the potential of filtering as one
of the critical building blocks of aerial image processing.
The median filter used in the image processing component of the feature extraction module
presented in this thesis reduces the high frequency noise in the image by assigning each output pixel
the median value in a n-by-n neighbourhood around the pixel in the input image. The n dimension
is referred to as a size of the filter. The binary images in Fig. 18 demonstrate the results of the
application of the median filter of the size 5, 10, and 15 pixels to a binary image (first in the row).
3.5.2 Morphological Image Processing
Mathematical morphology is a family of fundamental image processing methods applied to geomet-
rical and spatial structures in the image, rather than individual pixels. Morphological operations
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Figure 18: Results of filtering a water component binary (left) with the median filter of the size 5,10, and
15 px (left to right)
can be carried out on binary images B, to refine their structural content. There is a number of
basic binary morphological operations [275] as well as more complicated derived operations. The
morphological operations of interest to this thesis and described in more detail below are: erosion,
dilation, closing and opening. All of the morphological operations listed here use a structuring el-
ement (SE), which is a binary image that acts like a filter or a ‘kernel’, determining which pixels
the morphological operation gets applied to. In the cause of morphological erosion/dilation, open-
ing/closing operations, the SE defines which pixels are preserved and which pixels are removed from
the neighbourhood of the input pixel. For visualisation of the effects of each of these morphological
operations on a binary imagery of the water component, see Table 5.
The erosion operation reduced the boundaries of the structures present in the image according
to a SE. In high resolution images where the structural elements might have spurious edges, erosion
can be applied to smooth them. When erosion is applied with a structural element of a fairly large
size (see Table 5, top row) only the central elements of each of the connected components (CC) are
retained, while their boundaries are ‘eroded’.
The dilation operation performs the opposite to the erosion operation, it ‘grows’ in the image
primarily in the area adjacent to the CC boundary according to a defined structuring element. It is
possible to observe a difference between the application of the dilation with the ‘disk’ and ‘square’
SE’s by looking at the results of the application of these SE’s in the second row of Table 5. The
‘square’ structural element, unlike the ‘disk’, tends to enlarge the area of the structure it is applied
to without connecting its parts.
The closing operation of an image combines erosion and dilation. Closing is essentially the ero-
sion operation applied to a dilated image. It results in filling small holes and connecting components
with small gaps in between them without growing the boundaries of the CC, and is therefore called
‘closing’. Note the difference between the preserved detail of the thinner sections of the central CC
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Table 5: The comparison of morphological operations: closing, opening, dilation and erosion, applied to the
water binary in Fig. 18 using different SE’s.
Disk, R=5 px Disk, R=10 px Square, R=5 px Square, R=10 px
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using SE of a smaller size in the third row of Table 5. The ‘square’ SE, unlike the ‘disk’ SE, retains
more segments of the binary image and preserves higher level of detail in all four morphological
82
3. CHAPTER III. Background Theory
operations.
The opening operation is the reverse of the closing operation, i.e. it is the dilation of the eroded
image. This operation results in removal of small objects from the image according to the structuring
element and is often used to remove the noise from the CC. The opening operation in application to
aerial imagery has proven useful in the removal of small objects adjacent to the main feature class,
e.g. parking lots that need to be removed from the main road feature class.
3.5.3 Connected Component Analysis
Connected Component Analysis (CCA) or labelling is the process of extracting the objects from
a binary image where each object is defined as a set of connected pixels. A binary, true, pixel is
connected to another if it is within the 8 neighbouring pixels around it. A set of connecting pixels
form what is called a connected component (CC).
The connected component algorithm generates the superset C from a binary image B such that
C = {C1, C2, ..., Cn} where n is the number of connected objects in the binary image B and Ci is
the set of all the pixels which make up the ith connected component. Fig. 19 shows an example
of the water binary image labelled and placed into CCs (coloured for visibility). Looking at the
pixels at the boundary of CCs (as in Fig. 19 right), it can be seen that there is a change from a
non-zero number, indicating the component, and zero, indicating background. Different connected
components are assigned different digits (‘5’,‘6’,‘11’,‘16’ based on the sequence of their appearance
in the image as it is being read top to bottom, left to right) to differentiate from the background
(‘0’ pixels in gray).
The algorithm presented in [276] with O(n) complexity can be used for implementation of the
CCA and fast generation of the superset C. The extracted CC’s, i.e. each of the supersets C, can
be used to analyse the composition of the image by analysing their areas and the length of their
boundaries.
The CCA can be used for semantic feature creation, by setting the rules or ranges for the desirable
attributes of the CC in the image. For example, the CC can be assigned a label ’road’ if it is narrow
with respect to its width and has a relatively smooth boundary. The other CC with a large area
and a complex (jagged or smooth) boundary appearing in a particular part of the image (top corner,
sides of the image) can be assigned to the ’water’ or ’horizon’ class depending on the attitude of
the aircraft. As described in more detail in §4 the ability of the CCA to support the extraction of
semantic features of a certain class is explored in this thesis through definition of object parameters
and assignment of the class labels to the CC.
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Figure 19: Example of connected component analysis applied to binary image from Fig. 18 (repeated on
the left)
Connected component analysis with its ability to extract the semantic features from the image
concludes the image processing section of this chapter. The process of turning the features detected
in the imagery into mathematical descriptors that can be matched, compared and used to generate
the position and orientation update of the aircraft constitutes the majority of the contribution of this
thesis and is therefore described in detail in §4. The remainder of this chapter presents the mathe-
matical background of Optical Flow and Extended Kalman Filter that use the information present
in the imagery to update the state estimate. First, the motivation behind the use of the Optical
Flow and its proposed implementation is presented, followed by the details on the implementation
of the EKF.
3.6 Optical Flow
Motivation and benefits
Feature-based navigation operates under the assumption that the position estimate of the aircraft
is reasonably accurate since the match for the features appearing in the image taken onboard is sought
within some area from the vehicle’s estimated position. When the system resorts to dead reckoning
and information about the position is obtained purely from integration of the readings of the onboard
sensors, the position estimate is corrupted by errors accumulated during the flight, thus making the
true position unrecoverable. To avoid such a case and improve fusion of the position estimate, a
relatively simple frame-to-frame motion tracking can be taken to provide a velocity update for the
filter. As discussed in the overview of the literature, §2, optical flow is a commonly use technique
to provide visual odometry for the motion between the frames.
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Implementation of the optical flow [277] used in this thesis combines two popular approaches: a
numerical scheme implementing a coarse-to-fine warping strategy, that provides better convergence
to the global minimum, presented in [279], and a combined local-global approach [280] which uses a
simple confidence measure to assess the flow reliability and allows for sparsity of the dense optical
flow. Although optical flow has become a standard algorithm for estimation of the motion in the
generalised scenes, as far as a navigational system is concerned, the velocity update provided by
optical flow needs to be highly reliable. To simultaneously control the quality of the information
that is being fused and avoid fusing erroneous measurements several techniques are used: constraints,
masking and filtering of outliers.
Constraints on the optical flow measurements
There are two constraints made regarding the nature of the measurements obtained from the
estimation of the motion between two consecutive frames. The first is based on a smoothness
constraint defined by Horn/Shunck [250] that neighbouring points on the objects appearing in the
image have similar velocities and that the velocity field varies smoothly across the frame. Combining
this assumption with the convexity of the lens, which contributes to the fact that objects closer to
the centre of the scene appear to move faster that the object on the periphery of the image a typical
structure of the flow can be predicted. In other words, flow values describing the motion of the
objects in the scene should be homogeneous without high fluctuations, with values higher towards
the centre of the image and smaller towards its edges (when camera is looking nadir).
Practically, this is implemented by taking the gradient of the flow Φ at pixel (i, j), comparing
its values to the mean Φm,p in the pixel neighbourhood of size p × p of the pixel and thresholding
it at δgrad to mask out the areas where the flow values differ considerably from the expected ones.
The first assumption about the relative uniformity and smoothness of the velocity gradient across
the image frame can be formulated as follows.
~∇Φ(i,j) =
√
(
du
dx
)2 + (
du
dy
)2 + (
dv
dx
)2 + (
dv
dy
)2 (40)
~∇Φ(i,j) − ~∇Φm,p ≤ δgrad (41)
where u and v are optical flow velocities and x and y denote image dimensions. The corrupted values
could possibly result from association between the uniform areas or areas with a repetitive pattern
(water, glare on the water etc).
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The second assumption can be described as temporal consistency between the measured optical
flow (uOF ,vOF ) and the optical flow estimated using the Kalman filter (uKF , vKF ):
uOF ≈ uKF ± eu, vOF ≈ vKF ± ev (42)
where eu, ev are some set margins defining permissible differences between the two flows. In cases,
where optical flow sensor is available onboard the aircraft it can be used as a benchmark.
The comparison of the algorithm performance with and without integrated optical flow module is
presented in the §5. As results obtained in this thesis demonstrate, the integration of the optical flow
module can bring as much as 12-52% improvement in accumulated error. The variation is related
to changing frequencies of occurrence of the semantic features along the course of the flight.
3.7 Generic Formulation of the Extended Kalman Filter
In this section the standard formulation of the Extended Kalman Filter together with the observation
model used in thesis is discussed.
The model representing a discrete time non-linear process for the Extended Kalman Filter is:
x(k) = f(x(k − 1),u(k − 1),w(k − 1)) (43)
where f(·, ·, ·) is a non-linear state transition function that relates the current state vector x(k)
at time k to the previous state vector x(k − 1), control input vector u(k − 1) and process noise
w(k − 1). The non-linear observation model (or sensor model) represented by h(·, ·) is used to
connect the current state x(k) to the current measurement z(k) in the following form.
z(k) = h(x(k),v(k)) (44)
where v(k) represents the current sensor measurement noise.
There are two stages of the filtering process: the prediction stage and then the update stage.
The prediction stage is executed first. Given the state vector for the last time step x(k − 1|k − 1) a
prediction forward to the current time step x(k|k − 1) is made using the non-linear state transition
model:
x(k|k − 1) = f(x(k − 1|k − 1),u(k − 1), 0) (45)
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At the prediction step, the corresponding state covariance matrix P is also evolved using the following
equation.
P (k|k − 1) = Fx(k − 1)P (k − 1|k − 1)FTx (k − 1) + Fw(k − 1)Q(k − 1)FTw (k − 1) (46)
where Fx(k− 1) and Fw(k− 1) represent the Jacobians of the process model at time step k− 1 with
respect to the state x and the input noise w. Q(k−1) represents the input noise w(k−1) covariance
matrix.
Fx(k) =
∂f
∂x
|x(k) (47)
Fw(k) =
∂f
∂w
|x(k) (48)
The update step in the Kalman filter realises the data fusion, i.e. introduces the correction in the
form of the observation to the current state prediction. In the update stage, the current measurement
z(k) is used to update the current predicted state x(k|k−1) and corresponding predicted covariance
P (k|k−1). As a result of the update step the updated state x(k|k) and covariance P (k|k) representing
the best estimate at the given discrete time k are formed following the below equations.
x(k|k) = x(k|k − 1) +K(k)ν(k) (49)
P (k|k) = (I−K(k)Hx(k))P (k|k − 1) (50)
where K(k) is the current Kalman Gain, ν(k) is the current innovation and Hx(k) is the current
Jacobian of the observation model with respect to the state vector.
Hx(k) =
∂h
∂x
|x(k) (51)
The difference between the current observation z(k) and the predicted h(x(k|k − 1),0) observation
is called the ν(k) innovation.
ν(k) = z(k)− h(x(k|k − 1),0) (52)
The innovation is a measure of the accumulated error between the filtered and the true states.
Combined with the Kalman Gain the innovation is used to correct the current state prediction. The
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Kalman Gain acts as a weighting parameter, which balances the filter reliance on the predicted state
x(k|k− 1) versus the measurement z(k) by using the probability distributions of both. The Kalman
Gain is calculated as follows.
S(k) = Hx(k)P (k|k − 1)Hx(k)T +Hv(k)R(k)HTv (k) (53)
K(k) = P (k|k − 1)HTx (k)S(k)−1 (54)
where S(k) is the innovation covariance matrix, R(k) is the covariance of the observation noise v(k)
and Hv(k) is the current Jacobian of the observation model with respect to the observation noise.
Hv(k) =
∂h
∂v
|x(k) (55)
3.8 EKF for Visual Navigation
Visual measurements of detected features (road junctions, nodes of the spline outlining the water
boundary or a centreline of the road/shoreline) can be fused into the navigation filter to constrain the
position and attitude estimate of the aircraft. This is done by fusing the visual feature measurements
into the VNS EKF. The state vector x(k) estimated by the VNS EKF is:
x(k) =

vn
Φ
Pg
 (56)
where vn = [vn, ve, vd]
T is the body velocity of the aircraft expressed in the navigational frame Fn,
Φ = [φ, θ, ψ]T are the Euler angles describing the attitude of the aircraft and Pg = [φ, λ, h]T is the
position of the aircraft defined in the geodetic frame of reference Fg.
For the purposes of describing a generalised visual measurement fusion process, the point feature
update is described here. For spline matching, each of the nodes of the spline can be represented as a
point feature for the purposes of the EKF update. As described in §4, where more detailed definition
of features and the feature matching procedures are developed, every point feature or spline node
can be treated individually, i.e. all point features and each of the nodes of the spline can be fused
into the filter. As an alternative to achieve a more robust matching, a feature selection process with
a consistency check is offered allowing to select the features that contain most reliable information
and to prioritise them during the data fusion step.
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Point feature description
Let Γ˜ be a feature vector represented purely by its location. For different feature types, multiple
parameters can be incorporated into the feature vector, as will be described in more detail in 4.8.
Here, only the common parameter among all features, i.e. the location, is considered. The feature
vector containing the position of the detected feature can be defined as:
Γ˜ = {Pg, P gP} (57)
where position Pg represents the location of the point feature in the geodetic frame Fg, Pg =
[φ, λ, h]T and position covariance P gP is the covariance representing the uncertainty of the geodetic
position of the feature P gP = diag(σ
2
φ, σ
2
λ, σ
2
h).
Additional parameters that can be added to the feature vector, such as the number and the an-
gular distribution of the road intersection branches for a point feature representing road intersection
or the width and the curvature of the adjacent road component for the road centreline node, are
described in 4.8. In the following section, a general process for fusing the matched feature into the
EKF is outlined.
The process of incorporating the measurement of a point feature into an EKF consists of the
following steps.
1. Points feature detection and extraction is performed on an image in the camera reference
frame. This process results in a set of detected features, standalone or belonging to a feature graph,
i.e. road graph or a road centreline defined with a spline.
Γ˜ = Γ˜1, . . . , Γ˜nf (58)
where nf is the number of detected features.
2. The data association described in §4.8 produces one to one feature correspondences by asso-
ciating the features detected in the camera Γ˜ with the feature database Γ using the current EKF
state x(k) and covariance P (k).
3. The matched feature pairs Γ˜i ↔ Γ are used to predict the sensor measurement z(k) using the
measurement model developed in this section.
4. The measurement model Jacobians Hx and HΓ are calculated as described in §3.9. The
Jacobians are used to estimate the measurement covariance S(k), as a combination of the current
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aircraft uncertainty P (k), point feature measurement uncertainty R(k) and the database intersection
uncertainty PΓ.
S(k) = HxP (k)H
T
x +R(k) +HΓPΓH
T
Γ (59)
5. The current measurements corresponding to the detected point features are iteratively fused
in the EKF using the update stage equations for the filter given in eq. (49 - 58). The standard
fault detection technique to prevent fusion of false positive matches into the EKF, based on χ2
criteria [278] was also implemented.
3.9 EKF Visual Feature Measurement Model
The observation model used in this thesis, z(k) combines the camera model (see eq. 10) and the
transformations between the camera, body and inertial coordinate reference systems, defined in §3.4.
z(k) =
 iˆ
jˆ
+ v(k) (60)
where iˆ, jˆ are the normalised image coordinates of the point feature, and v(k) is a Gaussian dis-
tributed noise vector with a covariance matrix K. The measurement covariance matrix K has the
form:
K(k) =
σ2iˆ σiˆjˆ
σiˆjˆ σ
2
jˆ
 (61)
The observation model z(k) formulated here translates the locations of the reference features
defined in the inertial frame stored in the a-priori database into image pixels defined in the cam-
era frame. Thus the sensor measurement model allows for direct association between the features
detected in the camera and their matches found in the reference dataset. The measurement model
h(· · ·) is defined as
z(k) = h(x(k),Γ,v(k)) (62)
where x(k) is the filter state vector, Γ is the corresponding reference point feature from the
database and v(k) is the measurement noise vector.
To evaluate the measurement model function h(· · ·) the following step-wise process is followed:
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1. As a first step, the aircraft LLA position Pg and point feature LLA position P
g
Γ = (Γ→ Pg)
in the geodetic frame Fg are converted to the ECEF frame Fe following the relationships outlined
in eq. 1.
2. The difference in the position ∆Pn of the point feature P
e
Γ and the current aircraft position
Pe can be estimated and projected into the navigational frame of reference Fn as follows.
∆Pn = Rne(P
e
Γ −Pe) (63)
where the ECEF frame Fe to navigational frame Fn rotation matrix Rne is evaluated at Pg following
eq. 9.
3. The delta position vector ∆Pn can be transformed from the navigation frame into the camera
Fc using the following sequence of rotations.
Pc = RcbRbn∆Pn (64)
where the navigational to body frame rotation matrix is Rbn = Rx(φ)Ry(θ)Rz(ψ) described in Euler
angles in eq. 35 and the body to camera frame rotation offset matrix is Rcb = Rx(φ0)Ry(θ0)Rz(ψ0)
where φ0, θ0, ψ0 represent the Euler angles of the camera center offset with respect to the body frame
in case of one camera (used in navigation study in §5), or a center of mass of the camera array in
case of multiple cameras (used in mapping study in §6).
4. In case of the pinhole camera model (default model for the system), the position vector
defined in the camera frame can be transformed to the normalised image frame through the following
perspective transformation.
pˆ =
 iˆ
jˆ
 = 1
Pc(1)
 0 1 0
0 0 1
 = Pc (65)
5. The measurement vector is then:
zˆ =
 iˆ
jˆ
 (66)
As a result, the innovation is defined as a Euclidean distance between a pair of two measurements
matched in the camera reference frame. The feature matching approach developed in this thesis,
used to robustly filter out the false matches, is explained in more detail in §4.8.
The Jacobian Hx(k) defined in eq. 51 describing the sensitivity of the non-linear observation
model ∂h presented above with respect to the state vector ∂x is estimated as per the following
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equation
Hx(k) =
[
∂pˆ
∂vn
∂pˆ
∂Φ
∂pˆ
∂Pg
]
(67)
The numerical calculation of the Jacobian is performed by perturbing the state vector parameters
one by one and calculating the offset this perturbation creates in the projected feature position in
the camera frame. The magnitude of perturbation used to calculate the Jacobian Hx(k) is of the
order of 1e−8. In the eq. 67 the attitude and the position sensitivity of pˆ can be calculated using
the chain rule which allows to break the derivatives into their components.
∂pˆ
∂Φ
=
∂pˆ
∂Pc
∂Pc
∂Φ
(68)
∂pˆ
∂Pg
=
∂pˆ
∂Pc
∂Pc
∂∆Pn
(∂∆Pn
∂Rne
∂Rne
∂Pg
+
∂∆Pn
∂Pe
∂Pe
∂Pg
)
(69)
3.10 Summary
The background theory presented in this chapter is applied throughout this thesis. The image
processing procedures described in §3.5 are used to extract the visual features of multiple classes
from the aerial imagery. The camera models serve as a transformation for the detected features, -
from the camera frame to the inertial space, and for the reference features, - from the inertial space
in which the database is defined into the camera reference frame. Alongside the update from the
semantic features, the velocity of the aircraft estimated using optical flow is fused into the VNS
EKF. The next chapter puts the theory discussed in this section in context of a visual navigation
system, detailing the system architecture, the information flow between the system modules and the
robust feature modelling as well as matching procedures developed in this thesis.
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and Modules
Attribution: The system modules and architecture presented in this chapter has been
progressively developed and published in [1, 3–5]. The relevant sections from each of the publi-
cations have been combined and updated to ensure the cohesion of the system overview. All is
the work of the author of this thesis.
This chapter presents a conceptual overview of the feature-based navigation system and details the
fundamental feature detection and matching techniques used in this thesis, starting from image
classification through to feature matching producing a position update. Road, greenery, water and
other salient features used in the system implementation are given as examples of feature extraction
approaches to demonstrate their applicability to terrain-aided navigation (TAN).
Terrain Aided Navigation is a method for identification of location biases introduced by
inertial drift of the IMU in absence of the GPS signal on an aircraft. The essence of the TAN
localisation method is in detection of salient features in the aerial/satellite imagery, estimating
estimating the position of these features in the world coordinate system using available IMU/GPS
information, and associating the features with their position on the reference map. By comparing the
estimated position of the feature with the location of the feature on the reference map, the localisation
error can be estimated and corrected. The implementation of TAN includes the following steps:
1. access to or development of a reference map
2. feature detection and extraction
3. feature matching (data association) and geo-localisation
Each of these steps will be each explained in more detail in the following sections of the chapter.
The aim of the feature processing steps (2. and 3. in the list above) is to robustly extract and
match a set of reliable features to be used for motion or position estimation in TAN. To obtain/match
the same intrinsic feature characteristic information, identical feature extraction techniques are used
for both extraction of datum (ground truth) features from a-priori aerial or satellite images and real-
time feature detection from a camera. The type of information useful for navigation applications
is the higher level information that captures basic intrinsic properties of the visual feature, such as
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Figure 20: High-level overview of the feature-based TAN showing key components of the system from a
navigational perspective
location, size, shape, number and location of junctions on the road. The aggregation of the basic
intrinsic properties of the visual feature in a single feature vector allows to define it uniquely. With
each feature being minimally described with a feature vector, a number of feature extraction and
matching operations can be performed in each frame of a video sequence. Throughout the thesis, the
term ’frame’ is used as an alternative way of referring to an image taken an onboard video sequence,
captured or simulated.
4.1 Overview of the proposed Visual Navigation System
To obtain a reliable position estimate of the UAV, the navigation system presented in the thesis
utilises data acquired by onboard inertial sensors and onboard cameras. Herein this system will be
referred to as the visual navigation system. The schematic representation of the components of the
proposed visual navigation system is shown in Fig. 20. The main components of the navigation
system are the Extended Kalman Filter or EKF (outlined with dotted line), a feature detection
and matching component and an optical flow component. The feature detection and matching
component operates several feature modules, which are detailed in §4.2.
The system operates as follows. The measurements of vehicle accelerations provided by inertial
sensors in the inertial measurement unit (IMU) serve as a basis for a vehicle state estimate calculated
by the EKF. The linear accelerations coming from the inertial sensors are integrated to predict the
state of the aircraft comprised of its velocities and position. Rotational rates from the IMU are
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similarly integrated to predict the vehicle attitude. The integration operation, shown with an ’
∫
’
sign in the diagram, amplifies inherent errors and noise found in measurements, which results in fast
drift of the position estimate. The inertial drift need to be constrained using sources of information
other than inertial information that are not subject to error accumulation, such as aerial imagery
from an onboard downward looking camera. Aerial imagery in turn is a passive source of the
positional information which is available under most flight conditions. Imagery is analysed both
structurally and temporally. Firstly, feature detection and matching produces the position update
based on the features present in the scene. The features extracted from the imagery, e.g. roads,
lakes, forests etc, are used to obtain the absolute localisation information by associating the features
present in the image to the features existing in a reference map. Secondly, each pair of sequential
images is compared to calculate the relative displacement and rotation that is then transformed into
a velocity update using Optical Flow. The shift in sequential images describes how much the vehicle
has moved between the frames and therefore can be used to determine the linear and angular velocity
of the aircraft as presented in §3.6. Visual measurements of detected semantic features (road, park,
river) from the first step are fused into a filter to constrain the position and attitude estimate of the
aircraft. The matching of the sequential image pairs using the Optical Flow algorithm produces the
estimate of the vehicle velocity, which is also fed into the update stage of the filter. The remainder
of the chapter details the last two steps that constitute a significant part of the contribution made
in this thesis.
4.2 Terrain-Aided Visual Navigation Component
The goal of the visual navigation system is to provide onboard inertial navigation with a localisa-
tion update calculated from the matching of localised visual features registered in an image and a
pre-computed database. This thesis demonstrates a step-wise TAN-based procedure for per-frame
registration of the aerial imagery (alignment of the captured images with the database), which
achieves robust and reliable aircraft position updates.
To explain the system design the concepts of feature module, feature class, and feature graph,
used extensively in the system, need to be introduced. A feature module is an image processing
module (a collection of linked executable functions and routines) responsible for a specific feature
type, also known as a feature class. Three feature modules (detailed in §4.3) designed for extraction
and matching of the features of water, road and salient feature classes are shown in Fig. 21. Each
of this modules operates on a subset of image pixels assigned to it by either an unsupervised or a
supervised classification algorithm presented in §4.4. When processing a frame, a feature module
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considers other image pixels not assigned to it as context, as will be further explained in §4.5. A set
of features detected in the image by a feature module is converted from an unstructured list of pixels
into a structured feature graph (see §4.6). An example of a feature graph can be a road network
graph, with intersections representing the nodes of the graph and the road sections being linked to
adjacent nodes. The nodes of the graph are mathematically described by point feature vectors and
the segments of the graph are represented by line or spline feature vectors. The feature description
vector are used to minimally capture the intrinsic properties of the visual features and to establish
the common base for association with the reference map, as detailed in §4.8.
The visual navigation system developed in this thesis estimates the localisation update by linking
the concepts presented above in the following way. Firstly, a-priori knowledge about the localisation
error of the aircraft is used to estimate the presence of the visual features in the area seen by the
camera. This allows efficient choice of one of the feature modules (or run all modules that correspond
to the feature classes detected in the image) to process the information in the frame. As the second
step, an image captured by the camera is classified into a number of binary images containing
feature candidates for each of the separate feature classes. The binary class image of each of the
feature classes is then processed within the corresponding feature module. The feature module turns
the provided binary into a graph of connected human-recognisable features (road centrelines, water
boundaries) and characterises them using minimal description vectors. The generated feature graph
(comprising lines, splines, and point feature feature description vectors) is then used in the data
association step embedded into the feature module to establish robust matches between detected
and reference features provided by the reference map. The details on the implementation of each
of the feature detection and matching modules targeting water, road and other salient classes are
given later in this chapter. The result of the data association is the calculated offsets that minimise
the distance between the matched features. Finally, these offsets are used to correct the position
of the aircraft on a per-frame basis constraining the inertial drift. The update is fused in the EKF
which results in applying the corrections to the camera and/or aircraft pose to align the reference
and the detected features. With camera features, e.g. reference and detected features being aligned
and aircraft position corrected, the locations of the features of interest, e.g. vehicles, present in the
imagery can be now accurately translated into the global reference frame.
The system was designed with a multi-pronged architecture in mind to be able to operate on a
range of different interchangeable feature-extraction modules. Each of these modules is connected to
the overarching dynamic feature-selection logic that allows context-aware optimal feature selection
on a per-frame or multi-frame temporal basis. The novel technique to dynamically select one of
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Figure 21: The detailed view of the feature detection and matching component of the system, composed of
three main feature modules: water, road, and salient features
the available feature modules was designed based on feature availability and localisation precision
requirements of a typical surveillance or mapping mission.
To analyse and extract the features present in the aerial imagery, the set of modules for road,
water and other salient features was developed, each with an independent data extraction thread
(Figure 21). The extraction step is complimented with an automated generalisable feature extrac-
tion and matching algorithm that operates on point and spline/line features. More details on the
implementation on each of the modules will be given in the respective subsections of this chapter.
A frame from the aerial sequence undergoes optional pre-processing (down-sampling to 0.1×original
scale for WAMI imagery) and initial image classification to determine availability and distribution
of features of each class. One of the three feature modules detailed later in this chapter is then
dynamically chosen to execute the feature extraction based on the feature availability. In a mixed
environment, where features of multiple classes are present in one frame, all three classifiers are run
in parallel so that the one producing more consistent associations and higher localisation precision
can be dynamically chosen. The system performance requirements can dictate the choice of the
classifier. For example, in the interest of computationally efficient in-flight processing it is better to
process down-sampled images. This is more appropriate to larger scale natural features like water
bodies. However for more accurate results, smaller scale features like road intersections are prefer-
able, but require higher image resolution leading to increased processing time. In case of a scene with
only features of one or a few (not all) classes, only the modules responsible for processing of those
classes are employed. The operation of tailoring the feature extraction and matching parameters
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to the dynamic environments, including feature prioritisation and choice of the extraction scale, is
done in a feature selection module described next.
4.3 Dynamic Multi-Scale Feature Selection and Extraction
To ensure that the TAN system is available in a wide range of environments, a number of inter-
changeable feature detection and matching modules were developed. When one of the feature classes
is not available, then the other classes can still be used to derive a location fix. Because the dif-
ferent feature processing modules have varying computation expense, the system can automatically
make a trade off between computational efficiency over precision (or vice versa) through selection
of a feature module to satisfy particular operation requirements. A concept of a feature module is
generalisable, which means that it can be applied to a variety of feature classes, and road, water
and shorelines are just some examples.
There are three main modules that exemplify the feature classes used in this study: road, water
and other salient features, such as shorelines. The diverse and complimentary nature of the feature
module suite is intended to enable system operation in mixed environments without the loss of
the computational performance. The proposed feature modules vary in computational efficiency,
the scale of the image they are applied to, and the feature descriptors they use for further feature
matching (see Table 6). A multi-scale hierarchical approach to feature extraction and matching is
utilised to fuse the information from different classes into a consistent positional update.
Due to the discriminative nature of water bodies being homogeneous in colour with clear bound-
aries, the water class illustrates a ’coarse’ feature class, visible at great distance and detectable in
a low resolution image (see top row in Fig. 22). The method is particularly useful to establish an
Table 6: The comparison of feature modules.
Feature module Water class Road class Salient features class
Feature water body outline road centreline or shoreline, rooves of
intersection buildings
Image resolution down-sampled original variable
Search Scope whole image localised areas feature-type-dependent
Descriptor B-Spline B-Spline, B-Spline,
intersection centroids feature centroids
Optimisation computation efficiency localisation accuracy robustness
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initial match between the detected and the reference features on a larger scale. Operations on the
low resolution image can be run in a fraction of the time (depending on the downscaling factor) and
are therefore acting as time savers for the system at times of high operational load. To speed up the
image registration process, if the water component is present in the image (based on the detection
or available a-priori data) its corresponding feature module is run first. The high resolution image
is down-sampled to cost-effectively match the large scale features, such as the water body outlines.
It is important to note, that here water body outline (primarily referring to clear outlines of rivers
and lakes) is treated differently from a shoreline (of a large body of water, such as the ocean). A
shoreline, being a feature rarely included in reference maps due to its impermanent location and
shape, is assigned to the salient features (third) class, not the water class.
The water feature module starts by detecting the water body outlines in the downsampled image
and, once they are detected, breaks each of the outlines into segments depending on the change
in its curvature. The water outline segments are further approximated using B-Splines [249, 304]
(see green curved lines with circles marking the spline nodes in Fig. 22, A,C,D) to minimise the
feature description vector for efficient feature matching. The waterbody outline features described
by the nodes of the B-spline are then matched to the corresponding nodes of the reference features
projected into the camera frame. The downside of the coarse feature matching is the absence of
detail leading to lower accuracy of the match. To address this, a technique to adjust the spline node
placement, which captures the amount of curvature accumulated when travelling along the spline,
was developed and successfully tested on the datasets used in this thesis. The proposed adaptive
spline node fitting technique (see §4.8.4) results in preservation of the detail without the loss of
computational time.
Once the coarse image alignment is complete and in case of presence of the road features in the
camera frame, the road feature module, operating on sub-regions of the high resolution image with
high potential of road feature concentration is initiated. Instead of classifying a full high-resolution
image, the feature module focuses on the areas of high interest (see road connected components
shown in different colours in image F in Fig. 22) characterised by the presence of candidates for
intersections and bends of the road centrelines (areas of higher curvature) as determined from a-priori
datum projected into the frame. Knowing the uncertainty of the aircraft position from the EKF,
the system monitors the accuracy of the projected datum to avoid making false feature associations.
Following the detection of the regions of interest for focused feature search, a local search for road
candidates is performed. This focused search is performed in multiple concentrated search regions
adjacent to the road connected components (shown in Fig. 22, image F). All road candidates in
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Figure 22: The stages of image processing presented for water (A-D) and road (E-H) classes: (A,E)
monochrome image frames shown with reference features (roads in green and water body outlines and a
shoreline in red) and detected features (water body outline in yellow with spline nodes marked with circles.
In the first step, the connected components of the water (B) and road (F) classes are detected in the image.
Colours in F represent individual connected components. In the second step filtered feature class binaries
of water (C) and road (G) classes are extracted and matched to the reference features (green and red lines)
projected into the frame. The connected components for which the matches have been found are retained
(D,H). The blue dots in all images represent detected movers.
each region, and linking across regions are combined into what is described as a ’road graph’ - a
collection of nodes, representing road junctions and lines/splines, representing the road centrelines.
The re-use of B-Spline modelling modules used in the previous (water) module should be noted
here. For feature matching, the splines describing road centrelines and points features representing
road junctions can be used individually or as a interlinked road graph. The construction of the road
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graph and the choice of road intersection and spline node candidates for matching is described in
detail in the next section and is based on pattern consistency and the distance from a-priori features
they are matched to.
The third feature module is employed for context check or in case of insufficient features regis-
tered by the other two modules. The third feature module matches salient features such as forest
boundaries, or shoreline that are not uniquely defined in the a-priori datum. The class of salient
features comprises high reflectance objects defined using the image histogram, that are not included
into other classes. An example of this would be a shoreline (see top right corner in images A,C,D
in Fig. 22, drawn in red) or a central section of the forest detected in the surveyed region that does
not have a specific coordinate or defined boundary (as will be demonstrated in §5). It is possible,
however, to utilise the information about the presence of the forest to infer the context of the scene
and redirect the system’s resources away from matching the location of the features with the datum
to analysing frames using visual odometry. The VO realised by Optical Flow module can provide
information about the relative motion of the platform and can be incorporated at a minimal cost to
improve position estimate. It is also possible to capture a broad range of salient features to avoid
using VO. The salient features that fall outside of the other two feature classes (road and water)
can be processed by the third feature processing module. In the case of an unknown salient feature
taking significant proportion of the frame (over 50%) and absence of the features in other classes the
salient feature module fits the most suitable shape primitive and starts tracking this feature. For
instance, a thin shoreline appearing at a distance is best captured by a spline. The forest patch, on
the other hand is grouped into a polygon with the edges delineating the boundaries of the patch. The
geometric characteristics of salient features can therefore be described using the descriptors of either
of the first two classes, B-Splines for narrow features (e.g., shoreline) and the component outlines
(forest boundary) or point features for point-like objects (road intersections, centroids of warehouse
rooves). Although the non-localised features, coming from VO or the salient feature class, only
provide relative information about the platform movement, including them in the EKF update helps
to limit drift when roads or water bodies are not appearing in the imagery. The intention behind
inclusion of the third system module is not to replace the VO module but to keep track of additional
features appearing in the imagery, primarily to provide context for feature detection. There is po-
tential to also utilise the salient feature module in future adaptations of the system to unknown or
unstructured environments - to ’learn’ the characteristics of the visual features predominant in the
area and to refocus the feature detection.
This concludes the high-level overview of the visual navigation system developed in this thesis.
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In the next sections individual components of the system are described in detail. Section 4.4 presents
a comparison of supervised (§4.4.1) and unsupervised (§4.4.2) classification used in this thesis for
navigation and mapping studies respectively. The details on the image classifier are followed by
morphological processing §4.5 and feature graph generation §4.6. The stages of image classification,
morphological processing and feature graph generation represent a feature extraction process, which
is benchmarked (results in §4.7) against a method applied to extract the road from aerial imagery in
Cheng [123]. From the feature extraction the feature graph is parsed for features association §4.8,
which is further enhanced by employing direction and localised matching techniques §4.9. Lastly,
the logic governing the dynamic choice of the feature module depending on the feature content of
the frame, particularly important for applications to multi-camera arrays is presented in §4.10.
4.4 Image Classification: Supervised and Unsupervised
Image processing as a technique seeks to transform regions found in the image into meaningful objects
which can be used to characterise the environment. This can be achieved by various techniques:
from mathematical morphology [261] to artificial neural networks [41]. The choice of the image
classification approach is a trade-off between the level of abstraction representing the features and
the amount of time the user is willing to put into data collection, annotation and training the
algorithm. Real-time systems favour classifiers that yield the fastest frame rate. Our system is
intended to be used onboard and must therefore be compliant with the real-time requirement. Thus,
two relatively simple classification methods, one supervised and one unsupervised were independently
developed during the work on the system. In this section the details on the implementation of
supervised classification used in the navigation application (presented in §5) are considered first
§4.4.1, followed by the details on the unsupervised classifier implementation §4.4.2 developed for
the mapping application in §6 that replaced that supervised one in the final implementation of the
system.
4.4.1 Supervised Image Classification
Supervised feature extraction strategies based on the neural network classifiers (reviewed in §2.5.1)
or convolutional neural networks (reviewed in §2.5.3) can result in high completeness of the classified
data but the cost of such classification can be extensive supervised training. Less computationally
expensive classifiers, e.g. intensity-based, combined with morphological filtering, such as the one
used in this work, require only 3-4 labelled images for each class in order to initialise real-time
operation. In the supervised classifier developed for the navigation study (§5), we combine the
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benefits of the two approaches. This process is covered in the next two subsections. Firstly, a pixel-
wise classification is obtained for each class present in the scene. Secondly, the extracted regions are
analysed, filtered and generalised into higher level abstractions representing semantic features (road
centrelines and boundaries, water edges etc).
The first stage of the feature detection algorithm is intensity-based image segmentation. A
maximum likelihood classifier trained on 3-4 images (see Fig. 23) for each class was used to detect
road, greenery and water regions in the image based on pixel colour, colour variance and frequency
response (for the latter two classes). Frequency response used here is obtained as a result of the
image convolution with a Gabor filter, often used for unsupervised texture segmentation [125].
The aerial image is classified into road, greenery, water, and background regions using the training
data for three first classes. While road class training was based on the colour of the pixels only, the
greenery class description also contains Gabor frequency response of the provided training region that
allows it to be discriminated from water, which may be similar in intensity. In most environments
that are of interest for mapping and surveillance applications, the roads or other man-made structures
are present. They also have the advantage of being deterministic localisable features, in contrast
to sections of the forest that often do not have a distinctive shape. Hence, the first priority of
the algorithm development was the feature matching focused on the road component. The objects
belonging to the greenery and water classes were incorporated to provide context to the scene in
which the system is operating to adapt the detection techniques accordingly. This context-aware
implementation of the road detection algorithm is a much more comprehensive approach, than the
ones relying solely on road class detection, that is underutilised in the literature as was presented in
§2. In the later stages of the system development presented in this chapter, processing threads for
water and greenery classes were incorporated to extract localisation information derived from them.
To ensure adequate algorithm performance on satellite and aerial imagery with varying intensity,
a pre-processing step comprising an intensity adjustment and histogram equalisation was developed.
This step helps to increase robustness of the segmentation when analysing imagery with various
lighting conditions and exposure as well as to increase the difference in intensity between the road
class and the background. The image classification procedure presented in this chapter consists of the
following stages: 1) access to or generation of the classification training data, 2) image classification
(into several binaries), 3) morphological processing and 4) end component filtering.
A computationally inexpensive maximum-likelihood classifier was adapted from Dumble [126] to
discriminate between the different classes and the background in the image using apriori data about
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Figure 23: Aerial images (left column) and ground truth (right column) were prepared to train the classifiers
for the road (top row), greenery (middle row) and water (bottom row) classes. The input images combined
with the corresponding ground truth are referred to as a training dataset for supervised classification.
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the mean and covariance of the intensity values in the class obtained from only 3 training images
representative of the dataset (Fig. 23). During the classification process each image pixel is assigned
to one of the given classes: road, water/greenery, background. To deal with the cases when a pixel is
assigned to two or more classes (e.g. glare on the river surface or dirt in the bush that is spectrally
similar to the road class) the context is employed and the pixel is assigned to its neighbouring class
(river, greenery respectively).
Let a point p in an image I with coordinates (x, y) be described with the corresponding intensi-
ties in three colour channels IR, IG, IB : Ip(x, y) = [IR(x, y), IG(x, y), IB(x, y)]
T .
Then, the Normalized Innovation Squared (NIS) used to segment the image into three image classes
is defined as:
ν2c (x, y) = (Ip(x, y)− µclassN )TΣ−1classN (Ip(x, y)− µclassN )
BclassN (x, y) =
true, if ν
2
c (x, y) ≤ χ2(3, 1− pclassN )
false, otherwise
where µclassN and ΣclassN are the mean and covariance of three-dimensional Gaussian distribution
[R,G,B]T of pixels belonging to a classN , BclassN is the segmented binary image of class candidates
and pclassN is the probability confidence level. Here classN represents any of the three classes that
training data has been provided for. It is worth noting that this classification method often referred
to as ’one-against-all’ and allows for the pixels to be assigned to the fourth or ’other’ class. The
corresponding χ2 value can be selected from a look-up table or calculated from a χ2 distribution.
The above process is repeated for water class and greenery class. Due to high similarity in
intensity, these two classes need to be additionally discriminated. To differentiate the two classes on
the basis of texture frequency, the response to the bank of Gaussian filters is used as an additional
information incorporated during the training of these two classes. Although in the initial version
of the study the information contained in water and greenery classes is only used as a context, in
future implementations of the system it will become a source of information for generation of other
features.
A classifier learns intensity and texture information specific to each of the feature classes present
in the image, e.g. road, greenery, water, from training image set (3-4 images for each class). An
example of the training image for road and water classes is given in Fig.24. The output of the classifier
is then subjected to morphological or connected component analysis (CCA) presented in §4.5, which
assigns the segments in the image to a particular class based on their shape and area. After each
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class is completed, its structure is revisited and optimised. During road class optimisation, candidate
regions are transformed into a feature graph that represents the road network with a collection of
road segments modelled by splines and road junctions connecting them (see Fig.24).
4.4.2 Unsupervised Image Classification
By visually analysing the test frame (Fig. 26, left), it is possible to conclude that the feature
extraction algorithm suitable for localisation of the frame needs to accurately capture the outline of
the river as well as the prominent shoreline and urban structures (e.g., rooves) on the lower left in
the frame. The Fuzzy C-means segmentation algorithm [313] suitable for monochrome imagery was
chosen to classify the image into 3 distinct classes (see top row in Fig. 25) by analysing histograms
of the image intensities. The classes can be described as those containing water bodies (red), urban
structures (green) and bodies with high spectral (blue) reflectance, i.e. sand and white concrete.
While the result of the classification is satisfactory since there is little error in assignment of the
pixels to the target classes, direct output of the classification is not suitable to produce a class binary
describing the features due to large amount of noise. At this scale, the visual features dominating
the image are large bodies like rivers, shores, warehouse’ rooves. The small-scale features populating
the urban area on middle right of the classified frame (Fig. 25, middle) are challenging to detect due
to small size and indistinguishable boundaries and, therefore, have to be removed from classification.
Figure 24: The input images (left column) and the ground truth masks (middle column) make a training
set sufficient for the classifier to train. Images in the right column show a typical output of the trained
algorithm, classifying water and forest region (shown in green) and extracting a road network (extracted
road component shown in red, with road centreline overlayed in yellow, and road intersections marked with
blue points, ).
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The small-scale features in the image frame resemble the ’salt and pepper’ noise. These features
originate from abrupt changes between the pixels belonging to different classes, being the artefacts
of the multiple intersecting lines and changing intensities typical to the urban area. This noise can
be filtered out using the median filter of a variable size. By applying median filtering and connected
component analysis [275] to the results of the classification (Fig. 25, middle) a useful binary image
of the water class can be produced. The effect that the choice of the filter size can make on detection
of the components that increase the uniqueness of the extracted features and therefore aid in feature
association, is presented in §4.5.
Based on the examples of supervised and unsupervised classifiers presented in this section, the
choice of one of them suitable for the system requirements needs to be made. For the navigation
study §5, the supervised classification was chosen to reflect the comparative nature of the study on
multiple datasets of satellite imagery. The aim of the study was to assess the robustness of such
classifier on varying datasets with only a minimal training dataset (only 3-5 training images for each
dataset of Google Earth images). In the mapping study §6 the aerial datasets were available and
the goal was to develop a system which can operate without pre-training, which led to the choice of
the unsupervised Fuzzy C-Means classifier. Regardless of the chosen image classification technique,
in order to extract semantic features from the resultant binary mask of the feature component it
needs to undergo morphological filtering and post-processing discussed in the next section.
Figure 25: Input image (left) shown alongside the classification result for 3 classes (in the middle, water
class shown in red, high reflectance salient features shown in blue and urban feature class shown in green).
Filtered water binary (on the right, for the red class from the middle image) broken down into connected
components represented in different colours. Each of the connected components is described with a separate
water outline graph to assist and speed up the feature matching.
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Figure 26: Top row: three class binary membership maps resulting from an unsupervised classification of
a input frame (left in Fig. 25). Bottom row: adaptive intensity-based thresholding of the input frame and
choice of class thresholds to assign image pixels to separate classes.
4.5 Morphological processing and filtering
A generalised image processing pipeline detailing the processing steps that an image needs to undergo
for the class binaries to be extracted from it is presented in Fig. 27. The image classification step
covered in §4.4 takes an input image and generates three binary images, each containing a collection
of unfiltered pixels of its feature class (labelled ’Current feature class’ in Fig. 27). At this stage,
each class extracted from the classified image contains a binary image of what are called ’feature
candidates’ (see example for road class candidates in Fig. 28, top left) which needs to undergo
further processing to generate a filtered class binary (Fig. 28, top right). The processing steps as
detailed in the generalised flow diagram (see Fig. 27) include morphological operations, context
checks and size/shape thresholds are introduced.
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Figure 27: Generalised flow chart of a feature extraction module. The context block here represents the
features that fall outside of the three main feature classes and is shown here for completeness.
4.5.1 Morphological processing
Morphological and filtering operations act on an unfiltered class binary image containing feature
candidates and discard components not belonging to the class of interest. Here such morphological
operations as closing, dilation and erosion (with a “disk” structuring element of a variable 2-11 px
diameter) [275] are performed. The effects of filtering the images with the structuring element of
different size was discussed in §3.5.2. In Fig. 28 (top row) the difference between road binaries
processed with different sizes structuring elements is shown.
The parameters of the structuring elements, used to generate the class binaries, as well as the
connected component area checks (Amax, Amin, tAR,tRR introduced in §4.5.3) were designed as
functions dependent upon the flight and camera parameters, which allows for robust algorithm
operation during the flights at changing altitudes.
In a road ‘Class binary 1’ processed with the smaller size structuring element (Fig. 28, top left)
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higher level of detail was retained. There are also many unwanted non-road class candidates (such
as rooves of the buildings and parking lots) that the structuring element preserved in this binary.
For effective extraction of the road network from the class binary these non-road objects need to be
discarded. The ‘Class binary 2’ presents a good alternative to ‘Class binary 1’ with almost all of the
preserved candidates being road centrelines. The selection of one of the two binaries is made by the
context-aware content check routine, as discussed in §4.5.2.
4.5.2 Context-aware content check
The morphological processing step produces two independent class binary images with two struc-
turing elements of different sizes chosen for a given scale. Context-aware filtering is introduced to
ensure that the road regions, being easily localised features, are preserved. Context is defined by
the number of binary components that belong to water and greenery classes and indicates whether
the UAV is passing over an urban, suburban or rural area. In the test frame chosen from the second
navigation study over the Royal National Park (RNP) area (shown in Fig. 30), for example, the
context information identifies the area in the image as suburban, and passes it to the road extrac-
tion module. Given that the majority of the image frames in the RNP video sequence are heavily
dominated by the forest and have a single road or no roads in them (see a typical frame from the
sequence in the Fig. 23, bottom row), the identification of the context for feature class detection
and selection of appropriate thresholds is essential.
Once the class binary is extracted and all three classes are defined, the content check is performed
to choose between the two class binaries (shown in Fig. 28) based on the overall area of the generated
class feature component and the number of feature candidates present in the class binary. If the
sum of the areas of class feature candidates in one of the binaries (’Class binary 1’ as per Fig.
27) is below an area-specific threshold (by area here ’urban’,’suburban’,or ’rural’ area is meant)
defined by the context and flight parameters, an alternative feature class binary (’Class binary 2’)
generated with the structured element of a second choice is selected. The presence of occlusions
(like tree shadows for instance) can result in the road component being very thin and road class
binary being disjoint (populated with many small class feature candidates). As can be seen in Fig.
28, the disjoint road components were discarded in class binary 2, and whilst most of the time this
result is desirable, in cases where there is no large road network segments, morphological filtering
can discard all candidates of the road class. Thus the context-aware check, checks the number of
the feature candidates (in addition to their area) to ensure that the class binary with the disjoint
road candidates is retained rather than discarded in favour of an empty class binary.
110
4. CHAPTER IV. Overview of Visual Navigation System Architecture and Modules
Figure 28: The comparison of the road class binaries 1 (top left) and 2 (top right) generated by filtering
an aerial image from the Royal National Park 2009 sequence (bottom row) with the structuring elements of
different sizes. After running the context-aware check, the filtered road binary 2, shown overlaid over the
aerial image in red, was chosen for further road network extraction.
4.5.3 Shape-based filtering
Following the effective practices of modelling the road described in Song et al. [264], we define
it as a collection of narrow and elongated segments of relatively large area. The following shape
features were proposed to distinguish potential road segments from other non-road segments: area
check, aspect ratio and road ratio checks. The structural properties of each of the road segments
were derived using CCA (see §3.5.3 for details). First, each of the n connected components CCi
(i = 1..n) with the size A higher than a set threshold Amax and lower than Amin (calculated in
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pixels using standard CCA procedures) is discarded.
CCi =
retain, if Amin < Ai < Amaxdiscard, otherwise (70)
Secondly, medium size components left in the binary CC ′i are filtered based on the ellipse aspect
ratio [118]. Aspect ratio (Fig. 29) is calculated as follows.
ARi =
ai
bi
(71)
CC ′i =
retain, if ARi > tARdiscard, otherwise (72)
We modified Shi’s method [118] to use a bounding ellipse instead of a bounding box to describe
the shape of the road component (Fig. 29). This gives extra information via principal axis of the
ellipse (denoted as a in Fig. 29) defining the direction of the component and increased robustness
of road extraction when analysing scenes with road segments of non-regular shapes. Finally, the
Road Ratio (RR) check was introduced to discard large regions corresponding to parking lots and
house rooves from the remaining road candidates. For parking lots, the road ratios are typically
considerably larger than the automatically set threshold tRR. Road segments, on the other hand,
have a relatively low RR allowing effective use of this check for component filtering.
RRi =
road pixels
bounding ellipse area
>> tRR (73)
Figure 29: Comparison of bounding ellipses with bounding box method for straight (left) and curved road
components (centre); (right) the area of bounding ellipse (lilac) compared to the area of the road component
(black)
112
4. CHAPTER IV. Overview of Visual Navigation System Architecture and Modules
The outlined process of applying the checks and filtering presented on the example of road feature
class is referred to as morphological operations. The morphological operations lead to improvement
in robustness of the feature graph generated in the next step of the algorithm. An example of the
resulting filtered road component overlaid on top of the aerial image is shown in Fig. 28. The same
procedure with morphological filtering, area checks and connected component analysis (no ellipse
aspect ratio check) is applied to the water class. The major difference is that most conditions are
reversed, filtering out the narrow components and combining the areas of similar intensity to form a
consistent water body outline. To summarise, the morphological feature analysis tool box is generally
applied to post-process a feature class binary to derive a feature graph, and it can be adapted to suit
best this purpose on a per-class or a per-case basis, as necessary. Adaptation or modification of the
morphological processing to a new class of features is a relatively easy procedure involving the choice
of the tools from the presented toolbox and validation of the class- and scale-specific thresholds.
4.5.4 Frequency-based class discrimination
In cases, where the observed feature classes have significant colour similarity, additional means for
class discrimination such as frequency-based analysis may be employed. Natural features, such as
water bodies, forests, and bush are analysed using Gabor frequency analysis [125] to ascertain the
assignment of the correct feature class label. This frequency analysis entails convolution with a
Gabor filter to estimate the variation in image intensity in the areas predominantly covered by
natural features. Although both water and forest can appear green in the image and therefore
confuse the colour-based classifier (such as the one used in supervised classification presented in
§4.4.1), their frequency responses are quite different. The smooth surface of the water gives minimal
response in frequency due to little variation in image intensity. Forest areas, on the other hand,
generally give higher frequency responses due to variation between the tree canopies and the gaps or
shadows between the trees. Thus, the classes similar in colour can be compared in their frequency
response, which allows for discrimination between the two.
The other visual feature that has high frequency response and needs individual treatment is
glare, appearing in airborne imagery captured on flights performed at noon. Glare present on the
water remains one of the major segmentation problems for intensity-based approaches. Although
further frequency analysis can be effective in glare detection it is a more computationally demanding
operation compared to contextual solutions. We propose to distinguish between glare and other
features similar in intensity based on the surrounding or neighbouring connected components and
assign the glare region to the same class as the one around it. For example, if a glare region is
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found in the image within the water region but comes up as a road-similar component based on
its intensity, it can be filtered from the road class and inserted into the water class. This glare
processing routing is called after the content check with the underlying assumption that there are
no built-up areas or islands in the contiguous water regions. If there are islands in the water, this
information is available from the reference map and is passed to the context check to avoid the
confusion with the glare.
To conclude, in this processing step, a filtered class binary is generated by utilising a series of
morphological operations, context-aware checks and shape-based filtering. Next, a feature graph
(Fig. 30 shows a road graph example) can be now extracted for each of the feature classes. The
feature graph extraction from the filtered feature class binary is the focus of the next section.
4.6 Feature graph generation
A filtered road binary generated in the previous processing step is an image with a collection of
foreground and background pixels. Information captured in an image format is hard to access and
Figure 30: An example of an accurate road feature graph overlaid over the aerial image with detected road
intersections in black, road centrelines (described by splines) in yellow and context information (trees, used
to handle the road centreline breaks) outlined in magenta. Blue outlines show the boundaries of the filtered
road binary image, used to generate the feature graph.
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process, since the convolution and correlation operations when applied to every pixel in the image
become computationally heavy and increase in complexity with the scale of the image.
A feature graph is a compact alternative representation of the list of pixels detected in the
image, which is optimised for feature processing and data association. A feature graph captures the
essential properties of the visual features with minimal descriptors using mathematical primitives
such as a point, line or spline. Points represent point-like features such as road intersections, as will
be described in the data association section §4.8, they are very useful for localisation due to their
definite location, constraining the uncertainty in both planar directions (x and y directions in the
image frame). Lines and splines are equally important features used to represent road centrelines
and outlines of the waterbodies. A line or a spline descriptor captures not only the location of the
visual feature but also its intrinsic properties, such as size (length, width), and shape (curvature).
The feature graph is the data structure that is used to connect the point features with graph segments
described by lines or splines. A feature graph has flexible structure, that allows to capture different
features classes and their composition, e.g. a shoreline feature graph might comprise a single segment
while a road graph may represent a complex road network of interlinked segments.
The quality of the generated feature graph, consisting of points features and straight or curved
lines segments, determines the effectiveness of the data association step that follows the feature
extraction. In visual feature-based TAN, the cost of fusing inaccurate feature matches is too high
since it can cause divergence of the navigational solution. From this stand point, in TAN applications,
unlike GIS and cartography applications, the trade-off between completeness and correctness of the
feature graph is generally made in favour of the latter to ensure that no false positive feature matches
are fused into the EKF.
A ’skeleton’ structure is often used in morphological analysis to describe the shape and the
structure of the feature graph. The skeleton is derived through thinning [275] of the filtered feature
class binary image produced in the previous step. The thinning or skeletonisation operation reduces
every segment of the binary to its ’skeleton’ - a line, one pixel-wide, representing the component
centreline. A standard procedure of pruning short segments of the skeleton is applied here to avoid
inclusion of the small skeleton branches that normally result from inclusion of adjacent feature
components and do not contain information significant for feature matching. From the ’pruned’
skeleton, a distance map, describing the length of each of the components and the location of the
points forming the skeleton is analysed from which the underlying feature graph is reconstructed.
Applying this approach, a typical road graph consisting of road intersections and road segments
can be revealed (Fig. 31). Further details on mathematical description of the point and line graph
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Figure 31: Visualisation of the road extraction stages: (A) raw component generated from image classifi-
cation, (B) road component superimposed on the original image, (C) road skeleton, (D) road network with
splines as road centrelines shown in yellow and junctions in red.
features are given in the data association section §4.8 presented later in this chapter.
Feature graph refinement
Adjusting the location of the points features
The generated feature graph may contain all the necessary information but it needs to be brought
into alignment with the reference feature graph to ensure successful data association. Here the
refinement step is introduced, which ensures accuracy of the location of the points features in the
graph, representing the road junctions and connectivity of the segments, representing road centrelines
or waterbody outlines, which might have been effected or lost during the filtering stage. The failure
to perform the refinement step might result in generation of the false negative matches, incomplete
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matches or graph components being discarded due to the fact that the are not joined. Refinement of
the feature graph is therefore an essential step to 1) improve the compatibility of the reference and
extracted feature graphs, 2) minimally describe the features forming the graph by joining the broken
graph segments and 3) refine the node positions to minimise the errors at the feature matching stage.
Figure 32: Flowchart of feature graph generation from feature binary component
The feature graph contains the elements of two general types: points and segments. The points,
as was pointed out earlier, are used to describe point features such as road intersections or water
outline/shoreline endpoints. Similarly, the segments can be used to describe a variety of line-based
features, including some commonly occurring visual features such as road centrelines, shorelines,
outlines of water and forest components. The benefits of choosing features as versatile as points
and segments come from their inherent capacity to capture a wide range of geometric primitives
in a minimal way, from the perspective of the feature description vector (a vector used for feature
matching). The two features types will have different priorities in the data association step reflecting
their ability to capture deterministic information about the feature location and its other parameters
maximising the uniqueness of the description vector.
Accurate location of point features is crucial for a successful data association step since the point
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feature registration (using road intersection or other point-based features) constrains the position
of the observer in both directions (x and y in the image reference frame), unlike the matching of
straight line sections which can only constrain the position in direction normal to its centreline.
Hence, accurate detection and extraction of information about graph point features present in the
image is of primary importance for visual navigation and its refinement was prioritised during the
algorithm development.
Distortion in the locations of graph point features due to imperfection in the skeletonisation
operation is one of the common problems in feature graph extraction. This problem has been
recently approached by substituting the skeletonisation procedure with tensor voting [13, 16, 26,
35], which is superior to traditional methods in extracting the geometrical structures but much more
computationally demanding and may therefore be unsuitable for real-time applications. Within the
framework of the TAN defining this study, the problem of misplaced point features was approached
from a feature association perspective and a composite solution suitable for point-based feature
matching has been proposed. A point feature matching algorithm, operating on the features of
each of the available classes independently, matches points features using their location in the global
reference frame, the number of branches, branch angular distribution, and branch absolute angles,
including some tolerance margins to allow uncertainties at feature matching. It should be noted
that the points feature matching algorithm in this work is focused on road intersections but it can
be generalised to operate on other points features by replacing the irrelevant parameters (number of
brunches and their angular distribution) from the matching. The problem of road junctions being
offset and the branch angles being skewed can lead to generation of false positives or simply prevent
the data association from registering the match. Rather than relaxing the matching constraints to
improve the representation of the point features, several post-processing steps described below were
successfully applied.
Revision of T- and X- connecting point features
The skeletonisation operation often causes the offset of the T-junction centroid in the direction of
the connecting branch (Fig. 33, A,B). Since the junction database or map will have T-junctions with
branches intersecting at angles close to 180◦ or 90◦ and one part being straight, the intersections
detected from the splines should be adjusted. The new centroid of a road junction is formed by
finding an intersection of the branches based on the spline nodes located around the junction.
Additionally, the spline-generating algorithm may cause the loss of road intersections due to
a tendency to round the corners and directly join the road branches. The possible location and
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Figure 33: Typical cases of imprecise T-junction centroid placement (A,B) and loss of X-junction that require
revision. Junction centres are shown with red circles and road branches with black lines. First two images
show a T-junction before (A) and after (B) refinement. In C, high curvature of the spline registered at one
of the nodes (small blue dot) initiates the search for another high-curvature spline within the set radius
(blue circle, C). Once detected both splines are then broken at the highest curvature point at which the
intersection is restored.
distribution of branches of such junctions is determined based on the curvature and mutual location
of neighbouring splines (Fig. 33, C,D). If a spline node, or a set of nodes, captures the curvature
change representative of a 60− 120◦ turn, such a node is considered to be a point feature candidate
or, in case of the road feature graph, an intersection candidate. The search for another spline node
capturing similar changes in curvature in the proximity of the intersection candidate is initiated.
The proximity is defined as a search radius (shown with a blue circle in Fig. 33, C), calculated as
multiples of the inter-node spline distances in pixels. Connecting the search radius to the spline
inter-node distance allows to adjust the search based on the scale of the features in the image.
A typical application of the developed post-processing routine to a road graph shown in Fig. 31
demonstrates the achieved refinement in the position of the junction centroids and restoration of the
rounded corners of the road segments.
Reconnecting disjoint graph segments
The specific location of the graph segment in the image and therefore the structure of the feature
graph is often determined by the skeletonisation step. Although the information that was captured
by the image classification module, and refined in the morphological analysis step, is already set at
this stage of processing, the skeletonisation step is the one, which defines the location of the feature
graph points and segments.
Being a cornerstone function, influencing the completeness and the accuracy of the feature graphs,
skeletonisation has received a lot of interest from the research community which has resulted in multi-
ple skeletonisation methods being developed with an aim to improve its performance. Skeletonisation
of the road component, if not considering morphological thinning, can be alternatively performed
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by non-maximum suppression [123, 179] and/or tensor voting algorithms [146, 150, 230]. Applying
mathematical morphology [275] for the skeletonisation step, however, has the benefits of being a
reliable, computationally predictable and stable operation, which satisfies the criteria of the TAN
system and is therefore chosen as a preferred technique for implementation of the system. If a simi-
lar system was implemented with a focus on different applications then the choice of skeletonisation
system should be reconsidered.
When a feature graph, describing the location and the length of the graph segments and points
is derived from the skeleton, some of the segments appear to be disjoint. This happens due to the
occlusion or the rapid intensity change of the feature component in the image. It is not possible to
connect this segments without employing higher level logic, assigning direction to each of them. To
address these shortcomings, the following graph segment search and joining methods were developed.
Splines were fitted to the graph segments and then extrapolated in the direction outward from the
endpoint of the each spline tip (Fig. 34). The search areas (marked in red) were then checked for
presence of the tips of other splines. In case an endpoint of another spline or segment was found
within the search region, the algorithm suggested joining the branches. If the search initiated from
the opposite branch found the first branch, joining of the segments was approved and the adjustments
to the features graph were made accordingly.
Figure 34: Extrapolation search (red rectangles) for road branches (green) operates along the direction
determined by the last three nodes on the spline. It can operate diagonally (left) or along one of the image
axes (right).
The effect that various occlusions may have on the feature graph generation can be mitigated
by the use of splines. Occlusions shifting the feature segments is not uncommon. For instance, in
the presence of the trees along the road side, the road segments will significantly decrease in width,
which would shift the centreline to the side opposite the occlusion. To address this problem the
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Figure 35: Road centreline points (in green) derived from the road skeleton modelled with a spline (yellow)
show in image on the left; curvature of the central road branch (shown in red on the left) as a function of
the distance along the spline (graph on the right) with locations of the spline nodes marked with red vertical
lines.
splines were fitted to graph segments in a way in which they capture the most information about the
feature graph(see Fig. 35), connecting the segments to points features. The details on the adaptive
spline node fitting are given in the feature association section §4.8.4 presented later in the chapter.
B-splines are adopted for line feature modelling across all feature modules. Compared to the
approach that Williams took to coast line delineation in [304], the graph segment modelling was
generalised to be performed on any feature class and the technique was further improved by adjusting
the locations of the spline nodes to reflect the curvature of the component centrelines. Taking a
road branch as an example, first a spline was fitted to a road branch pixels to provide filtered
coordinates of the branch. The curvature of the obtained filtered road segment was analysed using
an implementation of the function ’LineCurvature2D’ originally developed by Kroon [314] by first
fitting polylines to the road segment centreline pixels and then calculating the analytical curvature
between consequent points of the polylines. The process of curvature accumulation is illustrated in
Fig. 35, where the location of the nodes on the road centreline are marked with blue circles along
the yellow lines. The curvature threshold was set as a function of the scale of the image, with lower
threshold for images taken at lower altitude and higher threshold for images taken at higher altitude.
This allows the flexibility of the algorithm to adapt the definition of ’significant’ curvature change
to the image scale and discard the insignificant fluctuations caused by the presence of occlusions.
All spline nodes can be broadly divided into ’general’ nodes and the so-called ’inflection points’
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depending on how much of a curvature change they capture. If the curvature changed significantly
between the nodes of the spline, the nodes forming the bend on the spline can be characterised as
’inflection points’. The inflection points are the primary feature type for data association proposed in
this thesis due to their prominent curvature characteristics and deterministic location, which can be
robustly determined. There is a number of parameters that can influence the level of detail captured
by the splines, such as node spacing, NdSp, and curvature threshold, Kth for the pair of nodes to
be considered forming an inflection point. Both higher node spacing and lower curvature thresholds
lead to less detailed descriptions of the feature. The principle of the node spacing is demonstrated
on the components of the filtered water body class in Fig. 36 (right). The node spacing NdSp is the
maximum distance allowed between the nodes along the spline.
Figure 36: Colour-coded representation of the features detected in the water/road classes (left). Demonstra-
tion of the splines with variable node spacing being used for approximation and extraction of water body
outlines (right). Blue circles along the outline of the water component are representing the position of the
spline nodes.
The curvature threshold, Kth is used to identify the inflection points where the spline is per-
forming a 90◦ turn. These inflection points are used by the next step of the algorithm as anchor
points for geo-registering the imagery. The curvature sensitivity therefore must be chosen in such a
way that insignificant changes in the curvature of the feature are filtered out and only the points at
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which a spline undergoes significant changes in curvature, such as a turn over 90◦, are put on the
list of anchor-point candidates used for feature association. As previously noted the node spacing
NdSp, and the curvature threshold Kth parameters are the functions of the image scale, which makes
algorithm adaptable to changes in flight altitude and improves its operation on different datasets in
a post-processing mode.
Modelling feature centrelines, e.g. road segments and waterbody outlines, with splines has proven
to be an effective and robust method of converting the pixel information into a scale-independent
form suitable for feature matching. Particular benefit of the technique from the data association
perspective is the ability of a spline to describe the shape of the feature independent of the scale
at which the feature is observed. Splines also minimise the amount of information with which the
feature is encoded and therefore decrease the number of operations that need to be performed to
complete feature matching at the data association stage.
4.7 Benchmarking Feature Extraction Algorithm on a Road Dataset
Dataset and Compared Algorithms
To assess the performance of the developed feature extraction module, an road detection dataset7
from Cheng [123] was acquired. The dataset comprised 30 aerial images of urban area in very high
resolution (1.2 m per pixel). Each image was at least 800 × 800 px. Two example images from the
dataset classified by our method are shown in Fig. 37. The complexity of the dataset lay in the
abundance of objects similar to roads in their intensity (e.g. rooves, parking lots) as well as the
changing intensity of the road surface. To test the performance of the algorithm the system was
trained on several labelled images out of the dataset following the procedure described in the section
on supervised image classification §4.4.
The variations of the Cheng’s algorithm included the initial implementation of the superpixel-
based image segmentation at one scale [232] and later extension to three different scales [123]. The
version chosen for comparison used multiscale joint collaborative representation in conjunction with
graph cuts for road segment extraction.
Evaluation Metrics
The standard evaluation framework for road extraction algorithms introduced by Heipke [212],
already mentioned in §2.3, is repeated here to aid with interpretation of the results. The framework
7http://www.escience.cn/people/guangliangcheng/Datasets.html
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Figure 37: The example images from benchmarking Cheng dataset showing the best (Image 3, left) and the
worst (Image 6,right) performance of our algorithm. The numbering of the images from the original dataset
is preserved for the reference.
defines three complementary metrics: correctness (Cor), completeness (Com) and quality (Q)
Cor =
TP
TP + FP
(74)
Com =
TP
TP + FN
(75)
Q =
TP
(TP + FP + FN)
(76)
where TP , FP and FN denote true positive, false positive and false negative matches between the
extracted road component and the available binary ground truth correspondingly.
Benchmarking results analysis
The developed algorithm outperformed (see Table 7) the two approaches developed by Cheng
[123,232], which in turn showed better performance against other road extraction algorithms applied
to the dataset [123]. The best and the worst result of the classification for the dataset are presented
in Fig. 37. Almost complete extraction of road pixels (above 90%) was achieved on majority of the
images in the dataset (Table 7). In some of the scenes, however, the performance of the algorithm
dropped due to confusion between the road component and rooves and parking lots that are similar
in intensity (Fig. 37, right). Despite the incomplete classification result, the scene contains sufficient
reliably identified features if this algorithm was a part of the system performing data association.
Whilst Cheng’s [123] algorithm outperformed ours on a few scenes, it utilised more computationally
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Table 7: Overall performance of our method on the available dataset1. Overall performance for Cheng’s
algorithm has not been reported by the author and so cannot be included here for comparison. The best
results for each image are shown in bold.
Value Cor Com Q Cor Com Q Cor Com Q Cor Com Q
Image 3 Image 4 Image 5 Image 6
Cheng 1 92.1 96.9 89.4 91.3 97.9 89.5 95 94.2 89.7 97.6 93.7 91.7
Cheng 2 93.7 96.5 90.6 91.7 97.4 89.6 95 95.7 91 98.9 94.4 93.4
Proposed 99.4 99.8 99.2 99.3 99.4 98.7 99.7 98.4 98.1 71.5 85.6 63.8
Proposed algorithm Cor Com Q
Average for 30 images 88.4 79.5 81.6
expensive methods and depended heavily on the choice of the scale parameter. In comparison, our
method was made adaptive to image scale.
For historic reasons, the road extraction task has been often seen as a map extraction done
manually and off-line for cartographic purposes where speed and robustness of the algorithm were
not of primary importance, unlike for a visual navigation system. Satisfying the requirements of
the latter, our classifier is seen as a superior option for TAN system in question. Being a simpler
alternative, it is more suitable for TAN feature detection and association thanks to its relative
computational simplicity and robustness shown on various scenes in the test dataset.
4.8 Feature Association
Feature association is the part of the visual navigation algorithm responsible for associating the
features detected in the camera frame with those in a database. Improvement of both the uniqueness
of features and the construction of a hierarchy of association levels ensures rejection of false positive
matches prior to feeding them into the navigational update. To optimise the computational load of
the association operation on the system, the matching tasks are prioritised and assigned to different
threads, each associated with a specific combination of features present in the image. The choice of
data association thread depends on both type and number of features present in the camera frame.
The correspondence between features present in the camera frame and the initialised data matching
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threads is shown in Table 8.
The choice of features for data association is hierarchical and can be explained by the differences
in value of the information each of the feature types can bring. The hierarchy of features depending
on the uncertainty associated with them is encapsulated in a data selection and fusion module used
to decide which features to prioritise for matching. As reflected in Fig. 38, point features have the
highest priority since they have the smallest uncertainty associated with them, being a collection
of uniquely identifiable points on the ground, which efficiently constrains the inertial drift from the
IMU in both planar directions. Hence, if a match between a set (or at least a pair) of the point
features, such as road intersections, is detected and the association thread initiated (see top row
in Table 8.), and the pattern of intersections is successfully registered in the database, there is no
need for additional spline matching. In the third case, however, when point feature association
is not possible, a localisation information update relies on the match between the spline features.
Depending on the shape of the spline, it can provide precision in one or two directions. Therefore,
splines with sections of high curvature can be seen as unique features and are assigned higher priority
in the matching sequence over virtually straight splines. Current realisation of the data association
algorithm considers the point or spline features coming from all developed classes, namely road,
water, greenery and salient features. Pattern analysis, however is only used for road intersections
since the rest of the features are primarily matched based on the spline basis. More detail on data
association threads can be found in the section §4.8.1.
Table 8: Correspondence between features present in the frame and initiated association thread
Feature combination Matching thread
line features and several points point feature pattern matching
line features and one point feature point feature and splines
line features only spline matching
In the absence of point features describing primarily road intersections, spline features might
still be present in the imagery, coming from road, water or any other feature class. Depending on
the curvature, a spline can provide the information to limit positional drift in one or two directions
in the camera plane. When the spline captures a bend sufficient for unique registration of the
image, the amount of information provided by such a feature is equivalent to that provided by an
intersection. Lastly, a camera motion estimate derived from Optical Flow visual odometry (VO) in
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the background remains available even in the absence of localised semantic features. Efficient fusion
of the detected semantic features in the navigation solution is underpinned by a multi-pronged data
association algorithm described in the remainder of this section.
4.8.1 Data fusion feature hierarchy
As discussed earlier in section 4.8, the choice of features for data association is hierarchical (Fig. 38),
with intersection matching having the highest priority, followed by high curvature spline matching,
followed by the rest of the splines. The intersections are the most valuable features since they provide
absolute information constraining the inertial drift from the IMU in both horizontal directions. The
splines with sections of high curvature (Fig. 39) are seen as unique features and are similar to
intersections in ability to constrain the drift in both directions in a camera plane. Therefore these
high curvature segments are prioritised over virtually straight splines in the data fusion queue. The
straight sections of a spline are used in the absence of other prioritised features to limit the drift of
the vehicle in a direction perpendicular to a spline.
The updates from each of the feature threads described in the previous section can be used as an
update to the EKF. In the case of updates from the point feature (intersection) matching thread, it
is possible to fuse individual updates for matched features or to fuse only a transformation defined
by R, t calculated using the pattern matching method (discussed in §4.8.3) which minimises the
amount of data that needs to be fused without losing any information.
The same is true for splines, there are two options to fuse the information about a spline match: to
fuse the innovation of the highest curvature point, treating a spline match similarly to an intersection
or to fuse all the innovations for the matched points on the spline. Once the matched spline sections
Figure 38: Hierarchical representation of the localisation uncertainty (increases top down) of the information
contained in different feature types.
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are aligned the result of the fusion of the two spline update methods is similar with the latter giving
smaller uncertainty for the high curvature spline sections.
The point features and the spline nodes or a combination of the two can be fused into the EKF
as observations, using the update method described in §3.9. This approach to data fusion through
prioritisation and minimisation of the fused information was taken to optimise the computational
load and maximise the accuracy, reliability and performance of the algorithm without increasing its
computational time.
Figure 39: Examples of a detected spline (in blue) matched to a database splines (in green) using the
curvature information.
4.8.2 Point feature matching - road intersections
The point feature modelling approach, utilised for description of the road intersections, was expanded
from Dumble [274]. An intersection descriptor I, that permits intersection matching to be performed
regardless of the position and orientation of the feature in the camera frame, is as follows.
I = ([X,Y, Z]g;nb;ψbN ;ψb) (77)
where [X,Y, Z]g is the location of the intersection centroid in the LLA reference frame Fg, nb is the
number of road branches, ψbN angles of the road branches forming the intersection relative to North
(Fig. 40) and ψb - the angular difference between the successive road branches (see Fig.40). The
width of the branches (recorded at the skeletonisation step) can also be added to the descriptor to
improve uniqueness of the feature.
Intersections from the generated road graph will be matched against a pre-built database (con-
structed using Google Earth imagery or Open Street Maps) based on Euclidean distances in descrip-
tor space. Each road intersection is described in a database by the following descriptor
Ii = ([Xi, Yi, Zi]
e
DB ;nb;ψ1..ψb) (78)
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Table 9: Measures used on the two levels of intersection matching
Intersections
Feature level Location Angles Distance
individual intersections 3 3 7
pattern (polygon) 3 3 3
where [Xi, Yi, Zi]
e are the coordinates of the intersection in ECEF reference frame, nb - number of
branches, and ψ1..b are the angles between them. The location, number and angular distribution
of the branches are used to match the detected intersections to their database counterparts. For
comparison of the measures used for individual and pattern matching of intersections see Table 9.
The matches to the descriptor Ii in the database should satisfy the following measures:
nbi = nbiDB ; δψN = Σ
nb
i (ψiN − ψiNDB ) ≤ δψthresh (79)
δ L =
√
Σni ([Xi, Yi, Zi]
g − [Xi, Yi, Zi]gDB)2 ≤ δ Lthresh (80)
where the check of the number of branches nb is performed first. The δ Lthresh and δψthresh are set
thresholds on the errors in position and number of angles between branches, determined based on
the scale of the image.
4.8.3 Point feature pattern matching - road intersections
To ensure fusion of positive matches and robust outlier rejection, an additional pattern check is
performed on the intersections that were identified as matches in the previous section (Table 9). For
Figure 40: Road intersection branch labelling and angle determination. The angles of road branches relative
to the North (left) and relative to each other (right).
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this task, two polygon are formed: one using the detected intersections as vertices and a second one
using the intersection matches from the database (Fig. 41, left). The angles adjacent to the corre-
sponding vertices in both polygons ψi and distance between the adjacent vertices di are compared
(Fig. 41, centre). The errors in angles and distances
δψi = Σ(ψi − ψiDB ) (81)
δdi = Σ(di − dDB) (82)
calculated for each vertex are compared against the threshold value to discard potential false matches
and only leave the matches that are consistent within a narrow band. This routine sometimes results
in the discard of correct matches of a lower degree of precision, which helps the positional update
to remain highly consistent.
The check of the angles and distances a pattern forms ensures that the detected features are lo-
cated in the same plane and connection between them resembles the pattern stored in the database.
Having established the correspondence between the matched junctions, the transformation between
the two polygons is estimated through singular value decomposition. Since the offset remains con-
sistent for all features in the frame, the transformation defined by rotation matrix R and translation
vector t estimated via pattern matching (Fig. 41, right) can serve as an update to correct the camera
pose and is directly fused in the Kalman filter. Since the search area is tightly coupled with the
position of the aircraft and the projected intersections have limited uncertainty within which the
match can be accepted, hence, repetitive patterns and regular geometry is not considered to be a
problem for the method (as demonstrated in §6). In cases where multiple intersections (more than
Figure 41: Example of road intersection pattern matching showing individual feature matches being identified
(left), the pattern distance and angles being checked (middle) and finally the optimal transformation between
two feature sets being calculated (right).
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two) are available in the frame, pattern matching is preferred, and conversely for the frames with
one or two intersections, individual point feature matching is performed.
Taking into account the fact that the search area is tightly coupled with the position of the
aircraft and that the projected intersections undergoing the rigorous checking procedure described
above have limited uncertainty within which the match can be accepted, repetitive patterns and
regular geometry is not considered to be a problem for the method.
4.8.4 Spline modelling for graph segments
The spline fitting technique employed was developed and tested on real flight data by Williams [304],
previously used for mapping the edges outlining natural landmarks, such as lakes. The method has
been adapted and modified to model any linear and curvilinear features generated by one of the
feature processing modules. Whether the feature is a road centreline derived from the road skeleton
(§4.6) or a waterbody outline, it will be effectively captured by the generalisable shape of the spline
making it optimal for feature matching. A B-spline with n nodes, used for modelling segments of
each of the graphs (road graph or water graph etc), is a continuous parametric curve defined by its
n + 1 coefficients. It works by mapping the elements of a knot sequence in parametric space into
Cartesian space. The B-splines basis function is defined by the following equation:
s(t) = ΣdiN
k
i (t) , n > k − 1 (83)
where s(t) are the points along the curve as a function of a parameter t representing the proportional
distance along a spline segment, t and di are the control nodes also known as the point coefficients
[127]. The B-spline basis function Nki (t) of order k is defined as
Nki (t) =
t− ti
ti+k−1 − tiN
k−1
i (t) +
ti+k − t
ti+k − ti+1N
k−1
i+1 (t) (84)
The graph segments approximated by straight or curved lines can be now modelled with a feature
vector characterised by the location of the spline nodes, its curvature ci at each i section, its length
L, the number nint and the identities Inint of the adjacent intersections (in case of a road graph)
Si = ([Xi, Yi, Zi]
g; [ci..cn−1];L;nint; [I1..Inint ]) (85)
where ci = ∂
2s/∂2t is the curvature of the ith spline segment. Here the spline is first fit to the
skeleton of the visual feature. Then its curvature c is analysed and added to the graph segment
description vector. The number of intersections nint (in a road graph) that a segment can be
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connected to is either 1 or 2. Their IDs Inint are recorded in the segment feature descriptor to
simplify the graph revision, which often requires several segments to be merged.
Dynamic node placement, presented in Algorithm 1, has been developed to efficiently allocate
the nodes and capture the shape information of the spline. The positions of the nodes for jth spline
are determined with a cumulative basis using the curvature vector cj . Starting from the first node,
the curvature is accumulated and compared to the threshold value Cnode depended on the scale of
the image. Once the aggregated curvature reaches Cnode it is assumed to have captured significant
variation in the spline shape and the new node placement is triggered, resetting the cumulative
curvature count to zero. The two predictable limits represented by minimum min sp and maximum
max sp distances along the spline were determined to ensure regular node spacing.
Algorithm 1: Dynamic curvature placement algorithm.
Input: Regularly spaced spline nodes
Output: Optimally placed spline nodes
initialization; set min sp, max sp;
for All spline nodes do
ci, li - curvature and length of the segment;
sum = sum+ ci;
l = l + li;
if (sum ≥ Cnode & l ≥ min sp ) or (l ≥ max sp) then
place a new node;
sum = 0; l = 0;
end
end
4.8.5 Spline matching
The spline nodes (shown with dots in Fig. 42) have the ability to accurately capture the location
of the graph segments and information about the shape of the feature class component. Spline
matching, therefore was designed to reliably use both the location of individual nodes of the detected
splines as well as the characteristic shape of it. Curvature-based spline matching uses an algebraic
curvature description of the spline to search for correspondences in the database. Each ith node of
the kth image spline is compared to the closest jth node of mth database spline, and cumulative
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Figure 42: A frame showing detected (in yellow) and corresponding database splines (in green). Dots
schematically show the location of the spline node’s curvature between which a comparison is made to
provide a match.
shift between them, δPk−m, is determined as
δPk−m = Σ([Xi, Yi, Zi]g − [Xj , Yj , Zj ]gDB) < δTthr (86)
where δTthr is a position error threshold which is tied to the scale of the image.
The matches that satisfy (86) are passed for curvature analysis. The accumulated difference in
curvature between the ith and jth nodes of the matched splines, δKi−j , should satisfy the match-
ing criterion δKi−j < δKthr, where δKthr is a curvature error threshold. Segments of the image
splines which satisfy both (86) and (87) are considered to be the correct matches to their database
counterparts.
δKi−j = Σ(Ki − [Kj ]DB) < δKthr (87)
Once the correspondences are found, the difference in position of the matched spline nodes δPk−m
is transformed into an update for the EKF filter.
Spline node matching
The spline nodes are descriptive of the shape of the spline but their location has non-deterministic
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Table 10: Use of the features on different levels in spline matching mode
Splines
Feature level Location Curvature
coarse match nodes alignment
fine match nearest neighbour consistency check
nature, thus the estimate of the camera pose cannot be directly derived from comparison of node
locations of a detected spline with those of the database splines. The two step spline matching
process is summarised in Table 10 a coarse match uses available spline nodes, to find the closest
match to the spline nodes in the database, both in terms of location and curvature. The second
step, a fine matching, recalculates the distances between matched splines by evaluating the value of
the splines at specific locations.
First, the database is checked for a coarse match to the nodes of a detected spline. Once
the match candidates are generated, they are tested for similarity in curvature by comparing the
curvature change in the corresponding contenders (isolating sections along the spline) of equal length.
When the match is confirmed, the node on the detected spline with the highest curvature associated
with it, is aligned with the corresponding point on the database spline (see Fig. 43, centre). Here
the innovations for individual nodes are calculated as Euclidean measures between the nodes on
the detected spline (blue) and the nearest neighbouring point on the spline reconstructed from a
database (green). Finally, the consistency of these innovations and the curvature change within the
contenders neighbouring the node with the highest curvature (shown with blue ellipses on Fig. 43,
right) is performed.
Inclusion of spline shape information into matching
Curvature-based spline matching uses algebraic curvature description of the spline to search for cor-
respondences in the database. Once the correspondence is found, the part of the feature that enters
the camera field of view in the subsequent frame is added to the match correspondingly. The spline
matching procedure, depending on the shape of the road, can constrain the drift of dead reckoning
in one or both directions. This leads to prioritisation of splines based on richness of their shape in-
formation. Spline sections capturing greater curvature have higher priority in the matching sequence
(see Fig. 44) since they constrain the drift in both directions in a 2D plane compared to relatively
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straight sections of the splines which only limit the drift of the vehicle in a direction perpendicular
to the spline. Two subsequent video frames with spline sections limiting the position drift in both
directions are shown as an example in Fig. 45. The reasoning here can be explained as follows. Take
two relatively straight (or slightly curved) spline sections. If one is to find correspondence between
their location by shifting one along the other, one will find no fixed point at which the match can
be uniquely determined unlike highly curved splines or s-bends (Fig. 44). Curves and s-bends are
especially rich in shape information, and can be identified by searching for considerable change in
curvature, the change in the direction of the spline or the change in the sign of the curvature. Once
identified, these spline sections, like the segment marked in Fig. 42 in blue, are isolated as separate
contenders and prioritised during the curvature matching procedure. Spline detection accounts for
the special characteristic of the spline features detected in aerial imagery: each subsequent segment
of the feature graph becoming a new spline section ’enters’ the frame from the top (see Fig. 45).
To keep the features consistent and aid in data association, the new spline segment is added as an
extension to the existing feature vector generated in the previous frame. It is worth noting that the
repeatability of the spline extraction across the frames allows reliable operation of both SLAM and
database matching threads.
4.9 Robust feature matching - directional, consisent and localised
The data association tools presented in the §4.8 were developed for the simulated datasets acquired
with one camera at a lower altitude (0.5 km). They inherently have fewer features per frame than the
ones captured from the camera array flying at mid-altitude (5.3 km), and less complexity brought
by the composition of the images from multiple cameras. To improve the robustness of the data
Figure 43: Example of two-step spline matching. Alignment is established using first the highest curvature
point, and then - the remaining spline nodes. The blue oval highlights the section of the spline between the
two nodes, which was matched first due to its high curvature.
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Figure 44: Effect of spline shape information on quality of the match. In the first case (left), there is unique
transformation to align the candidate spline in grey with the true spline in green. In second case (on the
right) multiple shifts are possible which all result in overlap of the candidate and true spline.
Figure 45: Spline features shown on two consequent image frames from the Bankstown video sequence. The
image frame on the right follows the one on the left. The regular splines detected in the image frames (shown
in yellow) can be compared to the high-curvature splines (in green) prioritised during the matching process.
Additionally, it is possible to note how a newly added sections of the splines at the top of the image (right
and centre), are added to the existing splines.
association used in the system and extrapolate the use of the algorithms to operate on an array of
cameras in an agile manner, additional logic presented in §4.9, 4.10 was developed.
This section presents three additional data association techniques that help focus the feature
matching on relevant features (rather than all available in the frame) and thus minimise both the
computational time and the risk of generating false associations. The three techniques (see Fig. 46)
are ensuring the consistency in 1) direction between the matched features (A), 2) direction of the
match derived from multiple feature (B) and 3) location of the expected feature match (C) in cases
where multiple alternatives are present. Each of these techniques is described in more detail in this
section.
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Figure 46: Examples of the application of directional and localised search. (A) Directional water spline
feature matching. Arrows represent the direction of the detected (yellow) and reference (red) feature gradient.
(B) Local search in radius Rint and directional road intersection matching. The direction of the intersection
matching here is denoted by angle θint with respect to the vertical image axis). (C) Shore line detection
and matching. The green arrows and their magnitude represent the adjustment that needs to be made to
align the detected shoreline (in white) with the reference one (in red).
Application to water features - river example
Directional feature matching and localised searching can significantly improve the feature matching
based on the lower level primitives (point and spline features) described earlier. The examples of the
feature matching approaches to each of the three proposed classes are shown in Fig. 46. The water
body detected in the aerial frame (shown in blue in Fig. 46, left) was outlined using B-Splines (yellow
lines) and matched to the ground-truth spline, fitted to the nodes of the water outline taken from
the datum and projected into the frame using the uncalibrated camera pose parameters (red lines).
The m nodes of the nth detected spline Pnm = [P1, P2, ..Pm], with pixel locations Pni = [xni, yni],
are marked with green circles in the image. If the positional error produced by the uncertainty
of the camera pose is comparable in the order of magnitude to the feature size, the false positive
association to the side of the water outline going in the opposite direction can occur. To avoid these
errors when matching detected nodes to the reference spline nodes SpRnm the directional spline
matching using the gradient was introduced.
gradnm =
xni − xni−1
yni − yni−1 = [↑ | ↓] δPnm = Pnm − SpRnm (88)
The red and the yellow arrows in Fig. 46 represent the relative direction of the gradient gradnm
of the mth node on the nth spline. The closest node of the reference spline with the same (positive
or negative) gradient, is chosen as a match candidate. Closely located spline nodes that are marked
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with the opposite gradient signs, e.g. grad(Pnm) =↑ and grad(SpRnm) =↓ cannot form a match
pair. Once the co-directed segments of the splines are identified, the closely located node pairs
on detected and projected ground-truth splines are matched and the Euclidean distance between
them δPnm is subject to optimisation. The nodes used for matching can be seen in Fig. 47, D
(marked with green circles). Directional matching becomes especially important in cases where the
connected components of the feature have parallel edges (see Fig. 48) that can prompt generation
of false positives during the data association stage.
The proposed approach to data association has several benefits: it limits the number of reference
spline nodes that need to be searched to a local area of the detected spline nodes, it further excludes
the nodes that belong to the opposite edge of the connected component and finally, it ensures basic
consistency in the camera or aircraft pose correction, which is derived from a set of consistent feature
pairs.
Figure 47: Features matching performed using the splines nodes or road intersections (point features) shown
for water (D), road (E) and salient feature (F) classes. Purple ellipses denote the area where the localised
search for road intersection candidates is performed.
Application to road features - intersections example
An approach combining localised search and directional matching was developed to robustly match
the point features. The image in Fig. 46 (middle) demonstrates the localised search concept on
the example of road intersections. It can be noted that the skeleton produced is spurious and is a
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Figure 48: Water component with parallel edges detected camera #0 frame. The complexity of the compo-
nent’s edge is visible in a zoomed in (middle) image. Directional matching generates appropriate correction
seen in relation to the reference road network (green smooth lines).
potential source of false positive associations. To produce a ‘cleaner’ skeleton, the pruning algorithm
discussed earlier in §4.6 was applied.
To find matches to ground-truth intersections projected from the datum into the frame (green
circles in the road network in Fig. 47) among all the branch points of the detected road skeleton
would be computationally costly, instead the localised search for matches is initiated. The image
in Fig. 47 (middle) demonstrates the localised search concept on the example of road intersections.
The areas where the localised search identified potential for detecting matches are highlighted using
the purple ovals. The middle image in Fig. 46 represents a pre-processing step of the intersection
matching performed for the area denoted with the largest (left-most) ellipse in Fig. 47 (middle).
One can notice the diagonal pattern of four intersections repeated in both images.
Among all candidates for intersection matching, only a subset of the intersections producing the
optimal correction to apply across the frame is chosen. The radius of search for intersection matches
Rint around the ground-truth intersections (blue circles in Fig. 47) and the preferred search direction
θint is chosen as twice the projected localisation uncertainty of the aircraft (2σ) passed from the
previous frame. The potential match candidates for ground-truth intersections are found within the
radius and then subjected to a directional consistency check, i.e. compared to θavg. The approach
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analogous to polar coordinates definition is used, where the angle θint between the upward direction
in the frame (see right bottom corner of the middle figure) and the vector connecting the ground-
truth intersection (yellow circles) with the match candidate Rint (red arrows) is defined. The pair
of optimal R˜int and θ˜int is defined on a per-frame basis as the distance and the angle that minimise
the overall localisation error for a significant number of match candidates, considering one-to-one
matching of detected and ground-truth intersections, according to
Rint <= Ravg ± R, θint <= θavg ± θ (89)
find min
R,θ
∑
(R˜int −Rint),
∑
(θ˜int − θint) (90)
Application to salient features - shoreline example
For the frames in which neither water body matching nor road detection produce a reliable match, the
salient feature matching has been proposed. Salient features, such as shoreline, can be adequately
approximated using a spline feature descriptor. The shoreline (in white) detected in the camera
frame (see Fig. 46, right) has been successfully detected and compared to the water body outline
(yellow outline of the cyan water region) detected in the image and the projected shoreline (in red)
taken from the given map of the area (the datum). It is visible that the water body outline detected
in the image is much further away from the shore (due to the presence of the waves and tide shifting
the shoreline) than expected. In this case, the local search for a narrow elongated component of
the salient feature class has detected a potential match between the detected feature (white sand
line) and a reference shoreline projected from the datum into the frame (red line). The narrow
white strip of shoreline detected in the image was recovered and matched to the projected shoreline
using the spline matching described earlier. It was prioretised over the water outline (yellow outline
of a cyan water component) which was producing a false positive match that was detected due to
inconsistency with the corrections derived in previous video frames. By using the localised search
guided by a-priori information from the database and analysis of the salient features in the image,
the correct matches can be found in presence of similar alternatives. The incorporation of the salient
feature (shorelines) alongside the pre-defined classes (road and water), improved the robustness of
the algorithm through increased availability of the features. The salient feature class, however, relies
on the availability of the features other than standard road networks and waterways in the datum.
Alternatively, salient persistent features can be mapped from the previous frame into the next, which
would be equivalent to the Optical Flow technique.
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Feature matching approaches and techniques presented in §4.8- 4.9 can be summarised in Fig. 49.
As it can be seen the feature-type specific approaches, such as individual point or pattern matching
and spline node/shape matching are applied depending on the availability of the specific features.
On the other hand, the directional localised matching techniques that seek to achieve consistency
across the features matched in any given frame operate across the matching module and can be seen
as determining the general framework of feature matching presented here.
Figure 49: The feature matching procedures applied to the feature graph demonstrated alongside the local-
isation and directional matching techniques applied across the rountines.
4.10 Dynamic choice of the feature matching module
As mentioned earlier in the thesis, one of the goals of this work is to ensure and demonstrate
robustness of the developed feature detection and matching algorithms across a broad range of
applications, operating environments and platforms. The mapping application, detailed in §6 was
added later to the system development. It includes the adaptation of the system to work on a
dataset captured with an array of six cameras mounted on a manned aircraft. The orientation of the
cameras, allows for a wide area to be imaged simultaneously due to sufficient (but minimal, only 5-
7% of the frame) overlap between them. This application prompted interest in further optimisation
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of the choice of the feature processing modules on a per-camera per-image basis. An example of the
application of this technique is shown in Fig. 50. By analysing the feature content of the image and
using a-priori information about the features present in the environment, the feature detection and
matching module was adaptively chosen.
In complex unstructured scenes (see example Fig. 50), analysis of all salient features can be
costly and may not result in a consistent match, if the features treated are not prioritised. The
prioritisation of the features can be done not only based on the feature type and intrinsic properties
(point features are inherently more accurate than line features as discussed in §4.8.1) but also using
the a-priori knowledge about the environment. Put simply, the choice of the feature processing
module can be made based on the expected content of the image. For example, in the beginning of
the image sequence (top left image in Fig. 50), the camera is imaging an urban area dominated by
high reflectance structures, such as rooves of warehouses and overpasses. These structures due to
their small size and the rapid changes in reflectance around them, produce challenging class binaries
(see corresponding ’water ad ’urban’ class binaries in second and third columns) that need to be
analysed at a high resolution. If image processing at high resolution is undesirable due to constraints
on computational time available to the system to produce an update, the features that are salient at
lower resolution (such as water bodies) can be prioretised as they appear in the image. It is done by
analysing the a-priori information about the area, comparing the projected reference features with
the number of detected features in the chosen class and by initiating the feature processing module
of choice.
As can be seen in Fig. 50, the dynamic selection of the feature processing module allows the
system to follow the transition between the feature classes during the course of the flight. The feature
processing modules transition from the road features being the dominant features in the image frame
(frame 50, top row) through a mixed area where both road and water (river) features are present
(frame 163, middle row) to river outline being the most salient feature in the image (frame 263,
bottom row). The saliency of the features can be assessed by looking at the binary images on the
’water’ and ’urban’ classes presented in the second and the thirds columns correspondingly.
The dynamic choice of the classifier has been developed to ensure that the feature information
available from multiple cameras in the array can be matched optimally and independently, without
delaying the processing for any individual camera. The same dynamic feature processing module
selector allows for a typical WAMI (§6) image frame consisting of six images to be processed by
several classification methods at the same time (see example in the Fig. 51). The right-most images
(with gray background) from cameras #4 (bottom right) and #5 (top right) correspondingly were
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Figure 50: Three frames from camera #2 sequence with respective image analysis layers: frame 50 (top row),
163 and 263 (bottom row). Left column: input grayscale image with the detected (yellow) and reference
(red and blue) features overlaid. Blue dots here mark the locations of the detected cars. Middle and third
columns: ’water’ and ’urban’ class image binaries respectively, shown here to demonstrate the complexity of
the scene to an image classifier. The transition from road to water class between the frames (top to bottom)
is dynamically followed by the algorithm.
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processed using the road and salient features classifier due to the fact that the image from camera
#4 has predominantly road network in it, and the image from camera #5 - the shoreline. As
demonstrated in §6 the accuracy and availability of the final component introduced into the system
- the dynamic feature module selection logic, met and/or exceeded the performance goals set at the
system planning stage.
Figure 51: Adaptive per-frame selection of the feature processing module. Four of the images in the frame
(on the left) are being analysed using water features (black background) and the right column of the images
(top and bottom right) are being analysed using the road and shoreline detectors correspondingly.
144
4. CHAPTER IV. Overview of Visual Navigation System Architecture and Modules
This section presented a series of steps including feature detection, extraction, and matching, that
were developed in this thesis for robust visual navigation and mapping applications. The first of the
critical steps is image processing presented in §4.4.1 and summarised in Fig. 27. It includes image
classification, morphological processing, context-aware content check, and shape-based filtering. The
input to the image processing step is satellite or aerial imagery. And the result of the image processing
is a filtered class binary produced for the feature extraction. The feature extraction is achieved by
converting the filtered class binary into a feature graph through a series of refinement steps (see Fig.
34). The feature graph comprises a collection of graph point features, line/spline features (segments)
and the relationships that connect the different features types. The components of the feature graph
are represented by description vectors that are modelling the visual features using mathematical
primitives, such as points, lines and splines. The mathematical description of the inter-connected
feature graph extracted from the imagery is used for data association performed as a series of steps
designed to eliminate false matches (see Fig. 49). The feature matching is performed both on
individual features (points and nodes of the spline), as well as their collections (intersection patterns
or splines). Additional localised directional search techniques were developed for minimisation of
the computational load during the matching and improvement in its robustness. Contributions have
been made in most of the processing, extraction and matching steps listed above, as well as the
overall design of the proposer visual navigation system.
Throughout the development of the system, its performance was continuously assessed by apply-
ing it to a variety of datasets within the studies, published in author’s works mentioned earlier [1,3–5].
In the following two chapters, the two applications of the system are presented: 1) to a navigational
problem in §5, demonstrating the TAN capabilities of the system, and 2) to a WAMI mapping
application §6, extending the range of system use cases beyond immediate localisation.
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Attribution: The application and testing of the system modules presented in this chapter
has been progressively published in [1,3–5]. The publications have been combined into sections
based on the study and the shared dataset, to present the gradual evolution of the system
performance as additional modules have been added. All is the work of the author of this thesis.
5.1 Presentation of Navigation Application
This chapter demonstrates the capabilities of the visual navigation system developed in §4 with two
particular studies. The studies were chosen to demonstrate the ability of the system to utilise visual
features from aerial imagery for navigation and localisation purposes. Both studies operate on the
simulated aerial imagery, i.e. the satellite imagery sampled using the projection of the camera frame
from a simulator aircraft to which the waypoints, flights parameters and the date of the desirable
Google Earth imagery dataset were supplied.
Two separate studies focusing on navigation application were conducted using two independent
datasets collected using the simulator described above by planning the flight path over the subur-
ban/urban Bankstown area of Sydney, Australia and rural/suburban area of the Royal National
Park to the South of Sydney, Australia. The rationale behind conducting two navigation studies is
two-fold. Firstly, the application of the system to datasets with different structural content helps
to demonstrate one of its primary characteristics - the broad applicability of the fundamental ap-
proach, rather than good performance on a particular test case. Secondly, to fully develop a range
of complimentary feature processing modules and explore their benefits for visual navigation, the
studies that make use of the diverse range of features need to be chosen. The Banskwtown study
conducted in rural/suburban environment allows to demonstrate the localisation accuracy improve-
ment from utilising the Optical Flow and the road intersection but the road centreline component
remains underused due to abundance of higher precision features (intersections). To examine the
ability of the road centrelines to serve as primary localisation features, the second study was chosen
in the Royal National Park area, where minimal intersections are available and the features visible
in an image frame are limited to a single road for most part of the video sequence.
The Bankstown Study demonstrates the capability of the system in a suburban/urban scenario. It
utilises Optical Flow, and the road centreline and intersection matching components of the feature
processing modules to demonstrate the navigation in GPS-denied environment. The Bankstown
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study compares the road-feature-based system performance in urban environment on three different
Google Earth imagery datasets (taken in years 2007, 2009 and 2014). In both studies the imagery
captured in different years is used to demonstrate the robustness of the system to change, when
using the same reference feature database. The difference in the imagery taken in different years
includes contrast, seasonal, structural and land-use changes.
The second scenario, the Royal National Park study, demonstrates the system capability in a
rural/suburban setting. In near absence of road intersections it demonstrates the capability of the
system to utilise the road centrelines features as primary features for visual navigation (as opposed
to road intersections, such as the Bankstown study). The imagery used in this study was sampled
from Google Earth imagery datasets taken in years 2009, 20013 and 2015. The dates of the imagery
dataset were chosen based on their coverage prioritising those, that covered the entire flight path.
The presentation of the studies, their results and the system modules in this chapter follows the
chronological order in which the respective studies were performed. The Bankstown study, which
presents the suburban/urban environment in which the road intersection and centrelines component
was tested is followed by a Royal National Park study, in which the road feature module is extended
by applying it to the rural environment where road centrelines and Optical Flow measurements
become the central focus of the system. In both studies the ability of the system to effectively
constrain the inertial drift by generating a position update from the road class components present
in the imagery was evaluated. In the studies, classes outside of the road class were utilised as
context, defining the nature of the environment (urban, rural, mixed) defining the approach to data
extraction rather than the feature classes. Additionally the performance parameters such as feature
availability, and localisation accuracy described as the localisation error, the ratio of the detected
and fused visual features, and the execution time were recorded and compared for different algorithm
operation modes.
As a part of the effort focused on developing the system capability to derive the localisation
update, the two studies in question share the following characteristics:
• a focus on improving the localisation accuracy of the platform by using feature-based TAN
• measurements of a) localisation accuracy of the vehicle (given the true position from the sim-
ulation) and b) feature availability and the performance of the feature matching routines
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• utilisation of both a base capability as well as extended functionality to use more features in
the imagery
• comparative tests between imagery datasets (3 in each study) over different years, collected
using the same method
Each study is accompanied by a brief overview presented in a summary table (see Tables 11-16),
outlining the technical specifications of the data and modules developed. The system algorithm
implementation for all studies presented in the thesis has been written in Matlab with a few C
functions optimised for run-time performance. All tests were run on a 3.6Ghz Intel i7 4 core processor
and the same computer was used to implement and test individual algorithms as well as the whole
system performance.
The two datasets utilised simulated ’aerial’ imagery captured over a broad range of environ-
ments, both structured and unstructured. Whether the environment in structured or unstructured
is determined by the presence of the road network. The imagery closely resembles aerial imagery
but was produced by simulating a flight on a full six degree of freedom (DoF) aircraft simulation
incorporating roll, pitch and yaw and by sampling the Google Earth data that would be taken at
the designated location and attitude including perspective distortion. Image sequences generated in
such a way simulate the footage that would be taken from an onboard downward looking camera.
The characteristics of the IMU sensors used for the simulation are equivalent to those of commercial
MEMs. For more details on the simulator and previous studies conducted using it see [274].
The simulations for the datasets have several attributes, in particular the waypoints along the
flight path, flight altitude and speed and the date of Google Earth imagery dataset that needed
to be accessed. The simulation realistically represented cruise flight as well the particular flight
sections with higher degrees of roll and pitch, which were marked by the appearance of the horizon
line in the imagery from a downward looking camera. The remainder of this chapter gives a detailed
explanation of each of the studies, the datasets used and the achieved results. Both studies are
preceded with an introduction to demonstrate their respective contributions to the overall body of
work presented in the thesis.
5.2 Bankstown Study
As the first study in the series, the Bankstown study was aimed at demonstrating an effective
application of the designed road feature extraction and matching algorithm to the task of visual
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Table 11: Summary of the Bankstown study with a description of the dataset
Bankstown study
Aim Develop and evaluate robustness of road feature matching module
for TAN on a multi-year suburban/urban dataset
Dataset
Source of imagery Airplane simulator sampling Google Earth Imagery
Imagery dated 2007, 2009, 2014
Imagery resolution: 1024 × 768 px
Number of image frames 235 frames
Source of datum Manually traced in Google Earth imagery
Flight path, length 14 km
Flight altitude 500 m
Challenges Repetitive nature of the road intersections,
changes in colour over years,
land use changes - built up areas added
Modules developed
phase 1 Road intersections
phase 2 Road centrelines, Optical Flow
Water and forest class used as context
Metrics Accumulated localisation error (NED),
features detected vs features fused,
execution time
Results achieved
phase 1 Inertial drift corrected in 85% of the sequence
phase 2 54-85% improvement in localisation
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navigation. Particular attention was paid to evaluation of the performance of the image processing
components in the presence of variations of natural lighting and changes in the urban environment
from the Google datasets, which occurred by replicating datasets over different years of imagery.
As a first step, the road intersections matching routine from Dumble [274] utilising angular
distribution of the intersection branches, was adapted to robustly operate on a variety of road inter-
section features occurring in suburban/urban landscapes. In phase 1 of development, the adopted
road module was combined with road intersection template matching using the technique developed
in §4.8.3 to improve robustness. After demonstration of the potential of the road-based features to
constrain the inertial drift of the system, the road feature baseline module was extended in phase 2
to include road centrelines (as well as the intersections) modelled with splines and augmented with
an Optical Flow module. The Optical Flow allowed the system to operate on images that do not
have any identifiable features of the road class. The system performance has been compared in the
following feature detection and matching modes:
1. using junctions matching only,
2. using junctions matching in conjunction with Optical Flow and
3. using both junctions and spline matching along with an update from the Optical Flow.
To address a repeatability concern the robust performance of feature detection and matching
components of the visual-based system in the Bankstown study has been evaluated on imagery cap-
tured over three years: 2007, 2009 and 2014. The point and spline feature extraction techniques
described in §4.8.2 and §4.8.4 aimed at maximising the uniqueness of each detected feature and
a frame as a whole. These techniques were best demonstrated on the datasets captured over the
Bankstown area with repetitive road intersection patterns. Additionally, the performance of the
feature description and registration techniques developed (§4.8.3, §4.8.5) using a minimal descrip-
tion vector to optimise the operation of the matching system was measured. The performance of
the feature matching component, in addition to being cost effective for optimised database search,
produced reliable periodic position updates.
The contributions of this study to the overall system is the establishment of the multi-pronged
system architecture, integration of the Optical Flow module and the design of the baseline road
feature extraction and matching algorithm. The multi-pronged system architecture allows the visual
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navigation component perform feature matching across a range of feature types as opposed to a single
feature type. Both the road feature processing module and the multi-pronged system architecture
serve as a basis for the development of feature-based navigation system presented in this thesis.
From this study onwards, the Optical Flow module became integral to the system and was used
to provide a Kalman update of the vehicle speed in x and y directions based on the motion of the
objects found in the camera frame. With direct update of the velocity estimates derived from Optical
Flow alone, the drift rate of the inertial navigation system will be linear rather than the quadratic
characteristic of double integration of acceleration information from the inertial sensors. This study
also confirmed the need for the multi-pronged system architecture, which was used in all subsequent
studies to improve the feature availability and increase the envelope of operating environments.
5.2.1 Bankstown Test Setup
Three datasets were constructed using Google Earth imagery taken in different years (2007, 2009,
2014) to evaluate the performance of the visual navigation system and demonstrate the robustness of
the algorithm against changes in lighting as well as structural changes in the scene. Each dataset has
235 images which simulate the closed circuit flight above urban and suburban areas of Bankstown,
NSW, Australia (see Fig. 52). The resolution of the images is 1024×768 px. The relatively low
resolution of the Google Imagery was deliberately chosen to minimise the differences between the
simulation and real imagery captured from an aircraft. Possible blur and stabilisation issues have
not been encountered when working with the imagery captured using an aircraft, as presented in
the next application chapter (§6). Therefore, the stabilisation issue absent in the simulation is not
considered in the study, but if encountered can be addressed with additional processing modules
added to the algorithm. Due to lack of freely available Digital Elevation Maps (DEMs), terrain
height variation data was not taken into account when Google Earth imagery was projected into
the image frame. The height of objects in the fly-over area was verified by manually inspecting
the terrain layer in Google Earth and it was identified as relatively insignificant (suburban areas
have only 1-2 storey houses and the nearby landscape was classified as ’flat’, without any significant
variations in height within the flight segments. However, the differences of object and landscape
heights across the entire flight might have contributed to accumulation of the error in altitude (see
Fig. 54). For processing of UAV flight data at lower altitudes (<500 m), if available, compensation
of the range to the surface and terrain height using DEM is advised as additional input into the
system.
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5.2.2 Phase 1 - Intersections-Only test
A number of tests were conducted to evaluate the robustness of the algorithm. Three datasets based
on Google Earth imagery taken in different years (2007, 2009, and 2014) closely resemble video
that would typically be taken from an onboard downward looking camera, including variations in
camera field of view when the vehicle is performing a coordinated turn. The three datasets were
picked to represent different seasons, and lighting conditions as well as to capture structural changes
of the urban environment (Fig. 53). All three videos were analysed by the feature extraction
and matching threads of the algorithm. A database of intersections used for feature matching was
constructed separately by manually extracting the locations and angular orientations of the road
intersections in the fly-over area using Google Earth software.
Figure 52: Flight path used for the Bankstown study visualised using http://www.gpsvisualizer.com. The
numbers indicate the position of the video frames along the flight path. The start of the flight is at the
center of the figure eight and the route starts towards the East. The frames registered over the areas with
no reference features are shown in red.
152
5. CHAPTER V. Navigation Application
Dataset Features detected Features matched Ratio
Dataset 2007 566 152 27%
Dataset 2009 166 46 27%
Dataset 2014 768 150 20%
Table 12: Comparison of number of features detected and fused in the navigation filter
Tolerance criteria for positive matches were chosen as angle δψi < 2
◦, and distance δ Li < δ Lthr,
where δ Lthr = 8[m], to ensure fusion of only true positives in the navigational Kalman filter (for
description of the criteria see §4.8.3). The comparison of the number of features identified and
matched per dataset is shown in Table 12. The position drift accumulated during flight with updates
provided by visual navigation system is shown in North, East and down directions (Fig. 54). The
number of intersections detected in the image and used for data fusion compared with the number
of reference features is shown on corresponding graphs in Fig.55.
The effect of varying lighting and seasonal conditions is reflected in the difference between the
numbers of detected features in different videos compared. Although the number of features and
Figure 53: First frames in the video sequence from the datasets 2007, 2009, 2014 (top row, left to right)
and their histograms with the RGB layers combined (bottom row). The horizontal axis of the histograms
shows the pixel intensity in grayscale (0-255) and the vertical axis shows the number of pixels of the same
intensity.
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regularity of updates is lower for Dataset 2009 compared to the other two datasets, the corresponding
navigational update proves that the algorithm is able to constrain the inertial drift of the system
even with relatively infrequent updates. The sections of the video between frames 90-100 and 154-
180 correspond to flight over the area covered by the lake and forest respectively. No intersections
or road centrelines are detected within these sections of the video that corresponds to the period of
unconstrained position drift (Fig. 54). From frame 200, the airplane enters an urban area and as
soon as the positive reliable match is found, the position error drops to a value close to zero. Other
peculiarities connected to the dataset account for structural changes, such as the presence of the
new built-up area in frames 149-153 of the 2014 dataset, which was not present at the time of the
database construction.
Figure 54: Position error between true vehicle position and the position calculated from IMU data fused
with visual navigation system (intersection matching only) in North, East and down directions compared
for the 2007 (solid blue line), 2009 (dashed green line), and 2014 (dash-dot magenta line) image sequences.
The gray lines indicate the sections with no intersections.
The breakdown of execution time, showing the share of each of the functions in the overall
processing time of a typical 1024×768 px frame from an aerial sequence, is presented in Table 15.
Testing of the algorithm performance in the presence of varying image conditions, such as changes
in illumination and seasonal effect, has proved that an intensity-based classifier combined with
frequency information can present a reliable robust solution for region extraction. The comparison
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Figure 55: The number of road intersections detected and matched with the database (red) in the videos
sequences generated using Google Earth imagery from 2007 (blue), 2009 (green), and 2014 (magenta). The
gray lines indicate the sections with no intersections.
Algorithm module Time, [s] Ratio
Image Processing 0.0820 7.4%
Feature Detection 0.6791 61%
Feature Association 0.3444 31%
Other 0.0067 0.6%
Total 1.1055 100%
Table 13: Breakdown of the algorithm execution time for a typical 1024 × 768px video frame
has shown the effect of the change in intensity of the image on feature detection. The 3-5- fold drop
in the number of features detected in the 2009 sequence (2009: 166 features, compared to 2007:
566, 2014: 768), the dataset with the least contrast, resulted in less frequent navigational updates
although with no significant loss of accuracy.
The test also proved that the system operates reliably with only 20-30% of the features detected
(Video sequence 2007) from those present in the image without drop in accuracy of the localisation
solution. From the presented graphs it is evident that the localisation error drops significantly each
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time the features are detected and registered in the image. The database search also allows for
prolonged periods with no features detected (sections marked by gray shadings and lines), by adapt-
ing the search region of the database according to the position uncertainty. The adaptive database
search and robust feature matching techniques also enable accurate feature matching resulting in
a rapid decrease of the localisation error at the end of the sequence (effective loop closure). The
video demonstrating system operation using the road intersections and Optical Flow for aircraft
localisation can be found at: https://youtu.be/DO0GD72hSx4.
5.2.3 Phase 2 - Adding Splines and Optical Flow
There are a number of frames in the video sequence which contain no road intersections as shown
with gray lines in Fig. 55. Every frame that has intersections in it also contains splines from
which the intersections are derived. The spline information, however, becomes useful to constrain
the drift of the system only in the absence of the intersections in the frame. The algorithm with
additional spline matching and optical flow visual odometry was run on the same three sequences
to asses the improvement in the performance of the system. The change in the position error for
three corresponding videos using three different modes of the algorithm is shown on Fig. 56. Each
vertical line symbolises registration and fusion of one spline feature. The feature is fused during
several subsequent frames, it is shown with a line only in the first frame where it appears to keep
graph readable. The test results (see Table 14) show that incorporation of the Optical Flow allowed
for the change of the drift from a quadratic to a linear function resulting in slower accumulation of
the error during the phases when the feature navigation threads do not provide a positional update.
The spline matching procedure generally exhibits similar behaviour to the junction matching thread.
As shown in Fig. 56, it provides positional updates with a varying degree of uncertainty in different
directions. Overall error estimation shows that incorporation of the optical flow and the spline
matching as a parallel thread providing the position update results in a bounded positional error in
X and Y directions (see Table 14).
The breakdown of execution time, showing the share of each of the functions in the overall
processing time of a typical 1024×768 px frame from an aerial sequence, is presented in Table 15.
optical flow in its current implementation takes almost 2 seconds which is nearly twice as much
as the rest of the image processing block. The benefit gained from incorporation of optical flow,
however, makes it worthwhile to include the module in the system. It should be noted that the
8Z estimates are currently not corrected for ground altitude. In future implementation of the algorithm digital
elevation maps will be incorporated to provide Z error correction.
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Dataset 2007
Dataset 2009
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Dataset 2014
Figure 56: Comparison of position errors in metres for different operation modes of the algorithm on dataset
from 2007, 2009 and 2014. The spline updates fused into the EKF are marked with vertical gray lines.
algorithms could be applied only when necessary, for instance, the optical flow algorithm could be
invoked only when there are no intersection or spline features present in the image, thus limiting
drift when necessary but without slowing down the process when it is not needed. In the case when
no features will be present in the image, optical flow will be the only component providing velocity
updates thus ensuring robustness of the system. The remainder of the image processing block takes
about 1 second with the feature extraction process consuming only a small proportion of the time
(<0.1%) compared to feature detection and association. The road detection algorithm constitutes
about 61% of the remaining processing time due to recursive optimisation of the road graph.
5.2.4 Bankstown Study Conclusions
In the Bankstown study on the example of the road intersections, road centrelines and visual odom-
etry implemented using Optical Flow algorithms, the benefits of data fusion in data association were
demonstrated. This study validated the feature extraction and matching techniques using combined
complimentary sources of information and minimal feature description vectors as an effective basis
for feature-based visual navigation system. Maximisation of feature uniqueness has been proven (in
the number of rejections) to be a key to avoidance of the false positives. By utilising road centrelines
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Table 14: Comparison of accumulated error in [m] for different operation modes. “Junctions only” mode is
used as a baseline.
Operation Mode Used X Error, [m], % Y Error, [m], % Z Error, [m], % 8
Dataset 2007
Junctions only (baseline 2007) 570 100% 527 100% 1194 100%
Junctions+OptFlow 481 84.4% 451 85.6% 1132 94.9%
Junctions+OptFlow+Splines 470 82.3% 450 85.3% 1210 101.4%
Dataset 2009
Junctions only (baseline 2009) 1116 100% 2393 100% 1224 100%
Junctions+OptFlow 543 48.8% 661 27.6% 1467 119.9%
Junctions+OptFlow+Splines 485 43.6% 359 14.9% 1441 117.7%
Dataset 2014
Junctions only (baseline 2014) 703 100% 832 100% 936 100%
Junctions+OptFlow 478 68.0% 362 43.5% 1449 154.8%
Junctions+OptFlow+Splines 453 64.4% 361 43.4% 1382 147.7%
as features alongside road intersections and feeding the updates to improve the localisation, broader
coverage of the feature-based algorithm was achieved. The study found that by utilising multi-
pronged architecture the visual navigation module can benefit from various feature characteristics
and tailor its operation to the kind of the features present in the registered aerial image.
In this study, the first version of the spline matching algorithm was used, which included only the
spline node position matching. Marginal improvement in localisation was observed. It was noted
that the algorithm required additional node matching routines to deliver stable improvements to
Table 15: Breakdown of the algorithm execution time for a typical 1024×768px video frame
Algorithm module Time, [s] Ratio
OptFlow 1.8765 62.9%
Image Processing 0.0820 2.7%
Feature Detection 0.6791 22.7%
Feature Association 0.3444 11.5%
Other 0.0067 0.2%
Total 2.9820 100%
159
5. CHAPTER V. Navigation Application
localisation, and hence the shape-based coarse-to-fine matching introduced in §4.8.4 was developed.
In the next chapter, the improved spline matching algorithm is tested in the rural context, where
road centrelines are the dominant and sometimes the only features (few to no intersections) present
in the environment.
Testing of the algorithm performance in the presence of varying image illumination conditions has
shown its reliability, proving the viability of the chosen image classification method. Comparison
of the different modes of operation and their performance has proven that incorporation of the
information from complimentary modules is an effective way to constrain the drift of the navigation
system. Usage of the direct updates of the velocity estimates derived from optical flow changes
the drift rate of the inertial navigation error to be linear rather than the quadratic form typical
of double integration of acceleration information from the inertial sensors. From the graphs and
comparison table presented it was evident that the fusion strategy we adopted successfully reduced
the accumulated position error.
As an extension of the Bankstown study, the Royal National Park study presented in the next
section sought to broaden the envelope of the application of the system to a rural environment
without relying on the road intersections and making use of the spline-matching capability with
additional localisation precision coming from directional and shape-based feature matching.
5.3 Royal National Park Study
To fully explore the benefits of the spline matching component and examine the robustness of the
feature detection algorithm in the environments with infrequent occurrence of visual features and
significant occlusions, Royal National Part study was conducted. We collected three Google Earth
imagery datasets (see summary in Table 16) dated 2009, 2013 and 2015 using one set of waypoints
and flight parameters. All three image sets were generated using a new set of waypoints and flight
parameters fed into the same aircraft simulator as the Bankstown study. The image sequence
includes three sections where a coordinated turn was performed (see Fig. 57). Each of the datasets
was captured at 5 fps and contains 1090 frames of 1994 × 1102 resolution, giving a flight path
equivalent to 16.75 km over the Royal National Park, NSW, Australia. The generated imagery was
down-sampled with a factor of 2 (from 1994×1102 px to 997×551 px, as indicated in Table 16) to
simulate the quality typical of the aerial imagery. These images together with the road centerline
reference map of the area will be made publicly available for research.
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The image sequences are significantly different in the mean intensity values and one dataset
(2013) also contains images that appear to be blurry. The lack of contrast between pixels that
belong to different classes as well as blurred edges make image classification challenging. The study
is performed with these challenging datasets because it is indicative of the performance of the
algorithm on the imagery taken in the bad weather conditions, when the lighting and contrast are
limited or the camera frame is underexposed.
Even though the imagery used in this study was ’simulated’, i.e. generated by sampling the
Table 16: Summary of the Royal National Park study with a description of the used dataset
Royal National Park study
Aim Develop and evaluate robustness of road centreline matching module
for TAN on a multi-year rural dataset
Dataset
Source of imagery Airplane simulator using Google Earth Imagery
Imagery dated 2009, 2013, 2015
Imagery resolution: 997 × 551 px (downsampled from 1994 × 1102 px)
Number of image frames 1090 frames
Source of datum Manually traced in Google Earth imagery
Flight path, length 16.75 km
Flight altitude 500 m
Challenges Multiple road occlusions due to trees,
changes in colour over years,
land use changes - addition of man-made objects
Modules developed
Splines as a main feature for detection and matching, based
on the road centrelines example, forest class used as context
Metrics Localisation accuracy, features extraction
accuracy and completeness, execution time
Accuracy achieved
Inertial drift constrained to under 20 m over 16.75 km flight;
feature detection accuracy over 72% in all 3 datasets
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satellite image data, it has resolution and properties similar to aerial imagery. The imagery suffers
from degradation due to over-exposure from sunlight and blurriness. This is different to the distor-
tions caused in aerial imagery, which mainly come from the vibration of the platform. Nonetheless,
the degraded image quality provides a suitable test case to assess the robustness of the algorithms.
To address these problems in actual flight imagery, if a large proportion of a frame is considerably
corrupted, preprocessing modules addressing blurring and masking of overexposed and corrupted
areas can be easily incorporated into the modular system.
5.3.1 Royal National Park Reference Road Map
Visual navigation relies on the existence of the pre-built feature dataset for features extracted from
an image frame to matched to. Compared to the labelled data required for machine learning appli-
Figure 57: Flight path used for the Royal National Park study visualised using
http://www.gpsvisualizer.com. The numbers indicate the position of the video frames along the
flight path. The flight starts in the North-East. The frames registered over the areas with no reference
features are shown in red.
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Figure 58: Road layer from GEODATA TOPO 250K Series 3 (in red) compared with the OSM (in yellow)
in ArcGIS software.
cations, the proposed algorithm utilises features generally available from vector maps such as road
centrelines, intersections and outlines of the natural features (lakes, rivers).
A topographic dataset from GEODATA TOPO 250K Series 3 is available from Geoscience Aus-
tralia [128]. This was compared against the Google Earth imagery [283] and Open Street Map
(OSM) [284]. Whilst OSM and publicly available topographic vector maps are highly reliable in
urban and suburban areas, the accuracy of the maps in rural areas is significantly lower. The com-
parison (Fig. 58) of the available vector map data (in red) overlaid over the Open Street Map (in
background) found that due to the compromised accuracy of the vector road map it is not usable
for this purpose. Uniqueness of the features that the algorithm relies on, such as curvature of the
road splines, is lost in the presented vector data. For this reason, we construct a reference road map
using the efficient workflow presented below.
Google Earth Pro (GEP) combined with post-processing in Matlab was used to produce a refer-
ence dataset of features. Once the area of interest is located in GEP software, features such as road
intersections and centrelines can be annotated using the “New Path” tool. Fig. 59, left shows how
a road intersection (left) can be annotated using a collection of the points capturing the angular
distribution of road branches, and the road spline (Fig. 59, right) can be modelled as a collection
of nodes that simultaneously approximates its curvature without significant loss of accuracy. All
denoted features can be then exported as a ‘.kml’ file into Matlab where a post-processing routine
analyses the entries in the file and parses the location of the points in the world frame into the
corresponding database.
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Figure 59: Creation of the reference data using Google Earth Pro “New Path” tool.
Figure 60: Typical road extraction failure cases due to heavy road occlusions.
5.3.2 Royal National Park Study Results
The algorithm was tested on the three datasets in four different modes:
1. without the terrain-aided module (IMU+OptFlow),
2. with additional intersection matching (+Int),
3. with additional road centreline matching (+Spline) and
4. with both intersection and road centreline matching (+Int+Spline).
The hypothesis tested here is that the spline update thread is able to constrain the drift of the
inertial system on its own (in absence of other visual features, such as road intersections). Results
of the spline matching based on nodes detected, matched, and discarded are shown in Table 17. It
shows consistency in the number of splines detected and matched by the algorithm. The drop in
completeness for Dataset 2013 is explained by the degraded quality of the imagery in the dataset.
It is worth noting that for visual navigation purposes and fusion of the data in the navigation filter,
each thread picks up enough features to provide a consistent positional update frame to frame.
164
5. CHAPTER V. Navigation Application
In photogrammetric applications, such as the test dataset from Cheng used earlier (§4.7), the
detected road is mostly visible and not occluded (Fig. 37). In contrast, our datasets are constructed
using actual satellite imagery not tailored to the road detection task and as a result, roads often
appear occluded by trees or cast into shadows (Fig. 60). In this case the reference road vector
(ground truth) will still indicate the presence of the road but it is very challenging for a human
operator to detect and virtually impossible for the algorithm. Such cases are counted as false
negatives and are reflected in completeness and quality of the extraction in Table 17.
The results showing positional accuracy of the navigation solution are presented in Fig. 61 and
summarised in the Table 18. The feature distribution charts provided (Fig. 61, bottom) demonstrate
the availability of the features in each sequence. Each frame is marked by the single feature type of
the highest priority (see §4.8). For example, frames in the beginning and the end of the sequence,
indicated with the intersections (Fig. 61, in red), also have spline features in them but only the
prioritised feature for data association is shown. White gaps on the feature distribution chart denote
frames where the algorithm was not able to pick up features. This can be explained by the absence
of the visible road regions.
As is evident from the results in Table 17 the proposed approach to road detection performs
well on all datasets and both correctness and completeness metrics for Datasets 2009 and 2015 are
around 80%. The significant drop in the completeness of the detected road graph for Dataset 2013
can be explained by presence of combined regions consisting of roofs or parking lots attached to the
road surface during the segmentation of the suburban sections of the sequence. It occurred due to
downsampling of the images in the dataset, the considerable blurriness of the image and a lack of
significant difference in intensity between the target road class and the background. Despite the low
completeness in the 2013 dataset, the accuracy of the aircraft location remains similar to the other
datasets, as shown in Table 18. The accuracy in tracking despite low class component completeness
Table 17: Accuracy of spline matching thread for each of the three datasets. The lowest values are highlighted
in bold.
Dataset Correctness Completeness Quality
Dataset 2009 81.70 % 85.86 % 72.01 %
Dataset 2013 72.60 % 62.46 % 50.55 %
Dataset 2015 79.11 % 83.62 % 68.5 %
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Figure 61: Localisation errors for three datasets shown in relation to the distribution of feature
updates (intersections and splines). The frames with no data are the frames for which there are no
predicted features in the datum. The figure demonstrates that with variable feature availability
the same level of localisation precision can be achieved and maintained.
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Table 18: The location accuracy of the system in metres.
Sequence RMSE[m] Max δX[m] Max δY[m] Max δZ[m]
Dataset 2009
OptFlow 30.8 20.5 49.5 9.6
OptFlow+Int 10.6 19.9 18.5 7.9
OptFlow+Splines 8.6 22.9 9.6 6.08
OptFlow+Int+Splines 8.1 10.9 17.0 7.9
Dataset 2013
OptFlow 30.8 20.5 49.5 9.6
OptFlow+Int 19.6 16.3 27.8 6.8
OptFlow+Splines 6.9 7.7 9.5 9.3
OptFlow+Int+Splines 7.0 7.4 9.4 6.8
Dataset 2015
OptFlow 30.8 20.5 49.5 9.6
OptFlow+Int 12.0 18.4 22.1 5.8
OptFlow+Splines 10.7 16.2 20.2 9.6
OptFlow+Int+Splines 5.9 7.2 6.4 6.5
is explained by the presence of the checks during generation of the road graph that ensure that only
road-like components are retained and included in the feature graph.
It should be noted that the completeness of the overall road extraction is not the primary goal of
the system since higher feature availability does not have a significant effect on the quality of data
fusion observed on a per frame basis. The primary factor influencing the localisation accuracy is
the ability of the algorithm to consistently pick up features in frames across the sequence and filter
out the feature matches that might diverge the navigation solution. With 60-80% availability of the
features over time, the algorithm picks up a sufficient number of features to navigate the platform
across the sequence in a reliable way without introducing a significant number of incorrect matches.
The remaining errors include some pixel-based imprecision introduced by the detection routines that
abstract and average the pixel locations of the features.
The different feature matching modes of the algorithm have demonstrated the expected perfor-
mance. The intersection thread with updates at the beginning and the end of the sequence has
shown significant divergence in the middle of the sequence as a result of introduced uncorrected
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bias due to small imprecision in matching in the beginning of the sequence and the absence of the
detected road intersections in the following sections. The spline matching thread received continu-
ous updates, which resulted in smaller range of errors for the ’OptFlow+Splines’ mode compared to
errors in other modes. The combined thread using both the intersections and splines outperforms
the other feature matching modes since the updates in this thread are evenly distributed throughout
the sequence and with a larger number of matches, better precision is achieved.
The breakdown of execution time in Table 19, shows the share of each of the functions in the
overall processing time taken by the algorithm. Compared to the version of the algorithm without
the spline registration and matching, the additional spline processing modules added a negligible
7% increase in processing time from 2.9820 to 3.1934 s/frame. Since incorporation of the addi-
tional processing blocks was only activated when no road junctions are available in the frame, this
resulted in the minimal additional computational load and corresponding time delay in updating
the EKF. The benefit gained from incorporation of these modules is shown on Fig. 61 (bottom
bar graph) which shows that spline features were dominant in all three sequences and were ef-
ficiently matched by the algorithm. The video demonstrating system operation using the road
intersections, splines and Optical Flow for aircraft localisation in rural environment can be found
at: https://youtu.be/litBOwHPZKA.
Table 19: Breakdown of the algorithm execution time for a 997 × 551 px video frame
Algorithm module Time[s] Ratio
OptFlow 1.9 58.8%
Extraction 0.1 2.57%
Detection 0.8 25.5%
Association 0.4 12.9%
Other 0.01 0.21%
Total 3.2 100%
For the visual-based TAN system to be useful it must provide updates to minimise the inertial
drift. There is no requirement to provide updates at the camera rate as long as updates generated
by the data association module are produced at the rate comparable with the drift rate. The
fusion of the updates can be done using back-stepping to the time at which the frame with the
registered match was acquired. It is foreseen that for the onboard implementation of the system,
the performance of the modules will be further improved to meet the operational requirements of
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a system using hardware acceleration and dynamic choice of the parameters in the Optical Flow
module.
5.4 Summary of Navigation Studies
The results of the navigation applications in the Bankstown and Royal National Park studies have
proven that localisation of road features in aerial images is a reliable foundation for an autonomous
visual navigation system consistently limiting the position uncertainty to below 10 metres. The
system demonstrated robust operation in the absence of GPS information by deriving a localisation
update from a variety of imagery datasets generated by sampling Google Earth imagery using an
aircraft simulator. Modules developed in these studies, and tests conducted on the multi-temporal
datasets, constitute a valuable contribution to the overall system, including cost-efficient feature
extraction and minimal feature modelling, followed by robust feature matching. The algorithm has
proven adequate retention rate of the useful features and has demonstrated robustness on multiple
multi-year image sequences, which proves that the system is easily generalisable.
The results of the tests have also shown that the adaptive feature matching algorithm, with
increased availability due to a wider range of features, provides reliable navigation updates for
prolonged flights over mixed terrain areas. The proposed feature extraction logic has proven to be
robust against structural changes present across the datasets as well as some losses in the quality
of the provided imagery. The road intersection and spline feature matching threads were shown to
be complimentary. Results demonstrated that the hierarchical data fusion enhances the accuracy of
aircraft location estimation. Quantitative assessment has proven the reliability of the proposed point
and spline feature matching modules used to associate detected road intersections and centrelines
with the road information stored in the dataset, and the robustness of the point and pattern-based
matches in the presence of false positives.
The navigation studies presented establish a platform for understanding of the possible au-
tonomous localisation applications of the semantic feature-based visual navigation system devel-
oped. The robustness of the chosen image classification algorithm to variations in the imagery and
the ability of the developed feature matching routine to reliably select the features that correct the
inertial drift of the aircraft was demonstrated in both studies. The accuracy improvements achieved
through incorporation of additional features prove the suitability of the multi-pronged architecture
to navigational problems in GPS-denied environments.
In both of the navigation studies, the use of visual features has been limited to road classes,
since reliance on it was sufficient to achieve desirable localisation accuracy. The potential to utilise
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other features present in the frame, such as water bodies and other salient features (rather that limit
their use to providing context to road extraction) has been recognised. The next stage of the system
development, presented in §6, focuses on expanding the multi-pronged architecture to encompass
additional feature modules, such as water and salient features. This next stage also describes further
improvements to feature matching through introduction of directional and localised searches.
The system can be applied ‘as is’ when ported onto the onboard computer to function as a stand-
by navigation solution for piloted vehicles or a primary localisation solution for unmanned vehicles
with full autonomy. However, an exciting potential application of the system beyond navigation
include mapping and surveillance tasks using multi-camera arrays such as the WAMI mapping
application. This application is presented in §6.
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The visual navigation system developed for localisation of the aircraft in a GPS-denied environment
and tested in navigation studies presented in §5 represents a diverse set of tools with potential
for other applications. One of such applications involving the mapping of targets detected in the
imagery is a natural continuation of the navigation study. In addition to the estimation of the aircraft
position and attitude the information present in the aerial imagery taken onboard can be used to
improve the accuracy of the mapping of the moving targets. The study exemplifying the mapping
application has been proposed and supported by the Defence Science and Technology Group (DSTG)
Advanced GEOINT Exploitation (AGE) research group. The system in question is a six camera
array mounted on the mid-altitude aircraft is utilised to capture what is knows as Wide Area Motion
Imagery (WAMI).
WAMI has both civilian and military applications including monitoring of the movement of
people and vehicles for urban development and situational awareness. The use of the WAMI for
surveillance applications is often corrupted by errors that result in incorrect translation of the im-
agery captured onboard and the objects detected in it from the image into the world reference
frame. This errors, otherwise referred to as geo-coding errors, may arise from one of the following
sources: frequent re-installation of the camera array, incomplete ground calibration, accuracy of the
INS system and vibrations during the flight. Each of these errors result in the corruption of the
geo-coding of the features detected in the imagery captured onboard. Development of a system that
would accommodate each of the different error types would be impractical and costly.
Instead, the errors could be corrected, by using a visual feedback system, such as terrain-aided
navigation. TAN can correct the errors arising from imprecise camera models or noisy navigation
system. Using semantic classification, the TAN system can detect, associate and align the features
present in the imagery with the ones in the reference database. Being dependent upon correct
interpretation of input images, a TAN system relies on the suite of feature modules presented in
previous chapters driven by a-priori knowledge of the environment that allows the dynamic choice
of the detection and feature association modules.
Developing a visual feature-based camera calibration system for automatic estimation of six sets
of camera model parameters forming an array is associated with unique challenges. Every individual
camera in the wide-area imaging array has its own location and attitude with respect to the body
of the aircraft as well as the unique case of optical distortion.
Navigation bias, which affects the accuracy of the mapping comprises the INS error for position
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and attitude of the aircraft. Camera calibration needs to be performed only when the system is
installed on the aircraft but the navigational bias estimation is required for every dataset acquired.
Therefore, an automatic registration of aerial wide-area motion imagery was required to correct the
extrinsic camera parameters and to ameliorate geo-coding errors present in the image sequence. Such
calibrations of camera parameters with respect to a common datum, as well as the calibrations of
the camera array with respect to the aircraft reference frame, were developed in the WAMI mapping
study presented in this chapter.
Approaches developed for WAMI imagery to date rely solely on the information present in in-
dividual frames extracted from the sequence and do not make use of a-priori knowledge about the
environment, the inter-frame motion analysis and the context of the frame as defined by the features
present in it. To this end, a novel method based on dynamic feature extraction and automatic multi-
scale feature matching, was proposed. The method is grounded in the previous work on navigation
applications, and produces per-frame camera pose corrections in a post-processing mode with the
potential to also operate in an online mode. The WAMI study presented in this chapter proposes a
method for analysis and calibration of the geo-coding error in mapping of moving targets, ‘movers’,
developed in 3 phases (see Table 20). The section §6.1 explains the sequence of the WAMI study
and provides the summary of each of the three stages and the key results achieved in them.
6.1 Phases of the WAMI study
In the WAMI study presented in this chapter, the following procedure for correction of geo-coding
errors is proposed. To recover an accurate camera pose with respect to the global reference frame,
TAN reliant on the visual features presented in the camera can be employed. The TAN procedure
effectively corrects both navigational bias (aircraft pose error) and computed camera calibration (the
orientation of the cameras with respect to the body of the aircraft). As the last step, a corrected
aircraft pose together with extrinsic camera parameters can be used for more accurate projection
of the movers onto world coordinates. Before the TAN-based geo-coding correction is applied it is
important to decouple the navigation bias from the inaccurate camera calibration. Therefore, an
adaptation of the Ordinary Least Squares (OLS) utilising visual features is proposed to calibrate
the extrinsic parameters of individual cameras.
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Table 20: Summary of the WAMI mapping study with a description of the used dataset
WAMI mapping study
Aim Extend the developed TAN system to autonomous operation on
an array of 6 high-resolution cameras to correct the geo-coding
position of the movers
Dataset
Source of imagery Airplane imagery captured in-flight
Imagery dated 2016
Imagery resolution: individual frames - 3,248 × 4,872 px (portrait orientation)
mosaic (6 frames, 2 rows of 3) - 10,000 × 10,000 px
Number of image frames (initially) 50 frames for each of the 6 cameras,
(finally) 300 frames for each of the 6 cameras
Source of datum manually traced in Google Earth imagery
Area covered 14 km2
Flight altitude 5,300 m
Challenges 6 cameras operating individually, combined into an array;
variability of features at different scales across the camera array;
dynamic changes between dominant features in observed environments
Modules developed 15 frames, 1 camera;
phase 1 manually seeded Ordinary Least Squares (OLS) camera calibration
phase 2 50 frames, 6 cameras;
automatically seeded OLS camera calibration
phase 3 300 frames, 6 cameras;
autonomous dynamic multi-scale TAN-based mapping solution
Metrics camera attitude parameters, mover (car) localisation accuracy,
feature availability and matching accuracy
Results achieved inertial drift constrained in 85% of the sequence; mover localisation
error reduction from 15.7-36 m to 1.34-3.32 m; dynamic
context-driven transition between the feature matching modules
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Firstly, to identify the source of the errors contributing to the incorrect geo-coding of the movers,
a preliminary study with manually seeded OLS algorithm has been performed. Camera calibration
is performed using a set of 8 reference points, identified in the camera frames and geo-located using
Google Earth imagery. The locations obtained from Google Earth are assumed to be the true
locations of the reference points and are converted to the local NED reference frame of the aircraft
for tracking.
The first phase of the study focused on the persistence of the camera calibration offset determined
for each camera separately, by running the calibration recursively on a small number of frames. The
procedure developed in the first stage of the study should be viewed as a first step to bridge the gap
between fully manual imagery calibration run in post-processing and an automated solution that
can run in real-time. The objective of the this phase was to identify the source of the geo-coding
error that was introduced in the process of mapping the positions of the movers into the world frame
and correct it by re-estimating the camera model parameters and navigational biases using OLS.
An iterative OLS optimisation of the camera model parameters was chosen to minimise the
Euclidean distance between the locations of the features projected from the camera frame and
control points geo-referenced using Google Earth. In this phase, for accuracy evaluation purposes, a
set of manually and automatically selected features matched to eight ground control points (GCPs)
were used. This set of reference points was chosen to be interchangeable with the nodes of the splines
fitted to the outline of the features in the frame for future automation of the data association step.
A procedure for automated generation of visual features for camera calibration has been proposed,
alongside the manual procedure used for quality assessment of the results. Once the features are
generated, they are passed through the camera transformation to the OLS algorithm. A sequence
of camera transformations required to map the features from the image frame has been included for
completeness alongside the produce for iterative refinement of the OLS solution.
As will be elaborated further in this chapter, the iterative camera parameter optimisation led
to significantly improved localisation accuracy, with the error decreasing from 58-100 m to 1-12 m
for a set of 8 reference points. Comparison of the automatic and manual feature extraction modes
revealed an average error between estimated and actual position of the eight features set of 12.31 m
for the automatic mode and 5.07 m for manual mode. The results from the first phase suggested the
need for improvement and adaptation of the method to a wider range of features. This adaptation
allows to provide robust automatic feature association across all frames in the sequence, as explored
in the phase 2. The goal achieved in the first phase of the study was the derivation of the camera
calibration procedure based on data from one camera in the array (out of 6) with the intent to
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extend it to all cameras in the array, and to ultimately automatically correct the geo-location of the
movers across all frames.
The second phase of the WAMI study focused on the multi-camera feature detection and matching
procedures that allows images from all six cameras to be automatically integrated into the OLS
procedure. The features were extracted from the imagery using one of the three feature detection
and association threads (road, water, salient features), presented in §4.10. At any given point in
the sequence, the cameras may be registering urban features (roads, intersections), natural features
(waterbodies, shore lines) or any combination of these. Dynamic feature extraction and multi-scale
data association algorithms were developed to handle this range of features for image sequences over
large areas and address the need to automatically process full image sequences.
The feature matches detected using dynamic feature extraction and matching were then passed
on to the Ordinary Least Squares (OLS) optimisation algorithm. Within the OLS procedure the
distances between the features of the most prevalent feature class in each of the frames and their
reference counterparts are uesd to estimate the bias between the estimated and the actual camera
poses to calibrate extrinsic camera parameters. This study, to the author’s knowledge, is the first
demonstration of the application of an automated registration algorithm that uses adaptive classifier
selection, robust multi-scale data association and OLS optimisation for post-processing of very high
resolution WAMI imagery to correct the geo-coding errors. The application of the proposed method
on 50 frames across all 6 cameras (see first two frames in Fig. 62) resulted in significant reduction
in position error of the features (from 47.76 m to 12.31 m). Whilst the results of the second phase
have proven the attractiveness of the approach as an alternative to manual labelling methods using
ground control points, the approach required further improvement to make use of all the features
present in the frame and dynamically choose the feature module depending on the frame context.
The third phase of the study consisted of the development of a fully automated system for
calibration of the imagery captured with six-camera WAMI array. The automatic calibration was
achieved by introducing an overarching feature selection logic layer to operate a system of several
multi-scale classifiers adaptively applied. The classifiers are applied to an image captured by the
camera array and are being chosen depending on the feature availability and classifier accuracy. In
order to achieve dynamic selection of the feature classifier on a per-frame basis, the feature extraction
and association modules were generalised to operate interchangeably on any given frame from any
given camera. Thanks to the introduction of the multi-threaded feature matching module developed
as a part of the enhanced system architecture, the choice of the feature detection and matching
thread could be performed automatically on a per camera - per frame basis. Per-frame corrections
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Figure 62: Two composite frames, #1 (left) and #50 (right), from the WAMI dataset provided by AGE.
The frames are a combination of the images from six cameras (dotted lines mark the stitching lines), each
of which observes areas with different prevalent feature classes. The dominant feature class for each camera
also changes over time (note the change in the bottom right camera). To accommodate for this range of
features, dynamic classifier choice was developed.
mitigating the localisation error of the movers were derived from the association of the features
detected in each individual camera and features extracted from Google Earth satellite imagery used
as a datum.
In the third phase, the sensitivity of the mover localisation accuracy was studied for all 300
frames (that became available towards the completion of this project) to assess the impact of both
the choice of feature extraction module and the distance of the feature from the camera. Improved
accuracy compared to other studies was achieved by including all positive feature matches generated
by the TAN module and employing dynamic classifier selection logic. Dynamic classifier selection
allowed to generate maximal number of reliable feature matches for every frame of the sequence,
regardless of its content. As discussed further in this chapter, this lead to significant reduction in
the magnitude of the geo-coding error (from 15.77-36.54 m to 5.42-8.55 m on average) and improved
alignment of the mover trajectories across frames. The analysis of the localisation error of the
features (including movers) as a function of the slant range to the feature indicated that on average
cameras that are closer to nadir orientation (shorter slant range) have more and better localised
features. One of the primary reasons for the reduction in the number of detected features and
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increase in the feature localisation error is the pixel precision of the features detected in the camera
frame. When observed at off-nadir angle, and at a large distance, the features are harder to precisely
detect in the image due to blurring and larger pixel footprint of the feature, which introduces an
error. To further decrease the localisation error, the characteristics of the errors defined as a result
of the study, can be used to prioritise the matched features based on the camera they are detected
in or based on the slant range.
The result of the study presented achieves the required level of mapping accuracy (comparable
with the size of a car and the size of the road lane) using 150-250 features per frame over a 300
frame sequence in a completely automatic and scalable fashion. Scalability of the approach is
proven through the successful application of the dynamic feature selection logic, which is able to
automatically select the feature processing thread based on the context of the image frame. Unlike
similar systems focusing on post-processing, the WAMI calibration system presented in the thesis
was designed for continuous parameter estimation in real-time and is easily deployable. Although,
the hardware implementation of the system is beyond the scope of this work, the results achieved
have been approved by the end-user as acceptable and the chosen framework of camera calibration
and geo-coding error correction is suitable.
The remainder of this chapter introduces the WAMI dataset and details the challenges it repre-
sents together with the accuracy assessment of the geo-coding of the image frames and the movers
detected in them. The introduction of the WAMI dataset is followed by the detailed presentation
of the implementation of each of the phases of the study and the discussion of the results achieved,
revealing the nature of the errors and potential ways of mitigating it. Finally, a series of test results
demonstrating the benefits of the developed modules for improved mover localisation and mapping
concludes the chapter.
6.2 Overview of the WAMI Dataset
The study is centred around the Wide Area Motion Imagery dataset provided by the DSTG AGE
research group. The dataset presents an excellent test bed for the development of research algorithms
for feature detection, tracking and mapping. The main application of the WAMI mapping study in
application to this dataset is the geo-coding error correction for the movers detected and tracked in
the imagery.
The dataset comprises 300 frames of 6 high-resolution images each taken from approximately
5.3 km altitude. Each image is of a size 4263×3712 px and 6 images taken at the same time (with
the same time stamp) and can be combined into a 10,000×10,000 px composite image (see Fig. 63)
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covering approximately 14 km2 area. The raw images captured by the six individual cameras are
tagged with *.pos files, describing the pose of each camera at the time image was captured. In this
fashion, the dataset is geo-coded using aircraft IMU and GPS information and contains systematic
errors that need to be identified and resolved. The dataset also includes a set of original camera
model calibration parameters used to initiate the OLS optimisation. In addition to the imagery a
set of mover locations, detected using a KLT tracker [305] and registered in pixel coordinates in each
of the individual frames was provided. For each camera sequence, a log of mover detections, each
with a persistent assigned ID, and their tracks between the frames were supplied.
Figure 63: A trapezoid obtained by projecting a composite WAMI frame into the ground. The digits indicate
the numbers of the cameras in the array and the red ‘plus’ sign indicates the bore sight of the camera array.
Additional attention to accuracy in this mapping task was required due to the particular attitude
of the cameras in the array with respect to orientation of the camera boresite. The cameras are
positioned in two rows, three cameras in each row and are rotated upwards and outward to maximise
the coverage of the imagery. The numbering starts from the bottom centre with Camera #0. The
relative orientation of the cameras with respect to the bore sight of the camera array (marked with
a red cross in Fig. 63) can be seen in Table 21. The top and bottom rows of cameras are pitched
correspondingly by ±9.5◦. The first (#3,2) and the third column (#5,4) of the cameras are yawed
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outwards by about ±12.5◦.
Table 21: Nominal orientations of the six cameras in the array shown in their mounting order.
Top Row Camera #3 Camera #1 Camera #5
φ roll 0.147◦ −0.064◦ 0.049◦
θ pitch +9.352◦ +9.360◦ +9.459◦
ψ yaw −12.690◦ −0.058◦ +12.707◦
Bottom Row Camera #2 Camera #0 Camera #4
φ roll 0.113◦ 0.163◦ 0.256◦
θ pitch −9.099◦ −9.542◦ −9.198◦
ψ yaw −12.466◦ −0.063◦ +12.589◦
The WAMI dataset provided by the AGE group had the following pre-processing steps completed:
• the individual frames were stitched into a composite frame using existing camera calibration
parameters
• the movers were detected in individual camera frames
• detected movers were geo-coded using available IMU and GPS information
Each of the IMU/GPS timestamps used for geo-coding the location of the movers contained a
bias on the positional estimate of the timestamped state. Generally, a positional estimate comprises
a number of contributing factors
• the camera offsets and angular orientation offsets which need to be calibrated upon installation
of the system
• camera optical distortion parameters
• the positional biases associated with the datum imagery set upon which the movers are to
be located (e.g. Google Earth datasets have different biases dependent upon the time of the
acquisition).
Calibration of each of these components to the best degree possible is critical because it is the
total bias that needs to be identified and corrected. The importance of calibration can be seen when
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Figure 64: The errors in projection of the movers (yellow pins) onto Google Earth imagery using provided
aircraft position and camera transform parameters in a single frame (image on the top) and across 50 frames
(bottom).
visualising the locations of movers in a given frame and the track of a single mover across the 50
frames of the sequence (see Fig. 64). For visualisation purposes, the locations of the movers were
translated from the camera reference frame into the global navigation reference frame and shown on
a map using Google Maps Pro software.
Figure 65: Misalignment of the composite image in areas around the stitching line. The individual corners
of the frames that are used to generate a composite frame are highlighted in red. The areas highlighted in
blue highlight the misalignment between the road segments captured in different images.
Detailed analysis of the camera frames reveals that the discrepancy in the position of the visual
features in the composite images stitched using the given camera array attitude model (see Fig. 65)
is due to imprecisions in the individual camera calibration with respect to a common datum, such
as bore sight of the camera array. The ability to apply the visual feature-based Terrain Aided Navi-
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gation localisation framework to correct the bias introduced into geo-coding procedure by corrupted
IMU/GPS readings and/or inaccurate camera model parameters will be the focus of the remainder
of this chapter.
Further investigation of the data provided within the WAMI dataset has revealed significant
errors in geo-location of the frame corners, defined in a *.pos file provided with the dataset. The
images in Fig. 66 show each of the corners of the camera frame (in monochrome) overlaid onto
the Google Earth (in colour) for easy comparison between the actual location of the corner of the
image (highlighted in red) and the estimated location (given in the *.pos file) designated by pins. It
can be observed that the image corner closest to the airframe (bottom left) is the one that has the
least position error, with the error correspondingly increasing as the projected points get further
away from the sensor. To determine the cause of the offset, the position error needs to be quantified
and analysed for its sensitivity to perturbations in the camera transform parameters, as well as the
position/attitude of the airframe. It should be noted that some positioning errors may be introduced
by the bias in the Google Earth, as found in the navigation study in §5. This bias can be quantified
by selecting several Google Earth datasets for analysis or by substituting Google Earth imagery with
an accurate topographic map.
Datum from Google Earth Imagery
The reference dataset (datum) necessary for feature association and determination of the per-
frame offsets comprises a set of feature classes (see Fig. 67) of the following classes: waterbody
outlines (depicted in red), road networks (green) and salient features, such as the shoreline (in red).
The datum was constructed by applying the same feature detection and mapping algorithms to
Google Earth (GE) Imagery. In absence of the ground-based survey or an accurate topographic
map of the area, Google Earth imagery provides a viable alternative but it is worth mentioning that
the accuracy of the GE dataset varies significantly (see results in §5).
There are cases, where the structural changes in the imagery used to generate the reference
datum are significant enough to introduce errors in data association process. An example of this is
given in Fig. 68. The difference between the GE image from December 2016 (Fig. 68, left) used to
produce the reference water boundary and the GE image from the February 2018 dataset (center) is
notable. The outline of the water body in the older dataset includes the outlines of the ships, which
are absent in the new dataset. The difference between the apparent shoreline in the new datum
(left) and the old (middle) is over 20 m, which introduces outliers during the feature matching step.
Whilst updating the datum is desirable to keep it up-to-date, the algorithm needs to be robust
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Figure 66: Localisation errors of the image corners (in red) using uncorrected camera transform compared
to the estimated locations (yellow pins) of the image corners based on visual alignment. The distances the
pins and the image frames projected onto the map using uncorrected camera transform are shown in yellow.
and have outlier detection logic as well as the ability to revert to the older datum if it gives better
localisation accuracy.
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Figure 67: Trapezoid of a projected composite frame (left) compared to the reference map (on the right)
constructed using GE imagery (right). The datum comprises reference road network (green), outlines of
waterbodies and shorelines (in red).
6.3 Phase 1 - Camera calibration with manually seeded OLS on 8 points
To calibrate the location of the aerial image, a set of 8 reference points with known position in the
world frame was chosen. The features were located in the image frame and world reference frame in
order to develop a mapping procedure. In this thesis, an approach combining manual and automatic
feature selection is presented. It is possible to run the automatic feature selection independently,
once the accuracy of the approach has been established.
The advantage of manual extraction of Ground Control Points (GCPs) is in accuracy of point
placement which ensures precise geo-referencing. However, for a consistent calibration of the camera
attitude parameters valid across the sequence, a number of frames capturing sufficient change in
aircraft attitude need to be analysed. To ensure that the estimation is un-biased, a number of
points evenly distributed across the frame needs to be chosen. These two requirements combined
suggest the use of large number of points and frames, which makes manual analysis with an image
tracker [281, 294] undesirable. In the next sub-section the procedure for the generation of feature
candidates, i.e. the inflection points of the splines fitted to the water outline, for future data
association is presented.
All six camera models used to map the features from the camera frame into the NED (Fig. 14)
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Figure 68: Structural changes in GE imagery and their effect on the reference map and feature matching.
GE image from December 2016 (left) used for the reference map generation (red lines) included the ships
in the water component. A later version of the GE data set from February 2018 did not have ships in it
(center), which is reflected in the outline of the water component. Optimal alignment between the datum
(right image, green circles) and the detected feature class (right image, red circles) can be achieved when
the dates of the acquisition of both datasets are close.
coordinate system will be developed based on the pinhole camera model. The nominal values for
camera calibration are extracted from the CAHVOR models supplied with the dataset and are used
as a starting point for calibration. The transformation of the parameters from CAHVOR to pinhole
camera model allows for independent study of the effect that the change in each of the camera model
parameters has on the resulting calibration accuracy.
The CAHVOR camera model [285] was transformed respectively into a pinhole camera model
using the procedure of Cohenour et al. [281]. The pinhole camera model was combined with the
CameraAttOffset, describing the orientation of the each of the cameras in the array relative to the
bore sight of the camera array. The rotational angles for the CameraAttOffset were calculated from
the values provided in the CAHVOR model. The estimated parameters describing the camera model
for camera #0 are:
FOV =13.2550◦
CameraAttOffset = [−0.029◦;−0.059◦;−9.464◦]
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ImageWidth = 3248 px
ImageHeight = 4872 px
CamCentre=[1678 px; 2416 px]
where the CameraAttOffset describes the transformation between the individual camera reference
frame and the bore sight of the camera array for which the navigation information was supplied in
the dataset.
Using the Euler angle transformations given in §3.4, the body position and attitude direction
cosine matrix Cnb is formed, using the attitude and position information from the *.pos files ac-
companying each of the camera frames in the dataset. For the purposes of estimating the camera’s
extrinsic properties in this short data set, the bias in the position and the attitude of the aircraft is
assumed to be constant and is calibrated out in the last step of the algorithm. Later in the third
phase of the study this assumption is alleviated and the constant bias is estimated using a large
number of the frames from the sequence, which were not available in phase one.
In the areas where variation in terrain altitude is significant, the Cnb transformation requires the
use of a DEM. The values of the DEM for the flight region obtained from Geoscience Australia [282]
were investigated. As the flight takes place in a port area, the majority of the DEM points are
situated at about 0 m above Mean Sea Level (MSL) and the use of DEM was considered non-
essential.
Nominal values for φb, θb, ψb in Cbc and xc, yc in Cci for camera #0 are given in Table 22.
Accurate camera calibration in the form of a linear least-squares fit camera model estimating the
φb, θb, ψb, xc, yc parameters is sought here, the result of which is in Table 22.
Ordinary Least Squares - camera calibration procedure
Due to availability of the navigational data for individual cameras only, it is necessary to produce
a set of calibrations for each of them separately and then combine the calibrations into a single set,
which aligns the cameras to form a calibrated sensor array. This procedure was first developed for
Table 22: Comparison of given and estimated attitude and CPC parameters for camera #0
Parameters φc, deg θc, deg ψc, deg xc, px yc, px
Nominal -0.068 -98.494 -89.721 1677.96 2415.9
Calibrated -0.068 -99.376 -89.721 1697.44 2430.5
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the series of the frames taken by one camera, denoted as camera #0, and then expanded to the
other five cameras in the array.
Ordinary least-squares (OLS) was chosen to perform the calibration, minimising the error be-
tween the true locations, Rn, and projected locations, Pn, of the reference points in the NED
reference frame. The algorithm to perform the optimisation is adapted from [281]. To test the
technique, the OLS calibration was first performed on 15 frames (out of 50 originally available),
taking 8 points per frame, yielding 120 data points. In the second phase of the study, automatic
feature extraction was used on all frames (50 frames available at that stage of the study) to perform
the calibration.
The projected locations of the reference points in each frame are estimated using the G =
[Nb, Eb, Db, φb, θb, ψb] parameters for the frame. For a camera in the array, the set of pixel positions
of the reference points in the image reference frame is denoted as
Pi = [x1, y1;x2, y2; ..xn, yn] (91)
For each frame, the set of pixel positions of the reference points is transformed into the local NED
frame using the transformations RnbRbcRci described previously in §3.4
Pn = RnbRbcRciPi (92)
where Pn comprises of North and East components [N1, E1, N2, E2, ...Nn, En] of n reference points.
To form a vector with the location of n reference points in m frames, the above transformation is
run for each of the m frames and the resulting vectors are combined as follows
Pnm = [P1;P2; ...Pm] (93)
where the dimensions of Pn for 8 points in 15 frames are [120x2]. Following the same procedure, the
vector of location for the reference points is formed
PRnm = [PR1;PR2; ..PRm] (94)
And the difference in the projected and true positions is defined as
δPnm = Pnm −Rnm (95)
The sensitivity of each of the elements forming the difference vector δPn to the changes in the
camera calibration parameters (φc, θc, ψc) and (xc, yc) can be analysed by evaluating a Jacobian,
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J , i.e. a matrix of partial derivatives Ji,j = δPn/∂T , where T represents one of the 5 optimised
parameters. The introduced perturbations ∂ used to calculate J are 10−4 rad and 0.01px respectively.
The update to the camera calibration parameters is calculated as
JL = J>J−1J> (96)
dG = J−LδPn (97)
and the parameters are updated before the next iteration of the algorithm
Gk+1 = Gk + dGk (98)
It was observed that for the short dataset (15 frames) with a small apparent movement of the
features in the frames, calculating numerically the sensitivities to all 5 parameters (φc, θc, ψc, xc, yc)
simultaneously does not produce an optimal result. This can be partially explained by irregular
contribution of the terms due to the attitude of the camera (see Table 22) and the difference in
the order of magnitudes of the optimised parameters. The optimisation is therefore performed in
two stages. First the attitude parameters (φc, θc, ψc) are optimised with the camera perspective
centre (xc, yc) being fixed, and vice-versa. One of each of these steps is performed at every iteration.
The change in the camera attitude position and resulting position errors are shown in Fig. 69. It
should be noted that the obtained position errors for all points converge. The difference in steady
state-values is likely to be caused by a number of factors including the bias in the aircraft position
and some optical distortion effect of the camera lens.
The error between the estimated and the ground-truth locations of the reference points was
calculated using the Euclidian norm. For the set of points shown in Fig. 70, the average root mean
square horizontal error, or distance between the projected and reference location of points is shown
in Table 23 before calibration Dbc, after camera calibration, Dc, and with the final navigation bias
extracted using automatically detected Dauto and manually selected points Dmanual. In manual
feature extraction mode, a set of 8 GCPs is manually provided, indicating the positions of the
reference features in the image. In automatic point detection mode, a spline is fitted to the outline
of the waterbody (the Fig. 36 demonstrating this was used in §4.6). Considerable improvement in
accuracy has been achieved, Dbc = 76.95 m to Dc = 21.73 m, after correcting the camera model
parameters. The automatically detected points may contain outliers due to incorrectly placed spline
nodes, particularly in the areas where the spline performs sharp turns and in presence of extra
features in the image, e.g. the presence of a ship in the harbour (next to point #1) and the jetty
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Figure 69: Phase 1 results. Change in position error for a set of 8 reference points for 30 iterations of OLS
optimisation. The calibration result demonstrates convergence of the camera parameters and indicates a
need for a larger number of reference points to reduce the error. To generate more reference points and
improve the accuracy of the mapping, the TAN-based system is employed in the phase 2 of the study.
(below point #5) can cause the outline of the water boundary to shift. This nature of splines is
accommodate for using adaptive spline placement algorithm used in the phases 2 and 3 of this study.
The outliers affecting results of the first phase, marked with ‘*’ in the Table 23 were filtered out
before applying the bias correction.
Identification of the navigational offset (bias in the aircraft position) and attitude is performed us-
ing OLS that minimises per-frame position error for projected points min(Σ(δX)2,Σ(δY )2,Σ(δZ)2).
The location of the movers projected using the initial camera transform including the navigation
bias (yellow circles) and the estimated camera transform (orange circles) is shown in Fig. 70. The
distribution of the error after expert manual correction Dmanual, when compared with the location
of the points in the frame, suggests the presence of radial distortion as points located further away
from the camera bore site (Fig. 70, points 4,5 at the top of the frame and points 7,8 at the bottom)
are subjected to higher position error. To further improve the accuracy of the camera model, the
radial distortion parameters need to be estimated. To avoid additional errors caused by uncertainty
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Figure 70: Phase 1 results. Comparison of the location of the uncorrected (yellow dots) and geo-corrected
(orange dots) mover locations as a result of an OLS optimisation using 8 points. Reference points used for
OLS are shown with green asterisks.
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Table 23: Phase 1 results. Positional offsets of the features projected from the camera frame in relation to
their true position in the local NED reference frame. Larger errors, marked with ‘*’ are the ones affected by
outliers. The outliers are filtered out before applying the bias correction.
Point Dbc,m Dc,m Dauto,m Dmanual,m
1 58.49 27.79 50.55* 1.02
2 62.99 26.98 15.12 1.30
3 79.71 13.70 12.01 3.83
4 99.69 37.01 9.43 12.43
5 96.16 33.11 30.92* 10.11
6 58.02 10.84 11.60 1.51
7 89.65 13.32 11.75 4.44
8 70.88 11.07 17.48 5.94
Mean 76.95 21.73 19.86 5.07
STD 16.84 10.66 14.13* 3.97
in the aircraft position and elevation of the reference points when estimating the camera parameters
in the aerial imagery, a traditional method for calibration of camera optics [289] is advised.
The obtained values were estimated for a sample frame from camera #0 sequence, which serves as
a guideline for further analysis of the offset present in the sequences captured by other five cameras.
The Dc = 21.73 m is comparable in the order of magnitude to the absolute horizontal position error
of D
WPAFB
= 22.3 m, estimated based on a sample of 40 frames from WPAFB 2009 data [281].
The final result of Dmanual = 5.07 m on average is sufficient to track positions of the movers in
the frames with consistent accuracy. The errors in the automatic approach indicate, however, that
further refinements (introduced in phases 2 and 3) are required.
The geo-coding results achieved with the developed method show significant improvement from
the initial camera calibration included in the dataset. Trialing the algorithm on the test feature
set and an image sequence from one of the cameras was considered to be a preliminary step which
paved the way for more in-depth exploitation of the dataset such as a comprehensive camera array
calibration (phase 2) and ultimately, accurate mover feature mapping (phase 3).
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6.4 Phase 2 - Automatic OLS for calibration of all cameras
Following the initial validation of the method in phase 1, phase 2 of the study focused on automation
of the developed OLS approach to establish optimal camera parameter calibration for the mapping
task (phase 3). In this second phase, for each of the 50 frames, the feature matching procedure was
automatically run on the features of the dominant class detected in the frame and repeated on all 6
cameras. Only one class of features was used for each of the cameras to minimise the computational
load of the OLS optimisation. The OLS optimisation for camera calibration parameters was set up
as described in phase 1 to minimise the Euclidean distance δPnm between the locations of detected
features Pnm and the locations of corresponding datum counterparts PRnm. For each camera the
OLS routine was run separately, taking all features of a selected class (as opposed to 8 points) as
inputs.
The results of running the OLS optimisation on all six cameras are presented in Table 24.
Recalling the arrangement of the six cameras (#2, #0, #4 in the bottom row and #3, #1, #5 in
the top row) it is possible to see the dependency of the average localisation error on the distance
of features away from the aircraft and the angle of the camera orientation on the localisation error.
The cameras in the bottom row form angle closer to nadir with the ground and are have smaller
slant range (the line-of-sight distance) to the features than the cameras in the top row. This explains
the difference in ranges of localisation error, i.e. 12.31− 16.95 m for the bottom row compared with
the 17.35− 23.01 m in the top row.
Table 24: Phase 2 results. Localisation error in meters for each of the cameras before and after the OLS
optimisation.
Camera# Camera #3 Camera #1 Camera #5
Error pre-OLS 37.22 31.16 47.77
Error post-OLS 21.33 23.01 17.35
Camera# Camera #2 Camera #0 Camera #4
Error pre-OLS 23.86 27.04 22.26
Error post-OLS 16.95 12.31 13.68
To further explore the changes in localisation error as a function of the slant range see the scatter
plot in Fig. 71. For each of the camera (shown in different colour), the dominant feature class was
selected using the simple context check (the number of features that belong to the feature class),
presented in §4. It is important to note that the realisation of the need to have dynamic feature
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matching logic §4.10 came as a result of phase 2, and the results presented in this section do not
incorporated it (integrated in phase 3).
The absence of the road features (indicated by green and yellow “+” markers in Fig.71) at longer
as slant range distances from the camera can be partially explained by difficulty to reliably pick up
the finer urban features that have smaller pixel footprints. The distribution of the road features
(“+” markers) detected in the bottom row of the cameras (#2, #0, #4) can be compared to the
water features (“o” markers in Fig.71) detected in the top row of the cameras (#3, #1, #5). On
average the scatter of the water feature distribution is larger than the scatter of the road features,
which is partially explained by wider spread of slant ranges in the top row of the cameras. Larger
slant range and pixel footprint of the features translates into higher localisation errors for the top
row of cameras, #1, #3, and #5 (Table 24).
Figure 71: Phase 2 comparative results. The scatter plot demonstrating the variation in localisation error
across the cameras using road features (+ markers) and water features (circles).
To evaluate the effect of the choice of the features on the resulting localisation accuracy, both
water and road feature classifiers were operated on camera #0. Columns 1, 2 and 5 in Table 25 are
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copied from in Table 23 (columns 1-2,5) for comparison. The results of the first phase of the study
performed on camera #0 included the average root mean square horizontal error, estimated as a
distance between the projected and the reference feature location before camera model parameter
calibration Dbc, after calibration using 8 features from the water component matched in an automatic
fashion D8points, and after the calibration performed by manually selecting the GCPs Dmanual. The
results of using 8 water features D8points can be compared with the automatic water/road detection
results, which utilise 20-30 features per frame on average. While the range of the average error
for the water class remains the same (Mean D8points=19.86 m vs Mean Dwater=20.94 m) there
is a significant decrease in the standard deviation of the error (STD D8points=14.13 m vs STD
Dwater=10.52 m) with inclusion of additional points. The comparison of the results obtained using
the water features, Dwater=10.52 m, and the road features for matching, Droad=12.31 m, validates
the hypothesis that if alternative feature matching threads are available (road and water classes
in this case) choosing the point-based features (road junctions) will result in higher accuracy than
the use of spline/line-based features (water outline). Additionally, the results confirm that the use
of individual feature matching threads (either of the threads available) is sufficient for localisation,
which becomes important in cases, where the computational resources are constrained.
The results of the second phase of the study show that the developed automated feature selection
and matching algorithm that uses all the features available in the class offers a viable alternative to
manual procedures with the use of GCPs. As can be seen from the Table 25, the average accuracy
achieved with automatic matching of the water Dwater and road-based features Droad is the same or
better than that of the approaches using limited number of manually/automatically selected points.
These results suggest that with some further improvement in the feature detection and matching,
an automated approach with the dynamic feature class selection may allow the estimation of the
location and the trajectory of the vehicle in the environment. These additional improvements of
the data association were implemented in phase 3 of the study yielding further improvement in
localisation results.
Table 25: Phase 2 comparative results. Average mover accuracy derived using automatic and manual feature
extraction modes on a sequence of 50 image frames from camera #0.
Point Dbc D8points Dwater Droad Dmanual
Mean 76.95 19.86 20.94 17.44 5.07
STD 16.84 14.13 10.52 4.97 3.97
Result Analysis for automated OLS on WAMI The differences in the accuracies produced by
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water and road-based classifiers reflect the nature of features (curved lines vs point features) observed
at different image resolutions and confirm the initial hypothesis about the trade-off in accuracy when
choosing one of the classes. The approximations made by spline fitting to significantly down-sampled
(0.1 scale of the original image resolution) water body outlines can cause additional accuracy losses
when the features are observed at an angle rather than directly from above. The more accurate road
feature matching, based on point features can in turn be improved through better skeletonisation.
Standard skeletonisation algorithms represent the road centreline features of double width as two
parallel skeleton branches creating the multiple junctions with the intersecting road and possible
false positives. The average width of the road in the suburban area of the study site is 12 m which
is similar to the mover localisation accuracy achieved through application of the OLS. Although
the average error using the road-based classifier is 17.44 m, 64% of localisation errors of individual
vehicle positions in an average frame start from as low as 2.46 m, which demonstrates the potential
for higher mapping accuracy. To improve the quality of the camera calibration in the automatic
feature extraction mode, a larger set of features distributed across the frame is required. The terrain-
aided visual navigation system can be used to extract and match a large set of visual features that
can further aid the camera calibration. This application of TAN to WAMI camera system calibration
and to the correction of mover positions is presented in §6.5.
The proposed feature-based OLS procedure has successfully produced the desired camera cali-
bration for the subset (50 frames) of the WAMI dataset. This is demonstrated by the comparison of
uncorrected and corrected mover positions in Fig. 72. The efficacy of the calibration is evident from
comparison of the improved location of the movers projected using the corrected camera transform
estimated using automatic OLS (orange pins in Fig 72) with their original location (yellow pins),
which includes the navigation bias. Significant improvement in the accuracy of mapping is notable
for all mapped movers. The camera array from this point on was considered to be sufficiently
calibrated which completes the use of OLS for the study.
The developed camera calibration procedure utilising automated feature matching and OLS has
been recognised by collaborators as an approach with great potential for oﬄine, and potentially online
use. The developed camera model parameter calibration demonstrates improved user experience and
reduces labour costs associated with the task. The development of the camera calibration procedure
has also resulted in fuller understanding of the WAMI dataset and the nature of the geo-coding
errors, mostly attributed to camera calibration, rather than the navigation bias.
The geo-coding error, however, was not fully removed as a result of the camera calibration,
which suggests opportunities for further improvement of localisation accuracy. Additionally, the
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Figure 72: Phase 2 results. The corrected location of the movers projected using the estimated
camera transform (orange pins) can be compared to the original projection (yellow pins) that
included the navigation bias.
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comparison of the feature classifiers developed for the dataset has confirmed the source of poten-
tial accuracy and performance gains, which help to inform the next phase of system development.
Further improvement is sough through the use of TAN, enhancement of the individual feature pro-
cessing routines, development of the logic for dynamic selection of the feature processing module
and utilisation of a-priori knowledge in searches for feature matches. Achieved camera calibration,
however, is satisfactory and the result of the calibration, - corrected WAMI dataset, is ready for
further use in the task of correcting the geo-coding error in mover locations.
The phase 3 of the study, presented on §6.5, includes the overview of the implementation of the
dynamic feature selection logic, and its effect on the feature availability and localisation accuracy.
Rigorous comparative tests and review of the improved performance for mover tracking brought
by enhanced calibration, presented in the final third phase of the study, completes the system
development process.
6.5 Phase 3 - WAMI TAN system testing and validation
The next step after the successful calibration of the WAMI cameras, is to implement the system for
correction of the geo-coding error of the movers. The geo-coding error correction can be derived by
a TAN system performing aircraft state correction on a per-frame basis for each of the six cameras.
In this phase only the aircraft state correction is considered, under the assumption that the cameras
were calibrated in the previous phases through the OLS optimisation. Similarly to the navigation
studies, TAN system extracts the features from the imagery, and compares the location of the
extracted features with the location of the reference features available from the database. As a
result of the comparison of detected and reference features, correction to the aircraft state can be
estimated. Correction of the aircraft state allows for amelioration of the accuracy of the navigation
solution (filtering out the vibration of the platform and inaccuracies in sensor readings) and as a
result, improved accuracy of the mapping for the movers. Compared to the TAN used in navigation
studies §5, the TAN system implemented in the WAMI study includes additional modules: dynamic
feature selection module implemented for six camera array and directional and localised searches for
improved feature association. As presented in the remainder of the section, a series of comparative
tests was conducted to determine how feature availability, slant range to the feature and the choice of
the classifier influence the mover localisation accuracy (quantitative), and mover trajectory mapping
accuracy (qualitative).
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6.5.1 Effect of Slant Range on Localisation Accuracy
To determine the effect of slant range to the feature on mover localisation accuracy, the adjacent
cameras #0 and #1 where chosen. The complete procedure was run on the image sequences com-
prising 300 frames captured by each of the cameras. The feature availability and the effectiveness
of the feature association in its effect on the localisation error of the movers detected in the frame
is shown in Fig. 73. From the comparison of the bar graphs demonstrating the availability of the
features in the frame (in blue) and the number of features matched (in green) it can be concluded
that the feature matching is utilising most of the features available in each frame. The relative
difference between the number of the features present in the camera #1 (120 features at most) and
the number of features present in the camera #0 (up to 250 features) is partially explained by the
fact that the features that appear closer to the aircraft (camera #1 is positioned above the camera
#0 and is pointing further away from the aircraft) are more detailed. Therefore, when applying the
adaptive spline node placing technique tailored to the curvature of the water body outline, more
features will be used to describe the outline if the feature is closer to the camera (higher resolution).
By comparing the average mover localisation error for cameras #1 and #0 (bottom graph in
Fig. 73), it can be seen that the camera #1 on average (8.55 m) has higher localisation error than
camera #0 (5.42 m). The distribution of the localisation error with slant range to the feature for
four randomly picked consecutive frames #55-58 is shown in the Fig. 74. Using these four frames
as an example, it can be seen that the scatter of the localisation error decreases as the features
move closer to the aircraft. The colour of the circles in Fig.74 denotes the frame that the features
were detected in. In the scatter plot in the Fig. 74, which demonstrates the localisation errors
for camera #0, the number of tracked features is notably larger than the corresponding number of
features in the top scatter plot for camera #1. The difference in the number of features between the
closer (camera #0) and the further located camera (#1), confirms the assumption that the features
on the periphery of the image are harder to detect and when matched those features have higher
localisation error. These slant range dependant errors, as already mentioned in phases 1 and 2 of
the study, are primary cause by the pixel precision being lower at higher slant ranges. It should
be noted that the camera calibration has only been performed on camera extrinsic (not intrinsic)
parameters, which may account for the residual errors. Minor errors in calibration of both extrinsic
and intrinsic camera parameters will have greater effect on the features are projected over greater
distances.
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Figure 73: The bar graphs of feature availability and the matching rate offor cameras #0 (top) and #1
(middle). The accuracy of the localisation solution achieved using these features matches is demonstrated
with an average mover localisation error in the line graph (bottom).
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Figure 74: Comparison of the mover localisation accuracy for neighbouring cameras - camera #0 is positioned
below camera #1. The scatter plot to the right shows the distribution of the localisation error for the movers
across four consecutive frames, #55-58, taken from the sequence.
6.5.2 Effect of Feature Class Availability on Localisation Accuracy
Dynamic choice of the classifier described in Sec. 4.3 can be used to adapt the preferred feature
detection and association approach for a camera to accommodate for the features present in the
image at any point during the sequence. Camera #4 can serve as an example of the switching of
the feature class where the predominant feature class changes from road to water and back to road
over the course of the 300 frames in the sequence. The frames selected from the image sequence
demonstrate the transition between the road network detection (frame #14, see Fig. 75, left) and
water component detection (frame #151, see Fig. 75, right). Without dynamic classifier selection,
application of only one of the classifiers would result in lower accuracy due to the loss of features
belonging to other classes. As shown in the bar chart in Fig. 76, the predominant feature class in the
first 90 frames of the sequence captured by camera #4 is road class, changing over to water features
and back to road class around the 200th frame in the sequence. In the absence of the water features
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Figure 75: Road component (on the left, in green), and water component (on the right, in red) extraction
and matching. Frames #14 and #151 from camera #4 sequence. Nodes of the splines fitted to the road
skeleton used for matching detected roads to the reference roads are shown with yellow markers and the
splines nodes in the water outline are shown with green circles. Blue points in both frames designate the
location of the detected movers.
and complete reliance on the road class, the average localisation accuracy of the movers in the frames
where only water features are present is lower (8.55 m) compared to the resulting using all available
features (8.02 m), as seen in the lower graph in Fig. 76. This further proves the effectiveness and
usefulness of the developed dynamic classifier selection approach to feature selection and matching.
6.5.3 Improved Localisation Accuracy Results
One of the main indicators of the successful image correction applied to the frame as a result of
the feature matching, is the alignment of the visual features in the camera frame with the features
projected from the datum using the set of corrected camera parameters. For mapping of the movers,
which is the primary application of the WAMI dataset, the alignment of the reference road network
and the road features present in the image is crucial. In case this alignment is compromised, the
mapping of the movers will carry the residual geo-coding error, as seen in the Fig. 77. The results
of the correction applied to the image frame is demonstrated in the Fig. 77, with road network
alignment before the application of the correction demonstrated in the top row of images and the
alignment after the application of the correction demonstrated in the bottom row. The position of
the movers (blue markers) relative to the location of the reference road network (green lines) is a
good indicator of the accuracy of the applied camera correction. In the top row of images showing
the image before correction, the shift between the darker road in the image and reference road as
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Figure 76: The effect of feature availability on the mover localisation accuracy compared for a combination
of road (absent in frames #90-200) and road and water features (when available).
well as the distance between the detected movers and the reference road are notable. In the lower
row of images, however, the alignment between roads present in the camera frame and the reference
road centrelines as well as the proximity and the alignment of the movers with the re-projected
reference road network demonstrate successful camera correction.
6.5.4 Mover Trajectory Tracking
The final step of the algorithm is mapping the movers into global reference frame, a step which
is crucial to the application, to be able to export the mover positions in a reference frame that
can be used by other systems outside of the navigation and image processing modules. When
done accurately, the movers mapped in each of the frames should form tracks, i.e. the location
of a mover detected in the series of frames, when mapped into the global reference frame should
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Figure 77: Effect of the applied correction on the projected ground truth features. The reference road
network (green lines) after correction is aligned with the road in the input image and appears much closer
to the movers (blue markers).
constitute a smooth trajectory corresponding to the motion of the vehicle along the road. The series
of geo-registered locations of the vehicle over a series of frames needs to also relate to the closest
reference road centreline to avoid confusion when mapping the motion of the vehicle. Ultimately,
for surveillance purposes the location of the vehicle needs to be characterised with a unique identity
and the section of the road closest to the vehicle.
The difference between the accuracy of the mover mapping before (yellow pins) and after (orange
pins) the application of the camera correction can be seen in Fig. 78. The top image shows the
overall pattern of mover locations mapped in the area, and the two images below it are the close ups
extracted from the top image to provide more detail. In all images the yellow pins designating the
mover locations derived using original camera calibrations can be seen as not aligned with the road
and in some critical cases are subject to a significant geo-coding error (16-30 m). This results in
cases, like mapping of the movers (cars) over the water regions, which confirms that the correction
is required for adequate completion of the mapping task.
The temporal inconsistency of the mover locations can be analysed by the closely inspecting the
row of yellow pins, representing tracks of the movers. In the bottom image (in Fig. 78) the issue
with temporal inconsistency can be observed particularly well. In this case, all of the movers need to
be mapped onto a bridge and form two parallel straight lines of mover tracks going in the opposite
directions following the traffic on the bridge. Instead, a diverging pattern of the mover tracks,
diverging away from the bridge can be observed. In contrast to the uncorrected mover locations
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Figure 78: Corrected mover locations mapped from a series of 50 consecutive frames from the Camera #0
sequence. Projected mover locations without (yellow circles) and with geo-correction (orange circles) are
shown on the Google Earth imagery. The close up images (middle and bottom rows) demonstrate accurate,
precise and consistent (straight lines parallel to the road) localisation accuracy sufficient to associate the
position of the mover with the road it is detected on. The mover tracks mapped without the correction
introduced by the VNS system exhibit both the localisation error as well as the lack of temporal consistency.
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designated by yellow pins, the orange pins exhibit directional consistency and are accurately placed
on the bridge. The patterns of orange pins, designating the corrected mover locations appear close
(or directly on) the reference road centreline, and are parallel to it, achieving the desired goal of the
mover mapping task. By observing the variation in mover locations within individual tracks, it can
be concluded that a large proportion of the geo-coding error is introduced into mapping due to the
vibration of the platform not registered by the IMU onboard the aircraft. The resulting dramatic
improvement of both accuracy and temporal consistency of the mapped movers can be attributed
to several qualities of the employed VNS. It does not fully rely on the accuracy of the IMU in
determining the orientation of the platform, and instead efficiently utilises the information present in
the imagery to derive the camera corrections. Thanks to high reliability of the feature matches fused
into the EKF, a consistent accurate localisation solution is obtained, which is reflected in the accurate
mapping of the movers. This demonstrates successful application of the visual navigation system
providing per-frame correction of the mover locations to improve both the localisation accuracy and
temporal consistency of moving targets during mapping.
6.5.5 Utilising Movers as Features
As demonstrated in previous sections, when operating in less structured environments, the accuracy
of the algorithm can be improved though the fusion of additional features. Due to changing attitude
of the aircraft, however, cases may arise, in which a significant proportion of the image captured
by the camera is occupied by a homogeneous feature class (ocean, desert etc.) free from structured
features. In these cases, movers or other tracked objects with known positions in the frame sequence
can be treated as an additional feature class to help improve localisation. Inclusion of the features
can also help overcome correction bias that arises from congregation of the feature class in particular
regions of the image. Examples are shown in Fig. 79, where the preferred feature class (water, road),
suggested based on the a-priori knowledge, is insufficient and the inclusion of the movers in data
association step improves both feature distribution across the frame as well as the localisation error.
6.5.6 Mover Localisation Results
The developed feature-based TAN system, including all the modules discussed in this thesis has
been applied to the 300 frames of the pre-calibrated WAMI sequence. The mover localisation results
are presented in the time-series format (see Fig. 80) showing the changes in the accuracy of mover
localisation, feature availability and average slant range to the features across the image sequence. In
addition, the mean and maximal mover localisation error for each of the cameras results is presented
in Table 26. Mover localisation errors are calculated to the closest reference road centreline.
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Figure 79: Improvement in geo-correction of mover positions in camera #5 with respect to the reference
road network (in green) from fusing just the shoreline spline nodes (on the left) to adding the movers into
data association (on the right).
Table 26: The mean and maximal localisation errors of the mapped movers in meters for 300 frames sequences
of all six cameras.
Camera # Camera #3 Camera #1 Camera #5
Mean 1.77 2.11 3.32
Max 2.96 2.96 6.83
Camera # Camera #2 Camera #0 Camera #4
Mean 2.66 1.34 1.62
Max 4.55 2.08 2.75
By reviewing the results of the TAN system application presented in Table 26, it is possible to
note the dramatic reduction in the mover localisation error across all cameras in the array, from
original 76.9 m average (without calibration) and 17.44-20.94 m (with OLS-based corrections) to
1.34-3.32 m. The achieved level of accuracy is satisfactory for effective direct mover mapping and
retrieval of the valuable information without further processing.
The spread of the error across the cameras in the array follows several patterns related to both
feature availability and slant range to the features. Camera #0 is located closer to the body of
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Figure 80: Localisation errors of the mapped movers achieved using final TAN system implementation
compared to the feature availability and average slant range to the features for the sequences of 300 WAMI
frames for all six cameras.
aircraft than then other cameras and hence exhibits the lowest localisation error, as expected. The
angle and the slant range at which features are observed in this camera is relatively stable across
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the frame due to its close-to-nadir orientation.
Cameras #1,#3 and #4 have similar accuracy levels with maximal localisation error under <3 m.
Camera #1 has a similar attitude to camera #0 but is pitched upwards (see Fig.74, top left), but the
features in it are located further away. Having analysed the imagery in the sequence captured with
this camera, it is notable that it primarily relied on water features (the river) through the sequence
due to limited pixel precision of the road features (higher slant range). As has been demonstrated
in this thesis, water features have higher localisation accuracy error due to their non-deterministic
location. This fact, coupled with the generally higher slant range in camera #1 leads to higher
localisation error.
Camera #3 observes a relatively stable number of various features over the course of the sequence,
that allows the algorithm to refine the correction both from the accuracy standpoint and from the
perspective of their consistency over time.
Camera #4 is located off-nadir but during the course of the sequence it registers a sufficient
number of road (higher precision) features (see Fig. 75), which allow it to maintain relatively
high mover-localisation precision. This observation confirms the hypothesis that the accuracy of
the feature extraction is more important than its completeness and that with fewer, high-priority
features a good localisation result can be achieved.
Camera #2 is also located close to the body of the aircraft but it progressively registers fewer
and fewer features, as the observed scene in it shifts from relatively dense urban areas to suburban
areas with pronounced water features (see Fig. 50). The decreasing number of matched features has
a direct effect on the localisation accuracy of the movers in the camera, starting from the mean error
of around 2 m increasing to 4.5 m maximal error towards the end of the sequence. This increase in
error can also be explained, in part, by the shift from road features to water features, as discussed
for camera #1.
Finally, camera #5, which has the highest localisation error at the start of the sequence, when it
is pointed towards the ocean (and only shoreline is visible), improves in localisation with increasing
numbers of matched features (as the frame gets populated with road intersections, see Fig. 79).
The overall consistency of the localisation precision across the camera array is a notable charac-
teristic of the system. Between each of the cameras, there was shown to be a consistent dependency
on feature availability and slant range. These similarities demonstrate a consistency in robustness,
predictable accuracy and uncertainty. Furthermore, these results help to further characterise the
system for its use in visual navigation.
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6.6 Conclusion
The proposed automated system for WAMI calibration using multi-scale feature selection and adap-
tive data association has been successfully applied to correct the geo-coding error of movers detected
in an image sequence. The developed component allowing dynamic choice of the classifier used in
VNS has been proven to be beneficial for increased feature availability.
To characterise the system, the dependency of the mover localisation accuracy on the feature
class availability and the slant range to the feature has been evaluated. The improved robustness of
the algorithm was achieved through incorporation of a-priori knowledge to guide the localised search
for feature matching.
The automated WAMI camera calibration procedure played an important role in reducing the
localisation error from the original 76.95 m to 12.31-17.52 m. The remaining navigation bias was
successfully corrected using the TAN system. Considerably higher accuracy (1.32-3.32 m compared
to 12.31 m achieved using OLS optimisation) was achieved though incorporation of all available
features, adaptive use of complimentary feature classes, and enhanced performance of the feature
association modules.
The system architecture, comprising a set of interchangeable feature matching and data associa-
tion modules, has been recognised by collaborators from DSTG as an approach with great potential
to be used in real time during the mapping and surveillance operations. The mover localisation
accuracy achieved has been validated as sufficient for the desired application.
To summarise, this chapter presented a thorough analysis of the geo-coding accuracy of the Wide-
Area Motion Imagery alongside a step-wise solution for automated and robust camera calibration
and correction of geo-coding error. After reviewing the nature of the errors in the WAMI dataset,
a solution comprising a feature-based approach coupled with OLS (in phases 1-2) and TAN (in
phase 3) has been proposed. Following the camera calibration and geo-coding error correction, the
performance, sensitivities and accuracies achieved by the system were assessed and were shown to
satisfy the user requirements.
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7.1 Summary of Contributions
This thesis proposed a novel design and implementation of a robust Visual Navigation System (VNS),
which combines human-identifiable features extracted from aerial imagery with inertial information
from the onboard sensors to provide a navigation solution in GPS-denied environments. The auton-
omy of the modern unmanned aerial systems depends on the access to a passive source of position
information. To obtain this information, modern UAVs are heavily dependant upon external sources
of localisation information such as GNSS.
The GNSS signals in typical environments for commercial UAV operation, like urban canyons, is
unreliable. On military surveillance or reconnaissance missions, the GNSS signal may be unavailable
due to jamming or spoofing (on military missions). In both cases the GNSS-reliant navigation
solution becomes unusable. The so-called inertial drift that occurs when the localisation system
relies solely on the inertial system grows at a rate that corrupts the localisation accuracy of the
UAV by 100’s of meters in just a few minutes of GNSS-denied flight.
An alternative source of localisation information that is available onboard, which is not subject
to inertial drift errors, is visual information. Inexpensive cameras mounted onboard an aircraft can
capture information about the features present in the environment. Through unique description and
robust association, the features detected in the image can be used to associate onboard imagery with
a reference map to provide a localisation ‘fix’. This is demonstrated with a flow chart in Fig. 81.
Vision systems have also an advantage of being passive (do not emit signals to make measurements)
and are therefore suitable for a range of defence applications, for which active systems like radar
can not be utilised. In addition to their passive nature, visual imagery, unlike radar backscatter, is
easy to interpret and does not require modelling of the aircraft dynamics to reconstruct the sensed
environment and to retrieve the localisation information.
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Figure 81: Flowchart of the key VNS modules: feature detection, extraction and data association, involved
in generating an accurate vehicle state correction, which improves localisation and mapping.
The principle behind the proposed VNS is that the arrangement of features in the imagery can be
used, along with the estimate of the aircraft state (position and orientation), to derive a correction
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of the aircraft state, improving its accuracy. The factors that are critical in making this correction
accurate and frequently available, in the case of a VNS, entirely depend on the number of correctly
identified and matched visual features.
To provide a reliable localisation and navigation aid, feature-based VNS needs to demonstrate
the following key characteristics:
• robustness
• scalability
• feature availability and
• automatic operation.
State-of-the-art approaches using visual odometry or GIS principles for image analysis and motion
estimation cannot provide all of the required attributes critical for reliable operation of the unmanned
aerial system on a surveillance or reconnaissance mission. To address this gap in the development
of the modern VNS, a feature-based TAN system developed in this thesis was proposed.
The four criteria identified as crucial for successful operation of the VNS were translated into a
range of requirements for feature detection, extraction and data association procedures, addressed
during the implementation of the respective modules. The feature processing modules were devel-
oped as flexible suites of image processing, feature extraction and data association routines. Each
of the modules is adapted to operate on a particular semantic feature class, such as road, water,
or other salient features. By design, these feature modules can be easily replicated or adapted to
features in new operating environments. As demonstrated in this thesis, the increased availability of
the features used for TAN increases the probability of the aircraft state being corrected frequently
and accurately.
Depending on the available computational resources, each of the feature processing modules may
be operated independently or, based on the availability of the features in the image frame, in parallel
with other modules. The benefit of parallel operation of the modules comes from additional robust-
ness by using the features that are present and give the strongest update. Prioritising individual
feature threads also provides an additional degree of control over the system performance. Selection
of the preferred feature module allows a selection between either the highest available localisation
accuracy or the fastest operation, depending on the mission and its operating requirements.
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The process of generating a vehicle state update using visual features requires coordinated oper-
ation of the following three feature processing modules (see Fig. 81): feature detection, extraction
and association. For a VNS, the feature detection needs to be decoupled from the feature extraction.
The former refers to identification of the features in the aerial imagery, while the latter addresses the
need to represent the detected features in the form of a data-compact feature graph that allows for
optimal and robust data association. A number of contributions were made to ruggedising the feature
detection, extraction and association algorithms and making them meet the VNS requirements.
7.1.1 Feature detection
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Figure 82: Feature detection is the first of the feature processing modules of the VNS.
The first of the VNS modules, the feature detection module, first out of the VNS modules (see
Fig. 82), ensures the robust identification of the visual features in the aerial imagery. The trade-off
made in this module is between the completeness of the feature component (ensuring all features
belonging to a class are retained) and the accuracy of the feature class (the features included in the
class are assigned correctly). To ensure adequate handling of the various feature classes using the
same design of the feature processing module, a series of morphological and contextual operations
were proposed that are equally applicable to all feature classes.
To address the requirement of having high feature availability and automatic operation in a
range of operating environments, context-aware checks and shape-based morphological filtering were
implemented. The two filtering techniques allow the parameters of the morphological filtering to be
tailored based on the feature class, such that only components most useful for the given class are
retained.
In addition to context-aware filtering, frequency-based feature class differentiation was proposed
to handle the anomalies in the imagery such as glare effects on the water. Although the glare can
be confused for another class due to its high reflectance, the frequency of the intensity changes over
the glared areas are similar of those of the water class. The developed frequency-based filtering
approach developed allowed the glare component to be reassigned to the water feature class to avoid
confusion at the feature extraction stage.
The filtering is aided by using a-priori knowledge about the structure of the environment to
ensure effective differentiation between the feature components of different classes. If the reference
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dataset has a body of water mapped in the observed area, the anomalies in the water component
assigned to other classes trigger the frequency check described above. Combined, the methods of
feature extraction developed in this thesis reliably produce feature class binary maps that accurately
capture the semantic visual features present in the environment.
7.1.2 Feature extraction
The function of the feature extraction module (see Fig. 83) is to translate the detected visual
features into a feature graph that can be used for optimal feature association. The following steps
are performed within the feature extraction module to ensure effective feature graph construction:
• translation of pixel-based features into a feature graph
• refinement of the feature locations
• restoration of the feature connectivity
• generation of the refined feature graph.
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Figure 83: Feature extraction module transforms the detected features into a feature graph ready for data
association.
The feature graph is a collection of point, line and spline features and a record of the connectivity
between them. To turn a list of pixels grouped into a connected component into a feature graph,
steps such as feature extraction and refinement were performed. The extraction of a feature graph
comprising mathematical primitives is accomplished through application of thinning or skeletoni-
sation to a feature class binary image. The points where the branches of the skeleton connect are
turned into point features, and the branches themselves - into line and spline segments (depending
on the feature class, and depending on the curvature). A number of contributions were made in
this thesis to ensure successful data association, including the routines for extrapolation search for
segment joining, revision of the location and reconstruction of road junctions, and optimal spline
node fitting. All these techniques have potential for broader application outside of the domain of
visual navigation, for image feature analysis and mapping tasks.
The benefits of generating a feature graph instead of using direct pixel coordinates to perform
feature association are two-fold. Firstly, the skeletonisation operation is highly sensitive to occlusions
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and any noise in the imagery, which makes the position of the feature skeleton (a set of pixels) less
reliable than an approximation of it, generated by fitting it with a line or spline. The process
of fitting a spline to a skeleton is equivalent to smoothing. Secondly, the use of splines allowed
the development of a procedure for adaptive spline node identification that minimally captures the
valuable detail of the shapes of the features and optimises the amount of information used to register
it.
Another benefit from using a feature graph is that it provides an additional level of control over
the quality and quantity of the features that are being used for data association. Without knowing
the nature of the features used for data association it is challenging to control the quality of the
process, let alone, make predictions about the uncertainty of the resulting vehicle state. Defining
uncertainty of the features fused into the navigation filter is one of the fundamental requirements of
the VNS, and that can be satisfied through the use of a feature graph.
The developed road feature detection and extraction module was tested on a benchmarking
dataset of aerial imagery. In the majority of cases, it outperformed the road detection methods
investigated and demonstrated the efficacy and suitability of the chosen approach.
7.1.3 Data association
Data association is a key component of the feature-based TAN (see Fig. 84), that is responsible for
derivation of the correction to the aircraft state by matching the detected features to the reference
features. The data association module was designed in a generalised way, which ensures that the
range of features with varying attributes can be easily incorporated. This generalisable trait of the
module was demonstrated by using the spline features to match road centrelines, waterbody outlines
as well as shorelines. Each of these feature types has different intrinsic properties (width of the road
centreline, direction of the waterbody outline) that were successfully incorporated into the feature
matching algorithms.
Feature 
detection 
Feature
extraction
Data
association
Vehicle state 
correction 
Figure 84: Data association is a key module in the feature-based TAN responsible for generation of the
vehicle state correction.
Particular contributions to the field of data association were made through development of several
TAN-specific feature matching principles, including a data fusion hierarchy, generalised point/spline
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feature matching, shape-based spline matching and finally the introduction of directional and lo-
calised feature searches.
Combining each of the feature classes, a hierarchical feature association framework was proposed
to prioritise the computational resources of the system based on the accuracy and uncertainty
of different feature classes, when different classes are available in the frame simultaneously. The
localisation accuracy achieved with the features of the complimentary classes was studied on multiple
navigation datasets and the results of the study confirmed the effectiveness of a proposed accuracy-
based prioritisation of the features.
The feature-specific matching techniques, such as shape-based or direction-specific feature match-
ing ensure the reliability of the system. Fusion of false positive matches should be avoided in order to
maintain the stability of the solution in the navigation filter. The efficacy of the developed filtering
at the data extraction stage and additional feature-specific matching techniques demonstrated these
characteristics successfully on a number of datasets with challenging densely located self-similar fea-
tures (similar patterns of suburban road intersections, single road centreline matching and parallel
waterbody outlines etc).
As presented in the results of the numerous comparative tests, each of the feature detection, ex-
traction and association modules plays an important role in the process of generating a reliable and
frequently available aircraft state correction. These feature processing modules, together with mul-
tiple contributions made to achieve improved robustness, automation and scalability of the system
form a solid platform for visual-based TAN for operation in a range of mixed environments.
7.1.4 System architecture
A novel modular architecture was proposed that allows the visual navigation system to have several
feature processing modules operating independently or inter-dependently. The modular nature of
the presented TAN system allows for the use of several complimentary feature processing modules,
which are tailored versions of the same generalised feature processing core. With minimal changes, a
generic feature processing module can be to tailored to a specific feature class, including adjustment
of the filtering criteria, and validation of the context checks. The fact that the specific feature
processing modules re-utilise the same generic feature processing functions and structure allows the
system to scale optimally when applied in new environments.
The feature selection logic developed for the proposed feature-based TAN system analyses the
contents of the image frame and chooses the feature processing module that maximises the likelihood
of performing reliable data association and generating a stable navigation solution. This dynamic
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feature processing module selection was shown to successfully switch between the feature classes
based on feature availability, when operating on large datasets.
7.2 System Performance
This thesis investigated two main applications of the feature-based Terrain-Aided Navigation: lo-
calisation and mapping. In both applications the visual features detected in the imagery were used
to provide information about the attitude, and position of the aircraft.
7.2.1 Navigation Application
In the navigation studies, the system was developed by iteratively testing new modules on a range
of simulated datasets. The tests performed included the comparison of the localisation accuracy
and feature availability when using different feature processing modules and imagery from different
years, environments and imaging altitudes.
The original localisation study in the Bankstown area used a limited number of visual features
to validate the hypothesis of the efficacy of TAN-derived corrections to constrain the inertial drift.
With the use of road intersections only, the inertial drift was successfully constrained in 85% of the
sequence. This approach, however, resulted in accuracy (12-50 m) insufficient for reliable localisation.
The low accuracy in the original study, as was demonstrated in later tests, was primarily associated
with the scarcity of visual features that the early version of the system could process.
Significant reduction (54-85%) in localisation error was achieved through incorporation of optical
flow and spline detection modules. Here the localisation accuracy within a window of 10-20 m was
achieved across the sequence.
Another important result from applying the developed TAN system to datasets captured in
different years was the demonstrated stability of the feature extraction and detection algorithms.
The context-aware filtering techniques, developed to retain the useful detected features, assisted in
establishing consistency of the generated localisation solutions even in extreme cases. One of these
cases was a dataset with poor quality of the imagery, which resulted in feature detection rates as
low as 20% of all available features. Nevertheless, the localisation results compared to the other
datasets with 3-5 times higher feature detection rate were on the same order of accuracy.
In the Bankstown study the concept of using the splines as features for visual navigation was
validated but not fully explored. To perform a comprehensive assessment of the reliability of the
spline features in addition to the point features (road intersections) a study in a rural area was
conducted.
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The Royal National Park study exemplified a challenging self-similar environment (contiguous
areas of a forest), in which the semantic visual features were limited to a single road centreline for
the majority of the sequence. The dataset presented a real challenge for feature association, and
encouraged the development of robust shape-based feature matching techniques. As a result of the
application of the developed system on a dataset representing a 16.75 km flight, inertial drift was
constrained to 20 m, demonstrating consistency with previous results (from a feature-rich Bankstown
study). Development of the context-aware filtering achieved a high rate of feature detection (over
72%) for all 3 datasets.
Gradual improvement of the localisation accuracy was achieved with addition of the feature-based
modules, as demonstrated in Table 27 and Fig. 85.
Table 27: Localisation results for Royal National Park navigation study.
Calibration procedure RMSE[m]
Optflow 30.8
Optflow+Int 12-19.6
Optflow+Splines 6.9-10.7
Optflow+Int+Splines 5.9-8.1
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 321
Optical Flow + Intersections
Optical Flow + Splines
Optical Flow + Intersections + Splines
Optical Flow only
Figure 85: Visualisation of the localisation improvement linked to introduction of the additional feature
modules.
The robustness of the selected feature extraction and association approaches has been tested
on 6 datasets, comprising imagery from different years, affected by changes in pixel intensity and
changes in the physical environment being observed in the imagery. The tests of the system in
different environments demonstrated that the chosen combination of feature extraction and matching
modules achieves a desirable level of robustness and feature availability. The feature-based modules
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demonstrated the flexibility required to maintain feature availability across different environments
and regularly correct the vehicle state. Gradual improvement of the localisation accuracy with
increasing feature availability, via incorporation of additional feature classes, confirmed their value
for the navigation solution, and the value of their combination.
7.2.2 Mapping Application
A new application of the developed TAN system was suggested by the collaborators from the de-
fence Science and Technology (DST) Advanced GEOINT Exploitation (AGE) research group. The
application was in the mapping field, where the system was applied to derive a correction of the
localisation error of movers (e.g. cars) mapped from Wide Area Motion Imagery (WAMI). The
developed TAN tools were used for mover geo-coding error correction, including a preliminary cali-
bration of a six-camera array as well as the removal of navigation bias. The results of the geo-coding
error correction (shown in Table 28 and Fig. 86) proved the efficacy of the developed system in
achieving dramatic improvement of the mover mapping accuracy.
Table 28: Mover localisation accuracy results for the mapping study. The methods are listed in order of
implementation.
Method used Cameras used Image frames used RMSE[m]
Before calibration 6 0 76.95
OLS auto (8 water points) 1 15 19.86
OLS manual (8 water points) 1 50 5.07
OLS with water features 6 50 17.52-25.12
OLS with road features 6 50 12.31-23.01
Feature-based TAN 6 300 1.34-3.32
The first stage of the camera calibration included a novel implementation of the TAN-feature
based ordinary least squares optimisation that improved the mover localisation error from the average
of 76.9 m to 19.9 m for a sample set of eight points. Further calibration based on 20-30 automatically
detected features belonging to different feature classes resulted in sustained or improved results (20.9
m using water features, 12.3 m using road features). The results of the OLS-based procedure proved
the viability of using visual feature association for dataset calibration and revealed the nature of
the geo-coding errors corrupting the mover location. A large proportion of the geo-coding error
was attributed to the imprecise camera calibration, and a smaller proportion of it attributed to the
navigation bias.
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OLS with road features
OLS with water features
TAN with all features
Uncalibrated
OLS auto 8 points
...
OLS manual 8 points
Figure 86: Visualisation of the mover mapping error as a result of a step-wise calibration of the cameras
and geo-coding error correction.
To further correct the navigation bias a TAN system was employed, extracting the features of
multiple classes by utilising dynamic feature selection logic applied to all 6 cameras with a video
sequence of 300 frames each. The mover localisation achieved across all cameras as a result of the
TAN system application was, on average, 1.34-3.32 m per camera, with maximal per-camera error in
the range of 2.08-6.83 m across the full image sequence taken from an altitude of 5 km. The dataset
covers a large area (14 km2 across 6 cameras) in which a variety of self-similar features is present,
e.g. repetitive patterns of road intersections in suburban areas, parallel waterbody outlines, and
relatively straight segments of shoreline, all of which presented challenges for the data association
algorithm. The dramatically improved result of the mover localisation illustrated the efficacy of
the developed directional and localised feature matching searches in addressing these challenges.
The effective removal of the navigation bias was observed through consistency between the mover
trajectories and the centreline of the road they were detected on.
These geo-coding error correction results were presented to DSTG AGE group and received
positive feedback, in particular the practicality of the approach as well as the considerable accuracy
gains that were distinguished. Through rapid calibration of the imagery and correction of the mover
positions the ‘time-to-value’ for the defence users can now be significantly shortened, from several
months that manual processing takes to several days, if not hours. Based on the response from
the AGE group, the system has clear application to compelling defence use cases and provides
the necessary gains in processing time required to calibrate flight datasets and retrieve the desired
information. Not only does the automated procedure reduce the workload on the officers but it also
allows for rapid extraction of the time-critical tactical information, thus preserving its value and
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potential to make an impact.
7.3 Directions for Future Work
The research presented in this thesis forms a solid investigation into feature-based Terrain-Aided
Visual Navigation methods alongside its contribution to achieving accurate localisation, navigation
and mapping in GPS-denied environments. The following areas of interest from the perspective of
the end user as well as the research community have been identified for future investigation.
• Semantic image classification
Further investigation of the image classification approaches is suggested, particularly the ma-
chine learning (ML) techniques, allowing the classification of the imagery into semantic feature
classes at the detection stage. The investigation into the ML image classification can be un-
dertaken provided a sufficient amount of training data is available. The additional benefit
from using a ML-based approach comes from harnessing the power of novel image analysis
techniques to adapt to the new operating environments.
• Alternative types of imagery
The operating envelope of the system may be expanded by incorporating the image sequences
from non-visual sensors, such as thermal, multi- and hyper-spectral cameras. The generalisable
feature processing modules of the system allow it to be adapted to new imagery types relatively
easily by selecting a pre-processing method that generates a compatible feature class binary.
A range of semantic feature classes (in the case of multi- and hyper-spectral imagery) can be
directly derived knowing the properties of the feature classes in the operating environments.
The use of image sources which contain inherent information about the features present in the
imagery would enable semantic classification of the frame earlier and in a more reliable fashion.
In addition, the use of infra-red cameras would allow the algorithm to operate in larger range
of conditions, including Instrumental Flight Rules (IFR) in addition to the visual flight rules
(VFR) scenarios.
• Adaptation to different camera types
As per advice from the DSTG AGE group, an adaptation of the system to a heterogeneous
camera array may be considered in the future.The particular interest of defence users is to
extend the feature-based TAN system to an array of different purpose cameras mounted on an
aircraft. A typical example of this would be the use of WAMI system alongside the ‘turret’
camera: a camera with a narrow field of view automatically following the targets identified in
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wide field of view cameras. The implementation of the cross-referencing of the cameras (i.e.
mapping feeds from the focused camera into the wide-angle camera feed) is desirable and can
be achieved using the framework for mapping of semantic features presented in this thesis.
• Stand-alone system implementation (no a-priori data) Application of semantic features
to a Simultaneous Localisation and Mapping (SLAM)-based algorithm, due to its potential
to allow for operations in unknown environments with minimal preparation, is of particular
interest to defence users. Semantic SLAM could provide relative navigation to constrain the
inertial drift and simultaneously construct a map of semantic features, which can then be
utilised for mapping of the targets.
• Real-time onboard implementation
Extension of the developed feature-based TAN system into an onboard real-time naviga-
tion system can be achieved by adapting the system implementation to be used with field-
programmable gate arrays (FPGAs) and GPUs. From the perspective of the defence applica-
tion, using an onboard, real-time localisation, navigation and mover mapping system would
represent a complete solution to their frequently performed surveillance and mapping tasks.
The ease of use, lack of pre-training and flexibility of the developed feature-based TAN system,
makes it desirable to have an online implementation. Such a system would revolutionise their
detection capability and provide much needed immediacy of the surveillance information.
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