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Resumo
Em 1963, F. J. MacWilliams desenvolveu as chamadas identidades de MacWilliams, que es-
tabelecem, em particular, relac¸o˜es entre a distribuic¸a˜o de pesos de co´digos possuindo alta
taxa de informac¸a˜o e co´digos com baixa dimensa˜o. Consideramos neste trabalho a famı´lia de
me´tricas poset-block, uma pouco explorada generalizac¸a˜o tanto das me´tricas de bloco quanto
das me´tricas poset, e consequentemente da cla´ssica me´trica de Hamming. Efetuamos uma
descric¸a˜o detalhada dos espac¸os munidos com tais me´tricas com eˆnfase na teoria de co´digos e
em seguida tratamos do problema que surge naturalmente neste contexto: a caracterizac¸a˜o dos
espac¸os que admitem uma identidade do tipo MacWilliams, ou seja, a classificac¸a˜o das me´tricas
que permitem relacionar unicamente o espectro de um co´digo com o de seu dual. A principal
te´cnica utilizada nesta classificac¸a˜o e´ a teoria de caracteres sobre corpos finitos, incluindo a´ı a
transformada de Hadamard, a fo´rmula da soma discreta de Poisson e as relac¸o˜es de ortogona-
lidade existente entre caracteres. Tal te´cnica foi proposta inicialmente por F. J. MacWilliams
e utilizada posteriormente por H. K. Kim e D. H. Oh na classificac¸a˜o das me´tricas poset que
admitem identidades do tipo MacWilliams. Nosso principal objetivo e´ portanto classificar os
espac¸os poset-block que admitem uma identidade do tipo MacWilliams. Como consequeˆncia
desta classificac¸a˜o, atrave´s dos polinoˆmios de Krawtchouk, obteremos expresso˜es expl´ıcitas para
estas identidades.
Palavras-chave: Co´digos Corretores de Erros (Teoria da Informac¸a˜o), me´tricas poset-block,
identidade de MacWilliams.
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Abstract
In 1963, F. J. MacWilliams developed the so-called MacWilliams identities, which establish,
in particular, relations between the weight distribution of codes having high information rate
and codes with low dimension. In this work we consider the family of poset-block metrics,
a little explored generalization of both error-block and poset metrics, and hence also of the
classic Hamming metric. We perform a detailed description of the spaces equipped with such
metrics with emphasis in the coding theory and then we treat the problem that arises naturally
in this context: the characterization of the poset-block metrics that admit a MacWilliams-type
identity, in other words, the classification of metrics that allow to relate uniquely the spectrum
of a code with the spectrum of its dual. The main technique used in this classification is the
theory of characters over finite fields, including the Hadamard transform, the discrete Poisson
summation formula and the orthogonality relations between characters. Such techniques were
proposed initially by F. J. MacWilliams and used posteriorly by H. K. Kim and D. H. Oh in the
classification of the metrics that admit a type of MacWilliams identity. Our main goal is there-
fore to classify the poset-block spaces that admit a MacWilliams type identity. As consequence
of this classification, through the Krawtchouk polynomials, we will obtain explicit expressions
for those identities.
Keywords: Error-Correcting Codes (Information Theory), poset-block metrics, MacWilliams
identity.
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Lista de Notac¸o˜es
[m] = {1, · · · ,m}
Ci = {u ∈ C : u˜i+1 = 0 ∈ Fb̂iq }
C 0i = {u ∈ Ci : ui = 0 ∈ Fbiq } e C 1i = {u ∈ Ci : ui 6= 0 ∈ Fbiq }
γi = (q
di − 1)
ΓiP = {ri + 1, · · · , ri +m1}
pi(j) = kj e k0 = 0
b̂i = n− (b0 + b1 + · · ·+ bi) e b0 = 0
m̂i = m− (m0 +m1 + · · ·+mi) e m0 = 0
u˜i+1 = (ui+1, · · · , ut) ∈ Fb̂iq
ai(x) = q
b̂i
(
1+γix
x
)m−m̂i
(1− x)m̂i−1
bi =
∑
j∈ΓiP kj,
ci(x) = x
m̂iqb̂i
(
1−x
Qi(x)
)mi
di = pi(ri + j) = k(ri+j) para todo j ∈ {1, · · · ,mi}
gj =
∑t
i=j+1 ci(x)zi, se 0 6 j 6 t− 1 e gt = 0
hj =
∑t
i=j zix
m̂iqb̂i se 1 6 j 6 t e h0 =
∑t
i=1 zix
m̂iqb̂i
Qi(x) =
(
1−x
1+γix
)
Se i 6= 0, ri = m0 +m1 + · · ·+mi−1
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Introduc¸a˜o
Em 1948, com a publicac¸a˜o do ce´lebre artigo “A Mathematical Theory of Communication”
[25], Claude E. Shannon desenvolveu um modelo matema´tico para a teoria de comunicac¸a˜o.
Um sistema de comunicac¸a˜o pode ser esquematizado de forma resumida como na figura abaixo:
Fonte Codificador Decodificador
Canal
Destino
Figura 1: Estrutura de um sistema de comunicac¸a˜o.
A fonte e´ a parte do processo de comunicac¸a˜o responsa´vel por gerar as mensagens que de-
vera˜o ser enviadas a um destinata´rio. O codificador tem a func¸a˜o de codificar a informac¸a˜o de
maneira que ela possa ser enviada por um meio, tal meio e´ chamado de canal e a informac¸a˜o
codificada e´ chamada de co´digo de fonte. O canal representa um modelo matema´tico do meio
f´ısico pelo qual o co´digo de canal trafega, por exemplo: fibra o´ptica, wireless, etc. Para que o
destinata´rio possa interpretar a mensagem gerada pela fonte, e´ necessa´rio um processo de de-
codificac¸a˜o, transformando assim o co´digo de canal em uma mensagem que devera´ ser entregue
ao destinata´rio, tal func¸a˜o e´ desempenhada pelo decodificador.
Atrave´s do meio pelo qual a mensagem codificada trafega, e´ poss´ıvel e esperado que hajam
ru´ıdos (tais ru´ıdos resultam em interfereˆncia na transmissa˜o e consequentemente em erros na
recepc¸a˜o do co´digo de canal). O estudo da teoria de co´digos consiste portanto em transformar
a mensagem em co´digo de canal, detectar e corrigir erros na recepc¸a˜o e em decodificar o co´digo
de canal.
Como ponto de partida para a criac¸a˜o de um co´digo corretor de erros, tomamos um conjunto
finito A chamado de alfabeto. Um co´digo corretor de erros e´ um subconjunto de An, ou seja,
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e´ um subconjunto das palavras de comprimento n geradas pelo alfabeto A. Os elementos do
co´digo sa˜o chamados de palavras-co´digo. Em particular, se o alfabeto e´ um corpo finito Fq,
um subespac¸o vetorial de Fnq e´ chamado de co´digo linear, tais co´digos sa˜o significativamente
importantes nessa teoria pois permitem uma fa´cil implementac¸a˜o.
No processo de codificac¸a˜o de uma mensagem, acrescentamos redundaˆncia para que possa-
mos detectar os erros ocorridos. Uma medida para a quantidade de informac¸a˜o contida num
co´digo C , e consequentemente da quantidade de redundaˆncia utilizada no co´digo, e´ a taxa de
informac¸a˜o. Sendo R = (logqM)/n, onde q e´ a cardinalidade do alfabeto, n e´ o comprimento
das palavras e M e´ a quantidade de mensagens da fonte, dizemos que a taxa de informac¸a˜o do
co´digo C e´ R d´ıgitos por palavra-co´digo. Em geral, buscamos construir co´digos eficientes que
possuem a maior taxa de informac¸a˜o poss´ıvel.
Sendo Fnq o espac¸o vetorial das n-uplas sobre o corpo finito Fq, a decodificac¸a˜o e´ feita
por ma´xima verossimilhanc¸a, considerando apenas a estrutura probabil´ıstica do canal, ou seja,
interpreta-se uma mensagem recebida como sendo a palavra co´digo mais prova´vel de ter sido
enviada. Este tipo de decodificac¸a˜o pode ser definido em termos me´tricos, considerando-se a
me´trica de Hamming, apresentada em [5] por R. Hamming: interpreta-se a mensagem recebida
como sendo a palavra co´digo que difere desta em uma quantidade mı´nima de coordenadas.
Devido ao interesse em generalizar problemas cla´ssicos da teoria de co´digos e aplicac¸o˜es em
criptografia (veja, [20] e [4]), em meados da de´cada de 90, surgiram novas famı´lias de me´tricas
com o objetivo de serem utilizadas no contexto de co´digos corretores de erros. Dentre essas
famı´lias esta˜o as me´tricas poset e as me´tricas de bloco. Em 2008, Firer, et al [1] apresentaram
a famı´lia de me´tricas poset-block que generaliza tanto as famı´lias de me´tricas poset quanto as
de me´tricas de bloco e consequentemente a me´trica de Hamming. Muito da teoria cla´ssica tem
sido generalizada para co´digos em espac¸os munidos com essas me´tricas, como pode ser visto
por exemplo em [10], [15] [9] e [8].
Misturando as me´tricas poset e de bloco, obtemos espac¸os com caracter´ısticas me´tricas
particulares surgindo um amplo campo de pesquisa, com questo˜es como, por exemplo, a classi-
ficac¸a˜o dos co´digos perfeitos. Tais problemas surgem pois as me´tricas poset e de bloco possuem
efeitos opostos nas distaˆncias: as me´tricas de bloco diminuem as distaˆncias quando aumenta-
mos a dimensa˜o dos blocos e as me´tricas poset aumentam as distaˆncias quando aumentamos
as relac¸o˜es do poset.
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Ao se considerar apenas co´digos lineares, buscar co´digos eficientes possuindo alta taxa de
informac¸a˜o e´ equivalente a maximizar a dimensa˜o do co´digo pois, nesse caso R = k/n onde k
e´ a dimensa˜o do co´digo. Neste contexto e´ natural que o co´digo dual possua dimensa˜o baixa.
Portanto a busca por relac¸o˜es entre invariantes de um co´digo e de seu dual e´ um problema
de valor singular, pois de modo geral e´ mais fa´cil determinar os invariantes de co´digos de
dimensa˜o baixa. Uma dessas relac¸o˜es foi proposta em [17] por F. J. MacWilliams, permitindo
determinar a distribuic¸a˜o de pesos de um co´digo atrave´s da distribuic¸a˜o de seu dual. Estas
relac¸o˜es recebem o nome de Identidades de MacWilliams. Com o surgimento de novas me´tricas
aplicadas a teoria de co´digos, pesquisadores tem se esforc¸ado para expressar identidades do tipo
MacWilliams (identidades que estabelecem relac¸o˜es entre a distribuic¸a˜o de pesos de um co´digo
e de seu dual) nessas novas famı´lias de me´tricas, tal interesse se deve pela importaˆncia pra´tica
da distribuic¸a˜o de pesos de um co´digo, pois permite por exemplo calcular a probabilidade
de erro do co´digo. Em 2005, Kim e Oh [12] mostraram que para um espac¸o admitir uma
identidade do tipo MacWilliams e´ necessa´rio e suficiente que o poset (conjunto parcialmente
ordenado) possua uma ordem hiera´rquica. Neste trabalho, estenderemos este resultado para as
instaˆncias que ainda permanecem abertas, as me´tricas poset-block (e me´tricas de bloco como
caso particular).
A organizac¸a˜o do trabalho e´ esquematizada da seguinte maneira: No Cap´ıtulo 1 descreve-
mos alguns conceitos de conjuntos parcialmente ordenados necessa´rios e posteriormente defini-
mos as me´tricas poset-block efetuando uma descric¸a˜o dos espac¸os munidos com tais me´tricas.
No Cap´ıtulo 2, desenvolvemos a teoria de co´digos com base nas me´tricas poset-block, apre-
sentando os conceitos de distribuic¸a˜o de pesos e demonstrando a Identidade de MacWilliams
cla´ssica (para espac¸os de Hamming). No Cap´ıtulo 3, estabelecemos as condic¸o˜es necessa´rias e
suficientes para que um poset-block admita uma identidade do tipo MacWilliams e em seguida
explicitamos tais identidades. Para o desenvolvimento dos Cap´ıtulos 2 e 3, necessitamos da
teoria de caracteres sobre corpos finitos e dos polinoˆmios de Krawtchouk. Procurando tornar
este texto mais auto-contido e ao mesmo tempo permitir uma flueˆncia maior na leitura das
demonstrac¸o˜es principais, optamos por apresentar uma breve resenha de definic¸o˜es e resultados
relativos a estes assuntos nos Apeˆndices A e B.
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Cap´ıtulo 1
Me´tricas Poset-Block
Neste cap´ıtulo, apresentaremos as noc¸o˜es ba´sicas sobre conjuntos parcialmente ordenados, para
posteriormente, definirmos as me´tricas poset-block, que sera˜o os objetos principais deste tra-
balho. Todos os resultados aqui apresentados podem ser encontrados em [19].
1.1 Conjuntos Parcialmente Ordenados
Sejam X e Y conjuntos na˜o vazios. Uma relac¸a˜o bina´ria sobre X e Y e´ qualquer subconjunto
R do produto cartesiano X × Y . Se (x, y) ∈ R, ou seja, se x se relaciona com y, escrevemos
xRy. Se R e´ uma relac¸a˜o bina´ria em X×X dizemos simplesmente que R e´ uma relac¸a˜o bina´ria
em X. Uma relac¸a˜o de ordem parcial num conjunto X, e´ uma relac¸a˜o bina´ria 4 que satisfaz
para todo x, y, z ∈ X, as seguintes condic¸o˜es:
(i) x 4 x (Reflexiva);
(ii) Se x 4 y e y 4 x, enta˜o x = y (Anti-sime´trica) e
(iii) Se x 4 y e y 4 z, enta˜o x 4 z. (Transitiva).
Uma relac¸a˜o de ordem parcial em X e´ dita total se x 4 y ou y 4 x para todo x, y ∈ X.
Definic¸a˜o 1. Se 4 e´ uma relac¸a˜o de ordem parcial em X, chamaremos o par ordenado P ,
(X,4) de poset (do ingleˆs, partially ordered set).
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Observac¸a˜o 1. Eventualmente denotaremos a ordem do poset P = (X,4) por 4P e diremos
que P e´ um poset em X, ale´m disso, se x ∈ X, com um abuso de notac¸a˜o, diremos que x ∈ P ,
ou seja, representaremos o conjunto X pelo poset P .
Se x, y ∈ P sa˜o tais que x 4P y ou y 4P x, dizemos que x e y sa˜o compara´veis, caso
contra´rio, sa˜o ditos incompara´veis. Um poset P e´ dito cadeia, ou linear, se a relac¸a˜o de ordem
4P for total, ou seja, se quaisquer dois elementos de P forem compara´veis. Um poset e´ chamado
de anticadeia, ou antilinear, se quaisquer dois elementos distintos forem incompara´veis.
Se M e´ um conjunto finito, o poset P em M e´ dito um poset finito. Caso na˜o haja menc¸a˜o
em relac¸a˜o a cardinalidade dos posets, estaremos assumindo serem posets finitos. Na literatura
encontra-se diversas ferramentas para representac¸a˜o de posets, consulte [19], representaremos
geometricamente um poset P atrave´s do diagrama de Hasse, neste diagrama, os elementos de M
sa˜o representados por ve´rtices e as relac¸o˜es entre dois elementos x e y de M sa˜o representadas
por arestas, convencionando-se que x esta´ abaixo de y se, e somente se, x 6= y, x 4P y e na˜o
existe um terceiro elemento z ∈M tal que x 4P z 4P y.
Exemplo 2. Seja M = {a, b, c, d} o conjunto com relac¸a˜o de ordem parcial dada por: a 4P c,
a 4P d e b 4P d. Enta˜o, o diagrama abaixo e´ uma representac¸a˜o do poset P atrave´s do
diagrama de Hasse.
u
a
u
b
 
 
 
 
 
 
uc ud
Definic¸a˜o 3. Sejam P um poset em M e I um subconjunto de M . Se para todo x ∈ I e y ∈M
satisfazendo y 4P x teˆm-se que y ∈ I, enta˜o I e´ dito um ideal de P . Se A e´ um subconjunto
de M , denotamos por 〈A〉P o menor ideal de P contendo A, que chamaremos de ideal gerado
por A. Se A = {x1, .., xn}, o ideal gerado por A sera´ denotado por 〈x1, .., xn〉P ao inve´s de
〈{x1, .., xn}〉P .
Proposic¸a˜o 4. Se {A1, ..., Ak} e´ uma famı´lia finita na˜o vazia de ideais de um poset P , enta˜o
∩ki=1Ai e´ um ideal de P .
Sendo P um poset finito, o conjunto Θ(P ) de todos os ideais de P e´ tambe´m finito, logo, se
A e´ um subconjunto de P , como a intersec¸a˜o finita de ideais e´ um ideal e P e´ um ideal contendo
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A, enta˜o o ideal gerado por um conjunto sempre existe e
〈A〉P =
⋂
I∈Θ(P )
A⊂I
I,
ou seja, o menor ideal de P contendo o conjunto A e´ a intersec¸a˜o de todos os ideais de P
contendo tal conjunto.
Proposic¸a˜o 5. Se {A1, ..., Ak} e´ uma famı´lia finita na˜o vazia de subconjuntos do poset P ,
k⋃
i=1
〈Ai〉P =
〈
k⋃
i=1
Ai
〉
P
.
Definic¸a˜o 6. Seja I um ideal de um poset P . Um elemento x ∈ I e´ dito maximal em I se
para todo y ∈ I satisfazendo x 4P y tivermos que x = y, e´ dito minimal se para todo y ∈ I
satisfazendo y 4P x tivermos que y = x. Denotaremos por Max(I) e Min(I) os conjuntos dos
elementos maximais e minimais de I respectivamente, isto e´,
Min(I) , {x ∈ I : x e´ minimal em I} e Max(I) , {x ∈ I : x e´ maximal em I}.
Seja P um poset em M , se N e´ um subconjunto de M , e Q e´ um poset em N tal que para
todo x, y ∈ N tem-se que x 4Q y se, e somente se, x 4P y, diremos que a ordem de Q e´
uma ordem induzida do poset P . Se P e Q sa˜o posets tais que a ordem de Q e´ induzida pela
ordem de P , diremos que Q e´ um subposet de P , sendo assim, Q sera´ dito uma cadeia de P se
Q for um poset do tipo cadeia, nesse caso, definimos o comprimento da cadeia Q como sendo
a cardinalidade de N . O conjunto das cadeias de P sera´ denotado por CP . O posto de um
elemento x ∈ P , denotado por rP (x), e´ o comprimento da maior cadeia de P contendo x como
elemento maximal, ou seja,
rP (x) , max{|S| : S ⊂ 〈x〉P e S ∈ CP },
onde |S| denota a cardinalidade do conjunto S, com isso, definimos a altura do poset P por
h(P ) , max{rP (x) : x ∈ P}.
Definic¸a˜o 7. Sendo P um poset em M tal que h(P ) = t. Dado i ∈ {1, · · · , t}, o subconjunto
de P contendo todos os elementos de posto i sera´ denotado por
ΓiP , {x ∈ P : rP (x) = i},
6
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e chamado de i-e´simo n´ıvel do poset. Definimos a estrutura de n´ıvel de P como sendo a t-upla
ΓP , (|Γ1P |, |Γ2P |, · · · , |ΓtP |).
Se P e´ um poset de altura t, e´ claro que Γ1P coincide com o conjunto dos elementos minimais
de P . Por outro lado, de modo geral, podemos apenas afirmar que os elementos de ΓtP sa˜o
maximais em P , sem necessariamente conter todos estes elementos.
Exemplo 8. No poset P do Exemplo 2, temos que a estrutura de n´ıvel de P e´ dada por
ΓP = (2, 2), onde Γ
1
P = {a, b} e Γ2P = {c, d} sa˜o os n´ıveis 1 e 2 do poset respectivamente.
Se P e Q sa˜o dois posets tais que M1 ∩M2 = ∅. A soma ordina´ria entre P e Q, denotada
por P ⊕Q e´ uma relac¸a˜o bina´ria em M1 ∪M2 definida da seguinte maneira:
x 4P⊕Q y ⇔

x 4P y, quando x, y ∈M1
x 4Q y, quando x, y ∈M2
x ∈ P e y ∈ Q.
E´ claro que 4P⊕Q e´ uma ordem parcial em M1 ∪M2, logo P ⊕ Q e´ um poset em M1 ∪M2
e portanto a soma ordina´ria e´ uma operac¸a˜o associativa mas na˜o comutativa e fechada no
conjunto dos posets. A generalizac¸a˜o da soma ordina´ria para n posets segue naturalmente
somando-se dois a dois.
Exemplo 9. Sejam P = ({1, 2, 3},4) e Q = ({4, 5},4) dois posets anticadeia. O diagrama de
Hasse do poset P ⊕Q e´ dado por:
u
1
u
2
 
 
 
 
 
 
u
3
HHHHHHHHHHHH
@
@
@
@
@
@
@
@
@
@
@
@
u4 u5
Definic¸a˜o 10. Sejam P e Q dois posets. Dizemos que uma aplicac¸a˜o f : P → Q e´ um
homomorfismo de ordem se, para todo x, y ∈ P tais que x 4P y tivermos que f(x) 4Q f(y).
Como consequeˆncia da Definic¸a˜o 10, qualquer func¸a˜o que possuir como domı´nio uma anti-
cadeia sera´ um homomorfismo de ordem. Se Q e´ um subposet de P , a aplicac¸a˜o de inclusa˜o
i : Q→ P define um homomorfismo de ordem. Reciprocamente, se P e Q sa˜o dois posets tais
que a aplicac¸a˜o de inclusa˜o i : Q→ P e´ um homomorfismo de ordem, enta˜o Q e´ um subposet
de P .
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Exemplo 11. Sejam P e Q dois posets com diagramas de Hasse
u
a
u
c
ub
e
u
1
u2
u3
respectivamente. A aplicac¸a˜o f : P → Q definida por f(a) = 1, f(b) = 3 e f(c) = 2, e´ um
homomorfismo de ordem.
Pelo Exemplo 11, temos que 2 4Q 3, pore´m f−1(2) e f−1(3) sa˜o incompara´veis. Portanto,
se f for um homomorfismo de ordem bijetor, em geral na˜o podemos afirmar que f−1 define um
homomorfismo de ordem.
Definic¸a˜o 12. Um homomorfismo de ordem e´ dito um isomorfismo de posets se for bijetor e
sua inversa for um homomorfismo de ordem, neste caso, dizemos que os posets sa˜o isomorfos.
Um isomorfismo de poset sobre si mesmo e´ dito um automorfismo.
Definic¸a˜o 13. Dados P um poset e B um conjunto na˜o vazio. Se g : P → B e´ uma bijec¸a˜o e
Q e´ um poset em B tal que a aplicac¸a˜o f : P → Q definida por f(x) = g(x) e´ um isomorfismo
de ordem, diremos que 4Q e´ uma ordem parcial em B induzida pela aplicac¸a˜o g.
Tomando por convenieˆncia m0 = 0, diremos que um poset P com estrutura de n´ıvel
(m1, · · · ,mt) possui um rotulamento natural se ΓiP = {m0+m1+· · ·+mi−1+1, · · · ,m1+· · ·+mi}
para todo i ∈ {1, · · · , t}.
Exemplo 14. O poset Q = ({1, 2, 3, 4},4Q) com relac¸a˜o de ordem parcial determinada pelo
diagrama de Hasse abaixo, e´ um poset com rotulamento natural e estrutura de nivel (2, 2).
u
1
u
2
 
 
 
 
 
 
u3 u4
Mostraremos que todo poset finito e´ isomorfo a um poset com rotulamento natural, desta
forma, na˜o perderemos em generalidade se trabalharmos apenas com posets rotulados natural-
mente. Defina [m] , {1, · · · ,m}, temos enta˜o o seguinte teorema:
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Teorema 15. Seja P um poset finito em M com m elementos, enta˜o existe um poset Q em
[m] com rotulamento natural isomorfo a P .
Demonstrac¸a˜o. Suponha que (m1, · · · ,mt) seja a estrutura de n´ıvel de P , defina g : P → [m]
tal que para todo i ∈ {1, · · · , t}, ΓiP = {g−1(m0 +m1 + · · ·+mi−1 +1), · · · , g−1(m1 + · · ·+mi)}.
Seja 4Q a ordem em [m] induzida pela aplicac¸a˜o g. Portanto, a aplicac¸a˜o f : P → Q definida
por f(x) = g(x) e´ um isomorfismo de ordem, ale´m disso, por construc¸a˜o, Q esta´ rotulado
naturalmente.
Exemplo 16. Sejam P e Q os posets dos Exemplos 2 e 14 respectivamente, a aplicac¸a˜o f :
P → Q definida por f(a) = 1, f(b) = 2, f(c) = 3 e f(d) = 4 e´ um isomorfismo de posets.
Apresentaremos agora famı´lias de posets que se destacam no contexto de co´digos corretores
de erros.
Exemplo 17. (Cadeia e Anticadeia) Os posets cadeia denotados por C e anticadeia denotados
por A, possuem diagrama de Hasse
u1
u2
..
.
u(m− 1)
um
e u
1
u
2
· · · u
(m− 1)
u
m
respectivamente.
Exemplo 18. (Niederreiter-Rosembloom-Tsfasman NRT ) O poset NRT e´ obtido atrave´s da
unia˜o finita e disjunta de cadeias de mesmo comprimento. Se Ci sa˜o cadeias de comprimento
m em {i, n+ i, 2n+ i, · · · , (m− 1)n+ i} para todo i ∈ {1, · · · , n}, enta˜o o poset NRT obtido
pela unia˜o dessas cadeias e´ um poset sobre [mn] dado pelo seguinte diagrama de Hasse:
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u1
un+ 1
..
.
u(m− 2)n+ 1
u(m− 1)n+ 1
u2
un+ 2
..
.
u(m− 2)n+ 2
u(m− 1)n+ 2
. . .
un− 1
u2n− 1
..
.
u(m− 1)n− 1
um− 1
un
u2n
..
.
u(m− 1)n
umn
Exemplo 19. (Coroa) Seja CR o poset em [2m] definido da seguinte maneira: 1 4 m + 1,
1 4 2m, i 4 m + i e i 4 m + i− 1 para todo i ∈ {2, 3, · · · ,m}. Tal poset e´ chamado de coroa
e possui o seguinte diagrama de Hasse:
u
1
u
2
u
3
@
@
@
@
@
@
u(m+ 1)
@
@
@
@
@
@
u(m+ 2)
@
@
u(m+ 3)
. . .
@
@u
(m− 1)
u(2m− 1)
@
@
@
@
@
@u
m
u2m
    
    
    
    
    
    
    
 
Exemplo 20. (Hiera´rquico) Para todo i ∈ {1, · · · , t}, seja Ai um poset anticadeia tal que
|Ai| = mi e Γ1Ai = {m0 + m1 + · · · + mi−1 + 1, · · · ,m1 + · · · + mi}. O poset H com estrutura
de n´ıvel (m1, · · · ,mt) definido por
H = A1 ⊕A2 ⊕ · · · ⊕ At,
e´ chamado de poset hiera´rquico. O poset do Exemplo 9 e´ um poset hiera´rquico com rotulamento
natural e estrutura de n´ıvel (3, 2).
Note que as classes de posets apresentadas nos exemplos anteriores na˜o sa˜o disjuntas. A
classe de posets hiera´rquicos se destaca, pois conte´m as classes de posets cadeia e anticadeia,
ale´m disso, se intercepta com as classes dos poset coroa e NRT .
Definic¸a˜o 21. Sejam P e Q dois posets em [m]. Uma bijec¸a˜o f : P → Q e´ dita um anti-
isomorfismo se
i 4P j ⇐⇒ f(j) 4Q f(i).
para todo i, j ∈ P .
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Definic¸a˜o 22. Sendo P um poset em [m], o poset P em [m] com ordem parcial dada por
i 4P j ⇐⇒ j 4P i,
sera´ chamado de poset dual de P .
A ordem parcial em [m] definida por P e´ a u´nica que faz com que a aplicac¸a˜o identidade
id : P → P seja um anti-isomorfismo, portanto Γ1
P
coincide com os elementos maximais de P ,
ou seja, Max(P ) = Min(P ).
1.2 Espac¸os com Me´tricas Poset-Block
Sendo Fq um corpo finito com q elementos, denote por Fnq o espac¸o vetorial das n-uplas sobre Fq.
Construiremos uma famı´lia de me´tricas sobre Fnq que posteriormente sera˜o utilizadas no contexto
de teoria de co´digos. A me´trica mais importante nesse contexto em termos de aplicac¸o˜es
pra´ticas e´ a de Hamming, definida em [5], tal me´trica e´ utilizada geralmente em co´digos e
espac¸os vetoriais sobre o corpo com dois elementos F2. A me´trica de Lee ([27] e [13]), definida
na de´cada de 50, tambe´m e´ uma me´trica que desperta interesse em teoria de co´digos, pore´m
na˜o a trataremos aqui, pois veremos que uma me´trica poset-block, objeto principal de estudo
desse trabalho, coincide com a me´trica de Lee apenas em algumas situac¸o˜es cla´ssicas (Hamming
bina´rio e terna´rio).
Sejam n e m dois inteiros positivos tais que m 6 n. Se P e´ um poset em [m] e pi : [m]→ N∗
e´ uma aplicac¸a˜o tal que
∑m
i=1 pi(i) = n, diremos que o par (P, pi) e´ um poset-block em [m].
Denote ki = pi(i), enta˜o
V , Fk1q × Fk2q × · · · × Fkmq
e´ um Fq-espac¸o vetorial isomorfo a Fnq . Portanto, dado u ∈ Fnq , existe uma u´nica decomposic¸a˜o
u = (u1, · · · , um) de maneira que ui ∈ Fkiq para todo i ∈ [m], em virtude disso, chamaremos
o conjunto [m] de pi-coordenadas de Fnq e a aplicac¸a˜o pi de dimensionamento do poset P (pois
associa uma dimensa˜o ki a cada elemento i ∈ P ).
Definic¸a˜o 23. Dado u ∈ Fnq , o pi-suporte de u e´ o conjunto das pi-coordenadas de Fnq para as
quais ui ∈ Fkiq e´ na˜o nulo, ou seja,
supppi(u) , {i ∈ [m] : ui 6= 0 ∈ Fkiq }.
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Quando ki = 1 para todo i ∈ {1, · · · ,m}, o pi-suporte de u sera´ denotado por supp(u) e chamado
de suporte de u.
Definic¸a˜o 24. O (P, pi)-peso de um elemento u ∈ Fnq e´ a cardinalidade do ideal de P gerado
pelo pi-suporte de u, ou seja,
w(P,pi)(u) , |〈supppi(u)〉P |.
Sejam u e v elementos de Fnq . A (P, pi)-distaˆncia entre u e v e´ definida por
d(P,pi)(u, v) , w(P,pi)(u− v).
Teorema 25. (Me´tricas poset-block,[1]) Se (P, pi) e´ um poset-block em [m] sobre Fnq , enta˜o a
(P, pi)-distaˆncia e´ uma me´trica em Fnq .
Demonstrac¸a˜o. E´ claro que a (P, pi)-distaˆncia e´ positiva e d(P,pi)(u, v) = 0 se, e somente se, u = v
para todo u, v ∈ Fnq . A propriedade de simetria tambe´m e´ evidente do fato de supppi(u− v) =
supppi(v − u) para todo u, v ∈ Fnq . Basta enta˜o mostrar que d(P,pi) satisfaz a desigualdade
triangular. Dados u, v, w ∈ Fnq , temos que
d(P,pi)(u, v) = w(P,pi)(u− v) = w(P,pi)(u− w + w − v).
Tomando x = u− w e y = w − v, para concluirmos a prova resta verificar que w(P,pi)(x+ y) 6
w(P,pi)(x) + w(P,pi)(y). Para tanto, note que supppi(x+ y) ⊂ supppi(x) ∪ supppi(y), portanto
w(P,pi)(x+ y) = |〈supppi(x+ y)〉P | 6 |〈supppi(x) ∪ supppi(y)〉P |.
Pela Proposic¸a˜o 5 e como |〈supppi(x)∪ supppi(y)〉P | 6 |〈supppi(x)〉P |+ |〈supppi(y)〉P |, segue que
|〈supppi(x) ∪ supppi(y)〉P | = |〈supppi(x)〉P ∪ 〈supppi(y)〉P |
6 |〈supppi(x)〉P |+ |〈supppi(y)〉P |
= w(P,pi)(x) + w(P,pi)(y).
Portanto d(P,pi)(u, v) 6 w(P,pi)(x) + w(P,pi)(y) = d(P,pi)(u,w) + d(P,pi)(w, v).
Chamaremos a me´trica d(P,pi) em Fnq de me´trica poset-block ou (P, pi)-me´trica, o par ordenado
(Fnq , d(P,pi)) sera´ chamado de espac¸o poset-block ou (P, pi)-espac¸o.
Definic¸a˜o 26. Seja (P, pi) um poset-block em [m], a estrutura (P , pi) e´ dita poset-block dual de
(P, pi) se P for o poset dual de P .
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Observac¸a˜o 2. Se (P, pi) e´ um poset-block, com um abuso de notac¸a˜o, identificaremos os ele-
mentos do poset P como sendo elementos do poset-block (P, pi), isto e´, i ∈ P se, e somente se,
i ∈ (P, pi).
Definic¸a˜o 27. Uma aplicac¸a˜o f : (P, pi) → (P1, pi1) e´ um homomorfismo de poset-block se f
for um homomorfismo de ordem entre os posets P e P1, e pi1(f(j)) = pi(j) para todo j ∈ P .
Definic¸a˜o 28. Se f : (P, pi) → (P1, pi1) e´ um homomorfismo bijetor de poset-block, enta˜o f
sera´ dito um isomorfismo de poset-block se f−1 for um homomorfismo de poset-block, neste
caso, diremos que (P, pi) e (P1, pi1) sa˜o isomorfos.
Pela Definic¸a˜o 28, se P e P1 forem isomorfos e pi1(f(j)) = pi(j), enta˜o (P, pi) e (P1, pi1) sa˜o
isomorfos enquanto poset-block.
Definic¸a˜o 29. Sejam (P, pi) e (P1, pi1) dois poset-block. Diremos que uma aplicac¸a˜o f :
(Fnq , d(P,pi))→ (Fnq , d(P1,pi1)) e´ uma isometria, se para todo u, v ∈ Fnq ,
d(P,pi)(u, v) = d(P1,pi1)(f(u), f(v)).
Neste caso, diremos que o (P, pi)-espac¸o e o (P1, pi1)-espac¸o sa˜o isome´tricos.
Definic¸a˜o 30. Se (P, pi) e´ um poset-block com t n´ıveis, para todo i ∈ {1, · · · , t}, defina
bi ,
∑
j∈ΓiP
kj,
como sendo a soma da dimensa˜o associada por pi dos elementos do i-e´simo n´ıvel de P , que
chamaremos de dimensa˜o do i-e´simo n´ıvel de P .
Se (P, pi) e´ um poset-block em [m] sobre Fnq tal que (m1, · · · ,mt) e´ a estrutura de n´ıvel de
P , enta˜o n = b1 + · · · + bt e m = m1 + · · · + mt. Dado i ∈ {0, 1, · · · , t}, no decorrer desse
trabalho usaremos as seguintes notac¸o˜es:
• b0 = 0, m0 = 0 e k0 = 0;
• b̂i = n− (b0 + b1 + · · ·+ bi);
• m̂i = m− (m0 +m1 + · · ·+mi) e
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• Se i 6= 0, ri = m0 +m1 + · · ·+mi−1;
De maneira semelhante ao efetuado nos posets, mostraremos que, a menos de isomorfismo de
poset-block, podemos admitir que o poset associado ao poset-block esta´ rotulado naturalmente.
Teorema 31. Se (P, pi) e´ um poset-block com estrutura de n´ıvel (m1, · · · ,mt), enta˜o existe um
poset-block (P1, pi1) em [m] isomorfo a (P, pi) tal que P1 possui rotulamento natural.
Demonstrac¸a˜o. Pelo Teorema 15, existe um poset P1 com rotulamento natural e um isomorfismo
g : P → P1. Se pi1 e´ a aplicac¸a˜o de dimensionamento do poset P1 definida por pi1(j) = pi(g−1(j))
para todo j ∈ [m], ou seja, pi1(g(j)) = pi(j), enta˜o f : (P, pi)→ (P1, pi1) definida por f(j) = g(j)
e´ por construc¸a˜o um isomorfismo de poset-block.
Corola´rio 32. Se (Fnq , d(P,pi)) e´ um (P, pi)-espac¸o, enta˜o existe um (P1, pi1)-espac¸o (Fnq , d(P1,pi1))
isome´trico ao (P, pi)-espac¸o (Fnq , d(P,pi)) tal que o poset P1 seja rotulado naturalmente.
Demonstrac¸a˜o. Pelo Teorema 31, existe um poset-block (P1, pi1) e um isomorfismo σ : (P, pi)→
(P1, pi1) onde P1 e´ um poset rotulado naturalmente. Denote pi1(j) = k
′
j e pi(j) = kj, enta˜o o
mapa
g : (Fk1q × · · · × Fkmq , d(P,pi)) −→ (Fk
′
1
q × · · · × Fk′mq , d(P1,pi1))
(v1, · · · , vm) 7−→ (vσ(1), · · · , vσ(m))
e´, por construc¸a˜o, uma isometria linear.
Pelo Corola´rio 32, segue que do ponto de vista me´trico, o (P, pi)-espac¸o e o (P1, pi1)-espac¸o
sa˜o essencialmente equivalentes. Ale´m disso, se (P, pi) e´ um poset-block tal que P e´ um poset
com altura t rotulado naturalmente, enta˜o todo elemento u de Fnq pode ser descrito da seguinte
forma:
u =
h(P )∑
i=1
mi∑
j=1
k(ri+j)∑
l=1
ulri+jes(i,j,l),
onde ulri+j ∈ Fq sa˜o escalares, (m1, · · · ,mt) e´ a estrutura de n´ıvel de P e{
es(i,j,l) :, 1 6 i 6 h(P ), 1 6 j 6 mi, 1 6 l 6 k(ri+j)
}
e´ a base canoˆnica de Fnq definida de forma que s(i, j, l) = l +
∑ri+j−1
t=0 kt.
Observac¸a˜o 3. Por questa˜o de convenieˆncia, identificaremos as propriedades do poset como
sendo tambe´m propriedades do poset-block, por exemplo, se P e´ hiera´rquico, diremos que o
poset-block (P, pi) e´ hiera´rquico.
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Se (P, pi) e´ um poset-block com estrutura de n´ıvel (m1, · · · ,mt), defina por
V , Fb1q × · · · × Fbtq
o espac¸o vetorial sobre Fq isomorfo a Fnq . Dado u ∈ Fnq , existe uma u´nica decomposic¸a˜o de u da
forma u = (u1, · · · , ut) onde ui ∈ Fbiq , ale´m disso, se (P, pi) esta´ rotulado naturalmente, enta˜o
ui = (uri+1, · · · , uri+mi) e´ tal que uri+j ∈ F
k(ri+j)
q . Eventualmente usaremos a seguinte notac¸a˜o:
u˜i+1 = (ui+1, · · · , ut) ∈ Fb̂iq .
Mostraremos agora o qua˜o abrangente sa˜o as estruturas de poset-block que definimos. Seja
(P, pi) um poset-block em [m], enta˜o:
• Se a estrutura de blocos e´ trivial, ou seja, pi(j) = 1 para todo j ∈ [m]. Dados u, v ∈ Fnq
segue que
d(P,pi)(u, v) = |〈supppi(u− v)〉P | = |〈supp(u− v)〉P | = dP (u, v),
ou seja, a me´trica poset-block d(P,pi) coincide, neste caso, com a me´trica poset dP definida
em [2];
• Se (P, pi) e´ um poset-block em [m] tal que P = A, ou seja, P e´ anticadeia. Para todo
u, v ∈ Fnq
d(P,pi)(u, v) = |〈supppi(u− v)〉P | = |supppi(u− v)| = dpi(u, v),
portanto, neste caso, a me´trica poset-block d(P,pi) coincide com a me´trica de bloco dpi
definida em [4], tambe´m conhecida como pi-distaˆncia.
• Se (P, pi) e´ um poset-block tal que P = A e a estrutura de blocos e´ trivial, segue que
d(P,pi)(u, v) = |〈supppi(u− v)〉P | = |supppi(u− v)| = |supp(u− v)| = dH(u, v),
ou seja, a (P, pi)-me´trica d(P,pi) coincide com a me´trica de Hamming dH .
Portanto, a famı´lia das me´tricas poset-block conte´m ambas as famı´lias das me´tricas poset e
das me´tricas de bloco, e consequentemente conte´m a me´trica de Hamming. Seja p um nu´mero
primo, dados u, v ∈ Fnp , a me´trica de Lee em Fnp e´ definida por
dL(u, v) ,
n∑
i=1
|ui − vi|L
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para todo u, v ∈ Fnp onde
|ui − vi|L , min{|ui − vi|, p− |ui − vi|}
e |.| denota o valor absoluto usual em R. E´ claro que se p ∈ {2, 3}, dL = dH . A proposic¸a˜o a
seguir mostra que exceto nos casos onde a me´trica de Lee coincide com a me´trica de Hamming,
na˜o existe um poset-block (P, pi) tal que dL = d(P,pi).
Proposic¸a˜o 33. Seja p um nu´mero primo maior que 3, enta˜o na˜o existe uma (P, pi)-me´trica
que coincida com a me´trica de Lee em Fnp .
Demonstrac¸a˜o. Seja (P, pi) um poset-block em [m], podemos supor sem perca de generalidade
que (P, pi) esta´ rotulado naturalmente. Tome u ∈ Fnp tal que
u =
h(P )∑
i=1
mi∑
j=1
⌊p
2
⌋
es(i,j,1),
onde bxc denota a parte inteira do nu´mero real x, logo d(P,pi)(y, 0) = m e dL(y, 0) = m
⌊
p
2
⌋
, ou
seja, d(P,pi) 6= dL.
Assim como em todo espac¸o me´trico, podemos definir em (Fnq , d(P,pi)) os conceitos de bolas,
esferas e raio de empacotamento. Seja v ∈ Fnq e r um inteiro na˜o negativo. A (P, pi)-bola com
centro em v e raio r e´ o conjunto
B(P,pi)(v, r) = {u ∈ Fnq : d(P,pi)(u, v) 6 r}
de todos os vetores em Fnq que distam no ma´ximo r (com a (P, pi)-me´trica) de v. A (P, pi)-esfera
com centro em v e raio r e´ o conjunto
S(P,pi)(v, r) = {u ∈ Fnq : d(P,pi)(u, v) = r}
dos vetores em Fnq com (P, pi)-distaˆncia a v igual a r.
Denote por
Θj(i) , {I ⊂ P : I e´ ideal , |I| = i, |Max(I)| = j}
o conjunto dos ideais de P com cardinalidade i e j elementos maximais, onde Max(I) e´ o
conjunto dos elementos maximais do ideal I.
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Teorema 34. Sejam u ∈ Fnq e i um inteiro na˜o negativo, enta˜o
|S(P,pi)(u, i)| =
i∑
j=1
∑
I∈Θj(i)
∏
m∈Max(I)
(qkm − 1)
∏
m∈I\Max(I)
qkm
se i > 0 e |S(P,pi)(u, i)| = 1 se i = 0.
Demonstrac¸a˜o. Como d(P,pi)(u, v) = w(P,pi)(u − v) = d(P,pi)(0, u − v) para todo v ∈ Fnq , a car-
dinalidade de uma (P, pi)-esfera independe de seu centro, encontraremos enta˜o a cardinalidade
de uma (P, pi)-esfera centrada na origem. Se i = 0, enta˜o S(P,pi)(0, 0) conte´m apenas o vetor
nulo, logo |S(P,pi)(0, 0)| = 1. Suponha que i > 1, se u ∈ S(P,pi)(0, i), enta˜o w(P,pi)(u) = i, ou seja,
o ideal gerado pelo pi-suporte de u possui i elementos. Portanto, sendo I um ideal de P tal
que |I| = i, devemos encontrar quantos vetores v ∈ Fnq satisfazem 〈supppi(v)〉P = I. Suponha
que |Max(I)| = j, note que 1 6 j 6 i. Como v = (v1, · · · , vm), se vs e´ tal que s ∈ Max(I),
segue que vs na˜o pode ser nulo, logo existem q
ks − 1 possibilidades para vs, e portanto existem∏
m∈Max(I)(q
km−1) poss´ıveis escolhas para os vetores das pi-coordenadas de Fnq pertencentes aos
elementos maximais de I. Para os vetores das pi-coordenadas de Fnq pertencentes ao conjunto
I\Max(I), uma vez que na˜o ha´ restric¸o˜es para tais vetores, temos ∏m∈I\Max(I) qkm maneiras
de constru´ı-los. Como os vetores das pi-coordenadas de Fnq pertencentes ao conjunto [m]\I sa˜o
nulos e [m] = Max(I) unionsq I\Max(I) unionsq [m]\I, enta˜o existem∏
m∈Max(I)
(qkm − 1)
∏
m∈I\Max(I)
qkm
vetores em Fnq cujo ideal gerado por seu pi-suporte e´ igual ao ideal I. Como I e´ um ideal
qualquer com j elementos maximais, segue que existem∑
I∈Θj(i)
∏
m∈Max(I)
(qkm − 1)
∏
m∈I\Max(I)
qkm
vetores com peso i e j elementos maximais em seu pi-suporte. Como 1 6 j 6 i, segue que
|S(P,pi)(0, i)| =
i∑
j=1
∑
I∈Θj(i)
∏
m∈Max(I)
(qkm − 1)
∏
m∈I\Max(I)
qkm .
Corola´rio 35. Sejam u ∈ Fnq e r um inteiro na˜o negativo, enta˜o
|B(P,pi)(u, r)| = 1 +
r∑
i=1
i∑
j=1
∑
I∈Θj(i)
∏
m∈Max(I)
(qkm − 1)
∏
m∈I\Max(I)
qkm
se r > 0 e |B(P,pi)(u, r)| = 1 se r = 0.
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Demonstrac¸a˜o. Segue imediatamente do fato que
B(P,pi)(u, r) =
r⊔
i=0
S(P,pi)(0, i)
sendo a unia˜o disjunta.
A partir da cardinalidade da (P, pi)-bola e´ pode-se mostrar que o nu´mero de vetores em
(Fnq , dH), (Fnq , dP ) e (Fnq , dpi) cuja distaˆncia a um vetor fixo u ∈ Fnq e´ no ma´ximo r > 0, respec-
tivamente, e´ dado por
|BH(u, r)| =
r∑
i=0
(
n
i
)
(q − 1)i,
|BP (u, r)| = 1 +
r∑
i=1
i∑
j=1
(q − 1)jqi−jΘj(i)
e
|Bpi(u, r)| = 1 +
r∑
i=1
∑
J⊂[n]
|J|=i
∏
m∈J
(qkm − 1).
Ale´m disso,
BP (u, r) ⊂ BH(u, r) ⊂ Bpi(u, r) (1.1)
para todo u ∈ Fnq .
Definic¸a˜o 36. Sendo d uma me´trica em Fnq , se U e´ um subespac¸o vetorial de Fnq , o raio de
empacotamento de U e´ o maior nu´mero real Rd(U) tal que as bolas de raio Rd(U) e centro nos
elementos de U sa˜o disjuntas, ou seja,
Rd(U) = max{r ∈ N : Bd(v, r) ∩Bd(w, r) = ∅,∀v, w ∈ U, v 6= w}.
Pelas incluso˜es (1.1) segue que
Rdpi(U) 6 RdH (U) 6 RdP (U). (1.2)
Veremos no pro´ximo cap´ıtulo que e´ de suma importaˆncia em teoria de co´digos encontrar o
raio de empacotamento dos subespac¸os de Fnq , pois ale´m de determinar a capacidade ma´xima
de correc¸a˜o de erros, tambe´m permite descrever uma importante classe de co´digos lineares,
os chamados co´digos perfeitos, pore´m em geral, encontrar o raio de empacotamento de um
subespac¸o e´ uma tarefa complexa, e apenas algumas soluc¸o˜es para famı´lias particulares de
me´tricas poset-block sa˜o conhecidas.
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Cap´ıtulo 2
Co´digos Lineares em Me´tricas
Poset-Block
O principal objetivo deste cap´ıtulo e´ apresentar algumas definic¸o˜es ba´sicas de co´digos corretores
de erros em espac¸os poset-block e introduzir as identidades de MacWilliams. Embora hajam
poucos textos sobre co´digos lineares em me´tricas poset-block, grande parte dos resultados desse
cap´ıtulo sa˜o generalizac¸o˜es naturais para as me´tricas poset-block das definic¸o˜es encontradas em
[28], [18], [7] e [6]. Os demais resultados foram obtidos atrave´s do estudo de artigos que sera˜o
citados no decorrer do cap´ıtulo.
2.1 Co´digos Lineares
Seja A um conjunto finito, que chamaremos de alfabeto. Um co´digo corretor de erros, ou
simplesmente um co´digo, e´ um subconjunto das palavras de comprimento n desse alfabeto,
ou seja, e´ um subconjunto de An para algum nu´mero natural n, os elementos do co´digo sa˜o
chamados de palavras-co´digo. Em teoria de co´digos, do ponto de vista de implementac¸a˜o, e´
prefer´ıvel trabalhar com co´digos que possuem uma boa estrutura alge´brica, por esse motivo, a
classe de co´digos mais utilizada na pra´tica e´ a dos co´digos lineares, na qual o alfabeto utilizado
e´ um corpo finito e o co´digo possui uma estrutura de espac¸o vetorial.
Definic¸a˜o 37. Seja Fnq o espac¸o vetorial das n-uplas sobre Fq, C sera´ dito um co´digo linear
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se C for um subespac¸o vetorial de Fnq .
A estrutura de espac¸o vetorial na˜o e´ uma estrutura suficiente para se mensurar ou corrigir
erros, portanto a fim de desenvolvermos a teria de co´digos, devemos estabelecer uma maneira
de medir o qua˜o distante um elemento esta´ de um outro, ou seja, precisamos introduzir em
Fnq uma me´trica. Neste trabalho, desenvolveremos a teoria dos co´digos lineares com base nas
(P, pi)-me´tricas definidas no Cap´ıtulo 1, que ja´ sabemos ser uma famı´lia de me´tricas contendo
as me´tricas de bloco, as me´tricas poset e a cla´ssica me´trica de Hamming. Se Fnq esta´ munido
com uma (P, pi)-me´trica, diremos que C e´ um (P, pi)-co´digo linear, eventualmente, usaremos a
notac¸a˜o cla´ssica e diremos que C e´ um co´digo.
Definic¸a˜o 38. (Distaˆncia Mı´nima) Sendo C um (P, pi)-co´digo linear, definimos a distaˆncia
mı´nima de C como o menor (P, pi)-peso das palavras-co´digo na˜o nulas de C , ou seja,
δ(P,pi) , min{w(P,pi)(v) : v ∈ C e v 6= 0 ∈ Fnq }.
Se C e´ um (P, pi)-co´digo linear em Fnq de dimensa˜o k e distaˆncia mı´nima δ(P,pi), denotaremos
seus paraˆmetros por [n, k, δ(P,pi)]q. Sendo H um poset hiera´rquico, veremos que a distaˆncia
mı´nima de um (H, pi)-co´digo linear determina seu raio de empacotamento, e portanto determina
a quantidade ma´xima de erros que o vetor recebido pode conter e ainda ser corretamente
decodificado.
Exemplo 39. Seja H um poset hiera´rquico em [3] = {1, 2, 3} com relac¸a˜o de ordem parcial:
1 4H 2 e 1 4H 3. Defina pi : [3]→ N pondo pi(1) = 1, pi(2) = 1 e pi(3) = 2. Logo, o co´digo
C1 = {(0, 0, 0, 0), (0, 0, 1, 0)}
e´ um (H, pi)-co´digo linear com paraˆmetros [4, 1, 2]2.
Se C e´ um (P, pi)-co´digo linear e bαc denota a parte inteira do nu´mero real α, de uma
maneira geral, podemos estabelecer limitantes para o raio de empacotamento desse co´digo, ou
seja, ⌊
δ(P,pi) − 1
2
⌋
6 Rd(P,pi)(C ) 6 δ(P,pi) − 1.
Pela definic¸a˜o da distaˆncia mı´nima de C , e´ claro que Rd(P,pi)(C ) 6 δ(P,pi)− 1. Seja t = b(δ(P,pi)−
1)/2c, dados u, v ∈ C distintos, para provarmos que ⌊(δ(P,pi) − 1)/2⌋ 6 Rd(P,pi)(C ), basta mostrar
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que B(P,pi)(u, t) e B(P,pi)(v, t) sa˜o disjuntas. Suponha que w pertenc¸a a intersec¸a˜o dessas, pela
desigualdade triangular,
d(P,pi)(u, v) 6 d(P,pi)(u,w) + d(P,pi)(w, v) 6 2t 6 d− 1,
um absurdo, pois por definic¸a˜o d 6 d(P,pi)(u, v).
Mostraremos que os limitantes obtidos para o raio de empacotamento sa˜o atingidos em certas
classes de me´tricas poset-block, e portanto sa˜o os melhores limitantes quando na˜o explicitamos o
poset-block adotado. Em [21] e [3], foram encontrados os raios de empacotamento para me´tricas
poset-block com P sendo um poset cadeia e para me´tricas poset hiera´rquicas, respectivamente.
No teorema abaixo, estenderemos ambos os resultados encontrando o raio de empacotamento
para co´digos em me´tricas poset-block hiera´rquicas.
Teorema 40. Se (H, pi) e´ um poset-block hiera´rquico em [m] possuindo estrutura de n´ıvel
(m1, · · · ,mt) e C e´ um (H, pi)-co´digo linear com paraˆmetros [n, k, δ(H,pi)], sendo c uma palavra
tal que w(H,pi)(c) = δ(H,pi) e Max(〈supppi(c)〉H) ⊂ ΓjH, enta˜o
R = Rd(H,pi)(C ) = rj +
⌊
δ(H,pi) − rj − 1
2
⌋
,
e´ o raio de empacotamento de C .
Demonstrac¸a˜o. Dados u, v ∈ C distintos, como C e´ linear e a me´trica d(H,pi) e´ invariante
por translac¸o˜es, provar que Bd(H,pi)(u,R) ∩ Bd(H,pi)(v,R) = ∅, e´ equivalente a mostrar que
Bd(H,pi)(0, R) ∩ Bd(H,pi)(u,R) = ∅ para todo u ∈ C na˜o nulo. Suponha que z ∈ Bd(H,pi)(0, R) ∩
Bd(H,pi)(u,R) para algum u ∈ C , suponha ainda que Max(〈supppi(u)〉H) ⊂ ΓsH, e´ claro que
s > j, pois u ∈ C e w(H,pi)(u) > w(H,pi)(c).
Note que Max(〈supppi(z)〉H) ⊂ ΓlH onde l = s, de fato, se l < s, como |Max(〈supppi(c)〉H)| =
δ(H,pi) − rj e δ(H,pi) = w(H,pi)(c), enta˜o w(H,pi)(z − u) = w(H,pi)(u) > δ(H,pi) > R, ou seja, z 6∈
Bd(H,pi)(u,R), o que e´ um absurdo. Se l > s, enta˜o w(H,pi)(z − u) = w(P,pi)(z) > rj+1 > R pois
rj+1 = rj + mj e mj > b(δ(H,pi) − rj − 1)/2c, logo z 6∈ Bd(H,pi)(0, R), novamente um absurdo.
Portanto Max(〈supppi(z)〉H) ⊂ ΓsH.
Se s > j, como Max(〈supppi(z)〉H) ⊂ ΓsH, enta˜o w(H,pi)(z) > R, um absurdo pois z ∈
Bd(H,pi)(0, R). Portanto s = j, ou seja, Max(〈supppi(u)〉H) ⊂ ΓjH e Max(〈supppi(z)〉H) ⊂ ΓjH.
Se |Max(〈supppi(z)〉H)| > b(δ(H,pi)−rj−1)/2c, enta˜o w(H,pi)(z) > R, ou seja, z 6∈ Bd(H,pi)(0, R).
Suponha enta˜o que |Max(〈supppi(z)〉H)| 6 b(δ(H,pi) − rj − 1)/2c < (δ(H,pi) − rj)/2, logo z ∈
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Bd(H,pi)(0, R) pore´m, como |Max(〈supppi(u)〉H)| > δ(H,pi) − rj = |Max(〈supppi(c)〉H)| e ambos
Max(〈supppi(z)〉H) e Max(〈supppi(u)〉H) pertencem ao mesmo n´ıvel de H, segue que
d(H,pi)(u, z) = w(H,pi)(u− z) = rj + |Max(〈supppi(u− z)〉H)|
> rj +
δ(H,pi) − rj
2
> rj +
⌊
δ(H,pi) − rj − 1
2
⌋
.
Note que w(H,pi)(u) 6= w(H,pi)(z), pois caso contra´rio u ∈ Bd(H,pi)(0, R), o que e´ um absurdo.
Portanto z 6∈ Bd(H,pi)(u,R).
Mostraremos agora que existe u ∈ C tal que Bd(H,pi)(0, R+1)∩Bd(H,pi)(u,R+1) 6= ∅, de fato,
tome u = c, sabemos que δ(H,pi) − rj = |Max(〈supppi(c)〉H)| = 2l + ε para algum l ∈ N tal que
ε ∈ {0, 1}, enta˜o l + ε = b(δ(H,pi) − rj − 1)/2c+ 1. Note que c possui exatamente 2l + ε blocos
na˜o nulos associados aos elementos maximais de 〈supppi(c)〉H, suponha que as pi-coordenadas
desses blocos sejam os elementos do conjunto I unionsq J unionsq {lε} de maneira que
I = {i1, · · · , il}, J = {j1, · · · , jl}
e {lε} = ∅ se ε = 0. Seja x = (x1, · · · , xm) o vetor definido por
xi =
{
ci se i ∈ J
0 se i /∈ J
onde xi ∈ Fkiq e c = (c1, · · · , cm). Temos enta˜o que
d(x, c) = rj + |I ∪ {lε}| = rj + l + ε
e
d(x, 0) = rj + |J | = rj + l.
Donde segue que x ∈ Bd(H,pi)(0, rj + l+ ε)∩Bd(H,pi)(c, rj + l+ ε), ou seja, x ∈ Bd(H,pi)(0, R+ 1)∩
Bd(H,pi)(c, R+1), e portanto R = b(δ(H,pi)−rj−1)/2c e´ o raio de empacotamento do (P, pi)-co´digo
linear C .
Corola´rio 41. Seja (A, pi) uma estrutura de poset-block anticadeia. Se C e´ um co´digo em Fnq
com paraˆmetros [n, k, δ(A,pi)]q, enta˜o
Rd(A,pi)(C ) =
⌊
δ(A,pi) − 1
2
⌋
.
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Se tomarmos no Corola´rio 41 a aplicac¸a˜o de dimensionamento trivial, obtemos o raio de
empacotamento para os espac¸os de Hamming: RdH (C ) = b(δ − 1)/2c.
Corola´rio 42. ([21]) Seja (P, pi) um poset-block tal que P = C, ou seja, P e´ um poset cadeia.
Se C e´ um co´digo com paraˆmetros [n, k, δ(C,pi)]q, enta˜o
Rd(C,pi)(C ) = δ(C,pi) − 1.
Definic¸a˜o 43. (Co´digos Perfeitos) Seja C um (P, pi)-co´digo linear em Fnq , diremos que C e´
um co´digo perfeito se
Fnq =
⋃
v∈C
B(P,pi)(v,Rd(P,pi)(C )),
ou seja, se for poss´ıvel cobrir o (P, pi)-espac¸o com bolas disjuntas e de mesmo raio centradas
nos elementos do co´digo.
A distaˆncia mı´nima de um (P, pi)-co´digo linear pode ser vista como uma medida de qualidade
desse co´digo, desta forma podemos definir o seguinte problema cla´ssico da teoria de co´digos:
Problema 44. Se (P, pi) e´ uma estrutura de poset-block, para um dado comprimento e um
nu´mero de palavras-co´digos fixo, um problema fundamental e´ construir um (P, pi)-co´digo com
esses paraˆmetros possuindo a maior distaˆncia mı´nima poss´ıvel, de outro modo, dado n e δ(P,pi),
o problema agora se torna encontrar um co´digo no (P, pi)-espac¸o de comprimento n e distaˆncia
mı´nima δ(P,pi) possuindo a maior quantidade de palavras-co´digo poss´ıvel.
Se C e´ um (P, pi)-co´digo linear de dimensa˜o k em Fnq , como a cardinalidade das bolas sa˜o
invariantes por translac¸a˜o no (P, pi)-espac¸o, e como as bolas de raio Rd(P,pi)(C ) centradas em
palavras-co´digos sa˜o duas a duas disjuntas, enta˜o
|C | = qk 6 q
n
1 +
∑Rd(P,pi) (C )
i=1
∑i
j=1
∑
I∈Θj(i)
∏
m∈Max(I)(q
km − 1)∏m∈I\Max(I) qkm . (2.1)
O limitante para o nu´mero de palavras-co´digo (2.1) e´ chamado de limitante do empacotamento
de esferas, quando a me´trica poset-block coincide com a me´trica de Hamming, e´ chamado de
limitante de Hamming. Considere a seguinte func¸a˜o:
A(n, δ(P,pi)) = max{qk : existe um (P, pi)-co´digo linear com paraˆmetros [n, k, δ(P,pi)]q em Fnq }
onde q e´ um nu´mero fixo. Pelo limitante do empacotamento de esferas,
A(n, δ(P,pi)) 6
qn
1 +
∑Rd(P,pi) (C )
i=1
∑i
j=1
∑
I∈Θj(i)
∏
m∈Max(I)(q
km − 1)∏m∈I\Max(I) qkm .
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Definic¸a˜o 45. Um (P, pi)-co´digo linear C com paraˆmetros [n, k, δ(P,pi)]q sera´ chamado de co´digo
o´timo se |C | = A(n, δ(P,pi)).
Pela Definic¸a˜o 45, um (P, pi)-co´digo linear e´ dito perfeito se, e somente se, o limitante do
empacotamento de esferas e´ atingido, o que e´ equivalente a dizer que todo co´digo perfeito e´ um
co´digo o´timo, portanto, os co´digos perfeitos sa˜o soluc¸o˜es para casos particulares do problema
44. Por esse motivo, a busca por co´digos perfeitos e´ um campo de pesquisa de grande interesse
em teoria de co´digos. Em 1973, a classificac¸a˜o dos co´digos lineares perfeitos em espac¸os de
Hamming foi estabelecida, veja [26]. As desigualdades (1.2) implicam que existe uma liberdade
maior para construirmos estruturas de poset-block que tornam um determinado co´digo perfeito,
ou seja, e´ de se esperar que existam mais co´digos perfeitos (com relac¸a˜o as me´tricas poset-block)
ale´m dos ja´ classificados na me´trica de Hamming. Exemplos que justificam essa afirmac¸a˜o, sa˜o
as classificac¸o˜es dos posets que tornam perfeitos o co´digo bina´rio de Golay estendido e o co´digo
bina´rio de Hamming estendido dados em [9] e [8] respectivamente, e a prova da existeˆncia de
determinados co´digos perfeitos em me´tricas de bloco dada em [4].
Dados u, v ∈ Fnq , seja u · v o produto interno usual formal em Fq entre u e v, isto e´,
u · v = u1v1 + · · ·+ unvn
onde u = (u1, · · · , un), v = (v1, · · · , vn) e ui, vi ∈ Fq para todo i ∈ {1, · · · , n}.
Definic¸a˜o 46. Seja C um (P, pi)-co´digo com paraˆmetros [n, k, δ(P,pi)]q. O (P , pi)-co´digo linear
definido por
C ⊥ = {x ∈ Fnq : x · u = 0 ∀ u ∈ C },
e´ chamado de co´digo dual de C .
Para um dado (P, pi)-co´digo linear C , seu co´digo dual e´ claramente um subespac¸o linear
de Fnq . Como a dimensa˜o de C ⊥ independe da me´trica empregada, segue que (C ⊥)⊥ = C
e C ⊥ e´ um subespac¸o (n − k)-dimensional de Fnq assim como no caso cla´ssico da me´trica de
Hamming, portanto C ⊥ e´ um (P , pi)-co´digo linear com paraˆmetros [n, n− k, δ(P ,pi)]q. Note que
em (P, pi)-espac¸os a me´trica em C ⊥ e´ diferente da me´trica em C , tal mudanc¸a e´ motivada
pela definic¸a˜o de co´digo dual em espac¸os posets apresentada em [12], dessa maneira, quando
tomarmos a estrutura de blocos trivial, nossa definic¸a˜o coincidira´ com a efetuada nas me´tricas
poset. A notac¸a˜o C ⊥ e´ uma notac¸a˜o formal para o co´digo dual, na˜o podemos confundi-la
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com o complemento ortogonal de espac¸os vetoriais sobre R, pois no caso de corpos finitos os
subespac¸os C e C ⊥ eventualmente possuem intersecc¸a˜o na˜o trivial, em certas circunstaˆncias,
C = C ⊥, e nesse caso, dizemos que C e´ um co´digo auto-dual.
Exemplo 47. Seja (H, pi) o poset-block do Exemplo 39. O co´digo dual de
C1 = {(0, 0, 0, 0), (0, 0, 1, 0)}
e´ o (H, pi)-co´digo linear com paraˆmetros [4, 3, 1]2 dado por
C ⊥1 = {(0, 0, 0, 0), (1, 0, 0, 0), (0, 1, 0, 0), (0, 0, 0, 1), (1, 1, 0, 0), (0, 1, 0, 1), (1, 0, 0, 1), (1, 1, 0, 1)}.
2.2 Distribuic¸a˜o de Pesos
Sejam Fnq um (P, pi)-espac¸o e C um (P, pi)-co´digo linear, denote por Ai,(P,pi)(C ) o nu´mero de
palavras-co´digo de C com (P, pi)-peso igual a i, ou seja,
Ai,(P,pi)(C ) , |{v ∈ C : w(P,pi)(v) = i}|.
Se (P, pi) e´ um poset block em [m], a distribuic¸a˜o de (P, pi)-pesos de um co´digo (tambe´m
chamada de (P, pi)-espectro do co´digo) e´ a sequeˆncia ordenada finita
Spec(C ) , (A0,(P,pi)(C ), A1,(P,pi)(C ), · · · , Am,(P,pi)(C )).
Na˜o havendo possibilidade de confusa˜o, usaremos uma notac¸a˜o simplificada para os elementos
do (P, pi)-espectro: Ai,(P,pi)(C ) = Ai e Ai,(P ,pi)(C
⊥) = A⊥i . Uma importante linha de pesquisa
em teoria de co´digos e´ voltada para o ca´lculo da distribuic¸a˜o de pesos de co´digos espec´ıficos
ou famı´lias de co´digos. Mesmo que em geral o espectro na˜o determina unicamente um co´digo,
ele e´ um invariante de relevante importaˆncia pois nos da´ informac¸o˜es tanto de natureza pra´tica
quanto teo´rica do co´digo, por exemplo, permite determinar a probabilidade de erro na trans-
missa˜o associada ao co´digo, [18].
Se P e´ um poset em [m] e se C e´ um (P, pi)-co´digo linear com paraˆmetros [n, k, δ(P,pi)]q, e´
claro que A0 + A1 + · · · + Am = qk e A0 = 1, ale´m disso, pela definic¸a˜o de distaˆncia mı´nima
segue que A1 = · · · = Aδ(P,pi)−1 = 0.
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Exemplo 48. Seja (H, pi) o poset-block do Exemplo 39. O co´digo
C2 = {(0, 0, 0, 0), (0, 1, 0, 0)}
e´ um (H, pi)-co´digo linear com paraˆmetros [4, 1, 2]2 e (P, pi)-espectro (1, 0, 1, 0), ou seja, A0 = 1,
A1 = 0, A2 = 1 e A3 = 0. Ale´m disso, como
C ⊥2 = {(0, 0, 0, 0), (1, 0, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1), (1, 0, 1, 0), (1, 0, 0, 1)(0, 0, 1, 1)(1, 0, 1, 1)},
enta˜o A⊥0 = 1, A
⊥
1 = 3, A
⊥
2 = 0 e A
⊥
3 = 4, ou seja, o (P , pi)-espectro de C
⊥
2 e´ dado por
(1, 3, 0, 4).
Uma forma de expressar o (P, pi)-espectro de um co´digo, que proporciona uma forma mais
alge´brica para desenvolvermos nosso objetivo, e´ atrave´s de polinoˆmios, os chamados (P, pi)-
polinoˆmios de distribuic¸a˜o de (P, pi)-pesos de C , ou simplesmente, polinoˆmio enumerador de
C .
Definic¸a˜o 49. Dados P um poset em [m] e um (P, pi)-co´digo linear C , o polinoˆmio enumerador
de C e´ o polinoˆmio
WC ,(P,pi)(x) ,
∑
u∈C
xw(P,pi)(u) =
m∑
i=0
Ai,(P,pi)(C )x
i.
Em espac¸os de Hamming, um dos mais importantes resultados sobre distribuic¸a˜o de pesos e´ o
conjunto de relac¸o˜es estabelecidas entre a distribuic¸a˜o de pesos de um co´digo C e a distribuic¸a˜o
de pesos do seu dual, das quais implica, em particular, que a distribuic¸a˜o de pesos do co´digo C
e´ unicamente determinada pela distribuic¸a˜o de pesos de C ⊥, e vice-versa. Para a demonstrac¸a˜o
dessas relac¸o˜es, necessitamos de ferramentas (polinoˆmios de Krawtchowk e caracteres aditivos
em Fq) que sa˜o apresentadas nos Apeˆndices A e B.
Lema 50. Seja pi uma aplicac¸a˜o de dimensionamento de um poset P em [m] tal que n =∑
j∈[m] kj. Se V e´ um espac¸o vetorial sobre os complexos e {fj : Fkjq → V }j∈[m] e´ uma famı´lia
finita de func¸o˜es, enta˜o ∑
v∈Fnq
m∏
j=1
fj(vj) =
m∏
j=1
 ∑
vj∈F
kj
q
fj(vj)
 .
Demonstrac¸a˜o. Se m = 1, o lema e´ verdadeiro pois nesse caso n = 1. Assuma que o lema seja
verdadeiro para m− 1. Para todo w ∈ Fkmq , defina
Fnq,w , {v ∈ Fnq : w = vm}.
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E´ claro que {Fkmq,w}w∈Fkmq e´ uma partic¸a˜o de Fnq , logo∑
v∈Fnq
m∏
j=1
fj(vj) =
∑
w∈Fkmq
∑
v∈Fnq,w
fm(w)
m−1∏
j=1
fj(vj)
=
∑
w∈Fkmq
∑
(v1,··· ,vm−1)∈Fn−kmq
fm(w)
m−1∏
j=1
fj(vj)
=
∑
w∈Fkmq
fm(w)
∑
(v1,··· ,vm−1)∈Fn−kmq
m−1∏
j=1
fj(vj). (2.2)
Por hipo´tese de induc¸a˜o temos que∑
(v1,··· ,vm−1)∈Fn−kmq
m−1∏
j=1
fj(vj) =
m−1∏
j=1
∑
vj∈F
kj
q
fj(vj). (2.3)
Portanto de (2.2) e (2.3) o resultado segue.
Definic¸a˜o 51. Dado s ∈ N, seja δs : Fsq → {0, 1} a func¸a˜o delta de Kroneker definida por
δs(v) ,
{
1, se v 6= 0 ∈ Fsq
0, se v = 0 ∈ Fsq
.
Faremos agora uma breve descric¸a˜o dos resultados sobre caracteres necessa´rios para o de-
senvolvimento deste trabalho, para uma descric¸a˜o mais detalhada contendo as demonstrac¸o˜es
que aqui forem omitidas, consulte o Apeˆndice A.
Um caracter na˜o trivial χ do grupo aditivo Fq e´ um homomorfismo de Fq no grupo multi-
plicativo dos nu´meros complexos tal que χ(a) 6= 1 para algum a ∈ Fq. Sendo χ um caracter
na˜o trivial de Fq, se C e´ um co´digo linear em Fnq e f e´ uma func¸a˜o complexa tambe´m em Fnq ,
a fo´rmula da soma discreta de Poisson e´ dada por∑
v∈C⊥
f(v) =
1
|C |
∑
u∈C
f̂(u)
onde f̂(u) ,
∑
v∈Fnq χ(u · v)f(v) e´ a transformada de Hadamard de f .
Teorema 52. (Identidades de MacWilliams em espac¸os de Hamming) Seja Fnq um espac¸o de
Hamming, se C e´ um co´digo linear sobre Fq com paraˆmetros [n, k, δ]q, enta˜o
WC⊥(x) =
1
|C |(1 + (q − 1)x)
nWC
(
1− x
1 + (q − 1)x
)
. (2.4)
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Demonstrac¸a˜o. Sejam χ um caracter aditivo na˜o trivial de Fq e f : Fnq → C[x] a func¸a˜o definida
por f(u) = xwH(u), onde wH(u) denota o peso de Hamming do vetor u, isto e´, wH(u) = dH(u, 0).
A transformada de Hadamard de f e´ dada por
f̂(u) =
∑
v∈Fnq
χ(u · v)xwH(v).
Como v = (v1, · · · , vn) e´ tal que vi ∈ Fq para todo i ∈ {1, · · · , n}, enta˜o wH(v) = δ1(v1) + · · ·+
δ1(vn), portanto
f̂(u) =
∑
(v1,··· ,vn)∈Fnq
χ(u1v1 + · · ·+ unvn)xδ1(v1)+···+δ1(vn)
=
∑
(v1,··· ,vn)∈Fnq
n∏
j=1
χ(ujvj)x
δ1(vj).
Sejam fj(v) = χ(ujvj)x
δ1(vj) para todo j ∈ {1, · · · , n} e pi uma aplicac¸a˜o de dimensionamento
trivial em [n], tomando m = n, do Lema 50 segue que
f̂(u) =
n∏
j=1
∑
α∈Fq
χ(ujα)x
δ1(α). (2.5)
Dado u ∈ Fnq ,
• se uj = 0 para algum j ∈ {1, · · · , n}, enta˜o∑
α∈Fq
χ(uj · α)xδ1(α) =
∑
α∈Fq
χ(0)xδ1(α) =
∑
α∈Fq
xδ1(α) = 1 + (q − 1)x. (2.6)
• se uj 6= 0, enta˜o ∑
α∈Fq
χ(ujα)x
δ1(α) = 1 +
∑
α∈Fq\{0}
χ(ujα)x.
Pelo Lema 82,
∑
α∈Fq χ(ujα) = 0, como χ(0) = 1, enta˜o
∑
α∈Fq\{0} χ(ujα) = −1. Logo,
se uj 6= 0, ∑
α∈Fq
χ(ujα)x
δ1(α) = 1− x. (2.7)
Se wH(u) = k, enta˜o existem k coordenadas na˜o nulas de u e portanto n − k nulas, logo de
(2.5), (2.6) e (2.7) segue que
f̂(u) = (1− x)wH(u)(1 + (q − 1)x)n−wH(u).
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Pela fo´rmula da soma discreta de Poisson (Lema 85),
WC⊥(x) =
∑
u∈C⊥
xwH(u) =
1
|C |
∑
u∈C
(1− x)wH(u)(1 + (q − 1)x)n−wH(u) (2.8)
=
1
|C |(1 + (q − 1)x)
n
∑
u∈C
(
1− x
(1 + (q − 1)x)
)wH(u)
=
1
|C |(1 + (q − 1)x)
nWC
(
1− x
(1 + (q − 1)x)
)
.
Como C = (C ⊥)⊥ sa˜o dois (P, pi)-co´digos lineares, a Equac¸a˜o (2.4) e´ sime´trica em relac¸a˜o
ao co´digo e seu dual, ou seja,
WC (x) =
1
|C ⊥|(1 + (q − 1)x)
nWC⊥
(
1− x
1 + (q − 1)x
)
.
Corola´rio 53. (Relac¸a˜o entre Ai e A
⊥
i ) Seja C um co´digo linear sobre Fq com paraˆmetros
[n, k, δ]q, enta˜o para todo i ∈ {1, · · · , n}
A⊥i =
1
|C |
n∑
j=0
AjPi(j : n),
ale´m disso, A⊥0 = A0.
Demonstrac¸a˜o. Sendo γ = q − 1, pela Definic¸a˜o 86 (polinoˆmio de Krawtchouk) encontrada no
Apeˆndice B, segue que
(1− x)wH(u)(1 + γx)n−wH(u) =
n∑
i=0
Pi(wH(u) : n)x
i.
Portanto da Identidade (2.8),
WC⊥(x) =
n∑
i=0
A⊥i x
i =
1
|C |
∑
u∈C
n∑
i=0
Pi(wH(u) : n)x
i
=
n∑
i=0
∑
u∈C
1
|C |Pi(wH(u) : n)x
i. (2.9)
A famı´lia {Bj}j∈{0,··· ,n} definida por Bj = {v ∈ C : wH(v) = j}, determina uma partic¸a˜o do
conjunto C , enta˜o ∑
u∈C
1
|C |Pi(wH(u) : n) =
n∑
j=0
∑
u∈C
wH (u)=j
1
|C |Pi(j : n)
=
n∑
j=0
Aj
|C |Pi(j : n), (2.10)
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ou seja,
n∑
i=0
A⊥i x
i =
n∑
i=0
1
|C |
n∑
j=0
AjPi(j : n)x
i.
Usando definic¸a˜o de igualdade entre polinoˆmios, segue que
A⊥i =
1
|C |
n∑
j=0
AjPi(j : n).
A Equac¸a˜o (2.4) que relaciona os polinoˆmios de distribuic¸a˜o de pesos de um co´digo e de seu
dual, e´ conhecida como Identidade de MacWilliams pois foi apresentada por F. J. MacWilliams
em [17] e [16]. Identidades do tipo MacWilliams se destacam em teoria de co´digos pois estabele-
cem uma relac¸a˜o entre invariantes de co´digos possuindo alta taxa de informac¸a˜o e co´digos com
baixa dimensa˜o. Devido a esse resultado, em espac¸os de Hamming, o espectro de um co´digo
esta´ unicamente determinado pelo espectro de seu dual, pore´m como veremos no exemplo a
seguir, em geral na˜o podemos fazer tal afirmac¸a˜o.
Exemplo 54. Sejam (H, pi) o poset-block hiera´rquico e C1 o co´digo do Exemplo 39. Se C2 e´ o
co´digo do Exemplo 48, enta˜o
WC1,(H,pi)(x) = 1 + x
2 = WC2,(H,pi)(x).
E´ um simples exerc´ıcio mostrar que
WC⊥1 ,(H,pi)(x) = 1 + 2x+ x
2 + 4x3,
ale´m disso, sabemos pelo Exemplo 48 que
WC⊥2 ,(H,pi)(x) = 1 + 3x+ 4x
3.
Portanto, o espectro de C1 na˜o determina unicamente o espectro de C ⊥1 .
Nosso principal objetivo e´ classificar os poset-block para os quais e´ poss´ıvel determinar
relac¸o˜es entre a distribuic¸a˜o de pesos de co´digos e seus duais, ou seja, que satisfazem algum
tipo de identidade de MacWilliams. Para isso, necessitamos da seguinte definic¸a˜o:
Definic¸a˜o 55. Dizemos que um poset-block (P, pi) admite a identidade de MacWilliams se,
e somente se, para quaisquer co´digo C , o polinoˆmio de distribuic¸a˜o de (P, pi)-pesos de C for
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unicamente determinado pelo polinoˆmio de distribuic¸a˜o de (P , pi)-pesos de C ⊥, ou seja, se C1
e C2 sa˜o dois co´digos quaisquer satisfazendo WC1,(P,pi)(x) = WC2,(P,pi)(x), enta˜o WC⊥1 ,(P ,pi)(x) =
WC⊥2 ,(P ,pi)(x).
Se (P, pi) e´ uma estrutura de poset-block com pi sendo a aplicac¸a˜o de dimensionamento
trivial, em [12] foi mostrado que (P, pi) admite uma identidade de MacWilliams se, e somente
se, P for um poset hiera´rquico. Pore´m, se pi e´ na˜o trivial e (H, pi) e´ um poset-block hiera´rquico,
na˜o e´ verdade em geral que (H, pi) admite uma identidade de MacWilliams, veja o Exemplo 54.
Definic¸a˜o 56. Seja (P, pi) um poset-block com t n´ıveis. O (P, pi)-polinoˆmio de distribuic¸a˜o de
pesos por n´ıveis de um (P, pi)-co´digo linear C e´ a expressa˜o formal
WC ,(P,pi)(x; y0, · · · , yt) ,
∑
u∈C
xw(P,pi)(u)ysP (u),
onde sP (u) , max{i : ui ∈ Fbiq \{0}}, sP (0) = 0 e bi e´ a dimensa˜o do i-e´simo n´ıvel do poset-
block (P, pi).
A Definic¸a˜o 56 e´ similar a utilizada em [12] na classificac¸a˜o dos espac¸os posets que admitem
a identidade de MacWilliams, ou seja, no caso em que a estrutura de blocos e´ trivial. E´ claro
que WC ,(P,pi)(x) = WC ,(P,pi)(x; 1, · · · , 1). Tomando j ∈ {1, · · · , t}, o coeficiente do termo xiyj
representa o nu´mero de palavras-co´digo de (P, pi)-peso i possuindo o n´ıvel j do poset como
sendo o maior n´ıvel contendo elementos do suporte dessa palavra-co´digo
2.3 Estruturas de Poset-Block Hiera´rquico Regular por
Nı´vel
Dentre as estruturas de poset-block existentes, estamos interessados nas que admitem a identi-
dade de MacWilliams, por esse motivo, passaremos a trabalhar com estruturas de poset-block
possuindo determinadas caracter´ısticas, que sera˜o o objeto principal de interesse no decorrer
deste trabalho.
Definic¸a˜o 57. Seja (H, pi) um poset-block hiera´rquico com estrutura de n´ıveis (m1, · · · ,mt).
Para todo i ∈ {1, · · · , t} e j ∈ {1, · · · ,mi}, suponha pi(ri + j) = di, ou seja, quaisquer dois
elementos pertencentes ao mesmo n´ıvel de H possuem mesma imagem pela aplicac¸a˜o pi. Nestas
condic¸o˜es, diremos que (H, pi) e´ um poset-block hiera´rquico regular por n´ıvel.
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Seja (H, pi) um poset-block hiera´rquico regular por n´ıvel com t n´ıveis, se C e´ um (H, pi)-
co´digo linear, pela definic¸a˜o do polinoˆmio de distribuic¸a˜o de (H, pi)-pesos por n´ıveis de C , segue
que
WC⊥,(P ,pi)(x; z0, · · · , zt) =
∑
u∈C⊥
xw(P,pi)(u)zsP (u), (2.11)
onde sP (u) = max{i : ui ∈ Fbiq \{0}}, sP (0) = 0 e bi denota a dimensa˜o do i-e´simo n´ıvel de P .
Como ΓiP = Γ
(t+1)−i
P
, podemos escrever o polinoˆmio de distribuic¸a˜o de (H, pi)-pesos por n´ıveis
de C com base na dimensa˜o dos n´ıveis do poset P . Defina s′
P
(u) = min{i : ui ∈ Fbiq \{0}} e
s′
P
(0) = t+ 1, ou seja, s′
P
(u) = (t+ 1)− sP (u). Logo, ao definirmos
WC⊥,(P ,pi)(x; yt+1, · · · , y1) ,
∑
u∈C⊥
xw(P,pi)(u)ys′
P
(u), (2.12)
enta˜o os coeficientes de zi em (2.11) coincidem com os coeficientes de y(t+1)−i em (2.12). Por-
tanto se zi = y(t+1)−i para todo i ∈ {0, · · · , t},
WC⊥,(P ,pi)(x; z0, · · · , zt) = WC⊥,(P ,pi)(x; yt+1, · · · , y1).
A dimensa˜o do i-e´simo n´ıvel de (H, pi) e´ dada por
bi =
mi∑
j=1
pi(ri + j) = midi.
Se C e´ um (H, pi)-co´digo linear, o conjunto
Ci , {u ∈ C : u˜i+1 = 0 ∈ Fb̂iq } (2.13)
e´ um sub-co´digo de C que pode ser escrito como Ci = C 0i unionsq C 1i onde
C 0i , {u ∈ Ci : ui = 0 ∈ Fbiq } (2.14)
e
C 1i , {u ∈ Ci : ui 6= 0 ∈ Fbiq }. (2.15)
Como (H, pi) e´ um poset-block hiera´rquico regular por n´ıvel, se u, v sa˜o elementos de C satis-
fazendo w(H,pi)(u) = w(H,pi)(v), enta˜o sH(u) = sH(v). Logo o (H, pi)-polinoˆmio de distribuic¸a˜o
de pesos por n´ıveis de C e´ dado por
WC (x; y0, · · · , yt) = A0y0 + (A1x+ · · ·+ Am1xm1)y1
+(Am1+1x
m1+1 + · · ·+ Am1+m2xm1+m2)y2
+ · · ·
+(Am1+···+mt−1+1x
m1+···+mt−1+1 + · · ·+ Am1+···+mtxm1+···+mt)yt,
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ale´m disso, do fato de m− m̂i = m0 +m1 + · · ·+mi e m0 = 0, segue que
WC (x; y0, · · · , yt) = A0y0 + (Am−m̂0+1xm−m̂0+1 + · · ·+ Am−m̂1xm−m̂1)y1
+(Am−m̂1+1x
m−m̂1+1 + · · ·+ Am−m̂2xm−m̂2)y2
+ · · ·
+(Am−m̂t−1+1x
m−m̂t−1+1 + · · ·+ Am−m̂txm−m̂t)yt
= A0y0 +
t∑
i=1
(Am−m̂i−1+1x
m−m̂i−1+1 + · · ·+ Am−m̂ixm−m̂i)yi
= A0y0 +
t∑
i=1
(
mi∑
j=1
Am−m̂i−1+jx
m−m̂i−1+j
)
yi
= A0y0 +
t∑
i=1
(
mi∑
j=1
Ari+jx
ri+j
)
yi. (2.16)
Para i ∈ {1, · · · , t}, defina o polinoˆmio enumerador do i-e´simo n´ıvel do poset-block por
LW
(i)
C ,(H,pi)(x) ,
mi∑
j=1
Ari+jx
ri+j. (2.17)
Os coeficientes desse polinoˆmio representam a distribuic¸a˜o de pesos das palavras-co´digo de C
cujo pi-suporte conte´m elementos do i-e´simo n´ıvel de H e na˜o conte´m elementos acima desse
n´ıvel. Tome LW
(0)
C (x) = A0, portanto de (2.16) e (2.17),
WC ,(H,pi)(x; y0, y1, · · · , yt) =
t∑
i=0
LW
(i)
C ,(H,pi)(x)yi. (2.18)
E´ claro que se yj = 1 para todo j ∈ {0, · · · , i} onde i ∈ {1, · · · , t} e yk = 0 para todo k > i,
enta˜o o (H, pi)-polinoˆmio enumerador de pesos por n´ıveis de C se torna o (H, pi)-polinoˆmio
enumerador de pesos do subespac¸o Ci, ale´m disso, pelas definic¸o˜es de Ci e C 1i segue que
WCi,(H,pi)(x)−WCi−1,(H,pi)(x) = LW (i)C ,(H,pi)(x) =
∑
u∈C 1i
xw(H,pi)(u). (2.19)
Sabemos que se tomarmos yj = 1 para todo j ∈ {0, · · · , t}, enta˜o o polinoˆmio enumerador
de pesos por n´ıveis de C se torna o (H, pi)-polinoˆmio enumerador de pesos usual, como aqui o
poset-block e´ hiera´rquico regular por n´ıvel, segue que
WC ,(H,pi)(x; 1, 1, · · · , 1) = WC ,(H,pi)(x) =
t∑
i=0
LW
(i)
C ,(H,pi)(x).
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Definic¸a˜o 58. Seja (H, pi) um poset-block hiera´rquico regular por n´ıvel em [m]. Se u, v ∈ Fnq ,
para todo i ∈ {1, · · · , t}, a pii-distaˆncia entre ui e vi e´ definida por
dpii(u
i, vi) = |{ri + j : uri+j 6= uri+j e 1 6 j 6 mi}|.
O conjunto {ri + 1, · · · , ri + mi} sera´ chamado de pii-coordenadas de Fbiq , ale´m disso, o
pii-peso de u e´ o nu´mero inteiro wpii(u
i) = dpii(u
i, 0). O pii-suporte de u e´ o subconjunto dos
elementos ri + j pertencentes as pii-coordenadas de Fbiq tais que uri+j = 0 ∈ Fkri+jq , portanto
dpii(u
i, vi) = |supppii(u− v)|.
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Cap´ıtulo 3
Espac¸os Poset-Block que Admitem a
Identidade de MacWilliams
Como o t´ıtulo ja´ sugere, neste cap´ıtulo apresentaremos a classificac¸a˜o dos poset-block que
admitem a identidade de MacWilliams. Como consequeˆncia, assim como feito para os espac¸os de
Hamming no Cap´ıtulo 2, explicitaremos as relac¸o˜es existentes entre os polinoˆmios enumeradores
de um co´digo e seu dual.
3.1 Condic¸a˜o Necessa´ria
Nesta sec¸a˜o encontraremos condic¸o˜es necessa´rias para que uma estrutura de poset-block admita
a identidade de MacWilliams. Posteriormente, veremos que tais condic¸o˜es na˜o sera˜o apenas
necessa´rias mas tambe´m condic¸o˜es suficientes para que a estrutura de poset-block admita a
identidade de MacWilliams.
Os quatro lemas abaixo sa˜o os equivalentes para o caso poset-block dos Lemas (2.1), (2.2),
(2.3) e (2.4) de [12]. Apesar de suas provas serem mais delicadas do que no caso poset (onde
os blocos sa˜o triviais), elas seguem de maneira similar.
Para os lemas abaixo, seja (P, pi) um poset-block com estrutura de n´ıvel (m1, · · · ,mt).
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Lema 59. Dado u ∈ Fnq , enta˜o
w(P ,pi)(u) = m⇐⇒ supppi(u) ⊃ Γ1P .
Demonstrac¸a˜o. Note que w(P ,pi)(u) = m se, e somente se, Max(P ) ⊂ supppi(u), ou seja, se e
somente se, Γ1P ⊂ supppi(u), pois como ja´ vimos no Cap´ıtulo 1, Max(P ) = Γ1P .
Lema 60. Se u ∈ Fnq e´ tal que supppi(u) ⊂ Γ1P , enta˜o
qn−b1 | |{v ∈ Fnq : u · v = 0 e w(P ,pi)(v) = m}|
onde a | b denota que a divide b e b1 e´ a dimensa˜o do n´ıvel 1 de P .
Demonstrac¸a˜o. Seja u ∈ Fnq tal que supppi(u) ⊂ Γ1P . Podemos supor sem perda de generalidade
que P esta´ rotulado naturalmente, ou seja, Γ1P = {1, 2, · · · ,m1}. Ale´m disso tal rotulamento
em Γ1P pode ser tomado de forma que u = (u1, · · · , ui, 0, · · · , 0) onde i 6 m1 e uj ∈ Fkjq \ {0}
para todo j ∈ {1, · · · , i}. Sejam
A , {(v1, · · · , vi) ∈ Fk1+···+kiq : vj ∈ Fkjq \{0} ∀ 1 6 j 6 i e u1 · v1 + · · ·+ ui · vi = 0}
e
B , {(v1, · · · , vm1) ∈ Fb1q : vj ∈ Fkjq \{0} ∀ 1 6 j 6 m1 e u1 · v1 + · · ·+ ui · vi = 0}.
Como cada espac¸o Fkjq possui qkj−1 vetores na˜o nulos, existem∏m1j=i+1(qkj−1) possibilidades de
entradas na˜o nulas nos vetores das pi-coordenadas de Fnq referentes ao conjunto {i+1, · · · ,m1},
logo
|B| = |A|
m1∏
j=i+1
(qkj − 1). (3.1)
Se
C , {v ∈ Fnq : u · v = 0 e w(P ,pi)(v) = m},
pelo Lema 59 obtemos que
C = {v ∈ Fnq : u · v = 0 e supppi(v) ⊃ Γ1P}.
Note que se v = (v1, · · · , vm1 , · · · , vm) ∈ C enta˜o (v1, · · · , vm1) ∈ B. Como na˜o impomos
restric¸a˜o nos m−m1 blocos restantes de v ∈ C, ou seja, nos vetores vi possuindo pi-coordenada
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pertencente ao conjunto {m1 + 1, · · · ,m}, segue que |C| = |B|qkm1+1+···+km = |B|qn−b1 , o que e´
equivalente por (3.1) a
|C| = qn−b1|A|
m1∏
j=i+1
(qkj − 1)
e portanto qn−b1 | |C|, ou seja,
qn−b1 | |{v ∈ Fnq : u1 · v1 + · · ·+ ui · vi = 0 e supppi(v) ⊃ Γ1P}|.
Lema 61. Se um poset-block (P, pi) admite a identidade de MacWilliams, enta˜o j P i para
todo i ∈ Γ2P e j ∈ Γ1P .
Demonstrac¸a˜o. Assumindo que Γ2P 6= ∅, segue que m > m1. Suponha que existam i ∈ Γ2P e
j ∈ Γ1P tais que i e j na˜o sa˜o compara´veis. Enta˜o, |〈i〉P | < 1 + |Γ1P |, de modo que existem
u, v ∈ Fnq tais que supppi(u) = {i}, supppi(v) ⊂ Γ1P e w(P,pi)(u) = w(P,pi)(v). Sem perda de
generalidade podemos assumir que u = es(2,1,1). Sejam Cu e Cv dois (P, pi)-co´digos lineares
gerados por u e v respectivamente (gerados no sentido de espac¸o vetorial). Como Cu e Cv sa˜o
espac¸os vetoriais unidimensionais e w(P,pi)(u) = w(P,pi)(v), Cu e Cv possuem o mesmo (P, pi)-
polinoˆmio enumerador. Por hipo´tese (P, pi) admite a identidade de MacWilliams, enta˜o os
(P , pi)-co´digos lineares C ⊥u e C
⊥
v possuem o mesmo (P , pi)-polinoˆmio enumerador, em particular
Am,(P ,pi)(C
⊥
u ) = Am,(P ,pi)(C
⊥
v ), ou seja,
|{x ∈ C ⊥u : w(P ,pi)(x) = m}| = |{x ∈ C ⊥v : w(P ,pi)(x) = m}|. (3.2)
Pelo Lema 59,
|{x ∈ C ⊥u : w(P ,pi)(x) = m}| = |{x ∈ C ⊥u : Γ1P ⊂ supppi(x)}|. (3.3)
Da definic¸a˜o de co´digo dual, x ∈ C ⊥u se, e somente se, x · u′ = 0 para todo u′ ∈ Cu. Logo
se x ∈ C ⊥u enta˜o x · u = 0 e como u = es(2,1,1), enta˜o x ∈ C ⊥u se, e somente se, x ∈ Fnq e
x1r2+1 = 0 ∈ Fq, ou seja,
|{x ∈ C ⊥u : Γ1P ⊂ supppi(x)}| = |{x ∈ Fnq : x1r2+1 = 0 e Γ1P ⊂ supppi(x)}|. (3.4)
Portanto de (3.3) e (3.4) segue que
|{x ∈ C ⊥u : w(P ,pi)(x) = m}| = |{x ∈ Fnq : x1r2+1 = 0 e Γ1P ⊂ supppi(x)}|. (3.5)
37
3.1 Condic¸a˜o Necessa´ria
Sejam
A , {xi ∈ Fkiq : x1r2+1 = 0}
e
B , {(x1, · · · , xi, · · · , xm) : xj 6= 0 ∈ Fkjq \{0} ∀ j ∈ Γ1P = {1, · · · ,m1} e xi = 0 ∈ Fkiq }.
Note que B esta´ bem definido pois i ∈ Γ2P . Se x = (x1, · · · , xi, · · · , xm) ∈ B e yi ∈ A,
substituindo xi por yi em x obtemos um vetor que denotaremos por x
′. Por construc¸a˜o Γ1P ⊂
supppi(x), como xi = 0 implica que x
1
r2+1
= 0 pois esta e´ uma das coordenadas de xi, enta˜o por
(3.5) segue que x′ ∈ C ⊥u . Desta maneira, para cada x ∈ B temos |A| = qki−1 possibilidades
de construir x′, ale´m disso todos os elementos de C ⊥u com (P , pi)-peso igual a m podem ser
constru´ıdos dessa forma. Como
|B| = qn−b1−ki
m1∏
j=1
(qkj − 1),
segue que
|{x ∈ C ⊥u : w(P ,pi)(x) = m}| = |B||A| = qn−b1−1
m1∏
j=1
(qkj − 1). (3.6)
Por outro lado, se x ∈ Fnq e´ tal que x · v = 0, como Cv e´ um subespac¸o unidimensional de Fnq ,
enta˜o x ∈ C ⊥v , logo
{x ∈ C ⊥v : w(P ,pi)(x) = m} = {x ∈ Fnq : x · v = 0 e w(P ,pi)(x) = m}. (3.7)
Usando o Lema 60 na Igualdade (3.7), pelas Equac¸o˜es (3.2) e (3.6) segue que
qn−b1|qn−b1−1
m1∏
j=1
(qkj − 1),
portanto
q|
m1∏
j=1
(qkj − 1).
Como q e´ poteˆncia de primo, suponha q = pr, enta˜o p|(qkj − 1) para algum j ∈ {1, · · · ,m1},
o que e´ um absurdo pois p|qkj para todo j ∈ {1, · · · ,m1} e p e´ um nu´mero primo. Portanto
|〈i〉P | = 1 + |Γ1P |, ou seja, j P i para todo j ∈ Γ1P .
Seja P j = P\ ∪ji=1 ΓiP . Considere em P j a ordem induzida por P e seja pij = pi|[m]\∪ji=1ΓiP a
restric¸a˜o da aplicac¸a˜o pi ao conjunto [m]\ ∪ji=1 ΓiP . Podemos enta˜o enunciar o seguinte Lema:
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Lema 62. Se um poset-block (P, pi) admite a identidade de MacWilliams, enta˜o o poset-block
(P 1, pi1) tambe´m admite.
Demonstrac¸a˜o. Se m = m1 temos que [m]\Γ1P = ∅, suponha enta˜o m > m1. Sejam C ′1 e C ′2
co´digos lineares de comprimento n− b1 e mesmo (P 1, pi1)-polinoˆmio enumerador. Sejam
C1 = Fb1q ⊕ C ′1 , {(u, v) : u ∈ Fb1q e v ∈ C ′1}
e
C2 = Fb1q ⊕ C ′2 , {(u, v) : u ∈ Fb1q e v ∈ C ′2}
dois (P, pi)-co´digos lineares de comprimento b1 + (n − b1) = n obtidos atrave´s da extensa˜o
de C ′1 e C
′
2 respectivamente. Pelo Lema 61, a relac¸a˜o entre os dois u´ltimos n´ıveis de (P, pi)
e´ hiera´rquica, como se (u, v) ∈ Ci enta˜o supppi((u, 0)) ⊂ Γ1P e por hipo´tese (P, pi) admite a
identidade de MacWilliams, enta˜o C ⊥1 e C
⊥
2 possuem o mesmo (P , pi)-polinoˆmio enumerador.
Note que
C ⊥i = {(u, v) ∈ Fnq : (u, v) · (a, b) = 0 ∀ a ∈ Fb1q e b ∈ C ′i },
ale´m disso, como (u, v) · (a, b) = 0 se, e somente se, u · a+ v · b = 0, tomando b = 0 ∈ C ′i temos
que u · a = 0 para todo a ∈ Fb1q , ou seja, u = 0 ∈ Fb1q . Logo
C ⊥i = {(u, v) : u = 0 ∈ Fb1q e v · b = 0 ∀ b ∈ C ′i },
sendo assim,
C ⊥i = {(u, v) : u = 0 ∈ Fb1q e v ∈ C ′⊥i }.
Pelo Lema 61, w(P,pi)(0, v) = w(P1,pi1)(v) + |Γ1P |, portanto C ′⊥1 e C ′⊥2 possuem o mesmo (P 1, pi1)-
polinoˆmio enumerador, logo o poset-block (P 1, pi1) admite a identidade de MacWilliams.
Por induc¸a˜o, usando os Lemas 61 e 62 temos a seguinte condic¸a˜o necessa´ria para um poset-
block (P, pi) admitir a identidade de MacWilliams.
Proposic¸a˜o 63. Se um poset-block (P, pi) admite a identidade de MacWilliams, enta˜o P e´ um
poset hiera´rquico.
Pelo Exemplo 54 podemos concluir que a condic¸a˜o anterior na˜o e´ suficiente para assegurar
a existeˆncia da identidade de MacWilliams, a seguinte condic¸a˜o e´ tambe´m necessa´ria:
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Proposic¸a˜o 64. Suponha que o poset-block (P, pi) admite a identidade de MacWilliams. Enta˜o,
pi(j1) = pi(j2) para todo j1, j2 ∈ ΓiP e todo 1 6 i 6 h(P ), ou seja, blocos pertencentes ao mesmo
n´ıvel possuem mesma dimensa˜o.
Demonstrac¸a˜o. Suponha que para algum i ∈ {1, · · · , h(P )} existam dois elementos j1, j2 ∈
ΓiP tais que pi(j1) 6 pi(j2). Sejam Cu e Cv dois (P, pi)-co´digos lineares unidimensionais de
comprimento n gerados por u = es(i,j1−ri,1) e v = es(i,j2−ri,1) respectivamente. Pela Proposic¸a˜o
63 o poset P e´ hiera´rquico, como existem
(qkj1−1 − 1) +
∑
j∈Γi
P
j 6=j1
(qkj − 1)
elementos em C ⊥u com suporte em um u´nico bloco no i-e´simo n´ıvel de P , enta˜o
Ami+1+···+mt+1,(P ,pi)(C
⊥
u ) = (q
kj1−1 − 1)
∏
j∈Γl
P
i<l6t
qkj +
∑
j∈Γi
P
j 6=j1
(qkj − 1)
∏
j∈Γl
P
i<l6t
qkj
pois considerando o poset dual P na˜o existem restric¸o˜es nas coordenadas dos blocos pertencentes
aos n´ıveis maiores (em P ) do que i. De uma maneira similar podemos mostrar que
Ami+1+···+mt+1,(P ,pi)(C
⊥
v ) = (q
kj2−1 − 1)
∏
j∈Γl
P
i<l6t
qkj +
∑
j∈Γi
P
j 6=j2
(qkj − 1)
∏
j∈Γl
P
i<l6t
qkj .
Assumindo que o poset-block (P, pi) admite a identidade de MacWilliams, segue que
Ami+1+···+mt+1,(P ,pi)(C
⊥
u ) = Ami+1+···+mt+1,(P ,pi)(C
⊥
v ),
ou seja, pi(j1) = pi(j2).
Das Proposic¸o˜es 63 e 64 segue o teorema abaixo:
Teorema 65. Se um poset-block (P, pi) admite a identidade de MacWilliams enta˜o (P, pi) e´ um
poset-block hiera´rquico regular por n´ıvel.
3.2 Condic¸a˜o Suficiente
O objetivo principal desta sec¸a˜o e´ mostrar que a condic¸a˜o necessa´ria para que um poset-block
admita a identidade de MacWilliams obtida na sec¸a˜o anterior, e´ tambe´m suficiente. Para
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atingirmos tal objetivo, faremos uma demonstrac¸a˜o construtiva utilizando caracteres aditivos
sobre corpos finitos. Os conceitos relacionados com caracteres aditivos que utilizaremos esta˜o
descritos no Apeˆndice A, tais conceitos foram utilizados de forma similar inicialmente por
F. J. MacWilliams em [17], e posteriormente em [10], [12] e [11] para as demonstrac¸o˜es das
identidades de MacWilliams em espac¸os de Hamming e em espac¸os poset, respectivamente.
Sejam
• (H, pi) um poset-block hiera´rquico regular por n´ıvel em [m] possuindo estrutura de n´ıvel
(m1, · · · ,mt) tal que n =
∑
j∈[m] pi(j);
• χ um caracter aditivo na˜o trivial em Fq e
• C um (H, pi)-co´digo linear em Fnq .
Como visto no Teorema 52, identidades de MacWilliams em espac¸os de Hamming sa˜o ob-
tidas aplicando a fo´rmula discreta de Poisson na func¸a˜o f(u) = xwH(u). Em espac¸os poset, as
identidades de MacWilliams foram obtidas em [12] aplicando a fo´rmula discreta de Poisson na
func¸a˜o f(u) = xwP (u)zs′
P
(u) onde P e´ um poset dado. Como por (2.12),
WC ,(H,pi)(x; zt+1, · · · , z1) =
∑
u∈C⊥
xw(H,pi)(u)zs′H(u)
,
seja f : Fnq → C[x, z1, · · · , zt+1] a func¸a˜o definida por f(u) = xw(H,pi)(u)zs′H(u). Nosso trabalho
agora e´ escrever
∑
u∈C⊥ f(u) em func¸a˜o do (H, pi)-polinoˆmio enumerador de C .
Sejam B0 = {(u1, · · · , ut) ∈ Fnq : u1 6= 0 ∈ Fb1q } e Bt = {0} ⊂ Fnq . Para i ∈ {1, · · · , t − 1},
definimos
Bi , {(u1, · · · , ut) ∈ Fnq : uj = 0 ∈ Fbjq ∀ j ∈ {1, · · · , i} e ui+1 6= 0 ∈ Fb(i+1)q }.
Dessa forma, a famı´lia {Bi}i∈{0,··· ,t} determina uma partic¸a˜o de Fnq , isto e´, Fnq = unionsqti=0Bi. Por-
tanto, a transformada de Hadamard de f pode ser expressa da seguinte forma:
f̂(u) =
∑
v∈Fnq
χ(u · v)f(v) =
t∑
i=0
∑
v∈Bi
χ(u · v)f(v)
=
t∑
i=0
∑
v∈Bi
χ(u · v)xw(H,pi)(v)zs′H(v).
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Denote Si(u) =
∑
v∈Bi χ(u · v)xw(H,pi)(v)zs′H(v). Como Bt = {0} e s
′
H(0) = t+ 1, enta˜o
f̂(u) =
t∑
i=0
Si(u) = St(u) +
t−1∑
i=0
Si(u) = zt+1 +
t−1∑
i=0
Si(u) = zt+1 +
t∑
i=1
Si−1(u). (3.8)
Pela fo´rmula da soma discreta de Poisson,
|C |
∑
v∈C⊥
f(v) =
∑
u∈C
f̂(u),
portanto reduzimos o problema de escrever
∑
u∈C⊥ f(u) em func¸a˜o do (H, pi)-polinoˆmio enu-
merador de C ao problema de escrever
∑
u∈C f̂(u) em func¸a˜o desse polinoˆmio.
Como (H, pi) e´ um poset-block hiera´rquico regular por n´ıvel em [m] com t n´ıveis, para todo
i ∈ {1, · · · , t}, podemos assumir que:
• ri = m0 +m1 + · · ·+mi−1 onde m0 = 0;
• ΓiH = {ri + 1, · · · , ri +mi} (H esta´ rotulado naturalmente);
• di = pi(ri + j) = k(ri+j) para todo j ∈ {1, · · · ,mi};
• bi = midi e´ tal que
∑t
i=1 bi = n e
• γi = (qdi − 1).
Ale´m disso, para todo i ∈ {1, · · · , t}, defina
Qi(x) ,
(
1− x
1 + γix
)
, (3.9)
ai(x) , qb̂i
(
1 + γix
x
)m−m̂i
(1− x)m̂i−1 e (3.10)
ci(x) , xm̂iqb̂i
(
1− x
Qi(x)
)mi
. (3.11)
Sejam tambe´m gj e hj definidos da seguinte maneira:
gj ,
{ ∑t
i=j+1 ci(x)zi, se 0 6 j 6 t− 1
0, se j = t
e (3.12)
hj ,
{ ∑t
i=j zix
m̂iqb̂i , se 1 6 j 6 t∑t
i=1 zix
m̂iqb̂i , se j = 0
. (3.13)
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Proposic¸a˜o 66. Com as condic¸o˜es e definic¸o˜es acima estabelecidas, temos que
WC⊥,(H,pi)(x; zt+1, · · · , z1) =zt+1 +
1
|C |
(
x
1− x
)m t∑
i=1
ai(x)ziLW
(i)
C ,(H,pi)(Qi(x))
+
1
|C |WC ,(H,pi)(1; g0, · · · , gt)−
1
|C |WC ,(H,pi)(1;h0, · · · , ht).
Demonstrac¸a˜o. Como a demonstrac¸a˜o dessa proposic¸a˜o e´ um tanto longa, sera´ dividida em 5
passos, cada um necessa´rio para a demonstrac¸a˜o do subsequente. A hipo´tese de (P, pi) ser um
poset-block hiera´rquico regular por n´ıveis e´ utilizada ja´ no primeiro destes passos.
Passo 1. Mostraremos inicialmente que para todo u ∈ Fnq e i ∈ {1, · · · , t},
Si−1(u) = zixm̂iqb̂i [(1− x)wpii (ui)(1 + γix)mi−wpii (ui) − 1]
se u˜i+1 = 0 ∈ Fb̂iq e
Si−1(u) = 0
se u˜i+1 6= 0 ∈ Fb̂iq .
De fato, como H e´ hiera´rquico, se v ∈ Bi−1 para algum i ∈ {1, · · · , t},
w(H,pi)(v) = mi+1 + · · ·+mt + wpii(vi) = m̂i + wpii(vi)
onde wpii(v
i) e´ o pii-peso de v obtido a partir da Definic¸a˜o 58. Se v ∈ Bi−1, enta˜o s′H(v) = i,
logo
Si−1(u) =
∑
v∈Bi−1
χ(u · v)xw(H,pi)(v)zs′H(v)
=
∑
v∈Bi−1
χ(u · v)xm̂i+wpii (vi)zi
= zix
m̂i
∑
v∈Bi−1
χ(u · v)xwpii (vi). (3.14)
Dado v ∈ Fnq , podemos denotar v = (v1, · · · , vi, v˜i+1) e assim sendo, para todo u ∈ Fnq e
v ∈ Bi−1, o produto interno entre u e v e´ dado por u · v = ui · vi + u˜i+1 · v˜i+1. Como χ e´ um
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caracter aditivo na˜o trivial de Fq, enta˜o
zix
m̂i
∑
v∈Bi−1
χ(u · v)xwpii (vi) = zixm̂i
∑
v∈Bi−1
χ(ui · vi)χ(u˜i+1 · v˜i+1)xwpii (vi)
= zix
m̂i
∑
vi∈Fbiq \{0}˜
vi+1∈Fb̂iq
χ(ui · vi)χ(u˜i+1 · v˜i+1)xwpii (vi)
= zix
m̂i
∑
v˜i+1∈Fb̂iq
χ(u˜i+1 · v˜i+1)
∑
vi∈Fbiq \{0}
χ(ui · vi)xwpii (vi). (3.15)
Portanto, de (3.14) e (3.15) segue que
Si−1(u) = zixm̂i
∑
v˜i+1∈Fb̂iq
χ(u˜i+1 · v˜i+1)
∑
vi∈Fbiq \{0}
χ(ui · vi)xwpii (vi).
Para todo i ∈ {1, · · · , t}, temos que |Fb̂iq | = qb̂i , portanto do Lema 82,∑
v˜i+1∈Fb̂iq
χ(u˜i+1 · v˜i+1) =
{
qb̂i , se u˜i+1 = 0 ∈ Fb̂iq
0, se u˜i+1 6= 0 ∈ Fb̂iq
,
ou seja,
Si−1(u) =

zix
m̂iqb̂i
∑
vi∈Fbiq \{0}
χ(ui · vi)xwpii (vi), se u˜i+1 = 0 ∈ Fb̂iq
0, se u˜i+1 6= 0 ∈ Fb̂iq
. (3.16)
Como χ(0) = 1, enta˜o∑
vi∈Fbiq
χ(ui · vi)xwpii (vi) = 1 +
∑
vi∈Fbiq \{0}
χ(ui · vi)xwpii (vi). (3.17)
Sabemos que ui pode ser decomposto da seguinte maneira: ui = (uri+1, · · · , uri+mi) onde
uri+j ∈ Fkri+jq para todo j ∈ {1, · · · ,mi}, logo como χ e´ um caracter aditivo, χ(ui · vi) =∑mi
j=1 χ(uri+j · vri+j). Sendo δs a func¸a˜o delta de Kroneker dada pela Definic¸a˜o 51, enta˜o
wpii(v
i) = δk(ri+1)(vri+1) + · · ·+ δk(ri+mi)(vri+mi) e portanto∑
vi∈Fbiq
χ(ui · vi)xwpii (vi) =
∑
vi∈Fbiq
mi∏
j=1
χ(uri+j · vri+j)xδk(ri+j) (vri+j).
Pelo Lema 50, ∑
vi∈Fbiq
χ(ui · vi)xwpii (vi) =
mi∏
j=1
∑
vri+j∈F
kri+j
q
χ(uri+j · vri+j)xδk(ri+j) (vri+j). (3.18)
Note agora que:
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• Se ri + j na˜o pertence ao pii-suporte de u, enta˜o∑
vri+j∈F
kri+j
q
χ(uri+j · vri+j)xδk(ri+j) (vri+j) =
∑
vri+j∈F
kri+j
q
x
δkri+j
(vri+j) = 1 + (qkri+j − 1)x.
Como (H, pi) e´ um poset-block hiera´rquico regular por n´ıvel, dado i ∈ {1, · · · , t} enta˜o
kri+j1 = kri+j2 para todo j1, j2 ∈ {1, · · · ,mi}. Definindo di = kri+j para todo j ∈
{1, · · · ,mi}, segue que∑
vri+j∈F
kri+j
q
χ(uri+j · vri+j)xδk(ri+j) (vri+j) = 1 + (qdi − 1)x = 1 + γix. (3.19)
• Se ri+j pertence ao pii-suporte de u, enta˜o uri+j 6= 0. Pelo Lema 83,
∑
vri+j∈F
kri+j
q
χ(uri+j ·
vri+j) = 0, ou seja, ∑
vri+j∈F
kri+j
q \{0}
χ(uri+j · vri+j) = −1.
Como x
δk(ri+j)
(0)
= 1 e x
δk(ri+j)
(vri+j) = x para todo vri+j na˜o nulo, enta˜o∑
vri+j∈F
kri+j
q
χ(uri+j ·vri+j)xδk(ri+j) (vri+j) = 1+x
∑
vri+j∈F
kri+j
q \{0}
χ(uri+j ·vri+j) = 1−x. (3.20)
Por definic¸a˜o, wpii(u
i) = |supppii(u)|, enta˜o de (3.17), (3.18), (3.19) e (3.20),∑
vi∈Fbiq \{0}
χ(ui · vi)xwpii (ui) = (1− x)wpii (ui)(1 + γix)mi−wpii (ui) − 1.
Portanto, substituindo a igualdade acima em (3.16), para todo i ∈ {1, · · · , t} tem-se que
Si−1(u) =
{
zix
m̂iqb̂i [(1− x)wpii (ui)(1 + γix)mi−wpii (ui) − 1], se u˜i+1 = 0 ∈ Fb̂iq
0, se u˜i+1 6= 0 ∈ Fb̂iq
.
Passo 2.
∑
u∈C
f̂(u) =|C |zt+1 +
(
x
1− x
)m t∑
i=1
ai(x)ziLW
(i)
C ,(H,pi)(Qi(x)) +
t∑
i=1
zici(x)|Ci−1|
−
t∑
i=1
zix
m̂iqb̂i |Ci|.
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Como u˜i+1 = 0 ∈ Fb̂iq para todo u ∈ Ci, do Passo 1 segue que∑
u∈Ci
Si−1(u) = zixm̂iqb̂i
∑
u∈Ci
[
(1− x)wpii (ui)(1 + γix)mi−wpii (ui) − 1
]
= zix
m̂iqb̂i
[(∑
u∈Ci
(
1− x
1 + γix
)wpii (ui)
(1 + γix)
mi
)
− |Ci|
]
.
Pela Definic¸a˜o 2.13, se u ∈ C , enta˜o u ∈ Ci se, e somente se, u˜i+1 = 0 ∈ Fb̂iq , ou seja, se u /∈ Ci
enta˜o u˜i+1 6= 0 ∈ Fb̂iq , o que pelo Passo 1 implica Si−1(u) = 0, logo∑
u∈C
Si−1(u) =
∑
u∈Ci
Si−1(u),
e portanto ∑
u∈C
Si−1(u) = zixm̂iqb̂i
[
(1 + γix)
mi
(∑
u∈Ci
Qi(x)
wpii (u
i)
)
− |Ci|
]
. (3.21)
Pelas caracter´ısticas dos conjuntos C 0i e C
1
i descritos respectivamente em (2.14) e (2.15), segue
que ∑
u∈Ci
Qi(x)
wpii (u
i) =
∑
u∈C 1i
Qi(x)
wpii (u
i) +
∑
u∈C 0i
Qi(x)
wpii (u
i). (3.22)
Se u ∈ C 1i , enta˜o o pii-suporte de u e´ na˜o vazio, como u˜i+1 = 0 ∈ Fb̂iq e o poset-block (H, pi) e´
hiera´rquico,
w(H,pi)(u) = wpii(u
i) + ri = wpii(u
i) + (m− m̂i−1),
logo Qi(x)
wpii (u
i) = (1/Qi(x)
m−m̂i−1)Qi(x)w(H,pi)(u). Se u ∈ C 0i enta˜o o pii-suporte de u e´ vazio,
logo wpii(u
i) = 0, ou seja,
∑
u∈C 0i Qi(x)
wpii (u
i) = |C 0i |. Como |Ci−1| = |C 0i | pois Ci−1 = C 0i , de
(3.22) segue que ∑
u∈Ci
Qi(x)
wpii (u
i) =
∑
u∈C 1i
Qi(x)
wpii (u
i) + |C 0i |
=
1
Qi(x)m−m̂i−1
∑
u∈C 1i
Qi(x)
w(H,pi)(u) + |Ci−1|. (3.23)
Como 1 + γix = [(1− x)/Qi(x)]mi , substituindo (3.23) em (3.21) obtemos uma nova expressa˜o
para
∑
u∈C Si−1(u), isto e´,∑
u∈C
Si−1(u) = xm̂i(1 + γix)mi
(
1 + γix
1− x
)m−m̂i−1
qb̂izi
∑
u∈C 1i
Qi(x)
w(H,pi)(u)
+zix
m̂iqb̂i
[(
1− x
Qi(x)
)mi
|Ci−1| − |Ci|
]
. (3.24)
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Note que
xm̂i(1 + γix)
mi
(
1 + γix
1− x
)m−m̂i−1
=
xm
xm−m̂i
(1 + γix)
mi
(1 + γix)
m−m̂i−1
(1− x)m (1− x)
m̂i−1
=
(
x
1− x
)m(
1 + γix
x
)m−m̂i
(1− x)m̂i−1 , (3.25)
pois m − m̂i−1 + mi = m − m̂i. Pelas igualdades dadas em (2.19),
∑
u∈C 1i Qi(x)
w(H,pi)(u) =
LW
(i)
C ;(H,pi)(Qi(x)), portanto de (3.24) e (3.25) segue que∑
u∈C
Si−1(u) =
(
x
1− x
)m
qb̂i
(
1 + γix
x
)m−m̂i
(1− x)m̂i−1ziLW (i)C ,(H,pi)(Qi(x))
+zix
m̂iqb̂i
[(
1− x
Qi(x)
)mi
|Ci−1| − |Ci|
]
. (3.26)
Por (3.8),
∑
u∈C f̂(u) = |C |zt+1 +
∑t
i=1
∑
u∈C Si−1(u), substituindo (3.26) nessa igualdade,
obtemos o resultado desejado, isto e´,
∑
u∈C
f̂(u) =|C |zt+1 +
t∑
i=1
(
x
1− x
)m
qb̂i
(
1 + γix
x
)m−m̂i
(1− x)m̂i−1ziLW iC ,(H,pi)(Qi(x))
+
t∑
i=1
zix
m̂iqb̂i
(
1− x
Qi(x)
)mi
|Ci−1| −
t∑
i=1
zix
m̂iqb̂i |Ci| (3.27)
Passo 3.
t∑
i=1
zici(x)|Ci−1| = WC ,(H,pi)(1; g0, · · · , gt).
Denotando Ai,(H,pi)(C ) = Ai, pela definic¸a˜o de Ci segue que |C0| = 0 e
|Ci| = A0 +
m1∑
j=1
Aj +
m2∑
j=1
Am1+j + · · ·+
mi∑
j=1
Ari+j = A0 +
i∑
k=1
mk∑
j=1
Ark+j (3.28)
para todo i ∈ {1, · · · , t}, enta˜o
t∑
i=1
zici(x)|Ci−1| =z1c1(x)|C0|+ z2c2(x)|C1|+ · · ·+ ztct(x)|Ct−1|
=z1c1(x)A0 + z2c2(x)
(
A0 +
m1∑
j=1
Aj
)
+ · · ·+ ztct(x)
(
A0 +
t−1∑
k=1
mk∑
j=1
Ark+j
)
=A0
t∑
j=1
cj(x)zj +
m1∑
k=1
Ak
t∑
j=2
cj(x)zj + · · ·+
mt−1∑
k=1
Art−1+kct(x)zt.
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Como LW
(i)
C ,(H,pi)(1) =
∑mi
j=1Ari+j e LW
(0)
C ,(H,pi)(1) = A0, enta˜o
t∑
i=1
zici(x)|Ci−1| = A0
t∑
j=1
cj(x)zj + LW
(1)
C ,(H,pi)(1)
t∑
j=2
cj(x)zj + · · ·+ LW (t−1)C ,(H,pi)(1)ct(x)zt
=
t−1∑
i=0
LW
(i)
C ,(H,pi)(1)
t∑
j=i+1
cj(x)zj. (3.29)
Defina gi =
∑t
j=i+1 cj(x)zj se i ∈ {0, · · · , t − 1} e gt = 0, pela Identidade (2.18) e por (3.29)
segue que
t∑
i=1
zici(x)|Ci−1| = WC ,(H,pi)(1; g0, · · · , gt).
Passo 4.
t∑
i=1
zix
m̂iqb̂i |Ci| = WC ,(H,pi)(1;h0, ..., ht).
Denote Ai,(H,pi)(C ) = Ai. A demonstrac¸a˜o segue de maneira ana´loga a demonstrac¸a˜o do
Passo 3, de fato, usando (3.28) segue que
t∑
i=1
zix
m̂iqb̂i |Ci| =z1xm̂1qb̂1|C1|+ · · ·+ ztxm̂tqb̂t |Ct|
=z1x
m̂1qb̂1
(
A0 +
m1∑
j=1
Aj
)
+ · · ·+ ztxm̂tqb̂t
(
A0 +
m1∑
j=1
Aj + · · ·+
mt∑
j=1
Art+j
)
.
=A0
t∑
i=1
zix
m̂iqb̂i +
t∑
j=1
(
mj∑
k=1
Arj+k
t∑
i=j
zix
m̂iqb̂i
)
Defina hj =
∑t
i=j zix
m̂iqb̂i se j ∈ {1, · · · , t} e hj =
∑t
i=1 zix
m̂iqb̂i se j = 0, portanto
t∑
i=1
zix
m̂iqb̂i |Ci+1| =
t∑
i=0
LW
(i)
C ,(H,pi)(1)hi = WC ,(H,pi)(1;h0, · · · , ht).
Passo 5. (Final)
De (2.12) e (A.7) segue que
WC ,(H,pi)(x; zt+1, · · · , z1) =
∑
u∈C⊥
xw(H,pi)(u)zs′H(u)
=
∑
u∈C⊥
f(u) =
1
|C |
∑
u∈C
f̂(u). (3.30)
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Substituindo as equac¸o˜es dos Passos 3 e 4 na equac¸a˜o do Passo 2,
1
|C |
∑
u∈C
f̂(u) =zt+1 +
1
|C |
(
x
1− x
)m t∑
i=1
ai(x)ziLW
(i)
C ,(H,pi)(Qi(x)) +
1
|C |WC ,(H,pi)(1; g0, · · · , gt)
− 1|C |WC ,(H,pi)(1;h0, ..., ht). (3.31)
Pelas Igualdades (3.30) e (3.31) o resultado segue.
Teorema 67. Se (H, pi) e´ um poset-block hiera´rquico regular por n´ıvel, enta˜o (H, pi) admite a
identidade de MacWilliams.
Demonstrac¸a˜o. Seja C um (H, pi)-co´digo linear, aplicando a Identidade (2.18) na Proposic¸a˜o
66 obtemos que
WC⊥,(H,pi)(x; zt+1, · · · , z1) =zt+1 +
1
|C |
(
x
1− x
)m
WC ,(H,pi)(Q1(x); 0, a1(x)z1, 0, 0, · · · , 0)
+
1
|C |
(
x
1− x
)m
WC ,(H,pi)(Q2(x); 0, 0, a2(x)z2, 0, · · · , 0)
+ · · ·+ 1|C |
(
x
1− x
)m
WC ,(H,pi)(Qt(x); 0, 0, 0, · · · , at(x)zt)
+
1
|C |WC ,(H,pi)(1; g0, · · · , gt)−
1
|C |WC ,(H,pi)(1;h0, · · · , ht). (3.32)
Se C1 e´ um (H, pi)-co´digo linear possuindo o mesmo (H, pi)-polinoˆmio enumerador do co´digo C ,
ao trocarmos C por C1 em (3.32), o lado direito na˜o mudara´ pois |C | = |C1| e ale´m disso, C e
C1 possuem o mesmo (H, pi)-polinoˆmio enumerador. Portanto
WC⊥1 ,(H,pi)(x; 1, · · · , 1) = WC⊥,(H,pi)(x; 1, · · · , 1),
ou seja, o (H, pi)-polinoˆmio enumerador de C ⊥ esta´ unicamente determinado pelo (H, pi)-
polinoˆmio enumerador de C para todo co´digo C , logo o poset-block (H, pi) admite a identidade
de MacWilliams.
Portanto dos teoremas 65 e 67 temos a seguinte classificac¸a˜o:
Teorema 68. Um poset-block (P, pi) admite uma identidade do tipo MacWilliams se, e somente
se, o poset-block e´ hiera´rquico regular por n´ıveis.
49
3.3 Relac¸a˜o Entre Ai e A
⊥
i
3.3 Relac¸a˜o Entre Ai e A
⊥
i
Daremos agora uma descric¸a˜o expl´ıcita das relac¸o˜es existentes entre os coeficientes Ai e A
⊥
i dos
polinoˆmios enumeradores dos co´digos em questa˜o. Sejam (H, pi) um poset-block hiera´rquico
regular por n´ıvel e C um (H, pi)-co´digo linear em Fnq , usaremos aqui as definic¸o˜es e notac¸o˜es
estabelecidas na sec¸a˜o anterior. Defina
E1(x) ,
t∑
i=1
qb̂i
(
1 + γix
x
)m−m̂i
(1− x)m̂i−1LW (i)C ,(H,pi)(Qi(x))
e
E2(x) ,
t∑
i=1
xm̂iqb̂i
((
1− x
Qi(x)
)mi
|Ci−1| − |Ci|
)
.
Pondo z1 = · · · = zt+1 = 1, de (3.27) e (2.12) segue que
WC⊥,(H,pi)(x) = 1 +
1
|C |
(
x
1− x
)m
E1(x) +
1
|C |E2(x). (3.33)
Como Qi(x) = (1− x)/(1 + (qdi − 1)x) e
LW
(i)
C ,(H,pi)(Qi(x)) =
mi∑
j=1
Ari+jQi(x)
ri+j,
enta˜o
E1(x) =
t∑
i=1
qb̂i
(
1 + γix
x
)m−m̂i
(1− x)m̂i−1
mi∑
j=1
Ari+j
(
1− x
1 + γix
)m−m̂i−1+j
=
t∑
i=1
qb̂i
xm−m̂i
(1− x)m̂i−1
mi∑
j=1
Ari+j(1 + γix)
mi−j(1− x)m−m̂i−1+j
=
t∑
i=1
qb̂i
xm−m̂i
mi∑
j=1
Ari+j(1 + γix)
mi−j(1− x)m+j.
Como γi = (q
di − 1), enta˜o (1 + γix)mi−j(1 − x)j e´ a func¸a˜o geradora dos polinoˆmios de
Krawtchowk
P γik (j : mi) =
k∑
l=0
(−1)lγk−li
(
j
l
)(
mi − j
k − l
)
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para todo k ∈ {0, · · · ,mi}, (consulte Definic¸a˜o 87 do Apeˆndice B), enta˜o
1
|C |
(
x
1− x
)m
E1(x) =
1
|C |
t∑
i=1
qb̂ixm̂i
mi∑
j=1
Ari+j(1 + γix)
mi−j(1− x)j
=
1
|C |
t∑
i=1
qb̂ixm̂i
mi∑
j=1
Ari+j
mi∑
k=0
P γik (j : mi)x
k
=
1
|C |
t∑
i=1
qb̂ixm̂i
mi∑
k=0
(
mi∑
j=1
Ari+jP
γi
k (j : mi)
)
xk.
Defina agora
ak(j : mi) =
mi∑
j=1
Ari+jP
γi
k (j : mi),
note que P γi0 (j : mi) = 1 para todo j ∈ {1, · · · ,mi}, enta˜o por (3.28) segue que
a0(j : mi) =
mi∑
j=1
Ari+j = |Ci| − |Ci−1|.
Portanto
1
|C |
(
x
1− x
)m
E1(x) =
1
|C |
t∑
i=1
qb̂ixm̂i
(
|Ci| − |Ci−1|+
mi∑
k=1
ak(j : mi)x
k
)
. (3.34)
Do binoˆmio de Newton temos que
(1 + γix)
mi =
mi∑
k=0
(
mi
k
)
(γix)
k = 1 +
mi∑
k=1
(
mi
k
)
γki x
k,
como (1− x)/Qi(x) = (1 + γix), da definic¸a˜o de E2(x) e da igualdade acima obtemos que
1
|C |E2(x) =
1
|C |
t∑
i=1
xm̂iqb̂i
[(
1 +
mi∑
k=1
(
mi
k
)
γki x
k
)
|Ci−1| − |Ci|
]
=
1
|C |
t∑
i=1
xm̂iqb̂i
(
|Ci−1| − |Ci|+
mi∑
k=1
(
mi
k
)
γki |Ci−1|xk
)
, (3.35)
portanto, substituindo (3.34) e (3.35) em (3.33) segue que
WC⊥,(H,pi)(x) =1 +
1
|C |
t∑
i=1
qb̂ixm̂i
(
|Ci| − |Ci−1|+
mi∑
k=1
ak(j : mi)x
k
)
+
1
|C |
t∑
i=1
xm̂iqb̂i
(
|Ci−1| − |Ci|+
mi∑
k=1
(
mi
k
)
γki |Ci−1|xk
)
=1 +
1
|C |
t∑
i=1
qb̂ixm̂i
[
mi∑
k=1
(
ak(j : mi)
(
mi
k
)
γki |Ci−1|
)
xk
]
. (3.36)
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Por outro lado, sabemos que
WC⊥,(H,pi)(x) =A
⊥
0 + (A
⊥
1 x+ · · ·+ A⊥mtxmt)
+ (A⊥mt+1x+ · · ·+ A⊥mt+mt−1xmt−1)xmt
+ · · ·+
+ (A⊥mt+···+m2+1x+ · · ·+ A⊥mt+···+m1xm1)xmt+···+m2
=1 +
t∑
i=1
xm̂i
mi∑
k=1
A⊥m̂i+kx
k. (3.37)
Portanto igualando (3.36) e (3.37) e fixando i e k, da igualdade entre tais polinoˆmios segue que
A⊥
m̂i+k,(H,pi) =
qb̂i
|C |ak(j : mi) +
qb̂i
|C |
(
mi
k
)
γki |Ci−1|.
Temos enta˜o o seguinte teorema:
Teorema 69. (Relac¸a˜o entre A⊥
i,(H,pi) e Ai,(H,pi)) Se (H, pi) e´ um poset-block hiera´rquico regular
por n´ıvel e C e´ um (H, pi)-co´digo linear, enta˜o
A⊥
m̂i+k,(H,pi) =
qb̂i
|C |
mi∑
j=1
(Ari+jPk(j : mi)) +
qb̂i
|C |
(
mi
k
)
γki
ri∑
j=0
Aj.
Se tomarmos a estrutura trivial de blocos, bj = mj e dj = 1 para todo j ∈ {1, · · · , t}, enta˜o
temos o resultado obtido no Teorema 4.4 de [12]. Por outro lado, se tomarmos o poset H como
sendo anticadeia, isto e´, nenhum de seus elementos sa˜o compara´veis, enta˜o t = 1 e m = m1,
portanto dado k ∈ {1, · · · ,m1} segue que
A⊥k =
1
|C |
(
m∑
j=1
AjP
γ1
k (j : m) +
(
m
k
)
γk1
)
=
1
|C |
m∑
j=0
AjP
γ1
k (j : m).
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Caracteres
A teoria de caracteres de grupos finitos foi uma ferramenta utilizada por F. J. MacWilliams em
teoria de co´digos para expressar a identidade de MacWilliams para co´digos definidos em espac¸os
com a me´trica de Hamming (apresentada no Cap´ıtulo 2), posteriormente, tem sido utilizada por
va´rios autores para expressar a identidade de MacWilliams nas me´tricas poset e poset-block.
No desenvolvimento dos Cap´ıtulos 2 e 3 usamos dois lemas que sa˜o obtidos atrave´s das relac¸o˜es
de ortogonalidade existentes entre caracteres. Nosso objetivo e´ portanto demonstrar tais lemas,
assim como a fo´rmula da soma discreta de Poisson. Descreveremos aqui todos os caracteres
de um grupo abeliano c´ıclico finito, obtendo assim todos os caracteres aditivos sobre Fq. De
uma forma geral, todos os resultados sobre caracteres que aqui esta˜o demonstrados podem ser
encontrados em [14], ale´m disso, [18] descreve a teoria de caracteres tendo como foco a teoria de
co´digos. No que segue, G sera´ um grupo abeliano finito de ordem k (para o qual utilizaremos
a notac¸a˜o multiplicativa) com elemento neutro 1G.
Definic¸a˜o 70. Um caracter χ do grupo G e´ um homomorfismo de G no grupo multiplicativo
dos nu´meros complexos C∗ = C\{0}. Equivalentemente, dizemos que χ : G→ C∗ e´ um caracter
de G se χ(g1g2) = χ(g1)χ(g2) para quaisquer g1, g2 ∈ G. Um caracter e´ dito trivial se χ(g) = 1
para todo g ∈ G, neste caso denotaremos o caracter por χ0.
Note que χ(1G) = χ(1G)χ(1G), como χ(1G) 6= 0, enta˜o χ(1G) = 1, ale´m disso, dado g ∈ G,
gk = 1G, portanto
χ(g)k = χ(gk) = χ(1G) = 1,
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ou seja, χ assume apenas valores que sa˜o k-e´simas ra´ızes da unidade, logo |χ(g)| = 1 para todo
g ∈ G (onde |.| denota a norma do nu´mero complexo χ(g)), portanto χ(g)−1 = χ(g). Como
χ(g)χ(g−1) = χ(gg−1) = χ(1G) = 1, segue que
χ(g−1) = χ(g)−1 = χ(g).
Definic¸a˜o 71. Seja χ um caracter sobre G e defina χ(g) = χ(g) para todo g ∈ G. E´ claro que
χ e´ um caracter sobre G. Dizemos que χ e´ o caracter conjugado de χ.
Definic¸a˜o 72. Dados χ1, χ2, · · · , χn−1 e χn caracteres de G, definimos o produto de caracteres
por
χ1 · · ·χn(g) = χ1(g) · · ·χn(g)
para todo g ∈ G.
Proposic¸a˜o 73. Seja G˜ o conjunto de todos os caracteres de G, enta˜o G˜ e´ um grupo abeliano
finito com a operac¸a˜o de produto de caracteres.
Demonstrac¸a˜o. O produto de caracteres ainda e´ um caracter, ale´m disso, as propriedades
associativa e comutativa sa˜o facilmente verifica´veis. Note tambe´m que χ0 e´ o elemento neutro
de G˜. Sejam χ ∈ G˜ e χ o caracter conjugado de χ. Como |χ(g)| = 1 para todo g ∈ G, enta˜o
χχ(g) = χ(g)χ(g) = χ(g)χ(g) = 1 para todo g ∈ G e portanto χ = χ−1. Sendo assim, temos
que G˜ e´ grupo abeliano com o produto de caracteres. Como χ ∈ G˜ assume apenas valores que
sa˜o k-e´simas ra´ızes da unidade, enta˜o G˜ e´ finito.
Proposic¸a˜o 74. (Caracterizac¸a˜o dos caracteres de um grupo finito c´ıclico) Seja G um grupo
finito c´ıclico de ordem k, enta˜o G˜ possui k caracteres χj tais que para j ∈ {0, · · · , k − 1} fixo,
define-se para todo m ∈ {1, · · · , k − 1},
χj(g
m) = ξjm,
onde ξ = e2pii/k e´ uma k-e´sima raiz primitiva da unidade.
Demonstrac¸a˜o. E´ claro que para j fixo, a func¸a˜o χj define um caracter de G. Ale´m disso, se χ
e´ um caracter qualquer de G, enta˜o χ(g) e´ uma k-e´sima raiz da unidade para todo g ∈ G, ou
seja, χ(g) = ξj e da´ı χ(gm) = ξjm para algum j ∈ {0, · · · , k − 1}, logo χ = χj e portanto todo
caracter de G e´ da forma χj para algum j ∈ {0, · · · , k − 1}.
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Teorema 75. Sejam H um subgrupo de G e ψ um caracter de H. Enta˜o ψ pode ser estendida
a um caracter de G, isto e´, existe um caracter χ de G tal que χ(h) = ψ(h) para todo h ∈ H.
Corola´rio 76. Dados g1 e g2 elementos distintos de G, enta˜o existe um caracter χ de G tal
que χ(g1) 6= χ(g2).
Demonstrac¸a˜o. Seja h = g1g
−1
2 , note que h 6= 1G pois g1 6= g2. Como χ(h) = χ(g1)χ(g−12 ) =
χ(g1)χ(g2)
−1 para todo χ ∈ G˜, basta mostrar que existe χ ∈ G˜ tal que χ(h) 6= 1 e portanto
χ(g1) 6= χ(g2). Seja H o subgrupo c´ıclico de G de ordem k1 gerado por h, pela Proposic¸a˜o 74,
ψ(hm) = e2piim/k1 define um caracter sobre H. Ale´m disso, ψ(h) 6= 1 pois k1 6= 1, logo pelo
Teorema 75 segue que o caracter χ extensa˜o de ψ e´ o caracter procurado.
Teorema 77. Se χ e´ um caracter na˜o trivial de um grupo abeliano finito G, enta˜o∑
g∈G
χ(g) = 0. (A.1)
Se g ∈ G com g 6= 1G, enta˜o ∑
χ∈G˜
χ(g) = 0. (A.2)
Demonstrac¸a˜o. Como χ e´ na˜o trivial, existe h ∈ G tal que χ(h) 6= 1. Enta˜o
χ(h)
∑
g∈G
χ(g) =
∑
g∈G
χ(hg) =
∑
g∈G
χ(g),
pois como g percorre por todos os elementos do grupo G enta˜o hg tambe´m percorre. Logo
temos que (χ(h) − 1)∑g∈G χ(g) = 0, e como χ(h) 6= 1, segue que ∑g∈G χ(g) = 0. Para a
segunda identidade, defina g˜ : G˜ → C∗ pondo g˜(χ) = χ(g), note que g˜ e´ um caracter de G˜,
ou seja, g˜ ∈ ˜˜G, ale´m disso, e´ um caracter na˜o trivial pois pelo Corola´rio 76 existe χ ∈ G˜ com
χ(g) 6= χ(1G) = 1. Portanto, aplicando a primeira identidade no grupo G˜ temos que∑
χ∈G˜
χ(g) =
∑
χ∈G˜
g˜(χ) = 0.
Teorema 78. O nu´mero de caracteres de um grupo finito abeliano G e´ igual a |G| = k.
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Demonstrac¸a˜o. Usando as Identidades (A.1) e (A.2) segue que
|G˜| =
∑
g∈G
∑
χ∈G˜
χ(g) =
∑
χ∈G˜
∑
g∈G
χ(g) = |G|.
Teorema 79. (Relac¸o˜es de ortogonalidade) Dados χ e ψ caracteres de G, enta˜o
∑
g∈G
χ(g)ψ(g) =
{
0 se χ 6= ψ
|G| se χ = ψ
. (A.3)
Ale´m disso, se g, h ∈ G enta˜o
∑
χ∈G˜
χ(g)χ(h) =
{
0 se g 6= h
|G| se g = h
(A.4)
Demonstrac¸a˜o. E´ claro que se χ = ψ, enta˜o χ(g)ψ(g) = χ(g)χ(g) = 1 para todo g ∈ G, logo∑
g∈G χ(g)ψ(g) = |G|. Suponha que χ 6= ψ, enta˜o como χ(g)ψ(g) = χψ(g) e o caracter χψ e´
na˜o trivial, pelo Teorema 77,
∑
g∈G χψ(g) = 0. Sejam agora g e h elementos de G, se g 6= h,
tomando gh−1 ∈ G, pelo Teorema 77 e do fato de gh−1 6= 1G, seque que
0 =
∑
χ∈G˜
χ(gh−1) =
∑
χ∈G˜
χ(g)χ(h).
Supondo g = h, como χ(g)χ(h) = 1, pelo Teorema 78 o resultado segue.
Seja Fq um corpo finito onde q = pm com p primo. Em relac¸a˜o a adic¸a˜o Fnq naturalmente
e´ um grupo finito abeliano. Como Fp e´ isomorfo a um subcorpo de Fq, ale´m disso todas as
soluc¸o˜es α ∈ Fq de αp = α sa˜o exatamente os elemento de Fp e(
m−1∑
i=0
αp
i
)p
=
m−1∑
i=0
(αp
i
)p =
m−1∑
i=0
αp
i
,
enta˜o
∑m−1
i=0 α
pi ∈ Fp, logo podemos definir a seguinte func¸a˜o:
Definic¸a˜o 80. Seja α ∈ Fq onde q = pm, o trac¸o de α sobre Fp e´ definido por
Tr(α) = α + αp + · · ·+ αpm−1 .
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A func¸a˜o trac¸o e´ na˜o nula pois caso contra´rio todo elemento de Fq seria raiz do polinoˆmio
x + xp + · · · + xpm−1 , o que e´ um absurdo pois tal polinoˆmio possui no ma´ximo pm−1 ra´ızes e
Fq possui pm elementos. Como a func¸a˜o trac¸o e´ uma aplicac¸a˜o Fp-linear na˜o nula com imagem
em Fp, enta˜o ela e´ sobrejetora. Seja Tr : Fq → Fp a func¸a˜o trac¸o sobre Fp, defina
χ1(c) = e
2piiTr(c)/p para todo c ∈ Fq,
enta˜o χ1 e´ um caracter do grupo aditivo Fq, que chamaremos de caracter aditivo.
Teorema 81. Dado b ∈ Fq, a func¸a˜o χb definida por χb(c) = χ1(bc) para todo c ∈ Fq e´ um
caracter aditivo de Fq e ale´m disso, todo caracter aditivo de Fq e´ obtido desta maneira.
Demonstrac¸a˜o. Tome b ∈ Fq, enta˜o χb e´ um caracter aditivo, de fato, sejam c1, c2 ∈ Fq, enta˜o
χb(c1 + c2) = χ1(bc1 + bc2) = χ1(bc1)χ1(bc2) = χb(c1)χb(c2).
Como Tr e´ uma aplicac¸a˜o sobrejetora de Fq em Fp, χ1 e´ um caracter na˜o trivial. Portanto, se
a, b ∈ Fq com a 6= b, enta˜o
χa(c)
χb(c)
=
χ1(ac)
χ1(bc)
= χ1((a− b)c) 6= 1
para c ∈ Fq conveniente, ou seja, se m 6≡ 0(p), enta˜o tome c = 1/(a− b), caso contra´rio, como
a func¸a˜o trac¸o e´ sobrejetora, existe α ∈ Fq tal que Tr(α) = 1, logo basta tomar c = α/(a− b).
Sendo assim, χa e χb sa˜o distintos. Portanto temos q caracteres aditivos, pelo Teorema 78 segue
que tais caracteres sa˜o os u´nicos poss´ıveis.
Lema 82. Seja χ um caracter aditivo na˜o trivial de Fq, α um elemento fixo de Fq e m um
inteiro na˜o negativo. Enta˜o
∑
β∈Fmq
χ(α · β) =
{
qm, se α = 0
0, se α 6= 0
(A.5)
Demonstrac¸a˜o. Pelo Lema 50 do Cap´ıtulo 2, segue que∑
β∈Fmq
χ(α · β) =
m∏
i=1
∑
βi∈Fq
χαi(βi).
Pela caracterizac¸a˜o dos caracteres aditivos sobre Fq segue que dados a, b ∈ Fq enta˜o χa = χb
se, e somente se, a = b. Logo, tomando b = 0, pelo Teorema 79 segue o resultado.
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Lema 83. Seja χ um caracter aditivo na˜o trivial de Fq. Enta˜o, para qualquer co´digo linear C
sobre Fq ∑
v∈C
χ(u · v) =
{
0, se u 6∈ C ⊥
|C |, se u ∈ C ⊥
(A.6)
Demonstrac¸a˜o. O caso em que u ∈ C ⊥ e´ trivial pois χ(u · v) = χ(0) = 1 para todo v ∈ C .
Supondo enta˜o que u 6∈ C ⊥ temos a seguinte igualdade∑
v∈C
χ(u · v) =
∑
c∈Fq
∑
v∈C ,u·v=c
χ(c).
Podemos agora considerar C como grupo aditivo. Seja
Su(0) = {v ∈ C : u · v = 0}.
Claramente Su(0) e´ subgrupo de C pois se a, b ∈ Su(0), enta˜o a− b ∈ Su(0). Considere enta˜o o
quociente C /Su(0). Como u 6∈ C ⊥ enta˜o existe w ∈ C tal que w · u = k 6= 0. Mostraremos que
|{v ∈ C : u · v = 0}| = |{v ∈ C : u · v = k}|.
De fato, note que w + Su(0) ∈ C /Su(0) e portanto |w + Su(0)| = |Su(0)|. Basta enta˜o mostrar
que w + Su(0) = {v ∈ C : u · v = k}, de fato, tome w1 ∈ w + Su(0), enta˜o w1 = w + x com
x ∈ Su(0), logo w1 · u = (w + x) · u = k, da´ı w1 ∈ {v ∈ C : u · v = k}. Reciprocamente, se
w1 ∈ {v ∈ C : u · v = k}, podemos escrever w1 = v + (w − v) ∈ v + Su(0), portanto temos a
igualdade desejada. Note agora que para todo c ∈ Fq, existe v ∈ C tal que u · v = c, portanto
temos que
|{v ∈ C : u · v = k1}| = |{v ∈ C : u · v = k2}|
para todo k1, k2 ∈ Fq. Como |C /Su(0)| = q segue que |{v ∈ C : u · v = c}| = |C |/q, portanto∑
c∈Fq
∑
v∈C ,u·v=c
χ(c) =
|C |
q
∑
c∈Fq
χ(c)
pelo Lema 82, tomando m = α = 1 tem-se que
∑
c∈Fq χ(c) = 0, portanto∑
v∈C
χ(u · v) = 0.
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Definic¸a˜o 84. (Transformada de Hadamard) A transformada de Hadamard de f e´ a func¸a˜o
complexa com domı´nio em Fnq definida por
f̂(u) =
∑
v∈Fnq
χ(u · v)f(v).
Lema 85. (Fo´rmula da soma discreta de Poisson) Seja C um co´digo linear de comprimento
n sobre Fq e f uma func¸a˜o em Fnq , enta˜o∑
v∈C⊥
f(v) =
1
|C |
∑
u∈C
f̂(u). (A.7)
Demonstrac¸a˜o. Pela Definic¸a˜o 84 segue que
1
|C |
∑
u∈C
f̂(u) =
1
|C |
∑
u∈C
∑
v∈Fnq
χ(u · v)f(v)
=
1
|C |
∑
v∈Fnq
∑
u∈C
χ(u · v)f(v)
=
1
|C |
∑
v∈Fnq
(
f(v)
∑
u∈C
χ(u · v)
)
.
Se v ∈ Fnq enta˜o v ∈ C ⊥ ou v /∈ C ⊥, logo do Lema 83,
1
|C |
∑
v∈Fnq
(
f(v)
∑
u∈C
χ(u · v)
)
=
1
|C |
∑
v∈C⊥
f(v)|C |
=
∑
v∈C⊥
f(v).
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Apeˆndice B
Polinoˆmios de Krawtchouk
Os polinoˆmios de Krawtchouk, introduzidos pelo ucraniano Mikhail Krawtchouk em 1929, cons-
tituem uma importante ferramenta combinatorial, para maiores detalhes, consulte [18]. Para
definirmos os polinoˆmios de Krawtchouk, necessitamos de algumas definic¸o˜es e propriedades de
coeficientes binomiais. Dado x ∈ R, o coeficiente binomial (x
m
)
(leia-se x tomados m a m) e´
definido por: (
x
m
)
=

x(x−1)···(x−m+1)
m!
, se m e´ um inteiro positivo.
1, se m = 0.
0, caso contra´rio.
Sera˜o apresentados abaixo algumas propriedades desses coeficientes, para mais detalhes consulte
[18] e [24].
(a) O caso em que x = n e´ um inteiro na˜o negativo e n > m > 0, o coeficiente binomial
(
n
m
)
pode ser interpretado como sendo o nu´mero de poss´ıveis combinac¸o˜es de n elementos tomados
m a m.
(b) Se´ries binomiais:
(a+ b)n =
n∑
m=0
(
n
m
)
an−mbm, se n e´ um inteiro na˜o negativo, (B.1)
(1 + b)x =
+∞∑
m=0
(
x
m
)
bm, para |b| < 1 e x ∈ R. (B.2)
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(c) Sejam n e m inteiros na˜o negativos e x um nu´mero real, enta˜o:(
n
m
)
=
(
n
n−m
)
, (B.3)(
n
m
)
= 0 para m > n ≥ 0, (B.4)(
n
m
)
+
(
n
m− 1
)
=
(
n+ 1
m
)
e (B.5)
(−1)m
(−x
m
)
=
(
x+m− 1
m
)
. (B.6)
No desenvolvimento das equac¸o˜es subsequentes usaremos expanso˜es em se´ries binomiais,
pore´m na˜o nos preocuparemos em garantir que a se´rie converge, ou seja, trabalharemos com
se´ries formais, portanto sendo
∑
anx
n e
∑
bnx
n duas se´ries de poteˆncia formais, definiremos o
produto entre essas se´ries como sendo a se´rie
∑
cnx
n onde
cn = a0bn + a1bn−1 + · · ·+ an−1b1 + anb0.
Definic¸a˜o 86. Para todo inteiro positivo n e q = pr com p primo, define-se o polinoˆmio de
Krawtchouk como
Pk(x;n) = Pk(x) =
k∑
j=0
(−1)jγk−j
(
x
j
)(
n− x
k − j
)
, k = 0, 1, · · · , n, (B.7)
onde γ = q − 1.
Definic¸a˜o 87. Uma func¸a˜o geradora para uma sequ¨eˆncia (Pk(x))k e´ definida como sendo a
func¸a˜o G(z), que possui Pk(x) como coeficiente de z
k quando expressa em termos de poteˆncia
de z, ou seja, G(z) =
∑+∞
k=0 Pk(x)z
k.
Considere a func¸a˜o denotada por (1 + γz)n−x(1− z)x. De (B.2) segue que
(1 + γz)n−x(1− z)x =
+∞∑
m=0
(
n− x
m
)
γmzm
+∞∑
j=0
(
x
j
)
(−1)jzj.
Pela definic¸a˜o de produto de se´ries de poteˆncias formais,
+∞∑
m=0
(
n− x
m
)
γmzm
+∞∑
j=0
(
x
j
)
(−1)jzj =
+∞∑
k=0
k∑
j=0
(−1)jγk−j
(
x
j
)(
n− x
k − j
)
zk =
+∞∑
k=0
Pk(x)z
k.
Portanto (1 + γz)n−x(1− z)x e´ uma func¸a˜o geradora do polinoˆmio de Krawtchowk.
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Proposic¸a˜o 88. Expresso˜es alternativas para o polinoˆmio de Krawtchouk:
(i) Pk(x) =
k∑
j=0
(−q)jγk−j
(
n− j
k − j
)(
x
j
)
(ii) Pk(x) =
k∑
j=0
(−1)jqk−j
(
n− k + j
j
)(
n− x
k − j
)
Demonstrac¸a˜o. Como
(1 + γz)n−x(1− z)x = (1 + γz)n
(
1− z
1 + γz
)x
,
desenvolvendo o lado direito em se´ries de poteˆncias obtemos (i). Note que como γ = q − 1,
enta˜o
(1 + γz)n−x(1− z)x =
(
1 + γz
1− z
)n−x
(1− z)n =
(
1 + qz − z
1− z
)n−x
(1− z)n
=
(
1 +
qz
1− z
)n−x
(1− z)n.
Expandindo a u´ltima igualdade em se´ries de poteˆncia obtemos (ii).
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(P, pi)
-bola, 16
-co´digo linear, 20
-distaˆncia, 12
-esfera, 16
-espac¸o, 12
-espectro do co´digo, 25
-me´trica, 12
-peso, 12
pi
-coordenadas, 11
-suporte, 11
pii
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caracter, 53
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induzida, 6
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