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I. ABSTRACT 
The success of modern business and industry depen~s on the abil-
ity to manage information. Information is obt~ined by combi~ing facts 
and reality. As schools., businesses, governme·nt, and almost every 
institution becomes bigger, the amount of information required to make 
~ decision increases. Computer Information Systems were -developed ~to 
meet the demands of ·business and industry to process information as 
quickly and effectively as possible. 
The core of any Information System is its data base. That is , 
the list of individual data items, or "facts", which the software 
manipulates to produce information. Current technology limits the 
ability of Information Systems software to process information ·effec-
tively. A programmer must explicitly direct the computer to manipu-
late facts in a precise, algorithmic manner. The information produced 
is based on the algorithm produced by one program. Another program 
may have a slightly different algo.rithm of producing the same informa-
tion, but the algorithm may be much more complex and harder to main-
tain. While each person produces a different algorithm to solve a 
prciblem, they can describe the problem in the same way. 
Information Systems have two fundamental problems: 
1. Current programming languages al.low identical problems to be 
solved in different manners, and 
2. the integrity of data in a data base is under the guidelines of 
1 
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a software program. This means that while the • reasoning 
involved in manipulating .data is correct, a flaw in the algo-
rithmic implementation would corrupt the data. 
Both of these problems are addressed by the Fifth Generation program-
ming methodolo-gy: Programming in Logic. 
Logic is a science that deals with the principles and criteria of 
validity in thought and demonstration. 
C 
Logic programming languages 
require that facts be combined with rules which support the demon-
strated reality. That is, a problem is described in a logic program, 
and the implementati.on of the language decides how to solve the prob-
lem (or process the information) based on the rules. Sinc·e people can 
describe a problem in the sam~7 way, programs written in a logic pro-
gramming language tend to be virtually identical when compared to 
• 
their algorithmic counterparts. 
This paper \ddresses the fundamental proble.m associated with the 
Information System data base. It will be shown that logic programming 
not only improves the integrity of the data base, but it also allows 
for the inclusion of knowledge 
All of the examples and case studies presented in this paper are 
based on the logic programming language PROLOG (PROgramming in LOGic). 
PROLOG is a nonprocedural (or descriptive) programming language which 
was chosen as the kernel language of the Japanese Fifth Generation 
Computer system Project. 
'-. 
2 
A brief overview· of PROLOG is presente.d, followed by several case 
studies which have utilized PROLOG to develop applications. Finally, 
a detailed study of PROLOG as a data base management tool 
• lS 
presented. 
3 
II. AN OVERVIEW OF PROLOG 
PROLOG is a nonprocedural (or descriptive) programming language 
which was initially developed in the early 1970's. PROLOG signifies 
PROgramming in LOGic. On the basis of the idea of logic pr.ogramming'", 
the theory of which was founded by R .. Kowalski and P. Hayes, the first 
PROLOG interpreter was developed in Marseille, France, by A. Col-
meraller in 1973.ca Until .the early 1980' s, when PROLOG was chosen as 
the kernal language of the Japanese Fifth. Generation Computer System 
Project, it was almost totally contained within academic circles with 
little or no effect on the world of computing.l In 1981, Clocksin and 
Lellish wrote the book "Programming in PROLOG". It was intended to be 
an introductory text for a DEC-10 implementation, but now in its 
second edition it has become the d~ facto standard for PROLOG. 
The ·Convergence of several factors is making the use of PROL.O.G as 
a programming tool more appealing. The first factor is the improved 
performance _and support of PROLOG interpreter~, and the expected 
release of several high performance interpreters. Second, the indif-
ferent attitude of hardware manufacturers toward logic programming 
appears to be changing: Apple Computer, Inc. plans to offer a version 
of PROLOG for the Macintosh and the latest Tektronix machine was 
released with the capability of running PROLOG. Third, there is an 
1. B. Dornolki, "PROLOG In Practice'', Proceedings of the 
IFIP 9th World Computer Congress , p. 627. 
4 
increasing demand in the artificial intelligence field for computer 
people, and one of the promising areas of AI research has been the .. 
area of logic programming.2 
Programming in .PROLOG can be segmented into three basic areas: 
1. Specifying facts about objects and relationships; 
2. Specifying rules about objects and relationships; and 
3. Asking questions about objects and their relationships.3 
A program written in PROLOG consists of a data base which con-
tains facts and rules pertaining to a problem. The problem is then 
solved by formatting it as a question which is presented to the pro-
gram which . 1n turn answers the query . PROLOG is a conversational 
language. A computer is used to enter the facts, rules, and ques-
tions, and the answers are displayed on the terminal or other output 
media.4 
FActs in PROLOG are the declaration of ownership between one 
individual object and another. For example, 
2. Malpas, John. 
Journal. , p. 
"Programming in Logicll, Doctor Dobb's 
36. 
3. W. Clocksin, "Introduc.tion to PROLO·G: A ·Fifth.-Generation 
Language", Computerworld , p. IDS. 
4. lb id~ • p. IDS . 
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. ~ry owns a lamb . 
I 
translatas into the PROLOG fact 
owns (mary, lamb) . 
The relationship has a. particular order. Mary owns the lamb, but the 
lamb does not own mary.5 
In the notation shown above, which is the most co.mmon PROLOG 
notation, the names of relationships and objects must begin with a 
lower case letter. The relationship specified first, and the •. 1S 
objects involved are parenthetically enclosed and are comma separated. 
A period comes at the end of a fact. The objects listed within the 
parentheses must app~ar in a consistent order.6 
The name of the relationship is called a predicate~ and the 
objects inside the parentheses are called the arguments. The above 
exa:nple is a fact about the predicate uowns", whic·h has two arguments, 
"mary II and· 11 lamb 11 • 7 
A PROLOG question is formed by pref ix-ing the question with a "?" 
sign as follows: 
5. Ibid., p. IDS. 
6. Ibid., p. ID6. 
7. Ibid., p. ID6. 
l I 
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?- owns(mary,lamb).8 
In attempting to deduce the answer to a question, the PROLOG sys-
tem examines each entry in the data base, looking for facts that 
answer the question. Two facts match if their predicates are spelled 
the same and if they have the same arguments.. If there is no matching 
fact, the PROLOG system will answer "no·". This indicates that the 
question cannot be proven by what is contained in the data base. If a 
matching fact is found, th·e PROLOG system answers "yes". 9 
Variables are· also pe.rmitted in PROLOG. In PROLOG, a variable 
takes the plaqe of an object that the programmer is either unable or 
unwilli.ng t:o name at the time that the program is written. -A variable 
stands for an object. 
Variables can ap·pear as t.he· argument of terms, in which they can 
be viewed as partial. specifications of data structures that can be 
fully instantiated at a later time. For example, the question 
---- Is there some thing X that mary owns? 
would be posed to the PROLOG system as 
8. Ibid., p. ID6. 
9 . lb i d . , p . I D 6 . 
?- owns(mary,X) 
Following from the previous data base defi~n, 
would be 
x = lamb; 
no 
the \.PROLOG answer 
The sy-stem will then wait for a reply from the programmer. If 
the programmer hits the RETURN key on the keyboard, the system will 
abandon the search for more matching fa.cts. If a semicolon is typed, 
then the system will continue the search. The last reply from the 
PROLOG system is "n.o", which means there are no more facts in the data 
base which sati~fy the ·query .10 
Conjunctions can be used to ask more complicated questions. The 
question 
"Do J,hn and Mary like each other?" 
can be stated in the form of two goals, ~eparated by a comma. The 
comma is pronounced "and". This conjunction, in PROLOG, is written a..s 
follows: 
?- likes(john,mary), likes(mary 1 john). 
Using variables, the query 
1tDoes John like anybody who likes John?" 
10. Ibid., p~ ID6. 
8 
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is written as: 
?- likes(john,X), likes(X,john). 
PROLOG alternates successively between two neighboring goals in a 
conjunction to find an answer that satisfi_es them both. An arbitrary 
number of goals separated by conjunctions may yi·eld this situation. 
This technique of alternating between goals is called "backtracking'' 
Before defining backtracking, the concept of a rule must be under-
stood. 
A rule consist~ of a new relationship [likes(john,X)], a Separa-
tor [:-], and a body, which it) this example consists of the single 
relationship likes(X,wine). This rule: 
likes(john,X) : likes(X,wine). 
indicates that 
"John likes X provided that X likes wine."11 
Rules may be entered into the data base in the same way as facts. 
The programmer will generally put a· mixture of facts and rules_ in the 
data base. It will be shown later that the rules can be thought of as 
virtual relations. A relation is considered "virtual·" when it con-
11~ Ibid., p. ID7. •• 
9 
sists of rules instead of facts. A clause is an entry into the data 
base whether it is a rule or a fact. If PROLOG encounters a rule when 
searching for a clause matching a question, it attempts to match the 
, ... , 
head of the rule with the goal in the question. If the head of the 
rule and the goal in the ·question match, then the body of the rule 
containing the subgoals must be satisfied in order to satisfy the ori-
ginal goal. These subgoals are attempted in the same "match arid back-
track'; style .12 
The means by which a PROLOG question .• l.S evaluated is called-
"backtracking" .. Consider two goals which are connected by a conjunc-
tion. PROLOG needs ·to f·ind some ins tanc·es in the data base that 
sa;tisfy both goals. To satisfy a conjunction of goals, PROLOG 
attempts to satisfy each goal in the conj-unction from left to right .13 
Each particular goal in a conjunction· may either succeed or fail 
when an attempt is made to satis.fy it. If it succeeds, then PROLOG 
attempts to satisfy the go·al to the right. If there are no more g~als 
to the right, then the conjunction succeeds. If, however, a goal 
fails, then an attempt ·is made to resatisfy the g_oal to the left by 
finding a furth 1, ~ possible answer for it, then proceeding rightward, 
as before. The backtracking feature allows the PROLOG programmer the 
flexibility to influence the termination and efficie.ncy of pr·ogram 
12. Ibid. , p. ID7. 
13. Ibid., p. ID10. 
10 
e·xecution by checking the conjunctions within a program as well as the 
goals within a query or rule. Any variable in a goal may become 
".instantiated'', which means it has an instance tq some data structure 
when the goal succeeds. As soon as a variable becomed instantiated to 
/ 
some data structure, every occurrence of the variable, having the same 
name in the goal, will be immediately instantiated to the same data 
structure. If a goal fails, then any variables that may have been 
instantiated by the previou$ success of the goal are fotgotten. Back-
tracking, in essence, is an attempt to satisfy a conjunction of goals 
by a depth~first left~to-right search of a proof tree.14 
Data struct.utes in PROLOG are represented as terms that can have 
a·ny number of components. For example, in a parts database, we need 
to describe a part in more or less detail. A widget, which consists 
of a nut and a bolt, can be denoted as: 
widget(nuc,bolt)l5 
The item "widget" is called the ''functor" in PROLOG, and the 
arguments enclosed in the parentheses are called the "components" .... 
When used as an individual, as in. the above example, the strt)cture can 
never be mistaken for a goal or clause. However, notice that facts 
and rules are represented as structures. This is done on purpose. 
14. Ibid., pp. IDl0-11. 
15. Ibid., p. ID11. 
11 
The notion that programs should be written using the same data struc-
tures that are manipulated by programs is a feature of PROLOG. PROLOG 
demonstrates that the distinction between code and data is artificial 
'' 
and unnecessary. The importance of the application of program-as-data 
is realized when performing natural language queries on databases. 
The "Chat" system is a PROLOG system which contains a geographi-
cal database and which accepts queries such as 
What countries contain three or more cities with a po.pula-
tion of at least one million? 
The Chat system converts the English quest·ion by several steps to a 
PROLOG goal, which is then executed by the system. This is a prime 
example of the utilization of the program-as-data feature of PROLOG.16 
As with other languages used by researchers in artificial intel~ 
ligence, a data structure known as the ''list" play an important role 
. . 
in PROLOG programming. A list i.s a binary tree constructed from '1 list 
cells". An example of a list cell is 
[carrots, peas, c·ucumbers, turnips] 
This example states that the list contains four elements. The left-
most element (carrots) is the head of the list and the rightmost ele-
ment (turnips) is the tail of the list. The brackets indicate that 
16 . lbi d . , p . ID 11 . 
12 
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this is a list cell. The PROLOG predicate "member" is used to check 
if something is a includ~d in a list. The query 
?- member(peas,[carrots,peas,cucumbers,turnips]) 
tests whether "peas" is in a list- of vegetables.. The query 
yields 
?- member(Y, [carrots,peas,cucumbers,turnips]) 
Y - carrots 
Y - peas 
Y - cucumbers 
Y - turnips 
"member" always succeed·s for each element of the list. 
The design of the PROLOG language makes it is easy to write a 
modular program. Therefore, there is usually no need to rewrite 
existing parts o·f the program when a modification . 1.s n.eces sary. At 
any given point of the program, there is something that works. It is 
.easier to build on a working program, no mat·ter what the . size. Pro·-
gram construction then involves the task of adding more functions 
while maintaining less structur·es. For many programmers this is an 
attractive methodology for programming. 
PROLOG has been used for artificial intelligence applications as 
well as more conventional applications.. Data management applications 
~ 
of PROLO·G fn the areas o·f expert sys terns, manufacturing, and software 
development, as ~ell as the pro's and con's of PROLOG as an applica-
tion language, are. discussed in the next chapter. 
13 
III. PROLOG EXPERT SYSTEMS 
PROLOG is becoming a practical programming language suitable for 
effective use in a number of application areas~ This chapter cites 
examples for the application of PROLOG in the ar·eas of expert systems, 
manufacturing, and software development. Arguments both for and 
against the use of PROLOG in each applications area will alsb be· 
presented. 
In the development of PROLOG applications, the main activity is 
to perform logical deductions on the basis of fac·ts and rules relevant 
to a given problem. These facts and rules are stored in a data base. 
PROLOG as a language based on logic is highly desirable for writing 
these· kinds of programs. If a PROLOG program is regarded as a data 
base, any kind of statement can simply be added as a new PROLOG clause 
and a great variety .of questions can be asked about the data. Data-
bases not only contain facts, but they also· contain rules formulating 
the laws governing the facts. PROLOG will attem.pt to logically de:duce 
the answer from the rules if the facts are not found in the data base. 
The flexibility of PROLOG allows inquirie·s arid updates not previously 
foreseen by the designers of the database.17 
"MASES" is an expert system which was written in Micro-Prolog by 
the Future Concepts Branch of the Central 
17. B. Domolki, "PROLOG In Practice", Proceedings of the 
IFIP 9th World Computer Congress , p. 629 . 
. ' 
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Computer and 
Telecommunications Agency (CGTA) during 1983. The system, called 
Microcomputer Advice and Selection Expert System runs on a CP/M based 
microcomputer. It incorporates expertise and knowledge learned from 
within the CCTA. The system was intended to provide the inexperienced 
user with a consultation tool which provides advice on the selection 
of a microcomputer for specific applicatiors. However, unforeseen 
limitations of the microcomputer environment in which MASES· was 
developed prevented achievement of the initial aim o.f a live, usable 
system. A small system capable of exhibiting some typical features of 
expert systems was developed as a result.18 Some important lessons 
were learned concerning the programming language PROLOG and expert 
syste~s in general as a result of this exercise. 
1. A non-trivial expert system in Micro-Prolog cannot be supported 
by. a 64 kilobyte microcomputer. The requirement of expert sys-
tems interactive rule-based, pattern matching techniques, and 
the limitations of processor speed and main memory make such 
systems as micros too slow for operation~l use. 
2. Extracting knowledge from an expert and translating it into 
rules is· a difficult and time consuming task. 
3. PROLOG is a useful language for developing expert systems, given 
that an expert systems shell is accessible to the programmer to 
18. P. Duffin, IIMASES: A P.ROLOG Expert System", Information 
Age , p. 210. 
15 
aid in the development. The shell "APES" (Augmented PROLOG for· 
Expert Systems) used in the development of MASES provided: 
a. High-level data base query facilities, 
·b. Facilities for· in.teracting with the user, 
c. Facilities for handling files, 
d. explanations both during and after a consultation, and 
e. a natural language interface. 
4. Editing facilities were not available during "runtime". The 
construction of an expert system requires small changes to be 
made and tested constantly throughout the development cycle.19 
"APLICOT'' is an expert· system shell written in PRO-LOG wh.ich util-
ized the same design framework as other languages implementing expert 
systems. APLICOT was written to prove that PROLOG could be used to 
develop an expert system ihell. Existing shells always chose one con-
trol strategy. APLICOT, as discussed below, allowed the user to 
choose the control strategy to be used. As a result, a system perfor-
mance comparison was obtained between a PROLOG based expert system, a 
LISP based expert system, and a FORTRAN based expert systern.20 
19. Ibid., pp. 216-217. 
20. F. Mizoguchi, "PROLOG Based Expert System"; New 
Generation Computing, p. 99. 
16 
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Three expert systems developed in the past were selected for com-
paris·on with APLICOT: EXPERT, EMYCIN, and ADIPS. 21 
• 
"EXPERT" was developed at Rutgers Univ~rsity for designing con-
sultation systems. It is implement·ed in FORTRAN and utilizes a for-
ward reasoning control strategy. Its m.ain application area is as a 
medical diagnostic system.22 
• "EMYGIN" was developed at Stanford University to provide advice 
on diagnosis thera-py of infectious diseases. It is implemented in 
Inter-LISP and has control structure in the form of a production sys-
tem known as goal-directed backward reasoning strategy.23 
"ADIPS" wa.s developed at the Science University of Tokyo to 
facilitate adapting mechanisms to a new role through a rule discrimi-
nation process. ADIPS is implemented in Inter-LISP. A forward rea-
soning strategy is utilized for inference control.24 
The study showed APLICOT's code size to be ten times smaller then 
the LISP or FORTRAN expert systems. N·evertheless, in identical task-
ing environments the total performance of APLICOT is at the sa-me level 
as ·the other systems.25 
21. Ibid., p. 101. 
22. Ibid., p. 101. 
23. Ibid., p. 101. 
24. Ibid,, p. 101-102. 
17 
The main difference between APLICOT and the other expert systems 
is the inference control strategy. In the case of APLICOT, a user can 
choose between a forward or backward cont.rol strategy for the same. 
rule format. This is accomplished through the PROLOG language back-
tracking feature. In most expert systems, the iriference control stra-
tegy is fixed, giving a user no choice of a reasoning strategy.26 
EMYCIN was found to be the bes.t system in terms of user inter~ 
face, transferring the knowledge in an interactive way. With its LISP 
language feature., EMYCIN is regarded as a user oriented system. It 
was found that the only weak point in a PROLOG based expert system is 
the lack of experience in designing an expert system with a good user 
interface. As PROLOG based expert systems mature, they will become 
more user oriented through the use of the natural language facilities 
of PROLOG.27 
In summary, overall APLICOT was found to be more flexible and 
compact then expert systems based on 0th.er programming languages. It 
also demonstrated the usefulness of PROLOG for designing expert sys~ 
teins.28 
25. !bid., p. 102. 
26. Ibid., p. 102. 
27. Ibid., p. 102-.103. 
28. Ibid., p. 103. 
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IV. PROLOG MANUFACTURING SYSTEMS 
The application of PROLOG extends beyond the expert syste.m and 
includes other applications areas. The use of PROLOG in the manufac-
turing environment has been investig~ted by a number of organizations. 
The possible use of PRO.LOG· as a VLSI design language, and the use of 
PROLOG as a real time language for process control ar.e discuss·ed 
below. 
High performance VLSI chips which are currently available only on 
very large scale mainframe units will soon be used to incorporate 
sophisticated control systems into personal ,computers. These VLSI 
chips are dif.ficult to de.bug e_ven in conventional systems. As memory 
systems become more complex, this difficulty will increase, emphasiz-
ing the need to eliminate bugs before mass productioxi.29 
The "silicon converter" is a CAD program that assists in the 
development of CMOS VLSI designs. It accepts logic equations and con-
nectivity information and produces chip layouts. PROLOG was chosen as 
the implementation language primarily as an experimentation in the use 
of PROLOG for VLSI chip design. ,The following are conclusions about 
the use of PROLOG for llsilicon converter" type applications: 
1. Since the "silicon converter" is a desig-n ~nthesis tool, it 
29. N. Suzuki, "Concurrent PROLOG as an Efficient VLSI 
Design Language", Computer , p. 33 . 
19 
·\ 
is 
typically run a few times in the design of a chip. A design 
analysis tool or simulator needs to be run many times for each 
design. Thus performance problems that would be deadly in an 
analysis tool are tolerable in a synthetic tool.30 
2. The silicon .converter has a s·mall well-specified problem domain 
and yields textual inputs and outputs. PROLOG would not be 
suitable for a problem requiring complicated har.dware and 
software interfaces.31 
3. PROLOG is most appropriate for problems· with no direct solu-
tions, i.e. where complex heuristics are ne·eded. Problems hav-
ing acceptable, well-understood solutions are less appropriate 
for rROLOG, since the cost of PROLOG in terms of execution 
speed, portability, and maintainability would not be justi-
fied.32 Information systems such as accounting, payroll, and 
inventory systems, require large amounts of stora.ge and. fast 
user response time. These applications are better written in 
COBOL, C, or some other algorithmic language. 
4. Where heur5,tic rules are needed, their suitability can be 
30. D. Hill, "The Silicon Converter: A Case Study in Uses 
for PROLOG", Proceedings. of the IEEE Int.ernational 
Conference on Computer Design '84 , p. 403. 
31. Ibid., p. 404. 
32. Ibid., p~ 404. 
20 
tested quickly and unambiguously. PRO·LOG is better at finding 
one exact solution than it is at finding the best among many 
adequate solutions.33 
5. PROLOG is weak at complicated ar·ithmetic and array structure·s. 34 
6. PROLOG is strong at recursion but weak at iteration.35 
I 
., 
' 
33. Ibid., p. 404. 
34. Ibid., p. 404. 
35. Ibid., p. 404. 
V. PROLOG SOFTWARE DEVELOPMENT SYSTEMS 
The usefulness of PROLOG for software prototyping was studied by 
Henryk Komorowski in 1984. PROLOG ~as ~sed to develop a prototype 
analyzer for PASCAL programs which would analyze a PASCAL user pro-
gram, store annotated abstract syntax trees, provide a query language, 
and know about ch.anges made. to the user program. 36 
The system consists of two parts. Th·e first part performs code 
analysis while parsing the program and stores the result in the form 
of PROLOG assertions. The second part takes a natural language query 
and produces an appropriate PROLOG query·. Thus, a PASCAL· program is 
parsed by the f{rst part and the user can ask questions about the pro-
gram via the second part. 
The defined natural language interface allows the user to ask 
questions such as 
"What is the type of v~le X?" 
"Show all paths to function Y." 
"Where .is field F of record V accesse·d?" 
Several advantages to using PROLOG for software prototyplng were 
realized. They are: 
36. Henry Komorowski, "Rapid Software.Development in a 
Database Framework - - A Case Study", ·rnternatiortal 
Conference on Data Engineering, p. 394. 
22 
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1. A designer who uses PROLOG to develop a specification has actu-
ally developed a PROLOG program. The de-signer writes true 
.statements about objects which are true. 
complete when1the program terminates. 
2. A PROLOG program is a database system. 
3. PROLOG offers ari easy par~er mechanism. 
Several d~ficiencies were also identified: 
The spec·ification • lS 
1. PROLOG is still immature and needs concepts like block structure 
and file. man·agement. 
2. PROLOG needs better compilation techni_ques. 
3. PROLOG, while it does resemble a database, is not a complete 
database syste-m. 
Each of these advantages and deficiencies are in agreement with 
the other studies identified in this paper. The author also indicates 
that this rather productive tool was written in only seventy man 
hour·s. 3 7 
37. Ibid. i p. 396. 
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-VI. PROLOG APPLICATIONS SUPPORT REQUIREMENTS 
·--... 
The features which make any application suitable for the use of 
PROLOG can be summarized as follows: 
1. An application where some kind of search is required is a good 
candidate for a PROLOG application. A typical situation for 
PROLOG is to describe a set of conditions ·which some kind of 
( 
object has to satisfy and let the backtracking feature of PROLOG 
conduct the search. It should be noted that the effectiveness 
of this search can be enhanced by the programmer by writing the 
conditions in a suitable form, making use of the backtracking 
mechanism of PROLOG. 
2. An application involving symbol manipulation or operations on 
strings of symbols and graph-like structures is a suitable prob-
lem for the use of PROLOG. The PROLOG features assisting in the 
above activities are p&ttern matching, recursion, and the abil-
ity of syntax to express data structures.-
3. Since a PROLOG program can be regarded as a relational database, 
any application involving intelligent and flexible databa-se han-
dling would be well suited as a PROLOG application. 
As was shown earlier in the MASES system example, one .of the most 
often mentioned arguments against PROLOG is that it needs more memory 
and computer time than .traditional algoti thmic languages. This can be 
attributed to the fact that PROLOG has a small number of universal, 
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extremely powerful control primitives such as its recursive mechanism, 
pattern matching, and backtracking features~38 
However, the implementation of these primitives is surprisingly 
straight forward and simple. The programmer can utilize a single 
stack serving a number of purposes, _like stacking contr·ol information 
to handle recursibn and backtracking, thereby providing space for new 
instances of variables.39 
The. straight forward approach, however, has a number of drawbacks 
.. 
in teirms of space and time requirements. Upon exiting from a pro-
cedure, for example, no stack space can be reclaimed since the back-
tracking feature enables the program to explore alternative branches 
of the exited procedure. Also, each procedure call is treated as if 
each cAll is a potential backtracking point.40 
A number of adva-nced implementat.ion techniques were developed . in 
the late 1970's to aid in the effective implementation of PROLOG pro-
grams.41 
The first ·of these advancements was in the area of memory manage-
.. 
ment. Two new techniques known as "succe.ss poppingl' and "tail 
38. Domolki, op. c·it., p. 630. 
39 .. Ibid., p. 630. 
40. Ibid., p. 630. 
41. lb.id., p·. 630. 
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recursion optimization" were added to PROLOG. The result of these 
techniques mal<e PROLOG no worse then traditional progr·amming languages 
in the area o.f memory manageqient. 42 
Anoth·er technique for improving both time and space efficiency is 
the indexing of procedures. This technique speeds up the sear.ch f o.r 
the applicable alternative by using a preliminary examination of the 
value of certain argument positions and branching to a subprocedure 
accordin.g to this value. 43 
The user can supply other kinds of data that can be used for 
optimization purposes. For example, in so called "mode declaration", 
the u.ser can specify that some argumen.t positions of a procedure are 
used exclusively for input or output. 
Another breakthrough in the implementation technique for PROLOG 
was in the development of the first compiler for a Dec System-10 by D·. 
Warren in 1977. The develop.ment o·f the compiler proved that PROLOG 
could be implemented as efficiently as other AI languages.44 
Built~in. predicates are one of the feattire~ th~t helped PROLOG 
become a practical progra~ming language.45 All PROLOG implementations 
42. Ibid.~ p. 630. 
43. Ibid., p. 630. 
44. Ibid., p. 630. 
45. Ibid., p. 631. 
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provide built-in predicates in a·number of fields: arithmetic, string 
handling, input and output, program modifications, and control of exe-
cution. The set of built in predicates, however, need to be enlarged 
in a number of situations. For example, particular application pro-
grams may demand specific built.-in procedures both to real.ize some 
characteristic algorithms of the problem domain and to provide access 
to various computer resources. TheJe may also be a need to introduce 
new predicate.s for replacing the most frequently used algorithms pro-
gra_mmed originally in PROLOG by more appropriate built-in predicates. 
Practical PROLOG implementations should, theref.ore, provide a comfort-
able means of extendin_g the set of built-in predicates.46 That . 1S, 
the implementation must be made "extensiblel'. 
Before PROLOG can truly become an applications language, it must 
support discip.lined programming. A practical PROLOG implementation 
should provide the tools for structuring programs into several 
modules.47 The rea4ability and reliability of a PROLOG program can 
also greatly increased by the introduction of various forms of redun-
dancy. It is well known that an integrated program development 
enviro.nment greatly increases the practical usability qf a programming 
language.48 
46. Ibid., p. 631. 
47. Ibid., p. 631. 
48. Ibid., p. 632. 
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Since PROLOG is an interpretive"and interactive language, most 
implementations naturally provide tools for interactive debugging. 
Some also ·have program editing. 49 
tool. 
This chapter has dealt with the use of PROLOG as an applications 
The ability of us.ing PROLOG to successfully solve a particular 
problem has been shown. However, the full potential of PROLOG cannot 
be realized until PROLOG is interfaced with a relational data base. 
The problems and successes of attempts at providing this interface are 
discussed in the next chapter. 
49 . Ibid. , p . 6 3 2 . \ 
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VII. _THE FIFTH GENERATION OF DATA MANAGEMENT 
The modern computer is simp.ly a data processing machine. An ele-· 
.ment of data is some fact which is processed by a well defined act 
such as sorting, selecting, calcttlating, comparin-g, or compiling to 
produce information. Elemental occurrences of data and its associated 
information are usually stored ·by the computer for future reference. 
A computer requires software support to manage this data. A data 
management package is essential to the processing of information in a 
computer. 
Data management sys·tems, like computer systems, have evolved 
through a numbe·r of stages which are referred to as "generations". 
Four such generations hav·e been defined. 50 The primary c·haracteristics 
of each generation are defined below. 
1. The first generation of data management systems (1950's) were 
characterized by sequential acces.s files on a magnetic tape (or 
tape~like medium). Data ·retrieval and storage was slow, but 
most programs executed in trbatch" mode so that speed was not an 
important factor. 
2. The se.cond generation of data management systems (1960' s) wer.e 
characte·rized by direct access files on magnetic disk. Several 
50. G. Gardarin, "Towards the Fifth Generation of Data 
Management Systems", New Applications of Data Bases , 
pp. 4-5. 
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data management sy·sterns were developed which supported multiple 
file access methods, such as indexing and hashing. The need~ 
these new acce.ss methods was brought about with the introduction 
of interactive time-.shar.ing operating systems. Interactive 
users requires faster an·swers then their batch counterparts. 
3. The third generation of data management systems (mid 1960's to 
mid 1970' s) was characterized· by "access models". An access 
model is a data model which allows a data base administrator to 
describe the physical structure of the data base. 
4. The fourth generation of data mahagement systems (mid 1970's to 
p.resent) are characterized by the "relational" access model. 
Relational data bases all.ow the end-user to see only a logically 
specified portion of the databa~-e. That is, the user specifies 
what data needs to be seen, not how the data should be stored or 
accessed from the database. 
The current generatio·n of relational data management systems 
(RDBMS) consists of collections of facts. The user defines retrieval 
requests in a set or class oriented way, but the data management sys-
tern still needs to. use a predefined pointer encoded access path to 
obtain the requested data. The fifth generation of data management 
includes the required facts, but adds deduct.ive functionali.ties, or 
r·ules, so that data can be deduced from the collection of facts. I 
These rules would allow the user to deduce information having the 
shape that the user desire~.51 
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The fifth generation data ba.se manager is born out of the need to 
develop an interface capable of supporting the needs of a wide variety 
of users. The fifth generation data base manager will provide "vir-
tual relations" which are the rules from which information is deduced. 
Logic programming is the basis- ·for the user interface and construction 
of the vittual relations. 
For example, consider a database which describes the . . ... act1v1t1es 
o.f a special interest group of some professional organization. The 
database consists of facts such as: 
leads(smith,SIGPI.AN) 
member(jones,SIGPLAN) 
maxsize(SIGPIAN,75) 
meets(SIGPlAN,monthly) 
The facts state that smith is the leader of a special interest 
group called SIGPLAN to which a maximum of 75 people may join as 
members. SIGPLAN meets on a monthly basis. One member of SIGPI.AN is 
jones. These are facts which would be contained in a relational data-
base. A fifth generation data base would also contain virtual rela-
tions such as 
51 . Ibid. , p . 6 . 
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• 
dues(x,y) :- leader(x,y) 
dues(x,y) :- rnember(x,y) 
eligible(x,SIGPIAN) :- experience(x,(A>S)), 
field(x,proglang) 
The first two rules can be used for the purpose of collecting 
dues. Dues are collected from everybody, whether they are a member or 
the leader. The third rule states that every p·erson who has at least 
five yea-rs experience in the programming language field is eligib1e. to 
be a member of SIGPLAN. 
Notice the power of the last rule. It describes something about 
all people with at least five years experience in the programming 
language field. It can be deduced that every member of the _profes-
sional organization with at least five years experience in the pro-
gramrning field is eligible to be a member of SIGPIAN. 
Since fifth generation data base management systems can be 
expr·e$sed in logic programming, PROLOG can be integrated with a rela~ 
tional data b·ase management system to create a "deductive" data base 
s_ystem. A deductive data base system is a d-ata base system which pro-
vides the ability to create virtual relations. 
The above example illustrates how a PROLOG program ~s (conceptu-
ally) -a deductive database. A PROLOG pr~gr-am which consists solely of 
facts is (conceptual.ly) a relational data base. The combination of 
relational data base theory with logic programming may be used to pro-
duce the deductive d.a ta base . Logic has been studied over many 
decades and is a powerful data modeling tool. In addition, the 
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central importance of logic to data base s~stems has become widely 
appreciated over the last couple of years.52 
52. J. W. Lloyd, "A Introduction to Deductive Database 
Systems'', The Australian Computer Journal, p. 54. 
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VIII. INTERFACING PROLOG AND RELATIONAL DBMS 
PROLOG provides more than the ability to create virtual rela-
tions. It also provides a host language which supports the "program-
ming in logic" concept. There have been several studies analyzing the 
methods of interfacing PROLOG with existing relational data base 
management systems. 
~ 
In 1984, PROLOG was interfaced with the relational data base 
management system PEPIN.53 PEPIN is written in PASCAL and has a lay-
ered structure. PEPIN provided user access via menus or PASCAL inter-
faces specially adapted to an appli-cation. The PROLOG interface was 
pr~marily developed to provide virtual relatibns. 
Three software modules were developed -to create t·he deductive 
data base. The first module, referred to as the "clause compiler", 
allows the user to interactively input virtual r_elation definitions. 
The output of the clause compiler is the definition. of the virtual 
relation which is stored in the database. The output of the prog-ram 
is referred to as the "automation" and each o.f the constitu·ents of the 
automation is referred to as the "automaton". The purpose of the 
clause compiler is similar to the purpose of the definition module in 
a relational data base management system. The definition modtile 
53. G. Marque-Pucheu, "Interfacing PROLOG and Relational 
Database Management Systems", New Applications of Data 
Bases , p. 1. 
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allows a user to interactively define relations in a relational data-
base. The output of a definition module is used to build the relation 
in the database just as the output of the clause compiler is· used to 
JI( 
... . . 
build the virtual relation. 
The second module is activated when the user formulates a query 
to the data base via the PROLOG program. This query is created in the 
program by utiliz·ing the PROLOG predic·ate "eval". This module takes 
care of the transmission of the parameters from the PROLOG program and 
the optimization of the query. 
The third module accepts the optimized output of the second 
module and follows the step by step execution of the relational opera-
tions. Since this is a. step by step procedural function, it is writ-
ten in PASCAL. The values corresponding to the tesolution of the 
query are returned to PROLOG via the backtracking mechanism.54 
Several interface problems were discovered during the course of 
this study. The design of the PROLOG deductive strategy works well 
when the data is s·tored in main memory. However, PROLOG is very inef-
ficient when a lot of data in many relations needs to be examined to 
obtain an answer. A relational data base management system c·ap exe-
,,., 
cute operations in a very efficient manner by using the predefined 
data access paths. PROLOG is also inefficient (due to its infancy) 
54. Ibid., p. 242. 
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its recursion and optimization strategies. This is why the third 
module had to be written in PASCAL -- so that a defined optimization 
$trategy could be used to control the levels of recursion required to 
solve the virtual relation query. 
The PEPIN study concentrated primarily on interfacing PROLOG to 
provide virtual relations. Also in 1984, a data base management sys-
tem called I.LEX was .developed wh.ich also addressed the virtual rela-
tion issue, but which concentrated primarily on the query language 
interface.55 TLEX is discussed in detail in the book "A PROLOG. Data-
base System", by DeYi Li. 
ILEX was developed because the authors realized that there are 
many forms of query languages and the need exists to m~ke query 
languages user- friendly and easy to use. The authors recognized- three 
query languages as the most widely used: QBE, SQL, and ISBL. Each of 
these query language implementations are ditected towards a specific 
language. Any project which utilized two languages would require a 
large amount of duplication in its software. The need exists to com-· 
bine the variety of solutions of all of the query languages in a con-
sistent way. 
ILEX is written entirely in PROLOG and provides the user a choice 
55. D. Y. Li, "Elaborating PROLOG/DBMS Interface Techniques 
and Interface Structures.n, First International 
Conference on Computers and Applications , pp. 134-138. 
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of any of the three most popular query languages. "PL" is a Picture-
Language based .on QBE, "ELI' is an English-Like language based on SQL, 
and "ML 11 }is a Mathematics-Like language based on ISBL. These 
languages were chosen because they combine tuple calcuru), domain .cal-
culus~ an~ relational calculus -- the three classes of the relational 
model. PL, ·EL, and ML can be used interchangeably,. allowing the user 
to choose the approach which is best suited to solve a particular 
problem. 
ILEX allows the user to communicate with two types of databases. 
The "internal database" consists of virtual relations and query seman.-
tic functions. The "external database'' consists of the facts which 
form the traditional relational database. The details of what is con-
tained in either of the databases are hidden f·rom the user. 
The authors found that existing query languages can be Viewed as 
alternate ways of forming the same query. ILEX includes a functional 
bank which has been b.uilt up to provide commonality of applications 
·-.. 
across the different query langua·ges. The only differences between 
the query language.s are the syntax and proceq.ural forms. This means 
that fuany different query languages may be implemented using the same 
underlying software. The designer has the freedom to enhance the 
query language and the user has the freedom of constructing queries 
from language to language. 
The following example illustrates the syntact,ic difference 
between PL 
' 
ML 
' 
and EL. Consider the following database for a wine 
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distributor: 
KINDS(TYPE,COLOR,FLAVOR,BODY) 
WINES(WNUM,VNUM,VINTAGE,AREA,TYPE) 
STORES(SNUM,WNUM,SNAME,CITY,QTY) 
STOCK(VNUM,WNUM,QTY) 
PRICES(WNUM,SNUM,DATE,SIZE,PRICE,QTY) 
VINTNERS(VNUM,VNAME,CITY) 
A typical query to this database would be: 
Get the chablis wines located in Calif·ornia, or supplied by Wines, 
Inc .. 
·rn PL, this query would be specified as follows: 
+---""---+ 
I wines I 
+ - - - - - - "" ... - - - - - - - .;. - - - "" - - - - - - - - . - - - - - - - - - - - - """ - ... .;. - - ,- - - - - -. 
wnum vnum vintage ar-ea -~ype 
. . . . 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -. . . ' . 
w.X 
+--,--~--+ 
I stock I 
# # 
+- - - - - - - - - - - - - - - - - .- - - - - -
vnum wnum qty 
- - - - - - - - - -· - - - - - -· - - - - - - - -· 
. . . 
M w.Y 
+----------+ 
I vintners I 
+------------------------
vnum vname city 
M Wines, Inc 
california 
In EL, this query would be specified as follows: 
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chabiis 
\ 
' 
/ 
/ 
SELECT wnum 
FROM wines 
WHERE area=california, 
type=chablis 
UNION 
SELECT 
·FROM 
WHERE 
wnum 
stock 
vnum IN 
(SELECT 
FROM 
vnum 
vintners 
WHERE vnarne=Wines, Inc 
) 
In ML, this query would be specified as follows: 
(WINES : area=california, type=chablis [vnum])++ 
(STOCK<=> (VINTNERS : vname=Wines, Inc) [vnum]) 
Each of these queries is then translated into the same logical struc-
ture and then converted into proper order via optimization. 
ILEX also bridged the gap between PROLOG and the relational data 
base management system in order to provide the deductive database. A 
"bri.dge" program was developed and accessed via the normal PROLOG syn-
tax. The bridge program accepts the optimized output from PROLOG and 
performs the necessary queries returning the data to PROLOG. Obvi-
ously, every data base manager needs a separate bridge program to per-
form the query. 
The success of ILEX and PEPIN illustrate that ·PR.OLOG is well 
suited. as a query language implementor because it provides a gr.ammar 
rule notation which can be used to develop parsers. The ability to 
interface PROLOG with a relational dat·a base mach.in_e was also demon-
str·ated. However, both ILEX and PEPIN into roadblock • came a 1n 
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p-erformance when using PROLOG with facts stored on auxiliary memory. 56 
It appears tha,t this problem could be resolved by relying not on 
traditional software data base management systems, but rather on rela-
tional data base machines. There are sever&! machines available today 
which offload the CPU work of the host and which per·f orm all of the 
data base. access, updating, and number crunching. The mos.t notable of 
these machines is the Intelligent Database Machine (IDM).57 
The IDM incorporates relational data management software which 
resides not on the host, but in a specialized, high-performance. pro-
cessor dedicated exclusiv~ly to its execution. The IDM can perform 
data b·ase functions at speeds independent of the host environment and 
can accommodate multiple hosts simultaneously. The speed of data base 
machines such as the IDM may solve the PROLOG performance problem. 
The Japanese are ~. developing their own relational data base 
machine for the Fifth Generation Computer Project. This machine, 
called "Delta", is a multiprocessor system which is similar in design 
to the IDM, but which addresses the integration of a data base machine 
with PROLOG. Delta includes a hierarchical memory which is a large 
semiconductor disk. Delta uses part of this memory for data 
56. D. Y. Li, "ILEX: An Intelligent Relational Database 
System", 1983 ACM Conference on Personal and Small 
Computers , p. 227. and Garda~in, p. 138. 
57. Scott Humphrey, "The Relational Database Machine", 
Hardcopy, p. 20. 
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management functions and part for program control. All of the actual 
data is maintained on moving-head disks. The semiconductor memory is 
used because it was realized that storing 
moving- head disks is. very time consuming. sscl 
temporary results on 
Another performance problem of data base machines is the inter-
face to the host. An Ethernet interface was recently announced for 
the IDM. Until this interface became available, I/0 to the host was 
restricted. to 9600 BAUD. Delta includes a hardware Interface Proces-
sor wh-ich interfaces it with a Local Area Network, and a hardware Mul.; 
tibus Interface which ih_terfaces it with other high speed networks. 
Delta is still in the testing phase. All of the components of 
Delta are being integrated with the intent of creating ,a Knowledge-
Based machine. 
The difference between a q.onventional data base system and a 
knowledge base system lies in the fact that co·nventional systems pro-
cess data while a knowledge based system processes information. 
Knowledge bases are extended deductive databases. 
A knowledge based system also allows fo_r the cr.eation of virtual 
relations, but it is also required to provide user· interfaces in the 
58. K. Murakami, "A Relational Database Machin~: Fir-st Step· 
to Knowledge Base Machine'', 10th Annual International 
Conference on Computer Architecture Conference 
Proceedings , p~ 424. 
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form of graphical communications or natural languege conversations. 
It must also expand .input/output media and provide sophisticated 
improvements to both hardware and software.59 Systems which are 
knbwledge based i.e. capable of replacing human knowledge based 
judgement - - must be sys terns of h·igh integrity. 
The transition from dat.a bases to knowledge bases still requires 
much .research. G. M. Nijssen has identified a number of processes 
which are vital to this transition. 60 These processes ch.ange the way 
.conventional data bases are accessed -- by the u-ser, by the system, 
and by programs -- and the way data is presented. 
Diagram A illustrates the newly defined processes. The data base 
is inltially defined by relations and virtual relations. This defini-
tion is called the "Conceptual Schema". The user then has the ability 
to query the data base through some natural programming language. The 
query from this language is processed by a "Conceptual Information 
Processor" which examines the Conceptual Schema in order to manipulate 
the query. The Conceptual Information Processo:r may obtain data from 
the data base through the "Information Processor". The facts and Con-
ceptual Schema are compared by the "Validation Processor" in order to 
resolve the query. 
59. A. Brooking, ''Intelligent Approach to Information 
Processing", Computing~ p. Supplement 4. 
60. Nij ssen, G. t-1. "From Databases Towards Knowledge 
Bases", DBMS -- A Technical Comparison, p. 115. 
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IMPLEMENTATION· OF KNOWLEDGE ASSIMILATION 
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DIAGRAM A 
The display of info-tmation to the output media • lS accomplished 
through the External Inform:ation Processor. This processor is respon-
sible for formatting ~nd editing all of the information to be sent to 
the user or program. 
This knowledge base schema makes it possible for users to update 
t 
the database while preventing the insertion of invalid. data. The 
schema allows for the automat~d updating of applications programs 
which do not include validity rules as described by the Conceptual 
Schema.61 
This view of a knowledge base is not very detailed and hints that 
it will take a long time to develop a knowledge base. The fundamental 
obst·acle which must be overcome is the limitations upon the human to 
describe knowledge. 
"For expert syst.ems, logtc is not the issue: knowledge is. 
An expert system, of course, needs an inference procedure. 
The power of an expert system comes mostly from its 
knowledge, not its i.nference procedure. The big issues con-
cern knowledge - - how to acq.uire it from expeI"ts or nature, 
and how to represent it."62 
Humans acquire knowledge when they realize the value of its 
existence. Knowledge based systems take on the role of knowledge 
acquisition, representation, and utilization, but only based on the 
61. Ibid., p. 130. 
62. Ibid., p. 130. 
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final decision as made by the human programmers. The knowledge base 
system must refuse knowledge which is inconsistent with the human 
logic, or if the knowledg.e has already been acquired. The process of 
storing into data bases only that knowledge which is necessary and 
consistent with the intention of the acquisition is called knowledge 
assimilation.63 
Miyachi and others implemented a logic database oriented 
knowledge assimilation prog~am in PROLOG. Their definition of 
knowledge assimilation is sligbt"ly different than the definition which 
is dictated by logic. Logic dictates that knowledge can be assimi-
lated in one of four ways: 
1. -~t can be ignored if it is implied by existing data (Provability 
Check); 
2. it can replace existing ·data if the existing data is implied by 
the new information (Redundancy Check); 
3. it can be added to the database if it is independent of the 
existing data (Independence Check); or 
4. it contradicts the data, in which case the new information ,...can 
be ignored, or the general rule can be restricted, in order to 
63. T. Miyachi, "A Knowledge Assimilation Method For Lo·gic 
Databases", 1984 International Symposium on Logic 
Programming, p. 118. 
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eliminate the contradiction (Contradiction Check). 
Miyachi determined that implementation of a knowledge assimilation 
program would be easier if the order of th~ checks were changed to: 
1. Provabil_i ty Check 
2~ Contradi~tion Check 
3. Redundancy Check 
4. Independence Check64 
The provability check and contradiction checks both judge whether 
ot not data can be added to the data base. That is, whether or not 
the data is "assimilable". Once the data has been determined to be 
assimilable~ it can be checked for redundancy. Upon com~leting the 
redundancy check, the independence of the data is verified. This new 
ordering makes it easier for a logic program to assimilate data and 
determine data base contradictions as fast as possible. 
Since the integrity of a PROLOG database is defined by individual 
integrity constraints, any data which does not satisfy the integrit_y 
const.raints involves a contradiction. 
assimilable into a data base. 
Contradicting data is not 
Iri order tb provide knowledge assimilation to PROLOG, the predi-
64. Ibid., p 119. 
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cate "demo" was implemented. This predicate expands the power of PRO-
LOG by incorporating a meta-language which is defined in the PROLOG 
program itself. The ability to add knowledge assimilation to a logic 
programming language by creating a meta language was proven by Bowen 
and Kowalski in 1981 ( "Amalgamating Langauge a.nd Meta- language in 
Logic Programming"). 
The PROLOG knowledge assimilation program assumes that ·knowledge 
can be repr·esented by classifying it as facts (extensions to the data 
base), rules (intentions of the data base), and integrity constraints. 
The facts and rules are input to the program by the user. The 
integrity .constraints are contained in the "demo" predicate as defined 
above. The program implements all four levels of knowledge assimila-
tion. 
The four levels of the knowledge assimilation program can best qe 
understood by examples. Consider a database- wl1ich consists of the 
knowledge of the traditional family tree (Xis a parent of Y ... )' and 
each member's blood type. If the facts 
and the rule 
father(jeff,meghann) 
mother(cindy,meghann) 
parent(x,y) 
p·arept (x, y) : 
father(x,y) 
mother(x,y) 
were already in the databas.e and the knowledge 
"Cindy is Meghann's :Parent." 
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was posed ·to the data base, then the fact that Cindy • lS Meghann's 
parent is provable from the facts and rules. This ~ould be detected 
in the provability phase. 
S_uppose the following knowledge w.as posed to the database·: 
"Dane was born to Jeff and Cindy with blood ·type B. 
Make sure that this is genetically correct." 
and the database included the facts 
bloodtype(jeff,A) 
bloodtype(cindy,O) 
In addition, it was asserted in the meta language that no child with 
blood type B can be born to a couple- with blood types A and 0. The 
fact that Dane's blood type is B can be stored in the database, but 
when the contradiction check is performed, it is realized that Dane 
could not be genetically produced from Jeff and Cindy. This is real-
ized during the Contradiction Phase. 
The redundancy phase would.· catch a knowledge assertion similar to 
the following example. Suppose the following facts were given to the 
program as knowledge: 
If the rule 
parent(jeff,meghann) 
parent(bill,jeff) 
grandparent(bill,meghann) 
grandparent(x,y) parent(x,z), parent(z,y) 
existed in the data base then the third clause would be rejected 
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/ 
because it can be deduce from the other data in the data base and • l.S 
redundant. 
Finally, consider the knowledge 
"The blood type of· Meghann is A." 
Since Meghann is the daught·er of Jeff and Cindy, and since Jeff is of 
type A, and since Me_ghann' s blood type has not been presented. to the 
knowledge base before, then this new knowledge is added to the data-
base during the independence check. 
The success of the knowledge assimilation program proves that 
PROLOG can be used to implement knowledge assimilation. This program 
still leaves the responsibility of data integrity con$traints to the 
user, since constraints are defined at the meta language level. An 
advantage to the methods utilized in this program • lS that the meta 
language was defined using standard PROLOG rules so that the entire 
program was handled by the PROLOG inte.rpreter. 
There have been several studies which have analyzed PROLOG as a 
knowledge base. One of the most interesting is the study by Irani and 
Shin in 1984. It was realized that a person writing a very large 
PROLOG program which consis·ted of many rules may not crec:ite the pro-
gram in th.e most efficient manner. There may be some rules which are 
redundant or some rules which may be analyzed by the interpreter more 
efficiently if they were in the prope.r order. A PROLOG program was 
developed which accepted as input ve.ry large PROLOG-based rule sets 
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and which would produce as output an efficient organization of the 
rules. This reorganization of the rules allowed for the rules to be 
used to their fullest· potential on multiprocessing machines 
machines which are capable of performing instructions in parallel.65 
This program proved .that a simple methodology may be used for rule 
selection, while at the same time enforcing the fact that PROLOG is 
extremely well suited as a knowledge base manager. 
65. I~ani, Keki B., and Shin, Yi-Fong. "Implementation of 
Very La..rge PROLOG-Based Knowledge Bases on D.ata Flow 
Architectures", First Conference on Artificial 
Intelligence Applications , p. 455. 
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IX. DYNAMIC MANAGEMENT OF DATABASES VIA PROLOG 
It has been shown that PROLOG can be interfaced with relational 
( data base management systems. But is it feasible to tise PROLOG itself 
for the dynamic management of databases? Such an application of PRO-
LOG is discussed in this chapter. 
Logic is useful both for describing static data bases and for 
processing data bases which change. Static and dynamic management of 
data bases depend upon the form of the definitions of the data~ Data 
can be defined discretely (in the database) or abstractly (about the 
database). Programs ar·e defined in a similar manner. If logic is 
used for data dest~iption, there is no longer a need to make a dis~ 
tinction between data bases and programs. 
A PROLOG program, as described in previous sections, is a rela-
tional or deductive database. That is, the representation of the data 
in a PROLOG program is also the representation of the data structure 
in the program. Theref·ore, the same techni.ques can be used to: 
A. retrieve data from the data base and control program execution; 
B. verify ·database integrity constraints and prove program proper-
ties; and 
C. update data bases and develop programs. 
The conventional relational data base model makes no • • prov1s1on 
for defining virtual relations. This has led people to construct data 
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bases which are based on tables., rather then general rules. Adding 
the logic which is the basis of PROLOG produces a program in which the 
execution is the data retrieval. 
The integrity of a relational data bas·e today is dependent upon 
the procedural programs which modify the data. Data is simply defined 
as "character string" or "integer" and the meaning of the field • 1s 
left to some application program. A program may put any string of 
characters into the field and the relational data base manager will 
not reject the information. A data base whic.h is defined on logic 
requires that the data inserted belongs in the table, not just fits irt 
the table. 
A 1978 study has shown that the same general laws which can be 
used as part of the definition of data can also be used as an 
integrity constraint.66 This is true of program properties, as well~ 
In PROLOG, spec;i.fication of the property of the program is the program 
itself. 
It has been shown that logic dictates that new information can be 
handled in one of four: ways: it can be ignored, it can replace exist-
ing data, it can be added to the database, or it can force a rule to 
.. 
be restricted. In either of the first three cases, the data is han-
dled by the logic as defined in the PROLOG program. The fourth case 
66. H. Gallaire, "An Overview and Introduction to Logic and 
Data Bases", Logic and Data Bases , p. 3~ 
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requires more then just the logical description of the data. But, as 
explained earlier, a dat·a base written in PROLOG can be extended to a 
knowledge base. Whe-n the information viol·ates data integrity, the 
information is rejected, unles~ the general rule which controls the 
integrity can be changed. This is the essence of artificial intelli-
gence. 
The need for a single uniform means for data description, as pro·-
vided by PROLOG, is de-sperately nee·ded in the business world today. 
Many companies have ce·ntralized information systems organizations 
which develop applications based on relational data. base systems which 
are used at many different locations. While each location. of the com-
pany perform the same logical functions, the actual procedures they 
follow to fulfill these functions may be unique to the location. It 
is these unique _functions which cause the most problems with the coor-
dination and development of divisional informational systems. PROLOG 
appears to have the potential to solve this problem. Since data is 
described logically, the description of the data results in a PROLOG 
program which can handle the uniqueness of a location by changing the 
genera.l rules where applicable. And since data description not only 
describes the data base but is the program, the development time of 
large information systems can be speeded up tremendously. 
There is a fundamental problem with using PROLOG as the develop-
ment language for a large information system (or any large system). 
PROLOG does not provide an elegant way of representing computational 
structures· such as stacks, queues, or any abstract data type. This 
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problem was addressed by Nakashima and Suzuki.67 
In order to effectively use PROLOG to write a large sy
stem, 
features of an object oriented language must be added to PROLOG. Data 
abstraction is one such feature that is not supported b
y PROLOG, 
because PROLOG does not support objects. Objects have been ·simulated 
in PROLOG-by dynamically asserting and retracting predicates
 in order 
to store computational histories. Unfortunately, dynamic 
management 
of p·redicates does n9t allow data abstraction. Objects were imple-
mented by Nakashima by making ~ach object an independent process and 
storing .computational history as local information. 
Abstract data types can be expressed as algebraic specific
ations 
(a set of equations that combine op·erations on data structures). For 
example, an algebraic specification for a stack would be 
pop(newstack) ~ newstack 
pop(push(stack,elemertt)) - stack 
top(newstack) = undefined 
top(push(stack,element)) = elemertt 
isnew(newstack) = true 
isnew(push(stack,element)) = false 
In PROLOG, the specification is the implementation. 
braic specifications are implemented in PROLOG as follows: 
67. H. Nakashima, IIData Abstraction in PROLOG", New-
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The alge-
stack(pop(newstack),newstack) 
stack(pop(push(stack,element)),stack) 
stack(top(newstack),undefined) 
stack(top(push(stack,element)),element) 
stack(isnew(newstack)) 
.. 
There is no need to specify the false rule since everything not writ-
ten • l.S false in PROLOG . The fact that abstract data types can be 
expressed by algebraic specifications is the basis for the PROLOG 
implementation. Abstract data types are described by using one predi.;. 
cate to represent type and functors to represent operations. 
Two process objects were created to introduce histories irito com-
putation. Norm~l Process Objects (NPOs) return new solutions each 
time they are called. Coroutine Process· Objects (CPOs) behave like 
coroutines. A coroutine is a procedure which can be called from other 
procedures, and which resumes execution at the statement where it left 
off the previous time, not at the beginning. 
An NPO is created from normal PROLOG programs that have multiple 
solutions. One process creates the NPO and several may access the 
N'PO. The NPO is created by defining all of the data elements which 
comprise the NPO. Other processes may obtain the information until i.s 
is depleted. This is analogous to a fruit vendor who fills a fruit 
cart with v-arious type of fruit in the morning. During the day, many 
G·eneration Cornp~ting , p. 49. 
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fruit which slowly depletes the supply. 
fruit is deplet d, people are told that there is no more. 
An NPO is created in PROLOG as follows: 
ini t.ia te (member (X, [apple, orange, lemon] ) , p) 
Once the 
The NPO "p:" is created as a list cdntaining members apple, 
orange, and lemon. The PROLOG predicate ne.xt(p ,X) always produces the 
next item in the list, Other Processes may obtain the information 
from "p" as follows: 
The productions would be 
next (p, X) 
next(p,X) 
next(p,X) 
apple 
orange: 
lemon 
An NPO has several advantages over other PROLOG predicates. 
1. PROLOG predicates, such as "accumulate" can return a list of 
answers, but backtrac~ing is required to· obtain answers. An NPO 
does not have to backtrack so that previous information can be 
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retained. 
2. An NPO only requires that the initial parts of an NPO be com-
put_ed via "initiate". 
3. The NPO can be· accessed from many other processes. 
An NPO has one initiator and several takers. This is a one-way 
communication. A CPO provides a two-W8:Y communication which allows 
other processes to give information to a process object. This fe~ture 
provides the facilities for the creation of abstract data types s_uch 
as queues and stacks. 
The PROLOG definition for a stack was defined above. The stack 
process object is then accessed as follows: 
cr~ate(stack(request() ,s)) 
A request is made to create an access path to the stack "s". Informa-
tion can be stored in the stack 
send(s,push(apple)) 
or taken from the stack 
receive(stack(pop(X),s)) 
by many processes. A process which executes a "send" will give the 
information to a process which has issued a "receive". The parameters 
' 
of the send and receive must match. A receive process will wait until 
the request is processed. 
56 
The stack "pop" operation fails if it is executed before 1--llpush" 
; 
since there is no information on the stack. The predicate "wait" was 
implemented so that a program will suspend until the pop received the 
first push. 
performed. 
The wait pre·dicate assumes that parallel execution is 
Once an abstra·ct data type is defined, the calling process need 
only know the effects of pop and push -- it doesn't need to know the 
way that the abstract data type is internally rep.resented. 
The authors note that the process object concepts introduced and 
impleme·nted deviate from ·the standard facilities for PROLOG a:s a logic 
prog.ramming language. 68 However, they have succeede·d in • proving that 
data abstraction can be implemented in PROLOG, as can the ability for 
communications between multiple processes. Finally, the addition of 
abstract data types reduces the number of parameters in a PROLOG pro-
gram which assists the programmer who develops large PROLOG programs. 
68. Ibid., p. 61. 
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• 
X. CLOSING COMMENTS 
The fundamental concepts of logic upon which PRO·LOG is based are 
needed by future Information Systems. The ability· to describe a prob-
lem to a computer and have the computer decide the best ·means of solv-
ing the problem is needed by everyone in busines:s and industry. It 
will be much easier for a manager to pose the query 
Which employees who make more than $40,000 per ye-ar and 
who have supervised at least: 3 different engineering 
departments have had training in economics? 
instead of requesting a program from the Information Systems group or 
analyzing the output from· the Payroll, Training, and Personnel Sys-
terns. 
The deductive database will be a key to the success of the Infor-
mation System of the 1990's. PROLOG based deductive databases pro-
vide: 
1. A decrease in the amount of auxiliary storage, 
2. programs which are smaller and easier to maintain, 
.3. databases capable of adapting to new knowledge, and 
4. an increase in data integrity and the validity of information. 
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However, before PROLOG is realized as the Fifth Generation data 
base to.ol, th·e following items must be addressed: 
1. Improve file input and output, 
2. support of abstract data types in a non-algorithmic: manner, 
3. reduction irt main memory storage requirements, 
4. abil·ity to interface with auxiliary storage with acceptable 
speed, 
5. a standard version of PROLOG must be universally accepted, 
6. hardware must be adapted to support logic programming re·quire-
ments, 
7. and methods need to be developed to improve the means of 
extracting ·knowledge from a ·human and translating that knowledge 
into rules. 
Once the obstacles have been overcome, Information Systems will 
becnme Knowledge Systems. The advancements in logic programming that 
have -oc·curred over the last ten years, along with Japan's commitment 
to PROLOG and. its supportive hardware, w-ill make PROLOG the fifth gen.;. 
eration data base tool ·by the l.ate 1990' s. 
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