In today's business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the similarity between product families by providing design support to both, production system planners and product designers. An illustrative example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach.
Introduction
Due to the fast development in the domain of communication and an ongoing trend of digitization and digitalization, manufacturing enterprises are facing important challenges in today's market environments: a continuing tendency towards reduction of product development times and shortened product lifecycles. In addition, there is an increasing demand of customization, being at the same time in a global competition with competitors all over the world. This trend, which is inducing the development from macro to micro markets, results in diminished lot sizes due to augmenting product varieties (high-volume to low-volume production) [1] . To cope with this augmenting variety as well as to be able to identify possible optimization potentials in the existing production system, it is important to have a precise knowledge of the product range and characteristics manufactured and/or assembled in this system. In this context, the main challenge in modelling and analysis is now not only to cope with single products, a limited product range or existing product families, but also to be able to analyze and to compare products to define new product families. It can be observed that classical existing product families are regrouped in function of clients or features. However, assembly oriented product families are hardly to find.
On the product family level, products differ mainly in two main characteristics: (i) the number of components and (ii) the type of components (e.g. mechanical, electrical, electronical).
Classical methodologies considering mainly single products or solitary, already existing product families analyze the product structure on a physical level (components level) which causes difficulties regarding an efficient definition and comparison of different product families. Addressing this 1 
. Introduction
Companies accelerate the pace of engineering changes in their products and systems to stick with new requirements. They change functions, components or functionalities (the offered services to customers) of the product to keep their market share. This accelerated pace generates obsolescence and new products should replace the old ones. The engineering changes affect the entities that make up the product architecture (component, function, functionality) and the dependencies between them (inter-components, inter-functions, function-components, etc.). In this article, we focus on the resilience of products to changes and especially those related to obsolescence. Therefore, the very first step, after the identification of components and functions, is to explicit dependencies among them by using the system architecture modelling. This work demonstrates the importance of using system engineering to provide a solid foundation for engineering change studies. We chose one of the most well established system engineering methodologies, AR-CADIA developed by Thales, because among others, ARCA-DIA provides a clear roadmap for system modeling at various levels. Moreover, it is supported by an open source modelling environment Capella [13] . Capella allows controlling the validity of the models through various modelling steps. It provides also possibilities to extract data required to analyze engineering changes propagation. Based on system models, we transform them into dependency models. They will be the basis of the analysis using Bayesian networks to study the impact of changes within the architecture. The paper is organized as follows. In the next section, we will develop a literature review. In the third section, we propose a methodology called "a System Engineering based Change Engineering Methodology, noted SE-CEM, to model, analyze, and predict change propagation in a system architecture. The fourth section contains an application of this methodology thanks to a case study "EOLE" borrowed from [13] .
Introduction
State of the art

Obsolescence
Obsolescence is a general term, nowadays frequently used, whose common definition is "The state of being which occurs when an object, service or practice is no longer wanted even though it may still be in good working order", [7] . In a more precise manner, a product or system is obsolete when it no longer meets the functionality expected by customers. No product or system is immune from obsolescence. The causes of obsolescence are multiple. Authors in [3] list some of them: technology advancements, no vendor support, competition, mergers and acquisitions, environmental requirement.
It is crucial to mitigate the risk of obsolescence to minimize costs throughout the product lifecycle. There are several mitigation strategies. Sandborn [14] defines 3 types of obsolescence management: reactive, proactive and strategic. The reactive management is made for unexpected obsolescence events; a quick and immediate solution should be found. The proactive obsolescence management makes decisions when the obsolescence has not yet been produced, but its possible date is foreseen. In this sense, Solomon et al. [16] proposed a forecasting approach. Finally, the strategic obsolescence management looks for reducing the risks of obsolescence by using different pieces of data and knowledge (date of obsolescence, sales forecasts and logistics data) from the very first steps of system development.
System Engineering (SE)
According to EIA-ISO 632 [17] , "System Engineering is an interdisciplinary approach that encompasses all technical efforts to develop and verify a set of system, user, and process solutions in a total, integrated lifecycle to meet customer needs. System engineering (SE) methods are used for modelling complex systems.
To face the complex system design and to improve quality and productivity, SE is transforming into a model-based approach (Model Based System Engineering MBSE) [15] . The use of models helps to provide a source of information used by the development team. They facilitates the integration of system design and specifications.
System Engineering provides an approach based on generic processes and a set of concepts (function, scenario, system element, requirement, etc.). A process describes what to do and it is composed of a set of activities and tasks organized around a purpose. To describe the how to do, we use modeling techniques and methods. The activities and tasks of SE are transformations of generic data called entities. Each entity is characterized by specific attributes that can have different values. To follow a logical sequence of operations, one must explicit relationships between entities. SE ontology is a set of entities and their relationships. This ontology provides a lot of benefits (1) standardized vocabulary used in different modeling methods and technique (2) the identification of the impacts of modifications in the System Engineering entities [15] . There are various SE methodologies. ARCADIA is a model-based engineering methodology for the architectural design of complex systems. It appeared in 2007 as part of the Thales Airborne Systems [12] . ARCADIA is supported by Capella 1 . It contains a graphical modeling workbench [10] . Thales created a method that performs functional analysis and the association of functions with the components of the architecture while defining implicitly a modeling language [10] . ARCADIA together with Capella, use the system modeling language, largely inspired by UML and SysML. They allow obtaining a set of knowledgeable models.
ARCADIA contains five levels. For each level, Capella offers a number of diagrams. Although ARCADIA is a structured modeling methodology, it remains flexible. One may create diagrams in "any" order and stop modeling at any time according to the awaited level of understanding. Table 1 gives an overview of the levels and the most important Capella diagrams.
ARCADIA levels
Role and Notations Capella Diagrams
Operational Analysis
The first step describes the future users of the system called Operational Entities; for humans, we call them Operational Actors. Needs, expectations and objectives are also defined. This step describes what the future system needs to offer to users; Operational Capability. -PAB (Physical Architecture Blank): It defines the mapping between the physical components and functions, and contains also the exchanges between these components.
The physical components are grouped into Configuration Items which define the choices to be made under design constraints (Software, Hardware, System, COTS ...) -CIBD (Configuration Items in a breakdown diagram): It defines the tree of the chosen configuration items. 
Engineering change (EC)
Huang and Mak [10] define the engineering change, EC, as the changes and modifications in forms, fits, materials, dimensions, functions, etc. of a product or a component . According to 1 an Open Source MBSE tool (https://www.polarsys.org/capella/) 2 Jarratt [11] , the Engineering change management (ECM)refers to the organization and control of the process of making alterations to products. The goal of ECM is not only to reduce the number of [necessary] changes, but also to manage those changes, if they are made to reduce losses in time, cost, and quality [18] .
A change in an architectural entity may spread to other entities that have direct or indirect dependencies with it. There exist tools to study changes and their propagation by determining the dependencies within the system. Among these tools, the Design Structure Matrix (DSM) represents the dependencies between elements in the same domain using a square matrix. To map between two different domains, Domain Mapping Matrices (DMM) are used. It is a rectangular matrix that contains entries of two DSMs [6] . Another matrix proposed by Gorbea et al. [8] , which called MDM (Multiple Domain Matrix). It is the fusion of DSM and DMM, see figure 1. [9] To manage the propagation of changes, Cohen et al. (2000) [5] attempt to analyze the possible consequences of changes through pro-change representation (C-FAR). This method determines the interactions between two different parts of the system in a C-FAR matrix. So, to bind the dependencies throughout the system, one should make calculations by multiplying these matrices [6] . Nevertheless, this method does not suitable for complex systems because the initial requirement which is the dependency identification does not address in a structured manner.
Ollinger and Stahovich [1] proposes in 2001, a computer program (RedesignIT) that models a product as a graph that contains quantities, constraints (FIXED, MAXIMIZE, MINI-MIZE) and causal relations (M +, M-). But the results remain abstract because they indicate directions and quantities and do not specify exact numerical values of parameters. There is another method developed by (Clarkson et al., 2004) [4] . It is based on DSMs to study both likelihoods and impacts in the system. These matrices are combined using a route counting algorithm to calculate the risk of propagation.
Bayesian Networks
A Bayesian Network (BN) is a probabilistic graphical method used in causal modeling and probabilistic inference. It is based on a directed acyclic graph (DAG) that represents the conditional independence relations between random variables. To quantify the effect of parents on the variable, a BN uses conditional probability distributions. The states of a node are called modalities for each a probability (marginal or conditioned by the states of the parent nodes) should be provided. The computations are based on the Bayes theorem. For instance, for a parent node A with two modalities a, ¬a, and its child node B with two modalities b, ¬b, knowing P(a) and P(¬a), the following values are computed:
BayesiaLab is one of the most user-friendly BN support tools [2] . It is a powerful tool for applying and practicing Bayesian networks by offering the possibility of diagnosis, simulation and modeling of optimization problems.
Research motivations
If a component becomes obsolete, then components that have direct or indirect relationships with it, can be impacted. In addition, each component in the architecture performs a set of functions. Then, these functions may become obsolete too. A functionality is a mapping between the components and functions to serve the needs of customers. In its turn, it can also be affected by obsolescence. On the contrary, if obsolescence affects a function, it could have impacts on the component(s) which is(are) in charge of its run, and also on the functionalities to which they contribute. The obsolescence of functionalities is often generated by customers or external environment (standards, rules and regulations, laws, etc.). So the functions and components that offer them to the customer may be impacted too. In short, when obsolescence hits an entity of the architecture (component, function, functionality), there is a risk of propagation throughout the architecture. It is, therefore, necessary to be able to limit this spread of propagations and their effects on the whole system. To be effective, any proactive mitigation strategy should be based on the system architecture ; i.e. being able to identify the most sensitive entities and to predict any obsolescence propagation. These are the challenges the research work reported partly in this paper.
SE-CEM applied to obsolescence mitigation
We propose a System Engineering based Change Engineering Methodology, called SE-CEM, applied to obsolescence mitigation composed of four steps, see figure 2 . These phases are discussed hereafter.
Phase 1: System Modelling. In order to study the propagation of obsolescence, we must model a system in detail. In this step, we determine the entities that constitute a system (functions, components, functionalities) and the dependencies between them (the relations between functions, the relations between components and the relations between functions and components). In ARCADIA terminology, the functionalities are the operational capabilities, see Figure. 3. And to carry this modelling out, functions are defined in the operational analysis phase. To know the system functions, they are specified in the system analysis level. In order to divide the system into sub-systems, the third level of ARCADIA is used as the logical architecture. Finally, the mapping of functions and physical components defines the physical architecture. Fig. 3 . Product architecture by ARCADIA Phase 2: Dependency Model (DM). After the system modeling, the goal is to represent the dependencies between the entities of the system by graphs or matrices. This is done by exploiting data from the first step and mapping all the possible dependencies.
Phase 3: Transformation of DM into Bayesian networks
To study the impact of propagation of changes, we use the data extracted from the previous step (the dependency matrix). We build Bayesian networks to evaluate the consequences of changes to various entities of the architecture. For example, if a function of a physical component becomes obsolete, we would like to know the propagation of this obsolescence in the system. The question is then to calculate the probability of such change. For instance, if two entities B depends on A (the nano-computer which receives data from a pressure sensor), we should compute the conditional probability of "B becomes obsolete" knowing the probability of "A becomes obsolete". The transformation of a dependency model to Bayesian networks is performed using the rules, which constitute the heart of the SE-CEM. Comprehensive translation rules is given in table.2 and illustrated in section.4.
Phase 4: Experiments and interpretations. After the impact analysis, we may predict the severity and the risks of any potential change attributed to an entity. It is therefore, possible to offer the designer alternatives with the lowest risk of propagation of obsolescence; i.e. to define the propagation absorbers, amplifiers, and carriers entities.
Illustrative case and SE-CEM methodology implementation
EOLE is a balloon probe system to provide meteorological data to users. It has two subsystems: an acquisition subsystem "in the air" and a ground processing subsystem. The whole architecture is defined in [13] .
The analysis of changes to the EOLE system
System modeling. We redo the modelling from the external analysis (operational analysis) to the internal modeling (EPBS) using Capella. The second column of Table. 3 lists the most important diagrams for each level of the ARCADIA methodology for this purpose. For example, the model of the physical architecture in the fifth row, shows the links between different functions and component within their own sub-systems.
Dependency modeling. Based on the diagrams of the first step, the matrices of dependencies are created ( Design Structure Matrix (DSM) and Domain Mapping Matrices (DMM) ) where a "1" indicates a dependency between the couple of entities of the architecture. However, the linkage data in these matrices are different from each other because at each ARCA-DIA methodology level, the system is modelled from a given perspective. In the first level, the matrix provides the links between the external actors / entities. It is a macro-representation of the environment of the system. It gives the DS M op which links the external actors and the DMM op describing the interactions through their functions.
In the second step, the system and its functions are described. So we have the DS M sys that connects the internal functions, and DMM sys showings the system links with its environment. In the third level: logical architecture, we divide the system into subsystems. The DMM log fixes "who does what" in the logical analysis of the system. For the physical architecture, the creation of the final architecture is done by defining the nodes physical components that contain behaviors physical components, i.e. DMM nod p . DMM phi models the physical functions of the components; "who does what inside the system". The last step is the association of Configuration Item with the different system components, DMM con f ig .
Bayesian networks. To create Bayesian networks, the ".csv" files (DSMs, DMMs) obtained from the previous step 4 Table. 3. Let us now take one example of these Bayesian networks, that of the fourth level. We take a sub-matrix of the large matrix (red frame) which shows the entities of the functional chain of "acquisition of meteorological data". In this functional chain, there are two nodes physical components (Sounding Balloon, Nano-Computer) and three behaviors physical components (Temperature Sensor, Pressure Sensor and On-Broad Monitoring Software). The modularities of the components are "Obsolete" or "Not Obsolete". There are four functions (Acquire Temperature, Acquire Pressure, Launch Requests, Collect T/P) whose modularities are "Feasible" or "Not Feasible". Once, the Bayesian network established, the modalities of the node identified and also their marginal and conditional probabilities, it becomes possible to make a set of experiments to understand the possible behaviour of the system based on various scenarios. A simple scenario is made as a set of "What-If". The idea is to know what happens if an event has occurred. The events associated to these scenarios are called evidences. There are Hard and Soft evidences. A hard evidence is an observed evidence. This means that the probability of the associated modality is put to 100% because there is no more uncertainty about its occurrence. This is the case for instance for an evidence concerning the fact that the "Temperature Sensor" is "obsolete". The soft evidences are more nuanced because the observation gives a newly imposed probability to the modalities; the computation is then made for the whole Bayesian network. A soft evidence would be for instance P(T emperatureS ensor = Obsolete) = 70% in the coming two years. Finally, using these two sets of evidences, basically three kinds of experiments can be performed using a Bayesian network: (i) prognostic (what if a parent node's probabilities are modified), (ii) diagnosis (what if a chid's probabilities are modified), (iii) robustness testing (through a set of scenarios to be able to find out the most interesting node that stops obsolescence propagation throughout the network). Hereafter, we are going to set up 3 prognosis experiments and a diagnosis experiment in the BN of Physical Architecture. They allow giving recommendations for designers.
Experiments and interpretations.To run simulations, the Bayesian network of the fourth step of ARCADIA is chosen: the physical architecture. Indeed, this step gives a final idea of the physical composition of the system. We take the Bayesian network (RB) of the first functional chain of the metrological data acquisition , figure 4 . The final function of this chain is to collect the pressure and temperature data. Our work consists in studying the impact of obsolescence of the 3 parent nodes on the realization of the function' collect' T/P'. So we generate 3 obsolescence scenarios of 3 physical components: 'Temperature sensor', 'Pressure sensor' and 'On-Board Monitoring Software'. Figure 4 also shows two indicators of the costs of obsolescence remediations, represented by diamonds(Mitigation cost 1 , Mitigation cost 2). Indeed, if obsolescence affects one of three components, the costs of implementing solutions are associated to have a system that resists despite the occurrence of this obsolescence. For example, the cost of remedying the table 4 ). Before starting the simulations, we must fill in the Conditional Probabilities Tables of Bayesian networks (CPTs): tables 5, 6 and 7 correspond to the CPTs of the functions of the 3 physical components that we will apply the obsolescence scenarios.
For 'acquire temperature' function (table5), the rate of realization depends on the realization of the 'launch request' function and on the obsolescence of the 'Temperature Sensor'. If the temperature sensor is not obsolete, we have a rate of 99.990% (second row) knowing that the 'launch request' function is feasible. In the case of obsolescence of this sensor, the analysis is based on the performance of the remediation chosen to maintain the resilience of the system. It is assumed that the remediation of this obsolescence gives a rate of feasibility to the function almost close to the old temperature sensor: 99.985% (first row). The realization rate is almost null if 'launch request' is not feasible For the 'Acquire Pressure' function, it is assumed that the remediation of the obsolescence of the pressure sensor is less performing. So here we have a function realization rate equal to 99.990% if the sensor is not obsolete and 99.900% if a remediation is used, see table 6. The "launch request" function depends only on On-Broad Monitoring Software obsolescence ( table7) . New software technologies are more efficient than old ones in most cases. So table 7 is filled based on this idea : the performance rate of the function is higher when the software is obsolete ( the remediation is used in this case ) .
The simulation session for the prognosis is as follows. First, the model is based on the total absence of obsolescence. Figure  5. (a) shows that the performance of 'collect T/P ' function is 99.96%. When simulating the occurrence of temperature sensor obsolescence (Scenario 1) ( Figure 5.(b) ), we only notice a variation to the 3rd decimal of the performance (not perceptible). When the obsolescence of the pressure sensor (Scenario 7 2) occurs, the variation is then more remarkable. From a performance of 99.96% to 99.87% ( Figure 5.(c) ). 'On-Broad Monition Software' obsolescence (Scenario 3) increases the rate of realization of 'collect T/P' function from 99.96% to 99.97% ( Figure 5.(d) )
We can assess the quality of the remediation and ultimately the resilience of the system designed for this remediation. In addition, each of these scenarios is associated with an overall cost shown by the cost indicators. Finally , The simulation session for the diagnosis is as follows. To do this, we fix a hard evidence that the final function' Collect T/P' is 100% not Feasible and we deduce the obsolescence probabilities of the nodes that cause this malfunction (the critical nodes). For example, in the graph in figure 4, we want to 
Results Discussions
In simple systems such as the partial EOLE subsystem shown in Figure 4 , it is not complicated to calculate the probability of performing the 'Collect T/P' function, if one of the system entities (component, function, functionality) is affected by obsolescence. In contrast, when the system has a large number of components such as space or aeronautic system, it is quite difficult to determine all the possible combinations of obsoles-8 cence probabilities of the different entities in the system. This work made it possible to bring back the combinations of all possible cases to a graphical calculation of conditional probability over the lifetime of the system. This is done using the Bayes' theorem and the acyclic graph structure of the Bayesian network. If we change a probability, a propagation occurs. For example, the probability of achieving the overall functionality of the system in the presence of this propagation can be deduced. The contribution of this work also consists in knowing the combination of obsolescence probability that generates the highest rate of system dysfunction. In addition, the critical entity can be determined. Indeed, if we assume that the system has such a probability of non-realization, we can deduct from the graph the probabilities of obsolescence from each entity.
Conclusion
Component and system changes are increasing rapidly to keep pace with technological change. However, this creates obsolescence to old components and affects the system architecture. In this work, a structured methodology was proposed that contains several tools. System engineering tools were initially used to describe the system by applying the ARCADIA methodology and Capella software. Then, DSM and DMM matrices were used, which are tools of the engineering change. In the end, to study the impact of change and the impact of obsolescence in particular, we use the BayesiaLab tool, which is based on Bayesian networks. This method is applicable to the complex system, because it is based on probabilistic graphs. In addition, it can help designers to study the impact of changes on product architecture and to make prognostic and diagnosis scenarios simulations to assess the risks and costs of each design choice of a system to make it more resilient to obsolescence.
