We propose a scaling ansatz for the elastic energy of a system near the critical jamming transition in terms of three relevant fields: the compressive strain ∆φ relative to the critical jammed state, the shear strain , and the inverse system size 1/N . We also use ∆Z, the number of contacts relative to the minimum required at jamming, as an underlying control parameter. Our scaling theory predicts new exponents, exponent equalities and scaling collapses for energy, pressure and shear stress that we verify with numerical simulations of jammed packings of soft spheres. It also yields new insight into why the shear and bulk moduli exhibit different scalings; the difference arises because the shear stress vanishes as 1/ √ N while the pressure approaches a constant in the thermodynamic limit. The success of the scaling ansatz implies that the jamming transition exhibits an emergent scale invariance, and that it should be possible to develop a renormalization-group theory for jamming.
The existence of criticality at the jamming transition suggests that universal physics underlies rigidity in disordered solids ranging from glasses to granular materials [1] . The jamming transition marks the onset of rigidity in athermal sphere packings, and was originally proposed as a zero-temperature transition [2, 3] for soft repulsive spheres in a non-equilibrium "jamming phase diagram" [4] of varying packing density and applied shear. Many studies have documented behaviors characteristic of critical phenomena near the jamming transition, including power-law scaling [2, 3, 5] and scaling collapses [6] [7] [8] [9] [10] [11] [12] [13] of numerous properties, diverging length scales [6, [14] [15] [16] [17] [18] [19] and finite-size scaling [10, 12, 20] . Theories have been developed to understand and relate some of these behaviors [15, 16, 21, 22] , but a number of confusing issues have precluded a unified scaling analysis. Here we resolve these issues to present a renormalizationgroup-inspired scaling ansatz for the jamming critical point in terms of the fields originally identified by the jamming phase diagram, namely density and shear.
The critical-point scaling ansatz introduced by Widom [23] in the 1960s set the stage for the development of the renormalization group. The ansatz writes the free energy and correlation functions near continuous phase transitions in terms of power-law ratios of the control parameters. Scaling predictions, e.g. for the magnetization, susceptibility, and specific heat in magnetic systems, are derived from derivatives of the free energy, thus providing a elegant and comprehensive description of systems exhibiting what later was realized to be an emergent scale invariance. By starting with a natural scaling ansatz for the elastic energy for a system just above the jamming transition, we show that one can use the connectivity of the system to reveal robust and universal scaling functions for the energy, excess packing fraction, shear strain, system size, pressure, shear stress, bulk modulus, and shear modulus.
We consider disordered systems of N soft spheres in a d-dimensional periodic box of volume V . Systems are at temperature T = 0 and thus sit in a local minimum of the energy landscape, defined by the pairwise interaction potential
where r ij is the distance between the centers of particles i and j, R i and R j are the particles' radii, Θ(x) is the Heaviside step function and U 0 sets the energy scale. The packing fraction is φ = 1 V i V i , where V i is the d-dimensional volume of particle i, and the shear strain is defined relative to the strain of the as-quenched state. We define an effective spring constant, [24] , where D avg is the average particle diameter. We then rescale energy, pressure, shear stress, bulk modulus and shear modulus by k eff with appropriate factors of D avg so that E = energy/k eff D 2 avg , p = pressure * D avg /k eff , and so on. The scaling ansatz presented below in Eq. (2) is for these scaled quantities, and does not depend on the exponent α in Eq. (1).
For the jammed systems considered here, the average number of interacting neighbors per particle (the contact number, Z) satisfies Z ≥ Z min , where Z min = 2d − (2d − 2)/N [3, 10] ; we define ∆Z = Z − Z min . Note that the packing fraction at the jamming transition, φ c,Λ , varies from one member of the ensemble Λ to the next. For each packing, we characterize the distance above the transition by ∆φ ≡ φ − φ c,Λ .
This configuration-dependent critical density is a confusing feature of jamming that has impeded development of a scaling theory. Analyzing the jamming transition in terms of the infinite-system critical density φ c,∞ leads to a quite different scaling picture, where the finite-size scaling behavior is dominated by the sample-to-sample fluctuations of φ c,Λ − φ c,∞ [2, 3, 12, 20, 25, 26] . This confusing behavior is shared with many other systems with sharp, global transitions in behavior, as originally discovered in the depinning of charge-density waves [27] [28] [29] . Such systems may not obey the inequality between the correlation length and dimension ν ≥ 2/d derived for equilibrium systems, unless analyzed using deviations from the infinite system critical point [30] . Here we use the system-dependent critical density as suggested by Refs. [2, 3] , which allows closer scrutiny of scaling near the jamming transition.
For a given protocol for preparing jammed states, the mean energy density E of a sphere packing will depend on ∆Z, ∆φ, and N . Motivated by renormalization-group predictions for systems with emergent scale invariance (discussed later), we make the scaling ansatz
where the scaling exponents ζ, δ ∆φ , δ and ψ are yet to be determined. Equation (2) is set up so that the singular part of the energy in the thermodynamic limit is described in terms of ∆Z and the scaling exponent ζ, while the non-singular effects are described by the universal scaling function E 0 . The excess packing fraction and shear strain represent the two independent global deformations that are invariant to rotations and will be treated as distinct fields with scaling exponents δ ∆φ and δ , respectively. The effects of finite system size N ∼ L d , where L is the (more traditional) system length, are included in the last argument. As jamming is believed to have an upper critical dimension of d u = 2 [1, 10, 21, [31] [32] [33] [34] , finite-size effects should scale with N ∼ L d [35, 36] , so this choice should allow the critical exponents to be independent of dimension for d ≥ 2, with corrections to scaling likely in the upper critical dimension d = 2.
Note that we scale the density shift and shear strain with different critical exponents. This would seem natural, since they are different "relevant directions" in the jamming phase diagram. The different exponents lead to different scaling properties for the corresponding susceptibilities -the bulk and shear moduli, B and G. Clearly, shear and bulk moduli need not scale together -liquids form a counterexample. The critical jamming transition separating a non-equilibrium jammed solid from a repulsive gas of non-overlapping spheres shares features of a liquid (G = 0, B > 0). This is reminiscent of the metallike resistivity at the two-dimensional disordered critical point separating superconductors and insulators [37] .
The different scalings of B and G give rise to different scaling behavior in the transverse and longitudinal speeds of sound, leading to distinct crossover length scales [14] . The existence of two distinct crossover lengths has been a second source of confusion impeding a unified understanding of scaling properties, since it has been unclear whether both scales should be incorporated into a finitesize scaling description. Here we take advantage of earlier finite-size scaling collapses, which indicate that a single exponent controls finite-size scaling [10] .
Jammed packings at a given ∆φ, N and have a prescribed average value of ∆Z. This has been a third source of confusion because, as we will show, it is useful to treat ∆Z as an independent variable so that Eq. (2) depends on four variables. The introduction of ∆Z as an independent variable is analogous to the use of a variable magnetization in Landau theory of magnets, where the free energy density at fixed external field and temperature is expressed as a function of magnetization, even though the equilibrium magnetization is set by the field and temperature.
Finally, note that we shall quote integer and halfinteger values for the various critical exponents. This is motivated not only by the close agreement with numerical simulations, but also by the belief that jamming is mean-field in d ≥ 2 [1, 10, 21, [31] [32] [33] [34] . One should be warned, however, that although mean-field theories often have critical exponents as simple rational numbers, the current mean-field theories of jamming in hard-sphere packings have some irrational critical exponents [22, 38] .
We proceed by calculating derivatives of the energy (Eq. (2)) with respect to the fields ∆φ and :
Here we see that the pressure and shear stress arise naturally as order parameters that depend on powers of the excess contact number, ∆Z. Until now, it has not been clear whether the natural control variable for the problem (analogous to reduced temperature in the Ising model) should be ∆Z, ∆φ or p. This has been a fourth source of confusion preventing construction of a scaling theory. In our formulation, it is clear that the proper control variable is ∆Z, and that p and σ are analogous to the magnetization while ∆φ and are analogous to the magnetic field in the Ising model. Similarly, the shear and bulk moduli are second derivatives of the energy and are interpreted as susceptibilities, taking the form
The calculation of these scaling forms imply four expo-nent relations:
Note that the factors of φ and φ 2 that appear in Eqs. (3) and (5) are slowly varying and can be treated as constant near the singularity. Also note that the scaling functions P 0 , S 0 , B 0 , and G 0 can be written explicitly as functions of E 0 and its derivatives.
While we have written our scaling theory in terms of the excess packing fraction, in practice one commonly creates packings at fixed values of p instead of ∆φ, resulting in a "fixed p N " ensemble. Equations (2)- (6) can be easily adapted to this ensemble by inverting Eq. (3),
and inserting this into Eqs. (2) and (4)- (6). The other scaling functions can then be written as functions of the scaled pressure, shear strain and system size, taking the form
Note that the scaling functions in Eqs. (9)- (12) are different than those appearing in Eqs. (2)- (6) . It is straightforward to adjust the theory to other ensembles, such as the fixed-∆φ sN ensemble of the original jamming phase diagram [4] , or the fixed-psN ensemble of Ref. [9] . Recall that ∆Z is not externally controlled but instead is measured for packings at a given p, and N , forming the probability distribution R(∆Z|p, , N ). Starting from the scaling hypothesis, Appendix A shows that the relation between the average of ∆Z and p, and N takes the form
where the scaling function F 2 could depend on the details of the numerical protocol used to create the systems. Due to this interdependency between the scaling variables, we see that the scaling functions in Eqs. (8)- (12) can be written in terms of just two variables, /∆Z δ and N ∆Z ψ . Furthermore, for unsheared packings, = 0 by our definition (see the discussion following Eq. (1)), so in that case the number of variables in the scaling functions is reduced to only one, N ∆Z ψ . Therefore, our theory predicts
as well as (see Appendix A)
We now appeal to known numerical results for ∆Z, B and G in the p N ensemble to obtain the scaling exponents. Note that the functions B, G, and Z should become independent of N in the large N limit, and it is well established that ∆Z ∼ p 1/2 , B ∼ ∆Z 0 and G ∼ ∆Z in this regime [3, 5, 12] . Furthermore, recent studies of finite-size effects found that N ∆Z = F (N p 1/2 ) [10, 12] [39] . Comparing these results to Eqs. (17)- (19), we see that β p = 2, γ B = 0, γ G = 1 and ψ = 1. Using the exponent equalities of Eq. (7), we also find ζ = 4, δ ∆φ = 2, δ = 3/2 and β s = 5/2. These exponents are summarized in Table I . Note that the scaling exponents can be obtained by appealing to theoretical arguments for the scaling of the shear modulus and contact number [21] and to finite-size results [10] instead of purely to numerical results.
Our scaling theory yields predictions for the scaling of E, ∆φ and s in Eqs. (14)- (16) . To test these predictions, we generate jammed sphere packings in the p N ensemble, using the algorithm of Refs. [10, 12] to produce mechanically stable packings over a range of pressures (between p = 10 −8 and p = 10 −1 ) and system sizes (between N = 64 to N = 4096) with = 0. We focus here on d = 3 systems with harmonic interactions (α = 2 in Eq. (1)) and a 50-50 bidisperse mixture of particles with radius ratio 1:1.4. Two-dimensional data, shown in Appendix C, exhibit corrections to scaling expected at the upper critical dimension but are otherwise consistent with our theory.
We first consider the energy density E, which is shown as a function of ∆Z in Fig. 1a . Each point is an average over approximately 5000 configurations at a given p and N . The clear finite-size effects collapse quite well when the data are scaled according to Eq. (14) with ζ = 4 and ψ = 1 (see Fig. 1b) , as predicted.
We now turn to the scaling of shear stress s. Our packings are prepared at = 0 so the stress fluctuates around zero. We therefore consider the average of
where σ is the stress tensor. This average is shown as a function of ∆Z in Fig. 2a . To collapse these data, we note that s 2 vanishes in the infinite system size limit as 1/N (see Appendix B), consistent with the central limit theorem. It is therefore convenient to factor out one power of N ∆Z ψ −1 from the scaling function for s 2 analogous to Eq. (16):
This predicted scaling collapse is verified numerically in Fig. 2b with β s = 5/2 and ψ = 1. Finally, as expected from classical scaling theories, the inset in Fig. 2 demonstrates that our theory also describes the distributions of quantities, in this case s 2 . The fact that the mean stress (unlike the pressure) remains zero for systems above the jamming transition, and that the variance of the stress fluctuations scale as 1/N , explains why the bulk modulus scales differently from the shear modulus at the jamming transition. In Appendix B we analyze the pressure and stress fluctuations microscopically, and derive an important exponent relation, 2β s − ψ = 2β p (Eq. (B1) ), between the singularities of stress and pressure which also yields the relation γ G = γ B − ψ between shear and bulk moduli. The analysis in Appendix B uses the lack of long-range bond orientational order to derive this exponent relation; hence we predict that shear-jammed systems [40] will have some components of their shear modulus that scale as the bulk modulus as jamming is approached (since the shear jamming will yield long-ranged bond orientation correlations).
Note that Eqs. (3) and (4) are stress-strain relations, and the well-known compressional stress relation p ∼ ∆φ [3, 5] emerges from the scaling ansatz. Similarly, the scaling collapse of the shear stress-strain relation, obtained by integrating Eq. (12) as in Appendix A, so that s = ∆Z βs S ∞ ∆Z δ , N ∆Z ψ , is consistent with that obtained earlier for harmonic spring networks [41] . The scaling ansatz also yields a prediction for the scaling of the excess contact number, ∆Z, with strain at the jamming transition: ∆Z ∼ 1/δ , and for the dependence of various quantities on s (e.g. Fig. 10 of Ref. [12] ) when s is controlled as in the fixed-psN ensemble [9] .
The scaling collapses shown in Figs. 1 and 2 for threedimensional systems are even more successful if one includes analytic corrections to scaling (see Appendix C). Similar collapses are also shown for d = 2 in Appendix C; the collapses are not quite as successful, likely due to logarithmic corrections to scaling expected in the upper critical dimension, as observed previously [12, 13] . We note that in d = 2, we can convert N ∼ L 2 to rewrite the argument N ∆Z ψ in Eq. (2) as L∆Z ν , where ν is a correlation length exponent. We see that the resulting length scale, ξ ∼ ∆Z −ν , has ν = ψ/2 = 1/2. This length scale has the same scaling as the crossover length scale for transverse sound, T , which diverges at the jamming transition [14, 18] .
In standard scaling theories, one expects the free energy density to scale as T /ξ d from dimensional analysis, for dimensions at or below the upper critical dimension (hyperscaling). Eq. (2) would then imply that ∆Z ζ = ∆Z dν so that ζ = dν. In our case, ν = 1/2 in d = 2 and ζ = 4, violating hyperscaling. This violation occurs because the jamming transition lies at T = 0, so dimensional analysis fails.
To extend to nonzero temperatures near the jamming transition, it is best to convert to the fixed-psN ensemble, since strains become problematic in systems that can undergo rearrangement events. In that case, the scaling ansatz for the free energy becomes
If one then argues that at high T the free energy should not vanish or diverge at ∆Z = 0 and should scale as T , one obtains δ T = ζ = 4, consistent with the scaling of the crossover temperature T * ∼ ∆Z 4 governing whether the system obeys jamming behavior (T < T * ) or glassy behavior (T > T * ) [42, 43] . However, for T > 0 issues such as time scales and aging become important and we will leave a more thorough exploration for future work.
The scaling ansatz of Eq. (2) does not describe all of the phenomenology associated with the jamming transition. We have not yet included dynamics, important to capture vibrational properties needed to describe longitudinal and transverse phonons and the scaling of the boson peak frequency, ω * [14] . We have not attempted to generalize the theory to densities below the jamming transition, where similar power-law scalings and diverging length scales arise [16, 44, 45] . We have not explored the implications for the nonlinear responses necessary for describing avalanches [46] and shear flow [47] . Finally, as mentioned at the beginning, we have defined ∆φ in terms of a system-specific critical density instead of the infinite-system critical density. We expect that suitable generalizations of our scaling ansatz will be able to capture all of these behaviors.
In summary, we have proposed a scaling ansatz for the jamming transition. The theory, which has three independent exponents, predicts new exponents that we have verified using numerical simulations. The fact that the jamming transition can be described by a scaling ansatz implies that the jamming transition-like other critical transitions-exhibits emergent scale invariance, and that it should be possible to coarse-grain the system and study the resulting renormalization group flows. The scaling ansatz is therefore a key step towards a complete theoretical description of the jamming transition capable of systematically including friction, non-spherically-symmetric potentials, three-body interactions and other features of the real world, to understand the extent of universality in the mechanical properties of disordered solids.
Appendix A: Integrating over the ∆Z distribution
The scaling hypothesis implies that the probability distribution R(∆Z|p, , N ) for ∆Z should take the form
where we have taken combinations of the natural scaling variables introduced in Eq. (2) 
we can write this as
Dropping the . notation and inverting Z with respect to the second argument, we see that
Dividing by ∆Z βp , we can write
Appendix B: Pressure-shear stress exponent equality
Here we derive a key result, resolving the origin of the difference between the scaling behavior of the bulk and shear moduli at jamming. We address this difference by connecting the scaling of the corresponding stresses (pressure and shear stress), and deriving the exponent relation
The difference in scaling can be understood by considering the stress tensor, which is microscopically calculated using [48] 
Here α and β index spatial components, r (k) = r (k)r(k) is the vector connecting the centers of two particles along bond k,r (k) is a unit vector, f (k) is the magnitude of the force on the bond, and
. Therefore, the pressure (the typical diagonal components) and the shear stress (the typical off-diagonal components) are set by the same residual forces. However, the off-diagonal components add incoherently, introducing an additional system size dependence in the shear stress.
The pressure of an individual system is
where N b = N Z/2 is the number of bonds and · k indicates an average over all bonds. We will indicate ensemble averages with a Λ subscript, so the ensemble average pressure is
Near the jamming transition, the pressure vanishes but N b /V d is slowly varying. We may therefore regard N b /V d as constant so that b Λ obeys the same scaling as p Λ as in Eqs. (3) and (13) .
For an ensemble where the pressure is not held fixed, the fluctuations in p are described by
Substituting in Eqs. (B3) and (B4), this can be written as
We now make two assumptions. First, one would expect that a microscopic quantity like b (k) should have a consistent scaling form, so that the distribution P (b/ b Λ ) is independent of system size and ∆Z. This is confirmed in Fig. 3 , and implies that the variance, b with earlier assumptions made to derive the scaling of the shear modulus [21] and with the widespread failure to find long-ranged force correlations in jammed systems. Thus while there may be some very short-range correlations, this should not change the scaling of δp 2 . Finally, since N b ∼ V ∼ N , we see that
Note that since the pressure is proportional to b Λ , this result is what one would expect from the central limit theorem. We now consider the residual shear stress, which is quantified by the deviatoric stress tensor
However, σ αβ Λ = 0 by symmetry, so we instead consider
Note that this can also be written as s
. Substituting Eq. (B2), we have
where θ kk is the angle between bonds k and k . The sum can again be broken into two pieces:
Note that for an isotropic system, cos 2 (θ 0k ) − 
We therefore expect s 2 N/p 2 ∼ ∆Z 2βs−ψ−2βp to be independent of ∆Z for sufficiently large N , implying our exponent relation β s = β p + ψ/2 of Eq. (B1). In general, using Eqs. (13) and (16), we see that Figure 4 shows that this scaling form is obeyed (until analytic corrections become relevant at large ∆Z, see Appendix C), and that s 2 N/p 2 is constant over several decades of p, as expected, affirming our analytical argument for the scaling relation of Eq. (B1). Finally, note that while the diagonal and off-diagonal components of the stress tensor scale differently with distance to the critical point, their fluctuations scale the same way.
Appendix C: Corrections to scaling
In this section, we examine scaling collapses in d u = 2, where we expect singular corrections to scaling to be important. We also include analytic corrections to scaling at large ∆Z in d = 3. Both types of corrections to scaling are expected for critical phase transitions and in no way contradict the ideas presented in the main text. We begin by showing numerical data for the energy, pressure, shear stress, bulk modulus and shear modulus, scaled according to our theory, for systems in the fixed p N ensemble in both two dimensions (Fig. 5 ) and three dimensions (Fig. 6) . Note that compared to Figs. 1 and 2 , here we extended the data to larger ∆Z.
The two-dimensional data in Fig. 5 show clear systematic deviations from scaling in the energy, pressure, shear stress, and to a lesser extent the shear modulus. Such deviations from scaling are expected at the upper critical dimension of a phase transition, and are not observed in three dimensions (Fig. 6) . Also, note that (except for B) these deviations are relatively small compared to the singular behavior, which is scaled out in each plot (see Fig. 6 in Ref. [12] ). So, for an extreme example, the energy collapse is good only to a factor of about four, but the energies span a range of 10 14 because ∆Z varies by at least 10 4 . While we do not have a theoretical prediction for the form that such corrections should take, it has been shown that such data can be collapsed by introducing logarithmic corrections [12, 13] . However, we find that including small corrections to the scaling exponents works equally well, e.g. see the inset to the second plot in Fig. 5 .
A scaling ansatz describes only the leading order behavior near a critical point. Subdominant corrections to scaling can, and often, do exist. As one might therefore expect, the scaling collapse in Figs. 1 and 2 , as well as the collapse of B, G, etc., breaks down if the data is extended to larger ∆Z. Figure 6 clearly shows this for three-dimensional data where there are no corrections to the critical behavior. We find that these deviations at high ∆Z can be taken into account by incorporating analytic corrections to scaling, obtained by multiplying our scaling ansatz (Eq. (2) ) by an analytic function. Expanding this function about the critical point, our ansatz can be written as E = ∆Z ζ E 0 ∆φ ∆Z δ ∆φ , ∆Z δ , N ∆Z ψ (1 + e 1 ∆Z + ...) .
This suggests that the energy should collapse by dividing E∆Z −ζ by 1 + e 1 ∆Z for some appropriately chosen e 1 . This is confirmed in the top plot of Fig. 7 , where we have set e 1 = −0.13. 
suggesting we should get data collapse by dividing B∆Z −γ B by 1 + b 1 ∆Z. This is confirmed by the bottom plot of Fig. 7 (recall that γ B = 0) , where b 1 = 0.5. Finally, note that in principle, b 1 could be a function of the other scaling variables, but we find an excellent collapse can be obtained by keeping it constant.
