The NOAA AVHRR program has given the remote sensing community over 25 years of imager radiances to retrieve global cloud, vegetation, and aerosol properties. This dataset can be used for long-term climate research if the AVHRR instrument is well calibrated. Unfortunately, the AVHRR instrument does not have onboard visible calibration and does degrade over time. Vicarious post-launch calibration is necessary to obtain cloud properties that are not biased over time. The recent AVHRR/3 instrument has a dual gain in the visible channels in order to achieve greater radiance resolution in the clear-sky. This has made vicarious calibration of the AVHRR/3 more difficult to unravel. Reference satellite radiances from well-calibrated instruments, usually equipped with solar diffusers, such as MODIS, have been used to successfully vicariously calibrate other visible instruments. Transfer of calibration from one satellite to another using co-angled, collocated, coincident radiances has been well validated. Terra or Aqua MODIS and AVHRR comparisons can only be performed over the poles during summer. However, geostationary satellites offer a transfer medium that captures both parts of the dual gain. This AVHRR/3 calibration strategy uses Meteosat-8 radiances (calibrated with MODIS) simultaneously to determine the dual gains using 50km regions. The dual gain coefficients will be compared with the nominal coefficients. Results will be shown for all visible channels for NOAA-17.
INTRODUCTION
The Advanced Very High Resolution Radiometer (AVHRR) instrument onboard the National Oceanic and Atmospheric Administration (NOAA) have been operational almost continuously for over 25 years. The AVHRR radiances have been incorporated into vegetation index, aerosol, land classification, and cloud property products. These products are dependent on the AVHRR calibration used. All AVHRR IR channels have onboard blackbodies that provide accurate IR temperatures. However, the AVHRR instrument has no onboard calibration in the visible and is known to degrade over time. AVHRR derived parameters need to be consistent over multiple platforms to observe long-term trends. Reliable calibration of AVHRR radiances is key to study climate change from AVHRR products. It should be noted that the NOAA satellites ending with NOAA-14 were in orbits that were allowed to drift over time, thus requiring diurnal normalization of AVHRR product parameters. The AVHRR/3 NOAA platforms have stabilized orbits beginning with NOAA-15. The nominal or pre-launch calibrations are given in the NOAA Polar Orbiter Data (POD) or KLM User's Guide (http://www.ncdc.noaa.gov/oa/pod-guide/ncdc/docs/intro.htm). There have been many published post-launch AVHRR calibration coefficients derived by vicarious calibration. These include, stable desert (Rao and Chen. 1999 ) and polar ice (Loeb 1997 ) targets, congruent aircraft calibration (Abel and Guenther 1993.) , inter-calibration of satellites with onboard calibration , Heidinger et al. 2002 ) and deep convective clouds as stable bright target ). The degradation of the visible sensors is greatest following launch and tapers off after a few years. There are two general methodologies to transfer calibration from one instrument to another using ray-matched coincident and collocated radiances. One relies on spatial pixel-matched radiances, where both instruments have the same nominal pixel resolution, thus requiring good navigation on both satellites. For this method, usually only the nadir pixel is considered, such as the Simultaneous Nadir Overpass (SNO) method. The second method relies on spatially matching large field of views (FOV) covering many pixels to mitigate navigation and time difference errors due to advection. Larger FOV also guarantees spatial consistency and significantly reduces the standard error of the resultant regression. Wielicki et al. 2007 shows a factor of three reduction in the standard error from using a FOV of 25km to 100km. This method has been tested with many satellite pairs and consistency between well-calibrated visible sensors Minnis et al. 2007a ). Larger FOV do not require both imagers to have the same nominal pixel resolution. The upcoming Climate Absolute Radiance and Refractivity Observatory (CLARREO) mission goal is to calibrate all operation sensors by using hyper-spectral instruments and requires a nominal footprint of 100 km (Wielicki et. 2007) . The aim of the CLARREO mission is to calibrate all imagers regardless of spectral response functions. Spectral normalization of the visible sensors needs to be addressed regardless of method. The author notes that even under the best of ray-matching conditions of VIRS and Terra 0.65 m imagers using nadir only, 100km FOV, 3 minute, and spatial uniformity restrictions, the visible standard error of the regression was 4.6%, whereas the IR standard error was 0.2%.
With the advent of the AVHRR/3 instrument (beginning with NOAA-15) the visible channels were designed with dual gains (http://www.ncdc.noaa.gov/oa/pod-guide/ncdc/docs/klm/html/c7/sec7-1.htm). Essentially the low radiance gain has three times the sensitivity of the high gain. The dual gain cross-over point is determined before launch along with the nominal dual gain calibration using integrating spheres and lamps. The dual-gain was implemented to enhance the radiometric resolution for low radiances to increase sensitivity in AVHRR clear-sky products such as the vegetation index. This had the unintended consequence of complicating vicarious calibration techniques to monitor the visible calibration over time. For example the deep convective clouds technique (DCCT), which uses cold bright TOA targets that produce consistent albedos (Hu et al 2004) , can only monitor the stability of the high gain over time. Stable bright desert targets and the moon are only detected in the low radiances. Using the Moderate-Resolution Imaging Spectroradiometer (MODIS) to calibrate AVHRR using coincident ray-matched radiances can only be achieved where the ground intersects of the two polar orbiters are located. These are located at 70°N or 70°S. At 70°N the local time of the matches is near local noon. On June 23 the solar zenith angle is 45°, limiting the duration of which the upper gain can be calibrated with MODIS to~2 months out of the year, and limiting the highest counts to 650 due to polar matching. Heidinger et al 2001, using the first method, used near nadir pixels from both NOAA-16 AVHRR and Terra-MODIS from two ground intersects. The coincident ground intersects were limited by the availability of AVHRR High Resolution Picture Transmission (HRPT) scheduled data (1km nominal resolution), and only two images were considered since MODIS also has a 1km nominal resolution. Since pixel radiances were matched within 10°viewing angle, the AVHRR pixels where remapped onto the MODIS pixels to mitigate any navigational errors. 28010 pixels were collocated and the dual gains were derived from the low and high gains separately. Doelling et al. 2004 applied the second method using near nadir ray-matched 50km FOV. Temporally continuous AVHRR Global Area Coverage (GAC) pixel radiances (3x5 km nominal resolution) were used. When combining low and high gain pixel counts the counts were first converted to radiances using the nominal calibration. The dual gains do not degrade linearly, especially in the 0.85 m visible channel (Doelling et al. 2002) . This limits the effectiveness of the second method with dual gain sensors and reliable results were derived only when the high gain radiances were minimal.
Ideally, a single method is needed that can resolve the lower and upper gain simultaneously from the same AVHRR image over the entire range of counts, and continuously over the course of a year. Observing the dynamic range can be resolved by using a calibration transfer satellite over the equator, such as Meteosat-8, which has been calibrated using MODIS for all 3 visible (0.65, 0.86, 1.6 m) channels. Can the dual gain calibration coefficients be derived directly using multiple FOV pixel radiances as is required for the CLARREO mission? This paper provides four mathematical approaches to resolve the dual gain, depending on whether a discontinuity is allowed at the cross-over point (or breakpoint) and on whether a separately derived space count is used. This paper shows results for NOAA-17 and Meteosat-8 during Similarly, the AVHRR GAC (3x4 km) pixel level counts were averaged into the same grid keeping the low and high gain counts separate. The AVHRR GAC pixel radiance is based on a 4 pixel HRPT scan mean skipping the 5 th element and taking every 3 rd line. It is unclear whether the mean is performed in count units or radiance (Fred Wu personal communication). If the 4-pixel mean were based in counts, this would add another degree of uncertainty to the visible radiances since the count to radiance conversion is based on the 4-pixel mean. Coincident ray-matched regions were limited to 7.5 minute time difference (Meteosat-8 has a 15 minute scan cycle), ocean scenes (to avoid land spectral differences), non-glint regions, scattering angle less than 10°, and relative azimuth angles between 10°and 170°to avoid direct backscatter and forward scatter. The view angle is limited by the spatial domain and is less than 30°. The cosine solar zenith angle differences were normalized as well as the solar constants and are shown in Table 1 . Partial pixel sampled regions were rejected. All monthly qualifying coincident ray-matched regional radiances or counts were regressed. A spatial uniformity constraint was applied to the Meteosat-8 0.65 m 50-km FOV pixel radiances. The constraint restricts the standard deviation to less then 20% of the mean. The monthly gains were then plotted as a function of time to determine the gain change as a function of day since launch. No visible spectral corrections were attempted for this study. The Meteosat-8 counts were first converted to radiances using gains derived from December 2006 MODIS/Meteosat-8 regression based on the same GEO to LEO technique. The gains are given in Table 2 . The published Meteosat-8 offset of 51 was used in this study. Note the standard error of the fits are~5% except 0.86 m channel. These are on the order of the 4.6% achieved with MODIS and VIRS and are probably due to spectral differences. Note the Aqua-MODIS/NOAA-17 0.65 m standard error is 1.4% for September 2003 and 1.9% for July 2004 since the spectral response functions are nearly identical (Fig. 1a) . July 2004 contained some high counts that increased the standard error. The 0.86 m channel on MODIS saturates for very high radiances and this affects 50km MODIS mean FOV radiances greater than 250 W/m 2 /sr/µm, so the regression was limited to that radiance. This explains the larger standard deviation of the 0.86 m channel. Note the Aqua/NOAA-17 0.86 m standard error is a factor of 2.5 times that of 0.65 m due to the saturation. For channels 0.65 m and 1.6 m the EUMETSAT December 2007 gains (from the EUMETSAT MSG level 1.5 product) are within 1%, after correcting (Minnis et al. 2007b ) for the spectral difference (0.9741) over ocean for the 0.65 m channel. The 0.86 m channel difference is 14%, in part due to the saturation of the MODIS channel but more than likely spectral (Fig. 1b) 
Bilinear calibration methods
Four least squares statistical regression methods were developed to directly and simultaneously solve for both the low (below the break-point) and the high (above the break-point) gains and offsets of a dual gain instrument using data from a multi-pixel FOV where pixels representing counts above and below the break-point count are both present. These methods work both for mixed gain FOV as well as for single gain FOV (such as pixel-matched) as long as values representing both gains are represented. The nominal break-points for NOAA-16, 17, and 18 are shown in Table 1 . The mathematical equations are derived in the appendix (A1-A4). The first method (4COF) estimates the gain and offset below and above a discontinuity at the nominal break-point, and uses the low gain and offset to estimate a space count. The AVHRR/3 instrument incorporates a space clamp to use deep space as the space count (SC) offset to compute the radiance, which is kept constant. The SC is usually 40, however Ignatov et al. 2004 found that the in orbit SC may not equal the pre-launch SC and can drift~0.2 counts over time. The second method (3SPC) is like the first but forces the low gain regression through the SC. The third method (3COF) is like the first but forces continuity at the break-point. It also estimates a SC using the low gain and offset. The fourth method (2SPC) incorporates the SC and forces continuity at the break-point. The 2SPC method only solves for two gains. All of these methods rely on the fact that the breakpoint is well known and does not change over time. If the behavior of the conversion from radiance to digital counts involving the break-point remains consistent and faithful to the design concept (i.e. linear response both below and above a constant count value) and if the SC can be reliably determined to good accuracy, the method of choice is 2SPC. It has only two degrees of freedom and best models the instrument design concept, so monthly gain changes could be interpreted as instrument gain degradation rather than oscillating coefficient noise due to compensating coefficient effects. However, if this approach is truly robust and AVHRR is a well-behaved instrument all 4 methods would reveal roughly the same calibration coefficients. Or these methods can be used to predict the "true" space count or more suitable break-point. Figure 2a shows a scatter plot of NOAA-17 0.65 m count means (using both low and high gain counts) and Meteosat-8 radiances of 865 regional coincident ray-matched points for February 2007. The black points indicate regions where at least 95% of the pixels represent low gain counts or at least 95% of the pixels represent high gain counts. The gray points indicate regions where the count distribution is more evenly mixed, and generally curve between the low and high gain slopes as expected. The NOAA-17 count dynamic range is greater than 800, almost the full range of 1023 counts. The dual slopes from the four methods are shown in gray-scale lines on the scatter plot and appear to be very similar. The regression coefficients are given in Table 3 . The low and high gains computed by all four methods are within 3.0% and 0.7%, respectively. The 3SPC and 2SPC gains, which use a specified SC, are less than 0.2% apart. The 4COF and 3COF results suggest that the SC should be slightly higher. The ratio of high gain to low gain from each of the four methods is consistent with that of the nominal value of~3. The dual slope for the nominal or pre-launch derived gain is shown in black. The standard error using the 2SPC method is 4.67% and is very close to the standard error when using the nominal calibration and then comparing with Meteosat-8 radiances. The spectral response of Table 3 . Provides the dual gains (Gain) and count offsets (Coff) for both less than the break-point and greater than the break-point and can be used in the above equation for all 4 dual regression methods outlined in section 2.2. The second column from the right shows the standard error of the 2SPC method, and the number of points used in the regression. The last column on the right shows the standard error if using the nominal or pre-launch coefficients, and the resultant slope when regressed against the Meteosat-8 radiances.
PRELIMINARY METEOSAT-8/NOAA-17 DUAL GAIN RESULTS

Results
EFFECTS OF MIXED COUNT FOV IN THE 4 METHODS
Results
The results from section 3 did not include many well-mixed FOV in the scatter plots, because the spatial homogeneity constraint in section 2.1 limited those regions. A regional standard deviation of 20% was used for a threshold. The four methods are designed to work with mixed count regions or single count regions of both gains. To test the robustness of the four methods under mixed conditions the spatial coherence constraint was removed. Figure 3a shows the scatter plot with lines representing each of the 4 regression methods. Table 4 shows the results under "all regions" for the 0.65 m channel. Note that the gains and offsets are similar within 2-3%, however the standard error of the 2SPC fit doubled to 9.4%. The black points are those where 95% of the pixels in a region were either low gain or high gain counts, and the gray points are the rest of the regions where the two counts were more evenly mixed. Figure 3b is the same except all of the regions where 97% of the pixels have the same count were removed, leaving mostly evenly mixed regions. This leaves 659 points out of the original 1993. Table 4 shows that the "Mixed region" gain and offsets again are very similar to the "All region" coefficients. Note that the standard error of the 2SPC regression increased only slightly, which validates the robustness of the method. Table 4 . Is the same as Table 3 except that the difference between mixed count regions and all regions with no spatial coherence constraint are shown for the 0.65 m channel.
CONCLUSIONS AND FUTURE WORK
Four regression methods were developed to handle dual gains for spatial regions that contain pixel counts from both gains. The regressions simultaneously derive both gains and offsets. Each of the methods provided gains and offsets that were consistent with the results of the other three methods under differing spatial coherence restrictions, which essentially defines the number of mixed regions in the analysis, for all visible channels. This validates the robustness of the methods in using the information from all regions. The standard errors of the regression were as good as the nominal coefficients or better. These methods will be validated with a complete timeline of NOAA/Meteosat-8, Meteosat-8/MODIS, NOAA-AM/NOAA-PM, and NOAA/MODIS regression at the poles. If the methods are robust they can be incorporated operationally in a mission such as CLARREO to determine the degradation of dual gain instruments.
case the gain for the region below the threshold is simply
If there are no regions in which there are counts both above and below the threshold, then f a f b = 0 and the fits above and below the threshold uncouple
Continuous Method without Space Count (3COF)
For this method the conversions from counts to radiance below and above the threshold are linear and distinct but continuous
with G b , G a , and R t parameters to be determined. If there is another estimate of radiance for the region, D i , from another satellite the difference (or error) between the two estimates is given by 
, c j > c t so that the error equation is now
The sum of the squared differences (or errors) over all m regions is minimized by setting the partial derivative of E with respect to each of the parameters equal to zero. The partials for each of the parameters are 
The two lines defining the calibration curve are then 
, c j ≤ c t
where ξ i = 1 + β i /(c t − c s ) is used just to simplify the notation. The sum of the squared differences (or errors) over all m regions is minimized by setting the partial derivative of each of the parameters equal to zero. The partials for each of the parameters are 
The two lines defining the calibration curve are then
The gain for the region below the threshold is simply
