Stable generated models provide a general semantics for logic programming. Although equal for normal programs, they di er from the answer set semantics on disjunctive programs. We show that stable generated semantics coincide with the semantics obtained by translating programs into a minimal partial temporal logic into which a subsystem of default logic can be embedded. This leads us to a new version of disjunctive default logic, based on generated extensions. These results establish a close relation between three di erent approaches to non-monotonic reasoning: stable generated models of logic programs, default logic, and minimal partial temporal logic.
Introduction
The stable model semantics of 4] is one of the prominent semantics for normal logic programs. There is a straightforward translation of normal logic programs into default theories ( 10] ), and under this translation, stable models of a program correspond to extensions of the translation of the program. Stable generated models were introduced in 7] as a semantics for the most general kind of logic programs. On normal (non-disjunctive) programs, this semantics coincides with the stable models of 4]. In 2] it was shown that default theories can be translated into temporal theories. With a suitable (nonmonotonic) temporal semantics, temporal models of the translation correspond to extensions of the original default theory. So far we have a homogeneous picture of various coinciding semantics.
When considering disjunctive rules, however, the approaches diverge. In 5], (see also 8]) answer sets were introduced as a generalization of stable models to disjunctive logic programs, in which the head of a rule may be a disjunction. The intention of the disjunctive conclusion is that a commitment should be made to one of the disjuncts, i.e., not only should the disjunction be a conclusion, but (at least) one of the disjuncts should also be a conclusion. In 6] a variant of default logic was introduced with disjunctive conclusions of rules, and it was shown that an embedding of disjunctive logic programs into disjunctive default logic existed under which answer sets correspond to extensions.
Stable generated models are de ned for a very general class of logic programs, and we can easily restrict ourselves to the class of (normal) disjunctive logic programs. It was shown in 7] that answer sets of normal disjunctive logic programs are stable generated models. It turned out, however, that there may be stable generated models which are not answer sets. The translation of default logic into the temporal logic of 2] can also easily be extended to the disjunctive case, and again it turns out that the translation may have (temporal) models which have no corresponding extensions. We will show that for super logic programs ( 9] ), the temporal approach coincides with stable generated models. We also introduce a variant of disjunctive default logic by extending the semi-constructive de nition in 10] (shown to be equivalent to the xed-point de nition in the non-disjunctive case), and show that this variant is related to the stable generated models and the temporal approach.
This di erence shows that there are at least two ways of extending the stable (default) semantics to the disjunctive case: one based on xed-points, and one based on (semi-) generated models.
The paper has the following structure. After introducing some basic notation in section 2, we recall the notion of a stable generated model in section 3. Section 4 describes the temporal logic and its link with stable generated models. In section 5, we introduce the notion of a generated extension of a disjunctive default theory and give an appropriate translation of super logic programs into disjunctive default logic.
Preliminaries
A signature = hRel; Const; Funi consists of a set of relation symbols, a set of constant symbols, and a set of function symbols. U denotes the set of all ground terms of . For a tuple t 1 ; : : : ; t n we will also writet when its length is of no relevance. The logical functors are :;^; _; !; 8; 9; where ! is called material implication. L( ) is the smallest set containing the atomic formulas of , and being closed with respect to the following conditions: if F; G 2 L( ), then f:F; F^G; F _ G; F ! G; 9xF; 8xFg L( ).
L 0 ( ) denotes the corresponding set of sentences (closed formulas). For sublanguages of L( ) formed by means of a subset F of the logical functors, we write L( ; F). With respect to a signature we de ne the following sublanguages: At( ) = L( ; ;), the set of all atomic formulas (also called atoms); Lit( ) = L( ; :), the set of all literals. We introduce the following conventions. When L L( ) is some sublanguage, L 0 denotes the corresponding set of sentences. We will sometimes omit the signature and write, e.g., L instead of L( ). Cn(X) denotes the deductive closure of the set X of sentences within classical logic.
If (Y; <) is a partially ordered set, then Min(Y; <) denotes the set of all minimal elements of (Y; <), i.e. Min(Y; <) = fx 2 Y j :9x 0 2 Y : x 0 < xg. If the ordering is clear from the context, we will omit it. A Herbrand interpretation of the language L( ) is one for which the universe equals U , and the function symbols are interpreted canonically. We identify Herbrand interpretations over with subsets of At 0 ( ). The class of all Herbrand -interpretations is denoted by I H ( ) = 2 At 0 ( ) . The standard ordering on interpretations is set inclusion. In the sequel we shall also simply say`interpretation' instead of`Herbrand interpretation'. A valuation over an interpretation I is a function from the set of all variables Var into the Herbrand universe U , which can be naturally extended to arbitrary terms by (f(t 1 ; : : : ; t n )) = f( (t 1 ); : : : ; (t n )). Analogously, a valuation can be canonically extended to arbitrary formulas F, where we write F instead of (F ). Note that for a constant c, being a 0-ary function, we have (c) = c. 
Stable Generated Models
In this section we recall the de nition of stable generated model introduced The set of stable generated models of S is denoted by Mod sg (S), and the stable entailment relations is de ned as follows:
Stable generated models do not exist in all cases. For instance, S = f:p ) pg has exactly one minimal model, Mod m (S) = ffpgg, which is not stable, however. A satis able sequent set, resp. logic program, without s.g. models will be called unstable. 
Minimal partial temporal logic
In this section we will describe a partial temporal semantics for logic programs. The semantics is obtained by translating a logic program into a nonmonotonic partial temporal logic. This logic was rst used to give a temporal semantics to default logic ( 2] ). The idea behind the temporal framework is that a temporal theory describes the reasoning process of a (nonmonotonic) agent. A number of di erent forms of reasoning were treated in this fashion in 3]. Although the full temporal logic is more general (it uses S5 models instead of partial models, and temporal operators may be stacked), we will describe a simpler variant here that is su cient to give semantics to logic programming. First we will formally introduce minimal partial temporal logic.
De nition 4.1 (Partial model) 1 . A partial model M for the signature is an assignment of a truth value from f0; 1; ug to each of the atoms of At 0 ( ). Using the strong Kleene semantics, this assignment can be extended to arbitrary sentences. A partial model describes which formulae the agent knows (or, has derived) at any point in time. To give an account of the total reasoning process of an agent, we have to describe what the agent knows (has derived) at all points in time. We assume that the reasoning of the agent starts at some point, and continues in a discrete manner: based on what the agent knows, it may apply some (nonmonotonic) inference steps to arrive at a new state of knowledge (described by a partial model), from which it may again apply inference steps. We will take the natural numbers (!) as our ow of time. (M; t) j = ^ , (M; t) j = and (M; t) j = (M; t) j = : , (M; t) 6 j = 3. Implication (!) and disjunction ( _) are de ned as usual from conjunction and negation.
Even though we want to describe the reasoning process of an agent, we are of course still interested in the nal outcomes of this reasoning process. This is expressed by the limit of a partial temporal model. Let Using the temporal language, we can describe the reasoning behavior of the agent. The temporal formulae prescribe when the agent should make an inference. But we also want the agent to know (or derive) nothing more than that (we do not want to describe explicitly what it should not derive. So we want to make sure that the knowledge of the agent over time satis es the temporal formulae, but otherwise is minimal. The following de nition formalizes this. K i should not only not have been derived now, but also never in the future (otherwise the applicability of this rule at this moment is undermined later on). Since the models are conservative, this is equivalent to requiring that the K i are never known in the future. It has been shown in 2] that a similar translation can capture default logic (meaning that the limit models of minimal models of the translation correspond to extensions). Since one can similarly embed the stable semantics of normal logic programs into such default theories, it is easy to see that this temporal translation gives the stable model semantics for normal programs (limit models of minimal models of the translation Temp correspond to stable models of the original program). In the disjunctive case, however, the limit models do not correspond in a one-to-one fashion with the answer sets, but they correspond to stable generated models. In the sequel, we will consider only P-stable chains of length !. This may always be done; remember that a stable generated model always has either a P-stable chain of length !, or a nite one. These nite ones can always be made of length ! by repeating the last interpretation in the chain. Herbrand interpretations are not the same as partial models, but there is a clear connection. Before we proceed with the main result of this section, we will rst give a useful lemma. Lemma 4.1 Let M be a partial temporal model, t 2 !, and a 1 ; : : : ; a n 2 At 0 ( ), then (M; t) j = :F(a 1^: : :^a n ) , 9i 2 f1; : : : ; ng : 8s > t (M s (a i ) 6 = 1) Proof: The right to left direction is easy. For the other direction, suppose that for every a i there is a timepoint t i such that M t i (a i ) = 1, then let t = maxft 1 ; : : : ; t n g. By conservativity we have M u (a i ) = 1 for every a i and u t, which implies that (M; s) j = F(a 1^: : :^a n ).2
De nition 4.4 (Limit model)
We will use this lemma in the proof of the following proposition without mentioning. Proposition 4.2 (Equivalence) Let P SLP( ). If I is a consistent stable generated model of P, then there is a minimal partial temporal model of Temp(P) such that its limit corresponds to I. If M is the limit of a minimal partial temporal model of Temp(P), then there is a stable generated model I that corresponds to it. Moreover, if I 0 I 1 : : : I is a P-stable chain generating I, then there is a minimal partial temporal model M with limit M that corresponds to the chain in a pointwise fashion. Also, for every minimal partial temporal model M with limit M, there is a P-stable chain generating I that corresponds to it pointwise.
Proof: ")": Suppose I is a stable generated model of P, with chain fI i g i2! .
This means that I = We will show that M is a minimal model of Temp(P). First we will show that it is a model of Temp(P). In the sequel we will assume that K j = b j 1^: : :^b j p j .
Take any rule Ca 1^: : :^Ca n^: FK 1^: : :^:FK m ! Gc 1 _ : : : _ Gc k in Temp(P), and take t 2 !. Suppose (M; t) j = Ca 1^: : :^Ca n^: FK 1: : :^:FK m . Then a 1 ; : : : ; a n 2 I t and for every K j there is a h j 2 K j such that h j 6 2 I s 8s > t, in particular h 1 ; : : : ; h m 6 2 I so I t+1 j = c 1 _ : : : _ c k , so c k 0 2 I t+1 for some 1 k 0 k, but then c k 0 2 I s 8s > t. This implies that (M; t) j = Gc ko so (M; t) j = Gc 1 _ : : : _ Gc k . Now suppose that M is not minimal, then there is a model N with N < M and N j = Temp(P). Take Remark that the minimal models never assign 0 to any literal. We could have made them two-valued, but we have not done this in order to retain compatibility with the original de nition in 2], but also in order to be able to capture explicit negation easily. This will not be done in the present paper.
Let us have a look at the example from the previous section. It is easy to see that this model corresponds to the stable generated model of the original program and to the stable chain generating it.
Disjunctive Defaults and Generated Extensions
Disjunctive default logic is an extension of Reiter's default logic ( 10] ), meant to deal more aptly with disjunctive information. When disjunctive information is added, a commitment has to be made to one of the disjuncts. We will restrict ourselves to the propositional case.
De nition 5.1 A disjunctive default is an expression of the form ( :Proof: 1) Assume I is a stable generated model of P. Then there is a stable chain I 0 I 1 : : : I n : : :, I = S n<! I n . Let E = Cn(I), E n = Cn(I n ).
We show that E is a generated extension of tr(P) via the sequence fE n g n<! .
It is su cient to show that E n+1 is a minimal extension of E n closed w.r.t.
the rules in tr(P). Let (a 1^: : :^a m : :K 1 ; : : : ; :K n ) = c 1 j : : : jc s ) 2 tr(P), and fa 1 ; : : : ; a m g E n , and ::K j 6 2 E, j n, i.e. b 1 1^: : :^b 1 p 1 ; b 2 1: : :^b 2 p 2 ; : : : ; b n 1^: : :^b n pn 6 2 E, hence for every j n there is an element h j 2 K j such that h j 6 2 E, and from this follows h j 6 2 I and I j = :h j ;this implies I n ; I] j = :K 1 ; : : : ; :K n , and by de nition of I n+1 , we get I n+1 j = c 1 _ : : : _ c s . Then, there is a k s such that c k 2 I n+1 , and this implies fc 1 ; : : : ; c s g \ E n+1 6 = ;. We now show that E n+1 is a minimal extension of E n satisfying these properties. Let F be a deductively closed set such that E n F E n+1 , and F closed w.r.t. to rule application. Then, I n+1 F, and hence F = E n+1 .
2) Let E be an generated extension of tr(P). We have to show that I = At(E) is a stable generated model of P. Let E 0 E 1 : : : be a generated sequence generating E. De ne I n = At(E n ), we show that (I n ) n<! is stable chain for I and I is a model of P. Obviously, I 0 = ;, since E 0 = Cn(;).
We show that I n+1 is a minimal extension of I n being a model of the set f W Hr : r 2 P]; I n ; I] j = V Brg. Let r := a 1 ; : : : ; a l ; :K 1 ; : : : ; :K m ) c 1 ; : : : ; c n a super rule; where K j = b j 1^: : :^b j p j . De ne tr(r) 2 (n) i fa 1 ; : : : ; a l g E n and ::K 1 ; : : : ; ::K m 6 2 E, i.e. there are h j 2 K j such that h j 6 2 E, j m. De ne (n) = fr : r 2 P] and I n ; I] j = V Brg. Then (n) = ftr(r) : r 2 (n)g. We show that I n+1 j = Heads( (n)) (where Heads(S) is the set of the disjunctions of the heads of the rules in S), and if I n J I n+1 , J j = Heads( (n)), then J = I n+1 . Let r 2 (n), then tr(r) 2 (n), hence fc 1 ; : : : ; c n g \ E n+1 6 = ;, and thus I n+1 j = W Hr. Let I n J I n+1 , and J j = Heads( (n)). Then Cn(J) satis es the second closure condition of De nition 5.3, and since E n+1 is minimal it follows Cn(J) = E n+1 , and hence J = At(E n+1 ). 2.
This version of disjunctive default logic can be captured by the full version of minimal temporal logic as described in 1].
Conclusion and Future Research
By introducing the notion of a generated extension for disjunctive default theories, we have established a close relation between three di erent approaches to non-monotonic reasoning: default logic, stable generated models of logic programs and minimal temporal partial models. This connection adds further evidence to the naturalness of stable generated models as the intended semantics for generalized logic programs. The main topic for future research is to extend this result to the broader class of extended generalized logic programs with two kinds of negations.
