The field of computer vision has greatly matured in the past decade, and many of the methods and techniques can be useful for astronomical applications. One example is in searching large imaging surveys for objects of interest, especially when it is difficult to specify the characteristics of the objects being searched for. We have developed a method using contour finding and convolution neural networks (CNNs) to search for Infrared Dark Clouds (IRDCs) in the Spitzer Galactic plane survey data. IRDCs can vary in size, shape, orientation, and optical depth, and are often located near regions with complex emission from molecular clouds and star formation, which can make the IRDCs difficult to reliably identify. False positives can occur in regions where emission is absent, rather than from a foreground IRDC. The contour finding algorithm we implemented found most closed figures in the mosaic and we developed rules to filter out some of the false positive before allowing the CNNs to analyze them. The method was applied to the Spitzer data in the Galactic plane surveys, and we have constructed a catalog of IRDCs which includes additional parts of the Galactic plane that were not included in earlier surveys.
INTRODUCTION

Infrared Dark Clouds
Infrared dark clouds (IRDCs) are dense, cold clouds that appear as absorption features against the diffuse emission from the Galactic plane. Large numbers were first identified in observations from space-based instruments such as ISOCAM on ISO (Perault et al. 1996; Hennebelle et al. 2001 ) and in the Midcourse Space Experiment (MSX) Galactic plane survey (Carey et al. 1998; Egan et al. 1999 ) which had the sensitivity and spatial resolution to detect these compact, dark features in the mid-infrared. Studies of IRDCs showed them to be frequently associated with sites of massive star formation, and to contain cores and young stellar objects (e.g., Rathborne et al. 2005 Rathborne et al. , 2008 Rathborne et al. 2007 Rathborne et al. , 2006 Rathborne et al. 2010) . IRDCs have been identified as being the possible birthplaces of massive stars and stellar clusters (see reviews by Bergin & Tafalla 2007; Motte et al. 2018 , and references therein), and so it is important to study the formation and evolution of these objects to understand this crucial phase in the star formation process.
A significant advance came with the Spitzer Space Telescope (Werner et al. 2004) , which provided a factor of ∼10 better resolution and a factor of ∼1000 better sensitivity than previous surveys at 8 µm. The GLIMPSE survey (Benjamin et al. 2003; Churchwell et al. 2009 ), one of the Spitzer Legacy surveys 1 conducted early in the mission, mapped the |l| < 65 • , |b| ≤ 1 • region of the Galactic plane with the IRAC instrument ) at 3.6, 4.5, 5.8 and 8 µm. The MIPSGAL survey (Carey et al. 2009 ) mapped a similar region with the MIPS instrument (Rieke et al. 2004 ) at 24 and 70 µm. Based on these surveys, Peretto & Fuller (2009, hereafter PF09 ) conducted a search for IRDCs in the Spitzer data using primarily 8 µm opacity maps that they constructed from the available mosaics. They produced a catalog of over 11,000 clouds and up to 50,000 fragments within the clouds, indicating possible dense regions which could be forming cores. They also found many 24 µm sources associated with the IRDCs, indicating active star formation. The improved resolution and sensitivity of Spitzer allowed them to identify many clouds that were missed in the earlier MSX survey.
Later in the Spitzer mission, further surveys by the GLIMPSE team and other groups filled in the full 360 degrees of the Galactic plane (see Figure 1 and §2). We were interested in searching these parts of the plane for IRDCs. However, a large part of the survey was conducted in the GLIMPSE 360 program (Whitney et al. 2008; Whitney & GLIMPSE360 Team 2009 ) during the Spitzer Warm Mission (Mahoney et al. 2010) , and so only IRAC 3.6 and 4.5 µm data are available for those regions. Therefore our search technique would have to be different than those that used the 8 µm IRAC band. We wanted to use an automated technique to search the large amount of data, for reasons of reproduceability and reliability. However, IRDCs can vary in size, shape, orientation, local background levels, and optical depth, and are often located near regions with complex emission from molecular clouds and star formation, which can make the IRDCs difficult to identify. False positives can occur in regions where emission is absent, rather than absorption from a foreground IRDC. We wanted a method that could maximize the identifications of true IRDCs and minimize false positives to produce a catalog of IRDCs for the entire Galactic plane.
Contour Finding and Convolution Neural Networks
Convolutional neural networks (CNNs) are specialized deep neural networks that are widely used in image recognition and classifications. See for example Goodfellow et al. (2016, chapter 9 ) for a general description of CNNs and their use in image analysis. They are better at capturing the features in an image through the application of relevant kernels, which convolve over the entire image. See Figure 2 for a diagram of the CNN process. The kernels are fixed in size and numbers, but part of training a CNN is to optimize the values within the kernels. After each convolutional layer, the resulting matrices are usually downsized to simplify and speed up the computation. This process is repeated a few times to optimize the values. Finally the matrices are flattened, converted into a one dimensional array, and passed through a neural network to make the final (Taylor & Cordes 1993) are indicated in red. The radius marking the expected truncation or break in the exponential Galactic stellar disk is also shown with a dashed line. judgement. Usually, and in our case, the output is a vector of probabilities, one value for a class. Because we want to use the CNN to decide whether the image contains an IRDC or not, we have the CNN output 2 values, one for the probability that the image is an IRDC and the other for not containing an IRDC. A CNN is trained in a supervised manner, meaning that it is fed a dataset of images with their corresponding labels, and the CNN is initialized with a random values for the kernels, weights and biases. The CNN then goes through the training set and calculates the loss at each step and adjusts all of the parameters and repeats the process until the error converges to a minimum value.
We chose to use the MobileNet (Howard et al. 2017 ) CNN model because it is computationally fast and can process our large images in a small amount of time. CNNs have been used before in astronomical applications; for example, they have analyzed images to automatically classify objects as stars or galaxies (Kim & Brunner 2016) . Furthermore, they have been widely used outside of the astronomical community. For example, they have been employed to automatically classify animals in wildlife cameras (Norouzzadeh et al. 2018 ). However, there is a downside to CNNs; they cannot determine how many of a certain object exists or their location within an image. This is why we also employ a (2016), the diagram illustrates a convolutional neural network in its simplest form, where there are a predefined number of kernels with a fixed size that convolve over an image. The resulting image/matrix is then processed to reduce its size, in this illustration max pooling is used. The resulting matrix is then flattened and processed by a traditional neural network, which outputs the probability for each of the potential labels.
contour finding algorithm to find all closed figures, which is useful when searching for IRDCs because they are closed and distinct from the background. The contour finding method we used is called Topological Structural Analysis of Digitized Binary Images by Border Following (Suzuki & Abe 1985) . It takes in a binary image, and by following the edges, it finds closed loops. It finds an edge and then checks its neighboring pixels to see if any of them are edges, and it keeps moving around the border in this manner. If it has reached the starting point, then it identifies it as a closed loop, or a contour. This is a popular method, which is why its incorporated into OpenCV, however it can also find closed loops within other closed loops. Unfortunately, this aspect of finding contours within contours was not useful for us, because almost all of the sub contours ended up being bright regions within the IRDCs caused by star clusters. This is shown in Figure 3 . The contour method locates IRDCs and a sizeable amount of non-IRDC objects. This is why we use a series of filters and finally a pair of CNNs to decipher which of the contours are IRDCs.
OBSERVATIONS
The mosaics used here are based on images obtained with the IRAC instrument on Spitzer . We used the mosaic images created by the GLIMPSE team for the GLIMPSE and other surveys conducted during the Spitzer mission. These include the original GLIMPSE survey (GLIMPSE I - Benjamin et al. 2003; Churchwell et al. 2009 ), GLIMPSE II (Churchwell et al. 2005) , GLIMPSE 360 (Whitney et al. 2008; Whitney & GLIMPSE360 Team 2009) , GLIMPSE 3D (Benjamin et al. 2006; Benjamin & GLIMPSE Team 2007) , Deep GLIMPSE (Whitney et al. 2011 ), Vela-Carina (Majewski et al. 2007 Zasowski et al. 2009 ), SMOG (Carey et al. 2008) , and Cygnus-X (Hora et al. 2007 (Hora et al. , 2009 ). The location of each of the surveys as a function of Galactic Figure 3 . The IRDC G010.71-00.167 is outlined by the contouring finding method. However, within the blue oval there are contours found within the IRDC which in this and almost all cases contain clusters of bright stars. We are able to keep these contours from being identified as separate IRDCs through various types of filters as described in the text. longitude is shown in Figure 1 . The 1. 2/pixel images in Flexible Image Transport System (FITS) format were used, and the background-matched and gradientcorrected or latest versions available were downloaded from the IRSA database 2 . The GLIMPSE I, GLIMPSE II, GLIMPSE 3D, Vela-Carina, SMOG, and Cygnus-X surveys were conducted in the four IRAC bands (3.6, 4.5, 5.8, and 8 µm; Channels 1-4, respectively) during the cryogenic mission. The GLIMPSE 360 and Deep GLIMPSE surveys, which included most of the new area that we wished to survey for IRDCs, were conducted during the Spitzer Warm Mission and data were obtained only in the 3.6 and 4.5 µm bands. We therefore conducted tests to determine whether to use Channel 1 or 2, or some combination, for our IRDC search. After some tests and examining the mosaics, we chose to use Channel 1 images only because the IRDCs appear more visually prominent compared to their appearance in Channel 2, possibly due to the higher dust extinction at 3.6 µm (e.g., Flaherty et al. 2007 ) and the brighter stellar background. We looked at the same regions in both channels, with the images processed by histogram equalization and contour finding. The results were consistently better (fewer missed objects, more IRDC area identified) in Channel 1 than 2 because the IRDCs are more prominent in the Channel 1 images and the contour finding algorithm was able to find and more fully map the spatial extent of the IRDCs. A representative example is shown in Figure 4 . The IRDC in the Channel 2 image is broken up into more contours than the same object in Channel 1. Furthermore, the contour finding procedure captured more of the size and area of the IRDC in the Channel 1 image. Figure 4 . The IRDC G010.71-00.167 is shown in the 3.6 µm image on the left and the 4.5 µm image on the right. The images were processed with histogram equalization and contour finding using the same parameters. The green outline is the output of the contour finding method. It is clear that in the 3.6 µm image the contours better represent the full size of the IRDC, and the IRDC is not broken up into as many separate contour areas as in the 4.5 µm image.
SEARCH METHOD
Overview of Procedure
We implemented our procedure in Python3, and have uploaded the code to a GitHub repository 3 . Our code makes use of the Astropy(3.1.2) 4 , Pillow(5.2.0) 5 , OpenCV(3.4.2.17) 6 , and Tensorflow(2.0.0a0) 7 libraries. The first steps of our procedure were to apply image filtering techniques and contouring finding in order to locate all the closed figures in the mosaic. We obtained the bounding boxes of the figures and evaluated which ones should be kept based on their characteristics. Finally, the remaining bounding boxes were then sent to two classifiers which provided the final classification and determined whether or not each figure is an IRDC. We describe these steps in more detail below.
Processing Steps
For each mosaic in the dataset, we read the FITSformat file into an image array of intensity values using the Astropy library. The values were then scaled by a multiplicative factor so that when the flux density values (in MJy sr −1 ) are truncated and written to a file with values in the range 0 -255, there will be enough dynamic range in the lower flux levels to detect the IRDCs. We used a factor of 5 or 10, depending on the background level in the particular dataset being processed. The values used are given in Table 1 . We then used the Pillow functions fromarray() and convert() to convert the data into a grayscale image and saved the image in PNG format. The image was then processed using the Contrast Limited Adaptive Histogram Equalization (CLAHE) technique (Zuiderveld 1994 ) through OpenCV's createCLAHE() function. Regular histogram equalization looks at the distribution of all the pixel values in an image and stretches it over the entire domain of values. This will flatten any high density regions in the distribution, thus increasing the contrast in the image. However, one drawback of using histogram equalization is that it transforms the histogram of the whole image. This will not provide as much clarity in an image where different regions within the image are distinct. In our case, there is an especially strong background gradient across the Galactic plane in mosaics from GLIMPSE I and II, and many bright regions that can dominate the high end of the intensity histogram. Because of this, we employed the CLAHE technique 8 . This method uses histogram equalization on small subsets of the image, so that parts of the image that are vastly different in character do not influence the local equalization process. We used a tile size of 8 by 8, which means that histogram equalization is performed on a square with a length of 8 pixels. A key component of the CLAHE process is the clip limit. If there is a region in an image where the values are very similar, there it will likely produce a peak as shown on the left side histogram in Figure 5 . Histogram equalization tends to excessively spread the peak, to make it more uniform, which will create an unwanted high contrast in that region. To solve this, before histogram equalization is applied, bins in the histogram that are larger than a threshold, called the clip limit, will be reduced to stay at the threshold level. However, since reducing the size of some bins will cause the total sum of the bins to decrease, the amount that is taken away from the bins above the clip limit is then evenly distributed as shown in Figure 5 . This step was performed in order to minimize the effects of the changing background levels in different parts of the image, as seen in the top image of Figure 6 . The greater contrast that CLAHE produces compared to regular histogram equalization is illustrated in the lower image of Figure 6 . Figure 5 . The histogram on the left and right represent the color frequency for a mosaic before and after the clip limit transformation. The dashed horizontal line that passes through one of the peaks in the histogram on the left represents the clip limit value. If there are values that exceed the clip limit value (shown in blue in the left panel), then they are evenly added to the all the bins (the blue region in the right figure), resulting in a constant increase to all the bins after the transformation.
After CLAHE was applied, we used Gaussian blurring to smooth the image and reduce noise before a binary threshold was applied; both processes were conducted via OpenCV's functions GaussianBlur() and threshold() respectively. The Gaussian kernel's dimensions were 5×5. Using those dimensions, OpenCV calculated σ using the following expression: σ = 0.3 * ( size−1 2 − 1) + 0.8. Our kernel size was 5 by 5 pixels, so σ = 1.1. Below is a rounded version of the kernel: 
After the image is smoothed, it is then converted to a binary image before sending it to the contour finding algorithm. We experimented with various constant values for the threshold cutoff, and we found that values around 50 provided the most reliable results across the mosaics from the different surveys. The threshold can be related to the original image intensity through the scaling factor used for the region, given in Table 1 . We then employed Topological Structural Analysis of Digitized Binary Images by Border Following (Suzuki & Abe 1985) via OpenCV's findCountours() function. This method uses border following in order to locate closed figures in a binary image.
We then obtained the bounding box for each contour using the boundingRect() function from OpenCV. The bounding boxes were then sorted based on their area, and we only kept the first 1000 largest bounding boxes in each mosaic. We found that values exceeding 1000 produced exceedingly more false positives than true positives, as illustrated in an example image in Figure 7 . We then established a criterion to evaluate a potential IRDC based on the intensity difference between the inner part of the IRDC and its immediate surroundings. Because IRDCs are usually darkest near the center, we shrunk the original bounding box dimensions by a third while not moving its center and calculated the average intensity within the bounding box. Then we defined another box which is 30 pixels larger in both dimensions with the same center, and calculated its average intensity and subtracted the average intensity of the smaller box from the larger one. The definition of inner and outer boxes is shown in Figure 8 . We then created three subsets, each with their respective filter. The first subset consisted of bounding boxes whose contour areas were greater than 30000 pixels, the second subset received bounding boxes whose contour areas were between 30000 and 3000 pixels, inclusive, and the third subset was defined as having bounding boxes whose contour area was less than 3000 pixels. The contour area was calculated through OpenCV's contourArea. We defined the parameters T 0 , T 1 , T 2 for the large, medium, and small subsets, respectively. The parameter value is the threshold for the intensity difference between the larger and smaller boxes as defined above, meaning for example if a bounding box has a contour area of 40000 pixels, then it would need an intensity difference greater than T 0 for it to not be eliminated from consideration.
These cutoffs were applied to the list of bounding boxes, and the remaining boxes were then processed by two MobileNets (Howard et al. 2017) . We used Mo-bileNets, implemented in Tensorflow, for their proven accuracy and smaller architecture, which increased the computational speed. The first MobileNet was trained on IRDCs that had bounding boxes smaller than 30000 pixels, while the other was trained on IRDCs that had bounding boxes larger than 30000 pixels. We used objects from the PF09 catalog as a guide for the GLIMPSE I and II regions for our training data. We visually confirmed that the PF09 objects selected appeared to be true IRDCs. Our training set for each classifier comprised of approximately 50 bounding boxes containing dark clouds and 50 bounding boxes that contained no IRDCs. We did not need a large training set because the MobileNets came pretrained on a general image dataset called ImageNet (Deng et al. 2009 ). This means that they have already been trained from scratch on a large dataset, and they have "learned" which features to observe in an image in order to classify it. We applied transfer learning, meaning that we trained the trained model for our dataset, i.e., the final layer of the network 9 .
Since the first classifier was trained on the smaller IRDCs, we made it process the bounding boxes with an area smaller than 30000 pixels, while the other classifier viewed the remaining larger bounding boxes. We did not use contour area to determine which classifier viewed which bounding box, instead we estimated the area by multiplying the width and height of the box. Each classifier returned the probability of the image inside the bounding box containing an IRDC. We defined two more parameters C 0 , C 1 , which are the threshold that the returned probability needs to exceed in order for the bounding box to be recorded into the catalog. The parameters C 0 , C 1 refer to the threshold for the small classifier and larger classifier, respectively. Once a bounding box passed all the conditions in the pipeline, its coordinates, width, and height were appended to a region file in Galactic coordinates. We used the all_pix2world() function from Astropy to obtain the Galactic coordinates from the pixel coordinates of the image. We only needed two classifiers instead of three, one for each subset because the smaller classifier was able to accurately classify the IRDCs with a contour area of less than 30000 pixels.
We also calculated an estimate of the maximum absorption depth of the IRDC. We created a rectangle 30 pixels wider and taller that shared the same center as the original bounding box. We then calculated the median intensity value of the "border" region (the 15 pixel wide region surrounding the original box), and subtracted from that the minimum non-negative intensity of a pixel within the original bounding box. We then divided the difference by the median border value as a measure of the maximum depth of the feature, with larger values indicating deeper absorption.
Parameter Optimization
The algorithm parameters T 0 , T 1 , T 2 , C 0 , and C 1 needed to be optimized to reliably locate IRDCs in the mosaics. We found that one set of values would not work for the entire dataset, since the data were taken with different exposure times and covered regions with large differences in background levels and complexity. Thus, for each of the surveys listed in §2, we systematically varied the parameters and evaluated the results for 9 https://www.tensorflow.org/hub/tutorials/image retraining Figure 6 . The mosaic GLM 01200+0000 I1 shown on the top was processed using histogram equalization. The bottom image is the top image after the contrast limited adaptive histogram equalization technique was applied. The adaptive histogram technique helps reduce the effects of the large variations in background level across the image, and clarifies the structure of the image near the top and bottom edges where the background is lower than the center. a small subset of the mosaics in the survey to optimize the parameter values. After observing the difference of the bounding boxes from a set of mosaics, we determined a base starting point of T 0 = 6, T 1 = 15, T 2 = 40. From there we then let C 0 , C 1 ∈ [0, 0.25, 0.5, 0.75]. Since the classifiers' output impact results independently, when finding the optimum values for C 0 and C 1 , we turned one off and ran the other classifier using all the values. Once we found the optimum value for one classifier, we then turned it off and repeated the process for the other classifier. We then repeated this process for each mosaic in the sample set and obtained a set of C 0 and C 1 . We averaged them, and the result was the parameter for the whole dataset for that survey. However, in some regions the results were not improved when changing the values of C 0 and C 1 . We then experimented with changing T until we found optimum values for T 0 , T 1 , T 2 . An example of the effect of changing these parameters is shown in Figure 9 . The final parameters we used for each survey are given in Table 1 . Figure 9 . A section of the mosaic from the 3D region, 00000-0300 is shown with objects identified using a value for T2 of 40 in red and T2 = 85 in green. A total of 457 and 16 objects were found in this mosaic for values of 40 and 85, respectively. The lower T2 value resulted in many more small objects being identified which are not likely real IRDCs. 
Further Processing
Once our initial catalog was generated, we applied several further processing steps to produce the final IRDC catalog. First, the contour algorithm had found contours within contours, which were not necessary for identifying the IRDCs, and led to duplicate identifications. In addition, because the mosaics in the survey overlap slightly, some IRDCs are identified in more than one image and produce duplicate identifications. As a result, we wrote another program which sifted through all the IRDCs in the catalog and removed any bounding boxes which had their centers within another bounding box, and their maximum extent did not exceed the larger bounding box by 10 in any direction. In each case the smaller of the boxes were removed. We also applied a lower IRDC contour area cutoff of 300 pixels (432 arcsec 2 ) because it appeared that objects of this size or smaller were either false positives, or were identifying small fragments of IRDCs that were already in the catalog as larger IRDCs. This effect is illustrated in Figure 10 , which shows several small regions that were identified in the initial processing. The regions seem to be locating spaces between brighter stars, rather than true IRDCs. There are many similar regions in the image, and the identified areas do not stand out as distinctly different. This effect is a function of the IRAC instrument resolution and sensitivity, combined with the distribution of stars in the field. By setting a lower limit to the size of the IRDCs in the catalog, we can minimize the inclusion of these regions that do not represent true IRDCs. Because of this effect, it is likely that a number of false positives remain in the catalog and the percentage is higher amongst the smallest IRDCs in the catalog. Figure 10 .
A sample section of the mosaic GLM 04500+0000, showing several small regions initially identified in the processing but removed based on the small area cutoff level. The regions identified seem to be areas of low background between stars rather than due to absorption by an IRDC.
RESULTS AND DISCUSSION
Using our procedure as described above, we find a total of 18845 objects. We will refer here to the objects in our catalog as IRDCs, however they should be considered as candidate IRDCs -not all of the objects are true IRDCs, and the catalog does not contain a complete list of all true IRDCs in the survey area (see §4.3 for more discussion of the limitations of our method).
Our catalog is shown in Table 2 , which gives the name, Galactic coordinates, size of the bounding box in arcsec of Galactic longitude and latitude, depth ratio of the IRDC, probability value returned by the classifier, and the area within the contour of each IRDC in arcsec 2 . The depth ratio is the difference between the median 3.6 µm flux density around the outside of the IRDC box and the non-negative minimum level of a pixel within the box divided by the median outside of the box. Therefore larger numbers represent deeper absorption values. The final column in the table lists the number of objects from the PF09 catalog that have their centers within the borders of the IRDC box defined in the table, for those objects that fall within the region surveyed by PF09. A histogram of the distribution of IRDC sizes is shown in Figure 11 . Figure 11 . The distribution of IRDCs as a function of contour area. Over 84% of the IRDCs have an area of 4000 arcsec 2 or less. The maximum area is 393870 arcsec 2 , and there are 106 IRDCs with areas higher than 60000 arcsec 2 .
We list the probability values in the table, although these did not seem to correlate well with the quality of the IRDC identification. For example, some of the large IRDCs identified in the field shown in Figure 12 had probabilities in the range 0 -0.3, yet all seem to be definite IRDCs that were also identified in the prior surveys. Many other objects have a probability of 1.0, even some of the small IRDCs that are probably not as reliable.
IRDC Catalog Characteristics and Verification
To evaluate the accuracy of our technique, we took a sample mosaic from each survey and evaluated by eye the number of true positives, false positives, and false negatives (IRDCs that were missed). A true verification is difficult because there is no other dataset avail- Figure 12 . The mosaic GLM 01200+0000 which was used as our test mosaic from the GLIMPSE I region. The blue boxes represents the true positives, where the red boxes represents the false negatives (IRDCs that were not identified by our process). The yellow boxes represents the false positives.
able that would allow us to unambiguously determine whether an IRDC is real or not. It is possible to compare to longer wavelength data such as Peretto et al. (2016) who found Herschel counterparts to the IRDCs in the PF09 catalog. However, that is not a completely reliable method to indicate which objects are true IRDCs, as is evident in the examples shown below. One reason is that many of the small and low-contrast objects found in our survey would not be detected with the factor of 10 or more poorer resolution and often complicated backgrounds in the long wavelength data. We therefore performed a visual test, inspecting by eye each bounding box in the test field to verify whether it contained a real IRDC or not. We used the SAOimageDS9 10 data visualization software to interactively adjust the scale and 10 http://ds9.si.edu/site/Home.html contrast as we scanned the image in order to best display features at various locations in the image to find IRDCs. Furthermore, we scanned the image to find any IRDCs that were not identified by the surveys. For the regions where we had access to both the Channel 1 and 4 mosaics, we used both to conduct our inspection because some IRDCs are more visually apparent in the Channel 4 mosaics, and we wanted to evaluate how many objects were possibly being missed because of our use of Channel 1 only in our survey.
The results of our accuracy test for the mosaic GLM 01200+0000 are shown visually in Figure 12 , and Table 3 summarizes the results for all test regions. We found that our method performed the best in the inner Galaxy, and while the table conveys that some true IRDCs were missed in the test regions, a large fraction of the objects were found and the false positive rates Figure 13 . The GLM 01200+0000 I1 mosaic with blue rectangles for our catalog. We also show objects from the PF09 catalog in red and the MSX catalog ) in green. The objects are shown as ellipses here, with the major and minor axes and position angle based on the IRDC sizes and angles given in those catalogs.
were relatively low. Our method was not able to pick up some faint and small IRDCs, which could be caused by the Gaussian blurring which will tend to reduce our sensitivity to compact and low-contrast objects. This is a trade-off in the survey where the Gaussian blurring improves the IRDC detection and reliability for more distinct objects, but tends to remove some real low-contrast objects.
Most of the IRDCs in our catalog are relatively small, which can be seen in the histogram of apparent IRDC sizes in Figure 11 . The sizes in Table 2 and shown in this figure are the projected area within the IRDC contour in units of arcsec 2 . Without knowing the distances to each IRDC, we cannot determine the true physical sizes of the objects. The distribution of apparent sizes increases fairly smoothly as one moves towards smaller IRDCs, except for a feature in the histogram near an IRDC area of 4200 arcsec 2 where the distribution has a slight dip. This does not seem to be related to a change in parameters in the various size ranges discussed in §3.2 since the feature is fully within the 3000 -30000 size range. The IRDCs below and above this feature do not seem to differ in character in terms of their distribution on the sky or the characteristics of the IRDCs. We therefore do not believe this is a real feature in the IRDC size distribution, but perhaps an artifact of the way that larger IRDCs are broken up into several smaller objects by the algorithm, or perhaps influenced by the way the data are binned for the histogram.
Because most of the objects we find are small IRDCs, most of the false positives tended to also be small, and typically related to small dark spaces between stars in the images. This is because an area with bright stars enclosing a dark area is interpreted as a contour, and a The ratio of the difference between the median 3.6 µm flux density around the outside of the IRDC box and the minimum level of a pixel within the box to the median outside of the box (see §4). b Number of objects from (PF09; Peretto & Fuller 2009 ) that have their centers within the IRDC box as defined in this catalog. An ellipsis is shown in this column for those objects that were not in the region included in the PF09 study.
Note-This table is available in its entirety in machine-readable form.
its small size makes it hard for the CNN to classify it accurately. Many of the false positives were removed using a lower limit cutoff (see §3.4), but the cutoff was not set high enough to remove all of them since that would have removed many true IRDCs as well. In practice, any IRDC survey will have an inherent lower size cutoff due to the instrument resolution, sensitivity, and characteristics of the background mission. Here we have explicitly set that value slightly higher than the theoretical limit, at the cost of removing some true IRDCs that are smaller than the cutoff.
We noticed that the performance in the Cygnus-X region was poorest in terms of fraction of false positives and false negatives compared to the number of true IRDCs in this region. Many of the false positives in the Cygnus-X region tend to be low emission regions surrounded by brighter emission features. These structures mimic the appearance of IRDCs, but are often more diffuse and not as centrally concentrated as the true IRDCs. There were also a significant fraction of missed IRDCs in the Cygnus-X region. These issues could be due to the fact that our classifier was trained on the inner parts of the Galaxy, where the IRDCs are more distant (typically 3-5 kpc compared to the ones in Cygnus-X which are 1.4 kpc or less) and there was insufficient data with low emission regions to train the classifier. This would be an issue that could possibly be addressed through transfer learning, where our model weights could be used as a starting point to train on a new dataset. However, we chose not to develop new methods for this region, and present the catalog that used uniform techniques over the entire dataset.
Comparison to the PF09 and MSX Catalogs
We compared our catalog to the IRDC catalogs from PF09 along with the MSX catalog by . The PF09 catalog provides an estimate of the size of the IRDC in two dimensions and the orientation of the major axis, and Simon et al. provide the major and minor axes sizes and position angle of the major axis, whereas we provide rectangles to define the regions occupied by IRDCs. Therefore, for a long and thin IRDC that runs diagonally in Galactic coordinates, the PF09 and MSX catalogs will have a better representation of an IRDC's dimensions and orientation than our bounding boxes. However, from the example images shown here, one can see that many IRDCs are irregular and there is no clear orientation. Our method as well as PF09 tend to split large IRDCs into smaller segments, so the sizes we find do not vastly misrepresent the area of the IRDC. In addition, in Table 2 we give the contour area, which is a better estimate of the IRDC area than Peretto et al. (2016) are plotted with the green circles with the radius given in that catalog, and the objects with no Herschel source are plotted with red circles. The IRDCs identified in both surveys are largely consistent, with the PF09 catalog tending to identify individual parts of an IRDC as separate objects, whereas our survey outlines larger areas. Our survey has identified some of the lower density IRDCs that were not marked in the PF09 survey. There appears to be a faint extension of the IRDC just to the left of the center of the image that was missed by both methods.
the bounding box or an estimate of the major and minor axes of the IRDC.
Both of the previous catalogs also used computational approaches for IRDC localization, and in Figure 13 we show a sample region where we overlay these catalogs along with ours. As one would expect from the lower spatial resolution of the MSX survey, the IRDCs in that catalog are larger, and tend to enclose regions that are broken up into individual IRDCs by the other surveys. There are some false positives that seem to be due to regions of lower emission surrounded by brighter regions, rather than absorption of emission by an IRDC. This is also an issue for the PF09 (see below) and our survey (see §4.1). The orientation and aspect ratio of the IRDCs seem to track the actual shapes reasonably well, although in many cases they seem to overestimate the IRDC size.
The PF09 catalog and ours tend to break up larger IRDCs and ones with complicated structure into smaller objects. This characteristic of the search technique is sensitive to the threshold level set, which can break up an object into different contours and then be identified as separate objects, whereas visually they appear to be parts of a larger spatially complex IRDC. The PF09 catalog seemed to further break apart IRDCs compared to ours. Some of the larger and more irregular IRDCs are better represented in terms of the cloud area and location in our survey whereas in the PF09 catalog only small parts of the clouds were identified. It can be seen in Figure 13 that many of the blue boxes of our survey contain many small red PF09 objects. In this field, there were no PF09 IRDCs larger than the matching object in our catalog. In the full catalog, we found a total of 12331 IRDCs in the regions covered by the PF09 catalog. Of these, 2626 of our IRDCs had one or more PF09 objects with centers within the IRDC boxes listed in our catalog. A total of 4102 PF09 objects were within our IRDC regions. Regions in the two catalogs which did not overlap are a mix of PF09 objects that identify parts of IRDCs that we also found but their centers lie outside of our bounding boxes; IRDCs that are below our lower size cutoff (5769 objects) or otherwise rejected from our catalog; and possible false positives in the catalogs. For the PF09 objects below our size cutoff, many of these lie within the larger IRDC regions identified in our survey, as is apparent in Figure 13 , so they do not all correspond to IRDCs that are missing from our survey.
An example comparing the performance of the two surveys against the 3.6 and 8 µm images of a field is shown in Figure 14 . The PF09 (green and red) and our catalog objects (yellow) are plotted on both images of the same region. The PF09 objects found to have a Herschel counterpart by Peretto et al. (2016) are plotted with green circles, the objects without are plotted in red. In general there is good correspondence between objects in the two catalogs in the region shown. The IRDCs Figure 15 . A comparison of the PF09 and our catalog, using the same symbols as in Figure 14 . The region shown is a 46 × 41 area centered at l = 48.905 • , b = −0.239 • . The 3.6 µm image is on the left, the 8 µm image on the right. There is some correspondence between the surveys in the lower emission regions, but near the regions with bright 8 µm emission the PF09 survey has identified many regions that appear to be lower intensity cavities near bright emission features. Many, but not all, of these regions were flagged by Peretto et al. (2016) as not having Herschel counterparts (plotted in red). Our survey seems to have avoided identifying objects in the bright areas, missing a few true IRDCs that appear in the lower left part of the region.
identified in both surveys are largely consistent, with the PF09 catalog tending to identify individual parts of an IRDC as separate objects, whereas our survey outlines larger areas. This is by design since we have removed smaller regions identified within larger IRDCs. There are a few IRDCs that we found that were not listed in PF09, perhaps due to their low contrast with surrounding regions, and a couple IRDCs in the PF09 catalog that we did not list, due to their small size. The PF09 objects in this region without Herschel counterparts appear to be true IRDCs. There is a faint extension of the IRDC in the center of the image that was not identified in either survey.
A further comparison is shown in Figure 15 , which shows a larger region with some areas of bright emission in both channels. Again the 3.6 and 8 µm images of the same region are shown and the PF09 objects overlaid in green and red, and our survey in yellow. Here there is lower correspondence between the two surveys, with the majority of PF09 sources being related to the bright emission features in the region. A large number of those catalog entries seem to be related to areas of lower emission surrounded by bright features, and are likely not true IRDCs. Many of these PF09 objects do not have Herschel counterparts (red circles). There are several objects that appear to be true IRDCs located in those bright regions that our survey failed to locate, probably due to the complicated backgrounds in the region. There is better agreement between the surveys in the lower background regions around the edges of the image. Figure 16 . A comparison of the PF09 and our catalog, using the same symbols as in Figure 14 . The region shown is a 34 ×29 area of the 8 µm mosaic centered at l = 50.943 • , b = 0.091 • . The PF09 survey has identified several large regions near the bright-rimmed cloud as IRDCs where they appear to be regions of lower emission near the bright filamentary structure. These are plotted with the red circles, indicating that Peretto et al. (2016) found these to not have Herschel counterparts. Several smaller objects that appear to be true IRDCs were located by PF09 (green circles) and our survey (yellow) in the region as well. Figure 16 shows another example of objects identified in the surveys near a bright-rimmed cloud. Many of the PF09 objects seem to be related to the emission voids near the bright emission regions. Fifteen objects are listed in the PF09 survey and three in our survey. One object is common to both surveys, and ten of the larger regions drawn in red were found by Peretto et al. (2016) not to have Herschel counterparts. The five PF09 objects drawn in green locate what appear to be true small IRDCs, two of which our survey also found. The algorithm used in our survey largely ignored the areas near the bright rimmed cloud and found two low contrast regions near the right edge of the image.
Our survey located a number of objects with low density that perhaps did not satisfy the density cutoff used by PF09. Figure 17 shows histograms of the IRDC depth ratios as measured by our survey in the 3.6 µm images. The blue histogram shows IRDCs that are in both surveys, the pink histogram shows objects in our survey that are in the PF09 area but not listed in that survey. The vertical plot ranges were normalized to the same fraction of the total number of objects in that histogram. The pink histogram is more sharply peaked and has a median value (0.57) lower than the histogram of objects in both surveys (0.71), indicating that objects common to both surveys have on average higher depth ratios than regions found only in our survey. Figure 17 . Histograms of the IRDC depth ratios as measured by our survey in the 3.6 µm images. The blue histogram shows IRDCs that are in both our new and the PF09 surveys, the pink histogram shows objects in our survey that are in the PF09 area but not found by that survey (where the histograms overlap is shown in purple). The vertical plot ranges were normalized to the same fraction of the total number of objects in that histogram. Objects common to both surveys have higher depth ratios than regions found only in our survey.
In summary, our survey is largely consistent with and in some ways complementary to the PF09 catalog. For low background and uncomplicated regions, the surveys often identify the same objects, with the PF09 highlighting the densest individual components and our survey grouping them into single larger IRDCs. The PF09 catalog may contain small dense IRDCs that ours will miss because of the lower size cutoff, and our survey appears to be more sensitive to low-contrast regions that might be below the minimum column density requirement of the PF09 catalog. In regions of bright emission, the PF09 catalog seems more prone to including emission voids near bright features, but also locates some true IRDCs in these regions that our survey missed because of the complicated background. The Peretto et al. (2016) comparison to the Herschel sources helps to indicate which PF09 IRDCs might be emission voids in the 8 µm images rather than absorption due to an IRDC, but there are also apparently true IRDCs that are not verified in the Herschel data due to their size or the complex nature of some regions.
Limitations of the IRDC Catalog
There are several limitations to the IRDC catalog presented here, some of which are described in §4.1 above. Figure 18 shows some examples of problem areas in the survey images. The region G295.58−01.011 was identified near a bright star because of an uncorrected "muxbleed" effect (see Hora et al. 2004 , for a description of this and other IRAC array artifacts) and another bright source artifact where the background level of the array is artificially depressed in certain rows of the array near a bright star. This causes the algorithm to detect two IRDCs along the region near the bright star. Another region shown in Figure 18 is the large IRDC G172.86−00.455. There does appear to be a true IRDC in the center of this region, but it is also in a void of low emission surrounded by higher diffuse emission and a bright-rimmed cloud along the right side of the area. The algorithm was misled by this structure and overestimated the extent of the actual IRDC. In the lower left panel of Figure 18 , the catalog object G263.00−01.111 locates a column pulldown artifact near a bright star in the mosaic. Finally, in the lower right panel, G332.98−00.221 shows an example of two IRDC regions (in red) which were each identified as two separate IRDCs. Although they are mostly overlapping, there was enough of a difference between their centers and coverage areas that they were not removed as duplicates in our search for these objects described above. Some IRDCs will be missed because they are too low contrast and/or too small to be identified, given the survey sensitivity and resolution of Spitzer , or because of the characteristics of the local background emission. An IRDC might have low contrast because it does not contain much absorbing mass, or it might not be in front of sufficiently bright background emission for it to stand out in the image. When the stellar density and background level is low, gaps between stars can be mistaken for regions of high absorption. This has been partially mitigated by using a lower limit on the IRDC size, but this will not remove all of these spurious IRDCs, and it removes the smallest true IRDCs from the list that fall below the cutoff size.
Bright emission and spatially complicated background regions can lead to missed IRDCs, or false positives when a lower emission region is surrounded by bright source structure. Large individual IRDCs or complexes are often broken up by this algorithm into separate ob-jects, and separate IRDCs can be perceived as one object if they overlap spatially, even though they could be physically distant from each other. Another possibility is that an IRDC might have a unique morphology that is not recognized by the algorithm as an IRDC because it is not well-represented by the objects in the training set or the other members of the catalog. Most of these limitations exist to some degree for all search techniques, so any catalog can never be complete or accurately characterize all IRDCs. However, our method performs well when compared to the previous search methods used, and appears to find a large fraction of true IRDCs while minimizing false positives. It also avoids breaking up IRDCs into many individual objects, which would affect the perceived distribution of IRDC sizes. Figure 18 . Examples of some issues with the images and IRDC identifications in our catalog. See §4.3 for a description of these cases. Top Left: The region near G295.58-01.011 which a bright star causes artifacts in the image and the region is misidentified as an IRDC. Top Right: The large region G172.86-00.455. Lower Left: G263.00-01.111 which is caused by an uncorrected pulldown effect in the original IRAC images. Lower Right: The region including G332.98-00.221, which shows two IRDC regions (red rectangles) that are largely overlapping with other objects in the catalog.
CONCLUSIONS
Our goal was to use an objective, automated method for finding IRDCs in the large GLIMPSE dataset that could be applied to the regions where only Spitzer Warm Mission (3.6 and 4.5 µm) data are available. We used open source astronomical, image processing, and neural network libraries to develop a method that sought to maximize the identification of true IRDCs and minimize the number of false positives and false negatives.
