We show that, for any lattice polytope P ⊂ R d , the set int(P ) ∩ lZ d (provided it is non-empty) contains a point whose coefficient of asymmetry with respect to P is at most 8d · (8l + 7) 2 2d+1 . If, moreover, P is a simplex, then this bound can be improved to 8 · (8l + 7)
Introduction
A lattice polytope in R d is a convex polytope whose vertices are lattice points, that is, points in Z d . For an integer l ≥ 1, let I l (P ) = int(P ) ∩ lZ d be the set of interior points of P whose coordinates are integers divisible by l.
Of course, some points of I l (P ) can lie 'close' to ∂P , the boundary of P . However, our Theorem 4 shows that, provided I l (P ) = ∅, there is w ∈ I l (P ) with ca(w, P ) ≤ 8d · (8l + 7)
where ca(w, P ) is the coefficient of asymmetry of P about w:
ca(w, P ) = max |y|=1 max{λ | w + λy ∈ P } max{λ | w − λy ∈ P } .
Although the function in the right-hand side of (1) is enormous, the main point is that it depends only on d and l.
We prove an inequality of this type for the case of a simplex S first. Namely, Theorem 2 implies that, for some w ∈ I l (S), ca(w, S) ≤ 8 · (8l + 7)
Here the claim essentially concerns the barycentric coordinates (α 0 , . . . , α d ) of w inside S because of the easy relation ca(w, S) = max
where m S (w) := min 0≤i≤d α i is the smallest barycentric coordinate of w ∈ S. Define β(d, l) := inf
where the infimum is taken over all lattice simplices S with I l (S) = ∅.
(For example, it is easy to see that β(1, l) = 1 l+1 .) Thus we have to prove a positive lower bound on β(d, l). The gist the proof is that if we have w ∈ I l (S) with m S (w) being 'small', then using one approximation lemma of Lagarias and Ziegler [3] we can 'jump' to another vertex w ′ ∈ I l (S) with m S (w ′ ) > m S (w), see Theorem 2.
In fact, one result of Lawrence [4, Theorem 3] implies that β(d, 1) > 0 but does not give any explicit bound, see Section 7 here.
It would be interesting to know how far our bounds (1) and (2) are from the best possible values. The best values that we know arise from the following family of lattice simplices.
Define inductively the sequence t d,l by t 1,l = l+1 and t d+1,l = t 2 d,l −t d,l +1. (This sequence appears in [3] .) Consider the simplex One can show that t d,l ≥ (l+1
Thus (2) establishes the correct type of dependence on d and l, although the gap between the bounds is huge. Perhaps, B d,l gives the actual value of the function β(d, l) as well as the sharp bound for (1) .
To extend Theorem 2 to a general lattice polytope P ⊂ R d (Theorem 4), we try to find a lattice polytope P ′ ⊂ P with few vertices such that I l (P ′ ) = ∅ and a homothetic copy of P ′ covers P . The latter condition gives an upper bound on ca(w, P ) in terms of ca(w, P ′ ) for w ∈ int(P ′ ), see Lemma 3, and is satisfied if, for example, P ′ ⊃ S, where S ⊂ P is a simplex of the maximum volume. But to get a non-empty I l (P ′ ) we may have to add as many as d extra vertices to S. It is now possible to define our jumps within P ′ to get the required w ∈ I l (P ′ ). However, the bound (1) for d-polytopes that we obtain is comparable with that for 2d-dimensional simplices; we believe that we lose here too much but we have not found any better argument.
Next, we investigate the following problem. Let p(d, k, l) (resp. s(d, k, l)) be the maximum volume of a lattice polytope (resp. simplex) P ⊂ R d with |I l (P )| = k. As for any d ≥ 2 there exist lattice simplices with no lattice points in the interior and of arbitrarily large volume, we restrict our consideration to the case k ≥ 1.
Trivially, p(1, k, l) = s(1, k, l) = (k + 1)l. A result of Scott [7] implies that p(2, 1, 1) = s(2, 1, 1) = 9 2 and p(2, k, 1) = s(2, k, 1) = 2(k + 1) for k ≥ 2. Hensley [2, Theorem 3.6] showed that p(d, k, 1) exists (i.e., it is finite) for k ≥ 1. The method of Hensley was sharpened by Lagarias and Ziegler [3, Theorem 1] , who showed that
and also observed that, for any fixed (d, k, l), there are finitely many (up to a GL n (Z)-equivalence) lattice polytopes P ⊂ R d with |I l (P )| = k ≥ 1. Lagarias and Ziegler [3, Theorem 2.5] proved the following extension of a theorem of Mahler [5] : "A convex body
for any w ∈ I l (K)."
Combining (8) with (1) (or more exactly with (27)), we obtain that
A theorem of Blichfeldt [1] says that |P ∩ Z d | ≤ n + n! vol(P ); combined with (9) it gives an upper bound on |P ∩ Z d | in terms of |I l (P )| (if the latter set is non-empty).
An upper bound on s(d, k, l) can be obtained by applying (8) to (2) . However, we obtain a better bound in Theorem 6 by exploiting the geometry of a simplex, namely we show that
The best lower bound on p(d, k, l) and s(d, k, l) that we know (except for (d, k, l) = (2, 1, 1)), comes from the consideration of the simplex
see formula (2.13) in [3] . The family (S d,k,1 ) was found by Zaks, Perles and Wills [9] and its generalization (the addition of parameter l)-by Lagarias and Ziegler [3] . Again, we have the correct type of dependence of d, k and l but the gap between the known bounds is huge. The ultimate aim would be to find exact values, which is probably not hopeless because the above contructions, believed to be extremal, are rather simple.
Jumping inside a simplex
We will use the following lemma of Lagarias and Ziegler [3, Lemma 2.1].
Lemma 1 For a real λ ≥ 1 and integer n ≥ 1, define δ(n, λ) = (7(λ + 1))
Then, for all positive real numbers α 1 , . . . , α n satisfying
there exist non-negative integers P 1 , . . . , P n , Q such that
The above lemma is the main ingredient in our 'jumps.' Here it is applied with λ = 8 7 l. There is nothing special about the constant 8 7 except it makes (11) look simpler; any fixed number greater than 1 would do as well.
Theorem 2 Let l ≥ 1 and let S = conv{v 0 , . . . , v d } ⊂ R n be a lattice simplex. If rel-int(S) ∩ lZ n is non-empty, then it contains a point w with
Proof. We may assume that n = d because we can always find a linear transformation preserving the lattice Z n (and so lZ n as well) and mapping
i=0 α i = 1, be a vertex maximizing m S (w). Suppose that the claim is not true. Assume that α 0 ≤ · · · ≤ α d ; then m S (w) = α 0 < γ. Let j be the index with α j < 8γ ≤ α j+1 ; note that
We have j i=0 α j < 8γ(j + 1) which, as it is easy to see, does not exceed
. Hence, Lemma 1 is applicable to the d − j numbers α j+1 , . . . , α d and yields integers P j+1 , . . . , P d , Q satisfying (12)-(14).
Consider the vertex
We have
the lattice point w ′ lies in the interior of S and contradicts the choice of w.
Remark. For n = d the inequality (2) claimed in the introduction follows by applying (3) to the vertex w ∈ I l (S) given by Theorem 2 3 β(d, l) for small d and l
Let us try to deduce some estimates of β(d, l) when d and l are small. We have a general upper bound (6) which in particular says that
Here we present some results obtained with the help of computer showing that (16) and (17) are probably sharp.
How can one get a lower bound on, for example, β(2, 1)? Our approach is the following.
Given a lattice simplex S = conv{v 0 , v 1 , v 2 } ⊂ R 2 , let w be a lattice vertex maximizing m S over I 1 (S) = ∅. Write the barycentric representation w = 2 i=0 α i v i . We have
Without loss of generality we may assume that
Consider the vertex w ′ = 2w − v 3 which is the jump of w corresponding to P = (0, 0, 1). Its barycentric coordinates (
By the choice of w, we must have
Similarly, the (0, 1, 1)-jump
Not everything goes so smoothly if we consider e.g. the (0, 1, 2)-jump, when we can only deduce that
How small can α 0 be, given only the constraints (18) 
The addition of (23) to the system (18)- (22), improves our lower bound to α 0 ≥ 2 17 . In this manner we can repeatedly add new constraints to our MIP as long as this improves the lower bound on α 0 . This was realized as a program in C which can be linked with either CPLEX (commercial) or lp solve (public domain) MIP solver. The source code is freely available [6] and the reader is welcome to experiment with it.
When one runs the program, it seems that the obtained lower bound f on a 0 approaches some limit without attaining it. And, of course, the more iterations we perform, the larger coefficients in the added inequalities are and the problem becomes more complex. Hence, the question to what extend we can trust the output should be considered. The CPLEX has the mechanism to set up various tolerances which specify how far CPLEX allows variables to violate the bounds and to be still considered feasible during perturbations. The manual does not specify the guaranteed accuracy. As the coefficient at α 0 is always 1, we assume that the error does not exceed ∆, the largest sum of absolute values of coefficients in one inequality multiplied by the tolerance, which we set to 10 −9 , the smallest value allowed by CPLEX's manual.
In particular, we allow a (P 0 , P 1 , P 2 )-jump when we can guarantee that
We ran the program, with CPLEX 6.6, for various d and l; Table 1 records the obtained lower bounds up to 10 −6 . Unfortunately, we had no success when d ≥ 4 or when d = 3 and l ≥ 3 or when d = 2 and l ≥ 28: the obtained lower bound was still zero when the MIP became too large to solve. 
Extending results to lattice polytopes
First we have to express analytically the intuitively obvious fact that if two polytopes cover each other (up to a small homothety) then their coefficients of asymmetry cannot be far apart.
Lemma 3 Let P ′ ⊂ P be two polytopes such that P can be covered by a translate of λP ′ . Then, for any w ∈ int(P ′ ),
Proof. Assume that |λ| > 1, for otherwise P ′ = P and we are home. Also, the case of 1-dimensional polytopes is trivial. Let w 1 , w 2 ∈ ∂P be two points with w ∈ [w 1 , w 2 ] and ca(w, P ) =
where [x, y] denotes the straight line segment between x and y. Clearly,
As λP ′ covers {w 1 , w 2 }, there are u 1 , u 2 ∈ P ′ with
We can assume that u 1 , u 2 ∈ ∂P ′ . If u 1 = w ′ 1 and u 2 = w ′ 2 , then we let v = u 2 . Otherwise let v be the (well-defined) point of intersection of L(u 1 , w) and L(u 2 , w ′ 2 ), where L(x, y) denotes the line though the points x and y. As v ∈ L(u 2 , w ′ 2 ) lies outside of int(P ′ ), we have Theorem 4 Let l ≥ 1 be an integer and let P ⊂ R d be a lattice polytope with I l (P ) = ∅. Then there is w ∈ I l (P ) with ca(w, P ) ≤ 8d δ(2d,
Proof. Let S = conv{v 0 , . . . v d } ⊂ P be a simplex of the maximum volume; we may assume that each v i is a vertex of P . Choose u ∈ I l (P ). Let u 1 ∈ int(S) be any vertex and let u 2 be the point of intersection of the ray {u 1 + λ(u − u 1 ) | λ ≥ 0} with the boundary of P . The vertex u 2 lies in the interior of some face which is spanned by at most d vertices of P . Hence u ∈ rel-int([u 1 , u 2 ]) can be represented as a positive convex combination of n ≤ 2d + 1 vertices of P including all vertices of S, let us say u = The polytope P ′ can be represented as a projection of an n-simplex S n such that w is the image of v ∈ int(S n ) with m Sn (v) = m(w). Now, it is easy to see that a linear mapping cannot increase the coefficient of asymmetry; hence
It is known that P ⊂ (−d)S + (d + 1)s, where s is the centroid of S, see e.g. [3, Theorem 3] . By Lemma 3, we obtain
which give the required by (11).
Remark. The bound (27) is much worse than (2); the reason is that we may have to approximate 2d-tuples of numbers in Lemma 1. Unfortunately, we cannot guarantee that P ′ has much fewer than 2d + 1 vertices, as e.g.
Perhaps, one can show that any such example cannot be extremal for our problem and thus improve on (27).
Remark. It should be possible to generalize Theorem 2 and 4 by proving the existence of a number b = b(d, l, m) > 0 such that any lattice polytope P contains m distinct points in I l (P ) (provided |I l (P )| ≥ m) with coefficient of asymmetry of each being at least b. The idea of the proof is the following. If P is a simplex, take distinct w 1 , . . . , w m ∈ I l (P ) with with largest m P 's. Now each jump of w i either does not increase m P (w i ) or maps w i into some other w j . We are done if we can show that if m P is very small then there are at least m distinct jumps increasing it. The latter claim would be achieved by rewriting the proof of Lemma 1, so that in the conclusion we have at least m suitable (n + 1)-tuples of integers. To extend the claim to general lattice polytopes, observe that m vertices in I l (P ) can be represented each as a positive combination of d + 1 vertices of a max-volume symplex and at most md other vertices of P and follow the argument of Theorem 4. We do not see any principal difficulties arising here, but it would take too much space to write the complete proof, so we restrict ourselves to this little observation only.
Volume of lattice simplices
For simplices we have a better method (than applying (8) 
Proof. Consider the region
It is a centrally symmetric parallelepiped around the vertex w ∈ lZ d with volume vol(
We have to show that the volume of X cannot exceed (2l) d |I l (S)|. If this is not true, then X contains (besides w) at least |I l (S)| pairs of vertices w ± u ∈ lZ d by Corput's theorem [8] and, clearly, at least one vertex of each such pair lies within I l (S), which is a contradiction. Now we can deduce the following result.
Theorem 6 For any k ≥ 1, the inequality (10) holds.
Proof. Let S ⊂ R n be lattice simplex with |I l (S)| = k. By Theorem 2 there is w ∈ I l (S) with m S (w) ≥ γ = (8l
Then it is easy to see that 1 − γd) . The claim now follows from (28).
6 s(d, k, l) for small d and l
As we have already mentioned, s(2, k, 1) was computed by Scott [7] . The simplex S 2,k,l shows that s(2, k, l) ≥ l(l + 1) 2 (k + 1)/2. Upper bounds on s(2, k, l) can be obtained by applying (28) to the lower bounds on β(2, l) from Table 1 . But even if we knew β(2, l) exactly, the best upper bound on s(2, k, l) that this method would give is l 5 k/2 + O(l 4 )k, so there would still be an uncertainty about s(2, k, l).
Also, an interesting problem is the determination of s(3, k, 1). The simplex S 3,k,1 shows that s(3, k, 1) ≥ 6(k + 1). Theorem 6 gives, already for such small d, very bad bounds. However, there is a very simple argument, following the lines of Section 3 and proving that
Given a lattice simplex S ⊂ R 3 , we can deduce as before that the barycentric coordinates (α 0 , . . . , α 3 ) of a lattice vertex maximizing m S satisfy 2α 3 − 1 ≤ α 0 , 3α 2 − 1 ≤ α 0 and either 4α 2 − 1 ≤ α 0 or 4α 3 − 2 ≤ α 0 . These inequalities do not guarantee yet that α 0 > 0, but they guarantee that α 1 ≥ Of course, we could write more equations on the α's, but this method would not lead to the best possible bound. For example, the simplex S 3,1,1 shows that we cannot guarantee a vertex in I 1 (S) with α 1 α 2 α 3 > , so the best bound we would hope to obtain this way is s(3, k, 1) ≤ 12k only. However, one can deduce from [4] that β(d, 1) > 0 using the following simple modification of Lawrence's proof.
By [4, Theorem 3] there exists i such that for any w ∈ int(∆ d ) there are j ∈ N and u ∈ Z d with with jw + u ∈ U i . We claim that β(d, 1) ≥ 1 i+1 . Indeed, let S ⊂ R d be any lattice simplex and let v ∈ I 1 (S). Choose any affine function f :
Given w, choose the corresponding j ∈ N and u ∈ Z d . It is easy to check that v ′ = f −1 (jw + u) belongs to I 1 (S) and satisfies m S (v ′ ) ≥ That is, the $a_i$'s (for extremal $x$) must satisfy certain linear inequalities. If these imply a lower bound on $a_0$ it is also a lower bound on $\beta(d,l)$.
In the algorithm, we define our initial LP to consists of $0\le a_0\le\dots\le a_d$ and $\sum_{i=0}^d a_i=1$. Then we repeat the following. Given LP, let $(a_i)$ be a solution minimizing $a_0$. Try to find $p_i$ with $(lq+1)a_i-lp_i>a_0$ which show that $(a_i)$ cannot be the coordinates of extremal $x$, add the corresponding constraints to our LP, and repeat.
Of all $p_i$'s, we choose the smallest in the lex order with minimum $q$, which probably speeds convergence. Any better ideas?
As each time we have or-connected inequalities, we introduce binary variables; of course, if $p_i=p_{i-1}$ then there is not need to include the $i$th inequality. Also the $0$th equality is never included because $(a_i)$ minimizes $a_0$ given LP, hence if $(lq+1)a_0-lp_0>a_0$ for this LP, it will be true for any larger LP. 
Bugs
If we compile with -DLPS and read the initial lp from file, then change_lp causes segmentation fault. However, everything works fine if we compile with -DCPLEX or the initial problem is created by make_lp().
*/ #include <stdio.h> #include <math.h> #include <string.h> /* library specific declarations; some of our function also depend on the library; these are placed at the end of the file */ #ifdef CPLEX #include <cplex.h> #define REAL double REAL tolerance=(REAL)1e-9; /* min tolerance allowed by CPLEX */ REAL delta=(REAL)1e-9; /* initial upper bound on possible error on a[0];
for CPLEX it will be recomputed with each iteration */
