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Introduction
Le propos de ce travail re´side dans l’obtention de re´sultats statistiques sur les ze´ros non-
triviaux de fonctions L attache´es a` une forme modulaire primitive.
Le premier chapitre contient une pre´sentation ge´ne´rale des fonctions L agre´mente´e d’exemples
fondamentaux qui nous permettent d’introduire des notions et des re´sultats qui nous seront
ne´cessaires par la suite. Ce chapitre ne se veut pas eˆtre une pre´sentation exhaustive des fonc-
tions L ni de leurs proprie´te´s mais un inte´reˆt tout particulier a e´te´ porte´ dans les choix faits
afin que ces derniers trouvent e´chos dans les re´sultats obtenus et les me´thodes utilise´es dans les
chapitres suivants.
Les chapitres 2, 3 et 4 contiennent les preuves de tous les re´sultats ne´cessaires afin d’exhiber
une proportion positive de ze´ros non-triviaux de fonctions L de formes modulaires primitives se
trouvant sur la droite critique. Ainsi, le deuxie`me chapitre e´tablit une estimation en moyenne
des proble`mes de convolution avec de´calage additif, ge´ne´ralisant un the´ore`me de Blomer, et qui
sera essentiel lors du chapitre 3.
Le troisie`me chapitre est consacre´ a` l’estimation du second moment ramolli d’une fonction
L de forme modulaire primitive le long de la droite critique et ame´liore sensiblement un re´sultat
de Farmer en augmentant la longueur autorise´e du ramollisseur. Ce chapitre est e´galement
l’occasion d’obtenir un de´veloppement asymptotique du moment inte´gral d’ordre 2 (non ramolli)
au voisinage de la droite critique.
Utilisant l’expression du moment ramolli d’ordre 2 obtenue lors du chapitre pre´ce´dent, le
quatrie`me chapitre de´termine une proportion explicite de ze´ros non-triviaux des fonctions L
de formes modulaires primitives se trouvant sur la droite critique en appliquant le principe
de´veloppe´ par Levinson dans le cas de la fonction ζ de Riemann.
Le chapitre 5 est inde´pendant des pre´ce´dents. Celui-ci est consacre´ a` l’e´tude du plus petit
ze´ro non trivial d’une fonction L ge´ne´rale en utilisant les the´ore`mes de densite´ relatifs a` la
distribution des petits ze´ros d’une famille de fonctions L. Ces re´sultats e´tendent ceux e´tablis
par Hughes et Rudnick pour les fonctions L de Dirichlet, et sont applique´s en particulier aux
fonctions L de puissance syme´trique.
Depuis les premiers re´sultats de Hardy affirmant l’existence d’une infinite´ de ze´ros non-triviaux
de la fonction ζ de Riemann se trouvant sur la droite critique, d’intenses recherches ont e´te´
effectue´es afin de pre´ciser ce re´sultat. Hardy et Littlewood, Selberg, Levinson et Conrey sont a`
l’origine des principales avance´es dans cette direction, toujours dans le cas de la fonction ζ de
Riemann, et on sait aujourd’hui que plus de 41% de ses ze´ros non-triviaux sont situe´s sur la
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xii
droite critique. Il est naturel de s’inte´resser a` l’analogue de ces re´sultats pour d’autres fonctions
L.
Conside´rant les fonctions L de formes modulaires primitives, on applique alors la me´thode
de Levinson base´e sur une e´valuation du moment ramolli d’ordre 2 le long de la droite critique
en suivant la version simplifie´e de´veloppe´e par Young. Au moyen d’une e´quation fonctionnelle
approche´e, on scinde ce second moment ramolli en une partie diagonale d’une part, et non-
diagonale d’autre part. Dans le cas de la fonction ζ de Riemann, la me´thode de Young permet
d’estimer la contribution non diagonale a` l’aide de simples inte´grations par parties et permet ainsi
d’obtenir rapidement une proportion explicite de ze´ros sur la droite critique. Malheureusement,
les fonctions L que l’on conside`re e´tant de degre´ 2, les proprie´te´s arithme´tiques de ces fonctions
sont plus e´labore´es et la me´thode de Young e´choue dans cette situation. L’outil fondamental
pour palier ce proble`me sera l’estimation en moyenne de proble`mes de convolution avec de´calage
additif.
Proble`me de convolution avec de´calage additif en moyenne De tels proble`mes appa-
raissent lors de la recherche de bornes de sous-convexite´ et sont, a` ce titre, l’objet de nombreuses
recherches. L’e´nonce´ suivant est une ge´ne´ralisation d’un the´ore`me de Blomer paru dans [Blo05]
dans lequel f de´signe une forme modulaire primitive de poids pair, de niveau N et de caracte`re
χ dont on note (λf (n))n≥1 la suite des coefficients de Fourier normalise´s.
The´ore`me A On conside`re une famille de fonctions gh : R
2 → C de classe C∞ dont le support
ve´rifie supp gh ⊂ [M1, 2M1] × [M2, 2M2] et telle que, pour tous entiers positifs i et j, on ait la
majoration inde´pendante de h
xiyj
∂i+jgh
∂xi∂yj
(x, y)≪i,j P i1P j2 .
On de´signe par (a(h)) une suite complexe et par h1 un entier positif relie´ a` la suite complexe
(a(h)) graˆce a` la proprie´te´
a(h) 6= 0⇒ h ≤ H, h1|h et
(
h1,
h
h1
)
= 1.
Alors, pour ℓ1M1 ≍ ℓ2M2 ≍ A et s’il existe ǫ > 0 tel que
H ≪ A
max{P1, P2}2
1
(ℓ1ℓ2M1M2P1P2)ǫ
,
alors pour tout re´el ε strictement positif, on a
H∑
h=1
a(h)
∑
m1,m2≥1
ℓ1m1−ℓ2m2=h
λf (m1)λf (m2)gh(m1,m2)≪ A 12hθ1‖a‖2max{P1, P2}
3
2
×
√P1 + P2 + ( A
max{P1, P2}
)θ1 +√ (h1, ℓ1ℓ2)H
h1ℓ1ℓ2
 (ℓ1ℓ2M1M2P1P2H)ε
uniforme´ment en ℓ1, ℓ2, P1, P2,M1,M2,H et ‖a‖, ou` θ de´signe l’exposant apparaissant dans l’ap-
proximation de la conjecture de Ramanujan-Petersson (confer relation (1.2.7)).
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Pour obtenir ce re´sultat, on utilise la me´thode du cercle en construisant une approximation
(au sens L2) de la fonction indicatrice de l’intervalle [0, 1] construite a` partir de combinai-
sons line´aires de fonctions indicatrices de petits intervalles au voisinage de rationnels a` grands
de´nominateurs. Par ailleurs, les oscillations supple´mentaires provenant de la sommation sur le
de´calage sont exploite´s graˆce a` la formule des traces de Kuznetsov qui fournit une de´composition
spectrale pour certaines sommes de sommes de Kloosterman. Chacun des termes issus de cette
de´composition spectrale est estime´ au moyen des ine´galite´s de grand crible e´tablies par De-
shouillers et Iwaniec.
Remarques Dans l’article original de Blomer, le the´ore`me est e´nonce´ lorsque ℓ1 et ℓ2 ainsi
que M1 et M2 sont de meˆme taille, et pour f de´signant une forme primitive modulaire ou de
Maaß. E´tant donne´ que les the´ore`mes suivants ne seront e´nonce´s que dans le cas modulaire,
nous n’avons pas ge´ne´ralise´ au cas des formes de Maaß. Il ne fait cependant aucun doute que le
the´ore`me A reste valable dans cette situation. Autrement dit, le the´ore`me A prolonge le re´sultat
de Blomer uniquement dans la situation qui nous pre´occupe, a` savoir lorsque ℓ1M1 et ℓ2M2 sont
de meˆme taille dans le cas modulaire.
Il apparait un facteur
(
LM
HP
)θ
dans la version de Blomer provenant de la contribution des
e´ventuelles valeurs propres exceptionnelles composant le spectre discret. Celui-ci devrait se trans-
former en
(
A
H(P1+P2)
)θ
dans notre the´ore`me, cependant nous ne retrouvons que
(
A
(P1+P2)
)θ
.
Moments inte´graux et proportion Le the´ore`me pre´ce´dent nous permet ensuite d’estimer la
partie non diagonale du second moment ramolli d’une fonction L de forme modulaire primitive.
La partie diagonale quant a` elle, s’e´tudie en utilisant les proprie´te´s analytiques de la fonction
L de Rankin-Selberg associe´e a` la forme modulaire et en suivant la me´thode de´veloppe´e par
Young dans [You10]. Le ramollisseur ψ est un polynoˆme de Dirichlet de longueur T ν de´fini par
la relation (3.2.3) page 52. Par ailleurs, on introduit une fonction de localisation w a` support
compact inclus dans [T/4, 2T ] et pour laquelle on impose des conditions sur la taille de ses
de´rive´es (confer relations (3.2.4a), (3.2.4b) et (3.2.4c)). On prouve le the´ore`me suivant.
The´ore`me B Soit f une forme modulaire primitive de poids pair, de niveau sans facteurs
carre´s et de caracte`re trivial. Pour 0 < ν < 1−2θ4+2θ et pour tous nombres complexes α, β tels que
α, β ≪ 1/ ln T avec |α+ β| ≫ 1/ ln T , alors∫ +∞
−∞
w(t)L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
|ψ(σ0 + it)|2 dt = ŵ(0)c(α, β) +O(T (lnL)4/L)
ou`
c(α, β) = 1 +
1
ν
1− T−2(α+β)
(α+ β) lnT
d2
dxdy
[
M−βx−αy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
.
Ce re´sultat ame´liore sensiblement celui de Farmer ([Far94]) ou` le meˆme de´veloppement asymp-
totique est obtenu mais pour des ν < 1/6 seulement. Dans ce meˆme papier, Farmer s’inte´resse en
particulier aux proportions de ze´ros se trouvant sur la droite critique et de multiplicite´ fixe´e. Bien
qu’il ne l’e´nonce pas, son re´sultat permet d’affirmer qu’au moins 1, 65% des ze´ros non-triviaux
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d’une fonction L de forme modulaire primitive se trouve sur la droite critique (voir la sec-
tion 4.2.2). Nous ame´liorons cette proportion. On de´signe par Nf (T ) (respectivement Nf,0(T ))
le nombre de ze´ros ρ non-triviaux (respectivement sur la droite critique) de L(f, s) ve´rifiant
0 < ℑ(ρ) ≤ T .
Corollaire A Soit f une forme modulaire primitive de poids pair, de niveau sans facteurs carre´s
et de caracte`re trivial. Alors au moins 2, 97% des ze´ros non-triviaux de L(f, s) sont situe´s sur
la droite critique ℜs = 1/2. En admettant la conjecture de Selberg, on augmente ce pourcentage
jusqu’a` 6, 93%. Autrement dit,
lim inf
T→+∞
Nf,0(T )
Nf (T )
≥
{
0, 0297 inconditionnellement
0, 0693 en admettant la conjecture de Selberg.
Sous les meˆmes conditions que lors du the´ore`me pre´ce´dent, la me´thode employe´e fournit
e´galement une estimation du second moment inte´gral au voisinage de la droite critique. On
montre le the´ore`me suivant.
The´ore`me C Soit f une forme modulaire primitive de poids pair, de niveau sans facteurs carre´s
et de caracte`re trivial. Pour tous nombres complexes α, β tels que α, β ≪ 1/ ln T , on a∫ +∞
−∞
w(t)L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
dt = af
∫ +∞
−∞
w(t) ln tdt+
[
bf + af ln
(√
N
2π
)]
ŵ(0)
+O
(
|α+ β|T (lnT )2 + T 12+θ+ε
)
avec
af =
12N
π2ν(N)
L
(
Sym2f, 1
)
et bf =
12N
π2ν(N)
L
(
Sym2f, 1
)L′ (Sym2f, 1)
L (Sym2f, 1)
+ γ +
∑
p|N
ln p
p+ 1
− 2ζ
′(2)
ζ(2)
 .
Remarque Ce re´sultat est significatif de`s lors que |α + β| = o(1/ ln T ) et il est ne´cessaire
d’avoir |α+ β| = o(1/ ln2 T ) afin de ne pas absorber le terme d’ordre T dans le terme d’erreur.
En particulier, ce the´ore`me fournit le corollaire suivant pre´cisant le moment sur la droite critique.
Corollaire B Soit f une forme modulaire primitive de poids pair, de niveau sans facteurs carre´s
et de caracte`re trivial. On a∫ +∞
−∞
w(t)
∣∣∣∣L(f, 12 + it
)∣∣∣∣2 dt = ∫ +∞−∞ w(t)
[
af ln
(
t
√
N
2π
)
+ bf
]
dt+O
(
T
1
2+θ+ε
)
et
∫ T
0
∣∣∣∣L(f, 12 + it
)∣∣∣∣2 dt = afT lnT +
[
bf + af ln
(√
N
2πe
)]
T +O (T/ lnT ) .
Jusqu’a` pre´sent, nous avons recherche´ des re´sultats sur la re´partition des ze´ros non-triviaux
au sein de la bande critique. Dans le chapitre 5, nous supposons l’hypothe`se de Riemann ve´rifie´e
pour n’importe quelle fonction L et nous nous inte´ressons davantage a` la re´partition des ze´ros
sur la droite critique elle-meˆme. En utilisant leur re´sultat sur la re´partition des petits ze´ros de
fonctions L de Dirichlet, Hughes et Rudnick ([HR03a]) ont re´ussi a` obtenir des informations
relatives au plus petit des ze´ros se trouvant sur la droite critique. Nous e´tendons leurs re´sultats
a` d’autres familles de fonctions L.
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Plus petit ze´ro d’une famille de fonctions L Pour ce faire, on conside`re un ensemble
fini F(Q) de fonctions L de conducteur analytique e´gal a` Q. On construit la famille associe´e
en posant F = ⋃Q≥1F(Q) et on suppose l’hypothe`se de Riemann ve´rifie´e pour chaque e´le´ment
de F . On suppose e´galement e´tabli le the´ore`me de densite´ pour la famille F avec des fonctions
tests Φ ve´rifiant supp Φ̂ ⊂ [−ν; ν] avec ν < νmax(F). On de´signe par W ∗[F ] la densite´ de niveau
1 associe´e a` la distribution des petits ze´ros non-triviaux des fonctions de F . Il se trouve que les
densite´s identifie´es jusqu’a` pre´sent s’e´crivent toutes sous la forme W [G] dont la transforme´e de
Fourier est donne´e par
Ŵ [G](y) = δ0(y) +
δ
2
η(y) + ε
ou` δ0 est la distribution de Dirac en 0, la fonction η est de´finie sur R par
η(y) =

1 si |y| < 1
1
2 si |y| = 1
0 si |y| > 1
et δ et ε sont donne´s par le tableau ci-dessous.
G U O Sp SO+ SO−
δ 0 0 −1 1 −1
ε 0 1/2 0 0 1
Enfin, pourG = Sp, SO+ ou SO−, on conside`re l’unique entier n ≥ 1 tel que n−1 < νmax(F) ≤ n
et on conside`re l’e´quation d’inconnue λ donne´e par
δ
λ
cos θλ −
n−1∑
k=0
Uk(λ) sin
(
θλ − kδ π
2
)[δαR(k)
2
− 1 + εβR(k)
]
+
2ε
λ
n−1∑
k=0
Uk(λ) cos
(
θλ − kδ π
2
)
= 0. (⋆)
Dans cette e´quation, on de´signe par Uk le k-e`me polynoˆme de Tchebychev de seconde espe`ce,
les parame`tres (δ, ε) sont donne´s par le tableau pre´ce´dent et les parame`tres θλ, αR ainsi que
βR sont de´finis dans le lemme 5.3.17 (page 126) et dans la proposition 5.3.3 (page 130). On
prouve le the´ore`me suivant sur la valeur de la partie imaginaire γ˜f,1 du plus petit ze´ro non
trivial normalise´ de L(f, .) dans F .
The´ore`me D On a
lim sup
Q→+∞
min
L(f,.)∈F(Q)
γ˜f,1 ≤ 1
2νmax(F)×
1 si W ∗[F ] =W [U ]
4V −1
(
1 + 2νmax(F)
)
si W ∗[F ] =W [O]
4V −1
(
1 + (δ + 2ε) 2νmax(F)
)
si W ∗[F ] =W [Sp],W [SO+] ou W [SO−] et νmax(F) ≤ 1
νmax(F)
π lim
R→νmax(F)/2−
λR si W
∗[F ] =W [Sp],W [SO+] ou W [SO−] et νmax(F) > 1
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ou` λR est la plus petite solution strictement positive de l’e´quation (⋆) qui n’est pas une racine
de UnUn−1 (avec n− 1 < νmax(F) ≤ n) et ou` V est de´finie par
V :
{
[0, 14 [∪]14 , x1[ −→ R
x 7−→ tan(2πx)2πx
avec x1 = inf
{
x > 0, tan(2πx)2πx = 1
}
≈ 0, 71.
Remarque On repre´sente la fonction de´finie par le membre de droite du the´ore`me D, note´e
MW ∗[F ](νmax(F)), pour chaque W ∗[F ]. De haut en bas, on a W ∗[F ] =W [Sp], W ∗[F ] = W [U ],
W ∗[F ] =W [SO+], W ∗[F ] =W [O] et W ∗[F ] =W [SO−].
Courbe rere´sentative de νmax(F) 7−→MW ∗[F ](νmax(F))
Remarque Dans le cas orthogonal, on obtient le de´veloppement asymptotique lorsque νmax(F)
tend vers l’infini
2
νmax(F)V
−1
(
1 +
2
νmax(F)
)
=
√
6
πνmax(F)3/2
(
1− 6
5νmax(F) + o
(
1
νmax(F)3/2
))
.
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Courbe repre´sentative de V −1
Remarque Dans le cas 1 < νmax(F) ≤ 2, on peut simplifier l’e´quation (⋆) sous la forme
(δ + 2ε)
1− 4λ2
λ
(sinλ(1−R)− 2δλ cosλR)
− [(δ + 2ε)(1−R)− 1 + 4ε] [cosλ(1 −R)− 2δλ sinλR− 2λ tanΘR(sinλ(1 −R)− 2δλ cosλR)] = 0
avec
ΘR =
1
2
(
R− 1
2
)
+
π
2
(
1 +
δ
2
)
.
De plus, cette relation s’annule toujours pour λ = 1/2 qui est une racine de U2.
On applique ces re´sultats aux fonctions L de puissance syme´trique L(Symrf, s) ou` f appar-
tient a` l’ensemble H∗k(q) des formes modulaires primitives de poids pair, de niveau q premier et
de caracte`re trivial. Des the´ore`mes de densite´ ont e´te´ e´tablis pour ces fonctions L, ainsi que pour
leurs sous-familles compose´es des fonctions L ou` on a impose´ le signe de l’e´quation fonctionnelle
(ε(Symrf) = ±1), par Iwaniec, Luo et Sarnak dans le cas r = 1 ([ILS00]) et par Royer et Ricotta
dans le cas ge´ne´ral ([RR11]). En posant
ν1,max(1, k, θ0) = 2 et ν1,max(r, k, θ) =
(
1− 1
2(k − 2θ)
)
2
r2
si r ≥ 2 avec θ = 7
64
,
et pour ǫ = ±1,
νǫ1,max(1, k, θ) = 2 et ν
ǫ
1,max(r, k, θ) = inf
{
ν1,max(r, k, θ),
3
r(r + 1)
}
si r ≥ 2,
le the´ore`me D donne
lim sup
N→+∞
min
f∈H∗k(N)
γ˜f,1 ≤ V −1(2) < 0, 19
lim sup
N→+∞
min
f∈H+k (N)
γ˜f,1 ≤ 0, 22
lim sup
N→+∞
min
f∈H−k (N)
γ˜f,1 ≤ 0, 39
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ainsi que
lim sup
q→+∞
q premier
min
f∈H∗k (q)
γ˜Symrf,1 ≤ 2
ν1,max(r, k, θ)
V −1
(
1 + (−1)r+1 2
ν1,max(r, k, θ)
)
et pour r impair, ǫ = ±1,
lim sup
q→+∞
q premier
min
f∈H∗k(q)
ε(Symrf)=ǫ
γ˜Symrf,1 ≤ 2
νǫ1,max(r, k, θ)
V −1
(
1 + ǫ
2
νǫ1,max(r, k, θ)
)
.
E´tant donne´ qu’il existe des formes modulaires primitives dont le signe de l’e´quation fonctionnelle
est e´gale a` −1 pourvu que le niveau soit suffisamment grand (confer proposition 1.1.1 page 4),
on a meˆme limN→+∞minf∈H∗k(N) γ˜f,1 = 0.
Proportion de fonctions L ayant un petit premier ze´ro En combinant les re´sultats
statistiques sur la distribution des petits ze´ros d’une famille de fonctions L et l’ine´galite´ de
Bienayme´-Tchebychev, on de´tecte une proportion de fonctions L au sein d’une famille ayant un
petit premier ze´ro. Ce phe´nome`ne a e´te´ expose´ par Hughes et Rudnick dans le cas des fonctions
L de Dirichlet, dont la syme´trie associe´e est unitaire. Nous e´tendons ces re´sultats a` tous les
autres types de syme´trie connus a` travers l’exemple des fonctions L de puissances syme´triques.
En notant ωq(f) le poids harmonique associe´ a` une forme modulaire de poids pair, de niveau q
et de caracte`re trivial, on prouve le the´ore`me suivant.
The´ore`me E Soit r un entier strictement positif fixe´. On suppose l’hypothe`se de Riemann
ve´rifie´e pour toutes les fonctions L de puissance syme´trique d’ordre r.
Si β ≥
√
πr4
4
6π3r4 − 24(−1)rπr2 + 9π − π3 + 2√6√−π4 + 6π4r4 + 7π2 + 12− 24(−1)rπ2r2
6π4r4 + 48(−1)r+1π2r2 + 96− 3π2 − π4
alors
lim inf
q→+∞
q premier
∑
f∈H∗k(q)
γ˜Symrf,1≤β
ωq(f) ≥ 1− π
2
6
16(π2 + 3)β4 + 8r4(9− π2)β2 + (3 + π2)r8
[r6π2 − 4β2r2π2 + 16β2(−1)r]2 .
De plus, dans le cas r impair et σ = ±1. Si β
r(r+2)
√
π
≥√
π[24π2r2(r + 2)2 + 48σr(r + 2) + 9− π2] + 2√6√−π4 + 24π4r2(r + 2)2 + 7π2 + 12 + 48σπ2r(r + 2)
24π4r2(r + 2)2 + 96σπ2r(r + 2) + 96− 3π2 − π4
alors
lim inf
q→+∞
q premier
2
∑
f∈H∗k (q)
ε(Symrf)=σ
γ˜Symrf,1≤β
ωq(f) ≥ 1− π
2
24
(π2 + 3)β4 + 2r2(r + 2)2(9− π2)β2 + (π2 + 3)r4(r + 2)4
[2σβ2 + π2β2r(r + 2)− π2r3(r + 2)3]2 .
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Afin de donner des exemples de ce re´sultat pour de petites valeurs de r, on repre´sente le graphe
de la fonction de β associe´e a` la borne infe´rieure de la premie`re partie du the´ore`me E. Sur ces
repre´sentations graphiques, la valeur critique du parame`tre β correspond a` la valeur minimale
admise dans l’e´nonce´ du the´ore`me E.
r = 1 r = 2 r = 3 r = 4
De la meˆme manie`re, pour de petites valeurs impaires de r, on repre´sente les bornes infe´rieures du
the´ore`me E dans diffe´rentes situations : quand il n’y a aucune restriction sur le signe ε(Symrf)
de l’e´quation fonctionnelle, quand ε(Symrf) = +1 et finalement, quand ε(Symrf) = −1. Tout
d’abord, si r = 1 :
ε(Symrf) = ±1 ε(Symrf) = +1 ε(Symrf) = −1
Puis, si r = 3 :
ε(Symrf) = ±1 ε(Symrf) = +1 ε(Symrf) = −1

Notations
Ensembles
On de´signe par N (respectivement Z, Q, R, C) l’ensemble des entiers naturels (respectivement
des entiers relatifs, des nombres rationnels, des nombres re´els, des nombres complexes). On note
H le demi-plan de Poincare´. On de´signe par P l’ensemble des nombres premiers :
P = {2; 3; 5; 7...}
On note ⌊x⌋ la partie entie`re du nombre re´el x. On note ℜ(z) (respectivement ℑ(z)) la partie
re´elle (respectivement la partie imaginaire) du nombre complexe z.
Arithme´tique
Dans ce me´moire, en dehors de la situation des espaces fonctionnels Lp, la lettre p de´signe
toujours un nombre premier. Si m et n sont des entiers, la notation m|n (respectivement m ∤ n)
signifie que m divise n (respectivement m ne divise pas n). On notera e´galement (m,n) le plus
grand diviseur commun de ces deux entiers.
Par ailleurs, on utilisera le symbole
∑∗ pour de´signer une somme pour laquelle l’indice de
sommation parcourt l’ensemble des entiers positifs impairs.
On conside´rera e´galement les fonctions arithme´tiques suivantes. La fonction de Mo¨bius µ est
l’inverse de convolution de la fonction arithme´tique constante e´gale a` 1. La fonction indicatrice
d’Euler ϕ est de´finie par
ϕ(n) = n
∏
p∈P
p|n
(
1− 1
p
)
.
La fonction ν est de´finie par
ν(n) = n
∏
p∈P
p|n
(
1 +
1
p
)
.
La fonction nombre de diviseurs τ est de´finie par
τ(n) =
∑
d≥1
d|n
1.
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Analyse complexe
On note Γ la fonction Gamma d’Euler et ζ la fonction zeˆta de Riemann. Pour un entier N ,
on note ζ(N) la fonction zeˆta prive´e des facteurs eule´riens associe´s a` N
ζ(N)(s) = ζ(s)
∏
p|N
(
1− 1
ps
)
.
On note e´galement e(z) = e2iπz. Pour un nombre re´el σ, et lorsque cela a un sens, on note∫
(σ)
f(z)dz =
∫ +∞
−∞
f(σ + it)idt
l’inte´grale sur la droite ℜ(z) = σ de la fonction f .
Analyse fonctionnelle
La notation I de´signe un intervalle ouvert de R. On note C∞c (I) l’ensemble des fonctions
inde´finiment de´rivables sur R a` support compact inclus dans I et S la classe de Schwartz.
Pour tout re´el p fini et supe´rieur ou e´gal a` 1, on note Lp(I) l’ensemble des fonctions f : R→ R
telles que fp soit inte´grable sur I. Dans ce cas, on note
‖f‖Lp =
(∫
I
|f(t)|pdt
)1/p
.
L’espace L2(I) est muni du produit scalaire
〈f, g〉L2 =
∫
I
f(t)g(t)dt.
On de´finit la transforme´e de Fourier d’une fonction Φ de L1(R) en posant
Φˆ(u) =
∫
R
Φ(x)e(−xu)dx.
Lorsque cela est valable, la formule d’inversion s’e´crit
Φ(x) =
∫
R
Φˆ(u)e(xu)dx.
Le produit de convolution de deux fonctions f et g de L2(R) est de´fini par
f ∗ g(u) =
∫
R
f(t)g(u− t)dt.
On note Sν(R) l’ensemble des fonctions paires de S dont la transforme´e de Fourier est a` support
compact inclus dans [−R,R] avec 0 < R < ν.
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Relations de comparaison
Soient deux fonctions f : C → C et g : C → R+. On e´crira aussi bien f ≪k,l,.. g ou f =
Ok,l,..(g) s’il existe une constante positive C de´pendant de k, l,... telle que, pour z appartenant
a` un domaine explicite ou implicite, on ait
|f(z)| ≤ Cg(z).
On e´crira parfois g ≫ f en lieu et place de f ≪ g. Dans la situation ou`, a` la fois f ≪ g et
g ≪ f , on notera f ≍ g.
On e´crira uniquement f = o(g) s’il est possible d’e´crire
f(z) = ε(z)g(z)
ou` ε est une fonction tendant vers 0 lorsque z tend vers un complexe explicite ou implicite,
e´ventuellement infini.

Chapitre 1
Fonctions L
1.1 Pre´sentation ge´ne´rale
De par la simplicite´ de sa de´finition mais aussi de par la renomme´e des nombreuses conjec-
tures qui l’entourent, la fonction ζ de Riemann est incontestablement la fonction L la plus
connue. Cependant, celle-ci ne met pas en e´vidence certaines notions fondamentales de la the´orie
ge´ne´rale des fonctions L. Citons notamment les notions de famille, de conducteur ou de ze´ro
exceptionnel. Le but des sections suivantes est de pre´senter une approche ge´ne´rale des fonctions
L tout en l’illustrant d’exemples fondamentaux qui seront re´utilise´s tout au long de cette the`se.
La pre´sentation qui est donne´e ici correspond au chapitre 5 de [IK04].
1.1.1 Axiomatique
Soit d un entier strictement positif. On appelle fonction L de degre´ d un produit eule´rien
absolument convergeant dans le domaine {s ∈ C,ℜ(s) > 1}, de la forme
L(f, s) =
∏
p∈P
d∏
j=1
(
1− αf,j(p)p−s
)−1
,
ou`, pour 1 ≤ j ≤ d, les coefficients αf,j(p) sont des nombres complexes, appele´s parame`tres
locaux de L(f, s) en p , ve´rifiant |αf,j(p)| < p et ou`, excepte´ pour un nombre fini de nombres
premiers p,
∏d
j=1 (1− αf,j(p)p−s) est un polynoˆme de degre´ d en p−s. Le produit eule´rien peut
alors se de´velopper en une se´rie de Dirichlet
L(f, s) =
∑
n≥1
λf (n)n
−s.
La fonction n 7→ λf (n) de´finit une fonction multiplicative et ve´rifie en particulier λf (1) = 1.
Par ailleurs, on suppose qu’il existe d’une part un entier q(f), appele´ conducteur de L(f, s),
ve´rifiant αf,j(p) 6= 0 si p ∤ q(f), et d’autre part un facteur gamma γ(f, s) de la forme
γ(f, s) = π−ds/2
d∏
j=1
Γ
(
s+ κj
2
)
1
2ou` les coefficients κj , appele´s les parame`tres locaux de L(f, s) en l’infini, ve´rifient ℜ(κj) > −1
et ou` κj est soit re´el, soit κj est aussi un parame`tre local en l’infini. En posant
Λ(f, s) = q(f)s/2γ(f, s)L(f, s),
le conducteur et le facteur gamma de´finissent une fonction, appele´e fonction comple´te´e de
L(f, s), holomorphe dans le demi-plan ℜ(s) > 1, devant d’une part admettre un prolongement
me´romorphe sur le plan complexe en une fonction d’ordre 1 avec des poˆles au plus en 0 et en 1,
et d’autre part satisfaire une e´quation fonctionnelle de la forme
Λ(f, s) = ε(f)Λ(f , 1− s)
ou` ε(f) est un nombre complexe de module 1, appele´ signe de l’e´quation fonctionnelle, et ou` f
est un objet dual associe´ a` f ve´rifiant
λf (n) = λf (n), γ(f , s) = γ(f, s), q(f) = q(f).
1.1.2 Premiers exemples
On de´finit sur le demi-plan ℜ(s) > 1 la fonction ζ de Riemann par
ζ(s) =
∑
n≥1
1
ns
=
∏
p∈P
(
1− 1
ps
)−1
.
On trouvera dans [Ten95] la preuve du fait que la fonction ζ est une fonction L de degre´ 1 dont
la fonction comple´te´e est donne´e par Λ(s) = π−s/2Γ(s/2)ζ(s), de signe d’e´quation fonctionnelle
e´gal a` 1 et admettant un poˆle simple de re´sidu 1 en s = 1.
La fonction ζ s’inscrit dans le cadre plus ge´ne´ral des fonctions L de Dirichlet dont nous
allons parler maintenant. Soit χ un caracte`re de Dirichlet primitif de module q. On lui associe
la fonction, de´finie pour ℜ(s) > 1,
L(χ, s) =
∑
n≥1
χ(n)
ns
=
∏
p∈P
(
1− χ(p)
ps
)−1
.
Alors L(χ, s) est une fonction L de degre´ 1, de conducteur q, de parame`tre local en l’infini
(1 − χ(−1))/2 , dont l’objet dual associe´ est χ et dont le signe de l’e´quation fonctionnelle est
relie´ aux sommes de Gauss par la relation
ε(χ) = −i 1−χ(−1)2
∑
1≤m≤q χ(m)e(m/q)√
q
.
De plus, la fonction L(χ, s) est entie`re, excepte´ dans l’e´ventualite´ ou` le caracte`re est trivial,
auquel cas le point s = 1 est l’unique poˆle, simple, de re´sidu 1.
L’inte´reˆt que l’on porte aujourd’hui aux fonctions L est en partie duˆ aux succe`s arithme´tiques
que l’e´tude analytique de ces fonctions a permis d’obtenir. Citons, d’une part, la preuve de non-
annulation de la fonction ζ de Riemann sur la droite ℜ(s) = 1 qui est a` l’origine de la premie`re
preuve du the´ore`me des nombres premiers, et d’autre part, c’est graˆce a` la non-annulation en
s = 1 des fonctions L de Dirichlet L(χ, s) (pour χ non trivial) que ce dernier a re´ussi a` prouver
le the´ore`me portant son nom sur la progression arithme´tique des nombres premiers.
31.1.3 Re´partition e´le´mentaire des ze´ros
On pre´sente dans cette partie les re´sultats e´le´mentaires concernant les valeurs d’annulation
des fonctions L. La fonction comple´te´e Λ(f, s) e´tant me´romorphe avec des poˆles au plus en 0 et
en 1, les poˆles du facteur gamma γ(f, s) correspondent a` des ze´ros de la fonction L(f, s). On en
de´duit que l’ensemble
d⋃
j=1
{−κj − 2m, m ∈ N} \{0},
est compose´ de ze´ros de L(f, s). On les appelle commune´ment les ze´ros triviaux. Si 0 n’est pas
un poˆle de Λ(f, s) et si 0 est e´galement un parame`tre local en l’infini de L(f, s), alors on a
aussi L(f, 0) = 0. De plus, e´tant donne´ que les parame`tres locaux en des places finies ve´rifient
|αj,f (p)| < p, le produit eule´rien de´finissant L(f, s) ne s’annule pas dans le demi-plan ℜs > 1.
Graˆce a` l’e´quation fonctionnelle, on en de´duit que Λ(f, s) ne s’annule e´galement pas dans le
demi-plan ℜs < 0. Autrement-dit, les ze´ros de L(f, s) qui ne sont pas des ze´ros triviaux, appele´s
ze´ros non-triviaux, ve´rifient 0 ≤ ℜs ≤ 1. On appelle bande critique la re´gion du plan complexe
de´finie par {s ∈ C, 0 ≤ ℜs ≤ 1}. De la meˆme manie`re, on appelle respectivement droite critique
et point critique la droite ℜs = 1/2 et le point s = 1/2.
Conjecture : Les ze´ros non-triviaux de L(f, s) sont re´partis sur la droite critique.
Dans toute la suite, on de´signera par hypothe`se de Riemann de L(f, s) cette conjecture. Si
cela n’est pas e´vident, on s’efforcera syste´matiquement de pre´ciser pour quelle fonction L nous
supposons cette conjecture .
Parmi les ze´ros triviaux de L(f, s), le sous-ensemble {−κj , 1 ≤ j ≤ d}\{0} peut contenir
des e´le´ments se trouvant dans la bande critique ouverte bien que l’on conjecture que cela ne
soit pas le cas. Cette dernie`re hypothe`se est e´quivalente a` la conjecture de Selberg pour L(f, s),
qui pre´dit que pour tout entier j, on ait ℜκj ≥ 0. Notons que L(f, s) peut contenir des ze´ros
triviaux sur la droite ℜs = 0.
La conjecture de Selberg pour L(f, s) est e´galement appele´e conjecture de Ramanujan-
Petersson en l’infini par analogie avec la conjecture de Ramanujan-Petersson pour L(f, s) qui
stipule que pour tout entier 1 ≤ j ≤ d, on a |αf,i| ≤ 1 si p divise q(f) et |αf,i| = 1 dans le cas
contraire. A` titre d’exemple, on ve´rifie aise´ment que les fonctions L de Dirichlet pre´ce´demment
introduites ve´rifient les conjectures de Selberg et Ramanujan-Petersson.
De´tecter des ze´ros non-triviaux sur la droite critique est un proble`me de´licat auquel une partie
de cette the`se est consacre´e. Ne´anmoins, il est une situation dans laquelle une re´ponse partielle
relative au point critique peut-eˆtre donne´e.
On dira que f est auto-duale si l’objet dual f est e´gal a` f , ce qui, en vertu des relations
reliant f a` f , revient a` dire que les coefficients (λf (n)) de la se´rie de Dirichlet de L(f, s) sont
re´els. On a alors le lemme suivant :
4Proposition 1.1.1 Si f est auto-duale alors le signe de l’e´quation fonctionnelle ε(f) est e´gal
a` ±1. Par ailleurs, si f est auto-duale et ε(f) e´gal a` −1 alors L(f, 1/2) = 0.
Preuve : En appliquant deux fois l’e´quation fonctionnelle pour f auto-duale, pour tout nombre
complexe s, on obtient
Λ(f, s) = ε(f)2Λ(f, s).
On en de´duit ε(f)2 = 1, puis ε(f) = ±1. E´tant donne´ sa de´finition, le facteur gamma γ(f, s)
ne s’annule pas sur son ensemble de de´finition. Cependant, il se peut que 1/2 soit un poˆle de
γ(f, s). Si tel est le cas, la fonction comple`te Λ(f, s) n’ayant pas de poˆle en 1/2, on en de´duit
que 1/2 est un ze´ro trivial de la fonction L(f, s) au sens ou` ce ze´ro annihile le poˆle de γ. Enfin,
si 1/2 n’est pas un poˆle de γ(f, s), γ(f, 1/2) est bien de´fini et est non nul. En e´valuant l’e´quation
fonctionnelle en s = 1/2 on obtient ainsi, pour f auto-duale, (1 − ε(f))γ(f, 1/2)L(f, 1/2) = 0.
D’ou` L(f, 1/2) = 0 si ε(f) = −1.

Citons enfin un dernier re´sultat alternatif concernant la re´partition des valeurs d’annulation
de L(f, s). Bien que ne sachant pas les situer pre´cise´ment, le principe de l’argument nous permet
de les compter. En de´signant par Nf (T ) le nombre de ze´ros de L(f, s) dans la bande critique et
de partie imaginaire comprise entre 0 et T , et en utilisant le fait que L(f, σ+ it) soit borne´e de
manie`re polynomiale 1 dans les bandes verticales, on prouve le the´ore`me suivant.
The´ore`me 1.1.1 Soit L(f, s) une fonction L de degre´ d, alors
Nf (T ) =
dT
2π
lnT +
T
2π
ln
(
q(f)
(2πe)d
)
+O(lnT )
ou` le terme d’erreur de´pend de f .
On renvoie au the´ore`me 5.8 de [IK04] pour trouver la preuve comple`te de ce re´sultat.
1.2 Fonctions L associe´es a` une forme modulaire
1.2.1 Formes modulaires
On appelle demi-plan de Poincare´, et on le note H, l’ensemble des nombres complexes de
partie imaginaire strictement positive. Le groupe SL2(Z) agit sur H par homographie. Plus
pre´cise´ment, pour γ dans SL2(Z) et z dans le demi-plan de Poincare´, cette action est de´finie par
γ.z =
az + b
cz + d
ou` γ =
(
a b
c d
)
.
Cette action se prolonge naturellement a` H ∪Q ∪ {∞} en posant
γ.∞ =
{
a
c si c 6= 0
∞ sinon et γ.
(m
n
)
=
{
∞ si mn = −dc
am+bn
cm+bn sinon
ou` γ =
(
a b
c d
)
.
1. Nous reviendrons de manie`re beaucoup plus pre´cise sur ce re´sultat dans la section 1.3.1.
5Pour tout entier naturel non nul N , on de´signe par Γ0(N) le sous-groupe de congruence de
SL2(Z) de´fini par
Γ0(N) =
{(
a b
c d
)
∈ SL2(Z), N divise c
}
.
Γ0(N) est un sous-groupe de SL2(Z) = Γ0(1), d’indice fini avec
[Γ0(1); Γ0(N)] = ν(N).
On appelle domaine fondamental de Γ0(N) tout ouvert D0(N) de H tel que :
– pour tout z dans H, il existe γ dans Γ0(N) tel que γ.z soit dans D0(N),
– s’il existe γ dans Γ0(N) tel que z
′ = γ.z avec z et z′ dans D0(N) alors z = z′.
On appelle pointe de Γ0(N) les classes d’e´quivalence issues de l’action de Γ0(N) sur Q ∪ {∞}.
Pour chaque pointe a, le stabilisateur de a dans Γ0(N) est un groupe monoge`ne dont on conside`re
un ge´ne´rateur γa. Il existe une matrice σa dans SL2(Z) telle que
σa.∞ = a et σ−1a γaσa =
(
1 1
0 1
)
.
On e´tend l’action de SL2(Z) a` l’ensemble des fonctions holomorphes de´finies sur H. Soit k
un entier positif pair et non nul. Pour une telle fonction f , pour γ dans SL2(Z) et z dans H, on
pose
(f|kγ)(z) = (cz + d)
−kf
(
az + b
cz + d
)
ou` γ =
(
a b
c d
)
.
On dit que f ve´rifie la condition de modularite´ sur Γ0(N) si f|kγ = f pour tout e´le´ment γ
du groupe Γ0(N). Pour chaque pointe a de Γ0(N), la fonction fa = f|kσa est une fonction 1-
pe´riodique et holomorphe sur H. A` ce titre, la fonction fa admet un de´veloppement de Fourier
de la forme
fa(z) =
∑
n∈Z
fˆa(n)e(nz).
On dit que f est holomorphe en la pointe a si fˆa(n) est nul pour tout entier n strictement
ne´gatif. Si f ve´rifie la condition de modularite´ sur Γ0(N) et est holomorphe en toutes les pointes
de Γ0(N), on dit alors que f est une forme modulaire de poids k, de niveau N et de caracte`re
trivial. Si de plus les coefficients de Fourier fˆa(0) sont nuls en chaque pointe a de Γ0(N), on dit
que f est une forme parabolique de poids k, de niveau N et de caracte`re trivial.
On de´signe alors par Sk(N) l’ensemble des formes paraboliques de poids k, de niveau N et
de caracte`re trivial. Il s’agit d’un espace vectoriel de dimension finie sur lequel on de´finit un
produit hermitien, appele´ produit scalaire de Petersson, en posant
〈f, g〉N =
∫
D0(N)
f(z)g(z)yk
dxdy
y2
avec z = x+ iy
et ou` D0(N) de´signe un domaine fondamental de Γ0(N).
61.2.2 Ope´rateurs de Hecke
Pour tout entier n strictement positif, on de´finit le n-ie`me ope´rateur de Hecke Tn sur Sk(N)
en posant
Tn(f)(z) =
1
n
∑
ad=n
(a,N)=1
ak
d−1∑
b=0
f
(
az + b
d
)
.
On pourra se re´fe´rer a` [Iwa97] pour trouver les preuves des re´sultats e´nonce´s ci-apre`s. Les
ope´rateurs de Hecke sont des endomorphismes de Sk(N) et ve´rifient la relation de multiplicativite´
TmTn =
∑
d|mn
(d,N)=1
dk−1Tmn/d2 pour m,n ≥ 1,
ou de manie`re e´quivalente
Tmn =
∑
d|(m,n)
(d,N)=1
µ(d)dk−1Tm/dTn/d.
En particulier, les ope´rateurs de Hecke commutent deux a` deux. Par ailleurs, pour (n,N) = 1,
Tn est un ope´rateur autoadjoint de Sk(N) muni du produit scalaire de Petersson. On en de´duit
qu’il existe une base orthonormale de Sk(N) forme´e de vecteurs propres de tous les ope´rateurs
de Hecke Tn tels que (n,N) = 1.
Une forme de Hecke est une forme parabolique qui est vecteur propre de tous les ope´rateurs
de Hecke Tn avec n premier au niveau N . Une telle forme f admet un de´veloppement en se´rie
de Fourier de la forme
f(z) =
∑
n≥1
n
k−1
2 fˆ(n)e(nz)
et pour laquelle on note n
k−1
2 λf (n) la valeur propre qui lui est associe´e pour Tn (n premier a`
N). Cet ope´rateur e´tant autoadjoint, on en de´duit que pour tout entier n non nul et premier a`
N , on a
fˆ(n) = λf (n)fˆ(1).
En particulier, si fˆ(1) est non nul, les coefficients de Fourier (normalise´s) et les valeurs propres
normalise´es sont e´gaux a` une constante multiplicative pre`s.
Jusqu’a` pre´sent, nous avons toujours la contrainte d’eˆtre premier au niveau qui apparait
lorsque l’on parle de forme de Hecke et on aimerait s’en affranchir et ainsi disposer d’une base
orthonorme´e compose´e de vecteurs propres de tous les ope´rateurs de Hecke. Dans ce cas, on
aurait fˆ(n) = λf (n)fˆ(1) quelle que soit la valeur de n, et en particulier, fˆ(1) devrait eˆtre non
nul sous peine de conside´rer f nulle. On pourrait alors identifier valeurs propres et coefficients
de Fourier comme nous l’avons remarque´ pre´ce´demment. A` cette fin, on introduit la notion de
formes anciennes et nouvelles. L’espace des formes anciennes de niveau N , note´ Sak(N) est de´fini
par
Sak(N) = V ect
{
z 7→ f(dz); N ′|N , d|N
N ′
, d 6= 1, f ∈ Sk(N/N ′)
}
7et l’espace des formes nouvelles par rapport a` N , note´ Snk (N), est l’orthogonal de S
a
k(N) dans
Sk(N), autrement dit,
Snk (N) = S
a
k(N)
⊥.
Ces deux espaces sont stables par tous les ope´rateurs de Hecke Tn avec n premier au niveau. On
appelle forme primitive une forme de Hecke qui est nouvelle et qui ve´rifie fˆ(1) = 1. L’ensemble
des formes primitives forme une base orthogonale de Snk (N). Sur l’ensemble des formes nouvelles,
la contrainte d’eˆtre premier au niveau devient inutile. Autrement dit, une forme primitive est
vecteur propre de tous les ope´rateurs de Hecke, et en particulier, ve´rifie fˆ(n) = λf (n) pour tout
entier strictement positif.
La relation de multiplicativite´ des ope´rateurs de Hecke pre´ce´demment e´nonce´e donne alors,
pour tous entiers m et n strictement positifs,
λf (m)λf (n) =
∑
d|(m,n)
(d,N)=1
λf
(mn
d2
)
, (1.2.1)
et λf (mn) =
∑
d|(m,n)
(d,N)=1
µ(d)λf
(m
d
)
λf
(n
d
)
. (1.2.2)
On appelle involution de Fricke l’ope´rateur W de´fini sur Sk(N) par
Wf(z) = N−k/2z−kf
(
− 1
Nz
)
.
On montre que W est un endomorphisme de Sk(N) et que W est une involution de Sk(N) (ie
W 2 = id). Par ailleurs, les formes primitives sont des vecteurs propres de l’involution de Fricke
et les valeurs propres associe´es sont des nombres complexes de module 1. Ainsi, pour toute forme
nouvelle f , il existe un nombre complexe ηf (N) tel que
Wf = ηf (N)f avec |ηf (N)| = 1.
L’involution de Fricke appartient a` la classe plus grande des ope´rateurs d’Atkin-Lehner et pour
lesquels les formes nouvelles sont des vecteurs propres (voir [AL70]).
1.2.3 Fonctions L de forme modulaire
Dans toute la suite, f de´signe une forme primitive de poids k pair, de niveau N et de caracte`re
trivial. On note χ0 le caracte`re principal modulo N . On de´signe par αf (p) et βf (p) les racines
complexes de l’e´quation X2 − λf (p)X + χ0(p) = 0.
On de´finit la fonction L associe´e a` une forme primitive en posant
L(f, s) =
∑
n≥1
λf (n)
ns
=
∏
p∈P
(
1− λf (p)
ps
+
χ0(p)
p2s
)−1
=
∏
p∈P
(
1− αf (p)
ps
)−1(
1− βf (p)
ps
)−1
.
8Graˆce aux travaux de Deligne (voir [Del74]), cette se´rie de Dirichlet et ce produit eule´rien
convergent absolument dans le demi-plan ℜs > 1. Il s’agit d’une fonction L auto-duale de degre´
2 qui se prolonge en une fonction entie`re et dont la fonction comple´te´e est donne´e par
Λ(f, s) =
(√
N
π
)s
Γ
(
s+ k−12
2
)
Γ
(
s+ k+12
2
)
L(f, s). (1.2.3)
Le signe de l’e´quation fonctionnelle ve´rifie´e par Λ(f, s) est relie´ a` l’involution de Fricke par la
relation
ε(f) = ikηf (N).
Enfin, L(f, s) ve´rifie clairement la conjecture de Selberg et graˆce aux travaux de Deligne cite´s
pre´ce´demment, ve´rifie e´galement la conjecture de Ramanujan-Petersson telle qu’elle est e´nonce´e
dans la section 1.1.3.
Lorsque le niveau est sans facteurs carre´s, on de´finit la fonction L de carre´ syme´trique d’une
forme primitive f de Sk(N) pour ℜs > 1 en posant
L(Sym2f, s) =
∏
p∈P
(
1− αf (p)
2
ps
)−1(
1− αf (p)βf (p)
ps
)−1(
1− βf (p)
2
ps
)−1
= ζ(N)(2s)
∑
n≥1
λf (n
2)
ns
.
Il est prouve´ (voir [Shi75]) que L(Sym2f, s) est une fonction L auto-duale de degre´ 3 se prolon-
geant en une fonction entie`re, de signe e´gal a` ε(Sym2f) = 1 et dont la fonction comple´te´e est
donne´e par
Λ(Sym2f, s) =
(
N
π3/2
)s
Γ
(
s+ 1
2
)
Γ
(
s+ k − 1
2
)
Γ
(
s+ k
2
)
.
Il est e´galement une fonction dont les proprie´te´s analytiques nous seront essentielles et qui
est attache´e aux fonctions L de forme modulaire et aux fonctions L de carre´ syme´trique. On
de´finit la fonction de Rankin-Selberg
L(f × f, s) =
∏
p∈P
(
1− αf (p)
2
ps
)−1(
1− αf (p)βf (p)
ps
)−2(
1− βf (p)
2
ps
)−1
(1.2.4)
= ζ(N)(2s)
∑
n≥1
λf (n)
2
ns
. (1.2.5)
On en de´duit la relation
L(f × f, s) = ζ(N)(s)L(Sym2f, s).
L(f × f, s) se prolonge ainsi sur le plan complexe avec un poˆle simple en s = 1, de re´sidu
Res
s=1
L(f × f, s) = L(Sym2f, 1)
∏
p|N
(
1− 1
p
)
.
91.2.4 Fonctions L de puissance syme´trique
La construction des fonctions L de puissance syme´trique permet d’obtenir des fonctions L
de n’importe quel degre´ d ≥ 2 a` partir d’une forme primitive. Ces re´sultats sont e´tablis pour de
petites valeurs de r et nous les supposerons vrais par la suite.
Soit r un entier strictement positif et f une forme primitive de poids k pair, de niveau q
premier et de caracte`re trivial. Pour ℜs > 1, on de´finit la fonction L de puissance syme´trique
d’ordre r associe´e a` f par le produit eule´rien absolument convergeant
L(Symrf, s) =
∏
p∈P
r∏
i=0
(
1− αf (p)
iβf (p)
r−i
ps
)−1
.
On pose, pour r impair,
Λ(Symrf, s) =
(
qr
πr+1
)s/2 ∏
0≤a≤(r−1)/2
Γ
(
s+ (2a+1)(k−1)2
2
)
Γ
(
s+ 1 + (2a+1)(k−1)2
2
)
,
et pour r pair
Λ(Symrf, s) =
(
qr
πr+1
)s/2
Γ
(s
2
) ∏
1≤a≤r/2
Γ
(
s+ a(k − 1)
2
)
Γ
(
s+ 1 + a(k − 1)
2
)
.
On remarque d’ores et de´ja` que les cas r = 1 et r = 2 correspondent respectivement aux fonctions
L de formes modulaires primitives et aux fonctions L de carre´ syme´trique pour lesquelles les
proprie´te´s relatives aux fonctions L ont de´ja` e´te´ e´nonce´es. Dans toute la suite, on supposera
que :
– la fonction comple´te´e se prolonge en une fonction entie`re d’ordre 1 sur le plan complexe,
– la fonction comple´te´e ve´rifie l’e´quation fonctionnelle
Λ(Symrf, s) = ε(Symrf)Λ(Symrf, 1− s)
avec ε(Symrf) = 1 lorsque r est pair et
ε(Symrf) = ηf (q)i
( r+12 )
2
(k−1)+ r+1
2 pour r impair.
Avec ces hypothe`ses, L(Symrf, s) est une fonction L de degre´ r + 1. Suite aux travaux de Kim
et Shahidi (voir [Kim03], [KS02a] et [KS02b]), nous savons que ces suppositions sont e´galement
ve´rifie´es dans les cas r = 3 et 4. Pour de plus grandes valeurs de r, nous ne disposons que de
re´sultats partiels. On pourra consulter [RR11] et [CM04] pour trouver davantage d’informations
relatives aux fonctions L de puissance syme´trique.
1.2.5 Formes de Maaß
Conside´rons une fonction f de´finie sur le demi-plan de Poincare´ f : H → C. Pour tout
e´le´ment γ de Γ0(N), nous avons de´ja` conside´re´ l’action
f|0γ(z) = f
(
az + b
cz + d
)
ou` γ =
(
a b
c d
)
.
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Supposons N = 1 quelques instants. Il est naturel de chercher les fonctions invariantes sous
l’action de Γ0(N). Si l’on conside`re l’action sur l’ensemble des fonctions holomorphes sur H,
l’ensemble des invariants est restreint a` la fonction nulle. Afin d’obtenir un re´sultat non-trivial,
il nous faut modifier quelques hypothe`ses. La premie`re solution consiste a` modifier l’action |0
de Γ0(N). C’est le point de vue adopte´ dans la section pre´ce´dente et qui est a` l’origine de la
the´orie des formes modulaires en conside´rant les actions |k. La deuxie`me solution consiste a`
modifier l’ensemble des fonctions sur lequel agit Γ0(N). C’est le point de vue qui est esquisse´
dans cette section. Ainsi, nous modifions l’espace des fonctions holomorphes en l’ensemble des
fonctions re´elles analytiques sur H. Par ailleurs, les fonctions holomorphes e´tant harmoniques,
on imposera e´galement une condition portant sur le Laplacien. Pour toute cette section, nous
nous re´fe´rons a` [IK04], [DFI02], [Sel56] et [BK08].
Soit N un entier strictement positif et soit ∆0 le Laplacien donne´ par
∆0 = y
2
(
∂2
∂x2
+
∂2
∂y2
)
.
On s’inte´resse aux fonctions propres de ∆0 qui, de fait, sont des fonctions re´elles analytiques e´tant
donne´ les proprie´te´s des ope´rateurs elliptiques. On note alors par As l’ensemble des fonctions
de´finies sur H, invariantes sous l’action |0 et vecteur propre de ∆0 de valeur propre λ = s(1−s).
As =
{
f : H → C, f|0γ = f pour tout γ dans Γ0(N) et ∆0f = s(1− s)f
}
.
On conside`re e´galement L2(Γ0(N)\H) l’espace des fonctions f invariantes sous l’action de Γ0(N)
de poids 0 et telles que 〈f, f〉N soit fini. Muni du produit scalaire de Petersson, L2(Γ0(N)\H) est
un espace de Hilbert. Par ailleurs, on peut prolonger ∆0 en un ope´rateur autoadjoint et positif
sur L2(Γ0(N)\H) qui, par ailleurs, admet une base compose´e de vecteurs propres de ∆0.
Les premiers exemples d’e´le´ments de As sont donne´s par les se´ries d’Eisenstein qui ne sont
pas de carre´ inte´grable. A` chaque pointe a de Γ0(N), la se´rie d’Eisenstein de niveau N , de poids
0 et de caracte`re trivial est de´finie pour ℜs > 1 par
Ea(z, s) =
∑
γ∈(Γ0(N))a\Γ0(N)
(ℑ(σ−1a γ.z))s
ou` (Γ0(N))a de´signe le stabilisateur de a, et s 7→ Ea(z, s) se prolonge en une fonction me´romorphe
sur C. Alors, pour tout s0 qui n’est pas un poˆle de s 7→ Ea(z, s), la fonction z 7→ Ea(z, s0)
appartient a` As0 et admet le de´veloppement en se´rie de Fourier de la forme
Ea(z, s0) = δ∞(a)ys0+
√
π
Γ(s0 − 12 )
Γ(s0)
ρa(s0, 0)y
1−s0+
2π
√
y
Γ(s0)
∑
m 6=0
|m|s0− 12 ρa(s0,m)Ks0−1/2(2π|m|y)e(mx).
Pour toute fonction lisse a` support compact ψ, on associe a` chaque pointe a une fonction
appele´e se´rie d’Eisenstein incomple`te et de´finie par
Ea(z, ψ) =
∑
γ∈(Γ0(N))a\Γ0(N)
ψ
(ℑ(σ−1a γ.z)) .
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On pose alors E(Γ0(N)\H) l’adhe´rence, pour la norme associe´e au produit scalaire de Petersson,
de l’espace vectoriel engendre´ par les se´ries d’Eisenstein incomple`tes. De plus, on conside`re
l’orthogonal de E(Γ0(N)\H) dans L2(Γ0(N)\H) que l’on note L20(Γ0(N)\H) et que l’on appelle
ensemble des formes de Maaß de poids 0, de niveau N et de caracte`re trivial. Si u est une forme
de Maaß dont la valeur propre associe´e est λ = s(1− s), elle admet un de´veloppement en se´rie
de Fourier de la forme
u(z) =
√
y
∑
m6=0
ρ(m)Ks−1/2(2π|m|)e(mx). (1.2.6)
En posant s = 1/2 + ir, on obtient λ = 1/4 + r2. ∆0 e´tant un ope´rateur autoadjoint positif, ses
valeurs propres sont re´elles et positives. Plusieurs cas peuvent alors se produire :
– Soit r est re´el, auquel cas ℜs = 1/2 et
λ ≥ 1/4.
– Soit r = ±i/2, auquel cas s = 0 ou s = 1 et
λ = 0.
La forme de Maaß u est alors une forme modulaire parabolique de poids 0, de niveau N
et de caracte`re trivial, ie f appartient a` S0(N).
– Soit r est un imaginaire pur tel que 0 < |ℑ(r)| < 1/2 auquel cas
0 < λ < 1/4.
De telles valeurs propres sont appele´es valeurs propres exceptionnelles, il y en a un nombre
fini et l’on conjecture qu’il n’en existe pas. C’est la conjecture de Selberg.
Toute la the´orie des ope´rateurs de Hecke (qui, par ailleurs, commutent avec le Laplacien)
pour les formes modulaires paraboliques s’e´tend a` l’espace L20(Γ0(N)\H) des formes de Maaß. On
obtient ainsi un espace des formes de Maaß nouvelles qui admet une base orthogonale compose´e
de vecteurs propres de tous les ope´rateurs de Hecke. Les e´le´ments de cette base sont appele´s
formes de Maaß primitives auxquelles nous savons e´galement associer une fonction L a` partir
des coefficients de leur de´veloppement en se´rie de Fourier. Pour ce faire, si u est une forme de
Maaß primitive s’exprimant sous la forme (1.2.6), on pose
L(u, s) =
∑
n≥1
ρ(n)
ns
=
∏
p∈P
(
1− ρ(p)
ps
+
1
p2s
)−1
.
Il s’agit d’une fonction L de degre´ 2, de conducteur N , dont les parame`tres locaux en l’infini
sont ±ir ou` s = 1/2 + ir. Ainsi, la conjecture de Selberg pour les fonctions L correspond bien
a` la conjecture de Selberg relative aux valeurs propres associe´es aux formes de Maaß que nous
venons d’e´noncer.
A` la diffe´rence du cas modulaire, la conjecture de Ramanujan-Petersson n’est pas encore
prouve´e dans le cas des formes de Maaß primitives. En notant α(p) et β(p) les racines complexes
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de l’e´quation 1−ρ(p)X+X2 = 0, suite aux travaux de Kim, Shahidi et Sarnak ([Kim03],[KS02a]),
nous disposons actuellement de la borne
|α(p)|, |β(p)| ≤ pθ avec θ = 7/64, (1.2.7)
ce qui correspond a` l’ine´galite´
|ℜ(ir)| ≤ 7
64
.
1.2.6 Structure des fonctions L
Jusqu’a` pre´sent, nous avons illustre´ la notion de fonction L a` travers les exemples de la
fonction ζ de Riemann, de fonctions L de Dirichlet et de fonctions L de formes primitives
(paraboliques ou de Maaß). Remarquons par ailleurs que le produit de fonctions L est encore une
fonction L. Ces exemples sont fondamentaux dans le sens ou`, selon le programme de Langlands,
une fonction L ge´ne´rale se de´compose comme produit de fonctions L que l’on pourrait qualifier
de primitives au sens ou` elles seraient inde´composables. Les fonctions L primitives de degre´ 1 se
trouvent alors eˆtre la fonction ζ et celles associe´es aux caracte`res de Dirichlet primitifs. Quant
aux fonctions L primitives de degre´ 2, elles correspondent aux fonctions L de formes modulaires
primitives (quitte a` rajouter un caracte`re dans la de´finition) et aux fonctions L de formes de
Maaß primitives. Pour un degre´ d quelconque, on imagine que ces fonctions primitives sont celles
associe´es a` des formes automorphes cuspidales de GL(d)\Q. A` ce propos, on pourra consulter
[BK08].
Selon cette philosophie, la fonction ζ de Riemann est la seule fonction primitive a` posse´der
un poˆle en s = 1 (et ce en raison de la divergence de la se´rie harmonique). Aussi, pour une
fonction L(f, s) ge´ne´rale admettant un poˆle d’ordre ν en s = 1, la valuation de cette fonction
en ζ serait e´gale a` ν.
Ainsi, les fonctions L associe´es aux courbes elliptiques de conducteur N sont e´gales a` des
fonctions L de formes modulaires primitives de S2(Γ0(N)) (voir [Wil80] et [BCDT01]).
De la meˆme manie`re, soit K = Q(
√−D) un corps quadratique imaginaire (D sans facteurs
carre´s et D ≡ 3[4]). On note OK l’anneau des entiers alge´briques sur K. A` un caracte`re ψ du
groupe des classes de K prolonge´ trivialement sur les ide´aux principaux, on associe une fonction
L en posant
L(ψ, s) =
∑
a
ψ(a)
(Na)s
ou` la somme porte sur les ide´aux a non triviaux de OK dont la norme est note´e Na. Notons
χD le caracte`re de´fini par le symbole de Legendre χD(n) =
(−D
n
)
. Si ψ n’est pas le caracte`re
trivial, L(ψ, s) est la fonction L d’une forme modulaire de poids 1, de niveau D et de caracte`re
χD. Si ψ = ψ0 est le caracte`re trivial, L(s, ψ0) est le produit de la fonction ζ de Riemann par la
fonction L de Dirichlet L(χD, s). De ce fait provient une e´galite´ fondamentale quant au cardinal
du groupe des classes de K.
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1.3 Taille des fonctions L
1.3.1 Ordre de grandeur
Dans cette section, L(f, s) de´signe une fonction L quelconque de conducteur q(f). Dans les
applications, nous avons besoin de connaˆıtre une borne de L(f, s) lorsque s varie mais e´galement
lorsque f varie dans un ensemble “naturel”. Les informations sur f sont e´galement porte´es par
son degre´ et par ses parame`tres locaux en l’infini. A` cette fin, en comple´ment du conducteur
q(f) que l’on qualifie de conducteur arithme´tique, on introduit un nouveau conducteur q(f, s),
appele´ conducteur analytique, de´fini par
q(f, s) = q(f)
d∏
j=1
(|s+ κj |+ 3) .
A` titre d’exemple, lorsque f est un caracte`re de Dirichlet primitif modulo q, note´ χ, on a
q(χ, s) ≍ q(1 + |s|). De meˆme, en utilisant la formule de Stirling, lorsque f est une forme
primitive de poids k, de niveau N et de caracte`re trivial, on a q(f, s) ≍ k2N(1 + |s|2).
Graˆce aux proprie´te´s de convergence de la se´rie de Dirichlet de´finissant L(f, s) pour traiter
le cas ℜs > 1, de la formule de Stirling et de l’equation fonctionnelle pour le cas ℜs < 0 et
graˆce au principe de Phragmen-Lindelo¨f pour s dans la bande critique, on montre que L(f, s)
est borne´e de manie`re polynomiale dans les bandes verticales. Ceci permet de de´finir pour tout
re´el σ, la fonction
µ(f, σ) = inf {v > 0, |L(f, σ + it)| ≪ q(f, σ + it)v} .
La preuve esquisse´e pre´ce´demment montre en re´alite´ de manie`re plus pre´cise que
– µ(f, σ) = 0 si σ ≥ 1,
– µ(f, σ) = 12 − σ si σ ≤ 0,
– la fonction σ 7→ µ(f, σ) est convexe.
En particulier, nous en de´duisons que pour 0 ≤ σ ≤ 1 on a l’ine´galite´ µ(f, σ) ≤ 1−σ2 , ou de
manie`re e´quivalente, que l’on a µ(f, 1/2) ≤ 1/4. On appelle borne de convexite´ cette majoration
en raison de la manie`re dont elle est obtenue. L’hypothe`se de Lindelo¨f pour L(f, s) pre´dit la
valeur exacte de la fonction µ(f, σ) dans la bande critique. Elle conjecture l’e´galite´
µ(f, σ) = max
{
1
2
− σ, 0
}
=
{
1
2 − σ si σ ≤ 1/2,
0 si σ ≥ 1/2
ce qui revient au meˆme que de conjecturer µ(f, 1/2) = 0. On appelle alors borne de sous-convexite´
n’importe quel re´sultat prouvant µ(f, 1/2) < 1/4.
Dans le cas de la fonction ζ de Riemann, pour tout ǫ > 0, la borne de convexite´ est donne´e
par ζ
(
1
2 + it
) ≪ t 14+ǫ et est notamment ame´liore´e par le re´sultat de sous-convexite´ de Huxley
([Hux05])
ζ
(
1
2
+ it
)
≪ t 32205+ǫ.
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E´tant donne´ que le conducteur analytique encode diffe´rents aspects de la fonction L, dans la
pratique les bornes de sous-convexite´ obtenues ne sont pas les meˆmes en fonction de l’aspect
conside´re´. Ainsi, pour les fonctions L de caracte`re de Dirichlet modulo q, la borne de convexite´
est donne´e, pour tout ǫ > 0, par
L(χ, 1/2 + it)≪ǫ (q |t|)
1
4
+ǫ .
La majoration de Burgess ([Bur63]) donne une borne de sous-convexite´ uniquement par rapport
au module du caracte`re. Pre´cise´ment, pour tout caracte`re χ modulo q non principal et pour tout
ǫ strictement positif, on a
L(χ, 1/2 + it)≪t,ǫ q
3
16
+ǫ
et la de´pendance en t est polynomiale mais moins bonne que celle donne´e par la borne de
convexite´. Heath-Brown ([HB80]) a obtenu une borne de sous-convexite´ a` la fois par rapport au
module et par rapport a` t, en prouvant
L(χ, 1/2 + it)≪ǫ (q|t|)
3
16
+ǫ.
Pour les fonctions L associe´es a` une forme primitive f de poids k, de niveau N et de caracte`re
trivial, la borne de convexite´ est L(f, 1/2 + it) ≪ (k2N |1/2 + it|2) 14+ǫ. Dans le t-aspect, Good
([Goo82]) a obtenu la borne de sous-convexite´
L(f, 1/2 + it)≪k,N t1/3(ln t)5/6. (1.3.1)
Cette borne a e´te´ e´tendue par Jutila et Motohashi ([JM05]) en conside´rant simultane´ment le
poids k et le parame`tre s. Ils prouvent
L(f, 1/2 + it)≪N,ǫ (k + |t|)1/3+ǫ.
Le proble`me de sous-convexite´ est e´galement re´solu pour ces fonctions par rapport au niveau.
Dans [DFI94], Duke, Friedlander et Iwaniec obtiennent la majoration
L(f, 1/2 + it)≪k,t,ǫ N
47
192
+ǫ.
A` ce sujet, on pourra e´galement consulter [DFI02] et[BHM07a]. Enfin, dans [MV10], Michel et
Venkatesh re´solvent le proble`me de sous-convexite´ pour les fonctions L de formes modulaires et
de formes de Maaß primitives. En particulier, ils prouvent qu’il existe δ > 0 tel que
L(f, 1/2 + it)≪ (k2N |t|2)1/4−δ .
Les re´sultats de sous-convexite´ ont de nombreuses applications en the´orie des nombres. On
pourra consulter le tre`s complet [Mic07] a` ce propos. Nous nous contenterons de donner une
application relative aux ze´ros non-triviaux simples de la fonction L associe´e a` la fonction ∆ de
Ramanujan. En posant q = e(z), celle-ci est de´finie par
∆(z) = q
∏
n≥1
(1− qn)24 =
∑
n≥1
τ(n)e(nz).
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On trouvera dans [Ser77] la preuve du fait que ∆ est une forme parabolique de poids 12 et de
niveau 1 (et donc primitive car τ(1) = 1 et S12(1) est un espace vectoriel de dimension 1). En
utilisant la borne de sous-convexite´ de Good dans le t-aspect pre´ce´demment cite´e, Conrey et
Gosh ([CG88]) ont montre´ que L(∆, s) posse´dait une infinite´ de ze´ros simples dans la bande
critique. Plus pre´cise´ment, pour tout ǫ strictement positif et en notant N s∆(T ) le nombre de
ze´ros simples dans la bande critique et de partie imaginaire comprise entre 0 et T , ceux-ci ont
e´tabli la minoration
N s∆(T )≫ǫ T
1
6
−ǫ.
Par ailleurs, toute ame´lioration de la borne de sous-convexite´ de Good ame´liorerait cette mi-
noration. D’autres re´sultats sur les ze´ros simples de fonctions L de formes modulaires existent,
nous y reviendrons dans le chapitre 4.
1.3.2 Re´gion sans ze´ro
Pour la fonction ζ de Riemann, nous disposons assez facilement d’une re´gion sans ze´ro au
sein de la bande critique 2. Nous avons le re´sultat suivant.
The´ore`me 1.3.1 Il existe une constante positive c telle que ζ(σ + it) ne s’annule pas dans la
re´gion du plan complexe de´finie par l’ine´galite´
σ ≥ 1− c
ln(2 + |t|) .
On trouvera la preuve de ce re´sultat dans [Tit86] par exemple. Ce re´sultat se ge´ne´ralise aise´ment
a` d’autres fonctions L mais il apparait alors un phe´nome`ne que la fonction ζ ne met pas en
e´vidence : le ze´ro exceptionnel. Ainsi, pour les fonctions L de caracte`re de Dirichlet, le re´sultat
pre´ce´dent se ge´ne´ralise sous la forme suivante dont on trouvera la preuve dans [Ten95].
The´ore`me 1.3.2 Il existe une constante positive c telle que pour tout caracte`re de Dirichlet
modulo q primitif χ, L(χ, σ + it) s’annule au plus une fois dans la re´gion du plan complexe
de´finie par l’ine´galite´
σ ≥ 1− c
ln(q(2 + |t|)) .
De plus, l’e´ventuel ze´ro est re´el, simple et n’existe qu’au plus pour un seul caracte`re re´el.
On trouvera dans [IK04] (the´ore`me 5.10) un e´nonce´ ge´ne´ral concernant une re´gion sans ze´ro
pour une fonction L au sens ou` nous l’avons de´fini en de´but de chapitre. Nous nous contentons
ici d’e´noncer le re´sultat relatif a` la fonction de Rankin-Selberg L(f × f, s) associe´e a` une forme
primitive f et dont nous aurons besoin au cours du chapitre 3.
The´ore`me 1.3.3 Soit f une forme primitive de poids k, de niveau N et de caracte`re trivial.
Il existe une constante c strictement positive telle que L(f × f, σ + it) ne s’annule pas dans la
re´gion du plan complexe de´finie par l’ine´galite´
σ ≥ 1− c
ln(kN(2 + |t|)) .
2. On sait e´galement de´terminer nume´riquement que ζ ne s’annule pas dans des rectangles de sommets 1/2+ǫ,
1, 1+ iK et 1/2+ ǫ+ iK avec ǫ petit, K de´pendant de ǫ et bien e´videmment borne´. Dans sa preuve de la version
faible de la conjecture de Goldbach, Helfgott utilise de telles re´gions sans ze´ro.
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Ce re´sultat correspond au the´ore`me 5.44 de [IK04] auquel on pourra se re´fe´rer pour en trouver
la preuve. Cependant, celui-ci y est e´nonce´ avec l’existence d’un e´ventuel ze´ro exceptionnel.
Ne´anmoins, comme Iwaniec et Kowalski le font remarquer, graˆce aux travaux de Banks ([Ban97]),
cet e´ventuel ze´ro exceptionnel n’existe pas pour les fonctions L de Rankin-Selberg d’une forme
primitive.
Dans la suite, nous travaillerons avec de telles fonctions L dans la re´gion sans ze´ro e´nonce´e.
Nous aurons besoin du re´sultat suivant.
Proposition 1.3.1 Il existe une constante c strictement positive telle que l’on ait, pour |t| ≥ 3
et σ ≥ 1− c/ ln(t),
1
L(f × f, σ + it) ≪ ln |t|.
Preuve : La preuve de ce re´sultat reproduit celle que l’on trouvera dans [Ten95] pour la fonction ζ
de Riemann et utilise la formule du produit de Hadamard (voir [IK04], the´ore`me 5.6). Cependant,
en notant (Λf×f (n)) la suite de´finie par
−L
′(f × f, s)
L(f × f, s) =
∑
n≥1
Λf×f (n)
ns
,
nous avons besoin de savoir que ces coefficients sont re´els et positifs, ce qu’un calcul rapide donne
imme´diatement.
Λf×f (n) =
{(
αf (p)
ℓ + βf (p)
ℓ
)2
ln p si n = pℓ,
0 sinon.

1.4 Fonctions L et matrices ale´atoires
L’existence d’un lien profond entre les ze´ros non-triviaux d’une famille de fonctions L et
les angles propres de matrices ale´atoires a e´te´ mis en e´vidence par les travaux de Montgomery
([Mon73]). La notion de famille de fonctions L n’est pas bien de´finie mais par la`, nous de´signons
un ensemble de fonctions L associe´es a` des objets f de meˆme nature. Ainsi, pour une famille de
fonctions L naturelle, nous sommes en mesure de lui associer un groupe compact de matrices.
L’objet de cette section est de pre´senter cette philosophie et quelques re´sultats que l’on peut en
tirer. Nous y reviendrons lors du chapitre 5.
1.4.1 Familles de fonctions L et conjecture de densite´
Conside´rons une famille naturelle F de fonctions L pour lesquelles nous supposerons que l’hy-
pothe`se de Riemann est ve´rifie´e. On ordonne cette famille a` l’aide du conducteur analytique qf =
q(f, 0). Ainsi, nous avons des sous-ensemble F(Q) de´finis par F(Q) = {L(f, s) ∈ F , qf = Q}.
Chaque ze´ro ρf de L(f, s) sur la droite critique ℜ(s) = 1/2 pouvant s’e´crire sous la forme
ρf =
1
2 + iγf , nous posons ρ˜f =
1
2 + iγ˜f ou` γ˜f = γf
ln qf
2π est appele´ ze´ro normalise´.
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Afin d’e´tudier la distribution des petits ze´ros de L(f, s), pour chaque fonction test Φ appar-
tenant a` Sν(R), on de´finit
D[Φ](f) =
∑
γ˜f
Φ(γ˜f )
ou` la somme porte sur les parties imaginaires des ze´ros normalise´s compte´s avec multiplicite´.
L’ensemble F(Q) peut eˆtre vu comme un espace probabilise´ associe´ a` la tribu compose´e de
tous les sous-ensembles et e´quipe´ de la mesure de de´nombrement µF(Q). Vu sous cet angle, la
fonction D[Φ] est une fonction mesurable de´finie sur F(Q). Cependant, nous ne sommes pas en
mesure de de´terminer le comportement asymptotique deD[Φ](f) pour une seule fonction L. Pour
palier cette insuffisance et obtenir des re´sultats significatifs, nous devons aborder ce proble`me
en moyenne et conside´rer toute une famille de fonctions L. C’est pourquoi on de´finit la densite´
de niveau 1 comme e´tant l’espe´rance de la variable ale´atoire D[Φ] :
EF(Q)(D[Φ]) =
1
|F(Q)|
∑
L(f,s)∈F(Q)
D[Φ](f).
On de´finit e´galement la variance de D[Φ] par
VF(Q)(D[Φ]) = E([D[Φ]−EF(Q)(D[Φ])]2) = 1|F(Q)|
∑
L(f,s)∈F(Q)
D[Φ](f)− 1|F(Q)| ∑
L(f,s)∈F(Q)
D[Φ](f)
2
On cherche alors a` de´terminer le comportement asymptotique de EF(Q)(D[Φ]) et VF(Q)(D[Φ])
quand Q tend vers l’infini. La conjecture de densite´ pre´dit
lim
Q→+∞
1
|F(Q)|
∑
L(f,s)∈F(Q)
D[Φ](f) =
∫
R
Φ(t)W [F ](t)dt
ou` W [F ] est une fonction de densite´ ne de´pendant que de F .
Les exemples principaux que l’on conside´rera sont les familles de fonctions L associe´es a`
des caracte`res de Dirichlet et les familles de fonctions L de puissance syme´trique. On note G(q)
l’ensemble des fonctions L associe´es a` des caracte`res de Dirichlet primitifs modulo q et on de´finit
alors la famille G en posant
G =
⋃
q≥1
G(q).
De plus, on de´signe par H∗k (q) l’ensemble des formes primitives de poids k pair et de niveau q
premier. Soit r un entier strictement positif. Soient
Hr(q) = {L(Symrf, s), f ∈ H∗k (q)}
et pour r impair,
H±r (q) = {L(Symrf, s), f ∈ H∗k (q) et ε(Symrf) = ±1} .
On de´finit les familles de fonctions L de puissance syme´trique en posant
Hr =
⋃
q premier
Hr(q) et H±r =
⋃
q premier
H±r (q).
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D’une manie`re ge´ne´rale, afin d’estimer la densite´ de niveau 1, on transforme la somme sur les
ze´ros normalise´s en une somme sur les nombres premiers. Malheureusement, nous ne sommes
capable d’e´valuer ces sommes que lorsque le support des fonctions tests est petit. Il en re´sulte
que les the´ore`mes de densite´ existants ne sont e´tablis que pour des fonctions tests appartenant
a` Sνmax(F)(R) avec νmax(F) fixe´. Actuellement, la valeur maximale de νmax(F) existante est 2
suite aux travaux de Iwaniec, Luo et Sarnak ([ILS00]), dans le cas des fonctions L de formes
modulaires, alors que la conjecture de densite´ ne pre´dit aucune restriction de support.
Parfois, il est pre´fe´rable d’utiliser la mesure harmonique en lieu et place de la mesure de
de´nombrement et cela pour des raisons purement techniques. Cela est le cas par exemple, pour
les fonctions L de puissance syme´trique. Plus pre´cise´ment, pour un sous-ensemble A de Hr(q),
on pose
µhHr(q)(A) =
∑
L(Symrf,s)∈A
wq(f) ou` ωq(f) =
Γ(k − 1)
(4π)k−1〈f, f〉q
ainsi que
EhHr(q)(D[Φ]) =
∑
f∈H∗k(q)
ωq(f)D[Φ](Sym
rf)
et VhHr(q)(D[Φ]) =
∑
f∈H∗k(q)
ωq(f)
[
D[Φ](Symrf)− EhHr(q)(D[Φ])
]2
.
Par ailleurs, pour r impair et A un sous-ensemble de H±r (q), on pose
µhH±r (q)(A) = 2
∑
L(Symrf,s)∈A
wq(f)
ainsi que
EhH±r (q)(D[Φ]) = 2
∑
f∈H∗k(q)
ε(Symrf)=±1
ωq(f)D[Φ](Sym
rf)
et VhH±r (q)(D[Φ]) = 2
∑
f∈H∗k (q)
ε(Symrf)=±1
ωq(f)
[
D[Φ](Symrf)− EhH±r (q)(D[Φ])
]2
.
En re´alite´, cette mesure harmonique n’est pas une mesure de probabilite´ mais elle l’est asymp-
totiquement. En fait, graˆce a` la formule des traces de Petersson ([RR11], proposition 2.2) d’une
part, et graˆce a` l’expression conjecture´e pre´ce´demment quant a` la valeur du signe ε(Symrf)
d’autre part, nous avons
lim
q→+∞
q premier
∑
f∈H∗k(q)
ωq(f) = 1 et lim
q→+∞
q premier
∑
f∈H∗k(q)
ε(Symrf)=±1
ωq(f) =
1
2
. (1.4.1)
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1.4.2 Matrices ale´atoires et the´ore`mes de densite´
Jusqu’a` pre´sent, parmi toutes les familles de fonctions L pour lesquelles la conjecture de
densite´ a e´te´ mise a` l’e´preuve (citons [ILS00], [FI03], [HR03a], [RR11] ou [Mil04]), seules cinq
densite´s W [F ] diffe´rentes sont apparues et il est remarquable que les densite´s obtenues corres-
pondent aux densite´s associe´es a` la re´partition des angles propres de sous-groupes G de matrices
unitaires de grandes tailles munis de leur mesure de Haar (A` ce propos, on pourra consulter
[Roy06], [Mic02] ou encore [KS99]). Ainsi, les fonctions de densite´s W [F ] sont e´gales a` une
densite´ W [G]. Ceci nous permet d’associer un groupe de syme´tries G aux familles de fonctions
L.
Les groupes de syme´tries en question sont les groupes forme´s des matrices unitaires U , des
matrices symplectiques Sp, des matrices orthogonales O, des matrices spe´ciales orthogonales de
rang pair SO+ et de rang impair SO− pour lesquels la transforme´e de Fourier de la densite´
W [G] est donne´e par
Ŵ [G](y) = δ0(y) +
δ
2
η(y) + ε (1.4.2)
ou` δ0 est la distribution de Dirac en 0, la fonction η est de´finie sur R par
η(y) =

1 si |y| < 1
1
2 si |y| = 1
0 si |y| > 1
et δ ainsi que ε sont donne´s par le tableau 1.1 ci-apre`s.
G U O Sp SO+ SO−
δ 0 0 −1 1 −1
ε 0 1/2 0 0 1
Tableau 1.1 – Valeur de (δ, ε).
Pour les familles de fonctions L pre´ce´demment introduites, on re´sume les the´ore`mes de
densite´ dans l’e´nonce´ suivant. Ceux-ci sont duˆs a` Hughes et Rudnick ([HR03a]) pour les fonctions
L de Dirichlet, a` Iwaniec, Luo et Sarnak ([ILS00]) pour les fonctions L de formes modulaires.
Royer et Ricotta ont e´tendu ces re´sultats aux fonctions L de puissance syme´trique. On pose
ν1,max(1, k, θ) = 2 et ν1,max(r, k, θ) =
(
1− 1
2(k − 2θ)
)
2
r2
si r ≥ 2 avec θ = 7
64
,
et pour ǫ = ±1,
νǫ1,max(1, k, θ) = 2 et ν
ǫ
1,max(r, k, θ) = inf
{
ν1,max(r, k, θ),
3
r(r + 1)
}
si r ≥ 2.
Par ailleurs, on introduit diffe´rents parame`tres en fonction de la famille conside´re´e. Ceux-ci sont
donne´s par le tableau ci-apre`s.
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F G Hr (r pair) Hr (r impair) H+r (r impair) H−r (r impair)
νmax(F) 2 ν1,max(r, k, θ) ν1,max(r, k, θ) ν+1,max(r, k, θ) ν−1,max(r, k, θ)
ρmax(F) 1 1r2 1r2 12r(r+2) 12r(r+2)
W [F ] W [U ] W [Sp] W [O] W [SO+] W [SO−]
W ∗[F ] W [U ] W [Sp] W [O] W [SO+] W [Sp]
Tableau 1.2 – Quelques familles naturelles de fonctions L.
En admettant suffisamment d’hypothe`ses de Riemann 3, on a le the´ore`me suivant.
The´ore`me 1.4.1 Soit F une famille de fonctions L du tableau pre´ce´dent. Alors, pour toute
fonction test Φ appartenant a` Sνmax(F)(R), on a
lim
q→+∞
q premier
EF(q) (D[Φ]) =
∫
R
Φ(t)W [G](t)dt.
De plus, si Φ appartient a` Sρmax(F)(R), alors
lim
q→+∞
q premier
VF(q) (D[Φ]) =
{∫ 1
−1 |u|Φˆ(u)2du si F = G,
2
∫ 1
−1 |u|Φˆ(u)2du sinon.
Remarque 1.4.1 Dans le cas des fonctions L de puissance syme´trique, ces re´sultats s’e´noncent
avec la mesure harmonique.
En associant un groupe de matrices a` une famille de fonctions L, on dispose alors d’un mode`le
qui nous permet de conjecturer des re´sultats sur les fonctions L en s’inte´ressant a` son pendant
du point de vue matrices ale´atoires. De nombreuses conjectures ont ainsi e´te´ e´mises, on pourra
notamment consulter [CFK+05]. Par ailleurs, les the´ore`mes de densite´s permettent d’obtenir
d’autres re´sultats relatifs aux fonctions L. Bien souvent, ces nouveaux re´sultats sont soumis a`
la validite´ d’une ou plusieurs hypothe`ses de Riemann. Ainsi, Iwaniec, Luo et Sarnak obtiennent
des minorations de la proportion de fonctions L de formes modulaires ne s’annulant pas au point
critique (voir [ILS00], corollaires 1.6, 1.7 et 1.8). De telles proportions sont intimement lie´es a` la
3. Nous ne de´taillerons pas les hypothe`ses en question par souci de lisibilite´. Par ailleurs, dans nos applications
du chapitre 5, nous supposerons l’hypothe`se de Riemann ve´rifie´e pour chaque fonction L. Pour plus de pre´cisions,
nous renvoyons aux articles pre´ce´demment cite´s.
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non-existence du ze´ro exceptionnel pour les fonctions L de Dirichlet, pour lesquelles les auteurs
supposent ve´rifie´es les hypothe`ses de Riemann au cours de la preuve des the´ore`mes de densite´ !
Une autre application relative au plus petit ze´ro non-trivial a e´te´ donne´e par Hughes et
Rudnick ([HR03a]) dans le cas des fonctions L de Dirichlet. Le propos du chapitre 5 est de
ge´ne´raliser cette application a` n’importe quelle famille de fonctions L en fonction du groupe de
syme´tries qui lui est associe´.
1.4.3 Plus petit angle propre
Dans le chapitre 5, nous utiliserons les the´ore`mes de densite´ afin d’obtenir des informations
sur le comportement asymptotique du plus petit ze´ro non-trivial d’une famille de fonctions L.
Penchons-nous quelques instants sur l’analogue de ce proble`me du point de vue des matrices
ale´atoires. En notant pour toute matrice A unitaire, Φ1(A) son plus petit angle propre et en
posant
Φ˜1(A) =

N
2πΦ1(A) si A ∈ U(N),
N
π Φ1(A) si A ∈ SO(2N) ou A ∈ Sp(2N),
N+1/2
π Φ1(A) si A ∈ SO(2N + 1),
on trouve dans [Roy06] les de´veloppements limite´s suivants :
lim
N→+∞
Haar
{
A ∈ U(N) : Φ˜1(A) ∈ [0, x]
}
= x− π
2
36
x4 +O(x6),
lim
N→+∞
Haar
{
A ∈ SO(2N) : Φ˜1(A) ∈ [0, x]
}
= 2x− 2π
2
9
x3 +O(x5),
lim
N→+∞
Haar
{
A ∈ SO(2N + 1) : Φ˜1(A) ∈ [0, x]
}
=
2π2
9
x3 +O(x5),
lim
N→+∞
Haar
{
A ∈ Sp(2N) : Φ˜1(A) ∈ [0, x]
}
=
2π2
9
x3 +O(x5).
En particulier, on en de´duit que quel que soit le groupe de syme´tries G intervenant, on a, pour
tout x > 0, pour tout N assez grand,
Haar
{
A ∈ G(N) : Φ˜1(A) ∈ [0, x]
}
> 0.
Ainsi, pour tout x > 0, pour tout N assez grand, il existe une proportion positive de matrices A
dans G(N) telles que 0 < Φ˜1(A) < x. En particulier, il en existe au moins une. Autrement dit,
lim sup
N→+∞
inf
A∈G(N)
Φ˜1(A) = 0.

Chapitre 2
Proble`me de convolution en moyenne
2.1 E´nonce´ du proble`me et re´sultat
Conside´rons une famille de fonctions gh : R
2 → C de classe C∞ telle que supp gh ⊂
[M1, 2M1] × [M2, 2M2] et telle que, pour tous entiers positifs i et j, on ait la majoration
inde´pendante de h
xiyj
∂i+jgh
∂xi∂yj
(x, y)≪i,j P i1P j2 .
Pour une forme modulaire primitive f de poids k, de niveau N et de caracte`re χ, nous de´signons
par (λf (n))n≥1 la suite des coefficients de Fourier normalise´s de f . Le but de cette e´tude est
d’obtenir une borne non triviale de Σ(ℓ1, ℓ2,H, a), de´finie par
Σ(ℓ1, ℓ2,H, a) =
H∑
h=1
a(h)
∑
m1,m2≥1
ℓ1m1−ℓ2m2=h
λf (m1)λf (m2)gh(m1,m2),
uniforme en ℓ1, ℓ2, P1, P2,M1,M2,H et a ou` (a(h)) de´signe une suite de nombres complexes. On
montre le the´ore`me suivant :
The´ore`me 2.1.1 Soit h1 un entier positif relie´ a` la suite complexe (a(h)) graˆce a` la proprie´te´
a(h) 6= 0⇒ h ≤ H, h1|h et
(
h1,
h
h1
)
= 1.
Alors, pour ℓ1M1 ≍ ℓ2M2 ≍ A et s’il existe ǫ > 0 tel que
H ≪ A
max{P1, P2}2
1
(ℓ1ℓ2M1M2P1P2)ǫ
, (2.1.1)
alors pour tout re´el ε strictement positif, on a
Σ(ℓ1, ℓ2, H, a)≪ A 12hθ1‖a‖2max{P1, P2}
3
2
×
√P1 + P2 + ( A
max{P1, P2}
)θ1 +√ (h1, ℓ1ℓ2)H
h1ℓ1ℓ2
 (ℓ1ℓ2M1M2P1P2H)ε.
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2.2 Me´thode du cercle
2.2.1 Une approximation de la fonction indicatrice de l’intervalle [0, 1]
On trouvera la preuve du lemme suivant dans [Jut97]. Il s’agit d’une variante de la me´thode
du cercle.
Lemme 2.2.1 Soient deux parame`tres Q et δ tels que Q ≥ 1 et Q−2 ≤ δ ≤ Q−1. Soit une
fonction w : R → R, positive, borne´e, dont le support est contenu dans [Q, 2Q] et ve´rifiant∑
Q≤q≤2Qw(q) > 0. Pour chaque rationnel r, on note Ir la fonction indicatrice de l’intervalle
[r − δ, r + δ] et on pose
Λ =
∑
q≥0
w(q)ϕ(q), I˜(α) =
1
2δΛ
∑
q≥0
w(q)
∑
d(q)
∗
Id/q(α)
ou` ϕ de´signe la fonction indicatrice d’Euler et ou` l’aste´risque restreint la somme aux classes de
congruences modulo q inversibles dans Z/qZ. Alors, pour tout re´el ε strictement positif, on a∫ 1
0
(1− I˜(α))2dα≪ε Q
2+ε
δΛ2
.
Remarque 2.2.1 La fonction I˜ est construite pour approcher la fonction indicatrice de l’in-
tervalle [0, 1]. Pour ce faire, I˜ s’e´crit comme une combinaison line´aire d’indicatrices de petits
intervalles autour des rationnels de [0, 1] dont le de´nominateur de la repre´sentation sous forme
irre´ductible est compris entre Q et 2Q. Ces rationnels forment une suite de Farey. Par ailleurs,
le voisinage autour de ces rationnels est pris suffisamment petit pour que les fonctions indica-
trices ainsi construites soient a` support disjoint. Le parame`tre Λ repre´sente alors le nombre de
rationnels dans la suite de Farey, c’est-a`-dire le nombre de fonctions indicatrices de´finissant I˜. Le
facteur 1/2δΛ est un facteur de normalisation assurant
∫ 1
0 I˜(α)dα = 1. Le lemme 2.2.1 pre´cise
alors de quelle manie`re I˜ approche 1[0,1].
2.2.2 Contribution des arcs mineurs
Soit ∆ = min
{
P1
ℓ1M1
, P2ℓ2M2
}
. Soit Q ≥ 1/∆. On pose δ = 1/Q de telle sorte que δ ≤ ∆. Dans
la suite, on choisira Q = (P1P2M1M2Hℓ1ℓ2)
A avec A grand et ainsi Q de´signera un parame`tre de
grande taille. On conside`re e´galement φ : R→ R lisse, ve´rifiant φ(0) = 1, supp φ ⊂ [−∆−1,∆−1]
et ‖φ(j)‖∞ ≪j ∆j . On pose alors
Wh(x, y) = gh(x, y)φ(ℓ1x− ℓ2y − h).
E´tant donne´ la de´finition de ∆, comme gh, la fonction Wh ve´rifie
xiyj
∂i+jWh
∂xi∂yj
(x, y)≪i,j P i1P j2
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mais le support de Wh se retrouve quelque peu restreint par rapport a` celui de gh puisque
Vol(supp gh)≪M1M2 alors que
Vol(supp Wh)≪
{
M1M2
P1
si ℓ1M1P1 ≫ ℓ2M2P2 ,
M1M2
P2
si ℓ1M1P1 ≪ ℓ2M2P2 .
(2.2.1)
On conside`re e´galement une fonction lisse w : R→ R a` support dans [Q, 2Q] et dont les de´rive´es
successives ve´rifient ‖w(j)‖∞ ≪j Q−j. On pose
Λ =
∑
q≡0[Nℓ1ℓ2]
w(q)ϕ(q) ≍ Q
2
Nℓ1ℓ2
. (2.2.2)
Proposition 2.2.1 Pour tout re´el ε > 0, on a
Σ(ℓ1, ℓ2,H, a) = Σ1(ℓ1, ℓ2,H, a) +O
(
ℓ1ℓ2P1P2N
3k3
√
M1M2√
Q
‖a‖1(QM1M2Nk)ε
)
avec
Σ1(ℓ1, ℓ2,H, a) =
1
2δΛ
H∑
h=1
a(h)
∑
q≡0[Nℓ1ℓ2]
w(q)
∑
d(q)
∗ ∫ δ
−δ
∑
m1,m2≥1
λf (m1)λf (m2)
e
(
ℓ1m1
(
d
q
+ η
))
e
(
−ℓ2m2
(
d
q
+ η
))
Wh(m1,m2)e
(
−h
(
d
q
+ η
))
dη.
(2.2.3)
Preuve : E´tant donne´ que φ(0) = 1, on peut changer gh enWh dans la de´finition de Σ(ℓ1, ℓ2,H, a).
Par ailleurs, on de´tecte la condition ℓ1m1 − ℓ2m2 = h graˆce a` la relation
∫ 1
0 e(nα)dα = δ(n) (le
symbole δ de´signant ici la distribution de Dirac en 0). Ce faisant, on obtient
Σ(ℓ1, ℓ2,H, a) =
H∑
h=1
a(h)
∫ 1
0
∑
m1,m2≥1
λf (m1)λf (m2)e(ℓ1m1α)e(−ℓ2m2α)Wh(m1,m2)e(−hα)dα.
On applique alors le lemme 2.2.1 avec les parame`tres Q, δ pre´ce´demment de´finis et avec la
fonction q 7→ w(q)1{q≡0[Nℓ1ℓ2]}(q). Il vient imme´diatement
Σ(ℓ1, ℓ2,H, a) = Σ1(ℓ1, ℓ2,H, a)
+
H∑
h=1
a(h)
∫ 1
0
∑
m1,m2≥1
λf (m1)λf (m2)e(ℓ1m1α)e(−ℓ2m2α)Wh(m1,m2)e(−hα)(1 − I˜(α))dα.
Le terme Σ1(ℓ1, ℓ2,H, a) correspond ainsi a` la contribution de α au voisinage des rationnels de la
suite de Farey conside´re´e (les arcs majeurs). La diffe´rence entre Σ(ℓ1, ℓ2,H, a) et Σ1(ℓ1, ℓ2,H, a)
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correspond quant a` elle a` la contribution des α loin des rationnels de la suite de Farey, ce sont
les arcs mineurs. Par ailleurs, on a
Σ(ℓ1, ℓ2,H, a)− Σ1(ℓ1, ℓ2,H, a)
≪
H∑
h=1
|a(h)|
∫ 1
0
|1− I˜(α)|dα max
α∈[0,1]
∣∣∣∣∣∣
∑
m1,m2≥1
λf (m1)λf (m2)e(ℓ1m1α)e(−ℓ2m2α)Wh(m1,m2)
∣∣∣∣∣∣ .
Graˆce a` l’ine´galite´ de Cauchy-Schwarz et au lemme 2.2.1, nous avons d’une part
∫ 1
0
|1− I˜(α)|dα ≤
√∫ 1
0
|1− I˜(α)|2dα≪ Q
1+ε
√
δΛ
≪ Q
εNℓ1ℓ2√
Q
.
D’autre part, graˆce a` une double transformation d’Abel et a` la formule de Taylor, on a
max
α∈[0,1]
∣∣∣∣∣∣
∑
m1,m2≥1
λf (m1)λf (m2)e(ℓ1m1α)e(−ℓ2m2α)Wh(m1,m2)
∣∣∣∣∣∣
≤ max
α1∈[0,1]
α2∈[0,1]
∣∣∣∣∣∣
∑
m1,m2≥1
λf (m1)λf (m2)e(ℓ1m1α1)e(−ℓ2m2α2)Wh(m1,m2)
∣∣∣∣∣∣
≤ max
α1∈[0,1]
α2∈[0,1]
∑
m1,m2≥1
∣∣∣∣∣∣
∑
n1≤m1
λf (n1)e(ℓ1n1α1)
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
n2≤m2
λf (n2)e(ℓ2n2α2)
∣∣∣∣∣∣
∫ m1+1
m1
∫ m2+1
m2
∣∣∣∣∂2Wh∂u∂v (u, v)
∣∣∣∣ dudv.
On trouvera dans [HM06a] (proposition 2.5) la majoration suivante relative aux sommes d’ex-
ponentielles associe´es a` une forme primitive. Pour tout ε > 0, uniforme´ment en x, α re´el et f ,
on a ∑
n≤x
λf (n)e(nα)≪ε Nk3/2x1/2(Nkx)ε.
On en de´duit
Σ(ℓ1, ℓ2,H, a) −Σ1(ℓ1, ℓ2,H, a)
≪‖a‖1Q
εNℓ1ℓ2√
Q
N2k3
√
M1M2(NkM1M2)
ε
∫ +∞
1
∫ +∞
1
∣∣∣∣∂2Wh∂u∂v (u, v)
∣∣∣∣ dudv
≪‖a‖1N
3k3ℓ1ℓ2P1P2
√
M1M2√
Q
(QNkM1M2)
ε.

La suite de ce chapitre sera inte´gralement de´die´e a` l’estimation de la contribution des arcs
majeurs.
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2.3 Arcs majeurs et partie diagonale
2.3.1 Formule sommatoire
Le lemme suivant pre´sente une formule sommatoire de type Vorono¨ı qui permet de transfor-
mer des sommes courtes d’exponentielles en sommes plus longues d’exponentielles. Cette formule
est un cas particulier de celles e´tablies dans l’annexe A de [KMV02].
Lemme 2.3.1 Soit f une forme modulaire primitive de poids k, de niveau N et de caracte`re
χ. Soit w : R+ → R∗± lisse et a` support compact. On suppose que d et q sont deux entiers
strictement positifs premiers entre eux tels que N divise q. Soit d tel que dd ≡ 1[q]. Alors∑
m≥1
λf (m)e
(
dm
q
)
w(m) = χ(d)
∑
m≥1
λf (m)e
(
−dm
q
)
2ikπ
q
∫ +∞
0
w(x)Jk−1
(
4π
√
mx
q
)
dx.
Lemme 2.3.2 Soit ψ une fonction lisse a` support compact inclus dans [M, 2M ] et ve´rifiant
pour tout entier j positif ∣∣∣xjψ(j)(x)∣∣∣≪j P j
ou` P est un re´el tel que P ≥ 1. Soit λ un re´el strictement positif et ν un complexe. Alors pour
tout entier i positif , il existe une fonction ψi lisse a` support dans [M, 2M ], ve´rifiant∣∣∣xjψ(j)i (x)∣∣∣≪i,j P j
et telle que ∫ +∞
0
Jν−1(λ
√
x)ψ(x)dx =
(
Pν
λ
√
M
)i ∫ +∞
0
Jν+i−1(λ
√
x)ψi(x)dx.
Preuve : On prouve ce lemme par re´currence sur i. L’initialisation de cette re´currence e´tant
imme´diate, il nous faut prouver l’he´re´dite´. Par ailleurs, quitte a` remplacer ψi par ψ, il suffit de
prouver l’existence de ψ1. De la relation (A.2), on de´duit
d
dx
[
xν/2Jν(λ
√
x)
]
=
λ
2
x
ν−1
2 Jν−1(λ
√
x).
De`s lors, une inte´gration par parties donne∫ +∞
0
Jν−1(λ
√
x)ψ(x)dx =
Pν
λ
√
M
∫ +∞
0
Jν(λ
√
x)ψ1(x)dx
avec
ψ1(x) = −2
√
M
νP
xν/2
d
dx
[
x
1−ν
2 ψ(x)
]
=
2
√
M
νP
(
ν − 1
2
√
x
ψ(x) −√xψ′(x)
)
.
La formule de Leibnitz montre enfin que les de´rive´es successives de ψ1 ve´rifient bien les majo-
rations annonce´es.

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Les deux lemmes analytiques pre´ce´dents nous permettent de de´duire le corollaire suivant.
Corollaire 2.3.1 On a
Σ1(ℓ1, ℓ2,H, a) =
1
2δΛ
H∑
h=1
a(h)
∑
q≡0[Nℓ1ℓ2]
w(q)
∫ δ
−δ
e(−ηh)
×
∑
m1,m2≥1
λf (m1)λf (m2)S(−h, ℓ2m2 − ℓ1m1; q)Gq,h,η(m1,m2)dη
avec
Gq,h,η(x1, x2) =
4π2ℓ1ℓ2
q2
∫ +∞
0
∫ +∞
0
Wh(t1, t2)e(ℓ1t1η − ℓ2t2η)
× Jk−1
(
4πℓ1
√
x1t1
q
)
Jk−1
(
4πℓ2
√
x2t2
q
)
dt1dt2.
De plus, la fonction Gq,h,η ve´rifie
Gq,h,η(m1,m2)≪r1,r2
ℓ1ℓ2
q2
Vol(supp Wh)
(
P1kq
ℓ1
√
m1M1
)r1 ( P2kq
ℓ2
√
m2M2
)r2
× 1√
1 + ℓ1
√
M1m1
q
1√
1 + ℓ2
√
M2m2
q
. (2.3.1)
Preuve : En appliquant a` deux reprises le lemme 2.3.1, on obtient∑
m1,m2≥1
λf (m1)λf (m2)e
(
ℓ1m1
(
d
q
+ η
))
e
(
−ℓ2m2
(
d
q
+ η
))
Wh(m1,m2)
=
∑
m1,m2≥1
λf (m1)λf (m2)e
(
d(ℓ2m2 − ℓ1m1)
q
)
Gq,h,η(m1,m2).
En inse´rant cette relation dans la relation (2.2.3) de´finissant Σ1(ℓ1, ℓ2,H, a), la somme sur d se
transforme en la somme de Kloosterman S(−h, ℓ2m2−ℓ1m1; q) et on obtient la relation annonce´e.
Concernant la taille de la fonction Gq,h,η, e´tant donne´ que |η| ≤ δ = 1/Q ≤ ∆, l’application
Wh,η : (t1, t2) 7→Wh(t1, t2)e(ℓ1t1η − ℓ2t2η) a son support inclus dans celui de Wh et ve´rifie
ti1t
j
2
∂i+jWh,η
∂ti1∂t
j
2
(t1, t2)≪i,j P i1P j2 .
De`s lors, graˆce au lemme 2.3.2, pour tout couple d’entiers positifs (r1, r2), il existe une fonction
lisse Wh,η,r1,r2 borne´e (dont la borne ne de´pend que de r1 et r2) dont le support est inclus dans
celui de Wh telle que
Gq,h,η(m1,m2) =
4π2ℓ1ℓ2
q2
(
P1kq
4πℓ1
√
m1M1
)r1 ( P2kq
4πℓ2
√
m2M2
)r2
×
∫ +∞
0
∫ +∞
0
Wh,η,r1,r2(t1, t2)Jk+r1−1
(
4πℓ1
√
m1t1
q
)
Jk+r2−1
(
4πℓ2
√
m2t2
q
)
dt1dt2.
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On obtient alors la majoration (2.3.1) en utilisant la borne Jν(z)≪ 1(1+z)1/2 pour ν entier positif
(confer [KMV02], appendice C ou [Blo05], partie 5).

On de´compose alors
Σ1(ℓ1, ℓ2,H, a) = Σ
D
1 (ℓ1, ℓ2,H, a) + Σ
ND
1 (ℓ1, ℓ2,H, a) (2.3.2)
avec
ΣD1 (ℓ1, ℓ2,H, a) =
1
2δΛ
H∑
h=1
a(h)
∑
q≡0[Nℓ1ℓ2]
w(q)
∫ δ
−δ
e(−ηh)
×
∑
m1,m2≥1
ℓ1m1=ℓ2m2
λf (m1)λf (m2)S(−h, ℓ2m2 − ℓ1m1; q)Gq,h,η(m1,m2)dη
et
ΣND1 (ℓ1, ℓ2,H, a) = Σ1(ℓ1, ℓ2,H, a)− ΣD1 (ℓ1, ℓ2,H, a).
2.3.2 Contribution des termes diagonaux
L’objet de cette partie est d’estimer la contribution des termes diagonaux dans Σ1(ℓ1, ℓ2,H, a).
Plus pre´cise´ment, on prouve la proposition suivante :
Proposition 2.3.1 Pour i = 1, 2, posons ℓ′i = ℓi/(ℓ1, ℓ2). Alors pour tout re´el strictement positif
ε, on a
ΣD1 (ℓ1, ℓ2,H, a)≪
HP1P2k
2‖a‖1
Q
√
M1M2ℓ
′
1ℓ
′
2
Vol(supp Wh)
(
P1P2k
2Q2
ℓ1ℓ2
√
M1M2
)ε
.
Remarque 2.3.1 Dans cette majoration, il apparait une puissance ne´gative de Q (on a Q2ε−1).
En prenant Q grand devant les autres parame`tres, on montre ainsi que la contribution diagonale
est ne´gligeable.
Preuve : On a de´fini ℓ′1 et ℓ
′
2 de telle sorte que la condition m1ℓ1 = m2ℓ2 soit e´quivalente a`
(m1,m2) = (mℓ
′
2,mℓ
′
1) avec m entier. On a alors
ΣD1 (ℓ1, ℓ2, H, a)≪
1
Λ
H∑
h=1
|a(h)|
∑
Q≤q≤2Q
q≡0[Nℓ1ℓ2]
∑
m≥1
τ(mℓ′1)τ(mℓ
′
2) |S(−h, 0; q)| max
η∈[−δ,δ]
|Gq,h,η(mℓ′2,mℓ′1)| .
On a d’une part la majoration des sommes de Ramanujan qui nous donne |S(−h, 0; q)| ≤ (h, q) ≤
H et d’autre part, graˆce a` l’estimation (2.3.1), on a pour tout entier r positif
max
η∈[−δ,δ]
∣∣Gq,h,η(mℓ′2,mℓ′1)∣∣≪ ℓ1ℓ2q2 Vol(supp Wh)
(
P1P2k
2q2
mℓ1ℓ2
√
M1M2ℓ′1ℓ
′
2
)r
.
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De`s lors, en appliquant la majoration pre´ce´dente avec r = 0 pour les petites valeurs de m et
avec r ≥ 2 pour les grandes valeurs de m, on en de´duit
ΣD1 (ℓ1, ℓ2,H, a)≪
Hℓ1ℓ2
Q2Λ
Vol(supp Wh)‖a‖1(ℓ′1ℓ′2)ε
 ∑
Q≤q≤2Q
q≡0[Nℓ1ℓ2]
1

×
 ∑
m<
P1P2k
2Q2
ℓ1ℓ2
√
M1M2ℓ
′
1
ℓ′
2
m2ε +
(
P1P2k
2Q2
ℓ1ℓ2
√
M1M2ℓ
′
1ℓ
′
2
)r ∑
m≥ P1P2k2Q2
ℓ1ℓ2
√
M1M2ℓ
′
1
ℓ′
2
m2ε−r

≪ Hℓ1ℓ2
Q3
Vol(supp Wh)‖a‖1(ℓ′1ℓ′2)ε
(
P1P2k
2Q2
ℓ1ℓ2
√
M1M2ℓ
′
1ℓ
′
2
)1+2ε
.
On obtient le re´sultat annonce´ apre`s simplification.

2.4 Arcs majeurs et de´composition spectrale
On e´tudie dans cette partie la contribution des termes non diagonaux figurant dans Σ1(ℓ1, ℓ2,H, a).
On montre la proposition suivante, qui combine´e avec la relation 2.3.2 et les propositions 2.2.1
et 2.3.1, prouve le the´ore`me 2.1.1 au de´tail pre`s que le facteur max{P1, P2}3/2 est remplace´ par
max{P1,P2}5/2
min{P1,P2} . Pour obtenir le the´ore`me sous la forme annonce´e, il suffit de remarquer que les
fonctions gh ve´rifient clairement pour tout couple d’entiers positifs (i, j)
xiyj
∂i+jgh
∂xi∂yj
(x, y)≪i,j max{P1, P2}i+j .
Proposition 2.4.1 Si ℓ1M1 ≍ ℓ2M2 ≍ A, alors pour tout re´el ε strictement positif, on a
ΣND1 (ℓ1, ℓ2, H, a)≪ A
1
2hθ1‖a‖2
max{P1, P2} 52
min{P1, P2}
×
√P1 + P2 + ( A
max{P1, P2}
)θ1 +√ (h1, ℓ1ℓ2)H
h1ℓ1ℓ2
 (ℓ1ℓ2M1M2P1P2H)ε.
2.4.1 Initialisation
On introduit les parame`tres M1 et M2 de´finis, pour ε > 0, par
M1 = Q
2P 21 k
2
ℓ21M1
(ℓ1ℓ2M1M2P1P2)
ε et M2 = Q
2P 22 k
2
ℓ22M2
(ℓ1ℓ2M1M2P1P2)
ε.
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Soit w1 : R 7→ R lisse, a` support dans [1/2, 2H], constante e´gale a` 1 sur [1,H] et ve´rifiant
|w′1(h)| ≪ 1/h. Par ailleurs, on pose
aη,t1,t2(h) = a(h)e(−ηh)Wh(t1, t2)e(ℓ1t1η − ℓ2t2η)
et Φt1,t2(x;m1,m2, r, h) =
Qx√
h|r|Jk−1
(
xℓ1
√
m1t1√
h|r|
)
Jk−1
(
xℓ2
√
m2t2√
h|r|
)
w
(
4π
√
h|r|
x
)
w1(h).
On introduit e´galement les fonctions Φ1 et Φ2 de´finies par
Φ1(x; y, z, ξ) =
∂3
∂ξ∂z∂y
[
Φt1,t2
(
x; y,
z + ℓ1y
ℓ2
, z, ξ
)]
(2.4.1)
et Φ2(x; y, z, ξ) =
∂3
∂ξ∂z∂y
[
Φt1,t2
(
x;
z + ℓ2y
ℓ1
, y, z, ξ
)]
. (2.4.2)
L’e´tude de ces fonctions sera essentielle dans l’estimation de Σ1(ℓ1, ℓ2,H, a), c’est pourquoi on
commence par e´noncer quelques lemmes pre´cisant les proprie´te´s analytiques de Φ1 et Φ2. Dans
toute la suite, on conside`re les parame`tres αi et βi de´finis par
α1 =
ℓ1
√
t1y√
zξ
, β1 =
√
ℓ2t2(z + ℓ1y)√
zξ
,
α2 =
ℓ2
√
t2y√
zξ
, β2 =
√
ℓ1t1(z + ℓ2y)√
zξ
.
Lemme 2.4.1 Il existe des fonctions lisses u1 et v1 de R dans R, a` support dans [1/2, 2H]
ve´rifiant u1|[1,H] = v1|[1,H] = 1 et ‖u1‖∞, ‖v1‖∞ ≪ 1 et des fonctions u, v de R dans R, a` support
dans [Q, 2Q] et dont les de´rive´es successives ve´rifient ‖u(j)‖∞, ‖v(j)‖∞ ≪j Q−j et il existe une
constante c strictement positive telles que, pour (i, j) = (1, 2) ou (2, 1), pour tous re´els positifs
x, y, z et ξ ve´rifiant ξ ≫ 1, z ≫ 1 et 1≪ y ≪Mi, alors
Φi(x; y, z, ξ) =
√
ℓi
Qzξ
√
y
[
u1(ξ)u
(
4π
√
zξ
x
)
+ v1(ξ)v
(
4π
√
zξ
x
)]
×
[√
ℓitiJ
′
k−1 (xαi)Jk−1 (xβi) +
√
ℓjtjJk−1 (xαi) J ′k−1 (xβi)
]
+O
(
(ℓ1ℓ2M1M2P1P2k)
c
Q2
)
.
Preuve : On traite uniquement le cas de Φ1. On obtient de la meˆme manie`re le re´sultat annonce´
pour Φ2. Afin d’alle´ger quelque peu les notations, on pose
A(x; y, z, ξ) = ℓ1
√
t1J
′
k−1(α1x)Jk−1(β1x) +
√
ℓ1ℓ2t2Jk−1(α1x)J ′k−1(β1x).
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De`s lors,
Φ1(x; y, z, ξ)
=
∂3
∂ξ∂z∂y
[
Qx√
zξ
w
(
4π
√
zξ
x
)
w1(ξ)Jk−1(αx)Jk−1(βx)
]
=
∂2
∂ξ∂z
[
Qx2
2zξ
√
y
w
(
4π
√
zξ
x
)
w1(ξ)A(x; y, z, ξ)
]
=
∂
∂ξ
[
Qx2
2ξz2
√
y
w1(ξ)
(
2π
√
zξ
x
w′
(
4π
√
zξ
x
)
− w
(
4π
√
zξ
x
))
A(x; y, z, ξ)
]
+
∂
∂ξ
[
Qx2
2zξ
√
y
w1(ξ)w
(
4π
√
zξ
x
)
∂A
∂ξ
(x; y, z, ξ)
]
=
Qx2
2z2ξ2
√
y
(
[ξw′1(ξ)− w1(ξ)]
[
2π
√
zξ
x
w′
(
4π
√
zξ
x
)
− w
(
4π
√
zξ
x
)]
+w1(ξ)
[
−π
√
zξ
x
w′
(
4π
√
zξ
x
)
+
4π2zξ
x2
w′′
(
4π
√
zξ
x
)])
A(x; y, z, ξ) + E1 + E2 + E3
avec
E1 =
Qx2
2z2ξ
√
y
w1(ξ)
[
2π
√
zξ
x
w′
(
4π
√
zξ
x
)
− w
(
4π
√
zξ
x
)
)
]
∂A
∂ξ
(x; y, z, ξ)
E2 =
Qx2
2zξ2
√
y
[
(ξw′1(ξ)− w1(ξ))w
(
4π
√
zξ
x
)
+ w1(ξ)
2π
√
zξ
x
w′
(
4π
√
zξ
x
)]
∂A
∂z
(x; y, z, ξ)
E3 =
Qx2
2zξ
√
y
w1(ξ)w
(
4π
√
zξ
x
)
∂2A
∂ξ∂z
(x; y, z, ξ).
On calcule
∂A
∂z
(x; y, z, ξ) = − x
√
y
2z
√
zξ
[
ℓ21t1J
′′
k−1(αx)Jk−1(βx) + 2ℓ1
√
ℓ1ℓ2t1t2J
′
k−1(αx)J
′
k−1(βx)
+ℓ1ℓ2t2Jk−1(αx)J ′′k−1(βx)
]
. (2.4.3)
Or pour tout entier naturel j, on dispose de la majoration 1
∣∣∣J (j)k−1(x)∣∣∣ ≤ 1. De`s lors, e´tant donne´
que x√
zξ
≍ 1/Q graˆce au support de w et comme z, ξ ≫ 1, on en de´duit
E2 ≪ Qx
3
(ξz)5/2
(ℓ21t1 + ℓ1
√
ℓ1ℓ2t1t2 + ℓ1ℓ2t2)≪
(
ℓ1
√
t1 +
√
ℓ1ℓ2t2
)2
Q2
.
On montre de la meˆme manie`re
E1 ≪
(
ℓ1
√
t1 +
√
ℓ1ℓ2t2
)2
Q2
.
Pour finir, en de´rivant la relation (2.4.3), on montre
E3 ≪
(
ℓ1
√
t1 +
√
ℓ1ℓ2t2
)2
Q2
+
√
y
z3/2ξ
(
ℓ1
√
t1 +
√
ℓ1ℓ2t2
)3
Q3
.
E´tant donne´ que y ≪ M1, t1 ≍ M1 et t2 ≍ M2, le terme E1 + E2 + E3 donne bien le terme
d’erreur annonce´.

1. Ceci est une conse´quence de la repre´sentation inte´grale (confer (A.1)) de la fonction de Bessel.
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Dans toute la suite, on posera
x˜ =
2π
√
zξ
Q
.
Lemme 2.4.2 Pour i = 1, 2, il existe des fonctions lisses C±±i a support dans [x˜, 2x˜] ve´rifiant
pour tout ε > 0 et tout entier n≪ 1
xn
dnC±±i
dxn
(x)≪k,n Q
ε
√
ℓ1M1 + ℓ2M2√
1 + αix˜
√
1 + βix˜
,
et telles que, pour tous re´els positifs x, y, z et ξ ve´rifiant ξ ≫ 1, z ≫ 1 et 1≪ y ≪Mi, on ait
Φi(x; y, z, ξ) =
√
ℓi
Qzξ
√
y
∑
±,±
C±±i (x)e
( x
2π
(±αi ± βi)
)
+O
(
(ℓ1ℓ2M1M2P1P2k)
c
Q2
)
.
Preuve : Soit n ≤ n0 et ǫ = ε/n0. Pour xαi ≤ Qǫ, on pose
Jk−1(αix) = e
(xαi
2π
)
Jk−1 (αix)
e
(−xαi2π )
2
+ e
(
−xαi
2π
)
Jk−1 (αix)
e
(
xαi
2π
)
2
et J ′k−1(αix) = e
(xαi
2π
)
J ′k−1 (αix)
e
(−xαi2π )
2
+ e
(
−xαi
2π
)
J ′k−1 (αix)
e
(
xαi
2π
)
2
.
Pour αi ≤ Qǫ, a` partir du de´veloppement asymptotique
Jk−1(x) =
1√
2πx
e
(
x
2π
− 2k − 1
8
)M−1∑
j=0
ijΓ(k − 1/2 + j)
j!Γ(k − 1/2− j)(2x)j
+
1√
2πx
e
(
− x
2π
+
2k − 1
8
)M−1∑
j=0
(−i)jΓ(k − 1/2 + j)
j!Γ(k − 1/2− j)(2x)j +O(x
−M−1/2)
que l’on trouvera dans [Wat95] (e´quation 1 paragraphe 3.61 et e´quations 1 et 2 du paragraphe
7.2), on de´compose
Jk−1(αix) = e
(xαi
2π
) C1(αix)√
αix
+ e
(
−xαi
2π
) C2(αix)√
αix
+O(Q−(M+1/2)ǫ)
ou` C1 et C2 sont des fonctions lisses ve´rifiant x
iC
(i)
1,2(x) ≪k,i 1. Une telle de´composition existe
e´galement pour J ′k−1. Dans tous les cas, on peut e´crire
Jk−1(αix) = e
(xαi
2π
)
C+(x) + e
(
−xαi
2π
)
C−(x) +O(Q−A)
et Jk−1(αix) = e
(xαi
2π
)
D+(x) + e
(
−xαi
2π
)
D−(x) +O(Q−A)
avec xnC
(n)
± ≪ Q
n0ǫ√
1+xαi
et xnD
(n)
± ≪ Q
n0ǫ√
1+xαi
. On de´compose de la meˆme manie`re Jk−1 (xβi) et
J ′k−1 (xβi), puis on conclut graˆce au lemme 2.4.1 en prenant M suffisamment grand.

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On note
Ξi =
√
ℓi√
1 + x˜αi
√
1 + x˜βi
Qε
√
ℓ1M1 + ℓ2M2
Qzξ
√
y
.
Lemme 2.4.3 Il existe des fonctions Φ±i (x; y, z, ξ) et une constante c strictement positive telles
que, pour y, z et ξ ve´rifiant ξ ≫ 1, z ≫ 1 et 1≪ y ≪Mi, on ait
Φi(x; y, z, ξ) = Φ
+
i (x; y, z, ξ) + Φ
−
i (x; y, z, ξ) +O
(
(ℓ1ℓ2M1M2P1P2k)
c
Q2
)
ou` les fonctions Φ±i ve´rifient, pour tous re´els strictement positifs ǫ, ε et A,
Φˇ±i (t; y, z, ξ), Φˆ
±
i (t; y, z, ξ)≪A,ε
{
Ξi
QA
si t ≥ (1 + |αi ± βi|x˜)Qε,
ΞiQ
ǫ
1+|αi±βi|x˜ si t ≤ (1 + |αi ± βi|x˜)Qε
pour t > 0, (2.4.4a)
Φ˜±i (k; y, z, ξ)≪A,ε
{
Ξi
QA
si k ≥ (1 + |αi ± βi|x˜)Qε,
ΞiQǫ
1+|αi±βi|x˜ si k ≤ (1 + |αi ± βi|x˜)Qε
pour k ∈ N, (2.4.4b)
Φˇ±i (it; y, z, ξ), Φˆ
±
i (it; y, z, ξ)≪A,ε ΞiQǫ
x˜−2t
1 + (|αi ± βi|x˜)A pour 0 < t < 1/2. (2.4.4c)
Preuve : En reprenant les notations du lemme 2.4.2, on de´compose Φ sous la forme de´sire´e en
posant
Φ+i (x; y, z, ξ) =
√
ℓi
Qzξ
√
y
[
C++i (x)e
( x
2π
(αi + βi)
)
+ C−−i (x)e
(
− x
2π
(αi + βi)
)]
,
Φ−i (x; y, z, ξ) =
√
ℓi
Qzξ
√
y
[
C+−i (x)e
( x
2π
(αi − βi)
)
+ C−+i (x)e
(
− x
2π
(αi − βi)
)]
.
Remarquons de plus que pour j = 1 ou j = 2, graˆce a` la condition (2.1.1), il existe ε′ > 0 tel
que l’on ait
x˜≪
√
HℓjMj
Q
≪ kPj
√
H√
ℓjMj
(ℓ1ℓ2M1M2P1P2)
ε ≪ (ℓ1ℓ2M1M2P1P2)−ε′ ≤ 1.
En utilisant la majoration (A.4a), on a
Φˇ±i (t; y, z, ξ), Φˆ
±
i (t; y, z, ξ)≪A Ξi
(
1 + |αi ± βi|x˜
t
)A
≪A,ε Ξi
QA
si t ≥ (1 + |αi ± βi|x˜)Qε.
Pour t ≤ (1 + |αi ± βi|x˜)Qε, si |αi ± βi|x˜ ≪ 1, alors les de´rive´es successives de Φ±i ve´rifient
x˜j‖Φ±i
(j)‖∞ ≪j Ξi de quoi l’on de´duit graˆce a` la majoration (A.3)
Φˇ±i (t; y, z, ξ), Φˆ
±
i (t; y, z, ξ) ≪ǫ Ξi(1 + |t|)ǫ ≪ǫ ΞiQǫ.
Enfin, dans le cas t ≤ (1 + |αi ± βi|x˜)Qε et |αi ± βi|x˜≫ 1, graˆce a` la majoration (A.4a), on a
Φˇ±i (t; y, z, ξ), Φˆ
±
i (t; y, z, ξ)≪ǫ Ξi
1
(|αi ± βi|x˜)1−ǫ .
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On obtient alors le re´sultat annonce´ en remarquant que pour y ≤Mi et z ≤ ℓjMj , on a
|αi ± βi|x˜≪
ℓi
√
Miy +
√
ℓjMj(z + ℓiy)
Q
≪
[
Pj + Pi
(
1 +
√
ℓjMj
ℓiMi
)]
Qε. (2.4.5)
La majoration (2.4.4b) s’obtient de la meˆme manie`re en utilisant l’estimation (A.4b) en lieu et
place de la borne donne´e en (A.4a). Pour finir, la majoration (2.4.4c) est une application directe
des estimations (A.3) dans le cas |αi ± βi|x˜≪ 1 et (A.4c) dans le cas |αi ± βi|x˜≫ 1.

Remarque 2.4.1 Le facteur 1/Q2 apparaissant dans le terme d’erreur du lemme pre´ce´dent
assure que la contribution de ce dernier dans ΣND2 (ℓ1, ℓ2,H, a) est tre`s petite.
2.4.2 Formule de trace
Lemme 2.4.4 Pour tout re´el strictement positif A, on a
ΣND1 (ℓ1, ℓ2,H, a) = Σ
ND
2 (ℓ1, ℓ2,H, a) +O
(
Q−A
)
ou` l’on a pose´
ΣND2 (ℓ1, ℓ2,H, a) =
πℓ1ℓ2
2Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
H∑
h=1
aη,t1,t2(h)
∑
r 6=0
∑
1≤m1≤M1
1≤m2≤M2
ℓ2m2−ℓ1m1=r
λf (m1)λf (m2)
×
∑
q≡0[Nℓ1ℓ2]
S(−h, r; q)
q
Φt1,t2
(
4π
√
h|r|
q
;m1,m2, r, h
)
dt1dt2dη.
Preuve : On a
ΣND1 (ℓ1, ℓ2,H, a) =
1
2δΛ
H∑
h=1
a(h)
∑
q≡0[Nℓ1ℓ2]
w(q)
∫ δ
−δ
e(−ηh)
×
∑
m1,m2≥1
ℓ2m2 6=ℓ1m1
λf (m1)λf (m2)S(−h, ℓ2m2 − ℓ1m1, q)Gq,h,η(m1,m2)dη.
On scinde alors la somme surm1 (resp.m2) suivant quem1 (resp.m2) soit supe´rieur ou infe´rieur
a` M1 (resp. M2). Ainsi on obtient, en utilisant la majoration (2.3.1) et la borne de Weil pour
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les sommes de Kloosterman,
ΣND1 (ℓ1, ℓ2, H, a) =
1
2δΛ
H∑
h=1
a(h)
∑
q≡0[Nℓ1ℓ2]
w(q)
∫ δ
−δ
e(−ηh)
∑
1≤m1≤M1
1≤m2≤M2
ℓ2m2 6=ℓ1m1
λf (m1)λf (m2)S(−h, ℓ2m2 − ℓ1m1, q)Gq,h,η(m1,m2)dη
+O
(
‖a‖1
Λ
Q
Nℓ1ℓ2
√
HQ1/2+ǫ
ℓ1ℓ2
Q2
Vol(supp Wh)
[
M1+ǫ2
∑
m1>M1
mǫ1
(
P 21 k
2Q2
m1M1ℓ21
)r1
+M1+ǫ1
∑
m2>M2
mǫ2
(
P 22 k
2Q2
m2M2ℓ22
)r2
+
∑
m1>M1
mǫ1
(
P 21 k
2Q2
m1M1ℓ21
)r1 ∑
m2>M2
mǫ2
(
P 22 k
2Q2
m2M2ℓ22
)r2])
.
En regroupant suivant la valeur de ℓ2m2− ℓ1m1 dans le terme principal ci-dessus et en utilisant
la de´finition de Gq,h,η, on obtient apre`s re´e´criture
ΣND1 (ℓ1, ℓ2,H, a) = Σ
ND
2 (ℓ1, ℓ2,H, a)
+O
(
‖a‖1
√
Hℓ1ℓ2Vol(supp Wh)
Q5/2−ǫ
M1+ǫ1 M1+ǫ2
[(
P 21 k
2Q2
M1ℓ21M1
)r1
+
(
P 22 k
2Q2
M2ℓ22M2
)r2])
.
En utilisant les de´finitions de M1 et M2 et avec r1 = r2 = r, il vient
ΣND1 (ℓ1, ℓ2, H, a) = Σ
ND
2 (ℓ1, ℓ2, H, a) +O
(
‖a‖1
√
HVol(supp Wh)P
2
1P
2
2 k
4
M1M2ℓ1ℓ2
Q3/2+ǫ
(ℓ1ℓ2P1P2kNM1M2)
εr
)
.
On obtient le re´sultat annonce´ en prenant r suffisamment grand.

Lemme 2.4.5 ([DI83], the´ore`me 1) Soient m et n deux entiers positifs et ψ une fonction de
classe C3 a` support compact inclus dans ]0,+∞[. Alors
∑
γ≡0[N ]
1
γ
S(m,n; γ)ψ
(
4π
√
mn
γ
)
=
∑
j
ψˆ(tj)
cosh(πtj)
ρj(m)ρj(n)
+
1
2π
∑
k≡0[2]
ψ˜(k − 1) i
k(k − 1)!
(4π)k−1
θk(N)∑
j=1
fˆj,k(m)fˆj,k(n)
+
1
π
∑
a
∫ +∞
−∞
(m
n
)ir
ρa
(
1
2
+ ir,m
)
ρa
(
1
2
+ ir, n
)
ψˆ(r)dr
et ∑
γ≡0[N ]
1
γ
S(m,−n; γ)ψ
(
4π
√
mn
γ
)
=
∑
j
ψˇ(tj)
cosh(πtj)
ρj(m)ρj(n)
+
1
π
∑
a
∫ +∞
−∞
(mn)ir ρa
(
1
2
+ ir,m
)
ρa
(
1
2
+ ir, n
)
ψˇ(r)dr.
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Graˆce a` ce lemme, applique´ au sous-groupe de congruence Γ0(Nℓ1ℓ2), on de´compose alors
ΣND2 (ℓ1, ℓ2,H, a) en
ΣND2 (ℓ1, ℓ2,H, a) = Σdisc(ℓ1, ℓ2,H, a) + Σcont(ℓ1, ℓ2,H, a) + Σhol(ℓ1, ℓ2,H, a) (2.4.6)
ou` Σdisc(ℓ1, ℓ2,H, a), Σcont(ℓ1, ℓ2,H, a) et Σhol(ℓ1, ℓ2,H, a) sont de´finies par les relations (2.4.8),
(2.4.18) et (2.4.19). Chacune de ces quantite´s sera estime´e au moyen de l’ine´galite´ de grand
crible e´tablie par Deshouillers et Iwaniec ([DI83], the´ore`me 2).
Lemme 2.4.6 (Ine´galite´ de grand crible) Soient K,M ≥ 1 re´els. Pour toute suite de nombres
complexes (bn), on a
∑
|tj |≤K
1
cosh(πtj)
∣∣∣∣∣∣
∑
m≤M
bmρj(m)
∣∣∣∣∣∣
2
≪ε M ε
(
K2 +
M
N
) M∑
m=1
|bm|2, (2.4.7a)
∑
k≡0[2]
2≤k≤K
(k − 1)!
(4π)k−1
θk(N)∑
j=1
∣∣∣∣∣∣
∑
m≤M
bmfˆj,k(m)
∣∣∣∣∣∣
2
≪ε M ε
(
K2 +
M
N
) M∑
m=1
|bm|2, (2.4.7b)
∑
a
∫ K
−K
∣∣∣∣∣∣
∑
m≤M
bmρa
(
1
2
+ ir,m
)∣∣∣∣∣∣
2
dr ≪ε M ε
(
K2 +
M
N
) M∑
m=1
|bm|2. (2.4.7c)
2.4.3 Contribution du spectre discret
La contribution des formes de Maaß dans ΣND2 (ℓ1, ℓ2,H, a) s’e´crit
Σdisc(ℓ1, ℓ2, H, a) =
πℓ1ℓ2
2Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
H∑
h=1
aη,t1,t2(h)
∑
r>0
∑
1≤m1≤M1
1≤m2≤M2
ℓ1m1−ℓ2m2=r
λf (m1)λf (m2)
∑
j
Φˆt1,t2 (tj ;m1,m2, r, h)
cosh(πtj)
ρj(h)ρj(r)
+
∑
r>0
∑
1≤m1≤M1
1≤m2≤M2
ℓ2m2−ℓ1m1=r
λf (m1)λf (m2)
∑
j
Φˇt1,t2 (tj ;m1,m2, r, h)
cosh(πtj)
ρj(h)ρj(r)
 dt1dt2dη. (2.4.8)
Dans cette section, on prouve la proposition suivante estimant la taille de Σdisc(ℓ1, ℓ2,H, a).
Proposition 2.4.2 Si ℓ1M1 ≍ ℓ2M2 ≍ A, alors pour tout re´el ε strictement positif, on a
Σdisc(ℓ1, ℓ2, H, a)≪ A 12hθ1‖a‖2
max{P1, P2} 52
min{P1, P2}
×
√P1 + P2 + ( A
max{P1, P2}
)θ1 +√ (h1, ℓ1ℓ2)H
h1ℓ1ℓ2
 (ℓ1ℓ2M1M2P1P2H)ε.
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Les transformations de Bessel portant sur la premie`re variable de Φt1,t2 , a` l’aide d’une triple
inte´gration par parties on re´e´crit Σdisc(ℓ1, ℓ2,H, a) sous la forme
Σdisc(ℓ1, ℓ2, H, a) = −πℓ1ℓ2
2Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2∫ M1
1/2
∫ ℓ2M2
1/2
∑
j
Φˇ1(tj ; y, z, ξ)
cosh(πtj)
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∑
r≤z
ρj(r)A
(1)
y (r)dzdy
+
∫ M2
1/2
∫ ℓ1M1
1/2
∑
j
Φˆ2(tj ; y, z, ξ)
cosh(πtj)
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∑
r≤z
ρj(r)A
(2)
y (r)dzdy
 dξdt1dt2dη
ou` l’on a pose´
A(1)y (r) =
∑
m1≤y
ℓ2m2−ℓ1m1=r
λf (m1)λf (m2) et A
(2)
y (r) =
∑
m2≤y
ℓ1m1−ℓ2m2=r
λf (m1)λf (m2).
Lemme 2.4.7 Pour tout re´el strictement positif ε et pour (i, j) = (1, 2) ou (2, 1), on a∑
r≤z
∣∣∣A(i)y (r)∣∣∣2 ≪N,k,ε [y(z + ℓiyℓj
)]1+ε
.
Preuve : Il s’agit d’une conse´quence imme´diate de la majoration
∑
r∈Z
∣∣∣∣∣∣∣∣∣∣
∑
1≤m1≤X1
1≤m2≤X2
ℓ1m1−ℓ2m2=r
λf (m1)λf (m2)
∣∣∣∣∣∣∣∣∣∣
2
≪N,k,ε (X1X2)1+ε
dont on trouvera la preuve dans [Blo04] (lemme 3.2) par exemple.

On scinde alors la somme sur j, apparaissant dans la de´finition de Σdisc(ℓ1, ℓ2,H, a), suivant que
tj soit re´el (ve´ritable forme de Maaß) ou imaginaire pur (avec ℑ(tj) < 1/2) (forme de Maaß
exceptionnelle). La conjecture de Selberg pre´dit que le spectre discret ne contient pas de valeur
propre exceptionnelle. On e´crit alors
Σdisc(ℓ1, ℓ2,H, a) = Σ
R
disc(ℓ1, ℓ2,H, a) + Σ
except
disc (ℓ1, ℓ2,H, a). (2.4.9)
Contribution du spectre re´el
Lemme 2.4.8 Si ℓ1M1 ≍ ℓ2M2 ≍ A, alors pour tout re´el ε strictement positif, on a
ΣRdisc(ℓ1, ℓ2,H, a)≪ A1/2‖a‖2hθ1
max{P1, P2}5/2
min{P1, P2}
√P1 + P2 +
√
H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
Qε.
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Preuve : Graˆce au lemme 2.4.3 (relation (2.4.4a)), en posant Z±i = (1+ |αi±βi|x˜)Qε, on obtient
ΣRdisc(ℓ1, ℓ2, H, a) = −
πℓ1ℓ2
2Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2
∑
±
∫ M1
1/2
∫ ℓ2M2
1/2
∑
tj re´el
|tj |≤Z±1
Φˇ±1 (tj ; y, z, ξ)
cosh(πtj)
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∑
r≤z
ρj(r)A
(1)
y (r)dzdy
+
∫ M2
1/2
∫ ℓ1M1
1/2
∑
tj re´el
|tj |≤Z±2
Φˆ±2 (tj ; y, z, ξ)
cosh(πtj)
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∑
r≤z
ρj(r)A
(2)
y (r)dzdy
 dξdt1dt2dη
+O(Q−A).
On effectue un de´coupage dyadique des inte´grales en la variable z. Plus pre´cise´ment, pour Z ≤[
Pj + Pi
(
1 +
√
ℓjMj
ℓiMi
)]
Qε (confer e´quation (2.4.5)), posons
I(Z, y) = {z; Z/2 ≤ |αi ± βi|x˜ ≤ Z}.
On a alors
ΣRdisc(ℓ1, ℓ2, H, a) = −
πℓ1ℓ2
2Λ
∑
±
∑
i=1,2
∑
Z
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2
∫ Mi
1/2
∫
I(Z,y)
∑
tj re´el
|tj |≤Z±i
ˇˆ
Φ±i (tj ; y, z, ξ)
cosh(πtj)
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∑
r≤z
ρj(r)A
(i)
y (r)dzdy
 dξdt1dt2dη +O(Q−A).
En appliquant la majoration (2.4.4a) et l’ine´galite´ de Cauchy-Schwarz, on obtient
ΣRdisc(ℓ1, ℓ2, H, a)≪
ℓ1ℓ2
Λ
∑
±
∑
i=1,2
∑
Z
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2
∫ Mi
1/2
∫
I(Z,y)
Ξi
1 + Z ∑
|tj|≤Z±i
1
cosh(πtj)
∣∣∣∣∣∣
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∣∣∣∣∣∣
2

1/2 ∑
|tj|≤Z±i
1
cosh(πtj)
∣∣∣∣∣∣
∑
r≤z
ρj(r)A
(i)
y (r)
∣∣∣∣∣∣
2

1/2
dzdydξdt1dt2dη.
En utilisant l’ine´galite´ de grand crible (2.4.7a) et le lemme 2.4.7, il vient
∑
|tj |≤Z±i
1
cosh(πtj)
∣∣∣∣∣∣
∑
r≤z
ρj(r)A
(i)
y (r)
∣∣∣∣∣∣
2
≪ yQε
(
Z±2i +
z
ℓ1ℓ2
)
z + ℓiy
ℓj
.
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On exploite la condition de divisibilite´ portant sur h1 graˆce a` la relation (3.8) de [BHM07b],
d’ou` l’on tire en utilisant l’ine´galite´ de grand crible,
∑
|tj |≤Z±i
1
cosh(πtj)
∣∣∣∣∣∣
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∣∣∣∣∣∣
2
≤ τ(h1)h2θ1
∑
d|(h1,Nℓ1ℓ2)
∑
|tj |≤Z±i
1
cosh(πtj)
∣∣∣∣∣∣
∑
h≤ξ/h1
aη,t1,t2(hh1)ρj(dh)
∣∣∣∣∣∣
2
≪ τ(h1)h2θ1
∑
d|(h1,Nℓ1ℓ2)
(
dH
h1
)ε(
Z±2i +
dH
h1ℓ1ℓ2
)
‖a‖22
≪ Qεh2θ1
(
Z±2i +
(h1, ℓ1ℓ2)H
h1ℓ1ℓ2
)
‖a‖22. (2.4.10)
On en de´duit
ΣRdisc(ℓ1, ℓ2, H, a)≪
(ℓ1ℓ2)
2Qεδhθ1Vol(supp Wh)‖a‖2
Q2
∑
±
∑
i=1,2∫ 2H
1/2
∫ Mi
1/2
∫ ℓjMj
1/2
Ξi
1 + x˜|αi ± βi|
Z±i +
√
H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
(Z±i +√ zℓ1ℓ2
)√
z + ℓiy
ℓj
√
ydzdydξ
≪ (ℓ1ℓ2)
2hθ1Q
εVol(supp Wh)‖a‖2(ℓ1M1 + ℓ2M2)1/2
Q4
×
∑
±
∑
i=1,2

∫ Mi
1/2
∫
x˜|αi±βi|≪1
1
z
(
1 +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
+
∑
Z≫1
∫ Mi
1/2
∫
I(Z,y)
1
zZ
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
Z +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2 (
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
 . (2.4.11)
On scinde les inte´grales pre´ce´dentes afin de mieux les estimer.
• Ainsi, pour y ≪ Q2
ℓ2iMi
, on a
Z ≍ x˜|αi ± βi| ≍
∣∣∣∣∣ℓi
√
Miy
Q
±
√
ℓjMj(z + ℓiy)
Q
∣∣∣∣∣ .
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On en de´duit z + ℓiy ≍ Z
2Q2
ℓjMj
≍ Z2Q2A avec ℓiMi ≍ ℓjMj ≍ A, puis comme ℓiy ≪ Q2/A, il vient
z ≍ Z2Q2/A. De`s lors, on obtient
∫ Q2
ℓ2
i
Mi
1/2
∫
I(Z,y)
1
zZ
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
Z +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2 (
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
≪
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)
Z3/2
∫ Q2
ℓ2
i
Mi
1/2
√
ℓi
ℓj
QZ√
A
(
Z +
QZ√
ℓ1ℓ2A
)
dy ≪ Q
4Z1/2
A2ℓ1ℓ2
Z +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
 .
(2.4.12)
• Dans le cas du signe positif, on a z + ℓiy ≍ Z2Q2A de quoi l’on de´duit que l’on peut restreindre
l’inte´grale en y a` y ≪ Q2Z2ℓiA et z ≍ Q2Z2/A. Ainsi,
∫ Mi
Q2
ℓ2
i
Mi
∫
I(Z,y)
1
zZ
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
Z +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2 (
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
≪
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)
Z3/2
∫ Q2Z2
ℓiMi
Q2
ℓ2
i
Mi
∫
I(Z,y)
1
z
(
Z +
√
z
ℓ1ℓ2
)√
ℓi
ℓj
QZ√
A(
ℓi
√
Miy
Q
)1/2 dzdy
≪
√
Z
Z +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
 Q5/2
A
√
ℓ1ℓ2
√
ℓi
ℓj
∫ Q2Z2
ℓiMi
Q2
ℓ2
i
Mi
1
(ℓiAy)1/4
dy ≪ Q
4Z2
A2ℓ1ℓ2
Z +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
 .
(2.4.13)
• Dans le cas du signe moins, de l’ine´galite´ QZ/2 ≤ |ℓi√Miy −
√
ℓjMj(z + ℓiy) ≤ QZ, on de´duit√
z + ℓiy ≪ QZ√A +
√
ℓiy et que la longueur de l’intervalle I(Z, y) est borne´e par (QZ)
2
A +
QZ
√
ℓiy√
A
.
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De`s lors, il vient
∫ Mi
Q2
ℓ2
i
Mi
∫
I(Z,y)
1
zZ
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
Z +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
≪
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)
Z
∫ Mi
Q2
ℓ2
i
Mi
(
Q2
√
ℓi
Aℓj
)1/2
1
y1/4
∫
I(Z,y)
1
z
(
Z +
√
z
ℓ1ℓ2
)
(z + ℓiy)
1/4dzdy
≪
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)
Z
(
Q2
√
ℓi
Aℓj
)1/2 ∫ Mi
Q2
ℓ2
i
Mi
(
QZ√
A
)1/2
+ (ℓiy)
1/4
y1/4
∫ QZ√
A
(
QZ√
A
+
√
ℓiy
)
1/2
1
z
(
Z +
√
z
ℓ1ℓ2
)
dzdy
≪
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)
√
Z
Q3/2ℓ
3/4
i
ℓ1ℓ2A3/4
∫ Mi
Q2
ℓiA
1
y1/4
(
QZ√
A
+
√
ℓiy
)
dy ≪
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)
√
Z
(Z + Pi)
Q4+εP
3/2
i
ℓ1ℓ2A2
.
(2.4.14)
• Dans le cas du signe plus, de |αi + βi|x˜≪ 1 on de´duit y ≪ Q2ℓiA et z ≪ Q2/A. Il s’ensuit
∫ Mi
1/2
∫
x˜|αi+βi|≪1
1
z
(
1 +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
≪ ℓi√
ℓj
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
∫ Q2ℓiA
1/2
∫ Q2
A
1/2
1
z
(
1 +
√
z
ℓ1ℓ2
)(√
y +
√
z
ℓi
)
dzdy
≪ Q
4
A2ℓ1ℓ2
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
 . (2.4.15)
• Enfin, dans le cas ou` l’intervalle d’inte´gration en y est de la forme |αi − βi|x˜ ≪ 1, il existe
une constante re´elle c > 0 telle que |αi − βi|x˜ ≤ c. On scinde alors l’inte´grale en y suivant que
y ≤ c1 Q
2
ℓ2iMi
ou y ≥ c1 Q
2
ℓ2iMi
avec c1 > c.
Pour y ≤ c1 Q
2
ℓ2iMi
, on a
√
ℓjMj(z + ℓiy) ≤ cQ+ ℓi
√
Miy ≪ Q . On en de´duit z ≪ Q2/A puis
∫ c1 Q2
ℓ2
i
Mi
1/2
∫
x˜|αi−βi|≤c
1
z
(
1 +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2 (
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
≪ ℓi√
ℓj
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
∫ Q2ℓiA
1/2
∫ Q2
A
1/2
1
z
(
1 +
√
z
ℓ1ℓ2
)(√
y +
√
z
ℓi
)
dzdy
≪ Q
4
A2ℓ1ℓ2
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
 .
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Pour y ≥ c1 Q
2
ℓ2iMi
, l’ine´galite´ x˜|αi − βi| ≤ c implique(
1− c
c1
)
ℓi
√
Miy ≤ ℓi
√
Miy − cQ ≤
√
ℓjMj(z + ℓiy) ≤ ℓi
√
Miy + cQ ≤
(
1 +
c
c1
)
ℓi
√
Miy.
On en de´duit
√
ℓjMj(z + ℓiy) ≍ ℓi
√
Miy et que z varie dans un intervalle dont la longueur est
borne´e par Qℓi
√
Miy
ℓjMj
≍ Q
√
ℓiy√
A
. Il s’ensuit les majorations suivantes :
∫ Mi
c1
Q2
ℓ2
i
Mi
∫
x˜|αi−βi|≤c
1
z
(
1 +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
≪Q
√
ℓi√
Aℓj
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
∫ Mi
c1
Q2
ℓ2
i
Mi
∫
x˜|αi−βi|≤c
1
z
(
1 +
√
z
ℓ1ℓ2
)
dzdy
≪Q
√
ℓi√
Aℓj
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
∫ Mi
Q2
ℓ2
i
Mi
∫ Q√ℓiy√
A
1/2
1
z
(
1 +
√
z
ℓ1ℓ2
)
dzdy ≪ Q
4+εP
5/2
i
A2ℓ1ℓ2
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2

en utilisant la de´croissance de la fonction z 7→ 1z
(
1 +
√
z
ℓ1ℓ2
)
.
On obtient ainsi
∫ Mi
1/2
∫
x˜|αi−βi|≪1
1
z
(
1 +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy ≪ Q
4+εP
5/2
i
(
1 +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)
A2ℓ1ℓ2
.
(2.4.16)
• En utilisant les majorations (2.4.12) a` (2.4.16) et en sommant sur les intervalles dyadiques
[Z/2, Z] avec Z ≪ (P1 + P2)Qε, on obtient
∑
±
∑
i=1,2

∫ Mi
1/2
∫
x˜|αi±βi|≪1
1
z
(
1 +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy
+
∑
Z≫1
∫ Mi
1/2
∫
I(Z,y)
1
zZ
(
Z +
√
H(h1,ℓ1ℓ2)
h1ℓ1ℓ2
)(
Z +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2 (
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy

≪ Q
4+ε(P1 + P2)
5/2
A2ℓ1ℓ2
√P1 + P2 +
√
H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
 .
On obtient alors la majoration du lemme 2.4.8 en repartant de l’estimation (2.4.11) et en utilisant
la majoration (2.2.1).

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Contribution des formes exceptionnelles
Lemme 2.4.9 Si ℓ1M1 ≍ ℓ2M2 ≍ A, alors pour tout re´el ε strictement positif, on a
Σexceptdisc (ℓ1, ℓ2,H, a)≪ A
1
2
+θhθ1‖a‖2
max{P1, P2} 52−θ
min{P1, P2}
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
Qε.
Preuve : On reprend les notations introduites au cours de la preuve du lemme 2.4.8. On a alors
Σexceptdisc (ℓ1, ℓ2, H, a) = −
πℓ1ℓ2
2Λ
∑
±
∑
i=1,2
∑
Z
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2∫ Mi
1/2
∫
I(Z,y)
∑
itj except
ˇˆ
Φ±i (itj ; y, z, ξ)
cosh(iπtj)
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∑
r≤z
ρj(r)A
(i)
y (r)dzdy
 dξdt1dt2dη +O(Q−A).
En appliquant la majoration (2.4.4c) et l’ine´galite´ de Cauchy-Schwarz, on obtient
Σexceptdisc (ℓ1, ℓ2, H, a)≪
ℓ1ℓ2
Λ
∑
±
∑
i=1,2
∑
Z
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2
∫ Mi
1/2
∫
I(Z,y)
Ξi
x˜−2θ
1 + ZA ∑
itj except
1
cosh(iπtj)
∣∣∣∣∣∣
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∣∣∣∣∣∣
2

1/2 ∑
itj except
1
cosh(iπtj)
∣∣∣∣∣∣
∑
r≤z
ρj(r)A
(i)
y (r)
∣∣∣∣∣∣
2

1/2
dzdydξdt1dt2dη.
En utilisant l’ine´galite´ de grand crible (2.4.7a) et le lemme 2.4.7, il vient
∑
itj except
1
cosh(iπtj)
∣∣∣∣∣∣
∑
r≤z
ρj(r)A
(i)
y (r)
∣∣∣∣∣∣
2
≪ yQε
(
1 +
z
ℓ1ℓ2
)
z + ℓiy
ℓj
.
On exploite la condition de divisibilite´ portant sur h1 graˆce a` la relation (3.8) de [BHM07b],
d’ou` l’on tire en utilisant l’ine´galite´ de grand crible,
∑
itj except
1
cosh(iπtj)
∣∣∣∣∣∣
∑
h≤ξ
aη,t1,t2(h)ρj(h)
∣∣∣∣∣∣
2
≤ τ(h1)h2θ1
∑
d|(h1,Nℓ1ℓ2)
∑
itj except
1
cosh(iπtj)
∣∣∣∣∣∣
∑
h≤ξ/h1
aη,t1,t2(hh1)ρj(dh)
∣∣∣∣∣∣
2
≪ τ(h1)h2θ1
∑
d|(h1,Nℓ1ℓ2)
(
dH
h1
)ε(
1 +
dH
h1ℓ1ℓ2
)
‖a‖22
≪ Qεh2θ1
(
1 +
(h1, ℓ1ℓ2)H
h1ℓ1ℓ2
)
‖a‖22.
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On en de´duit
Σexceptdisc (ℓ1, ℓ2, H, a)≪
(ℓ1ℓ2)
2hθ1Q
2θ+εVol(supp Wh)‖a‖2(ℓ1M1 + ℓ2M2)1/2
Q4
1 +√H(h1, ℓ1ℓ2)
h1ℓ1ℓ2

×
∑
±
∑
i=1,2

∫ Mi
1/2
∫ 2H
1/2
∫
x˜|αi±βi|≪1
1
(zξ)1+θ
(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2 (
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdξdy
+
∑
Z≫1
1
ZA
∫ Mi
1/2
∫ 2H
1/2
∫
I(Z,y)
1
(zξ)1+θ
(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdξdy
 . (2.4.17)
On estime ces inte´grales de la meˆme manie`re que nous l’avons de´ja` fait au cours de la preuve du
lemme 2.4.8. On se contente ici d’indiquer les estimations interme´diaires qui nous seront utiles.
On renvoie aux calculs complets se trouvant dans la preuve du lemme 2.4.8 pour plus de de´tails.
On a∫ Mi
1/2
∫
x˜|αi±βi|≪1
1
z1+θ
(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy ≪

Q4
ℓ1ℓ2A2
(
A
Q2
)θ
(cas +),
Q4+εP
5/2
i
ℓ1ℓ2A2
(
A
Q2Pi
)θ
(cas -),
∫ Q2
ℓ2
i
Mi
1/2
∫
I(Z,y)
1
z1+θ
(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy ≪ Q4Z3/2A2ℓ1ℓ2
(
A
Q2Z2
)θ
,
∫ Mi
Q2
ℓ2
i
Mi
∫
I(Z,y)
1
z1+θ
(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdy ≪

Q4Z3
A2ℓ1ℓ2
(
A
Q2Z2
)θ
(cas +),
Q4+εP
3/2
i Z
1/2
ℓ1ℓ2A2
(
A
Q2Z
)θ [
Z1−θ + P 1−θi
]
(cas -).
Il s’ensuit
∑
±
∑
i=1,2

∫ Mi
1/2
∫ 2H
1/2
∫
x˜|αi±βi|≪1
1
(zξ)1+θ
(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2(
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdξdy
+
∑
Z≫1
1
ZA
∫ Mi
1/2
∫ 2H
1/2
∫
I(Z,y)
1
(zξ)1+θ
(
1 +
√
z
ℓ1ℓ2
)√
ℓi(z+ℓiy)
ℓj(
1 + ℓi
√
Miy
Q
)1/2 (
1 +
√
ℓjMj(z+ℓiy)
Q
)1/2 dzdξdy

≪ Q
4+ε
ℓ1ℓ2A2
(
A
Q2
)θ
(P1 + P2)
5/2−θ.
On obtient alors le re´sultat annonce´ en utilisant la majoration (2.2.1).

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Il s’ensuit imme´diatement l’estimation de la proposition 2.4.2 en inse´rant les re´sultats des lemmes
2.4.8 et 2.4.9 dans la relation (2.4.9).
2.4.4 Contribution du spectre continu
La contribution des se´ries d’Eisenstein dans ΣND2 (ℓ1, ℓ2,H, a) s’e´crit
Σcont(ℓ1, ℓ2, H, a) =
ℓ1ℓ2
2Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
H∑
h=1
aη,t1,t2(h)
∑
r>0
∑
1≤m1≤M1
1≤m2≤M2
ℓ1m1−ℓ2m2=r
λf (m1)λf (m2)
∑
a
∫ +∞
−∞
(
h
r
)iv
ρa
(
1
2
+ iv, h
)
ρa
(
1
2
+ iv, r
)
Φˆt1,t2 (v;m1,m2, r, h) dv
+
∑
r>0
∑
1≤m1≤M1
1≤m2≤M2
ℓ2m2−ℓ1m1=r
λf (m1)λf (m2)
∑
a
∫ +∞
−∞
(hr)iv ρa
(
1
2
+ iv, h
)
ρa
(
1
2
+ iv, r
)
Φˇt1,t2 (v;m1,m2, r, h) dv

dt1dt2dη. (2.4.18)
Dans cette section, on prouve la proposition suivante estimant la taille de Σcont(ℓ1, ℓ2,H, a).
Proposition 2.4.3 Si ℓ1M1 ≍ ℓ2M2 ≍ A, alors pour tout re´el ε strictement positif, on a
Σcont(ℓ1, ℓ2,H, a)≪ A1/2‖a‖2max{P1, P2}
5/2
min{P1, P2}
√P1 + P2 +
√
H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
Qε.
Preuve : La de´monstration suit les meˆmes e´tapes que celles de la preuve du lemme 2.4.8.
C’est pourquoi on re´utilise les notations introduites lors de cette dernie`re. A` l’aide d’une triple
inte´gration par parties, on peut exprimer Σcont(ℓ1, ℓ2,H, a) sous la forme
Σcont(ℓ1, ℓ2, H, a) = − ℓ1ℓ2
2Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2∫ M1
1/2
∫ ℓ2M2
1/2
∑
a
∫ +∞
−∞
Φˇ1(v; y, z, ξ)
∑
h≤ξ
aη,t1,t2(h)ρa
(
1
2
+ iv, h
)
hiv
∑
r≤z
ρa
(
1
2
+ iv, r
)
rivA(1)y (r)dvdzdy
+
∫ M2
1/2
∫ ℓ1M1
1/2
∑
a
∫ +∞
−∞
Φˆ2(v; y, z, ξ)
∑
h≤ξ
aη,t1,t2(h)ρa
(
1
2
+ iv, h
)
hiv
∑
r≤z
ρa
(
1
2
+ iv, r
)
r−ivA(2)y (r)dvdzdy

dξdt1dt2dη.
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Graˆce au lemme 2.4.3 (relation (2.4.4a)) et a` l’ine´galite´ de Cauchy-Schwarz, on obtient
Σcont(ℓ1, ℓ2, H, a)≪ ℓ1ℓ2
Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2
∑
±
∑
i=1,2
∑
Z
∫ Mi
1/2
∫
I(Z,y)
Ξi
1 + Z∑
a
∫
|v|≤Z±i
∣∣∣∣∣∣
∑
h≤ξ
aη,t1,t2(h)ρa
(
1
2
+ iv, h
)
hiv
∣∣∣∣∣∣
2
dv

1/2∑
a
∫
|v|≤Z±i
∣∣∣∣∣∣
∑
r≤z
ρa
(
1
2
+ iv, r
)
r±ivA(i)y (r)
∣∣∣∣∣∣
2
dv

1/2
dzdydξdt1dt2dη.
En utilisant l’ine´galite´ de grand crible (2.4.7c) et le lemme 2.4.7, il vient
∑
a
∫
|v|≤Z±i
∣∣∣∣∣∣
∑
r≤z
ρa
(
1
2
+ iv, r
)
r±ivA(i)y (r)
∣∣∣∣∣∣
2
dv ≪ yQε
(
Z±2i +
z
ℓ1ℓ2
)
z + ℓiy
ℓj
.
On exploite la condition de divisibilite´ portant sur h1 en suivant le paragraphe 3.2 de [BHM07b]
d’ou` l’on tire, en utilisant l’ine´galite´ de grand crible,
∑
a
∫
|v|≤Z±i
∣∣∣∣∣∣
∑
h≤ξ
aη,t1,t2(h)ρa
(
1
2
+ iv, h
)
hiv
∣∣∣∣∣∣
2
dv
≪τ(Nℓ1ℓ2)3τ(h1)2
∑
d|(h1,Nℓ1ℓ2)
∫
|v|≤Z±i
∑
a
∣∣∣∣∣∣
∑
h≤ξ/h1
aη,t1,t2(hh1)ρa
(
1
2
+ iv, dh
)
(dh)iv
∣∣∣∣∣∣
2
dv
≪τ(Nℓ1ℓ2)3τ(h1)2
∑
d|(h1,Nℓ1ℓ2)
(
dH
h1
)ε(
Z±2i +
dH
h1ℓ1ℓ2
)
‖a‖22 ≪ Qε
(
Z±2i +
(h1, ℓ1ℓ2)H
h1ℓ1ℓ2
)
‖a‖22.
On conclut alors exactement de la meˆme manie`re que dans la preuve du lemme 2.4.8.

2.4.5 Contribution des formes primitives
La contribution des formes primitives dans ΣND2 (ℓ1, ℓ2,H, a) s’e´crit
Σhol(ℓ1, ℓ2, H, a) =
ℓ1ℓ2
4Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
H∑
h=1
aη,t1,t2(h)
∑
r>0
∑
1≤m1≤M1
1≤m2≤M2
ℓ1m1−ℓ2m2=r
λf (m1)λf (m2)
∑
k≡0[2]
Φ˜t1,t2(k−1;m1,m2, r, h)
ik(k − 1)!
(4π)k−1
θk(Nℓ1ℓ2)∑
j=1
fˆj,k(h)fˆj,k(r)dt1dt2dη.
(2.4.19)
Dans cette section, on prouve la proposition suivante estimant la taille de Σhol(ℓ1, ℓ2,H, a).
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Proposition 2.4.4 Si ℓ1M1 ≍ ℓ2M2 ≍ A, alors pour tout re´el ε strictement positif, on a
Σhol(ℓ1, ℓ2,H, a)≪ A1/2‖a‖2max{P1, P2}
5/2
min{P1, P2}
√P1 + P2 +
√
H(h1, ℓ1ℓ2)
h1ℓ1ℓ2
Qε.
Preuve : La preuve de cette proposition suit le meˆme principe que celles du lemme 2.4.8 et de
la proposition 2.4.3. On maintient les notations introduites au cours de ces de´monstrations et
on indique ici uniquement les modifications ne´cessaires a` cette situation. A` l’aide d’une triple
inte´gration par parties, on re´e´crit Σhol(ℓ1, ℓ2,H, a) sous la forme
Σhol(ℓ1, ℓ2, H, a) =
ℓ1ℓ2
4Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2
∫ M2
1/2
∫ ℓ1M1
1/2
∑
h≤ξ
aη,t1,t2(h)
∑
r≤z
A(2)y (r)
∑
k≡0[2]
Φ˜2(k − 1; y, z, ξ) i
k(k − 1)!
(4π)k−1
θk(Nℓ1ℓ2)∑
j=1
fˆj,k(h)fˆj,k(r)dzdydξdt1dt2dη.
Il s’ensuit, graˆce au lemme 2.4.3 (relation (2.4.4b)) et a` l’ine´galite´ de Cauchy-Schwarz,
Σhol(ℓ1, ℓ2, H, a)≪ ℓ1ℓ2
4Λ
∫ δ
−δ
∫ +∞
0
∫ +∞
0
∫ 2H
1/2
∫ M2
1/2
∑
±
∑
Z
∫
I(Z,y)
Ξ2
1 + Z ∑
k≡0[2]
2≤k≤Z±2
(k − 1)!
(4π)k−1
θk(Nℓ1ℓ2)∑
j=1
∣∣∣∣∣∣
∑
h≤ξ
fˆj,k(h)aη,t1,t2(h)
∣∣∣∣∣∣
2

1/2 ∑
k≡0[2]
2≤k≤Z±2
(k − 1)!
(4π)k−1
θk(Nℓ1ℓ2)∑
j=1
∣∣∣∣∣∣
∑
r≤z
fˆj,k(r)A
(2)
y (r)
∣∣∣∣∣∣
2

1/2
dzdydξdt1dt2dη.
En utilisant l’ine´galite´ de grand crible (2.4.7b) et le lemme 2.4.7, on obtient
∑
k≡0[2]
2≤k≤Z±2
(k − 1)!
(4π)k−1
θk(Nℓ1ℓ2)∑
j=1
∣∣∣∣∣∣
∑
r≤z
fˆj,k(r)A
(2)
y (r)
∣∣∣∣∣∣
2
≪ yQε
(
Z±22 +
z
ℓ1ℓ2
)
z + ℓ2y
ℓ1
.
Dans le cas des formes primitives, la conjecture de Ramanujan-Petersson e´tant prouve´e, en
appliquant l’ine´galite´ de grand crible de la meˆme manie`re que nous l’avons fait pour obtenir
(2.4.10), il vient
∑
k≡0[2]
2≤k≤Z±2
(k − 1)!
(4π)k−1
θk(Nℓ1ℓ2)∑
j=1
∣∣∣∣∣∣
∑
h≤ξ
fˆj,k(h)aη,t1,t2(h)
∣∣∣∣∣∣
2
≪ Qε
(
Z±2i +
(h1, ℓ1ℓ2)H
h1ℓ1ℓ2
)
‖a‖22.
La fin de la preuve est ensuite strictement identique a` celle de la preuve du lemme 2.4.8.

La preuve de la proposition 2.4.1 est maintenant imme´diate. Partant du re´sultat du lemme
2.4.4, la formule de trace de Kuznetsov de´compose ΣND2 (ℓ1, ℓ2,H, a) en trois parties (confer
relation (2.4.6)). Chacun de ces termes est alors estime´ au moyen de l’ine´galite´ de grand crible
dans les propositions 2.4.2, 2.4.3 et 2.4.4.


Chapitre 3
Moments inte´graux de fonctions L
de formes modulaires
Ce chapitre contient les preuves des the´ore`mes B et C. Par ailleurs, ces re´sultats nous serons
essentiels pour obtenir une proportion non nulle de ze´ros non triviaux se trouvant sur la droite
critique pour les fonctions L de formes modulaires primitives lors du chapitre suivant.
3.1 Introduction
L’e´tude des moments inte´graux des fonctions L le long de la droite critique reveˆt une grande
place en the´orie analytique des nombres et ce, en partie, graˆce aux liens e´troits que ceux-ci
posse`dent avec les grandes conjectures e´nonce´es lors du chapitre 1. Pour une fonction L(f, s)
quelconque, notonsMf,k(T ) le moment inte´gral d’ordre k le long de la droite critique. Autrement
dit,
Mf,k(T ) =
∫ T
0
∣∣∣∣L(f, 12 + it
)∣∣∣∣k dt.
L’hypothe`se de Lindelo¨f (dans le t-aspect) pour L(f, s) donne imme´diatement, pour tout k et
tout ǫ strictement positif,
Mf,k(T )≪f,k,ǫ T 1+ǫ.
De plus, la preuve de cette majoration quel que soit k fournirait une preuve de l’hypothe`se de
Lindelo¨f dans le t-aspect (voir [Tit86]). Cependant, l’e´tude du comportement asymptotique des
moments inte´graux est un proble`me de´licat pour lequel des re´sultats pre´cis ne sont connus que
pour de petites valeurs de k et pour certaines fonctions L seulement. Ne´anmoins, n’importe quel
re´sultat individuel de ce type fournit une preuve de l’hypothe`se de Lindelo¨f en moyenne.
Pour la fonction ζ de Riemann, nous ne disposons d’un e´quivalent que pour les moments
d’ordre 2 et 4 suite aux travaux de Hardy et Littlewood ([HL16],[HL]) et de Ingham ([Ing]).
Ceux-ci prouvent
Mζ,2(T ) ∼ T lnT et Mζ,4(T ) ∼ T
2π
ln4 T.
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Pour les fonctions L de formes modulaires, Good [Goo82] a e´tabli le comportement asymptotique
du moment d’ordre 2 de manie`re pre´cise. De ce de´veloppement, il de´duit la borne de sous-
convexite´ (1.3.1) dans le t-aspect e´nonce´e lors du chapitre 1.
La conjecture 2.5.4 de [CFK+05] fournit une formule ge´ne´rale pour les moments d’ordre
pairs pour n’importe quelle fonction L. A` la fin de ce chapitre, nous mettons a` l’e´preuve cette
conjecture dans le cas du moment d’ordre 2. Le re´sultat obtenu ame´liore le de´veloppement de
Zhang ([Zha05]) et ge´ne´ralise la formule asymptotique de Good mentionne´e ci-dessus.
La me´thode de ramollissement est apparue dans les travaux de Bohr et Landau ([BL13])
concernant l’hypothe`se de densite´ (voir [IK04], chapitre 10) puis re´actualise´e par Selberg ([Sel42])
d’une part, et Levinson d’autre part ([Lev74]) qui, dans leur travaux respectifs, montrent qu’il
existe une proportion positive de ze´ros non-triviaux de la fonction ζ de Riemann se trouvant sur la
droite critique. Autrement dit, l’e´tude des moments ramollis nous permet d’obtenir des re´sultats
relatifs a` l’hypothe`se de Riemann qui, nous le rappellerons pour conclure cette introduction,
implique elle-meˆme l’hypothe`se de Lindelo¨f.
3.2 Moment ramolli d’ordre 2
Dans tout ce chapitre, la fonction f de´signe toujours une forme modulaire primitive de poids
k pair, de niveau N sans facteurs carre´s et de caracte`re trivial et on note (λf (n)) la suite de
ses coefficients de Fourier normalise´s. On de´signe e´galement par (µf (n)) l’inverse de convolution
de la suite (λf (n)). Il s’agit d’une fonction multiplicative qui est donne´e par sa valeur en les
nombres premiers p par
µf (1) = 1, µf (p) = −λf (p), µf (p2) = λf (p)2 − λf (p2) =
{
1 si p ∤ N
0 sinon
(3.2.1)
et si j ≥ 3 µf (pj) = 0. (3.2.2)
On de´finit e´galement un ramollisseur ψ de la forme
ψ(s) =
∑
n≤M
µf (n)
ns+
1
2
−σ0
P
(
lnM/n
lnM
)
(3.2.3)
avec M = T ν , σ0 =
1
2 − RlnT ou` R est un re´el strictement positif et P un polynoˆme a` coefficients
re´els satisfaisant P (0) = 0, P (1) = 1. De plus, on conside`re une fonction de localisation w de´finie
sur R et a` valeurs re´elles, qui ve´rifie
w est lisse, (3.2.4a)
w est a` support compact avec supp w ⊂ [T/4; 2T ], (3.2.4b)
pour tout j ≥ 0, nous avons w(j)(t)≪j ∆−j avec ∆ = T/L et L = lnT. (3.2.4c)
Afin d’alle´ger quelque peu les notations, pour des nombres complexes α et β tels que |ℜα|, |ℜβ| <
1/2, posons
If (α, β) =
∫ +∞
−∞
w(t)L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
|ψ(σ0 + it)|2 dt.
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En suivant la me´thode mise en œuvre par Young ([You10]) dans le cas de la fonction ζ de
Riemann, on prouve le the´ore`me suivant.
The´ore`me 3.2.1 Soit f une forme modulaire primitive de poids k pair, de niveau N sans
facteurs carre´s et de caracte`re trivial. Pour 0 < ν < 1−2θ4+2θ et des nombres complexes α, β tels
que α, β ≪ 1/ ln T avec |α+ β| ≫ 1/ ln T , alors∫ +∞
−∞
w(t)L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
|ψ(σ0 + it)|2 dt = ŵ(0)c(α, β) +O(T (lnL)4/L)
ou`
c(α, β) = 1 +
1
ν
1− T−2(α+β)
(α+ β) ln T
d2
dxdy
[
M−βx−αy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
(3.2.5)
et ou` θ = 7/64 de´signe l’exposant apparaissant dans l’approximation de la conjecture de
Ramanujan-Petersson (confer relation (1.2.7)).
La preuve de ce the´ore`me fournit par la meˆme occasion un de´veloppement asymptotique du
second moment inte´gral lisse au voisinage de la droite critique.
The´ore`me 3.2.2 Soit f une forme modulaire primitive de poids k pair, de niveau N sans
facteurs carre´s et de caracte`re trivial. Pour tous nombres complexes α, β ve´rifiant α, β ≪ 1/ ln T ,
on a∫ +∞
−∞
w(t)L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
dt = af
∫ +∞
−∞
w(t) ln tdt+
[
bf + af ln
(√
N
2π
)]
ŵ(0)
+O
(
|α+ β|T (lnT )2 + T 12+θ+ε
)
avec
af =
12N
π2ν(N)
L
(
Sym2f, 1
)
et bf =
12N
π2ν(N)
L
(
Sym2f, 1
)L′ (Sym2f, 1)
L (Sym2f, 1)
+ γ +
∑
p|N
ln p
p+ 1
− 2ζ
′(2)
ζ(2)
 .
Remarque 3.2.1 Ce re´sultat est non trivial uniquement dans le cas ou` |α + β| = o(1/ ln T ),
et par ailleurs, on a besoin de |α + β| = o(1/ ln2 T ) afin de s’assurer de la pertinence du terme
d’ordre T .
Corollaire 3.2.1 Soit f une forme modulaire primitive de poids k pair, de niveau N sans
facteurs carre´s et de caracte`re trivial. Alors
∫ +∞
−∞
w(t)
∣∣∣∣L(f, 12 + it
)∣∣∣∣2 dt = ∫ +∞−∞ w(t)
[
af ln
(
t
√
N
2π
)
+ bf
]
dt+O
(
T
1
2+θ+ε
)
.
Remarque 3.2.2 Ce corollaire est en accord avec la conjecture e´nonce´e dans [CFK+05] a` propos
des moments inte´graux des fonctions L (voir section 3.3.2).
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3.2.1 E´quation fonctionnelle approche´e
Afin de de´terminer le comportement asymptotique de If (α, β), nous avons besoin de disposer
d’une expression de L(f, s) pour s dans la bande critique. Dans le lemme 3.2.1, nous obtenons
une formule exacte, aussi appele´e “e´quation fonctionnelle approche´e”, qui donne une expression
de L(f, s + it)L(f, s − it) lorsque s appartient a` la bande critique ou` nous ne pouvons utiliser
la se´rie de Dirichlet de la fonction L. Graˆce a` cette nouvelle relation, on scinde If (α, β) en une
partie diagonale (sans oscillation) et une partie non-diagonale (avec oscillations). La contribution
de cette dernie`re est borne´e dans la section 3.2.2 alors que la contribution diagonale est estime´e
dans la section 3.2.3.
Lemme 3.2.1 Soit G une fonction entie`re, a` de´croissance rapide dans les bandes verticales,
paire et avec G(0) = 1. Alors pour tous nombres complexes α, β tels que 0 ≤ |ℜ(α)|, |ℜ(β)| ≤ 1/2,
on a
L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
=
∑∑
m,n≥1
λf (m)λf (n)
m
1
2+αn
1
2+β
(m
n
)−it
Vα,β(mn, t)
+Xα,β,t
∑∑
m,n≥1
λf (m)λf (n)
m
1
2−βn
1
2−α
(m
n
)−it
V−β,−α (mn, t)
ou`
gα,β(s, t) =
(√
N
2π
)2s
Γ
(
k
2 + α+ s+ it
)
Γ
(
k
2 + β + s− it
)
Γ
(
k
2 + α+ it
)
Γ
(
k
2 + β − it
) , Vα,β(x, t) = 1
2iπ
∫
(1)
G(s)
s
gα,β(s, t)x
−sds
et
Xα,β,t =
(√
N
2π
)−2(α+β)
Γ
(
k
2 − α− it
)
Γ
(
k
2 − β + it
)
Γ
(
k
2 + α+ it
)
Γ
(
k
2 + β + it
) .
Preuve : Graˆce a` la formule de duplication de la fonction Γ d’Euler, la fonction comple´te´e de
L(f, s) donne´e en (1.2.3) peut se re´e´crire sous la forme
Λ(f, s) =
(
8π
2k
)1/2(√N
2π
)s
Γ
(
s+
k − 1
2
)
L(f, s) = L∞(f, s)L(f, s).
Pour tout re´el positif X, posons
Iα,β(X, t) =
1
2iπ
∫
(1)
G(s)
s
Λ
(
f,
1
2
+ α+ s+ it
)
Λ
(
f,
1
2
+ β + s− it
)
X−sds.
On de´place alors la droite d’inte´gration en ℜ(s) = −1 tout en croisant un poˆle simple en s = 0,
puis on applique ensuite l’e´quation fonctionnelle de la fonction L(f, s). On obtient
Iα,β(X, t) = −ε(f)
2
2iπ
∫
(1)
G(s)
s
Λ
(
f,
1
2
− α+ s− it
)
Λ
(
f,
1
2
− β + s+ it
)
Xsds
+Λ
(
f,
1
2
+ α+ it
)
Λ
(
f,
1
2
+ β − it
)
= −I−β,−α(1/X, t) + Λ
(
f,
1
2
+ α+ it
)
Λ
(
f,
1
2
+ β − it
)
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En utilisant l’expression pre´ce´dente de la fonction L comple´te´e Λ(f, s), on re´e´crit
L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
=
Iα,β(X, t) + I−β,−α(1/X, t)
L∞
(
f, 12 + α+ it
)
L∞
(
f, 12 + β − it
) .
On exprime ensuite L(f, 1/2 + α + s + it)L(f, 1/2 + β + s − it) au moyen de la se´rie de Dirichlet
pour obtenir
Iα,β(X, t)
L∞
(
f, 12 + α+ it
)
L∞
(
f, 12 + β − it
)
=
1
2iπ
∫
(1)
G(s)
s
X−sgα,β(s, t)L
(
f,
1
2
+ α+ s+ it
)
L
(
f,
1
2
+ β + s− it
)
ds
=
∑∑
m,n≥1
λf (m)λf (n)
m
1
2+αn
1
2+β
(m
n
)−it
Vα,β(Xmn, t).
De la meˆme manie`re, on a
I−β,−α(1/X, t)
L∞
(
f, 12 + α+ it
)
L∞
(
f, 12 + β − it
) = Xα,β,t∑∑
m,n≥1
λf (m)λf (n)
m
1
2−βn
1
2−α
(m
n
)−it
V−β,−α
(mn
X
, t
)
.
On conclut en prenant X = 1 et en utilisant la de´finition de L∞(f, s).

La preuve pre´ce´dente est essentiellement la meˆme que celle du the´ore`me 5.3 de [IK04]. Il nous
sera ne´anmoins tre`s utile de disposer d’approximations pre´cises de Xα,β,t, gα,β(s, t) et Vα,β(x, t).
Lemme 3.2.2 Pour de grandes valeurs de t et pour s≪ tε dans n’importe quelle bande verticale,
on a
Xα,β,t =
(
t
√
N
2π
)−2(α+β)(
1 +
i(α2 − β2)
t
+O
(
1
t2
))
(3.2.6)
et gα,β(s, t) =
(
t
√
N
2π
)2s(
1 +O
( |s2|
t
))
. (3.2.7)
De plus, pour tout entier j ≥ 0 et tout re´el A > 0, on a
tj
∂j
∂tj
Vα,β(x, t)≪A,j
(
1 +
|x|
t2
)−A
. (3.2.8)
Preuve : La premie`re partie de ce lemme provient de la formule de Stirling, avec s = σ + iτ
variant dans les bandes verticales, et sous la forme
Γ(s) =
√
2π|τ |σ− 12 e−π2 |τ |ei(τ ln |τ |−τ+π2 (σ−1/2)sgn(τ))
(
1− i
(
σ − 12
)2 − 112
2τ
+O
(
1
τ2
))
.
56
On trouve cette relation dans ([Ten95], corollaire 0.13). Pour prouver (3.2.8), on de´place la droite
d’inte´gration loin vers la droite sur ℜs = A et graˆce a` (3.2.7), on obtient la borne de´sire´e lorsque
t2 ≪ x. Dans le cas x≪ t2, le re´sultat s’obtient par des majorations triviales. 
En utilisant l’e´quation fonctionnelle approche´e pre´ce´dente, on scinde If (α, β) en une somme
de termes diagonaux et non-diagonaux. Pre´cise´ment, en ouvrant le ramollisseur ψ, on peut
re´e´crire
If (α, β) =
∑
a,b≤M
µf (a)µf (b)√
ab
P
(
lnM/a
lnM
)
P
(
lnM/b
lnM
)[
ID1a,b (α, β) + I
D2
a,b (α, β) (3.2.9)
+IND1a,b (α, β) + I
ND2
a,b (α, β)
]
avec
ID1a,b (α, β) =
∑
am=bn
λf (m)λf (n)
m
1
2
+αn
1
2
+β
∫ +∞
−∞
w(t)Vα,β(mn, t)dt,
ID2a,b (α, β) =
∑
am=bn
λf (m)λf (n)
m
1
2
−βn
1
2
−α
∫ +∞
−∞
w(t)Xα,β,tV−β,−α(mn, t)dt,
IND1a,b (α, β) =
∑
am6=bn
λf (m)λf (n)
m
1
2
+αn
1
2
+β
∫ +∞
−∞
w(t)
(am
bn
)−it
Vα,β(mn, t)dt,
IND2a,b (α, β) =
∑
am6=bn
λf (m)λf (n)
m
1
2
−βn
1
2
−α
∫ +∞
−∞
w(t)Xα,β,t
(am
bn
)−it
V−β,−α(mn, t)dt.
3.2.2 E´valuation des termes non-diagonaux
Dans cette partie, nous e´valuons la taille des termes non-diagonaux. Plus pre´cise´ment, nous
prouvons la proposition suivante.
Proposition 3.2.1 Si 0 < ν < 1−2θ4+2θ et si α, β sont des nombres complexes ve´rifiant α, β ≪ L−1
alors il existe ε > 0 tel que
∑
a,b≤M
µf (a)µf (b)√
ab
P
(
lnM/a
lnM
)
P
(
lnM/b
lnM
)[
IND1a,b (α, β) + I
ND2
a,b (α, β)
]
≪ T 1−ε.
L’outil essentiel pour prouver ce re´sultat est le the´ore`me sur l’estimation en moyenne des sommes
avec de´calage additif obtenu lors du chapitre 2.
Lemmes pre´liminaires
Afin de prouver la proposition pre´ce´dente, on commence par supprimer les termes triviale-
ment ne´gligeables apparaissant dans la de´finition de IND1a,b (α, β).
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Lemme 3.2.3 Soient ε > 0, 0 < γ < 1, des nombres complexes α, β ≪ L−1 et des entiers
strictement positifs a, b ≤ T ν. Pour tout re´el A > 0, on a
IND1a,b (α, β) =
∑
am 6=bn
mn≪T 2+ε
| ambn −1|≪T−γ
λf (m)λf (n)
m
1
2+αn
1
2+β
∫ +∞
−∞
w(t)
(am
bn
)−it
Vα,β(mn, t)dt+O
(
T−A
)
. (3.2.10)
Preuve : Tout d’abord, en utilisant la majoration (3.2.8) pour j = 0, on obtient pour tout re´el
A > 0 ∫ +∞
−∞
w(t)
(am
bn
)−it
Vα,β(mn, t)dt≪A T
(
T 2
mn
)A
.
Par conse´quent, pour A > 1/2, e´tant donne´ |λf (n)| ≤ τ(n)≪ nǫ et α, β ≪ L−1, on peut e´crire
∑
am 6=bn
mn>T 2+ε
λf (m)λf (n)
m
1
2+αn
1
2+β
∫ +∞
−∞
w(t)
(am
bn
)−it
Vα,β(mn, t)dt≪ T 1+2A
∑
mn>T 2+ε
τ(m)τ(n)
m
1
2+A+ℜαn
1
2+A+ℜβ
≪ T 1+2A
∑
h>T 2+ε
1
h
1
2+A−ǫ
≪ T 2−Aε
≪ T−A.
Ensuite, graˆce a` la relation (3.2.8) valable pour tout entier j et comme w(j)(t) ≪ ∆−j, pour
tout re´el A > 0, on a la majoration uniforme´ment en x suivante
∂j
∂tj
[w(t)Vα,β(x, t)]≪ ∆−j
(
T 2
|x|
)A
.
Ainsi, pour am 6= bn, apre`s j integrations par partie, on obtient∫ +∞
−∞
w(t)
(am
bn
)−it
Vα,β(mn, t)dt =
1(
i ln ambn
)j ∫ +∞−∞
(am
bn
)−it ∂j
∂tj
[w(t)Vα,β(x, t)] dt
≪ T
∆j
∣∣ln ambn ∣∣j
(
T 2
mn
)A
.
De quoi l’on de´duit, avec A = 1/2 + max {ℜα,ℜβ} + δ et δ > 0, et en utilisant la minoration
x/2 ≤ ln(1 + x) valable pour 0 < x < 1,
∑
am 6=bn
| ambn −1|>T−γ
λf (m)λf (n)
m
1
2+αn
1
2+β
∫ +∞
−∞
w(t)
(am
bn
)−it
Vα,β(mn, t)dt≪ T
1+2A+jγ
∆j
∑
m,n≥1
τ(m)τ(n)
m
1
2+ℜα+An
1
2+ℜβ+A
.
Comme γ < 1 et en choisissant j aussi grand que souhaite´, on obtient la majoration annonce´e.

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On introduit une partition dyadique de l’unite´ pour les sommes en m et n. On fixe une fonction
lisse arbitraire ρ :]0,+∞[→ R, a` support compact inclus dans [1, 2] et ve´rifiant
+∞∑
ℓ=−∞
ρ
(
2−ℓ/2x
)
= 1.
On pourra se re´fe´rer a` [Har03] (section 5) pour trouver la construction de telles fonctions. Pour
chaque entier ℓ, on de´finit
ρℓ(x) = ρ
(
x
Aℓ
)
avec Aℓ = 2
ℓ/2T γ .
Afin d’e´tudier le comportement asymptotique de IND1a,b (α, β), on conside`re la fonction Fh;ℓ1,ℓ2
de´finie par
Fh;ℓ1,ℓ2(x, y) =
a
1
2
+αb
1
2
+β
x
1
2
+αy
1
2
+β
∫ +∞
−∞
w(t)
(
1 +
h
y
)−it
Vα,β
(xy
ab
, t
)
dt× ρℓ1(x)ρℓ2(y). (3.2.11)
Lemme 3.2.4 Soient ε > 0, 0 < γ < 1, des nombres complexes α, β ≪ L−1 et des entiers
strictement positifs a, b ≤ T ν. Alors, pour tout re´el A > 0, on a
IND1a,b (α, β) =
∑
Aℓ1Aℓ2≪abT 2+ε
Aℓ1≍Aℓ2
Aℓ1 ,Aℓ2≫Tγ
∑
h 6=0
|h|≪T−γ
√
Aℓ1Aℓ2
∑
am−bn=h
λf (m)λf (n)Fh;ℓ1,ℓ2(am, bn) +O
(
T−A
)
. (3.2.12)
Preuve : Par souci de simplicite´, on pose
H(x, y) =
a
1
2+αb
1
2+β
x
1
2+αy
1
2+β
∫ +∞
−∞
w(t)
(
x
y
)−it
Vα,β
(xy
ab
, t
)
dt.
Partant du lemme pre´ce´dent et en utilisant la partition de l’unite´, on peut re´e´crire
IND1a,b (α, β) =
∑
ℓ1,ℓ2
∑
h 6=0
∑
am−bn=h
mn≪T 2+ε
| ambn −1|≪T−γ
λf (m)λf (n)H(am, bn)ρℓ1(am)ρℓ2(bn) +O
(
T−A
)
.
Premie`rement, si |h| ≥√Aℓ1Aℓ2T−γ alors
max
{∣∣∣am
bn
− 1
∣∣∣ , ∣∣∣∣ bnam − 1
∣∣∣∣}2 ≥ ∣∣∣ambn − 1∣∣∣
∣∣∣∣ bnam − 1
∣∣∣∣ = h2ambn ≍ h2Aℓ1Aℓ2 ≥ T−2γ .
Deuxie`mement, si |ℓ1 − ℓ2| ≥ 3, par exemple si ℓ1 − ℓ2 ≥ 3 alors
am
bn
− 1 ≥ 2
ℓ1−ℓ2
2
2
− 1 ≥
√
2− 1≫ 1.
Nous pouvons ainsi supposer Aℓ1 ≍ Aℓ2 . Troisie`mement, si Aℓ2 ≤ T γ alors∣∣∣am
bn
− 1
∣∣∣ = h
bn
≥ h
2Aℓ2
≫ T−γ.
On en de´duit que l’on peut supposer Aℓ2 ≥ T γ et, de la meˆme manie`re, Aℓ1 ≥ T γ . Pour terminer,
e´tant donne´ que am− bn = h, on obtient H(am, bn)ρℓ1(am)ρℓ2(bn) = Fh;ℓ1,ℓ2(am, bn).

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Sommes avec de´calage additif
Afin d’appliquer le the´ore`me 2.1.1, on commence par de´terminer des estimations sur les
de´rive´es successives de la fonction Fh;ℓ1,ℓ2 .
Lemme 3.2.5 Soient α, β ≪ L−1 des nombres complexes, σ un re´el strictement positif quel-
conque. Pour tous entiers positifs i et j, on a
xiyj
∂i+jFh;ℓ1,ℓ2
∂xi∂yj
(x, y)≪i,j
(
a
Aℓ1
) 1
2+ℜα+σ ( b
Aℓ2
) 1
2+ℜβ+σ
T 1+2σ(lnT )j
ou` la constante implicite ne de´pend pas de h.
Preuve : On pose P0(Y ) = 1 et pour j ≥ 1, Pj(Y ) =
∏j−1
ℓ=0(Y − ℓ). Soit ℜs = σ > 0, alors on a
yj
∂j
∂yj
(∫
R
w(t)
(
1 +
h
y
)−it
gα,β(s, t)dt
)
=
∫
R
w(t)gα,β(s, t)
(
1 +
h
y
)−it
Qj(t)dt
=
∫
R
(
1 + hy
)−it
[
i ln
(
1 + hy
)]j ∂j∂tj [w(t)gα,β(s, t)Qj(t)] dt
ou` Qj(t) =
∑j
r=0
(
j
r
)
Pr(it)Pj−r(−it)
(
1 + hy
)−(j−r)
. Comme Q
(r)
j (t)≪
∣∣∣ h/y1+h/y ∣∣∣j tj−r pour r ≤ j et
∂r
∂tr [w(t)gα,β(s, t)] dt≪ T 2σ∆−r, on de´duit
∂j
∂tj
[w(t)gα,β(s, t)Qj(t)]≪s,j T 2σ
∣∣∣∣ h/y1 + h/y
∣∣∣∣j (lnT )j .
La constante implicite de´pendant de manie`re polynomiale en s. Comme on a h/y ≪ T−γ dans
les indices de sommations, il vient
yj
∂j
∂yj
(∫
R
w(t)
(
1 +
h
y
)−it
gα,β(s, t)dt
)
≪s,j T 1+2σ(lnT )j (3.2.13)
et la constante implicite ne de´pend pas de h. En e´crivant
Fh;ℓ1,ℓ2(x, y) =
ρℓ1(x)ρℓ2 (y)
2iπ
∫
(σ)
G(s)
s
(a
x
) 1
2+α+s
(
b
y
) 1
2+β+s
∫
R
w(t)
(
1 +
h
y
)−it
gα,β(s, t)dtds,
le re´sultat annonce´ de´coule alors de la formule de Leibniz et de la majoration (3.2.13).

Remarque 3.2.3 La borne triviale des sommes avec de´calage additif, ie celle obtenue en ma-
jorant par ine´galite´ triangulaire puis en appliquant l’ine´galite´ de Deligne, est donne´e pour tout
re´el ε > 0 strictement positif, par∑
ℓ1m1−ℓ2m2=h
λf (m1)λf (m2)gh(m1,m2)≪ε min{M1,M2}(M1M2)ε. (3.2.14)
La borne triviale (3.2.14) associe´e au lemme 3.2.5 implique le corollaire suivant.
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Corollaire 3.2.2 Pour tout ε > 0, on a
IND1a,b (α, β)≪ε min{a, b}T 1+ε.
Remarque 3.2.4 Cette borne triviale de IND1a,b (α, β) est insuffisante pour prouver la proposi-
tion 3.2.1. Autrement dit, il est ne´cessaire de tenir compte des oscillations des valeurs propres
de Hecke pour obtenir le re´sultat annonce´. Dans un premier temps, on applique la majoration
suivante, e´tablie par Blomer [Blo04], sur les proble`mes de convolution avec de´calage additif.
The´ore`me 3.2.3 (Blomer, [Blo04]) Soit ε > 0. On conside`re des entiers strictement positifs
ℓ1, ℓ2, h et des nombres re´els M1, M2, P1, P2 plus grands que 1 . Soit ghune fonction lisse, a`
support compact inclus dans [M1, 2M1] × [M2, 2M2] telle que ||g(ij)h ||∞ ≪i,j (P1/M1)i(P2/M2)j
pour tous entiers i, j ≥ 0. Alors∑
ℓ1m1−ℓ2m2=h
λf (m1)λf (m2)gh(m1,m2)≪ε,P1,P2,N,k (ℓ1M1 + ℓ2M2)1/2+θ+ε.
La majoration est uniforme en ℓ1, ℓ2, h et la de´pendance en P1, P2, N et k est polynomiale.
Remarque 3.2.5 En comparant avec la majoration (3.2.14), ce the´ore`me est en accord avec la
“square-root cancellation philosophy”.
On de´duit du the´ore`me 3.2.3 et du lemme 3.2.5 la proposition suivante, qui fournit une
premie`re estimation satisfaisante et qui sera ame´liore´e lors de la proposition 3.2.3.
Proposition 3.2.2 Soient des nombres complexes α, β ≪ L−1 et des entiers strictement positifs
a, b. Pour tout ε > 0, on a
IND1a,b (α, β)≪ε (ab)
3
4+
θ
2 T
1
2+θ+ε.
Preuve : Le the´ore`me 3.2.3 et le lemme 3.2.5 donnent∑
am−bn=h
λf (m)λf (n)Fh;ℓ1,ℓ2(am, bn)≪
(
a
Aℓ1
) 1
2+ℜα+σ ( b
Aℓ2
) 1
2+ℜβ+σ
T 1+2σ(lnT )κ(Aℓ1 +Aℓ2)
1
2+θ+ε
ou` κ est une constante. De`s lors, graˆce au lemme 3.2.4 et avec 12 + θ + ε − ℜα− ℜβ − 2σ > 0,
on obtient
IND1a,b (α, β)≪ T 1−γ+2σ(lnT )κ
∑
Aℓ1Aℓ2≪abT 2+ε
Aℓ1≍Aℓ2
Aℓ1 ,Aℓ2≫Tγ
(
a
Aℓ1
) 1
2+ℜα+σ ( b
Aℓ2
) 1
2+ℜβ+σ√
Aℓ1Aℓ2(Aℓ1 +Aℓ2)
1/2+θ+ε
≪ T 1−γ+2σ(ab)1/2+σ(ln T )κ
∑
Tγ≪Aℓ1≪
√
abT 1+ε/2
A
1
2+θ+ε−ℜα−ℜβ−2σ
ℓ1
≪ T 1−γT 12+θ+ε(ab) 34+ θ2
∑
Tγ≪Aℓ1≪
√
abT 1+ε/2
1.
Par ailleurs, on a
∑
T γ≪Aℓ1≪
√
abT 1+ε/2 1 =
∑
1≤2ℓ1/2≪
√
abT 1−γ+ε/2 1≪ lnT de quoi l’on de´duit le
re´sultat en prenant γ = 1− ε.

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Remarque 3.2.6 Nous sommes tente´s de re´soudre ce proble`me de convolution avec de´calage
additif en moyenne (sur h) et ainsi, prendre en conside´ration davantage d’oscillations des valeurs
propres de Hecke. Par exemple, en utilisant le the´ore`me 6.3 de [Ric06], on ve´rifie que, pour tout
ε > 0,
IND1a,b (α, β)≪ε (ab)
3
4+
θ
2 T
3
2+θ+ε.
Il est imme´diat que cette borne n’est pas admissible. Ceci s’explique par le fait que la longueur
de la somme en h est tre`s courte. Il en re´sulte que nous avons besoin d’un the´ore`me s’appliquant
pour les sommes courtes de sommes avec de´calage additif, ce que donne le the´ore`me 2.1.1.
Proposition 3.2.3 Soient des nombres complexes α, β ≪ L−1 et des entiers strictement positifs
a, b. Pour tout ε > 0, on a
IND1a,b (α, β)≪ε (ab)
1+θ
2 T
1
2+θ+ε.
Preuve : On applique le the´ore`me 2.1.1 avec H = T−γ
√
Aℓ1Aℓ2 , h1 = 1 et a(h) =
{
1 si h ≤ H,
0 sinon.
Alors, en utilisant le lemme 3.2.4, on obtient
IND1a,b (α, β)
≪
∑
Aℓ1Aℓ2≪abT 2+ε
Aℓ1≍Aℓ2
Aℓ1 ,Aℓ2≫Tγ
(
a
Aℓ1
) 1
2+ℜα+σ ( b
Aℓ2
) 1
2+ℜβ+σ
T 1+2σ+ε
√
Aℓ1H
[√
lnT +
(
Aℓ1
ln T
)θ(
1 +
√
H
ab
)]
≪(ab) 12+θT 1+2σ+ε− γ2
∑
Tγ≪Aℓ≪
√
abT 1+ε
A
θ−(ℜα+ℜβ+2σ)
ℓ ≪ (ab)
1+θ
2 T 1−
γ
2+θ+ε.
On conclut imme´diatement en choisissant γ = 1− ε.

Corollaire 3.2.3 Soient des nombres complexes α, β ≪ L−1 et des entiers strictement positifs
a, b. Pour tout ε > 0, on a
IND2a,b (α, β)≪ε (ab)
1+θ
2 T
1
2+θ+ε.
Preuve : On pose
w1(t) = w(t)
(
t
√
N
2π
)−2(α+β)(
1 +
i(α2 − β2)
t
)
.
Graˆce a` la relation (3.2.6), on peut e´crire
IND2a,b (α, β) =
∑
am 6=bn
λf (m)λf (n)
m
1
2−βn
1
2−α
∫ +∞
−∞
w1(t)
(am
bn
)−it
V−β,−α(mn, t)dt+O
(
1
T
∑
mn≪T 2+ε
|λf (m)λf (n)|
m
1
2−ℜβn
1
2−ℜα
)
.
Le terme d’erreur devient O(T ε) et comme w1 ve´rifie les conditions (3.2.4a), (3.2.4b) et (3.2.4c),
quitte a` changer w par w1 et (α, β) par (−β,−α), on peut appliquer la proposition 3.2.3.

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Preuve de la proposition 3.2.1
En utilisant la proposition 3.2.3 et le corollaire 3.2.3, on majore trivialement la contribution
des termes non-diagonaux par∑
a,b≤M
µf (a)µf (b)√
ab
P
(
lnM/a
lnM
)
P
(
lnM/b
lnM
)[
IND1a,b (α, β) + I
ND2
a,b (α, β)
]
≪ T 12+θ+ε
∑
a,b≤M
(ab)
θ
2
≪ T 12+θ+εT ν(2+θ).
Ainsi, si ν < 1−2θ4+2θ , la partie non-diagonale de If (α, β) est majore´e par T
1−ε.
3.2.3 E´valuation des termes diagonaux
Pour i = 1 ou i = 2, posons
IDif (α, β) =
∑
a,b≤M
µf (a)µf (b)√
ab
P
(
lnM/a
lnM
)
P
(
lnM/b
lnM
)
IDia,b(α, β). (3.2.15)
On conside`re la partie diagonale IDf (α, β) du second moment ramolli. Ainsi, nous avons
IDf (α, β) = I
D1
f (α, β) + I
D2
f (α, β). (3.2.16)
Dans cette section, on prouve la proposition suivante :
Proposition 3.2.4 Soient des nombres complexes α, β ≪ L−1 tels que |α + β| ≫ L−1 et soit
0 < ν < 1. Alors
IDf (α, β) = ŵ(0)c(α, β) +O(T (lnL)
4/L)
ou` c(α, β) est de´fini dans la relation (3.2.5).
Lemmes liminaires
Lemme 3.2.6 On de´signe par Ωα,β l’ensemble des vecteurs (u, v, s) de C
3 ve´rifiant
ℜu+ ℜv > −1/2,
ℜs > −14 − ℜα2 − ℜβ2 ,
ℜu+ ℜs > −12 −ℜα,
ℜv + ℜs > −12 −ℜβ.
On a∑
a,b,m,n≥1
am=bn
µf (a)µf (b)λf (m)λf (n)
a
1
2
+vb
1
2
+um
1
2
+α+sn
1
2
+β+s
=
L(f × f, 1 + α+ β + 2s)L(f × f, 1 + u+ v)
L(f × f, 1 + α+ u+ s)L(f × f, 1 + β + v + s)Aα,β(u, v, s)
ou` Aα,β(u, v, s) est donne´ par un produit eule´rien absolument convergeant dans Ωα,β.
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Preuve : Afin de simplifier quelque peu les notations, on pose
P =
∑
a,b,m,n≥1
am=bn
µf (a)µf (b)λf (m)λf (n)
a
1
2+vb
1
2+um
1
2+α+sn
1
2+β+s
.
En utilisant la relation (1.2.2), pour tout nombre premier p tel que p ∤ N , on obtient
∑
ℓ≥0
λf (p
ℓ)λf (p
ℓ+1)
pℓs
= λf (p)
∑
ℓ≥0
λf (p
ℓ)2
pℓs
− 1
ps
∑
ℓ≥0
λf (p
ℓ+1)λf (p
ℓ)
pℓs
et ∑
ℓ≥0
λf (p
ℓ)λf (p
ℓ+2)
pℓs
= λf (p
2)
∑
ℓ≥0
λf (p
ℓ)2
pℓs
− λf (p)
ps
∑
ℓ≥0
λf (p
ℓ+1)λf (p
ℓ)
pℓs
.
On en de´duit
∑
ℓ≥0
λf (p
ℓ)λf (p
ℓ+1)
pℓs
= λf (p)
(
1 +
1
ps
)−1∑
l≥0
λf (p
ℓ)2
pℓs
(3.2.17)
∑
ℓ≥0
λf (p
ℓ)λf (p
ℓ+2)
pℓs
=
(
1 +
1
ps
)−1(
λf (p
2)− 1
ps
)∑
ℓ≥0
λf (p
ℓ)2
pℓs
. (3.2.18)
De plus, e´tant donne´ que l’on peut e´crire
P =
∏
p
 ∑
ℓ1,ℓ2,ℓ3,ℓ4≥0
ℓ1+ℓ3=ℓ2+ℓ4
µf (p
ℓ1)µf (p
ℓ2)λf (p
ℓ3)λf (p
ℓ4)
pℓ1(
1
2+v)pℓ2(
1
2+u)pℓ3(
1
2+α+s)pℓ4(
1
2+β+s)

en utilisant les relations (3.2.1) et (3.2.2), on obtient
P =
∏
p∤N
(1 + λf (p)2
p1+u+v
+
1
p2(1+u+v)
)∑
ℓ≥0
λf (p
ℓ)2
pℓ(1+α+β+2s)
−λf (p)
(
1
p1+v+β+s
+
1
p1+u+α+s
)(
1 +
1
p1+u+v
)∑
ℓ≥0
λf (p
ℓ)λf (p
ℓ+1)
pℓ(1+α+β+2s)
+
(
1
p2(1+v+β+s)
+
1
p2(1+u+α+s)
)∑
ℓ≥0
λf (p
ℓ)λf (p
ℓ+2)
pℓ(1+α+β+2s)

×
∏
p|N
(1 + λf (p)2
p1+u+v
− λf (p)
2
p1+α+u+s
− λf (p)
2
p1+β+v+s
)∑
ℓ≥0
λf (p
ℓ)2
pℓ(1+α+β+2s)
 .
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Des relations (3.2.17) et (3.2.18), on tire
P = L(f × f, 1 + α+ β + 2s)
∏
p|N
[
1 +
λf (p)
2
p1+u+v
− λf (p)
2
p1+α+u+s
− λf (p)
2
p1+β+v+s
]
×
∏
p∤N
[(
1 +
λf (p)
2
p1+u+v
+
1
p2(1+u+v)
)(
1− 1
p2(1+α+β+2s)
)
−λf (p)2
(
1− 1
p1+α+β+2s
)(
1
p1+v+β+s
+
1
p1+u+α+s
)(
1 +
1
p1+u+v
)
+
(
1− 1
p1+α+β+2s
)(
λf (p
2)− 1
p1+α+β+2s
)(
1
p2(1+v+β+s)
+
1
p2(1+u+α+s)
)]
= L(f × f, 1 + α+ β + 2s)
∏
p
[
1 +
λf (p)
2
p1+u+v
− λf (p)
2
p1+α+u+s
− λf (p)
2
p1+β+v+s
+ χ0(p)Ep
]
avec
Ep =
1
p2
[
1
p2(u+v)
− 1
p2(α+β+2s)
− λf (p)
2
ps
(
1
pu+α
+
1
pv+β
)(
1
pu+v
− 1
pα+β+2s
)
+
λf (p
2)
p2s
(
1
p2(u+α)
+
1
p2(v+β)
)]
+
λf (p)
2
p3+α+β+3s
[
1
pu+v
(
1
pu+α
+
1
pv+β
)
− 1
ps
(
1
p2(u+α)
+
1
p2(v+β)
)
− 1
pu+v+α+β+s
]
+
1
p4+2(α+β+2s)
[
1
p2(u+α+s)
+
1
p2(v+β+s)
− 1
p2(u+v)
]
.
E´tant donne´ que la fonction L de Rankin-Selberg L(f × f, z) admet comme produit eule´rien
(voir (1.2.4)), pour ℜz > 1,
L(f × f, z) =
∏
p∈P
Lp(f × f, z)
avec
Lp(f × f, z) =
(
1− αf (p)
2
pz
)−1(
1− αf (p)βf (p)
pz
)−2(
1− βf (p)
2
pz
)−1
=
(
1− λf (p)
2
pz
+ χ0(p)
[
2 + λf (p)
2
p2z
− λf (p)
2
p3z
+
1
p4z
])−1
,
on peut re´e´crire
1 +
λf (p)
2
p1+u+v
− λf (p)
2
p1+α+u+s
− λf (p)
2
p1+β+v+s
+ χ0(p)Ep =
Lp(f × f, 1 + u+ v)
Lp(f × f, 1 + u+ α+ s)Lp(f × f, 1 + v + β + s)
×
[
1 + Lp(f × f, 1 + u+ α+ s)Lp(f × f, 1 + v + β + s)
8∑
r=2
∑
ℓ
ar,ℓ(p)
pr+Xr,ℓ(u,v,α,β,s)
]
ou` la somme sur ℓ est finie, Xr,ℓ sont des formes line´aires en u, v, α, β, s et ar,ℓ(p) sont des
nombres complexes |ar,ℓ(p)| ≪ 1. Par conse´quent, on trouve
P = L(f × f, 1 + α+ β + 2s)L(f × f, 1 + u+ v)
L(f × f, 1 + α+ u+ s)L(f × f, 1 + β + v + s)Aα,β(u, v, s)
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ou`
Aα,β(u, v, s) =
∏
p∈P
1 +∑
r,ℓ
O
(
1
pr+Xr,ℓ(ℜu,ℜv,ℜα,ℜβ,ℜs)
) .
Par ailleurs Aα,β(u, v, s) est un produit eule´rien absolument convergent dans la re´gion de´limite´e
par {ℜ(α + u + s) > −1} ∩ {ℜ(β + v + s) > −1} ∩r,ℓ {Xr,ℓ(ℜu,ℜv,ℜα,ℜβ,ℜs) > 1 − r}. En
explicitant ces formes line´aires X2,ℓ, on montre que {X2,ℓ(ℜu,ℜv,ℜα,ℜβ,ℜs) > −1} = Ωα,β. De
la meˆme manie`re, en e´crivant toutes les formes line´aires Xr,ℓ, on prouve que si (u, v, s) appartient
a` Ωα,β alors Xr,ℓ(ℜu,ℜv,ℜα,ℜβ, s) > −r/2 ≥ 1−r. Par conse´quent, Aα,β(u, v, s) est un produit
eule´rien absolument convergent sur Ωα,β et en tant que tel, de´finit une fonction holomorphe sur
Ωα,β.

Lemme 3.2.7 On a
A0,0(0, 0, 0) = 1.
Preuve : Graˆce au lemme 3.2.6, pour ℜs > 0, on peut e´crire
A0,0(s, s, s) =
∑
a,b,m,n≥1
am=bn
µf (a)µf (b)λf (m)λf (n)
(ambn)
1
2
+s
=
∑
a,m≥1
µf (a)λf (m)
(am)1+2s
∑
n|am
µf (am/n)λf (n).
E´tant donne´ que (µf (n)) est l’inverse de convolution de (λf (n)), on a∑
n|d
µf (d/n)λf (n) = δ(d).
De quoi l’on tire
A0,0(s, s, s) = µf (1)λf (1) = 1.
On prolonge cette relation en s = 0 par continuite´ dans le demi-plan ℜs > 0.

Lemme 3.2.8 Pour tout entier positif a, on a
∑
n≤M
λf (n)
2
n
(
ln
M
n
)a
=
Res
s=1
L(f × f, s)
ζ(N)(2)
∫ M
1
1
r
(
ln
M
r
)a
dr +O ((lnM)a) .
Preuve : On trouve dans [Ran39] le de´veloppement suivant
∑
n≤x
λf (n)
2 = x
Res
s=1
L(f × f, s)
ζ(N)(2)
+O(x3/5).
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C’est pourquoi, apre`s une inte´gration par parties, on obtient∑
n≤M
λf (n)
2
n
(
ln
M
n
)a
=
Res
s=1
L(f × f, s)
ζ(N)(2)
∑
n≤M
1
n
(
ln
M
n
)a
+O ((lnM)a) .
Enfin, la formule d’Euler Maclaurin nous donne∑
n≤M
1
n
(
ln
M
n
)a
=
∫ M
1
1
r
(
ln
M
r
)a
dr +O ((lnM)a) .

Estimation de ID1f (α, β)
Pour des entiers strictement positifs i et j, et pour n’importe quel re´el δ strictement positif,
on pose
Jα,β(i, j) =
1
(2iπ)2
∫
(δ)
∫
(δ)
Mu+v
L(f × f, 1 + u+ v)Aα,β(u, v, 0)
L(f × f, 1 + α+ u)L(f × f, 1 + β + v)
du
ui+1
dv
vj+1
. (3.2.19)
Lemme 3.2.9 Soient des nombres complexes α, β ≪ 1/L. Pour des entiers strictement positifs
i et j, on a
Jα,β(i, j) =
(lnM)i+j−1
i!j!Res
s=1
L(f × f, s)
d2
dxdy
[
Mαx+βy
∫ 1
0
(x+ u)i(y + u)jdu
]∣∣∣∣
x=y=0
+O
(
Li+j−2
(
1 +
(lnL)2
Li−1
)(
1 +
(lnL)2
Lj−1
))
.
Preuve : On utilise l’expression (1.2.5) de L(f ×f, s) et quitte a` de´placer loin vers la droite l’une
des deux droites d’inte´gration en u ou en v, on obtient
Jα,β(i, j) =
∑
n≤M
λf (n)
2
n
1
(2iπ)2
∫
(δ)
∫
(δ)
(
M
n
)u+v
ζ(N)(2(1 + u+ v))Aα,β(u, v, 0)
L(f × f, 1 + α+ u)L(f × f, 1 + β + v)
du
ui+1
dv
vj+1
.
On pose
r
(i,j)
α,β (u, v) =
(
M
n
)u+v
ζ(N)(2(1 + u+ v))Aα,β(u, v, 0)
L(f × f, 1 + α+ u)L(f × f, 1 + β + v)
1
ui+1vj+1
.
On conside`re le contour γ de´fini par γ = γ1 ∪ γ2 ∪ γ3 avec c > 0, Y ≫ 1 grand et
γ1 = {iτ, |τ | ≥ Y }, γ2 =
{
σ ± iY, −c
lnY
≤ σ ≤ 0
}
et γ3 =
{ −c
lnY
+ iτ, |τ | ≤ Y
}
.
En utilisant la re´gion sans ze´ro standard de L(f × f, s) rappele´e dans le the´ore`me 1.3.3, on
de´place les droites d’inte´gration ℜu = ℜv = δ jusqu’a` u et v sur γ. Ainsi,
1
(2iπ)2
∫
(δ)
∫
(δ)
r
(i,j)
α,β (u, v)dudv
=Res
u=0
1
2iπ
∫
ℜv=δ
r
(i,j)
α,β (u, v)dv +
1
(2iπ)2
∫
u∈γ
∫
ℜv=δ
r
(i,j)
α,β (u, v)dvdu
= Res
u=v=0
r
(i,j)
α,β (u, v) +Resu=0
1
2iπ
∫
v∈γ
r
(i,j)
α,β (u, v)dv +Resv=0
1
2iπ
∫
u∈γ
r
(i,j)
α,β (u, v)du+
1
(2iπ)2
∫
γ
∫
γ
r
(i,j)
α,β (u, v)dudv.
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• On commence par estimer Res
u=0
1
2iπ
∫
v∈γ r
(i,j)
α,β (u, v)dv. On exprime le re´sidu au moyen d’une
inte´grale sur un cercle de rayon 1/L, ce qui donne
Res
u=0
1
2iπ
∫
v∈γ
r
(i,j)
α,β (u, v)dv
=
1
(2iπ)2
∫
v∈γ
(
M
n
)v
L(f × f, 1 + β + v)
∮
D(0,L−1)
(
M
n
)u
ζ(N)(2(1 + u+ v))Aα,β(u, v, 0)
L(f × f, 1 + α+ u)
du
ui+1
dv
vj+1
.
De plus, comme |ζ(N)(2(1 + u+ v))Aα,β(u, v, 0)| ≪ 1 dans notre situation et comme
1
L(f × f, 1 + α+ u) ≪ α+ u≪ L
−1 car u ≍ 1/L,
on obtient
Res
u=0
1
2iπ
∫
v∈γ
r
(i,j)
α,β (u, v)dv ≪ Li−1
∫
v∈γ
(
M
n
)ℜv
|L(f × f, 1 + β + v)|
dv
|v|j+1 .
La proposition 1.3.1 nous donne
1
L(f × f, σ + iτ) ≪ ln |τ |,
de quoi l’on de´duit
∫
v∈γ
(
M
n
)ℜv
|L(f × f, 1 + β + v)|
dv
|v|j+1
≪
∫
|τ |≥Y
ln τ
|τ |j+1 dτ + lnY
∫ 0
− clnY
dσ
|σ + iY |j+1 +
(
M
n
)− clnY
lnY
∫
|τ |≤Y
dτ∣∣τ − i clnY ∣∣j+1
≪ lnY
Y j
+ (lnY )j+1
(
M
n
)− clnY
. (3.2.20)
On a alors la majoration
Res
u=0
1
2iπ
∫
v∈γ
r
(i,j)
α,β (u, v)dv ≪ Li−1 lnY
(
1
Y j
+ (lnY )j
(
M
n
)− cln Y )
. (3.2.21)
• Comme r(i,j)α,β (u, v) = r(j,i)β,α (v, u), la majoration pre´ce´dente donne imme´diatement
Res
v=0
1
2iπ
∫
u∈γ
r
(i,j)
α,β (u, v)du≪ Lj−1 lnY
(
1
Y i
+ (lnY )i
(
M
n
)− clnY )
. (3.2.22)
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• Graˆce a` la relation (3.2.20), on majore ∫γ ∫γ r(i,j)α,β (u, v)dudv.
1
(2iπ)2
∫
γ
∫
γ
r
(i,j)
α,β (u, v)dudv =
1
(2iπ)2
∫
γ
∫
γ
(
M
n
)u+v
ζ(N)(2(1 + u+ v))Aα,β(u, v, 0)
L(f × f, 1 + α+ u)L(f × f, 1 + β + v)
1
ui+1vj+1
≪
∫
γ
(
M
n
)ℜv
|L(f × f, 1 + β + v)|
dv
|v|j+1
∫
γ
(
M
n
)ℜu
|L(f × f, 1 + α+ u)|
du
|u|i+1
≪
(
lnY
Y j
+ (lnY )j+1
(
M
n
)− clnY )( lnY
Y i
+ (lnY )i+1
(
M
n
)− clnY )
≪ (lnY )2
(
1
Y i+j
+ (ln Y )i+j
(
M
n
)− clnY )
. (3.2.23)
• De plus, pour tout entier strictement positif ℓ, on pose
Wℓ =
∑
n≤M
λf (n)
2
n
(
1
Y ℓ
+ (lnY )ℓ
(
M
n
)− clnY )
.
On peut majorer
Wℓ ≪ 1
Y ℓ
∑
n≤ M
(Y ln Y )ℓ(ln Y )/c
λf (n)
2
n
+ (ln Y )ℓ
∑
M
(Y lnY )ℓ(ln Y )/c
≤n≤M
λf (n)
2
n
(
M
n
)− clnY
≪ L
Y ℓ
+ (lnY )ℓ
∑
0≤d≤ ln(Y ln Y )ln 2
2−dℓ
∑
M
(2d+1)ℓ(lnY )/c
≤n≤ M
(2d)ℓ(lnY )/c
λf (n)
2
n
≪ L
Y ℓ
+ (lnY )ℓ+1.
Par conse´quent, a` partir des majorations (3.2.21), (3.2.22) et (3.2.23), on obtient
Jα,β(i, j) =
∑
n≤M
[
λf (n)
2
n
Res
u=v=0
r
(i,j)
α,β (u, v)
]
+O
(
Li−1Wj lnY + Lj−1Wi lnY +Wi+j(lnY )2
)
=
∑
n≤M
[
λf (n)
2
n
Res
u=v=0
r
(i,j)
α,β (u, v)
]
+O
[
Li−1 lnY
(
L
Y j
+ (lnY )j
)
+ Lj−1 lnY
(
L
Y i
+ (lnY )i
)
+(lnY )2
(
L
Y i+j
+ (lnY )i+j
)]
.
En choisissant Y = L, le terme d’erreur devient O
((
Li−1 + (lnL)2
) (
Lj−1 + (lnL)2
))
. Ainsi
Jα,β(i, j) =
∑
n≤M
[
λf (n)
2
n
Res
u=v=0
r
(i,j)
α,β (u, v)
]
+O
(
Li+j−2
(
1 +
(lnL)2
Li−1
)(
1 +
(lnL)2
Lj−1
))
(3.2.24)
• On termine cette preuve par l’estimation de Res
u=v=0
r
(i,j)
α,β (u, v). Une nouvelle fois, on exprime le
re´sidu comme une inte´grale sur un cercle de rayon 1/L. Ainsi,
Res
u=v=0
r
(i,j)
α,β (u, v) =
1
(2iπ)2
∮
D(0,L−1)
∮
D(0,L−1)
(
M
n
)u+v
ζ(N)(2(1 + u+ v))Aα,β(u, v, 0)
L(f × f, 1 + α+ u)L(f × f, 1 + β + v)
du
ui+1
dv
vj+1
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De plus, e´tant donne´ u ≍ v ≍ 1/L, on a
ζ(N)(2(1 + u+ v)) = ζ(N)(2) +O(1/L),
Aα,β(u, v, 0) = A0,0(0, 0, 0) +O(1/L),
1
L(f × f, 1 + α+ u) =
α+ u
Res
s=1
L(f × f, s) (1 +O(1/L)),
1
L(f × f, 1 + β + v) =
β + v
Res
s=1
L(f × f, s) (1 +O(1/L)).
Graˆce au lemme 3.2.7, il vient
ζ(N)(2(1 + u+ v))Aα,β(u, v, 0)
L(f × f, 1 + α+ u)L(f × f, 1 + β + v) = (α+ u)(β + v)
ζ(N)(2)
[Res
s=1
L(f × f, s)]2 +O(1/L
3).
Donc
Res
u=v=0
r
(i,j)
α,β (u, v) =
ζ(N)(2)
[Res
s=1
L(f × f, s)]2
[
1
2iπ
∮
D(0,L−1)
(
M
n
)u
α+ u
ui+1
du
][
1
2iπ
∮
D(0,L−1)
(
M
n
)v
β + v
vj+1
dv
]
+O
(
Li+j−3
)
.
Par ailleurs, en utilisant la formule de Cauchy, on calcule pour tout entier strictement positif ℓ,
1
2iπ
∮
D(0,L−1)
(
M
n
)u
α+ u
uℓ+1
du =
d
dx
[
eαx
2iπ
∮
D(0,L−1)
(
M
n
ex
)u
du
uℓ+1
]∣∣∣∣∣
x=0
=
d
dx
[
eαx
1
ℓ!
dℓ
duℓ
[(
M
n
ex
)u]∣∣∣∣
u=0
]∣∣∣∣
x=0
=
1
ℓ!
d
dx
[
eαx
(
x+ ln
M
n
)ℓ]∣∣∣∣∣
x=0
=
1
ℓ!
[
α
(
ln
M
n
)ℓ
+ ℓ
(
ln
M
n
)ℓ−1]
.
De`s lors, on peut e´crire
Res
u=v=0
r
(i,j)
α,β (u, v) =
ζ(N)(2)
i!j![Res
s=1
L(f × f, s)]2
[
αβ
(
ln
M
n
)i+j
+ (αi + βj)
(
ln
M
n
)i+j−1
+ ij
(
ln
M
n
)i+j−2]
+O
(
Li+j−3
)
.
Partant de la relation (3.2.24) et du lemme 3.2.8, on a
Jα,β(i, j) =
[Res
s=1
L(f × f, s)]−1
i!j!
∫ M
1
(
α
(
ln
M
r
)i
+ i
(
ln
M
r
)i−1)(
β
(
ln
M
r
)j
+ j
(
ln
M
r
)j−1)
dr
r
+O
(
Li+j−2
(
1 +
(lnL)2
Li−1
)(
1 +
(lnL)2
Lj−1
))
.
On obtient le re´sultat annonce´ en effectuant le changement de variable r =M1−u.

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Lemme 3.2.10 Pour 0 < ν < 1 et pour des nombres complexes α, β ≪ L−1 tels que |α+ β| ≫
L−1, on a
ID1f (α, β) =
ŵ(0)
(α+ β) lnM
d2
dxdy
[
Mαx+βy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
+O
(
T (lnL)4
L
)
.
Preuve : On utilise une transformation de Mellin pour exprimer(
lnM/a
lnM
)i
=
{
i!
(lnM)i
1
2iπ
∫
(1)
(
M
a
)v dv
vi+1
si 1 ≤ a ≤M,
0 si a > M.
On pose P (X) =
∑deg P
i=1 aiX
i. A` partir de la relation (3.2.15) de´finissant ID1f (α, β), on obtient
ID1f (α, β) =
∫ +∞
−∞
w(t)
∑
i,j≥1
aiaji!j!
(lnM)i+j
1
(2iπ)3
∫
(1)
∫
(1)
∫
(1)
Mu+vG(s)
s
gα,β(s, t)
∑
a,b,m,n≥1
am=bn
µf (a)µf (b)λf (m)λf (n)
a
1
2
+vb
1
2
+um
1
2
+α+sn
1
2
+β+s
ds
du
uj+1
dv
vi+1
dt.
Graˆce au lemme 3.2.6, on peut e´crire
ID1f (α, β) =
∫ +∞
−∞
w(t)
∑
i,j≥1
aiaji!j!
(lnM)i+j
1
(2iπ)3
∫
(1)
∫
(1)
∫
(1)
Mu+vG(s)
s
gα,β(s, t)Aα,β(u, v, s)
L(f × f, 1 + α+ β + 2s)L(f × f, 1 + u+ v)
L(f × f, 1 + α+ u+ s)L(f × f, 1 + β + v + s)ds
du
uj+1
dv
vi+1
dt.
On spe´cialise G en
G(s) = es
2 (α+ β)2 − (2s)2
(α+ β)2
.
La fonction G(s)L(f×f, 1+α+β+2s) est alors une fonction entie`re. On commence par de´placer
les droites d’inte´gration ℜu = ℜv = 1 en ℜu = ℜv = δ, avec δ petit, afin de s’assurer d’eˆtre dans
le domaine d’absolue convergence de Aα,β(u, v, s). Ensuite, on de´place la droite d’inte´gration
ℜs = 1 en ℜs = −δ+ ǫ, avec 0 < ǫ < δ, croisant un poˆle en s = 0. E´tant donne´ que t ≍ T , ν < 1
et gα,β(s, t)≪ T 2s, on peut majorer∫ +∞
−∞
w(t)
∑
i,j
aiaji!j!
(lnM)i+j
1
(2iπ)3
∫
Reu=δ
∫
Re v=δ
∫
Re s=−δ+ǫ
Mu+vG(s)
s
gα,β(s, t)Aα,β(u, v, s)
L(f × f, 1 + α+ β + 2s)L(f × f, 1 + u+ v)
L(f × f, 1 + α+ u+ s)L(f × f, 1 + β + v + s)ds
du
uj+1
dv
vi+1
dt
≪
∫ +∞
−∞
|w(t)|dt T 2(−δ+ǫ)M2δ ≪ T 1−(2−2ν)δ+ǫ ≪ T 1−ε.
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pour ε suffisamment petit. Ainsi, en utilisant les notations pre´ce´demment introduites, cette
estimation fournit
ID1f (α, β) = ŵ(0)L(f × f, 1 + α+ β)
∑
i,j
aiaji!j!
(lnM)i+j
Jα,β(i, j) +O
(
T 1−ε
)
.
Graˆce au lemme 3.2.9 et comme
L(f × f, 1 + α+ β) =
Res
s=1
L(f × f, s)
α+ β
+O(1),
on en de´duit
ID1f (α, β) = ŵ(0)
[
Res
s=1
L(f × f, s)
α+ β
+O(1)
]
×
[
1
Res
s=1
L(f × f, s) lnM
d2
dxdy
[
Mαx+βy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
+O
(
(lnL)4
L2
)]
+O
(
T 1−ε
)
=
ŵ(0)
(α+ β) lnM
d2
dxdy
[
Mαx+βy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
+O
(
T (lnL)4
(α+ β)L2
)
+O(T/L).
On obtient le re´sultat annonce´ en utilisant l’hypothe`se |α+ β| ≫ L−1.

Remarque 3.2.7 Il sera parfois pre´fe´rable d’utiliser la relation
d2
dxdy
[
Mαx+βy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
=
∫ 1
0
(P ′(u) + α lnMP (u))(P ′(u) + β lnMP (u))du.
(3.2.25)
Lemme 3.2.11 Pour 0 < ν < 1 et pour des nombres complexes α, β ≪ L−1 tels que |α+ β| ≫
L−1, on a
ID2f (α, β) = T
−2(α+β)ID1f (−β,−α) +O(T/L).
Preuve : On e´crit
ID2a,b (α, β) =
∑
am=bn
λf (m)λf (n)
m
1
2−βn
1
2−α
∫ +∞
−∞
w(t)
(
t
√
N
2π
)−2(α+β)
V−β,−α(mn, t)dt+O
 ∑
am=bn
mn≪T 2+ε
|λf (m)λf (n)|
m
1
2−βn
1
2−α
 .
On pose a′ = a/(a, b) et b′ = b/(a, b). Alors, pour tout δ > 0, le terme d’erreur dans la relation
pre´ce´dente devient ∑
am=bn
mn≪T 2+ε
|λf (m)λf (n)|
m
1
2−βn
1
2−α
≪ 1
(a′b′)1/2−δ
∑
k≪ T1+
ε
2√
a′b′
1
k1−α−β−2δ
≪ T
ε
√
a′b′
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Ainsi, en posant w2(t) = w(t)
(
t
√
N
2π
)−2(α+β)
, on peut e´crire
ID2f (α, β) =
∑
a,b≤M
µf (a)µf (b)√
ab
P
(
lnM/a
lnM
)
P
(
lnM/b
lnM
)[ ∑
am=bn
λf (m)λf (n)
m
1
2−βn
1
2−α
∫ +∞
−∞
w2(t)V−β,−α(mn, t)dt
]
+O
T ε ∑
a,b≤M
1√
ab
√
a′b′
 .
On a par ailleurs
∑
a,b≤M
1√
ab
√
a′b′
≪
∑
k≤M
1
k
∑
a,b≤Mk
1
ab
≪
∑
k≤M
1
k
(
ln
M
k
)2
≪ (lnM)3
et comme w2 ve´rifie les conditions (3.2.4a), (3.2.4b) et (3.2.4c), quitte a` changer w en w2 et
(α, β) en (−β,−α), le lemme 3.2.10 donne
ID2f (α, β) =
ŵ2(0)
(−α− β) lnM
d2
dxdy
[
M−αx−βy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
+O
(
T (lnL)4/L
)
.
Pour conclure, e´tant donne´ le support de w, on obtient
(
t
√
N
2π
)−2(α+β)
= T−2(α+β) +O(1/L) ce
qui donne ŵ2(0) = T
−2(α+β)ŵ(0) +O(T/L).

Preuve de la proposition 3.2.4 et du the´ore`me 3.2.1
On commence par prouver la proposition 3.2.4. Partant de la relation (3.2.16) et en utilisant
le lemme 3.2.11, on e´crit
IDf (α, β) = I
D1
f (α, β) + T
−2(α+β)ID1f (−β,−α) +O(T (lnL)4/L)
= ID1f (α, β) + I
D1
f (−β,−α) + ID1f (−β,−α)
[
T−2(α+β) − 1
]
+O(T (lnL)4/L).
Enfin, graˆce a` la relation (3.2.25) et le lemme 3.2.10, on obtient
ID1f (α, β) + I
D1
f (−β,−α) = ŵ(0) +O(T (lnL)4/L).
On obtient la proposition 3.2.4 en combinant ces re´sultats.
La preuve du the´ore`me 3.2.1 est maintenant imme´diate. L’e´quation fonctionnelle approche´e
nous a permis de scinder If (α, β) en deux parties. La partie non-diagonale d’une part, qui est
majore´e graˆce a` la proposition 3.2.1, et la partie diagonale d’autre part, qui est estime´e dans la
proposition 3.2.4.

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3.3 Moment non ramolli d’ordre 2
Cette section contient la preuve du the´ore`me 3.2.2. Par souci de simplicite´, on pose
Mf,2(α, β) =
∫ +∞
−∞
w(t)L
(
f,
1
2
+ α+ it
)
L
(
f,
1
2
+ β − it
)
dt
ou` la fonction w satisfait les conditions (3.2.4a), (3.2.4b) et (3.2.4c). En appliquant l’e´quation
fonctionnelle approche´e (lemme 3.2.1) et en utilisant les notations pre´ce´demment introduites,
on peut reformuler
Mf,2(α, β) = I
D1
1,1 (α, β) + I
D2
1,1 (α, β) + I
ND1
1,1 (α, β) + I
ND2
1,1 (α, β).
La proposition 3.2.2 et le corollaire 3.2.3 nous fournissent directement une majoration de la
contribution non-diagonale, ce qui nous permet d’e´crire
Mf,2(α, β) = I
D1
1,1 (α, β) + I
D2
1,1 (α, β) +O
(
T
1
2
+θ+ε
)
. (3.3.1)
3.3.1 Contribution diagonale
On commence par quelques lemmes qui nous seront utiles par la suite.
Lemme 3.3.1 Le de´veloppement en se´rie de Laurent de la fonction me´romorphe s 7→ L(f×f,s)
ζ(N)(2s)
au voisinage de s = 1 peut s’e´crire sous la forme
L(f × f, 1 + s)
ζ(N)(2(1 + s))
=
af/2
s
+ bf/2 +O(s).
Preuve : On a
L(f × f, 1 + s)
ζ(N)(2(1 + s))
=
1∏
p|N
(
1 + 1p1+s
) ζ(1 + s)
ζ(2(1 + s))
L(Sym2f, 1 + s)
=
N
ν(N)
1 + s∑
p|N
ln p
p+ 1
+O(s2)
(L(Sym2f, 1) + sL′(Sym2f, 1) +O(s2))
(
1− 2 ζ′(2)ζ(2) +O(s2)
)
ζ(2)
×
(
1
s
+ γ + O(s)
)
.
Un calcul imme´diat fournit alors le re´sultat annonce´.

Lemme 3.3.2 Pour tous nombres complexes α, β ≪ lnT , on a
ID11,1 (α, β) =
∫
R
w(t)Res
s=0
[
G(s)
s
gα,β(s, t)
L(f × f, 1 + α+ β + 2s)
ζ(N)(2(1 + α+ β + 2s))
]
dt+O
(
T 1/2
)
.
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Preuve : Partant de la de´finition de ID11,1 (α, β), on peut re´e´crire
ID11,1 (α, β) =
∑
m=n
λf (m)λf (n)
m
1
2+αn
1
2+β
∫
R
w(t)Vα,β(mn, t)dt
=
∫
R
w(t)
1
2iπ
∫
(σ)
G(s)
s
gα,β(s, t)
∑
m≥1
λf (m)
2
m1+α+β+2s
dsdt.
Comme L(f × f, s) = ζ(n)(2s)∑m≥1 λf (m)2ms , on en de´duit que pour tout re´el strictement positif
σ, on a
ID11,1 (α, β) =
∫
R
w(t)
1
2iπ
∫
(σ)
G(s)
s
gα,β(s, t)
L(f × f, 1 + α+ β + 2s)
ζ(N)(2(1 + α+ β + 2s))
dsdt.
Si α+ β 6= 0, on spe´cialise en
G(s) = es
2 (α+ β)2 − (2s)2
(α + β)2
.
afin de s’assurer que G
(
−α+β2
)
= 0. On de´place la droite d’inte´gration ℜs = σ en ℜs = −A,
avec A = 14 +
α+β
2 , en croisant un poˆle s = 0. Ainsi,
ID11,1 (α, β) =
∫
R
w(t)Res
s=0
[
G(s)
s
gα,β(s, t)
L(f × f, 1 + α+ β + 2s)
ζ(N)(2(1 + α+ β + 2s))
]
dt+O
(
T 1−2A
)
.

Afin de de´terminer le re´sidu associe´ au poˆle s = 0 qui apparait dans le lemme pre´ce´dent, on
distingue le restant de la preuve suivant la multiplicite´ de ce poˆle.
Cas d’un poˆle double Dans ce paragraphe, on suppose α+ β = 0. De`s lors, le poˆle en s = 0
du lemme pre´ce´dent est un poˆle d’ordre 2.
Lemme 3.3.3 On a
Res
s=0
[
G(s)
s
gα,β(s, t)
L(f × f, 1 + α+ β + 2s)
ζ(N)(2(1 + α+ β + 2s))
]
=
af
2
ln
(
t
√
N
2π
)
+
bf
2
.
Preuve : On de´termine le de´veloppement asymptotique en s = 0.
G(s)
(
t
√
N
2π
)2s
L(f × f, 1 + 2s)
ζ(N)(2(1 + 2s))
=
[
1 +O(s2)
] [
1 + 2s ln
(
t
√
N
2π
)
+O(s2)
] [
af/2
2s
+ bf/2 +O(s)
]
=
af/2
s
+
af
2
ln
(
t
√
N
2π
)
+
bf
2
+O(s).

Ces re´sultats prouvent le the´ore`me 3.2.2 dans le cas α + β = 0. Plus pre´cise´ment, graˆce a` la
relation (3.3.1) et e´tant donne´ que ID11,1 (α, β) = I
D2
1,1 (α, β) pour le cas conside´re´, le corollaire
suivant est une conse´quence imme´diate des lemmes 3.3.2 et 3.3.3.
Corollaire 3.3.1 Pour tout nombre complexe α≪ L−1 et tout ε > 0, on a
Mf,2(α,−α) = af
∫
R
w(t) ln tdt+ bf
∫
R
w(t)dt+O
(
T
1
2
+θ+ε
)
.
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Cas d’un poˆle simple Dans ce paragraphe, on suppose α+ β 6= 0 et G(s) = es2 (α+β)2−(2s)2
(α+β)2
.
On pose e´galement w2(t) = w(t)
(
t
√
N
2π
)−2(α+β)
.
Lemme 3.3.4 Pour tous nombres complexes α, β ≪ L−1 et tout ε > 0, on a
Mf,2(α, β) =
L(f × f, 1 + α+ β)
ζ(N)(2(1 + α+ β))
ŵ(0) +
L(f × f, 1− α− β)
ζ(N)(2(1− α− β)) ŵ2(0) +O
(
T
1
2+θ+ε
)
.
Preuve : Le poˆle du lemme 3.3.2 e´tant simple, on a
Res
s=0
[
G(s)
s
gα,β(s, t)
L(f × f, 1 + α+ β + 2s)
ζ(N)(2(1 + α+ β + 2s))
]
=
L(f × f, 1 + α+ β)
ζ(N)(2(1 + α+ β))
.
De`s lors, graˆce au lemme 3.3.2, il vient
ID11,1 (α, β) =
L(f × f, 1 + α+ β)
ζ(N)(2(1 + α+ β))
ŵ(0) +O
(
T 1/2
)
.
Quitte a` changer w en w2, on a I
D2
1,1 (α, β) = I
D1
1,1 (−β,−α), donc
ID21,1 (α, β) =
L(f × f, 1− α− β)
ζ(N)(2(1− α− β)) ŵ2(0) +O
(
T 1/2
)
.

On obtient ainsi l’e´nonce´ du the´ore`me 3.2.2 pour α+ β 6= 0.
Corollaire 3.3.2 Pour tous nombres complexes α, β ≪ L−1 et tout ε > 0, on a
Mf,2(α, β) = af
∫ +∞
−∞
w(t) ln tdt+
[
bf + af ln
(√
N
2π
)]
ŵ(0) +O
(
|α+ β|T (lnT )2 + T 12+θ+ε
)
.
Preuve : Graˆce au lemme 3.3.1, le lemme pre´ce´dent donne
Mf,2(α, β) =
af/2
α+ β
(ŵ(0)− ŵ2(0)) + bf
2
(ŵ(0) + ŵ2(0)) +O
(
T |α+ β|+ T 12+θ+ε
)
.
De plus
ŵ2(0) =
∫
R
w(t)
(
t
√
N
2π
)−2(α+β)
dt =
∫
R
w(t)
(
1− 2(α+ β) ln
(
t
√
N
2π
)
+O
(|α+ β|2 ln2 t))
= ŵ(0)− 2(α+ β)
∫
R
w(t) ln
(
t
√
N
2π
)
dt+O
(|α+ β|2T ln2 T ) .
Un calcul imme´diat fournit le re´sultat annonce´.

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3.3.2 Conjecture de Conrey, Farmer, Keating, Rubinstein et Snaith
On trouve dans [CFK+05] de nombreuses conjectures lie´es aux moments inte´graux des fonc-
tions L. En particulier, la conjecture 2.5.4 pre´dit le comportement asymptotique de n’importe
quel moment inte´gral d’ordre pair le long de la droite critique d’une fonction L primitive.
Conjecture 1 On de´signe par L(s) une fonction L primitive et k un entier strictement positif.
Alors pour n’importe quelle fonction de localisation g “convenable”, on a∫ +∞
−∞
∣∣∣∣L(12 + it
)∣∣∣∣2k g(t)dt = ∫ +∞−∞ Pk
(
w ln
(
Q2/wt
2
))
(1 +O(t−1/2+ε))g(t)dt,
ou` w et Q de´signe respectivement le degre´ et le conducteur arithme´tique de L et Pk est un
polynoˆme explicite de degre´ k2.
Dans ce chapitre, on conside`re des fonctions L de formes modulaires primitives de poids pair,
de niveau sans facteurs carre´s N et de caracte`re trivial. De telles fonctions L sont de degre´ 2 et
de conducteur Q =
√
N/π (confer e´quation 1.2.3). La conjecture suivante n’est qu’une simple
reformulation de la conjecture 1 dans le cas qui nous inte´resse pour le moment d’ordre 2 et avec
g(t) = r(t/T ) ou` r est une fonction lisse a` support compact inclus dans [1, 2].
Conjecture 2 Soit f une forme modulaire primitive de poids pair, de niveau N sans facteurs
carre´s et de caracte`re trivial. Alors, pour tout ε > 0, on a∫ +∞
−∞
∣∣∣∣L(f, 12 + it
)∣∣∣∣2 g(t)dt = ∫ +∞−∞ P1
(
2 ln
(
t
√
N
2π
))
g(t)dt+O
(
T
1
2
+ε
)
avec
P1(x) =
−1
(2iπ)2
∮
|z1|=r1
∮
|z2|=r2
L(f × f, 1 + z1 − z2)
ζ(N)(2(1 + z1 − z2))
(z2 − z1)2
z21z
2
2
e
x
2
(z1−z2)dz1dz2,
pour n’importe quels re´els strictement positifs r1 et r2 suffisamment petits (ie r1 + r2 < 1).
Afin de comparer notre corollaire 3.2.1 avec cette conjecture, il nous faut calculer P1. On choisit
r1 6= r2, et e´tant donne´ que (z2−z1)
2
z21z
2
2
= 1
z21
− 2z1z2 + 1z22 , on obtient
P1(x) =
2
(2iπ)2
∮
|z1|=r1
∮
|z2|=r2
L(f × f, 1 + z1 − z2)
ζ(N)(2(1 + z1 − z2))
1
z1z2
e
x
2
(z1−z2)dz1dz2
=
2
2iπ
∮
|z2|=r2
L(f × f, 1− z2)
ζ(N)(2(1 − z2))
e−
x
2
z2 dz2
z2
Par ailleurs,
L(f × f, 1− z2)
ζ(N)(2(1− z2)) e
−x2 z2 =
(−af/2
z2
+ bf +O(z
2
2)
)(
1− x
2
z2 +O(z
2
2)
)
=
−af/2
z2
+
(
bf
2
+
xaf
4
)
+O(z22),
on en de´duit donc
P1(x) =
af
2
x+ bf .
Pour conclure, on peut remarquer que les termes dominants sont exactement les meˆmes que
ce soit dans le corollaire 3.2.1 ou dans la conjecture 2, et qu’en admettant la conjecture de
Ramanujan-Petersson, les termes d’erreurs sont e´galement identiques.
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3.3.3 Lien avec la sous-convexite´
Le corollaire 3.2.1 est une version lisse du second moment inte´gral d’une fonction L de
forme modulaire primitive le long de la droite critique et on souhaiterait disposer d’un re´sultat
sans fonction de localisation w et obtenir ainsi le comportement asymptotique de Mf,2(T ). La
proce´dure pour passer de l’un a` l’autre est classique et sera mise en place en de´tail dans le
chapitre suivant. Cependant, le choix de ∆ = T/ ln T n’est pas approprie´ pour cette e´tude car
le terme d’erreur apre`s sommation sur des intervalles dyadiques serait en O(T ) et annihilerait
une partie du travail effectue´. Ne´anmoins, il est e´vident qu’en prenant ∆ = T/ln2T en lieu et
place de ∆ = T/ ln T , le corollaire 3.2.1 reste toujours valable. On obtient ainsi le de´veloppement
suivant pour Mf,2(T ).
Corollaire 3.3.3 Soit f une forme modulaire primitive de poids pair, de niveau N sans facteurs
carre´s et de caracte`re trivial. On a∫ T
0
∣∣∣∣L(f, 12 + it
)∣∣∣∣2 dt = afT lnT +
[
bf + af ln
(√
N
2πe
)]
T +O (T/ lnT ) .
Ce corollaire ame´liore sensiblement le de´veloppement obtenu dans [Zha05] mais est moins
bon que celui de Good ([Goo82]) ou` le meˆme re´sultat est prouve´, dans le cas ou` le niveau est
e´gal a` 1, avec pour terme d’erreur O((T lnT )2/3).
Remarque 3.3.1 On pourrait chercher a` optimiser le choix de ∆ afin d’obtenir un terme d’er-
reur le plus petit possible dans le corollaire pre´ce´dent. Cependant, le re´sultat que l’on obtiendrait
sera toujours moins bon que celui de Good.
Par ailleurs, c’est a` partir du de´veloppement asymptotique pre´cis qu’il obtient pour le second
moment inte´gral et en utilisant simplement l’e´quation fonctionnelle approche´e, que Good prouve
l’ine´galite´ de sous-convexite´
L
(
f,
1
2
+ it
)
≪ t1/3(ln t)5/6.

Chapitre 4
Proportion de ze´ros non-triviaux sur
la droite critique
Ce chapitre contient la preuve du corollaire A. On maintient les notations introduites lors des
chapitres pre´ce´dents. Tout au long de cette partie, pour une fonction L quelconque, on notera
Nf (T ) et Nf,0(T ) le nombre de ze´ros de L(f, s) respectivement dans la bande critique et sur la
droite critique de partie imaginaire comprise entre 0 et T . Le the´ore`me 1.1.1 page 4 fournissant
de´ja` le comportement asymptotique de Nf (T ), on s’inte´resse ici a` Nf,0(T ) et plus pre´cise´ment
au rapport Nf,0(T ) sur Nf (T ) repre´sentant la proportion de ze´ros non-triviaux de L(f, s) se
trouvant sur la droite critique.
4.1 E´tat des lieux
Hardy prouva de`s 1914 que la fonction zeta de Riemann posse´dait une infinite´ de ze´ros sur
la droite critique (on trouvera diffe´rentes preuves de ce re´sultat dans la partie 10.2 de [Tit86])
et ame´liora ce re´sultat avec Littlewood en 1921 en e´tablissant la minoration
Nζ,0(T )≫ T.
En re´actualisant la me´thode de ramollissement afin de compenser les irre´gularite´s de |ζ(1/2+it)|,
Selberg ([Sel42]) reprend la me´thode de Hardy et Littlewood et ame´liore leur minoration en
prouvant
Nζ,0(T )≫ T lnT.
Graˆce a` l’expression du comportement asymptotique de Nζ(T ), on de´duit qu’il existe une pro-
portion explicite de ze´ros non-triviaux de la fonction ζ se situant sur la droite critique. La
proportion obtenue par la me´thode de Selberg est infime mais explicite. A` en croire Titchmarsh
(note page 226), des valeurs nume´riques ont e´te´ de´termine´es par Min au cours de sa the`se. A`
ce propos, on pourra e´galement consulter l’introduction de [Ste07] (page 8) pour trouver des
valeurs nume´riques.
En reprenant les travaux de Siegel, qui fournit en 1932 une nouvelle preuve de l’existence
d’une infinite´ de ze´ros se trouvant sur la droite critique, Levinson ([Lev74]) prouve que plus d’un
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tiers des ze´ros de la fonction ζ sont de partie re´elle e´gale a` 1/2 en appliquant la me´thode de
ramollissement a` une perturbation de la fonction ζ de Riemann par une combinaison line´aire de
ses de´rive´es.
Conrey augmente cette proportion a` plus de 40% dans [Con89] en appliquant la me´thode
de Levinson. Pour ce faire, il ame´liore le re´sultat ge´ne´ral de [BCHB85] concernant le second
moment inte´gral ramolli de la fonction ζ de Riemann lorsque le ramollisseur est essentiellement
donne´ par la fonction de Mo¨bius et obtient une longueur de ramollisseur admissible sensiblement
plus longue que celle de Levinson.
En utilisant ce dernier re´sultat et en conside´rant un ramollisseur compose´ de deux parties
distinctes, Bui, Conrey et Young ([BCY11]) re´ussissent a` prouver que plus de 41% des ze´ros
non-triviaux de la fonction ζ de Riemann sont sur la droite critique.
Face au succe`s des me´thodes de´veloppe´es, il est naturel d’essayer de les appliquer a` d’autres
fonctions L. Ainsi, dans [Hil76] et [Hil78], Hilano e´tend le re´sultat de Levinson aux fonctions L
de Dirichlet.
En degre´ supe´rieur, Hafner a ge´ne´ralise´ le re´sultat de Selberg aux fonctions L de degre´ 2.
Plus pre´cise´ment, lorsque f de´signe une forme modulaire primitive de poids pair, de niveau 1
et de caracte`re trivial ou bien une forme de Maaß de niveau 1, Hafner prouve dans [Haf83] et
[Haf87] qu’il existe une constante A strictement positive telle que Nf,0(T ) > ANf (T ) pour T
suffisamment grand. Plus tard, Rezvyakova ([Rez10]) a adapte´ la preuve de´taille´e dans ([Haf83])
aux fonctions L de formes modulaires de n’importe quel groupe de congruence. La valeur de la
proportion obtenue n’est pas explicite´e dans ces travaux mais il est probable, e´tant donne´es les
valeurs trouve´es dans le cas de ζ, qu’elle soit tre`s petite.
Dans [Far94], Farmer applique la me´thode de Levinson aux fonctions L de formes modulaires
f de poids pair, de niveau 1 et de caracte`re trivial, et il parvient a` de´terminer le comportement
asymptotique du second moment inte´gral ramolli de L(f, s) lorsque le ramollisseur est un po-
lynoˆme de Dirichlet de longueur infe´rieure a` T 1/6−ε. De ce re´sultat, Farmer obtient des bornes
infe´rieures des proportions de ze´ros simples se trouvant sur la droite critique pour les de´rive´es
j-e`me (j ≥ 1) de la fonction comple´te´e de L(f, s), qui eux aussi sont conjecturalement de partie
re´elle e´gale a` 1/2. Malheureusement, la longueur admissible du ramollisseur obtenue est trop pe-
tite pour de´tecter une proportion de ze´ros simples sur la droite critique pour L(f, s) elle-meˆme.
Cependant, bien que Farmer ne le remarque pas dans son article, son re´sultat prouve qu’au
moins 1, 65% des ze´ros non-triviaux de L(f, s) ve´rifient ℜs = 1/2 (confer partie 4.2.2). Lors
du chapitre pre´ce´dent, nous avons augmente´ la longueur maximale autorise´e du ramollisseur,
ame´liorant ainsi le re´sultat de Farmer de manie`re significative.
Dans [CIS11b], Conrey, Iwaniec et Soundararajan appliquent e´galement la me´thode de Levin-
son aux fonctions L de Dirichlet mais en moyenne sur tous les caracte`res primitifs de module q
avec q ≍ Q et (lnQ)6 ≤ T ≤ (lnQ)A. Graˆce aux oscillations supple´mentaires provenant de la
sommation sur le module et en appliquant l’ine´galite´ de grand crible asymptotique ([CIS11a]),
les auteurs augmentent conside´rablement la longueur du ramollisseur admissible et prouvent que
plus de 56% des ze´ros non-triviaux de la famille des fonctions L de Dirichlet sont sur la droite
critique et simples. Leur re´sultat s’applique e´galement aux fonctions L de degre´s 2 et 3 tordues
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par la famille des caracte`res de Dirichlet primitifs. Ainsi, les proportions obtenues s’e´le`vent res-
pectivement a` 35% et 0, 5% pour les familles issues d’une fonction L de degre´ 2, respectivement
de degre´ 3, tordue par les caracte`res de Dirichlet primitifs.
4.2 Proportion effective
La me´thode de Levinson est base´e sur une estimation du second moment inte´gral ramolli au
voisinage de la droite critique de la fonction L conside´re´e et de ses de´rive´es. Avant d’obtenir une
proportion nume´rique de ze´ros sur la droite critique, on commence par de´terminer le moment
qui nous inte´resse en utilisant les re´sultats du chapitre pre´ce´dent.
4.2.1 Moment et de´rive´es
Le but de cette section est de prouver le the´ore`me suivant.
The´ore`me 4.2.1 Soit f une forme modulaire primitive de poids pair, de niveau sans facteurs
carre´s et de caracte`re trivial. Il est associe´ a` f un ramollisseur ψ de´fini par la relation (3.2.3)
page 52 et de longueur T ν. Soit Q un polynoˆme a` coefficients complexes ve´rifiant Q(0) = 1. On
pose
V (s) = Q
(
− 1
2 lnT
d
ds
)
(L(f, s)).
Alors, si ν < 1−2θ4+2θ , on a
1
T
∫ T
1
|V ψ(σ0 + it)|2dt = c(P,Q, 2R, ν/2) + o(1)
ou`
c(P,Q, r, ξ) = 1 +
1
ξ
∫ 1
0
∫ 1
0
e2rs
[
d
dx
(
erξxQ(s+ ξx)P (x + u)
)∣∣∣∣
x=0
]2
duds.
Une version lisse
Proposition 4.2.1 Soient σ0 = 1/2 − R/L et ν < 1−2θ4+2θ . Pour toute fonction w ve´rifiant les
conditions (3.2.4a), (3.2.4b) et (3.2.4c) , on a∫ +∞
−∞
w(t)|V ψ(σ0 + it)|2dt = c(P,Q, 2R, ν/2)ŵ(0) +O
(
T (lnL)4/L
)
.
Preuve : On peut e´crire∫ +∞
−∞
w(t)|V ψ(σ0 + it)|2dt = Q
(
− 1
2L
d
dα
)
Q
(
− 1
2L
d
dβ
)
If (α, β)
∣∣∣∣
α=β=−R/L
.
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En de´composant Q sous la forme Q(X) =
∑N
n=0 anx
n avec a0 = 1, graˆce a` l’holomorphie de la
fonction (α, β) 7−→ If (α, β) et a` la formule de Cauchy, on peut re´e´crire
Q
(
− 1
2L
d
dα
)
Q
(
− 1
2L
d
dβ
)
If (α, β)
∣∣∣∣
α=β=−R/L
=
N∑
n=0
N∑
m=0
anam
(
− 1
2L
)m+n
m!n!
(2iπ)2
∮
D(−R/L,a/L)
∮
D(−R/L,b/L)
If (u, v)
(u+R/L)n+1(v + R/L)m+1
dudv
(4.2.1)
ou` les inte´grales portent sur les cercles de centre −R/L et de rayon a/L et b/L avec a 6= b.
En prenant a diffe´rent de b, on se retrouve sous les hypothe`ses du the´ore`me 3.2.1 donnant le
comportement asymptotique de If (α, β). En appliquant ce the´ore`me dans la relation (4.2.1), on
obtient∫ +∞
−∞
w(t)|V ψ(σ0 + it)|2dt = ŵ(0) Q
(
− 1
2L
d
dα
)
Q
(
− 1
2L
d
dβ
)
c(α, β)
∣∣∣∣
α=β=−R/L
+O
(
T (lnL)4/L
)
.
On e´crit alors c(α, β) sous la forme
c(α, β) = 1 +
2
ν
[∫ 1
0
T−2(α+β)sds
]
d2
dxdy
[
M−βx−αy
∫ 1
0
P (x+ u)P (y + u)du
]∣∣∣∣
x=y=0
.
En utilisant Q(0) = 1 et la relation
Q
(
− 1
2L
d
dα
)
X−α = Q
(
lnX
2L
)
X−α,
on obtient tout d’abord
Q
(
− 1
2L
d
dα
)
Q
(
− 1
2L
d
dβ
)
c(α, β) = 1 +
2
ν
d2
dxdy
[∫ 1
0
T−2(α+β)sQ(s+ νy/2)Q(s+ νx/2)ds
M−βx−αy
∫ 1
0
P (x+ u)P (y + u)du
∣∣∣∣
x=y=0
,
puis
Q
(
− 1
2L
d
dα
)
Q
(
− 1
2L
d
dβ
)
c(α, β)
∣∣∣∣
α=β=−R/L
= 1 +
2
ν
∫ 1
0
∫ 1
0
e4Rs
[
d
dx
(
eRνxQ(s+ νx/2)P (x+ u)
)∣∣∣∣
x=0
]2
duds.

Fonctions de lissage Soit g la fonction de´finie sur R par
g(t) =

0 si t ≤ 0,
exp
(
− 1t2(t−1)2
)
si t ∈]0, 1[,
0 si t ≥ 1.
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On pose alors
F+T (t) =
1(∫ +∞
−∞ g(x)dx
)2
∫ t− T2 +∆∆
−∞
g(x)dx
(∫ T+∆−t∆
−∞
g(x)dx
)
et
F−T (t) =
1(∫ +∞
−∞ g(x)dx
)2
∫ t−T2∆
−∞
g(x)dx
(∫ T−t∆
−∞
g(x)dx
)
.
Ainsi construites, les fonctions F±T ve´rifient les conditions (3.2.4a), (3.2.4b) et (3.2.4c). Nous
avons, par exemple, pour t dans [T, T +∆] et pour tout entier positif k,
(F+T )
(k)(t) =
(−1)k
∆k
(∫ +∞
−∞
g(x)dx
)−1
g(k)
(
T +∆− t
∆
)
≪ ∆−k.
Lemme 4.2.1 Ainsi construites, les fonctions F±T ve´rifient
0 ≤ F−T ≤ 1[T/2,T ] ≤ F+T ≤ 1
ou` 1[T/2,T ] de´signe la fonction indicatrice de l’intervalle [T/2, T ].
Allure des courbes repre´sentatives des fonctions F+T et F
−
T .
Lemme 4.2.2 On a
0 ≤ F̂+T (0)−
T
2
= F̂−T (0)−
T
2
+ 2∆ = O (T/L) .
Preuve : On traite uniquement le cas F+T , l’autre cas se traitant de la meˆme manie`re. On
de´compose l’expression inte´grale de F̂+T (0) suivant les intervalles [T/2 − ∆, T/2], [T/2, T ] et
[T + ∆]. La fonction F+T e´tant constante e´gale a` 1 sur [T/2, T ], on obtient le terme principal
annonce´. On obtient le terme d’erreur en remarquant que 0 ≤ F+T ≤ 1 sur les deux autres
intervalles qui sont de longueur ∆ = T/L.

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Une version non lisse
Proposition 4.2.2 Soient σ0 =
1
2 − RL et 0 < ν < 1−2θ5+2θ . On a∫ T
T/2
|V ψ(σ0 + it)|2dt = c(P,Q, 2R, ν/2)T
2
+O
(
T (lnL)4/L
)
.
Preuve : Le lemme 4.2.1 nous donne l’ine´galite´∫ +∞
−∞
F−T (t)|V ψ(σ0 + it)|2dt ≤
∫ T
T/2
|V ψ(σ0 + it)|2dt ≤
∫ +∞
−∞
F+T (t)|V ψ(σ0 + it)|2dt.
De`s lors, en appliquant la proposition 4.2.1 aux fonctions F±T , il vient
c(P,Q, 2R, ν/2)F̂−T (0)+O
(
T (lnL)4
L
)
≤
∫ T
T/2
|V ψ(σ0+it)|2dt ≤ c(P,Q, 2R, ν/2)F̂+T (0)+O
(
T (lnL)4
L
)
.
On conclut alors graˆce au lemme 4.2.2.

On obtient alors aise´ment le the´ore`me 4.2.1 a` partir de la proposition pre´ce´dente en sommant
sur des intervalles dyadiques.
4.2.2 E´valuation nume´rique
La proportion de ze´ros sur la droite critique de L(f, s) est minore´e graˆce a` la proposition
suivante qui, par souci de continuite´ du propos, sera prouve´e se´pare´ment dans la section 4.3.
Jusqu’a` la fin de ce chapitre, on de´signe par Q un polynoˆme a` coefficients complexes de la forme
Q(x) = 1 +
M∑
n=1
in+1λn [(1− 2x)n − 1] (4.2.2)
ou` M de´signe un entier strictement positif et (λ1, ..., λM ) appartient a` RM .
Proposition 4.2.3 Pour une forme modulaire primitive f de poids pair, de niveau sans facteurs
carre´s et de caracte`re trivial, pour ν < 1−2θ4+2θ ainsi que pour un polynoˆme Q de la forme (4.2.2),
on a
lim inf
T→+∞
Nf,0(T )
Nf (T )
≥ lim sup
T→+∞
[
1− 1
2R
ln
(
1
T
∫ T
1
|V ψ(σ0 + it)|2dt
)]
.
Ainsi, en utilisant le the´ore`me 4.2.1, il vient
lim inf
T→+∞
Nf,0(T )
Nf (T )
≥ 1− inf
P,Q,R
1
R
ln c(P,Q,R, ν/2).
Les travaux de Kim et Sarnak ([Kim03]) nous autorisent a` prendre θ = 7/64 ce qui nous fournit
ν = 5/27 graˆce au the´ore`me 4.2.1. La conjecture de Ramanujan-Petersson (θ = 0), quant a` elle,
donne ν = 1/4.
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Lemme 4.2.3 ([Con89], Partie 4) On a
inf
P
1
R
ln c(P,Q,R, ν/2) =
1
R
ln
(
1 + |w(1)|2
2
+
Aα
tanh να2
)
ou` w(x) = eRxQ(x), A =
∫ 1
0 |w(x)|2dx, B =
∫ 1
0 w(x)w
′(x)dx, C =
∫ 1
0 |w′(x)|2dx et α =√
(B−B)2+4AC
2A .
Pour des raisons purement empiriques, on se restreint aux polynoˆmes Q a` coefficients re´els de
la forme
Q(x) = 1 +
N∑
n=1
hn
[
(1− 2x)2n−1 − 1] (4.2.3)
ou` N est un entier strictement positif et (h1, ..., hN ) appartient a` R
N . Avec ces notations, il
vient
lim inf
T→+∞
Nf,0(T )
Nf (T )
≥ 1− inf
Q re´el, R
1
R
ln
1 + w(1)22 +
√
AC
tanh
(
ν
2
√
C
A
)
 . (4.2.4)
A` l’aide de la me´thode de descente de gradient, on choisit les valeurs ade´quates de Q et R afin
d’obtenir les valeurs annonce´es dans le corollaire A. On choisit N = 4. Le tableau suivant donne
les valeurs de R et les coefficients h1, h2, h3, h4 du polynoˆme Q de la forme (4.2.3).
ν = 16 ν =
5
27 ν =
1
4
R 6, 6838894702116801322 6, 4278834168344993342 5, 6503610091685135131
h1 1, 6017785744634898860 1, 5898336242677838745 1, 5369390514358411982
h2 −3, 0362512753510924917 −2.8999828229132398066 −2, 7929104872905007806
h3 3, 0757757634512927939 3.0171733454035522056 2, 7758193765120241770
h4 −1, 1407980564855935531 −1, 1164150244992046552 −1, 0187870607687957034
4.3 Moments et proportion
On prouve ici la proposition 4.2.3 sous une forme un peu plus ge´ne´rale que celle e´nonce´e
pre´ce´demment en conside´rant une fonction L(f, s) de degre´ d quelconque. Ce re´sultat est une
ge´ne´ralisation de celui obtenu par Levinson ([Lev74]) dans le cas de la fonction ζ de Riemann
et la de´monstration ge´ne´ralise celle de Conrey ([Con89], paragraphe 3).
Le polynoˆme Q de´signe un polynoˆme de la forme (4.2.2) tel que
– ℜQ(1/2) 6= 0,
– l’application x 7→ Q(1/2 − x) ne s’annule pas sur [0; 1/2].
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Ces hypothe`ses ont uniquement pour but de simplifier la preuve du the´ore`me suivant et sont
ve´rifie´es par les polynoˆmes donne´s dans le tableau de la section 4.2.2.
The´ore`me 4.3.1 Pour toute suite complexe (bn)n∈N∗ ve´rifiant b1 = 1 et bn ≪ε nε, on de´finit
un ramollisseur ψ, de longueur T ν (ν > 0), en conside´rant le polynoˆme de Dirichlet
ψ(s) =
∑
n≤T ν
bn
ns
.
Soit σ0 = 1/2 −R/ ln T avec R > 0. Alors,
lim inf
T→+∞
Nf,0(T )
Nf (T )
≥ lim sup
T→+∞
[
1− 1
dR
ln
(
1
T
∫ T
1
|V ψ(σ0 + it)|2dt
)]
ou` V est de´finie par
V (s) = Q
(
− 1
d lnT
d
ds
)
(L(f, s)).
Notations
Posons Q1(x) = Q
(
1
2 − x
)
. On a alors Q1(x) = g +
∑M
n=0 gnx
n ou` l’on a pose´
g = 1−ℜ
[∑M
n=1 i
n+1λn
]
,
g0 = −iℑ
[∑M
n=1 i
n+1λn
]
,
gn = 2
nin+1λn pour n ≥ 1.
Ainsi g est non nul et les coefficients (g0, g1, ...gM ) ve´rifient{
gn ∈ iR si n est pair,
gn ∈ R si n est impair.
On de´finit alors
η(s) = gΛ(f, s) +
M∑
n=0
gn
(dL)n
Λ(n)(f, s).
De´tection des ze´ros
Le signe ε(f) de l’e´quation fonctionnelle ve´rifie´e par la fonction L(f, s) e´tant un nombre
complexe de module 1, on note θf son argument pris dans [−π, π[. Par ailleurs, graˆce aux
conditions satisfaites par les coefficients gn et par g, on a le lemme suivant qui nous sert a`
de´tecter des ze´ros non-triviaux de L(f, s).
Lemme 4.3.1 On a ∣∣∣∣gΛ(f, 12 + it
)∣∣∣∣ = ∣∣∣∣ℜ(e−i θf2 η(1/2 + it))∣∣∣∣ . (4.3.1)
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Preuve : En de´rivant l’e´quation fonctionnelle de la fonction L(f, s), on a
Λ(k)
(
f,
1
2
+ it
)
= (−1)kε(f)Λ(k)
(
f,
1
2
− it
)
= ei(kπ+θf )Λ(k)
(
f,
1
2
+ it
)
.
On en de´duit que
Λ(k)
(
f,
1
2
+ it
)
∈ eiθf/2
{
R si k pair,
iR si k impair.
E´tant donne´es les proprie´te´s des coefficients gn, on obtient ainsi
N∑
n=0
gn
(dL)n
Λ(n)
(
f,
1
2
+ it
)
∈ iei
θf
2 R et gΛ
(
f,
1
2
+ it
)
∈ ei
θf
2 R.

On estime alors le nombre de ze´ros critiques a` l’aide de la constatation suivante : si arg η(1/2+it)
varie de plus de π, alors ℜ(eiθf/2η(1/2 + it)) s’annule au moins une fois. Le coefficient g e´tant
non-nul, on de´tecte ainsi des ze´ros de L(f, s) se trouvant sur la droite critique graˆce a` la relation
(4.3.1). Nous allons donc chercher a` estimer les variations de l’argument de t 7→ arg η (12 + it).
Pre´cise´ment, nous allons obtenir une minoration de
∆arg η
(
1
2
+ it
)∣∣∣∣T
t0
= arg η
(
1
2
+ iT
)
− arg η
(
1
2
+ it0
)
ou` t0 est un re´el strictement positif choisi de telle sorte que L(f, s) ne s’annule pas sur la droite
ℑs = t0.
Principe de l’argument
Notons
L∞(f, s) = q(f)s/2γ(f, s) et F (s) =
L′∞
L∞
(f, s).
Lemme 4.3.2 En prenant une de´finition continue de l’argument, lorsque t ou ℑs tend vers
l’infini et pour ℜs≪ lnT , on a
argL∞
(
f,
1
2
+ it
)
=
dt
2
ln
|t|
2πe
+
t
2
ln q(f) +O(1), (4.3.2)
F (s) =
1
2
ln q(f) +
d
2
log
s
2π
+O (1/|t|) et pour k ≥ 1, F (k)(s)≪ |t|−k, (4.3.3)
L(k)∞ (f, s) = L∞(f, s)
(
F (s)k +O
(
t−1 lnk−1 t
))
. (4.3.4)
Preuve : On prouve ces formules a` l’aide de la formule de Stirling complexe, que l’on pourra
trouver par exemple dans [Ten95] (the´ore`me 0.12), et en utilisant le fait que les parame`tres
locaux en l’infini de la fonction L(f, s) sont soit re´els, soit conjugue´s.

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Lemme 4.3.3 On a
∆arg η
(
1
2
+ it
)∣∣∣∣T
t0
=
dT
2
lnT + ∆arg V1
(
1
2
+ it
)∣∣∣∣T
t0
+O(T )
ou` l’on a pose´
V1(s) = gL(f, s) +
M∑
n=0
gn
(dL)n
n∑
k=0
(
n
k
)
L
(n−k)
∞ (f, s)
L∞(f, s)
L(k)(f, s).
Preuve : En reprenant les notations pre´ce´demment introduites, on a η(s) = L∞(f, s)V1(s). De`s
lors, graˆce a` la relation (4.3.2), on a
∆arg η
(
1
2
+ it
)∣∣∣∣T
t0
= ∆argL∞
(
f,
1
2
+ it
)∣∣∣∣T
t0
+ ∆argV1
(
1
2
+ it
)∣∣∣∣T
t0
=
dT
2
lnT + ∆argV1
(
1
2
+ it
)∣∣∣∣T
t0
+O(T ).

Lemme 4.3.4 On a
∆arg V1
(
1
2
+ it
)∣∣∣∣T
t0
= −2πN∗V1(T ) +O(L)
ou` N∗V1(T ) de´signe le nombre de ze´ros σ+ it de V1 ve´rifiant 1/2 ≤ σ et t0 ≤ t ≤ T compte´s avec
multiplicite´ et ponde´re´s par 1/2 si σ = 1/2.
Preuve : Quitte a` rajouter un terme d’erreur en O(L), on peut supposer que Λ(f, s) ne s’annule
pas sur la droite ℑs = T (confer proposition 5.7 de [IK04]). Remarquons e´galement que les ze´ros
de V1 sont des ze´ros de Λ(f, s). En effet, V1(s) = 0 implique η(s) = 0, ce qui enfin implique
Λ(f, s) = 0 (car g 6= 0). Soit σ1 > 1. On conside`re alors le contour Dε parcouru dans le sens
direct, repre´sente´ ci-dessous, qui est constitue´ d’un rectangle de sommets σ1 + it0, σ1 + iT ,
1/2 + iT , 1/2 + it0 sur lequel on contourne les e´ventuels ze´ros de V1 par des demi-cercles de
rayon ε. Par ailleurs, on prend ε suffisamment petit pour qu’aucun ze´ro de V1 ne se trouve a`
l’inte´rieur des demi-cercles. La remarque liminaire justifie que ces e´ventuels ze´ros ne se situent
que sur le segment [1/2 + it0, 1/2 + iT ].
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En appliquant le principe de l’argument a` V1 sur le contour Dε, on montre que
NV1(Dε) =
1
2iπ
∫
Dε
V ′1(s)
V1(s)
ds = ∆argV1(s)|∂Dε (4.3.5)
ou` NV1(Dε) de´signe le nombre de ze´ros de V1 dans Dε et ∂Dε de´signe le bord de Dε.
• Graˆce aux relations (4.3.3) et (4.3.4), pour k ≥ 1, on obtient
L
(k)
∞ (f, s)
L∞(f, s)
=
(
d
2
ln t
)k
+O
(
(ln t)k−1
)
.
En utilisant la de´finition de V1, pour ℜs = σ1 > 1 et t0 ≤ ℑs = t ≤ T , on de´duit
V1(s) = gL(f, s) +
M∑
n=0
gn
(dL)n
L
(n)
∞ (f, s)
L∞(f, s)
L(f, s) +O(1/L) =
[
Q1
(
ln t
2L
)
+O(1/L)
]
L(f, s).
(4.3.6)
D’une part, Q1 ne s’annulant pas sur [0, 1/2], il existe B > 0 tel que
∣∣Q1 ( ln t2L )+O(1/L)∣∣ ≥ B,
d’ou`
∣∣∣∆arg Q1 ( ln t2L )+O(1/L)∣∣T2A∣∣∣ ≤ π. D’autre part, on a
|L(f, σ1 + it)− 1| ≤
∑
n≥2
|λf (n)|
nσ1
.
Ainsi, en prenant σ1 suffisamment grand pour que
∑
n≥2
|λf (n)|
nσ1 ≤ 1/2, on s’assure que la varia-
tion de l’argument de L(f, σ1 + it) reste borne´e pour t0 ≤ t ≤ T . De`s lors
∆ arg V1(σ1 + it)|Tt0 = ∆arg
[
Q1
(
ln t
2L
)
+O(1/L)
]∣∣∣∣T
t0
+ ∆argL(f, σ1 + it)|Tt0 ≪ 1. (4.3.7)
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• En suivant [Tit86] (paragraphe 9.4), on e´value maintenant la variation de l’argument de V1
sur le bord supe´rieur de Dε. A` cet effet, dans un premier temps, notons q le nombre de ze´ros de
σ 7→ ℜV1(σ + iT ) pour 1/2 ≤ σ ≤ σ1. On de´coupe alors [1/2, σ1] en q + 1 intervalles sur chacun
desquels on a soit ℜV1(σ + iT ) ≥ 0, soit ℜV1(σ + iT ) ≤ 0. Ainsi, sur chacun de ces intervalles,
la variation de l’argument de V1(σ + iT ) est infe´rieure a` π. Par conse´quent, si 1/2 ≤ σ ≤ σ1,
|arg V1(σ + iT )| ≤ (q + 1)π + argV1(σ1 + iT ) = (q + 1)π +O(1).
Dans un second temps, soit ρ > σ1 − 1/2. On introduit e´galement la fonction V2 de´finie par
V2(s) = gL(f , s) +
M∑
n=0
gn
(dL)n
n∑
k=0
(
n
k
)
L
(n−k)
∞ (f, s)
L∞(f, s)
L(k)(f , s)
de telle sorte que V1(s) = V2(s). On conside`re alors la fonction g(z) = V1(z + iT ) + V2(z − iT ),
holomorphe sur le disque de centre σ1 et de rayon ρ, note´ D(σ1, ρ) , et dont les ze´ros sur le
segment [1/2, σ1] sont ceux de ℜV1(σ+ iT ). Enfin, on note n(r) = card {|z − σ1| ≤ r, g(z) = 0}.
E´tant donne´ que la fonction s 7→ V1(s) est borne´e de manie`re polynomiale en ℑs dans les bandes
verticales, en appliquant la formule de Jensen a` g sur D(σ1, ρ), on obtient∫ ρ
0
n(r)
r
dr =
∑
z∈D(σ1,ρ), g(z)=0
ln
ρ
|z − σ1| =
1
2iπ
∫
D(σ1,ρ)
ln |g(s)|ds − ln |g(σ1)| ≪ lnT.
Par ailleurs, des ine´galite´s
q ln
ρ
σ1 − 1/2 ≤ n
(
σ1 − 1
2
)
ln
ρ
σ1 − 1/2 = n
(
σ1 − 1
2
)∫ ρ
σ1−1/2
1
r
dr ≤
∫ ρ
σ1−1/2
n(r)
r
dr ≤
∫ ρ
0
n(r)
r
dr,
on obtient q ≪ L, puis
∆ arg V1(σ + iT )|1/2σ1 ≪ L. (4.3.8)
• On montre de la meˆme manie`re
∆ argV1(σ + it0)|σ11/2 ≪ L. (4.3.9)
• En notant γ le bord gauche de Dε, le the´ore`me des re´sidus montre que lorsque ε tend vers 0,
on a
1
2iπ
∫
γ
V ′1(s)
V1(s)
ds = ∆arg V1 (s)|γ = ∆argV1
(
1
2
+ it
)∣∣∣∣t0
T
− 1
2
N1/2(T ) (4.3.10)
ou` N1/2(T ) de´signe le nombre de ze´ros de V1 se trouvant sur la droite ℜs = 1/2 et dont la partie
imaginaire est comprise entre t0 et T .
• On obtient alors imme´diatement le re´sultat annonce´ en inse´rant les relations (4.3.7), (4.3.8),
(4.3.9) et (4.3.10) dans l’e´quation (4.3.5).

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Ze´ros et moment logarithmique
Lemme 4.3.5 On a
2πNV1ψ(T ) ≤
TL
R
1
T
∫ T
t0
ln (|V1ψ(σ0 + it)|) dt+O(T )
ou` NV1ψ(T ) de´signe le nombre de ze´ros σ + it de V1ψ ve´rifiant 1/2 ≤ σ ≤ σ1 et t0 ≤ t ≤ T
compte´s avec multiplicite´.
Preuve : Comme dans la preuve du lemme pre´ce´dent, on peut supposer que V1ψ n’a pas de ze´ros
sur la droite ℑs = T . On suppose que ψ ne s’annule pas sur la droite ℜs = σ1. On note Cε le
contour repre´sente´ ci-dessous et constitue´ du rectangle R de sommets σ0+ it0, σ0+ iT , σ1+ iT ,
σ1+it0 et sur lequel on a fait des coupures horizontales de hauteur ε partant du segment vertical
gauche du rectangle de manie`re a` contourner les ze´ros de V1ψ. Ainsi construit, la fonction V1ψ
ne s’annule pas dans et sur le bord du contour Cε.
Littlewood a montre´ (relation 9.9.1 de [Tit86]) que lorsque que l’on fait tendre ε vers 0 dans la
relation
∫
Cε log(V1ψ(s))ds = 0, on obtient∫
R
log(ψV1(s))ds = −2iπ
∑
β+iγ
(β − σ0)
ou` la somme porte sur les ze´ros β+ iγ de V1ψ situe´s dans le rectangle R. En ne conside´rant que
la partie imaginaire dans la relation pre´ce´dente, on obtient
2π
∑
β+iγ
(β − σ0) =
∫ T
t0
ln |ψV1(σ0 + it)|dt−
∫ T
t0
ln |ψV1(σ1 + it)|dt (4.3.11)
+
∫ σ1
σ0
argψV1(σ + iT )dσ −
∫ σ1
σ0
argψV1(σ + it0)dσ.
• Graˆce au the´ore`me de Jensen, comme dans la de´monstration pre´ce´dente, on a∫ σ1
σ0
argψV1(σ + iT )dσ −
∫ σ1
σ0
argψV1(σ + it0)dσ ≪ L. (4.3.12)
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• On de´compose ψ sous la forme ψ(s) = 1 + ∑n≥2 bnns . En utilisant bn ≪ε nε, on obtient
imme´diatement pour ℜs = σ > 1 + ε,∣∣∣∣∣∣
∑
n≥2
bn
ns
∣∣∣∣∣∣≪ε
∑
n≥2
1
nσ−ε
≪ε
(
1 +
2
σ − ε− 1
)
1
2σ−ε−1
.
Cette majoration montre que, pour σ suffisamment grand, la fonction s 7→ logψ(s) est analy-
tique. On inte`gre alors cette dernie`re sur le contour repre´sente´ ci-dessous.
On a alors l’e´galite´
i
∫ T
t0
logψ(σ1 + it)dt =
∫ +∞
σ1
logψ(σ + it0)dσ −
∫ +∞
σ1
logψ(σ + iT )dσ,
de laquelle on de´duit ∣∣∣∣∫ T
t0
logψ(σ1 + it)dt
∣∣∣∣≪ε,σ1 ∫ +∞
σ1
1
2σ−ε
dσ ≪ε,σ1 1.
En ne regardant que la partie re´elle dans cette majoration, on obtient∫ T
t0
ln |ψ(σ1 + it)| dt≪ 1. (4.3.13)
• En utilisant la relation (4.3.6) et le fait que Q1 ne s’annule pas sur [0, 1/2], il vient∫ T
t0
ln |V1(σ1 + it)| dt =
∫ T
t0
ln |L(f, σ1 + it)| dt+
∫ T
t0
ln
∣∣∣∣Q1( ln t2L
)∣∣∣∣ dt+ ∫ T
t0
ln |1 +O(1/L)| dt.
En proce´dant de la meˆme manie`re que pour le point pre´ce´dent, on obtient∫ T
t0
ln |V1(σ1 + it)| dt =
∫ T
t0
ln
∣∣∣∣Q1( ln t2L
)∣∣∣∣ dt+O(T/L).
E´tant donne´ que Q1(1/2) = Q(0) = 1, il vient
∫ T
t0
ln
∣∣Q1 ( ln t2L )∣∣ dt ≪ T/L par inte´gration par
parties. On en de´duit ∫ T
t0
ln |V1(σ1 + it)| dt≪ T/L.
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• Nous en de´duisons le re´sultat annonce´ graˆce aux ine´galite´s
2πR
L
NV1ψ(T ) ≤ 2π
∑
β+iγ
1/2≤β≤σ1
t0≤γ≤T
(β − σ0) ≤ 2π
∑
β+iγ
σ0≤β≤σ1
t0≤γ≤T
(β − σ0) ≤
∫ T
t0
ln |ψV1(σ0 + it)|dt+O(T/L).

Preuve du the´ore`me 4.3.1
En utilisant les lemmes 4.3.3 et 4.3.4, il vient
Nf,0(T ) ≥ 1
π
∆arg η
(
1
2
+ it
)∣∣∣∣T
t0
=
dT
2π
lnT − 2N∗V1(T ) +O(T ),
≥ dT
2π
lnT − 2NV1ψ(T ) +O(T ) quitte a` conside´rer davantage de ze´ros,
≥ dT
2π
lnT − TL
πR
1
T
∫ T
1
ln |V1ψ(σ0 + it)| dt+O(T ) graˆce au lemme 4.3.5,
≥ dT
2π
lnT − TL
2πR
ln
[
1
T
∫ T
1
|V1ψ(σ0 + it)|2 dt
]
+O(T )
graˆce a` l’ine´galite´ de convexite´ de Jensen. Le the´ore`me 1.1.1 nous donnant l’e´quivalent
Nf (T ) ∼ dT
2π
lnT,
on en de´duit imme´diatement
lim inf
T→+∞
Nf,0(T )
Nf (T )
≥ lim sup
T→+∞
(
1− 1
dR
ln
[
1
T
∫ T
1
|V1ψ(σ0 + it)|2 dt
])
.
Enfin, de l’e´quivalent ∫ T
1
|V1ψ(σ0 + it)|2 dt ∼
∫ T
1
|V ψ(σ0 + it)|2 dt,
de´coule la preuve comple`te du re´sultat annonce´.
4.4 Limites de la me´thode
La me´thode applique´e pour exhiber une proportion positive de ze´ros sur la droite critique
d’une fonction L(f, s) de forme modulaire primitive utilise de manie`re cruciale les proprie´te´s
analytiques de la fonction de Rankin-Selberg L(f × f, s). Il semble que l’on peut appliquer la
me´thode de Levinson a` n’importe quelle fonction L pourvu que la fonction de Rankin-Selberg
94
associe´e posse`de un poˆle simple en s = 1, ce qui conjecturalement, revient a` dire que la fonction L
est primitive. Il faut alors de´terminer le comportement asymptotique du second moment ramolli
au voisinage de la droite critique en conside´rant un ramollisseur construit selon la structure
donne´e en (3.2.3) avec l’inverse de convolution de la suite des coefficients de la se´rie de Dirichlet
de la fonction L.
En reprenant les notations de la section 4.2.2, on a minore´ la proportion de ze´ros se trouvant
sur la droite critique pour une fonction L de forme modulaire primitive et pour ν < 1−2θ4+2θ par
une fonction ne de´pendant que de la longueur du ramollisseur et du degre´ de la fonction L. En
notant,
Υ(ξ) = 1− inf
Q,R
1
R
ln
1 + w(1)22 +
√
AC
tanh
(
ξ
√
C
A
)
 ,
nous avons e´tabli, pour ν < 1−2θ4+2θ ,
lim inf
T→+∞
Nf,0(T )
Nf (T )
≥ Υ
(ν
2
)
.
Dans le cas de la fonction ζ de Riemann, qui est une fonction L de degre´ 1, Conrey [Con89] a
e´tabli la minoration valable pour ν < 47 ,
lim inf
T→+∞
Nζ,0(T )
Nζ(T )
≥ Υ(ν) .
Par ailleurs, cette ine´galite´ est conjecture´e comme e´tant vraie quelle que soit la longueur du
ramollisseur (voir [Far93]). Les proprie´te´s de la fonction Υ re´sument a` elles seules les limites de
la me´thode utilise´e avec ce choix pre´cis de ramollisseur. La fonction Υ est croissante, a` valeurs
ne´gatives au voisinage de 0 et Farmer a montre´ dans [Far94] que Υ(ξ) tend vers 1 lorsque ξ tend
vers l’infini. Autrement dit, si la longueur du ramollisseur est trop petite alors la me´thode e´choue
a` donner une proportion explicite, et d’autre part, si l’on parvient a` de´terminer le comportement
du second moment ramolli alors on obtient la preuve d’une version affaiblie de l’hypothe`se de
Riemann au sens ou` presque tous les ze´ros seraient sur la droite critique. Le tableau de variation
ci-apre`s re´sume ces proprie´te´s.
0 νc +∞
Υ ✟✯✟✟
0
✟✯✟✟
1
Remarque 4.4.1 On se contente de donner une estimation de la valeur critique νc pour laquelle
la me´thode est effective. On a νc < 0, 0729 puisque Υ(0, 0729) ≥ 0, 00016. Ceci vient des choix
R et Q de la forme (4.2.3) dont les coefficients sont donne´s par le tableau ci-apre`s.
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R 6.9938217254782421526
h1 1.6133209105653354555
h2 −3.0821458769051778151
h3 3.1353563918630206597
h4 −1.1661338496848108417
Pour une fonction L primitive de degre´ d, on voit que la longueur du ramollisseur ne´cessaire
ν devra ve´rifier ν > dνc et donc ν devra eˆtre de plus en plus grand a` mesure que le degre´
augmentera. Dans la pratique, plus le degre´ est e´leve´, plus l’arithme´tique associe´e a` la fonction
L est difficile. On comprend donc que la me´thode va e´chouer rapidement en conside´rant des
fonctions L de degre´ supe´rieur.
L’hypothe`se de Riemann pre´dit que tous les ze´ros non-triviaux d’une fonction L se situent
sur la droite critique. Il est e´galement conjecture´ que tous ces ze´ros sont simples. En re´alite´, la
me´thode employe´e permet e´galement de de´tecter une proportion de ze´ros simples sur la droite
critique parmi les ze´ros non-triviaux en ne conside´rant que des polynoˆmes Q de la forme (4.2.3)
de degre´ 1. Cette remarque est due a` Heath-Brown ([HB79]) et Selberg. En notant N sf,0(T ) le
nombre de ze´ros non-triviaux simples et sur la droite critique de L(f, s) et en posant
Υs(ξ) = 1− inf
degQ=1,R
1
R
ln
1 + w(1)22 +
√
AC
tanh
(
ξ
√
C
A
)
 ,
on a, pour ν < 1−2θ4+2θ ,
lim inf
T→+∞
N sf,0(T )
Nf (T )
≥ Υs
(ν
2
)
.
Dans le cas de la fonction ζ de Riemann, le re´sultat de Conrey fournit pour ν < 4/7,
lim inf
T→+∞
N sζ,0(T )
Nζ(T )
≥ Υs (ν) ≥ 0, 401.
Les variations de la fonction Υs ont e´te´ e´tudie´es par Farmer dans [Far94]. Elles sont semblables
a` celles de Υ et nous les re´sumons dans le tableau ci-apre`s.
0 νsc +∞
Υs ✟✯✟✟
0
✟✯✟✟
1
Remarque 4.4.2 Farmer estime la longueur critique νsc du ramollisseur a` ν
s
c ≈ 0.1635. Ainsi,
avec au mieux ν < 1/4, la longueur que nous obtenons dans le cas des fonctions L de formes
modulaires primitives reste insuffisante pour obtenir une proportion de ze´ros simples sur la droite
critique.
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Pour ame´liorer notre re´sultat, une piste serait de mieux tenir compte de la forme du ra-
mollisseur. En effet, lors du chapitre 3, la limitation principale de la longueur du ramollisseur
provient de l’estimation de la partie non-diagonale, qui est e´tablie quelle que soit la forme de ce
dernier, alors que sa structure pre´cise n’est utilise´e que pour estimer la partie diagonale.
On conclut ce chapitre en donnant quelques re´sultats prouve´s quant aux ze´ros simples de
fonctions L de degre´ 2. Pour une fonction L quelconque, nous de´signerons par N sf (T ) le nombre
de ze´ros non-triviaux simples de L(f, s) dans la bande critique.
Nous avons de´ja` vu, en application des bornes de sous-convexite´, la minoration
N s∆ ≫ T 1/6−ε
e´tablie par Conrey et Gosh dans [CG88] pour la fonction ∆ de Ramanujan. Re´cemment, Booker
([Boo12]) a annonce´ avoir montre´ que n’importe quelle fonction de forme modulaire primitive
posse´dait une infinite´ de ze´ros simples dans la bande critique sans pouvoir les quantifier.
Pour ces meˆmes fonctions L et en admettant les hypothe`ses de Riemann associe´es satisfaites,
Milinovich et Ng ([MN13]) ont comple´te´ le re´sultat de Booker en prouvant la minoration
N sf,0(T ) = N
s
f (T )≫ T (lnT )−ε.


Chapitre 5
Plus petit ze´ro d’une famille de
fonctions L
Ce chapitre contient les preuves des the´ore`mes D et E et s’inscrit dans la continuite´ de la
section 1.4.2 dont nous reprenons les notations.
5.1 Correspondance entre Sp et SO−
Avant de commencer les preuves des re´sultats annonce´s, nous pre´cisons ce a` quoi fait re´fe´rence
la de´nomination de plus petit ze´ro. En effet, nous avons vu lors de la proposition 1.1.1 qu’une
fonction L auto-duale s’annulait force´ment au point critique de`s lors que le signe de son e´quation
fonctionnelle valait −1. Partant de cette constatation, si F est une famille naturelle pour laquelle
chaque fonction L(f, s) est auto-duale et satisfait ε(f) = −1, on peut indexer les ze´ros non-
triviaux de chaque L(f, s) par
{ρf,0} ∪ {ρf,i, i ∈ Z∗}
ou` ρf,0 = 1/2 et ρf,i = 1− ρf,−i si i 6= 0. De plus, on a
... ≤ Im(ρf,−1) ≤ Im(ρf,0) = 0 ≤ Im(ρf,1) ≤ Im(ρf,2) ≤ ...
Pour toutes les autres familles de fonctions L, on utilise les meˆmes notations en omettant ρf,0.
On expose maintenant les conse´quences de cette normalisation sur la re´partition des ze´ros
non-triviaux de la famille F de fonctions L. On conside`re la variable ale´atoire
D∗[Φ](f) =
∑
i∈Z∗
Φ(γ˜f,i)
qui nous permet de de´finir la fonction de densite´ W ∗[F ] graˆce a` la relation
lim
Q→+∞
EF(Q)(D∗[Φ]) =
∫
R
Φ(t)W ∗[F ](t)dt. (5.1.1)
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Si toutes les fonctions L(f, s) de F sont auto-duales avec ε(f) = −1, on a
EF(Q)(D[Φ]) = Φ(0) + EF(Q)(D∗[Φ]) et VF(Q)(D[Φ]) = VF(Q)(D∗[Φ]). (5.1.2)
Ce phe´nome`ne se produit lorsque l’on conside`re la famille H−. Il est prouve´ dans [ILS00]
(e´quation (1.18)) que le groupe de syme´tries associe´ a` H− est SO−. Autrement dit, lorsque
le niveau parcourt les entiers sans facteurs carre´s, on a
lim
N→+∞
EH−(N)(D[Φ]) =
∫
R
Φ(t)W [SO−](t)dt ie W [H−] =W [SO−].
Par conse´quent, on obtient
lim
N→+∞
EH−(N)(D
∗[Φ]) =
∫
R
Φ(t)W [Sp](t)dt ie W ∗[H−] =W [Sp]. (5.1.3)
De la meˆme manie`re, les familles H−r (r impair) ont aussi SO− comme groupe de syme´tries
([RR11], the´ore`me A). Cependant, pour la mesure harmonique, la relation (5.1.2) s’e´crit
EhH−r (q)(D[Φ]) = 2Φ(0)µ
h
Hr(q)
(H−r (q))+ EhH−r (q)(D∗[Φ])
et
VhH−r (q)(D[Φ]) = V
h
H−r (q)(D
∗[Φ])+2Φ(0)
[
Φ(0)µhHr(q)
(H−r (q))+ EhH−r (q)(D∗[Φ])] [1− 2µhHr(q) (H−r (q))]2 .
En utilisant la relation (1.4.1), il vient
lim
q→+∞
q premier
EhH−r (q)(D[Φ]) = Φ(0)+ limq→+∞
q premier
EhH−r (q)(D
∗[Φ]) et lim
q→+∞
q premier
VhH−r (q)(D[Φ]) = limq→+∞
q premier
VhH−r (q)(D
∗[Φ]).
Par conse´quent , graˆce aux the´ore`mes A et D de [RR11], on obtient
lim
q→+∞
q premier
EhH−r (q)(D
∗[Φ]) =
∫
R
Φ(t)W [Sp](t)dt et lim
q→+∞
q premier
VhH−r (q)(D
∗[Φ]) = 2
∫
R
|u|Φ̂(u)2du. (5.1.4)
Les densite´s W ∗[F ] des familles que nous conside´rons sont re´sume´es dans le tableau 1.2 page 20.
5.2 Proportion de fonctions L ayant un petit premier ze´ro
Le point de de´part de la preuve du the´ore`me E est la proposition suivante qui est une
conse´quence de l’ine´galite´ de Bienayme´-Tchebychev applique´e a` la variable ale´atoire D∗[Φ].
Proposition 5.2.1 Soient g dans SR(R) et Φ(x) = (x2 − β2)g2(x). On pose
B(g) =
√∫
R x
2g2(x)W ∗[F ](x)dx∫
R g
2(x)W ∗[F ](x)dx .
Supposons
lim
q→+∞
q premier
EhF(q)(D
∗[Φ]) =
∫
R
Φ(t)W ∗[F ](t)dt et lim
q→+∞
q premier
VhF(q)(D
∗[Φ]) = VF (Φ).
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Alors, pour β > B(g), on a
lim inf
q→+∞
q premier
µhF(q) ({L(f, s) ∈ F ; γ˜f,1 < β}) ≥ 1−
VF (Φ)[∫
RΦ(t)W
∗[F ](t)dt]2 =: BorneF(β2). (5.2.1)
La preuve pre´sente´e est une ge´ne´ralisation de la preuve du the´ore`me 8.3 de [HR03a] que nous
choisissons de formuler dans le cadre de la mesure harmonique. Le meˆme e´nonce´ et la meˆme
preuve sont toujours valables dans le cadre de la mesure de de´nombrement.
Preuve : En appliquant l’ine´galite´ de Bienayme´-Tchebychev a` la variable ale´atoire D∗[Φ], on
obtient, pour tout ǫ > 0,
µhF(q)
({∣∣∣D∗[Φ]− EhF(q)(D∗[Φ])∣∣∣ > ε}) ≤ VhF(q)(D∗[Φ])ǫ2 .
En utilisant l’hypothe`se sur le comportement de la variance, il vient d’abord
lim sup
q 7→+∞
q premier
µhF(q)
({∣∣∣D∗[Φ]− EhF(q)(D∗[Φ])∣∣∣ > ε}) ≤ VF (Φ)ǫ2
puis, e´tant donne´ que les mesures harmoniques sont asymptotiquement des mesures de proba-
bilite´ (relations (1.4.1)), on trouve
lim inf
q 7→+∞
q premier
µhF(q)
({∣∣∣D∗[Φ]− EhF(q)(D∗[Φ])∣∣∣ ≤ ε}) ≥ 1− VF (Φ)ǫ2 .
Graˆce au the´ore`me de densite´, cette relation donne
lim inf
q 7→+∞
q premier
µhF(q)
({∣∣∣∣D∗[Φ]− ∫
R
Φ(t)W ∗[F ](t)dt
∣∣∣∣ ≤ ε}) ≥ 1− VF (Φ)ǫ2 .
On spe´cialise alors en ǫ =
∣∣∫
RΦ(t)W
∗[F ](t)dt∣∣. Comme β > B(g), on a ∫RΦ(t)W ∗[F ](t)dt < 0.
Puis
lim inf
q 7→+∞
q premier
µhF(q)
({
−2
∣∣∣∣∫
R
Φ(t)W ∗[F ](t)dt
∣∣∣∣ ≤ D∗[Φ] ≤ 0}) ≥ 1− VF(Φ)[∫
R Φ(t)W
∗[F ](t)dt]2 .
E´tant donne´ que D∗[Φ](f) < 0, il existe un ze´ro tel que Φ(γ˜f,i) < 0 et donc |γ˜f,i| < β, puis
|γ˜f,1| < β. Enfin, des inclusions{
L(f, s); −2
∣∣∣∣∫
R
Φ(t)W ∗[F ](t)dt
∣∣∣∣ ≤ D∗[Φ] ≤ 0} ⊂ {L(f, s) ∈ F ; D∗[Φ] ≤ 0} ⊂ {L(f, s) ∈ F ; γ˜f,1 < β}
on conclut en utilisant la croissance de la mesure µhF(q).

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Cette proposition ne donne un re´sultat probant que lorsque le membre de droite est positif.
On note βmin(g) la plus petite valeur de β > B(g) telle que cette proprie´te´ soit ve´rifie´e. Graˆce
a` l’ine´galite´ βmin(g) > B(g), on peut de´tecter un ze´ro et on obtient
lim inf
q→+∞
q premier
min
L(f,s)∈F(q)
γ˜f,1 ≤ βmin(g).
Cependant, nous prouvons une meilleure majoration avec le the´ore`me D.
Ricotta et Royer prouvent dans [RR11] (the´ore`mes A, B et D), que pour Φ dans Sρmax(F)(R),
on a
lim
q→+∞
q premier
EhF(q)(D[Φ]) =
∫
R
Φ(t)W [F ](t)dt et lim
q→+∞
q premier
VhF(q)(D[Φ]) = 2
∫
R
|u|Φ̂(u)2du
ou` ρmax(F) et W [F ] sont donne´s dans le tableau 1.2. Comme ρmax(F) < 1, on a∫
R
Φ(t)W ∗[F ](t)dt = Φ̂(0) + σF
2
Φ(0)
avec :
F Hr (r even) Hr (r odd) H+r (r odd) H−r (r odd)
σF (−1)r+1 = −1 (−1)r+1 = 1 1 −1
Tableau 5.1 – Valeur de σF
Afin d’obtenir une borne explicite dans la proposition pre´ce´dente, on spe´cialise la relation (5.2.1)
en une fonction test fixe´e.
Lemme 5.2.1 Si 0 < R < 1/2, ĝ0(u) = cos
(
πu
2R
)
1[−R,R](u) et Φ(x) = (x2 − β2)g20(x), alors
BorneF (β2) = 1− 2π
2R2
3
256(3 + π2)R4β4 + 32(9− π2)R2β2 + π2 + 3
(128σFR3β2 + 16π2R2β2 − π2)2
et B(g0) =
1
4R
√
1 + σF 8Rπ2
.
Preuve : On a
Φ̂(u) =
[
2R−|u|
2
(
1
16R2 − β2
)
cos
(
πu
2R
)− 1π ( 116R + β2R) sin(π|u|2R )] .1[−2R,2R](u)
Φ̂(0) = 116R − β2R et Φ(0) = − 16β
2R2
π2 .
A` l’aide de plusieurs inte´grations par parties, il vient∫
R
|u|Φ̂(u)2du = 768R
4β4 + 3 + 288β2R2 + π2 − 32β2R2π2 + 256R4β4π2
768π2
.

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Lemme 5.2.2 On pose Borne+F(β
2) = max
{
0;BorneF (β2)
}
. Le tableau suivant re´sume les
variations de la fonction β 7−→ Borne+F(β2) avec
βmin(g0) =
1
4R
√
π2(3π2 + 24σFR − 2(π2 − 9)R2) + 4πR
√
9π4 + 72σFRπ2 − 6(π4 − 7π2 − 12)R2
3π4 + 48σFRπ2 + (192− 6π2 − 2π4)R2 .
β B(g0) βmin(g0) +∞
Borne+F (β
2)
0 −→ 0
 ✒
 
 
1− 2π
2R2
3
π2+3
(π2+8RσF )2
Preuve : On e´tudie le signe de BorneF(X). C’est le meˆme que celui du polynoˆme du second
degre´
Y (X) = 3π4 − 6π2R2 − 2π4R2 +X (−96R2π4 − 768σFπ2R3 − 576R4π2 + 64R4π4)
+X2
(
768R4π4 + 12288σFR5π2 + 49152R6 − 1536R6π2 − 512R6π4
)
.
Soit L(R) son coefficient dominant et ∆(R) son discriminant. On a
∆(R) = −98304(π4 − 7π2 − 12)π2︸ ︷︷ ︸
<0
R6(R−R1)(R−R2)
avec
R1 = min
{
π2
12σF +
√
6(π2 − 3)(π2 − 4)
2(π4 − 7π2 − 12) ;π
2 12σF −
√
6(π2 − 3)(π2 − 4)
2(π4 − 7π2 − 12)
}
R2 = max
{
π2
12σF +
√
6(π2 − 3)(π2 − 4)
2(π4 − 7π2 − 12) ;π
2 12σF −
√
6(π2 − 3)(π2 − 4)
2(π4 − 7π2 − 12)
}
.
E´valuations nume´riques Si σF = −1, alors R1 ≈ −8, 330 et R2 ≈ 1, 074.
Si σF = 1, alors R1 ≈ −1, 074 et R2 ≈ 8, 330.
De plus,
L(R) = 256(192− 6π2 − 2π4)︸ ︷︷ ︸
<0
R4(R −R3)(R −R4)
avec
R3 = min
{
π2
−24σF +
√
6π2(π2 + 3)
192− 6π2 − 2π4 , π
2−24σF −
√
6π2(π2 + 3)
192− 6π2 − 2π4
}
R4 = max
{
π2
−24σF +
√
6π2(π2 + 3)
192− 6π2 − 2π4 , π
2−24σF −
√
6π2(π2 + 3)
192− 6π2 − 2π4
}
.
E´valuations nume´riques Si σF = −1, alors R3 ≈ −8, 210 et R4 ≈ 0, 573.
Si σF = 1, alors R3 ≈ −0, 573 et R4 ≈ 8, 210.
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Ainsi, nous avons toujours
R1 < R3 < 0 <
1
2
< R4 < R2.
On note W (R) le coefficient associe´ au monoˆme de degre´ 1 dans Y . Alors
W (R) = 32π2R2(−3π2 − 24σFR+ 2(π2 − 9)R2).
Comme 0 < R < 1/2, on a ∆(R) ≥ 0 et L(R) ≥ 0. Le polynoˆme Y a deux racines re´elles,
X1(R) =
−W (R)−√∆(R)
2L(R)
et X2(R) =
−W (R) +√∆(R)
2L(R)
.
On compare maintenant X1(R), X2(R) et B(g0)
2. Comme L(R) est positif , X1(R) ≤ X2(R).
Par ailleurs,
[B(g0)
2 −X1(R)][B(g0)2 −X2(R)]
=
π2(π4 + 3π2 − 96)(8π2R2 + 24R2 + 24σFπ2R+ 3π4)
8R2[π2 + 8RσF ]2[−3π4 − 48σFRπ2 + 2(π4 + 3π2 − 96)R2]2︸ ︷︷ ︸
>0
(R−R3)(R −R4).
Par conse´quent, on a X1(R) ≤ B(g0)2 ≤ X2(R) et βmin(g0)2 = X2(R).
Enfin, on prouve que BorneF(X) est croissante sur [X2(R);+∞[. On calcule
dBorneF
dX
(X) = − 256R
4B(g0)
6
3π4(X −B(g0)2)3
[
16R2(2RσF (π2 − 9)− 3π2)X − 2RσF(π2 + 3)− 3π2
]
.
Si 0 < R < 1/2, alors 2RσF (π2 − 9)− 3π2 < 0. Par conse´quent
dBorneF
dX
(X) ≥ 0 ⇐⇒ X ≥ 1
16R2
2RσF(π2 + 3) + 3π2
2RσF(π2 − 9)− 3π2 .
E´tant donne´ que le membre de droite de cette ine´galite´ est toujours ne´gatif (pour 0 < R < 1/2),
on en de´duit que Borne+F est une fonction croissante.

Preuve du the´ore`me E On spe´cialise l’ine´galite´ de la proposition 5.2.1 en choisissant g0
comme fonction test avec 0 < R < ρmax(F)/2. Graˆce au lemme 5.2.1, pour β > B(g0), on a
lim inf
q→+∞
q premier
µhF(q) ({L(f, s) ∈ F ; γ˜f,1 < β}) ≥ Borne+F(β2).
Puis graˆce au lemme 5.2.2, si β > βmin(g0), on a
lim inf
q→+∞
q premier
µhF(q) ({L(f, s) ∈ F ; γ˜f,1 < β}) ≥ BorneF(β2).
On obtient le the´ore`me E en e´valuant chacun des membres de droite en R = ρmax(F)/2.

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5.3 Taille du plus petit ze´ro d’une famille de fonctions L
Toute cette section est consacre´e a` la preuve du the´ore`me D.
5.3.1 Application du the´ore`me de densite´
Le point de de´part de la preuve du the´ore`me D est la proposition suivante qui est une
ge´ne´ralisation du the´ore`me 8.1 de [HR03a]. Celui-ci de´coule du the´ore`me de densite´ applique´ a`
une fonction test bien choisie.
Proposition 5.3.1 La borne infe´rieure e´tant conside´re´e sur l’ensemble des fonctions g dans
Sνmax(F)/2(R), on a
lim sup
Q→+∞
min
L(f,s)∈F(Q)
γ˜f,1 ≤ inf
{√∫
R x
2g2(x)W ∗[F ](x)dx∫
R g
2(x)W ∗[F ](x)dx
}
. (5.3.1)
Preuve : On conside`re g appartenant a` Sνmax(F)/2(R) et B(g) =
√ ∫
R
x2g2(x)W ∗[F ](x)dx∫
R
g2(x)W ∗[F ](x)dx .
Pour β > B(g), on pose Φ(x) = (x2 − β2)g2(x) de telle sorte que{
Φ(x) ≤ 0 si |x| ≤ β,
Φ(x) ≥ 0 si |x| ≥ β.
De plus, on a
Φ̂(u) =
−1
4π2
d2
du2
(ĝ ⋆ ĝ)(u) − β2(ĝ ⋆ ĝ)(u) = −1
4π2
(ĝ′ ⋆ ĝ′)(u)− β2(ĝ ⋆ ĝ)(u).
Ainsi Φ appartient a` Sνmax(F)(R) et nous pouvons appliquer le the´ore`me de densite´. On obtient
lim
Q7→+∞
1
|F(Q)|
∑
L(f,s)∈F(Q)
D∗[Φ](f) =
∫
R
Φ(t)W ∗[F ](t)dt = (B2 − β2)
∫
R
g2(x)W ∗[F ](x)dx < 0.
Par conse´quent, il existe un entier Q0 tel que, pour tout Q ≥ Q0, on a
1
|F(Q)|
∑
L(f,s)∈F(Q)
D∗[Φ](f) < 0.
E´tant donne´ que toutes les fonctions L(f, s) dans F ve´rifient l’hypothe`se de Riemann, tous les
γ˜f,i sont des nombres re´els et on en de´duit, graˆce a` la de´finition de Φ, que l’on a∑
L(f,s)∈F(Q)
∑
|γ˜f,i|≤β
Φ (γ˜f,i) ≤
∑
L(f,s)∈F(Q)
∑
i∈Z∗
Φ (γ˜f,i) < 0.
Ainsi, pour tout Q ≥ Q0, il existe une fonction L de F(Q) satisfaisant γ˜f,1 ≤ β. Autrement dit,
lim sup
Q 7→+∞
min
f∈F(Q)
γ˜f,1 ≤ β.
En faisant tendre β vers B(g), il vient que pour toute fonction test g dans Sνmax(F)/2(R),
lim sup
Q 7→+∞
min
f∈F(Q)
γ˜f,1 ≤ B(g).

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Le the´ore`me D s’obtient alors en de´terminant la valeur exacte de la borne infe´rieure apparaissant
dans la proposition pre´ce´dente. Soit
m := inf
g∈Sν(R)\{0}
∫
R x
2g2(x)W [G](x)dx∫
R g
2(x)W [G](x)dx
avec ν = νmax(F)/2 et W [G] =W ∗[F ]. Le plan de re´solution de ce proble`me d’optimisation est
le suivant.
– Dans la sous-section 5.3.2 (lemme 5.3.2), on prouve qu’il existe une fonction B˜ et un
ensemble H∞ν tels que m = inf ĝ∈H∞ν \{0} B˜(ĝ). Plus pre´cise´ment, on de´finit B˜ par
B˜(h) =
1
4π2
∫
R h
′(u)2du− δ2
∫ 1
−1 h
′ ∗ h′(u)du∫
R h(u)
2du+ δ2
∫ 1
−1 h ∗ h(u)du+ ε
(∫
R h(u)du
)2 (5.3.2)
ou` (δ, ε) sont donne´s par le tableau 1.1.
– Dans la sous-section 5.3.2 (lemme 5.3.3), en utilisant un argument de densite´, si
HR =
{
h : R→ R paire, continue, C1 sur ]−R,R[, avec supp h ⊂ [−R,R]}
et
m˜R = inf
h∈HR\{0}
B˜(h),
on prouve m = limR→ν− m˜R.
– Dans la sous-section 5.3.2 (lemme 5.3.4), par des arguments topologiques, on montre qu’il
existe hR appartenant a` l’espace de Sobolev H
1
0 telle que B˜(hR) = m˜R.
– Dans la sous-section 5.3.4 (lemme 5.3.7), en utilisant la the´orie de Fourier, on montre que
hR ve´rifie une e´quation de Volterra avec de´calages temporels
hR(u) = ϕ(u) +
δ
2
∫ R
u
hR(t+ 1)− hR(t− 1)dt (5.3.3)
ou` ϕ est une fonction explicite de´finie a` partir du parame`tre inconnu m˜R. On en de´duit
e´galement que hR appartient a` HR.
– On re´sout ensuite cette e´quation de Volterra dans la sous-section 5.3.5. Il en re´sulte que
l’on dispose alors d’une expression explicite de la fonction hR de´pendant du parame`tre
inconnu m˜R.
– On de´termine
√
m˜R dans la sous-section 5.3.6 en re´solvant l’e´quation m˜R = B˜(hR).
– On conclut en utilisant la relation
√
m = limR→ν−
√
m˜R.
5.3.2 Arguments de densite´ et topologiques
Cette section est consacre´e a` la preuve du lemme suivant qui re´sume a` lui seul les trois
premiers points du plan e´nonce´ pre´ce´demment. On note H10 l’espace de Sobolev de´fini par
H10 =
{
u ∈ L2(]−R,R[) nulle aux bords de ]−R,R[,
∃v ∈ L2(R) telle que ∀φ ∈ C∞c (]−R,R[),
∫
R
uφ′ = −
∫
R
vφ
}
.
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Si u appartient a` H10 , la fonction v est appele´e de´rive´e faible de u et note´e u
′. L’espace H10 est
muni du produit scalaire
〈u, v〉H10 = 〈u
′, v′〉L2 =
∫ R
−R
u′v′.
L’ensemble H10 est un espace de Hilbert re´flexif ([Bre83], paragraphe VIII.3).
Lemme 5.3.1 On a
m = lim
R→ν−
m˜R.
De plus, pour tout R > 0, il existe hR dans H
1
0 tel que m˜R = B˜(hR).
Afin de prouver ce re´sultat, nous aurons besoin de quelques lemmes techniques.
Une nouvelle expression
Lemme 5.3.2 Soit H∞ν = {h ∈ C∞c (R), paire et avec supp h ⊂ [−R,R] telle que 0 < R < ν}.
Alors
m = inf
h∈H∞ν \{0}
B˜(h).
Preuve : Graˆce au the´ore`me de Plancherel, a` la formule d’inversion, au the´ore`me de Parseval et
a` la relation (1.4.2), on a∫
R
g2(x)W [G](x)dx =
∫
R
ĝ2(y)Ŵ [G](y)dy = ĝ2(0) +
δ
2
∫ 1
−1
ĝ2(y)dy + ε
∫
R
ĝ2(y)dy
=
∫
R
g2(x)dx +
δ
2
∫ 1
−1
ĝ(y) ∗ ĝ(y)dy + εg2(0)
=
∫
R
ĝ2(y)dy +
δ
2
∫ 1
−1
ĝ(y) ∗ ĝ(y)dy + ε
(∫
R
ĝ(y)dy
)2
.
De la meˆme manie`re, comme x̂g(x) = −12iπ ĝ
′, on prouve∫
R
x2g2(x)W [G](x)dx =
1
4π2
∫
R
ĝ′(u)2du − δ
2
∫ 1
−1
ĝ′ ∗ ĝ′(u)du.
Par ailleurs, la classe de Schwartz e´tant invariante par transformation de Fourier, on a
g ∈ Sν(R)⇔ ĝ ∈ H∞ν .
Ainsi,
m = inf
ĝ∈H∞ν \{0}
B˜(ĝ).

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Un argument de densite´
Lemme 5.3.3 On a
inf
h∈H∞ν \{0}
B˜(h) = lim
R→ν−
m˜R.
Preuve : On de´finit une suite re´gularisante (ρn) en posant
ρn :
{
R −→ R
x 7−→ n∫
R ρ(t)dt
ρ(nx) ou` ρ(x) =
{
e
1
|x|2−1 si |x| < 1
0 si |x| ≥ 1 .
La fonction ρn est positive, lisse avec supp ρn ⊂ [−1/n; 1/n] et ve´rifie
∫
R ρn(u)du = 1. On aura
besoin des deux proprie´te´s suivantes (confer [Bre83], the´ore`me 4.22 et the´ore`me 4.15).
P1 Soit 1 ≤ p <∞, si g ∈ Lp(R) alors ρn ∗ g converge vers g dans Lp(R).
P2 Soit 1 ≤ p ≤ ∞, si f ∈ L1(R) et g ∈ Lp(R) alors f ∗ g ∈ Lp(R) et ||f ∗ g||Lp ≤ ||f ||L1 ||g||Lp .
Soit 0 < R < ν et η > 0.
Il existe h dans HR telle que m˜R ≤ B˜(h) ≤ m˜R + η. On pose hn = ρn ∗ h. Pour n suffisamment
grand, hn appartient a` H
∞
ν . On a e´galement h
′
n = ρn ∗ h′. Graˆce a` la proprie´te´ P1, on obtient
lim
n→+∞ ||hn||
2
L2 = ||h||2L2 , limn→+∞ ||h
′
n||2L2 = ||h′||2L2 et limn→+∞
∫
R
hn(u)du =
∫
R
h(u)du.
En utilisant la proprie´te´ P2, on peut e´crire∣∣∣∣∫ 1−1 hn ∗ hn(u)− h ∗ h(u)du
∣∣∣∣ ≤ ∫
R
|hn ∗ hn(u)− h ∗ h(u)| du
≤ ||(hn − h) ∗ hn||L1 + ||h ∗ (hn − h)||L1 ≤ (||hn||L1 + ||h||L1)||h− hn||L1 .
Ainsi,
lim
n→+∞
∫ 1
−1
hn ∗ hn(u)du =
∫ 1
−1
h ∗ h(u)du et lim
n→+∞
∫ 1
−1
h′n ∗ h′n(u)du =
∫ 1
−1
h′ ∗ h′(u)du.
On en de´duit limn→+∞ B˜(hn) = B˜(h). Donc il existe hn dans H∞ν telle que |B˜(h)− B˜(hn)| ≤ η.
Par conse´quent, pour tout η > 0, il existe hn dans H
∞
ν telle que |m˜R − B˜(hn)| ≤ 2η. De plus,
pour tout R < ν, on a infh∈H∞ν \{0} B˜(h) ≤ m˜R, d’ou`
inf
h∈H∞ν \{0}
B˜(h) ≤ lim
R→ν−
m˜R.
Pour l’ine´galite´ oppose´e, soit h dans H∞ν . Il existe R0 < ν tel que supp h ⊂ [−R0;R0]. Comme
h appartient a` HR0 et comme la fonction R 7→ m˜R est de´croissante, on obtient
lim
R→ν−
m˜R ≤ m˜R0 ≤ B˜(h).
On en de´duit
lim
R→ν−
m˜R ≤ inf
h∈H∞ν \{0}
B˜(h).

109
Des ope´rateurs compacts L’expression (5.3.2) permet de prolonger la fonction B˜ a` H10\{0}.
Lemme 5.3.4 Si R > 0, il existe hR dans H
1
0\{0} tel que m˜R = B˜(hR).
Preuve : En notant K l’endomorphisme de L2(]−R,R[) de´fini par
K[h](u) =
δ
2
∫ u+1
u−1
h(t)dt + ε
∫
R
h(t)dt,
on peut re´e´crire la fonction B˜ sous la forme
B˜(h) =
〈h′, h′〉L2 + 〈Kh′, h′〉L2
〈h, h〉L2 + 〈Kh, h〉L2
.
La fonction K est un ope´rateur de Hilbert-Schmidt et, a` ce titre, est un ope´rateur compact de
L2(]−R,R[). En notant I l’identite´ de L2(]−R,R[), les transformations effectue´es au cours du
lemme 5.3.2 montrent que pour toute fonction h de L2([−R,R]), on a 〈(I+K)[h], h〉L2 ≥ 0 avec
e´galite´ si et seulement si h = 0.
Les fonctions C∞ a` support inclus dans ] − R,R[ e´tant denses dans H10 , la borne infe´rieure
de B˜ sur H10 est e´gale a` m˜R.
On conside`re alors une suite (gn) de fonctions de HR non nulles telle que limn→+∞ B˜(gn) =
m˜R. On pose alors hn = gn/〈g′n, g′n〉L2 . La fonction B˜ e´tant invariante par multiplication par un
scalaire, on a donc
lim
n→+∞ B˜(hn) = m˜R et ‖h
′
n‖L2 = ‖hn‖H10 = 1.
Les suites (hn) et (h
′
n) sont borne´es dans l’espace de Hilbert L
2(] − R,R[). Sa boule unite´
e´tant faiblement compacte, quitte a` conside´rer des sous-suites, on en de´duit qu’il existe des
fonctions h et k dans L2(] − R,R[) telles que (hn) (respectivement (h′n)) converge faiblement
vers h (respectivement k). De plus, pour toute fonction φ de C∞c (]−R,R[), on a∫
gφ′ = lim
n→+∞
∫
gnφ
′ = − lim
n→+∞
∫
g′nφ = −
∫
kφ.
Donc g appartient a` H1, g′ = k et gn converge faiblement vers g dans H1. Par ailleurs, l’injection
de H1 dans l’ensemble des fonctions continues (muni de la norme de la convergence uniforme)
e´tant compacte ([Bre83], the´ore`me 8.2 et 8.8), on en de´duit ([Bre83], 6.1 remarque 2) que hn
converge uniforme´ment vers h (ou plutoˆt son repre´sentant continu que l’on identifiera a` h). En
particulier, on en de´duit que h est paire, h appartient a` H10 et limn→+∞ ‖hn‖L2 = ‖h‖L2 .
Des convergences faibles dans L2(] − R,R[) des suites (hn) et (h′n) et de la compacite´ de
l’ope´rateur K, on de´duit que les suites (Khn) et (Kh
′
n) convergent respectivement vers Kh et
Kh′ pour la convergence forte de L2(]−R,R[). Il s’ensuit imme´diatement les relations ([Bre83],
proposition 3.5 (iv))
lim
n→+∞〈Khn, hn〉L2 = 〈Kh, h〉L2 et limn→+∞〈Kh
′
n, h
′
n〉L2 = 〈Kh′, h′〉L2 .
En re´sume´, on obtient
lim
n→+∞〈(I +K)h
′
n, h
′
n〉L2 = 1 + 〈Kh′, h′〉L2 , limn→+∞〈(I +K)hn, hn〉L2 = 〈(I +K)h, h〉L2 ,
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et, comme (h′n) converge faiblement dans L2 vers h′, on en de´duit ‖h′‖L2 ≤ lim inf ‖h′n‖L2 = 1.
Par ailleurs, 1 + 〈Kh′, h′〉L2 est non-nul. En effet, dans le cas contraire, on aurait
0 = 1 + 〈Kh′, h′〉L2 ≥ ‖h′‖L2 + 〈Kh′, h′〉L2 = 〈(I +K)h′, h′〉L2 ≥ 0.
On en de´duirait a` la fois ‖h′‖L2 = 1 et 〈(I +K)h′, h′〉L2 = 0, puis ‖h′‖L2 = 1 et h′ nulle !
On en de´duit ensuite 〈(I + K)h, h〉L2 6= 0. En effet, m˜R est un nombre fini, la limite du
nume´rateur de B˜(hn) est 1 + 〈Kh′, h′〉L2 donc non-nulle, et la limite de son de´nominateur est
pre´cise´ment 〈(I +K)h, h〉L2 6= 0.
On a alors
‖h′‖L2 + 〈Kh′, h′〉L2
〈(I +K)h, h〉L2
= B˜(h) ≥ m˜R = lim
n→+∞ B˜(hn) =
1 + 〈Kh′, h′〉L2
〈(I +K)h, h〉L2
,
de quoi l’on de´duit ‖h′‖L2 ≥ 1. E´tant donne´ que l’on a de´ja` montre´ l’ine´galite´ oppose´e, il vient
‖h′‖L2 = 1. Par conse´quent, la fonction h est non-nulle et ve´rifie B˜(h) = m˜R.

Remarque 5.3.1 La fonction B˜ n’est pas continue lorsque B||·||
H10
(0, 1) → R est muni de la
topologie faible. En effet, la boule unite´ de H10 e´tant faiblement compacte, B˜ devrait eˆtre borne´e.
Il suffit de conside´rer les fonctions hn(u) = cos
(
(2n+1)πu
2R
)
1[−R,R](u) pour se convaincre que cela
est impossible.
La preuve du lemme 5.3.1 de´coule des lemmes 5.3.2, 5.3.3 et 5.3.4.
5.3.3 Analyse de Fourier
Par souci de simplification, on conside`re B(h) = 16R2B˜(h) et mR = infh∈HR B(h). Ainsi
mR = B(hR) = 16R
2m˜R.
Soit
ΩR =
(cn) ∈ RN, telle que c2n = 0 et x 7→∑
n≥0
cn cos
(πnx
2R
)
est continue et dans H10
 .
Cette sous-section contient les preuves de quelques lemmes techniques essentiels.
Lemme 5.3.5 Soit
Ψ :
{
H10 ∩ {h :]−R,R[→ R continue, paire} −→ ΩR
h 7−→
(
1−(−1)n
2R
∫ R
0 h(t) cos
(
πnt
2R
)
dt
)
n≥0
.
Alors, la fonction Ψ est bijective.
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Preuve : A` chaque fonction continue et paire h de H10 , on associe une fonction h˜ paire 4R-
pe´riodique de´finie par,
pour tout x ∈ [0, R], h˜(x) = h(x) et h˜(R+ x) = −h(R− x).
Re´ciproquement, on a h = h˜ · 1[−R,R].
courbe repre´sentative de h courbe repre´sentative de h˜
Ainsi construite, la valeur moyenne de h˜ est nulle. Qui plus est, si cn de´signe le n-e`me coefficient
de Fourier de h˜, on a
cn =
1
4R
∫ 2R
−2R
h˜(t)e−
iπnt
2R dt =
1− (−1)n
2R
∫ R
0
h(t) cos
(
πnt
2R
)
dt.
La se´rie de Fourier d’une fonction continue de H10 convergeant normalement, on a
h(u) = h˜(u) · 1[−R,R](u) = 2
∑
n≥0
cn cos
(πnx
2R
)1[−R,R](u).
Ainsi la fonction Ψ est bien de´finie et la dernie`re relation fournit une expression de l’application
re´ciproque Ψ−1.

Par conse´quent, la fonction B e´tant de´finie sur l’ensemble des fonctions continues et paires de
H10 , on peut de´finir B sur ΩR graˆce a` la relation B(c) := B(Ψ
−1(c)).
Lemme 5.3.6 Soit c = (cn) appartenant a` ΩR. Si R ≤ 1/2 alors
B(c) =
∑∗
n≥0 n
2c2n∑∗
n≥0 c2n + (δ + 2ε)
8R
π2
(∑∗
n≥0
(−1)n−12
n cn
)2
et, si R > 1/2, on a
B(c) =
∑∗
n≥0 n
2c2n − δ2R
∑∑
m,n≥0mnµm,ncmcn∑∗
n≥0 c2n +
δ
2R
∑∑
m,n≥0 λm,ncmcn +
16Rε
π2
(∑∗
n≥0
(−1)n−12 cn
n
)2
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ou`, pour tous nombres impairs n et m
λm,n =
 8R
2mn(−1)m+n2
π2(m2−n2)
[
1
n2
cos πn2R − 1m2 cos πm2R
]− 8R2(−1)m+n2
mnπ2
si m 6= n,
2R(2R−1)
nπ sin
πn
2R − 8R
2
π2n2
cos nπ2R +
8R2
π2n2
si m = n,
et µm,n =
 8R
2(−1)m+n2
π2(m2−n2)
[
cos πm2R − cos πn2R
]
si m 6= n,
−2R(2R−1)nπ sin πn2R si m = n.
Preuve : Nous allons donner une expression explicite de B en tant que fonction de´finie sur ΩR.
Soit h une fonction continue et paire telle que c = (cn) = Ψ(h). Graˆce a` la formule de Parseval,
on obtient
1
2R
∫
R
h(u)2du =
1
4R
∫ 2R
−2R
h˜(u)2du =
∑
n∈Z
|cn|2 = 2
∑
n≥0
c2n,
1
2R
∫
R
h′(u)2du =
1
4R
∫ 2R
−2R
h˜′(u)2du =
π2
4R2
∑
n∈Z
n2|cn|2 = π
2
2R2
∑
n≥0
n2c2n.
De plus, on peut e´crire∫
R
h(u)du =
∫ R
−R
h˜(u)du =
4R
π
∑
n∈Z
(−1)n
(2n+ 1)
c2n+1 =
8R
π
∑
n≥0
(−1)n
(2n+ 1)
c2n+1.
Comme B(h) = 16R2B˜(h) avec B˜(h) donne´ par la relation (5.3.2), on obtient une expression
explicite de B(c) en utilisant∫ 1
−1
h ∗ h(x)dx =
{ (∫
R
h(x)dx
)2
si R ≤ 12 ,
4
∑
m≥0
∑
n≥0 cmcnλm,n si R >
1
2 ,
et ∫ 1
−1
h′ ∗ h′(x)dx =
{
0 si R ≤ 12 ,
π2
R2
∑
m≥0
∑
n≥0mncmcnµm,n si R >
1
2 .

Hughes et Rudnick ont prouve´ m = 1
16ν2
lorsque G = U . On e´tend leur re´sultat.
Corollaire 5.3.1 Si G = O ou si G = SO± et 0 < R ≤ 1/2 alors
1
1 +R
< mR ≤ 1
1 + 8π2R
< 1.
Si G = SO± avec R > 1/2, alors mR < 1. Si G = Sp et 0 < R < 1/2, alors
1 < mR <
1
1− 8
π2
R
< 2.
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Preuve : En utilisant l’ine´galite´ de Cauchy-Schwarz, si G = O ou si G = SO± et 0 < R ≤ 1/2,
il vient
B(c) =
∑∗
n≥0 n
2c2n∑∗
n≥0 c2n + (δ + 2ε)
8R
π2
(∑∗
n≥0
(−1)n−12
n cn
)2 ≥
∑∗
n≥0 n
2c2n
(1 +R)
∑∗
n≥0 c2n
≥ 1
1 +R
et l’une de ces ine´galite´s est stricte. Afin d’obtenir une borne supe´rieure de mR, on e´value B en
e = (en) de´finie par en = 0 pour tout entier n excepte´ e1 = 1. La majoration est imme´diate pour
G = O, pour G = SO± ou pour G = Sp et 0 < R ≤ 1/2. Dans le cas G = SO± et R > 1/2, on a
B(e) =
1− δ2Rµ1,1
1 + δ2Rλ1,1 +
16Rε
π2
=
1 + δ(2R−1)π sin
π
2R
1 + δ(2R−1)π sin
π
2R +
4Rδ
π2
(
1− cos π2R
)
+ 16Rεπ2
< 1.
Enfin, si G = Sp et R < 1/2, pour tout c appartenant a` ΩR, on a
B(c) =
∑∗
n≥0 n
2c2n∑∗
n≥0 c2n − 8Rπ2
(∑∗
n≥0
(−1)n−12
n cn
)2 ≥
∑∗
n≥0 n
2c2n∑∗
n≥0 c2n
≥ 1
et l’une de ces ine´galite´s est stricte. Ainsi, graˆce au lemme 5.3.4, on obtient mR > 1.

Le corollaire 5.3.1 implique, sauf dans le cas G = Sp et R > 1/2, que mR n’est pas le carre´ d’un
entier. Afin de comple´ter ce re´sultat, on fait l’hypothe`se suivante qui sera justifie´e page 134.
“Hypothe`se Sp” : Si G = Sp et R > 1/2 alors mR n’est pas le carre´ d’un entier.
Remarque 5.3.2 Dans le cas symplectique avec R > 1/2, en e´valuant B en e, il vient
mR ≤ B(e) =
1− 2R−1π sin π2R
1− 2R−1π sin π2R − 4Rπ2
(
1− cos π2R
) = 12R
π2
+O(1).
Ainsi, comme mR = 16R
2m˜R, le corollaire 5.3.1 et la proposition 5.3.1 montrent
lim sup
Q→+∞
min
L(f,s)∈F(Q)
γ˜f,1 ≤ lim
R→νmax(F)/2
√
m˜R ≪

1
νmax(F)1/2 si W
∗[F ] =W [Sp],
1
νmax(F) si W
∗[F ] =W [SO+],
1
νmax(F)3/2 si W
∗[F ] =W [O],
1
νmax(F)2 si W
∗[F ] =W [SO−].
Par conse´quent, la conjecture de densite´ est en accord avec les pre´dictions du mode`le des matrices
ale´atoires e´tablies lors de la section 1.4.3.
5.3.4 Une e´quation de Volterra avec de´calages temporels
E´tant donne´ que le cas unitaire a de´ja` e´te´ re´solu, on suppose que G est l’un des groupes
compacts O, SO−, SO+ ou Sp. Dans cette sous-section, on prouve le lemme suivant.
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Lemme 5.3.7 La fonction test optimale hR satisfait, pour tout 0 ≤ u ≤ R,
hR(u) = ϕ(u) +
δ
2
∫ R
u
hR(t+ 1)− hR(t− 1)dt (5.3.4)
ou` (δ, ε) est donne´ par le tableau 1.1 et ou`
ϕ(u) =
πkδ,ε
2mR cos
√
mRπ
2
[
cos
√
mRπu
2R
− cos
√
mRπ
2
]
· 1[−R,R](u)
avec
kδ,ε =
2mR
π
[
δ
2
∫ R
R−1
hR(x)dx+ ε
∫ R
−R
hR(x)dx
]
. (5.3.5)
Remarque 5.3.3 La fonction hR e´tant continue sur [−R,R], l’e´quation du lemme annonce´
prouve que hR est de classe C1 sur ]−R,R[. Autrement dit, la fonction hR appartient a` l’ensemble
HR.
Avant de prouver ce re´sultat, nous aurons besoin de prouver quelques lemmes. Cependant,
nous pouvons d’ores et de´ja` en de´duire le corollaire suivant.
Corollaire 5.3.2 Si G = O ou si G = SO± ou Sp avec R ≤ 1/2, alors
√
m =
1
ν
V −1
(
1 + (δ + 2ε)
1
ν
)
ou` V a e´te´ de´fini lors de l’introduction de ce me´moire (page xvi).
Preuve : Si G = O, alors δ = 0 et le lemme 5.3.7 donne imme´diatement hR = ϕ. De la meˆme
manie`re, siG = SO+, SO− ou Sp, R ≤ 1/2 et si 0 < t < R alors t+1 /∈ [−R,R] et t−1 /∈ [−R,R].
Ainsi, dans cette situation, nous avons e´galement hR = ϕ. On peut re´sumer ces remarques sous
la forme
hR(u) = ϕ(u) =
(δ + 2ε)
∫ R
−R hR(x)dx
2 cos
(
π
√
mR
2
) [cos √mRπu
2R
− cos
√
mRπ
2
]
· 1[−R,R](u).
Par conse´quent, nous avons∫ R
−R
hR(u)du ·
[
1− (δ + 2ε)R
(
2
π
√
mR
tan
(
π
√
mR
2
)
− 1
)]
= 0.
Comme
∫ R
−R hR(u)du 6= 0 (autrement hR = 0), on en de´duit
2
π
√
mR
tan
(
π
√
mR
2
)
= 1 +
δ + 2ε
R
.
Le re´sultat de´coule alors imme´diatement des lemmes 5.3.2 et 5.3.3.

Remarque 5.3.4 Nous utiliserons ce phe´nome`ne dans la section suivante afin de de´terminer hR
en toute ge´ne´ralite´.
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Soient
Sn(t) = sin
(
πnt
2R
)
1[−R,R](t) et Cn(t) = cos
(
πnt
2R
)
1[−R,R](t).
Lemme 5.3.8 On de´signe par n un entier impair positif. Soit h une fonction continue paire de
H10 avec c = (cm) = Ψ(h), alors∑
m≥0
[mnµm,n +mRλm,n] cm
= −2R
nπ
(n2 −mR)(Sn ∗ h)(1) + 8R
2(−1)n−12
nπ2
mR
∑
m≥0
(−1)m−12
m
[
1− cos mπ
2R
]
cm.
Preuve : On a∑
m≥0
[mnµm,n +mRλm,n] cm
= −(n2 −mR)
2R(2R− 1)
nπ
sin
(πn
2R
)
cn +
8R2
nπ2
∑
m 6=n
m(−1)m+n2
m2 − n2 cos
(πn
2R
)
cm

− 8R
2mR
n2π2
cos
(πn
2R
)
cn −mR
∑
m≥0
8R2(−1)m+n2
nmπ2
cm +
8R2
π2
∑
m 6=n
n(−1)m+n2
m(m2 − n2) (m
2 −mR) cos
(πm
2R
)
cm.
On de´duit de
n
m(m2 − n2) =
1
n
(
m
m2 − n2 −
1
m
)
,
que ∑
m≥0
[mnµm,n +mRλm,n] cm
= −(n2 −mR)
2R(2R− 1)
nπ
sin
(πn
2R
)
cn +
8R2
nπ2
∑
m 6=n
∗ (−1)m+n2 m
m2 − n2
[
cos
(πn
2R
)
− cos
(πm
2R
)]
cm

+
8R2mR(−1)n−12
nπ2
∑
m≥0
∗ (−1)m−12
m
[
1− cos
(πm
2R
)]
cm.
De plus, on a
(Sn ∗ h)(1) =
∫ R
1−R
h(u) sin
(πn
2R
(1− u)
)
du
=
∑
m≥0
∗
cm
∫ R
1−R
sin
(
π(m− n)u
2R
+
πn
2R
)
− sin
(
π(m+ n)u
2R
− πn
2R
)
du
= (2R− 1) sin
(πn
2R
)
cn +
4R
π
∑
m 6=n
∗ (−1)m+n2 m
m2 − n2
[
cos
(πn
2R
)
− cos
(πm
2R
)]
cm.

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Lemme 5.3.9 Soit c = (cn) = Ψ(hR). Alors, pour tout entier positif impair n, on a
cn =
(−1)n−12 kδ,ε
n[n2 −mR] −
δ
nπ
(Sn ∗ hR)(1) = (−1)
n−1
2 kδ,ε
n[n2 −mR] +
2Rδ
n2π2
(Cn ∗ h′R)(1).
Preuve : On munit ΩR de la norme
||c|| =
+∞∑
n=0
n|cn|+
(
+∞∑
n=0
n2c2n
)1/2
et on conside`re les cinq fonctions diffe´rentiables H, T , S, A et G sur (ΩR, || · ||) de´finies par
H(c) =
∑
n≥0
n2c2n, T (c) =
∑
n≥0
c2n, S(c) =
∑
n≥0
∗ (−1)n−12
n
cn,
A(c) =
∑
m≥0
∑
n≥0
mnµm,ncmcn et G(c) =
∑
m≥0
∑
n≥0
λm,ncmcn.
Graˆce au lemme 5.3.6, on peut e´crire
B =
H − δ2RA
T + δ2RG+
16Rε
π2 S
2
si R >
1
2
ou B =
H
T + (δ + 2ε)8Rπ2 S
2
si R ≤ 1
2
.
Comme B(c) = mR, c est un point critique. C’est pourquoi, si R > 1/2, on a dB|c = 0 puis
∀n impair, (n2 −mR)cn = δ
2R
∑
m≥0
[mnµm,n +mRλm,n] cm + ε
16RS(c)mR
π2
(−1)n−12
n
.
Graˆce au lemme 5.3.8, a` “l’hypothe`se Sp” et au corollaire 5.3.1, on de´duit
cn =
(−1)n−12 kδ,ε
n[n2 −mR] −
δ
nπ
(Sn ∗ hR)(1) = (−1)
n−1
2 kδ,ε
n[n2 −mR] +
2Rδ
n2π2
(Cn ∗ h′R)(1) (5.3.6)
ou`
kδ,ε =
4RmR
π2
δ∑
m≥0
∗ (−1)m−12
m
(
1− cos mπ
2R
)
cm + 4ε
∑
m≥1
∗ (−1)m−12
m
cm

=
2mR
π
[
δ
2
∫ R
R−1
hR(x)dx + ε
∫ R
−R
hR(x)dx
]
. (5.3.7)
De la meˆme manie`re, la suite c ve´rifie les relations (5.3.6) et (5.3.7) dans le cas R ≤ 1/2 e´tant
donne´ que, si R ≤ 1/2, on a (Sn ∗ hR)(1) = 0 et
∫ R
R−1 hR(x)dx =
∫ R
−R hR(x)dx.

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Preuve du lemme 5.3.7 On suppose 0 ≤ u ≤ R. Comme hR(u) = 2
∑
n≥0 cn cos
(
πnu
2R
)
, le
lemme 5.3.9 donne
hR(u) = 2kδ,ε
∑
n≥0
∗ (−1)n−12 cos (πnu2R )
n(n2 −mR) +
4Rδ
π2
∑
n≥0
∗ (Cn ∗ h′R)(1)
n2
cos
(πnu
2R
)
.
Tout d’abord, en utilisant la relation (B.2), il vient
∑
n≥0
∗ (Cn ∗ h′R)(1)
n2
cos
(πnu
2R
)
=
1
2
∫ R
−R
∑
n≥0
∗ cos
(
πn(u+t)
2R
)
n2
+
∑
n≥0
∗ cos
(
πn(u−t)
2R
)
n2
 h′R(1 − t)dt
=
π
8
∫ R
−R
(
π − π|u+ t|
2R
− π|u− t|
2R
)
h′R(1− t)dt
=
π2
8R
∫ R
u
hR(t+ 1)− hR(t− 1)dt.
Puis, graˆce a` la relation (B.1), on calcule
2kδ,ε
∑
n≥0
∗ (−1)n−12 cos (πnu2R )
n(n2 −mR) =
πkδ,ε
2mR cos
√
mRπ
2
[
cos
√
mRπu
2R
− cos
√
mRπ
2
]
= ϕ(u).
5.3.5 Fonction test optimale
Dans cette section, on re´sout l’e´quation de Volterra avec de´calages temporels apparaissant
dans le lemme 5.3.7. Pre´cise´ment, on prouve que, excepte´ pour un nombre au plus de´nombrable
de valeurs de R, cette e´quation de Volterra admet une et une seule solution appartenant a` HR.
On donne une expression explicite de cette solution.
Une partition approprie´e
Par souci de simplicite´, e´tant donne´ que R est amene´ a` tendre vers ν (graˆce au lemme 5.3.3),
on peut supposer que 2R n’est pas entier. De la meˆme manie`re, comme n ≥ 1 est l’unique entier
tel que n− 1 < 2ν ≤ n, on peut supposer n−12 < R < n2 et, en particulier, n = ⌊2R⌋+ 1.
On note D l’ope´rateur de de´rivation et T , T−1 les ope´rateurs de de´calage de´finis par
D[f ] = f ′, T [f ](u) = f(u+ 1) et T−1[f ](u) = f(u− 1).
On construit une partition de [−R,R] invariante par T [id], T−1[id] et par syme´trie. On de´finit{
an−2i = R− i si 0 ≤ i ≤ n−12
an−2i−1 = ⌊2R⌋ −R− i si 0 ≤ i ≤ n−22
et I0 =]− a1, a1[, Ik =]ak, ak+1[, I−k =]− ak+1,−ak[ pour 1 ≤ k ≤ n− 1. On a
[−R,R] =
⌊2R⌋⋃
k=−⌊2R⌋
Ik.
De plus, si |k| < n− 2 alors T±1(Ik) = Ik±2 et, si k ∈ {n− 2, n− 1} alors T (Ik)∩ supp hR = ∅.
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Une e´quation diffe´rentielle avec de´calages temporels
Par de´rivation et inte´gration, on remarque que le fait que hR ve´rifie l’e´quation de Volterra
pre´ce´dente est e´quivalent au fait que hR ve´rifie l’e´quation diffe´rentielle avec de´calages temporels
suivante.
Pour tout u dans ]−R,R[,
h′R(u) = ϕ
′(u)− δ
2
[hR(u+ 1)− hR(u− 1)] . (5.3.8)
On pose
λ =
√
mRπ
2R
et w =
−π2kδ,ε
4R
√
mR cos
π
√
mR
2
.
On conside`re les suites de polynoˆmes (Tn) et (Un) de´finies par re´currence par
T0 = 1
T1 = X
Tn+1 = 2XTn − Tn−1,

U0 = 1
U1 = 2X
Un+1 = 2XUn − Un−1.
Les polynoˆmes Tn (respectivement Un) sont appele´s polynoˆmes de Tchebychev de premie`re
espe`ce (respectivement de deuxie`me espe`ce). Ils ve´rifient, pour tout re´el θ et tout entier n
positif,
Tn(cos θ) = cosnθ et Un(cos θ) =
sin(n+ 1)θ
sin θ
.
Par conse´quent, ils se factorisent sous la forme
Tn(X) =
n−1∏
k=0
[
X − cos
(
π
2n
+
kπ
n
)]
, Un(X) =
n∏
k=1
[X − θn(k)] avec θn(k) = cos
(
kπ
n+ 1
)
.
Lors de cette sous-section, on prouve la proposition suivante.
Proposition 5.3.2 Les fonctions paires h a` support compact dans [−R,R], C1 sur chaque Ik et
ve´rifiant l’e´quation diffe´rentielle (5.3.8) sur ∪Ik sont celles qui s’e´crivent sous la forme
– Pour 0 ≤ k ≤ n− 1,
h|In−(2k+1)(u) =
⌊n+12 ⌋∑
j=1
rj(In−1)Uk (θn(j)) sin
([
u− n− 2k − 1
2
]
θn(j)− π
2
[
j + δ
n− 2k − 1
2
])
+ rλn(k) sin
(
λ
[
u− n− 2k − 1
2
]
+ θλn(k)
)
.
– Pour 0 ≤ k ≤ n− 2,
h|In−2(k+1)(u) =
⌊n2 ⌋∑
j=1
rj(In−2)Uk (θn−1(j)) sin
([
u− n− 2(k + 1)
2
]
θn−1(j)− π
2
[
j + δ
n− 2(k + 1)
2
])
+ rλn−1(k) sin
(
λ
[
u− n− 2k − 2
2
]
+ θλn−1(k)
)
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ou` rj(In−1) avec 1 ≤ j ≤
⌊
n+1
2
⌋
et rj(In−2) avec 1 ≤ j ≤
⌊
n
2
⌋
sont des re´els arbitraires et ou`
rλn(k) et θ
λ
n(k) de´signent respectivement le module et l’argument du nombre complexe
iw
λ+ δ sinλ
[
Uk (λ)
Un (λ)
e−i(λ+
πδ
2 )
n+1
2 − ei(λ+πδ2 )n−2k−12 + Un−k−1(λ)
Un (λ)
ei(λ+
πδ
2 )
n+1
2
]
e−i
πδ
2
n−2k−1
2 .
Avant d’arriver a` ce re´sultat, nous aurons besoin de quelques re´sultats interme´diaires.
Transformation en e´quations diffe´rentielles line´aires En utilisant le corollaire 5.3.2, on
peut supposer δ 6= 0 (d’ou` δ2 = 1) et n ≥ 2. De plus, tout au long de cette partie, la fonction
h de´signera une fonction paire a` support compact dans [−R,R], C1 sur chaque Ik et ve´rifiant
l’e´quation diffe´rentielle (5.3.8) sur ∪Ik.
On de´finit e´galement par re´currence l’ope´rateur Qk en posant
Q1 = I
Q2 = D +
δ
2 (T
−1 − T )
Qk+1 = DQk +
1
4Qk−1 +
(
δ
2
)k (
T−k + (−1)kT k) .
Lemme 5.3.10 La fonction h ve´rifie les e´quations diffe´rentielles line´aires suivantes.
– Sur In−1, pour tout 1 ≤ k ≤ n, la fonction h satisfait(
i
2
)k
Uk
(
1
i
D
)
[h] = Qk[ϕ
′] +
(
δ
2
)k
T−k[h].
– Sur In−2, pour tout 1 ≤ k ≤ n− 1, la fonction h satisfait(
i
2
)k
Uk
(
1
i
D
)
[h] = Qk[ϕ
′] +
(
δ
2
)k
T−k[h].
– Sur I0, pour tout 1 ≤ k ≤ ⌊n+12 ⌋, la fonction h satisfait
2
(
i
2
)k
Tk
(
1
i
D
)
[h] = Qk[ϕ
′] +
(
δ
2
)k (
T−k[h] + (−1)kT k[h]
)
.
Preuve : On prouve la premie`re relation par re´currence sur k = 1, ..., n. Pour k = 1, l’e´quation
diffe´rentielle (5.3.8) donne
si u ∈ In−1, h′(u) = ϕ′(u) + δ
2
h(u− 1). (5.3.9)
Le re´sultat de´coule alors imme´diatement des de´finitions de Q1 et U1. Pour k = 2, on de´rive la
relation (5.3.9) et on applique l’e´quation diffe´rentielle (5.3.8).
Supposons le re´sultat valable pour k et k − 1 avec 2 ≤ k ≤ n − 1. En utilisant la relation de
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re´currence de´finissant Uk, il vient(
i
2
)k+1
Uk+1
(
1
i
D
)
[h] =
2
i
(
i
2
)k+1
DUk
(
1
i
D
)
[h]−
(
i
2
)k+1
Uk−1
(
1
i
D
)
[h]
= D
((
i
2
)k
Uk
(
1
i
D
)
[h]
)
+
1
4
(
i
2
)k−1
Uk−1
(
1
i
D
)
[h]
= DQk[ϕ
′] +
1
4
Qk−1[ϕ′] +
(
δ
2
)k
T−k[h′] +
(
δ
2
)k+1
T−(k−1)[h]
comme k ≤ n− 1 on peut appliquer l’e´quation (5.3.8).
= DQk[ϕ
′] +
1
4
Qk−1[ϕ′] +
(
δ
2
)k
T−k[ϕ′] +
(
δ
2
)k+1
T−(k+1)[h].
Comme u appartient a` In−1, on a T k+1[h](u) = 0. C’est pourquoi on peut e´crire(
i
2
)k+1
Uk+1
(
1
i
D
)
[h] = Qk+1[ϕ
′] +
(
δ
2
)k+1
T−(k+1)[h] on In−1.
On prouve les autres relations de la meˆme manie`re.

Lemme 5.3.11 Soit f une fonction C1 sur ] − R,R[ avec supp f ⊂ [−R,R]. Alors, pour tout
1 ≤ k ≤ n, on a
Qk[f |In−1 ] =
(
i
2
)k−1 k−1∑
j=0
(
δ
i
)j
Uk−j−1
(
1
i
D
)
T−j[f |In−1 ].
De la meˆme manie`re, pour tout 1 ≤ k ≤ n− 1 on a
Qk[f |In−2 ] =
(
i
2
)k−1 k−1∑
j=0
(
δ
i
)j
Uk−j−1
(
1
i
D
)
T−j[f |In−2 ].
Preuve : Par re´currence sur k = 1, ..., n. Le re´sultat est une simple conse´quence de la de´finition
de Qk si k = 1 ou k = 2. On suppose le re´sultat e´tabli pour k et k − 1 avec 2 ≤ k ≤ n − 1.
Comme T k[f |In−1 ] = 0, on a
Qk+1 = DQk +
1
4
Qk−1 +
(
δ
2
)k
T−k
=
(
i
2
)kk−1∑
j=0
(
δ
i
)j
2D
i
Uk−j−1
(
1
i
D
)
T−j −
k−2∑
j=0
(
δ
i
)j
Uk−j−2
(
1
i
D
)
T−j
+ (δ
2
)k
T−k
=
(
i
2
)k k−2∑
j=0
(
δ
i
)j [
2D
i
Uk−j−1
(
1
i
D
)
− Uk−j−2
(
1
i
D
)]
T−j +
(
i
2
)k (
δ
i
)k−1
U1
(
1
i
D
)
T−(k−1)
+
(
δ
2
)k
T−k
=
(
i
2
)k k∑
j=0
(
δ
i
)j
Uk−j
(
1
i
D
)
T−j.
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On prouve les autres relations de ce lemme en suivant le meˆme principe.

En utilisant les lemmes 5.3.10 et 5.3.11, on prouve que h|In−1 et h|In−2 ve´rifient les e´quations
diffe´rentielles line´aires a` coefficients constants et avec second membre suivantes.
Corollaire 5.3.3 On a
inUn
(
1
i
D
)
[h|In−1 ] = Im
[
iwδneiλ(u−n)
1− (iδeiλ)nUn(λ) + (iδeiλ)n+1Un−1(λ)
λ+ δ sinλ
]
et
in−1Un−1
(
1
i
D
)
[h|In−2 ] = Im
[
iwδn−1eiλ(u−n+1)
1− (iδeiλ)n−1Un−1(λ) + (iδeiλ)nUn−2(λ)
λ+ δ sinλ
]
.
Preuve : On a T−n[h|In−1 ] = 0 et T−(n−1)[h|In−2 ] = 0. Ainsi, graˆce au lemme 5.3.10, on obtient
inUn
(
1
i
D
)
[h|In−1 ] = 2nQn[ϕ′|In−1 ] et in−1Un−1
(
1
i
D
)
[h|In−2 ] = 2n−1Qn−1[ϕ′|In−2 ].
On pose eλ(u) = we
iλu. On a ϕ′(u) = Im [eλ(u)]. Comme D2(eλ) = (iλ)2eλ, en utilisant le
lemme 5.3.11, on e´crit
Qn(eλ|In−1) =
(
i
2
)n−1 n−1∑
j=0
(
δ
i
)j
Un−j−1(λ)T−j(eλ|In−1)
et
Qn−1(eλ|In−2) =
(
i
2
)n−2 n−2∑
j=0
(
δ
i
)j
Un−j−2(λ)T−j(eλ|In−2).
E´tant donne´ que
n−1∑
j=0
Uj(X)z
j =
1− znUn(X) + zn+1Un−1(X)
1− 2zX + z2 , (5.3.10)
il vient
Qn(eλ|In−1) =
δn−1ie−iλ
2n
1− (iδeiλ)nUn(λ) + (iδeiλ)n+1Un−1(λ)
λδ + sinλ
eλ(u− n+ 1)
et
Qn(eλ|In−2) =
δn−2ie−iλ
2n−1
1− (iδeiλ)n−1Un−1(λ) + (iδeiλ)nUn−2(λ)
λδ + sinλ
eλ(u− n+ 2).
On conclut graˆce a` la relation Qn(ϕ
′) = Im(Qn(eλ)).

Lemme 5.3.12 L’application R 7→ m˜R est strictement de´croissante.
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Preuve : Supposons qu’il existe R1 < R2 tels que m˜R1 = m˜R2 . Comme R 7→ m˜R est une fonction
de´croissante, on peut supposer qu’il existe un entier n0 tel que
n0 − 1
2
< R1 < R2 <
n0
2
.
On pose λ = λR1 = λR2 = 2π
√
m˜R1 . Il existe hR1 dans HR1 tel que B˜(hR1) = m˜R1 = m˜R2 .
Graˆce a` l’e´quation de Volterra (5.3.4), hR1 |In0−1(R2) est lisse. En utilisant le corollaire 5.3.3, on
obtient
in0Un0
(
1
i
D
)
[hR1 |In0−1(R2)](u) = Im
[
iwR2δ
n0eiλ(u−n0)
1− (iδeiλ)n0Un0(λ) + (iδeiλ)n0+1Un0−1(λ)
λ+ δ sinλ
]
.
Comme supp hR1 ⊂ [−R1, R1], on a hR1 |In0−1(R2)\In0−1(R1) = 0. Ainsi, pour tout u dans
In0−1(R2), on a
Im
[
iwR2δ
neiλ(u−n0)
1− (iδeiλ)n0Un0(λ) + (iδeiλ)n0+1Un0−1(λ)
λ+ δ sinλ
]
= 0.
Puis, sur In0−1(R2), hR1 |In0−1(R2) ve´rifie Un0
(
1
iD
)
[hR1 |In0−1(R2)](u) = 0 et hR1(u) = 0 sur
In0−1(R2)\In0−1(R1) 6= ∅. En utilisant le the´ore`me de Cauchy-Lipschitz, on peut en de´duire
hR1 |In0−1(R2) = 0. Ainsi, supp hR1 ⊂ [−an0−1(R2), an0−1(R2)] et m˜an0−1(R2) = m˜R2 ou` l’on a
pose´ an0−1(R2) = ⌊2R2⌋ − R2. Par conse´quent, pour tout R tel que an0−1(R2) < R < R2, on
obtient m˜R = m˜R2 . Par re´currence, il existe rk (avec r1 = an−1(R2)) dans ]
n0−k−1
2 ,
n0−k
2 [ tel
que pour tout R appartenant a` [rk, R2[, on ait m˜R = m˜R2 . Il vient que la fonction R 7→ m˜R est
constante sur ]rn0−1, 1/2[, ce qui contredit le corollaire 5.3.2.

Corollaire 5.3.4 Excepte´ pour au plus n−1 valeurs de R dans ]n−12 , n2 [, on a Un(λ)Un−1(λ) 6= 0.
Preuve : On a Un(λ)Un−1(λ) = 0 seulement si λ est l’une des n− 1 racines positives de UnUn−1.
Comme R 7→ λ = 2π√m˜R est strictement de´croissante, Un(λ)Un−1(λ) 6= 0 excepte´ pour au plus
n− 1 valeurs de R dans ]n−12 , n2 [.

E´tant donne´ que R va tendre vers ν, on peut supposer Un(λ)Un−1(λ) 6= 0.
Lemme 5.3.13 Il existe 2n−1 nombres complexes z1(In−1), ..., zn(In−1) et z1(In−2), ..., zn−1(In−2)
tels que
h|In−1(u) = Im
 n∑
j=1
zj(In−1)eiuθn(j) + zλn(0)e
iλ(u−n−12 )

et h|In−2(u) = Im
n−1∑
j=1
zj(In−2)eiuθn−1(j) + zλn−1(0)e
iλ(u−n−22 )

ou`
zλn(0) = r
λ
n(0)e
iθλn(0) =
iw
(iδ)nUn(λ)
e−iλ
n+1
2
1− (iδeiλ)nUn(λ) + (iδeiλ)n+1Un−1(λ)
λ+ δ sinλ
.
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Preuve : On re´sout les e´quations diffe´rentielles du corollaire 5.3.3. Les solutions de l’e´quation
homoge`ne sont les fonctions de la forme
u 7−→ Im
 n∑
j=1
zj(In−1)eiuθn(j)
 .
Enfin, graˆce au corollaire 5.3.4, il est facile de ve´rifier que u 7−→ Im
[
zλn(0)e
iλ(u−n−12 )
]
est une
solution particulie`re. On de´termine de la meˆme manie`re h|In−2 .

Prolongement de la fonction test optimal Le lemme 5.3.13 fournit une expression explicite
de h seulement sur In−2 ∪ In−1. En utilisant l’e´quation diffe´rentielle avec de´calages (5.3.8), on
e´tend cette expression sur [−R,R].
Lemme 5.3.14 En posant U−1 = 0, pour k = 0, ..., n − 1, on a
h|In−(2k+1) =
(
i
δ
)k
T kUk
(
1
i
D
)
[h|In−1 ]−
2
δ
k∑
j=0
(
i
δ
)j−1
Uj−1
(
1
i
D
)
T j[ϕ′].
De meˆme, pour k = 0, ..., n − 2, on a
h|In−2(k+1) =
(
i
δ
)k
T kUk
(
1
i
D
)
[h|In−2 ]−
2
δ
k∑
j=0
(
i
δ
)j−1
Uj−1
(
1
i
D
)
T j[ϕ′].
Preuve : On prouve la premie`re relation par re´currence pour k = 0, .., n − 1. Pour k = 0, il n’y
a rien a` prouver. Pour k = 1, le re´sultat de´coule de la relation (5.3.8). On suppose le re´sultat
e´tabli pour k − 1 et k avec 1 ≤ k ≤ n− 2. Graˆce a` la relation (5.3.8), il vient
h′|In−(2k+1)(u+ 1) = ϕ′(u+ 1) +
δ
2
(
h|In−(2k+3)(u)− h|In−(2k−1)(u+ 2)
)
.
Ainsi, on obtient
h|In−(2k+3) = T 2[h|In−(2k−1) ] +
2
δ
(
TD[h|In−(2k+1) ]− T [ϕ′]
)
.
Le re´sultat de´coule facilement de l’hypothe`se de re´currence.

Lemme 5.3.15 Pour 0 ≤ k ≤ n− 1, on a
h|In−(2k+1)(u) = Im
(iδ)k n∑
j=1
zj(In−1)Uk(θn(j))ei(u+k)θn(j) + zλn(k)e
iλ(u−n−2k−12 )

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et pour 0 ≤ k ≤ n− 2,
h|In−2(k+1)(u) = Im
(iδ)k n−1∑
j=1
zj(In−2)Uk(θn−1(j))ei(u+k)θn−1(j) + zλn−1(k)e
iλ(u−n−2k−22 )

ou`
zλn(k) = r
λ
n(k)e
iθλn(k) (5.3.11)
=
iw
λ+ δ sinλ
[
(iδ)k−ne−iλ
n+1
2
Uk(λ)
Un(λ)
− eiλn−2k−12 + (iδ)k+1eiλn+12 Un−k−1(λ)
Un(λ)
]
.
Preuve : Graˆce aux lemmes 5.3.13 et 5.3.14, on peut e´crire
h|In−(2k+1)(u) = Im
 n∑
j=1
zj(In−1)
(
i
δ
)k
Uk(θn(j))e
i(u+k)θn(j) + zλn(0)
(
i
δ
)k
Uk(λ)e
iλ(u−n−2k−12 )
−2w
δ
k∑
j=0
(
i
δ
)j−1
Uj−1
(
1
i
D
)
eiλ(u+j)
 .
Avec la relation (5.3.10), on obtient
2w
δ
k∑
j=0
(
i
δ
)j−1
Uj−1
(
1
i
D
)
eiλ(u+j) = 2wδeiλ(u+1)
k−1∑
j=0
(
i
δ
)j
Uj(λ)e
iλj
= iweiλu
1− (iδeiλ)kUk(λ) + (iδeiλ)k+1Uk−1(λ)
λ+ δ sinλ
.
Ainsi on a
zλn(0)
(
i
δ
)k
Uk(λ)e
iλ(u−n−2k−12 ) − 2w
δ
k∑
j=0
(
i
δ
)j−1
Uj−1
(
1
i
D
)
eiλ(u+j)
=
iw
λ+ δ sinλ
eiλ(u−
n−2k−1
2 )
(
(iδ)k−ne−iλ
n+1
2
Uk(λ)
Un(λ)
+ (iδ)k+1eiλ
n+1
2
Uk(λ)Un−1(λ)
Un(λ)
− eiλn−2k−12
−(iδ)k+1eiλn+12 Uk−1(λ)
)
.
On conclut en utilisant la relation valable pour n ≥ 2 et 1 ≤ j ≤ n− 1,
Un−1Uj − UnUj−1 = Un−1−j . (5.3.12)

Conditions de parite´ La fonction h e´tant suppose´e paire, on exploite cette condition afin de
de´terminer des restrictions sur les coefficients complexes zj .
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Lemme 5.3.16 Soit h donne´e par le lemme 5.3.15. Alors h est paire si et seulement si
pour 1 ≤ j ≤ ⌊n+12 ⌋,
zj(In−1)− zn+1−j(In−1) + (iδ)n−1Un−1(θn(j))ei(n−1)θn(j)
(
zj(In−1)− zn+1−j(In−1)
)
= 0,
et pour 1 ≤ j ≤ ⌊n2 ⌋,
zj(In−2)− zn−j(In−2) + (iδ)n−2Un−2(θn−1(j))ei(n−2)θn−1(j)
(
zj(In−2)− zn−j(In−2)
)
= 0.
Preuve : Tout d’abord, en utilisant la relation (5.3.8), on prouve que h est paire si et seulement
si h(u) = h(−u) pour tout u ∈ In−2 ∪ In−1. Ainsi, e´tant donne´ que zλn(n − 1) = −zλn(0), si
u ∈ In−1, on a
h|In−1(u) = hI−(n−1)(−u)
⇐⇒ Im
 n∑
j=1
zj(In−1)eiuθn(j)
 = Im
(iδ)n−1 n∑
j=1
zj(In−1)Un−1(θn(j))ei(n−1)θn(j)e−iuθn(j)

Comme θn(n+ 1− k) = −θn(k), on obtient
Im
 n∑
j=1
zj(In−1)eiuθn(j)
 = Im
⌊n+12 ⌋∑
j=1
(
zj(In−1)− zn+1−j(In−1
)
eiuθn(j)

et
Im
(iδ)n−1 n∑
j=1
zj(In−1)Un−1(θn(j))ei(n−1)θn(j)e−iuθn(j)

= −Im
(−iδ)n−1 ⌊n+12 ⌋∑
j=1
(
zj(In−1)− zn+1−j(In−1)
)
Un−1(θn(j))e−i(n−1)θn(j)eiuθn(j)
 .
C’est pourquoi, pour tout 1 ≤ j ≤ ⌊n+12 ⌋, il vient
zj(In−1)− zn+1−j(In−1) + (iδ)n−1Un−1(θn(j))ei(n−1)θn(j)
(
zj(In−1)− zn+1−j(In−1)
)
= 0.

Corollaire 5.3.5 Pour tout 1 ≤ j ≤ ⌊n+12 ⌋, il existe un nombre re´el rj(In−1) (e´ventuellement
ne´gatif) tel que
zj(In−1)− zn+1−j(In−1) = rj(In−1)ei[
n−1
2 (θn(j)+
πδ
2 )+
jπ
2 ].
Pour tout 1 ≤ j ≤ ⌊n2 ⌋, il existe un nombre re´el rj(In−2) (e´ventuellement ne´gatif) tel que
zj(In−2)− zn−j(In−2) = rj(In−2)ei[
n−2
2 (θn−1(j)+
πδ
2 )+
jπ
2 ].
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Preuve : On a
Un−1(θn(j)) = Un−1
(
cos
(
jπ
n+ 1
))
= (−1)j+1.
Ainsi, si zj(In−1)− zn+1−j(In−1) = rjeiθj , le lemme pre´ce´dent donne
rj
(
eiθj + (iδ)n−1(−1)j−1ei(n−1)θje−iθj
)
= 0.
Puis rj = 0 ou e
iθj = ±ei[n−12 (θn(j)+πδ2 )+ jπ2 ].

Preuve de la proposition 5.3.2 A` partir du lemme 5.3.15, on a pour 0 ≤ k ≤ n− 1
h|In−(2k+1)(u) = Im
(iδ)k ⌊n+12 ⌋∑
j=1
(
zj(In−1)− zn+1−j(In−1)
)
Uk(θn(j))e
i(u+k)θn(j) + zλn(k)e
iλ(u− n−2k−12 )
 .
De`s lors, le corollaire 5.3.5 fournit
h|In−(2k+1)(u) = Im
⌊n+12 ⌋∑
j=1
rj(In−1)Uk(θn(j))ei[(u−
n−2k−1
2 )θn(j)−π2 (j+δ n−2k−12 )]
+rλn(k)e
i[λ(u−n−2k−12 )+θλn(k)]
]
.
On obtient h|In−(2k+2) suivant le meˆme raisonnement. Pour conclure, on ve´rifie qu’une telle
fonction satisfait l’e´quation diffe´rentielle avec de´calages temporels (5.3.8).

Conditions de continuite´
Comme hR ve´rifie l’e´quation (5.3.8), nous disposons d’une expression explicite de hR graˆce
a` la proposition 5.3.2. Cependant, e´tant donne´ que hR est une fonction continue, il apparait
des restrictions supple´mentaires sur les coefficients rj associe´s a` l’expression explicite de hR.
Dans cette sous-section, nous prouvons que, excepte´ pour un nombre fini de valeurs de R dans
]n−12 ,
n
2 [, il existe une unique fonction continue ve´rifiant l’e´quation diffe´rentielle (5.3.8) et nous
donnons les valeurs exactes des coefficients rj correspondants.
Lemme 5.3.17 La fonction hR est continue si et seulement si les coefficients rj(In−1) et rj(In−2)
ve´rifient le syste`me line´aire suivant. Pour 0 ≤ k ≤ n− 1,
⌊n2 ⌋∑
j=1
rj(In−2)Uk (θn−1(j)) sin
([
an−1 − n− 2
2
]
θn−1(j)− π
2
[
j + δ
n− 2k − 2
2
])
−
⌊n+12 ⌋∑
j=1
rj(In−1)Uk (θn(j)) sin
([
an−1 − n− 1
2
]
θn(j)− π
2
[
j + δ
n− 2k − 1
2
])
= rλn(k) sin
(
λ
[
an−1 − n− 1
2
]
+ θλn(k)
)
− rλn−1(k) sin
(
λ
[
an−1 − n− 2
2
]
+ θλn−1(k)
)
= rλUk (λ) sin
(
θλ − kδ π
2
)
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ou` rλ et θλ de´signent respectivement le module et l’argument du complexe
zλ =
−2iwe−iλan−1
Un(λ)Un−1(λ)
1− (iδeiλ)nUn(λ) + (iδeiλ)n+1Un−1(λ)
−2iδeiλ(λ+ δ sinλ) =
−2iwe−iλan−1
Un(λ)Un−1(λ)
n−1∑
k=0
(iδeiλ)kUk(λ).
Preuve : On utilise la continuite´ de hR en chaque inf Ij pour j = −(n− 1)...n− 1. Pre´cise´ment,
hR est continue en an−(2k+1) > 0 (ie an−1, an−3...) donc
pour 0 ≤ k ≤
⌊
n− 2
2
⌋
, lim
u→a−
n−(2k+1)
hR|In−2(k+1)(u) = lim
u→a+
n−(2k+1)
hR|In−(2k+1)(u).
De plus, hR est continue en an−2(k+1) < 0 (ie a−n, a−(n−2), ...) donc
pour
⌊n
2
⌋
≤ k ≤ n− 1, lim
u→a−
n−2(k+1)
hR|In−2(k+1)(u) = lim
u→a+
n−2(k+1)
hR|In−(2k+1)(u).
Ainsi, pour 0 ≤ k ≤ n− 1, on a
⌊n2 ⌋∑
j=1
rj(In−2)Uk (θn−1(j)) sin
([
an−1 − n− 2
2
]
θn−1(j)− π
2
[
j + δ
n− 2k − 2
2
])
−
⌊n+12 ⌋∑
j=1
rj(In−1)Uk (θn(j)) sin
([
an−1 − n− 1
2
]
θn(j)− π
2
[
j + δ
n− 2k − 1
2
])
= rλn(k) sin
(
λ
[
an−1 − n− 1
2
]
+ θλn(k)
)
− rλn−1(k) sin
(
λ
[
an−1 − n− 2
2
]
+ θλn−1(k)
)
.
Re´ciproquement, si hR est continue en chaque inf Ij , comme hR est paire et − inf Ij = sup I−j ,
on en de´duit que hR est continue.

On conside`re la matrice a` coefficients re´els MR associe´e a` ce syste`me line´aire et on note detMR
le de´terminant de MR. Plus pre´cise´ment, on a MR = (mk,j) k = 0, ..., n− 1
j = 1, ..., n
avec
{
mk,j = Uk (θn−1(j)) sin
([
an−1 − n−22
]
θn−1(j)− π2
[
j + δn−2k−22
])
si 1 ≤ j ≤ ⌊n2 ⌋,
mk,j+⌊n
2
⌋ = Uk (θn(j)) sin
([
an−1 − n−12
]
θn(j) − π2
[
j + δn−2k−12
])
si 1 ≤ j ≤ ⌊n+12 ⌋.
Le syste`me line´aire du lemme 5.3.17 se re´e´crit
MR ·

r1(In−2)
...
r⌊n2 ⌋(In−2)−r1(In−1)
...
−r⌊n+12 ⌋(In−1))

= rλ

U0 (λ) sin (θλ)
...
Uk (λ) sin
(
θλ − kδ π2
)
...
Un−1 (λ) sin
(
θλ − (n− 1)δ π2
)
 .
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Lemme 5.3.18 Excepte´ pour au plus un nombre fini de valeurs de R dans ]n−12 ;
n
2 [, la matrice
MR est inversible.
Preuve : On peut de´composer les polynoˆmes de Tchebychev sous la forme
U2k(X) =
k∑
j=0
a2k,jX
2j, U2k+1(X) =
k∑
j=0
a2k+1,jX
2j+1 avec a2k,k = 2
2k et a2k+1,k = 2
2k+1. (5.3.13)
On conside`re la matrice re´elle NR de´finie par NR = (nk,j) ou` pour 0 ≤ k ≤ n− 1{
nk,j = θn−1(j)k sin
([
an−1 − n−22
]
θn−1(j) − π2
[
j + δn−2k−22
])
si 1 ≤ j ≤ ⌊n2 ⌋,
nk,j+⌊n
2
⌋ = θn(j)k sin
([
an−1 − n−12
]
θn(j)− π2
[
j + δn−2k−12
])
si 1 ≤ j ≤ ⌊n+12 ⌋.
On conside`re les lignes de MR et NR. On pose
MR =
 L0...
Ln−1
 et NR =
 L˜0...
L˜n−1
 .
Graˆce a` la relation (5.3.13), pour 0 ≤ k ≤ ⌊n−12 ⌋, on a
L2k =
k∑
j=0
a2k,j(−1)k−iL˜2j , et pour 0 ≤ k ≤ ⌊n− 2
2
⌋, L2k+1 =
k∑
j=0
a2k+1,j(−1)k−iL˜2j+1.
Par conse´quent, on obtient
detMR =
n−1∏
j=0
2k
detNR = 2n(n−1)2 detNR.
De plus, on peut e´crire NR = (nk,j) avec{
nk,j =
1
2i
(
[iδθn−1(j)]kei(Rθn−1(j)+Φj) − [−iδθn−1(j)]ke−i(Rθn−1(j)+Φj)
)
si 1 ≤ j ≤ ⌊n2 ⌋,
nk,j+⌊n
2
⌋ = 12i
(
[iδθn(j)]
kei(Rθn(j)+Φ˜j) − [−iδθn(j)]ke−i(Rθn(j)+Φ˜j)
)
si 1 ≤ j ≤ ⌊n+12 ⌋.
En raison de la multiline´arite´ du de´terminant, on a
detNR =
(iδ)
n(n−1)
2
(2i)n
∑
ǫ=(ǫ′,ǫ′′)
V [ǫ′, ǫ′′](−1)σ(ǫ)ei
[∑⌊n2 ⌋
j=1 ǫ
′(j)(Rθn−1(j)+Φj)+
∑⌊n+12 ⌋
j=1 ǫ
′′(j)(Rθn(j)−Φ˜)
]
ou` la somme porte sur les fonctions ǫ : {1, .., n} 7−→ {−1,+1} pouvant se scinder en ǫ = (ǫ′, ǫ′′)
avec ǫ(j) = ǫ′(j) si 1 ≤ j ≤ ⌊n2 ⌋ et ǫ(j + ⌊n2 ⌋) = ǫ′′(j) si 1 ≤ j ≤ ⌊n+12 ⌋. Par ailleurs, σ(ǫ) =
|{1 ≤ j ≤ n; ǫ(j) = −1}|. Enfin, V [ǫ′, ǫ′′] de´signe le de´terminant de la matrice de Vandermonde
associe´e aux nombres re´els (ǫ′(1)θn−1(1), .., ǫ′(⌊n2 ⌋)θn−1(⌊n2 ⌋), ǫ′′(1)θn(1), .., ǫ′′(⌊n+12 ⌋)θn(⌊n+12 ⌋)).
Comme V [ǫ′, ǫ′′] 6= 0 pour tout ǫ, on en de´duit que R 7−→ detNR s’annule au plus un nombre
fini de fois sur ]n−12 ;
n
2 [. Le meˆme re´sultat est valable pour R 7−→ detMR car detMR =
2
n(n−1)
2 detNR.

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Corollaire 5.3.6 Pour tout R dans ]n−12 ;
n
2 [ avec detMR 6= 0, il existe une unique fonction
continue ve´rifiant l’e´quation diffe´rentielle avec de´calages temporels (5.3.8). De plus
– Pour 1 ≤ j ≤ ⌊n2 ⌋,
rj(In−2) = rλ
n−1∑
k=0
Uk(λ) sin
(
θλ − kδπ
2
)
∆k+1,j. (5.3.14)
– Pour 1 ≤ j ≤ ⌊n+12 ⌋,
rj(In−1) = −rλ
n−1∑
k=0
Uk(λ) sin
(
θλ − kδπ
2
)
∆k+1,j+⌊n
2
⌋. (5.3.15)
avec ∆k,j =
(−1)k+j
detMR
Mk,j et ou` Mk,j de´signe le mineur de MR obtenu en retirant a` MR sa k-ie`me
ligne et sa j-ie`me colonne.
5.3.6 Valeur exacte du minimum
Cette section contient la fin de la preuve du the´ore`me D. On se souviendra que quelques cas
ont de´ja` e´te´ re´solus dans le corollaire 5.3.2.
Graˆce a` la section pre´ce´dente, on dispose d’une expression totalement explicite de la fonction
test hR re´alisant le minimum. Cependant, cette expression de´pend du parame`tre inconnu λ relie´
a` m˜R par la relation
λ2 = 4π2m˜R.
Afin de conclure, on re´sout l’e´quation m˜R = B˜(hR) ou` l’unique inconnue est m˜R.
Deux e´quations, une inconnue Il sera plus pratique de de´terminer λ au lieu de m˜R. Graˆce
a` (5.3.2), la relation m˜R = B˜(hR) peut eˆtre re´e´crite sous la forme
λ2 =
∫
R h
′
R(u)
2du− δ2
∫ 1
−1 h
′
R ∗ h′R(u)du∫
R hR(u)
2du+ δ2
∫ 1
−1 hR ∗ hR(u)du+ ε
(∫
R hR(u)du
)2 . (5.3.16)
De plus, la relation (5.3.5) se re´e´crit
w
λ
cos λR+
δ
2
∫ R
R−1
hR(x)dx+ ε
∫ R
−R
hR(x)dx = 0. (5.3.17)
Par conse´quent, le parame`tre λ satisfait deux e´quations.
Lemme 5.3.19 La relation (5.3.17) implique la relation (5.3.16).
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Preuve : L’e´quation diffe´rentielle avec de´calage temporel donne∫
R
h′R(u)
2du − δ
2
∫ 1
−1
h′R ∗ h′R(u)du =
∫
R
h′R(u)
[
h′R(u) +
δ
2
∫ u+1
u−1
h′R(t)dt
]
du =
∫
R
h′R(u)ϕ
′(u)du.
De son coˆte´, l’e´quation de Volterra fournit∫
R
hR(u)
2du+
δ
2
∫ 1
−1
hR ∗ hR(u)du =
∫
R
hR(u)ϕ(u)du +
δ
2
(∫
R
hR(u)du
)(∫ R
R−1
hR(u)du
)
.
Enfin, a` l’aide d’une inte´gration par parties, on obtient∫
R
h′R(u)ϕ
′(u)du− λ2
∫
R
hR(u)ϕ(u)du = −wλ cosλR
∫
R
hR(u).
Ainsi, l’e´quation (5.3.16) peut se mettre sous la forme
−λ2
(
w
λ
cosλR +
δ
2
∫ R
R−1
hR(x)dx + ε
∫ R
−R
hR(x)dx
)∫
R
hR(u) = 0.

Ceci e´tant dit, on utilise la relation (5.3.17) pour de´terminer λ.
Fin de la preuve du the´ore`me D Dans cette sous-section, on finit de prouver le the´ore`me D.
Pre´cise´ment, on montre la proposition suivante.
Proposition 5.3.3 Si G = SO+, SO− ou Sp avec n ≥ 2, alors λR := λ est la plus petite
solution strictement positive de
δ
λ
cos θλ −
n−1∑
k=0
Uk(λ) sin
(
θλ − kδ π
2
) [δαR(k)
2
− 1 + εβR(k)
]
+
2ε
λ
n−1∑
k=0
Uk(λ) cos
(
θλ − kδ π
2
)
= 0
(5.3.18)
qui n’est pas une racine de UnUn−1 et ou` αR(k) et βR(k) sont de´finis par
αR(k) = 2
⌊n2 ⌋∑
j=1
sin
[(
R − n2
)
θn−1(j)
]
sin
[
π
2
(
j + δ n−22
)]
θn−1(j)
∆k+1,j
+2
⌊n+12 ⌋∑
j=1
sin
[(
R− n−12
)
θn(j)
]
sin
[
π
2
(
j + δ n−12
)]
θn(j)
∆k+1,j+⌊ n2 ⌋
et
βR(k) = 2
⌊n2 ⌋∑
j=1
sin
[(
R− n2
)
θn−1(j)
]
θn−1(j)
∆k+1,j
n−2∑
l=0
Ul(θn−1(j) sin
[
π
2
(
j + δ
n− 2l− 2
2
)]
+2
⌊n+12 ⌋∑
j=1
sin
[(
R− n−12
)
θn(j)
]
θn(j)
∆k+1,j+⌊ n2 ⌋
n−1∑
l=0
Ul(θn(j)) sin
[
π
2
(
j + δ
n− 2l − 1
2
)]
.
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Afin de prouver ce re´sultat , on aura besoin de quelques re´sultats interme´diaires. On peut e´crire
hR en tant que somme de deux fonctions non-continues et paires. Soient ϕλ et ψ de´finies sur
R\{a−n, ..., an} par :
– Pour 0 ≤ k ≤ n− 1,
ϕλ|In−(2k+1)(u) = rλn(k) sin
(
λ
[
u− n− 2k − 1
2
]
+ θλn(k)
)
.
– Pour 0 ≤ k ≤ n− 2,
ϕλ|In−2(k+1)(u) = rλn−1(k) sin
(
λ
[
u− n− 2k − 2
2
]
+ θλn−1(k)
)
.
– supp ϕλ ⊂ [−R,R].
– Pour u ∈ R\{a−n, ..., an}, on pose
ψ(u) = hR(u)− ϕλ(u).
Bien que ϕλ et ψ ne soient pas continues, elles sont de classe C∞ sur chacun des Ik. De plus,
elles ve´rifient
hR(u) = ψ(u) + ϕλ(u) et ϕ
′′
λ = −λ2ϕλ.
Lemme 5.3.20 On a ∫ R
R−1
ψ(u)du = rλ
n−1∑
k=0
Uk(λ) sin
(
θλ − kδπ
2
)
αR(k)
et
∫ R
−R
ψ(u)du = rλ
n−1∑
k=0
Uk(λ) sin
(
θλ − kδπ
2
)
βR(k).
Preuve : On peut e´crire∫ R
R−1
ψ(u)du =
∫
In−1
ψ|In−1(u)du+
∫
In−2
ψ|In−2(u)du
= 2
⌊n2 ⌋∑
j=1
rj(In−2)
sin
[(
R− n2
)
θn−1(j)
]
θn−1(j)
sin
[
π
2
(
j + δ
n− 2
2
)]
− 2
⌊n+12 ⌋∑
j=1
rj(In−1)
sin
[(
R− n−12
)
θn(j)
]
θn(j)
sin
[
π
2
(
j + δ
n− 1
2
)]
.
Le re´sultat de´coule imme´diatement des relations (5.3.14) et (5.3.15) du corollaire 5.3.6. De meˆme,
comme ∫ R
−R
ψ(u)du =
n−1∑
k=0
∫
In−1
ψ|In−2k−1(u− k)du +
n−2∑
k=0
∫
In−2
ψ|In−2k−2(u− k)du,
on obtient la seconde partie de ce lemme.

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Lemme 5.3.21 Pour 0 ≤ k ≤ n− 2, on a
lim
u→sup In−2k−2
ϕ′λ|In−2k−2(u)− lim
u→inf In−2k−1
ϕ′λ|In−2k−1(u) = λUk(λ)Re
(
(iδ)−kzλ
)
et pour 1 ≤ k ≤ n− 1,
lim
u→sup In−2k−1
ϕ′λ|In−2k−1(u)− lim
u→inf In−2k
ϕ′λ|In−2k(u) = λUn−k−1(λ)Re
(
(iδ)−(n−k−1)zλ
)
ou` le nombre complexe zλ est de´fini lors du lemme 5.3.17.
Preuve : Comme hR ve´rifie l’e´quation diffe´rentielle (5.3.8), on de´duit que h
′
R est continue sur
]−R,R[. Ainsi, pour 0 ≤ k ≤ n− 2, il vient
lim
u→sup In−2k−2
ϕ′λ|In−2k−2(u)− lim
u→inf In−2k−1
ϕ′λ|In−2k−1(u)
= λRe
[
eiλ(an−1−
n−2
2 )zλn−1(k)− eiλ(an−1−
n−1
2 )zλn(k)
]
et, pour 1 ≤ k ≤ n− 1,
lim
u→sup In−2k−1
ϕ′λ|In−2k−1(u)− lim
u→inf In−2k
ϕ′λ|In−2k(u) = λRe
[
eiλ(an−
n−1
2 )zλn(k)− eiλ(an−
n
2 )zλn−1(k − 1)
]
.
Le re´sultat annonce´ provient alors aise´ment des relations (5.3.11) et (5.3.12).

Lemme 5.3.22 On a∫
R
ϕλ(u)du = −2rλ
λ
n−1∑
k=0
Uk(λ) cos
(
θλ − kδπ
2
)
et
∫ R
R−1
ϕλ(u)du = −2w
δλ
cos λR− 2
λ
rλ cos θλ + 2δRe
[
izλ
n−1∑
k=0
(−iδ)kUk(λ)
]
.
Preuve : On peut e´crire∫
R
ϕλ(u)du = − 1
λ2
∫
R
ϕ′′λ(u)du = −
1
λ2
n−1∑
k=−(n−1)
[ϕ′λ|Ik ]sup Ikinf Ik
= − 1
λ2
2 lim
u→sup In−1
ϕ′λ|In−1(u) +
n−2∑
k=−(n−1)
lim
u→sup Ik
ϕ′λ|Ik(u)− lim
u→inf Ik+1
ϕ′λ|Ik+1(u)

De zλn(0) = (iδ)
−(n−1)e−iλ(an−
n−1
2 )Un−1(λ)zλ, il vient
lim
u→sup In−1
ϕ′λ|In−1(u) = −λRe
(
zλ(iδ)
−(n−1)Un−1(λ)
)
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et le lemme pre´ce´dent donne∫
R
ϕλ(u)du =
−2
λ
n−1∑
k=0
Uk(λ)Re
(
(iδ)−kzλ
)
.
De la meˆme manie`re, on a∫ R
R−1
ϕλ(u)du
=
−1
λ2
[
lim
u→sup In−1
ϕ′|In−1(u) + lim
u→sup In−2
ϕ′|In−2(u)− lim
u→inf In−1
ϕ′|In−1(u)− lim
u→inf In−2
ϕ′|In−2(u)
]
.
Le lemme pre´ce´dent donne
lim
u→sup In−2
ϕ′|In−2(u)− lim
u→inf In−1
ϕ′|In−1(u) = λRe (zλ).
De plus, comme zλn−1(0) = iδ
Un(λ)
Un−1(λ)
eiλ/2zλn(0)− 2wδλRe (eiλR), on obtient
lim
u→inf In−2
ϕ′λ|In−2(u) = −2wδλ cos(λR)− λRe
[
Un(λ)zλ(iδ)
−n] .
Ainsi, on peut e´crire∫ R
R−1
ϕλ(u)du = −2w
δλ
cosλR − 2
λ
rλ cos θλ +
1
λ
Re
[
zλ(1− (iδ)−nUn(λ) + (iδ)−(n+1)Un−1(λ))
]
.
Le re´sultat se de´duit de la relation (5.3.10).

Pour conclure, comme hR = ψ + ϕλ, on transforme facilement l’e´quation (5.3.17) au moyen des
lemmes 5.3.20 et 5.3.22. La proposition 5.3.3 s’ensuit imme´diatement e´tant donne´ que rλ 6= 0
(autrement hR = 0).
Cas particulier Dans cette sous-section, on suppose n = 2 et on donne une version simplifie´e
de l’e´quation (5.3.18) par rapport a` celle pre´sente´e dans la proposition 5.3.3.
Corollaire 5.3.7 Si G = SO+, SO− ou Sp et 12 < R < 1 alors λR est la plus petite racine
strictement positive de
(δ + 2ε)
1− 4λ2
λ
(sinλ(1−R)− 2δλ cosλR)
− [(δ + 2ε)(1−R)− 1 + 4ε] [cosλ(1 −R)− 2δλ sinλR− 2λ tanΘR(sinλ(1 −R)− 2δλ cosλR)] = 0
qui n’est pas une racine de U1U2 et ou`
ΘR =
1
2
(
R− 1
2
)
+
π
2
(
1 +
δ
2
)
.
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Preuve : La matrice MR apparaissant dans le corollaire 5.3.6 se simplifie en
MR =
( −1 sin [12 (12 −R)− π2 (1 + δ2)]
0 sin
[
1
2
(
1
2 −R
)− π2 (1− δ2)]
)
.
Ainsi
detMR = −δ cosΘR 6= 0.
On obtient ∆1,1 = −1, ∆1,2 = 0, ∆2,1 = −δ tanΘR et ∆2,2 = δcosΘR . De plus, pour k ∈ {1, 2},
on a
αR(k) = 2(R − 1)∆k+1,1 − 2 (cosΘR + δ sinΘR)∆k+1,2,
βR(k) = αR(k) + 2 (cosΘR + δ sinΘR)∆k+1,2.
C’est pourquoi 
αR(0) = βR(0) = 2(1−R)
αR(1) = 2δ(1 −R)− 2(δ + tanΘR)
βR(1) = 2δ(1 −R)− 4(δ + tanΘR)
Par conse´quent, comme δε = −ε, on a
δ
λ
cos θλ −
n−1∑
k=0
Uk(λ) sin
(
θλ − kδ π
2
)[δαR(k)
2
− 1 + εβR(k)
]
+
2ε
λ
n−1∑
k=0
Uk(λ) cos
(
θλ − kδ π
2
)
=
δ + 2ε
λ
cos θλ −
(
δαR(0)
2
+ εβR(0)− 1 + 4ε
)
sin θλ + 2λδ
(
δαR(1)
2
+ εβR(1)− 1
)
cos θλ
= (δ + 2ε)
1− 4λ2
λ
cos θλ − [(δ + 2ε)(1−R)− 1 + 4ε] [sin θλ − 2λ tan(ΘR) cos θλ] .
Par ailleurs, on a
zλ =
−2iwe−iλ(1−R)
U1(λ)U2(λ)
(
1 + iδU1(λ)e
iλ
)
=
−2w
U1(λ)U2(λ)
(sinλ(1−R)− 2δλ cosλR+ i [cosλ(1−R)− 2δλ sinλR]) .
Le re´sultat annonce´ de´coule facilement de ces relations.

Commentaires sur l’“hypothe`se Sp” Dans le cas symplectique avec R > 1/2, notre preuve
du the´ore`me D est soumise a` la validite´ de l’“hypothe`se Sp”. Ne´anmoins, on prouve que ce
the´ore`me est toujours vrai meˆme si m2R est un entier positif impair. Ainsi, tout au long de ce
paragraphe, on va supposer G = Sp, R > 1/2 et mR = N
2 ou` N de´signe un entier impair.
Lemme 5.3.23 La fonction hR ve´rifie
∫ R
R−1 hR(u)du = 0 et, pour tout 0 ≤ u ≤ R,
hR(u) = ϕ(u) +
δ
2
∫ R
u
hR(t+ 1)− hR(t− 1)dt
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avec
ϕ(u) =
(
−4
Nπ
∫ R
0
[
h′R(t)−
δ
2
(hR(t+ 1)− hR(t− 1))
]
sin
(
πNt
2R
)
dt
)
(cos (λu)− cos(λR)) · 1[−R,R](u).
Preuve : Au cours du lemme 5.3.9, on a prouve´ que pour tout entier positif impair n,
(n2 −mR)cn = (−1)
n−1
2 kδ,ε
n
− (n2 −mR) δ
nπ
(Sn ∗ hR)(1).
Tout d’abord, lorsque n = N , on de´duit kδ,ε =
∫ R
R−1 hR(u)du = 0. Puis, pour tout n 6= N , on
obtient
cn = − δ
nπ
(Sn ∗ hR)(1).
Comme hR(u) = 2
∑
n≥0 cn cos
(
πnu
2R
) · 1[−R,R](u), pour tout u dans [0, R], on e´crit
hR(u) = 2
[
cN +
δ
Nπ
SN ∗ hR(1)
]
cos
(
πNu
2R
)
− 2δ
π
∑
n≥0
∗Sn ∗ hR(1)
n
cos
(πnu
2R
)
.
La somme apparaissant dans le membre de droite de cette e´galite´ a de´ja` e´te´ calcule´e dans la
preuve du lemme 5.3.7 et on a
cN +
δ
Nπ
SN ∗ hR(1) = −2
Nπ
∫ R
0
[
h′R(t)−
δ
2
(hR(t+ 1)− hR(t− 1))
]
sin
(
πNt
2R
)
dt.

De`s lors, en changeant w avec
w =
4λ
Nπ
∫ R
0
[
h′R(t)−
δ
2
(hR(t+ 1)− hR(t− 1))
]
sin
(
πNt
2R
)
dt,
cette e´quation de Volterra avec de´calages temporels a e´te´ re´solue dans la section 5.3.5. On
dispose alors d’une expression explicite de hR. Plusieurs cas peuvent alors se produire mainte-
nant. Premie`rement, cette expression explicite de hR ne satisfait pas l’e´quation de compatibilite´∫ R
R−1 hR(u)du = 0 et donc “l’hypothe`se Sp” est vraie. Deuxie`mement, la fonction hR ve´rifie
l’e´quation de comptabilite´, alors e´tant donne´ que l’argument du complexe zλ est inde´pendant
de w, λ est une solution de l’e´quation (5.3.18). Comme mR est la plus petite valeur critique de
B, λ est toujours la plus petite racine de l’e´quation (5.3.18).

Annexe A
Fonctions et transformations de
Bessel
On trouvera dans [Wat95] l’ensemble des preuves des proprie´te´s e´nonce´es ci-apre`s.
Fonctions de Bessel Pour tout entier naturel ν, la fonction de Bessel de premie`re espe`ce Jν
est de´finie sur C par
Jν(z) =
∑
n≥0
(−1)n
n!(ν + n)!
(z
2
)ν+2n
.
Celle-ci admet une repre´sentation inte´grale de la forme
Jν(z) =
1
π
∫ π
0
cos(νθ − z sin θ)dθ (A.1)
et ve´rifie la relation diffe´rentielle suivante. Pour tout re´el z strictement positif, on a
(zνJν(z))
′ = zνJν−1(z). (A.2)
Pour tout complexe ν, la fonction de Bessel de seconde espe`ce Kν est de´finie sur R par
Kν(y) =
1
2
∫ +∞
0
tν exp
(
−y
2
(t+ t−1)
) dt
t
.
Transformations de Bessel Pour une fonction ψ : R 7→ R de classe C3, on de´finit les
transformations de Bessel par
ψ˜(k) =
∫ +∞
0
Jk(x)ψ(x)
dx
x
,
ψˆ(r) =
π
sinh(πr)
∫ +∞
0
J2ir(x)− J−2ir(x)
2i
ψ(x)
dx
x
,
ψˇ(r) =
4
π
cosh(πr)
∫ +∞
0
K2ir(x)ψ(x)
dx
x
.
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Lemme A.1 ([Blo05], lemme 3.2) Soit ψ : R 7→ R de classe C∞ a` support dans [X, 2X] et
telle que les de´rive´es successives ve´rifient, pour tout entier j positif, ‖ψ(j)‖∞ ≪j X−j , alors
pour ℑr ≤ 1, on a
ψˆ(r), ψˇ(r), ψ˜(r)≪ ((1 + |r|)(1 +X−1))2ℑr+ε. (A.3)
De plus, pour 0 ≤ X ≤ 1 et si ψ est de la forme ψ(x) = e±iaxC(x) ou` a est une constante
positive et ou` C est une fonction lisse a` support dans [X, 2X] telle que ‖C(j)‖∞ ≪j X−j, alors
pour tous re´els strictement positifs A et ε, on a
ψˆ(r), ψˇ(r)≪A,ε min
{(
1
aX
)1−ε
,
(
1 + aX
r
)A}
, pour r ≥ 0, (A.4a)
ψ˜(r)≪A,ε min
{(
1
aX
)1−ε
,
(
1 + aX
r
)A}
, pour r ∈ N, (A.4b)
et ψˆ(r), ψˇ(r), ψ˜(r)≪A
(
1 + |r|
X
)2ℑ(r)+ε(1 + |r|
aX
)A
, pour ℑ(r) ≤ 1. (A.4c)


Annexe B
Formulaire
La relation suivante correspond a` la relation 1.445.6 de [GR]. Si 2mπ ≤ x ≤ (2m + 2)π et
α /∈ Z, alors
+∞∑
k=1
cos kx
k2 − α2 =
1
2α2
− π
2
cos[α[(2m + 1)π − x]]
α sinαπ
.
On en de´duit les trois relations suivantes. Si 0 ≤ x ≤ π et α /∈ Z, alors
+∞∑
k=0
cos(2k + 1)x
(2k + 1)2 − α2 =
π
4α
sinα
(
π
2 − x
)
cos απ2
.
Si −1 ≤ x ≤ 1 et α /∈ Z, alors
+∞∑
n=0
(−1)n sin (2n+1)πx2
(2n+ 1)2 − α2 =
π
4α
sin απx2
cos απ2
.
Si −1 ≤ x ≤ 1 et α /∈ Z, alors
+∞∑
n=0
(−1)n cos (2n+1)πx2
(2n + 1)[(2n + 1)2 − α2] =
π
4α2 cos απ2
[
cos
απx
2
− cos απ
2
]
. (B.1)
Cette dernie`re e´galite´ correspond a` la relation 1.444.6 de [GR]. Pour −π ≤ x ≤ π, on a
+∞∑
k=1
cos(2k − 1)x
(2k − 1)2 =
π
4
(π
2
− |x|
)
. (B.2)
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