We identify a large class of objects -dissipative measure-valued (DMV) solutions to the Navier-Stokes-Fourier system -in which the strong solutions are stable. More precisely, a DMV solution coincides with the strong solution emanating from the same initial data as long as the latter exists. The DMV solutions are represented by parameterized families of measures satisfying certain compatibility conditions. They can be seen as an analogue to the dissipative measure-valued solutions introduced earlier in the context of the (inviscid) Euler system.
Navier-Stokes-Fourier system
Motivated by our earlier work on the dissipative measure-valued solutions to the Euler system (see [2] , [3] , [4] ), we consider the Navier-Stokes-Fourier system describing the time evolution of a general compressible, viscous, and heat conducting fluid. Our goal is to identify the largest class possible of objects that can be understood as "solutions" to this problem. These objects represent a generalization of classical solutions and will coincide with a classical solution emanating from the same initial data as long as the classical solution exists. They will be described by means of a parameterized family of probability measures {V t,x } (t,x)∈Q T , where the vectors (t, x) range over the physical space -the space-time cylinder
We call these objects dissipative measure-valued (DMV) solutions although {V t,x } (t,x)∈Q T may not, in general, coincide with some Young measure generated by a weakly convergent family of state variables.
The concept of measure-valued solutions in the context of inviscid fluids has been used by several authors starting with the pioneering papers by DiPerna [9] and DiPerna and Majda [8] , see also related results by Kroener and Zajaczkowski [20] , Matušů-Nečasová and Novotný [24] , Neustupa [26] . A nice summary of the "fluid mechanics" applications of this method is in the monograph by Málek et al. [23] . Recently, Tzavaras and coauthors adapted these ideas to problems in elastodynamics, thermoelasticity, and other related problems [5] , [7] , [21] . Another application to the Cucker-Smale equation is due to Mucha and Peszek [25] . Interesting results in numerical analysis have been obtained by Fjordholm et al. [16] , [17] , [18] . Here we apply the same technique to a model of viscous fluids. Accordingly, our main ambition is not to capture possible oscillations in the solution set which might be a highly unlikely phenomenon when viscosity is present, but rather to identify the largest class of objects in which the strong solutions represent a stable set. In particular, the dissipative measure-valued solutions introduced below will satisfy the weakstrong uniqueness principle. We expect these results will find applications whenever approximate solutions are constructed, in particular by means of a numerical scheme. It might be relatively easy to show that families of numerical approximations generate a measure-valued solution, the latter being quite general object. Such an observation together with the weak-strong uniqueness principle will finally provide a rigorous convergence proof as long as the strong solution is available. This philosophy has been successfully applied in [13] in the case of a simpler barotropic fluid flow. We expect that the results obtained in the present paper will give rise to similar applications in the context of physically relevant models of compressible, viscous, and heat conducting fluids.
Phase variables
The state of the fluid is determined by the standard phase variables: The mass density ̺, the (absolute) temperature ϑ, and the (bulk) velocity u ∈ R N . In addition, in the context of viscous and heat conducting fluid, it is convenient to include ∇ x u and ∇ x ϑ in the family of state variables.
Thermodynamic functions
The constitutive properties of a given fluid will be expressed through thermodynamic functions: The pressure p = p(̺, ϑ), the internal energy e = e(̺, ϑ), and the entropy s = s(̺, ϑ), interrelated through Gibbs' equation:
(1.1)
Physical space
We use the Eulerian coordinate system, where the independent variables are the time t ∈ [0, T ], and the spatial position x ∈ Ω, Ω ⊂ R N a domain.
Field equations
The time evolution of ̺ = ̺(t, x), ϑ = ϑ(t, x), and u = u(t, x) is determined by a system of partial differential equations expressing the basic physical principles:
• Mass conservation or equation of continuity
• Conservation of linear momentum or Newton's second law
where S is the viscous stress tensor;
• Conservation of internal energy
where q is the internal energy flux.
Diffusion terms
To close the system (1.2-1.4), we suppose that S = S(̺, ϑ, ∇ x u) is given by Newton's rheological law
while the internal energy flux obeys Fourier's law
The system (1.2-1.6) is termed Navier-Stokes-Fourier system.
Boundary conditions
We suppose that Ω ⊂ R N is a bounded domain and consider the no-slip/no flux boundary conditions:
(1.7)
The basic laws of thermodynamics
The First law of thermodynamics requires the total energy of the fluid system to be conserved:
Note that (1.8) follows from (1.2-1.4) as long as all quantities are smooth. The Second law of thermodynamics postulates the entropy production principle: 9) where the entropy production rate σ is given as
Similarly to (1.8), the entropy balance equation (1.9), (1.10) can be derived directly from (1.2), (1.4), with help of Gibb's relation (1.1), as soon as all quantities are smooth. The rest of the paper is organized as follows. In Section 2, we introduce the concept of dissipative measure-valued solution to the Navier-Stokes-Fourier system. Section 3 deals with the basic tool for studying stability -the relative energy and the associated relative energy inequality -expressed in terms of DMV solutions. In Section 4, we use the relative energy to compare the "distance" between a DMV solution and a smooth solution of the same problem. In Section 5, we establish the desired weak-strong uniqueness property under several restrictions imposed on both the DMV and the strong solution. In Section 6, we find sufficient conditions for a DMV solution to be a classical one by applying the regularity criterion of Sun, Wang, and Zhang [28] . The paper is concluded by a short discussion on possible extensions of the theory in Section 7.
Generalized solutions
The basic idea borrowed from [14] is to retain equations (1.2), (1.3) while (1.4) is replaced by • total energy balance
• the entropy inequality
As shown in [14, Chapter 2] , any smooth weak (distributional) solution of (1.2), (1.3), (2.1), (2.2) satisfying the boundary conditions (1.7) is a classical solution of the original system (1.2-1.4). The basic theory in the framework of weak (distributional) solutions for the problem (1.2), (1.3), (2.1), (2.2) has been developed in [14] . The main advantage of a weak formulation based on (2.1), (2.2) rather than (1.8) is that the integrated energy balance (2.1) does not contain the convective terms present in (1.8), on which we have no control.
The measure-valued solutions are typically generated by a sequence of weak solutions, see e.g. the monograph by Málek et al. [23] . Here we adopt a slightly different approach advocated by Brennier, DeLellis, and Székelyhidi [1] , Gwiazda et al. [12] , [19] defining a measure-valued solution as an object independent of any generating procedure whatever the latter might be.
Phase space
A natural candidate for the phase space is of course the space based on the standard variables [̺, ϑ, u]. However, the entropy balance (2.2), or more specifically, the entropy production rate σ, contains also spatial gradients of (u, ϑ). A suitable phase space framework for the measure-valued solutions is therefore
where D u stands for the symmetric velocity gradient
, and D ϑ for ∇ x ϑ. Oscillations in sequences of (weak) solutions are usually described in terms of the associated Young measure. Analogously, we define a measure-valued solution to the Navier-Stokes-Fourier system on the space-time cylinder Q T = (0, T ) × Ω as a family of probability measures {V t,x } (t,x)∈Q T ,
Indeed the measure V t,x can be interpreted as probability that a solution [̺, ϑ, u, D u , D ϑ ] at a point (t, x) ∈ Q T attains certain value in the phase space F . Classical "single valued" solutions [̺, ϑ, u] are represented by a Dirac mass,
In addition, we require a very natural compatibility condition,
Note that (2.3) also reflects the no-slip condition u| ∂Ω = 0.
Initial data
Similarly to the preceding part, the initial state of the system
can be expressed by means of a parameterized family of measures {V 0,x } x∈Ω acting on the phase space
To avoid ambiguity concerning the values of u 0 on the vacuum, we always assume the initial density ̺ 0 to be bounded below away from zero.
Field equations
In accordance with the previous discussion, a generalized formulation of the equation of continuity (1.2) reads
The symbol ν C in (2.5) stands for the concentration measure. More specifically, ν C is a (tensor valued) signed Borel measure,
, that will be controlled by the concentration defect introduced below, cf. also [3] . The energy equation (1.8) is replaced by the total energy balance (2.1), more specifically
Finally, we reformulate the entropy inequality (2.2) as
and any
, where the entropy production rate σ ∈ M + (Q T ) is a non-negative Borel measure satisfying
Thus we may rewrite (2.7), (2.8) in a more concise form
for any ϑ ∈ [0, ∞).
1 The term τ 0 Ω ∇ x ϕ : dν C is understood as the value of the functional ν C over the continuous function ∇ x ϕ.
Compatibility conditions
Besides (2.3), further compatibility conditions will be imposed on the measure-valued solution {V t,x } (t,x)∈Q T . Note that all compatibility conditions specified below (including (2.3)) are automatically satisfied as long as the parameterized measure {V t,x } (t,x)∈Q T is a Young measure generated by a family
of functions satisfying the bounds ess sup
uniformly for ε → 0.
Here and hereafter, the symbol a < ∼ b means a ≤ cb for a certain constant c > 0.
Concentration defect
Set
The total energy balance (2.6) implies that D ≥ 0 a.a. in (0, T ). Similarly to [3] , we require
and D ∈ L ∞ (0, T ).
Korn-Poincaré inequality
Keeping in mind (2.3) we impose an analogue of the Korn-Poincaré inequality
The following lemma shows that the Korn-Poincaré inequality is naturally "inherited" by weakly converging Sobolev velocity fields vanishing on the boundary ∂Ω.
Then the Korn-Poincaré inequality (2.12) holds.
Proof. As the fields v ε vanish on ∂Ω, they can be extended to be zero outside Ω. Applying the standard Korn and Poincaré inequalities we get
uniformly in ε for any 1 < β < 2.
Integrating in time and letting ε → 0 we obtain
We conclude the proof by letting β ր 2 and Monotone convergence theorem.
It is interesting to see that (2.12) follows from a weaker stipulation:
cf. a similar hypothesis in [12] . Indeed we have
Finally, by the standard Korn-Poincaré inequality and (2.3),
whence (2.12) follows as
Dissipative measure-valued solutions
We are ready to introduce the concept of dissipative measure-valued (DMV) solutions to the Navier-Stokes-Fourier system. Definition 2.3. We say that a parameterized family of probability measures {V t,x } (t,x)∈Q T is a dissipative measure-valued (DMV) solution to the Navier-Stokes-Fourier system (1.2-1.7), with the initial conditions {V 0,x } x∈Ω if the following holds:
• {V t,x } (t,x)∈Q T is a weakly-(*) measurable family mapping the physical space Q T in the set of probability measures on the phase space F satisfying the compatibility condition (2.3).
• The integral identities (2.4-2.6), (2.9) hold true.
• {V t,x } (t,x)∈Q T complies with the compatibility conditions (2.11), (2.13).
Remark 2.4. Alternatively, a DMV solution could be defined as a Young measure
satisfying the uniform bound (2.10). Then it is sufficient to require {V t,x } (t,x)∈Q T to fulfill the integral identities (2.4-2.6), (2.9). As already pointed out such a definition might be more restrictive than Definition 2.3 but provide better information concerning the properties of {V t,x } (t,x)∈Q T . We come back to this issue in the concluding Section 7.
Relative energy inequality
Let Hθ = ̺ e(̺, ϑ) −θs(̺, ϑ)
be the ballistic free energy, cf. Ericksen [10] . Motivated by [15] , we introduce the relative energy
where the last equality was shown in [2, Appendix] . It is worth noting that E differs from the relative entropy introduced in the classical paper by Dafermos [6] by a multiplicative factorθ, see [2] . The advantage of working with relative energy rather than entropy is that the present setting is compatible with the weak formulation (2.4-2.9).
Given a DMV solution {V t,x } (t,x)∈Q T of the Navier-Stokes-Fourier system, we consider the quantity
After a short inspection of all terms on the right-hand side of (3.1), it is easy to see that
can be expressed by means of the integral identities (2.4-2.9) as soon as the functions (̺,θ,ũ) are smooth and satisfy the "compatibility conditions"
After a bit tedious but straightforward manipulation that has been performed in detail in [3] and [15] , we deduce from (3.1) and (2.4-2.9) the relative energy inequality:
Weak vs. strong solutions
Following the approach of [15] we use the relative energy to compare a (DMV) solution with a strong solution starting from the same initial data. To this end, we introduce a cut-off function
Suppose that the thermodynamic functions are interrelated through (1.1), and, in addition, satisfy the hypothesis of thermodynamic stability: 
× Ω) and satisfy (1.1-1.7), and (3.3). Set
and consider the initial data for (DMV) solutions in the form
In what follows, we use the relative energy inequality (3.2) to compare a (DMV) solution {V t,x } (t,x)∈Q T emanating from the initial data (4.3) with the strong solution [̺,θ,ũ]. In view of (4.2), we fix δ > 0 small enough so that
where D is the concentration defect identified in Section 2.4.1, and using (4.3), together with the compatibility condition (2.11), we deduce from (3.2) that
The constant hidden in < ∼ may depend on the norm of the strong solution [̺,θ,ũ]. Our goal in the remaining part of this section is to use the fact that [̺,θ,ũ] represent a strong solution of the Navier-Stokes-Fourier system to rewrite (4.4) in a more concise form so that a Gronwall type argument may be applied to deduce H = 0.
Step 1
Using the momentum equation
we deduce
Next, using the compatibility condition (2.3) we may perform by parts integration
In view of the previous discussion, the relation (4.4) reduces to
Step 2
We have
Next, we get
Consequently, we rewrite (4.5) as
Step 3
Using the equation of continuity (1.2), Gibbs' relation (1.1), and the entropy balance (1.9), (1.10), we deduce
Plugging this in (4.6) we conclude
Finally, as a consequence of (4.2), we have
Thus the relations (4.7), (4.8) give rise to:
Since S is given by Newton's rheological law (1.5), we have
and hence we can rewrite (4.9) as
(4.10)
Finally, we rewrite (4.10) in the form
In the remaining part of this paper, we apply a Gronwall type argument to (4.11) to deduce H ≡ 0 -the strong and the (DMV) solutions coincide in Q T . This can be done under additional restrictions imposed either on the (DMV) solution and/or on the constitutive relations. The first rather easy observation is that the first integral on the right-hand side of (4.11) vanishes as long as the "residual" component is empty. More specifically, if there exists δ > 0 such that
Under these circumstances, the left-hand side of (4.11) can be bounded from below as
Thus applying Gronwall's lemma to the resulting expression we obtain the following result:
Theorem 4.1. Let the transport coefficients κ = κ(̺, ϑ), µ(̺, ϑ), and λ(̺, ϑ) be continuously differentiable and positive for ̺ > 0, ϑ > 0. Let the thermodynamic functions p, e, and s be smooth for ̺, ϑ > 0, satisfying Gibbs' relation (1.1) and the hypothesis of thermodynamic stability (4.1). Assume that [̺,θ,ũ] is a classical solution to the Navier-Stokes-Fourier system (1.2-1.10) in
Assume further that {V t,x } (t,x)∈Q T is a (DMV) solution to the same problem in the sense of Definition 2.3 such that
for some δ > 0 and
Weak-strong uniqueness
Our goal is to extend validity of Theorem 4.1 to a larger class of (DMV) solutions. For the sake of simplicity, we restrict ourselves to the case of vanishing bulk viscosity
In the remaining part of this section, we impose a structural restriction
Note that this is not a restrictive hypotheses, at least for gases, for which p ≈ ̺e. In accordance with (4.2), (5.1), (5.2), relation (4.11) reduces to
(5.3)
Conditional results
We focus on the case with particular transport coefficients:
In particular,
Consequently, relation (5.3) simplifies as
(5.5)
Constant transport coefficients
We start with the simplest case when κ and µ satisfy (5.4) with µ 1 = 0. for some constants ϑ, u and
Proof. By virtue of hypothesis (5.6), we have
whence, in accordance with (4.2), the inequality (5.5) reduces to
Thus the desired conclusion follows by applying the standard Gronwall lemma argument. . This might be of interest when applying these results to certain numerical schemes for which the Korn-Poincaré inequality does not hold.
Temperature dependent viscosity
In the case of temperature dependent viscosity, specifically if µ 1 > 0, we may use the KornPoincaré inequality (2.12) in order to handle the velocity dependent terms on the right hand side of (5.5):
In view of (2.12), the last integral may be absorbed by the left hand side of (5.5). We thereby obtain: for a certain constant s and
Proof. In view of (4.2), (5.7), and (5.8), we have to control only the integral
It follows from (5.8) that
Thus the desired conclusion follows from (4.2).
Unconditional results
Let the molecular pressure p M of the gas and the associate internal energy e M be interrelated through the monoatomic gas state equation,
It follows from Gibbs' relation (1.1) that
for some function P , see [14, Chapter 2] . Motivated by [14, Chapter 3] , we further assume that
Note that these requirements basically follow from the thermodynamic stability hypothesis (4.1). Moreover, we set 12) and, by virtue of Gibbs' relation (1.1),
for some function S, see [14, Chapter 2] , where 
where p M , e M , and s M satisfy (5.9-5.15), and 
Remark 5.5. The quantity p R corresponds to the "radiation" component of the pressure. Note that the standard theory of radiative fluids postulates p R = aϑ 4 rather than (5.16), see Oxenius [27] or [14, Chapter 2] . The present setting is in the spirit of models of neutron stars studied by Lattimer et al. [22] .
Proof. A short inspection of (5.7) reveals that the only term we have to handle is follows from the hypotheses (5.9-5.15). We complete the proof by applying (2.12) and (4.2).
Conditional regularity
Combining the regularity criterion of Sun, Wang, and Zhang [28] with the (DMV)-strong uniqueness result stated in Theorem 5.1 we deduce the following result. On the other hand, it follows from hypothesis (6.1) and the fact that the strong and (DMV) solutions coincide that the classical solution [̺,θ,ũ] complies with the regularity criterion established by Sun, Wang, and Zhang [28] . Consequently, the classical solution [̺,θ,ũ] can be extended up to the time T , and, by Theorem 5.1 coincides with the (DMV) solution on Q T .
Concluding remarks
We discuss briefly the case of more complex constitutive equations considered in the context of weak (distributional) solutions in [15] . The transport coefficients µ = µ(ϑ), η = η(ϑ) and κ = κ(ϑ) are continuously differentiable functions of the temperature ϑ,
