Abstract. Modeling and numerical approximation of two-phase incompressible flows with different densities and viscosities are considered. A physically consistent phase-field model that admits an energy law is proposed, and several energy stable, efficient, and accurate time discretization schemes for the coupled nonlinear phase-field model are constructed and analyzed. Ample numerical experiments are carried out to validate the correctness of these schemes and their accuracy for problems with large density and viscosity ratios.
φ(x, t) = 1 fluid 1, −1 fluid 2, with a thin smooth transition layer of thickness η connecting the two fluids so the interface of the mixture can be described by Γ t = {x : φ(x, t) = 0}. Let F (φ) = where f (φ) = F (φ), or in L 2 , leading to the (nonconserved) Allen-Cahn phase equation (2.5) φ t + (u · ∇)φ = γ(Δφ − f (φ)).
For immiscible two-phase flows, we can introduce a nonlocal Lagrange multiplier ξ(t) in the Allen-Cahn case to enforce the volume fraction conservation (cf. [28] ), namely,
On the other hand, the momentum equation for the two-phase system takes the usual form
where the total stress τ = μD(u) − pI + τ e with D(u) = ∇u + ∇u T and τ e is the extra elastic stress induced by the interfacial surface tension. It can be shown, using the least-action principle and the mixing energy functional defined above, that the momentum equation becomes (2.8) ρ
(u t + (u · ∇)u) = ∇ · (μD(u) − pI − λ(∇φ ⊗ ∇φ)),
where λ is the mixing energy density. In the above, ρ and μ are slave variables defined by the linear average (2.9)
Hence, the Cahn-Hilliard phase equation (2.4) (respectively, Allen-Cahn phase equation (2.6)) and the momentum equation (2.8) , together with the incompressibility constraint (2.10) ∇ · u = 0
and suitable boundary and initial conditions, form a complete system for (u, p, φ) (respectively, (u, p, φ, ξ)) with ρ and μ given by (2.9) . When the density ratio is small, a usual approach is to use the Boussinesq approximation, i.e., replacing (2.8) by (2.11) ρ 0 (u t + (u · ∇)u) = ∇ · (μD(u) − pI − λ(∇φ ⊗ ∇φ)) + g(ρ 1 , ρ 2 ), where ρ 0 = ρ1+ρ2 2 and g(ρ 1 , ρ 2 ) is an additional gravitational force to account for the density difference. Taking the inner product of (2.11) with u and that of (2.4) with −λ(Δφ − f (φ)), with suitable boundary conditions for u and φ, and using the identity ∇ · (∇φ ⊗ ∇φ) = Δφ∇φ + 1 2 ∇|∇φ| 2 , (2. 12) we find that the Cahn-Hilliard phase-field system (2.4)-(2.10)-(2.11) admits the following energy law:
(2.13)
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Similarly, for the Allen-Cahn phase-field system (2.6)-(2.10)-(2.11), we have
(2.14)
Unfortunately, to the best of the authors' knowledge, there is no corresponding energy law available for the original system (2.4)-(2.8)-(2.10) or (2.6)-(2.8)-(2.10). Therefore, our first task is to modify the above system in a physically consistent way to obtain a system which admits an energy law.
A critical property of the nonlinear term for the Navier-Stokes equations (with constant density) is the skew-symmetric property 
Therefore, it is physically consistent to replace ρu t in (2.8) by σ(σu) t + 1 2 ∇ · (ρu)u, leading to the modified momentum equation
The main advantage of the new formulation is that the following desired property holds:
With the above identity, a similar procedure as before shows that the modified CahnHilliard phase-field system (2.4)-(2.10)-(2.18) admits the following energy law:
Similarly, for the modified Allen-Cahn phase-field system (2.6)-(2.10)-(2.18), we have
(2.21)
Time discretizations and their stability analysis.
In this section, we study time discretizations of the new phase-field model introduced in the last section. The goal is to construct time discretization schemes which satisfy a discrete energy law similar to the continuous case (2.21) and are easy to solve in practice.
To fix the idea and simplify the presentation, we shall consider only the AllenCahn phase-field system (2.5)-(2.10)-(2.18). We omit the Lagrange multiplier ξ(t) in (2.6) as it does not introduce any computational or analytical difficulties. The time discretization of the Cahn-Hilliard phase-field system (2.4)-(2.10)-(2.18) can be treated in essentially the same fashion, except that its full discretization is more challenging due to the fourth-order spatial derivatives.
Let us first reformulate the system (2.5)-(2.10)-(2.18) into an equivalent form which is more convenient for numerical approximation.
Thanks to the maximum principle for the Allen-Cahn phase equation (2.6), we can truncate the double-well potential F (φ) to quadratic growth for |φ| > 1 without affecting the solution. More precisely, we replace F (φ) by
On the other hand, using the identity (2.12), the phase equation (2.6), and the fact that f (φ)∇φ = ∇F (φ), we have
Therefore, if we define the modified pressure asp = p + 1 2 λ|∇φ| 2 + λF (φ) and still denote it by p for simplicity, we can rewrite the system (2.5)-(2.10)-(2.18) as
To fix the idea, we consider the boundary conditions
We note that a similar reformulation is considered in [12] for a liquid crystal flow.
Taking the inner product of (3.4a) with λ γ (φ t + u · ∇φ) and that of (3.4c) with u, we find The above coupled nonlinear system presents formidable challenges for algorithm design, analysis, and implementation, particularly so when the density ratio is large. In this section, we shall design numerical algorithms which admit an energy law and overcome three main difficulties associated with this coupled nonlinear system, namely, (i) the coupling of the velocity and pressure with variable density and viscosity, (ii) the stiffness associated with the interfacial width η, and (iii) the pressure solver with a large density ratio.
• A common strategy to decouple the computation of the pressure from the velocity is to use a projection-type scheme as in the case for Navier-Stokes equations (cf., for instance, a recent review in [9] ). However, most of the numerical analysis for projection-type schemes are limited to problems with constant density and viscosity. The few exceptions which deal with variable density are [7, 19, 8] , which serve as inspiration for the numerical schemes we present below. We note that in [14] , the authors considered a mixed finite element scheme for the Navier-Stokes equations with variable density and with the viscosity as a given function of the density.
• To alleviate the difficulty associated with the stiffness caused by the thin interfacial width, we introduce a stabilizing term in the phase equation as in [28, 22] . This stabilizing term allows us to treat the nonlinear term in the phase equation explicitly without suffering from any time step constraint.
• A typical projection type scheme will lead to an elliptic equation with density as a variable coefficient for the pressure. The numerical solution of this elliptic equation could become very expensive when the density ratio is large. We shall consider a pressure stabilized formulation to avoid solving a pressure elliptic equation with density as a variable coefficient. Finally, we need to combine these ideas together to construct efficient and energy stable schemes for the coupled nonlinear system (3.4).
3.1.
A scheme based on the Chorin-Temam projection method. For the sake of clarity, we shall first present a simple scheme based on the Chorin-Temam projection method. While this scheme lacks sufficient accuracy and is not recommended in practice, it embodies most of the essential ideas in the more accurate schemes that we construct subsequently.
Since the solution of a discretized phase equation does not necessarily satisfy a maximum principle, we setφ
and we shall use it to update the density and viscosity so as to keep their positivity.
Our first scheme reads as follows: Given initial conditions u 0 and φ 0 , we compute (
Several remarks are in order.
. This term introduces an additional consistency error of order γδt η 2 φ (ξ) which is of the same order as the error introduced by the explicit treatment of f (φ).
From (3.7) and (3.8b), we have
The equations (3.8a) through (3.8c) form a weakly coupled system, for if we replacẽ u n+1 byũ n in (3.8a), then we can obtain φ n+1 andũ n+1 by solving two decoupled linear elliptic equations. The system is only weakly nonlinear through σ n+1 in (3.8c). Thus, it can be efficiently solved by either decoupling the weakly coupled system with a lagged velocity for the convective term in the phase equation or using a simple subiteration process. Equation (3.8d) is decoupled from the other equations. An equivalent formulation is
Thus, an elliptic equation with variable 1 ρ n+1 needs to be solved at each time step. We show below that the above scheme admits a discrete energy law. To simplify the notation, we denote
Theorem 3.1. The solution of scheme (3.8) satisfies the following discrete energy law:
Proof. Taking the inner product of (3.8c) with 2δtũ n+1 and using (2.19) and
Taking the inner product of (3.8d) with 2δtu n+1 , we obtain
Combining the above inequalities and using (3.2), we find
Taking the inner product of (3.8a) with
For the last term in (3.15), we use the Taylor expansion
Combining (3.14), (3.15) , and (3.16), we obtain
Then, the desired result follows from the above inequality. It is well known (cf., for instance, [23] ) that the Chorin-Temam projection scheme is first-order accurate for the velocity in the L 2 norm and 1 2 -order accurate for the velocity in the H 1 norm and pressure in the L 2 norm. Furthermore, replacing the backward Euler discretization in (3.8) by a higher-order backward difference formula (BDF) will not improve the accuracy. Therefore, scheme (3.8) is not suitable in practice due to its poor accuracy. Below we shall construct more accurate numerical schemes with similar computational simplicity.
Schemes based on a gauge-Uzawa formulation.
In [7] , the authors proposed some projection-type schemes for the Navier-Stokes equations and proved their stability. However, their more accurate versions based on the pressure correction require two pressure solvers at each time step. In [19] , the authors constructed two schemes based on a gauge-Uzawa formulation [16] which is a modified version of the original gauge method [5] . The schemes in [19] require only one pressure solver at each time step, while having the same order of accuracy as the schemes in [7] . Following the approach in [19] , we construct below a first-order gauge-Uzawa scheme for the phase-field model (3.4).
Given are initial conditions φ 0 , s 0 = 0, and u 0 and setμ = min(μ 1 , μ 2 ). We
(3.17e)
Remark 3.2. In the above, s n is the so-called gauge variable. Although the pressure does not appear explicitly in the scheme, a proper approximation to the pressure is [19] 
Similar to (3.8), the above scheme involves a weakly coupled system for (φ n+1 ,ũ n+1 ) and an elliptic equation with density as variable coefficient for the pseudopressure "ψ n+1 ." When the density ratio is large, it becomes very difficult to solve this equation efficiently. This difficulty is shared by all projection-based schemes since they all involve projecting the nonsolenoidal provisional velocity onto the divergence-free space as in (3.17d) and (3.17e).
We have the following result for the scheme (3.17). Theorem 3.2. The solution of scheme (3.17) satisfies the following discrete energy law:
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Proof. Taking the inner product of (3.17b) with 2δtũ n+1 and using (2.19) and (3.11), we obtain
It is easy to check by integration by parts that
Combining the above inequalities, we find
Taking the inner product of (3.17a) with 2λ γ (φ n+1 − φ n ) and using the same procedure as in the proof of Theorem 3.1, we can obtain
Then, the desired result follows from the above inequality.
It is clear that scheme (3.17) is only of first-order. However, a formally secondorder scheme can be constructed by combining the second-order scheme in [19] and the approach for the phase equation in (3.17) as follows.
For the sake of simplicity, we shall denote, for any sequence
(3.24e)
The numerical procedure for the second-order scheme (3.24) is exactly the same for the first-order scheme (3.17). However, while it appears possible to prove its stability, the process will be so technically complicated that we shall not pursue it in this paper.
Schemes based on pressure stabilization.
As discussed in Remark 3.2, any scheme with a projection step would result in an elliptic equation with density as the variable coefficient. This observation led Guermond and Salgado [8] to construct a scheme for the Navier-Stokes equations with variable density, based on pressure stabilization (cf., for instance, [20, 25, 18, 9] ), namely, the divergence-free condition is replaced by (3.25) ∇ · u − δΔp t = 0, where δ is a small parameter. Inspired by the incremental pressure stabilization scheme for the Navier-Stokes equations presented in [8] , we propose the following first-order scheme.
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Given are initial conditions φ 0 , p 0 = 0, u 0 , and setρ = min(ρ 1 , ρ 2 ). We compute
The above scheme involves a weakly coupled system for (φ n+1 , u n+1 ) and a Poisson equation for the pressure increment. So this scheme is computationally more efficient than (3.17), particularly when the density ratio is large. On the other hand, the above scheme does not lead to a divergence-free approximation while (3.17) does.
Let us denote
We have the following result. Theorem 3.3. The solution of scheme (3.26) satisfies the following energy law:
Proof. Taking the inner product of (3.26c) with 2δtu n+1 from
and using (2.19), we have
Taking the inner product of (3.26d) with
Taking the inner product of (3.26d) with −
(3.31)
After adding the above two equalities together, we have
Taking the difference of (3.26d) at step n + 1 and step n, we derive
Combining the above inequalities together, we derive
Taking the inner product of (3.26a) with 2λ γ (φ n+1 − φ n ) and using the same procedure as in the proof of Theorem 3.1, finally we obtain
We can construct a second-order version of scheme (3.26) by combining the approaches for the phase equation in (3.26) and for the velocity-pressure in [8] . As before, we still denote, for any sequence
We note that the numerical procedure for the above scheme is exactly the same as that of scheme (3.26). However, while it is not hard to show that the above scheme is formally second-order accurate, it appears to be very difficult to extend the stability proof of scheme (3.26) to this second-order scheme.
Numerical results.
In this section, we present some computational experiments using the numerical schemes constructed in the last section to demonstrate their efficiency and accuracy and the robustness of the phase-field model.
Brief description of the full discretization schemes.
In all the following examples, we consider a two-dimensional rectangular domain. We adopt the spatial discretization based on the Legendre-Galerkin method [24] which results in very efficient and accurate solvers for elliptic equations with constant coefficients. We use the inf-sup stable (P N , P N −2 ) pair for the velocity and pressure (or the gauge or pseudopressure) and P N for the phase function in all schemes.
The time discretization schemes constructed in the last section all lead to a weakly coupled system for the velocity and the phase function and an elliptic equation for the pressure. In order to take full advantage of the fast spectral Poisson solvers, we can either decouple the weakly coupled system using a lagged velocity for the convective term in the phase equation, which will lead to a time step constraint, or adopt a simple subiteration process, which requires solving a sequence of decoupled elliptic equations at each time step to remove the time step constraint. Therefore, at each time step, all numerical schemes presented in the last section will reduce to a sequence of elliptic equations for the velocity u and phase function φ and an elliptic or Poisson equation (depending on which scheme to use) for the pressure p. The nonconstant coefficient elliptic problems will be solved by using a preconditioner conjugate gradient (PCG) method with a suitable constant-coefficient problem as a preconditioner [24] . This PCG approach is usually very effective for moderately varying coefficients. However, when the density ratio becomes large, the pressure equation in the gauge-Uzawa schemes (GUM) (3.17) and (3.24) could become very expensive. In this case, the pressure stabilization-based schemes (PSM) (3.26) and (3.35) become much more efficient than the GUM.
Accuracy test.
In order to test the convergence rates, we consider the system (3.4) in Ω = (−1, 1)
2 with μ = 1 and suitable forcing functions such that the exact solution is given by
p(t, x, y) = cos(πx) sin(πy) sin(t). (4.1)
We used 129 2 Legendre-Gauss-Lobatto points so the spatial discretization errors are negligible compared with the time discretization error. In Figure 1 , we plot the L 2 errors of the velocity, pressure, and density between the numerical solution and the exact solution at t = 1 with different time step sizes. It is clear from Figure 1(a) that the first-order GUM and PSM are first-order accurate in time for all variables and that the velocity and pressure approximations by PSM are slightly more accurate than those by GUM. On the other hand, we observe from Figure 1(b) that the second-order GUM and PSM appear to be second-order accurate for all variables except the pressure approximation by PSM, which appears to be first-order accurate; this is consistent with the pressure error estimate for the second-order PSM in [25] . It is also interesting to note that, contrary to the first-order case, the velocity and pressure approximations by the second-order GUM are more accurate than those by the second-order PSM.
4.3.
A lighter bubble rising in a heavier medium. We now use system (3.4) to study a two-phase incompressible fluid in a rectangular domain Ω = (−d, d)× (−2d, 2d) with initially a lighter bubble (with density ρ 1 and dynamic viscosity μ 1 ) in a heavier medium (with density ρ 2 and dynamic viscosity μ 2 ). The equations are nondimensionalized using the scaled variableŝ Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
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The dimensionless form of (3.4) with an extra gravitational force ρg in the momentum equation, after we omit theˆfrom the notation, is
). We set the initial velocity to be zero. The smoothed initial condition for φ is given by
where r is the distance from the center of the bubble to the point and η 0 is the diffusive interfacial width.
We emphasize that in order to conserve the volume fraction for the phase function, a Lagrange multiplier as in (2.6) is added in the above model and in the corresponding numerical schemes.
Low density ratio with homogeneous viscosity.
We first examine the relative accuracy of different schemes in the last section for a problem with homogeneous viscosity and a low density ratio, ρ 1 = 1 and ρ 2 = 10. We set d = 0.005, g = 9.8, μ 1 = μ 2 = 0.0011, λ = 0.001, γ = 0.02, and η 0 = η = 0.02d. We use a grid size of 257 2 and a time step size of δt = 0.001. In Figure 2 , we plot a detailed comparison of the level sets of {φ : φ = 0} by first-order GUM and PSM at different times. No visual difference is observed, indicating that (i) the two schemes capture well the dynamics of the bubble evolution, and (ii) the new phase-field model is robust as the two very different numerical schemes produce identical results.
An air bubble rising in water.
We now consider an air bubble rising in water. The physical parameters are ρ 1 = 1.161 and ρ 2 = 995.65 with μ 1 = 0.0000186, and μ 2 = 0.0007977. We set d = 0.005, g = 9.8, λ = 0.001, γ = 0.02, and η 0 = η = 0.02d. We use a grid size of 257 2 and a time step size of δt = 0.0001. In Figure 3 , we plot a comparison of the level sets {φ : φ = 0} by four different schemes at different times. We observe that the four different schemes, first-and second-order GUM and PSM, produce visually identical results, indicating that all four schemes can be used for challenging two-phase flow simulations. It is interesting to note that the results in Figure 3 appear to be very similar to those in Figure 18 in [17] which was computed by using an adaptive volume-of-fluid approach under a similar physical situation.
We note that while the parameters we used here correspond to the physical situation, the two-dimensional rectangular domain we used is not physical, so the numerical results cannot really be validated against the experiments. Since our main objective in this paper is to construct efficient numerical schemes that are energy stable and to show their effectiveness in practice, we shall defer the three-dimensional or twodimensional axisymmetric simulations and their comparisons with recent results (cf. [4, 17] ) to a future study.
To summarize, all four numerical schemes produce accurate and reasonable results as long as δt is sufficiently small, particularly in the case of high density ratios. These results are consistent with the analysis in the last section. 
Concluding remarks.
We considered the modeling and numerical approximation of two-phase incompressible flows with different densities in this paper. The main contributions of the paper are as follows:
• We developed a physically consistent phase-field model for two-phase incompressible flows with different densities that admits an energy law.
• We constructed several efficient and energy stable time discretization schemes for the coupled nonlinear phase-field system. At each time step, these schemes all reduce to a weakly coupled system for the velocity and phase function and an elliptic or Poisson equation for the pressure. In particular, the schemes based on pressure stabilization only require solving a pressure Poisson equation. Thus, they are particularly efficient for problems with large density ratios. • Despite the decoupling of the pressure from the velocity and the very weak coupling between the velocity and the phase function, we were still able to prove that these schemes admit energy laws which are discrete counterparts of the continuous energy law.
• We carried out ample numerical experiments to compare the accuracy and efficiency of the four proposed schemes, and we performed challenging simulations of an air bubble rising in water. While we have only considered the phase-field model based on the Allen-Cahn phase equation, it is clear that similar schemes can be constructed for the phase-field model based on the Cahn-Hilliard phase equation. It is expected that the stability proofs in section 3 can be directly extended to the Cahn-Hilliard case, but their numerical implementation will involve solving fourth-order equations.
