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Abstract
Frequency responses of multi-degree-of-freedom mechanical systems with weak forcing and damp-
ing can be studied as perturbations from their conservative limit. Specifically, recent results show
how bifurcations near resonances can be predicted analytically from conservative families of peri-
odic orbits (nonlinear normal modes). However, the stability of forced-damped motions is gener-
ally determined a posteriori via numerical simulations. In this paper, we present analytic results
on the stability of periodic orbits that perturb from conservative nonlinear normal modes. In
contrast with prior approaches to the same problem, our method can tackle strongly nonlinear
oscillations, high-order resonances and arbitrary types of non-conservative forces affecting the
system, as we show with specific examples.
1 Introduction
Conservative families of periodic orbits or nonlinear normal modes (NNMs) offer precious insights
into multi-degree-of-freedom nonlinear vibrations [1]. Indeed, experimental and numerical observa-
tions indicate that these periodic orbits shape the behavior of mechanical systems even after the ad-
dition of weak forcing and damping [2–8]. A systematic mathematical analysis of this phenomenon
via a Melnikov-type method has recently appeared in [9]. A fundamental question of practical im-
portance, however, is yet to be answered: what is the stability type of the forced-damped oscil-
lations that perturb from their conservative counterparts. Different cases have been described in
literature, ranging from the classic hysteretic amplitude-frequency curve of geometrically nonlinear
structures [10, 11] to the outbreak of unstable isolas and regions of the frequency response arising
from nonlinear damping [12]. For detailed reviews, we refer the reader to the classic studies of
Vakakis [13–15], Avramov and Mikhlin [16, 17], Kerschen [18] and to the introduction in [9].
In studies of mechanical systems with many degrees of freedom, stability is typically assessed
numerically, either using Floquet’s theory [19, 20] in the time domain, or by adopting Hill’s method
in the framework of harmonic balance [21]. Analytical perturbation expansions, such as the method
of multiple scales [22], averaging [23], the first-order normal form technique [24] or the second-order
normal form technique [25], are more suitable for low-dimensional oscillators and small-amplitude
regimes. Spectral submanifolds [26] provide another powerful tool for the analysis of forced-damped,
nonlinear mechanical systems in a small enough neighborhood of the unforced equilibrium. Based
on the relationship of these manifolds with their conservative limit [27–29], known as Lyapunov sub-
center manifold [30,31], the stability of forced-damped response can be analytically and numerically
determined for small amplitudes [12, 27].
The existence and stability of periodic orbits in near-integrable, low-dimensional systems has
been studied via Melnikov-type methods, whose foundations date back to Poincaré [32], Melnikov
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[33] and Arnold [34]. In particular, for periodic orbits in single-degree-of-freedom systems, a Mel-
nikov method can be used to detect perturbed, resonant periodic motions as well as their stability
(see the excellent exposition in Chapter IV of [20] and the further analyses in [35, 36]). Extensions
to multi-degree-of-freedom systems have been available [37, 38], but these approaches require low
dimensionality and integrability before perturbation, neither of which holds for typical systems in
structural dynamics.
In this work, we seek to fill this gap by complementing the analytical existence conditions for
periodic responses in [9] with assessment of their stability. Specifically, we develop a Melnikov
method to establish the persistence of forced-damped periodic motions from conservative NNMs,
without any restrictions on the number of degrees of freedom, the motion amplitude or the type of
the non-conservative forces affecting the system. We assume that the conservative limit of the sys-
tem is Hamiltonian, with no additional requirements on its integrability, and that the perturbation of
this limit is small. In this setting, we derive analytical conditions to determine whether the oscilla-
tions created by small forcing and damping are unstable or asymptotically stable, thus generalizing
the single-degree-of-freedom analysis of [20] to multi-degree-of-freedom systems. This extension is
non-trivial and necessitates a new approach.
After stating and proving our mathematical results in a general setting for mechanical systems,
we illustrate the validity of our predictions with numerical examples. These include subharmonic
resonances in a gyroscopic system and isolated response generated by parametric forcing in a system
of three coupled nonlinear oscillators.
2 Setup
We consider a mechanical system with n degrees of freedom and denote its generalized coordinates
by q ∈ Rn, n ≥ 1. We assume that this system is a small perturbation of a conservative limit described
by the Lagrangian
L(q, q˙) = K(q, q˙)− V (q) , K(q, q˙) = 1
2
〈 q˙ , M(q)q˙〉+ 〈 q˙ , G1(q)〉+G0(q), (1)
where,M(q) is the positive definite, symmetric mass matrix,K(q, q˙) is the kinetic energy and V (q) the
potential. The kinetic termsG1(q) andG0(q) may appear in conservative rotating mechanical systems
after one factors out the cyclic coordinates whose corresponding angular momenta are conserved.
The equations of motion for system (1) take the form
Dt (∂q˙L)− ∂qL = εQ(q, q˙, t; δ, ε), (2)
where D and ∂ denote total and partial differentiation with respect to the variable in subscript (for
D, to all of them if the subscript is absent). Moreover, ε ≥ 0 is the perturbation parameter and
εQ(q, q˙, t; δ, ε) = εQ(q, q˙, t+ δ; δ, ε) denotes a small, generic perturbation of time-period δ.
As L is a convex function of q˙, the conservative system can be written in Hamiltonian form [39].
Introducing the generalized momenta
p = ∂q˙L = M(q)q˙ +G1(q), (3)
we can express the velocities as q˙ = F (q, p) = M−1(q)(p−G1(q)) and the total energies as
H(q, p) = 〈 p , F (q, p)〉 − L(q, F (q, p)) = 1
2
〈 p−G1(q) , M−1(q)(p−G1(q))〉 −G0(q) + V (q). (4)
Introducing the notation x = (q, p) ∈ R2n, we obtain the equations of motion in the form
x˙ = JDH(x) + εg(x, t; δ, ε), J =
[
0n×n In×n
−In×n 0n×n
]
, (5)
2
where we assume that H ∈ Cr+1 with r ≥ 3, while g is Cr−1 in t and Cr in the other arguments. The
vector fields in (5) are defined as
DH(x) =
(
∂qH
∂pH
)
=
(−∂qL(q, F (q, p))
F (q, p)
)
, g(x, t; δ, ε) =
(
0
Q(q, F (q, p), t; δ, ε)
)
. (6)
We assume that any further parameter dependence in our upcoming derivations is of class Cr and
that the model (5) is valid in a subset U ⊆ R2n of the phase space . Trajectories of (5) that start
from ξ ∈ R2n at t = 0 will be denoted with x(t; ξ, δ, ε) = (q(t; ξ, δ, ε), p(t; ξ, δ, ε)). We will also use
the shorthand notation x0(t; ξ) = (q0(t; ξ), p0(t; ξ)) = x(t; ξ, δ, 0) for trajectories of the unperturbed
(conservative) limit of system (5). The equation of (first) variations for system (5) about the solution
x(t; ξ, δ, ε) reads
X˙ =
(
JD2H(x(t; ξ, δ, ε)) + ε∂xg(x(t; ξ, δ, ε), t; δ, ε)
)
X, X(0) = I2n×2n, (7)
whose solutions for ε = 0 will be denoted as X0(t; ξ) = X(t; ξ, δ, 0). As long as x0(t; ξ) ∈ U , we recall
that H(x0(t; ξ)) = H(ξ) and that X0(t; ξ) is a symplectic matrix [40].
3 The Melnikov method for resonant perturbation of normal families of
conservative periodic orbits
In this section, we briefly recall the results from [9] on the existence of perturbed periodic orbits for
system (5) for small ε > 0. We assume that there exists a τ -periodic orbit Z ⊂ U of system (5) for
ε = 0. We can, therefore, consider this orbit as mτ -periodic for a positive integer m and we denote
by Π = X0(mτ ; z) = Xm0 (τ ; z) the monodromy matrix of Z based at the point z ∈ Z . Note that Π is
nonsingular and, for a generic periodic orbit of an Hamiltonian system, Π as at least two eigenvalues
equal to +1 [41, 42]. We further assume that Z is m-normal, i.e.,
Definition 3.1. A conservative periodic orbit Z is m-normal if one of the following holds:
(i) The geometric multiplicity of the eigenvalue +1 of Π is equal to 1;
(ii) The geometric multiplicity of the eigenvalue +1 of Π is equal to 2 and JDH(z) /∈ range (Π− I) .
As shown in [42, 43], such orbits exist in one-parameter families. We give an illustration of m-
normality in Fig. 1a where we indicate with F ⊂ U the family emanating from Z . Note that the
normality condition excludes possible branching phenomena. Moreover, any m-normal family of
periodic orbits can be parametrized by the values of a scalar function r that depends on a point of an
orbit and its period. Common examples are r(z,mτ) = mτ (period parametrization) or r(z,mτ) =
H(z) (energy parametrization).
We aim to find periodic solutions of system (5) for small ε > 0 that may arise from Z or from the
familyF . Given a positive integer l and a point z ∈ Z , we constrain the initial conditions and periods
of these perturbed solutions to satisfy the following resonance condition
r(ξ, lδ) = r(z,mτ). (8)
We show in [9] that the persistence problem of the periodic orbit Z is governed by the Melnikov
function
Mm:l(s) =
∫ mτ
0
〈
DH(x0(t+ s; z)) , g(x0(t+ s; z), t; τm/l, 0)
〉
dt. (9)
Specifically, if there exist a simple zero at s0 of Mm:l(s), i.e.,
Mm:l(s0) = 0 , DMm:l(s0) = M
′
m:l(s0) 6= 0, (10)
then Z smoothly persists with an initial condition x0(s0; z) + O(ε) and a period mτ + O(ε). As the
Melnikov function (9) is mτ -periodic, it generically has another simple zero for s ∈ (s0, s0 + mτ), as
shown in Fig. 1b. Thus, at least two orbits bifurcate from the conservative limit (cf. Fig. 1c) when the
conditions in Eq. (10) are satisfied.
3
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Figure 1: Review of the Melnikov analysis. Plot (a) shows a normal family F of periodic orbits (in green)
and the orbit Z with its energy level H. Plot (b) sketches one period of a Melnikov function (black line) with 2
simples zeros, corresponding to two perturbed orbits (red dots) from the conservative limit (green dot) in plot
(c), displayed in the (τ, h) plane. Along with the backbone curve of F in green, the red haded lines show
frequency sweeps that can be detected via parameter continuation of the Melnikov function (see [9] for more).
The Melnikov function (9) can also be used to detect bifurcations under parameter continuation.
For example, a quadratic zero generically signals a saddle-node bifurcation of periodic orbits or th
formation of an isola for the frequency response for small ε > 0. In [9], we also point out that our exact
Melnikov analysis can be interpreted as an energy-balance principle proposed earlier by [44–46]. In
particular, a perturbation expansion shows that the Melnikov function equals the work done by non-
conservative forces along the periodic orbit Z of the conservative limit, i.e.,
Mm:l(s) =
∫ mτ
0
〈
q˙0(t+ s; z)) , Q(q0(t+ s; z), q˙0(t+ s; z), t; τm/l, 0)
〉
dt, (11)
where q˙0(t+ s; z) = ∂pH(q0(t+ s; z), p0(t+ s; z)).
In Fig. 1c, we depict in red the two different branches of periodic orbits that originate from an m-
normal periodic orbits family of the conservative limit (green). In the next sections, we shall derive
analytical conditions under which the solid red branch contains asymptotically stable periodic orbits
and the dashed branch is composed of unstable periodic orbits.
4 Stability of perturbed periodic solutions
In this section, we state our main mathematical results on the stability of solutions arising as per-
turbations from the conservative limit. We recall that the eigenvalues of the monodromy matrix, or
Floquet multipliers [20, 47, 48], determine the stability of a periodic orbit. In particular, the orbit is
asymptotically stable if all of its Floquet multipliers lay inside the unit circle in the complex plane,
while it is unstable if there exist a multiplier outside the unit circle. In accordance with the previous
section, we now make the following assumption:
(A.1) The periodic orbit Z ⊂ U of system (5) for ε = 0 is m-normal and, after a possible phase shift,
its Melnikov function Mm:l(s) defined in Eq. (9) has a simple zero at 0.
By [9], assumption (A.1) implies the existence of an lδ-periodic orbit, denoted Zε, satisfying system
(5) for small ε > 0, with lδ = mτ +O(ε) and with initial condition O(ε)-close to z. Our first results is
the following simple consequence of our assumptions.
Proposition 4.1. If there exists an eigenvalue µ of Π such that |µ| > 1, thenZε is unstable for ε small enough.
Proof. The maximum distance between the Floquet multipliers of the orbit Zε and those of its conser-
vative limit Z can be bounded with a suitable power of the parameter ε (see, for example, Theorem
1.3 in Chapter IV of [49]). Hence, if there exists a multiplier µ of the conservative limit such that
|µ| > 1, then, for ε sufficiently small, Zε has a multiplier with the same property by the smooth
dependence of the flow map on the parameter ε.
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If the assumption of Proposition 4.1 is not satisfied, then perturbations of Z may result in orbits
with different stability types. Henceforth we assume the following condition to be satisfied:
(A.2) The eigenvalues of the monodromy matrix Π lie on the unit circle in the complex plane.
In the literature on Hamiltonian systems, an orbit satisfying (A.2) is called spectrally stable [50].
From a practical viewpoint, such orbits are of great interest as small perturbations of them may
create asymptotically stable (and hence observable) periodic responses. We also need the next non-
degeneracy assumption:
(A.3) The algebraic and geometric multiplicities of the eigenvalue +1 of Π are 2 and 1, respectively.
This guarantees that F can be locally parametrized either with the values of the first integral H or
with the period of the orbits [43]. In the former case, there exist a scalar mapping T : R → R+ that
locally describes the minimal period of the orbits in F near Z as function of H . Moreover, τ = T (h)
and DT (h) = T ′(h) 6= 0 hold, where h = H(z) is the energy level of Z .
To state further stability results, we need some definitions. Let V be a 2v-dimensional invariant
subspace for Π and let RV ∈ R2n×2v be a matrix whose columns form a basis of V . We then have the
following identity
ΠRV = RVBV (12)
for a unique BV ∈ R2v×2v.
Definition 4.1. We call V a strongly invariant subspace for Π if det(BV) = 1 and all the eigenvalues of BV
are not repeated in the spectrum of Π.
Strongly invariant subspaces persist under small perturbations of Π, as shown in [49, 51], and
we exploit this property in our technical proofs. The even dimensionality of any V in real form is a
consequence of the fact that the eigenvalues of any symplectic matrix either appear in pairs (µ, 1/µ)
or in quartets (µ, 1/µ, µ¯, 1/µ¯) [52]. For the matrix RV , we call the left inverse
SV =
(
R>V JRV
)−1
R>V J (13)
the symplectic left inverse of RV . As we later prove in the Appendix, SV is well-defined.
Finally, we will use the notation
CV = − 1
mτv
∫ mτ
0
trace
(
SVX−10 (t; z)∂xg(x0(t; z), t;mτ/l, 0)X0(t; z)RV
)
dt (14)
for the (local) volume contraction of the vector field g along the orbit Z related to the strongly invari-
ant subspace V .
The quantity CV , that serves as a nonlinear damping rate for the orbit Zε, will turn out to have
a key role in some of our upcoming conditions for the stability of Zε. We also remark that CV is
invariant under changes of basis for V . Indeed, we can define R˜V = RVRc for some invertible Rc ∈
R2v×2v and obtain S˜V = R−1c SV , so that the invariance of the trace guarantees the one of CV . In
particular, if V = R2n, we have
CR2n = −
1
mτn
∫ mτ
0
trace (∂xg(x0(t; z), t;mτ/l, 0)) dt. (15)
4.1 Conditions for instability
Due to assumption (A.3), the tangent space T of the family F at the point z is the two-dimensional
strongly invariant subspace for Π related to its eigenvalues equal to +1. Due to the non-trivial Jordan
block corresponding to these eigenvalues, the assessment of stability requires careful consideration.
For a single-degree-of-freedom system (n = 1), the tangent space is the only strongly invariant sub-
space for Π. For higher-dimensional systems (n > 1), instabilities may develop also in the normal
spaceN of the family F at the point z. The normal space is the 2(n− 1)-dimensional strongly invari-
ant subspace for Π related to its eigenvalues different from +1. The following theorem covers some
generic cases of instability.
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Theorem 4.2. [Sufficient conditions for instability]. Zε is unstable for ε > 0 small enough, if one of the
following conditions is satisfied.
(i) Instabilities in T : when T ′(h)M ′m:l(0) < 0 or when both T ′(h)M ′m:l(0) > 0 and CT < 0.
(ii) Further instabilities (n > 1): when CV < 0 in a strongly invariant subspace V for Π.
We prove this theorem in the Appendix. In statement (ii), V can be simply chosen as R2n so its
volume contraction can be directly computed with Eq. (15). To identify instability in the normal
space, one can then analyze any V ⊆ N .
Remark 4.1. Theorem 4.2 provides analytic expressions that allow to assess instability of the per-
turbed orbit, at least for generic cases, solely depending on the conservative limit, its first variation
and the perturbative vector field. From a geometric viewpoint, we can thus detect instabilities when-
ever the volume of a strongly invariant subspaces shows expansion under action of the perturbed
flow.
Remark 4.2. The conservative limit Z exhibits a saddle-node bifurcation if either T ′(h) or M ′m:l(0) is
equal to zero, and if high order conditions are satisfied [9,53]. In this case, a Floquet multiplier of the
perturbed orbit crosses the unit circle along the positive real axis.
Remark 4.3. If the existence of a perturbed periodic orbit arising from Z is unknown, one may still
use Proposition 4.1 or statement (ii) of Theorem 4.2 to conclude the instability of any perturbed orbit
originating from Z .
4.2 Conditions for asymptotic stability
While instability can be detected from a single condition, asymptotic stability from the linearization
requires, by definition, more conditions. The next theorem provides such a set of conditions.
Theorem 4.3. [Sufficient conditions for stability]. Assume that, other than two eigenvalues equal to +1,
the remaining eigenvalues of Π are n − 1 distinct complex conjugated pairs. For k = 1, ..., n − 1, denote by
Nk ⊂ N the strongly invariant subspace for Π related to the kth pair of eigenvalues. Then,Zε is asymptotically
stable for ε > 0 small enough if each of the following conditions holds
(i) T ′(h)M ′m:l(0) > 0 and CT > 0,
(ii) CNk > 0 for all k = 1, ..., n− 1.
We prove this theorem in the Appendix. The conditions (i) in Theorems 4.2 and 4.3 apply for
systems with one degree of freedom. These conditions are consistent with the ones derived in [20,35],
up to sign changes due to the shift s present in the Melnikov function. For n = 1, the divergence of
the perturbation, cf. Eq. (15), is sufficient to determine the volume contraction since CR2 ≡ CT .
Simple zeros of the Melnikov function typically appear in pairs moving in opposite directions, as
in Fig. 1b. Thus, assuming a pair of simple zeros and positive volume contractions in Theorem 4.3,
two periodic orbits bifurcate from Z for ε > 0 small enough. One of them is unstable and the other
asymptotically stable, as argued in the end of section 3 in Fig. 1c. This analytical conclusion matches
with the results of several experimental and numerical studies present in the literature. Figure 2
summarizes our results on stability showing the perturbation (in red) of the Floquet multipliers of
the conservative limit (in green).
Remark 4.4. If CNk = 0, then Zε generically undergoes a Neimark-Sacker or torus bifurcation [41,
54, 55]. High-order nondegeneracy conditions have to be satisfied, but this bifurcation implies that
a resonant torus appears near Zε. As they might be attractors for system (5), their identification is
relevant for the frequency response, as discussed in [56–58].
Remark 4.5. Theorem 4.3 does not discuss in detail cases in which Π admits either −1 as an eigen-
value or a repeated complex conjugated pairs. These configurations indicate that Z may be an orbit
at which a period doubling or a Krein bifurcation, respectively, occurs [41]. One may still provide
analytic expressions to evaluate the stability of Zε, but we leave the discussion of these non-generic
cases to dedicated examples.
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Figure 2: Summary of our stability results in terms of the perturbation (in red) of the Floquet multipliers of
the conservative limit (in green). Grey shaded areas show possible perturbation zones. Plot (a) refers to
Proposition 4.1 where the conservative limit has a real pair (µ, 1/µ) of Floquet multipliers. In contrast, plot (b)
refers to the tangent space and illustrates the conditions (i) of Theorems 4.2 and of 4.3 (here with red dots). In
the former case, two different white-faced markers are used for the two possible instabilities. For the normal
space, plot (c) shows the conditions (ii) of Theorems 4.2 (with red rings) and of 4.3 (with red dots).
4.3 Determining contraction measures
Especially for system with a large number of degrees of freedom, the volume contraction (or nonlin-
ear damping rate) formula for CV when V ⊂ R2n may be difficult to evaluate due to the presence of
X0, its inverse and the required subspace identification. Regarding the perturbative vector field as
defined in Eq. (7), the following proposition illustrates the simple case of uniform volume contrac-
tion.
Proposition 4.4. Let V be a strongly invariant subspace for Π. If ∂qQ(q, F (q, p), t;mτ/l, 0) is a symmetric
matrix-valued function and ∂pQ(q, F (q, p), t;mτ/l, 0) = −αI , then CV = α.
We prove this statement in the Appendix. In the Hamiltonian literature, the assumptions of
Proposition 4.4 hold for conformally symplectic flows [59, 60] under appropriate forcing.
For example, the condition of uniform contraction is satisfied in mechanical systems with G1 ≡ 0
when the leading-order perturbation terms are pure forcing and Rayleigh-type dissipation propor-
tional to the mass matrix, i.e. Q(q, q˙, t; γ, 0) = f(t; γ) − αM(q)q˙. However, such uniform volume
contraction is an overly simplified damping model for practical applications and hence may only be
relevant for numerical experiments.
5 Examples
5.1 Subharmonic response in a gyroscopic system
The conservative limit of the two-degree-of-freedom system in Fig. 3, inspired by example 1.8 in
Chapter 1 of [61], has a Hamiltonian of the form
H(q, p) =
1
2mb
〈p, p〉+ 〈p,Gq〉+ V (q), G =
[
0 Ω
−Ω 0
]
, V (q) =
1
2
4∑
j=1
kj
(
lj(x, y)− l0
)2
,
p = mbq˙ −Gq, l1,3(x, y) =
√
(l0 ± x)2 + y2, l2,4(x, y) =
√
x2 + (l0 ± y)2,
(16)
where q = (x, y) are the generalized coordinates with respect to a reference frame rotating with
constant angular velocity Ω. By assuming mb = 1, l0 = 1 and cj = εβkj for j = 1, ... 4, we obtain the
equations of motion
q˙ = p+Gq,
p˙ = Gq −DV (q) + ε
(
e
[
+ cos(3Ωt)
− sin(3Ωt)
]
− αp− βC(q)q˙
)
,
(17)
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Figure 3: Plot (a) shows the conservative backbone curve in terms of frequency and value of the first integral
for the family of periodic solutions for the dynamical system (17), while plot (b) the real part of the two couple of
Floquet multiplier of the family. The green dot in plot (a) corresponds to the periodic orbit illustrated in plot (c)
in terms of the coordinates (x, y) and the value of the first integral. This plot also shows the stable (solid lines)
and unstable (dashed lines) periodic orbits bifurcating from the conservative limit at ε = 0.01. The blue lines
indicate the orbit for α = 0.76376 and β = 0, while red ones for α = 0 and β = 0.32. With consistent colors,
plots (d) and (e) show the evaluation of the absolute value of the Floquet multipliers whose analytic predictions
are depicted in green. In plot (d), solid lines refers to the tangent space T , while dashed-dotted ones to the
normal space N .
where we also introduced small harmonic forcing of frequency 3Ω and uniform damping with coef-
ficient α. The stiffness-related damping C(q), governed by the coefficient β, is defined as
C(q) =
4∑
j=1
kj
[ (
∂xlj(x, y)
)2
∂xlj(x, y)∂ylj(x, y)
∂xlj(x, y)∂ylj(x, y)
(
∂ylj(x, y)
)2
]
. (18)
We analyze the system for Ω = 0.942, k1 = 1, k2 = 4.08 , k3 = 1.37 , k4 = 2.51 and e = 1. For
the conservative limit (ε = 0), the origin is an equilibrium with non-resonant linearized frequencies.
Hence, according to the Lyapunov subcenter theorem [30], two families of periodic orbits emanate
from the origin; we focus our attention on the one related to the slowe linearized frequency. By
performing numerical continuation, we obtain the periodic orbit family of Fig. 3a (backbone curve)
described in terms of the oscillation frequency ω = 2pi/τ and the value of the first integral h. We also
plot the real part of the Floquet mutipliers along the family in Fig. 3b. We stop continuation at the
cyan point in Fig. 3a where a period doubling bifurcation occurs.
The backbone curve in Fig. 3a crosses two times the vertical line marking the rotating angular
velocity Ω. We concentrate on the high-energy crossing point (depicted with a green dot), where the
family shows a softening trend, i.e., T ′ > 0 holds at this location. The corresponding periodic orbit
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is 1-normal and satisfies assumptions (A.2) and (A.3) of section 3. Moreover, this trajectory features
a non-negligible third harmonic so that 1 : 3 resonances with external forcing may occur, depending
on the damping strength. For α = 0.76376 and β = 0, the Melnikov function (9) evaluated for this
periodic orbit reads
M1:3(s) = 1.4402 cos(3Ωs)− 1.1553. (19)
This function has six simple zeros, but, as shown in [9], they correspond to two perturbed orbits that
occur as the amplitude of the work done by the forcing is greater than the dissipated energy, when
evaluated at the conservative limit. Specifically, the zeros featuring a negative M ′1:3(s) are related
to an unstable orbit according to Theorem 4.2, while the others have a positive Melnikov-function
derivative so that, due to Proposition 4.4 and to Theorem 4.3, they signal an asymptotically stable
periodic orbit. Along with the conservative limit in green, we plot these perturbed orbits using
blues lines in Fig. 3c (solid for the asymptotically stable and dashed for the unstable) that have
been obtained by setting ε = 0.01 in a direct numerical simulation with the periodic orbit toolbox of
COCO [62]. Qualitatively speaking, these periodic orbits are very similar to that of the conservative
limit, but the average value of the first integral along them is higher (asymptotically stable orbit) or
lower (unstable one).
By setting the damping values α = 0 and β = 0.32, one retrieves the same Melnikov function
as in Eq. (19). In particular, the dissipated energy is equal to the case α = 0.76376 and β = 0.
Thus, again, a stable and an unstable periodic orbit bifurcates from the conservative limit since the
volumte contractions are both positive. Again, direct numerical simulations with ε = 0.01 verify our
predictions: we plot the asymptotically stable and unstable periodic orbits in Fig. 3c with red solid
and red dashed lines, respectively.
The volume contractions CV can be used to estimate the Floquet multipliers of perturbed solu-
tions. As shown in the proofs reported in the Appendix, the absolute value of a complex conjugated
pair of eigenvalues arising from the perturbation of a strongly invariant subspace V reads
|µ| =
√
1− ετCV + o(ε) = 1− ετ
2
CV + o(ε). (20)
We illustrate these predictions for the asymptotically stable orbits of Fig. 3c. The green lines in Fig. 3d
show these estimates for T (solid line) and N (dashed-dotted line) that are in good agreement with
the multipliers computed within the perturbed system for the case α = 0 and β = 0.32, plotted in red.
Figure 3e represents the analogous curves for the case α = 0.76376 and β = 0. Here, CT = CN = α
and the green line depicts predictions from the conservative limit, while the blue one shows results
from simulations in the forced-damped setting. We remark that, even though the dissipated energy
is the same, stiffness-related damping provides higher volume contraction values with respect to the
case of uniform damping. As expected, for high values of ε, our first-order computations may not be
sufficient to adequately estimate the modulus of the perturbed multipliers.
For the low-energy crossing point between the backbone curve and the Ω vertical line, the Mel-
nikov function is always negative. Therefore, no perturbed solution arises from this conservative
limit for sufficiently small ε.
5.2 Isolated response due to parametric forcing
In this section, we study the parametrically-forced, three-degree-of-freedom system of nonlinear os-
cillators shown in Fig. 4. Parametric forcing [22] finds notable applications in the field of MEMS,
e.g. see [63]. By assuming a linear damping proportional to the mass matrix and unit masses, the
equations of motion read
q˙ = p,
p˙1 = −k(q1 − q2)− k/3q1 − aq21 − bq31 − εαp1,
p˙2 = −k(q2 − q1)− k(q2 − q3)− εαp2,
p˙3 = −k(q3 − q2) + ε(q3f(t; Ω)− αp3),
f(t; Ω) =
4
pi
3∑
j=1
1
2j − 1 sin
(
(2j − 1)Ωt), (21)
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Figure 4: Plot (a) shows the backbone curve in terms of the normalized frequency ω and the amplitude of the
first family of periodic solutions for the conservative limit of system (21). The trend of Floquet multipliers of the
family is shown in plot (b) in terms of their real part, while plot (c) regards the imaginary one. Plot (d) illustrates
the level set of the Melnikov function for two values of the damping in the plane (ω, , θ), where the latter is
the orbit phase. Here, dashed lines predict unstable perturbed orbits, while solid ones indicate asymptotically
stable ones. The latter feature faded regions at which the predictions of Theorem 4.3 could turn out to be weak.
The dots instead denote saddle-node bifurcations. Plot (e) shows the numerical simulations of the frequency
response for the perturbed system at ε = 0.0025. The horizontal axis displays the normalized frequency and
the vertical one the distance from the conservative backbone curve.
where q, p ∈ R3, k = 1, a = −1/2, b = 1 and α, ε > 0. We expect the appearance of isolas in
the frequency response, at least for small ε. Indeed, as the forcing amplitude is controlled by q3,
it is necessary to exceed a threshold on the motion amplitude for the work done by the forcing to
overcome the dissipated energy by the damping.
For the conservative limit of the system, the origin is the unique fixed point1 and no resonances
occur among its linearized frequencies. Thus, three families of periodic orbits emanate from the ori-
gin [30], and they can be parametrized with the value of the first integral h. We focus on detecting
perturbed solutions arising from the lowest-frequency family. We denote by ω(h) the frequency of
the periodic orbits in this family normalized by the linear limit at h = 0, i.e. ω(h) = T (0)/T (h). When
performing numerical continuation, the first family is 1-normal and satisfies assumptions (A.2) and
(A.3) of section 3 for 1 < ω(h) < 1.165, which is our frequency range of interest. The backbone curve
for this family is illustrated in Fig. 4a in terms of the normalized frequency and the maximum ampli-
1The origin is the only point at which the potential is stationary. This condition is expressed by the following equations:
q3 = q2, q2 = q1, q1(q
2
1 − q1/2 + q1/3) = 0.
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tude of the coordinate q3 along periodic orbits, denoted by max |q3|. This backbone curve displays a
hardening trend, i.e., ω′(h) > 0, T ′(h) < 0. Figures 4b and 4c respectively show the trend of real and
imaginary parts of the Floquet multipliers of the family.
We select a perturbation in Eq. (21) to satisfy the assumptions of Proposition 4.4, so that the
volume contractionsCV are always positive. Moreover, the forcing corresponds to the sixth harmonic
approximation of a square wave with unit amplitude and period 2pi/Ω. We now examine via our
Melnikov approach perturbed periodic orbits when the forcing period is in 1 : 1 resonance with the
period of the orbits of the first family, thus we set Ω = 2pi/T (h). Sweeping through the family, we
evaluate the Melnikov function on every orbit and hence construct a scalar function M1:1(θ, h, α),
using the phase θ = 2pis/T (h) instead of the shift s.
Figure 4d shows the zero level set of M1:1(θ, h, 0.121), in blue, and of M1:1(θ, h, 0.141), in red,
plotted in the plane (θ, ω). Solid lines indicate zeros in θ with ∂θM1:1 < 0, while dashed ones indicate
zeros with ∂θM1:1 > 0. According to Theorem 4.2, the latter zeros predict unstable perturbed periodic
orbits, while the former predict asymptotically stable ones Theorem 4.3. However, there are conser-
vative orbits of the family that either feature a pair of Floquet multipliers related to the normal space
equal to −1, or have two coincident complex conjugated pairs of Floquet multipliers (cf. Figs. 4b,c).
At these resonances, Theorem 4.3 is not applicable and hence the prediction of asymptotic stability
could fail in the vicinity of these orbits, shown with faded solid lines in Fig. 4d. Moreover, the dots
in Fig. 4d depict quadratic zeros with respect to θ of M1:1 at which saddle-node bifurcations occur.
From lower to higher frequencies for α = 0.121, the Melnikov has two quadratic zeros when Ω ≈
1.01. Aferwards, they evolve as four simple zeros, then the internal pair collapses in a quadratic zero
and the remaining zeros persist until Ω(h) ≈ 1.158. For this value of α, the multiharmonic, parametric
forcing of Eq. (21) generates an inverse cup-shaped isolated response curve. In contrast, two disjoint
isolas exist when damping is increased at α = 0.141. These predictions are confirmed via direct
numerical simulations of the perturbed system in Fig. 4e for ε = 0.0025, plotted with corresponding
colors. Here we depict the frequency response by showing the distance, in terms of the amplitude
max |q3|, to the conservative (isochronous) limit. When interpreting these results, one has to recall
from [9] that the Melnikov function is the leading-order approximation of the bifurcation function
governing the persistence problem. Hence, the level sets in Fig. 4b are approximate ones and, in
particular, the symmetric appearance of zeros will be, generically, destroyed in the full bifurcation
function.
6 Conclusion
We have developed an analytical approach to determine the stability of forced-damped oscillations of
nonlinear, multi-degree-of-freedom mechanical systems. Specifically, by studying these motions as
perturbations from conservative backbone curves, we have complemented the existence results of [9]
with further results on the stability of the periodic forced-damped response. Other than the Melnikov
function (which also predicts persistence), the frequency variation within the limiting conservative
periodic orbits and the nonlinear damping rates (or volume contractions) play a role in the assesment
of stability. These damping rates provide estimates for the Floquet multipliers of the forced-damped
response, thereby predicting stability of perturbed trajectories from their conservative limit.
After proving the method in a general setting, we verified our analytical predictions on two
specific examples. In the first, we studied subharmonic resonances with external forcing in a gy-
roscopic two-degree-of-freedom system considering two damping mechanisms. Even though these
latter dissipate the same amount of energy along the conservative limit, their stability indicators (and
potentially their basins of attraction) are different. In the second example, we considered the case of
parametric forcing on a three-degree-of-freedom oscillator with mass-proportional damping. By con-
sidering multi-harmonic excitation, we have successfully described the generation and the stability
of periodic trajectories that lie on exotic isolas of the frequency response.
When the mechanical system has only one degree of freedom, the conditions we derived coin-
cide with prior analyses of [20, 35]. Our results are also consistent with numerical and experimental
observations reported in available studies [2–8,10–18], in that they are able to explain hysteresis of fre-
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quency responses in mechanical systems as well as other stability or bifurcation phenomena. From a
numerical perspective, being able to make predictions based on the conservative limit alone can lead
to major savings in computational time when analyzing weakly-damped systems with a large num-
ber of degrees of freedom. Moreover, our analytic stability criteria may help in overcoming potential
issues with numerical methods, such as computational complexity and convergence problems.
A Proofs of the main results
In this section, we adopt the assumptions of section 4 and derive an approximation for the Floquet
multipliers of the non-autonomous periodic orbit Zε, to be used for the stability assessment [20,
47, 48]. This orbit solves system (5) with δ(ε) = mτ/l + ετ˜ + o(ε) and has initial condition ξ(ε) =
z + εz˜ + o(ε).
We aim at analyzing the evolution of the Floquet multipliers of Zε from those of its conservative
limit Z . Since we rely on the linearized flow and look at the O(ε)-perturbation as in the next lemma,
our stability assessment is valid in a small neighborhood of z and for ε small enough.
Lemma A.1. The monodromy matrix P (ε) = X(lδ(ε); ξ(ε), T (ε), ε) of Zε is approximated at order O(ε2)
by the following expansion
P (ε) = Π + εΠ
(
Ψm:lH + Ψ
m:l
g
)
+O(ε2), (22)
where
Ψm:lH =
∫ mτ
0
X−10 (t; z)JD
3H(x0(t; z), x1(t; z, z˜))X0(t; z)dt,
x1(t; z, z˜) = X0(t; z)z˜ +X0(t; z)
∫ t
0
X−10 (s; z)g(x0(s; z), s;mτ/l, 0)ds,
Ψm:lg =
∫ mτ
0
X−10 (t; z)∂xg(x0(t; z), t;mτ/l, 0)X0(t; z)dt.
(23)
Proof. The smoothness assumption for the vector fields involved are sufficient to approximate the so-
lutions of systems (5) and (7) at O(ε2). The periodic orbit Zε is approximated by x0(t, z) + εx1(t; z, z˜),
where x1(t; z, z˜) solves the initial value problem
x˙1 = JD
2H(x0(t; z))x1 + g(x0(t; z), t;mτ/l, 0), x1(0) = x1(mτ) = z˜. (24)
By substituting x = x0 + εx1, X = X0 + εX1 and δ = mτ/l + O(ε) in system (7) and expanding the
equation, one obtains at O(ε) the following initial value problem
X˙1 = JD
2H(x0(t; z))X1 +
(
JD3H(x0(t; z), x1(t; z, z˜)) + ∂xg(x0(t; z), t;mτ/l, 0)
)
X0(t; z),
X1(0) = 0,
(25)
whose analytical solution, expressed by Lagrange’s formula [47], at time mτ is the O(ε)-term in Eq.
(22).
A.1 Some results in linear algebra
We now introduce some factorization results exploiting the properties of the symplectic group, de-
noted Sp(2n,R). The next lemma characterizes the relation between strongly invariant subspaces
related to Π, as defined in section 4.
Lemma A.2. Let Π ∈ Sp(2n,R) and assume that Π has two distinct strongly invariant subspaces V andW of
dimensions 2v and 2w, respectively. Let these subspaces be represented by RV ∈ R2n×2v and RW ∈ R2n×2w,
respectively, so that, for a unique BV ∈ R2v×2v and BW ∈ R2w×2w, the following identities hold:
ΠRV = RVBV , ΠRW = RWBW . (26)
Then:
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(i) R>V JRW = 0 and R
>
WJRV = 0,
(ii) R>V JRV and R
>
WJRW are invertible.
Proof. We first prove statement (i). Recalling the standard symplectic identity Π>JΠ = J , we find
R>V JRW = (ΠRVB
−1
V )
>ΠRWB−1W = B
−>
V Rv
>Π>JΠRWB−1W = B
−>
V Rv
>JRWB−1W . (27)
By denotingA = R>V JRW and considering the leftmost and the rightmost sides of Eq. (27), we obtain
a homogeneous Sylvester equation
B>VA = AB
−1
W . (28)
The eigenvalues of B>V are equal to those of BV . Since Π is symplectic and by Definition 4.1, B
−1
W and
BW have identical eigenvalues as well. By assumption, the eigenvalues of BV and BW are distinct.
Hence,B>V andB
−1
W have no common eigenvalue, which implies that Eq. (28) has the unique solution
A = R>V JRW = 0 (see Chapter VIII in [64]). Transposing A and using the identity J
> = −J , one also
gets that R>WJRV = 0.
We now prove statement (ii). Since V andW correspond to the direct sums of spectral subspaces
(sometimes called root spaces) of distinct eigenvalues of Π, we have that, by construction, V ∩W = ∅
(see Theorem 2.1.2 in [65] for a proof). By letting Y = V ⊕W , we then define the linear map AV :=
R>V J and we analyze its restriction to Y , i.e. AV |Y : Y → R2v. Since the kernel of this map is W ,
then its image must have dimension dim(Y) − dim(W) = 2v by the rank-nullity theorem. Hence,
AVRV = R>V JRV is invertible. An analogous reasoning holds for the linear map AW := R
>
WJ .
The next result follows as a consequence of Lemma A.2.
Lemma A.3. Let Π ∈ Sp(2n,R) and assume Π has two distinct strongly invariant subspaces V and W be
such that V ⊕ W = R2n. Denote by 2v the dimension of V and let these subspaces be spanned by a linear
combination of the columns in RV ∈ R2n×2v and RW ∈ R2n×2(n−v), respectively. Define the symplectic left
inverse matrices for RV and RW respectively as
SV = (R>V JRV)
−1R>V J, SW = (R
>
WJRW)
−1R>WJ. (29)
Then, the following factorization holds
R−1 =
[
SV
SW
]
, R =
[
RV RW
]
, R−1ΠR =
[
BV 0
0 BW
]
, (30)
where the eigenvalues of BV ∈ R2v×2v are distinct from those of BW ∈ R2(n−v)×2(n−v).
We also remark that one can obtain from Eq. (30) the further identities
SVΠ = BVSV , SWΠ = BWSW . (31)
We will also need the next result.
Lemma A.4. Let A ∈ R2n×2n and let V be a strongly invariant subspace for Π. Let the columns of RV ∈
R2n×2v be a basis for V and let SV be the symplectic left inverse of RV . Then
trace(SVARV) =
1
2
trace
(
SV(A− JA>J)RV
)
. (32)
In particular, if A = JAˆ where Aˆ is symmetric, then trace(SVARV) = 0.
Proof. Recall that J>J = I and that, for arbitrary matrices A1 and A2, trace(A1A2) = trace(A2A1) as
well as trace(A1) = trace(A>1 ). Equation (32) holds because
trace(SVARV) = trace
(
(R>V JRV)
−1R>V JARV
)
= trace
(
((R>V JRV)
−1R>V JARV)
>
)
= trace
(
R>VA
>J>RV(R>V JRV)
−>
)
= trace
(
R>VA
>J>RV((R>V JRV)
>)−1
)
= trace
(
R>VA
>J>RV(R>V J
>RV)−1
)
= trace
(
(R>V J
>RV)−1R>VA
>J>RV
)
= trace
(
(R>V JRV)
−1R>VA
>JRV
)
= trace
(
(R>V JRV)
−1R>V JJ
>A>JRV
)
= trace(SVJ>A>JRV) = −trace(SVJA>JRV).
(33)
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The last statement can be found by direct substitution of A = JAˆ in Eq. (32).
A.2 Perturbation of the Floquet multipliers
We now apply the results in section A.1 to the initial perturbation expansion and we use the following
definition from [51].
Definition A.1. Let v, w be aribitrary integers, Bv ∈ Rv×v and Bw ∈ Rw×w. The separation of Bv and Bw
with respect to an arbitrary norm || · || is defined as
sep(Bv, Bw) := min
Y ∈Rw×v :||Y ||=1
||Y Bv −BwY ||. (34)
We remark that sep(Bv, Bw) 6= 0 if and only if the eigenvalues of Bv are different from those of
Bw. We can then state the next fundamental result.
Theorem A.5. Consider the perturbation expansion of Lemma A.1 and the setting of Lemma A.3. If ε <<
sep(BV , BW), then the eigenvalues of P (ε) coincide with the eigenvalues of the matrices
BV
(
I + εSV(Ψm:lH + Ψ
m:l
g )RV
)
+O(ε2), BW
(
I + εSW(Ψm:lH + Ψ
m:l
g )RW
)
+O(ε2). (35)
Proof. We use the shorthand notation Ψ = Ψm:lH + Ψ
m:l
g . We then define the matrix
A(ε) = R−1P (ε)R = R−1ΠR+ εR−1ΠΨR+O(ε2) =
[
BV(I + εΨV) BVεΨVW
εBWΨWV BW(I + εΨW)
]
+O(ε2), (36)
where, exploiting the identities in Eq. (31), we used the notation
ΨV = SVΨRV , ΨVW = SVΨRW , ΨWV = SWΨRV , ΨW = SWΨRW . (37)
Note that, by similarity,A(ε) has the same spectrum as P (ε). Since the eigenvalues ofBV are different
from those of BW , Corollary 2.4 in [51] guarantees, for ε small enough, the existence of a strongly
invariant subspace for A(ε) whose coordinates can be described by the asymptotic expansion
V (ε) =
[
I
ε (sep(BV , BW))−1WV (ε)
]
, (38)
which is justified if ε << sep(BV , BW) and for a unique WV : R → R2(n−v)×2v. This result holds as
a consequence of the implicit function theorem. By similarity, the strongly invariant subspace V for
P (0) = Π persist as Vε for P (ε) and Vε is described by the columns of the product RV (ε). Then, the
invariance relation A(ε)V (ε) = V (ε)BV (ε) holds for a unique BV : R → R2v×2v whose eigenvalues
are the ones related to Vε. By using this invariance relation, one obtains[
BV(I + εΨV)
εBWΨWV
]
+O(ε2) =
[
BV (ε)
ε (sep(BV , BW))−1WV (ε)BV (ε)
]
. (39)
An analogous discussion also applies toW , so the claim is proved.
This result always holds asymptotically, but we have highlighted the fact that ε should stay below
a critical threshold which guarantees that the eigenvalues related to Vε and toWε remain separated.
The references [49, 51] establish non-asymptotic bounds for this kind of perturbations.
Next, we show an important consequence of Lemma A.4.
Lemma A.6. Let V be a strongly invariant subspace for Π, let the columns of RV ∈ R2n×2v span V and let
SV be the symplectic left inverse of RV . Then, we have
det
(
BV
(
I + εSV(Ψm:lH + Ψ
m:l
g )RV
)
+O(ε2)
)
= 1− εmτvCV +O(ε2) (40)
where the value CV is defined in Eq. (14).
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Proof. We recall that det(BV) = 1 by definition and the identity Dεdet(A(ε)) = trace (A∗(ε)DεA(ε)),
also called Jacobi formula, which holds for some smooth matrix family A(ε) with A∗(ε) being the
adjugated matrix of A(ε). Since the determinant of a product of square matrices is equal to the
product of their determinants, one obtains the Taylor expansion
det
(
BV
(
I + εSV(Ψm:lH + Ψ
m:l
g )RV
)
+O(ε2)
)
= det
(
I + εSV(Ψm:lH + Ψ
m:l
g )RV +O(ε
2)
)
= 1 + εtrace
(
SV(Ψm:lH + Ψ
m:l
g )RV
)
+O(ε2).
(41)
By linearity, the O(ε)-term above can be split in trace
(
SVΨm:lH RV
)
+ trace
(
SVΨm:lg RV
)
and we now
prove that the first of these traces vanishes. Indeed, the third derivative in Ψm:lH can be expressed as
JD3H(x0(t; z), x1(t; z, z˜)) =
n∑
k=1
∂
∂xk
(
JD2H(x)
)∣∣∣
x=x0(t;z)
xk,1(t; z, z˜) =
n∑
k=1
JAk(t)xk,1(t; z, z˜), (42)
where the scalars xk,1(t; z, z˜) identify the components of the curve x1(t; z, z˜) and the matrix families
Ak(t) are symmetric. Recalling the identity X−10 (t; z) = JX
>
0 (t; z)J
> [40], we can therefore write
Ψm:lH =
∫ mτ
0
n∑
k=1
X−10 (t; z)JAk(t)X0(t; z)xk,1(t; z, z˜)dt
= J
∫ mτ
0
n∑
k=1
X>0 (t; z)Ak(t)X0(t; z)xk,1(t; z, z˜)dt = JAˆ,
(43)
where Aˆ is still symmetric. Thus, by Lemma A.4, trace
(
SVΨm:lH RV
)
= 0 and, by linearity,
trace
(
SVΨm:lg RV
)
= trace
(
SV
∫ mτ
0
X−10 (t; z)∂xg(x0(t; z), t;mτ/l, 0)X0(t; z)dtRV
)
= −mτvCV .
(44)
A.3 Proof of the main theorems
Proof of Theorem 4.2. We will use the shorthand notation Ψ = Ψm:lH + Ψ
m:l
g . Let us start with statement
(ii). For ε sufficiently small, Theorem A.5 guarantees that, to unfold the evolution of some Floquet
multipliers, it is sufficient to study the 2v eigenvalues µk(ε) of BV (I + εSVΨRV) + O(ε2) related to
some unperturbed, strongly invariant subspace V . According to Lemma A.6 and due to the fact that
the determinant is equal to the product of the eigenvalues, we have
2v∏
k=1
µk(ε) = det
(
BV (I + εSVΨRV) +O(ε2)
)
= 1− εmτvCV +O(ε2). (45)
Thus, for ε > 0 small enough and CV < 0, there exist at least one index k˜ for which |µk˜(ε)| > 1, that
implies instability.
We then prove statement (i), for which the discussion is more involved. As a basis for the tan-
gent space T , we choose the vector field JDH(z) and a vector b(z) ∈ T orthogonal to JDH(z) and
normalized such that 〈b(z), DH(z)〉 = 1. From Proposition A.1 in [9], the following identities hold
Πm(z)JDH(z) = JDH(z), Πm(z)b(z) = b(z)−mT ′(h)JDH(z), (46)
where h = H(z). Denoting RT = [JDH(z) b(z)] and a = mT ′(h), from Eq. (46) the symplectic left
inverse of RT and their relative block BT read
ST =
[
Jb(z) DH(z)
]>
, BT =
[
1 −a
0 1
]
. (47)
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According to Theorem A.5, to evaluate the perturbation of these coincident Floquet multipliers of the
conservative limit, we need to study the eigenvalues (µ1(ε), µ2(ε)) of the perturbed block
BT (I + εST ΨRT ) +O(ε2) =
[
1 + ε(a11 − aa21) −a+ ε(a12 − aa22)
εa21 1 + εa22
]
+O(ε2), (48)
where we denoted ajk the components of the matrix SVΨRV . These eigenvalues are expressed as
λ1,2 = 1 + ε
a11 + a22 − aa21
2
±√ε√−aa21 + o(ε). (49)
The value aa21 = mT ′(h)a21 acts as discriminant and we later prove that a21 = M ′m:l(0). Thus,
if T ′(h)M ′m:l(0) < 0 and ε > 0, then there exists a real eigenvalue greater than 1, which implies
instability as in statement (i) of the Theorem for small ε > 0. Conversely, the two eigenvalues are
complex conjugated for small ε > 0 whose squared modulus, using Lemma A.6, reads
µ1(ε)µ2(ε) = |µ1(ε)|2 = det
(
BT (I + εST ΨRT ) +O(ε2)
)
= 1− εmτCT +O(ε2). (50)
If CT < 0, the two eigenvalues evolve as a complex conjugated couple outside the unit circle in the
complex plane for small ε > 0, proving then statement (i).
We now show that a21 = 〈DH(z),ΨJDH(z)〉 = DMm:l(0) = M ′m:l(0). We first recall the following
identities (see [9, 48] for a proof):
X0(t; z)JDH(z) = JDH(x0(t; z)), DH(z)X
−1
0 (t; z) = DH(x0(t; z)). (51)
We also recall the fact that the gradient of the first integral solves the adjoint variational equation of
the conservative limit (see Proposition 3.2 in [66] for a proof), i.e.,
Dt
(
DH(x0(t; z))
)
= −DH(x0(t; z))JD2H(x0(t; z)). (52)
Exploiting Eq. (51), one obtains
〈DH(z),ΨJDH(z)〉 =
∫ mτ
0
〈
DH(x0(t; z)),
(
JD3H(x0(t; z), x1(t; z, z˜))+
+∂xg(x0(t; z), t;mτ/l, 0)
)
JDH(x0(t; z)
〉
dt
(53)
and by taking the time derivative of the ODE in Eq. (24), one has the identity(
JD3H(x0(t; z), x1(t; z, z˜)) + ∂xg(x0(t; z), t;mτ/l, 0)
)
JDH(x0(t; z)) =
x¨1(t; z, z˜)− JD2H(x0(t; z))x˙1(t; z, z˜)− ∂tg(x0(t; z), t;mτ/l, 0).
(54)
Substituting the latter result in Eq. (53), one can use integration by parts to obtain
〈DH(z),ΨJDH(z)〉 =−
∫ mτ
0
〈
Dt
(
DH(x0(t; z))
)
, x˙1(t; z, z˜)
〉
dt+
−
∫ mτ
0
〈
DH(x0(t; z)), JD
2H(x0(t; z0))x˙1(t; z, z˜)
〉
dt+
−
∫ mτ
0
〈
DH(x0(t; z)), ∂tg(x0(t; z), t;mτ/l, 0)
〉
dt,
(55)
where we also used the fact that 〈DH(x0(t; z)), x˙1(t; z, z˜)〉 is mτ -periodic. Moreover, the first two
integrals cancel out due to Eq. (52) and one finds
a21 = 〈DH(z),ΨJDH(z)〉 = −
∫ mτ
0
〈
DH(x0(t; z)), ∂tg(x0(t; z), t;mτ/l, 0)
〉
dt = M ′m:l(0), (56)
according to the definition of Remark A.4 in [9].
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Proof of Theorem 4.3. We prove asymptotic stability by showing that under the conditions of the the-
orem all the Floquet multipliers lay within the unit circle in the complex plane for ε > 0 sufficiently
small.
Condition (i) may be derived directly from the proof of Theorem 4.2. Indeed, in this case the two
eigenvalues equal to +1 evolve as a complex pair with modulus less than 1, cf Eq. (50).
By assumption, the complex conjugated complex pairs related to the normal space are distinct for
ε = 0, so we can iteratively apply Theorem A.5 considering V as each of the 2-dimensional strongly
invariant subspacesNk for k = 1, ..., n− 1. Moreover, these eigenvalue pairs persist as complex ones
since P (ε) is real, so it is sufficient to evaluate their squared modulus to evaluate whether they move
inside or outside the unit circle of the complex plane. As done in the proof of Theorem 4.2, this can be
estimated as 1− εmτCNk at first order. Hence, all the eigenvalues of the normal space have modulus
lower than 1 if all the n− 1 volume contractions related to the subspaces Nk are positive.
We remark that, for the estimates of the last theorem to be valid, the value of ε must be much
smaller than the minimal separation between the pairs of eigenvalues of Π. In particular, in the
vicinity of bifurcation or crossing points, these approximations may turn out to be weak.
Remark A.1. If the unperturbed system is not in Hamiltonian form, then one can still prove that the
quantity T ′(h)M ′m:l(0) governs the stability in the tangential directions. However, the formulas for
the volume contractions are more complicated in this case. The Hamiltonian form provides drastic
simplifications so that these contractions only depend on the pullback of the linear vector field ∂xg
under X0. Moreover, all the results we have proved in these sections, also apply to more general
perturbations of Hamiltonian systems rather than the specific form we assumed in section 2.
A.4 Proof of Proposition 4.4
Proof. With the shorthand notation
∂qQ = ∂qQ(q0(t; z), F (q0(t; z), p0(t; z)), t;mτ/l, 0),
∂pQ = ∂pQ(q0(t; z), F (q0(t; z), p0(t; z)), t;mτ/l, 0),
(57)
we split
∂xg(x0(t, z), t;mτ/l, 0) =
[
0 0
∂qQ ∂pQ
]
= JAq(t) +Ap(t),
Aq(t) =
[−∂qQ 0
0 0
]
, Ap(t) =
[
0 0
0 ∂pQ
]
,
(58)
so that, using Eq. (32), we have
CV = − 1
2mτv
∫ mτ
0
trace
(
SVX−10 (t; z)
(
JAq(t)− JA>q (t)
)
X0(t; z)RV
)
dt
− 1
2mτv
∫ mτ
0
trace
(
SVX−10 (t; z)
(
Ap(t)− JA>p (t)J
)
X0(t; z)RV
)
dt.
(59)
For Aq(t) = A>q (t), the first of the integrals above vanishes. By using the fact that
Ap(t)− JA>p (t)J =
[
∂pQ
> 0
0 ∂pQ
]
, (60)
and by substituting ∂pQ = −αI , we obtain CV = α as claimed. This result agrees with the symmetry
property of the Lyapunov spectra of conformal Hamiltonian systems [67].
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