MT is far more common than previously suspected, highlighting the potential 29
led to models in which the center and the surround differ in size and strength (e.g., 47 DeAngelis et al., 1992) and interact through subtractive or divisive operations, with the 48 two formalizations yielding very similar conclusions (Cavanaugh et al., 2002 ). An 49 important property of these models is that the center and the surround have differential 50 contrast sensitivity, so that the influence of the surround changes with contrast (Sceniak  51  et Compared to their thalamic inputs, V1 neurons exhibit contrast response functions 55 that are quite nonlinear, particularly in those neurons that project to the most thoroughly 56 studied extrastriate region, the middle temporal area (MT; Movshon and Newsome, 57 1996) . In MT approximately 50% of the neurons exhibit surround suppression that 58 weakens substantially at very low contrast (Pack et al., 2005) . However no study has 59 fully characterized the strength of surround suppression as a function of stimulus contrast 60 in MT. This manipulation is particularly important, as the nonlinear contrast sensitivity 61 in the inputs to MT makes it difficult to predict how the two receptive field components 62 will shape MT responses to any particular stimulus. 63
Here we have measured the contrast sensitivity of MT neurons to stimuli of 64 varying sizes. We find that many MT neurons that would be classified as lacking 65 surround suppression at high contrast exhibit significant surround suppression at 66 intermediate contrasts. We show with a simple model that this phenomenon can result 67 from the nonlinear contrast sensitivity of MT inputs.
In particular, our model shows how 68 high contrast sensitivity in the surround can actually reduce surround suppression under 69 the stimulus conditions typically used to study MT neurons. We conclude that surround 70 suppression in MT is more common than previously suspected and that the different cell 71
classes observed with high-contrast stimuli are likely to reflect the nonlinear sensitivity of 72 surround mechanisms. 73 74 Methods
75
Animal preparation.
76
Two male rhesus macaque monkeys underwent a sterile surgical procedure to implant a 77 headpost and recording cylinder. Following recovery, monkeys were seated comfortably 78 in a primate chair (Crist Instruments) and trained to fixate a small red spot on a computer 79 monitor in return for a liquid reward. Eye position was monitored at 200 Hz with an 80 infrared camera (SR Research), and required to be within 2° of the fixation point in order 81
for the reward to be dispensed. All aspects of the experiments were approved by the 82 Animal Care Committee of the Montreal Neurological Institute, and were in compliance 83 with regulations established by the Canadian Council on Animal Care. 84 We recorded from well-isolated single neurons in area MT. Single waveforms 85
were sorted online and then re-sorted offline, using spike-sorting software (Plexon, Inc). 86
Area MT was identified based on anatomical MRI scans, the prevalence of direction-87 selective neurons, and on the correlation between receptive field size and eccentricity. 88
Following our initial exploration of MT in each monkey, subsequent recordings were 89 targeted preferentially toward sites where we found neurons with small receptive field 90 eccentricities. This allowed us to explore the surrounds more fully in the context of a 91 visual display monitor of limited size. 92
Procedure and Visual Stimuli 94
Once a neuron was isolated, we first determined its preferred direction of motion 95 manually by presenting a moving bar and we delimited the visual area that was 96 responsive to the stimulus. Next, we determined the center of the receptive field by 97 moving a small drifting grating inside the receptive field and by identifying the area 98 where the stimulus evoked the strongest activity. We then manually fine-tuned the 99 grating parameters to determine the optimal size. The preferred speed was obtained by 100 first manually picking the spatial frequency and then adjusting the temporal frequency to 101 evoke the strongest activity from the neuron. Subsequently, we obtained a direction 102 tuning measurement with the optimal drifting sinusoidal grating stimulus centered on the 103 receptive field. Prior to motion onset, the grating remained stationary for 200 or 250 ms, 104 after which it began moving in 1 of 12 randomly interleaved directions spaced around the 105 circle at 30° intervals for either 400 (n=108) or 500 ms (n=63). The grating stimuli prior 106 to motion onset and during motion were oriented orthogonally to the direction of motion. 107
For the main experiment we tested each cell with grating stimuli moving at the preferred 108 speed and in the preferred direction, as determined from the direction tuning curve. The 109 stimulus duration for the size tuning experiments was the same as that used for the 110 direction tuning. On each stimulus presentation, the stimulus radius was chosen from a 111 range of possible values (2-17 or 1-15 degrees in steps of 3 or 2 degrees respectively) and 112
contrasts ( A change in the strength of surround suppression must be driven by changes in the firing 287 rates at the optimal or largest stimulus sizes, but the SI metric does not distinguish 288 between these two types of influences. However, the distinction is important, as it bears 289 on the nature of the mechanisms underlying center-surround interactions in MT. One 290 possibility is that increasing stimulus contrast increases the firing rate by roughly the 291 same amount at all stimulus sizes (Figure 2a ), which would lead to a rather trivial 292 explanation for the effects shown in Figure 1b . Specifically, adding a constant to the 293 numerator and denominator of the SI computation (equation 3) would cause the ratio to 294 tend towards unity, which would lead to lower SIs for higher contrasts. 295
The other possible explanations involve differential modulation of the firing rate 296 at optimal and large stimulus sizes as contrast is increased. Previous work has provided 297 evidence that increasing the contrast can decrease the responses to large stimuli in MT 298 (Pack et al., 2005) , so if a similar result were found for optimal stimulus sizes ( Figure  299 2b), it might explain the results described in Figure 1b . The last possibility is that 300 increasing contrast increases the responses to the largest stimuli, but not to the optimal 301 stimuli, which would lead to a lower SI (Figure 2c ). 302
The responses of the example cell in Figure 1a are consistent with the last of these 303 hypotheses. Here, the response to a stimulus of optimal size (2 o radius) is roughly the 304 same for 5% and 100% contrast. However, the response to the largest size (17 o ) is highly 305 dependent on contrast, being smaller for the intermediate than for the high contrast 306 condition. Thus the stronger surround suppression observed at intermediate contrast 307
appears to be due to a differential effect of contrast at small and large stimulus sizes. 308
In order to examine this point in more detail, we used the DOG fit from the 309 neurons shown in Figure 1b , and computed the difference in responses of the DOG fit 310 from intermediate to high contrast at the largest size. We then plotted this value on the y-311 axis of Figure 2d against the analogous value for the optimal size. Here, the figure shows 312 that the majority of the points from the non-suppressed category (purple dots, n=66) lie 313 above the diagonal line, suggesting that an increase in contrast produces larger changes at 314 the largest size than at the optimal size (paired t-test p < 0.001). This trend is not 315 significant for the surround-suppressed cells (green dots; paired t-test p = 0.27, n=67). 316
The fact that contrast had less effect on the responses to smaller stimuli may 317 indicate that the firing rate was near saturation or had saturated (horizontal dashed line in 318 Figure 2c ), and this nonlinearity might provide an explanation for our results. However, 319
for 11 of the cells that became surround-suppressed only at intermediate contrast (purple 320 dot inside the circles), the activity at the optimal size decreased as contrast increased (see 321
Supplemental Figures 4a and 4b for example cells). To investigate this idea further, we 322 also plotted the surround index only for those cells whose peak responses did not occur at 323 the highest contrast (n=49). The results again showed stronger surround suppression at 324 intermediate contrast ( Supplementary Figure 1d) , ruling out the response saturation 325 explanation. 326
For some neurons, including the one shown in Figure 1b , the peak response at 327 high contrast occurred for the smallest stimulus size tested. Consequently the estimates 328 of the sizes of their receptive field centers were poorly constrained, and it is possible that 329 high-contrast surround suppression was underestimated for these neurons. However, 330
analysis of the subpopulation of MT neurons for which the peak response occurred at 331
intermediate The previous section showed that MT neurons that appear to lack surround suppression 338 for stimuli of very high contrast often exhibit surround suppression for intermediate 339 stimulus contrasts, and that this effect is driven primarily, though not exclusively, by 340 stronger contrast response modulation for the largest stimuli. In order to understand the 341 mechanisms that might be responsible for these results, we devised a model in which the 342 responses of each neuron were attributable to the interaction of a receptive field center 343 and surround (see Methods for details). The model involved parameters that 344 corresponded to the size and contrast response of each component (center and surround). 345
The interaction between the center and surround was modeled via subtraction, although 346 we have verified that similar results with respect to all of the main findings reported here 347 are obtained with a divisive model. figure. This suggests that the surround has a much larger spatial extent than the center. 376
For clarity, the contrast response functions for the largest size and optimal size are 377 replotted in Figure 4b and 4c respectively. Figure 4d plots the difference between the 378 model center and surround contrast response functions and the measured responses at the 379 optimal (thin line and open circles) and largest (thick line and solid dots) stimulus size. 380
For the largest stimulus size (Figure 4b) , the contrast at which the response begins 381 to increase for the surround is reasonably similar to that of the center, with the two 382 components having C 50 values (defined in Methods, equation 9) of 5.3 and 3.6 for the 383 (red and blue circles). However, the center and the surround differ more strongly in the 384 slopes of their contrast response functions: While the center contrast response function 385 rises gradually (n = 1.14), that of the surround increases rapidly (m = 2.26) and saturates 386 at a lower contrast, as shown by the dashed vertical lines in Figure 4a . As the center 387 response continues to increase with contrast beyond this point, the cell exhibits stronger 388 responses at high contrast ( Figure 4d ; thick line). 389
Conversely, for the optimal stimulus size (Figure 4c ), the surround only exerts its 390 suppressive influences at higher contrasts (C 50 = 26.2), while the contrast response of the 391 center changes little compared to that at the largest size (C 50 = 5.4). As contrast 392 increases, the neuron is therefore modulated only by excitatory input up to approximately 393 10% contrast, at which point the surround begins to respond. In summary, at optimal 394 stimulus size, the neuronal response first increases rapidly with contrast, but levels off at 395 intermediate contrast, while for the largest stimulus, it continues to increases across the 396 range of contrasts. 397 Figure 4e shows the contrast responses of the center and the surround for another 398 example neuron (raw data shown in Figure 3b , R 2 = 0.90) that was classified according to 399 standard criteria as surround-suppressed. For large stimuli the center (dark red line) and 400 surround (dark blue line) responses are nearly parallel across the entire range of contrasts 401 (Figure 4f ), suggesting that the overall response at the largest size was mostly 402 independent of contrast. This is shown clearly in Figure 4h , which plots the difference of 403 the center and surround contrast response functions from the model fit and the actual 404 responses to this neuron (thick line and solid dots). At the optimal size, the inhibitory 405 input is negligible (Figure 4g ). Consistent with these observations, the cell did not show 406 a decrease in the strength of surround suppression from intermediate to high contrasts 407 (SIs of 0.56 and 0.64, respectively). These results were independent of whether or not 408 the spontaneous firing rate was subtracted from the responses prior to calculation of the 409 SI (Supplemental Figure 1f) . 410 411
Interaction of center and surround in MT 412
The preceding analysis suggests that the stronger surround suppression observed at 413 intermediate contrasts results from the leftward shift of the surround contrast response 414 function as size increases, and this is driven by two factors. The first is that larger stimuli 415 are associated with a decrease in the semi-saturation constant, as would be expected from 416 previous studies (Sclar et al., 1990 ). However, this change is greater for the surrounds 417 than for the centers, and this is due simply to the fact that the surrounds are larger and 418 hence more capable of integrating weak signals over space. This result is summarized in 419 Figure 5a for the MT population for which at least 7 different contrasts were tested 420 (n=46). Here the average values of C 50 for the center (red) and the surround (blue) are 421 plotted as a function of stimulus size (equation 9). Note that under conditions in which 422 the contribution of the surround was very small, the value of C 50 becomes 423 uninterpretable; the means in Figure 5a therefore exclude values of C 50 that exceeded 424 100. 425
The second factor is the significantly higher contrast response slope of the 426 surround (m) compared to that of the center (n; paired t-test, p < 0.001, n=18 for non-427 suppressed, and p = 0.0039, n=28 for surround-suppressed cells). For many cells the 428 contrast response of the surround is highly nonlinear, exhibiting saturation at intermediate 429 contrasts (dark blue line in Figure 4a ). Thus beyond a certain contrast, the contribution 430 of the surround is quite limited relative to that of center, which continues to exhibit 431 increasing responses with increasing contrasts. 432
Thus one explanation for the counterintuitive interaction of contrast and size is 433 simply that for many cells, the surround response to a large stimulus saturates at a lower 434 contrast than that of the center. This difference is shown for the example cell by the 435 dashed vertical lines in Figure 4a . To determine if this explanation holds for the 436 population of neurons shown in Figure 5a , we plotted the relative strength of surround 437 suppression for high and intermediate contrasts against the relative saturation points 438 (defined as the contrast for which the response at a given stimulus size reached 90% of its 439 maximum) for the center and surround (Figure 5b ). There is a highly significant 440 correlation (Spearman's rho; r = 0.498, p = 0.007 and r = 0. For the receptive field centers, we found that surround-suppressed cells had lower 467 response thresholds (a 50 , p = 0.02) and higher slope (a n , p < 0.0001; Figure 7a ). In 468 addition, the inhibitory surround baseline of the surround-suppressed cells was also found parameter m, p < 0.0001, Figure 6 ), while the strength of the surround is greater for the 480 surround-suppressed cells (k i , p < 0.0001, Figure 6 ). The center gain parameter was also 481 found to be stronger (k e , p = 0.026, Figure 6 ) for the surround-suppressed cells. 482 483
Temporal dynamics 484 A recent study (Churan et al., 2008) found that surround-suppressed neurons were more 485 effective at discriminating motion direction for briefly presented stimuli. This suggests 486 some potentially interesting temporal dynamics related to surround suppression in MT. 487 We therefore analyzed the temporal responses of 82 neurons for which the stimulus 488 duration was 400 ms (non-suppressed n=36, surround-suppressed n=46). The left panels 489 in Figure 8 show the average temporal responses at the optimal size (red lines; defined as 490 the size at which the response reaches 95% of its peak) and at the largest size (blue lines). 491
For the high-contrast stimuli (bottom row), the onset of motion was followed by a strong 492 transient response, as has been reported previously (Priebe et al., 2002 An interesting consequence of our model analysis is the prediction that the total 504 excitatory and inhibitory input to the suppressed cells should be greater than the total 505 input to the non-suppressed cells. This follows from the fact that the excitatory and 506 inhibitory inputs are stronger for the suppressed cells (Figures 7c and 7d) . Moreover, 507
because the suppressed and non-suppressed form separate clusters within MT (Born and  508 Tootell, 1992; Born, 2000) we would expect this variation in total input to be consistent 509 within area MT over a spatial scale of a few hundred microns (Born, 2000 slightly larger for most contrasts. The second row of Figure 9 shows the mean difference 525 between the excitatory and inhibitory components of our model for the same cells. This 526 represents the output of the model, and not surprisingly, the model output provides a 527 good match to the spiking responses on which its parameters were optimized. 528
The third row of Figure 9 shows the amplitude of the high-gamma LFP recorded 529 simultaneously with the single-unit activity. In contrast to the spiking outputs, the LFP 530 signals recorded at the surround-suppressed sites (green lines) are always larger than 531 those recorded at the non-suppressed sites (purple lines), even for large stimuli (second 532 column). Similar results were obtained for the low-gamma LFPs, while the beta-band 533
LFPs show inhibitory effects that are approximately equal for both suppressed and non-534 suppressed recording sites (Supplemental Figure 6) . The last row of Figure 9 shows the 535 sum (rather than the difference as in the second row) of the contrast response functions 536 for the excitatory and inhibitory receptive field components of our model. Despite this inseparability, many features of the V1 data can be captured by 572 descriptive models with fairly simple components (Cavanaugh et al., 2002) , and this is 573 also the case with our MT data. In particular, our model consists only of a receptive field 574 center and surround that are roughly Gaussian in shape and overlapping in space. Both 575 receptive field components simply sum inputs over space, leading to increased contrast 576 sensitivity with increasing stimulus size. This effect is more pronounced in the surround, 577
as it has access to a larger spatial region over which to integrate the stimulus. 578
One obvious weakness of our model is the assumption of a uniformly distributed 579 radial surround, which is only true for approximately 25% of the neurons in MT (Xiao et  580 al., 1997). Although such asymmetries may be functionally important (Buracas and  581 Albright, 1996), it is unlikely that a more complete mapping of the spatial surround 582 would have changed our conclusions significantly. Previous work has shown that that the 583 fitting errors of the DOG model for neurons with asymmetrical surrounds are not 584 significantly different than the fitting errors for neurons with uniform radial surrounds, 585
suggesting that the DOG model provides a reasonable estimate of the radial distribution 586 of the inhibitory field (Raiguel et al., 1995) . Another weakness of our model is that we 587 did not take into account the potential effects of differential direction selectivity in the 588 two receptive field components. This may be reasonable, as previous work has suggested 589 that the surround is poorly tuned (Hunter and Born, 2011 spatially. However, for our MT population the contribution of the surround is negligible 608 for very small stimuli centered on the receptive field (Figure 7b ). We have interpreted 609 this result based on the notion that the surround has a higher threshold than the center, as 610 in previous work in V1 (Angelucci et al., 2002) . However, an alternative explanation 611 would involve a concentric surround that is not activated until the stimulus extends 612 beyond the receptive field center (Raiguel et al, 1995) . These two possibilities cannot be 613 distinguished based on the current data set. We note, however, that the DOG model with 614 overlapping center and surround provides a more parsimonious account of the complex 615 motion contrast cells reported by Born (2000) . In these neurons, surround suppression is 616 observed for stimuli smaller than receptive field center, as would be expected based on 617 our model. 618
Previous studies have found evidence for the notion that surround-suppressed and 619 non-suppressed MT cells exhibit different anatomical clustering and connectivity (Born 620 and Tootell, 1992; Berezovskii and Born, 2000) in new world monkeys. In old world 621 monkeys the anatomical arrangement is likely to be more complex, but the results of a 622 microstimulation study in the macaque indicate that clustering based 623 on surround strength is likely to be present in that species as well (for a full discussion of 624 these issues, as well as potential species differences, see Born and Bradley, 2005) . Our 625 LFP results (Figure 9 ) are consistent with this idea. In particular, the classification of 626 single-unit recording sites as suppressed or non-suppressed at high contrast predicts the 627 sensitivity of the gamma-band LFPs to stimulus contrast, and this result is consistent with 628 the idea that power in the LFP gamma band reflects both excitatory and inhibitory 629 synaptic currents (Gieselmann and Thiele, 2008 ). Indeed we have found that the gain of 630 center and surround responses tend to covary (Figure 7) , which is likely to reflect a 631 general mechanism for shaping stimulus selectivity (Murphy and Miller, 2009 ). An 632 alternative possibility that is also consistent with our results is that the LFPs over-633 represent inhibitory currents (Henrie and Shapley, 2005) . Although the exact spatial area 634 over which LFPs integrate these inputs is a matter of debate, our results suggest that this 635 integration radius is small enough to preserve functional differences between suppressed 636 and non-suppressed neuronal clusters, which are on the order of a few hundred microns 637 (Born, 2000) . 638 639
Functional implications 640
Born et al. (2000) showed that microstimulation of suppressed and non-suppressed 641 clusters of MT neurons in the macaque yielded opposite effects on pursuit eye 642 movements. These results were consistent with earlier speculation based on anatomical 643 clustering in owl monkeys (Born and Tootell, 1992 ) that surround-suppressed neurons are 644 involved in figure-ground discrimination, while non-suppressed neurons are involved in 645 optic flow processing. Our results are generally consistent with this view, provided that 646 the functional roles are defined with respect to high-contrast stimulation. At intermediate 647 contrasts, the distinction between the two cell classes becomes rather ambiguous (Figure  648 1b), and at very low contrasts surround suppression is weakened considerably (Pack et 649 al., 2005) . Whether the increased suppression found at intermediate contrasts has any 650 functional utility remains to be seen. Theoretical work has shown that MT surrounds 651 could in principle be useful for inferring shape-from-motion (Gautama and Van Hulle,  652 2001), estimating surface geometry (Buracas and Albright, 1996) , and calculating the 653 observer's heading direction (Royden, 2002) . It would be interesting to determine how 654 these functions are affected by contrast manipulations of the kind we have shown to 655 modulate the strength of MT surrounds. 656
Regardless of any potential functional utility, the effects of contrast on surround 657 suppression can emerge from a simple model that takes into account the nonlinear 658 contrast sensitivity of V1 neurons. This nonlinearity in turn is thought to reflect 659 mechanisms of normalization and gain control (Heeger, 1992 ) that are present as early as 660 the magnocellular neurons found in the retina and LGN (Kaplan and Shapley, 1986 ). The 661 fact that the non-monotonic dependence of surround suppression on contrast does not 662 appear in these earlier stages suggests that it results from sequential nonlinear 663 transformations across the visual hierarchy. Importantly, each of these transformations 664 might be quite simple to implement, but the cumulative result in the extrastriate cortex 665 can appear quite complex. Indeed recent modeling work has shown that much of the 666 stimulus selectivity found in the extrastriate cortex can be viewed as relatively simple 667 transformations of appropriately nonlinear approximations of the output of V1 (Rust et  668 focused on comparing perceptual responses to high-and low-contrast stimuli, but a recent 680 study (Betts et al., 2009 ) has found that in older subjects, perceptual surround suppression 681 for motion stimuli is strongest at intermediate contrasts. Thus to the extent that such 682 psychophysical studies provide a measure of inhibitory mechanisms in the brain, it 683 appears that the decline in inhibition seen in some subjects preferentially affects those 684 cells with the strongest inhibitory inputs, causing the perceptual readout to depend more 685 heavily on cells that lack strong suppressive surrounds. In light of these results and the 686 current findings, it would be interesting to reexamine psychophysical correlates of 687 inhibitory influences over a wider range of stimulus contrasts. 688 689 Acknowledgments 690
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