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2.3 The Kwapień and Mycielski Theorems in Banach Spaces . . . . . . . . . . . 22
2.4 Almost Effective Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
CHAPTER 3. EFFECTIVE PAIRS IN HILBERT SPACE . . . . . . . . . . . . . . 27
3.1 Dual Algorithm in Hilbert Space . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Pair Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Relation by a Positive, Invertible T . . . . . . . . . . . . . . . . . . . . . . . 32
3.4 Improving Almost Effective Sequences . . . . . . . . . . . . . . . . . . . . . 38
3.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
iv
CHAPTER 4. EFFECTIVE PAIRS IN BANACH SPACE . . . . . . . . . . . . . . 45
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 Terminology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Duality . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3.1 {gn} and {ψn} Duality . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.2 {g̃n} and {φn} Duality . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.3.3 {gn} and {g̃n} Duality . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 An Informative Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.1 A Theorem in Finite Dimensions . . . . . . . . . . . . . . . . . . . . 82
4.4.2 The Haller and Szwarc Equivalences . . . . . . . . . . . . . . . . . . 85
4.5 A Banach Space Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
APPENDIX A. EXAMPLE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
APPENDIX B. CODE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
v
LIST OF TABLES
Table 4.1 Duality Relationships . . . . . . . . . . . . . . . . . . . . . . . . . . 46
vi
LIST OF FIGURES
Figure 1.1 The Kaczmarz Algorithm in R2 . . . . . . . . . . . . . . . . . . . . 2
Figure 1.2 The Dual Kaczmarz Algorithm in R2 - Convergence . . . . . . . . . 4
Figure 1.3 The Dual Kaczmarz Algorithm in R2 - No Convergence . . . . . . . 4
vii
ACKNOWLEDGEMENTS
I would like to express my deep gratitude to my major professor, Eric Weber, for his
consistent guidance and excellent project ideas. I am also indebted to my 2018 Early
Graduate Research group. Thank you for providing an incredibly positive mathematical
collaboration as well as many valuable content contributions to Chapter 3.
Mathematical effort comprises only part of what is needed to successfully complete a
doctoral degree. Without the incredible belief and support of all of my family—parents,
sisters, and husband—I would not have completed this process. I thank you all. I would
also like to acknowledge our huskies, Balder and Freya, for keeping me active and joy filled
during the final months of writing and researching.
Most importantly, I thank God. Soli Deo gloria!
viii
ABSTRACT
The Kaczmarz algorithm is a versatile and computationally efficient method of recon-
structing vectors in a Hilbert space using inner products against a sequence {en}. If the
algorithm successfully reconstructs any vector in the space, we say that {en} is an effective
sequence. Kwapień and Mycielski provide a twofold criterion for sequences to be effec-
tive. Expanding on these results, Haller and Szwarc present an extensive list of conditions
equivalent to {en} being effective.
Within the context of a Hilbert space, we develop a dualized version of the Kaczmarz
algorithm which is naturally suited for extension to a Banach space. We provide necessary
and sufficient conditions for one part of the Kwapień-Mycielski criterion to be weakly sat-
isfied, ensuring the dense weak convergence of the dualized algorithm in both Banach and
Hilbert space. Furthermore, we show that the equivalences of Haller and Szwarc fail in the
dualized context, instead separating into two sets of equivalent conditions. We conclude
with a presentation of convergence conditions for periodic sequences in a finite-dimensional
Banach space.
1
CHAPTER 1. OVERVIEW
For centuries mathematicians have occupied themselves with the question of solving
systems of linear equations. Although there are many effective methods for solving systems
of reasonable size, many rely on some form of matrix inversion. In general, inverting ma-
trices is computationally expensive, and the algorithms become impractical after a matrix
attains a large enough size. Algorithms which circumvent inversion typically make strong
assumptions on the associated coefficient matrix, limiting applicability and yielding inaccu-
rate results when applied on an inappropriate matrix. In the age of big data, there has been
a renewed interest in algorithms which require minimal computational power and can also
be successfully applied to a broad class of coefficient matrices. In 1937, Stefan Kaczmarz
developed an algorithm for solving a linear system using projections onto successive hyper-
planes ([Kac37]). Figure 1.1 illustrates an application of the Kaczmarz algorithm in R2,
and is a convenient concrete representation to keep in mind while working in more general
spaces. The algorithm is formally constructed as follows:
Definition 1. Let {en} be a sequence of unit vectors in a separable Hilbert space, H.
Define the sequence of approximations {xn} according to the Kaczmarz algorithm, where
x0 = 〈x, e0〉e0
xn = xn−1 + 〈x, en〉en.
(1.1)
If ||xn − x|| → 0 for every x ∈ H, then we say that the sequence {en} is effective.
Consider a linear system represented by Ax = b, where A is a matrix and x and b are
vectors. The Kaczmarz algorithm cycles through the rows of A, using each row to build
a better solution approximation. Kaczmarz showed that, if the rows of A (periodized to
construct the sequence {en}) form a spanning set in the ambient space, then the algorithm
will converge to the solution of the system (provided it is consistent).
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Figure 1.1 The Kaczmarz Algorithm in R2
Kaczmarz was naturally considering relatively small, finite-dimensional systems. His
algorithm escaped largely unnoticed for more than forty years, after which it was adopted
for its convenient applications in computerized tomography and digital signal processing
[GBH70, Nat01]. It was used extensively under the name of ART, or the Algebraic Recon-
struction Technique [GBH70]. About twenty-five years ago, the algorithm enjoyed renewed
attention as people realized its particular utility in solving large systems. Since then, it has
been employed in phase retrieval [JG17, TV18], optimization [NWS14], and learning theory
[KM01]. The versatility of the Kaczmarz algorithm results from its ability to solve a system
while only “seeing” one row of the measurement matrix A at a time, resulting in low mem-
ory usage. In 2001, Kwapień and Mycielski extended the theory of the Kaczmarz algorithm
to infinite dimensions, providing a characterization for the entire class of effective sequences
(sequences which provide convergence in the Kaczmarz algorithm) [KM01]. This character-
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ization was given in terms of a second sequence, {hn}, which together with {en} provided a
resolution of the identity. A few years later, Haller and Szwarc provided yet another charac-
terization in terms of Gram-like infinite matrices [HS05]. Since this time, there have been a
multitude of derivations of the original algorithm, each designed for a slightly different con-
text. In the absence of a consistent system, the Extended Kaczmarz algorithm converges to
the least squares solution of the system in question [EHL81, Tan71]. Various randomization
methods have also been applied to accelerate convergence rates [NT14, NZZ15, SV09]. Re-
cently, variations which lend themselves to distributed data sets have also been developed
[KRS15, HKW19]. In this thesis, we will concern ourselves primarily with the dualized
variation introduced by Kwapień and Mycielski in [KM01] and expanded by Aboud, Curl,
Harding, Vaughan, and Weber in [ACH+19]. The motivation for this derivation will be
elucidated shortly. We present the definition in its most general context of a Banach space,
although a nontrivial portion of the discussion will be spent working in the context of a
Hilbert space. For the reader’s benefit, two applications of the dual Kaczmarz algorithm
in R2 are provided in Figures 1.2 and 1.3. Even in the simple case of R2, it is immediately
apparent that nonorthogonal projections complicate questions of convergence considerably.
Definition 2. Let X be a Banach space. Let {φn} and {ψn} be linearly dense sequences
in X∗ and X, respectively, where φn(ψn) = 1 for all n ∈ N0. Define the sequence of
approximations {xn} according to the dual Kaczmarz algorithm, where
x0 = φ0(x)ψ0
xn = xn−1 + φn(x− xn−1)ψn.
(1.2)
If ||xn − x||X → 0 for every x ∈ X, then we say that {(φn, ψn)} is an effective pair. If
u(xn) → u(x) for every x ∈ X, u ∈ X∗, then we say that {(φn, ψn)} is a weakly effective
pair.
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Figure 1.2 The Dual Kaczmarz Algorithm in R2 - Convergence
Figure 1.3 The Dual Kaczmarz Algorithm in R2 - No Convergence
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Remarks on Notation. In [KM01], Kwapień and Mycielski say that {(φn, ψn)} is effective if
the approximations in (1.2) converge in norm. Throughout this thesis, we will often choose
to call {(φn, ψn)} fulfilling this condition an effective pair. We do this to draw attention to
the contextual distinctions between the standard and dualized algorithms. We also point
out that the ordering in the notation is significant. I.e, saying {(φn, ψn)} is an effective pair
is not equivalent to saying {(ψn, φn)} is an effective pair (see Definitions 13 and 14).
The motivation for this dualized variation is twofold. First, as a class, effective sequences
are intolerant to perturbation. This causes issues for spatial and temporal (spatiotemporal)
data sets, which experience unavoidable perturbation within the measurement matrix, A.
The reader should recall that an orthonormal basis is a common method for reconstructing
vectors in a Hilbert space using inner products. Specifically, if {en} is an orthonormal
basis of a Hilbert space H, any vector in H can be reconstructed using x =
∑∞
n=0〈x, en〉en.
Although they initially appear convenient, in practice orthonormal bases are irremediably
rigid. If even one 〈x, ei〉 measurement is lost or corrupt, the information it encodes cannot
be regained. It is this brittle structure which historically prompted the study of frames.
Informally, frames can be thought of as bases with extra elements. This overrepresentation
allows vectors to be correctly reconstructed from two sequences {fn} and {gn} (a frame
and its dual frame) as x =
∑∞
n=0〈x, gn〉fn, even when some of the involved measurements
are lost. Furthermore, frames can be perturbed within certain tolerances without ceasing
to be frames [CC97, Chr95, Chr99]. We can view this progression from basis to frame as a
loosening of structure, using two sequences to analyze and synthesize, rather than using one
sequence to perform both duties. Using this progression as motivation, we applied a similar
process in the context of the Kaczmarz algorithm. Instead of using one sequence, {en}, as
in Definition 1, we used two different sequences, {φn} and {ψn} (as shown in Definition 2),
to analyze and synthesize, respectively.
The second motivation for the dualized structure was inspired by a need for an algorithm
that is better suited for applications in a Banach space setting. When solving a linear
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system, there are some cases where a least absolute deviations solution is preferable to a
least squares solution (suppose the system is sparse). Working within a Banach space allows
us to apply methods which would lead to these types of solutions, providing an alternate
method to various programming systems in place currently. As currently implemented,
however, the algorithm functions within a Hilbert, but not a general Banach space setting.
It can only provide a least squares solution. To adapt the algorithm for a Banach space,
we set aside the inner product in favor of the space of bounded linear functionals. Implicit
in this construction is the need for two different sequences to synthesize and analyze (one
in the Banach space, and one in its dual space). This is naturally analogous to Definition 2
as opposed to Definition 1, and provided impetus for beginning to investigate the behavior
of two different sequences in a Hilbert space context.
In [KM01], Kwapień and Mycielski began to explore what the algorithm would look like
in the context of a Banach Space. They presented two conditions which together provide
necessary and sufficient conditions for convergence. These conditions hold in the most
general context of a Banach space, and thus provide conditions for convergence in either
the dual or standard Kaczmarz algorithm (the Kaczmarz algorithm is simply the dual
Kaczmarz algorithm with X = H and φn = ψn). We shall refer to these two requirements
as the Uniformly Bounded (UB) and Densely Effective (DE) conditions.
Proposition (Kwapień and Mycielski). Let X be a Banach space. Assume that {ψn} ⊆ X
and {φn} ⊆ X∗ are linearly dense in X and X∗, respectively. Define Pn : X → X such
that Pn(x) = x− φn(x)ψn. The sequence {(φn, ψn)} is effective if and only if there exists a
constant C > 0 such that
‖PnPn−1 · · ·P0‖ ≤ C for all n ∈ N and (UB)
lim
n→∞
PnPn−1 · · ·P0(x) = 0 for all x in a dense subset of X. (DE)
Intuitively, condition (DE) gives convergence of the algorithm on a dense subset, and
condition (UB) provides an operator bound which allows the convergence of the algorithm
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to be extended to the entire space. Although conditions (UB) and (DE) seem closely related,
they may occur independently (see Appendix A) and must be proven using independent
means. Much of this thesis is devoted to the pursuit of the (DE) condition in the Banach
space setting.
In the context of a single sequence in a Hilbert space, φn = ψn, and the Pn are orthogonal
projections with ‖Pn‖ ≤ 1 for all n. Consequently, condition (UB) is attained “for free”
and the pursuit of effectivity is reduced to proving that (DE) holds. On the other hand,
when applying the dualized algorithm (in either a Hilbert or Banach space), the involved
projections are no longer orthogonal, making condition (UB) much more elusive. Using the
Banach Steinhaus Theorem, we show that we can actually loosen condition (UB) slightly,
requiring only a pointwise bound (see Corollary 1). However, achieving even this weakened
condition is formidable in practice.
Our goal in this thesis is characterization of the contexts in which pairs of sequences are
effective, first in a Hilbert space, and then in the more general setting of a Banach space.
As previously discussed, this requires satisfying both conditions (UB) and (DE). To begin
our exploration of effective pairs, we work in the more restrictive context of a Hilbert space.
Exploiting the existing work on effective sequences in a Hilbert space, we first consider only
sequences related by a positive, invertible, operator T . This led to a fruitful exploration of
various properties of effective pairs, yielding characterization theorems and shedding light
on the strong connections between the Kaczmarz algorithm and frame theory. Specifically,
we prove the following theorem.
Theorem (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {φn} and {ψn} are
linearly dense sequences in H, whose respective auxiliary sequences are {gn} and {g̃n} as
defined in (3.2) and (3.5). Assume 〈φn, ψn〉 = 1 for all n ∈ N0 and suppose there exists a
positive, invertible T ∈ B(H) such that Tφn = ψn for all n ∈ N0. The following are then
equivalent:
(i) U is a partial isometry, where U is given by equation (3.12).
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(ii) {gn} and {g̃n} are canonical dual frames.
(iii) {(φn, ψn)} is a symmetric effective pair.
Moreover, if any of these conditions hold, then T−1 is the frame operator for {gn}.
Analogous to the characterization results for effective sequences from Kwapień and My-
cielski and Haller and Szwarc, we provide a characterization for effective pairs (those related
by T ) both in terms of reconstruction by auxiliary sequences, as well as matrix behavior.
These results are proven by connecting the behavior of the pair of sequences to a related
effective sequence. This relation allows us to completely address both (UB) and (DE). In
finite dimensions, we are also able to categorize when such an operator T exists; this is
precisely when the mixed Gramian matrix is positive.
There is a weaker class of sequences, called almost effective sequences, which, instead
of giving convergence in the Kaczmarz algorithm, provide a bound for the limit of the
approximation sequence [CT13]. Combining this idea with that of an effective pair, we
design an augmented Kaczmarz algorithm which does give convergence to the solution. This
is significant because, given the same information as the original scenario (the sequence of
inner products, {〈x, en〉}), instead of reaching within a certain tolerance of the solution, we
are able to reconstruct the solution itself. Although not a central tenet of our work in this
thesis, the augmented algorithm is a fruitful diversion that once again evidences the value
of a dualized approach.
After achieving characterization in a Hilbert space with sequences related by an appro-
priate operator, we move to the more general case of a Banach space and its dual. In this
case, we are able to show sufficient and necessary matrix conditions for meeting condition
(DE) weakly.
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Theorem. Let X be a Banach space. Suppose {(φn, ψn)} ⊆ X∗ ×X with φn(ψn) = 1 for
all n. Let Φ ⊆ X∗ and Ψ ⊆ X be the linear span of {φn} and {ψn}, respectively, and
M,M̃, U, Ũ be as defined in (4.5) and (4.7). Then the following are equivalent.
1. 〈M̃∗(UM̃∗ + M̃∗ + I)δj , δi〉`2 = 0 for all i, j ∈ N0.
2. {(φn, ψn)} is weakly effective on Φ×Ψ.
3. {gn} and {ψn} form a weak resolution of the identity on Φ×Ψ.
Analogous to the Hilbert space result by Haller and Szwarc, we also obtain a matrix
condition for the two auxiliary sequences to form a resolution of the identity (see Theorem
6). Strangely enough, the duality of the auxiliary sequences does not imply effectivity of
the sequences involved, pointing again to complexities introduced when dealing with non-
orthogonal projections. This prompted us to conduct a more rigorous investigation of the
three possible dualities involved in the effective pair context, as well as the interactions of
these dualities with condition (DE). We provide an informative example to illuminate many
of these relationships, and show that, by imposing various constraints upon the involved
sequences, we are able to attain condition (UB). Most notably, we are able to determine
when a periodic pair of sequences in finite dimensions is effective by calculating the spectral
radius of the associated (nonorthogonal) projection operators.
Theorem. Let X be a finite-dimensional Banach space. Suppose {(φn, ψn)} ⊆ X∗ × X
are k-periodic sequences with φn(ψn) = 1 for all n, where {ψn} and {φn} are linearly
dense in X and X∗, respectively. If ρ(Pk−1Pk−2 · · ·P0) < 1, then {(φn, ψn)} is effective. If
ρ(Pk−1Pk−2 · · ·P0) > 1, then {(φn, ψn)} is not effective.
In practice, this result is useful as many applications of solving linear systems involve
periodic sequences in finite dimensions. Necessary and sufficient conditions to fulfill (UB)
in an infinite-dimensional Banach Space remain open.
10
CHAPTER 2. REVIEW OF LITERATURE
2.1 Frame Theory
Frames provide a useful alternative to bases in many contexts. Moreover, they have
been broadly studied, providing a convenient and large body of established knowledge.
Their nontrivial role in the convergence of the various Kaczmarz algorithms makes them
salient to this thesis. In this section we provide a brief overview of the aspects of frame
theory relevant to and necessary for this discussion.
Definition 3. A sequence of vectors {fn} in a Hilbert space H is a frame if there exist
positive constants A and B such that
A‖x‖2 ≤
∞∑
n=0
|〈x, fn〉|2 ≤ B‖x‖2 for all x ∈ H. (2.1)
A frame is tight if A = B and Parseval if A = B = 1. A frame is a Riesz basis if it ceases
to be a frame if any of its elements are removed. The sequence {fn} is Bessel if the positive
constant B exists in Equation (2.1).
When working with frames, we often speak of the analysis operator and the synthesis
operator. The analysis operator associated with the sequence {fn} is the map θf : H →
c(N0) given by
θf (x) = {〈x, fn〉}∞n=0, (2.2)
where c(N0) is the space of sequences on N0. When {fn} is Bessel, the operator θf is
bounded from H into `2(N0). However, this condition is not always assumed. Let l(N0)
denote the subspace of sequences {cn}∞n=0 ∈ c(N0) for which
∑∞
n=0 cnfn converges. The
synthesis operator associated with {fn}∞n=0 is the map θ∗f : l(N0)→ H given by
θ∗f ({cn}∞n=0) =
∞∑
n=0
cnfn. (2.3)
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When {fn} is Bessel, we may replace l(N0) by `2(N0) and then, as the notation suggests,
the synthesis operator is the Hilbert space adjoint of the analysis operator. We define the
frame operator for a Bessel sequence {fn} by Sf = θ∗fθf : H → H, where
Sfx =
∞∑
n=0
〈x, fn〉fn. (2.4)
When the collection {fn} is clear from the context, we will omit the subscripts on S, θ, and
θ∗.
Lemma 1. If {fn} is a frame, then the frame operator S : `2(N0) → `2(N0) is bounded,
self-adjoint, positive, and invertible.
Proof. S is bounded as it is the product of two bounded operators. As S∗ = (θ∗θ)∗ = θ∗θ =
S, the frame operator is clearly self-adjoint. Note that
〈Sx, x〉 =
〈 ∞∑
n=0
〈x, fn〉fn, x
〉
=
∞∑
n=0
〈x, fn〉 〈fn, x〉 .
Using this, Equation (2.1) can be rewritten as
〈Ax, x〉 ≤ 〈Sx, x〉 ≤ 〈Bx, x〉 (2.5)
from which we infer that S is positive, as 〈Ax, x〉 = A〈x, x〉 ≥ 0 for all x ∈ H. Because S is
self-adjoint, 〈Sx, x〉 is real for every x, and we may write equation (2.5) as AI ≤ S ≤ BI.
Manipulating algebraically, we achieve
AI ≤S ≤ BI
−BI ≤− S ≤ −AI
−I ≤− S
B
≤ −A
B
I
0 ≤I − S
B
≤ I − A
B
I
0 ≤I − S
B
≤
(
B −A
B
)
I.
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We use this to show ∥∥∥∥I − SB
∥∥∥∥ = sup
‖x‖=1
∣∣∣∣〈(I − SB
)
x, x
〉∣∣∣∣
≤ sup
‖x‖=1
∣∣∣∣〈(B −AB
)
x, x
〉∣∣∣∣
≤
(
B −A
B
)
sup
‖x‖=1
|〈x, x〉|
≤ B −A
B
< 1.
By Neumann’s Theorem, we know that 1BS, and thus S, is invertible.
When {fn} is a Parseval frame, we can write the frame inequality in Definition 2.1 as
〈Sx, x〉 = 〈x, x〉.
Because this is true for all x ∈ H, we conclude that S = I if and only if {fn} is a Par-
seval frame. Stated differently, if {fn} is a Parseval frame, then we have the following
reconstruction property:
x =
∞∑
n=0
〈x, fn〉fn. (2.6)
The reconstruction in (2.6) is often referred to as a resolution of the identity; we will
use this nomenclature periodically. If {fn} is a Parseval frame, it forms a resolution of
the identity with itself. Once might ask if the same resolution could be achieved with
two different sequences, {fn} and {gn}, where θ∗fθg = I. This is exactly the phenomenon
demonstrated by dual frames.
Definition 4. Suppose {fn} and {gn} are frames in H. If for every x ∈ H,
x =
∞∑
n=0
〈x, fn〉gn, (2.7)
then we say that {gn} is a dual frame for {fn}.
Weaker relationships, with no assumptions about {fn} or {gn} being frames, are given
as follows.
13
Definition 5. Suppose {fn}, {gn} ⊆ H. If for every x ∈ H,
x =
∞∑
n=0
〈x, fn〉gn,
then we say that {gn} and {fn} form a resolution of the identity. Alternatively, we say that
{gn} and {fn} are dual.
Definition 6. Suppose {fn}, {gn} ⊆ H. If for every x, y ∈ H, we have
〈x, y〉 =
∞∑
n=0
〈x, fn〉〈gn, y〉,
then we say that {gn} and {fn} form a weak resolution of the identity. Alternatively, we
say that {gn} and {fn} are weakly dual.
Although they may have more, all frames have at least one dual frame, namely the
canonical dual frame. For a frame {fn}, the canonical dual frame is given by {S−1fn},
where S is the frame operator for {fn}.
Lemma 2. Let {fn} be a frame with frame operator S and frame bounds A and B. Then
{S−1fn} is a frame and {S−1fn} and {fn} are dual frames.
Proof. Let x ∈ H. Because {fn} is a frame, we have that ‖S−1x‖2 ≤ 1A
∑∞
n=0 |〈S−1x, fn〉|2.
Consider:
‖x‖2 = ‖SS−1x‖2
≤ ‖S‖2‖S−1x‖2
≤ ‖S‖2 1
A
∞∑
n=0
|〈S−1x, fn〉|2
≤ B
A
‖S‖2‖S−1x‖2
≤ B
A
‖S‖2‖S−1‖2‖x‖2.
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Multiplying appropriate parts of the inequality by A‖S‖2 , we obtain
A
‖S‖2
‖x‖2 ≤
∞∑
n=0
|〈x, S−1fn〉|2 ≤ B‖S−1‖2‖x‖2 (2.8)
and conclude that {S−1fn} is a frame.
Furthermore, note that
x = SS−1x =
∞∑
n=0
〈S−1x, fn〉fn =
∞∑
n=0
〈x, S−1fn〉fn
x = S−1Sx = S−1
( ∞∑
n=0
〈x, fn〉fn
)
=
∞∑
n=0
〈x, fn〉S−1fn
from which we infer that {fn} and {S−1fn} are dual frames.
As shown by Casazza in [Cas00], the canonical dual frame is the unique frame which is
related to the original frame by an invertible operator.
Lemma 3 (Casazza). If {fn} is a frame and {gn} is a dual frame, then {gn} is the canonical
dual frame if and only if there exists an invertible operator T such that Tfn = gn for all
n ∈ N0 In this case, T = S−1, where S is the frame operator of {fn}.
Proof. The forward direction of the lemma follows by definition. For the backward direction,
suppose that {fn} and {gn} are dual frames and there exists an invertible operator T such
that gn = Tfn for all n ∈ N0. Because {fn} and {gn} are dual frames, for any x ∈ H, we
have
x =
∞∑
n=0
〈x, gn〉fn =
∞∑
n=0
〈x, Tfn〉fn =
∞∑
n=0
〈T ∗x, fn〉fn = S(T ∗x) (2.9)
where S is the frame operator of {fn}. As S is invertible and self-adjoint, so is S−1, and
(2.9) implies T ∗x = S−∗x for all x ∈ H. It follows that for all x, y ∈ H,
〈T ∗x, y〉 = 〈S−∗x, y〉 ⇒ 〈x, Ty〉 = 〈x, S−1y〉 ⇒ Ty = S−1y for all y ∈ H ⇒ T = S−1.
We conclude that {fn} and {gn} are canonical dual frames by definition.
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Note that a Parseval frame is its own canonical dual. Furthermore, notice that for
frames {fn} and {gn}, the dual frame relationship is equivalent to θ∗gθf = I. As previously
mentioned, although {fn} will always have the canonical dual frame, it could have other
dual frames as well. Indeed, {fn} will have as many dual frames as θf has left inverses. By
taking the adjoint of both sides of θ∗gθf = I, we attain θ
∗
fθg = I, which tells us that the
dual frame condition is always symmetric. That is, if {gn} is a dual frame to {fn}, then
{fn} is a dual frame to {gn}.
If the frame {fn} is a Riesz basis, then it has only the canonical dual frame {gn}, which
will also be a Riesz basis. Moreover, it can be shown that 〈fm, gn〉 = δm,n for all m,n ∈ N0,
leading us to refer to {fn}∞n=0 and {gn}∞n=0 as biorthogonal Riesz bases. To see this, we
consider an alternative definition of a Riesz basis as the image of an orthonormal basis
{en} under some bounded, bijective operator, U [Chr03]. Let {fn} be a Riesz basis where
fn = Uen and gn = U
−∗en for all n ∈ N0. Choose x ∈ H and derive
x = UU−1x
= U
( ∞∑
n=0
〈U−1x, en〉en
)
= U
( ∞∑
n=0
〈x, U−∗en〉en
)
=
∞∑
n=0
〈x, U−∗en〉Uen
=
∞∑
n=0
〈x, gn〉fn
from which we see that {gn} and {fn} are dual. Since U−∗ is bounded and bijective, {gn}
is a Riesz basis by definition and {gn} and {fn} are dual frames. Because
〈fn, gk〉 = 〈Uen, U−∗ek〉 = 〈U−1Uen, ek〉 = 〈en, ek〉 =

0 if i 6= j
1 if i = j
,
{fn} and {gn} are biorthogonal.
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Another common tool from frame theory will be the Gramian matrix. For a sequence
{fn}, the Gramian is defined by
θfθ
∗
f = (〈fi, fj〉)i,j∈N0 .
For our purposes, we will also need the mixed Gramian matrix for two sequences, {fn} and
{gn}, defined by
θfθ
∗
g = (〈gi, fj〉)i,j∈N0 .
Note that these matrices may be finite or infinite-dimensional, depending upon the involved
sequences. Thus, in general, they do not define a bounded operator on `2(N0). We still
wish, however, to capture a notion of positivity and will say that an infinite matrix T is
positive if every principal submatrix is positive. That is, if for all n ∈ N0, the operator
Tn =

t00 t01 . . . t0n 0 . . .
t10 t11 . . . t1n 0 . . .
...
...
. . .
...
...
tn0 tn1 . . . tnn 0
0 0 . . . 0 0
. . .
...
...
. . .
. . .

satisfies 〈Tnu, u〉 ≥ 0 for every u ∈ `2(N0). Under this definition the (standard) Gramian
matrix will always be positive.
2.2 Characterization of Effective Sequences
Dual frames afford vector reconstruction from inner product measurements with a par-
ticular sequence. This is useful in the case of digital signal processing, as well as solving
linear systems. As previously mentioned, the redundancy of frames also offers an advantage
over orthonormal bases. Another useful method of vector recovery is given by the class of
sequences which cause the Kaczmarz algorithm to converge, namely, the effective sequences
in Definition 1. The iterative nature of the Kaczmarz algorithm provides effective sequences
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a distinct computational advantage over frames. In general, however, they have been far
less studied. Nonetheless, each of the three authors (or sets of authors) Kaczmarz, Kwapień
and Mycielski (K-M), and Haller and Szwarc (H-S) worked towards the categorization of
effective sequences. All approached from a different angle: Kaczmarz worked in finite di-
mensions, K-M used an auxiliary sequence, borrowing from frame theory, and H-S turned
to infinite matrices. Throughout this thesis, we will take inspiration from each of these
approaches. As we present the results of these authors, we ask the reader to attend to
how conditions (UB) and (DE) are being satisfied in each, even if they are not explicitly
mentioned.
2.2.1 The Kaczmarz Theorem
We will call a sequence {en} k-periodic if there exists some k ∈ N0 such that en = en+k
for all n ∈ N0. In [Kac37], Kaczmarz proved the following regarding periodic sequences:
Theorem (Kaczmarz). Suppose {en} is a k-periodic sequence of unit vectors in a finite-
dimensional Hilbert space HN . If {e0, · · · , ek−1} spans HN , then {en} is effective.
Because we are working within a Hilbert space, condition (UB) is fulfilled automatically
due to the orthogonal projections in the algorithm. Using a contradiction argument, one
can show that the limn→∞ (Pk−1Pk−2 · · ·P0)n = 0 pointwise on a dense set.
2.2.2 The Kwapień and Mycielski Theorem
Several decades later, Kwapień and Mycielski extended the theory into infinite dimen-
sions. Specifically, they provided a characterization based on a sequence that would be the
natural candidate for a “dual” to {en}, called the auxiliary sequence [KM01]. This sequence
and its variations will play a central role in this thesis.
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Definition 7. The auxiliary sequence, {hn} to a sequence {en} ⊆ H is given by
h0 = e0
hn = en −
n−1∑
k=0
〈en, hk〉ek.
(2.10)
We first notice that if {xn} is the sequence of approximations given in (1.1), then
xn =
n∑
k=0
〈x, hk〉ek. (2.11)
This can be shown by induction. By definition, x0 = 〈x, e0〉e0. Note that
x1 = x0 + 〈x− x0, e1〉e1
= 〈x, e0〉e0 + 〈x− 〈x, e0〉e0, e1〉e1
= 〈x, e0〉e0 + (〈x, e1〉 − 〈x, 〈e1, e0〉e0〉) e1
= 〈x, e0〉e0 + 〈x, e1 − 〈e1, e0〉e0〉e1
=
1∑
k=0
〈x, hk〉ek
where the last step is because h0 = e0 and h1 = e1 − 〈e1, h0〉e0 = e1 − 〈e1, e0〉e0.
Assume there is some N > 1 such that (2.11) holds for all n ≤ N . Derive
xN+1 = xN + 〈x− xN , eN+1〉eN+1
=
N∑
k=0
〈x, hk〉ek +
〈
x−
N∑
k=0
〈x, hk〉ek, eN+1
〉
eN+1
=
N∑
k=0
〈x, hk〉ek +
(
〈x, eN+1〉 −
〈
N∑
k=0
〈x, hk〉ek, eN+1
〉)
eN+1
=
N∑
k=0
〈x, hk〉ek +
(
〈x, eN+1〉 −
N∑
k=0
〈x, hk〉〈ek, eN+1〉
)
eN+1
=
N∑
k=0
〈x, hk〉ek +
(
〈x, eN+1〉 − 〈x,
N∑
k=0
〈eN+1, ek〉hk〉
)
eN+1
=
N∑
k=0
〈x, hk〉ek +
〈
x, eN+1 −
N∑
k=0
〈eN+1, ek〉hk
〉
eN+1
=
N+1∑
k=0
〈x, hk〉ek,
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where the last step is because hN+1 = eN+1 −
∑N
k=0〈eN+1, ek〉hk. Equation (2.11) holds
for all n ∈ N0 by induction. It is clear by the definition of an effective sequence that x =∑∞
n=0〈x, hk〉ek if and only if ‖xn−x‖ → 0 if and only if {en} is effective. This representation
of xn will provide us with another approach to categorizing effective sequences.
Theorem (Kwapień and Mycielski). Suppose that {en} is a linearly dense sequence of unit
vectors in a Hilbert space H. {en} is effective if any only if the auxiliary sequence {hn}
defined by (2.10) is a Parseval frame.
Proof. Let x ∈ H and define Pnx = x−〈x, en〉en. Condition (UB) is automatically satisfied
by virtue of the projections Pn being orthogonal.
By (2.11), we know that
x− xn−1 = x− xn + 〈x, hn〉en. (2.12)
Because x− xn is orthogonal to en, we can use (2.12) to write
‖x‖2 − ‖x− x0‖2 = |〈x, h0〉|2
‖x− xn−1‖2 − ‖x− xn‖2 = |〈x, hn〉|2, n ≥ 1.
Summing up the equations with respect to n, we obtain
‖x‖2 − lim
n→∞
‖xn − x‖2 =
∞∑
n=0
|〈x, hn〉|2. (2.13)
We conclude that {en} is effective if and only if {hn} is a Parseval frame.
Notice that (2.13) is actually a stronger result than is necessary, as we need only show {en}
effective on the space of its finite linear combinations to attain (DE).
There is a smaller class of sequences which has proved interesting in the context of the
Kaczmarz algorithm, providing connections with relevant topics in measure theory.
Definition 8. A sequence {en} is stationary if 〈ek+m, e`+m〉 = 〈ek, e`〉 for any k, `,m ∈ N.
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Theorem (Kwapień and Mycielski). Let {en} be a stationary sequence of unit vectors which
is linearly dense in a Hilbert space H. {en} is effective if and only if its spectral measure
either coincides with the normalized Lebesgue measure or is singular with respect to Lebesgue
measure.
We omit the proof of the previous theorem, but encourage the reader to reference [KM01]
for more details, and the work of Herr in [Her16] for a more step-by-step progression. The
proof involves significant work in complex analysis and the Hardy space on the unit disk.
As a result of this theorem, in [Her16], Herr provided a sufficient condition for a sequence
{en} of exponentials to be effective in L2(µ). Namely, he showed that if µ is a singular
Borel probability measure on [0, 1), {en} will be effective. This yields a Fourier series with
Fourier coefficients for any function f ∈ L2(µ).
2.2.3 The Haller and Szwarc Theorem
In frame theory, the Gramian matrix often provides insight into the behavior of a se-
quence. in [HS05] Haller and Szwarc constructed a lower triangular version of the Gram
matrix for the sequence {en} and worked with its algebraic inverse. After their pattern, we
define
I +N =

1 0 0 0 · · ·
〈e1, e0〉 1 0 0 · · ·
〈e2, e0〉 〈e2, e1〉 1 0 · · ·
〈e3, e0〉 〈e3, e1〉 〈e3, e2〉 1 · · ·
...
...
...
...
. . .

(2.14)
and let I + V be the algebraic inverse of I +N . (Under the assumption that the sequence
{en} consists of unit vectors, each principal submatrix is clearly invertible).
Theorem (Haller and Swzarc). Let {en} be a linearly dense sequence of unit vectors in a
Hilbert space H. Then {en} is effective if and only if V is a partial isometry.
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In the proof of their theorem, Haller and Szwarc directly and indirectly show that
a variety of properties are equivalent. We list these properties, as they foreshadow our
discussion of the Banach space setting in Chapter 4.
a. {en} is effective.
b. {hn} and {en} are dual.
c. 〈N∗(V N∗ +N∗ + I)δj , δi〉 = 0 for all i, j ∈ N0.
d. {hn} is a Parseval frame (I.e., {hn} is dual to itself).
e. 〈(NV ∗V N∗ −NN∗)δj , δi〉 = 0 for all i, j ∈ N0.
f. V is a partial isometry (V ∗V is a projection).
In a more general context of a Banach space, these conditions are not necessarily equiv-
alent. Specifically, none of properties (d), (e), or (f), are equivalent to (a), (b), or (c). There
are two features unique to the standard Kaczmarz algorithm within a Hilbert Space which
provide exactly the additional machinery needed to tie these properties together. First, the
involved projections are orthogonal, naturally providing the (UB) bound. Second, the ma-
trix I +N∗+N is simply the Gramian matrix of {en}, which is always positive. In [HS05],
Haller and Szwarc show that this positivity implies that the matrix V is a contraction,
which is a powerful tool in the proof.
2.2.4 Generating Effective Sequences from Bessel Sequences
Theorem (Szwarc). For any normalized Bessel sequence {hn}, there exists an effective
sequence {en} of unit vectors with auxiliary sequence {hn}.
In a later work, Szwarc went on to provide a method for generating effective sequences
[Szw07]. Specifically, he showed that any normalized Bessel sequence (a Bessel sequence
{hn} is said to be normalized if ‖h0‖ = 1), can be used to generate an effective sequence.
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Phrased differently, he showed that any normalized Bessel sequence can be obtained through
the Kaczmarz algorithm. In [Szw07], Szwarc provides two proofs for this result. The first
speaks to existence, and the second, more involved, proof provides an explicit construction
for the sequence {en}.
2.3 The Kwapień and Mycielski Theorems in Banach Spaces
Kwapień and Mycielski also sought to extend the concept of an effective sequence to a
Banach space setting, devising the (UB) and (DE) conditions. We restate their result here
and also provide a proof.
Proposition (Kwapień and Mycielski). Assume that {ψn} is linearly dense in a Banach
space X and that {φn} is linearly dense in X∗. Define Pn : X → X such that Pn(x) =
x − φn(x)ψn. The sequence {(φn, ψn)} is effective if and only if there exists a constant
C > 0 such that
‖PnPn−1 · · ·P0‖ ≤ C for all n ∈ N. (UB)
lim
n→∞
PnPn−1 · · ·P0(x) = 0 for all x in a dense subset of X. (DE)
Proof. Assume that {(φn, ψn)} is effective. Note that
x− xn = PnPn−1 · · ·P0x (2.15)
for all x ∈ X, where the xn are as in (1.2). Because {(φn, ψn)} is effective, we know that
‖x− xn‖ → 0 for all x ∈ X from which we infer that
‖PnPn−1 · · ·P0x− 0‖ → 0 for all x ∈ X (2.16)
and thus (DE) holds.
Choose ε > 0. By (2.16), there is some N ∈ N0 such that for all n > N ,
‖PnPn−1 · · ·P0x− 0‖ < ε. Let
B = max{‖P0x‖, ‖P1P0x‖, ‖P2P1P0x‖, . . . , ‖PN−1PN−2 · · ·P0x‖, ε}.
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From this, we conclude that for any fixed x ∈ X
sup
n
‖PnPn−1 · · ·P0x‖ ≤ B <∞. (2.17)
By Banach Steinhaus, we conclude that that
sup
n,‖x‖=1
‖PnPn−1 · · ·P0x‖ = sup
n
‖PnPn−1 · · ·P0‖ <∞.
I.e., there exists some C > 0 such that ‖PnPn−1 · · ·P0‖ ≤ C and (UB) holds.
Conversely, suppose (UB) and (DE), and let D ⊆ X be the dense subset on which (DE)
holds. Choose x ∈ X and a sequence {x`} ⊆ D such that ‖x` − x‖ → 0.
Let ε > 0, and choose ` ∈ N such that ‖x` − x‖ < ε2C . As x` ∈ D, by (DE) there exists
N ∈ N such that for all n > N , ‖PnPn−1 · · ·P0x`‖ < ε2 . Let n > N . Using the triangle
inequality and the fact that ‖PnPn−1 · · ·P0‖ ≤ C for all n ∈ N, we derive
‖x− xn‖ = ‖PnPn−1 · · ·P0x‖
= ‖PnPn−1 · · ·P0(x− x` + x`)‖
= ‖PnPn−1 · · ·P0(x− x`) + PnPn−1 · · ·P0x`‖
≤ ‖PnPn−1 · · ·P0(x− x`)‖+ ‖PnPn−1 · · ·P0x`‖
< C‖(x− x`)‖+
ε
2
< C · ε
2C
+
ε
2
=
ε
2
+
ε
2
= ε.
We conclude that {(φn, ψn)} is effective.
Because a Hilbert space is a Banach space, and the effective sequence case is simply the
special case of a pair where φn = ψn, we see that the (UB) and (DE) condition approach
is valid for the standard and dualized Kaczmarz algorithms in both a Hilbert and Banach
space. We note that, using the Banach Steinhaus Theorem, the (UB) condition can be
weakened slightly to a pointwise bound (PB). Formally,
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Corollary 1. Assume that {ψn} is linearly dense in a Banach space X and that {φn} is
linearly dense in X∗. Define Pn : X → X such that Pn(x) = x − φn(x)ψn. The sequence
{(φn, ψn)} is effective if and only if for every x ∈ X, there exists a constant Cx > 0 such
that
‖PnPn−1 · · ·P0x‖ ≤ Cx for all n ∈ N. (PB)
and
lim
n→∞
PnPn−1 · · ·P0(x) = 0 for all x in a dense subset of X. (DE)
We will present a final corollary to the Kwapień-Mycielski proposition which will more
closely align with the results we achieve in Chapter 4. Specifically, it relates to the relaxed
notion of weak effectivity.
Corollary 2. Assume that {ψn} is linearly dense in a Banach space X and that {φn} is
linearly dense in X∗. Define Pn : X → X such that Pn(x) = x − φn(x)ψn. The sequence
{(φn, ψn)} is weakly effective if and only if for every x ∈ X, there exists a constant Cx > 0
such that
‖PnPn−1 · · ·P0x‖ ≤ Cx for all n ∈ N (PB)
and
lim
n→∞
u(PnPn−1 · · ·P0x) = 0 for all x in a dense subset of X and u ∈ X∗. (WDE)
Throughout the remainder of the thesis we will often speak of the weakened conditions of
(PB) and (WDE) rather than the former (UB) and (DE).
In [KM01], Kwapień and Mycielski show that, under the appropriate hypotheses, an
effective sequence in a Hilbert space can be used to generate a sequence which is effective
in a dense subset of a Banach space.
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Theorem (Kwapień and Mycielski). Let i : H → X be a bounded linear transformation
from a Hilbert space into a Banach space with a dense image. Assume that {en} is an
effective sequence in H and {(φn, ψn)} is a sequence in X∗ ×X such that i(en) = ψn and
i∗(φn) = en (i
∗ : X∗ → H is the adjoint operator). Then in the Banach space X, the
sequence {(φn, ψn)} is effective in i(H).
Later in [KM01], Kwapień and Mycielski improve this result by using a sequence of
unit vectors (not necessarily effective) in a Hilbert space to generate a pair of sequences
{(φn, ψn)}, given the existence of a map i : H → X with particular properties. Defining
a nonlinear version of the Kaczmarz approximations, {xn}, their algorithm reaches within
ε of any x ∈ X. They also provide an upper bound on the number of iterations needed
before the approximations will remain unchanged. They achieve this by defining another
inductive process
x0 = 0
gε0 = 0
xεn = x
ε
n−1 + g
ε
n(x)en
where gεn = φn(x − xεn−1) if |φn(x − xεn−1)| > ε and otherwise gεn(x) = 0. The nonlinear
approximations Kεn are defined by K
ε
n(x) = x
ε
n =
∑n
k=1 g
ε
k(x)ek.
Theorem (Kwapień and Mycielski). Let {(φn, ψn)} be a sequence in X∗ × X such that
{ψn} is linearly dense in X and {φn} is norming (i.e., ‖φn‖ ≤ 1 for all n and
lim sup
n→∞
|φn(x)| = ‖x‖ for each x ∈ X). Assume that for a Hilbert space H, a sequence {en}
of unit vectors in H, and a linear operator i : H → X satisfy i(en) = ψn and i∗(φn) = en
for all n ∈ N0. Then for each ε > 0 and x ∈ X, ‖x −Kεn(x)‖ ≤ ε for n sufficiently large
and
#{n : Kεn(x) 6= Kεn−1(x)} ≤ inf{2ε−2‖v‖2H : v ∈ H, ‖i(v)− x‖ ≤
ε
4
}.
In Chapter 4, we will present our progress on the Kaczmarz algorithm within a Banach
space, proffering nontrivial improvements on both of the previous theorems. Although our
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result will only hold on a dense subset of a Banach space, we provide a concrete matrix
condition for the effectivity of a pair {(φn, ψn)}, without appealing to any corresponding
Hilbert space or map i.
2.4 Almost Effective Sequences
In [CT13], Czaja and Tanis sought to relax the concept of an effective sequence within
a Hilbert space, introducing the concept of an almost effective sequence.
Definition 9. A sequence {en} in H is almost effective if there exists some 0 ≤ B < 1 such
that the sequence {xn} in equation (1) satisfies
lim
n→∞
‖xn − x‖2 ≤ B‖x‖2 for all x ∈ H. (2.18)
By Kwapień and Mycielski, we know that the auxiliary sequence of an effective sequence
is a Parseval frame. Czaja and Tanis highlight that the class of almost effective sequences
is broader than that of effective sequences through the following result.
Theorem (Czaja and Tanis). Let 0 < A ≤ 1 and {en} be a linearly dense sequence of unit
vectors in H. {en} is almost effective with bound 0 ≤ 1 − A if and only if {hn} defined by
(2.10) is a frame with bounds A and 1.
The proof of this result follows immediately from equation (2.13), and provides another
succinct connection between the Kaczmarz algorithm and frame theory. Revisiting our
previous discussion of the (UB) and (DE) conditions, we notice that, as we still have Pnx =
x − 〈x, en〉en, condition (UB) is once again satisfied. Although (2.18) holds on the entire
space, it does not give the pointwise convergence needed for (DE).
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CHAPTER 3. EFFECTIVE PAIRS IN HILBERT SPACE
We begin our exploration of the dualized algorithm by limiting ourselves to the context
of a Hilbert space. By examining the behavior of effective pairs in a Hilbert space, we
gain the knowledge and tools needed to bridge the gap between the Hilbert and Banach
space contexts. To this end, we define the algorithm, derive a variety of properties, present
informative examples, and provide a limited characterization of effective pairs. Indulging
in a brief diversion, we also use the concept of an effective pair to improve the convergence
properties of an almost effective sequence.
3.1 Dual Algorithm in Hilbert Space
While effective sequences are useful in vector recovery, they need not retain their effec-
tivity when subject to perturbation. This was shown by Czaja and Tanis in [CT13] when
they proved that a Riesz basis which is not an orthonormal basis cannot be effective (see
Remark 5). The counterexample then follows directly from a classic result of Paley and
Wiener (see [PW34]), namely that a sufficiently small perturbation of an orthonormal ba-
sis, which is necessarily effective, may produce a Riesz basis which is not an orthonormal
basis—and hence no longer effective. With the intention of obtaining a more stable struc-
ture as well as providing applications in a Banach space context, we introduce a variation
on the Kaczmarz algorithm where two sequences work together to achieve reconstruction,
in analogy to dual frames. For the reader’s convenience, we restate the definition of the
dualized algorithm for a Hilbert space.
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Definition 10. Let {φn} and {ψn} be two linearly dense sequences in H such that
〈φn, ψn〉 = 1. Given x ∈ H, we define the dual Kaczmarz algorithm applied to x by
x0 = 〈x, φ0〉ψ0,
xn = xn−1 + 〈x− xn−1, φn〉ψn, n ≥ 1.
(3.1)
If ‖x− xn‖ → 0 for all x ∈ H, then we say that {φn} and {ψn} form an effective pair.
As will be demonstrated in Observation 2, effectivity need not be preserved when φn
and ψn are interchanged in the algorithm. Hence, we will call the first sequence {φn} the
analysis sequence and the second sequence {ψn} the synthesis sequence, representing the
ordering by {(φn, ψn)}. If both {(φn, ψn)} and {(ψn, φn)} are effective pairs, we say that
the sequences form a symmetric effective pair. We note that this is distinct from the dual
frame condition which is always symmetric.
Similar to the effective sequence context, we define auxiliary sequences {gn} and {g̃n}
as candidates to provide a resolution of the identity with the sequences {ψn} and {φn},
respectively.
Definition 11. The auxiliary sequence for {(φn, ψn)} is given by
g0 = φ0,
gn = φn −
n−1∑
k=0
〈φn, ψk〉gk, n ≥ 1.
(3.2)
Proposition 1.
xn =
n∑
k=0
〈x, gk〉ψk, n ≥ 0. (3.3)
Furthermore, if {(φn, ψn)} is an effective pair, then
x =
∞∑
k=0
〈x, gk〉ψk. (3.4)
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Proof. It is clear by the definition of x0 that equation (3.3) holds for n = 0. Using (3.1)
and (3.2), we calculate
x1 = x0 + 〈x− x0, φ1〉ψ1
= 〈x, φ0〉ψ0 + 〈x− 〈x, φ0〉ψ0, φ1〉ψ1
= 〈x, φ0〉ψ0 + (〈x, φ1〉 − 〈〈x, φ0〉ψ0, φ1〉)ψ1
= 〈x, φ0〉ψ0 + 〈x, φ1 − 〈φ1, ψ0〉φ0〉ψ1
= 〈x, g0〉ψo + 〈x, g1〉ψ1.
Suppose that there is some N ∈ N0 such that (3.3) holds for all n ≤ N . Using (3.1) and
(3.2), we calculate
xN+1 = xN + 〈x− xN , φN+1〉ψN+1
=
N∑
k=0
〈x, gk〉ψk + 〈x−
N∑
k=0
〈x, gk〉ψk, φN+1〉ψN+1
=
N∑
k=0
〈x, gk〉ψk +
(
〈x, φN+1〉 − 〈
N∑
k=0
〈x, gk〉ψk, φN+1〉
)
ψN+1
=
N∑
k=0
〈x, gk〉ψk +
(
〈x, φN+1〉 − 〈x,
N∑
k=0
〈φN+1, ψk〉gk〉
)
ψN+1
=
N∑
k=0
〈x, gk〉ψk +
〈
x, φN+1 −
N∑
k=0
〈φN+1, ψk〉gk
〉
ψN+1
=
N∑
k=0
〈x, gk〉ψk + 〈x, gN+1〉ψN+1
=
N+1∑
k=0
〈x, gk〉ψk.
By induction, (3.3) holds for all N0. It is clear by Definition 11 that (3.4) holds if and only
if {(φn, ψn)} is an effective pair.
Definition 12. The auxiliary sequence for {(ψn, φn)} is given by
g̃0 = ψ0,
g̃n = ψn −
n−1∑
k=0
〈ψn, φk〉g̃k, n ≥ 1.
(3.5)
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Proposition 2.
xn =
n∑
k=0
〈x, g̃k〉φk, n ≥ 0. (3.6)
Furthermore, if {(ψn, φn)} is an effective pair, then
x =
∞∑
k=0
〈x, g̃k〉φk. (3.7)
Proof. This is proven similarly to Proposition 1 with the roles of {φn} and {ψn} reversed.
3.2 Pair Properties
Remark 1. Our notation gn, g̃n suggests duality in the context of frames. Although this
is sometimes the case, we also have examples where {(φn, ψn)} is an effective pair and one
or both of {gn} and {g̃n} fail to be frames. This is shown in Observation 4.
Remark 2. As an effective sequence forms an effective pair with itself, it is natural to
ask whether the two sequences in an effective pair are independently effective. Appealing
to Schauder bases which are not Riesz bases, we find many examples for which this is not
necessarily the case. See Observation 4 for more details.
Remark 3. There are many more effective pairs than there are effective sequences. Indeed,
Corollary 3 will demonstrate that any effective sequence and invertible operator can generate
an effective pair.
Remark 4. As previously discussed, the concept of an effective pair translates more nat-
urally to the context of a Banach space than that of an effective sequence. For example, a
Schauder basis in a Banach space X and its biorthogonal dual in X∗ are an effective pair
(Observation 4).
Remark 5. Suppose {en} is a Riesz basis. Let {hn} be the auxiliary sequence for {en} as
defined in (2.10). Then, the pair {en} and {hn} form a biorthogonal Riesz basis only when
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{en} is an orthonormal basis since 〈e0, em〉 = 〈h0, em〉 and for 1 ≤ n ≤ m,
〈en, em〉 = 〈hn, em〉+
n−1∑
k=0
〈en, ek〉〈hk, em〉.
Therefore the sequence {en} is effective if and only if it is an orthonormal basis.
We provide a number of elementary results regarding effective pairs, many motivated
from analogous results in frame theory.
Theorem 1 (Aboud, Curl, Harding, Vaughan, Weber). Let T ∈ B(H) be invertible. Then
{(φn, ψn)} is an effective pair if and only if {
(
Tφn, (T
−1)∗ψn
)
} is an effective pair.
Proof. Suppose that {(φn, ψn)} is an effective pair. Let x ∈ H, and attain the sequence of
approximations {yn} using equation (3.1) applied to T ∗x. Since {(φn, ψn)} is an effective
pair, we know ‖T ∗x− yn‖ → 0. Next, define the sequence {xn} via the dual Kaczmarz
algorithm applied to x using {(Tφn, (T−1)∗ψn)}, i.e.
x0 = 〈x, Tφ0〉(T−1)∗ψ0,
xn = xn−1 + 〈x− xn−1, Tφn〉(T−1)∗ψn, n ≥ 1.
Observe that
x0 = 〈x, Tφ0〉(T−1)∗ψ0 = (T−1)∗ (〈T ∗x, φ0〉ψ0) = (T−1)∗y0.
Assume inductively that xn−1 = (T
−1)∗yn−1. Then
xn = (T
−1)∗yn−1 + 〈T ∗x− T ∗xn−1, φn〉(T−1)∗ψn
= (T−1)∗ (yn−1 + 〈T ∗x− yn−1, φn〉ψn)
= (T−1)∗yn.
Therefore, xn = (T
−1)∗yn for all n ∈ N0. As T−1 is bounded, we have
‖x− xn‖ =
∥∥(T−1)∗T ∗(x− xn)∥∥
≤
∥∥(T−1)∗∥∥ ‖T ∗x− T ∗xn‖ = ∥∥(T−1)∗∥∥ ‖T ∗x− yn‖ → 0,
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so that {(Tφn, (T−1)∗ψn)} is an effective pair. Conversely, suppose that {(Tφn, (T−1)∗ψn)}
is an effective pair. Let S = T−1. From the above argument, it follows that
{(STφn, (S−1)∗(T−1)∗ψn)} = {(φn, ψn)}
is an effective pair.
Corollary 3 (Aboud, Curl, Harding, Vaughan, Weber). Let T ∈ B(H) be invertible. A
linearly dense sequence {en} of unit vectors is effective if and only if {(Ten, (T−1)∗en)} is
a symmetric effective pair.
Proof. It is clear that {en} is effective if and only if {(en, en)} is an effective pair. Applying
Theorem 1 with T and (T−1)∗, we conclude that {
(
Ten, (T
−1)∗en
)
} and {
(
(T−1)∗en, T en
)
}
are both effective pairs if and only if {(en, en)} is an effective pair.
3.3 Relation by a Positive, Invertible T
Our initial characterization efforts rely upon the existence of a certain operator T sat-
isfying ψn = Tφn. With this in mind, we next present a string of lemmas tied to this
condition, each imposing increasingly stringent hypotheses on T . It is assumed in every
lemma that {φn} and {ψn} are linearly dense in H and that {gn} and {g̃n} are constructed
according to (3.2) and (3.5). In these lemmas, as well as in the rest of this thesis, we will
reference T
1
2 as the positive square root of T , when defined.
Lemma 4 (Aboud, Curl, Harding, Vaughan, Weber). If T ∈ B(H) is such that Tgn = g̃n
and
〈φn, ψk〉 = 〈ψn, φk〉 for all n, k ∈ N0, (3.8)
then Tφn = ψn for all n ∈ N0.
Proof. This is clear for n = 0,
Tφ0 = Tg0 = g̃0 = ψ0.
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For n ≥ 1, observe that
ψn −
n−1∑
k=0
〈ψn, φk〉g̃k = g̃n = Tgn = Tφn −
n−1∑
k=0
〈φn, ψk〉Tgk = Tφn −
n−1∑
k=0
〈ψn, φk〉g̃k,
so Tφn = ψn, as desired.
Lemma 5 (Aboud, Curl, Harding, Vaughan, Weber). Suppose T ∈ B(H) is positive and
such that Tφn = ψn for all n ∈ N0. If we define {en} by
en = T
1
2φn, (3.9)
then hn = T
1
2 gn, where {hn} is the auxiliary sequence to {en} as constructed in (2.10).
Proof. First note that
〈em, en〉 = 〈T
1
2φm, T
1
2φn〉 = 〈φm, Tφn〉 = 〈φm, ψn〉 (3.10)
for all m,n. Observe that
h0 = e0 = T
1
2φ0 = T
1
2 g0.
Assume inductively that hk = T
1
2 gk for all 0 ≤ k < n. It follows that
hn = en −
n−1∑
k=0
〈φn, ψk〉hk = T
1
2
(
φn −
n−1∑
k=0
〈φn, ψk〉gk
)
= T
1
2 gn
which concludes the induction.
Remark 6. Note that in Lemma 5 the sequence en = T
1
2φn is not necessarily a sequence
of unit vectors.
Lemma 6 (Aboud, Curl, Harding, Vaughan, Weber). Let T ∈ B(H) be positive and invert-
ible. If Tφn = ψn for all n ∈ N0, then Tgn = g̃n for all n ∈ N0.
Proof. This is clear for n = 0,
Tg0 = Tφ0 = ψ0 = g̃0.
Assume inductively that Tgk = g̃k for all 0 ≤ k < n. Observe that
Tgn = Tφn −
n−1∑
k=0
〈φn, ψk〉Tgk = ψn −
n−1∑
k=0
〈Tφn, T−1ψk〉g̃k = ψn −
n−1∑
k=0
〈ψn, φk〉g̃k = g̃n
Thus, the statement holds for all n ∈ N0.
34
Armed with the previous lemmas, we seek necessary and sufficient conditions for a pair
of sequences to be an effective pair. Most of our results in this area depend upon a positive,
invertible operator relating {φn} and {ψn}. In finite dimensions, we attain such an operator
by exploiting the analysis and synthesis operators associated with the given sequences {φn}
and {ψn}, as seen in equations (2.2) and (2.3). In infinite dimensions, however, the situation
becomes more complex as we are forced to impose various conditions to ensure the existence
of such an operator T ∈ B(H).
After the pattern of Haller and Szwarc in [HS05], we define the matrix
I +M =

1 0 0 · · ·
〈φ1, ψ0〉 1 0 · · ·
〈φ2, ψ0〉 〈φ2, ψ1〉 1 · · ·
〈φ3, ψ0〉 〈φ3, ψ1〉 〈φ3, ψ2〉 · · ·
...
...
...
. . .

(3.11)
and I + U as the algebraic inverse of I +M . By this we mean
(I + U)(I +M) = (I +M)(I + U) = I. (3.12)
Proposition 3 (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {φn} and {ψn} are
linearly dense sequences in H satisfying 〈φn, ψn〉 = 1 for all n ∈ N0. Furthermore, suppose
that there exists a positive, invertible T ∈ B(H) such that ψn = Tφn for all n ∈ N0 and that
U is a partial isometry. Then {(φn, ψn)} is a symmetric effective pair.
Proof. Define {en} by equation (3.9), so that φn = T−
1
2 en and ψn = T
1
2 en. From equation
(3.10), we infer that the {en} are unit vectors and that M = N , where M and N are as
in (3.11) and (2.14), respectively. Consequently, U = V , and {en} is effective by [HS05,
Theorem 1]. By Corollary 3, we conclude that {(φn, ψn)} is a symmetric effective pair.
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Proposition 4 (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {φn} and {ψn}
are linearly dense sequences in H, whose respective auxiliary sequences are {gn} and {g̃n},
as in (3.2) and (3.5). Suppose that 〈φn, ψn〉 = 1 for all n ∈ N0, that 〈φn, ψk〉 = 〈ψn, φk〉
for all n, k ∈ N0, and that {gn} and {g̃n} are canonical dual frames. Then {(φn, ψn)} is a
symmetric effective pair.
Proof. Since {gn} and {g̃n} are canonical dual frames, we write g̃n = Tgn where T−1 is
the frame operator for {gn}. By Lemma 4, we know that Tφn = ψn for all n ∈ N0.
Again define {en} and {hn} by (3.9) and (2.10), respectively. By Lemma 5, we know that
hn = T
1
2 gn = T
− 1
2 g̃n for all n ∈ N0.
Since {gn} and {g̃n} are dual frames, we know that {T
1
2 gn} and {T−
1
2 g̃n} are also dual
frames. For x ∈ H, observe that
x =
∞∑
n=0
〈x, T−
1
2 g̃n〉T
1
2 gn =
∞∑
n=0
〈x, hn〉hn
from which it follows that
‖x‖2 = 〈x, x〉 =
∞∑
n=0
〈x, hn〉〈hn, x〉 =
∞∑
n=0
|〈x, hn〉|2.
Therefore, {hn} is a Parseval frame, so {en} is effective by [KM01]. Noting that φn = T−
1
2 en
and ψn = T
1
2 en, we conclude that {(φn, ψn)} is a symmetric effective pair by Corollary 3.
Theorem 2 (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {φn} and {ψn} are
linearly dense sequences in H, whose respective auxiliary sequences are {gn} and {g̃n} as
in (3.2) and (3.5). Assume 〈φn, ψn〉 = 1 for all n ∈ N0 and suppose there exists a positive,
invertible T ∈ B(H) such that Tφn = ψn for all n ∈ N0. The following are then equivalent:
(i) U is a partial isometry, where U is given by equation (3.12).
(ii) {gn} and {g̃n} are canonical dual frames.
(iii) {(φn, ψn)} is a symmetric effective pair.
Moreover, if any of these conditions hold, then T−1 is the frame operator for {gn}.
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Proof. We will show
(i)⇒ (iii)⇒ (ii)⇒ (i).
Suppose (i) holds. It is immediate from Proposition 3 that {(φn, ψn)} is a symmetric
effective pair.
Suppose (iii) holds. Define the sequences {en} and {hn} by equations (3.9) and (2.10),
respectively. From equation (3.10), we infer that the {en} are unit vectors. As en = T
1
2φn
and en = T
− 1
2ψn, we have that {en} is an effective sequence by Corollary 3, implying that
{hn} is a Parsevel frame by [KM01]. By Lemmas 6 and 5, we know that g̃n = Tgn and
hn = T
1
2 gn. As gn = T
− 1
2hn, g̃n = T
1
2hn, and {hn} is a Parseval frame, we know that
{gn} and {g̃n} are dual frames. Moreover, since g̃n = Tgn for invertible T , we conclude by
Lemma 3 that {gn} and {g̃n} must be canonical dual frames, with frame operator T−1.
Suppose (ii) holds. Since T is self-adjoint, it is straightforward to verify equation (3.8),
so by Proposition 4, we infer that {(φn, ψn)} is a symmetric effective pair. Defining {en} by
equation (3.9) and applying Corollary 3, we see that {en} is an effective sequence. Appealing
to [HS05, Theorem 1], we conclude that the associated matrix V , as defined by equation
(2.14), is a partial isometry. By equation (3.10), U = V , and we have the desired result.
For the remainder of this section, we will confine ourselves to finite-dimensional Hilbert
spaces, where our characterization effort is aided by the existence of a positive, invertible T ∈
B(H) relating the sequences {φn} and {ψn}. We present necessary and sufficient conditions
for the existence of such a T and then use this result to present a partial characterization
of effective pairs in finite dimensions.
Lemma 7 (Aboud, Curl, Harding, Vaughan, Weber). Suppose {φn} and {ψn} are linearly
dense sequences in a finite dimensional Hilbert space HN . Then there exists a positive,
invertible T ∈ B(HN ) such that Tφn = ψn if and only if θψθ∗φ is positive.
Proof. Suppose that there exists a positive, invertible T ∈ B(HN ) such that Tφn = ψn.
First, we show that θψθ
∗
φ is self-adjoint. Let {δn} be the canonical orthonormal basis of
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`2(N0). Observe
θφθ
∗
ψδn = {〈ψn, φk〉}∞k=0 = {〈Tφn, φk〉}∞k=0 = {〈φn, Tφk〉}∞k=0 = {〈φn, ψk〉}∞k=0 = θψθ∗φδn.
From this it immediately follows that (θψθ
∗
φ)
∗ = θφθ
∗
ψ = θψθ
∗
φ. Next, we show that θψθ
∗
φ is
positive. Observe for any finite sequence {cn} that〈
θφθ
∗
ψ
∞∑
j=0
cjδj ,
∞∑
k=0
ckδk
〉
=
∞∑
j=0
∞∑
k=0
cjck〈θφθ∗ψδj , δk〉 =
∞∑
j=0
∞∑
k=0
cjck〈ψj , φk〉
=
〈 ∞∑
j=0
cjψj ,
∞∑
k=0
ckφk
〉
=
〈
T
∞∑
j=0
cjφj ,
∞∑
k=0
ckφk
〉
≥ 0.
Therefore θφθ
∗
ψ, and thus θψθ
∗
φ, is positive.
Conversely, suppose that θψθ
∗
φ is positive. As HN is finite dimensional, there is some
M ∈ N such that {φn}M−1n=0 and {ψn}
M−1
n=0 both span HN . It follows that {φn}
M−1
n=0 and
{ψn}M−1n=0 are frames for HN , which ensures that the operators
Θφ,Θψ : HN → `2(ZM ), Θφx = {〈x, φn〉}M−1n=0 , Θψx = {〈x, ψn〉}
M−1
n=0
Θ∗φ,Θ
∗
ψ : `
2(ZM )→ HN , Θ∗φ{cn} =
M−1∑
n=0
cnφn, Θ
∗
ψ{cn} =
M−1∑
n=0
cnψn
are well defined, and that Θ∗φ and Θ
∗
ψ are surjective. We know that ΘψΘ
∗
φ is positive, as it
is a principal submatrix of θψθ
∗
φ. We note that ΘψΘ
∗
φ = ΘφΘ
∗
ψ and thus ranΘφ = ranΘψ.
Let B = ranΘφ = ranΘψ. Then Θ
∗
φ and Θ
∗
ψ are invertible when restricted to B since
B = (kerΘ∗φ)
⊥ = (kerΘ∗ψ)
⊥. Let T : HN → HN be given by T = Θ∗ψ
∣∣
B
(Θ∗φ
∣∣
B
)−1.
Let P be the orthogonal projection of `2(ZM ) onto the closed subspace B. Then the
operator Θ̂φ := PΘφ from HN onto B is invertible, and we may write T = Θ∗ψ
∣∣
B
(Θ̂φ ◦
Θ∗φ
∣∣
B
)−1Θ̂φ.
Let {δn} be the canonical basis for `2(ZM ). Note that δn − Pδn ∈ B⊥ = ker Θ∗φ. Thus
φn = Θ
∗
φδn = Θ
∗
φPδn + Θ
∗
φ(δn − Pδn) = Θ∗φ
∣∣
B
Pδn
and similarly ψn = Θ
∗
ψ
∣∣
B
Pδn. We then have
Tφn = TΘ
∗
φ
∣∣
B
Pδn = Θ
∗
ψ
∣∣
B
(Θ̂φ ◦Θ∗φ
∣∣
B
)−1(Θ̂φ ◦Θ∗φ
∣∣
B
)Pδn = Θ
∗
ψ
∣∣
B
Pδn = ψn.
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Note that, for such an operator T̂ constructed on a larger collection M̂ ≥M , T̂ must agree
with T on a spanning set and, hence, T̂ = T .
Lastly, for any x ∈ HN , there is some {cn} ∈ B such that Θ∗φ({cn}) = x. Then
〈T ∗x, x〉 =
〈
(T ∗Θ∗φ)({cn}),Θ∗φ({cn})
〉
=
〈
Θ∗φ({cn}),Θ∗ψ({cn})
〉
=
〈
(ΘψΘ
∗
φ){cn}, {cn}
〉
≥ 0
from which we conclude that T ∗, and thus T , is positive.
Corollary 4 (Aboud, Curl, Harding, Vaughan, Weber). If {φn} and {ψn} are linearly
dense sequences in a finite dimensional Hilbert space HN such that 〈φn, ψn〉 = 1 for all
n ∈ N0 and θψθ∗φ is positive, then the following are equivalent:
(i) U is a partial isometry.
(ii) {gn} and {g̃n} are canonical dual frames.
(iii) {(φn, ψn)} is a symmetric effective pair.
Proof. This is an immediate consequence of Lemma 7 and Theorem 2.
At this point, we take a moment to reflect on the (UB) and (DE) conditions throughout
this chapter. In the dualized algorithm, as the involved projections are no longer orthogonal,
we no longer obtain (UB) automatically. However, by tying the behavior of our pair of
sequences to a single effective sequence (through the assumption that ψn = Tφn), we are
able to circumvent satisfying (UB) and (DE) directly. Once effectivity has been achieved,
it follows by the Kwapień and Mycielski result that (UB) and (DE) hold.
3.4 Improving Almost Effective Sequences
Although almost effective sequences provide more flexibility than effective sequences,
they are accompanied by nontrivial disadvantages. Recall the original impetus for our
investigation into effective sequences—to reconstruct a vector given its inner products with
some linearly dense sequence of unit vectors (whether in the context of signal processing or
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solving a linear system). While an effective sequence yields such a reconstruction directly
via the Kaczmarz algorithm, an almost effective sequence does not necessarily retain this
property. By combining the idea of an almost effective sequence with that of an effective
pair, however, we are able to attain approximations based upon the desired inner products.
Similar to Szwarc in [Szw07], who showed that a normalized Bessel sequence generates
an effective sequence, we start with a lemma showing that canonical dual frames satisfying
the appropriate orthogonality condition generate a symmetric effective pair. This will be
an essential tool for our results involving almost effective sequences.
Lemma 8 (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {gn} and {g̃n} are
canonical dual frames in a Hilbert space H such that
g0 ⊥ g̃n for all n ∈ N.
Then there exists a symmetric effective pair {(φn, ψn)} with auxiliary sequences {gn} and
{g̃n}, as in (3.2) and (3.5).
Proof. As {gn} and {g̃n} are canonical dual frames, we have that S−1gn = g̃n where S is
the frame operator for {gn}. Define a sequence {fn} by fn = S−
1
2 gn. Observe that {fn} is
a Parseval frame and that f0 ⊥ fn for all n ∈ N as
〈f0, fn〉 = 〈S−
1
2 g0, S
− 1
2 gn〉 = 〈g0, S−1gn〉 = 〈g0, g̃n〉 = 0.
From [Szw07, Theorem 1], we know {fn} is the auxiliary sequence for some effective
sequence, say {bn}, in H. Define the sequences {φn} and {ψn} by φn = S
1
2 bn and ψn =
S−
1
2 bn. By Theorem 1, Lemma 5, and Lemma 6, it follows that {(φn, ψn)} is a symmetric
effective pair with auxiliary sequences {S
1
2 fn} = {gn} and {g̃n}.
Now that we have a method for generating an effective pair corresponding to certain
auxiliary sequences, we use it to produce an effective pair with the same auxiliary sequence
{hn} as a given almost effective sequence {en}.
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Theorem 3 (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {en} is an almost
effective sequence in a Hilbert space H with auxiliary sequence {hn}. Then there exists a
symmetric effective pair {(φn, ψn)} with auxiliary sequences {gn} and {g̃n}, as in Equations
(3.2) and (3.5), such that
(i) hn = gn for all n ∈ N0.
(ii) {gn} and {g̃n} are canonical dual frames.
Moreover, x can be reconstructed from {〈x, hn〉} by
x =
∞∑
n=0
〈x, hn〉ψn.
Proof. As {en} is almost effective, its auxiliary sequence {hn} is a frame with Bessel bound
0 < B ≤ 1 [CT13, Theorem 3.1]. Since ‖h0‖2 = ‖e0‖2 = 1, it follows from the Bessel
inequality that 〈h0, hn〉 = 0 for all n ∈ N.
Let S be the frame operator of {hn}. Define the canonical dual frames {gn} and {g̃n},
where
gn = hn, g̃n = S
−1hn.
As h0 ⊥ hn for n ∈ N, we infer that
Sh0 =
∞∑
n=0
〈h0, hn〉hn = h0.
For n ∈ N, we then have
〈g0, g̃n〉 = 〈h0, S−1hn〉 = 〈S−1h0, hn〉 = 〈h0, hn〉 = 0
and
〈g̃0, gn〉 = 〈S−1h0, hn〉 = 〈h0, hn〉 = 0.
By Lemma 8, there are sequences {φn} and {ψn} in H such that {(φn, ψn)} is a sym-
metric effective pair with auxiliary sequences {gn} and {g̃n}.
41
Furthermore, as hn = gn, by the reconstruction in equation (3.4) we know that
x =
∞∑
k=0
〈x, gk〉ψk =
∞∑
k=0
〈x, hk〉ψk for all x ∈ H.
We now have a sequence of approximations to x generated by inner products with the
auxiliary sequence of an almost effective sequence. In the following corollary, we introduce
another variation on the Kaczmarz algorithm which will allow us to achieve reconstruction
based upon the inner products with the almost effective sequence itself.
Corollary 5 (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {en} is an almost
effective sequence in a Hilbert space H with auxiliary sequence {hn}. Let {ψn} be as in the
conclusion of Theorem 3. For any x ∈ H, let {xn} be the sequence generated from {en} as
in (1.1). Furthermore, define the sequence {yn} by
y0 = 〈x, e0〉ψ0,
yn = yn−1 + 〈x− xn−1, en〉ψn, n ≥ 1.
(3.13)
Then, limn→∞ ||yn − x|| = 0.
We call the new formulation in (3.13) the augmented dual Kaczmarz algorithm. Note
that, as {en} is merely almost effective, we do not make any assumptions about the con-
vergence of {xn}. Indeed, even if limn→∞ xn exists, it need not be equal to x. However,
we use the sequence {xn} as a state variable to gain the sequence of approximations {yn}
generated in (3.13).
Proof. From Theorem 3, we know that
x =
∞∑
k=0
〈x, hk〉ψk for all x ∈ H,
so it suffices to show that
yn =
n∑
k=0
〈x, hk〉ψk for all x ∈ H, n ∈ N0. (3.14)
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This is clear for n = 0 as e0 = h0. Assume inductively that the claim holds for 0 ≤ k < n
and note that
〈x− xn−1, en〉 = 〈x, en〉 −
〈
n−1∑
k=0
〈x, hk〉ek, en
〉
=
〈
x, en −
n−1∑
k=0
〈en, ek〉hk
〉
= 〈x, hn〉.
We then have
yn = yn−1 + 〈x− xn−1, en〉ψn =
n−1∑
k=0
〈x, hk〉ψk + 〈x− xn−1, en〉ψn =
n∑
k=0
〈x, hk〉ψk
and thus equation (3.14) holds.
3.5 Examples
In this section, we list examples which illuminate some of the interesting characteristics
of effective pairs.
Observation 1 (Aboud, Curl, Harding, Vaughan, Weber). Suppose that {φn} and {ψn}
are effective. It is not necessarily true that {(φn, ψn)} is an effective pair.
The most straightforward example would be to consider an orthonormal basis {φn} and
take ψn = −φn. Clearly {φn} and {ψn} are effective sequences. However, the corresponding
dual Kaczmarz algorithm applied to x reproduces −x, i.e. ‖xn − (−x)‖ → 0, so that
{(φn, ψn)} is not an effective pair. This is immediate from
xn =
n∑
k=0
〈−x, φk〉φk
which follows from equation (3.3).
Observation 2 (Aboud, Curl, Harding, Vaughan, Weber). There are effective pairs
{(φn, ψn)} satisfying 〈φn, ψn〉 = 1 for all n ∈ N0 which are not symmetric effective pairs.
In R2, consider the periodic sequences {φn} and {ψn} with
[
φ0 φ1 φ2 ψ0 ψ1 ψ2
]
=
 1 1 0.5 1 1 1.5
−1 1 −0.5 0 0 −0.5

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and φn = φ(n mod 3), ψn = ψ(n mod 3). Consider the error sequence {εn | εn = x − xn}
corresponding to the dual Kaczmarz algorithm for {(φn, ψn)} associated to x where
ε0 = x− 〈x, φ0〉ψ0
εn = εn−1 − 〈εn−1, φn〉ψn, n ≥ 1.
Then {(φn, ψn)} is an effective pair if and only if εn → 0. It is simple to show by induction
that the error sequence {εn} associated to x = (a, b) satisfies
ε3k =
b
2k
1
1
 , ε3k+1 = b
2k
−1
1
 , ε3k+2 = b
2k+1
1
1
 , k ≥ 0.
Therefore, {(φn, ψn)} is an effective pair. However, {(ψn, φn)} is not an effective pair for
the following reason: Let {εn} be the error sequence associated to x = (0, 4). Then, by
induction, we find
ε3k =
0
4
 , ε3k+1 =
0
4
 , ε3k+2 =
1
3
 , k ≥ 0.
The sequence {εn} fails to converge.
Observation 3 (Aboud, Curl, Harding, Vaughan, Weber). There are symmetric effective
pairs {(φn, ψn)} for which the mixed Grammian operator θφθ∗ψ is not positive. Furthermore,
there are symmetric effective pairs which are not related by an invertible operator, i.e. there
does not exist an invertible T ∈ B(H) such that Tφn = ψn for all n.
In R2, consider the periodic sequences {φn} and {ψn} with
[
φ0 φ1 φ2 ψ0 ψ1 ψ2
]
=
 1 1 0 1 1 0
0 1 1 0 0 1

and φn = φ(n mod 3), ψn = ψ(n mod 3). As in the previous example, consider the error
sequence {εn} for the pair {(φn, ψn)}. Since ε2 is the projection of ε1 onto the orthogonal
complement of φ2, ε3 is the projection of ε2 onto the orthogonal complement of φ0, and
44
{φ0, φ2} form an orthonormal basis, it follows that εk = (0, 0) for k ≥ 3, so {(φn, ψn)} is an
effective pair. Likewise, by the same argument, we observe that {(ψn, φn)} is an effective
pair. The matrix θφθ
∗
ψ is not positive since its 3× 3 principal submatrix,
1 1 0
1 1 1
0 0 1
 ,
is not positive. Note that an invertible T ∈ B(H) can not possibly map φn to ψn for all
n ∈ N0 since ψ0 = ψ1 yet φ0 6= φ1.
Observation 4 (Aboud, Curl, Harding, Vaughan, Weber). There are symmetric effective
pairs {(φn, ψn)} where neither {φn} nor {ψn} is effective. Moreover, there are symmetric
effective pairs for which their auxiliary sequences do not form (dual) frames.
Let {φn} be a Schauder basis which is not a Riesz basis, and let {ψn} be its biorthogonal
dual basis. We then have the reconstruction property
x =
∞∑
n=0
〈x, φn〉ψn =
∞∑
n=0
〈x, ψn〉φn.
Since the auxiliary sequence of {(φn, ψn)} is {φn} and the auxiliary sequence of {(ψn, φn)}
is {ψn}, it follows that {(φn, ψn)} is a symmetric effective pair where the auxiliary sequences
are not (dual) frames. Moreover, if {φn} ⊆ X∗ and {ψn} ⊆ X for a Banach space X, then
these sequences form an effective pair as in Definition 10, while also satisfying Definition 2.
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CHAPTER 4. EFFECTIVE PAIRS IN BANACH SPACE
4.1 Introduction
The concept of an effective pair is intricately intertwined with that of duality. Most
obviously, a sequence {en} ⊆ H is effective if and only if the sequence and its auxiliary form
a resolution of the identity, i.e., if
x =
∞∑
n=0
〈x, hn〉en for all x ∈ H. (4.1)
In the context of a Banach Space, a pair of sequences {(φn, ψn)} ⊆ X∗ × X is effective if
and only if the auxiliary sequence {gn} ⊆ X∗ and {ψn} form a resolution of the identity.
I.e., if
x =
∞∑
n=0
gn(x)ψn for all x ∈ X. (4.2)
There are analogous statements for the effectivity of {(ψn, φn)} ⊆ X ×X∗. As mentioned
in Chapter 2, we will often refer to conditions (4.1) and (4.2) using duality nomenclature.
E.g., we will say that {(gn, ψn)} are “dual” if (4.2) holds or “weakly dual” if
y(x) =
∞∑
n=0
gn(x)y(ψn) for all x ∈ X, y ∈ X∗. (4.3)
If (4.3) holds on a dense subset of X ×X∗, we will say that {(gn, ψn)} are weakly densely
dual (WDD). Note that none of the discussed conditions make any assumptions about the
involved sequences being frames. For this reason, these sequences are sometimes called
“pseudodual” in the literature [LO01]. We will not use this terminology, however.
As we see in the work of both Kwapień and Mycielski and Haller and Szwarc, the
effectivity of the sequence {en} in a Hilbert space is equivalent to the duality of {(hn, en)},
which is equivalent to the duality of the sequence {hn} with itself (i.e. {hn} being a Parseval
frame) [KM01, HS05]. Our work in Chapter 3 shows that a similar phenomenon is exhibited
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when restricted to sequences {φn} and {ψn} related by a positive, invertible operator T such
that ψn = Tφn for all n ∈ N0. In this case, {(φn, ψn)} is a symmetric effective pair if and
only if {(gn, ψn)} and {(g̃n, φn)} are both dual if and only if {gn} and {g̃n} are canonical dual
frames. In both of these scenarios, the effectivity condition is related to a duality within or
between the auxiliary(ies). When we release the constraint that ψn = Tφn, however, these
auxiliary relationships break down. Indeed, the duality of the pairs {(gn, ψn)}, {(g̃n, φn)},
and {(gn, g̃n)} may be completely independent conditions. For the reader’s benefit, these
relationships are summarized in Table 4.1. This representation is not intended to be a
precise description (indeed, many of the associated conditions and details are omitted), but
rather a heuristic to aid the reader in more fully understanding the relationships involved.
Table 4.1 Duality Relationships
Auxiliary Sequence/Auxiliary Effectivity
{(hn, hn)} Parseval ⇐⇒ {(hn, en)} Dual ⇐⇒ {en} Effective
*
{(gn, g̃n)}
Canonical Dual Frames
⇐⇒
{(gn, ψn)} Dual
m
{(g̃n, φn)} Dual
⇐⇒
{(φn, ψn)}
Symmetric Effective
{(gn, g̃n)} Dual 6⇒ {(gn, ψn)} Dual ⇐⇒ {(φn, ψn)} Effective
{(g̃n, gn)} Dual 6⇒ {(g̃n, φn)} Dual ⇐⇒ {(ψn, φn)} Effective
* In this row, ψn = Tφn, where T is positive, invertible
Because of their independent behaviors, we investigate each of the three possible dualities
separately. Specifically, the goal of this chapter is to provide a matrix characterization for
the weak dense duality (WDD) of each, after the model of Haller and Szwarc in the effective
sequence context [HS05]. Our results in infinite dimensions are restricted to a dense subset
as the involved projections are nonorthogonal and so condition (UB) is not necessarily
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satisfied. Although we achieve characterization for the weak dense duality of {(gn, g̃n)},
our proof fails to show that this is equivalent to the weak dense duality of {(gn, ψn)}
(which is equivalent to the weak effectively of {(φn, ψn)}). Indeed, we use our results to
present an example which shows that {(gn, g̃n)}, {(g̃n, gn)}, and {(gn, ψn)} can be dual
when {(g̃n, φn)} is not. From this example we conclude that the duality of {(gn, g̃n)} is not
a sufficient condition for effectivity. In order to more quickly determine the effectivity of
our examples, we also present a theorem addressing necessary and sufficient conditions for
a pair of periodic sequences to be effective in a finite-dimensional Banach space.
4.2 Terminology
We build our terminology for the context of a Banach space, requesting the reader’s
indulgence as we restate versions of previously stated definitions. There are subtle variations
which require careful attention.
Definition 13. Let X be a Banach space. Let {φn} and {ψn} be linearly dense sequences
in X∗ and X, respectively, where φn(ψn) = 1 for all n ∈ N0. Define the sequence of
approximations {xn} according to the dual Kaczmarz algorithm for {(φn, ψn)} ⊆ X∗ ×X,
where
x0 = φ0(x)ψ0
xn = xn−1 + φn(x− xn−1)ψn.
(4.4)
If ||xn − x||X → 0 for every x ∈ X, then we say that {(φn, ψn)} is an effective pair. If
u(xn) → u(x) for every x ∈ X, u ∈ X∗, then we say that {(φn, ψn)} is a weakly effective
pair.
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To aid our investigations, we define the infinite matrix I +M .
I +M =

1 0 0 0 · · ·
φ1(ψ0) 1 0 0 · · ·
φ2(ψ0) φ2(ψ1) 1 0 · · ·
φ3(ψ0) φ3(ψ1) φ3(ψ2) 1 · · ·
...
...
...
...
. . .

. (4.5)
Let I+U be the algebraic inverse of I+M . We will denote the entries of I+U by (cjk)j,k∈N0 .
Note that cjk = 1 when j = k, and that cjk = 0 when j < k.
Our previous version of the dual Kaczmarz algorithm was for {(φn, ψn)} ⊆ X∗ ×X. It
will also be fruitful to capture the behavior of {(ψn, φn)} ∈ X ×X∗ as a pair. Though it
is not a central focus of our work, this definition will enable necessary terminology to be
formulated.
Definition 14. Let X be a Banach space. Let {φn} and {ψn} be linearly dense sequences
in X∗ and X, respectively, where φn(ψn) = 1 for all n ∈ N0. Define the sequence of
approximations {un} according to the dual Kaczmarz algorithm for {(ψn, φn)} ⊆ X ×X∗,
where
u0 = u(ψ0)φ0
un = un−1 + ((u− un−1)(ψn))φn.
(4.6)
If ||un − u||X∗ → 0 for any u ∈ X∗, we say that {(ψn, φn)} is an effective pair. If un(x)→
u(x) for any x ∈ X, we say that the pair is weakly effective.
Note that the convergence demonstrated in un(x)→ u(x) is actually convergence in the
weak* topology. For a pair of sequences {(ψn, φn)} ⊆ X × X∗, we define weak effectivity
using weak* convergence. For a pair of sequences {(φn, ψn)} ⊆ X∗ × X we define weak
effectivity using the standard weak convergence.
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We define the infinite matrix I + M̃ by
I + M̃ =

1 0 0 0 · · ·
φ0(ψ1) 1 0 0 · · ·
φ0(ψ2) φ1(ψ2) 1 0 · · ·
φ0(ψ3) φ1(ψ3) φ2(ψ3) 1 · · ·
...
...
...
...
. . .

. (4.7)
Let I+ Ũ be the algebraic inverse of I+M̃ with entries (c̃jk)j,k∈N0 . Note that c̃jk = 1 when
j = k and c̃jk = 0 when j < k.
We define auxiliary sequences which will act as dual sequences to {ψn} and {φn}, re-
spectively.
Definition 15. The auxiliary sequence to {(φn, ψn)} ⊆ X∗ ×X is given by
g0 = φ0 (4.8)
gn = φn −
n−1∑
k=0
φn(ψk)gk for n ≥ 1. (4.9)
Proposition 5. For any x ∈ X,
xn =
n∑
k=0
gk(x)ψk. (4.10)
Furthermore, {(φn, ψn)} is an effective pair (weakly effective pair) if and only if x =∑∞
k=0 gk(x)ψk for any x ∈ X (y(x) =
∑∞
k=0 gk(x)y(ψk) for any x ∈ X and y ∈ X∗).
Proof. We know that g0 = φ0. According to (4.4), we have
x1 = x0 + φ1(x− x0)ψ1
= φ0(x)ψ0 + φ1(x− φ0(x)ψ0)ψ1
= φ0(x)ψ0 + φ1(x)ψ1 − φ0(x)φ1(ψ0)ψ1
= g0(x)ψ0 + g1(x)ψ1
=
1∑
k=0
gk(x)ψk.
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Assume there is some N > 1 such that xn =
∑n
k=0 gk(x)ψk for all n ≤ N . Consider
xN+1 = xN + φN+1(x− xN )ψN+1
=
N∑
k=0
gk(x)ψk + φN+1
(
x−
N∑
k=0
gk(x)ψk
)
ψN+1
=
N∑
k=0
gk(x)ψk +
(
φN+1(x)− φN+1
(
N∑
k=0
gk(x)ψk
))
ψN+1
=
N∑
k=0
gk(x)ψk +
(
φN+1(x)−
N∑
k=0
φN+1(ψk)gk(x)
)
ψN+1
=
N∑
k=0
gk(x)ψk + gN+1(x)ψN+1
=
N+1∑
k=0
gk(x)ψk.
We conclude that (4.10) holds by induction. It follows by Definition 13 that {(φn, ψn)}
is an effective pair (weakly effective pair) if and only if x =
∑∞
n=0 gk(x)ψk for all x ∈ X
(y(x) =
∑∞
k=0 gk(x)y(ψk) for all x ∈ X and y ∈ X∗).
We proceed analogously for {(ψn, φn)}, constructing a sequence to serve as a dual to
{φn}.
Definition 16. The auxiliary sequence for {(ψn, φn)} ⊆ X ×X∗ is given by
g̃0 = ψ0 (4.11)
g̃n = ψn −
n−1∑
k=0
φk(ψn)g̃k. (4.12)
Proposition 6. For any u ∈ X∗,
un =
n∑
k=0
u(g̃k)φk. (4.13)
Furthermore, {(ψn, φn)} is an effective pair (weakly effective pair) if and only if u =∑∞
k=0 u(g̃k)φk for all u ∈ X∗ (u(x) =
∑∞
k=0 u(g̃k)φk(x) for all x ∈ X, u ∈ X∗).
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Proof. From u0 = u(ψ0)φ0, it is clear that u0 =
∑0
k=0 u(g̃k)φk. We now consider the n = 1
case.
u1 = u0 + (u− u0)(ψ1)φ1
= u(ψ0)φ0 + (u− u(ψ0)φ0)(ψ1)φ1
= u(ψ0)φ0 + (u(ψ1)− u(φ0(ψ1)ψ0))φ1
= u(ψ0)φ0 + u(ψ1 − φ0(ψ1)ψ0)φ1
= u(g̃0)φ0 + u(g̃1)φ1
=
1∑
k=0
u(g̃k)φk.
Assume there is some N > 1 such that un =
∑n
k=0 u(g̃k)φk for n ≤ N . Consider
uN+1 = uN + (u− uN )(ψN+1)φN+1
=
N∑
k=0
u(g̃k)φk +
(
u(ψN+1)−
N∑
k=0
u(g̃k)φk(ψN+1)
)
φN+1
=
N∑
k=0
u(g̃k)φk +
(
u(ψN+1)− u
(
N∑
k=0
φk(ψN+1)g̃k
))
φN+1
=
N∑
k=0
u(g̃k)φk +
(
u
(
ψn+1 −
N∑
k=0
φk(ψN+1)g̃k
))
φN+1
=
N∑
k=0
g̃k(u)φk + u(g̃N+1)φN+1
=
N+1∑
k=0
u(g̃k)φk.
We conclude that (4.13) holds by induction. It follows by Definition 14 that {(ψn, φn)} is
an effective pair (weakly effective pair) if and only if u =
∑∞
n=0 u(g̃k)φk for all u ∈ X∗
(u(x) =
∑∞
k=0 u(g̃k)φk(x) for all x ∈ X and u ∈ X∗).
There are several helpful interactions between the auxiliary sequences and infinite ma-
trices. To take advantage of these relationships, we must first define the conjugate of a
functional. If u ∈ X∗, then we define u(x) = u(x) for all x ∈ X. With this definition, we
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note that
(I+M)·

g0
g1
g2
g3
...

=

1 0 0 0 · · ·
φ1(ψ0) 1 0 0 · · ·
φ2(ψ0) φ2(ψ1) 1 0 · · ·
φ3(ψ0) φ3(ψ1) φ3(ψ2) 1 · · ·
...
...
...
...
. . .

·

g0
g1
g2
g3
...

=

g0∑1
k=0 φ1(ψk)gk∑2
k=0 φ2(ψk)gk
...
∑3
k=0 φ3(ψk)gk
...

=

φ0
φ1
φ2
φ3
...

.
Because (I +M)(I + U) = I, we also infer that
gn =
n∑
k=0
cnkφk. (4.14)
Similarly,
(I+M̃) ·

g̃0
g̃1
g̃2
g̃3
...

=

1 0 0 0 · · ·
φ0(ψ1) 1 0 0 · · ·
φ0(ψ2) φ1(ψ2) 1 0 · · ·
φ0(ψ3) φ1(ψ3) φ2(ψ3) 1 · · ·
...
...
...
...
. . .

·

g̃0
g̃1
g̃2
g̃3
...

=

g̃0∑1
k=0 φk(ψ1)g̃k∑2
k=0 φk(ψ2)g̃k∑3
k=0 φk(ψ3)g̃k
...

=

ψ0
ψ1
ψ2
ψ3
...

.
Because (I + M̃)(I + Ũ) = I, we infer that
g̃n =
n∑
k=0
c̃nkψk. (4.15)
4.3 Duality
In our exploration of duality relationships, we will use a variety of operators expressed
as infinite matrices. The following sections provide information on the components of these
matrices. This is not to be confused with the properties of the matrices viewed as operators
on `2(N). Indeed, some of the matrices presented may not even be defined on `2(N). We use
the `2(N) inner product as a way of conveniently representing the entries of the matrices in
question.
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4.3.1 {gn} and {ψn} Duality
The duality of {gn} and {ψn}, in the sense of (4.2) is equivalent to {(φn, ψn)} being an
effective pair by definition. In the following theorem we present a matrix condition for a
weak version of this duality.
Theorem 4. Let X be a Banach space and {φn} and {ψn} be linearly dense sequences in
X∗ and X, respectively, where φn(ψn) = 1 for all n ∈ N0. Suppose Φ ⊆ X∗ and Ψ ⊆ X are
the linear spans of {φn} and {ψn}, respectively. and let M,M̃, U, Ũ be as defined in (4.5)
and (4.7). Then the following are equivalent:
1. 〈M̃∗(UM̃∗ + M̃∗ + I)δj , δi〉`2 = 0 for all i, j ∈ N0.
2. {(φn, ψn)} is weakly effective on Φ×Ψ.
3. {gn} and {ψn} form a weak resolution of the identity on Φ×Ψ.
Proof. As Φ and Ψ consist of finite linear combinations, and all of the involved operators
are linear, it suffices to consider (2) and (3) on the collections {φn} and {ψn}.
We first show that
〈(UM̃∗ + M̃∗ + I)δj , δn〉`2 = gn(ψj). (4.16)
Multiplying matrices, we see that
UM̃∗ =

0 0 0 0 · · ·
c10 0 0 0 · · ·
c20 c21 0 0 · · ·
c30 c31 c32 0 · · ·
...
...
...
...
. . .

·

0 φ0(ψ1) φ0(ψ2) φ0(ψ3) · · ·
0 0 φ1(ψ2) φ1(ψ3) · · ·
0 0 0 φ2(ψ3) · · ·
0 0 0 0 · · ·
...
...
...
...
. . .

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=

0 0 0 0 · · ·
0 c10φ0(ψ1) c10φ0(ψ2) c10φ0(ψ3) · · ·
0 c20φ0(ψ1)
∑1
k=0 c2kφk(ψ2)
∑1
k=0 c2kφk(ψ3) · · ·
0 c30φ0(ψ1)
∑1
k=0 c3kφk(ψ2)
∑2
k=0 c3kφk(ψ3) · · ·
...
...
...
...
. . .

and
UM̃∗ + M̃∗ + I =

1 φ0(ψ1) φ0(ψ2) φ0(ψ3) · · ·
0
∑1
k=0 c1kφk(ψ1)
∑1
k=0 c1kφk(ψ2)
∑1
k=0 c1kφk(ψ3) · · ·
0 c20φ0(ψ1)
∑2
k=0 c2kφk(ψ2)
∑2
k=0 c2kφk(ψ3) · · ·
0 c30φ0(ψ1)
∑1
k=0 c3kφk(ψ2)
∑3
k=0 c3kφk(ψ3) · · ·
...
...
...
...
. . .

.
Note that the (n, j) entry of UM̃∗ + I + M̃∗ is given by
0, if n ≥ 1, j = 0∑j−1
k=0 cnkφk(ψj), if n > j, j ≥ 1∑n
k=0 cnkφk(ψj), if n ≤ j
. (4.17)
We now exploit the relationship between (I +M) and (I +U) to more cleanly write the
entries of UM̃∗ + M̃∗ + I.
(I + U)(I +M) =

1 0 0 0 · · ·
c10 1 0 0 · · ·
c20 c21 1 0 · · ·
c30 c31 c32 1 · · ·
...
...
...
...
. . .

·

1 0 0 0 · · ·
φ1(ψ0) 1 0 0 · · ·
φ2(ψ0) φ2(ψ1) 1 0 · · ·
φ3(ψ0) φ3(ψ1) φ3(ψ2) 1 · · ·
...
...
...
...
. . .

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=

1 0 0 0 · · ·∑1
k=0 c1kφk(ψ0) 1 0 0 · · ·∑2
k=0 c2kφk(ψ0)
∑2
k=1 c2kφk(ψ1) 1 0 · · ·∑3
k=0 c3kφk(ψ0)
∑3
k=1 c3kφk(ψ1)
∑3
k=2 c3kφk(ψ2) 1 · · ·
...
...
...
...
. . .

.
From (I + U)(I +M) = I, we know that if n > j
n∑
k=j
cnkφk(ψj) = 0. (4.18)
We infer from (4.17) that the (n, j) entry of UM̃∗ + I + M̃∗ is given by
n∑
k=0
cnkφk(ψj).
Because gn =
∑n
k=0 cnkφk by (4.14), we see that
gn(ψj) =
(
n∑
k=0
cnkφk
)
ψj =
n∑
k=0
cnkφk(ψj)
and conclude that
〈(UM̃∗ + M̃∗ + I)δj , δn〉`2 = gn(ψj).
We can now multiply
M̃∗(UM̃∗ + M̃∗ + I) =

0 φ0(ψ1) φ0(ψ2) · · ·
0 0 φ1(ψ2) · · ·
0 0 0 · · ·
...
...
...
. . .

·

g0(ψ0) g0(ψ1) g0(ψ2) · · ·
g1(ψ0) g1(ψ1) g1(ψ2) · · ·
g2(ψ0) g2(ψ1) g2(ψ2) · · ·
...
...
...
. . .

=

∑∞
k=1 φ0(ψk)gk(ψ0)
∑∞
k=1 φ0(ψk)gk(ψ1)
∑∞
k=1 φ0(ψk)gk(ψ2) · · ·∑∞
k=2 φ1(ψk)gk(ψ0)
∑∞
k=2 φ1(ψk)gk(ψ1)
∑∞
k=2 φ1(ψk)gk(ψ2) · · ·∑∞
k=3 φ2(ψk)gk(ψ0)
∑∞
k=3 φ2(ψk)gk(ψ1)
∑∞
k=3 φ2(ψk)gk(ψ2) · · ·
...
...
...
. . .

and see that the (i, j) entry of M̃∗(UM̃∗ + M̃∗ + I) is given by
∑∞
k=i+1 φi(ψk)gk(ψj).
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Next, notice that
∞∑
k=0
φi(ψk)gk(ψj) =
i∑
k=0
φi(ψk)gk(ψj) +
∞∑
k=i+1
φi(ψk)gk(ψj). (4.19)
Because φi =
∑i
k=0 φi(ψk)gk by (4.8), we see that
i∑
k=0
φi(ψk)gk(ψj) =
(
i∑
k=0
φi(ψk)gk
)
ψj = φi(ψj)
and from the above derivations, we have
∞∑
k=0
gk(ψj)φi(ψk) = φi(ψj) +
∞∑
k=i+1
gk(ψj)φi(ψk). (4.20)
We note that the last sum in (4.20) is simply the conjugate of the (i, j) entry of M̃∗(UM̃∗+
M̃∗ + I).
Suppose that 〈M̃∗(UM̃∗ + M̃∗ + I)δj , δi〉 = 0 for all i, j ∈ N0. It follows that
∞∑
k=i+1
gk(ψj)φi(ψk) = 0 =
∞∑
k=i+1
gk(ψj)φi(ψk)
(and thus converges) for all i, j ∈ N0. By (4.20), we conclude that
∞∑
k=0
φi(ψk)gk(ψj) = φi(ψj)
and see that {(φn, ψn)} is weakly effective on Φ×Ψ by definition.
Conversely, suppose that {(φn, ψn)} is weakly effective on Φ×Ψ so that
∞∑
k=0
φi(ψk)gk(ψj) = φi(ψj)
for all i, j ∈ N0. By (4.20), we know that
∑∞
k=i+1 gk(ψj)φi(ψk) = 0 =
∑∞
k=i+1 gk(ψj)φi(ψk)
(and thus converges) for all i, j ∈ N0. It follows that 〈M̃∗(UM̃∗ + M̃∗ + I)δj , δi〉`2 = 0 for
all i, j ∈ N0.
(2) and (3) are equivalent by definition as xn =
∑n
k=0 gk(x)ψk for all x ∈ X.
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4.3.2 {g̃n} and {φn} Duality
To investigate the duality of {g̃n} and {φn}, we proceed in a manner analogous to the
previous section, achieving a matrix characterization for weak dense effectively.
Theorem 5. Let X be a Banach space and {φn} and {ψn} be linearly dense sequences in
X∗ and X, respectively, where φn(ψn) = 1 for all n ∈ N0. Suppose Φ ⊆ X∗ and Ψ ⊆ X are
the linear spans of {φn} and {ψn}, respectively. Let M,M̃, U, Ũ be as defined in (4.5) and
(4.7). Then the following are equivalent:
1. 〈M∗(ŨM∗ +M∗ + I)δj , δi〉`2 = 0 for all i, j ∈ N0.
2. {(ψn, φn)} is weakly effective on Ψ× Φ.
3. {g̃n} and {φn} form a weak resolution of the identity on Ψ× Φ.
Proof. As Φ and Ψ consist of finite linear combinations, and all of the involved operators
are linear, it suffices to consider (2) and (3) on the collections {φn} and {ψn}.
We first show that
〈(ŨM∗ +M∗ + I)δj , δn〉`2 = φj(g̃n). (4.21)
Multiplying matrices, we see that
ŨM∗ =

0 0 0 0 · · ·
c̃10 0 0 0 · · ·
c̃20 c̃21 0 0 · · ·
c̃30 c̃31 c̃32 0 · · ·
...
...
...
...
. . .

·

0 φ1(ψ0) φ2(ψ0) φ3(ψ0) · · ·
0 0 φ2(ψ1) φ3(ψ1) · · ·
0 0 0 φ3(ψ2) · · ·
0 0 0 0 · · ·
...
...
...
...
. . .

=

0 0 0 0 · · ·
0 c̃10φ1(ψ0) c̃10φ2(ψ0) c̃10φ3(ψ0) · · ·
0 c̃20φ1(ψ0)
∑1
k=0 c̃2kφ2(ψk)
∑1
k=0 c̃2kφ3(ψk) · · ·
0 c̃30φ1(ψ0)
∑1
k=0 c̃3kφ2(ψk)
∑2
k=0 c̃3kφ3(ψk) · · ·
...
...
...
...
. . .

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and
ŨM∗ +M∗ + I =

1 φ1(ψ0) φ2(ψ0) φ3(ψ0) · · ·
0
∑1
k=0 c̃1kφ1(ψk)
∑1
k=0 c̃1kφ2(ψk)
∑1
k=0 c̃1kφ3(ψk) · · ·
0 c̃20φ1(ψ0)
∑2
k=0 c̃2kφ2(ψk)
∑2
k=0 c̃2kφ3(ψk) · · ·
0 c̃30φ1(ψ0)
∑1
k=0 c̃3kφ2(ψk)
∑3
k=0 c̃3kφ3(ψk) · · ·
...
...
...
...
. . .

.
Note that the (n, j) entry of ŨM∗ +M∗ + I = ŨM∗ + I +M∗ is given by

0, if n ≥ 1, j = 0∑j−1
k=0 c̃nkφj(ψk), if n > j, j 6= 0∑n
k=0 c̃nkφj(ψk), if n < j.
(4.22)
We now use the relationship (I + Ũ)(I + M̃) = I to write
I = (I + Ũ)(I + M̃) =

1 0 0 0 · · ·
c̃10 1 0 0 · · ·
c̃20 c̃21 1 0 · · ·
c̃30 c̃31 c̃32 1 · · ·
...
...
...
...
. . .

·

1 0 0 0 · · ·
φ0(ψ1) 1 0 0 · · ·
φ0(ψ2) φ1(ψ2) 1 0 · · ·
φ0(ψ3) φ1(ψ3) φ2(ψ3) 1 ·
...
...
...
...
. . .

=

1 0 0 0 · · ·∑1
k=0 c̃1kφ0(ψk) 1 0 0 · · ·∑2
k=0 c̃2kφ0(ψk)
∑2
k=1 c̃2kφ1(ψk) 1 0 · · ·∑3
k=0 c̃3kφ0(ψk)
∑3
k=1 c̃3kφ1(ψk)
∑3
k=2 c̃3kφ2(ψk) 1 · · ·
...
...
...
...
. . .

.
and we see that for n > j,
∑n
k=j c̃nkφj(ψk) = 0. This combined with (4.22) yields
〈(ŨM∗ +M∗ + I)δj , δn〉`2 =
n∑
k=0
c̃nkφj(ψk). (4.23)
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Using g̃n =
∑n
k=0 c̃nkψk from (4.15), we derive
φj(g̃n) = φj
(
n∑
k=0
c̃nkψk
)
=
n∑
k=0
c̃nkφj(ψk)
and conclude that
φj(g̃n) = 〈(ŨM∗ +M∗ + I)δj , δn〉`2 .
We may now multiply
M∗(ŨM∗ +M∗ + I) =

0 φ1(ψ0) φ2(ψ0) · · ·
0 0 φ2(ψ1) · · ·
0 0 0 · · ·
...
...
...
. . .

·

φ0(g̃0) φ1(g̃0) φ2(g̃0) · · ·
φ0(g̃1) φ1(g̃1) φ2(g̃1) · · ·
φ0(g̃2) φ1(g̃2) φ2(g̃2) · · ·
...
...
...
. . .

=

∑∞
k=1 φk(ψ0)φ0(g̃k)
∑∞
k=1 φk(ψ0)φ1(g̃k)
∑∞
k=1 φk(ψ0)φ2(g̃k) · · ·∑∞
k=2 φk(ψ1)φ0(g̃k)
∑∞
k=2 φk(ψ1)φ1(g̃k)
∑∞
k=2 φk(ψ1)φ2(g̃k) · · ·∑∞
k=3 φk(ψ2)φ0(g̃k)
∑∞
k=3 φk(ψ2)φ1(g̃k)
∑∞
k=3 φk(ψ2)φ2(g̃k) · · ·
...
...
...
. . .

and see that the (i, j) entry of M∗(ŨM∗ +M∗ + I) is given by
∑∞
k=i+1 φk(ψi)φj(g̃k).
Notice that
∞∑
k=0
φk(ψi)φj(g̃k) =
i∑
k=0
φk(ψi)φj(g̃k) +
∞∑
k=i+1
φk(ψi)φj(g̃k). (4.24)
Because ψi =
∑i
k=0 φk(ψi)g̃k by (4.11), we see that
φj(ψi) = φj
(
i∑
k=0
φk(ψi)g̃k
)
=
i∑
k=0
φk(ψi)φj(g̃k)
and from the above derivations we have
∞∑
k=0
φk(ψi)φj(g̃k) = φj(ψi) +
∞∑
k=i+1
φk(ψi)φj(g̃k). (4.25)
We note that the last sum in (4.25) is simply the (i, j) entry of M∗(ŨM∗ +M∗ + I).
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Suppose that 〈M∗(ŨM∗ +M∗ + I)δj , δi〉 = 0 for all i, j ∈ N0. It follows that
∞∑
k=i+1
φk(ψi)φj(g̃k) = 0
(and thus converges) for all i, j ∈ N0. By (4.25), we conclude that
∞∑
k=0
φk(ψi)φj(g̃k) = φj(ψi).
{(ψn, φn)} is now weakly effective on Ψ× Φ by definition.
Conversely, suppose that {(ψn, φn)} is weakly effective on Ψ× Φ. It follows that
∞∑
k=0
φk(ψi)φj(g̃k) = φj(ψi)
for all i, j ∈ N0. By (4.25), we know that
∑∞
k=i+1 φk(ψi)φj(g̃k) = 0 (and thus converges)
for all i, j ∈ N0. It follows that 〈M∗(ŨM∗ +M∗ + I)δj , δi〉`2 = 0 for all i, j ∈ N0.
(2) and (3) are equivalent by definition as un =
∑n
k=0 u(g̃k)φk for all u ∈ X∗.
4.3.3 {gn} and {g̃n} Duality
In order to investigate the duality of {(gn, g̃n)}, we will need to introduce a collection
of subspaces inside of `2(N0). Let F (N0) ⊆ `2 (N0) denote the set of all finite linear
combinations of the collection {δn}. Next, let
H0 = M∗ (F (N0)) ⊆ `2(N0)
H̃0 = M̃∗ (F (N0)) ⊆ `2(N0).
(4.26)
As H0 and H̃0 are both closed, we have that
H0 ⊕H⊥0 = H̃0 ⊕ H̃⊥0 = `2(N0). (4.27)
Define U and Ũ as in (4.5) and (4.7), respectively. If U and Ũ are both bounded
operators on `2(N0), then U∗Ũ will be as well. By (4.26) and (4.27), we may represent U∗Ũ
as the matrix of operators A B
C D
 (4.28)
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where
A : H0 → H̃0, B : H⊥0 → H̃0, C : H0 → H̃⊥0 , D : H⊥0 → H̃⊥0 . (4.29)
Theorem 6. Let X be a Banach space and {φn} and {ψn} be linearly dense sequences in
X∗ and X, respectively, where φn(ψn) = 1 for all n ∈ N0. Suppose Φ ⊆ X∗ and Ψ ⊆ X are
the linear spans of {φn} and {ψn}, respectively.. Let M, M̃, U, Ũ be as defined in (4.5) and
(4.7) and let U and Ũ be bounded operators on `2(N0). Then the following are equivalent:
1. 〈(M̃U∗ŨM∗ − M̃M∗)δj , δi〉`2 = 0 for all i, j ∈ N0.
2. {gn} and {g̃n} are weakly dual on Φ×Ψ.
3. A = PH̃0
∣∣∣
H0
(the projection on H̃0 restricted to H0).
We again point out that this situation is markedly different than the effective sequence
case, where the duality of the auxiliary sequence (with itself) implies the effectivity of
the sequence in question. Although analogous matrix conditions are achieved in our set-
ting, effectivity is not. In [HS05], Haller and Szwarc connect their matrix condition for
NV ∗V N∗ − NN∗ to the operator V ∗V being an orthogonal projection. We achieve an
generalized result from our matrix condition for M̃U∗ŨM∗ − M̃M∗, in our case showing
that a particular component of the operator U∗Ũ is equal to a projection with restricted
domain.
Proof. As Φ and Ψ consist of finite linear combinations, and all of the involved operators
are linear, it suffices to consider (2) on the collections {φn} and {ψn}.
Because M∗ and M̃∗ are upper triangular, their columns are elements in `2(N0). As Ũ
and U are assumed to be bounded operators on `2(N0), we also know that (ŨM∗ + M∗ +
I)δj ∈ `2(N0) and (UM̃∗ + M̃∗ + I)δi ∈ `2(N0) for all i, j ∈ N0. We may then use (4.16)
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and (4.21) to derive
∞∑
n=0
φj(g̃n)gn(ψi) =
∞∑
n=0
〈(ŨM∗ +M∗ + I)δj , δn〉`2〈δn, (UM̃∗ + M̃∗ + I)δi〉`2
= 〈(ŨM∗ +M∗ + I)δj , (UM̃∗ + M̃∗ + I)δi〉`2
= 〈(UM̃∗ + M̃∗ + I)∗(ŨM∗ +M∗ + I)δj , δi〉`2 .
(4.30)
Remarks on Notation. Given an infinite matrix T with entries in C, we use the notation
〈Tδj , δn〉`2 = 〈δj , T ∗δn〉`2 to conveniently manipulate the entries of T . In this case, T ∗
represents the conjugate transpose of T .
We define the truncations Mn, M̃n, Un, and Ũn (which are all bounded operators on
`2(N0) and also strictly lower triangular) as follows:
Mn =

0
φ1(ψ0) 0
...
. . . 0
φn(ψ0) · · · φn(ψn−1) 0 · · ·
0 · · · 0 0 · · ·
...
...
...
...
. . .

, Un =

0
c10 0
...
. . . 0
cn0 · · · cn,n−1 0 · · ·
0 · · · 0 0 · · ·
...
...
...
...
. . .

.
Define M̃n, Ũn similarly. Because (I + Un)(I +Mn) = I and (I + Ũn)(I + M̃n) = I, by the
definition of I +M and I + U we have
UnMn = −Un −Mn = MnUn
ŨnM̃n = −Ũn − M̃n = M̃nŨn.
We now consider the expressions UnM̃
∗
n + M̃
∗
n + I and ŨnM
∗
n +M
∗
n + I to calculate
(UnM̃
∗
n + M̃
∗
n + I)
∗(ŨnM
∗
n +M
∗
n + I)
= (M̃nU
∗
n + M̃n + I)(ŨnM
∗
n +M
∗
n + I)
= M̃nU
∗
nŨnM
∗
n + M̃nU
∗
nM
∗
n + M̃nU
∗
n + M̃nŨnM
∗
n + M̃nM
∗
n + M̃n + ŨnM
∗
n +M
∗
n + I
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= M̃nU
∗
nŨnM
∗
n + M̃n(−U∗n −M∗n) + M̃nU∗n + (−M̃n − Ũn)M∗n
+ M̃nM
∗
n + M̃n + ŨnM
∗
n +M
∗
n + I
= M̃nU
∗
nŨnM
∗
n − M̃nU∗n − M̃nM∗n + M̃nU∗n − M̃nM∗n − ŨnM∗n
+ M̃nM
∗
n + M̃n + ŨnM
∗
n +M
∗
n + I
= M̃nU
∗
nŨnM
∗
n − M̃nM∗n + M̃n +M∗n + I.
From this we conclude
〈(UnM̃∗n + M̃∗n + I)∗(ŨnM∗n +M∗n + I)δj , δi〉`2
= 〈(M̃nU∗nŨnM∗n − M̃nM∗n)δj , δi〉`2 + 〈(Mn + M̃∗n + I)δj , δi〉`2
= 〈ŨnM∗nδj , UnM̃∗nδi〉`2 − 〈M̃nM∗nδj , δi〉`2 + 〈(M̃n +M∗n + I)δj , δi〉`2 .
(4.31)
At this point we wish to take limits as n → ∞. This must be done with care as
we only know that U and Ũ are bounded operators. We will exploit our knowledge of the
pointwise entries of the operators in question as well as their triangular structures to achieve
the desired result. Before this, however, we must establish the strong convergence of the
operators Un, Ũn.
Lemma 9. Un → U , Ũn → Ũ , U∗n → U∗, and Ũ∗n → Ũ∗ strongly in `2(N0).
Proof. Choose {ak} in `2(N0). As U is bounded on `2(N0), it follows that there exists some
C > 0 such that
‖U({ak})‖2`2(N0) =
∞∑
`=1
∣∣∣∣∣
`−1∑
k=0
c`kak
∣∣∣∣∣
2
≤ C‖ak‖2`2(N0). (4.32)
I.e., the series
∞∑
`=1
∣∣∣∣∣
`−1∑
k=0
c`kak
∣∣∣∣∣
2
converges.
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Recall that Un → U strongly if ‖Ux − Unx‖ → 0 as n → ∞ for any x ∈ `2(N0). For
{ak} ∈ `2(N0), we see that
‖U({ak})− Un({ak})‖ =
∥∥∥∥∥∥
∞∑
`=1
∣∣∣∣∣
`−1∑
k=0
c`kak
∣∣∣∣∣
2
−
n∑
`=1
∣∣∣∣∣
`−1∑
k=0
c`kak
∣∣∣∣∣
2
∥∥∥∥∥∥
=
∥∥∥∥∥∥
∞∑
`=n+1
∣∣∣∣∣
`−1∑
k=0
c`kak
∣∣∣∣∣
2
∥∥∥∥∥∥→ 0 as n→∞
as it is the tail of a convergent series. We conclude that Un → U strongly. Similarly,
Ũn → Ũ , U∗n → U∗, and Ũ∗n → Ũ∗ strongly in `2(N0).
As M∗ and M̃∗ are upper triangular, we know that for n > j, i we have M∗nδj = M
∗δj
and M̃∗nδi = M̃
∗δi, from which we conclude:
lim
n→∞
〈M∗nδj , δi〉`2 = 〈M∗δj , δi〉`2
lim
n→∞
〈M̃nδj , δi〉`2 = lim
n→∞
〈δj , M̃∗nδi〉`2 = 〈δj , M̃∗δi〉`2 = 〈M̃δj , δi〉`2
lim
n→∞
〈M̃nM∗nδj , δi〉`2 = limn→∞〈M
∗
nδj , M̃
∗
nδi〉`2 = 〈M∗δj , M̃∗δi〉`2 = 〈M̃M∗δj , δi〉`2 .
Even without any assumptions of M, M̃ being bounded, by virtue of their upper triangular
structure, we know that M∗δj , M̃
∗δi are both sequences in `
2(N0). We use this along with
Lemma 9 to carefully justify rest of the the desired convergences.
Choose i, j ∈ N0 and ε > 0. As {Ũn} converges strongly to Ũ , it also converges
to Ũ in the weak operator topology. Consequently, there is some Nu ∈ N0 such that
|〈ŨnM∗δj , M̃∗δi〉`2 − 〈ŨM∗δj , M̃∗δi〉`2 | < ε, as M∗δj and M̃∗δi are in `2(N0). Let N >
max{i, j,Nu} and choose n > N . We then have that
|〈ŨnM∗nδj , M̃∗nδi〉`2 − 〈ŨM∗δj , M̃∗δi〉`2 | = |〈ŨnM∗δj , M̃∗δi〉`2 − 〈ŨM∗δj , M̃∗δi〉`2 | < ε
and conclude that
lim
n→∞
〈M̃nŨnM∗nδj , δi〉`2 = limn→∞〈ŨnM
∗
nδj , M̃
∗
nδi〉`2 = 〈ŨM∗δj , M̃∗δi〉`2 = 〈M̃ŨM∗δj , δi〉`2 .
Because {U∗n} and {Ũn} converge strongly to U∗ and Ũ , respectively, we know that {U∗nŨn}
converges to U∗Ũ strongly. One can then use arguments analogous to the previous to show
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the following:
lim
n→∞
〈M̃nU∗nM∗nδj , δi〉`2 = 〈M̃U∗M∗δj , δi〉`2
lim
n→∞
〈M̃nU∗nŨnM∗nδj , δi〉`2 = 〈M̃U∗ŨM∗δj , δi〉`2 .
For any i, j ∈ N0, we may now evaluate the limit
lim
n→∞
〈(UnM̃∗n+M̃∗n+I)∗(ŨnM∗n+M∗n+I)δj , δi〉`2 = 〈(UM̃∗+M̃∗+I)∗(ŨM∗+M∗+I)δj , δi〉`2 .
Finally, we take the limit of both sides of (4.31) as n→∞ to obtain
〈(UM̃∗ + M̃∗ + I)∗(ŨM∗ +M∗ + I)δj , δi〉`2
= 〈ŨM∗δj , UM̃∗δi〉`2 − 〈M∗δj , M̃∗δi〉`2 + 〈(M∗ + M̃ + I)δj , δi〉`2 .
(4.33)
Note that the (i, j) entry of M∗ + M̃ + I is simply φj(ψi). The equation then becomes:
〈(UM̃∗ + M̃∗ + I)∗(ŨM∗ +M∗ + I)δj , δi〉`2
= 〈ŨM∗δj , UM̃∗δi〉`2 − 〈M∗δj , M̃∗δi〉`2 + φj(ψi).
(4.34)
Assume that (2) holds. By (4.30), we know that
φj(ψi) =
∞∑
n=0
φj(g̃n)gn(ψi) = 〈(UM̃∗ + M̃∗ + I)∗(ŨM∗ +M∗ + I)δj , δi〉`2 .
Combining this with (4.34), we obtain
〈ŨM∗δj , UM̃∗δi〉`2 − 〈M∗δj , M̃∗δi〉`2 = 0 for all i, j ∈ N0
⇒ 〈(M̃U∗ŨM∗ − M̃M∗)δj , δi〉`2 = 0 for all i, j ∈ N0.
Conversely, suppose (1) holds. By (4.34),
φj(ψi) = 〈(UM̃∗ + M̃∗ + I)∗(ŨM∗ +M∗ + I)δj , δi〉`2 for all i, j ∈ N0
and by (4.30), we see that
φj(ψi) =
∞∑
n=0
φj(g̃n)gn(ψi),
as desired.
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We will now show that (1) is equivalent to (3). Assume that (1) holds. We begin by
proving that
〈U∗Ũx, y〉 = 〈x, y〉 if x ∈ H0 and y ∈ H̃0. (4.35)
Let x ∈ H0 and suppose that x = M∗w where w =
∑n
i=0 αiδi for some {αk} ⊆ C and
n ∈ N0. Similarly, let y ∈ H̃0 and suppose that y = M̃∗z, where and z =
∑m
k=0 βkδk for
some {βk} ⊆ C and m ∈ N0. We derive
〈U∗Ũx, y〉 = 〈U∗ŨM∗w, M̃∗z〉
= 〈U∗ŨM∗
n∑
i=0
αiδi, M̃
∗
m∑
k=0
βkδk〉
= 〈
n∑
i=0
αiU
∗ŨM∗δi,
m∑
k=0
βkM̃
∗δk〉
=
n∑
i=0
αi
m∑
k=0
βk〈U∗ŨM∗δi, M̃∗δk〉
=
n∑
i=0
αi
m∑
k=0
βk〈M∗δi, M̃∗δk〉 by (1)
= 〈M∗
n∑
i=0
αiδi, M̃
∗
m∑
k=0
βkδk〉
= 〈M∗w, M̃∗z〉
= 〈x, y〉.
Write x = lim
n→∞
M∗wn and y = lim
k→∞
M̃∗zk, where wn, zk ∈ F(N0) for all n, k. As U and
Ũ are bounded operators on `2(N0), by the work above we have that
〈U∗Ũx, y〉 = 〈U∗Ũ lim
n→∞
M∗wn, lim
k→∞
M̃∗zk〉
= lim
n→∞
lim
k→∞
〈U∗ŨM∗wn, M̃∗zk〉
= lim
n→∞
lim
k→∞
〈M∗wn, M̃∗zk〉
= 〈 lim
n→∞
M∗wn, lim
k→∞
M̃∗zk〉
= 〈x, y〉.
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We conclude that (4.35) holds, noting that there are no continuity requirements on M̃∗ or
M∗ to achieve the above derivations.
Let x = x1 + x2, y = y1 + y2 ∈ `2(N0) where x1 ∈ H0, x2 ∈ H⊥0 , y1 ∈ H̃0, and y2 ∈ H̃⊥0 .
Using A, B, C, and D as defined in (4.29), we may then write〈A B
C D

x1
x2
 ,
y1
y2
〉
H̃0⊕H̃⊥0
= 〈Ax1 +Bx2, y1〉H̃0 + 〈Cx1 +Dx2, y2〉H̃⊥0 . (4.36)
Suppose that x ∈ H0 and y ∈ H̃0 so that x2 = y2 = 0. Furthermore, write x1 = z1 + z2,
where z1 ∈ H̃0 and z2 ∈ H̃⊥0 . From (4.36) we see that
〈U∗Ũx1, y1〉`2 = 〈Ax1, y1〉H̃0 . (4.37)
Now calculate
〈x1, y1〉`2 = 〈z1, y1〉`2 + 〈z2, y1〉`2 = 〈z1, y1〉`2 = 〈z1, y1〉H̃0 . (4.38)
By (4.35), 〈x1, y1〉`2 = 〈U∗Ũx1, y1〉`2 , so we infer from (4.37) and (4.38) that
〈Ax1, y1〉H̃0 = 〈z1, y1〉H̃0
⇒ 〈Ax1 − z1, y1〉H̃0 = 0
for all x1 ∈ H0 and y1 ∈ H̃0. As z1 = PH̃0x1 and x1 ∈ H0, we conclude that A = PH̃0
∣∣∣
H0
.
Conversely, assume that A = PH̃0
∣∣∣
H0
. Let x = x1 + x2, y = y1 + y2 ∈ `2(N0) where
x1 ∈ H0, x2 ∈ H⊥0 , y1 ∈ H̃0, and y2 ∈ H̃⊥0 . Suppose that x ∈ H0 and y ∈ H̃0, so that
x2 = y2 = 0. By (4.36) we derive
〈U∗Ũx, y〉`2 = 〈Ax1, y1〉H̃0
= 〈Ax1, y1〉`2
= 〈PH̃0x1, y1〉`2
= 〈x1, PH̃0y1〉`2
= 〈x1, y1〉`2
= 〈x, y〉`2 .
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and we conclude that for all x ∈ H0 and y ∈ H̃0,
〈U∗Ũx, y〉 = 〈x, y〉 if x ∈ H0.
As M∗δj ∈ H0 and M̃∗δi ∈ H̃0 for any i, j ∈ N0, it follows that〈
U∗ŨM∗δj , M̃
∗δi
〉
=
〈
M∗δj , M̃
∗δi
〉
⇒
〈
M̃U∗ŨM∗δj , δi
〉
−
〈
M̃M∗δj , δi
〉
= 0
⇒
〈(
M̃U∗ŨM∗ − M̃M∗
)
δj , δi
〉
= 0
for any i, j ∈ N0, and the proof is finished.
Ideally, we would like to release the assumption in Theorem 6 that U and Ũ are bounded.
It is possible, however, that it is necessary to at least assume that the product U∗Ũ is
bounded. This has been the case in every example and theorem that we have explored
thus far. For example, in Chapter 2 we examined the behavior of pairs of sequences where
ψn = Tφn for all n (T positive and invertible). In this case, the mixed Grammian matrix
I + M̃ + M∗ = I + M̃∗ + M can be shown to be equal to the Grammian matrix for the
sequence en = T
1
2φn. Because any Grammian of a single sequence will be positive, by the
work in [HS05] we infer that U = Ũ is a contraction and U∗Ũ is bounded. In the following
section, we will investigate an effective pair in which U∗Ũ is bounded, but Ũ is not. This
example strengthens our hypothesis that the boundedness of U∗Ũ is a necessary condition
for effectivity.
4.4 An Informative Example
At the beginning of the chapter, we claimed that the duality of {(gn, g̃n)} was not
equivalent to the duality of {(gn, ψn)} or {(g̃n, φn)}. We substantiate this claim with an
example for which exactly two of these dualities holds. We accomplish this using the matrix
characterizations developed in the previous sections. Namely, we will provide an example
for which for all i, j ∈ N0,
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(i) 〈M̃∗(UM̃∗ + M̃∗ + I)δj , δi〉`2 = 0
(ii) 〈M∗(ŨM∗ +M∗ + I)δj , δi〉 6= 0
(iii) 〈(M̃U∗ŨM∗ − M̃M∗)δj , δi〉 = 0.
By our previous derivations, this will give the weak dense dualities of both {(gn, ψn)} and
{(gn, g̃n)}. Because our example is finite-dimensional, this is equivalent to {(gn, ψn)} and
{(gn, g̃n)} achieving a full resolution of the identity. However, because
〈M∗(ŨM∗ +M∗ + I)δj , δi〉 6= 0,
by Theorem 5 there is no duality of {(g̃n, φn)}, even in some limited sense.
Without further ado, we let {φn}, {ψn} ⊆ R2, φn = φn+3, and ψn = ψn+3 for all n,
where [
φ0 φ1 φ2 ψ0 ψ1 ψ2
]
=
 1 1 .5 1 1 1.5
−1 1 −.5 0 0 −.5
 .
This example was briefly discussed in Chapter 2, wherein it was shown that {(φn, ψn)} was
effective, but {(ψn, φn)} was not. Here we show the matrix properties directly.
Proposition 7. 〈M̃∗(M̃∗U + M̃∗ + I)δn, δj〉 = 0 for all n, j.
Proof. We proceed with several matrix calculations, exploiting the block structure engen-
dered by the periodicity of the involved sequences. If
F =

1 0 0
1 1 0
.5 .5 1
 , D =

1 1 2
1 1 1
.5 .5 1
 , B =

0 0 −2
0 −.5 1
0 .25 −.5
 , C =

0 0 0
0 −.25 .5
0 .125 −.25
 ,
R =

1 0 0
1 1 0
2 1 1
 , S =

1 1 .5
1 1 .5
2 1 1
 , W =

.5 −.5 −.5
0 0 0
−1 1 0
 , T =

.5 −.5 0
0 0 0
−1 1 0
 ,
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then
I +M =

F 0 0 0 · · ·
D F 0 0 · · ·
D D F 0 · · ·
...
...
...
...
. . .

, I + U =

F−1 0 0 0 0 · · ·
B F−1 0 0 0 · · ·
C B F−1 0 0 · · ·
1
2C C B F
−1 0 · · ·
1
4C
1
2C C B F
−1 · · ·
...
...
...
...
...
. . .

(4.39)
I + M̃ =

R 0 0 0 · · ·
S R 0 0 · · ·
S S R 0 · · ·
...
...
...
...
. . .

, I + Ũ =

R−1 0 0 0 0 · · ·
W R−1 0 0 0 · · ·
T W R−1 0 0 · · ·
T T W R−1 0 · · ·
T T T W R−1 · · ·
...
...
...
...
...
. . .

. (4.40)
It is straightforward to check that (I + M)(I + U) = I and (I + M̃)(I + Ũ) = I. Let
(I +M)(I +U)(n,j) indicate the 3 by 3 block of (I +M)(I +U) in the (n, j) position. It is
clear that (I +M)(I + U)(n,j) is equal to zero for n < j and equal to I3 for n = j. We use
Sage and induction to calculate the following (Appendix B, Lines 1-21)
(I +M)(I + U)(n+1,n) = DF
−1 + FB = 0
(I +M)(I + U)(n+2,n) = DF
−1 +DB + FC = 0
(I +M)(I + U)(n+3,n) = DC −
1
2
FC = 0
(I +M)(I + U)(n+k,n) =
1
2k−3
(DC − 1
2
FC) = 0 for k > 3.
We now show that (I + M̃)(I + Ũ) = I. Again it is clear that (I + M̃)(I + Ũ)(n,j) is
equal to zero if n < j and that (I+M̃)(I+ Ũ)(n,j) = I3 if n = j. Using Sage and induction,
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we calculate
(I + M̃)(I + Ũ)(n+1,n) = SR
−1 +RW = 0
(I + M̃)(I + Ũ)(n+2,n) = SR
−1 + SW +RT = 0
(I + M̃)(I + Ũ)(n+k,n) = ST = 0 for k ≥ 3
and conclude that (I + M̃)(I + Ũ) = I (Appendix B, Lines 22-33).
We next calculate the matrix I + UM̃∗ + M̃∗.
(I + M̃∗) + UM̃∗ =

R∗ S∗ S∗ S∗ S∗ · · ·
0 R∗ S∗ S∗ S∗ · · ·
0 0 R∗ S∗ S∗ · · ·
0 0 0 R∗ S∗ · · ·
...
...
...
...
...
. . .

+

F−1 − I3 0 0 0 0 · · ·
B F−1 − I3 0 0 0 · · ·
C B F−1 − I3 0 0 · · ·
1
2C C B F
−1 − I3 0 · · ·
1
4C
1
2C C B F
−1 − I3 · · ·
...
...
...
...
...
. . .

·

R∗ − I3 S∗ S∗ S∗ S∗ · · ·
0 R∗ − I3 S∗ S∗ S∗ · · ·
0 0 R∗ − I3 S∗ S∗ · · ·
0 0 0 R∗ − I3 S∗ · · ·
...
...
...
...
...
. . .

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=

R∗ + (F−1 − I3)(R∗ − I3) S∗ + (F−1 − I3)S∗
B(R∗ − I3) R∗ +BS∗ + (F−1 − I3)(R∗ − I3)
C(R∗ − I3) CS∗ +B(R∗ − I3)
1
2C(R
∗ − I3) 12CS
∗ + C(R∗ − I3)
...
...
S∗ + (F−1 − I3)S∗ S∗ + (F−1 − I3)S∗
S∗ +BS∗ + (F−1 − I3)S∗ S∗ +BS∗ + (F−1 − I3)S∗
R∗ + CS∗ +BS∗ + (F−1 − I3)(R∗ − I3) S∗ + CS∗ +BS∗ + (F−1 − I3)S∗
1
2CS
∗ + CS∗ +B(R∗ − I3) R∗ + 12CS
∗ + CS∗ +BS∗ + (F−1 − I3)(R∗ − I3)
...
...
S∗ + (F−1 − I3)S∗ · · ·
S∗ +BS∗ + (F−1 − I3)S∗ · · ·
S∗ + CS∗ +BS∗ + (F−1 − I3)S∗ · · ·
S∗ + 12CS
∗ + CS∗ +BS∗ + (F−1 − I3)S∗ · · ·
...
. . .

.
Let M̃∗(UM̃∗+M̃∗+I)(n,i) denote the three by three block matrix of M̃
∗(UM̃∗+M̃∗+I)
in the (n, i) position. To show that every entry of M̃∗(UM̃∗ + M̃∗ + I) is equal to zero,
we present a series of lemmas exploiting its block structure. Specifically, we use induction
across select diagonals, rows, and columns.
Lemma 10. (Diagonal) M̃∗(UM̃∗ + M̃∗ + I)(i,i) = 0 for all i ∈ N.
Proof. Using block matrix multiplication combined with the previous derivations, we com-
pute the 3× 3 principal submatrix of M̃∗(UM̃∗ + M̃∗ + I).
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M̃∗(UM̃∗ + M̃∗ + I)(0,0) = (R
∗ − I3)
(
R∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗B(R∗ − I3)
+ S∗C(R∗ − I3) +
1
2
S∗C(R∗ − I3) +
1
4
S∗C(R∗ − I3) + · · ·
= (R∗ − I3)
(
R∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗B(R∗ − I3)
+ 2S∗C(R∗ − I3)
= 0,
where the last line of calculations was completed in Sage (Appendix B, Lines 34-37).
We also calculate
M̃∗(UM̃∗ + M̃∗ + I)(1,1) = (R
∗ − I3)
(
R∗ +BS∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗ (CS∗ +B(R∗ − I3))
+ S∗
(
1
2
CS∗ + C(R∗ − I3)
)
+ S∗
(
1
4
CS∗ +
1
2
C(R∗ − I3)
)
+ S∗
(
1
8
CS∗ +
1
4
C(R∗ − I3)
)
+ S∗
(
1
16
CS∗ +
1
8
C(R∗ − I3)
)
+ · · ·
= (R∗ − I3)
(
R∗ +BS∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗B(R∗ − I3)
+ S∗CS∗ +
1
2
S∗CS∗ +
1
4
S∗CS∗ +
1
8
S∗CS∗ + · · ·
+ S∗C(R∗ − I3) +
1
2
S∗C(R∗ − I3) +
1
4
S∗C(R∗ − I3) + · · ·
= (R∗ − I3)
(
R∗ +BS∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗B(R∗ − I3)
+ 2S∗CS∗ + 2S∗C(R∗ − I3)
= 0,
where the last line of calculations was completed using Sage (Appendix B, Lines 39-41).
Notice that during both of these calculations we encountered geometric series when
looking at the coefficients of the S∗CS∗ and S∗C(R∗ − I3) terms. This is a result of the
structure of the matrix M̃∗(UM̃∗ + M̃∗ + I). Eventually, for large enough n, every (n, i)
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block in the matrix M̃∗(UM̃∗ + M̃∗ + I) is equal to 12M̃
∗(UM̃∗ + M̃∗ + I)(n−1,i). This
provides us with the iterative structure necessary for the blocks in question to be well
defined. Furthermore, it allows us to make successful induction arguments concerning the
entries of M̃∗(UM̃∗ + M̃∗ + I).
Specifically, we know that for n ≥ 2,
M̃∗(UM̃∗ + M̃∗ + I)(n,n) = M̃
∗(UM̃∗ + M̃∗ + I)(n−1,n−1)
+
1
2n−1
(R∗ − I3)CS∗ +
1
2n−1
S∗CS∗
= M̃∗(UM̃∗ + M̃∗ + I)(n−1,n−1)
+
1
2n−1
((R∗ − I3)CS∗ + S∗CS∗) .
(4.41)
Using Sage, we calculate (R∗ − I3)CS∗ + S∗CS∗ = 0 (Appendix B, Lines 42-45). We have
already shown that M̃∗(UM̃∗ + M̃∗ + I)(n,n) = 0 for n = 0 and n = 1. Suppose that
M̃∗(UM̃∗ + M̃∗ + I)(k,k) = 0 for some k ≥ 1. By (4.41),
M̃∗(UM̃∗ + M̃∗ + I)(k+1,k+1) = M̃
∗(UM̃∗ + M̃∗ + I)(k,k) +
1
2k
((R∗ − I3)CS∗ + S∗CS∗)
= 0 +
1
2k
· 0
= 0.
By induction, the lemma is proven.
Lemma 11. (Subdiagonal) M̃∗(UM̃∗ + M̃∗ + I)(i+1,i) = 0 for all i ∈ N.
Proof. We calculate
M̃∗(UM̃∗ + M̃∗ + I)(1,0) = (R
∗ − I3)B(R∗ − I3)
+ S∗C(R∗ − I3) +
1
2
S∗C(R∗ − I3) +
1
4
S∗C(R∗ − I3) + · · ·
= (R∗ − I3)B(R∗ − I3) + 2S∗C(R∗ − I3)
= 0,
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where the last calculation was performed by Sage (Appendix B, Lines 46-49). Next, derive
M̃∗(UM̃∗ + M̃∗ + I)(2,1) = (R
∗ − I3) (CS∗ +B(R∗ − I3)) + S∗
(
1
2
CS∗ + C(R∗ − I3)
)
+ S∗
(
1
4
CS∗ +
1
2
C(R∗ − I3)
)
+ S∗
(
1
8
CS∗ +
1
4
C(R∗ − I3)
)
+ · · ·
= (R∗ − I3) (CS∗ +B(R∗ − I3))
+
1
2
S∗CS∗ +
1
4
S∗CS∗ +
1
8
S∗CS∗ + · · ·
+ S∗C(R∗ − I3) +
1
2
S∗C(R∗ − I3) +
1
4
S∗C(R∗ − I3) + · · ·
= (R∗ − I3) (CS∗ +B(R∗ − I3)) + S∗CS∗ + 2S∗C(R∗ − I3)
= 0,
where the last calculation was performed by Sage (Appendix B, Lines 50-53).
We see that M̃∗(UM̃∗ + M̃∗ + I)(n+1,n) = 0 holds for n = 0, 1. Recall that (R
∗ −
I3)CS
∗ + S∗CS∗ = 0 and note that, for n ≥ 2,
M̃∗(UM̃∗ + M̃∗ + I)(n+1,n) = M̃
∗(UM̃∗ + M̃∗ + I)(n,n−1)
+
1
2n−1
(R∗ − I3)CS∗ +
1
2n
S∗CS∗
= M̃∗(UM̃∗ + M̃∗ + I)(n,n−1)
+
1
2n−1
((R∗ − I3)CS∗ + S∗CS∗) .
(4.42)
Assume that M̃∗(UM̃∗ + M̃∗ + I)(k+1,k) = 0 for some k ≥ 1. By (4.42),
M̃∗(UM̃∗ + M̃∗ + I)(k+2,k+1) = M̃
∗(UM̃∗ + M̃∗ + I)(k+1,k) +
1
2k
((R∗ − I3)CS∗ + S∗CS∗)
= 0 +
1
2k
· 0
= 0
and the result follows by induction.
Having shown the subdiagonal is equal to zero, we will now show that the entire lower
triangular portion of the matrix is equal to zero.
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Lemma 12. (Lower Triangle) M̃∗(UM̃∗ + M̃∗ + I)(i,n) = 0, n < i.
Proof. We first verify that
B(R∗ − I3) =

0 0 −2
0 −.5 1
0 .25 −.5


0 1 2
0 0 1
0 0 0
= 2

0 0 0
0 −.25 .5
0 .125 −.2


0 1 2
0 0 1
0 0 0
= 2C(R∗ − I3).
We then see that, for i > n+ 1, M̃∗(UM̃∗+ M̃∗+ I)(i,n) =
1
2M̃
∗(UM̃∗+ M̃∗+ I)(i−1,n). By
Lemma 11, the result holds.
We will now use a series of three lemmas to show that every upper triangular entry of
the matrix M̃∗(UM̃∗ + M̃∗ + I) is equal to zero.
Lemma 13. (0th Row) M̃∗(UM̃∗ + M̃∗ + I)(0,n) = 0, n > 0.
Proof. We first calculate
M̃∗(UM̃∗ + M̃∗ + I)(0,1) = (R
∗ − I3)
(
S∗ + (F−1 − I3)S∗
)
+ S∗
(
R∗ +BS∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗ (CS∗ +B(R∗ − I3)) + S∗
(
1
2
CS∗ + C(R∗ − I3)
)
+ S∗
(
1
4
CS∗ +
1
2
C(R∗ − I3)
)
+ S∗
(
1
8
CS∗ +
1
4
C(R∗ − I3)
)
+ · · ·
= (R∗ − I3)
(
S∗ + (F−1 − I3)S∗
)
+ S∗
(
R∗ +BS∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗B(R∗ − I3)
+ S∗CS∗ +
1
2
S∗CS∗ +
1
2
S∗CS∗ + · · ·
+ S∗C(R∗ − I3) +
1
2
S∗C(R∗ − I3) +
1
4
S∗C(R∗ − I3) + · · ·
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= (R∗ − I3)
(
S∗ + (F−1 − I3)S∗
)
+ S∗
(
R∗ +BS∗ + (F−1 − I3)(R∗ − I3)
)
+ S∗B(R∗ − I3)
+ 2S∗CS∗ + 2S∗C(R∗ − I3)
= 0,
where the last calculation was performed using Sage (Appendix B, Lines 54-57).
We see that M̃∗(UM̃∗ + M̃∗ + I)(0,n) = 0 holds for n = 1 and note that for n ≥ 1,
M̃∗(UM̃∗ + M̃∗ + I)(0,n+1) = M̃
∗(UM̃∗ + M̃∗ + I)(0,n)
+ S∗(F−1 − I3)S∗ + S∗S∗ + S∗BS∗ + 2S∗CS∗.
(4.43)
Assume that M̃∗(UM̃∗ + M̃∗ + I)(0,k) = 0 for some k ≥ 1. Use Sage to calculate
S∗(F−1 − I3)S∗ + S∗S∗ + S∗BS∗ + 2S∗CS∗ = 0 (Appendix B, Lines 106-109). By (4.43),
M̃∗(UM̃∗ + M̃∗ + I)(0,k+1) = M̃
∗(UM̃∗ + M̃∗ + I)(0,k)
+ S∗(F−1 − I3)S∗ + S∗S∗ + S∗BS∗ + 2S∗CS∗
= 0
and the result follows by induction.
Lemma 14. (1st Row) M̃∗(UM̃∗ + M̃∗ + I)(1,n) = 0, n > 1.
Proof. By Lemma 13, we know that M̃∗(UM̃∗ + M̃∗ + I)(0,n) = 0 for all n > 0. Note that
for all n > 1,
M̃∗(UM̃∗ + M̃∗ + I)(1,n) = M̃
∗(UM̃∗ + M̃∗ + I)(0,n−1)
+ (R∗ − I3)BS∗ + 2S∗CS∗.
Using Sage to calculate (R∗ − I3)BS∗ + 2S∗CS∗ = 0 (Appendix B, Lines 110-113), we
conclude inductively that M̃∗(UM̃∗ + M̃∗ + I)(1,n) = 0 for n > 1.
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Lemma 15. (Diagonals in Upper Triangle) M̃∗(UM̃∗+M̃∗+I)(n,n+k) = 0, n ≥ 2, k ∈ N0.
Proof. We first note that for n ≥ 2 and k ∈ N0,
M̃∗(UM̃∗ + M̃∗ + I)(n,n+k) = M̃
∗(UM̃∗ + M̃∗ + I)(n−1,n+k−1)
+
1
2n−2
((R∗ − I3)CS∗ + S∗CS∗) .
(4.44)
By Lemma 14, we know that M̃∗(UM̃∗ + M̃∗ + I)(n,n+k) = 0 holds for n = 1. Suppose
M̃∗(UM̃∗ + M̃∗ + I)(i,i+k) = 0 for some i ≥ 1. Recall that (R∗ − I3)CS∗ + S∗CS∗ = 0
(Appendix B, Lines 42-45). Thus, by (4.44),
M̃∗(UM̃∗ + M̃∗ + I)(i+1,i+1+k) = M̃
∗(UM̃∗ + M̃∗ + I)(i,i+k)
+
1
2n−2
((R∗ − I3)CS∗ + S∗CS∗)
= 0.
The result holds by induction.
We have now shown that every entry of M̃∗(UM̃∗ + M̃∗ + I) is equal to zero.
Proposition 8. There exists some i, j ∈ N0 such that 〈M∗(ŨM∗ +M∗ + I)δi, δj〉 6= 0.
Proof. We first calculate
(I +M∗) + ŨM∗ =

F ∗ D∗ D∗ D∗ · · ·
0 F ∗ D∗ D∗ · · ·
0 0 F ∗ D∗ · · ·
0 0 0 F ∗ · · ·
...
...
...
. . .

+

R−1 − I3 0 0 0 · · ·
W R−1 − I3 0 0 · · ·
T W R−1 − I3 0 · · ·
T T W R−1 − I3 · · ·
...
...
...
...
. . .

·

F ∗ − I3 D∗ D∗ D∗ · · ·
0 F ∗ − I3 D∗ D∗ · · ·
0 0 F ∗ − I3 D∗ · · ·
0 0 0 F ∗ − I3 · · ·
...
...
...
...
. . .

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=

F ∗ + (R−1 − I3)(F ∗ − I3) D∗ + (R−1 − I3)D∗
W (F ∗ − I3) F ∗ +WD∗ + (R−1 − I3)(F ∗ − I3)
T (F ∗ − I3) TD∗ +W (F ∗ − I3)
T (F ∗ − I3) TD∗ + T (F ∗ − I3)
...
...
D∗ + (R−1 − I3)D∗ D∗ + (R−1 − I3)D∗ · · ·
D∗ +WD∗ + (R−1 − I3)D∗ D∗ +WD∗ + (R−1 − I3)D∗ · · ·
F ∗ + TD∗ +WD∗ + (R−1 − I3)(F ∗ − I3) D∗ + TD∗ +WD∗ + (R−1 − I3)D∗ · · ·
TD∗ + TD∗ +W (F ∗ − I3) F ∗ + 2TD∗ +WD∗ + (R−1 − I3)(F ∗ − I3) · · ·
...
...
. . .

.
Consider the (0, 0) block entry of M∗(ŨM∗ +M∗ + I) given by
(F ∗ − I3)
(
F ∗ + (R−1 − I3)(F ∗ − I3)
)
+D∗W (F ∗ − I3) +D∗T (F ∗ − I3) + · · · (4.45)
where the term D∗T (F ∗ − I3) continues infinitely. Using Sage (Appendix B, Lines 62-73),
we see that D∗W (F ∗ − I3) = D∗T (F ∗ − I3) = 0 and
(F ∗ − I3)
(
F ∗ + (R−1 − I3)(F ∗ − I3)
)
=

0 −.5 0
0 −.5 0
0 0 0
 6= 0. (4.46)
Proposition 9. 〈(MU∗ŨM̃∗ −MM̃∗)δi, δj〉 = 0 for all i, j ∈ N0.
Proof. It is clear that U∗Ũ = I implies 〈(MU∗ŨM̃∗−MM̃∗)δi, δj〉 = 0 for all i, j ∈ N0. We
will show U∗Ũ = I using block matrix multiplication and exploiting the diagonal structure
of U∗ and Ũ .
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First consider
U∗Ũ =

F−∗ − I3 B∗ C∗ 12C
∗ 1
4C
∗ · · ·
0 F−∗ − I3 B∗ C∗ 12C
∗ · · ·
0 0 F−∗ − I3 B∗ C∗ · · ·
0 0 0 F−∗ − I3 B∗ · · ·
0 0 0 0 F−∗ − I3 · · ·
...
...
...
...
. . .

·

R−1 − I3 0 0 0 0 · · ·
W R−1 − I3 0 0 0 · · ·
T W R−1 − I3 0 0 · · ·
T T W R−1 − I3 0 · · ·
T T T W R−1 − I3 · · ·
...
...
...
...
. . .

.
Note that U∗Ũ will have diagonal bands of identical block matrices. Specifically,
U∗Ũ(n,k) will be equal to U
∗Ũ(n+j,k+j) for any n, k, j ∈ N0. It suffices then, to show that
U∗Ũ(0,k) = U
∗Ũ(n,0) = 0 and U
∗Ũ(0,0) = I3 for n, k ∈ N0.
We begin by calculating
U∗Ũ(0,0) = (F
−∗ − I3)(R−1 − I3) +B∗W + C∗T +
1
2
C∗T +
1
4
C∗T + · · ·
= (F−∗ − I3)(R−1 − I3) +B∗W + 2C∗T
= I3,
where the last sum was evaluated using Sage (Appendix B, Lines 74-77).
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We next consider the 0th block column of U∗Ũ . First notice that U∗Ũ(2,0) = U
∗Ũ(n,0)
for all n ≥ 2. It is sufficient to calculate
U∗Ũ(1,0) = (F
−∗ − I3)W +B∗T + C∗T +
1
2
C∗T +
1
4
C∗T + · · ·
= (F−∗ − I3)W +B∗T + 2C∗T
= 0
and
U∗Ũ(2,0) = (F
−∗ − I3)T +B∗T + C∗T +
1
2
C∗T +
1
4
C∗T + · · ·
= (F−∗ − I3)T +B∗T + 2C∗T
= 0.
The code for these calculations can be found in Appendix B, Lines 78-85.
Finally, we consider the 0th row of U∗Ũ . Notice that
U∗Ũ(0,k) =
1
2k−1
(
2C∗(R−1 − I3) + C∗W + C∗T
)
for k ≥ 2. (4.47)
We use Sage (Appendix B, Lines 86-101) to confirm that
C∗W = C∗T
C∗(R−1 − I3) = −C∗T
and conclude from (4.47) that U∗Ũ(0,k) = 0 for ≥ 2.
It remains only to note that B∗(R−1 − I3) = −2C∗T (Appendix B, Lines 102-105) and
show
U∗Ũ(0,1) = B
∗(R−1 − I3) + C∗W +
1
2
C∗T +
1
4
C∗T + · · ·
= B∗(R−1 − I3) + C∗W + C∗T
= 0.
We see that U∗Ũ = I and thus 〈(MU∗ŨM̃∗ −MM̃∗)δi, δj〉 = 0 for all i, j ∈ N0.
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We have now shown all of the desired matrix properties. By Theorems 4 and 5, we
know that {(φn, ψn)} is weakly densely effective and {(ψn, φn)} is not. As we are working
in finite dimensions, we actually know more: {(φn, ψn)} is effective and {(ψn, φn)} is not.
Incorporating Theorem 6 and Proposition 9, we conclude that {(gn, g̃n)} also forms a dual
pair. Combining these results, we have produced the promised example for which {(gn, ψn)}
and {(gn, g̃n)} are dual, but {(g̃n, φn)} is not.
At this point we pause to reflect on the boundedness (or lack thereof) of U , Ũ , and U∗Ũ .
In Proposition 9, we showed that U∗Ũ = I, so U∗Ũ is obviously bounded as an operator
on `2(N0). To examine U and Ũ , we rely on their block structures as given in (4.39) and
(4.40), respectively. If n ≥ i + 2, then U(n,i) =
(
1
2
)n−2
C, where U(n,i) denotes the 3 × 3
block matrix of U in the (n, i) position, and
C =

0 0 0
0 −.25 .5
0 .125 −.25
 .
Noting that the entries of U(n,i) approach 0 as n approaches infinity, we conclude by Schur’s
Lemma that U is a bounded operator on `2(N0). On the other hand, note that for n ≥ i+2,
Ũ(n,i) = T , where
T =

.5 −.5 0
0 0 0
−1 1 0
 .
As the first two columns of Ũ are not even elements of `2(N0), Ũ must be unbounded on
`2(N0).
4.4.1 A Theorem in Finite Dimensions
The previous example prompted an investigation into the conditions for a pair of periodic
sequences in finite dimensions to give convergence in the dual Kaczmarz algorithm. Recall
that a pair of sequences will be effective if and only if conditions (UB) and (DE) are satisfied.
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In finite dimensions, however, the (DE) condition suffices, as the involved sequences span
the entire space (i.e., the dense space in question is the entire space). To fulfill condition
(DE), we look to the spectral radius of the product of the appropriate projections.
Theorem 7. Let X be a finite-dimensional Banach space. Suppose {(φn, ψn)} ⊆ X∗ ×X
are k-periodic sequences with φn(ψn) = 1 for all n, where {ψn} and {φn} are linearly
dense in X and X∗, respectively. If ρ(Pk−1Pk−2 · · ·P0) < 1, then {(φn, ψn)} is effective. If
ρ(Pk−1Pk−2 · · ·P0) > 1, then {(φn, ψn)} is not effective.
Proof. As we are working in finite dimensions, it suffices to prove that the (DE) condition
holds (the dense subset referenced is the entire space). However, we will use (UB) as a
tool to obtain (DE). We thus begin by showing that ρ (Pk−1Pk−2 · · ·P0) < 1 implies the
existence of C > 0 such that ‖PnPn−1 · · ·P0‖ < C for all n.
Let T = Pk−1Pk−2 · · ·P0. By the Jordan normal form theorem, we know there exists an
invertible matrix W ∈ Ck×k such that T = WJW−1, where J ∈ Ck×k is the block diagonal
Jordan matrix for T . Specifically,
J =

Jm0(λ0) 0 0 · · ·
0 Jm1(λ1) 0 · · ·
... · · · . . . · · ·
0 · · · 0 Jmk−1(λk−1)

where
Jmj (λj) =

λj 1 0 · · · 0
0 λj 1 · · · 0
· · · · · · . . . . . .
...
0 0 · · · λj 1
0 0 · · · 0 λj

and Jmj (λj) ∈ Cmj×mj and 0 ≤ j ≤ k − 1.
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Because T i = (WJW−1)i = WJ iW−1 and J is block diagonal, we have that
T i = WJ iW−1 = W

J im0(λ0) 0 0 · · ·
0 J im1(λ1) 0 · · ·
... · · · . . . · · ·
0 · · · 0 J imk−1(λk−1)

W−1 (4.48)
where
(
Jmj (λj)
)i
is given by
J imj (λj) =

λij
(
i
1
)
λi−1j
(
i
2
)
λi−2j · · ·
(
i
mj−1
)
λ
i−mj+1
j
0 λij
(
i
1
)
λi−1j · · ·
(
i
mj−2
)
λ
i−mj+2
j
...
...
. . .
. . .
...
0 0 · · · λij
(
i
1
)
λi−1j
0 0 · · · 0 λij

, (4.49)
and
(
a
b
)
= 0 if a < b or b < 0. If ρ(T ) < 1, then |λj | < 1 for all j and we see by (4.49) that
as i → ∞, every entry of every J imj (λj) approaches 0. In other words, limi→∞ J
i = 0 and we
see that
lim
i→∞
T i = lim
i→∞
(WJW−1)i
= lim
i→∞
WJ iW−1
= W
(
lim
i→∞
J i
)
W−1
= 0.
We now have that lim
i→∞
‖T i‖ → 0, from which we conclude that
lim
n→∞
‖PnPn−1 · · ·P0‖ = lim
i→∞
‖T i‖ = 0
and derive
lim
n→∞
‖PnPn−1 · · ·P0x‖ ≤ lim
n→∞
‖PnPn−1 · · ·P0‖‖x‖
= ‖x‖ lim
n→∞
‖PnPn−1 · · ·P0‖
= 0.
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It follows that limn→∞ ‖PnPn−1 · · ·P0x‖ = 0 for any x ∈ X. By Kwapień and Mycielski,
{(φn, ψn)} is an effective pair [KM01].
For the last part of the theorem, we note that if ρ(Pk−1Pk−2 · · ·P0) = ρ(T ) > 1, then
there is some λj such that |λj | > 1. In this case, there is some entry of J which diverges to
infinity, which means that the Euclidean norm of J i diverges to infinity as i → ∞. As all
matrix norms are equivalent, we conclude that any norm of J i diverges to infinity as i→∞.
Because W is invertible, the norms of WJ iW−1 = T i and J i are equivalent. Consequently,
we conclude by Kwapień and Mycielski that {(φn, ψn)} cannot be effective as
lim
n→∞
‖PnPn−1 · · ·P0‖ = lim
i→∞
‖T i‖ → ∞, (4.50)
resulting in condition (UB) being violated [KM01].
We apply these results to the previous example. For Pnx = x − 〈x, φn〉ψn and Qnx =
x − 〈x, ψn〉φn, we easily compute ρ(P2P1P0) = 12 and ρ(Q2Q1Q0) = 2. By Theorem 7,
{(φn, ψn)} is an effective pair, but {(ψn, φn)} is not. In other words, {(gn, ψn)} forms a
dual pair, but {(g̃n, φn)} does not. Note that the calculations here are significantly less
laborious than those completed previously to obtain the same result.
4.4.2 The Haller and Szwarc Equivalences
In Chapter 2, we presented a list of equivalent properties from Haller and Szwarc for
effective sequences in a Hilbert Space ([HS05]). We now provide analogous statements for
the effective pair context.
a. {(φn, ψn)} is an effective pair.
b. {gn} and {ψn} are dual.
c. 〈M̃∗(UM̃∗ + M̃∗ + I)δj , δi〉 = 0 for all i, j ∈ N0.
d. {gn} and {g̃n} are dual.
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e. 〈(M̃U∗ŨM∗ − M̃M∗)δj , δi〉 = 0 for all i, j ∈ N0.
f. U∗Ũ has the projection property described in Theorem 6.
Through our work in this chapter, it has become clear that these conditions are not
equivalent in the context of the dualized algorithm. It is true that Theorem 4 shows a limited
equivalence (the results hold weakly on a dense subset) of (a), (b), and (c), and that Theorem
6 shows a similar equivalence between (d), (e), and (f). However, our finite-dimensional
example shows that (b) is not equivalent to (d), creating two groups of equivalences which
cannot be equivalent to each other. It is still possible, however, that the group (a), (b),
and (c) implies (d), (e), and (f). Obtaining an example disproving this implication is highly
desirable.
4.5 A Banach Space Example
We present an example of a weakly densely effective pair in a Banach space which is not
a Hilbert space.
Definition 17. Let X be a Banach space. {(φn, ψn)} ⊆ X∗ ×X is stationary if
φn+k(ψm+k) = φn(ψm) for all n,m, k ∈ N0.
Let µ be a singular Borel probability measure on [0, 1], φn(t) = e
−2πint ∈ L2(µ), and
ψm(t) = e
2πimt ∈ L2(µ). As both {φn} and {ψm} are stationary sequences of unit vectors
and are linearly dense in L2(µ), by [KM01], they are both effective sequences in L2(µ). By
Haller and Szwarc in [HS05], we know that if
I +N =

1 0 0 0 · · ·∫ 1
0 e
2πitdµ 1 0 0 · · ·∫ 1
0 e
4πitdµ
∫ 1
0 e
2πitdµ 1 0 · · ·∫ 1
0 e
6πitdµ
∫ 1
0 e
4πitdµ
∫ 1
0 e
2πitdµ 1 · · ·
...
...
...
...
. . .

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and I + V is the algebraic inverse of I + N , then V is a partial isometry. Furthermore,
〈N∗(V N∗ +N∗ + I)δj , δi〉 = 0 for all i, j ∈ N0.
Let p > 2, and let q be such that 1p+
1
q = 1. We now consider {φn} and {ψn} as collections
within Lp(µ) and Lq(µ), respectively. We construct I+M and I+M̃ as defined in (4.5) and
(4.7), noticing that N = M = M̃ . Consequently, V = U = Ũ , where I+U and I+Ũ are the
algebraic inverses of I +M and I + M̃ , respectively. Because N∗(V N∗+N∗+ I)δj , δi〉 = 0
for all i, j ∈ N0, we have
M̃∗(UM̃∗ + M̃∗ + I)δj , δi〉 = 0 for all i, j ∈ N0
M∗(ŨM∗ +M∗ + I)δj , δi〉 = 0 for all i, j ∈ N0.
By Theorems 4 and 5, we know that {(φn, ψn)} is weakly densely effective on Lp(µ) and
{(φn, ψn)} is weakly densely effective on Lq(µ).
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APPENDIX A. EXAMPLE
Following is a sequence of bounded operators {Mn} which converges pointwise on a
dense subset of its domain, but is not uniformly bounded with respect to n.
For f ∈ L2[0, 1], define Mn by Mn (f) = Fn · f , where
Fn(x) =

n if x ∈ [0, 1n ]
1 if x ∈ [ 1n , 1].
Let M =
⋃
ε>0Mε where Mε = {f ∈ L2[0, 1] : support(f) ⊆ [ε, 1]}. Notice:
1. Each Mn is bounded on L
2[0, 1].
Choose f ∈ L2[0, 1]. Note that ||f ||∞ <∞ on [0, 1]. We then have
‖Mnf‖2L2[0,1] =
∫ 1
0
|Mnf(x)|2dx
=
∫ 1
0
|Fn(x)f(x)|2dx
=
∫ 1
0
|Fn(x)|2|f(x)|2dx
≤
∫ 1
0
n2|f(x)|2dx
= n2
∫ 1
0
|f(x)|2dx
= n2‖f‖2L2[0,1].
2. M is dense in L2[0, 1].
Choose f ∈ L2[0, 1] and let ε > 0 be given. As f2 is integrable on [0, x] for any
0 ≤ x ≤ 1, the function F (y) =
∫ y
0
|f(x)|2dx is continuous for 0 ≤ y ≤ 1. Because
F (0) = 0, there is some b > 0 such that
∫ b
0
|f(x)|2dx < ε.
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Consider the function g ∈Mb ⊆M defined by
g(x) =

f(x), if x ∈ (b, 1]
0, otherwise.
We see that
‖f − g‖2L2[0,1] =
∫ 1
0
|f(x)− g(x)|2dx
=
∫ b
0
|f(x)− g(x)|2dx+
∫ 1
b
|f(x)− g(x)|2dx
=
∫ b
0
|f(x)− g(x)|2dx
=
∫ b
0
|f(x)|2dx
< ε
and we have the desired result.
3. Mn → I pointwise on M.
Let ε > 0 and f ∈ M. This means that there is some ε0 > 0 such that f ∈ Mε0 .
Choose N such that for all n > N , 12 ≤ ε0. Then, for n > N ,
‖Mnf − f‖2 =
∫ 1
0
|Mnf(x)− f(x)|2dx
=
∫ ε0
0
|Mnf(x)− f(x)|2dx+
∫ 1
ε0
|Mnf(x)− f(x)|2dx
=
∫ 1
ε0
|Mnf(x)− f(x)|2dx
= 0
< ε.
4. There is some f ∈ L2[0, 2] such that ‖Mnf‖ → ∞ as n → ∞. I.e. the Mn are not
uniformly bounded with respect to n on L2[0, 1].
Let 0 < δ < 1 and f(x) = xδ−
1
2 .
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We see that ∫ 1
0
|f(x)|2dx =
∫ 1
0
x2δ−1dx <∞
as 2δ1 − 1 > −1, and so f ∈ L2[0, 1].
However,
||Mnf ||2L2[0,1] =
∫ 1
0
|Mnf(x)|2dx
=
∫ 1
n
0
|Mnf(x)|2dx+
∫ 1
1
n
|Mnf(x)|2dx
=
∫ 1
n
0
n2x2δ−1dx+
∫ 1
1
n
x2δ−1dx
=
(
n2x2δ
2δ
) 1
n
0
+
(
x2δ
2δ
)1
1
n
=
n2−2δ
2δ
+
1
2δ
−
(
1
n
)2δ
· 1
2δ
.
As 0 < δ < 1, lim
n→∞
(
1
n
)2δ
= 0 and lim
n→∞
n2−2δ
2δ
=∞. We conclude that there is no
constant C > 0 such that for any f ∈ L2[0, 1], ‖Mnf‖ ≤ C‖f‖ for all n.
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APPENDIX B. CODE
1 sage: F=matrix(3,3,[[1, 0, 0],[1, 1, 0],[.5, .5, 1]])
2 sage: D=matrix(3,3,[[1, 1, 2],[1, 1, 1],[.5, .5, 1]])
3 sage: B=matrix(3,3,[[0, 0, −2],[0, −.5, 1],[0, .25, −.5]])
4 sage: C=matrix(3,3,[[0, 0, 0],[0, −.25, .5],[0, .125, −.25]])
5 sage: R=matrix(3,3,[[1, 0, 0],[1, 1, 0],[2,1, 1]])
6 sage: S=matrix(3,3,[[1, 1, .5],[1, 1, .5],[2, 1, 1]])
7 sage: T=matrix(3,3,[[.5, −.5, 0],[0,0, 0],[−1,1,0]])
8 sage: I=matrix(3,3,[[1, 0, 0],[0, 1, 0],[0, 0, 1]])
9 sage: W=matrix(3,3,[[.5, −.5, −.5],[0, 0, 0],[−1, 1, 0]])
10 sage: D∗Fˆ(−1)+F∗B
11 [0.000000000000000 0.000000000000000 0.000000000000000]
12 [0.000000000000000 0.000000000000000 0.000000000000000]
13 [0.000000000000000 0.000000000000000 0.000000000000000]
14 sage: D∗Fˆ(−1)+D∗B+F∗C
15 [0.000000000000000 0.000000000000000 0.000000000000000]
16 [0.000000000000000 0.000000000000000 0.000000000000000]
17 [0.000000000000000 0.000000000000000 0.000000000000000]
18 sage: D∗C−.5∗F∗C
19 [0.000000000000000 0.000000000000000 0.000000000000000]
20 [0.000000000000000 0.000000000000000 0.000000000000000]
21 [0.000000000000000 0.000000000000000 0.000000000000000]
22 sage: S∗Rˆ(−1)+R∗W
23 [0.000000000000000 0.000000000000000 0.000000000000000]
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24 [0.000000000000000 0.000000000000000 0.000000000000000]
25 [0.000000000000000 0.000000000000000 0.000000000000000]
26 sage: S∗Rˆ(−1)+S∗W+R∗T
27 [0.000000000000000 0.000000000000000 0.000000000000000]
28 [0.000000000000000 0.000000000000000 0.000000000000000]
29 [0.000000000000000 0.000000000000000 0.000000000000000]
30 sage: S∗T
31 [0.000000000000000 0.000000000000000 0.000000000000000]
32 [0.000000000000000 0.000000000000000 0.000000000000000]
33 [0.000000000000000 0.000000000000000 0.000000000000000]
34 sage: (transpose(R)−I)∗(transpose(R)+(Fˆ(−1)−I)∗(transpose(R)−I))+transpose(S)∗B∗(
transpose(R)−I)+2∗transpose(S)∗C∗(transpose(R)−I)
35 [0.000000000000000 0.000000000000000 0.000000000000000]
36 [0.000000000000000 0.000000000000000 0.000000000000000]
37 [0.000000000000000 0.000000000000000 0.000000000000000]
38 sage: (transpose(R)−I)∗(transpose(R)+B∗transpose(S)+(Fˆ(−1)−I)∗(transpose(R)−I))+
transpose(S)∗B∗(transpose(R)−I)+2∗transpose(S)∗C∗transpose(S)+2∗transpose(S)∗C
∗(transpose(R)−I)
39 [0.000000000000000 0.000000000000000 0.000000000000000]
40 [0.000000000000000 0.000000000000000 0.000000000000000]
41 [0.000000000000000 0.000000000000000 0.000000000000000]
42 sage: (transpose(R)−I)∗C∗transpose(S)+transpose(S)∗C∗transpose(S)
43 [0.000000000000000 0.000000000000000 0.000000000000000]
44 [0.000000000000000 0.000000000000000 0.000000000000000]
45 [0.000000000000000 0.000000000000000 0.000000000000000]
46 sage: (transpose(R)−I)∗B∗(transpose(R)−I)+2∗transpose(S)∗C∗(transpose(R)−I)
47 [0.000000000000000 0.000000000000000 0.000000000000000]
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48 [0.000000000000000 0.000000000000000 0.000000000000000]
49 [0.000000000000000 0.000000000000000 0.000000000000000]
50 sage: (transpose(R)−I)∗(C∗transpose(S)+B∗(transpose(R)−I))+transpose(S)∗C∗
transpose(S)+2∗transpose(S)∗C∗(transpose(R)−I)
51 [0.000000000000000 0.000000000000000 0.000000000000000]
52 [0.000000000000000 0.000000000000000 0.000000000000000]
53 [0.000000000000000 0.000000000000000 0.000000000000000]
54 sage: (transpose(R)−I)∗(transpose(S)+(Fˆ(−1)−I)∗transpose(S))+transpose(S)∗(
transpose(R)+B∗transpose(S)+(Fˆ(−1)−I)∗(transpose(R)−I))+transpose(S)∗B∗(
transpose(R)−I)+2∗transpose(S)∗C∗transpose(S)+2∗transpose(S)∗C∗(transpose(R)−
I)
55 [0.000000000000000 0.000000000000000 0.000000000000000]
56 [0.000000000000000 0.000000000000000 0.000000000000000]
57 [0.000000000000000 0.000000000000000 0.000000000000000]
58 sage: (transpose(R)−I)∗(transpose(S)+B∗transpose(S)+(Fˆ(−1)−I)∗transpose(S))+
transpose(S)∗(transpose(R)+C∗transpose(S)+B∗transpose(S)+(Fˆ(−1)−I)∗(
transpose(R)−I))+transpose(S)∗B∗(transpose(R)−I)+transpose(S)∗C∗transpose(S)
+2∗transpose(S)∗C∗transpose(S)+2∗transpose(S)∗C∗(transpose(R)−I)
59 [0.000000000000000 0.000000000000000 0.000000000000000]
60 [0.000000000000000 0.000000000000000 0.000000000000000]
61 [0.000000000000000 0.000000000000000 0.000000000000000]
62 sage: transpose(D)∗W∗(transpose(F)−I)
63 [0.000000000000000 0.000000000000000 0.000000000000000]
64 [0.000000000000000 0.000000000000000 0.000000000000000]
65 [0.000000000000000 0.000000000000000 0.000000000000000]
66 sage: transpose(D)∗T∗(transpose(F)−I)
67 [0.000000000000000 0.000000000000000 0.000000000000000]
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68 [0.000000000000000 0.000000000000000 0.000000000000000]
69 [0.000000000000000 0.000000000000000 0.000000000000000]
70 sage: (transpose(F)−I)∗(transpose(F)+(Rˆ(−1)−I)∗(transpose(F)−I))
71 [ 0.000000000000000 −0.500000000000000 0.000000000000000]
72 [ 0.000000000000000 −0.500000000000000 0.000000000000000]
73 [ 0.000000000000000 0.000000000000000 0.000000000000000]
74 sage: ((transpose(F))ˆ(−1)−I)∗(Rˆ(−1)−I)+transpose(B)∗W+2∗transpose(C)∗T
75 [ 1.00000000000000 0.000000000000000 0.000000000000000]
76 [0.000000000000000 1.00000000000000 0.000000000000000]
77 [0.000000000000000 0.000000000000000 1.00000000000000]
78 sage: ((transpose(F))ˆ(−1)−I)∗W+transpose(B)∗T+2∗transpose(C)∗T
79 [0.000000000000000 0.000000000000000 0.000000000000000]
80 [0.000000000000000 0.000000000000000 0.000000000000000]
81 [0.000000000000000 0.000000000000000 0.000000000000000]
82 sage: ((transpose(F))ˆ(−1)−I)∗T+transpose(B)∗T+2∗transpose(C)∗T
83 [0.000000000000000 0.000000000000000 0.000000000000000]
84 [0.000000000000000 0.000000000000000 0.000000000000000]
85 [0.000000000000000 0.000000000000000 0.000000000000000]
86 sage: transpose(C)∗W
87 [ 0.000000000000000 0.000000000000000 0.000000000000000]
88 [−0.125000000000000 0.125000000000000 0.000000000000000]
89 [ 0.250000000000000 −0.250000000000000 0.000000000000000]
90 sage: transpose(C)∗T
91 [ 0.000000000000000 0.000000000000000 0.000000000000000]
92 [−0.125000000000000 0.125000000000000 0.000000000000000]
93 [ 0.250000000000000 −0.250000000000000 0.000000000000000]
94 sage: transpose(C)∗(Rˆ(−1)−I)
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95 [ 0.000000000000000 0.000000000000000 0.000000000000000]
96 [ 0.125000000000000 −0.125000000000000 0.000000000000000]
97 [−0.250000000000000 0.250000000000000 0.000000000000000]
98 sage: −1∗transpose(C)∗T
99 [ 0.000000000000000 0.000000000000000 0.000000000000000]
100 [ 0.125000000000000 −0.125000000000000 0.000000000000000]
101 [−0.250000000000000 0.250000000000000 0.000000000000000]
102 sage: transpose(B)∗(Rˆ(−1)−I)
103 [ 0.000000000000000 0.000000000000000 0.000000000000000]
104 [ 0.250000000000000 −0.250000000000000 0.000000000000000]
105 [−0.500000000000000 0.500000000000000 0.000000000000000]
106 sage: transpose(S)∗(Fˆ(−1)−I)∗transpose(S)+transpose(S)∗transpose(S)+transpose(S)∗B
∗transpose(S)+2∗transpose(S)∗C∗transpose(S)
107 [0.000000000000000 0.000000000000000 0.000000000000000]
108 [0.000000000000000 0.000000000000000 0.000000000000000]
109 [0.000000000000000 0.000000000000000 0.000000000000000]
110 sage: (transpose(R)−I)∗B∗transpose(S)+2∗transpose(S)∗C∗transpose(S)
111 [0.000000000000000 0.000000000000000 0.000000000000000]
112 [0.000000000000000 0.000000000000000 0.000000000000000]
113 [0.000000000000000 0.000000000000000 0.000000000000000]
