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Abstract
We show that subsingular vectors may exist in Verma modules over
W (2, 2), and present the subquotient structure of these modules. We
prove conditions for irreducibility of the tensor product of intermediate
series module with a highest weight module. Relation to intertwining
operators over vertex operator algebra associated to W (2, 2) is discussed.
Also, we study the tensor product of intermediate series and a highest
weight module over the twisted Heisenberg-Virasoro algebra, and present
series of irreducible modules with infinite-dimensional weight spaces.
1 Introduction
Lie algebra W (2, 2) was first introduced by W. Zhang and C. Dong in [16]
as a part of classification of simple vertex operator algebras generated by two
weight two vectors. It is an extension of the well known Virasoro algebra Vir,
and its representation theory is somewhat similar to that of Vir. Criterion for
irreducibility of Verma modules over W (2, 2) was given in [16]. The structure
of those modules was discussed by W. Jiang and Y. Pei in [10]. However, the
authors overlooked an important fact - that a submodule generated by a singular
vector is not necessarily isomorphic to some Verma module; and therefore missed
an interesting possibility - a subsingular vector in Verma module. In Section 3 we
present new results on structure of Verma modules (Theorem 3), and formulas
for subsingular vector. Necessary condition for the existence of a subsingular
vector is given, and many examples supporting a conjecture that this condition
is sufficient are shown.
It was proved by D. Liu and L. Zhu in [13] that every irreducible weight mod-
ule overW (2, 2) with finite-dimensional weight subspaces is either the highest or
lowest weight module, or a module belonging to an intermediate series. Modules
with infinite-dimensional weight subspaces over the affine Kac-Moody algebra
(see [7] and [1, 2, 3]) and over the Virasoro algebra ([17] and [15]) have been
studied recently, motivated by their connection with theory of vertex operator
1
algebras (VOAs) and fusion rules in conformal field theory. Based on modules
studied in these papers, we consider the tensor product of irreducible module
from intermediate series, and irreducible highest weight module. We show in
Section 4 how these modules can be obtained from intertwining operators for
modules over VOA associated to W (2, 2). In Section 5 we classify irreducible
tensor products (Theorem 26). The existence of, and a formula for a subsingu-
lar vector is crucial in this analysis since generic singular vectors are of no use
(Theorem 32). We show that a tensor product module contains an irreducible
submodule with infinite-dimensional weight subspaces if and only if a subsingu-
lar vector exists in the corresponding Verma module (Corollary 34). Different
highest weight modules occur as subquotients in reducible tensor product mod-
ules. Some of these subquotients are related to intertwining operators.
In section 7 we discuss irreducibility of tensor product module over the
twisted Heisenberg-Virasoro algebra at level zero. This algebra was studied
by Y. Billig in [5], as it appears in the construction of modules for the toroidal
Lie algebras (see [6]). We present a rich series of irreducible tensor products.
2 Lie algebra W (2, 2)
W (2, 2) is a complex Lie algebra with basis {Wn, Ln, C, : n ∈ Z}, and a Lie
bracket
[Ln, Lm] = (n−m)Ln+m + δn,−m
n3 − n
12
C, (1)
[Ln,Wm] = (n−m)Wn+m + δn,−m
n3 − n
12
C,
[Wn,Wm] = [L, C] = 0.
In this paper we write L = W (2, 2), a notation used by Liu and Zhu in [13].
Obviously, {Ln, C : n ∈ Z} spans a copy of the Virasoro algebra. Triangular
decomposition is given by L = L− ⊕ L0 ⊕ L+ where
L+ =
⊕
n>0
(CLn + CWn),
L− =
⊕
n>0
(CL−n + CW−n),
L0 = CL0 + CW0 + CC.
However, W0 does not act semisimply on the rest of L. Algebra L is Z-graded
by eigenvalues of L0, namely Ln = CL−n + CW−n + δn,0CC.
Let U(L) denote a universal enveloping algebra and I a left ideal generated
by {Ln,Wn, C − c1, L0 − h1,W0 − hW1 : n ∈ N} for fixed c, h, hW ∈ C. Then
V (c, h, hW ) := U(L)/I is called the Verma module with central charge c and
highest weight (h, hW ) or simply with highest weight (c, h, hW ). It is a free
U(L)-module generated by the highest weight vector v := 1+I, and a standard
2
Poincare-Birkhoff-Witt (PBW) basis
{W−ms · · ·W−m1L−nt · · ·L−n1v : ms ≥ · · · ≥ m1 ≥ 1, nt ≥ · · · ≥ n1 ≥ 1}.
Throughout the rest of this paper v denotes the highest weight vector
and we assume that a monomial
W−ms · · ·W−m1L−nt · · ·L−n1v
is given in PBW basis, unless otherwise noted. Central charge and
weights should be clear from the context, as well as weather v comes from the
Verma module or some quotient.
Module V (c, h, hW ) admits a natural gradation by L0-eigenspaces i.e., weight
subspaces: V (c, h, hW ) =
⊕
k≥0 V (c, h, hW )h+k. PBW vectors such that
∑
mi+∑
nj = k form a basis for V (c, h, hW )h+k. Module V (c, h, hW ) has a unique
maximal submodule J(c, h, hW ) and L(c, h, hW ) = V (c, h, hW )/J(c, h, hW ) is
unique (up to isomorphism) irreducible highest weight module with highest
weight (c, h, hW ).
Theorem 1 ([16]) Verma module V (c, h, hW ) is irreducible if and only if 2hW+
m2−1
12 c 6= 0 for any m ∈ N.
Intermediate series L-modules are intermediate series Vir-modules with triv-
ial action of Wn. For α, β ∈ C, define Vα,β,0 = spanC{vm : m ∈ Z} with
Lnvm = −(m+ α+ β + nβ)vm+n, Cvm = Wnvm = 0,
for n,m ∈ Z. Then Vα,β,0 ∼= Vα+k,β,0 for k ∈ Z, so when α ∈ Z we may assume
α = 0. Module Vα,β,0 is reducible if and only if α ∈ Z and β ∈ {0, 1}. Define
V ′0,0,0 := V0,0,0/Cv0, V
′
0,1,0 :=
⊕
m 6=−1
Cvm ⊆ V0,1,0 and V
′
α,β,0 = Vα,β,0 otherwise.
Then V ′α,β,0 are all irreducible modules from intermediate series. See [13].
Theorem 2 ([13]) An irreducible weight L-module with finite-dimensional weight
spaces is isomorphic either to a highest (or lowest) weight module or to V ′α,β,0
for some α, β ∈ C.
Tensor product V ′α,β,0⊗L(c, h, hW ) carries an L-module structure with action
a(vn ⊗ x) := avn ⊗ x+ vn ⊗ ax, for any a ∈ L, x ∈ L(c, h, hW ).
Note that Wm(vn⊗ v) = vn⊗Wmv. Like in Vir case {vn⊗ v : n ∈ Z} generates
V ′α,β,0 ⊗ L(c, h, hW ) (see (5) in Lemma 30). Moreover, all weight subspaces are
infinite-dimensional:(
V ′α,β,0 ⊗ L (c, h, hW )
)
h+m−α−β
=
⊕
n∈Z+
Cvn−m ⊗ L (c, h, hW )h+n
3
3 Verma module structure
In this section we assume 2hW +
p2−1
12 c = 0 for some p ∈ N.
Some results of this section are similar to those presented in [10] and moti-
vated by [5]. However, since W0 does not act semisimply in general (unlike to
I0 in the Heisenberg-Virasoro algebra), submodules generated by some singular
vectors in Verma modules are not isomorphic to Verma modules so the maximal
submodule J(c, h, hW ) is not necessarily cyclic on a singular vector. In fact, we
prove the existence of subsingular vectors in some Verma modules. Therefore,
Corollary 3.6 and later results in [10] are not correct in general.
First introduce W -degree on L−:
degW L−n = 0, degW W−n = 1,
which induces Z-grading on U(L) and on V (c, h, hW )
degW W−ms · · ·W−m1L−nt · · ·L−n1v = s.
Obviously, this grading depends on a basis. Denote with VW(k)(c, h, hW ) the
homogeneous components respective to W -degree in a PBW basis.
For a nonzero x ∈ V (c, h, hW ) we denote by x its lowest nonzero homo-
geneous component with respect to W -degree (in a standard PBW basis). If
x ∈ VW(k)(c, h, hW ) and n > 0, then
Wnx ∈ V (c, h, hW )
W
(k) ⊕ V (c, h, hW )
W
(k+1) (2)
Lnx ∈ V (c, h, hW )
W
(k−1) ⊕ V (c, h, hW )
W
(k).
We can define L-degree likewise:
degL L−n = 1, degLW−n = 0.
Let
W = V L(0)(c, h, hW ) = {W−ms · · ·W−m1v : ms ≥ · · · ≥ m1 > 0} .
Now we state the main result of this section, a structure theorem for Verma
modules over the Lie algebra W (2, 2).
Theorem 3 Let 2hW +
p2−1
12 c = 0 for some p ∈ N. Then there exists a singular
vector u′ ∈ V (c, h, hW )h+p ∩ W such that u′ = W−pv and U(L)u
′ ∼= V (c, h +
p, hW ). Images of vectors W−ms · · ·W−m1L−nt · · ·L−n1v such that mi 6= p form
a PBW basis for L′(c, h, hW ) := V (c, h, hW )/U(L)u
′. Moreover:
(i) Let h 6= hW+
(13p+1)(p−1)
12 +
(1−r)p
2 for all r ∈ N. Then U(L)u
′ = J(c, h, hW )
is a maximal submodule in V (c, h, hW ) and L
′(c, h, hW ) = L(c, h, hW ) is
irreducible.
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(ii) Suppose L′(c, h, hW ) is reducible. Then there exists a subsingular vector
u ∈ V (c, h, hW ) such that u = L
r
−pv for some r ∈ N. Vectors u and u
′
generate a maximal submodule J(c, h, hW ) and the images of all vectors
W−ms · · ·W−m1L−nt · · ·L−n1v in which neither W−p nor L
k
−p for k ≥ r
occur as factors form a PBW basis for irreducible module L(c, h, hW ) =
V (c, h, hW )/J(c, h, hW ).
We suspect L′(c, h, hW ) is reducible if and only if h = hW +
(13p+1)(p−1)
12 +
(1−r)p
2 . The proof of Theorem 3 will be presented in a series of lemmas and
theorems in the rest of this section. We will follow the Billig’s [5] idea, also used
in [10].
The following lemma will often be used throughout this section (see also
analogous result in [5]).
Lemma 4 ([10]) Let 0 6= x ∈ V (c, h, hW ) and degW x = k.
a) If x /∈ W and n ∈ N is the smallest, such that L−n occurs as a factor in one
of the terms in x, then the part of Wnx of the W -degree k is given by
n
(
2hW +
n2 − 1
12
c
)
∂x
∂L−n
.
b) If x ∈ W, x /∈ Cv and m ∈ N is maximal, such that W−m occurs as a factor
in one of the terms of x, then the part of Lmx of the W -degree k − 1 is
given by
m
(
2hW +
m2 − 1
12
c
)
∂x
∂W−m
.
As a first application of this lemma we have the following result:
Lemma 5 ([10]) Let 2hW +
p2−1
12 c = 0. Then there is a singular vector s ∈
V (c, h, hW )h+p such that s =W−pv or s = L−pv.
For x ∈ V (c, h, hW ) we define xn inductively. Let x0 = x and xn = xn−1 −
xn−1. Then
x =
∑
n≥0
xn
is a decomposition of x byW -degree, i.e., degW xi < degW xj if i < j. Moreover,
xn is homogeneous respective to W -degree (all components of xn have the same
W -degree). For example
x = L−3v︸ ︷︷ ︸
x0
+
x1︷ ︸︸ ︷
W−3v +W−1L−2v︸ ︷︷ ︸
x1
+
x2︷ ︸︸ ︷
W 3−1v︸ ︷︷ ︸
x2
.
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Theorem 6 Let 2hW +
p2−1
12 c = 0. Then there is a singular vector u
′ ∈
V (c, h, hW )h+p ∩ W such that u′ = W−pv. Moreover, U(L)u
′ is isomorphic
to the Verma module V (c, h+ p, hW ).
Proof. We know from Lemma 5, that there exists a singular vector s in
V (c, h, hW )h+p. If s = W−pv we set u
′ = s. Suppose that s = L−pv. Then we
set u′ = 1
p
(W0s− hW s). Obviously u
′ is a singular vector such that u′ = W−pv.
Factor 1
p
is due to normalization by W−p. Note that this means there are two
linearly independent singular vectors in V (c, h, hW )h+p.
Next we show that u′ ∈ W . Let n ∈ N the smallest such that degL u
′
n > 0
and let degW u
′
n = k. Moreover, let m ∈ N the smallest such that L−m occurs
as a factor in u′n. Obviously, m < p. Then by Lemma 4 a) the part of Wmu
′
n of
the W -degree k is nonzero. However,Wmu
′
n =Wmu
′−Wmu′n−1 = 0 because u
′
is a singular vector, and un−1 ∈ W by minimality of n, so we got a contradiction
and conclude that degL u
′ = 0.
Finally, since u′ ∈ W we have W0u
′ = hWu
′ so U (L)u is isomorphic to the
Verma module with the highest weight (c, h+ p, hW ).
Example 7 u′ = W−1v is a singular vector in the Verma module V (c, h, 0);
u′ = (W−2−
3
4hW
W 2−1)v is a singular vector in the Verma module V (c, h,−c/8);
u′ = (W−3 −
2
hW
W−2W−1 +
1
h2
W
W 3−1)v is a singular vector in the Verma
module V (c, h,−c/3).
From now on u′ denotes the singular vector from Theorem 6. We
also use the following notation:
J ′(c, h, hW ) := U (L)u
′,
L′(c, h, hW ) = V (c, h, hW )/J
′(c, h, hW ).
Let P2 (n) =
∑n
i=0 P (n− i)P (i) where P is a partition function with P (0) =
1. Then
charV (c, h, hW ) = q
h
∑
n≥0
P2(n)q
n = qh
∏
k≥1
(1 − qk)−2.
From Theorem 6 we get
charJ ′(c, h, hW ) = q
h+p
∑
n≥0
P2(n)q
n = qh+p
∏
k≥1
(1− qk)−2,
charL′(c, h, hW ) = charV − charJ
′ = qh(1− qp)
∑
n≥0
P2(n)q
n =
= qh(1− qp)
∏
k≥1
(1− qk)−2.
Lemma 8 Let 0 6= x ∈ J ′(c, h, hW ). Then there exist terms in x containing
factor W−p.
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Proof. We may write x = yu′, where y ∈ U(L−). Since U(L−) has no zero
divisors, we get x = yu′. However, u′ = W−pv so every component in x with
maximal length contains W−p.
Lemma 9 Denote by B′ set of PBW vectors W−ms · · ·W−m1L−nt · · ·L−n1v
modulo J ′(c, h, hW ), such that mi 6= p for i = 1, . . . , s. Then B
′ is a basis for
L′(c, h, hW ).
Proof. SinceW−p cannot occur in a linear combination of vectors fromB
′ it fol-
lows from Lemma 8 that B′ is linearly independent. Simple combinatorics shows
that a character of a vector space spanned by B′ equals qh(1−qp)
∑
n≥0 P2(n)q
n,
which proves B′ is a basis for L′(c, h, hW ).
If there is a singular vector s ∈ V (c, h, hW ) such that s = L−pv (recall
Proposition 5), then L′(c, h, hW ) is reducible and the image of s is a singular
vector in L′(c, h, hW ). Next we show that L
′(c, h, hW ) may contain a singular
vector of weight h+pr for any r ∈ N, i.e., V (c, h, hW ) may contain a subsingular
vector. The singular vector s in Lemma 5 is just a special case r = 1.
Theorem 10 If L′(c, h, hW ) is reducible then there is a singular vector u ∈
L′(c, h, hW ) such that u = L
r
−pv for some r ∈ N.
Proof. If the highest weight module L′(c, h, hW ) is reducible, it must contain
some singular vector not in Cv. Let u ∈ L′(c, h, hW ) \ Cv be a homogeneous
vector such that L+u = 0 (i.e., L+u ∈ J
′(c, h, hW ) if we consider u as a vector
in V (c, h, hW )). We may assume that u is a linear combination of vectors from
B′. Note that B′ is closed under partial derivations ∂
∂L−n
and ∂
∂W−n
.
Suppose u ∈ W and u /∈ Cv. Applying Lemma 4 b) we find m ∈ N, m 6= p,
such that Lmu 6= 0 and W−p does not occur in Lmu. By Lemma 8, we get
Lmu /∈ J
′(c, h, hW ), a contradiction.
Therefore we may assume u /∈ W . Let degW u = k and let n the smallest
such that L−n occurs in u. By Lemma 4 a), component ofWnu of the W -degree
k is n
(
2hW +
n2−1
12 c
)
∂u
∂L−n
. If n 6= p we get contradiction again so n = p. Let
n′ > p the smallest such that L−n′ occurs as a factor in u. Since
Wn′u =
t∑
i=1
W−mk · · ·W−m1L−nt · · · [Wn′ , L−ni ] · · ·L−n1v
and n1 = p or n1 ≥ n
′ the only component of u that produces part ofW -degree k
is one in which L−n′ occurs. That component equals n
′
(
2hW +
n′2−1
12 c
)
∂u
∂L
−n′
.
Since n′ 6= p and since W−p does not occur as a factor in u, we get 0 6=
Wn′u ∈ J
′(c, h, hW ) such that W−p does not occur in Wn′u. Again, this is
a contradiction with Lemma 8.
So far we have proven that if L−t occurs as a factor in u, then t = p. It is
left to prove that u ∈ CLr−pv, i.e., that degW u = 0. Suppose that degW u = k,
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and let m ∈ N the highest such that W−m occurs as a factor in u. It is easy to
see that part of Lmu of W -degree k− 1 equals m
(
2hW +
m2−1
12 c
)
∂u
∂W−m
. Since
by Lemma 8 m 6= p, we conclude that 0 6= Lmu ∈ J
′(c, h, hW ) such that W−p
does not occur as a factor in Lmu, a contradiction. This proves that u equals
Lr−pv up to a scalar factor, so we set u = L
r
−pv.
Let us show that such vectors actually exist.
Example 11 u = L−1v is a subsingular vector in the Verma module V (c, 0, 0);
u = (L2−1+
6
c
W−2)v is a subsingular vector in the Verma module V (c,−
1
2 , 0).
Remark 12 If it exists, a singular vector u in L′(c, h, hW )h+rp is obviously
unique up to a scalar factor. When considered as a vector in V (c, h, hW )h+rp,
we usually take the one representative of u + U(L)u′ in which W−p does not
occur. Therefore we may think of u as a unique subsingular vector in the Verma
module V (c, h, hW ) such that u = L
r
−pv.
Our next goal is to find a necessary condition for the existence of a subsingu-
lar vector. We still assume that 2hW +
p2−1
12 c = 0. Suppose that a subsingular
vector u exists in V (c, h, hW ), such that u = L
r
−pv. Consider Lpu ∈ J
′(c, h, hW ).
Obviously, a component
LpL
r
−pv =
(
n
p3 − p
12
c+ 2p
r−1∑
i=1
(h+ ip)
)
Lr−1−p v = rp(2h−2hW +(r−1)p)L
r−1
−p v
occurs in Lpu. Since Lpu ∈ J
′(c, h, hW ), by Lemma 8 the coefficient with L
r−1
−p v
in Lpu has to be zero. The only components of u that contribute to L
r−1
−p v in
Lpu are λiW−iL
r−1
−p L−(p−i)v for i = 1, . . . , p− 1, and their contribution is
λi(p+ i)(p− i)
(
2hW +
(p− i)2 − 1
12
c
)
Lr−1−p v = 2λihW i(2p− i)
p2 − i2
p2 − 1
Lr−1−p v.
It is left to find λi. Consider Liu for i = 1, . . . , p−1. Vector λiLiW−iL
r−1
−p L−(p−i)v
produces a component
2λihW i
p2 − i2
p2 − 1
Lr−1−p L−(p−i)v.
The only other component contributing to Lr−1−p L−(p−i)v in Liu is L
r
−pv, with
a coefficient n(p + i)Lr−1−p L−(p−i)v. Since L
r−1
−p L−(p−i)v can not occur in a
vector from J ′(c, h, hW ), the associated coefficient needs to be zero, which gives
λi = −r
p2−1
2hwi(p−i)
. Now we have a formula for the coefficient of Lr−1−p :
rp(2h− 2hW + (r − 1)p)− 2rhW
p−1∑
i=1
i(2p− i)
p2 − i2
p2 − 1
p2 − 1
2hwi(p− i)
= 0
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leading to
h = hW +
(13p+ 1)(p− 1)
12
+
(1− r)p
2
.
This proves the following
Theorem 13 Let 2hW+
p2−1
12 c = 0. If V (c, h, hW ) contains a subsingular vector
u such that u = Lr−pv for some r ∈ N then h = hW +
(13p+1)(p−1)
12 +
(1−r)p
2 .
From Theorems 10 and 13 and Lemma 9 we get the following:
Corollary 14 Suppose 2hW +
p2−1
12 c = 0. If h 6= hW +
(13p+1)(p−1)
12 +
(1−r)p
2
for all r ∈ N, then J ′(c, h, hW ) = J(c, h, hW ) is a maximal submodule in
V (c, h, hW )and module L
′(c, h, hW ) = L(c, h, hW ) is irreducible with PBW basis
B′ = {W−ms · · ·W−m1L−nt · · ·L−n1v : mj 6= p}
and character
charL′(c, h, hW ) = q
h(1− qp)
∑
n≥0
P2(n)q
n = qh(1 − qp)
∏
k≥1
(1− qk)−2.
Assume now that there is a subsingular vector u ∈ V (c, h, hW ) such that
u = Lr−pv. We show that U(L) {u, u
′} = J(c, h, hW ) is a maximal submodule
in V (c, h, hW ).
First we need a generalization of Lemma 4 to L′(c, h, hW ).
Lemma 15 Let x = W−mk · · ·W−m1L−nt · · ·L−n1v ∈ L
′(c, h, hW ) such that
mj = p for some j, and mi 6= p for i 6= j. Then degW x ≥ k, if x is considered
in a basis B′.
Proof. We make use of relation u′ = 0 in L′(c, h, hW ). This leads to W−pv =∑
i ziv for some zi ∈ U(L−), where degW zi > 1. Then W−pL−nv = (n −
p)W−p−nv +
∑
z′iv, where degW z
′
i = degW zi > 1. We continue by induction
to prove that W−pL−nt · · ·L−n1v =
∑
yiv, where yiv ∈ B
′ and degW yi >
1. Acting with W−mi for i 6= j we get W−mk · · ·W−m1L−nt · · ·L−n1v =∑
W−mk · · ·W−m1yiv what completes the proof.
Lemma 16 Let 0 6= x ∈ L′(c, h, hW ) and degW x = k. If x /∈ W and n ∈ N is
the smallest such that L−n occurs as a factor in one of the terms in x then the
part of Wnx of the W -degree k is given by
n
(
2hW +
n2 − 1
12
c
)
∂x
∂L−n
.
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Proof. We see from (2) that the part of W -degree k comes from Wnx. Let
y = W−mk · · ·W−m1L−nt · · ·L−n1v, mj 6= p a component of x. Then
Wny =
t∑
i=1
W−mk · · ·W−m1L−nt · · · [Wn, L−ni ] · · ·L−n1v
and nt ≥ n. If ni = n we have
[Wn, L−n] = n
(
2W0 +
n2 − 1
12
C
)
so this part contributes with n(2hW +
n2−1
12 c)
∂x
∂L−n
.
If ni > n we get
[Wn, L−ni ] = (n+ ni)Wn−ni .
In case n − ni 6= p we get a component with W -degree k + 1. Suppose n −
ni = p. Then by Lemma 15, this component can be substituted by the sum of
components with W -degree greater than k. This completes the proof.
Lemma 17 If u is a subsingular vector such that u = Lr−pv, then degL u = r.
Proof. Consider u as a singular vector in L′(c, h, hW ). We use notation u =∑
n≥0 un, where u0 = L
r
−p, and proceed by induction on n. Suppose degL uj ≤ r
for j < n. Suppose to the contrary, that degL un > r. Denote by x the sum of all
components in un of L-degree at most r and un = x+y. Note that by definition
un is homogeneous respective to W -degree. Say degW un = k. Then degW y =
k. Let m the smallest such that L−m occurs as a factor in y. Obviously, m < p.
We have y = u−
∑n−1
i=0 ui− x. By Lemma 16 the part of Wmy of the W -degree
k is m(2hW +
m2−1
12 c)
∂y
∂L−m
6= 0. Since degL y > r, we have degLWmy ≥ r.
On the other hand degL(
∑n−1
i=0 ui − x) ≤ r so degLWm(
∑n−1
i=0 ui − x) < r.
Since Wmu = 0 in L
′(c, h, hW ), we have Wmy = −Wm(
∑n−1
i=0 ui− x) which is a
contradiction.
Lemma 18 Let 0 6= x ∈ U(L) {u, u′}. Then W−p or L
k
−p for some k ≥ r occur
as a factor in some part of x.
Proof. Suppose x is homogeneous. Let x = yu + zu′. If y ∈ U(L+) then
x ∈ U(L)u′, so we may apply Lemma 8. Furthermore, vectors from L0u contain
Lr−pv since
W0L
r
−pv = hWL
r
−p + rpW−pL
r−1
−p v,
so x ∈ CLr−p. Finally, for y ∈ U(L−), x must contain L
k
−p for some k ≥ r as a
factor in the longest component of x.
For a PBW monomial x = W−ms · · ·W−m1L−nt · · ·L−n1v define L−p-degree
as a number of factors L−ni = L−p, i.e., degL−p x = |{i ∈ {1, . . . , t} : ni = p}|.
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Lemma 19 Let B the set of all PBW vectors W−ms · · ·W−m1L−nt · · ·L−n1v
with L−p-degree strictly less than r and such that mj 6= p. Then B is a basis
for a quotient module V (c, h, hW )/U(L) {u, u
′}.
Proof. From Lemma 18 follows linear independence of B. Next we show
that a ∈ V (c, h, hW )/U(L) {u, u
′} can be represented in B. Since U(L) {u, u′}
contains J ′(c, h, hW ), we can represent a in B
′, i.e., without W−p as a factor.
Suppose a contains monomial W−ms · · ·W−m1L−nt · · ·L−n1v with L−p-degree
greater than r − 1. We use relation
0 = u = Lr−pv +
∑
xi, degL xi ≤ r, degL−p xi < r (3)
to eliminate every occurrence of a factor Lr−p.
Step 1 Acting with W−ms · · ·W−m1 on (3) we immediately get
W−ms · · ·W−m1L
r
−pv =
∑
W−ms · · ·W−m1xi
and Lr−p can not occur on the right side.
Step 2 Let n1 > p. Acting with L−nt · · ·L−n1 on (3) we get
L−nt · · ·L−n1L
r
−pv =
∑
yi, degL−p yi = degL−p xi
because [L−n, L−m] can not produce L−p if n > p. Therefore L
r
−p does not
occur on the right side.
Step 3 Let n ≤ p. Acting with L−n on (3) we get
Lr−pL−nv =
∑
zi, degL zi ≤ r + 1, degL−p zi ≤ r.
the only part that can produce Lr−p comes from L−nwL
r−1
−p L−(p−n)v for some
w ∈ W (because degL u = r). From this we get (p − 2n)wL
r
−pv and we may
apply Step 1 to eliminate this component.
Proceed by induction. Suppose that for every j1, . . . , jn−1, there exist ui,
such that degL ui ≤ r + n− 1, degL−p ui < r and L
r
−pL−jn−1 · · ·L−j1v =
∑
ui.
Acting with L−jn we get
Lr−pL−jn · · ·L−j1v =
∑
wi, degL wi ≤ r + n, degL−p wi ≤ r.
Part on the right side that can produce Lr−p has to come from monomial
L−nwL
r−1
−p L−kl · · ·L−k1v with l ≤ n for some w ∈ U(L−). From this we get
w′Lr−pL−k′l−1 · · ·L−k′1v and by induction this component can be replaced with
a vector from B. This completes the proof.
Theorem 20 Let 2hW +
p2−1
12 c = 0. If V (c, h, hW ) contains a subsingular
vector u such that u = Lr−pv for some r ∈ N, then J(c, h, hW ) = U(L) {u, u
′}
is the maximal submodule and module L(c, h, hW ) = V (c, h, hW )/J(c, h, hW ) is
irreducible with PBW basis
B =
{
x = W−ms · · ·W−m1L−nt · · ·L−n1v : mj 6= p, degL−p x < r
}
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and a character
charL(c, h, hW ) =
= qh(1− qp)(1 − qrp)
∑
n≥0
P2(n)q
n = qh(1− qp)(1− qrp)
∏
k≥1
(1− qk)−2.
Proof. Let 0 6= x ∈ V (c, h, hW ) such that U(L+)x ⊆ J(c, h, hW ). We may view
x as a homogeneous vector presented in B. Analogous to proof of Theorem 10,
one can show that x = CLs−pv for some s ∈ N. From Lemma 19 we conclude
that s < r so we have found x ∈ V (c, h, hW ) such that U(L+)x ∈ U(L)u
′ and
x = Ls−pv for s < r. This is a contradiction to Theorem 13, proving irreducibility
of L(v, h, hW ).
Simple combinatorics on B shows that
charL(c, h, hW ) =
= qh

∑
n≥0
P2(n)q
n − qp
∑
n≥0
P2(n)q
n − qrp
∑
n≥0
P2(n)q
n + q(r+1)p
∑
n≥0
P2(n)q
n


= qh(1 − qp)(1 − qrp)
∑
n≥0
P2(n)q
n = qh(1 − qp)(1 − qrp)
∏
k≥1
(1− qk)−2
so all claims are proved.
This completes the proof of Theorem 3.
Note that charJ(c, h, hW ) = charV (c, h, hW )− charL(c, h, hW ) so
charJ(c, h, hW ) = q
h+p(1 + q(r−1)p − qrp)
∑
n≥0
P2(n)q
n =
= qh+p(1 + q(r−1)p − qrp)
∏
k≥1
(1− qk)−2.
From there we get
charJ(c, h, hW )/J
′(c, h, hW ) = q
h+rp(1− qp)
∑
n≥0
P2(n)q
n =
= qh+rp(1− qp)
∏
k≥1
(1− qk)−2
so
J(c, h, hW )/J
′(c, h, hW ) ∼= L
′(c, h+ rp, hW ) = L(c, h+ rp, hW ).
The equation above is due to
h+ rp = hW +
(13p+ 1)(p− 1)
12
+
(1 + r)p
2
, r ∈ N
and Corollary 14.
Since umod J ′(c, h, hW ) generates J(c, h, hW )/J
′(c, h, hW ) we get W0u ∈
hWu+ J
′(c, h, hW ).
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Likewise,
charL′(c, h, hW )/L(c, h+ rp, hW ) = charL(c, h, hW ).
Corollary 21 If Verma module V (c, h, hW ) contains a subsingular vector u
such that u = Lr−pv then the following short sequence is exact
0→ L(c, h+ rp, hW )→ L
′(c, h, hW )→ L(c, h, hW )→ 0.
Since the other two modules are irreducible, L(c, h+rp, hW ) is the only nontrivial
submodule in L′(c, h, hW ).
Next we present examples of singular and subsingular vectors in simplest
cases.
Singular vector u′ ∈ W :
hW = 0 W−1v
c = −8hW
(
W−2 −
3
4hW
W 2−1
)
v
c = −3hW
(
W−3 −
2
hW
W−2W−1 +
1
h2
W
W 3−1
)
v
c = − 85hW
(
W−4 −
5
2hW
W−3W−1 −
15
16hW
W 2−2+
+ 125
32h2
W
W−2W
2
−1 −
375
256h3
W
W 4−1
)
v
c = −hW
(W−5 −
3
hW
W−4W−1 −
2
hW
W−3W−2 +
21
4h2
W
W−3W
2
−1+
+ 3
h2
W
W 2−2W−1 +
13
2h3
W
W−2W
3
−1 −
39
20h3
W
W 5−1)v
Let r = 1. Then a subsingular vector u is actually a singular vector on
level p. By Lemma 17 we can write u = w0v +
∑p−1
i=1 wiL−iv + L−pv where
wi ∈ U (L−)p−i, degLwi = 0. Acting with Wp−n we get recursive relation
for wn, n = 1, . . . , p − 1. We use identity [Wn, L−n]v = 2hWn
n2−p2
1−p2 v since
2hW +
p2−1
12 c = 0.
0 = Wp−1u = wp−1[Wp−1, L−(p−1)]v + [Wp−1, L−p]v =
=
2p− 1
p+ 1
2hWwp−1v + (2p− 1)W−1v
so wp−1 = −
p+1
2hW
W−1. Next we act with Wp−2 to get wp−2 and so on. In
general:
wn =
p2 − 1
2hWn(n2 − p2)
(
p−1∑
i=n+1
(n+ i)wiW−(i−n) + (n+ p)W−(p−n)
)
.
We assume W−pv does not occur in u (see Remark 12).
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(Sub)singular vector u when r = 1 :
h = hW = 0 L−1v
h = hW +
9
4
(
L−2 −
3
2hW
W−1L−1 +
12hW+39
16h2
W
W 2−1
)
v
h = hW +
20
3
(
L−3 −
2
hW
W−1L−2 −
2
hW
W−2L−1 +
3
h2
W
W 2−1L−1
+ 58
3h2
W
W−2W−1 −
2hw+52
3h3
W
W 3−1
)
v
h = hW +
53
4
(
L−4 −
5
2hW
W−1L−3 −
15
8hW
W−2L−2 +
125
32h2
W
W 2−1L−2
− 52hW W−3L−1 +
125
16h2
W
W−2W−1L−1 −
375
64h3
W
W 3−1L−1
+ 325+20hW
8h2
W
W−3W−1 +
8125
64h3
W
W−2W
2
−1
+ 975+60hW
64h2
W
W 2−2 +
1125
256h3
W
(
65
4hW
+ 1
)
W 4−1
)
v
Using computer, we have found formulas for singular vectors u up to level 8.
Subsingular vectors u in V (c, 1−r2 , 0) :
h = hW = 0 L−1v
h = − 12
(
L2−1 +
6
c
W−2
)
v
h = −1
(
L3−1 +
12
c
W−3 +
24
c
W−2L−1
)
v
h = − 32
(
L4−1 +
36
c
W−4 +
60
c
W−3L−1 +
108
c2
W 2−2 +
60
c
W−2L
2
−1
)
v
h = −2
(
L5−1 +
144
c
W−5 +
48
c
W−4L−1 +
2304
c2
W−3W−2+
+ 180
c
W−3L
2
−1 +
3312
c2
W 2−2L−1 +
120
c
W−2L
3
−1
)
v
Conjecture 22 Let u ∈ V (c, 1−r2 , 0) be a subsingular vector. Then L−k for
k > 1 does not occur as a factor in u. Specially, W0u,W−1u ∈ J
′(c, 1−r2 , 0).
Subsingular vector u in V (−8hW , hW +
5
4 , hW ) (p = r = 2 case):(
L2−2 −
3
4hW
W−4 −
(
3
2h2W
+
3
2hW
)
W−3W−1 +
3
2hW
W−3L−1 −
3
2hW
W−1L−3
−
3
hW
W−1L−2L−1 +
(
3
2hW
+
39
4h2W
)
W 2−1L−2 +
9
4h2W
W 2−1L
2
−1+
−
(
9
4h2W
+
117
8h3W
)
W 3−1L−1 +
(
135
32h4W
+
153
32h3W
+
9
8h2W
)
W 4−1
)
v
Based on these examples, we state
Conjecture 23 Suppose 2hW +
p2−1
12 c = 0 for some p ∈ N. Then L
′(c, h, hW )
is reducible if and only if h = hW +
(13p+1)(p−1)
12 +
(1−r)p
2 .
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Remark 24 Let 2hW+
p2−1
12 c = 0. Then U(L)u
′ = V (c, h+p, hW ) ⊆ V (c, h, hW ).
However, V (c, h+p, hW ) also contains a singular vector (u
′)2 such that U(L)(u′)2 =
V (c, h+ 2p, hW ) and so on. Therefore,
· · · ⊇ V (c, h, hW ) ⊇ V (c, h+ p, hW ) ⊇ · · · ⊇ V (c, h+ kp, hW ) ⊇ · · ·
If h 6= hW +
(13p+1)(p−1)
12 +
(1−r)p
2 for all n ∈ Z, then all of the subquotients
V (c, h+kp, hW )/V (c, h+(k+1)p, hW ) are irreducible modules L(c, h+kp, hW ).
4 Vertex operator algebra associated to W (2, 2)
and intertwining operators
Vertex operator algebras (VOAs) are a fundamental class of algebraic structures
which have arisen in mathematics and physics a few decades ago. The notion
of VOA arose from the problem of realizing the monster sporadic group as a
symmetry group of a certain infinite-dimensional vector space (see [9]). An
interested reader should consult [8] or [11] for a detailed approach. Here we
present only basic definitions which should suffice our needs.
For any algebraic expression z we set δ (z) =
∑
n∈Z z
n provided that this
sum makes sense. This is the formal analogue of the δ-distribution at z = 1;
in particular, δ (z) f (z) = δ (z) f (1) for any f for which these expressions are
defined.
Definition A vertex operator algebra (V, Y,1) is a Z-graded vector space
(graded by weights) V =
⊕
n∈Z
V(n) such that dimV(n) <∞ for n ∈ Z and V(n) = 0
for n sufficiently small, equipped with a linear map V ⊗ V → V
[[
z, z−1
]]
, or
equivalently,
V → (EndV )
[[
z, z−1
]]
v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1 (where vn ∈ EndV ),
Y (v, z) denoting the vertex operator associated with v, and equipped with two
distinguished homogeneous vectors 1 (the vacuum) and ω ∈ V . The following
conditions are assumed for u, v ∈ V :
unv = 0 for n sufficiently large;
Y (1, z) = 1 (= idV ) ;
the creation property holds:
Y (v, z)1 ∈ V [[z]] and lim
z→0
Y (v, z)1 = 0
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(that is, Y (v, z)1 involves only nonnegative integral powers of z and the con-
stant term is v); the Jacobi identity:
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1) (4)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2);
the Virasoro algebra relations:
[Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm+n,0 (rank V )
for m,n ∈ Z, where
Ln = ωn+1 for n ∈ Z, i.e., Y (ω, z) =
∑
n∈Z
Lnz
−n−2
and rank V ∈ C, L0v = nv = (wt v) v for n ∈ Z and v ∈ V(n);
d
dz
Y (v, z) = Y (L−1v, z)
(the L−1-derivative property).
Definition Given a VOA (V, Y,1) , a module (W,Y) for V is a Q-graded
vector space W =
⊕
n∈Q
W(n) such that dimW(n) < ∞ for n ∈ Q, and W(n) = 0
for n sufficiently small, equipped with a linear map V ⊗W → W
[[
z, z−1
]]
, or
equivalently,
V → (EndW )
[[
z, z−1
]]
v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1 (where vn ∈ EndW ),
Y (v, z) denoting the vertex operator associated with v. The Virasoro algebra
relations hold on W with scalar equal to rank V :
[Lm, Ln] = (m− n)Lm+n +
m3 −m
12
δm+n,0 (rank V )
for m,n ∈ Z, where
Ln = ωn+1 for n ∈ Z, i.e., Y (ω, z) =
∑
n∈Z
Lnz
−n−2
L0w = nw for n ∈ Q and w ∈ W(n). For u, v ∈ V and w ∈ W the following
properties hold:
(i) Truncation property: vnw = 0 for n sufficiently large and Y (1, z) = 1;
16
(ii) L−1-derivative property
d
dz
Y (v, z) = Y (L−1v, z)
(iii) The Jacobi identity
z−10 δ
(
z1 − z2
z0
)
Y(u, z1)Y(v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y(v, z2)Y(u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y(Y (u, z0)v, z2);
(Y (u, z0) is the operator associated with V ).
A VOA V is said to be rational if V has only finitely many irreducible
modules and every finitely generated module is a direct sum of irreducibles.
Definition Let V = (V, Y,1) be a vertex operator algebra, and (Wi, Yi), i =
1, 2, 3 three (not necessarily distinct) V -modules. Intertwining operator of
type
(
W3
W1 W2
)
is a linear map W1 ⊗W2 →W3{z} =
{∑
n∈Q unz
n : un ∈Wk
}
,
or equivalently,
W1 → (Hom (W2,W3)) {z}
w 7→ I (w, z) =
∑
n∈Q
wnz
−n−1, with wn ∈ Hom(W2,W3) .
For any v ∈ V , u ∈ W1, w ∈W2 the following conditions are satisfied:
(i) Truncation property - unv = 0 for n sufficiently large;
(ii) L−1-derivative property - I(L−1u, z) =
d
dz
I(u, z);
(iii) The Jacobi identity
z−10 δ
(
z1 − z2
z0
)
Y3(v, z1)I(u, z2)w − z
−1
0 δ
(
z2 − z1
−z0
)
I(u, z2)Y2(v, z1)w
= z−12 δ
(
z1 − z0
z2
)
I(Y1(v, z0)u, z2)w.
Let c 6= 0. It was shown in Zhang-Dong [16] that L(c, 0, 0) is the only
quotient of V (c, 0, 0) with the structure of a vertex operator algebra (VOA).
This algebra is always irrational and all of its irreducible representations are
known:
Theorem 25 ([16]) Let c 6= 0. Then
1. There is a unique VOA structure on L(c, 0, 0) with the vacuum vector v,
and the Virasoro element ω = L−2v. L(c, 0, 0) is generated with ω and x =
W−2v and Y (ω, z) =
∑
n∈Z Lnz
−n−2, Y (W−2v, z) =
∑
n∈ZWnz
−n−2.
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2. Any quotient module of V (c, h, hW ) is an L(c, 0, 0)-module, and {L(c, h, hW ) :
h, hW ∈ C} gives a complete list of irreducible L(c, 0, 0)-modules up to iso-
morphism.
Now we present a realization of intermediate series via intertwining operators
for L(c, 0, 0)-modules.
Let M(c, h, hW ) denote a highest weight module. Suppose a nontrivial in-
tertwining operator I of type
(
M(c,h3h
′
W )
L′(c,h1,0) M(c,h2,hW )
)
exists. Let h1 6= 0 and
v ∈ L′(c, h1, 0) the highest weight vector. Let I(v, z) = z
−α
∑
n∈Z v(n)z
−n−1
for α = h1 + h2 − h3. Recall that W0v = W−1v = 0. Then
[
Lm, v(n)
]
=
∑
i≥0
(
m+ 1
i
)
(Li−1v)(m+n−i+1) =
= (L−1v)(m+n+1) + (m+ 1) (L0v)(m+n) =
= − (α+ n+m+ 1) v(m+n) + (m+ 1)h1v(m+n) =
= − (n+ α+ (1 +m) (1− h1)) v(m+n)
and
[
Wm, v(n)
]
=
∑
i≥0
(
m+ 1
i
)
(Wi−1v)(m+n−i+1) =
= (W−1v)(m+n+1) + (m+ 1) (W0v)(m+n) = 0
so components v(n) span a module from intermediate series V
′
α,β,0 for β = 1−h1.
Hence we have a nontrivial L-operator
Φ : V ′α,β,0 ⊗M(c, h2, hW )→M(c, h3, h
′
W ), Φ(v(n) ⊗ x) = v(n)x.
Since dimensions of weight subspaces are infinite in V ′α,β,0 ⊗M(c, h2, hW ) and
finite in M(c, h3, h
′
W ), we conclude that V
′
α,β,0 ⊗M(c, h2, hW ) is reducible.
Let us mark some intertwining operators. Since M(c, h, hW ) is L(c, 0, 0)-
module, there exists intertwining operator of type
(
M(c,h,hW )
L(c,0,0) M(c,h,hW )
)
and the
transposed operator of type
(
M(c,h,hW )
M(c,h,hW ) L(c,0,0)
)
. In particular, operators of
type (
L(c, h, 0)
L(c, h, 0) L(c, 0, 0)
)
and
(
L′(c, h, 0)
L′(c, h, 0) L(c, 0, 0)
)
exist for all h.
5 Irreducibility of a module V ′α,β,0 ⊗ L(c, h, hW )
We state the main result of this section immediately:
Theorem 26 Module V ′α,β,0⊗L(c, h, hW ) is irreducible if and only if there is a
subsingular vector u in V (c, h, hW ) such that u = L
r
−pv, and if α+(1−p)β /∈ Z.
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We shall prove this theorem in several steps, using analogous approach as in
the Virasoro case (see [15]). First we show that some relation in L(c, h, hW ) is
needed to obtain irreducibility.
Theorem 27 Module V ′α,β,0 ⊗ V (c, h, hW ) is reducible.
Proof. Let v the highest weight vector in V (c, h, hW ). We show vk⊗v generates
a proper submodule for any k ∈ Z. Assume otherwise. Then w exists in
U(L), such that w(vk ⊗ v) = vk−1 ⊗ v. Since U(L+)v = 0, we have vk−1 ⊗ v =∑n
i=0 wi+1(vk+i ⊗ v) for some 0 6= wj ∈ U(L−)−j . But then vk+n ⊗ wn+1v = 0
which means that wn+1v = 0. This is impossible since Verma module is free
over U(L−).
Next we prove irreducibility criterion analogous to the one proven in [17]
and generalized in [15].
Theorem 28 Module V ′α,β,0⊗L(c, h, hW ) is irreducible if and only if it is cyclic
on every vector vk ⊗ v.
Proof. We follow the proof of Theorem 3.2 in [15]. The only if part is trivial.
Assume V ′α,β,0 ⊗ L(c, h, hW ) is cyclic on every vk ⊗ v. Let U be a submodule
and 0 6= x ∈ U homogeneous vector. Then
x = vm−n ⊗ x0 + · · ·+ vm ⊗ xn
for some xj ∈ V (c, h, hW )j . We use induction on n to show there is vk ⊗ v ∈ U
for some k ∈ Z. If n = 0, xn ∈ Cv and we are done. Let n > 0. Our strategy
is to act on x by U(L) in order to ’shorten it’ and apply induction. Recall
Wkvi = 0 for any k, i. If Wkxn 6= 0 for k ∈ N, we have
Wkx = vm−n+k ⊗ y0 + · · ·+ vm ⊗ yn−k 6= 0
where yj = Wkxj+k ∈ V (c, h, hW )j . By inductive hypothesis, now there must
be some vk ⊗ v ∈ U . Assume, therefore, that Wkxn = 0 for all k ∈ N. Since
W1, W2, L1 and L2 generate U(L+), vectors L1xn and L2xn can not both equal
zero, for otherwise xn would be a singular vector in L(c, h, hW ) other than v.
But now we can follow the proof of Theorem 3.2 in [15]. This completes the
proof.
Define Un := U(L)(vn ⊗ v). Proof of Theorem 28 actually shows
Corollary 29 Let M a nontrivial submodule in V ′α,β,0 ⊗ L(c, h, hW ). Then M
contains Un for some n ∈ Z.
Module V ′α,β,0 ⊗ L(c, h, hW ) is irreducible if and only if Un = Un+1 for all
n ∈ Z. Since L1(vn ⊗ v) = −(n + α + 2β)vn+1 ⊗ v, we get Un ⊇ Un+1 for
n 6= −α− 2β. To obtain the other inclusion, we need a subsingular vector.
Lemma 30 Let k = k1 + · · · ks for ki ∈ N. Then
L−ks · · ·L−k1(vn ⊗ v) =
k∑
i=0
ui(vn−i ⊗ v)
for some ui ∈ U(Vir−).
19
Proof. From (1) we get
L−ks · · ·L−k1(vn ⊗ v) =
k∑
i=0
vn−i ⊗ L−jm · · ·L−j1v
for 0 ≤ j1 + · · ·+ jm = k − i. Next we show
vn−i ⊗ L−jm · · ·L−j1v =
k−i∑
j=0
xj(vn−k+j ⊗ v) (5)
for some xj ∈ U(L−)−j . But since
vn−i ⊗ L−jm · · ·L−j1v = L−jm(vn−i ⊗ L−jm−1 · · ·L−j1v)+
+(n− i+ α+ β − jmβ)vn−i−jm ⊗ L−jm−1 · · ·L−j1v
we may use induction on m to complete the proof.
Theorem 31 Let u ∈ V (c, h, hW ) a subsingular vector such that u = L
r
−p. If
α+ (1− p)β /∈ Z, module V ′α,β,0 ⊗ L(c, h, hW ) is irreducible.
Proof. For any n ∈ N we need to find x ∈ U(L) such that x(vn⊗v) = vn−1⊗v.
Since uv = Lr−pv +
∑
wiL−ks · · ·L−k1v = 0, we have
u(vn+rp−1 ⊗ v) = L
r
−p(vn+rp−1 ⊗ v) +
∑
wiL−ks · · ·L−k1(vn+rp−1 ⊗ v)
where wi ∈ W−i, degW wi > 0 and 0 < k < rp for k = k1+· · ·+ks. From Lemma
30 and the fact that w(vk ⊗ x) = vk ⊗ wx for w ∈ W , we get yi ∈ U(L−)rp−i
such that
rp−1∑
i=0
yi(vn+rp−1−i ⊗ v) = L
r
−p(vn+rp−1 ⊗ v). (6)
Note that y0 = u. Set λj := (n+(r−j)p−1+α+(1−p)β), and Λi =
∏r−i−1
j=0 λj .
Then (6) becomes
rp−1∑
i=0
yi(vn+rp−1−i ⊗ v) =
r−1∑
i=0
(−1)r−i
(
r
i
)
Λivn+ip−1 ⊗ L
i
−pv. (7)
Next we want to eliminate components on the right side of (7), starting with
vn+(r−1)p−1 ⊗ L
r−1
−p v. Using induction one can show that
−
(
r
r − 1
)
λ0L
r−1
−p (vn+(r−1)p−1 ⊗ v) = (8)
= −
(
r
r − 1
)
λ0
r−1∑
i=0
(−1)r−1−i
(
r − 1
i
)r−1−i∏
j=1
λj

 vn+ip−1 ⊗ Li−pv =
=
r−1∑
i=0
(−1)r−i
(
r
r − 1
)(
r − 1
i
)
Λivn+ip−1 ⊗ L
i
−pv.
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The right side of (7)-(8) equals
r−2∑
i=0
(−1)r−i
((
r
i
)
−
(
r
r − 1
)(
r − 1
i
))
Λivn+ip−1 ⊗ L
i
−pv. (9)
Coefficient with Λr−2 is
(
r
r−2
)
−
(
r
r−1
)(
r−1
r−2
)
= −
(
r
r−2
)
so we use
−
(
r
r − 2
)
λ0λ1L
r−2
−p (vn+(r−2)p−1 ⊗ v) = (10)
= −
(
r
r − 2
)
λ0λ1
r−2∑
i=0
(−1)r−2−i
(
r − 2
i
)r−1−i∏
j=2
λj

 vn+ip−1 ⊗ Li−p =
= −
r−2∑
i=0
(−1)r−i
(
r
r − 2
)(
r − 2
i
)
Λivn−(r−i)p−1 ⊗ L
i
−p
and the right side of (9)-(10) is
r−3∑
i=0
(−1)r−i
((
r
i
)
−
(
r
r − 1
)(
r − 1
i
)
+
(
r
r − 2
)(
r − 2
i
))
Λivn+ip−1 ⊗ L
i
−pv.
In r − 1 steps we get
(−1)r
(
r
0
)r−1∑
j=0
(−1)j
(
r
r − j
)(
r − j
0
)Λ0vn−1 ⊗ v = −

r−1∏
j=0
λj

 vn−1 ⊗ v =
= −

r−1∏
j=0
(n+ (r − j)p− 1 + α+ (1− p)β)

 vn−1 ⊗ v.
Therefore, there exists xi ∈ U(L) such that
rp−1∑
i=0
xi(vn+rp−1−i ⊗ v) =

r−1∏
j=0
(n+ (r − j)p− 1 + α+ (1− p)β)

 vn−1 ⊗ v.
From condition α+ (1− p)β /∈ Z, follows
Un−1 ⊆ Un + · · ·+ Un+rp−1. (11)
If α + 2β /∈ Z we have Un ⊇ Un+1 so (11) becomes Un−1 = Un. Assume
α+ 2β = −k. Then using L1 and L2 we get
· · · ⊇ Uk−1 ⊇ Uk, Uk+1 ⊇ Uk+2 ⊇ · · ·
and (11) shows Un ⊆ Un+1 for n 6= k − 1, Uk−1 ⊆ Uk + Uk+1. But then
Uk+2 ⊆ Uk ⊆ Uk+1 = Uk+2
shows Uk = Uk+1 and so Un = Un+1 for all n ∈ Z. This completes the proof.
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Theorem 32 Suppose that a singular vector u′ ∈ W ⊆ V (c, h, hW ) generates
maximal submodule J(c, h, hW ). Then the module V
′
α,β,0 ⊗ L(c, h, hW ) is re-
ducible.
Proof. Just like in Theorem 27, we show that Un 6= Un−1. If x ∈ U(L)
exists, such that x(vn ⊗ v) = vn−1 ⊗ v, then we can find xi ∈ U(L)−i such that
vn−1⊗ v =
∑k
i=0 xi+1(vn+i⊗ v). Than vn+k⊗xk+1v = 0 so xk+1v = 0 meaning
x ∈ U(L)u′. But since u′ ∈ W , we have xk+1(vn+k ⊗ v) = 0 so this component
of the sum is useless. Repeating the process we get a contradiction.
Theorem 33 Let u ∈ V (c, h, hW ) a subsingular vector such that u = L
r
−p. If
α + (1 − p)β ∈ Z, module V ′α,β,0 ⊗ L(c, h, hW ) is reducible. There exists k ∈ Z
such that Uk is irreducible.
Proof. Since α is invariant modulo Z we may assume α+ (1− p)β = 0. From
the proof of Theorem 31 we have
x(vn ⊗ v) = −

r−1∏
j=0
(n− 1 + (r − j)p)

 vn−1 ⊗ v
for some x ∈ U(L), so for n /∈ {1− p, 1− 2p, . . . , 1− rp} we get Un = Un+1.
Now we prove U1−jp 6= U−jp for j = 1, . . . , r. We use the same reasoning
as in previous proofs. Assume otherwise. Then y ∈ U(L) exists, such that
y(v1−jp ⊗ v) = v−jp ⊗ v, i.e., there are yi ∈ U(L−)−i such that
v−jp ⊗ v =
m−1∑
i=0
yi+1(v1−jp+i ⊗ v). (12)
But then ymv = 0. We may assume ym ∈ U(L−)u because u
′(vm−jp ⊗ v) = 0.
Let ym = zu, z ∈ U(L−)−(m−rp). Then
ym(vm−jp ⊗ v) = z
(
Lr−p +
∑
wiL−ks · · ·L−k1
)
(vm−jp ⊗ v).
On the right side we get sum of z(vm−jp−i⊗xiv) where i = 0, 1, . . . , rp. However,
since uv = 0, all the components vm−jp ⊗ x0v add to zero. Like in Lemma 30
we get zi ∈ U(L) such that
ym(vm−jp ⊗ v) =
rp∑
i=1
zi(vm−i−jp ⊗ v).
However, this means that ym(vm−jp ⊗ v) is unnecessary in (12) since it can be
expressed with vm−1−jp ⊗ v, . . . , vm−rp−jp ⊗ v (for some m ≥ rp). Repeating
the process we get to yrp = u. However,
u(v1−jp ⊗ v) =
(∑
wiL−ks · · ·L−k1
)
(v1−jp ⊗ v) (13)
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because Lr−p(v1−jp ⊗ v) = 0. Obviously, the right side of (13) can not produce
v−jp ⊗ v, leading to contradiction. Therefore, U1−jp ( U−jp.
Module U1−p is irreducible by Corollary 29.
Theorems 27, 32, 33 and 31 combined prove Theorem 26.
Note that U1−p in Theorem 33 is irreducible module with infinite-dimensional
weight subspaces.
Corollary 34 Module V ′α,β,0 ⊗ L(c, h, hW ) contains an irreducible (not neces-
sarily proper) submodule with infinite-dimensional weight subspaces if and only
if there exists a subsingular vector u ∈ V (c, h, hW ) such that u = L
r
−pv.
6 Subquotients of a module V ′α,β,0 ⊗ L(c, h, hW )
Remark 35 Let Un/Un+1 be a nontrivial subquotient in V
′
α,β,0 ⊗ L(c, h, hW ).
Then
Lk(vn ⊗ v) = λvn+k ⊗ v ∈ Un+k ⊆ Un+1,
Wk(vn ⊗ v) = 0, for k > 0;
L0(vn ⊗ v) = (h− n− α− β)vn ⊗ v
W0(vn ⊗ v) = vn ⊗W0v = hW vn ⊗ v
shows that Un/Un+1 is highest weight module with the highest weight (c, hn, hW ),
where hn = h − n − α − β. From Theorem 1 follows that V (c, hn, hW ) is
reducible if and only if V (c, h, hW ) is reducible. If that is the case, formula for
a singular vector u′ ∈ W is the same in both modules, so u′(vn ⊗ v) = 0. This
shows Un/Un+1 is isomorphic to either to L
′(c, hn, hW ), or to L(c, hn, hW ) (see
Corollary 21). Of course, if hn 6= hW
(13p+1)(p−1)
12 +
(1−r)p
2 for all r ∈ N, then
these two modules are the same. Otherwise, the question is weather u(vn⊗ v) ∈
Un+1.
Let us review subquotients found in Theorems 27, 32, and 33.
Theorem 36 Verma modules V (c, h−α− β −n, hW ) occur as subquotients in
V ′α,β,0 ⊗ V (c, h, hW ) for any n ∈ Z, with exception of n = −α if α ∈ Z and
β = 0, and n = −α− 1 if α ∈ Z and β = 1.
Proof. For any n ∈ Z (with noted exceptions) Un/Un+1 is the highest weight
module with the weight (c, h−α− β−n, hW ). (If α+2β+n = 0 then consider
Un/Un+2 instead.) Let us prove that this module is free over U(L−). Note that
Un+1 = span {x (vn+k ⊗ v) : x ∈ U (L−) , k > 0}
and every x (vn+k ⊗ v) has a component vn+k ⊗ xv 6= 0 since Verma module is
free over U (L−). Suppose Un/Un+1 is not free. Then y ∈ U(L−) exists, such
that y(vn ⊗ v) ∈ Un+1. But y(vn ⊗ v) can not have a component vn+k ⊗ xv for
k > 0, proving a contradiction.
23
Theorem 37 If a singular vector u′ ∈ W generates J(c, h, hW ), then modules
L(c, h − α − β − n, hW ) occur as subquotients in V
′
α,β,0 ⊗ L(c, h, hW ) for any
n ∈ Z, with exception of n = −α if α ∈ Z and β = 0, and n = −α− 1 if α ∈ Z
and β = 1.
Proof. Follows from Theorem 32, Remark 35 and the fact that L(c, h − α −
β − n, hW ) is a quotient of L
′(c, h− α− β − n, hW ).
Theorem 38 If there is a subsingular vector u ∈ V (c, h, hW ) such that u =
Lr−pv and if α+ (1− p)β ∈ Z then L(c, h+ (j − β)p, hW ) occur as subquotients
in V ′α,β,0⊗L(c, h, hW ) for j = 1, . . . , r, with the exception of L(c, h, 0) in V
′
0,1,0⊗
L(c, h, 0).
Proof. Follows from Remark 35 and Theorem 33.
Remark 39 We expect the existence of intertwining operators of type(
L(c, h+ (r − β)p, hW )
L(c, 1− β, 0) L(c, h, hW )
)
.
This would result with an elegant proof of Theorems 33 and 38.
Corollary 40 V ′α,β,0⊗L(c, 0, 0) is irreducible if and only if α /∈ Z. If 2β−1 /∈ N
then (
V ′0,β,0 ⊗ L(c, 0, 0)
)
/U0 ∼= L(c, 1− β, 0).
Proof. (Sub)singular vector in V (c, 0, 0) is L−1v so we apply Theorem 38.
Let 2β − 1 = r′ ∈ N. Then
(
V ′0,β,0 ⊗ L(c, 0, 0)
)
/U0 is the highest weight
module with the highest weight (c, 1−r
′
2 , 0). Assume there is a subsingular vector
u ∈ V (c, 1−r
′
2 , 0) (see Conjecture 23) such that u = L
r′
−1v and that Lk does not
occur as a factor in u, for k > 1 (see Conjecture 22). Then u = (Lr
′
−1 +∑r′−1
i=0 wiL
i
−1)v for some wi ∈ W so
u(v−1 ⊗ v) =
r′∑
i=0
(−1)ii!v−1−i ⊗ wiv.
Since L−1(v0 ⊗ v) = W−1(v0 ⊗ v) = 0, we get
U0 = span {x(vk ⊗ v) : k ∈ N, x ∈ U(L− \ {L−1,W−1}} ,
and every x(vk⊗v) has a component vk⊗xv 6= 0. Then, obviously, u(v−1⊗v) /∈
U0 so (
V ′
0, 1+r
′
2
,0
⊗ L(c, 0, 0)
)
/U0 ∼= L
′(c,
1− r′
2
, 0).
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Remark 41 Since intertwining operators of types(
L(c, 1− β, 0)
L(c, 1− β, 0) L(c, 0, 0)
)
, and
(
L′(c, 1−r
′
2 , 0)
L′(c, 1−r
′
2 , 0) L(c, 0, 0)
)
exist, there are nontrivial L-homomorphisms
V ′0,β,0 ⊗ L(c, 0, 0)→ L(c, 1− β, 0),
V ′
0, 1+r
′
2
,0
⊗ L(c, 0, 0)→ L′(c,
1− r′
2
, 0).
7 The twisted Heisenberg-Virasoro algebra
The twisted Heisenberg-Virasoro algebra is the universal central extension of
the Lie algebra of differential operators on a circle of order at most one:{
f(t)
d
dt
+ g(t) : f, g ∈ C[t, t−1]
}
.
It has an infinite-dimensional Heisenberg subalgebra and a Virasoro subalgebra.
Its highest weight representations have been studied by E. Arbarello et al. in [4]
and Billig in [5]. In this paper we focus on zero level case (trivial action of central
element of the Heisenberg subalgebra), studied in [5]. These representations
occur in the construction of modules for the toroidal Lie algebras (see [6]).
Our goal is to find irreducible representations with infinite-dimensional weight
spaces. As is case withW (2, 2) we study tensor product of an intermediate series
and the highest weight module and use singular vectors in Verma modules to
check irreducibility. However, there are no subsingular vectors in Verma modules
over the Heisenberg-Virasoro algebra. Still, results are quite similar to those for
W (2, 2) algebra when Heisenberg subalgebra acts trivially on an intermediate
series. We omit some details since most proofs are analogous to W (2, 2) case.
The twisted Heisenberg-Virasoro algebra H is a complex Lie algebra with
basis
{Ln, In : n ∈ Z} ∪ {CL, CLI , CI}
and Lie bracket
[Ln, Lm] = (n−m)Ln+m + δn,−m
n3 − n
12
CL,
[Ln, Im] = −mIn+m − δn,−m(n
2 + n)CLI ,
[In, Im] = nδn,−mCI ,
[H, CL] = [H, CLI ] = [H, CI ] = 0.
Obviously, {Ln, CL : n ∈ Z} spans a Virasoro subalgebra, and {In, CI : n ∈ Z}
spans a Heisenberg subalgebra. Center of H is spanned by {I0, CL, CI , CLI}
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and, unlike W (0) in W (2, 2), I(0) acts semisimply on H. Standard Z-gradation
Hn = CLn ⊕ CIn, n ∈ Z
∗,
H0 = CL0 ⊕ CI0 ⊕ CCL ⊕ CCI ⊕ CCLI
induces a triangular decomposition
H = H− ⊕H0 ⊕H+
as usual.
Let U(H) be a universal enveloping algebra. For arbitrary h, hI , cL, cI , cLI ∈
C, let I be a left ideal in U(H) generated by {Ln, In, L0 − h1, I0 − hI1, CL −
cL1, CI − cI1, CLI − cLI1 : n ∈ N}. Then U(H)/I is a Verma module denoted
with V (cL, cI , cLI , h, hI). As usual, it is a free U(H−)-module generated by the
highest weight vector v := 1+ I and a standard PBW basis
{I−ms · · · I−m1L−nt · · ·L−n1v : ms ≥ · · · ≥ m1 ≥ 1, nt ≥ · · · ≥ n1 ≥ 1}.
It contains a unique maximal submodule J(cL, cI , cLI , h, hI), and respective
quotient module L(cL, cI , cLI , h, hI) = V (cL, cI , cLI , h, hI)/J(cL, cI , cLI , h, hI)
is irreducible. In this paper we focus on zero level highest weight representations,
i.e., cI = 0 case.
Theorem 42 ([5]) Let cI = 0 and cLI 6= 0.
(i) If hI
cLI
/∈ Z or hI
cLI
= 1, then Verma module V (cL, 0, cLI , h, hI) is irreducible.
(ii) If hI
cLI
∈ Z \ {1} then V (cL, 0, cLI , h, hI) possesses a singular vector u ∈ Vp,
where p = | hI
cLI
− 1|. In this case, a quotient module L(cL, 0, cLI , h, hI) =
V (cL, 0, cLI , h, hI)/U(H−)u is irreducible.
Define I-degree as follows:
degI L−n = 0, degI I−n = 1,
which induces Z-grading on U(H) and on V
degI I−ms · · · I−m1L−nt · · ·L−n1v = s.
For a non-zero x ∈ V given in standard PBW basis we denote by x its lowest
non-zero homogeneous component with respect to I-degree.
Also, let I = {I−ms · · · I−m1v : ms ≥ · · · ≥ m1 ≥ 1}. By abuse of notation,
we will sometimes consider I as a subalgebra of U(H−). We write V short for
V (cL, 0, cLI, h, hI).
Theorem 43 ([5]) Let u ∈ Vp a singular vector. If 1 −
hI
cLI
= p ∈ N then
u = L−pv. If
hI
cLI
− 1 = p ∈ N then u = I−pv and u ∈ Vp ∩ I.
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Remark 44 If hI
cLI
− 1 = p ∈ N one can show that
u = w0v +
p−1∑
i=1
wiL−iv + L−pv, (14)
where wi ∈ U (H−)p−i ∩ I. (Set r = 1 in Lemma 17.)
For example (L−1 +
h
cLI
I−1)v is a singular vector in V (cL, 0, cLI , h, 0), and
I−1v in V (cL, 0, cLI , h, 2cLI).
Next we define an intermediate series. We take an intermediate series Vir-
module Vα,β and let In act by scalar. Let α, β, F ∈ C. Vα,β,F is H-module with
basis {vm : m ∈ Z} and action
Lnvm = −(m+ α+ β + nβ)vm+n,
Invm = Fvm+n,
CLvm = CIvm = CLIvm = 0.
As with other intermediate series, Vα,β,F ∼= Vα+k,β,F for k ∈ Z. Also, Vα,β,F is
reducible if and only if α ∈ Z, β ∈ {0, 1} and F = 0. Define V ′0,0,0 := V0,0,0/Cv0,
V ′0,1,0 := ⊕k 6=−1Cvk and V
′
α,β,F := Vα,β,F otherwise. Then V
′
α,β,F are irreducible
modules.
It has been shown by R. Lu and K. Zhao in [12] that irreducible H-module
with finite-dimensional weight spaces is either the highest (or lowest) weight
module, or isomorphic to some V ′α,β,F .
Throughout this section we write short (c, h, hI) for (cL, 0, cLI , h, hI). For
example, L(c, h, hI) wil denote the highest weight module L(cL, 0, cLI , h, hI).
Now consider module V ′α,β,F ⊗ L(c, h, hI). It is generated by {vm ⊗ v : m ∈
Z} where v is the highest weight vector, and has infinite-dimensional weight
subspaces.
Theorem 45 Let α, β, F ∈ C arbitrary. V ′α,β,F ⊗ L(c, h, hI) is irreducible if
and only if it is cyclic on every vm ⊗ v, m ∈ Z.
Proof. The proof is similar to W (2, 2) case (Theorem 28). We take nontrivial
submodule U and
x = vm−n ⊗ x0 + · · · vm ⊗ xn ∈ U
such that xi ∈ L(c, h, hI)i, and show by induction on n that vk ⊗ v ∈ U . If
L1xn 6= 0 or L2xn 6= 0 we follow the proof of Theorem 3.2 in [15]. Otherwise it
must be I1xn 6= 0.
If F = 0, then
I1x = vm−n+1 ⊗ I1x1 + · · ·+ vm ⊗ I1xn 6= 0
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and the proof is done. If F 6= 0 we have
(I21 − FI2)x = 2F
n∑
i=1
vm−n+i+1 ⊗ I1xi +
n∑
i=2
vm−n+i ⊗ (I
2
1 − FI2)xi =
= Fvm+1 ⊗ I1xn +
n−2∑
i=0
vm−n+i+2 ⊗ (2FI1xi+1 + (I
2
1 − FI2)xi+2)
so again, there is a vector in U with less than n+1 components, and by induction,
there is some vk ⊗ v ∈ U .
We denotation by Uk submodule U(H)(vk ⊗ v) for any k ∈ Z. In order to
prove irreducibility of V ′α,β,F ⊗ L(c, h, hI), it suffices to show Un = Un+1 for all
n.
Theorem 46 Module V ′α,β,F ⊗ V (c, h, hI) is reducible. Modules V (c, h − α −
β − n, hI + F ) occur as subquotients, for any n ∈ Z, with exception of n = −α
if α ∈ Z and β = 0, and n = −α− 1 if α ∈ Z and β = 1.
Proof. Analogous to Theorems 27 and 36.
First we consider case F = 0.
Theorem 47 Let 1− hI
cLI
= p ∈ N. Then V ′α,β,0⊗L(c, h, hI) is reducible if and
only if α+ (1 − p)β ∈ Z. In that case (V ′α,β,0 ⊗ L(c, h, hI))/U1−p is the highest
weight module with the highest weight (c, h+ p(1− β), hI).
Proof. The proof of irreducibility is analogous to that of Theorem 31 for
r = 1, since we have a singular vector (14). Proof of reducibility is analogous
to Theorem 38 for r = 1.
Theorem 48 Let hI
cLI
− 1 ∈ N. Then V ′α,β,0 ⊗ L(c, h, hI) is reducible. Subquo-
tients Un/Un+1 are isomorphic to L(c, h− α− β − n, hI).
Proof. Analogous to Theorem 37.
Now we give a general result for arbitrary F , analogous to Theorem 5 in
[17].
Theorem 49 Let
∣∣∣1− hIcLI ∣∣∣ = p ∈ N, and (h, hI) 6= (0, 0). If F is transcenden-
tal over Q(α, β, cL, cLI , h, hI) or F is algebraic over Q(α, β, cL, cLI , h, hI) with
degree greater than p, then V ′α,β,F ⊗ L(c, h, hI) is irreducible.
Proof. Since F 6= 0 we have
I1(vn−1 ⊗ v) = Fvn ⊗ v 6= 0
so Un ⊆ Un−1.
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Let p = hI
cLI
− 1. Then u ∈ I. Since
I−jt · · · I−j1(vn+p−1 ⊗ v) = F
tvn−1 ⊗ v + · · ·+ vn+p−1 ⊗ I−jt · · · I−j1v
for j1 + · · ·+ jt = p, we find u
′ ∈ U(H) such that
u′(vn ⊗ v) = Fs(F )vn−1 ⊗ v
for some s(F ) ∈ Q(hI , cLI) [F ], deg s = p − 1. By assumption, Fs(F ) 6= 0 so
Un−1 ⊆ Un.
Now let p = 1− hI
cLI
. Then we apply (14). Since
I−jt · · · I−j1L−i(vn+p ⊗ v) = −F
t(n+ p+ α+ β − iβ)vn ⊗ v+
+
∑
k
F k(n+ p+ α+ β − iβ)
∑
j
vn+p−j ⊗ x
(t−k)
j v+
+
∑
l
F l
∑
j
vn+p−j−i ⊗ y
(t−l)
j L−iv + vn+p ⊗ I−jt · · · I−j1L−iv
where j1 + · · ·+ jt = p− i and degI x
(r)
j = degI y
(r)
j = r, we get
u(vn+p ⊗ v) = f(F )vn ⊗ v +
p−1∑
i=1
vn+i ⊗ ziv
for some zi ∈ U(H−)−i and polynomial f(F ). Then we find u
′ ∈ U(H) such
that
u′(vn+1 ⊗ v) =
(
q(F )n+ r(F )
)
vn ⊗ v,
where q(F ), r(F ) ∈ Q(α, β, h, hI , cL, cLI) [F ], deg q = p − 1, deg r = p. Again,
this shows Un−1 ⊆ Un.
Theorem 50 V ′α,β,F ⊗ L(c, 0, 0) is irreducible if and only if α /∈ Z. Moreover,
(V ′0,β,F ⊗ L(c, 0, 0))/U0
∼= V (c, 1− β, F ), if β 6= 1,
(V ′0,1,F ⊗ L(c, 0, 0))/U0
∼= V (c, 1, F ).
Proof. Let α /∈ Z. Since L−1v = 0 in L(c, 0, 0) we have
L−1(vn ⊗ v) = −(n+ α)vn−1 ⊗ v
which prooves Un = Un−1 for all n, so V
′
α,β,F ⊗ L(c, 0, 0) is irreducible.
Now let α = 0. We may set p = r = 1 in the proof of Theorem 33 to
show reducibility of U−1 = V
′
α,β,F ⊗L(c, 0, 0). In particular, U0 is an irreducible
submodule. U−1/U0 is the highest weight module with the highest weight (c, 1−
β, F ) if β 6= 1, and U−2/U0 is the highest weight module of the highest weight
(c, 1, F ) if β = 1. It is left to prove that quotient module is free over U(H−).
29
Since U0 is spanned with vectors x(vk ⊗ v), where x ∈ U(H− \ {L−1}), k ∈ Z+,
it follows that every vector in U0 has a component vk ⊗ xv for some k ≥ 0.
Therefore, y(v−1 ⊗ v) /∈ U0 for any y ∈ U(H−), so U−1/U0 is free, i.e., a Verma
module.
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