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Abstract
The aim of this work has been to construct and test a compact refractometer for
accurate measurement of seawater refractive index and salinity. The specific goal
was to measure the refractive index of the water sample with an accuracy of 10−6
refractive index units (RIU). The size goal was set to be a cylindrical container
with a height of 80mm and a diameter of 36mm.
The realization of the instrument resulted in a cuboid measurement
chamber with a length of 70mm and a width of 40mm and an additional elec-
tronics compartment. The instrument’s basic concept is a laser beam which is
transmitted through a prism setup. The water sample is brought into the sample
compartment by using a water pump. The lateral displacement of the beam,
which changes according to the refractive index of the water sample, is then de-
tected by a position sensitive light detector and the temperature of the water
sample is measured with a thermistor. The photocurrent from the detector is
amplified and acquired to a computer along with the temperature voltage from
the thermistor. A computer simulation has been made to accurately design and
describe the instrument. The experiments were conducted by measuring the laser
beam displacement and temperature of 10 seawater samples with practical salinity
ranging from 0 to 36, as well as 10 samples of crystalline sodium chloride dissolved
in pure water with concentration ranging from 0 to 4 g/100g. The refractive index
of the samples were then calculated from empirical algorithms.
The results show that the instrument is capable of measuring the refrac-
tive index of seawater with an precision of 1.5 · 10−4 RIU over long time periods,
up to several hours. The main contribution to this uncertainty has been iden-
tified to be a temperature dependent drift in the position detector output. The
precision within intervals of minutes was found to be 1.2 · 10−5 RIU.
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Chapter 1
Introduction
1.1 Background of thesis
Measurement of sea water salinity is important for several industrial, research
related and military applications. Oceanography plays a leading role in climate
research and the need for precise measurements of oceanographic variables is
imperative. The research history on this particular topic is extensive, spanning
over 100 years and using diﬀerent techniques such as measuring dry residue after
evaporation, titration of seawater against silver nitrate and in recent times mea-
surement of electrical conductivity.[1, 2] The overall goal has been to measure the
seawater salinity as accurately as possible.
There are several ways to quantify salinity in sea water. An intuitive
way of expressing salinity is in terms of mass fraction of dissolved solids per kilo-
gram seawater and denoted SR. It is expressed in units [g/100g] and was used
in conjunction with the evaporation method. The introduction of conductivity
measurements called for a new reference standard. The ratio of the conductivity
of the water sample to the conductivity of a specific reference solution of potas-
sium chloride defines the Practical Salinity Scale of 1978. Even if the measure
is dimensionless, the term practical salinity unit (psu) is used to describe the
magnitude, denoted Sp. The relationship between the two ways of quantifying
salinity is [3, 4] :
SR ≈ 0.10047 · Sp.
Modern sensors for measuring sea water salinity are primarily based on conduc-
tivity measurements. They are relatively simple constructions, inexpensive and
1
2reliable. The measurement principle is based on measuring the conductivity of sea
water by sending a current pulse between an anode and a cathode.[5] The relation-
ship between conductivity and salinity is heavily dependent on temperature and
pressure. Therefore both a temperature sensor of some sort, and a pressure sen-
sor, is required to make a valid measurement of the salinity. The sensors system
is thereby named Conductivity-Temperature-Pressure or CTD. The CTD sensor
has a given reliability and accuracy based on these three measurements.[6]
Conductivity sensors will only detect the concentration of conductive
materials in specific water samples. Other non-conductive materials in a water
sample will not be detected, but will contribute to the overall density of the
sample. A measurement of the refractive index of the water sample could account
for this contribution. Refractive index can be measured in a number of optical
techniques, but due to technological limitations it has not found widespread use.
[7, 8]
Advances in both laser and light detector technology in recent decades,
however, have made optical techniques relevant.[6] Several instruments based on
optical techniques have been developed [9, 10, 11, 12], and laboratory type in-
struments are commercially available. The development of working in-situ sensors
has produced some results [13], but has not resulted in equipment superior to the
existing conductivity sensors.[14] Thus its is therefore interesting to investigate
the performance of an optical instrument for refractive index measurement.
1.2 Specific objective of thesis
In this thesis we will investigate the realizability and performance of a refractive
index and salinity measurement sensor based on the principle of the refractometer.
The general idea on which this thesis is based is a theoretical article from 2010 by
Philippe Grosso et al. in Ref [6]. It describes the concept of using a laser beam
refracted in a prism to seawater surface, and a state of the art position sensitive
detector to measure the displacement of the laser beam.
My specific goal is to make a compact prototype refractometric instru-
ment with an accuracy in the refractive index measurement of 10−6 refractive
index units. The thesis will cover the theoretical background, the actual con-
struction and the experimental testing of the refractometer. The instrument will
be tested in a laboratory environment, but several design considerations will be
3decided by in-situ requirements. The self imposed size requirement of my pro-
totype is based on commercially available Aanderaa Data Instruments (AADI)
modular oceanographic sensors [15], which are cylindrical constructions with a
diameter of 36mm and a height of 80mm. As the construction of a cylindrical
measurement chamber was considered unpractical, a cuboid design with similar
volume is the specific goal.
The experiments will be conducted by measuring the salinity of two sets
of water samples. The first set is composed of seawater samples of diﬀerent prac-
tical salinity. The second set of samples is composed of sodium chloride dissolved
in pure water at diﬀerent concentrations. We will conduct experiments using two
diﬀerent detection techniques to evaluate which is best suited for the task. The
main focus will be on using a position sensitive device, while the possibility of
using a quadrant cell photodiode will be explored in a limited experiment.
1.3 Outline and organization
The work will be presented in the following manner:
• Chapter 2 will be used to explain the underlying physical theory of light
propagation, refractive index and the concept of refraction. The basic
physics of the light sensing detectors is explained. It then covers a pre-
sentation and brief discussion on diﬀerent methods for measuring refractive
index. The relevant principles of the electrical and optical components in
the instrument, as well as the water samples, are presented before the last
part of the chapter gives an account of the sources of measurement error in
the system.
• Chapter 3 describes the construction of the instrument, covering all design
considerations and presenting the final experimental setup.
• Chapter 4 starts by presenting experimentally determined sources of noise
and error. It presents the results of the experiments for sample sets of sea-
water and sodium chloride solutions, measured with the position sensitive
detector. The last part presents the results of the limited experiment with
the quadrant cell photodiode.
• Chapter 5 contains an evaluation of the achieved experimental performance
4of the instrument, along with comments and explanations on the behavior
of the experiment. A brief discussion on the impact of biological fouling is
given, before potential improvements of the instrument are presented. The
last part of the chapter contains the conclusion and focuses on how well the
specific objectives of the thesis has been reached.
Chapter 2
Theory and background
This chapter will present the necessary theoretical background to understand the
operation of the instrument that has been constructed. The first section describes
the concept of refractive index, as well as its dependence on the frequency on the
incident light. The refractive index relation to the concentration of diﬀerent ma-
terials in a mixture, such as in seawater, and also the temperature and pressure is
then explained. The propagation of a plane wave with an oblique incident on an
interface between to materials of diﬀerent refractive index is described by Snells
law, which will be derived in this section along with the Fresnel coeﬃcients de-
scribing the ratios of the light power being transmitted and reflected in the given
interface. The next section describes the function of light sensitive semiconduc-
tor devices and how a p-n junction diode can be used to measure the intensity of
incident light.
We go on to describes various methods of measuring refractive index.
The methods are presented and evaluated to a set of criteria to determine which
methods are best suited to perform in a given instrument setup. Then the basic
functions and properties of the electrical and optical components of the instru-
ment, as well as the water samples used in the experiment, will be presented. The
last part of the chapter describes sources of noise which are known to be present
in a instrument based on optical detection.
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62.1 Propagation of light
The index of refraction, n, of an optical material is defined as the ratio of the
speed of light in vacuum, c, to the phase speed of light in the medium, vp.
n = c
vp
. (2.1)
The speed of light in vacuum is by definition c =
￿
1
￿0µ0
, where ￿0 is electromag-
netic permittivity of free space and µ0 is electromagnetic permeability of free
space. The phase speed in a medium can be derived from the wave equation for
electromagnetic waves to be vp =
￿
1
￿rµr
￿
1
￿0µ0
, where ￿r is the relative permit-
tivity of the medium and µr is the relative permeability of the medium.[16] For
non-magnetic substances the relative permeability is very close to unity, which
further simplifies the expression. This gives a the following expression for the
refractive index:
n = √￿r￿0 =
√
￿, (2.2)
where ￿ is the permittivity of the medium.
2.1.1 Dispersion
The relative permittivity, and also the refractive index, is a function of the fre-
quency of the electromagnetic wave which passes through the medium. This
phenomenon is referred to as dispersion. The description of the physical nature
of dispersion would require a complex derivation using quantum electrodynamics
taking into account the interactions of molecules and their environment. It is
however possible to derive a simple classical model of dispersion which has been
found to adequately describe many molecular systems. [17]
If a non-polar molecule, having no permanent dipole in the absence of an
external field, is subject to an electric field, the positive nuclei and the negative
electrons would be displaced a distance r relative to the center of the molecule to
create a dipole moment. The dipole moment is defined as p = qr = −er, where e
is the electron charge and r is the displacement vector. If we consider a substance
with a given number of molecules per unit volume N , we can define polarization
P = Np as the dipole moment per unit volume.[18]
To determine how polarization is related to the frequency of the electric
7field, we have to express the displacement of an electron from its equilibrium, r,
as a function of the electric field. Lorentz law states that an electron subjected
to an electromagnetic field is acted upon by a force [17]:
F = −e(E+ v×B), (2.3)
where E = E0ei(k·r−ωt) is the electric field, B = B0ei(k·r−ωt) is the magnetic field
and v is the velocity of the electron with charge −e. k is the wave number vector
giving the propagating direction of the electromagnetic wave . If we assume that
v is small compared to the speed of light in vacuum, the contribution from the
magnetic field will be negligible. This can be shown by the use of Faradays law
on diﬀerential form:
∇× E=-∂B
∂t
.
If we express the electric field curl as ∇× E = k× E we get:
k× E = iωB. (2.4)
We know that ω = 2πf , that k = 2πn/λ, and that c = λf . Since E⊥k , and hence
|k× E| = k |E|, we can write:
|B| = n
c
|E| .
If we, as in equation 2.3, express the cross product of the velocity vector of the
electron and the magnetic field, we get
|v×B| = nv
c
|E| ,
if we assume that the angle between the vectors v and B is 90o. This means that
if nv/c￿ 1 then |v×B|￿ |E|. This means that we can simplify equation 2.3 to
the following:
F ≈ −eE.
Even though the displacement of electrons in an atom is governed by
quantum mechanics, it is valid to express the force Q holding an electron in
equilibrium by a simple approximation. This could be derived from a Taylor
series expansion of Coloumbs law, where the nucleus attracts the electron, and
the other electrons repel the electron.[17] If we only keep the first order term of
the Taylor expansion we get a quasi-elastic Hooke’s law equivalent, valid for small
8values of displacement:
Q = −κr, (2.5)
where κ is a constant determined by the number of electrons and nuclides in the
atom or molecule. Ifm is the mass of the electron, Newtons second law postulates
that
F+Q = −eE− κr = mr¨,
which is a linear inhomogeneous second order diﬀerential equation with constant
coeﬃcients. This formula does not account for the damping eﬀects which are
present in the system. For example, the vibrating electrons will emit photons
which will take energy out of the system. This can be expressed by adding a
term representing a resistive force mγr˙ to the previous expression:
mr¨+mγr˙+ κr = −eE. (2.6)
Since the electric field oscillates harmonically as E = E0e−iωt, we could suggest a
trail solution for r on the same form, r = r0e−iωt. By inserting the trial solution
into equation 2.6 we have a valid solution for the diﬀerential equation, where
ω0 =
￿
κ/m is the angular resonance frequency.
r = − eE
m(ω20 − ω2 − iωγ)
. (2.7)
We have now described the electrons displacement oscillation from its equilib-
rium position and have determined that it is a function of the frequency of the
electromagnetic wave. The polarization of the atom will be determined by the
displacement of the electrons and the nucleus. If we consider that the nucleus of
the atom is much heavier than the electron, we can assume that the contribution
to the polarization moment is primarily determined by the electron. If we also
assume that the atom only has one electron, we can express the polarization mo-
ment of the atom by p = −er. The total polarization vector would then be the
product of the number of atoms per unit volume and the polarization moment of
each atom:
P = Np = −Ner = N · e
2E
m(ω20 − ω2 − iωγ)
. (2.8)
It is clear that the polarization is in fact a complex quantity because of the
introduction of the loss mechanism mentioned earlier. Figure 2.1 shows a plot of
the amplitude of equation 2.8, as well as a plot of the undamped expression.
9Figure 2.1: Graph showing the polarization as a function of frequency. Observe
the singularity at the resonance frequency, which does not occur when
damping is taken into account.
2.1.2 Polarization and electric fields
To connect the polarization to the relative permittivity and refractive index it
is necessary to describe the electric field that is in fact being experienced at an
atomic level. It cannot be assumed that the local electric field Elocal at a given
point in the body is the same as the field measured over body. [18]
In addition to the external electric field E0 being applied to a given body
, the electric fields of the charges in the body will also contribute to the total
field. We define the average field over a volume V ￿ of the body at a point r0,
referred to as the macroscopic field,
E(r0) =
1
V ￿
ˆ
dV e(r), (2.9)
where e(r) is the microscopic field.[18] The electric field generated by uniform
polarization can be simplified to equal the electric field of a fictitious surface
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charge density σs = nˆ ·P on the surface of the body. nˆ is the unit vector normal
to the surface of the body. If this assumption is applied to an ellipsoid shape
of dielectric material, as sketched in figure 2.2, the electric field produced by
uniform polarization is equal to the field generated by the fictitious surface charge
density on the surface of the ellipsoid. Ellipsoids have the property that a uniform
polarization produces a uniform depolarization field inside the body.[18] It is
possible to decompose the polarization vector into components for each axis in
a three dimensional cartesian coordinate system, Px, Py and Pz. This gives the
components of the depolarization field:
E1x = −Px
￿0
Mx , E1y = −Py
￿0
My and E1z = −Pz
￿0
Mz, (2.10)
where the factors Mx, My and Mz are the depolarization factors. The values are
based on the ratios of the principal axes of the ellipsoid, and the sum of all three
equals unity. For a sphere, their values are Mx = My = Mz =
1
3 .[18] The field
Figure 2.2: Sketch illustrating the electric field E1, established by the estima-
tion that the uniform polarization P can be considered as creating a
surface charge density on the specimen. [18]
E1, referred to as the depolarization field, tends to oppose the external field E0.
A uniform applied field E0 will induce a uniform polarization in an ellipsoid. The
relationship between the macroscopic field E and polarization P is given by the
dielectric susceptibility χ.[18]
P = ￿0χE. (2.11)
If we assume an ellipsoid shaped body being subjected to an external field E0
parallel to one of its principal axes, for instance the z-axis, we can express the
macroscopic field as
E = E0 − MzP
￿0
, (2.12)
and then express the polarization as a function of the external field and the
11
depolarization factor:
P = χ￿01 + χMz
· E0. (2.13)
Local electric field at an atom If we consider atoms in a cubic arrangement
in a volume of spherical shape, the macroscopic electric field inside the sphere is
E = E0 + E1 = E0 − P3￿0 . If we then look at the the local field Elocal that acts
on the atom at the center of the sphere, it is clear that the field is a result of the
contributions from all the dipoles in the sphere, as well as the external field E0.
By assuming that the dipoles are aligned parallel to the z axis with a magnitude
p, we can define the z component of this field as:
Edipole,z =
p
4π￿0
￿
i
3z2i − r2i
r5i
= p4π￿0
￿
i
2z2i − x2i − y2i
r5i
. (2.14)
Because of the symmetry of the sphere and the cubical arrangement the x, y and
z directions will be equivalent [18]:
￿
i
z2i
r5i
=
￿
i
x2i
r5i
=
￿
i
y2i
r5i
, (2.15)
resulting in Edipole,z = 0. This means that the local field Elocal = E0 for this par-
ticular instance of lattice and geometrical shape. It is clear that the macroscopic
average field is not equal to the local field.
We need to develop a model for the local field at a general lattice site
and not depending on cubic symmetry. We can define Elocal as a sum of the
contributions from the external field E0 and the contribution from the dipoles
in in the body. We decompose the electric field from the dipoles into three
contributions, E1, E2 and E3 and get an expression for the local electric field at
an atom:
Elocal = E0 + E1 + E2 + E3. (2.16)
The sketch in figure 2.3 gives an overview of the model. E0 is the external field
and E1 is the depolarization field generated by a surface charge density on the
surface of the specimen. E2 is the Lorentz cavity field which is the field from
polarization on the inside of a imaginary sphere cut out of the specimen, cen-
tered on the reference atom. By doing this the field in the region between the
outer boundary of the specimen and the inner boundary created by the imaginary
sphere is the sum E1+E2, which is attributed to uniform polarization of the of the
12
Figure 2.3: Sketch showing the fields of equation 2.16, contributing to the local
electric field at an atom in the center. [18]
specimen. The dipoles at a greater distance than about 10 lattice constants from
the center atom will make smoothly varying contributions to the sum in equation
2.16, and can be replaced by a surface integral. E3 will be the contribution from
the other dipoles inside the imaginary sphere and also closer than 10 lattice con-
stants and must therefore be considered to make discrete contributions, but due
to the expected symmetry of polarization vectors inside the imagined spherical
cut out, E3 equals zero.
To calculate the Lorentz cavity field E2, we let the surface charge density
on the inside of the imaginary sphere cut out be defined by a a polar angle Θ
from the polarization direction, as shown in figure 2.4:
σs = −P · cos(Θ).
Figure 2.4: Figure of spherical cavity in a uniformly polarized medium. The in-
finitesimally small surface area is dA = 2πa · sin(Θ) · a · dΘ. [18]
The electric field on the atom in the center of the sphere with radius
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a will then be given by an integration of Coloumbs Law, where the charge dQc
is given by the surface charge density multiplied with an infinitesimally small
surface region of area dA = 2πa · sin(Θ) · a · dΘ, and the unit vector from this
area to the central atom is given by r=cos(Θ).
E2 = − 14π￿0
πˆ
0
dQc
a2
r = − 14π￿0
πˆ
0
σs · dA
a2
cos(Θ). (2.17)
This gives the following expression for the electric field as a function of the po-
larization:
E2 =
P
2￿0
πˆ
0
cos2(Θ) · sin(Θ)dΘ = P2￿0
￿
−13cos(Θ)
￿π
0
= P3￿0
.
If we compare this result with that of equation 2.12 and assume a spherical outer
boundary for the specimen, we see that these fields are directly opposite and the
sum E1 + E2 = 0. For a random ellipsoid outer boundary the expression for the
local electric field at the reference atom is
Elocal = E0 + E1 + E2 = E+
P
3￿0
, (2.18)
where E = E0+E1 is the macroscopic electric field which can be measured. This
is called the Lorentz relation.
Dielectric constant and polarizability The dielectric constant ￿ of a isotropic
medium relative to vacuum is given by the macroscopic field E [18]:
￿ = ￿0E + P
￿0E
= 1 + χ, (2.19)
where χ is electric susceptibility as given in equation 2.11. If we define the
molecular polarizability α in terms of the local electric field at the molecule we
get
p = αElocal,
where p is the dipole moment. The polarizability is dependent on the structure
and shape of the molecule. We can approximate the polarization in a medium by
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a sum over the products of the molecular polarizabilities and local electric field
P =
￿
j
Njpj =
￿
j
NjαjElocal(j), (2.20)
where Nj is the number of molecules per unit volume, αj is the molecular polar-
izability and Elocal(j) is the local electric field at the atom site j. We can now
connect the dielectric constant to the polarizability through the relation between
the macroscopic electric field and the local electric field given by the Lorentz
equation. By inserting equation 2.18 into equation 2.20 we get
P = (
￿
j
Njαj)(E +
P
3￿0
),
which can be turned around to
P
E
=
￿
j Njαj
1− 13￿0
￿
j Njαj
.
From equations 2.11 and 2.19 we know that P = ￿0χE and ￿ = 1 + χ which in
turn gives an expression for the relationship between the dielectric constant and
the polarizability:
￿0(￿− 1) =
￿
j Njαj
1− 13￿0
￿
j Njαj
.
By rearranging this equation we get
￿− 1
￿+ 2 =
1
3￿0
￿
j
Njαj, (2.21)
which is called the Clausius-Mossotti relation. This relationship is valid for several
substances, as long as the Lorentz local field can be written as E+ P3￿0
.
2.1.3 Thermodynamic relation
If we consider a liquid material it is logical to assume that both temperature and
pressure will influence the dielectric constant, because the density of molecules
will be aﬀected by a change in both temperature and pressure in the liquid. By
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assuming a homogeneous liquid, the sum in equation 2.21 can be realized
￿− 1
￿+ 2 =
1
3￿0
Nα, (2.22)
where N is the number of molecules per unit volume and α is the molecular po-
larizability. If we alter the equation as done in [19], by replacing α with molecular
refractivity A = 13￿0
NAα, we get a new equation showing the dielectric constant
as a function of molecular refractivity and number density,
￿− 1
￿+ 2 =
N
NA
· A, (2.23)
where NA = 6.02 · 1023 is Avogadros number. We know that N = Nm
V
where Nm
is the number of molecules and V is the volume. The ideal gas law states that
PrV = NmkT =
Nm
NA
RT,
where Pr is the pressure, T is the absolute temperature, and R = 8.314 J/mol·K
is the ideal gas constant.[16] The ideal gas law is not directly valid for a liquid
substance, as the expression would include several corrective terms as a liquid is
virtually incompressible, but the first order term would be valid as an approx-
imation. [19] By further modification we can include this in equation 2.23 and
get:
￿− 1
￿+ 2 =
APr
RT
, (2.24)
This equation relates the permittivity to the molecular refractivity, the pressure
and the temperature of the substance. As for instance seawater is a mixture of
water and several dissolved salts, it is necessary to express the molar refractivity
by a sum weighted by each of its i components. Ni is then the number density of
molecules and Ai is the molar refractivity of substance i.
A =
￿
i
Ai · Ni where i = 1, 2, 3 ...
By reviewing equation 2.24 analytically it is apparent that an increase in tem-
perature results in a decrease in the permittivity. An increase in the pressure
results in an increase in the permittivity, and an increase in the molar refractiv-
ity also results in an increase in permittivity. The refractive index is, as described
in equation 2.2, the square root of the permittivity and will react in the same
manner as the permittivity in terms of the changing parameters described above.
One can replace the dielectric constant with the refractive index in equation 2.22,
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which in fact gives the Lorentz-Lorenz relation discovered separately at almost
the same time as the Clausius-Mossotti relation.[17]
The polarization per unit volume is given as P = NαE. In combination
with equation 2.8 this expresses the molecular polarizability as a function of
angular frequency:
Nα(ω) = N · e
2
m(ω20 − ω2 − iωγ)
. (2.25)
By combining equations 2.24 and 2.25 we get an expression for the permittivity
or refractive index based on temperature, pressure and frequency:
￿− 1
￿+ 2 =
1
3￿0
PrNA
RT
￿
i
Nie2
m(ω2i − ω2 − iωγ)
) (2.26)
or
n2 − 1
n2 + 2 =
1
3￿0
PrNA
RT
￿
i
( Nie
2
m(ω2i − ω2 − iωγ)
) (2.27)
where ωj is the resonance frequency of the ith component.
2.1.4 Sellmeier equation
The derivation made in the previous chapter is often represented in a diﬀerent
way, called the Sellmeier equation. This equation gives the refractive index as a
function of frequency, but does not take the Lorentz local field into account. Even
if its lacking physical accuracy, it has found widespread use as a way to express
the refractive index of optical materials. To derive it we start by combining
equations 2.11 and 2.19 giving an expression for the permittivity.
￿ = 1 + PE￿0
.
If we then combine the result with that of equation 2.8 we get
￿− 1 = Ne
2
m￿0(ω20 − ω2 − iωγ)
,
which also can be written in terms of the refractive index as
n2 − 1 = Ne
2
m￿0(ω20 − ω2 − iωγ)
.
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If we assume that the operating frequency ω is far away from the resonance
frequency, the eﬀect of the damping γ can be neglected and γ equals zero. By
converting the angular frequency to wavelength by the relation ω = 2πc/λ we get
n2 − 1 =
Ne2
m￿0
λ20λ
2
(2πc)2(λ2 − λ20)
= Bλ
2
λ2 − C , (2.28)
where B = Ne
2λ20
(2πc)2m￿0 is the resonance strength and C = λ
2
0 is the resonance
wavelength. For solid materials, B and C must be found empirically as they are
depending on the Lorentz local field as well as the external field. Up until now it
has been assumed that the electric field acting on the molecule in question only
aﬀects the vibration of the electrons, as described in section 2.1.1. Depending on
the substance, other modes of vibration may also be excited by an incident light
beam. This means that equation 2.28 must be expanded to include all relevant
vibrational modes. [20, 21]
n2 − 1 =￿
i
Biλ2
λ2 − Ci . (2.29)
This is the Sellmeier Equation with Sellmeier constants Bi and Ci. The sum is
often reduced to either two or three terms in the visible frequency range, as this
proves to be suﬃcient to describe the refractive index accurately. The Sellmeier
equation can describe the refractive index of all kinds of substances, as long as
they have clearly defined resonance peaks.
2.1.5 Reflection and refraction
When a light beam is incident on an interface between two isotropic substances of
diﬀerent refractive index, a portion of the energy will pass through the surface and
the rest will be reflected back. Based on the angle of incidence and the refractive
indices of the substances either side of the interface, the angle of the refracted
beam will change. This is known as refraction.[22] To physically explain this
phenomenon we start by expressing the electric field of the light beam as given
by solving the electrical wave equation:
E(r, t) = E0ei(k·r−ωt). (2.30)
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The notation is on complex form, but the electric field will always be the real
part of this vector. We can decompose the electric field into two components
to account for polarization of the wave. This wave polarization should not be
confused with the polarization of molecules mentioned in the previous chapters.
The transverse nature of the electromagnetic wave, meaning that the oscillations
of the wave are perpendicular to the propagation direction, gives rise to the
property of polarization. If we consider the electric component of the wave, the
two-dimensional plane in which the field oscillates can be fixed in a single direction
or it can change over time. If we consider a wave propagating along the z-axis
we can express the electrical field in terms of an x and a y component as [22]:
E0 = E0,x + E0,y, (2.31)
where E0,x and E0,y are complex amplitudes. If the phase information in the
two components are equal, the orientation of oscillation will be fixed, referred
to as linear polarization. But if the phase information is diﬀerent, the resulting
oscillation direction will change over time. The result is that the plane of oscil-
lation will rotate in an elliptical manner, known as elliptical polarization. If the
phase diﬀerence between the two components are π/2 the special case of circular
polarization occurs.
Figure 2.5: Incident wave Ei, reflected wave Er and transmitted wave Et at an
interface between two substances of diﬀerent refractive index. [22]
To explain the concept of refraction we want to explain the dependency
of the transmitted angle θt to the incident angle θi and the refractive indices ni
and nt of the two substances as figure 2.5 depicts. We have an incident wave Ei, a
reflected wave Er and a transmitted wave Et each propagating in directions given
by ki, kr and kt. If the y-z plane is the plane of incidence, as shown on the figure,
and the x-axis has a positive direction into the paper, we can decompose the wave
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number vectors in y and z components, where x, y and z are unit vectors for each
direction:
ki = ki(y · sin θi + z · cos θi)
kr = kr(y · sin θr − z · cos θr)
kt = kt(y · sin θt + z · cos θt)
(2.32)
Each wave on the form given in 2.30 can be decomposed into two components as
done in equation 2.31, but with new descriptive letters. The direction represented
by a circled x represents the direction into the paper, perpendicular to the plane
of incidence, and is denoted E(s). The direction parallel to the plane of incidence
is denoted E(p).
Ei = (E(p)i (y·cos θi − z · sin θi) + E(s)i · x)ei(ki(y·sin θi+z·cos θi)−ωit)
Er = (E(p)r (y·cos θr + z · sin θr) + E(s)r · x)ei(kr(y·sin θr−z·cos θr)−ωrt)
Et = (E(p)t (y·cos θt − z · sin θt) + E(s)t · x)ei(kt(y·sin θt+z·cos θt)−ωtt)
(2.33)
With the description of the electric fields in place, the next step is to apply a
boundary condition at the interface. It can be shown by the use of Faradays
law that the electric fields parallel to an interface must be equal on both sides of
the interface. This means that at the interface a z = 0, the fields in the x and
y-direction must be equal on both sides [22]:
(E(p)i (y·cos θi) + E(s)i · x)ei(kiy·sin θi−ωit) + (E(p)r (y·cos θr) + E(s)r · x)ei(kry·sin θr−ωrt)
(2.34)
= (E(p)t (y·cos θt) + E(s)t · x)ei(kty·sin θt−ωtt).
If this equation should be valid for all values of y and t, all the exponential factors
must be equal:
kiy · sin θi − ωit = kry · sin θr − ωrt = kty · sin θt − ωtt.
This requires the angular frequency components ω of the waves to be equal:
ki · sin θi = kr · sin θr = kt · sin θt.
We also know that the wave number k = ω/vp where vp is the phase speed in the
medium and we have the definition of refractive index as n = c/vp, which gives:
k = ω · n
c
. (2.35)
As both ki and kr are propagating in the same medium with the same refractive
index, the values vil be the same. This gives the relationship between the incident
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and the reflected angle:
θi = θr.
The relationship between the incident and the transmitted angle will be
nisin(θi) = ntsin(θt), (2.36)
which is known as Snells law and describes the concept of refraction. We can also
express the value of the electric field as a function of the incident and reflected
angles. Since the exponential factors of equation 2.34 are equal we can simplify
the analysis and divide it into one equation for each direction x and y:
x− direction : E(s)i + E(s)r = E(s)t
y − direction : (E(p)i + E(p)r )cos θi = E(p)t cos θt
(2.37)
To get expression for the electric field on both sides of the interface we must
use a second boundary criteria, which states that the magnetic fields parallel to
the interface must be equal on both sides of the interface. To relate the electric
and magnetic field we use Faradays law from equation 2.4 which states that the
magnetic field can be written as [22]:
B = k× E
iω
= n
c
u× E,
where u is a unit vector pointing in the same direction as the k-vector. We can
now make expressions for the magnetic fields based on the equations in 2.33,
where the orientation of the fields have changed according to the cross product
Bi = nic
￿
(−E(p)i · x + E(s)i (y·cos θi − z · sin θi))ei(ki(y·sin θi+z·cos θi)−ωit)
￿
Br = nic
￿
(E(p)r · x + E(s)r (−y·cos θr − z · sin θr))ei(kr(y·sin θr−z·cos θr)−ωrt)
￿
Bt = ntc
￿
(−E(p)t · x + E(s)t (y·cos θt − z · sin θt))ei(kt(y·sin θt+z·cos θt)−ωtt)
￿
(2.38)
By applying the boundary condition, demanding that the magnetic fields parallel
to the interface are equal on both sides of the boundary, and the fact that the
diﬀerent exponential factors as well as the incident and reflected angles are equal
we get a new equation for z = 0:
ni
￿
−E(p)i · x + E(s)i y·cos θi
￿
+ni
￿
E(p)r · x− E(s)r y·cos θi
￿
= nt
￿
−E(p)t · x + E(s)t y · cos θt
￿
.
This can a be simplified in a similar manner as done in equation 2.37 giving:
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x− direction : ni(E(p)i − E(p)r ) = ntE(p)t
y − direction : ni(E(s)i − E(s)r )cos θi = ntE(s)t cos θt
(2.39)
These equations in combination with the equations in 2.37 gives a complete de-
scription of the electric fields on both sides of the interface. We can express
these relationships even simpler by construction coeﬃcients relating the reflected
and transmitted field to the incident field. By first examining the perpendicular
component E(s) of the electric field, we know from equations 2.37 and 2.39 that:
E(s)i + E(s)r = E
(s)
t
ni(E(s)i − E(s)r )cos θi = ntE(s)t cos θt
By applying Snells law from equation 2.36 and the rearranging the expressions
we arrive at equations for E
(s)
t
E(s)i
and E
(s)
r
E(s)i
.
ts ≡ E
(s)
t
E(s)i
= 2sin θt cos θi
sin θt cos θi + sin θi cos θt
rs ≡ E
(s)
r
E(s)i
= sin θt cos θi − sin θi cos θt
sin θt cos θi + sin θi cos θt
(2.40)
By doing the same thing for the parallel component E(p), we get a similar set of
equations:
tp ≡ E
(p)
t
E(p)i
= 2sin θt cos θi
sin θi cos θi + sin θt cos θt
rp ≡ E
(p)
r
E(p)i
= sin θt cos θt − sin θi cos θi
sin θi cos θi + sin θt cos θt
(2.41)
We have now defined a set of coeﬃcients describing the electrical field on the two
sides of the interface. These coeﬃcients are know as Fresnel coeﬃcients and will
be used to derive expressions for fractions of light intensity being transmitted and
reflected in the next section.
2.1.6 Reflectance and transmittance
As explained in the last section, the phenomenon of refraction causes a light ray
of oblique incidence on an interface between two substances of diﬀerent refractive
index to be transmitted with a diﬀerent angle than that of the incident beam.
It was also explained that a portion of of the light was reflected back with an
angle equal to that of the incident angle. The last section concluded with a set
of equations describing the electric field on both sides of the interface. These
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last equations will be used in this section, where the concept of reflectance and
transmittance will be explained. Reflectance describes the fraction of the incident
intensity which will be reflected at the interface, whereas the transmittance gives
the fraction being transmitted.[22] The relationship between intensity I and the
electric field E in plane wave is given as
I = c￿0n2 |E|
2 , (2.42)
where the intensity is the power per unit area. The intensity of the incident wave
can be expressed as a sum of the intensities of the two polarization components
since they are orthogonal:
I toti = I
(p)
i + I
(s)
i =
c￿0n
2 (
￿￿￿E(p)i ￿￿￿2 + ￿￿￿E(s)i ￿￿￿2).
As the reflected wave is propagating in the same medium as the incident wave,
and therefore experiences the same refractive index, the reflected intensity can
then be expressed as
I totr = I(p)r + I(s)r = I
(p)
i · |rp|2 + I(s)i · |rs|2 , (2.43)
where the squared Fresnel coeﬃcients from equations 2.40 and 2.41 are used
to express the reflected intensity as a function of the incident intensity. The
intensity of the transmitted wave cannot be expressed in the same way because
of the diﬀerence in refractive index in the two substances. To work around this
problem, we alter equation 2.43 to express the power in place of the intensity
[22]:
P totr = P (p)r + P (s)r = P
(p)
i ·Rp + P (s)i ·Rs, (2.44)
where Rp = |rp|2 and Rs = |rs|2 are the reflectance coeﬃcients. The law of
conservation of energy states that the energy of a closed system will be preserved.
That means that we can express an energy balance at the interface
P toti = P tott + P totr ,
and by inserting it into equation 2.44 we get an expression for the transmitted
power
P tott = P
(p)
i · (1−Rp) + P (s)i · (1−Rs),
where (1 − RP ) ≡ Tp and (1 − Rs) ≡ Ts are the transmittance coeﬃcients. We
can now express the transmitted intensity as a function of the incident intensity
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and the transmittance coeﬃcients:
I tott = I
(p)
i Tp + I
(s)
i Ts.
Figure 2.6 shows an example of the relationship between the transmittance and
reflectance coeﬃcients and the incident angle and the refractive indices on both
sides of the interface. The refractive indices used in the figure are taken from
a specific prism-water interface in the instrument which was constructed for the
thesis.
Figure 2.6: Transmittance and reflectance as a function of the incident angle on
a prism water interface where ni = 2.58 and nt = 1.33.
Total internal reflection To conclude this section, two special cases involving
refraction will be discussed. The first case involves an investigation of Snells law.
If we express the transmitted angle as a function of the the refractive indices and
the incident angle
θt = sin−1(
ni
nt
sin θi),
we see that if ni > nt there exists an incident angle θi resulting in the argument of
the inverse sinus function being 1, giving a transmitted angle of 90o. This angle
is referred to as the critical angle θc. By inserting the transmitted angle of 90o
into the expressions for rp and rs from equations 2.40 and 2.41, we get reflectance
coeﬃcients Rp = Rs = 1. This is called total internal reflection. Figure 2.7
presents an example on this phenomenon. The figure describes a specific prism-
water interface in the instrument which was constructed for the thesis.
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Figure 2.7: The transmitted angle as a function of the incident angle on a prism-
water interface where ni = 2.58 and nt = 1.33.
Evanescent waves The second special case describes evanescent waves. When
the incident angle exceeds the critical angle, causing total internal reflection, we
also get a wave traveling parallel to the plane of incidence on the opposite side
of the boundary. To derive its properties we start by modifying Snells law from
equation 2.36 by using the relation sin2φ+ cos2φ = 1 and get [22]:
cos θt = i
￿￿￿￿n2i
n2t
sin2θi − 1 (θi > θc). (2.45)
If we input this into the expression for the electric field of the transmitted wave
Et from equation 2.30 we get:
Et =
E(p)t (y·i
￿￿￿￿n2i
n2t
sin2θi − 1− z · ni
nt
sin θi) + E(s)t · x
 (2.46)
· e−ktz·
￿
n2
i
n2
t
sin2θi−1
ei(kty·
ni
nt
sin θi−ωtt)
We see from the expression that we have an electric field on the transmitted side
of the boundary. From the exponential function describing the z-direction we
see that the it no longer describes a standard wave, but instead a exponentially
decaying wave along the z-axis. From the last exponential we can see that the
wave is propagating along the y-axis, parallel to the plane of incidence. We
also see that the wavenumber kt is modified by a factor of nint sin θi. This means
that the wavenumber of the evanescent wave will change as the incident angle is
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changed in the region θc < θi < 90o.
2.2 Light sensing semiconductors
The operating principle of a light sensing semiconductor is that incident photons
of wavelength λ and energy E = hc/λ , where h = 6.63 · 10−34J/s is Planck’s
constant, excites the atoms of a semiconductor. This semiconductor material has
a given energy gap EG between the valence band, in which the electrons are tied
to their atoms, and the conduction band, where the electrons are free and will
contribute to the conductivity of the semiconductor. If the energy of the photons
match the energy gap of the semiconductor, the photons will excite electrons from
the valence band to the conduction band, leaving behind a vacant space in the
valence band known as a hole. Light of a certain range of wavelengths, with a
peak at λ0 = hc/EG, will create electron-hole pairs known as charge carrier pairs,
in a material with a given EG. As the light intensity increases, the conductivity
of the semiconductor will increase as well. [16]
2.2.1 P-n junction
A pure semiconductor is referred to as an intrinsic material or i-type material.
It has a temperature dependent gap between the valence band and conduction
band. The size of the band gap is low compared to an insulator and is in the
region of 0.5 to 3.5 eV . One of the most common semiconductor materials is
Silicon with a band gap energy of 1.11 eV at 302K. This corresponds to a peak
wavelength of λ0 = hc/1.11eV = 1.12µm. A conductor has little or no gap between
these bands, whereas insulators have a large gap. By using a p-n junction instead
of a pure semiconductor material we can control the properties of the diode and
especially expand the range of wavelengths that can be detected. A p-n junction
is a semiconductor device consisting of a p-type and an n-type semiconductor
material joined at a junction. P-type and n-type refers to semiconductor materials
with deliberately added impurities, known as doping.
A n-type material is a semiconductor material doped with a number
of atoms containing a higher number of protons and electrons than that of the
semiconductor material. The added impurities will create covalent bonds with the
existing structure of semiconductor atoms, but since there are too many electrons
compared to what is needed in the given structure, the extra electrons will be
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bound very loosely to the mother atom. The added impurity acts as a donor of
electrons.[16, 23]
A p-type material adds impurities in the form of atoms containing less
protons and electrons than the semiconductor material in which it is added. This
leads to a lack of electrons to completely tie the added impurity to the structure
with covalent bonds. This lacking electron or “hole” can move through the ma-
terial and act as a charge carrier. As the added impurity is one electron short,
compared to the semiconductor atoms, it is called an acceptor as it accepts other
electrons. In both p-type and n-type materials it is the generated charge carriers
that actually move through the material, not the introduced atoms themselves.
By joining the two materials at an interface, we get a p-n junction. As
long as no voltage is applied, the area near the junction will reach a state of
equilibrium as the extra electrons from the n-type material on and near the
junction bonds with the holes on and near the junction of the p-type material.
The region in which both p-type and n-type charge carriers are bonding is called
the depletion zone, as no charge carriers exist in this region. It also means that
an electric field is created, pointing from the n-side to the p-side. If a photon
is incident on the depletion region or close by it, the excited electron will be
immediately aﬀected by the electric field. The electron will move towards the n-
type layer or cathode and the hole left behind will move towards the p-type layer
or anode. By applying a potential to the n-type layer and a positive potential to
the p-type layer, called a reverse-biased voltage, the voltage across the junction
and the size of the depletion zone increases. As the area of the depletion zone
increases, it will detect light more eﬀectively. [16, 23]
2.2.2 Photodiode operation
The photodiode can operate in two diﬀerent modes. The photovoltaic mode is
when the photodiode is connected to an external circuit consisting of a resistor.
When incident light produces charge carriers in the p-n junction, the current
through the circuit is increased and consequently the voltage over the resistor
increases while the voltage across the p-n junction remains constant. The ratio
between the number of generated charge carrier pairsNe versus number of photons
incident on the semiconductor Nν is referred to as quantum eﬃciency η and
measured in percent:
η = Ne
Nν
.
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This relationship is dependent on the wavelength of the photons as described ear-
lier in this section. It can also be expressed as the ratio between the photo voltage
produced by a given incident power with the unit V/W . Then it is referred to as
responsivity or spectral responsivity if expressed as a function of the wavelength.
The current produced will be proportional to the incident power of the light beam.
At the peak wavelength corresponding to the exact band gap energy, η could be
as high as 80 − 90% in a photodiode. There are three primary eﬀects reducing
the quantum eﬃciency of the photodiode. One eﬀect is that some of the incident
light will hit the detector outside the depletion region. If this happens the excited
electron will recombine with the hole because there is no electric field to move
the electron in this region. Some of the incident light will also be reflected in the
semiconductor surface resulting in a reduced quantum eﬃciency. Lastly, not all
of the incident light will be absorbed in the semiconductor material. A material
with a given absorption coeﬃcient needs a certain depth to make sure that all
the light is absorbed in the material. If the material is to thin in relation to the
given absorption coeﬃcient, a portion of the incident light will pass through the
detector, resulting in reduced quantum eﬃciency.[23]
The photoconductive mode requires the p-n junction to be reverse biased.
The operating principle is the same as the photovoltaic mode, but the diode is
connected in a circuit and we measure the photocurrent instead of the voltage.
This also requires the definition of responsivity to be the ratio of the produced
photocurrent to the incident power with the unit A/W . The reverse voltage makes
the depletion region larger, making the probability of photon-electron interaction
larger. The larger electric field also contributes to accelerate the electrons more
and the response time of the circuit will be lowered with a higher reverse bias
voltage. [23]
To quantify the generated photocurrent ip we define the number of pho-
tons that interface with the semiconductor per unit time as photon flux Φp. A
given photon flux would produce an electron flux Φe = ηΦp . This means that
the photocurrent will be ip = ηeΦp where e is the electron charge. If we relate
the photon flux to optical power we get that Po = hfΦp.[23] This gives an ex-
pression for the photocurrent produced as a function of both incident power and
frequency:
ip =
ηePo
hf
. (2.47)
For a given frequency we can define a responsivity S = ηe/hf giving a simplified
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expression for the generated photocurrent as:
ip = S · Po. (2.48)
2.3 Measurement of refractive index
There exists several methods of measuring the refractive index of a medium. This
section will give a brief background of how some of the diﬀerent methods work.
The refractometric method will be described thoroughly, while the other methods
will be briefly discussed. The focus of the section will be to highlight the benefits
and disadvantages of the available methods when it is assumed to be used in a
sensor platform deployed in the ocean. The setting is that the sensor is placed
on a measuring pod autonomously in the ocean for several days/weeks without
the possibility of any maintenance. Two reference criteria have been chosen to
evaluate and compare the diﬀerent methods:
1. The ratio of sensitivity to change in the refractive index to the size of the
instrument is important. As the sensor is to operate from either a measure-
ment pod or other underwater crafts such as floats, gliders or unmanned
submarines, the degree of miniaturization is of major importance.
2. The degree of immunity to the basic environmental factors such as temper-
ature and pressure must be considered. The construction of rugged subsea
equipment will not be discussed, neither will models describing the struc-
tural integrity of the instrument as functions of environmental eﬀects be
presented, but a qualitative perspective of the eﬀects will be given.
2.3.1 Refractometric methods
The concept on which the design in this project is based, is a refractometric setup
often referred to as a Pulfrich refractometer.[24] Figure 2.8 shows a schematic
overview of the Pulfrich refractometer. The laser beam hits the air-prism interface
perpendicularly and continues without refraction to the prism-sample interface.
Here the laser beam makes an incident angle with the interface and based on the
refractive index of both the prism and the sample, the refracted angle is diﬀerent
from the incident angle, as Snell￿s law describes. If the refractive index of the
sample is grater than that of the prism, the refracted angle will be less than
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Figure 2.8: Schematic overview of a Pulfrich refractometer. [24]
the incident angle, and vice versa. The laser beam then propagates through the
sample and hits the sample-prism interface, with the same phenomenon taking
place. The beam is then refracted one last time in the prism-air interface before
it hits the detector. The detector measures the lateral displacement of the laser
beam, and based on a geometrical expression derived from the refractometric
setup, one can derive the refractive index of the sample. We can simplify figure
2.8 by only looking at one prism-water interface, as done in figure 2.9, we can
easily show the theoretical minimum detectable change in refractive index. The
transmitted angle θt from the prism-water interface can be expressed through
Snell’s Law by the following equation:
θt = arcsin(sin(θi) · nprism
nsample
), (2.49)
where θi is the incident angle on the prism-water interface, nprism is the refractive
index of the prism and nsample is the refractive index of the water sample.
Figure 2.9: Simplified refractometric setup
If we express a small change of the transmitted angle as a function of
a small change of the refractive index of the water sample we get the following
expression through diﬀerentiation:
δθt
δnsample
= δ
δnsample
(arcsin(sin(θi) · nprism
nsample
)) = − sin(θi) · nprism
n2sample
￿
1− (nprismsin(i)nsample )2
.
(2.50)
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We can express a small change of laser position displacement at the sensor, δX,
in terms of a small change of transmitted angle δθt and the length between the
prism-water interface and the detector, L:
δX ≈ δθt · L. (2.51)
If we then rearrange equation 2.50 we get an expression for the minimum de-
tectable change of refractive index of the water sample.
δnsample =
δX · n2sample
nprismsin(θi) · L ·
￿￿￿￿1− (nprismsin(θi)
nsample
)2.
The value of δX is given as the minimum detectable displacement of the sensor.
We see that a larger path length L and a lower minimum detectable displacement
δX will result in a lower δnsample and hence better resolution in the salinity
measurement. If we define the variables in the equation with sensible values as
L = 10 cm, δX = 0.3µm, θi = 60o , nprism = 1.5 and nsample = 1.33, we get a
theoretical sensitivity in refractive index measurements of magnitude 10−7.
As one can observe in figure 2.8 and 2.9, the lateral displacement is de-
pendent on the path length of the laser beam, from the point of its first refraction
and all the way to the sensor, as well as the refracted angles. That means that a
small change in the refractive index of the sample, resulting in a small change in
the refracted angle, will give a small lateral displacement if the path length of the
laser beam is small. If the path length increases, so does the lateral displacement.
This is of major importance to the construction of refractometric measurement
systems. It is in principle possible to create a measurement system capable of
measuring salinity very accurately, assuming the path length is long. The de-
ciding factor is the minimum detectable displacement of the detector. Recent
advances in detector technology, resulting in micron scale minimum detectable
displacement has paved the way for construction of compact refractometers with
very good resolution.[6, 25]
To evaluate the criteria of miniaturization in a refractometer on must
take into account the resolution of the detector. A displacement detector with
very high spatial resolution will allow for construction of refractometers with small
path lengths. Given the spatial resolution of commercially available detectors,
the path length still is in the region of 10 cm.[6] As the laser and detector also
requires space, the overall size of the sensor will exceed this length.
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The eﬀect of temperature and pressure will aﬀect the structural integrity
of the sensor cabinet. This will cause degradation of the measurement accuracy as
the optical path will be slightly modified. Modeling of the environmental eﬀects
on the cabinet will to some extent reduce the impact of this eﬀect.
2.3.2 Interferometric methods
The concept of interferometry is based on the superposition of two light waves,
creating a measurable interference pattern. By combining two waves of the exact
same wavelength, referred to as a coherent process, one can extract information
about the phase diﬀerence of the waves by observing the interference pattern.
In practical application one uses a laser which is split into two rays by a beam
splitter. The two rays then travel down separate paths and is then merged before
hitting a detector or a screen. If the two paths are identical in terms of length
and light propagation speed, the result will be constructive interference as phase
diﬀerence is zero. If either the length or light propagation speed is lower in one of
the paths, the result will diﬀer from the constructive interference pattern. If the
diﬀerence in path length is a whole number of wavelengths of the light, the result
is constructive interference. If the path diﬀerence is a half number of wavelengths,
the result is destructive interference. [16]
Figure 2.10: Schematic overview of a Michelson Interferometer
As equation 2.1 shows, the refractive index is given by the phase speed
of light through a medium. If one of the paths were to pass through a seawater
sample with an unknown refractive index, while the other passes through a refer-
ence medium with a known refractive index, we detect the diﬀerence in refractive
index between two media, and are thereby able to detect changes in the unknown
refractive index. Figure 2.10 shows one implementation of this principle known
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as a Michelson interferometer. The light is split into two waves. One is passing
through a reference medium of known refractive index and the other is passing
through the sample medium. Both waves are reflected in a mirror and returns to
the beamsplitter where they are merged into one beam directed downward to the
detector. We can express the electric part oﬀ the electromagnetic wave as done
in equation 2.30 to describe each wave:
Eref = E0ei(kref ·r−ωt) and
Esample = E0ei(ksample·r−ωt),
where kref is the wave number for the reference medium, ksample is the wavenum-
ber for the sample under test and r is the distance through the medium, assumed
to be equal for the reference and sample medium. We then express the electric
field at the detector as a superposition of the real part of both waves. We get the
real part from multiplying the electric field with its complex conjugate and divide
by two. Since the detector is sensitive to the intensity we see from equation 2.42
that the total intensity will be:
Itot =
nc￿0
2 |Eref + Esample| · |Eref + Esample|
∗ (2.52)
Itot =
nc￿0
2 E0 · E
∗
0(2 + ei((kref−ksample)·r) + e−i((kref−ksample)·r))
Itot = nc￿0E0 · E∗0(1 + cos[(kref − ksample) · r]).
If ∆k · r = (kref − ksample)r = 2mπ where m = 0, 1, 2.. denotes the order
of interference maxima, the cosine term equals one and we have constructive
interference at the detector. If the diﬀerence between the refractive indices of the
medium and reference is increased in the region 0 < ∆k < π, the intensity will
decline. When ∆k · r = π , the cosine term equals zero and we have destructive
interference. We know that k = 2πn/λ, which gives
Itot = nc￿0E0 · E∗0(1 + cos∆φ), (2.53)
where ∆φ = (nref − nsample)2πrλ . If the sample has the same refractive index
as the reference medium, the phase diﬀerence will be zero. As this method is
diﬀerential and the results are repeating themselves for every 2π phase transition,
it is necessary to make a continuos measurement as the sample medium is injected
into the sample cell. If not, it is impossible to extract an unambiguous result.
By following ref, [26] we can evaluate the instruments sensitivity to change in
refractive index and see how a small change in the detected signal phase diﬀerence
∆φ corresponds to a small change of refractive index diﬀerence ∆n = nref −
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nsample:
∂n
∂φ
= λ2πr .
If we input sensible values to the variables in the equation, such as r = 1 cm and
λ = 635nm we get a value of ∂n∂φ = 1.0 · 10−5 1/rad. If we also assume a phase
detection resolution of dφ = 1o ≈ 0.017 rad we get a minimum detectable change
of refractive index dn = ∂n∂φ · dφ = 1.7 · 10−7. [26]
The detection can be done by measuring the intensity of the center fringe,
known as homodyne detection.[27] The intensity will be at its highest when the
two waves are in phase, and decrease as the phase diﬀerence increases. A more
refined method of measuring the phase diﬀerence is by measuring the electric
beat frequency with a lock-in amplifier.[10]
The size criteria favors an interferometric setup. The cell containing the
optical components and sample compartments could be made very small as done
by [10] or [28]. The other components such as a highly coherent laser diode and
detector are also small. The sensitivity to refractive index change can be very
good and reported experimental sensitivities are in the region of 10−5. Larger
interferometric setups can achieve even better sensitivity, down to 10−8. [25] The
interferometric method is considered one of the most precise ways of measuring
both refractive index and spatial movement.[29]
Environmental factors such as temperature and pressure will aﬀect the
structural integrity of the sensor cabinet, and this will play a major role in an
interferometric setup. Spatial displacement of the optical components, even by
fractions of the wavelength of the laser light, will severely degrade performance.
The use of diﬀerential measurement methods and accurate modeling of environ-
mental eﬀects could to some extent compensate for this eﬀect, but all in all this
is the biggest limitation for the interferometric setup.[29, 30]
2.3.3 Total internal reflection
The eﬀect of total internal reflection is described in section 2.1.6. When the
incident angle of light exceeds the critical angle, dictated by the ratio of the two
refractive indices, the transmitted angle is parallel to the interface between the
two substances:
θt = sin−1(
ni
nt
sin θc) = 90o.
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By inserting a transmitted angle of 90o into the Fresnel equations in 2.40 and
2.41 we see that all of the light is reflected. We can also express the critical angle
as
θc = sin−1(
nt
ni
).
If the light source is a collimated laser, this means that no light will pass through
Figure 2.11: Schematic overview of a total internal reflection refractometer
the interface between the two substances. If we use an uncollimated light source
instead of a laser we could make use of this eﬀect to measure the refractive index.
Figure 2.11 illustrates the concept of such a sensor. The light from the source
enters a prism. As the light is unfocused and not in a single beam, we have a
continuous light field, illustrated by four beams in the figure. The beams which
hit the prism-sample interface at an angle less than that of the critical angle θc,
will be transmitted through the sample. The beams with incident angles on the
prism-sample interface greater than the critical angle will be reflected towards
the detector. As illustrated, this will generate a bright and a dark area on the
detector, which could be an array of photodiodes or a CCD camera chip. By
evaluating the area of the detector where the transition between light and dark
occurs, we can determine the critical angle. Due to diﬀraction from the reflection
surface the transition from light to dark is gradual transition. This is further
strengthened by the fact that some portion of the light is reflected regardless
of the incident angle, and that it increases with increasing incident angle until
reaching the maximum of 100% reflection at the critical angle. This means that
it could be hard to determine the exact critical angle.
To express this mathematically we define a small change in critical angle
as a function of a small change of refractive index in the sample, where it is
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implied that the refractive indices in question are positive and ni > nt, as:
δθc
δnt
= δ
δnt
￿
sin−1(nt
ni
)
￿
= 1￿
n2i − n2t
.
We can then express a small change in the displacement of the light-shadow
boundary dX on the sensor as a function of a small change in the critical angle
δθc as:
dX ≈ L · δθc,
where L is the distance from the point of reflection to the sensor, and is assumed,
for simplicity in calculations, to be constant. If we the define dX as the sen-
sors inherent minimum detectable displacement, we can express the minimum
detectable change of refractive index as:
δnt =
dX
L
￿
n2i − n2t ,
where we see that a larger distance L and a smaller minimum detectable sensor
displacement dX will contribute to a lower δnt and hence a better sensitivity
to change in refractive index of the sample. If we define sensible values to the
variables, such as L = 10cm, δX = 6µm, ni = 1.5 and nt = 1.33 we get a
sensitivity in the refractive index of the sample of magnitude 10−6.
Another version of this instrument observes the light transmitted through
the sample instead of looking at the reflected light and is called the Abbe refrac-
tometer. It was invented by Ernest Abbe in the late 19. century. The version
created by Abbe, and still being used today due to its simplicity, did of course
not include an electronic sensor. The reading was made by looking at the prism
through an eyepiece with markings to determine the refractive index of the sam-
ple.
The resolution to size ratio is not as good as the refractometer, being one
order of magnitude less. The calculated resolution does not take into account the
mentioned diﬃculties in determining the exact value of the critical angle, which
will cause a deterioration of the resolution. The instruments ability to resist
environmental factors such as pressure and temperature is most likely very good.
It is possible to attach the detector and light source to the prism, which limits
the eﬀect of chassis structural changes caused by the environment to a single
element, namely the prism. This makes it possible to simulate the eﬀects with a
higher degree of certainty than in the other methods mentioned earlier.
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2.3.4 Other techniques
There are also other techniques to measure the refractive index of sea water.
Without going into specific details, a brief overview of a couple of methods based
on published articles will be given. Methods involving the surface plasmon reso-
nance (SPR) eﬀect are used in several articles.[13, 1, 31, 32] A plasma oscillation
in a metal is a collective excitation of electrons in a conductor. A given metal
has a certain resonance frequency. If the incident photon wavenumber matches
the resonance frequency, the photon will transfer some or all of its energy to the
oscillation. If the this eﬀect arises on the surface of the metal it is called sur-
face plasmon oscillations. If the surface of the metal interfaces with a dielectric
medium, the plasma in the surface area will be a combination of the contribution
from the metal and from the dielectric medium. [18]
To couple a light wave to the surface plasmon we can consider the case
where light is incident on a prism-water surface with an incident angle greater
than the critical angle, which will lead to total internal reflection. Suppose that
the surface of the prism in contact with water is coated by a thin layer of metal,
and that the evanescent wave described in equation 2.46 is propagating in the
metal and slightly into the water parallel to the interface. This evanescent wave
will then, if matching the combined resonance frequency of the metal coating
and water layer, and fulfilling the necessary boundary conditions, induce surface
plasmon resonance.
As the wavelength of the evanescent wave is a function of the incident
angle on the interface, the resonance eﬀect will only occur around a given incident
angle. If the evanescent wave successfully induces a resonance eﬀect, a portion
of the power from the evanescent wave is absorbed. This means that the Fresnel
coeﬃcients describing reflection will no longer equal unity, as they would normally
do when θi > θc. This eﬀect can be used to measure the combined resonance
frequency of the metal and water. If the incident angle of light is varied and the
intensity of the corresponding reflected wave is measured, we will see a dip in
the reflected intensity at a given incident angle θspr, as sketched in figure 2.12.
The resonance frequency is, as mentioned, determined by the inherent resonance
frequency of the metal layer combined with the resonance frequency of the water
sample, which again depends on the refractive index of the water. When the
refractive index of water changes, the resonance frequency and θspr will also vary
accordingly.
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Figure 2.12: Reflected intensity from SPR as a function of incident angle
Some of the articles cited use a fiber optic approach in stead of a prism,
measuring the transmitted power through a portion of the fiber where the cladding
is removed and replaced by a thin metallic layer. The eﬀect will be the same,
but instead of varying the angle of incidence, one tunes the instrument to observe
only one of the slopes associated with the resonance dip in figure 2.12 by careful
choice regarding the thickness of the metallic layer. It is also possible to keep the
angle fixed and use a variable wavelength light source, as this will have the same
eﬀect as changing the incident angle. The proposed method requiring a prism
could be replaced by placing metal coated nano particles facing the water sample
and shine a laser through the liquid and the particles. The same attenuative
eﬀect will occur and one can measure the loss in transmitted power through the
liquid
The reported sensitivity to refractive index change is of order 10−5. [13]
The method has an advantage considering the impact of varying environmental
parameters, as it is possible to limit the eﬀect of case structural variations by
attaching both the sensor and light source to the prism.
One can also measure the refractive index of a water sample by looking
a the reflected power from a fiber optic probe dipped in water. The Fresnel
coeﬃcients governing the amount of light being reflected in the interface between
the fiberoptic probe and the water sample is dependent on the refractive index
of the water sample. A design described in ref [33] measures the reflected optical
power from a fiber optic probe immersed in water. The light from the laser source
is split, one fiber probe is immersed in the water sample while the other reference
probe is in air. They achieve a refractive index sensitivity of 2 · 10−5.
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2.3.5 Comparison of methods
The diﬀerent methods for measuring the refractive index of a seawater sample are
compared and evaluated in table 2.1. The score given to each instrument in the
resolution-to size criterion is fairly objective since they are based on calculations
and published documentation, while the scores on the environmental immunity
are subjective considerations on the authors account. The scores are based on the
discussion already presented. To sum this up the interferometer singles itself out
in regard to resolution, while all the other methods are capable of average results.
The eﬀect of temperature and pressure changes is considered to be most influential
for the interferometric method. The other instruments are better suited to resist
these eﬀects.
The criteria presented can be interpreted in several ways, depending on
which criterion being regarded as most important for the instrument. By simply
adding the marks together, the instrument using the total internal reflection
method would be favorable. But as this technique is very well known and no
method of improving the setup seem obvious, this weakens its position.
The refractometer has a good theoretical sensitivity to change in refrac-
tive index and new light displacement sensors makes it possible to achieve a good
sensitivity to size ratio. The size criterion is an important one and as discussed
earlier, it is possible to construct very sensitive instruments if one has no size
constraints. Size versus sensitivity will be a trade oﬀ point when designing the
instrument. Another advantage is its simple and robust design. That no work-
ing in-situ instrument with comparable sensitivity has been found to exist as of
today, also makes it more interesting to explore the potential of this method.
Method Resolution/size Environment immunity
Refractometer ** **
Interferometer *** *
Total internal reflection ** ***
Other techniques ** ***
Table 2.1: Comparison of methods for measurement of refractive index.
*** = Good, ** = Average, * = Unsatisfactory
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2.4 Basic principles of instrument components
This section will present specific theoretical background for the electronic and
optical components used in the instrument.
2.4.1 Position sensitive detector
The one dimensional position sensitive device used in this experiment is a Hama-
matsu S3932 and the technical specifications are taken from its data sheet [34].
The detector was chosen for of its minimum detectable displacement ∆Xmin,
given in the data sheet as 0.3µm under ideal circumstances. The active area of
the detector has length of 12mm and a width of 1mm. As shown in section 2.2.2,
the responsivity of the photodetector is a function of the wavelength of the inci-
dent light. The data sheet of the photodetector gives this value as S ≈ 0.4A/W
at 635nm.
A Position Sensitive Detector (PSD) is a non-segmented photosensor
that gives continuos electrical signals based on the position of the incoming light
relative to the center or edge of the active area. The operating concept of the PSD
is that light hitting the active area of the device will excite electrons from the
valence band into the conduction band through the photovoltaic eﬀect. Figure
2.13 gives a cross sectional view of a typical PSD and describes the PIN type
structure of the PSD. The P-type layer is resistive and connected to electrodes
at each end, and the N-type layer is connected to ground. The total resistance of
the P-type layer is denoted interelectrode resistance Rie. The charge generated
by the light spot will cause a photocurrent between the position of the light spot
centroid and the two electrodes. The centroid position is defined as a weighted
mean position, where a given position Xpos is weighted by its intensity I. We can
express a one dimensional centroid mathematically as [35]:
Centroid =
￿
Xpos · I￿
I
.
The total current will be directly proportional to the level of incident light, as in
a common photodiode. [36] We can consider the circuit as an incoming current
equaling the photocurrent ip being divided by current division in two imaginary
parallel resistances R1 and R2. The two resistances span from the position of the
incident light to each electrode X1 and X2. We can define the total length of Rie
as Lx. We can then find the magnitude of these two resistances by multiplying Rie
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with the fraction of the distance from X1 and X2 to the point of light incidence
to Lx. If we define XA as the distance from the center of the PSD to the point
of light incidence, we can express these resistances as:
R1 = Rie
Lx
2 +XA
Lx
and R2 = Rie
Lx
2 −XA
Lx
.
Figure 2.13: Schematic cross section of position sensitive detector. [36]
The current through each of these resistors iX1 and iX2 can be expressed
by current division in a parallel circuit as:
iX1 = ip
R2
R1 +R2
= ip ·
LX
2 −XA
LX
(2.54)
iX2 = ip
R1
R1 +R2
= ip ·
LX
2 +XA
LX
. (2.55)
Combining expression 2.54 and 2.55 gives the following expression for the position
of the light beam XA, when ip = iX1 + iX2
iX2 − iX1
iX1 + iX2
=
ip(
LX
2 +XA
LX
−
LX
2 −XA
LX
)
ip
= 2XA
LX
. (2.56)
The diﬀerence of the two currents, which by itself provides a position information,
is divided by the sum of the two signals to normalize the result. This means that
the position information is independent of the incident power and total generated
photocurrent.
The position detection error of the detector is the diﬀerence between the
physical position and the calculated position of the laser spot. Slight inaccuracies
in the resistive layer in figure 2.13 will give rise to an electrical center position,
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which may diﬀer slightly from the geometrical center. This error is largest at the
extreme positions and small in the center. This is caused by the fact that some
of the light from the laser spot will fall outside the active area of the detector
when the beam center position approaches the extreme positions. In this project
the laser spot is initially 1mm wide and the sensor is 12mm wide. If we consider
the case where the center of the light spot approaches one of the ends of the
detector, the edge of the spot will reach the edge of the detector when the center
of the spot is 0.5mm from the edge. This reduces the eﬀective part of the active
length to 11mm. If we also consider that the laser spot size most likely will be
a bit larger after transmission through the prisms, it is fair to conclude that the
eﬀective part of the active length is reduced even further. For the purpose of
further calculations in this text we define the active length to 10mm.
To extract information from the PSD one needs a circuit with amplifiers
and arithmetic components to perform the calculations in equation 2.56. The
specific signal processing circuit used in this experiment is a Hamamatsu C3683-
01. It is made specifically for the S-3932 PSD. Figure 2.14 describes the circuit
which was sketched by the author on the basis of generic Hamamatsu information
on similar processing circuits as no diagram of the C3683-1 was available. The
two signal currents are pre amplified and converted to voltage, then summed
and subtracted as necessary and finally divided in the analog divider. The only
parameters given in the data sheet are the feedback resistance and capacitance of
the preamplifier. The magnitude of the other resistors are assumed to be neutral
in terms of gain at the sum and subtract operational amplifiers. [37] The signal
processing circuit is supplied with ±15 .V DC voltage.
The feedback resistor Rf of the preamplifier is given in the data sheet
of the driver circuit as 100 kΩ, while Cf = 1000 pF . The current to voltage gain
G of an ideal inverting amplifier is defined as the ratio of the output voltage
Vo = −i · Zf to the input current i where Zf (f) = Rf1+j2πCfRf is the feedback
impedance. [38]
Gpre(f) =
Vo
i
= − |Zf | = − Rf￿
1 + (2πf CfRf )2
. (2.57)
If we assign values to the equation and plot the gain as a function of frequency
we get the result in figure 2.15. We see that the low frequencies are amplified up
to the cutoﬀ frequency of 1588Hz, defined as where the amplitude is 1√2 ≈ 0.707
of that in the passband. In this project we can safely assume that the rate at
which the refractive index of the ocean water is changing is far below 1.6 kHz.
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Figure 2.14: Diagram of signal processing circuit Hamamatsu C3683-01
Figure 2.15: Frequency dependence of gain
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This means that the pre amplifier gain can be approximated to:
Gpre ≈ −Rf = −1 · 105V
A
. (2.58)
From figure 2.14, we can see that the signal from the preamplifiers are input to
sum and diﬀerence inverting amplifiers of unity gain. This makes the overall gain
equal to the preamplifier gain, but positive:
G ≈ −Gpre = 1 · 105V
A
. (2.59)
The saturation current of the photodetector is isat = 1 · 10−4A.[34] This gives a
maximum output voltage of the preamplifier of −10V . The output signal Vpos of
the analog divider will vary between −10V and 10V as described by
Vpos =
iX2 − iX1
iX1 + iX2
= 2XA
LX
.
Depending on the measured position voltage, the position of the incident light
beam is given by equation 2.56 when the length of the detector Lx = 12mm.
XA = Vpos · 6 · 10−3m. (2.60)
The circuit also outputs the sum voltage from Vsum = 0− 10V , which represents
the total generated photocurrent ip.
2.4.2 Quadrant cell photodiode
The quadrant cell photodiode module acquired for this project is called QD-50-
6-18u-2SD and has an integrated driver circuit. The quadrant cell photodiode
detector is a segmented light beam displacement sensor. The circular detector
is divided into four sectors, each of them being a separate photodiode. The
diameter of the detector is ddetector = 7.80mm. The total size of the circuit board
with signal processing circuit and detector is only 2.54× 3.81 cm. The module is
supplied with ±15V DC voltage.
The operating principle of the detector is to measure the generated pho-
tocurrent from each of the four sectors of the detector. By comparing the pho-
tocurrents measured, which are proportional to the incident light power as de-
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scribed in equation 2.48, in each sector it is possible to calculate the position of the
center of the light beam. To obtain good results in a displacement measurement
it is important that the shape of the laser beam is as symmetrical as possible.
The quadrant detector requires the laser spot to be circular if the displacement
should be measured in two dimensions and the intensity distribution within the
spot should be homogeneously dispersed around the circle at any given distance
from the center of the beam. A circuit diagram of the quadrant cell photodiode
module with integrated amplifier circuit used for this project is shown in figure
2.16.
Figure 2.16: Driver circuit of quadrant cell photodiode module. The photocurrent
from each photodiode Qi is preamplified and input to the diﬀerence
amplifier, which provides the diﬀerence signal as output. [39]
The photocurrents is from each photodiode Qs, where s = 1, 2, 3 and 4
are amplified in the preamplifiers. As the detector gives displacement information
in two dimensions, we must calculate the diﬀerence of the two upper versus the
two lower sets of diodes to get the vertical displacement along an y-axis, and the
diﬀerence of the two leftmost versus the two rightmost sets of diodes to get the
horizontal displacement along an x-axis. This is done by the unity gain diﬀerence
amplifiers in figure 2.16. The sum of all the inputs is also calculated, as this will
be used to normalize the measurement and make it independent of fluctuations
in the incident laser power. As one dimension is suﬃcient for the measurement in
this project, we can forget the vertical diﬀerence and express the output voltage
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from the horizontal diﬀerence as:
VH = Gquad [(i1 + i3)− (i2 + i4)] .
The output voltage of the sum will be:
Vsum = Gquad [i1 + i2 + i3 + i4] .
The dimensionless lateral displacement ratio along the x-axis is then found by
dividing the position voltage VH with the total output voltage Vsum.
VH
Vsum
= (i1 + i3)− (i2 + i4)
i1 + i2 + i3 + i4
. (2.61)
To interpret this result and aﬃx a measure of length to it we must examine how
the detector works. If we assume that the laser spot is centered on the detector
along the y-axis and that i1 + i3 = 0, the entire laser spot is on the right side
of the detector and as long as this is the case, no position information can be
gathered. This means that the laser spot diameter dlaser should equal half the
diameter of the detector ddetector to utilize its entire active area. If this is the case,
we can aﬃx units of length to equation 2.61. If i1 + i3 approaches zero we know
that the center of the beam is located in the rightmost half, one quarter of the
length of the detector diameter away from the center. In this case it will be the
position x = −dlaser2 . The same will apply for the opposite instance when i2 + i4
approaches zero, giving a position of x = dlaser2 . Outside these boundaries, we see
that the expression 2.61 will assume the value of ±1 regardless of the value of
i2 + i4.
Figure 2.17: Circular laser beam on quadrant detector
In between the boundaries we must consider the shape of the beam to
evaluate the fraction of the total beam area occupying each side of the center
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line of the detector. If the beam had a square shape the relation would be linear,
but the circular shape shown in figure 2.17 gives a more complex relation. The
area of the circle sector confined by lines from the center of the beam to the
detector vertical center line is given as Asector = r2 θ2 , where r is the radius of
the beam spot and θ is the angle defining the circle sector. We can express the
angle θ2 = arccos(
X
r ) where X is the distance from the center of the detector to
the center of the beam spot, which we want to quantify. The area of the triangle
defined by the lines a, r and X is Atriangle = X2
√
r2 −X2. If we subtract the area
of the triangle above and below the detector horizontal center line from the area
of the circle sector we get the area of the circle occupying the opposite side of the
vertical center line compared to the beam center:
Aopposite = r2laserarccos(
X
r
)−X√r2 −X2.
The total area of the beam is Acircle = πr2. We can then replace the elements in
the displacement ratio in equation 2.61 and get:
VH
Vsum
= Aopposite − (Acircle − Aopposite)
Acircle
=
2
￿
r2arccos(Xr )−X
√
r2 −X2
￿
πr2
− 1.
(2.62)
Figure 2.18 shows a plot of this relationship when rlaser = 0.5mm to make it clear
that a linear approximation would not be very accurate when the beam center
approaches the edges of the detector. It should also be noted that equation
2.62 assumes a homogeneous intensity distribution, and that a gaussian intensity
distribution may alter the plot.
Figure 2.18: Theoretical position voltage ratio as a function of laser spot displace-
ment X
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2.4.3 NTC Thermistor
The temperature sensor used in this setup is a negative temperature coeﬃcient
thermistor. A thermistor is a resistive temperature element made of semiconduc-
tor material. The resistance of these elements decrease with increasing temper-
ature, or can be said to have a negative temperature coeﬃcient. This is caused
by the creation of electron-hole pairs in the semiconductor material as the tem-
perature of the thermistor material is increasing. These electron-hole pairs will
conduct and that causes the resistance to drop. This is contrary to most metals,
in which the resistance increases with temperature. The relationship between
temperature and resistance is exponential and can be expressed by [38]:
RT = Ke
β
T , (2.63)
where RT is the resistance at temperature T in Kelvin. K and β are constants
for the thermistor. To utilize a thermistor in a measurement setup it is necessary
to construct a signal conditioning element to convert the resistance to a mea-
surable signal, such as a DC voltage signal. This can be done by constructing a
Wheatstone deflection bridge or by a simpler voltage divider circuit. If a linear re-
lationship between temperature and output voltage from the signal conditioning
element is needed, the deflection bridge is the obvious choice. If a linear transfer
function is unnecessary, the voltage divider circuit can be used, as illustrated in
figure 2.19. The equation describing the output voltage from this circuit is
V = VCC
RT
R +RT
, (2.64)
where VCC is the supply voltage, R is a resistor and RT is the thermistor. The
voltage V will be read by the data acquisition device. By combining equations
2.63 and 2.64 we get the expression for temperature as a function of the measured
voltage:
T = β
ln
￿
V ·R
K(VCC − V )
￿ . (2.65)
2.4.4 Prisms
The prisms used in this project are made up of two diﬀerent materials, Zinc
Zelenide (ZnSe) and borosilicate crown glass BK − 7 which is made from a
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Figure 2.19: Voltage divider circuit
specific ratio mix of boron oxide and silica. The ZnSe prism was chosen for its
high refractive index, which was necessary to achieve the desired beam geometry
of the instrument. The BK − 7-prism was chosen because of its low price, as no
specific quality was required. This section will explain the important properties of
these prisms. The refractive index of a material has been shown to be dependent
on the wavelength of the light and this dependence is referred to as dispersion.
The Sellmeier equation from 2.29 is used to describe this relationship. The three
elements of the sum each describe an absorption resonance of strength Bi and
wavelength Ci in the infrared, visible or ultraviolet part of the spectrum. [40, 41,
17]
n2(λ)− 1 = B1λ
2
λ2 − C1 +
B2λ2
λ2 − C2 +
B3λ2
λ2 − C3 . (2.66)
B1,2,3 and C1,2,3 are called the Sellmeier coeﬃcients. The empirically determined
coeﬃcients and resulting refractive indices for the substances used in the prisms
in this project are described in table 2.2. We can try to calculate the value of
one of these coeﬃcients by looking at equation 2.28. The resonance strength B
can be expressed in terms of number density of molecules N and the resonance
frequency λ0 as:
B = Ne
2λ20
4π2c2m￿0
, (2.67)
where e = 1.6 · 10−19C is the electron charge, ￿0 = 8.85 · 10−12 F/m is the
permittivity of free space, m = 9.1 · 10−31 kg is the mass of the electron and
c = 3 · 108 m/s is the speed of light in vacuum. We can define N = NAMZnSe · ρZnSe
where NA = 6.02 · 1023 1/mol is Avogadros number, MZnSe = 144.35 g/mol is the
molar mass of ZnSe, and ρZnSe = 5.27 g/cm3. We know that C is the square of
the resonance frequency. If we chose the value of C1 = 0.192µm2 from table 2.2
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we can calculate the value of B1 ≈ 4. The calculated value deviates a little bit
from the empirically determined value in the table. If we do the same calcula-
tions for B2 and B3 the deviations are much bigger. To explain this deviation we
can look at the derivation of the Sellmeier equation. We based our model on the
classical model of the oscillations of one electron. In a simple atom such as the
hydrogen atom a similar model could be used successfully, [42] but this model
will not suﬃce when dealing with ZnSe which has 74 electrons and has to be
treated with a quantum mechanical approach.
Substance Zinc Selenide, ZnSe[41] Borosilicate glass, BK-7[43]
λ 0.635µm 0.635µm
B1 4.2980149 1.03961212
B2 0.62776557 0.231792344
B3 2.8955633 1.01046945
C1 0.1920630µm2 0.00600069867µm2
C2 0.37878260µm2 0.0200179144µm2
C3 46.994595µm2 103.560653µm2
Refractive index, n 2.58 1.51
Table 2.2: Sellmeier coeﬃcients and refractive index for prism substances at room
temperature.
Dispersion in prisms The Sellmeier equation gives the refractive index as a
function of wavelength. A graphical representation of the Sellmeier equation for
both prisms is presented in figure 2.20. From table 2.2 we see that the ZnSe
prism has a resonance peak at 0.378µm, to which we own the steep decline in the
figure. The BK − 7 prism has no resonance peaks in the immediate vicinity, and
therefore the refractive index appear to be constant in the wavelength range in
the figure. To determine how the refractive index of a material is dependent on
changing wavelength, one can diﬀerentiate equation 2.66 with regards to λ and
obtain the following result when assuming λ = 0.635µm and Sellmeier constants
for ZnSe and BK-7 respectively:
∂nZnSe
∂λ
= −0.5603µm−1 and ∂nBK7
∂λ
= −0.03192µm−1.
When combined with measurements of laser wavelength fluctuations ∆λ, we can
express the uncertainty of the refractive indices of the prism.
Thermo-optic properties of prisms The refractive index of a material is not
only related to the wavelength of the incoming light. It is also dependent on the
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Figure 2.20: Dispersion of prisms
temperature as shown in equation 2.27. We can simplify this equation to:
n2 − 1
n2 + 2 =
A
T
,
where A = PrNANe23￿0mR(ω20−ω2) . This suggest that the refractive index of a prism should
drop when the temperature increases, which makes sense as increasing tempera-
ture often makes materials less dense resulting in a decreasing refractive index.
This is however not the case for the substances used in this instrument. The
refractive index of a Zinc Selenide crystal or borosilicate glass actually increases
with increasing temperature. [44, 21] This must imply that other temperature
dependent mechanisms are dominating the thermal expansion. Increase in tem-
perature will aﬀect how the electrons oscillate when an electromagnetic field is
applied, as described in section 2.1.1. This will aﬀect both the resonance fre-
quencies and the resonance strength, which as explained earlier corresponds to
the Sellmeier coeﬃcients C and B. [45] This means that these coeﬃcients will be
temperature dependent and not constant, as indicated earlier. As the mentioned
mechanisms are diﬃcult to quantify theoretically, empirical models for each tem-
perature dependent ZnSe Sellmeier coeﬃcient have been made and fitted to
measurement data. [45] The resulting temperature derivative of this temperature
dependent Sellmeier equation suggest a thermo-optic coeﬃcient at 20o for light
at a wavelength of 0.635µm of approximately
∂nZnSe
∂T
≈ 1.1 · 10−4K−1.
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For the BK-7 prism, a similar method has been used to empirically determine an
expression for the thermo-optic coeﬃcient. [21] This suggests a room temperature
value of the thermo-optic coeﬃcient at a wavelength of 0.635µm as
dnBK7
dT
≈ 9 · 10−6 oC−1.
These values describe how the refractive index of the prism changes with tem-
perature. This dependency could aﬀect the sensitivity of the instrument in this
project if the temperature of the prisms changes while performing measurements.
We can calculate the approximate temperature change dT in a prism of mass
mprism and specific heat constant cprism from the quantity of heat dQ flowing into
it [16]:
dT = dQ
mprismcprism
. (2.68)
This means that we can calculate the approximate change in refractive index
∂nprism from the thermo-optic coeﬃcient and quantity of heat the prism experi-
ences.
Attenuation in prisms Attenuation in optics is the phenomenon taking place
when the power of an electromagnetic wave of is reduced when passing through
a medium. It consists of two primary mechanisms, absorption and scattering.
Absorption at visible frequencies can be explained as in section 2.1.1. Considering
the oscillations of electrons in an atom caused by an incident wave, we see that
the diﬀerential equation describing electron displacement in equation 2.6 accounts
for the loss of energy in this process with the dampening constant γ. If we look at
equation 2.27, this absorption is still present in the expression for the refractive
index, making the refractive index complex. In most cases involving calculation
of refractive index we can disregard the contribution from the imaginary part of
the refractive index, especially if the wavelength of the light source is far away
from the resonance wavelengths of the medium in which it propagates. However,
absorption will take place and must be accounted for.
Scattering is when the direction of travel of the photons are changed
by interaction with any kind of matter. This eﬀect causes the photons of the
light beam to be scattered away from the detector, causing less power to reach
the detector. As the instrument setup is based on transmission, the eﬀect of
scattering will not be significant apart from the power loss. The most convenient
way to threat the apparent power loss in a medium is by the use of the Lambert-
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Beer law given as [16]
I = I0e−αl, (2.69)
where I is the transmitted intensity, I0 is the incident intensity, α = a + b is
the attenuation coeﬃcient, a is the absorption coeﬃcient, b is the scattering
coeﬃcient and l is the length of the medium. α will be dependent on a which
again depends on the complex refractive index of the medium and thereby on the
dampening constant γ. As the refractive index is frequency dependent, so will
also the attenuation coeﬃcient. [17] If we measure the incident and transmitted
intensity through a sample we can determine the total attenuation constant.
2.4.5 Water samples
The seawater samples used in this experiment is constructed on the basis of or-
dinary seawater from “Byfjorden” in Bergen. The samples with salinities lower
than ordinary seawater have been diluted with a given amount of H2O to get a
given salinity reading. The sample with higher salinity than the ordinary seawa-
ter has been heated to evaporate some of the H2O. The salinity of the samples
are then measured by a Guildline 8410A Portsal salinometer based on the con-
ductivity principle. [46] Its accuracy is given as 0.003 psu. The seawater has not
been classified by other instruments, and the exact contents of the samples are
therefore not known.
In addition to the seawater samples, Sodium Chloride (NaCl) solutions
will also be used. These samples are constructed from NaCl (99.9% from Sigma
Aldrich) in crystalline form and H2O. By using a balance, the samples have been
constructed by adding a given amount of salt to the water, thereby giving exact
knowledge of the contents of these samples. Table 2.3 gives an overview over the
diﬀerent samples used to test the instrument.
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Seawater
Sample nr Salinity [psu]
0 0
1 4.9550
2 9.7878
3 14.5825
4 19.4697
5 24.3133
6 28.8126
7 31.6046
8 34.5288
9 36.2654
NaCl solution
Sample nr Solution [g/100g]
0 0
1 0.5
2 1.0
3 1.5
4 2.0
5 2.5
6 3.0
7 3.5
8 3.6
9 4.0
Table 2.3: Water samples used in the experiment
Refractive index of a sodium chloride solution A sodium chloride solution
is a mixture of distilled water and sodium chloride, NaCl. The refractive index
of the pure water will be governed by the Clausius-Mossotti relationship from
equation 2.21. The work by Schiebener et al. in 1990 describes this relation in
a semi empirical manner and has been accepted as the international standard
for the determination of refractive index in pure water and steam. [47, 48] The
work describes the process of curve fitting a set of measurement data by the least
square method to the Lorentz-Lorenz function. The Lorentz-Lorenz function, as
explained in section 2.1.3, is a variation of the Clausius-Mossotti relation. The
measurement data consisted of precise measurements of wavelength, tempera-
ture and density, as well as resulting refractive index. The equation is given in
appendix B.1. This equation fails to describe the contribution of the sodium
chloride content of the solution to the refractive index and a similar thorough
investigation of refractive index in a sodium chloride solution has not been found
in the literature. Some sources do however give information about the relation-
ship between refractive index and concentration of sodium chloride in a solution.
[49, 50] Under constant temperature at 20o and atmospheric pressure and with
a HeNe laser with a wavelength of 632.8nm, the relationship between the re-
fractive index n and the salt concentration C in g/100g is known to be linear with
dn
dC = 1.7 · 10−3%−1 100g/g.
If we combine equation B.1 with the slope dndC = 1.7 · 10−3 100g/g we have
a relationship combining the refractive index, wavelength, temperature and salt
concentration. By first calculating the refractive index of a pure water sample by
the formula given by Schiebener et al., and then calculate the refractive index of
the solution by adding the product of C and dndC . We can assigning values to the
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variables of equation B.1 in accordance with the instrument setup and assuming
a water density ρ of pure water at room temperature of 998 kg/m3 as stated in
Ref [51], we get a simplified expression given as:
n(T ) =
￿
1.411− 0.250 · 10−4 · T
0.794− 0.125 · 10−4 · T ,
where T is the temperature in Celsius. We can then add the slope of the salt
concentration function dndC and get an expression for the refractive index of the
solution as a function of temperature and salinity concentration C in g/100g:
n(T,C) ≈ n(T ) + dn
dC
· C. (2.70)
A plot of this equation for a temperature of 22oC is shown in figure 2.21. We see
that in the concentration range of 0−4 g/100g we have a variation in the refractive
index ∆n ≈ 0.068.
Figure 2.21: Refractive index of NaCl solution as function of concentration in %
Refractive index of seawater The refractive index of seawater is also governed
by the Clasusis-Mossotti relation. But as for a sodium chloride solution it is not
very practical to take the theoretical approach. Seawater is a very complex com-
position of salts and other substances, as described in appendix E, and it would
be diﬃcult to quantify the contribution of molecular refractivities from all the
diﬀerent substances. The empirical method has therefore been used in an attempt
to obtain an “optical equation of state”[14] based on the important parameters
such as the wavelength of the incoming light, the pressure and temperature of the
water sample. Milliard and Seaver’s work on refractive index of seawater pub-
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lished in a series of articles during the 1980s culminated in an article 1990 which
is a much cited reference in this context. It takes the wavelength, temperature
and pressure into account, as well as practical salinity. The relationship, known
as the Seaver-Millard equation is given as follows [52]:
n(T, Pr, S, λ) = nI(T, λ)+nII(T, λ, S)+nIII(Pr , T, λ)+nIV (S, Pr, T ). (2.71)
The total equation consist of 27 terms and is presented in appendix B.2. The
four independent variables are T (temperature in oC), Pr (pressure in dbar),
S (practical salinity in psu) and λ (wavelength in µm). The formula is based
on least square method regression over four diﬀerent data sets describing the
refractive index of sea water at diﬀerent variable values. Together these data
sets span the normal oceanographic conditions, given as temperatures between
0 − 30 oC, pressure in the range of 0 − 110MPa and salinity in the range of
0 − 40 psu. The formula is constructed for wavelengths within 0.50 − 0.70µm.
Since the formula was constructed on the basis of four diﬀerent data sets with
independent accuracy, the standard deviation of the refractive index calculated
by the equation will vary from 4 · 10−7 for distilled water in atmospheric pressure
to 8 · 10−5 for seawater at high pressure.[52, 14]
The work of Quan and Fry from 1995 describes a similar equation based
on one of the same data sets used by Millard and Seaver.[53] Their equation is
not dependent on pressure, and thereby only applicable at the surface or shallow
waters and will not be discussed.To make the instrument as flexible as possible,
the Seaver-Millard equation will be used to describe the relationship between
refractive index, salinity, temperature and pressure at a fixed wavelength of the
laser light.
Salinity dependence We can examine the independent contribution to the re-
fractive index of seawater from each of the variables by assigning values to three
of them, while varying the last one. We can start by looking at the refractive
index as a function of practical salinity. Figure 2.22 is based on equation 2.71
and shows the refractive index of seawater at standard atmospheric pressure of
10.13 dbar and a temperature of 22 oC, with a laser wavelength of 635nm, giving
the following expression [52]:
n(T = 22oC, Pr = 10.13dbar, S, λ = 635nm) = 1.331518 + 1.806441 · 10−4 · S.
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We see that the refractive index is a linear function of salinity, which correlates
with the similar relationship in a NaCl solution described in equation 2.70.
Figure 2.22: Refractive index as a function of salinity
Temperature dependence The refractive index of water is also dependent on
the temperature. Figure 2.23 shows this dependence by plotting refractive index
as a function of temperature at a salinity of 35 psu, wavelength of 635nm and
standard atmospheric pressure of 10.13 dbar, from the following equation [52]:
n(T, Pr = 10.13dbar, S = 35 psu, λ = 635nm) = (2.72)
1.339522− 0.3255 · 10−4 · T − 0.2623 · 10−5 · T 2
+ 3.3269 · 10−8 · T 3 − 2.0863 · 10−10 · T 4 .
It is clearly visible from the figure that a precise measurement of the tempera-
ture is needed to make accurate salinity measurements. At room temperature of
22oC, in which the experiments will be conducted, the slope of the temperature
dependency can be found by diﬀerentiating equation 2.72 with regards to the
temperature:
dn
dT
(T = 22o) = −1.08 · 10−4 1/oC.
This means that the refractive index will vary 1 unit on the fourth decimal for
each degree of temperature change.
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Figure 2.23: Refractive index as a function of temperature
Pressure dependence The refractive index of water is also dependent on the
pressure. Although this relation is weak, as the water is almost incompressible,
the very high pressure in deep ocean waters of up to 10000m will contribute
significantly to the measurement.[54] The pressure dependence of the refractive
index is presented in figure 2.24, with the temperature at 22oC, the salinity at
35 psu and the wavelength at 635nm. This gives the following equation [52]:
n(T = 22oC, Pr, S = 35 psu, λ = 635nm) = (2.73)
1.3378266 + 0.14329 · 10−5 · Pr − 1.29294 · 10−11 · Pr2 .
The range of the pressure corresponds to the limits of equation 2.71. If we look
at the slope of the pressure dependency we see that it equals approximately 1.4 ·
10−6 1/dbar. The ambient air pressure usually varies no more than 1 dbar in total
and within the timeframe of a measurement even less. In standard atmospheric
conditions, such as inside a laboratory, the eﬀect of pressure change can therefore
be neglected.
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Figure 2.24: Refractive index as a function of pressure in dbar
Salinity as function of refractive index and temperature We can simplify the
expression for the Seaver-Millard equation under certain circumstances. Firstly
we will disregard the pressure dependency as the variations of atmospheric pres-
sure will be small and their contribution to the measurement will be negligible.
We have also determined a constant laser wavelength of λ = 0.635µm. The
expression will then be:
n(S, T ) = A+BT − CT 2 +DT 3 − ET 4 + FS −GST +HST 2 + IST 3. (2.74)
The coeﬃcients used in the expression are described in table 2.4, and should
not be confused with the coeﬃcients used in equation 2.71. They originate from
the original Seaver-Millard constants, but also incorporate the constant laser
wavelength and pressure.
Coeﬃcient Value
A 1.332651769
B 0.1288718901 · 10−5 oC−1
C 0.2937661166 · 10−5 oC−2
D 2.904145256 · 10−8 oC−3
E 2.086317800 · 10−10 oC−4
F 0.1962913218 · 10−3 psu−1
G 9.669553394 · 10−7 psu−1oC−1
H 8.966186356 · 10−9 psu−1oC−2
I 1.207880000 · 10−10 psu−1oC−3
Table 2.4: Coeﬃcients used in simplified Seaver-Millard equation
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Attenuation in water samples Attenuation in seawater follows from the same
derivation as for prisms as described in section 2.4.4. We still define the attenua-
tion as a sum of absorption and scattering. When we consider seawater, we must
take into account that it will be composed of several diﬀerent substances and it
will be very diﬃcult to give a theoretically deduced expression for either scatter-
ing or absorption. The theoretical explanation of absorption in water at visual
frequencies is comparable with that of the prism, being based the loss factor in
electron oscillations caused by the incident electric field. As the attenuative ef-
fects are simply a source of laser beam power reduction, a simple empirical value
for the attenuation coeﬃcient will suﬃce.
2.5 Measurement errors and reduction techniques
A common property of a measurement system is that it may be sensitive to
changes in other parameters than the one it is actually measuring. Some of these
error mechanisms may be systematic, since they may influence the instrument in a
measurable way. One such example from this project is the way temperature and
pressure influence the refractive index of the water. The eﬀect of these parameters
on the refractive index is known, and we can compensate for this by measuring
their value. The user of the instrument may introduce error by not following the
guidelines. Other errors may be random in nature and will cause the measured
value to fluctuate around an average value. It is common to assume, and rightly
so, that the fluctuations are distributed by a known statistical distribution such
as Gaussian distribution. This type of error is called noise and its origin can often
be determined by specific measurement methods. There also exists noise caused
by interference from the power grid through a power supply or other coupling
methods.[55]
This section will describe the sources of error which are assumed to be
present in this instrument, and the ways one could reduce its eﬀect on the system.
The primary focus will be on the noise sources inherent in optical measurement
systems with readout electronics. The noise sources will be presented in the
logical order in which they appear, starting with the laser noise and ending with
the data acquisition device.
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2.5.1 Laser noise
Random fluctuations in the laser power output is a source of noise in an optical
measurement system. It is caused by several mechanisms such as mode-hopping,
spontaneous emission and laser light feedback. In the generation of laser light
from a diode laser, the light generated by the diode is released in an optical cavity
or resonator. The light is reflected back onto the laser diode to achieve stimulated
emission and amplification of the light power by mirrors. The position of the
mirrors in the optical resonator aﬀects the resonant frequency and the possible
resonant modes of the resonator. Temperature changes causes thermal expansion
and contraction of the mirrors mounts, and thereby causes variations in resonant
modes, mode hopping or excitation of multiple modes at the same time, so called
mode competition. If the laser is supposed to operate in single mode, this will
lead to noise in the from of varying output wavelength of the laser.[56]
If laser light is reflected back into the optical resonator this will cause
interference and degradation of the generated laser beam. In the setup of the
instrument in this thesis it is avoided by not having any mirrors or lenses at right
angles to the laser beam. In addition to this, the current supplied to the laser
diode could be infected with noise from the power supply unit, which again will
contribute to the total noise output of the laser. To quantify the mentioned noise
sources we can describe the electric field of the output of the laser as:
E(t) = E0 [1 + δl(t)] .
The noise is described by δl(t) which is a dimensionless, complex quantity and
|δl(t)| ￿ 1. The intensity of the laser is proportional to the electric field, as
described in equation 2.52, giving us an expression for the power P as:
P ∝ |E0|2 (1 + δl(t) + δ∗l (t) + |δl(t)|2) ≈ P0(1 + 2Re [δl(t)]).
This means that the root mean square of the laser power noise equals 2P0
￿
Re [δl(t)]2
￿1/2
and the generated laser noise current in the detector is given by the responsivity
from equation 2.48:
iln = 2P0S∆l, (2.75)
where ∆l =
￿
Re [δl(t)]2
￿1/2
. To measure the laser noise we must first determine
the other sources of noise in the detector and detector circuit. When these noise
sources are determined we can quantify the the laser noise current by measur-
ing the output of the detector and subtract the other noise sources. While the
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fluctuations in output power alone will contribute to noise, it may also aﬀect the
beam shape or focal point of the beam. In this instrument, the position of the
centeroid of the laser spot is the pivotal point in this matter. We can measure
the beam shape and pointing stability over time by using a beam profiler camera.
[56, 57, 58]
2.5.2 Optical sensor noise
This section will describe the noise sources associated with the photodetector.
We can define four predominant sources of noise in the detector and they will
be discussed below. All of these noise sources can be classified as fundamental,
meaning that it is not possible to eliminate them entirely. But as the derived
expressions will show, we can limit them by modifying certain parameters in the
instrument.
2.5.3 Shot noise
Shot noise is noise generated from random generation and flow of mobile charge
carriers.[59] If we consider a case with two parallel metal plates at diﬀerent po-
tential at a distance d from each other, along an axis x, electrons will be released
at random from the plate with lower potential to the plate with higher potential
with a time average rate of N¯ . This average rate can be expressed in terms of
the ratio of the average current I¯ and the electron charge e as N¯ = I¯/e. We can
then go on to define the current pulse from a single electron, as observed in the
external circuit as
ie(t) =
ev(t)
d
,
where v(t) is the speed of the electron. This is valid as the current ie(t) is the
number of electrons per unit time. We can then Fourier transform the expression
for the current pulse [59]:
I(ω) = F [ie(t)] = e2πd
τˆ
0
v(t)e−iωtdt,
where τ is the time an electron emitted from one plate at t = 0 uses to reach the
other plate. If τω ￿ 1, we can approximate the exponential function to unity.
This means that the current pulse can be described by a Dirac δ-function, which
has a Fourier transform of unity. This simplifies the expression, and by writing
62
v(t) = dx/dt we get:
I(ω) = e2πd
x(τ)ˆ
x(0)
dx = e2πdx(τ) =
e
2π .
The power spectral density of the this function is given by the Wiener-Kinchin
Theorem through the autocorrelation function as [59]:
Si(ω) =
1
πT
∞ˆ
−∞
T/2ˆ
−T/2
I(t+ τ)I(τ)e−iωtdt dτ = 4πN¯ [I(ω)]2 = 4πN¯( e2π )
2 = I¯e
π
.
If we integrate the power spectral density over the desired bandwidth we get
the total noise power in this region, represented by a current source with mean
squared amplitude of [59]:
i2sn =
ω+∆ωˆ
ω
I¯e
π
dω = I¯e
π
(ω +∆ω − ω) = 2I¯e∆f. (2.76)
This type of noise will exist in a photodetector, as the depletion zone in a p-n
junction will act as the two plates of diﬀerent potential mentioned in the beginning
of this section. We see that the noise is not dependent on temperature and is
only based on the bandwidth of the signal. From this we can conclude that it is
not possible to reduce the eﬀect of this specific noise with modulation to a given
frequency band or temperature control at the detector. The only way to reduce
the shot noise is to reduce the photocurrent I¯ generated in the detector or to
reduce the bandwidth ∆f . It is very diﬃcult to measure shot noise, and is most
conveniently quantized by equation 2.76. We can determine the maximum shot
noise current when the maximum average current I¯ = 1 · 10−4A is the same as
the saturation current of the detector and the bandwidth ∆f = 10Hz as:
isn ≈ 1.8 · 10−11A.
2.5.4 Johnson noise
Johnson noise or thermal noise is a noise source that is always present in electronic
circuits. It is caused by random movement of charge carriers in resistive material
R due to temperature Tr, and is present even without a current source in the
circuit.[59] The position sensitive detector described in section 2.4.1 has a resistive
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layer which will cause this noise to contaminate the output signal. The noise also
exists in all other resistors, such as amplifiers which will be discussed later.
The following derivation considers the fluctuations in a circuit consisting
of two resistors of equal magnitude R connected by a transmission line with
characteristic impedance Z0 = R so that no reflections are present. The two
resistors are kept at equal temperature. In this case, the length of the circuit is
denoted L, along an axis x. The voltage wave in the circuit can be described as
[59]:
v(t) = A · cos(ωt± kx),
where k = 2π/λ. If we, as a boundary condition, require that the solutions are
periodic at distance L, and assume that we can describe the wave at distances
larger than L we get:
v(t) = A · cos(ωt± k(x+ L)) = A · cos(ωt± kx).
This is valid when kL = 2mπ where m = 1, 2, 3... The number of modes Nm that
have values of k between 0 and k+ can be found by
Nm =
kL
2π =
fL
c
,
where f is the frequency and c is the speed of light. We limit the consideration to
waves with positive values of k, traveling in the positive direction on the x-axis.
This can then be expressed as the number of modes per frequency interval:
dNm(f)
df
= L
c
. (2.77)
Considering the power flowing in the positive direction through an imagined plane
across the transmission line, this power must originate from the resistor at the
left side of the circuit. The power is transferred on the diﬀerent modes of the
system. The power can be expressed as energy per time, or energy multiplied by
velocity divided by the distance. If we assume that the waves propagate with the
speed of light c we can express the power P as the product of the speed of light c,
the number of modes per frequency interval ∆Nm(f) = Lc∆f and the energy per
mode Em, all divided by the distance L.[59] In thermal equilibrium the energy
Em of one mode is given by Planck’s radiation law as
Em =
hf
e
hf
kTr − 1
,
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where Tr is temperature of the resistor in Kelvin, h is the Planck constant and
k is the Boltzmann constant.[16] This gives an expression for the power being
transferred from one resistor to the other:
P = hf∆f
e
hf
kTr − 1
.
As long as f ￿ kTr/h, which is the case in room temperature, we can approximate
the exponential function by the first two parts of its Maclaurin series expansion:
e
hf
kTr ≈ 1 + hf
kTr
,
and we can approximate the entire expression to:
P ≈ kTr∆f.
If we model the noise power to originate from a current source connected in
parallel to the resistors in the circuit, the magnitude of the source will be
i2jn ≈
4kTr∆f
R
, (2.78)
as the noise current from the source is divided equally on the two resistors. We see
that thermal noise is white as it is independent of frequency. To reduce thermal
noise we can reduce the temperature in the circuit or reduce the bandwidth of the
system. In the instrument being constructed for this thesis, temperature control
of the circuit is not considered an option due to size constraints.
We can measure the noise generated in the photodetector by measuring
the output current when no light is stimulating the detector. When no photocur-
rent is generated, the only contribution is from the leakage current noise and
Johnson noise in the interelectrode resistor. We can determine the approximate
magnitude of the Johnson noise current by using equation 2.78, when the resistor
in the detector is Rie = 50kΩ, the temperature is Tr = 293K, the bandwidth is
10Hz and the Boltzmann constant k = 1.38 · 10−23J/K:
ijn = 1.8 · 10−12A.
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2.5.5 Generation recombination noise
When photons are incident on a photodetector, the generated charge carrier flux
Φe is a function of the incident photon flux Φp and the quantum eﬃciency η of
the detector, as explained in chapter 2. It is however important to acknowledge
that the process is random and that η actually describes the probability that an
incident photon will produce a charge carrier pair. In addition to this randomness
we must also consider that a generated charge carrier has a lifespan of τ before
it recombines, and that the charge carrier will only contribute to the generated
photocurrent inside its lifetime.[59] We can express the current pulse of lifetime
τ as:
i(t) =

ev¯
d 0 ≤ t ≤ τ
0 otherwise
where e is the electron charge, v¯ is the average electron velocity and d is the
distance between two metal plates at diﬀerent potential. This can be Fourier
transformed and squared:
|I(ω, τ)|2 = e
2v¯2
4π2ω2d2 (2− e
−iωτ − eiωτ ). (2.79)
The probability function describing the possibility that a charge carrier lives τ
seconds is given as g(τ) = 1τ0 e
− ττ0 , where τ0 is the average lifetime of a charge
carrier. We can then time average equation 2.79 over all possible values of τ
[59]:
|I(ω)|2 =
∞ˆ
0
|I(ω, τ)|2 g(τ)dτ = 2e
2v¯2τ 20
4π2d2(1 + ω2τ 20 )
.
We can then find the power spectral density by Carson’s Theorem [59]:
S(f) = 8π2N¯ |I(2πf)|2 =
4N¯e2 τ
2
0
τ2d
(1 + 4π2f 2τ 20 )
,
where N¯ is the number of charge carriers generated per second and τd ≡ d/v¯. This
expression can be simplified even more if we define the average current I¯ as the
product of the average number of charge carriers generated per second N¯ and the
average charge per charge carrier in the external circuit eτo/τd:
S(f) = 8π2N¯ |I(2πf)|2 = 4I¯e
τ0
τd
(1 + 4π2f 2τ 20 )
.
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We find the mean squared noise current from generation recombination noise
as:
i2gn = S(f)∆f =
4I¯e τ0τd∆f
(1 + 4π2f 2τ 20 )
. (2.80)
We see that the generation recombination mean squared noise current is inversely
proportional to the square of the frequency, meaning that it will contribute less
at higher frequencies. It is also proportional to the average generated photocur-
rent and the bandwidth. To reduce the eﬀect of this noise source we can reduce
the bandwidth, minimize the generated photocurrent or measure at higher fre-
quencies. To determine its magnitude we must identify the magnitudes of the
variables in the equation. The average lifetime is dependent on the doping level
of the semiconductor. If we assume a p-type doped silicon semiconductor with a
typical dopant density we get τ0 ≈ 10−5s. [60] We can then find τd = dv¯ where
d = 1.2 cm is the distance between the electrodes of diﬀerent potential, assumed
to be the entire length of the detector, and v¯ which is the drift velocity of the
electrons. The drift velocity is defined in terms of the electric field E and the
carrier mobility in the silicon. If we assume an electric field E ≈ 1V/cm and a
silicon carrier mobility of µSi = 1350 cm2/V ·s we get v¯ = µSiE = 1350 cm/s.[18, 59]
We then get τd = 9 · 10−4 s. If we use the same values for I¯ and ∆f as before we
get a value for the maximum generation-recombination noise current:
ign ≈ 2.6 · 10−12A.
2.5.6 Leakage current and ambient light
Leakage current in a p-n junction will also contribute to the total noise figure,
even without incident light on the detector. Thermal excitation of minority charge
carriers can will cause a leakage current in the detector. Background noise or
ambient noise is also an important factor when designing an optical instrument.
This is hard to quantify theoretically. It is therefore important to shield the
detector from external sources of photons to reduce the impact of background
noise. It will however be hard to eliminate this noise contribution completely
and it must be accounted for. We can define the combined contribution from the
leakage current and ambient current as ian. We can assume that this current is
fairly constant if the light conditions remain unchanged during a measurement.
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2.5.7 Total noise in optical sensor
To express the total noise in the optical sensor, including all the mentioned noise
sources, we must combine them into one to be able to compare it to the experi-
mental values. The fundamental noise sources which can not be eliminated, from
the laser in equation 2.75, shot noise in equation 2.76, Johnson noise in equation
2.78, generation recombination noise in equation 2.80 and the ambient/leakage
current i2an, are assumed to be uncorrelated and independent of each other and
can therefore be summed to get an expression for the total noise current from the
photodetector as done in ref [57]:
i2n = i2ln + i2sn + i2jn + i2gn + i2an (2.81)
=(2P0S∆l)2 + 2I¯e∆f +
4kTr∆f
R
+
4I¯e τ0τd∆f
(1 + 4π2f 2τ 20 )
+ i2an
The expression for total noise in the detector is a function of output power P0
the laser and its noise factor ∆l, the bandwidth of the system ∆f , the average
generated photocurrent I¯, the temperature of the circuit Tr, diﬀerent resistors R
in the detector and amplifier, the average lifetime of a generated charge carrier
τ0 and the frequency f .
2.5.8 Amplifier noise
The circuit diagram of the amplifier used in the experiment is shown in figure 2.14.
The two photocurrents from the detector are pre amplified, then the voltages are
summed and eventually entered into the analog divider. The circuit will generate
noise of its own, as well as amplify the noise from the sensor. The primary source
of noise in the circuit will be that of Johnson noise from the resistors. To analyze
the eﬀect of noise in a amplifier network we can apply the Friis noise equation.[61]
It defines the noise figure F of an amplifier as the ratio of the signal to noise ratios
of the input versus the output as:
F =
Si/Ni
So/No
,
where the input signal equals the generated photocurrent from the detector Si =
ip and the input noise is the total noise in the optical detector Ni = in. The
output signal So = ipG is the input signal multiplied with the current to voltage
gain G of the amplifier and the output noise No = inG + Na is the sum of the
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input noise multiplied by the gain G and the noise generated in the amplifier Na.
The output signal to noise ratio then becomes:
So
No
= SiG
NiG+Na
.
By inserting this into the expression for the noise figure we get
F1 = 1 +
Na
NiG1
.
By cascading two amplifiers the expression for the total noise figure of the circuit
becomes:
Ftot = F1 +
F2 − 1
G1
,
where F2 = 1 + Na/G2Ni. From this expression we can se that the contribution
from the first amplifier will dominate the total noise figure of the circuit, if we
assume that the gain G2 of the second amplifier is small compared to the gain G1
in the first amplifier. This means that we can approximate the noise generated
by the amplifier network to the contribution from the preamplifier.[61] As the
primary source of noise in the amplifier is the Johnson noise we can define
Na = Vjn =
￿
4kTrRamp∆f. (2.82)
The Johnson noise in the amplifier used in this project is generated in the feedback
impedance which at a bandwidth of 10Hz is purely resistive with a value of
Rf = 100kΩ. If the temperature is Tr = 293K, and the Boltzmann constant k =
1.38 ·10−23J/K, equation 2.82 gives the mean squared value of Vjn = 2 ·10−7 V .
2.5.9 Noise and error in data acquisition
In addition to the noise sources already mentioned, the data acquisition device
will introduce error and noise. The primary task of a data acquisition device is
to convert an analog voltage to a digital number. The limiting factor in analog to
digital conversion is that while an analog signal can assume an infinite number of
values between a given minimum and maximum value, the digital representation
of this value can only assume a discrete value with a defined finite precision. The
analog to digital converter used in this instrument has a resolution of 24 bits
[62], making it able to represent 224 − 1 = 16777215 diﬀerent values. When its
measurement range is 20V, the smallest possible voltage diﬀerence it can detect is
∆Vdaq = 20V/224 ≈ 1.2 ·10−6V . If we consider how a binary number is represented,
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this value corresponds to the value of the least significant bit. From equation
2.59 we can find the corresponding minimum detectable photocurrent as ∆Idaq =
1.2·10−11A. This is 6 to 7 orders of magnitude less than the expected photocurrent
at approximately 1 · 10−4A.
Because of the minimum detectable voltage diﬀerence, the diﬀerence be-
tween the analog signal and its digitally assigned value will be a source of error.
The process of assigning a digital value to a measured value is called quantization.
A measured value will be quantized to the digital value to which it is nearest.
The maximum value of this error will be half of the minimum detectable voltage
diﬀerence[38]:
Vqn = ±∆Vdaq2 = ±6 · 10
−7V.
As this error will occur randomly, due to the random properties of the photocur-
rent, it is often referred to as quantization noise. There will also be thermal
noise and shot noise present in the data acquisition unit. This is not possible
to calculate as the electrical schematics and magnitudes of components in the
data acquisition device is unknown. We denote the sum of the quantization noise
and the electronic noise as Vadc. We can measure the magnitude of this noise
by short-circuiting the input channel and look at the standard deviation of the
measured signal.
Without going into detail in the internal workings of the analog to digital
converter, its voltage input to binary output can be represented by an ideal linear
transfer function. Error sources inside the converter, such as the specific size
of amplifier resistors, can make the slope of the real transfer function slightly
diﬀerent from the ideal case. The diﬀerence between the real and ideal transfer
function represent a measurement error which is dependent on the input voltage.
The contribution from this gain error is therefore given as a percentage of the
measured value. [62]
The real transfer function of the converter may also be oﬀset from the
ideal transfer function with a fixed value, caused by temperature dependencies of
the components in the converter. The magnitude of this error can be determined
by measuring the output value of short-circuited channel and subtract this value
from later readings. Changes in temperature will cause the oﬀset value to drift
by a given voltage to temperature factor. In this project the analog to digital
converter is placed in room temperature and will not experience temperature
changes.[62]
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2.5.10 Total uncertainty
If we look at all the mentioned noise sources we can make a model of how they
contribute to the overall uncertainty of the system. Figure 2.25 describes where
in the measurement process the noise is introduced. The noise generated in the
laser and photodetector are uncorrelated and independent and their combined
value is given as in in equation 2.81. The output from the amplifier VA is a
function of the photocurrent and the gain of the amplifier, and adds a thermal
noise term Vjn. The data acquisition device then adds quantization and electric
noise Vadc. The output uncertainty σtot from the data acquisition device will then
describe the total noise in the system.
Figure 2.25: Model of the predicted noise sources in the instrument.
If we assume that the noise in the detector is gaussian with zero mean
we can express the uncertainty of the noise as its root-mean-square value, as
described in appendix C.
σin =
￿
i¯2n.
If we also assume that the thermal noise generated in the amplifier Vjn and the
noise in the data acquisition device Vadc are gaussian, their standard deviations
can be expressed in the same way as
σVjn =
￿
V¯ 2jn =
￿
4kTrRamp∆f and σVadc =
￿
¯V 2adc.
The expression for the output voltage of the amplifier is
VA = (ip + in)G+ Vjn.
The standard deviation of the amplifier output σVA is given by the formula in
appendix C. The standard deviation of the gain is considered to be zero. The
expression for the measured voltage of the data acquisition device is:
V = VA + Vadc.
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We can then express the standard deviation of the measured voltage of the data
acquisition device, which also is the total standard deviation as:
σtot =
￿
G2i2n + σ2Vjn + σ2Vadc . (2.83)
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Chapter 3
Instrument design and experimental setup
This chapter describes the instrument which was created for this thesis. A de-
tailed outline of the instrument will be given by presenting figures and arguments
for the design choices.
3.1 Instrument setup
A sketch of the instruments physical construction and electrical connection is
shown in figure 3.1. The electrical components in black are not drawn to scale.
Details on the components described in the figure are listed in table 3.1. Figure 3.2
shows pictures of the important instrument components. The upper left picture
shows the instrument container with the laser mounted and the detector bracket
removed. The two other pictures show the two position detectors mounted in
their brackets. The brackets fit perfectly into the instrument, to hinder detector
movement. The material from which the instrument container is made is a trans-
parent acrylic glass. The components are glued together with optical adhesives.
We can see that the container is divided into two compartments, separated by
a watertight wall in the middle. The wall consists of a plastic barrier and the
prisms used in the optical path. The upper compartment is covered completely
by acrylic glass walls. The sample is introduced through a rubber tube inserted in
the bottom of the upper compartment by a water pump. The lower compartment
is housing the electrical components of the instrument and is filled with air.
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Figure 3.1: 2-D sketch of instrument with measures in cm. The height of the
cabinet walls are 4 cm.
In the upper corners of the sample compartment there are placed mirrors
to fold the beam. This makes it possible to achieve a long path length for the
laser, which is imperative for proper sensitivity, while the size of the instrument is
kept small. From the figure we can see that the size of the sample compartment
is comparable to the design goal of a cylinder of length 86mm and diameter
of 36mm, resulting in a volume of 81 cm3. Because of the prototype nature
of the project, the electronics compartment has been made a lot bigger than
necessary. This is done to be able to experiment with diﬀerent types of lasers
and photodetectors. The size of the cabinet is described in figure 3.1. The height
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of the cabinet is 4 cm. This is also much larger than necessary. The height
of the cabinet could be reduced 1.25 cm to still be able to fit the prisms and
laser module. The overall volume of the entire instrument cabinet is 330 cm3.
With reduced height the volume would be 103 cm3. The choice of geometry is
a result of manual optimization through simulation. The simulations have been
conducted using a simple dynamic raytracing tool called CarMetal [63]. This
program has enabled the simulation of changing refractive index in the water
sample and the resulting beam displacement on the photo detector surface. To
achieve the optimal sensitivity of this setup, the lateral displacement of the laser
beam incident on the detector surface must sweep the entire length of the detector
active area as the refractive index changes from minimum to maximum value of
the defined measurement range.
Instrument cabinet with laser mounted Position sensitive detector and amplifier
on rotational platform circuit mounted on bracket
Quadrant cell detector mounted on bracket
Figure 3.2: Pictures from the experimental setup
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3.2 Optimization of instrument geometry
The optimization process was complex, as several design choices influences the
achieved refractive index sensitivity. All references to prisms and mirrors in this
section refers to figure 3.1. The first and most important consideration is the
incident angle of the laser beam on the prism-water interface of Prism 1. Snells
law (equation 2.36) defines how the the transmitted angle is dependent on the
incident angle and the ratio of the refractive index of the two substances.
θt = arcsin
￿
ni
nt
sin(θi)
￿
.
If we assume that nt < ni and investigate this expression by plotting the value of
the transmitted angle as a function of the incident angle we will see, as in figure
2.7, that the slope of the function is increasing as we approach the critical angle.
This means that the transmitted angle will be more sensitive to a small change
in refractive index the closer we get to the critical angle. This fact can be used
to our advantage, as the instrument will be more sensitive if the incident angle is
approaching the critical angle, at the cost of loss of linearity.
When approaching the critical angle we must consider the reflected and
transmitted power as dictated by the reflectance and transmittance, based on
the Fresnel coeﬃcients described in equations 2.40 and 2.41. The transmittance
and reflectance coeﬃcients for the parallel polarization are Tp = 1 − |rp|2 and
Rp = |rp|2, and for the perpendicular polarization Ts = 1 − |rs|2 and Rs = |rs|2
as derived in section 2.1.6. We can plot these values as functions of the incident
angle as shown in figure 2.6. The critical angle θc is also shown in the figure. We
see that the transmitted power drops fast as the incident angle increases towards
the critical angle. If we want the highest possible change in transmitted angle
when the refractive index changes, figure 2.7 tells us to chose an incident angle
just less than the critical angle. But if we input the chosen angle into figure 2.6,
we see that only a small fraction of the light will be transmitted. This might not
be a problem if the incident laser power is high, but if a less powerful laser is
chosen the transmittance coeﬃcient must be considered. As this instrument will
be assembled by hand, which may lead to slight inaccuracies in the placement of
the prisms, it would be wise to err on the side of caution regarding the incident
angle.
If the incident angle is 30.7o, we will experience the increased change in
transmitted angle to change in refractive index while having a transmittance co-
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eﬃcient of about 0.7 if unpolarized light is assumed. We will also have some room
for error in the placement of the prism. As one can see from figure 3.1, the same
considerations must be made at the interface of the second prism. The complete
power record with loss calculations for every interface and for the absorption in
the water sample will be presented later in this chapter.
The next phase of the design is to place the first-surface mirrors in the
upper part of the sample compartment. While placing Mirror 2, an angle of
45o was chosen to reflect the laser beam towards the second mirror. The only
consideration on the placement of this mirror is that the laser beam should be
reflected as close to the left edge of the mirror as possible when the refractive
index of the sample is on the lowest level of the measurement range. This means
that the incident angle on the first prism-water interface is optimized. As the
refractive index of the sample is increasing, the transmitted angle of the first
prism-water interface will decrease and the laser beam position on Mirror 2 will
move towards the right.
The position of Mirror 3 is chosen to reflect the beam from Mirror 2
towards Prism 2, so that the incident angle on the water-prism interface of Prism
2 is optimal. The exact position was determined by manual optimization in the
simulation program and must be seen in conjunction with the placement of Prism
2. Prism 2 is angled at 20o away from the side wall of the container to achieve the
wanted transmitted beam out of Prism 2. As the position of laser incidence on
the prism is dynamic, unlike at the prism-water interface of Prism 1, the design
must accept laser incidence along the entire length of hypotenuse of Prism 2. The
projection of the hypotenuse of Prism 2 seen from Mirror 2 will be dependent on
the angle the prism makes with the side wall. If the angle is too big, the projection
of the hypotenuse seen from Mirror 2 will be to small to accept the variations of
the laser beam position dictated by the transmitted angle of Prism 1. If this angle
is too small, the transmitted angle at the prism-air interface out of Prism 2 will
be too small and it will not be possible for the laser to swipe the entire length of
the PSD active area in the measurement range. The choice of 20o for this angle
is a compromise between these two considerations. This leaves the placement of
the photodetector where the only consideration is to capture the laser beam from
its leftmost position to its rightmost position.
The expression relating the lateral displacement of the laser beam to
the refractive index is based on repeated applications of Snells law and is very
complex. Its theoretical derivation is presented in Appendix A. The resulting
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expression is given as:
n = 1.344−0.0115 ·X+0.9618 ·10−3 ·X2+0.1293 ·10−3X3+3.823 ·10−6X4, (3.1)
where 0 ≤ X ≤ 1.2 in centimeters. It is apparent that since the instrument
is hand made, it will be impossible to replicate the exact angles and lengths
presented in the derivation of the expression in the construction process. This will
cause the experimental results to deviate slightly from the computer simulated
results. We can express the sensitivity of the refractive index to a small change
in displacement by diﬀerentiating the expression
dn
dX
= −0.0115 + 1.9236 · 10−3 ·X + 0.3879 · 10−3X2 + 1.5292 · 10−5X3. (3.2)
From equation 3.2 we can conclude that the instrument sensitivity is dependent
on the exact position of the laser beam. The output value of the expression
varies almost linearly from −0.0115 at X = 0 cm to −0.0085 when X = 1.2 cm.
The minimum detectable displacement of the photodetector is given as ∆Xmin =
0.3µm = 0.3 · 10−4cm. This means that the theoretical minimum detectable
change in the refractive index will be given as:
∆nmin =
dn
dX
·∆Xmin ∈
￿
2.5 · 10−7, 3.45 · 10−7
￿
. (3.3)
If we compare this to the postulated sensitivity of the refractometer from section
2.3.1, we see that the instrument has a sensitivity in the same order of magnitude
as the ideal instrument described in section 2.3.1, as well as similar refractometric
instruments proposed by others.[6]
3.3 Optical power loss
The power output from the laser will be significantly reduced before it reaches
the detector. The attenuation of the beam in the prisms (2.4.4) and water (2.4.5)
as well as the reflection of a portion of the power at a prism-water interface will
cause the power at the detector to be a fraction of the laser output power. To give
a total account of the losses we start by considering the attenuation in the ZnSe
prism. The output power of the laser is given as P0 = 0.95mW . From equation
2.69 we get the remaining power after passing through a substance of attenuation
coeﬃcient α and length l. The empirical attenuation coeﬃcient of Zinc Selenide
at a wavelength of 0.635µm is given as a log base 10 value αZnSe ≈ 1.95 cm−1.[64]
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We can find the length in which the laser beam will propagate through the ZnSe
prism by looking at the computer simulation of the instrument. The length is
found to be lZnSe = 0.5 cm. The remaining power after passing through the prism
is then
Pprism = 0.10mW.
We can also consider the approximate temperature change in the prism caused
by the attenuation. If we assume that all of the light is absorbed and that the
laser beam still is of diameter 1mm the power absorbed by the prism is
Pabsorbed = (P0 − Pprism) = 8.5 · 10−4J
s
.
In equation 2.68 we found that ∆Tprism = ∆QmZnSecZnSe . This is not the full truth,
as the conduction of heat into and out of the prism is governed by the heat
conduction equation and Newtons law of cooling, because of its interface with
the sample media and surrounding instrument cabinet. The point is merely to
illustrate that the prism will be heated.
We continue the power loss calculations by considering the transmittance
of the prism-water interface of the first prism. We established in section 3.2 that
the transmittance of the prism water interface is Tprism = 0.7 under the given
conditions of incident angle and refractive indices. If we assume that the area
occupied by the laser beam remains unchanged on both sides of the interface, the
transmitted intensity from the prism-water interface is:
PprismT = Pprism · Tprism = 0.073mW. (3.4)
The attenuation in the water sample is found by the use of equation 2.69. The
attenuation coeﬃcient of seawater is reported by Ref. [65] to be αsw = 0.003 cm−1
when the salinity is 35 psu and wavelength is 635µm. The path length of the
laser beam through the water sample can be found in the computer simulation
to be lsw ≈ 13 cm. The data sheet from the producer state that BK-7 has an
attenuation coeﬃcient very close to zero for the entire visible spectrum, and its
contribution to attenuation is therefore neglected. [43] The incident angle on
the water-prism interface is far from the critical angle an the transmittance is
therefore close to unity. If we assume that the laser spot is still circular with a
diameter of 1mm the total incident power on the sensor will be:
Pdetector ≈ 7 · 10−5W. (3.5)
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From equation 2.48, this corresponds to a photocurrent of ip = 2.8 · 10−5A when
the responsivity is S = 0.4 A/W .
3.4 Data acquisition software
The data acquisition and presentation software used in this project is the National
Instruments LabView 8.4 suite. LabView is a graphical development environment
widely used in both industrial and research related instrument and measurement
applications. It can be used for a lot of diﬀerent applications, and it appeals to
both beginners and experienced developers. It has several built in functions and
easily interface to several instrument communication standards out of the box.
As the data acquisition device is a product of the same company, the setup of
this device is done automatically.
The LabView program that has been developed for this project reads the
input signals from the data acquisition device at a given sample frequency and
presents them on screen. The input signal voltage is converted to describe the
lateral displacement in millimeters by using equation 2.60. The program will also
store the data to a file. Screenshots of the program block diagrams are included
in appendix D.
3.5 Sample frequency
Before we can start the actual experiment we need to determine a critical mea-
surement variable yet to be properly discussed, namely the sample frequency. We
have established that the refractive index is changing very slowly, at least when
the sensor is assumed stationary. We know from Nyquists sampling theorem that
to avoid aliasing, the sample rate must be at least twice the bandwidth of the
signal. [38] As the signal is very close to a DC value for a stationary measure-
ment, we could set the sample rate at for instance fs = 10Hz or less. If we
assume that the sensor must also be able to perform measurements while being
moved vertically up or down through the water, we give the refractive index a
frequency, assuming that the refractive index actually varies with depth. If we
want to measure this at a given vertical speed vv, and we want Nv measurements
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per every Dv meter depth we can express this as:
fs =
Nvvv
Dv
.
If we assign typical values to this expression where vv = 10m/s, Nv = 100 and
Dv = 10m we get a sample frequency fs = 100Hz.
As was shown in equations 2.81, several noise sources are proportional
to the bandwidth. This calls for an infinitely low sample rate to eliminate them
completely. This is of course not possible, as the signal would be lost as well. A
second consideration is that the cutoﬀ frequency of the preamplifier in the signal
processing circuit, as shown in figure 2.15, is 1.6kHz. A third consideration is
the minimum sample rate of the data acquisition device, given as fs = 1.613kHz.
This is not optimal as the noise power contribution from the bandwidth dependent
noise sources will be much larger than it has to be. This is solved by using a digital
low pass filter in the LabView program. We can define the cutoﬀ frequency
to 10Hz and thereby reduce the eﬀect of the bandwidth dependent noise to a
minimum.
Chapter 4
Experimental results
This chapter presents the experiments conducted to describe the instruments
characteristics and its performance. The experimental results are presented and
briefly commented in this chapter, and then discussed thoroughly in the next
chapter.
4.1 Measurement of noise sources
To precisely describe the instrument we want to determine the contribution of
noise from the sources described in section 2.5. Some noise sources have already
been quantified theoretically. This section will present diﬀerent custom instru-
ment setups designed to determine the magnitude of the other noise sources. The
error contribution will be measured in reverse order in which they occur in the
instrument, starting with the data acquisition device. This is done to quantify
and possibly eliminate the error before the next component in the chain is exam-
ined. The definitions of the statistical measures used to describe the experimental
results, the mean and the standard deviation, are given in appendix C.
4.1.1 Data acquisition error
To determine the magnitude of the data acquisition noise and error we start by
by connecting the data acquisition device directly to a power supply. We then
set the power supply output voltage to 10V and −10V . If the measured values
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diﬀer from the set values, we simply multiply all subsequent measurements by
the ratio between the set and the measured value. The oﬀset error is determined
by short-circuiting the positive and negative terminal of one channel on the data
acquisition device. If the average value is diﬀerent from 0, it will simply be
subtracted from all subsequent measurements. The standard deviation of this
measurement will determine the contribution of electronic and quantization noise
σVadc . The data acquisition error and its statistical parameters were calculated
from 60000 samples taken in batches of 1000 a time over a time period of 1 hour.
The sampling rate was 1.613 kHz and a digital filter of 10Hz was applied in
the software. The measurement was conducted directly after the start up of the
device. The mean value and its standard deviation is shown in figure 4.1.
Figure 4.1: Measured data acquisition mean voltage and its standard deviation
for the last 1000 values
4.1.2 Detector noise
The detector noise was measured in a completely dark environment. The statis-
tical parameters was calculated from 60000 samples taken in batches of 1000 a
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time over a time period of 1 hour. The sampling rate was 1.613 kHz and a digital
filter of 10Hz was applied in the software. The mean value and its standard
deviation is shown in figure 4.2.
Figure 4.2: Measured dark detector mean voltage and its standard deviation for
the last 1000 values
4.1.3 Laser noise
The laser noise current iln will be the last noise source to be quantified as we
must determine all other noise sources and subtract them from the measurement
data. This is because all noise in the detector will influence the measurement
of the laser power. We do this by placing the detector and the laser outside
the measurement chamber, but enclosed to avoid ambient light, and measure the
sum voltage output of the detector driver circuit. The values will be measured
for 1 hour and the mean value and standard deviation will be used to present the
noise.
We also want to measure the pointing stability. This is done in the
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Figure 4.3: Measured mean SUM voltage and its standard deviation for last 1000
values
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same measurement as the one described above, but the measured value is the
position voltage output. We place the laser at the same distance away from the
sensor as it would be if placed inside the chamber. The magnitude of the position
standard deviation should be directly comparable to the standard deviation of the
measured beam position in the actual experiments. The statistical parameters
were calculated from 60000 samples taken in batches of 1000 a time over a time
period of 1 hour. The sampling rate was 1.613 kHz and a digital filter of 10Hz
was applied in the software. The mean value of the SUM voltage and its standard
deviation over the last 1000 samples is shown in figure 4.3. The means value of
the position voltage and its standard deviations is shown in figure 4.4. The laser
and detector were then mounted inside the instrument container and the position
voltage standard deviation was measured with a pure water sample in the sample
compartment. The result is shown in figure 4.5.
Figure 4.4: Measured mean laser position voltage and its standard deviation for
the last 1000 values
Figure 4.3 and 4.4 illustrates a temporal variation of the laser power
fluctuations and the laser position fluctuations. The mean SUM voltage and
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the mean position voltage behave in the same deterministic manner, having a
top at approximately 100 s and then decreasing almost linearly from 500 s to 1
hour. Equation 2.56 shows that the position voltage is normalized to account for
changes in the total photocurrent. This fact should make the position voltage
independent of the fluctuations in the SUM voltage, but it is clearly visible that
the shape of the two plots are similar. We do however see that the variations are
about one order of magnitude less in the position voltage plot than in the SUM
voltage plot. To explain the initial peak and the following decline it is reasonable
to relate it to a thermal process in the detector. Both the detector and the laser
had heated properly before the experiment. Thus, it is logical to assume that the
peak and decline is caused by the laser beam heating the detector, causing the
detector temperature to increase and its characteristics to change until reaching
thermal equilibrium. Ideally the measurement should have been conducted over
a longer time interval to find out if the value finally stabilizes.
Figure 4.5: Measured laser position voltage standard deviation for water sample
We can present the data from figure 4.5 in a diﬀerent way. Instead of
plotting the standard deviation as a function of time, we plot the deviation of
each of the 60000 samples to the mean value in a histogram. Figure 4.6 shows
this with a gaussian curve fit, described in appendix C, of standard deviation
σ = 6.2 · 10−4mm and a mean of zero superimposed. We see that a gaussian
distribution describes the noise in the instrument fairly well.
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Figure 4.6: Histogram showing number distribution of laser position deviation
magnitude with a superimposed gaussian curve with zero mean.
In the presentation of the quadrant cell photodiode we assume that the
laser spot remains circular after passing through the measurement chamber. This
is verified by measuring the laser beam size and intensity with a Thor Labs BC
106 VIS beam profiler camera. The camera software produces snapshots pictures
of the laser beam. Figure 4.7 shows the snapshot picture of the laser beam after
passing through the sample chamber. The color of the spot defines the power
distribution where red is the highest and black is lowest level of intensity. The
scale of the figure is in µm. The yellow circular overlay gives an indication of
how circular the beam is. From the picture we see that the intensity is unevenly
distributed inside the circle. The radius of the yellow overlay is measured to be
0.38mm.
It is also interesting to measure the exact power of the laser before and
after it passes through the measurement chamber. This is done by using a Thor
Labs PM 100D power meter. The power of the laser beam before entering the
measurement chamber was found to be P0 = 1.123mW. After the beam had
passed through a pure water sample in the measurement chamber the power was
Pdetector = 0.210mW .
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Figure 4.7: Picture of laser beam after passing through instrument. Scale of figure
in µm
4.2 Thermistor Calibration
The thermistor was calibrated by exposing it to water of diﬀerent temperature
and measure the output voltage of the thermistor circuit, while at the same time
manually log the temperature read by a thermistor probe on a Hanna Instruments
2210 pH meter. The values where then put in a plot and the MATLAB curve
fit function was used to derive the constants K and β in the expression for the
resistance of a negative temperature coeﬃcient thermistor, given as RT = Ke
β
T
where T is the temperature in Kelvin. The resulting expression is given as
RT = 0.0289e
3795
T .
As the temperature was read manually this expression can not be considered
to be accurate, but for the purpose of this project it is suﬃcient as no major
temperature changes will be experienced.
91
Figure 4.8: Calibration curve fit for NTC Thermistor
4.3 Results from Position Sensitive Device
The aim of the experimental part of the thesis is to determine if the instrument
performs according to the predictions made by the computer simulation described
in section A and to evaluate the instruments accuracy. The experiments are
performed on the samples described in section 2.4.5. All the samples are of
known refractive index, through equations 2.70 and 2.74.
In total, four measurements will be performed on both the seawater and
NaCl solution sample sets. Two of these experiments will be conducted on one
day with the same ambient conditions to measure the instruments ability to
produce repeatable results. It will also determine if any hysteresis is present by
first measuring the samples in the order of increasing salinity and then decreasing
salinity. The series are labeled 1 to 4 for both seawater and NaCl solution.
Series 1 and 3 are performed on increasing sample salinity, while series 2 and 4
are performed on decreasing sample salinity. Then the instrument will be partly
disassembled and put together again, and two tests will be performed the next
day. The purpose of this is to measure the instruments ability to reproduce the
results under slightly diﬀerent conditions.
The process of conducting an experiment involves some preparation. All
parts of the instrument must be given time to warm up and reach a state of
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thermal equilibrium before any measurements are taken. This is estimated to be
approximately 20 minutes. Then a pure water sample is placed in the measure-
ment chamber and the instrument is prepared by slightly adjusting the laser angle
to achieve a rightmost possible reading from the position sensitive photodetector.
The instrument is now ready to measure the remaining samples.
The actual experiment is done by placing the sample in the measurement
chamber and start the measurement in the presentation program. The number
of measurements per water sample is chosen to 1000. When the measurement is
done, the liquid sample is removed and the a new liquid sample is pumped into in
the chamber. This process is repeated until all the samples have been measured.
The post processing of the data is done by finding the mean position displacement
of the 1000 measured values along with its standard deviation, corresponding to
a given salinity or salt concentration.
We start be presenting the data from the measurements of the seawater
sample set and then present the data from the sodium chloride solution sample
set. The results and trends will be commented and discussed briefly in the text.
Observe that the units on the axis are diﬀerent on the seawater samples [psu]
and NaCl solutions samples [g/100g].
4.3.1 Seawater samples
The data from the four measurement series conducted on the seawater sample
set are shown in figure 4.9. The figure shows the displacement of the laser beam
for each series and for each sample salinity. The length is defined as the distance
from the leftmost part of the detector active area. The standard deviation of
each point on the figure is small compared to the range of the data, and they are
therefore presented in figure 4.10. The first observation we can make is that a
salinity input range of ∆Ssea = 36.2 psu, results in a displacement output range
of 8.4 − 2.5 = 5.9mm. The ideal input range is 0 − 40 psu. The ideal output
range is 10mm, as discussed in section 2.4.1. If we extrapolate the data points in
figure 4.9 linearly, the approximate reading from a 40 psu sample would be 2mm,
extending the output range to 6.4mm. If we compare this to the ideal output
range we see that the instrument resolution is approximately 64% of the ideal
case described in the computer simulation.
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Figure 4.9: Measured displacement of laser spot versus salinity of seawater sam-
ples.
Figure 4.10: Standard deviation of measured values in figure 4.9.
4.3.2 Sodium chloride solution
The data from the four measurement series conducted on the sodium chloride
solution sample set is shown in figure 4.11. The standard deviation of the mea-
sured data are presented in figure 4.12. During the experiments on the last two
measurement series, two user error occurred. In series 3, the 2.5 g/100g sample was
contaminated with pure water, and in series 4, the same thing happened with
the 2.0 g/100g sample. The results from these two instances have been omitted in
the presentation. We observe a concentration input range of ∆SNaCl = 4 g/100g
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resulting in a displacement output range of approximately 8.5 − 2.2 = 6.3mm.
This is almost the same as for the seawater data.
Figure 4.11: Measured displacement of laser spot versus concentration of sodium
chloride solution samples.
Figure 4.12: Standard deviation of measured values in figure 4.11.
4.4 Results from quadrant cell photodiode
The experiment on the quadrant cell detector was performed in a simplified man-
ner compared to the experiments on the position sensitive detector. A new set of
NaCl solution samples where used, as the measurement range of the quadrant cell
detector is 1mm. The new sample set consists of 6 samples with concentration
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from 1 to 1.5 g/100g to achieve a suﬃcient number of data points to evaluate the de-
tector. The experiment was conducted two times. The first time with increasing
salt concentration, then directly afterwards with decreasing salt concentration.
The result is shown in figure 4.13.
Figure 4.13: Measured position voltage ratio versus concentration of sodium chlo-
ride solution samples.
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Chapter 5
Discussion and Conclusion
This chapter will discuss the results of the experiment. We start by discussing
the measured and calculated noise in the instrument. Further we look at the
data from the position sensitive detector, determining the overall measurement
uncertainty and the achieved accuracy of the instrument. Does the computer
simulation actually predicts the measured values? The results from the quadrant
cell diode are discussed in the same manner. We then discuss the impact of bio-
logical fouling on the instrument. This topic was not investigated experimentally
but is of major importance for an instrument designed to operate in-situ. What
possible improvements and further work can enhance the performance of the in-
strument? Finally the conclusion assess how the specific goals of the thesis have
been fulfilled.
5.1 Noise
5.1.1 Data acquisition noise
The magnitude of the data acquisition noise is as presented in table 5.1. We see
from figure 4.1 that the steady increase of the mean value is caused by the fact
that the sensor was cold at the start of the measurement. The mean oﬀset value
in table 5.1 is therefore taken from the last 1500 s of the series. The standard
deviation σadc based on 1000 samples is fairly stable.
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Error type Magnitude
Gain error at ±10V input 0.1%
Mean oﬀset error short circuited terminals 1.9 · 10−4 V
Maximum standard deviation short circuited terminals σadc 7.1 · 10−6 V
Table 5.1: Measured data acquisition error and noise
5.1.2 Detector noise
The mean measured voltage V¯dark = 7.35 ·10−3 V and its standard deviation σdark
experienced little time dependency and were stable through the entire measure-
ment. To evaluate the contribution from each noise source we must first look at
equation 2.81. As no light is incident on the detector we can neglect the contribu-
tion from isn, iln and ign. This makes the resulting noise current in =
￿
i2jn + i2an.
We then insert this into equation 2.83 and get the expression
σdark =
￿
G2(i2jn + i2an) + σ2Vjn + σ2Vadc .
The expression can be turned around to find the ambient noise current ian based
on the already measured or calculated values:
ian =
￿
σ2dark − σ2Vjn − σ2Vadc
G2
− i2jn.
The input values and result for the equation are listed in table 5.2. The table
shows that the contribution from ambient noise and leakage current accounts for
approximately 64µV . It is highly unlikely that it is caused by ambient noise since
the detector was completely dark during the measurement. As the other possible
sources of noise are already determined, this noise most likely originates in the
detector or its signal processing circuit. Its exact origin is most likely related
to the signal processing circuit, as the derived equation for the noise voltage
in the amplifier network is a simple approximation and the value has not been
determined experimentally.
Noise type Magnitude
Maximum measured dark detector voltage standard deviation σdark 6.45 · 10−5 V
Measured data acquisition standard deviation σVadc 7.1 · 10−6 V
Calculated Johnson noise standard deviation from detector ijn 1.8 · 10−12 A
Calculated amplifier noise standard deviation σVjn 2 · 10−7 V
= Ambient and leakage noise current ian 6.42 · 10−10 A
Table 5.2: Measured detector noise
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5.1.3 Laser noise
Figure 4.3 showed that the standard deviation over the last 1000 samples of the
SUM voltage σsum was stable. From the histogram in figure 4.6 we can conclude
that the total noise in the instrument can be treated as gaussian noise. This
means that we can rightfully assume that all the noise currents are gaussian as
well. We can continue the investigation on the sources of noise in the circuit
by again looking at equation 2.81. We have determined all of the noise sources
except for the laser noise iln. We can turn equation 2.83 around to express iln by
the measured and calculated values:
iln =
￿
σ2sum − σ2Vjn − σ2Vadc
G2
− (i2jn + i2sn + i2gn + i2an).
Table 5.3 lists the input values and result for the equation. The resulting laser
noise i¯ln can then be used to calculate the value of the laser noise factor ∆l from
∆l = iln2P0S where P0 = 0.95 · 10−3W and S = 0.4 A/W . We get a value of the laser
noise factor ∆l = 1.7 · 10−6 which is fairly small compared to other sources.[57]
Noise type Magnitude
Maximum measured SUM voltage standard deviation, σsum 1.4 · 10−4 V
Calculated shot noise current isn 1.8 · 10−11 A
Calculated generation recombination noise current ign 2.6 · 10−12 A
= Resulting contribution from laser noise current iln 1.31 · 10−9 A
Maximum measured laser position voltage standard deviation σpos 1.8 · 10−4 V
Maximum measured laser position voltage standard deviation from water sample, σwpos 7.1 · 10−4 V
Table 5.3: Measured laser noise
The maximum standard deviation of the position voltage from figure 4.4,
equals σpos = 1.8 · 10−4 V . By using equation 2.60, this corresponds to a posi-
tion displacement standard deviation of 1.2 · 10−6m which is about one order of
magnitude larger than the minimum detectable displacement of the detector. In
figure 4.5 we see how the standard deviation of the measured position increases
with a factor of 4 when the measurement is performed in the proper instrument
configuration with a sample of pure water in the sample compartment of the
instrument. The maximum standard deviation then equals σwsum = 7.1 · 10−4 V .
This corresponds to a displacement standard deviation of 4.7 · 10−6m when the
conditions are similar to those of an ordinary experiment. The increase in noise
from passing through the water sample can be explained in two ways. Firstly,
when the laser beam passes through the water sample, some of the light is ab-
sorbed in the water. This causes the temperature of the water to increase, and
100
refractive index to change. The heated water will then rise due to convection
in the water, causing colder water to flow into the area occupied by the laser
beam.[16] This will most likely cause the refractive index of the sample to os-
cillate with very low amplitude, which again causes a more noisy measurement.
Secondly there will be a portion of the light experiencing scattering eﬀects in
the molecules of the water. Assuming that the photons in the beam scatter of
the arbitrarily placed molecules in a random direction, the result is that the laser
beam spot will be slightly less defined when arriving at the detector surface. This
will cause a certain level of noise in the measured position.
The measured power at the detector was found to be Pdetector = 0.150mW ,
which is larger than the calculated value from equation 3.5 which was 0.07mW .
This diﬀerence can be partly explained by looking at figure 2.6. If the incident an-
gle θi on the prism-water interface of the first prism is less than the expected value
of 30.7o the transmittance of the interface will be larger than the assumed value
of T = 0.7. This means that a larger portion of the light actually is transmitted.
Further more, considering that the measured laser power P0 = 1.123mW was
found to be slightly larger than its specifications, the diﬀerence is even smaller.
5.2 Measurement uncertainty
The total measurement uncertainty is a very important parameter of any instru-
ment. It describes the instruments ability to replicate the actual value of the
measured parameter. In this case the instrument measures the refractive index of
the sample. When calculating the uncertainty we consider three diﬀerent factors
to quantify it. First we look at the instruments ability to accurately measure
a given refractive index. The experiment was conducted by measuring the re-
fractive index 1000 times per water sample with an eﬀective frequency of 10Hz,
using the mean value as the best representation of the measured values. The
standard deviation of this measurement describes how accurately the measured
refractive index can be expressed. The cause of the standard deviation is the
noise sources in the system. Secondly, we have conducted each measurement two
times in a row. The diﬀerence between the two measured values from the same
water sample describes the instruments ability to measure the same value over
time. This is often called repeatability. Thirdly, we have repeated the double
experiment after the instrument has been disassembled and then reassembled.
The diﬀerence between the measured values prior to and after this describes the
instruments ability to reproduce the same value in slightly diﬀerent conditions.
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In the following text we will discuss these three factors and finally determine the
measurement uncertainty.
5.2.1 Position sensitive detector
The standard deviations of the measurements in figure 4.10 showed that 39 of
the 40 samples have standard deviation below 12µm, and 30 of 40 have a stan-
dard deviation below 5µm. We know from the investigation of the noise sources
that the position standard deviation originating from the noise in the laser and
electrical components from an ordinary water sample accounts for approximately
4.7µm of this value. The diﬀerence between the sample series is also evident. Se-
ries 1 and 2 have significantly higher values than series 3 and 4. The instrument
was partially disassembled and put together again after the first two experimental
series. This could have introduced more stability in the system, but the exact
cause is not known. There is no correlation between the level of salinity and
standard deviation of the measurement.
The eﬀective minimum detectable displacement can now be considered
to have increased from 0.3µm to 12µm. If we insert this into equation 3.3 we
get a new value for the minimum detectable change of refractive index:
∆nseamin ≈ 0.01 · 12 · 10−4 ≈ 1.2 · 10−5.
We do however see from figure 4.9 that there is a diﬀerence between the mea-
sured values for each series. Series 1 shows the largest deviation from the other
series. The maximum diﬀerence between each sample series, the instruments re-
producibility, is shown in figure 5.1. It can be seen that the maximum deviation
is approximately 0.16mm, which through equation 3.3 corresponds to a precision
in detectable refractive index of ∆nprec = 1.6 · 10−4. Figure 5.2 shows the hys-
teresis, or dependence on previous states of the system, of series 1 versus series
2 and for series 3 vs series 4. The average value of the hysteresis is much larger
in the first two series compared to the last two. The maximum value of the
hysteresis, representing the instruments repeatability, is approximately 0.12mm.
This corresponds to ∆nprec = 1.2 ·10−4. The cause of the hysteresis is most likely
found in the shape of the sample chamber of the instrument and in the hosing
leading to the water pump. When a water sample is removed from the sample
chamber a random amount of the water sample will remain in the chamber. This
was observed early in the construction phase. It is also observed that a portion of
water is left in the hose leading from the sample chamber to the water pump. The
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remaining water will decrease the salinity of the next sample if the experiment is
conducted on increasing sample salinity, and increase the salinity of the sample if
the experiment is conducted on decreasing sample salinity. The cause of diﬀerent
hysteresis in the two pairs of measurement series can not be explained directly
by the experimental data. But if we look at the mean position voltage in figure
4.4 we could get an indication, as the position voltage never seem to stabilize
properly even after 1 hour of continuos operation. The slight slope of the plot
means that a single water sample will be measured with one displacement value
at time t1 and a diﬀerent value at later time, t2.
Another factor that could play a role is the thermo-optic coeﬃcient of the
ZnSe prism. The thermo-optic coeﬃcient of the prism is given as 1.1 · 10−4K−1.
The temperature of the water samples where found to vary 0.4o within one sample
series. If we assume that the prism experienced the same temperature change,
this results in a refractive index change of
∆nZnSe ≈ 4.4 · 10−5.
From the derivation in appendix A we find that this corresponds to a laser beam
displacement error of 0.034mm. This eﬀect can account for one third of the
observed repeatability error.
Figure 5.1: Maximum deviation in all seawater series
The standard deviations from the NaCl solution sample series were pre-
sented in figure 4.12. We observe that 36 of 38 measurements have standard
deviations below 4µm. This is approximately one third the value of the results
observed in the seawater data. By using equation 3.3, it corresponds to a min-
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Figure 5.2: Hysteresis in seawater series
imum detectable refractive index change of ∆nNaClmin = 0.01 · 4 · 10−4 = 4 · 10−6.
This indicates that the sea water samples cause more noise.
If we look at the maximum deviation between all the measured positions
for each level of concentration, shown in figure 5.3, we see values of 0.35mm,
which is almost twice the values observed in the seawater data. This could be
caused by a slightly diﬀerent placement of one or more of the components after
the instrument was disassembled. Considering the hysteresis for each pair of mea-
surement series shown in figure 5.4, we see that the first two measurement series
conducted on the same day shows a hysteresis of less than 0.06mm. The second
pair of series, conducted the following day after disassembling the instrument,
shows a hysteresis of less than 0.15mm. The lacking data for concentrations 2
and 2.5 are caused by the user error described in chapter 4. We see the same
eﬀect as in the seawater data, where one pair of sample series have less hysteresis
than the other. The overall cause of the hysteresis is most likely the same as
described for the seawater measurements, being left over water in the chamber
and hose from the last measurement. The cause of the deviation between the two
pairs of measurement series is also most likely related the same issue as described
for the seawater measurements.
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Figure 5.3: Maximum deviation in all NaCl-series
Figure 5.4: Hysteresis in NaCl-series
5.2.2 Quadrant cell photodiode
The measured data from the quadrant cell diode sample series were presented in
figure 4.13. To extract position information from the from the measured position
voltage ratio VH/Vsum we must apply equation 2.62 to measured values. The equa-
tion is based on the assumption that the beam is circular and that the intensity is
evenly distributed inside the spot area. This is determined by observing the beam
after it has passed through the measurement chamber as shown in figure 4.7. It
can be seen that the beam is almost circular and the radius is measured to be
0.38mm. It is also obvious that the beam intensity is unevenly distributed. This
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will cause error in the exact position determination. We then plot the standard
deviation of the measured values as length in stead of voltage ratio, as shown
in figure 5.5. The maximum position standard deviation is 3.91 · 10−6 which is
similar to the results from the position sensitive device NaCl sample series. If we
insert this into equation 3.3 we get a value for the minimum detectable change
of refractive index:
∆nquadmin ≈ 0.01 · 4 · 10−4 ≈ 4 · 10−6.
Figure 5.5: Standard deviation of measured position
To evaluate these results we can define the measurement uncertainty of
the instrument in two ways. Firstly, by defining the uncertainty of a measure-
ment series where the instrument is left untouched. The maximum error of the
instrument is given by the largest value of the accuracy and the repeatability,
represented by the hysteresis. Both the seawater and NaCl solution data then
give the refractive index precision as ∆nprec ≈ 1.5 · 10−4 as dictated by the re-
peatability. Secondly, we can define an absolute precision, taking into account
the possibility of disassembling the instrument, the refractive index precision in-
creases to approximately ∆nprec = 3.5 ·10−3. From the discussion we see that it is
the time dependence of the output from the position sensitive detector, described
in 4.4, is a major contributor to this uncertainty, along with the temperature
change of the prism. We must also consider the constructive limitations of the
measurement chamber and pump hose which cause hysteresis. When the instru-
ment is used to measure the refractive index of several samples of discrete salinity,
the hysteresis which follows from the water left in the chamber and hose will aﬀect
the uncertainty of the measurement.
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If we look beyond the impact of hysteresis, the instrument could have had
an refractive index detection limit of 1 · 10−5 for seawater samples and 4 · 10−6
for NaCl samples. The major contribution to this figure is given by the laser
noise and the noise from the signal processing circuit, as described in table 5.3.
The quadrant cell photodiode performs much in the same way as the position
sensitive detector in terms of uncertainty, but the experiment is limited and does
not take repeatability and reproducibility into account.
5.3 Theoretical fit
To compare the relationship of refractive index and resulting displacement of the
laser beam of the instrument to the computer simulation represented by equation
3.1, we can plot the measured laser spot displacement along with the calculated
refractive index of the samples. We calculate the refractive index of each sample
by using equation 2.74 for the seawater data and equation 2.70 for the NaCl
solution data, by inserting the known salinity or salt concentration along with
the measured temperature of each sample. The results for each configuration is
presented below.
5.3.1 Position sensitive detector
We start by looking at the seawater data. We plot the measured laser beam
displacement on the x-axis versus the refractive index of each sample on the
y-axis as done in figure 5.6 along with a modified version of equation 3.1:
nadj = 1.344−0.0115·X+0.9618·10−3·X2+0.1293·10−3X3+3.823·10−6X4−∆nadj,
(5.1)
where ∆nadj describes the deviation of position of the detector in the instrument
versus the simulated position. This value was found to be ∆nadj = 3.2·10−3 . The
range of the refractive index is ∆nsea = 6.5 · 10−3. We also observe the range of
the measured displacement being less than the range predicted by the simulation.
To explain this we must look at the transmitted angle as a function of the incident
angle on the prism-water interface in Prism 1 from figure 3.1, described in figure
2.7. The response of the transmitted angle to change in refractive index is less
sensitive the further away from the critical angle you get. This is directly related
to the incident angle, which in the simulation is chosen to be 30.7o. We can
conclude that the incident angle on the instrument must be less than the value
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from the simulation. This could be caused by inaccuracy in the placement of the
prism and the laser compared to their position in the simulation.
From the figure we can observe that the simulation predicts the refractive
index fairly well. We do however see some measurements that does not correlate
with the simulation. The data points representing the pure water samples does
not coincide with the plot of equation 5.1. This can not be explained from the
experiment or theory. A reference measurement of the water sample refractive
index would provide better knowledge of this discrepancy.
Figure 5.6: Calculated refractive index versus measured displacement of laser
spot. Plot of equation 5.1 superimposed on measured data.
We then look at the NaCl solution data. We plot the measured laser
beam displacement and the calculated refractive index in figure 5.7, with equation
5.1 superimposed. The value of ∆nadj was found to be 1.8 · 10−3. The range of
measured refractive index is ∆nNaCl = 6.8 · 10−3. The diﬀerence of ∆nadj here
compared to the seawater data is a source of concern, as the detector placement
is the same is for the seawater data. The Seaver-Millard relation and the IAPWS
equation described in appendix B give deviating values for the refractive index of
the pure water sample. The same deviation is found when comparing tables in
Refs [47] and [52]. Figure 5.6 indicates that the Seaver-Millard equation fails to
describe the refractive index of pure water, as all samples except the pure water
sample coincide with the computer simulation.
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Figure 5.7: Calculated refractive index versus measured displacement of laser
spot. Plot of equation 5.1 superimposed on measured data.
5.3.2 Quadrant cell photodiode
We plot the measured position on the x-axis and the calculated refractive index
on the y-axis, along with the adjusted version of equation 5.1 in figure 5.8. The
position scale has been adjusted so that the center of the detector is defined
as 6mm. We see that the measured values behave almost as predicted when
inside ±0.3mm of the center of the detector, corresponding to a concentration
range of ∆Squad = 0.2 g/100g within this range. The refractive index range is
∆nquad = 8.5 · 10−4. The deviation from the adjusted simulation plot is most
likely caused by the uneven distribution of the light intensity inside the laser
spot. The measured values further from the center of the detector than the beam
radius will, as discussed in section 2.4.2, not give accurate position measurements.
This explains how the computer simulation fails to describe the two samples of
highest refractive index.
We see that both detectors replicate the computer predicted instrument
performance in a good manner after a calibration term∆nadj has been introduced.
We do observe some discrepancies from the predicted values in the seawater data
which could have been avoided if a reference measurement of the refractive index
of each sample had been done parallel to the experiment. The quadrant cell
photodiode is not performing perfectly according to theory and calculations. The
cause is most likely the uneven distribution of intensity inside the laser beam.
We have now determined the refractive index range∆n and the refractive
109
Figure 5.8: Calculated refractive index versus measured displacement of laser
spot. The adjusted computer simulation is superimposed on mea-
sured data.
index precision ∆nprec. We also know the range of the salinity ∆S. This means
that we can determine the salinity precision ∆Sprec by the following formula:
∆nprec
∆n =
∆Sprec
∆S .
This gives a seawater salinity precision of ∆Sseaprec = 8.35 · 10−1 psu when the
refractive index precision is ∆nseaprec = 1.5 ·10−4. The NaCl-solution concentration
precision is ∆SNaClprec = 8.82 · 10−2 g/100g when the refractive index precision is
∆nNaClprec = 1.5 · 10−4. The quadrant cell detector NaCl-solution concentration
precision is ∆Squadprec = 6.37 · 10−5 g/100g when the refractive index precision is
∆nquadprec = 4 · 10−6. This number is low as the refractive index precision is based
on a limited experiment, but it still indicates that the quadrant cell detector may
be capable of better or at least equal performance as the position sensitive device
within a small refractive index range. This could be interesting, since a dominant
part of the seawater has a salinity very close to 35 psu.
5.4 Biological fouling errors
Biofouling is the eﬀect of having growth of biological organisms on an optical
surface. The eﬀect has not been examined experimentally, but a theoretical ex-
ploration of the eﬀect of fouling will now be given, along with some possible
reduction techniques. In a marine environment there are several thousand dif-
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ferent organisms capable of fouling an optical surface. The size of the organisms
provides a way of distinguishing the diﬀerent types of growth. On the micro end
of the scale we have biofilm, being the result of microscopic organisms growth,
while macroscopic growth of barnacles and mussels defines the other end. Be-
tween these stages there will be an increase in the size and complexity of the
organisms. It is also partially time dependent as the biofilm forms in minutes
after submersion, while the bigger organisms occur after hours or days. It is
however very diﬃcult to predict how and when the diﬀerent stages of fouling oc-
cur. Several factors comes in to consideration such as temperature, salinity, pH,
dissolved oxygen, light, location and several other biological and physical factors.
[66]
It is clear that the described eﬀects will have major implications for
deployment of optical measurement systems in marine environments. The fouling
will cause attenuation of the laser light by means of absorption and scattering.
[67, 68] For the instrument being discussed in this thesis, both of these eﬀects
are unwanted and a cause of error and noise. The absorption will, at a given
level, cause such a low transmission of optical power that the instrument will be
rendered useless. Scattering could cause a portion of the photons in the light to
deviate from their intended beam path. It would however be reasonable to assume
that the biological particles causing the scattering are randomly distributed on
the optical window. This means that the laser beam passing through this layer of
particles will be scattered equally in all directions and the net eﬀect of scattering
would only be that of reduced intensity in the center of the beam and a slightly
increased size of the beam. It would therefore be reasonable to add the attenuative
eﬀects of both scattering and absorption into one attenuation coeﬃcient αbio. This
coeﬃcient then describes the attenuation of a beam through the Lambert-Beer
law as
I = I0e−αblbio ,
where I0 is the intensity of the source, I is the intensity of the wave after passing
through a substance of length lbio and attenuation coeﬃcient αbio. This attenua-
tion comes in addition to the already determined attenuation in the seawater.
We can reduce biofouling by a number of methods. We can make the
instrument compartment inhospitable to organic organisms by adding poisonous
substances such as copper, chlorine or tributyltin in the form of coatings or paint
to the sample water or surfaces of the cabinet. We can filter the water before it
enters an enclosed measurement chamber, or we can use an open measurement
setup and clean the optical surfaces regularly either by integrated systems or by
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hand when the instrument is taken out of the water. Experiments indicate that a
combination of poison and open or closed instrument is the best alternative.[67]
The instrument constructed for this thesis was built as a closed system
with a pump to introduce the water to the measurement chamber. This would
however not be the ideal choice for an in-situ instrument. The pump system
would increase the overall size, which is unwanted. The most plausible solution
for the realization of this particular setup in an in-situ instrument is to convert
it to an open system by removing the walls in the measurement chamber. The
compact design of the instrument limits the possibilities of integrated mechanical
cleaning devices, and it would therefore need to be cleaned by external systems
or by hand. The deployment of poison in the measurement chamber is considered
to be possible, for instance by using paint or coatings on the framework of the
measurement chamber.
5.5 Further work
In the previous discussion of this chapter we have identified some disadvantages
that have limited the accuracy of the instrument. This section will give some
proposals on how this could be modified to improve the accuracy and reliability
of the instrument. The most significant problems in the instrument setup are
related to the laser and the detector. The continuos wave laser beam produced
by the laser diode module is not ideal for this kind of measurement setup, as
it heats and thereby changes the refractive index of prisms and water sample,
as well as a thermal eﬀect causing temporal variations in photocurrent output.
The impact of component heating would most likely be significantly reduced if a
pulsed laser with low duty cycle had been used instead. The use of a ZnSe prism
is also a drawback in this respect, because of its relatively high absorption and
thermo-optic coeﬃcients. The significant temperature dependency in the detector
is a major source of measurement uncertainty in the system. By removing this
eﬀect, the overall accuracy of the system would increase significantly. This could
be done by attaching a miniature controlled Peltier element and temperature
probe directly behind the position sensitive detector, and in this way monitor
and control the temperature of the detector.
There are also possible improvements which were considered in the plan-
ning process but later disregarded for practical reasons. The most important
issue in this context is the construction of the instrument cabinet and placement
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of components. This was largely done by hand, resulting in several small dis-
crepancies between the computer simulation and the physical instrument. It is
especially visible in the actual laser beam displacement range of 6.8mm, com-
pared to the simulated range of 10mm. It could be improved by constructing
the instrument cabinet on the basis of a precise computer design process. The
use of lenses to shrink the beam could also extend the active length of the de-
tector closer to 12mm. Another possible improvement is to include two lasers of
diﬀerent wavelength in the instrument. This would improve the reliability of the
measured refractive index, and would also to a certain extent make the system re-
dundant to for instance biological fouling or component failure. Research on how
the instrument tolerates biological fouling would also be a natural progression of
the investigation.
5.6 Conclusion
The thesis has documented the construction and experimental testing of a com-
pact refractometer for measuring the refractive index and salinity of seawater and
NaCl solutions. Compared to the specific size goal presented in chapter 1, the
work presented suggest that it is possible to construct a compact refractometer
with a volume of 103 cm3, which is comparable to the cylindrical modular sensor
with a volume of 82 cm3. The desired level of precision in refractive index mea-
surement was set to 10−6 refractive index units. When repeated measurements
are taken, the precision in refractive index measurement is 1.5 · 10−4 refractive
index units. The quadrant cell diode achieved a precision of 10−6. The cause
of the increased uncertainty compared to the design goal is considered to be a
temperature dependent process in the position sensitive detector.
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APPENDICES
Appendix A
Refractive index as function of beam position
displacement
To describe how the refractive index of the water aﬀects the position of the laser
beam, we must look at how the laser beam is aﬀected by reflection and refraction
on its path from the laser to the detector. The derivation of the expression is
intricate, but by using figure A.1 we can explain how this will function. We
start by defining the relationships of the diﬀerent angles in the figure. They are
denoted by lower case letters. All angles necessary to perform the calculation is
included in the figure, except for the prism angles which are 45o and 90o. When
calculating the angles it is useful to apply the sine rule, defined as
sinA
a
= sinB
b
= sinC
c
,
where the upper case letters are the three angles of triangle, and the corresponding
lower case letters are the length of the sides opposite to the angle. When all the
angles have been defined we go on to determine the lengths, denoted by li where
i = 1, 2, 3.... The length of the laser beam path is denoted by 1.,2. and 3.
The first definition we make is the transmitted angle from the prism-
water interface in the lower left corner. It is not necessary to include the beam
propagation prior to this point, as it will be constant. We set this angle to 30.7o.
The expression for the transmitted angle is determined through Snells law as:
x = arcsin
￿
nZnSe
nwater
sin(30.7o)
￿
.
We start by defining angle a = 165−x. We can the imagine a four sided polygon
with the sides l1, l2 , l4 and 1.. The sum of the internal angles in a four sided
polygon always equals 360o. We can then define angle b = −30+ x. The incident
and reflected angle in the mirror is c = 120 − x. If we imagine that the mirrors
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Figure A.1: Laser beam propagation calculation
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are prolonged until they intersect, the intersection angle will be 85.6o. We can
then define the angle d = 124.4− x as the sum of the internal angles of triangle
with the sides l6, l7 and 2. is 180o. The incident and reflected angle on the second
mirror can then be defined as e = −34.4 + x.
We can then imagine that the second mirror and the second prism are
prolonged until they intersect. The intersection angle will then be 114.4o.We can
the imagine a triangle with the sides l8, l9 and 3. As the internal angles equal
180o, we can define angle f = −58.8+x and the incident angle on the water-prism
interface as g = 148.8− x. The transmitted angle from the water-prism interface
is determined by Snells law as:
h = arcsin
￿
nwater
nBK−7
sin(148.8− x)
￿
.
The sum of the internal angles of the prism gives the incident angle on prism-air
interface as i = −45 + arcsin
￿
nwater
nBK−7
sin(148.8− x)
￿
. The transmitted angle is
again given by Snells law as:
j = arcsin
￿
nBK−7
nair
sin
￿
−45 + arcsin
￿
nwater
nBK−7
sin
￿
148.8− arcsin
￿
nZnSe
nwater
sin(30.7o)
￿￿￿￿￿
We have now determined the eﬀect of refractive index of water on the angles of
the laser beam path. Although the nested inverse sine functions makes it messy,
the only variable is the refractive index of water nwater.
We can now go on to determine the lengths. Some of the lengths must
be measured, but as it is very diﬃcult to measure the lengths on the physical
instrument, the measurements will be taken from the simulation sketch. We
start by measuring l1 = 0.916cm and l2 = 5.742. We can then find the length of
l3 = l1 · tan(a), and l5 = l3 − l2. We can calculate the angles m = 210 − x and
k = −75 + x and thereby get an expression for l4 = l5·sin(k)sim(m) . We can know get
the length of 1. = l1cos(a) − l4.
To proceed we measure the length of l4 + l6 = 2.335cm. We can then
express 2. = l6·sin(85.6)sin(d) and l7 =
l6·sin(b)
sin(d) . We then measure l7 + l8 = 4.134cm, and
define 3. = l8·sin(114.4)sin(f) and l9 =
l8·sin(d)
sin(f) .
We measure l9 + l10 = 3.834cm and express l11 = l10·sin(90−h)sin(90+i) . Lastly we
measure l12 = 0.386cm and l13 = 0.407cm and express the laser beam position
relative to the left edge of the sensor as
X = l14 =
(l11 + 0.386) · sin(90− j)
sin(70 + j) − 0.407cm .
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The exact function can then be found by expressing X as a function of the
refractive index of water nwater, but as this expression is cluttered by several
nested functions and occupies an entire page it is instead presented as a graph.
Figure A.2 describes the laser beam position relative to the left edge of the
photodetector as a function of the refractive index of seawater in the range
1.332 ≤ nwater ≤ 1.340. The function is almost linear in the described range.
The slight unlinearity is caused by the fact that the transmitted angle from the
first prism-water interface is very close to the critical angle, as explained in sec-
tion 3.2. By using MATLAB we can approximate the expression to a 4th degree
polynom by using the least squares method, which will match the exact expres-
sion very well in the described range. We can then express the refractive index
as a function of the measured laser beam position as:
nwater = 1.344− 0.0115 ·X +0.9618 · 10−3 ·X2+0.1293 · 10−3X3+3.823 · 10−6X4.
(A.1)
The quality of the fit can be defined in terms of the sum of the squares due to
error or SSE. This is given as SSE = 5.3 · 10−17 where lower is better.
Figure A.2: Laser beam position as a function of refractive index of seawater
Appendix B
Empirically derived optical equations of state
B.1 IAPWS optical equation of state equation
The International Association on the Properties of Water and Steams “Release on
the Refractive Index of Ordinary Water Substance as a Function of Wavelength,
Temperature and Pressure” from 1997 [48], based on the work done by Schiebener
et al. [47], describes the relationship of the refractive index to the mentioned basic
environmental variables.
The presented equation is based on the Sellmeier equation derived in
chapter 2, but also includes terms to take into account the pressure and temper-
ature dependence. The constants are empirically derived from numerous relevant
data sets. Its calculated absolute uncertainty in the refractive index is given as
1.5 · 10−5, when the sample is at room temperature, the wavelength is that of
visible light and the pressure is atmospheric. As the equation is applicable on
both the liquid and gaseous phases of water, the pressure is expressed through
the density. The equation is given as:
n2 − 1
n2 + 2
1
ρ∗
= a0+a1ρ∗+a2T ∗+a3λ∗2T ∗+
a4
λ∗2
+ a5
λ∗ − λ∗2UV
+ a6
λ∗ − λ∗2IR
+a7ρ∗, (B.1)
where
ρ∗ = ρ/ρ0 ρ0 = 1000 kg m−3
λ∗ = λ/λ0 λ0 = 0.589µm
T ∗ = T/T0 T0 = 273.15K
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The coeﬃcients are given as
a0 = 0.244257733 a4 = 1.58920570 · 10−3
a1 = 9.74634476 · 10−3 a5 = 2.45934259 · 10−3
a2 = −3.73234996 · 10−3 a6 = 0.900704920
a3 = 2.68678472 · 10−4 a7 = −1.66626219·10−2
λUV = 0.2292020 λIR = 5.432937
B.2 Seaver-Millard equation
The Seaver-Millard equation is an empirically derived relationship describing the
refractive index of seawater.[52] The equation is cited in several articles describ-
ing optical salinity measurements.[6, 69, 13] The independent variables in the
equation are salinity S [psu], wavelength L [µm], temperature T [oC] and pres-
sure P [dbar]. The equation is derived by the least square method curve fit from
four independent data sets of high accuracy. The data sets spans diﬀerent ranges
of the independent variables. The 27 term equation can be divided into 4 sub
equations based on each data set:
N = NI +NII +NIII +NIV ,
where N is the total refractive index of the seawater sample. Each sub equation
includes a total of 27 curve fit coeﬃcients. The data sets and their sub equation
are presented below.
Region I The first region is based on measurements of refractive index in pure
water in standard atmospheric conditions. The independent variables in this sub
equation are therefore the wavelength L and the temperature T. The coeﬃcients
are presented in table B.1.
NI =A0 + L2 · L1 + LM2
L2
+ LM4
L4
+ LM6
L6
+
T1 · T + T2 · T 2 + T3 · T 3 + T4 · T 4 + TL · T · L+
T2L · T 2 · L+ T3L · L · T 3
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A0 = 1.3280657 T2 = −.0000030738272
L2 = −.0045536802 T3 = .000000030124687
LM2 = .0025471707 T4 = −2.0863178 · 10−10
LM4 = .000007501966 TL = .000010508621
LM6 = .000002802632 T2L = .00000021282248
T1 = −.0000052883907 T3L = −.000000001705881
Table B.1: Region I coeﬃcients
Region II The second region is based on measurements of refractive index in
seawater in standard atmospheric conditions. The independent variables in this
sub equation are therefore the salinity S, the wavelength L and the temperature
T. The coeﬃcients are presented in table B.2.
NII =S0 · S + S1LM2 · S
L2
+ S1T · S · T + S1T2 · S · T 2
S1T3 · S · T 3 + STL · S · T · L
S0 = .00019029121 S1T2 = .0000000089818478
S1LM2 = .0000024239607 S1T2 = 1.2078804 · 10−10
S1T = −.0000007396029 STL = −.0000003589495
Table B.2: Region II coeﬃcients
Region III The third region is based on measurements of refractive index in
pure water at high pressure. The independent variables in this sub equation
are therefore the pressure P , the wavelength L and the temperature T. The
coeﬃcients are presented in table B.3.
NIII =P1 · P + P2 · P 2 + PLM2 · P
L2
+ PT · P · T
PT2 · P · T 2 + P2T2 · P 2 · T 2
P1 = .0000015868363 PT = −.0000000094634486
P2 = −1.574074 · 10−11 PT2 = 1.0100326 · 10−10
PLM2 = .000000010712063 P2T2 = 5.8085198 · 10−15
Table B.3: Region III coeﬃcients
Region IV The fourth region is based on measurements of refractive index in
seawater of constant salinity and at constant wavelength at high pressure. The
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independent variables in this sub equation are therefore the pressure P and the
temperature T. The coeﬃcients are presented in table B.4.
NIV = P1S · P · S + PTS · P · T · S + PT2S · P · T 2 · S
P1S = −.0000000011177517
PTS = 5.7311268 · 10−11
PT2S = −1.5460458 · 10−12
Table B.4: Region IV coeﬃcients
Appendix C
Statistical representation of noise sources
In any measurement system, a sequence of repeated measurements will produce
slightly diﬀering values. This is caused by random errors or noise in the in-
strument electronics or the measured process. It causes an uncertainty in the
measured result. We can calculate the mean value of the measured results to give
the best representation of the measured value. The mean value x¯ of a sequence
of n samples xi is defined as
x¯ = 1
n
n￿
i=1
xi.
We can define the standard deviation σ of the n values as
σ =
￿￿n
i=1(xi − x¯)2
n
.
This defines how much the measured values diﬀer from the mean value x¯. If the
mean value of a set of samples equals zero, the standard deviation σ equals the
root-mean-square of the measured value.[70] The probability density function f
describes the probability that the measurement will assume a certain value xi. If
the probability function is bell shaped with a maximum at the mean value x¯, the
measured values are said to be distributed according to a Gaussian distribution
with a probability density function of
f(x; x¯, σ) = Ae− 12(x−x¯σ )
2
,
where A is a constant depending on the number of samples and the standard
deviation. Noise generated in physical systems are often considered to be gaus-
sian. [38] To determine if a sequence of repeated measurements is distributed in
a gaussian fashion one can plot the deviation of each measured value to the mean
value in a histogram, along with the gaussian distribution function.
If the measured value x is an indirect measurement, where several input
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quantities ai are sequentially dependent, x is a function x = f(a1, a2, ... , ai) of
these input quantities, the total standard deviation σtot will then be dependent
on each input quantities standard deviation σi by the following relation [70]:
σ2tot =
￿
∂x
∂a1
￿2
σ21 +
￿
∂x
∂a2
￿2
σ22 + ...
￿
∂x
∂ai
￿2
σ2i .
Appendix D
Screenshots of LabView program
The following pages presents two screenshots of the Labview virtual instrument
block diagrams. Figure D.1 describes the main program. It starts by initialization
of the measurement channels before it starts the main loop of the program. The
main loop consists of a case structure where one can choose to output the data to
the screen, or to store it in a file. Inside the case structure we call the sub routine
described in figure D.2. This routine reads the measurement channels, filters the
data in a 10Hz digital filter and converts the measured voltages to relevant units.
The position voltage input is converted to millimeter displacement output, and
the temperature voltage is converted to oC output. The sub routine output is
then stored to a file or presented on screen according to the case structure. The
quadrant photodiode has a slightly diﬀerent sub routine, since the conversion
formula from voltage to position is diﬀerent.
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Figure D.1: Main virtual instrument block diagram
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Figure D.2: Acquisition loop block diagram
Appendix E
Seawater composition
Ref [71] presents a description of the ionic composition of seawater with a mass
fraction of dissolved ions of approximately 3.52 g/100g. The mass fractions of each
ion is presented in the table below.
Ion Mass fraction g/100g
Cl− 1.9353
Na+ 1.0764
SO 2−4 0.2701
Mg2+ 0.1297
Ca2+ 0.0406
K+ 0.0387
HCO −3 0.0142
Br− 0.0066
Sr2+ 0.0014
H3BO3 0.0026
F− 0.0001
Table E.1: Mass fractions of seawater ions
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