Abstract-The silicon strip tracker of the CMS experiment at LHC is the largest silicon tracker ever built for high energy physics experiments. With nearly 9.6 millions of analog read-out channels it poses significant challenges for the reconstruction, calibration and monitoring of the collected data. Beside the eventby-event data, recorded from the detector, the reconstruction is based on a set of non-event data that allow to handle the status of the devices in order to interpret the event data. These nonevent data are referred to as condition data. The condition data are held in several databases designed to configure the read-out devices, the online high-level trigger system as well as the offline reconstruction and analysis applications. In this contribution we will describe the condition data used for the silicon strip tracker data reconstruction, their optimizations connected to the timing and CPU constraints, the procedure to manipulate and transfer them from a database to another, assuring the consistency and synchronicity of the available information.
I. INTRODUCTION
The CMS [1] at the LHC (CERN) is a general purpose detector to investigate a wide range of high energy physics. The research program of CMS requires a robust, efficient and precise reconstruction of charged particles trajectories as well as of primary and secondary vertices. In order to fulfill these constraints the Silicon Strip Tracker (SST) [2] of CMS has been realized with high granularity, read-out speed and radiation hardness. With 15.148 detector modules and nearly 9.6 million analog channels, the SST poses significant challenges for the reconstruction, calibration and monitoring of the collected data.
II. CONDITION DATA
Condition Data are all the non-event data needed to setup the detector and to reconstruct the collected data. The two main types are:
• configuration data: used in the setup and operation of the detector (e.g. delays for proper detector timing) • calibration data: used by the reconstruction (both trigger and offline) The reconstruction chain for the SST is shown in figure 1 . The SST local reconstruction requires a variety of condition data in order to interpret and reconstruct the events recorded from the detector. These condition data include the cabling map, used to group data according to detector modules, as well as the following calibration constants:
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Each condition data has an interval of validity (IOV), that is it is valid for a given set of runs. When the IOV of a set of data ends, the new values are automatically loaded. Each quantity has its own IOV sequence and they are handled independently. A tag contains a sequence of IOVs for a given quantity. Figure  2 shows pictorially the handling of IOVs. 
IV. CONDITION DATABASES
Conditions data are derived from:
• Commissioning runs gathered just before a physics run • Promptly analyzed events (prompt calibration) Commissioning data are written in a specific Oracle configuration database designed to efficiently configure the readout devices. Prompt calibration data are written in a different Oracle database based on the Pool-ORA [3] technology and decoupled from the previous one. Commissioning data needed by the reconstruction are transferred to the conditions database by specific applications. Besides the transfer they are also subject to a format manipulation to provide the best suitable structure for the reconstruction. A schematic view of the The processing speed and the memory footprints are critical aspects of the reconstruction applications. The highly granular information available in the SST condition data can significantly contribute to the run-time performance of the process. In order to speed up the data loading from the databases and to reduce the memory allocation, calibration constants are structured in packed format and transferred as Binary Large Objects (BLOB). For instance, this strategy reduces the size of the strip noise data from the 40 MB that would have been necessary with an uncompressed format to 11 MB, preserving the same measurement precision. Additional strategies are adopted to further reduce the memory size and access speed, some examples are shown in figures 6a and 6b.
VI. CONCLUSION
Condition data for the Silicon Strip Tracker of CMS are used in all steps of event reconstruction and all the databases to store them and all the workflows to write and convert them among the different databases are ready and tested. Several strategies have been developed to minimize the space occupied and to speed up as much as possible the read back of condition data, something very important since they are also used in the high level trigger of the CMS experiment. The Silicon Strip Tracker is ready and waiting for the first collision events from the LHC. 
