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We describe degenerate square spin ice via its magnetic monopoles coupled to an emergent entropic
field that subsumes the effect of the underlying spin vacuum. We derive their effective free energy,
entropic interaction, correlations and screening. Unlike in pyrochlore ices, a dimensional mismatch
between real and entropic interactions leads to weak singularities at the pinch points signaling an
algebraic screening, which can be, however, camouflaged by a pseudo-screening regime.
The Bernal-Fowler ice rule1—which states that hydro-
gen atoms are disorderly allocated in water ice, two close,
two away from each oxygen—was invoked in 1935 by
Pauling2 to explain the measured3,4 residual entropy of
ice in terms of a degenerate proton ensemble. Today, it
describes a rich variety of frustrated materials, such as
pyrochlore5–7, artificial magnetic8–12, or particle-based13
spin ices. These are modeled as Ising spins directed along
the edges of a lattice, such that their low-energy state is
disordered yet constrained by by the ice rule (same spins
pointing toward each vertex as out).
Violations of the ice rule on a vertex v of coordination
4 are topological excitations14,15 of charge Qv = 2n − 4
(equal to the number n of spins pointing in minus those
pointing out). In magnetic systems, these are also mag-
netic charges15, can often be deconfined14–19, and inter-
act as electrical charges via 3D-Coulomb law15.
These magnetic monopoles14,15 can now be character-
ized in real time, real space20 in the recently realized21–25,
degenerate square ices. Their disordered ground state is
described by the six-vertex model26,27, while monopoles,
as excitations, break its topological structure28–32.
Here we provide a description of 2D square ice in which
monopoles are elementary degrees of freedom, while the
underlying spin ensemble is subsumed into an entropic
field acting on them. We compute effective energies,
correlations, and structure factors. Unlike in their 3D
analogues, a dimensional mismatch between real and en-
tropic interactions destroys the finite-size screening.
Square ice is a set of Ne classical, binary spins ~Se
aligned on the edges e of a square lattice of unit vectors
eˆ1, eˆ2, lattice constant a = 1, forming Nv = Ne/2 ver-
tices labeled by v. There are four spins configurations in
a vertex classified by topology as t-I, . . . , t-IV (Fig. 1)9.
Ice-rule obeying vertices (t-I, t-II) have two spins point-
ing in and two out, and thus zero charge. Then
H[Q] = 
2
∑
v
Q2v +
µ
2
∑
v 6=v′
QvVvv′Qv′ , (1)
is a suitable Hamiltonian for a variety of square ice
realizations:  is the cost of monopoles and Vvv′ =
1/2pi|v− v′| is their 3D-Coulomb interaction; µ is an en-
ergy and when µ/ < 2pi/M ' 3.9 (where M ' 1.6155
is our Madelung constant33)34 the ground state is a dis-
ordered tessellation of the six ice rule vertices (Fig. 1) of
known Pauling entropy26,27. We seek a formalism where
monopole excitations are the degree of freedom.
The partition function is (β = 1/T )
Z [H] =
∑
S
exp
(
−βH+ β
∑
e
~Se · ~He
)
, (2)
such that 〈~Se1 . . . ~Sen〉 = ∂β ~He1 ...β ~HenlnZ.
To eliminate the discrete variables, we insert the tau-
tology 1 =
∏
v
∫
dqvdφv exp [iφv(qv −Qv)] /(2pi)Nv in
Eq. (2), and sum over the spins, obtaining
Z [H] =
∫
[dq] e−βH[q]Ω˜[q] (3)
where [dq] =
∏
v dqv/(2pi)
Nv , and the density of states
Ω˜[q] =
∫
[dφ]Ω[φ]ei
∑
v qvφv , (4)
is the Fourier transform of the partition function for φ
Ω[φ] = 2Ne
∏
〈vv′〉
cosh (i∇vv′φ+ βHvv′) (5)
(the product runs on all the edges e = 〈vv′〉 once, and
∇vv′φ := φv′ − φv, Hvv′ := ~He · vˆv′). By construction
〈Qv1 . . . Qvn〉 = 〈qv1 . . . qvn〉.
Formally, we have obtained a theory of continuous
charges constrained by an “entropy”
S[q] = ln Ω˜[q] (6)
that conveys the effect of the underlying spin ensemble.
t-I, Q=0 (2)  t-II, Q=0 (4) 
t-III, Q=±2 (8)  t-IV, Q=±4 (2) 
FIG. 1. Left: the four vertex configurations, ice-rule ones at
the top (Q = 0) and monopole at the bottom (multiplicities
in parenthesis). Right: portion of spin ice with monopoles of
different charge circled.
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2Equivalently, we have obtained a field theory of charges
coupled to an entropic field Ve = iTφ, of “free energy”
F [φ] = −T ln Ω[φ]. (7)
While φ acts on charges, its gradient acts on spins. In-
deed, from Eqs. (3-5) we have
〈Svv′〉 = 〈tanh (βHvv′ + i∇vv′φ)〉, (8)
which shows that the vector field i∇vv′φ correlates spins
that would otherwise be trivially paramagnetic.
Standard Gaussian gymnastics (see SI) then proves
that Vev := 〈Ve,v〉 = iT 〈φv〉 is real35 and obeys
Ve,v = qv +
µ
2pi
∑
v′ 6=v
qv′
|v − v′|
q = −
∑
α=x,y
∂αtanh (β∂αVe).
(9)
The second equation follows from the definition of Q and
Eq. (8) by taking also the continuum limit. The Eqs. (9)
can be used to compute the charge under given boundary
conditions, such as those of pinned charges or interfaces.
When µ = 0, linearization of Eqs. (9) returns two
screened-Poisson equations for q, Ve, of screening length
ξ0 =
√
/T . (10)
A similar screening length has been found in different
geometries via other methods36,37. In fact, we show else-
where that Eq. (10) is general at high T , which corre-
sponds to small φ. Indeed, from Eqs. (3,4) 〈φ2〉 ' /T :
at high T the system loses correlation and thus the en-
tropic field is smaller.
It is useful to proceed via an high T expansion. Math-
ematically, T = 0 is a critical point26,27, and thus non-
perturbative. More practically, at low T a variety of phe-
nomena, not described by our approach, can take place
in recent realizations. There, even if vertices are nano-
fabricated to be degenerate21–25 at nearest neighbors, the
long range of the dipolar interaction favors antiferromag-
netic ordering at low T , as it can be seen in peaks of the
structure factor. Moreover, at low T a glassy kinetics is
expected38–40.
Therefore, we expand F [φ] at lowest order and Fourier
transform on the Brillouin Zone (BZ) [i.e. g(~r) =∫
BZ
g˜(~k)e−i~k·~r d
2k
(2pi)2 , with ~r = v, e vertices or edges, g a
general function], obtaining the approximated partition
Zeff =
∫
[dqdφ] exp
(
−
∫
BZ
βFeff[q, φ](k) d
2k
(2pi)2
)
, (11)
with the free energy functional at second order
Feff[q, φ] = + µV˜
2
|q˜|2 + T
2
γ2|φ˜|2
− iT q˜∗φ˜− φ˜∗~γ · ~˜H − β
2
∣∣∣ ~˜H∣∣∣2 , (12)
FIG. 2. Plots of structure factor Σm obtained from Eq. (18)
for ξ0 = 0, 3, µ/ = 0, 0.3, 0.5 (kx, ky in units of 1/a); µ > 0
leads to sharper pinch points even at high T . Bottom row:
Structure factors cuts on the line kx = 2pi demonstrate dis-
continuity in the first derivative of the intensity when µ > 0.
where γα := 2 sin(kα/2). V˜ (k) is the Fourier transform
of V on the lattice and V˜ (k) ∼ 1/k as k ↓ 0. Integrating
Zeff over φ˜ returns the effective free energy for charges
Feff[q] = 1
2
(
+ µV˜ +
T
γ2
)
|q˜|2. (13)
The last term implies an entropic interaction among
two charges that at large distances (γ2 ' k2) is 2D-
Coulomb41, or
Ve(~r1 − ~r2) ' −2piq~r1q~r2T ln ‖~r1 − ~r2‖. (14)
This, however, does not imply a Kosterlitz-Thouless tran-
sition because the logarithmic interaction is entropic and
its coupling constant proportional to the temperature42.
Note that in 3D, from Eq. (13) the entropic interaction
would instead be 3D-Coulomb in real space, or ∼ 1/r,
thus merely altering the coupling constant µ→ µ+ T of
the real interaction, as seen numerically43,44. We have
therefore a dimensional mismatch in 2D between the en-
tropic and the real interaction.
Equation (13) implies the charge correlation in k space
〈|q˜(~k)|2〉 = γ(~k)2χ˜||(~k) (15)
3where χ˜||(~k) is given by
χ˜||(~k)−1 = 1 + ξ0
2γ(~k)2
[
1 +
µ

V˜ (k)
]
(16)
and is the longitudinal susceptibility (multiplied by T ).
Indeed, by performing the integral in Eq. (11), we obtain
lnZeff =
1
2
(β ~˜H∗) · (γˆγˆχ˜|| + ⊥γˆ⊥γˆ) · (β ~˜H) (17)
(γˆ := ~γ/γ, ⊥γˆ := eˆ3 ∧ γˆ), and thus spin correlations
〈S˜∗α(~k)S˜α′(~k)〉 = γˆαγˆα′ χ˜|| + ⊥γˆα⊥γˆα′ , (18)
whose structure factor Σm(~k) =
⊥~k·〈 ~˜S(~k) ~˜S(~k)〉·⊥~k we plot
in Fig. 2. In the limit ξ0 ↑ ∞, correlations in Eq. (18)
become, as expected45, purely transversal at T = 0.
When T > 0, µ = 0, pinch points are smoothened by
a Lorentzian, as expected. But for µ 6= 0 their profile
is sharper, with a weak singularity. In fact, just as a
Lorentzian profile returns ξ0 when µ = 0, when µ 6= 0
the Bjerrum length 2lB := µ/T can be deduced from:
Σm(2pi, ky) ' 1− 2lb|ky| at ky ' 0. (19)
This weak singularity comes from the dimensional mis-
match and is related to an algebraic charge screening, as
we show below.
Consider first the case of no interaction (µ = 0). From
Eq. (15,16) the charge correlations at large distance are
〈q~r1q~r2〉 ' −
1
2piξ40
K0 (‖~r1 − ~r2‖ /ξ0) . (20)
Then, because the modified Bessel function K0 is expo-
nentially screened, ξ0 from Eq. (10) is indeed the corre-
lation length for charges. Equation (20) has been ver-
ified experimentally in a square ice of superconductive
quantum dots25 where all couplings are at the nearest
neighbor and thus µ = 0.
Clearly, ξ0 is also the screening length, because a
charge Qpin pinned in v0 elicits a charge distribution
qv = Qpin〈qvqv0〉/〈q2〉. (21)
Note that, because µ = 0, the screening comes entirely
from the 2D-Coulomb entropic interaction of Eq. (14).
Consider now µ > 0. The magnetic monopole in-
teraction is 3D-Coulomb in a 2D system. Therefore,
V˜ (k) ∼ 1/k at small k and Eq. (21) reads
q˜(k) ' k
2
1 + 2lBk + ξ20k
2
Qpin
〈q2〉 , (22)
whose denominator is not analytical at k = 0, explain-
ing the weak singularities of the structure factor at the
pinch points. In the 3D case it would be V˜ (k) ∼ 1/k2
and the poles of the charge correlations would be purely
imaginary (k± = ±i/ξ3D) leading to the screening length
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FIG. 3. Screening behavior at different T, µ. (a) Log-log
plots of the screening entropic potential V e(x) (numerically
integrated) of Eq. (26) for different temperatures at relatively
strong monopole interaction µ = 0.65 leading to l ' 3 and
T× = 0.1, where our approximation should still apply. Note
the algebraic 1/r3 decay. However, at high T the potential
drops by 99% before becoming algebraic. (b) For µ = 0.65
and T/T× = 10−3, V e(x) shows a pseudo-algebraic decay
∼ 1/r for most of its measurable tail (in inset a higher T case,
T/T× = 0.1). (c) At low monopole interaction (µ = 0.2)
T×/ = 0.01 is very low, most of the charge is screened before
the algebraic regime (l = 10). Effectively, the screening is
exponential, and Ve(x) ∝ e−x/ξµ/x0.45 provides a good fit (in
inset, log plot of x0.45Ve(x)). (d) Plot of k¯l as a function of
T and schematics of the screening at different distances.
ξ−23D = T/ + µ/. In 2D, the poles of q˜(k) are instead
k± = −k¯ ± i/ξµ, with
ξ2µ =
ξ40
ξ20 − l2B
=

T − T× , (23)
and k¯ = lB/ξ
2
0 = µ/2. The crossover temperature
T× = µ2/4 (24)
corresponds to ξ0 = lB .
Above T×, ξ0 > lB , ξµ is real, and poles have imagi-
nary parts i/ξµ: heuristically, one would call ξµ a screen-
ing length and say that below T×, where ξµ is imagi-
nary, there is no screening length. Then, one might per-
haps conclude that T× is the critical temperature for a
conductor–insulator transition in magnetricity46. And
one would be mistaken. In fact, strictly mathematically,
there is never a finite screening length.
To demonstrate that screening is always algebraic,
consider a charge Qpin pinned in the origin. From
4Eqs. (13,14), V˜e(k) = T q˜(k)/k
2, and thus
βV˜e(k) =
ξµ
2iξ20
(
1
k − k+ −
1
k − k−
)
Qpin. (25)
Using 2/c =
∫∞
−∞exp(−|z|c)dz for <(c) > 0 on each frac-
tion in Eq. (25) and then Fourier transforming, we obtain
βVe(r) =
lB
2pi〈q2〉
∫ +∞
−∞
λ(z)
(r2 + z2)3/2
dz (26)
where λ(z) is a linear charge density given by
λ(z) =
ξµ
2ξ20 lB
|z|sin (|z|/ξµ)e−k¯|z|Qpin, (27)
for which, crucially,
∫
λ(z)dz = Qpin. Thus, the entropic
potential can be represented as if generated by a virtual
charge spread along a line (of coordinate z) perpendicular
to the plane, and of total charge Qpin.
Note that λ(z) is exponentially confined by a length
l. When T > T×, l = 1/k¯. When T < T×, the sine
in Eq. (27) becomes hyperbolic and l = 1/k+. And yet,
regardless of which regime we are in, at a distance r  l
the charge is seen as point-like, the potential scales as
V e(r) ' lB
2pi〈q2〉
Qpin
r3
, (28)
and, by taking its Laplacian, q(r) scales as
q(r) ' − 9lB
2pi〈q2〉
Qpin
r5
. (29)
We have reached a remarkable conclusion: charge corre-
lations are always algebraic at long distance (Fig 3a,b).
This is a feature of the 3D-Coulomb potential in 2D sys-
tems, already appreciated in electron gases47–51.
What is then the meaning of T× and of the disappear-
ance of the imaginary part in the poles of the correlation
function? T× still signifies a crossover between an effec-
tively conductive and insulating regimes. Consider Qalg,
the fraction of the charge that is screened algebraically.
By integrating Eq. (29) for x > l we have
Qalg/Qpin ' −3lB/〈q2〉l3. (30)
Then, when Qalg is very small, and l large, the algebraic
nature of the screening might not be experimentally de-
tectable.
In most cases, µ/ < 1 (see below) and T× is smaller
than Tice ' , the generally accepted temperature of the
crossover into the ice regime. When T× < T < Tice,
|Qalg/Qpin| ' 10−2 or less, and practically all the charge
is screened within the radius l. There, the mathemati-
cally predicted algebraic screening might simply not be
detectable in practice. Moreover, as Fig 3c shows, within
l the screening is well fitted by an exponentially screened
function. We say therefore that above T× there is a
“pseudo screening length” ξµ > lB .
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FIG. 4. Heuristic regime diagram. The solid line is T×(µ).
The dashed line corresponds to 99% of the charge being
screened within the radius l. The dotted lines border a re-
gion where l ≤ 2 and is therefore of algebraic screening,[〈q(r)q(0)〉 ∼ r−5]. On the left of the dashed line 99% of
the charge is screened within l, and, because T > T×(µ), the
regime is pseudo screened. In the pseudo screened, then alge-
braic regime the behavior is effectively screened for x < l but
more than 1% of the charge enters the argebraic screening at
x > l. In the double algebraic region 〈q(r)q(0)〉 ∼ r−3 for
x l and 〈q(r)q(0)〉 ∼ r−5 for x l. Note that in nanomag-
netic realizations the dumbbell model imposes µ/ < 1.
Instead, when T  T× we can take k+ ∼ 0 and from
Eq. (25), at long wavelengths, V˜e(k) ∼ 1/k, and thus
V e(r) ∼ 1/r for r  l = 1/k+ (Fig 3b).
Considering l, T×, and Qalg, we can sketch heuristic
“regime diagrams”. Those diagrams are somehow arbi-
trary, as they depends on the practical specifications that
we choose. Clearly, when l is small (we choose l < 2 in
Fig. 4, when µ >  for T > T×) the behavior is com-
pletely algebraic and the approximation of Eqs. (28,29)
holds. When l is instead large, there might be pseudo-
screening for x < l if T > T× and if most (we choose
99%) of the charge is screened within a radius l (left side
of the dashed line in Fig. 4). If l  2 and some rele-
vant amount of charge is not screened within the radius
l then we could see an initial exponential screening for
r < l followed by algebraic screening for r  l (Fig. 4
and Fig. 3d).
In nano-magnetic realizations, assuming a dumbbell
model15 for the nano-islands, µ/ ' 1 − ld/a < 1 where
ld < a is the length of the dumbbell. Beware that while
a shorter nano-island (smaller ld/a) increases µ/, it also
enhance the long range dipolar nature of the interaction
over the nearest neighbor couplings, favoring the closure
of magnetic fluxes and thus ordering.
Because T×/ ∝ (µ/)2, it is worth mentioning how to
proceed at low T . As explained in deducing Eq. (11),
T need not be “too low”, and thus one might compute
corrections by perturbative expansion of Ω[φ]. Instead,
we make the ansatz that the effective theory has the same
functional form as Feff in Eq. (13) but with constants
“dressed” by the interactions among fluctuations of the
entropic fields at low T .
We can say something about such dressing. Note that
5〈q2〉 = ∫
BZ
〈|q˜(~k)|2〉d2k/(2pi)2, and indeed, from Eq. (15),
〈q2〉 ↑ 4 for T ↑ ∞, which is correct because at high T the
following multiplicity argument applies: 22/2+42/8 = 4.
Because ξ0 ↑ ∞ as T ↓ 0, Eq. (15) implies for µ = 0
ξ0 ' 1/
√
〈q2〉 for T ↓ 0, (31)
and therefore  is dressed as → (T ) ∼ T/〈q2〉 for T ↓ 0.
If we approximate 〈q2〉 by assuming uncorrelated vertices,
we obtain ξ0 '
√
3/4 exp (/T ), the nature of those di-
vergence points to the topological nature of the T = 0
manifold. It is also consistent with experimental findings
in pyrochlore ice52.
Note that ξ0 in Eq. (31) is exactly the Debye-Hu¨ckel
(DH) length for a potential whose coupling constant is
proportional to T , as is the case for our entropic poten-
tial. Indeed, in SI we consider the case µ > 0 at low
T via a linearized Debye-Hu¨ckel43,53,54 approach where
correlations among vertices is subsumed into an entropic
field55. We obtain the same expression of Eq. (22) yet
with ξ0 given by Eq. (31). Thus, previous considerations
apply as long as quantities are expressed in terms of lB
and ξ0.
We have developed a field theory for monopoles in de-
generate square ice. We find that in absence of a real
monopole interaction the system is a 2D-Coulomb gas
where monopoles interact entropically (and thus there is
no Kosterlitz-Thouless transition), are screened, and thus
the phase is conductive. This case has been recently real-
ized in quantum dots25. When the usual 3D-Coulomb in-
teraction among monopoles is considered, a dimensional
mismatch prevents finite-size screening. This algebraic
screening is experimentally detectable in weak singulari-
ties near the pinch points, from which the Bjerrum length
can be extracted. Our results can be tested experimen-
tally, though not trivially: the effect can be camouflaged
by a pseudo-screening regime when µ/ is small and de-
tection might require large real-space characterization.
In the future, more precise expressions for various observ-
ables (e.g. the correlation and Bjerrum lengths) can be
computed by Feynman diagram expansion of Ω[φ]. The
spirit of our approach can be applied also to 3D spin ices
where, however, no such breakdown of finite-size screen-
ing is present.
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