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Abstract
Wheeled mobile robots (WMRs) are difficult to stabilize and control due to nonholonomic
constraints. The complexity of control increases when there is a need to control a group of
WMRs in a specific formation. The research described in the thesis concerns the modeling,
control and formation of nonholonomic WMRs for trajectory tracking. In particular, this re-
search work proposes novel control approaches for WMR trajectory tracking and formation
control of multi-robot system. The kinematic model of WMR is studied, and then various
kinematic controllers have been implemented to identify suitable kinematic controller for
WMR trajectory tracking using performance based simulation results. The trajectory track-
ing problem is extended by including the dynamic model of WMR along with the model
uncertainties and disturbances. A novel adaptive sliding mode state feedback control law is
proposed for trajectory tracking, which includes the integral action and hence it is able to
remove the steady state errors and reject the external disturbances. The proposed adaptive
dynamic controller uses velocities as input commands, which is more practical and appro-
priate from the view-point of real-time application. The proposed dynamic state feedback
controller requires all the states specially WMR linear and angular velocities. Therefore, the
trajectory tracking control problem is addressed again in the context of output feedback con-
trol for WMR. The tracking formulation is defined with the high gain observer to estimate
the linear and angular velocities. It is shown that using high gain observer and a glob-
ally bounded state feedback stabilizing controller, the close-loop system performance can
be recovered in the presence of un-modeled dynamics. The formation control problem of
vi
multi-robot system is addressed using leader-follower formation approach. The kinematic
model of the leader-follower formation is developed in the presence of uncertainties and dis-
turbances. It is followed by an integral terminal sliding mode control for robust formation
control and finite-time convergence. The proposed controller eliminates the requirement
of leader’s velocity information which increases the reliability of multi-robot system. Ob-
stacle detection and collision avoidance are incorporated to maintain the desired formation
in the presence of obstacles. The stability analyses is carried out using Lyapunov stability
theory. The performances are verified and validated using time invariant and time varying
trajectories.
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Chapter 1
Introduction
1.1 Research Motivation
Robot or robotics, a fascinating term for human beings that attracts lots of attention either
in the form of hobby robots or in the form of an industrial or a military application. People
from all walks of life and from varied age groups are always attracted to robots. The interest
has been boosted by the fiction writers and the movie makers who showcase innovative and
futuristic ideas. Fiction has always fascinated designers/innovators in the field of science
and engineering. Due to this fascination, a large community of scientists and researchers
focused on design, modeling and control of robots for variety of applications in recent years.
Historically, robots can be classified into two categories: Stationary robots and non sta-
tionary or mobile robots. Stationary robots are robot manipulators that can move about a
fixed frame in work-envelope and use to deliver the end effector to desired position with
desired orientation. Unlike stationary robots, mobile robots can move around in their envi-
ronment and are not fixed to one physical location. Mobile robots or wheeled mobile robots
(WMR) have many real-world applications for military, industrial and commercial purposes
as a means of transport, inspection, monitoring and specialized/non-specialized operations
because of their efficiency and flexibility. Mobile robots are also useful to perform the so-
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called 4D (Difficult, Dull, Dangerous and Dirty) tasks such as handling radioactive materi-
als, decontaminating nuclear reactors, mine-sweeping, tunnel inspection, etc. Furthermore,
WMR is an excellent test platform for a variety of educational and research applications.
The configuration of WMR with respect to mechanical design can be either holonomic
vehicle or nonholonomic vehicle. Holonomic vehicles are omni-directional vehicles that
can instantaneously move in any direction and do not require to do any complex motion
to achieve particular heading. Whereas, nonholonomic vehicles cannot move in random
direction and have to perform set of motions to achieve particular heading. Nonholonomic
WMRs are underactuated systems containing fewer inputs than degree of freedom, which
are difficult to stabilize and control via smooth state feedback. Therefore, the controller
design for nonholonomic vehicle is much more challenging than holonomic vehicle. During
the last two decades, the control and trajectory tracking of WMRs have been considered
a challenging problem and various controllers are proposed for trajectory tracking using
kinematic and/or dynamics of WMR (Chan et al., 2013).
In the field of mobile robotics, the multi-robot systems gain considerable interest due
to its effectiveness for accomplishing tasks, which are more than signal robot can manage.
The concept of multi-robot is inspired from the social biological organisms such as fish
schooling, ant’s colony and bird’s flocks, which achieve certain task through coordinated
efforts likewise. Multi-robot coordination can be effectively used for wide range of poten-
tial civilian and military applications such as exploration, transportation, search and rescue,
surveillance and mapping of unknown and partial unknown environment (Arai et al., 2002).
In addition, multi robot systems offer obvious advantages over a single robot such as ro-
bustness, fault tolerance, flexibility, accuracy, cost and energy efficiency, and probability of
success (Murray, 2007). Due to these advantages, multi robot systems attract tremendous
attention and variety of approaches have been proposed. Among proposed approaches,
leader-follower formation control is the most common approach to build multiple robots
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systems. In leader follower formation control or formation control, the intelligent leader
solves the path planning and navigation problems and followers follow the leader robot
while focusing on other tasks. The essential elements for multi robot formation controls are
the trajectory tracking and the formation tracking controllers which provide the desired per-
formance in presence of model uncertainties and disturbances. The formation controller is
used to stabilize and maintain a desired multi-robot formation. Whereas, a trajectory track-
ing controller is used to track a reference trajectory or leader robot trajectory. However,
the presence of model nonlinearities and uncertainties deteriorates the system performance
and the control systems are needed to minimize the degree of errors and enhance system
performance. The challenge lies here in designing of formation and trajectory tracking con-
trollers that are implementable because of being computationally simpler, yet robust. This
motivates the research of new approach to design a robust nonlinear control for mobile robot
formation and tracking controls that stabilize the mobile robot formation and minimize the
formation error.
Recent literature presented that the most widely used robust nonlinear control approach
is sliding mode control (SMC). The inherent ability of SMC to handle uncertainties and
disturbances with good transient and steady state performances makes it the most suitable
technique for mobile robot applications as well. The motivation of this thesis is to address
the problem of mobile robot trajectory tracking and formation control by using the advan-
tages of attractive properties of SMC, e.g. invariance to certain class of disturbances and
uncertainties. In this respect, purpose of this thesis is two fold. First, address the issue re-
lated to the trajectory tracking problem for wheeled mobile robot, in the presence of model
uncertainties and disturbances, then extend the trajectory tracking problem to a group of
mobile robots using leader-follower formation approach.
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1.2 Statement of Contributions
The main contributions of the thesis are as follows:
In chapter 2, the focus on identification of the most suitable controller for WMR tra-
jectory tracking. The performance of various kinematic controllers for WMR have been
discussed, simulated and evaluated in the presence of disturbances. The best kinematic
controller suitable for trajectory tracking is identified using simulation results.
In chapter 3, a novel sliding surface is derived by adding the integrator in control law
to remove steady state error and for rejection of external disturbances. The proposed adap-
tive dynamic controller uses velocities as input commands, which is more practical and
appropriate from the view-point of real-time applications. A mapping from torque to ac-
tuator voltages is proposed to drive the WMR actuators. Stability analysis of the proposed
dynamic controller is shown using Lyapunov stability theory.
In chapter 4, sensorless velocity measurement is proposed. Linear and angular veloci-
ties of WMR are estimated using a high gain observer. The output feedback controller is
designed using estimated velocities. Convergence of the error in the actual and estimated
velocities is shown.
In chapter 5, the kinematic model of the leader-follower is defined with model uncertain-
ties and disturbances. A novel design approach for leader-follower formation is proposed
using the integral terminal SMC which provides finite-time convergence in the absence of
leader’s velocity. An obstacle detection and avoidance algorithm is incorporated in the for-
mation control to avoid the collisions.
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1.3 Thesis Organization
The thesis begins with chapter 2 which presents the fundamental knowledge of kinematic
modeling of WMR and controller design. Kinematic modeling of nonholonomic WMR is
introduced in Section 2.1 and the controllability analysis of unicycle WMR is discussed
in Section 2.2. Related work on kinematic controller design is presented in Section 2.3.
A number of control design techniques for nonholonomic WMR will be discussed in Sec-
tion 2.4. Section 2.5 presents the results and discussion on kinematic controllers and their
performance is examined and discussed.
Chapter 3 presents the dynamic modeling of WMR and controller design for WMR
trajectory tracking. Section 3.1 will discuss the dynamic modeling of WMR, followed by the
literature review on dynamic control for WMR in Section 3.2. In Section 3.3, a novel sliding
mode dynamic controller for WMR is presented with Lyapunov stability analysis. Section
3.4 incorporates the actuator dynamics for WMR. Whereas, the results and discussion on
proposed controller are presented in Section 3.5. The concluding remarks will be given in
Section 3.6.
In chapter 4, output feedback control for WMR trajectory tracking is discussed. Section
4.1 discusses the literature and objective of velocity estimation which form the basis of
formulating the trajectory tracking problem for WMR using high gain observer. Section
4.2 discusses the high gain observer for WMR velocity estimation with stability results of
the proposed approach using Lyapunov stability theory. Sections 4.3 presents the trajectory
tracking results along with discussion using the output feedback control and the conclusion
is given in Section 4.4.
The leader follower formation control for WMR is considered in Chapter 5. Background
and literature review on mobile robot formation is presented in Section 5.1 whereas Section
5.2 presents the motivation and objective for leader follower formation control. Section
5.3 presents the problem formulation of leader follower tracking control. It is followed
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by the designing of integral terminal sliding mode control for formation control in Section
5.4. Section 5.5 provides the obstacle detection and collision avoidance algorithm. The
analytical and simulation results are then provided in Section 5.6. Finally, Section 5.7 states
the conclusions.
Finally, Chapter 6 concludes the thesis with summary of main results of this thesis and
presents the future work.
Chapter 2
Kinematic Modeling and Controller
Design
Chapter 2 describes the fundamental knowledge of kinematic modeling and a number of
control design techniques of nonholonomic wheeled mobile robot. First, the kinematic
model of unicycle wheeled mobile robot is presented with nonholonomic constraints. Sub-
sequently, literature review and background study of various kinematic controllers design
techniques for mobile robot kinematic controller are presented. Finally, the performance of
various kinematic controllers for WMR have been discussed, simulated and evaluated in the
presence of disturbances. The best kinematic controller suitable for trajectory tracking has
been identified.
2.1 Kinematic Modeling of WMR
Nonholonomic wheeled mobile robots (WMRs) are those systems which have non-integrable
constraints on their velocities. In simple words, nonholonomic wheeled mobile robots are
those that can only move in the direction normal to the driving axis. The generalized model
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Fig. 2.1 Nonholonomic model of unicycle mobile robot
of nonholonomic unicycle type WMR is shown in Figure 2.1. The posture of the WMR in
Cartesian Coordinate System (O,X ,Y ) can be described as
q(t) =
[
x(t) y(t) θ(t)
]T
∈ R3, t > 0 (2.1)
where x(t) and y(t) are the position of the center of mass m of the WMR at time t, θ(t)
denotes the orientation of the robot frame (Xm,Ym) with respect to the Cartesian frame
(O,X ,Y ), 2R defines the distance between the two driving wheels whereas 2r is the di-
ameter of driving wheel.
The generalized velocity at a generic point of a trajectory q(t) is described by vector
q˙(t) =
[
x˙(t) y˙(t) θ˙(t)
]T
∈ R3, t > 0 (2.2)
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where x˙(t) and y˙(t) are the Cartesian components of the linear velocity ν(t) and θ˙(t) denotes
the angular velocity ω(t). Kinematic model of the unicycle wheeled mobile robot is based
on assumption that a robot is placed on a planar surface and the contacts between the wheels
of the robot and the rigid horizontal plane have pure rolling and non-slipping conditions
during motion (Giuseppe Oriolo et al., 2002). Therefore, kinematic model for a wheeled
mobile robot under the nonholonomic constraints is defined as (Giuseppe Oriolo et al., 2002)

x˙(t)
y˙(t)
θ˙(t)
=

cos(θ(t))
sin(θ(t))
0
νk(t)+

0
0
1
ωk(t) = g1(t)νk(t)+g2(t)ωk(t) (2.3)
q˙(t) = J(q(t))vk(t) = J(θ(t))vk(t) =

cos(θ(t)) 0
sin(θ(t)) 0
0 1

 νk(t)
ωk(t)
 (2.4)
where vk(t) = [νk(t) ωk(t)] is the kinematic velocity vector, νk(t) and ωk(t) are the linear
and angular velocity respectively and are taken as control inputs. The J(θ(t)) is the sys-
tem Jacobian, that relate the generalized velocity vector q˙(t) to robot velocity vector vk(t).
The linear velocity νk(t) and angular velocity ωk(t) in terms of robot parameters can be
expressed as  νk(t)
ωk(t)
=
 r r
r
2R − r2R

 vR(t)
vL(t)
 (2.5)
where νR(t) and νL(t) are the velocities of right and left wheels. The kinematic model
defined in Eq. 2.4 can be modified using Eq. 2.5 as

x˙(t)
y˙(t)
θ(t)
=

r cosθ(t)
r sinθ(t)
r/R
vR(t)+

r cosθ(t)
r sinθ(t)
−r/R
vL(t) (2.6)
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Eq. 2.4 relates the linear and angular velocities of WMR to robot position and orientation
whereas Eq. 2.6 relates the velocities of right and left wheels of WMR to robot position and
orientation.
2.2 Controllability Analysis of Unicycle WMR
Consider a driftless system
q˙(t) =
m
∑
i=1
gi(q)ui, q(t) ∈ Rn,u ∈ Rm,m≤ n (2.7)
where m is the number of inputs, n is the total degree of freedom and gi are smooth vector
fields. If the vectors gi(0) are linearly independent, i.e.
rank[g1(0),g2(0), ...,gm(0)] = m
then a system is stabilizable with smooth time-invariant feedback laws u = k(q) if and only
if m= n. The approximate linearization model of unicycle WMR at equilibrium point using
Eq. 2.3 can be expressed as
q˙(t) =

1
0
0
νk(t)

0
0
1
ωk(t) =

1 0
0 0
0 1

νk(t)
ωk(t)
 (2.8)
Clearly, the rank of the controllability matrix in Eq. 2.8 is m = 2, stabilizing smooth time-
invariant feedback law does not exist for the nonholonomic mobile robot. The accessibility
rank condition can be analyzed using Lie bracket for the unicycle WMR as the dimension
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of (g1,g2,△) must be full rank. The △= [g1,g2] is define as
△= [g1,g2] =


cos(θ(t))
sin(θ(t))
0
 ,

0
0
1


Therefore,
rank(g1,g2, [g1,g2]) =

cos(θ(t)) 0 sin(θ(t))
sin(θ(t)) 0 −cos(θ(t))
0 1 0
= 3 > 2
the system is controllable in a nonlinear sense. For this reason, a number of discontinuous
and time varying feedback control schemes have been developed and proposed which will
be discussed next.
2.3 Related Work on Kinematic Controller Design
This section gives a brief background on kinematic control of wheeled mobile robot. In
the last two decades, the control design for WMRs attracted considerable interest and many
researchers proposed various controllers for trajectory tracking using kinematics model e.g.,
fuzzy control (Rashid et al., 2010), neural network (Fierro and Lewis, 1998), adaptive feed-
back (Liyong and Wei, 2007), input-output feedback linearization and back-stepping (Fierro
and Lewis, 1997; Gregor Klancar et al., 2009), and so on. Several examples are given for
stabilizing and tracking controller design using time-varying control and piecewise continu-
ous control (De Wit et al., 1993). In most literatures, the tracking controllers are designed by
considering only the linear and angular velocities and the vehicle dynamics are neglected.
This consideration is termed as perfect velocity tracking (Fierro and Lewis, 1998).
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(Kanayama et al., 1991) proposed the smooth static time invariant state feedback con-
troller for a velocity control of WMR with nonholonomic constraint based on a Lyapunov di-
rect method. The system parameters are obtained through linearizing the system’s differen-
tial equation. (Oelen and Van Amerongen, 1994) proposed the improvement of (Kanayama
et al., 1991) work by making the controller independent of the reference linear velocity and
it only depended on the geometry of the reference trajectory. A perturbed unity transfer
model is used to map the velocity computed by the kinematic controller to actual controller.
The tracking results are shown with respect to the unity perturbation. Similar approach
is presented in (Samson and Ait-Abderrahim, 1990) and the trajectory tracking problem is
solved globally. (Murray and Sastry, 1991) presented the control design for the car like
robot by transforming the robot kinematic model into the chain form model. Subsequently,
various authors proposed the kinematic controls using chained form model (DeVon and
Bretl, 2007; Giuseppe Oriolo et al., 2002; Jiang and Nijmeijer, 1999; Morin and Samson,
1997). (Murray and Sastry, 1991) used sinusoids to stabilize the open-loop nonholonomic
system using the chain form. Sinusoids methods were generalized later on by various re-
searchers using a Lie-brackets and the results are shown in (Bloch and Drakunov, 1996;
Jacob, 1993; Lafferriere, 1991; Monaco and Normand-Cyrot, 1992). (Bloch and Drakunov,
1996) stabilized a chained form nonholonomic system by using the sliding mode control
law and extended their work to tracking problems. (Aguiar et al., 2000; Aicardi et al., 1995;
Park et al., 2000; Yang and Kim, 1999) transformed the standard kinematic model into the
polar form for kinematic controller design. The main advantage of a polar form is that the
reference trajectory is not defined at the origin. Therefore, a smooth feedback control laws
can be globally stable and robust to bounded external disturbances. Nevertheless, the singu-
larity problem is one of the major obstacle for controller design using polar kinematic form
and the arbitrary trajectories cannot be globally followed (Chwa, 2004).
The use of artificial intelligence scheme such as fuzzy logic and neural network has
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become an attractive tool for nonlinear controller design, due to its inherent ability to ap-
proximate arbitrary continuous functions. (Rashid et al., 2010) proposed a theoretical model
of a fuzzy based controller for an autonomous mobile robot. Mamdani type fuzzy logic is
used using three different sets of membership functions to design a kinematic controller.
Simulation results are given to show the effectiveness of the proposed scheme. (Peri and
Simon, 2005) also proposed a similar approach to control the heading angle and the linear
velocity of the robot. The main issues with the fuzzy based approach are the rule based
selection and the tuning of rule base. In addition, fuzzy logic controllers have poor conver-
gence in the presence of uncertainties and disturbances. (Gu and Hu, 2002) proposed time
variable nonlinear controller approach using neural network based model predictive control.
A wavelet neural network is employed to learn the nonlinear kinematics of mobile robot.
Simulation results for the modeling and control are provided to justify the proposed scheme.
In the early 1990’s control design using Lyapunov function and recursive design method
such as backstepping has been prevailing (Khalil, 2002). The main advantage of back-
stepping controller is that the global stability can be achieved easily and analyzed using
Lyapunov stability theory. In addition, system performance can be improved by retaining
the useful nonlinearities. However, this also makes the tracking controller computationally
complicated due to the fact that numerical derivatives of virtual velocity control signals have
to be calculated.
(Fierro and Lewis, 1997) proposed the trajectory tracking controller by considering both
velocity control and torque control. The working performance of proposed scheme was poor
because the robot did not choose the nearest path to follow the straight line. Besides, it is
computationally expensive because of the use of three layer Back-Propagation neural net-
work. (Zhang et al., 1999) extended the work of (Fierro and Lewis, 1997) and (Kanayama
et al., 1991) and improved the tracking performance by integrating the backstepping tech-
nique and integrating the inverse neural network. The backstepping controller guarantees
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the trajectory tracking and inverse neural network is used to compensate the vehicle dy-
namics. The tracking results are shown using only the smooth desired trajectory. (Jiang
and Nijmeijer, 1999) developed a time varying state feedback tracking control based on the
backstepping technique for both a kinematic and simplified dynamic model of a two-degree-
of-freedom mobile robot, where local and global tracking problems are solved under certain
conditions.(Aguiar et al., 2000; Astolfi, 1996; Tanner and Kyriakopoulos, 2003) presented
a discontinuous control approach for nonholonomic mobile robot using backstepping tech-
nique. The discontinuous backstepping control is based on non-smooth analysis and Lya-
punov stability for non-smooth systems. Besides, various efforts in literature, a common
problem in discontinuous control is unboundedness of inputs around the discontinuity man-
ifold and appearance of chattering (Tanner and Kyriakopoulos, 2003).
Form the presented literature, it can be concluded that the backstepping technique is the
most effective method for kinematic controller design. Therefore, this motivates to identi-
fied the most suitable and robust kinematic controller for WMR trajectory tracking. Section
2.4 evaluates the performance of backstepping and fuzzy logic kinematic controller and their
results are presented in section 2.5.
2.4 Kinematic Control Design
Various kinematic control design schemes were discussed in Section 2.3. Backstepping and
fuzzy kinematic controllers will be designed in this Section. The kinematic control design
objective is to follow the time varying reference trajectory qr(t) defined as
qr(t) =
[
xr(t) yr(t) θr(t)
]T
(2.9)
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where xr(t) and yr(t) describe the reference position of the WMR at time t, θr(t) denotes
the orientation of the robot frame. The kinematic control is designed in such a way to bring
the position and orientation error ek to zero as t → ∞ with arbitrary initial error, as given
below
lim
t→∞ ||qr(t)−q(t)||= limt→∞ ||ek(t)||= 0
The posture tracking error of the mobile robot qe(t) which is independent of orientation
θ(t), is defined as follows
qe(t) =
[
ex(t) ey(t) eθ (t)
]T
= T(θ(t))ek(t) (2.10)
where T(θ(t)) =

cos(θ(t)) sin(θ(t)) 0
−sin(θ(t)) cos(θ(t)) 0
0 0 1
 and ek(t) =

xr(t)− x(t)
yr(t)− y(t)
θr(t)−θ(t)

Taking the derivative of Eq. 2.10 and substituting the WMR kinematic model define in
Eq. 2.4, the posture tracking error can be expressed as
q˙e(t) =

e˙x(t)
e˙y(t)
e˙θ (t)
= νk(t)

−1
0
0
+ωk(t)

ey(t)
−ex(t)
−1
+

νr(t)cos(eθ (t))
νr(t)sin(eθ (t))
ωr(t)
 (2.11)
q˙e(t) =

e˙x(t)
e˙y(t)
e˙θ (t)
=

−νk(t)+ωk(t)ey(t)+νr cos(eθ (t))
−ωk(t)ex(t)+νr(t)sin(eθ (t))
−ωk(t)+ωr(t)
 (2.12)
where [νr(t) ωr(t)]T ∈ R2 are the reference linear and angular velocities which are define
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as νr(t)
ωr(t)
=
 √x˙2r (t)+ y˙2r (t)
x˙r(t)y¨r(t)−y˙r(t)x¨r(t)
x˙2r (t)+y˙2r (t)
 (2.13)
2.4.1 Backstepping Controller Design
Consider the following Lyapunov function
V1(t) =
1
2
(
e2x(t)+ e
2
y(t)
)
+
1− cos(eθ (t))
k12
≥ 0 (2.14)
where k12 > 0, Differentiating Eq. 2.14 will give
V˙1(t) = ex(t)e˙x(t)+ ey(t)e˙y(t)+
sin(eθ (t))e˙θ (t)
k12
(2.15)
Substituting the values of e˙x, e˙y and e˙θ from Eq. 2.12 in Eq. 2.15 will give
V˙1(t) = ex(t) [ν1k(t)+ω1k(t)ey(t)+νr(t)cos(eθ (t))]+ ey(t) [−ω1k(t)ex(t)+
νr(t)sin(eθ (t))]+
sin(eθ (t))
k12
[−ω1k(t)+ωr(t)] (2.16)
V˙1(t) = ν1k(t)ex(t)+νr(t)ex(t)cos(eθ (t))+νr(t)ey(t)sin(eθ (t))− 1k12ω1k(t)sin(eθ (t))
+
1
2
ωr(t)sin(eθ (t)) (2.17)
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A smooth time-periodic feedback law v1k(t) can be chosen as
v1k(t) =
ν1k(t)
ω1k(t)
=
 νr(t)cos(eθ (t))+ k11ex(t)
ωr(t)+ k12νr(t)ey(t)+νr(t)k13 sin(eθ (t))
 (2.18)
where k11, k12 and k13 are positive constants. Eq. 2.17 in the presence of Eq. 2.18 can be
written as
V˙1(t) =−k11e2x(t)−
k13
k12
sin2(eθ (t)) (2.19)
Clearly, V˙1(t) is negative definite and the trajectory tracking errors qe(t) = [ex(t) ey(t)
eθ (t)]T will be bounded and converged. The control law given in Eq. 2.18 is similar as in
(Fierro and Lewis, 1997; Kanayama et al., 1991).
An extension of Eq. 2.18 is proposed by (Zhang et al., 1999) using the following Lya-
punov function
V2(t) =
1
2
(
e2x(t)+ e
2
y(t)+
e¯2θ (t)
σ2
)
(2.20)
with σ2 > 0 and e¯θ (t) = eθ (t)+α2ey(t) with α2 > 0. Differentiating Eq. 2.20 and substi-
tuting the error dynamics given in Eq. 2.12 will give
V˙2(t) = ex(t)(ν2k(t)+νr(t)cos(eθ (t)))+
1
σ2
e¯θ (t) [ωr(t)− (1+α2ey(t))]ω2k(t)+
α2νr(t)sin(eθ (t)) (2.21)
Considering a smooth time-periodic feedback law as given in (Zhang et al., 1999)
v2k(t) =
ν2k(t)
ω2k(t)
=
 νr(t)cos(eθ (t))+ k21ex(t)
(1+α2ey)−1 [ωr(t)+ k22e¯θ (t)+α2νr(t)sin(eθ (t))]
 (2.22)
The above controller is similar as proposed in (JIANGdagger and Nijmeijer, 1997) , where
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k21 and k22 are positive constants, than Eq. 2.20 becomes
V˙2(t) =−k12e2x(t)−
1
σ2
e¯2θ (t) (2.23)
Clearly, V˙2(t) is negative definite and the trajectory tracking qe(t) = [ex(t) ey(t) eθ (t)]T
will be bounded and converged.
In contrast, (Gregor Klancar et al., 2009) proposed a simple kinematic controller for
mobile robot trajectory tracking. The kinematic control for mobile robot trajectory tracking
to follow the reference path is as follows
v3k(t) =
ν3k(t)
ω3k(t)
=
νr(t)cos(eθ (t))+ k31ex(t)
ωr(t)+ k32ey(t)+ k33eθ (t)
 (2.24)
However, no stability analysis of the proposed controller is shown.
Remarks 2.1: All three controllers (v1k(t),v2k(t) and v3k(t)) are based on backstepping
based control approach which is the successive extension of a Lyapunov function in order to
provide stability and robustness. The simulation results of these schemes are shown section
2.5.
2.4.2 Fuzzy Logic Controller Design
Fuzzy control is very useful and effective method for controller design where system dynam-
ics contains model uncertainties which is difficult to model (Kovacic and Bogdan, 2005).
In this work, Fuzzy Logic Controller (FLC) is used to generate the feedback linear and
angular velocities for wheeled mobile robot trajectory tracking. The general configuration
of the FLC is divided into four main parts and these are fuzzifier, fuzzy inference engine,
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fuzzy rule base and defuzzifier respectively (Kovacic and Bogdan, 2005). The Multiple In-
put Single Output (MISO) fuzzy system for wheeled mobile robot trajectory tracking can
be expressed as f (x) : U ⊂ Rn →V ⊂ R, where U is the system inputs and V is the system
output. The fuzzy kinematic controller can be written as
v4k(t) =
ν4k(t)
ω4k(t)
=
νr(t)cos(eθ (t))+ k41 [FLC1(ex(t),∫ ex(t)dx)]
ωr(t)+ k42 [FLC2(ex(t),eθ (t))]
 (2.25)
where k41 and k42 are the output gains. The fuzzifier maps the observed crisp system input
U ⊂ Rn to the fuzzy sets define in U , whereas the defuzzifier performs the mapping from
fuzzy sets to the crisp output space V . The mapping decision is based on the rule base
and membership functions. The membership functions are defined in linguistic terms such
as positive large (PL), positive medium (PM), positive small (PS), zero (Z), negative small
(NS), negative medium (NM), and negative large (NL) for inputs and the output variable.
The fuzzy rule table for both linear and angular velocities is shown in Table 2.1 and Table
2.2. The fuzzy rule base works on the mechanism of IF – THEN rules. In order to estimate
the linear nd angular velocities of WMR, the fuzzy rule base comprises of 49 rules defined
as
Ri: if x1 is Ai1 and x2 is A
i
2 then u is B
i
where i = 1,2, · · · ,49, x1 and x2 are input variables of FLC, u is the output variable of
FLC, and Ai1, A
i
2 and B
i are linguistic terms defined by the membership functions µAi1(x1),
µAi2(x2) and µBi(u) respectively. The FLC inferred output on the basis of fuzzy rule base
can be defined as
f (x) =
M
∑
i=1
u¯i
(
∏2j=1 µAij(x j)
)
M
∑
i=1
(
∏2j=1 µAij(x j)
) (2.26)
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Fig. 2.2 Block diagram of fuzzy logic controller
where f (x) is defined for product type of inference, centroid defuzzification and Gaussian
membership functions, xi = [x1 x2]T is the input vector, u¯i is the output at which µAij(x j)
attains maximum value and µAij(x j) is the Gaussian membership function.
The inputs of first FLC are position error ex and its integral
∫
exdx which outputs the lin-
ear WMR velocity. Second fuzzy controller uses the orientation errors ey and eθ as inputs
and generates the angular WMR velocity as an output. The complete control structure of
the fuzzy controller is shown in figure 2.2.
Table 2.1 Fuzzy rules for "error in linear velocity" (ν4k(t))∫
ex
ex NL N NS Z PS P PL
NL PL PL PL P P PS Z
N PL PL P P PS Z NS
NS PL P P PS Z NS N
Z P P PS Z NS N N
PS P PS Z NS N N NL
P PS Z NS N N NL NL
PL Z NS N N NL NL NL
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Table 2.2 Fuzzy rules for "error in angular velocity" (ω4k(t))
ey
eθ NL N NS Z PS P PL
NL PL PL PL P P PS Z
N PL PL P P PS Z NS
NS PL P P PS Z NS N
Z P P PS Z NS N N
PS P PS Z NS N N NL
P PS Z NS N N NL NL
PL Z NS N N NL NL NL
2.5 Kinematic Control Implementation and Discussion
This section, implements the kinematic controllers proposed in (Fierro and Lewis, 1997;
Gregor Klancar et al., 2009; Zhang et al., 1999) along with fuzzy kinematic controller. The
objectives are to evaluated the performance of different kinematic controllers and identify
the most suitable controller for WMR trajectory tracking. The lamniscate curve trajectory
is selected as reference trajectory which provides constantly changing linear and angular
velocities which WMR are subjected to in real applications. It will also help to fully analyze
the performance of controller in the presence of disturbances and uncertainties. Lamniscate
curve trajectory is obtained using following equation
xr(t) = 0.75+0.5sin
(
2πt
30
)
, yr(t) = 0.65+0.5sin
(
4πt
30
)
(2.27)
where the time t ∈ [0 10]. The initial states condition of WMR is set as q(0) = [0.75 0.65
0]T whereas the controller gains in Eqs. 2.18, 2.22 and 2.24 are set as k11 = 10, k12 = 5,
k13 = 4, k21 = 10, k22 = 2, α21 = 4, k31 = 2, k32 = 20, k33 = 2, k41 = 20, and k42 = 10.
Figure 2.3 shows the tracking performance of four different controllers for WMR trajectory
tracking and it can be seen that all four controllers successfully track the Lamniscate curve
trajectory. In the beginning, the output of (Fierro and Lewis, 1997) controller slightly devi-
ated from the reference trajectory but after some time it converged and successfully tracked
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Fig. 2.3 Tracking performance of WMR using kinematic controllers
the reference trajectory. The longitudinal and lateral tracking errors variations over time
are shown in Figures 2.4 and 2.5 respectively. Both longitudinal and lateral tracking errors
are converging to zero in finite time. However, (Zhang et al., 1999) shows better transient
characteristics. The fuzzy longitudinal error is higher as compared to others whereas fuzzy
lateral error is smallest during transient phase. Figure 2.6 shows the orientation errors over
time of all four controllers and again the transient performance of (Zhang et al., 1999) and
(Gregor Klancar et al., 2009) controllers are better.
Figures 2.7 and 2.8 show the linear and angular velocities over time that are required to
track the desired trajectory. The linear velocity generated by all four controllers is more or
less similar as it increases first and then remain smooth sinusoidal. However, the velocity
signal generated by (Fierro and Lewis, 1997) controller has some superimposed oscillations.
Alternatively, all four controllers produce large angular velocity control signal at the begin-
ning. This is due to the fact that all four controllers are trying to reduce the orientation error
in order to correct the vehicle orientation. The fuzzy controller produces large control sig-
2.5 Kinematic Control Implementation and Discussion 23
Fig. 2.4 Longitudinal Tracking Error of WMR using Kinematic Controllers
Fig. 2.5 Lateral Tracking Error of WMR using kinematic controllers
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Fig. 2.6 Orientation Tracking Error of WMR using kinematic controllers
nal compared to other controllers nevertheless all signals reached steady state within 0.15
seconds.
The performance of all controllers are further tested in the presence of white noise. The
white noise is introduced in linear velocity with signal power 0.01 and in angular velocity
with power 0.005 as perturbation signals shown in Figure 2.9. It can be seen in Figure 2.10
that all four controllers successfully track the reference trajectory. The longitudinal, lateral
and orientation errors are bounded as shown in Figures 2.11, 2.12 and 2.13 respectively.
It can also be observed that the influence of white noise perturbation on longitudinal error
is more significant than lateral and orientation errors. The WMR is still able to track the
reference trajectory which is due to the fact that the lateral and orientation errors are less
susceptible to noise and both lateral and orientation errors are converged and bounded. It can
also be observed that the fuzzy controller produced large longitudinal, lateral and orientation
errors whereas kinematic controller proposed by (Zhang et al., 1999) show more robustness.
Overall from all the simulation results it can be concluded that the controller proposed by
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Fig. 2.7 Linear velocity of WMR generated by kinematic controllers
Fig. 2.8 Angular velocity of WMR generated by kinematic controllers
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Fig. 2.9 White noise with signal power 0.01 and 0.005
(Zhang et al., 1999) and (Gregor Klancar et al., 2009) show better tracking results and
robustness.
2.6 Summary on Kinematic Modeling and Control Design
for WMR
In this chapter the kinematic modeling and control were presented. The kinematic model
of unicycle wheeled mobile robot with nonholonomic constraint is developed and after that
controllability analysis have been discussed. Related work on kinematic controller design is
also discussed and four selected kinematic controllers design are presented and discussed.
Simulation results show that all four kinematic controllers are able to track the time-varying
reference trajectory. However, from simulation results it can be concluded that the back-
stepping controller shows better transient and robustness characteristics. It is also noted that
all the controllers discussed or simulated are based on the assumption of “perfect velocity
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Fig. 2.10 Trajectory tracking of WMR in the presence of white noise
Fig. 2.11 Longitudinal tracking error in the presence of white noise
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Fig. 2.12 Lateral tracking error of WMR using kinematic controllers
Fig. 2.13 Orientation Tracking Error of WMR using kinematic controllers
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tracking”. This assumption is relaxed and more practical approach is presented in Chapter
3.
Chapter 3
Dynamic Modeling and Controller
Design
The trajectory tracking problem using kinematic controllers was discussed in Chapter 2.
The objective of kinematic controller vk(t) is to converge the position error (qr(t)−q(t)) to
zero as t → ∞, where qr(t) is a reference position vector and q(t) is robot position vector at
time t. The kinematic controllers discussed in Chapter 2 have shown good tracking results
on time varying Lamniscate trajectory. However, the kinematic model of wheeled mobile
robot (WMR) does not consider the dynamical characteristics of WMR, such as influence of
mass, inertia and other physical parameters which is obviously not practical. In this chapter,
the dynamic model of WMR is developed and a novel adaptive sliding mode dynamic con-
troller with integrator in the loop is proposed for nonholonomic WMR. Actuator dynamics
are also derived to generate actuator voltage of WMR through torque and velocity vectors.
Stability of dynamic controller is presented using Lyapunov stability analysis. The pro-
posed scheme is verified and validated using computer simulations for tracking the desired
trajectory of WMR. The performance of proposed scheme is compared with classical slid-
ing mode control. Additionally, the performance is compared with adaptive sliding mode
controller without integrator. The results showed that the proposed scheme in this chapter
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3 exhibits zero steady state error, fast error convergence and robustness in the presence of
continuous disturbances and uncertainties.
3.1 Dynamic Modeling of WMR
The dynamic model of WMR with n – generalized coordinates q(t) ∈ Rn×1 and inputs
r = n−m can be described using Euler Lagrange formulation (Das et al., 2006) as
M(q(t))q¨(t)+V(q(t), q˙(t))q˙(t)+ τd(t) = B(q(t))τ(t)−C(q(t))λ (t) (3.1)
where M(q(t)) is a symmetric positive definite inertia matrix, V(q(t), q˙(t)) is the centripetal
and coriolis matrix, τd(t) is a bounded unknown disturbance, B(q(t)) is the input transfor-
mation matrix, τ(t) is the control input vector, C(q(t)) is a matrix associated with nonholo-
nomic constraints, λ (t) is a Lagrange multiplier associated with constraints. The variables
in Eq. 3.1 can be defined as M(q(t)) =

m 0 0
0 m 0
0 0 I
, B(q(t)) = 1r

cosθ(t) cosθ(t)
sinθ(t) sinθ(t)
R −R
,
τ(t) = [τr(t) τl(t)]T , V(q(t), q˙(t)) = 0, C(q(t)) = [−sinθ(t) cosθ(t) 0]T , m = mc+
2mw is the mass of the robot, mc is the mass of the robot’s body, mw is the mass of a driving
wheel plus its associated motor, I = Ic+2Iw+2mwR2 is the inertia moment of whole robot,
Ic is rotational inertia of the vehicle body about the vertical axis, Iw is the rotational inertia
of each wheel, 2R is the distance between the two wheels, r is radius of a driving wheel,
τ(t) = [τr(t) τl(t)]T is the right and left control inputs and θ(t) is the orientation of the
robot. Using the kinematic equation given in Eq. 2.4 as
q˙(t) = J(q(t))v(t) = J(θ(t))v(t) (3.2)
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Substituting Eq. 3.2 and its derivative in Eq. 3.1 and pre-multiplying with JT (θ(t)) follow-
ing is obtained
JT (q(t))M(q(t))
[
J˙(q(t))v(t)+J(q(t))v˙(t)
]
+JT (q(t))V(q(t), q˙(t))J(q(t))v(t)
+JT (q(t))τd(t) = JT (q(t))B(q(t))τ(t)−JT (q(t))C(q(t))λ (t) (3.3)
Since J(q(t)) is the null space of C(q(t)) so JT (q(t))C(q(t)) = 0 and V(q(t), q˙(t)) = 0,
therefore Eq. 3.3 can be written as
M¯(q(t))v˙(t)+ τ¯d(t) = B¯(q(t))τ(t) (3.4)
where M¯(q(t)) = JT (q(t))M(q(t))J(q(t)) ∈ R2×2 is a symmetric and positive definite in-
ertia matrix, τ¯d(t) = JT (q(t))τd(t) ∈ R2×1, and B¯(q) = JT (q(t))B(q(t)) ∈ R2×2.
v˙(t) = G(q(t))τ(t)−M¯−1(q(t))τ¯d(t) (3.5)
where G(q(t)) = M¯−1(q(t))B(q(t)). Considering the parameter uncertainties and external
disturbances, the Eq. 3.5 can be written as
v˙(t) = [Gn(q(t))−G△(q(t))]τ(t)−M¯−1(q(t))τ¯d(t) (3.6)
where Gn(q(t)) and G△(q(t)) denote the nominal part and uncertainties of system matrix
G(q(t)) respectively. Finally, the dynamic model of WMR is defined as
v˙(t) = Gn(q(t))τ(t)+Ds(t) (3.7)
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and Ds(t) = [ds1(t) ds2(t)]T =G△(q(t))τ(t)−M¯−1(q(t))τ¯d(t) accounts for system uncer-
tainties and disturbances, and is bounded as
sup
t
∥dsi(t)∥ ≤ bi ∀t > 0 (3.8)
where bi is a bounded unknown positive constant and Gn(q(t)) = 1m.r.I
 I I
Rm −Rm
.
3.2 Literature Review on WMR Dynamic Control
WMRs have restricted mobility due to nonholonomic constraints therefore, the control and
trajectory tracking of WMRs have been considered as challenging problems. This attracted
considerable interest among control and robotics community and many researchers pro-
posed various controllers for trajectory tracking using kinematic model (Aicardi et al., 1995;
Fierro and Lewis, 1997; Gregor Klancar et al., 2009; Zhang et al., 1999) or including the
dynamics model (Choi et al., 2010; Martins et al., 2008). Initially, most of the research work
was focused only on the kinematic model, assuming that there is perfect velocity tracking.
With the research progress on WMRs much work focuses on designing the intelligent or
adaptive dynamic controllers to accommodate the model uncertainties and system nonlin-
earities such as fuzzy logic (Rashid et al., 2010), neural network (Liu et al., 2006), sliding
mode (Chin-Yang Chen et al., 2009) or adaptive control techniques (Bong Seok Park et al.,
2010). Primarily, (Sarkar et al., 1994) addressed the trajectory tracking problem for both
holonomic and nonholonomic systems by including their kinematics and dynamics in their
studies. An inverse kinematic approach based on input-output linearization is used to derive
the kinematic controller whereas the dynamic model of WMR is derived using Lagrange
formulation. The dynamic controller is designed based on the assumption that all robot
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parameters are known a prior.
In order to accommodate the model uncertainties and unknown robot parameters, arti-
ficial intelligence techniques such as neural network and/or fuzzy logic have been inves-
tigated extensively for dynamic controller design. (Fierro and Lewis, 1998) proposed a
dynamic control which integrated the kinematic controller with neural network (NN) torque
controller using backstepping. The dynamics of WMR is learned using the neural net-
work to compensate the errors in linear and angular velocities which were computed using
backstepping kinematic controller. The stability of the proposed scheme is shown using
Lyapunov stability theory however, neural network requires large training data and time to
learn the WMR dynamics which has an overall effect on the transient performance of tra-
jectory tracking. (Fukao et al., 2000) proposed an adaptive extension of (Fierro and Lewis,
1998) kinematic and torque controller for trajectory tracking. In (Oh et al., 2003) a similar
approach is presented for WMR trajectory tracking using backstepping kinematic controller
and feed-forward radial basis function neural network (RBFNN). (Bugeja et al., 2009) also
used the RBFNN for approximating the mobile robot dynamics and the weights of NN are
estimated stochastically in real-time.
Several authors addressed the issue of model uncertainties in mobile robot using the
fuzzy logic controller. Mamdani based fuzzy logic control approaches are presented for
WMR trajectory tracking and control (Parhi and Singh, 2008; Peri and Simon, 2005; Rashid
et al., 2010). (Das et al., 2002) proposed an adaptive fuzzy controller to approximate a non-
linear function involving the robot dynamics so that no knowledge of the robot parameters
could be required. However, the main issues with fuzzy logic control are the number of
rules, rules selection and rules tuning.
In the recent literature, the most widely used and effective nonlinear control design ap-
proach for WMR is sliding mode control. Sliding mode control (SMC) provides good tran-
sient performance and robustness against parameter variation (Young et al., 1999). Due to
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strong robustness properties of SMC against model uncertainties and disturbances, it gains
much attention in robotics community and several SMC based schemes are proposed for
controlling the nonholonomic WMR for trajectory tracking. Initially, (Bloch and Drakunov,
1996) developed the SMC for trajectory tracking of nonholonomic WMR using chain form.
(Yang and Kim, 1999) designed SMC and Lyapunov function was used to prove the stability.
(Yang and Kim, 1999) and (Chwa, 2004) developed the SMC by transforming the kinematic
and dynamic models into the polar coordinates. The polar form is used for decoupling the
posture variables and to stabilize the sliding surface. The ranges of the angular variables
were assumed to be between -π to π and it was not realistic because of the discontinuity in
control signal. Furthermore, the WMR fails to follow the arbitrary trajectories globally and
the simulation results show large tracking errors.
It is well known that control design based on classical SMC causes severe chattering on
the sliding surface and therefore, deteriorates the system performance by introducing the
high frequency un-modelled dynamics (Young et al., 1999). (Li and Huang, 2010) realized
hybrid control algorithm for WMR trajectory tracking. The kinematic control is devel-
oped using backstepping and Radial Basis Function Neural Network (RBFNN) is used for
designing the adaptive PID sliding control. The proposed scheme significantly eliminates
the chattering in sliding control. However, the use of backstepping and RBFNN makes
the system complicated as backstepping method requires repeated differentiations of virtual
controllers. Hence, the complexity of the controller increased with the order of the system
(Bong Seok Park et al., 2010). (Mehrjerdi et al., 2012) presented the adaptive exponential
sliding mode control for the trajectory tracking of mobile robot. The performance of the
(Mehrjerdi et al., 2012) technique against disturbances and uncertainties is shown using ex-
perimental results. (Park et al., 2009) proposed the neural network based adaptive SMC
system for WMR trajectory tracking. The proposed system used self-recurrent wavelet neu-
ral networks (WNN) to deal with the uncertainties and disturbances. The proposed approach
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shows better tracking performance as compared with the other previous approaches never-
theless it requires a large number of wavelet coefficient vectors which makes the WNN
computationally expensive. (Rossomando, 2014) presented a similar approach for WMR
trajectory tracking using neural sliding mode control. In this method, a feedback lineariza-
tion model of WMR kinematic is used to generate the kinematic velocities and an indirect
neural adaptation technique with sliding mode control is used to compensate the dynamic of
WMR. (Chen et al., 2009; Chin-Yang Chen et al., 2009) suggested a simple adaptive sliding
mode control approach for trajectory tracking. This approach used a standard backstepping
kinematic controller for velocity generation and an adaptive sliding control method is used
to drive the WMR actuator. This approach shows effective and feasible results. Besides, the
tracking error had slow convergence leading to in-feasibility.
The motivation of this work is to address the problem of mobile robot trajectory tracking
by using the advantage of attractive properties of sliding mode control, such as invariance
to certain disturbances and uncertainties. This research effort also addresses the issues of
robustness, fast error convergence, disturbances and model uncertainties. In this chapter, an
adaptive sliding mode dynamic controller with integrator in the control loop is proposed.
Although the inclusion of integrator increases the system order, it also increases the conver-
gence rate, removes steady state errors and rejects step disturbances. The velocities errors
are used to drive the novel sliding mode dynamic controller. Normalized least mean square
(NLMS) is used to tune the switching parameters. Actuator dynamics of WMR are also
derived that provides torque-to-voltage conversion for WMR. The stability analysis of the
dynamic controller is done using Lyapunov stability theory. In addition, the robustness of
the designed controller is analyzed in the presence of disturbances and parameters uncer-
tainties. Both kinematic and dynamic controllers have been designed using the unicycle like
mobile robot proposed in (Chin-Yang Chen et al., 2009). In this work, the performance of
adaptive slide mode controller with integrator is compared with adaptive slide mode con-
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troller without integrator and with classical slide mode controller.
The main contributions of this chapter are: 1) a novel sliding surface is derived by adding
the integrator in control law to remove steady state error and for rejection of external dis-
turbances; 2) the proposed adaptive dynamic controller uses velocities as input commands,
which is more practical and appropriate from the view-point of real time application; 3) a
mapping from torque to actuator voltages is proposed to drive the WMR actuators; 4) sta-
bility of dynamic controller is also proven using Lyapunov stability theory.
3.3 Dynamic Controller Design for WMR
In real world, it is difficult to precisely model the nonlinear system due to unknown plant
intrinsic and extrinsic parameters or disturbances. These modeling inaccuracies can be clas-
sified into structured uncertainties and unstructured uncertainties. The first is due to the
inaccuracies in the terms actually included in the model whereas the second refers to inac-
curacies due to system order. Designing control laws which provide the desired performance
of the close loop system in the presence of aforementioned uncertainties is very challenging
task for a control engineer.
During the last thirty years different approaches have been presented to overcome the
strong adverse effects of modeling inaccuracies. SMC (sliding mode control) is the most
popular method for robust control design against the modeling imprecision and distur-
bances. Various researchers demonstrated the advantage of SMC which includes robust-
ness, finite-time convergence, and reduced-order compensated dynamics. SMC provides a
systematic approach to maintain the system stability and the consistent performance in the
face of modeling imprecision.
The dynamic controller of WMR is designed using SMC scheme in this Chapter 3. The
main goal of dynamic controller is to bring the velocity tracking error to zero. The velocity
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tracking error can be defined as
ec(t) = vk(t)−v(t) =
 νk(t)−ν(t)
ωk(t)−ω(t)
 (3.9)
where vk(t) is kinematic velocity vector defined in Eq. 2.18 and v(t) is the current velocity
vector of WMR at time t. Taking the derivative of Eq. 3.9 and substituting in Eq. 3.7 gives,
e˙c(t) = v˙k(t)− v˙(t) = v˙k(t)−Gn(q(t))τ(t)+Ds(t) (3.10)
where Gn and Ds are defined in Eq. 3.7. There are two main steps involved in designing the
SMC. First step includes the selection of stable sliding surface S(t) that gives the desired
dynamic characteristics, as system enters the hyper-plane S˙(t) = 0. The second step is to
derive the control law so that the system dynamics stays constantly on the designed hyper
plane. Suppose the derivative of chosen slide surface is given as,
S˙(t) = β1ec(t)+β2e˙c(t)+β3
∫ t
0
ec(k)dk (3.11)
where βi ∈R, i= 1,2 and 3, are strictly positive constants. The stability of Eq. 3.11 depends
on gains β1, β2 and β3 such that the roots of Eq. 3.11 lie strictly in the open left half of the
complex plane.
Remark 3.1: The sliding surface in Eq. 3.11 is chosen such that the dynamic control
law should include the integral action. Integral action allows achieving a zero steady state
error in presence of modeling errors and sustained disturbances. On the same note, it pre-
serves the fast tracking performance and error convergence.
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A necessary condition for the output trajectory to remain on the sliding surface S(t), is
S˙(t) = 0 (Drakunov and Utkin, 1992) therefore Eq. 3.11 can be written as
β1ec(t)+β2e˙c(t)+β3
∫ t
0
ec(k)dk = 0 (3.12)
Substituting the value of e˙c(t) = v˙k(t)− v˙(t) into Eq. 3.12, the equivalent control law can
be derived as follows
β1ec(t)+β2[v˙k(t)− v˙(t)]+β3
∫ t
0
ec(k)dk = 0 (3.13)
β1ec(t)+β2[v˙k(t)−Gn(q(t))τ(t)−Ds(t)]+β3
∫ t
0
ec(k)dk = 0 (3.14)
Solving Eq. 3.14 for τ(t) which gives
τeq(t) = G−1n (q(t))
[
β1
β2
ec(t)+ v˙k(t)+
β3
β2
∫ t
0
ec(k)dk−Ds(t)
]
(3.15)
where G−1n (q(t)) is defined as
G−1n (q(t)) =
1
2
rm rIR
rm − rIR
 (3.16)
where the variables m, r, R and I are defined in Eq. 3.1. The equivalent control law τeq(t) in
Eq. 3.15 can bring the system state on sliding surface. However, due to model uncertainties
and disturbances Ds(t) it cannot be assured with only equivalent control. To compensate un-
certainties and disturbances, the equivalent control is augmented by a discontinuous control
law τsw(t) as
τ(t) = τeq(t)+ τsw(t) (3.17)
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where τsw(t) is defined as
τsw(t) = G−1n (q(t)) [Γ tanh(S(t),ε)] (3.18)
where Γ =
γ1 0
0 γ2
 is a positive constant matrix to compensate system uncertainties and
disturbances, tanh(S(t),ε) = [tanh(s1(t),ε1) tanh(s2(t),ε2)]T and ε is small positive con-
stant. The tanh switching function is selected to avoid chattering phenomenon. The chat-
tering can be effectively reduced for larger value of ε as this reduces the tracking accuracy.
The complete control law can be written as
τ(t) = G−1n (q(t))
[
v˙k(t)+
β1
β2
ec(t)+
β3
β2
∫ t
0
ec(t)dk+Γ tanh(S(t),ε)
]
(3.19)
In order to cater for variation in the system parameters such as mass and inertia and
with unknown disturbances due to dynamic surrounding environment, it is important to
adjust the switching gain during online adaptation. To do so, Normalized Least Means
Square (NLMS) method is used which provides better performance in term of MSE and less
computational complexity (Dhiman et al., 2013; Vijay and Sharma, 2014). The adaptive
switching law is defined as follows
τAsw(t) = G−1n (q(t))
[
Γˆ(t) tanh(S(t),ε)
]
(3.20)
where Γˆ(t) is the switching gain and defined as
Γˆ(t) =
γˆ1(t) 0
0 γˆ2(t)
=
γˆ1(t−1)+ σ1s1(t)a+∥s1(t)∥ 0
0 γˆ2(t−1)+ σ2s2(t)a+∥s2(t)∥
 (3.21)
where σi > 0 is adaptive rate parameter and a is small positive constant used to avoid divi-
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sion by zero error in the control law. The proposed dynamic control law for WMR can be
written as
τ(t) = G−1n (q(t))
[
v˙k(t)+
β1
β2
ec(t)+
β3
β2
∫ t
0
ec(t)dk+ Γˆ(t) tanh(S(t),ε)
]
(3.22)
where βi is defined in Eq. 3.11 and β2 > 0.
Remark 3.2: The proposed method provides zero steady state errors due to integral ac-
tion, error convergence and robustness in the presence of model uncertainties and sustained
disturbances.
Theorem 3.1 The adaptive controller mentioned in Eq. 3.22 applied to the unicycle wheeled
mobile robot, will asymptotically converge velocity tracking error to null.
PROOF Consider the Lyapunov function,
VD(S(t), Γ˜(t)) = ∥S(t)∥+ 12
2
∑
i=1
1
σi
Γ˜2i (t) (3.23)
where VD(S(t), Γ˜(t)) is bounded positive definite Lyapunov function such that,
VD(S(t), Γ˜(t))≤ VD(S(0), Γ˜(0))
for t ≥ 0, whereas Γ˜i(t) , Γˆi(t)−Γi(t) is adaptive gain error. The time derivative of VD is
given by
V˙D =
ST (t)
∥S(t)∥
[
β1ec(t)+β2e˙c(t)+β3
∫ t
0
ec(t)dk
]
+
2
∑
i=1
1
σ i
Γ˜i(t) ˙˜Γi(t) (3.24)
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V˙D =
ST (t)
∥S(t)∥
[
β1ec(t)+β2[v˙k(t)− v˙(t)]+β3
∫ t
0
ec(t)dk
]
+
2
∑
i=1
1
σ i
Γ˜i(t) ˙˜Γi(t) (3.25)
where v˙(t) = G(nq(t))τ(t)+Ds(t) and
τ(t) = G−1n (q(t))
[
v˙k(t)+
β1
β2
ec(t)+
β3
β2
∫ t
0
ec(t)dk+ Γˆ(t) tanh(S(t),ε)
]
So,
v˙(t) = v˙k(t)+
β1
β2
ec(t)+
β3
β2
∫ t
0
ec(t)dk+ Γˆ(t) tanh(S(t),ε) (3.26)
Substituting the value of v˙(t) in Eq. 3.25 will give
V˙D(t) =
ST (t)
∥S(t)∥
[−Γˆ(t) tanh(S(t),ε)]+ 2∑
i=1
1
σi
γ˜i(t) ˙˜γi(t) (3.27)
V˙D(t) =−
2
∑
i=1
siγi(t) tanh(si(t),ε)+
2
∑
i=1
γ˜i(t)
[
1
σi
˙˜γi(t)− si(t) tanh(si(t),ε)∥S(t)∥
]
(3.28)
from Eq. 3.21 of adaptive law, one can obtain
2
∑
i=1
γ˜i(t)
[
1
σi
˙˜γi(t)− si(t) tanh(si(t),ε)∥S(t)∥
]
= 0, ∀t ≥ 0 (3.29)
Therefore,
V˙D(t) =−
2
∑
i=1
si(t)γi(t) tanh(si(t),ε)< 0 (3.30)
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where tanhx = sinhxcoshx is defined as
tanhx =

tanhx≈−1 x =−∞
tanhx = 0 x = 0
tanhx≈ 1 x =+∞
and x tanhx≈ |x|. Since VD(t) is bounded, γ˜i(t) is also bounded and let G be the set of points
for which V˙D(t) = 0, and S be the larger invariant set within G then, Eq. 3.30 show that
VD(t) and S(t) will asymptotic convergence. This completes the proof of the theorem.
3.4 Actuator Dynamics of WMR
This section incorporates the actuator dynamics for WMR. The WMR is driven by two DC
motors (Left and Right). The control law developed in Eq. 3.22 uses torques as control
inputs. However, in reality wheels are driven by actuators which require voltage input to
operate and it is appropriate to do the transformation from torque to actuator voltage. The
electrical and mechanical equations representing a dc motor can be given as
U(t) = i(t)R+Ue(t) (3.31)
τm(t) = KT i(t) (3.32)
where U(t) is actuator voltage, R is the armature coil resistance, i(t) is the armature current,
Ue(t) is the back emf, τm(t) is the torque generated by motor and KT is the torque coefficient.
The back emf Ue(t) is defined as
Ue(t) = Kbωm (3.33)
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where Kb is the velocity constant and ωm is the motor angular velocity. If the wheel of the
robot is driven by the gear ratio N, then the relation between the wheel torque and the motor
torque is defined as
τw(t) = Nτm(t) (3.34)
and the relation between the wheel and motor velocities is defined as
ωw =
1
N
ωm (3.35)
Using the values of motor torque and motor velocity from Eq. 3.31 will give,
U(t) =
 UR(t)
UL(t)
=
 RRNRKT R τwR(t)+KbRNRωwR
RL
NLKT R
τwL(t)+KbLNLωwL
 (3.36)
where subscript R and L represents the right and left dc motor respectively. The relation
between the angular wheel velocity and the WMR velocity vector v(t) is defined as
ωR
ωL
=
1r Rr
1
r −Rr

ν(t)
ω(t)
= Xv(t) (3.37)
The parameters in X is defined in Eq. 3.1. The relation between the wheels torque and
the actuator input voltage vector U(t) is given by
U(t) =
UR
UL
=
 RRNRKT R 0
0 RLNLKT L

τwR(t)
τwL(t)
+
KbRNR 0
0 KbLNL

ν(t)
ω(t)
 (3.38)
Eq. 3.38 maps the velocity and torque vectors into the actuator voltage.
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3.5 Dynamic Control Implementation and Discussion
Dynamic control law is simulated in MATLAB for verification and validation. The com-
plete control diagram and structure are shown in Figure 3.1. The simulations are carried out
using straight line and lamniscate curve (figure of eight shape) trajectories with and without
disturbances. The lamniscate curve trajectory is selected as reference trajectory, which pro-
vides constantly changing linear and angular velocities which WMR are subjected to in real
applications. This will also help to fully analyze the performance of controller in the pres-
ence of disturbances and uncertainties. The performance of dynamic controller is compared
with conventional sliding mode controller (Yang and Kim, 1999). In addition, the perfor-
mance is also compared with adaptive sliding dynamic controller without integrator. The
WMR parameters used for simulation are selected as m = 4kg, r = 0.04m, R = 0.20m and
I = 2.5kgm2 whereas the gains of kinematic and dynamic controllers in Eqs. 2.18 and 3.22
are selected as k11 = 10, k12 = 5, k13 = 4,
β1
β2
= 23 and β3β2 = 0.5. The linear time trajectory is
obtained using [xr yr]T = [0+0.5t 0+0.5t]T and the initial position of the mobile robot
is set as q(t) = [0 0 0]T . Firstly, the tracking performance is observed with respect to
straight line or ramp reference trajectory without any disturbances as shown in Figure 3.2.
It can be seen in Figures 3.3 and 3.4 that the longitudinal ex and lateral ey tracking errors
tend to zero in ASMC with integrator. Whereas, SMC and ASMC without integrator have
steady state errors of 0.9m in longitudinal and lateral directions. The orientation error eθ
is zero for SMC and ASMC (with and without integrator), which means that the mobile
robot is moving in the desired direction as shown in Figure 3.5. However, eθ for ASMC
with integrator converges to zero slowly as compared to SMC and ASMC without integra-
tor. Linear and angular velocities errors of all three controllers are shown in Figures 3.6 and
3.7 respectively. ASMC with integrator converges to zero slowly as compared to the other
two cases. The convergence of adaptive gains Γ˙(t) for linear trajectory using ASMC with
integrator is shown in Figure 3.8. Figures 3.9 and 3.10 show the control signal generated
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Fig. 3.2 Tracking performance analysis using linear trajectory without disturbances between
SMC, ASMC without integrator, and ASMC with integrator
by the dynamic controller for right and left motors of WMR respectively. No significant
difference can be seen in all of the above three cases.
The performance of proposed controller is further checked on lamniscate curve bounded
trajectory with and without disturbance. The trajectory tracking performance of all the three
controllers for lamniscate curve trajectory without disturbance is shown in Figure 3.11. The
tracking errors in longitudinal and lateral directions are shown in Figures 3.12 and 3.13
respectively. Here, it can be seen that the longitudinal and the lateral tracking errors tend
to zero faster in ASMC with integrator compared to other cases. Both SMC and ASMC
without integrator converge very slowly, and have large transient errors. A similar result is
obtained for orientation error eθ for all the three controllers as shown in Figure 3.14. The
orientation error converges faster in ASMC with integrator as compared to SMC and ASMC
without integrator. The control signals for right and left dc motor of WMR are shown in
Figures 3.15 and 3.16. Here, it can be seen that the ASMC with integrator produces large
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Fig. 3.3 Longitudinal tracking error using linear trajectory without any disturbances
Fig. 3.4 Lateral tracking error using linear trajectory without any disturbances
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Fig. 3.5 Orientation tracking error using linear trajectory without any disturbances
Fig. 3.6 Linear velocity error using linear trajectory for SMC, ASMC without integrator,
and ASMC with integrator
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Fig. 3.7 Angular velocity error using linear trajectory for SMC, ASMC without integrator,
and ASMC with integrator
Fig. 3.8 Convergence of adaptive control law using ASMC with integrator without any dis-
turbances
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Fig. 3.9 Control signals generated by right motor for linear trajectory tracking without any
disturbances
Fig. 3.10 Control signals generated by left motor for linear trajectory tracking without any
disturbances
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control signals for both right and left dc motors, which means that both actuators required
large initial current to overcome the tracking error. Figures 3.17 and 3.18 show the linear and
angular velocities errors for all three controllers. Note that the error convergence for ASMC
with integrator is far better than the other two controllers. The variation and convergence of
adaptive control law for lamniscate curve trajectory using ASMC with integrator is shown
in Figure 3.19.
To check the robustness of the system, 0.8 and 0.3 periodic signals with the period of
40 and 25 are added on right and left dc motor of WMR respectively as continuous external
disturbances, as shown in Figure 3.20. Obviously, the performance of ASMC with integra-
tor is better as compared to ASMC without integrator and conventional SMC as shown in
Figure 3.24. Conventional SMC fails to track the desired trajectory in the presence of strong
continuous disturbances as depicted longitudinal and lateral tracking errors in Figures 3.25
and 3.26. Whereas, the error convergence of ASMC without integrator is slow. However,
it still tracks the desired trajectory. Figures 3.27 and 3.28 show the linear and angular ve-
locities errors and it can be clearly observed that the ASMC with integrator shows better
transient performance.
The performance is further analyze using square trajectory which gives sharp turning
of robot. As can be seen in Figure 3.21, the robot successfully track the square trajectory
using ASMC with integrator. The zoom version of Figure 3.21 is shown in Figure 3.22, and
the robot converge to the desired trajectory with less than 1% overshoot. The longitudinal,
lateral and orientation tracking errors are shown in Figure 3.23. The large spikes in Figure
3.23, are due to the sharp turn in reference trajectory and it converge to zero in finite time.
Remark 3.3 From the simulation results, it can be concluded that the dynamic ASMC with
integrator shows robustness in the presence of uncertainties and continuous disturbances.
Moreover, the proposed method also shows the zero steady state errors for straight line
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Fig. 3.11 Tracking performance using lamniscate curve trajectory without disturbances be-
tween SMC, ASMC without integrator, and ASMC with integrator
Fig. 3.12 Longitudinal tracking errors using lamniscate curve trajectory without any distur-
bances
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Fig. 3.13 Lateral tracking errors using lamniscate curve trajectory without any disturbances
Fig. 3.14 Orientation tracking error using lamniscate curve trajectory without any distur-
bances
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Fig. 3.15 Control signals generated by right motor for lamniscate trajectory tracking without
any disturbances
Fig. 3.16 Control signals generated by left motor for lamniscate trajectory tracking without
any disturbances
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Fig. 3.17 Linear velocity error using lamniscate curve trajectory for SMC, ASMC without
integrator, ASMC with integrator
Fig. 3.18 Angular velocity error using lamniscate curve trajectory for SMC, ASMC without
integrator, ASMC with integrator
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Fig. 3.19 Convergence of adaptive control law using ASMC with integrator
Fig. 3.20 Disturbances signals
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Fig. 3.21 The performance of ASMC with integrator using square trajectory
Fig. 3.22 Zoom version of Figure 3.21
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Fig. 3.23 The longitudinal, lateral and orientation tracking errors using square trajectory
(ramp) and lamniscate curve trajectories and is most suitable for WMR trajectory tracking.
3.6 Summary on Dynamic Modeling and Control Design
for WMR
In this chapter, a novel adaptive dynamic sliding mode controller with integrator in control
loop is proposed for WMR trajectory tracking. The proposed scheme uses velocities er-
rors to drive the novel sliding surface. NLMS is used to adaptively control the switching
of sliding mode controller in the presence of uncertainties and parameter variation in the
WMR dynamics. The effectiveness of the proposed algorithm is illustrated using computer
simulations and it is shown that the proposed scheme has better transient performance with
zero steady state errors on various trajectories. In addition, proposed scheme shows fast
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Fig. 3.24 Tracking performance using lamniscate curve trajectory with step disturbances
convergence and robustness in the presence of disturbances and uncertainties.
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Fig. 3.25 Longitudinal tracking errors using lamniscate curve trajectory with disturbances
Fig. 3.26 Lateral tracking errors using lamniscate curve trajectory with disturbances
3.6 Summary on Dynamic Modeling and Control Design for WMR 62
Fig. 3.27 Linear velocity error using lamniscate curve trajectory in the presence of step
disturbances
Fig. 3.28 Angular velocity error using lamniscate curve trajectory in the presence of step
disturbances
Chapter 4
Output Feedback Control for Wheeled
Mobile Robot Trajectory Tracking
The mobile robot trajectory tracking using state feedback control was presented in the Chap-
ter 3. The main issue with the state feedback control is the unavailability of all the states
specially WMR linear and angular velocities. In Chapter 4, the trajectory tracking control
problem is addressed again in the context of output feedback control for WMR. The tra-
jectory tracking formulation is defined with high gain observer. It is shown that using high
gain observer and a globally bounded state feedback stabilizing controller, the close-loop
system performance can be recovered in the presence of un-modeled dynamics. Stability
analysis of the proposed output feedback controller is shown using Lyapunov methods. The
effectiveness of the proposed system is shown using simulation.
4.1 Introduction
Trajectory tracking using state feedback has shown good tracking results on various trajec-
tories like round, lamniscate, ramp, rectangular, etc. However, state feedback scheme is
based on the assumption that robot position and velocity are available for feedback which is
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hardly possible in reality. In general, robots are often not equipped with velocity sensor due
to weight and cost. Velocity measurement either using the sensors or by position differenti-
ation are too noisy (Tzafestas, 2013). Therefore, several researchers proposed the velocity
observers for output feedback controller design. (Koo et al., 2008) and (Lefeber et al.,
2001) proposed observer for trajectory tracking of WMR by assuming that only the posi-
tion errors xe and ye are unmeasurable. In (Jakubiak, 2002), a two state kinematic observer
is proposed for position and orientation measurement and the controller is designed using
estimated states. (Noijen* SPM and Nijmeijer, 2005) also proposed the position and ori-
entation observer using an additional state and made more explicit formulation. In (Guechi
et al., 2010) a tracking control approach is presented using parallel distributed compensa-
tion (PDC) for nonholonomic vehicles where the measurements of the system are delayed
and the delay is constant. The state variables are estimated by nonlinear predictor observer
and the performance comparison is shown between nonlinear predictor and Takagi-Sugeno
fuzzy observer. However, all these schemes only considered the kinematic model of mobile
robot and the dynamics of WMR is ignored. Moreover, these schemes are very much noise
sensitive.
Velocity observer design including the dynamics of WMR is challenging due to the
quadratic dependence of velocities (Do et al., 2004; Jarze¸ bowska, 2011; Park and Park,
2011). Therefore, observer designed for robot manipulator cannot be directly applied to mo-
bile robot. In (Do et al., 2004) velocity observer is designed for output feedback controller
for WMR trajectory tracking. They performed the coordinate transformation using the non-
linear transformation matrix to cancel the velocity cross coupling term. In (Jarze¸ bowska,
2011), a velocity observer for task-based motions of unicycle type mobile robot is presented.
To design the velocity observer, transformed coordinates are defined to eliminate the veloc-
ity cross coupling term. A model reference tracking control strategy is used to design the
controller for programmed motion. (Park and Park, 2011) presented a similar approach for
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velocity observer design. An adaptive output feedback controller is proposed and the veloc-
ities are estimated by including the orientation error in dynamic model whereas the position
errors xe and ye are ignored. In addition, if the estimated matrix becomes singular, stability
of the closed loop system cannot be assured theoretically. (Astolfi et al., 2010) proposed a
velocity observer for nonholonomic mechanical system. The proposed technique assumes
that the dynamics of the system are precisely known and the observer is designed using the
immersion and invariance technique. In general, velocities estimation for nonholonomic
WMR that interacts with the environment is still an open issue, particularly when robot has
to follow the time-varying velocity trajectory.
Accordingly, the motivation of Chapter 4 is to propose a sensorless strategy for velocity
measurement and design an output feedback controller for mobile robot trajectory track-
ing using estimated velocities. Linear and angular velocities of WMR are estimated using
the high gain observer, as its become an important tool for the design of output feedback
control of nonlinear systems. High gain observers are able to concurrently reject modeling
uncertainties and rapidly estimate the system states (Khalil, 2002). The concept of high gain
observer was proposed by Doyle and Stein (Doyle and Stein, 1979) and afterward various
researchers extended and developed the high gain observer technique for nonlinear systems
(Boizot et al., 2010; Khalil, 2002; Li et al., 2013).
In this chapter, output feedback trajectory tracking control for WMR is presented. The
proposed scheme only requires information about the position of the mobile robot. The out-
put feedback controller is designed using the adaptive sliding mode control as proposed in
Chapter 3 and our recent work (Asif et al., 2013). The main contributions of this chapter are:
1) A sensorless velocity measurement is proposed and linear and angular velocities of WMR
are observed using the high gain observer 2) The output feedback controller is developed
using the observed WMR velocities 3) the convergence of the observed velocities is shown
using the Lyapunov stability theory. The rest of the chapter is organized as follows: Section
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4.2 presents the velocity estimation of WMR using high gain velocity observer along with
stability analysis using Lyapunov stability theory. The simulations of the proposed approach
are provided in section 4.3. Finally, section 4.4 summaries the work with conclusions.
4.2 High Gain Velocity Observer Design
In real world applications, the position of the mobile robot can be measured using a global
or local sensors. However, the velocity measurement of WMR requires additional circuitry
and it is either difficult to measure or contaminated by noise. Therefore, high gain observer
is used to estimate velocity of WMR. It has been established that an output feedback sta-
bilizing controller that uses a high gain observer can recover the asymptotic properties of a
stabilizing state feedback controller in the presence of un-modeled fast actuator and sensor
dynamics (Khalil, 2002). To design a high gain observer the kinematic model and dynamic
model of WMR defined in Eqs. 3.2 and 3.7 can be written as
˙ˆq(t) = J(θˆ(t))vˆ(t)−h1(q(t)− qˆ(t)) (4.1)
˙ˆv(t) = Gˆn(q)τ(t)−h2Q(q(t)− qˆ(t)) (4.2)
where Gˆn(q(t)) = M¯−1(q(t))B¯(q(t)) as defined in Eq. 3.6, Q is the transformation matrix
that relates the q˜(t) = (q(t)− qˆ(t)) to the velocity error v˜(t) = (v(t)− vˆ(t)) and hi > 0, i ∈
[1,2] are the observer gains. The observer’s kinematic and dynamic errors can be obtained
as
˙˜q(t) = J(θˆ(t))v˜(t)−h1q˜(t) (4.3)
˙˜v(t) = M¯−1(q(t))
(
B¯(q(t))− ˆ¯B(q(t))
)
τ(t)−h2Qq˜(t) (4.4)
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The Fierro et. al., (Fierro and Lewis, 1997) kinematic controller in Eq. 2.17 and adaptive
sliding mode dynamic controller developed in Eq. 3.17 can be written as in terms of position
errors q˜(t) and velocity error v˜(t) as
vk(t) =
 vk(t)
ωk(t)
=
 vr(t)cos(θ˜(t))+ k1x˜(t)
ωr(t)+ k2y˜(t)+ k3 sin(θ˜(t))
 (4.5)
τ(t) = G−1n (qˆ(t))
[
v˙k(t)+α1v˜(t)+α2
∫ t
0
v˜(k)dk+ ηˆ(t)sat(s(t),ε)
]
(4.6)
Theorem 4.1 Consider the WMR kinematic and dynamic models in Eqs. 3.2 and 3.7,
the kinematic and dynamic controllers in Eqs. 2.17 and 3.17, and the high gain observer in
Eqs. 4.1 and 4.2, then the kinematic and dynamic errors in Eqs. 4.3 and 4.4 will asymptoti-
cally converge to zero and close loop system remains stable.
PROOF Consider the following Lyapunov function
Vo =
1
2
[q˜T (t)q˜(t)+ v˜T (t)v˜(t)] (4.7)
V˙o = q˜T (t)[J(θˆ(t))v˜(t)−h1q˜(t)]+ v˜T (t)[M¯−1(q(t))[B¯(q(t))− ˆ¯B(q(t))]τ(t)
−h2Qq˜(t)] (4.8)
V˙o = q˜T (t)J(θˆ(t))v˜(t)−h1q˜T (t)q˜(t)+ v˜T (t)M¯−1(q(t))[B¯(q(t))− ˆ¯B(q(t))]τ(t)
−h2v˜T (t)Qq˜(t)] (4.9)
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V˙o =−h1 ||q˜(t)||+ q˜T (t)J(θˆ(t))v˜(t)+ v˜T (t)M¯−1(q(t))[B¯(q(t))− ˆ¯B(q(t))]τ(t)
−h2v˜T (t)Qq˜(t) (4.10)
V˙o =−h1 ||q˜(t)||+ v˜T (t)(JT (θˆ(t))−h2Q)q˜(t)+ v˜T (t)M¯−1(q(t))
[B¯(q(t))− ˆ¯B(q(t))]τ(t) (4.11)
Substituting the value of τ(t) given in Eq. 4.6 will give
V˙o =−h1 ||q˜(t)||+ v˜T (t)(JT (θˆ(t))−h2Q)q˜(t)+ v˜T (t)M¯−1(q(t))[B¯(q(t))− ˆ¯B(q(t))]
(B¯−1(q(t))M¯(q(t))[v˙k(t)+α1v˜(t)+α2
∫ t
0
v˜(k)dk+ ηˆ(t)sat(s(t),ε)]) (4.12)
V˙o =−h1 ||q˜(t)||+ v˜T (t)(JT (θˆ(t))−h2Q)q˜(t)+ v˜T (t)(v˙k(t)+α1v˜(t)+α2
∫ t
0
v˜(k)dk
+ ηˆ(t)sat(s(t),ε))− v˜T (t)M¯−1(q(t)) ˆ¯B(q(t))B¯−1(q(t))M¯(q(t))[v˙k(t)+α1v˜(t)
+α2
∫ t
0
v˜(k)dk+ ηˆ(t)sat(s(t),ε)] (4.13)
Assumption 4.1: Consider the square matrix A, following will be true
A−1Aˆ = lim
δA→0
A−1(A+δA) = I
where δ is a bounded small variable such that δ → 0 as t →∞ and Aˆ is the estimation of A.
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Under Assumption 4.1, Eq. 4.13 can be written as
V˙o =−h1 ||q˜(t)||+ v˜T (t)(JT (θ(t))−h2Q)q˜(t) (4.14)
Setting the observer gain such that JT (θˆ(t)) = h2Q, therefore
V˙o =−h1 ||q˜(t)|| (4.15)
Using Eqs.4.14 and 4.15, it can be observed that the stability depends on observer gain
hi, i = 1,2. This proves that the kinematic and dynamic errors (Eqs. 4.3 and 4.4) will
asymptotically converge towards zero. This completes the proof of the Theorem 4.1.
4.3 High Gain Observer Implementation and Discussion
This section presents the simulation results to demonstrate the validity and verification of
the proposed approach. An illustrative comparison of the close loop system between state
feedback control and output feedback control is shown in figure 4.1. As can be seen that the
proposed approach removes the velocity feedback loop and the linear and angular velocities
are estimated using the position information. The simulations are performed on bounded
linear and lamniscate curve trajectories. WMR parameters used for simulation are selected
as m = 4kg, r = 0.04m, R = 0.20m and I = 2.5kgm2. The observer gains hi ≥ 0, i ∈ [1,2],
are set using h1 = 1ε , h2 =
2
ε2 and ε = 0.05.
The linear time trajectory is obtained using [xr yr]T = [0.75+0.5t 0.75+0.5t]T and
the initial position of the mobile robot is set as q(t) = [0m 0m 0rad]T . The performance
of the close loop system under output feedback control is compared with state feedback
control. The tracking performance of state feedback control and output feedback control
using high gain observer is shown in figure 4.2. Output feedback control and state feedback
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Fig. 4.1 a) Close loop system using state feedback, b) Close loop system using output feed-
back.
control are able to track the desired linear reference trajectory. The tracking errors in longi-
tudinal and lateral directions are shown in figures 4.3 and 4.3 respectively. The errors of an
output feedback control converge to zero as t → ∞. The linear and angular velocities errors
are shown in figures 4.5 and 4.6. It can be observed that, the velocities errors of observed
state feedback controller tends to zero.
The performance of output feedback control is further extended to lamniscate curve
trajectory. Lamniscate curve trajectory provides changing linear and angular velocities that
the WMR will with through in real applications. The lamniscate curve is obtained using
following equation
xr(t) = 0.75+0.5sin 2πt30 , yr(t) = 0.65+0.5sin
4πt
30 , θr(t) =
y˙r(t)
x˙r(t)
(4.16)
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Fig. 4.2 Tracking performance of output feedback and state feedback using linear trajectory
Fig. 4.3 Longitudinal position error of output feedback and state feedback using linear tra-
jectory
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Fig. 4.4 Lateral position error of output feedback and state feedback using linear trajectory
Fig. 4.5 Linear velocity error of WMR using linear trajectory
4.3 High Gain Observer Implementation and Discussion 73
Fig. 4.6 Angular velocity error of WMR using linear trajectory
whereas, the initial position of the robot is q(t) = [0m 0m 0rad]T . Figure 4.7 shows the
tracking performance of WMR using output feedback and actual state feedback controllers
using lamniscate trajectory and WMR able to track the desired trajectory. The tracking
errors in longitudinal and lateral directions are shown in figures 4.8 and 4.9 respectively.
It can be seen that both longitudinal and lateral tracking errors converge to zero in a very
short time interval. The error convergence of both linear and angular velocities are also
shown in figures 4.10 and 4.11 respectively. Figures 4.12 and 4.13 show the performance
of the close loop system under output feedback control using three different values of ob-
server gain ε . The initial condition of mobile robot for all three cases remain the same as
q(t) = [0m 0m 0rad]T . Figures 4.12 and 4.13 show that a decreasing the value ε causes
the slow convergence of both longitudinal and lateral tracking errors. These also have an
effect on linear and angular velocities as shown in figures 4.14 and 4.15. One of the causes
of this behavior is due to the peaking phenomenon and this is usually overcome by satu-
rating the control law as also discussed in (Khalil, 2002). Therefore, from all results and
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Fig. 4.7 Tracking performance of WMR using output feedback and actual state feedback
controllers using lamniscate trajectory
discussion, it can be concluded that the high gain observer efficiently estimates the linear
and angular velocities and the close loop system performance is recovered in the presence
of un-modeled sensor dynamics and disturbances.
4.4 Summary on Observer Design for WMR Velocity Esti-
mation
In this chapter, output feedback control for trajectory tracking of WMR is presented. WMR
linear and angular velocities are estimated using the high gain observer. The output feedback
controller is designed using the adaptive sliding mode control. The convergence of high
gain observer is presented using Lyapunov stability theory. It is proved that using high gain
observer and globally bounded state feedback stabilizing controller, the close loop system
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Fig. 4.8 Longitudinal tracking error using lamniscate trajectory
Fig. 4.9 Lateral tracking error using lamniscate trajectory
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Fig. 4.10 Linear velocity error of WMR using lamniscate trajectory
Fig. 4.11 Angular velocity error of WMR using lamniscate trajectory
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Fig. 4.12 Longitudinal tracking error under output feedback control using three different
values of observer gain ε
Fig. 4.13 Lateral tracking error under output feedback control using three different values
of observer gain ε
4.4 Summary on Observer Design for WMR Velocity Estimation 78
Fig. 4.14 Linear velocity error of WMR under output feedback control using three different
values of observer gain ε
Fig. 4.15 Angular velocity error of WMR under output feedback control using three different
values of observer gain ε
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signals are uniformly ultimately bounded. Using simulations, it is demonstrated that the
proposed approach is effective and feasible.
Chapter 5
Formation Control of Nonholonomic
Mobile Robots
Output feedback control of a nonholonomic wheeled mobile robot was presented in Chapter
4 using high gain observer. In Chapter 5, leader-follower formation control methodology
for nonholonomic mobile robot is presented. In this chapter, leader-follower formation kine-
matics is formulated by incorporating the model uncertainties and disturbances and then new
design approach is proposed using integral terminal sliding mode (ITSM) controller. The
proposed control approach does not require the leader’s velocity information for formation
control. Obstacle detection and collision avoidance are incorporated to maintain the desired
formation in the presence of obstacles. The effectiveness of the proposed controller is veri-
fied and validated using sine and lamniscate curve trajectories. Moreover, the performance
of the proposed ITSM formation controller is compared with standard linear sliding mode
control.
5.1 Background and Literature Review on Formation Control 81
5.1 Background and Literature Review on Formation Con-
trol
Multi robot formation control has received considerable attention and interest because of
its potential advantages and applications in many areas such as exploration in structured
and unstructured environment, surveillance and security, search and rescue in hazardous
environment, mobile wireless sensor network, cluster of satellites, and so on. Thus, various
control strategies for mobile robots formation have been proposed that include graph theory
method (Barnes et al., 2009; Gu, 2008), virtual structure method (Mehrjerdi et al., 2011),
leader-follower formation (Chen and Wang, 2005; Desai et al., 2001) and behavior based
method (Fredslund and Mataric, 2002; Proetzsch et al., 2010).
In virtual structure method, the entire formation is treated as single structure between
the robots and reference frame to control the desired trajectories for each robot (Mehrjerdi
et al., 2011). This approach requires a large inter-robot communication bandwidth and is not
robust due to the heavy dependence on a single controller for formation control. Besides,
it is not feasible for time varying formation motion. The behavior-based formation control
incorporates several desired behaviors (formation keeping, collision avoidance, etc.) from
each robot and the output for each robot is the weighted sum of the relative importance of
each behavior. This approach cannot be analyzed mathematically because of an unavailabil-
ity of the system model. In addition, it is hard to guarantee a precise formation control due
to convergence issue (Proetzsch et al., 2010).
In leader-follower formation, each follower robot is controlled to track a leader robot
which moves along a predefined trajectory. The leader-follower formation approaches can
be categorized as separation-separation (ρ − ρ) approach and separation-bearing (ρ − φ)
approach. In separation-separation approach, the follower robot follows two leaders with
desired distance, whereas in separation-bearing approach, the follower robot follows a single
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leader robot with desired distance and orientation. The team formation can be constructed
by repeating the separation-separation and/or separation-bearing approach. In leader-follower
formation, each robot carries its own formation controller which makes the formation sta-
ble and robust. Therefore, it has become a popular approach among robotics community
because of its reliability and simpler dynamics and due to the fact that various biological
systems exhibit the same configuration.
Initial work of leader-follower formation was proposed by (Desai et al., 2001) using
feedback linearization method. (Dierks and Jagannathan, 2007) proposed the formation con-
trol using back-stepping kinematic controller, however the main issue with back-stepping
is the repeated differentiations of virtual controllers and the complexity of the controller
increased with the order of the system (Bong Seok Park et al., 2010). Various researchers
discuss the formation control using robust control design methods such as H∞ (Ranjbar-
Sahraei et al., 2012), artificial potential field (Mastellone et al., 2008), fuzzy logic control
(Ghommam et al., 2011), linear sliding mode (LSM) control (Defoort et al., 2008), output
feedback control (Dierks and Jagannathan, 2010) or using some adaptive mechanism (Con-
solini et al., 2008; Guo et al., 2010). Most of the existing literature on leader-follower forma-
tion control is based on the assumption that the leader’s position, orientation and velocities
are available for formation control either using the measurement or through communication.
The velocity measurement can be achieved either by using velocity sensor or differentiating
the position. The former is costly and latter has serious noise issues. On the other hand,
communication link between leader and follower may not exist or fail. Therefore, several
researchers proposed the formation control by using the leader’s velocity estimation (Choi
et al., 2010; Park et al., 2011; Poonawala et al., 2013; Shen et al., 2014). (Choi et al.,
2010) proposed a formation control in the absence of leader’s linear and angular velocities.
The follower robot knows the information of relative distance, bearing angle and leader
robot heading. The smooth projection algorithm is used to estimate the leader’s velocity
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information. (Park et al., 2011) also presented a similar approach for leader-follower for-
mation control for nonholonomic mobile robots. Leader’s velocity information is estimated
using the self-recurrent wavelet neural network based on projection algorithm to achieve
the desired formation. However, this approach requires determination of a large number of
wavelet coefficient vectors which makes formation convergence very slow. In addition, there
are always uniformly ultimately bounded formation errors. (Shen et al., 2014) proposed an
adaptive PID leader-follower formation controller without considering the leader’s veloc-
ity information. In (Dierks and Jagannathan, 2010; Sun et al., 2012) the leader-following
formation problem is studied for unknown leader robot dynamics. The neural network ob-
server is used to estimate the leader robot dynamics using online weight tuning. Note that
all the aforementioned formation control approaches are based on the estimation of leader’s
velocity. The formation convergence and its stability heavily depend on leader’s velocity
estimation, otherwise the desired formation cannot be achieved in finite-time.
Recently, integral terminal sliding mode (ITSM) control scheme has been developed as
a variant of sliding mode control. The main advantage of the terminal sliding mode is the
relatively fast and finite time convergence. The close-loop systems under finite-time control
have higher steady state tracking precision, robustness against uncertainties and exhibit bet-
ter disturbance rejection properties which are more desirable in practice. Considering such
superiorities, many applications of TSM have been developed such as (Feng et al., 2013;
Qi, 2013; Venkataraman and Gulati, 1992; Zhao et al., 2009) and the references therein.
The ITSM controller uses the nonlinear sliding hyperplane which provides the finite
tracking error convergence during the reaching phase. However, the main issue with the
TSM controller is the singularity problem due to the use of fractional power function in
nonlinear sliding hyperplane which causes discontinuity in some area of state space. Various
solutions have been proposed to solve the singularity problem (Chiu, 2012; Feng et al.,
2013).
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5.2 Motivation and Objective
This work addresses the issue of leader-follower formation problem using the integral ter-
minal sliding mode control (ITSM) which guarantees the formation convergence in finite
time. In particular in this chapter, the kinematic model of the leader-follower formation is
reformulated in the presence of uncertainties and model disturbances. In the proposed for-
mation, the velocity information of the leader robot is regarded as an uncertainty therefore,
it does not need to be measured or estimated. In this paradigm, the formation control ob-
jective is achieved using a controller that does not require the leader’s velocity information.
This approach is similar to controlling a system in which not all essential state measure-
ments are possible and/or economically feasible. In such systems, the control objectives are
achieved using control designs that do not require all the states. To achieve this and other
performance objective, the proposed controller is designed using the ITSM controller which
provides the finite-time convergence and robustness.
The stability analysis of the proposed ITSM controller is done using Lyapunov stability
theory. Obstacle detection and avoidance algorithm is incorporated to avoid the collision
while maintaining the formation. The performance of the proposed ITSM controller is ver-
ified and validated using sine and lamniscate curve trajectories. Furthermore, performance
of the proposed ITSM formation controller is compared with standard linear sliding mode
control. The contributions of this chapter are listed as: i) The kinematic model of the leader-
follower is redefined with model uncertainties and disturbances ii) A new design approach
for leader-follower formation is proposed using the integral terminal sliding mode control
which provides the finite-time convergence in the absence of leader’s velocity iii) The sta-
bility analysis of the proposed controller is carried out using Lyapunov stability theory iv)
Obstacle detection and avoidance algorithm is incorporated to avoid the collision.
The rest of this chapter is organized as follows. Section 5.3 will present the problem
formulation of leader follower tracking control. It is followed by the designing of integral
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terminal sliding mode control for formation control in section 5.4. Section 5.5 provides the
obstacle detection and collision avoidance algorithm. The analytical and simulation results
are then provided in section 5.6. Finally, section 5.7 states the conclusions.
5.3 Formulation of Leader Follower Tracking Model
Consider a group of N nonholonomic wheeled mobile robots, the kinematics and dynamics
of each robot can be rewritten as described in Eqs. 3.2 and 3.4.
q˙i(t) = J(θi(t))vi(t) =

x˙i(t)
y˙i(t)
θ˙i(t)
=

cosθi(t) −hi sinθi(t)
sinθi(t) −hi cosθi(t)
0 1

 νi(t)
ωi(t)
 t ≥ 0
(5.1)
M¯i(qi(t))v˙i(t)+ τ¯di(t) = B¯i(qi(t))τi (5.2)
where subscript i represents the ith vehicle, [ xi(t) yi(t) ]
T ∈ R2×1 is the vehicle position
at time t, θi(t) ∈ R defines the vehicle orientation, vi(t) = [ νi(t) ωi(t) ]T ∈ R2×1 are
the linear and angular velocities of the vehicle and hi ≥ 0 is the offset between the cen-
ter of mass of the robot and center of the axis of the wheels of the robot, M¯i(qi(t)) =
JiT (θi(t))Mi(qi(t))Ji(θi(t)) ∈R2×2, τ¯di(t) ∈R2×1 is a bounded unknown disturbance, τi ∈
R2×1 is the control input vector, B¯i(qi(t)) = JiT (θi(t))Bi(qi(t)) ∈ R2×2 is the input trans-
formation matrix.
Figure 5.1 shows the tracking model of leader follower formation, where the follower
robot Ri follows the leader robot R j with the relative separation ρi j(t) ∈ R and the rela-
tive bearing φi j(t) ∈ [ −π π ]. The position and orientation of leader and follower robots
are represented using q j = [ x j(t) y j(t) θ j(t) ]
T and qi = [ xi(t) yi(t) θi(t) ]
T respec-
tively. The goal of the formation control is to make the follower robot track the leader with
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Fig. 5.1 Leader following configuration of mobile robots
desired separation ρdi j(t) and bearing φ
d
i j(t) with initial condition z
0
i j = [ ρ0i j φ
0
i j ]
T such
that
lim
t→∞ ||ei j(t)||= limt→∞
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
 ρdi j(t)
φdi j(t)
−
 ρi j(t)
φi j(t)

∣∣∣∣∣∣∣
∣∣∣∣∣∣∣= limt→∞ ||zdi j(t)− zi j(t)||= 0 (5.3)
where ei j(t) is the formation tracking error between i− j robots, zdi j(t) = [ ρdi j φdi j ]T and
zi j(t) = [ ρi j φi j ]
T are the desired state and the current state respectively. The relative
leader’s position with respect to the follower robot can be obtained using
x j(t) = xi(t)+h j cosθ j(t)−ρi j(t)cos[φi j(t)+θ j(t)]
y j(t) = yi(t)+h j sinθ j(t)−ρi j(t)sin[φi j(t)+θ j(t)]
(5.4)
The time derivate model for relative distances ρxi j(t) and ρ
y
i j(t) between i− j robots can be
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found using Eq. 5.5
ρ˙xi j(t) = ν j(t)cosθ j(t)−νi(t)cosθi(t)+h jωi(t)sinθi(t)
ρ˙yi j(t) = ν j(t)sinθ j(t)−νi(t)sinθi(t)+h jωi(t)cosθi(t)
(5.5)
where ρi j(t) =
√(
ρxi j(t)
)2
+
(
ρyi j(t)
)2
and φi j(t) = arctan
(
ρyi j(t)
ρxi j(t)
)
+π−θ j(t), following
leader-follower tracking model is obtained as described in (Das et al., 2002)
 ρ˙i j(t)
φ˙i j(t)
=
 cosγ(t) h j sinγ(t)−sinγ(t)
ρi j(t)
h j cosγ(t)
ρi j(t)

 νi(t)
ωi(t)
+
 cosφi j(t) 0
sinφi j(t)
ρi j(t)
−1

 ν j(t)
ω j(t)
 (5.6)
z˙i j(t) = F
(
ρi j(t),γi j(t)
)
vi(t)+L
(
ρi j(t),φi j(t)
)
v j(t) (5.7)
where z˙i j(t) =
[
ρ˙i j(t) φ˙i j(t)
]T
, vi(t) =
[
νi(t) ωi(t)
]T
, v j(t) =
[
ν j(t) ω j(t)
]T
,
γi j(t) = φi j(t)+θi(t) is the relative orientation, F
(
ρi j(t),γi j(t)
)
=
 cosγ(t) h j sinγ(t)−sinγ(t)
ρi j(t)
h j cosγ(t)
ρi j(t)
,
and L
(
ρi j(t),φi j(t)
)
=
 cosφi j(t) 0
sinφi j(t)
ρi j(t)
−1
.
Now consider the case in which the parametric uncertainties for the leader follower tracking
model in Eq. 5.7 can be partitioned into a nominal part and an uncertain part as
z˙(t) = z˙n(t)+ z˙△(t) (5.8)
where z˙n(t) is the nominal part and z˙△(t) = z˙u(t)+d(t) is the uncertain part contains the
system uncertainties with disturbances.
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Assumption 5.1: The model uncertainties z˙△(t) satisfies the condition
sup
t
||z˙△(t)|| ≤ η ∀t ≥ 0 (5.9)
where η = [η1 η2]T is a positive function.
Assumption 5.1 facilitates the dealing of a problem in hand by relaxing the requirement
of exact knowledge of uncertainties at any given instant. This formulation enables us to
design a robust control needed to overcome the uncertainties which are now assumed to be
bounded by η . Under Assumption 1, the leader follower tracking model in Eq. 5.7 in the
presence of parametric uncertainties and disturbances can be rewritten as
z˙i j(t) = Fn
(
ρi j(t),γi j(t)
)
vi(t)+η (5.10)
F△
(
ρi j(t),γi j(t)
)
vi(t)+L
(
ρi j(t),φi j(t)
)
v j(t)+di j(t)≤ η (5.11)
where di j(t) is the external disturbance in separation and bearing measurements between
i− j robots, Fn
(
ρi j(t),γi j(t)
)
and F△
(
ρi j(t),γi j(t)
)
are the nominal and uncertain parts of
the follower robot measurement matrix F
(
ρi j(t),γi j(t)
)
respectively and since v j(t) is the
unavailable velocity information of the leader robot therefore L
(
ρi j(t),φi j(t)
)
v j(t) is also
regarded as model uncertainty.
Remark 5.1 The leader follower tracking model shown in Eq. 5.10 relies on follower
velocity only which allows to proceed with control design without essentially requiring
leader’s velocity measurements, whereas Eq. 5.11 accounts for system uncertainties and
disturbances as defined in Eq. 5.9.
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5.4 Integral Terminal Sliding Mode Formation Control
This section will develop the formation controller for the nonholonomic mobile robots. In-
tegral terminal sliding mode control (ITSMC) is used to obtain the control input for the
follower robot Ri to follow the time varying leader robot R j trajectory. The control law will
not consider the leader robot’s velocity v j(t) = [ ν j(t) ω j(t) ]
T which is more meaningful
and practical because there may exist sensors limitation and/or communication link between
leader and follower may not exist or fail. Therefore, ITSM controller is designed for sta-
ble formation tracking control in the presence of model uncertainties, disturbances with no
need of leader’s velocity information. The design of ITSM involves two steps, first is the
selection of an appropriate terminal sliding surface si j(t) which defines the desired system
dynamics. The second step is to design a discontinuous control law so that the system dy-
namics stays on terminal sliding surface and guarantees the stability of the system. Let a
continuous non-singular integral terminal sliding surface is defined as in (Chiu, 2012)
si j(t) = β1ei j(t)+β2
t∫
0
e
q/p
i j (k)dk (5.12)
where ei j(t) is the formation tracking error between i− j robots defined in Eq. 5.3, βk ∈ R,
k = 1 and 2, are strictly positive constants, both p and q are positive odd integers and satis-
fying p≥ q≥ 0.
Remark 5.2 The sliding surface in Eq. 5.12 is non-singular and includes the integral ac-
tion for achieving a zero steady state error. The fractional power of nonlinear term e
q/p
i j in
Eq. 5.12 increases the convergence rate, and keeps the system state close to the equilibrium
point in the sliding phase.
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The time derivative of si j(t) will be give as
s˙i j(t) = β1e˙i j(t)+β2e
q/p
i j (5.13)
In order to keep the output trajectory on the sliding surface si j(t), the equivalent control law
vieq(t) is obtained by setting s˙i j(t) = 0 (Drakunov and Utkin, 1992) therefore,
s˙i j(t) = β1e˙i j(t)+β2e
q/p
i j = 0 (5.14)
Substituting e˙i j(t) = z˙di j(t)− z˙i j(t) and z˙i j(t) = Fn
(
ρi j(t),γi j(t)
)
vi(t)+η into the Eq. 5.14
will give the equivalent control law for the follower robot Ri as
vieq(t) = F
−1
n
(
ρi j(t),γi j(t)
)[
z˙di j(t)+
β2
β1
e
q/p
i j (t)−η
]
(5.15)
where F−1n
(
ρi j(t),γi j(t)
)
is defined as
F−1n
(
ρi j(t),γi j(t)
)
=
cosγi j(t) −ρi j(t)sinγi j(t)
sinγi j(t)
h j
ρi j(t)cosγi j(t)
h j

In order to keep the system state on sliding surface in presence of disturbances and model
uncertainties z˙△i j(t), the equivalent control law vieq(t) must be augmented with switching
control law visw(t) which is defined as
visw(t) = F
−1
n
(
ρi j(t),γi j(t)
)[
k sat(si j(t))
]
(5.16)
where k=
[
k1 0
0 k2
]
is a switching gain matrix to compensate for the system uncertainties and
disturbances as define in Eq. 5.9. The sat(.) is the saturation function used to eliminate
chattering phenomenon and ε is the width of a boundary layer that defines the relationship
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between steady state errors and tracking accuracy. The sat(.) function is given as
sat(si j(t)) =

si jk(t)
ε if| sk(t)ε | ≤ 1
sgn( si jk(t)ε ) if| sk(t)ε |> 1
k = 1,2 (5.17)
where sgn(.) is the standard signum function. The complete control law for leader follower
tracking control can be written as
vi(t) = F−1n
(
ρi j(t),γi j(t)
)[
z˙di j(t)+
β2
β1
e
q/p
i j (t)−η+k sat(si j(t))
]
(5.18)
Remark 5.3: The proposed control law in Eq. 5.18 does not contain any singular term. It
provides fast error convergence and zero steady state error in the presence of model uncer-
tainties and disturbances.
Theorem 5.1 The control law proposed in Eq. 5.18 applied to the leader-follower forma-
tion model in Eq. 5.10, will asymptotically converge both separation and bearing tracking
errors to null in finite time along with model uncertainties and disturbances.
PROOF Consider the Lyapunov function
Vi j(t) =
1
2
sTi j(t)si j(t)> 0 (5.19)
Taking the time derivative of Vi j(t) yields
V˙i j(t) = sTi j(t)s˙i j(t) (5.20)
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and using value of s˙i j(t) from Eq. 5.13 will give
V˙i j(t) = sTi j(t)
[
β1e˙i j(t)+β2e
q/p
i j (t)
]
(5.21)
Substituting e˙i j(t) = z˙di j(t)− z˙i j(t) and z˙i j(t) = Fn
(
ρi j(t),γi j(t)
)
vi(t)−η one can obtain
V˙i j(t) = sTi j(t)
[
β1
(
z˙di j(t)−Fn
(
ρi j(t),γi j(t)
)
vi(t)
)
−η+β2eq/pi j (t)
]
(5.22)
Substituting the control law Eq. 5.18 for Eq. 5.22, it implies
V˙i j(t) = sTi j(t)
[−k sat(si j(t))] (5.23)
V˙i j(t) =−k sTi j(t)sat(si j(t)) (5.24)
V˙i j(t) =−k∥si j(t)∥ ≤ 0 (5.25)
From Eq. 5.25, it can be observed that si j(0) = 0 and V˙i j(t)≤ 0, the system is always kept
on the terminal sliding surface si j(t), therefore separation and bearing errors will converge
to zero in finite time t f as t → ∞. The convergence time can be obtained on the surface
s˙i j(t) = 0, as
e˙i j(t) =−β2β1 e
q/p
i j (t) (5.26)
and
t f =
|ei j(0)|1−q/p
β2/β1(1− q/p) (5.27)
This completes the proof of the theorem. ✷
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5.5 Obstacle Detection and Collision Avoidance
In formation control it is possible that obstacles appear in the path of robot, therefore it is
important to incorporate collision avoidance into the formation control. Given the robot Ri
with position (xi,yi) and the obstacle On with position (xn,yn), the distance function ζ (i,n)
is defined as
ζi,n =
√(
xi− xn
κ
)2
+
(
xi− xn
κ
)2
(5.28)
where κ > 0 is a distance scaling factor, the avoidance potential function is defined as in
(Mastellone et al., 2008)
h¯i,n =
(
min
{
0,
ζ 2i,n−R
ζ 2i,n− r
})2
(5.29)
where R> r> 0 represents the detection and avoidance radii, respectively. The avoidance
potential function Eq. 5.29 is infinite at the boundary of avoidance region and is zero outside
the detection region. The partial derivatives of h¯i,n with respect to xi and yi are obtained as
follows
∂ h¯i,n
∂x
=

0 if r> ζ ≥R
4 (R
2−r2)(ζ 2−R)
(ζ 2−r)3 (xi− xn) if R> ζ > r
(5.30)
∂ h¯i,n
∂y
=

0 if r> ζ ≥R
4 (R
2−r2)(ζ 2−R)
(ζ 2−r)3 (yi− yn) if R> ζ > r
(5.31)
Therefore, in order to avoid the obstacle the new state vector qi(t) for robot Ri is defined as
q¯i(t) = qi(t)+qobs(t)
q¯i(t)=
[
x¯i(t) y¯i(t) θ¯i(t)
]T
=
[
xi(t)+R tanh(
∂ h¯i,n
∂x ) yi(t)+R tanh(
∂ h¯i,n
∂y ) tan
−1 ¯˙yi(t)
¯˙xi(t)
]T
(5.32)
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Remark 5.4: The proposed obstacle avoidance updates the position and orientation of robot
Ri when R > ζ(i,n)> r, otherwise q¯i(t) = qi(t) when r > ζ(i,n)≥R. The controller pro-
posed in Eq. 5.18 maintained the desired separation-bearing between leader and follower
while navigating around obstacles and hence no separate controller for obstacle avoidance
is needed.
5.6 Results on Formation Control Implementation and Dis-
cussion
This section presents results and discussion to illustrate the effectiveness of the proposed
leader-follower formation control approach. The complete control structure of the proposed
controller is shown in Figure 5.2. The formation control is simulated in MATLAB for
Fig. 5.2 Block diagram of the Leader-follower formation control
verification and validation. Sine trajectory and lamniscate curve trajectory are selected as
reference trajectories to compare and observe the simulation results. The WMR parameters
used for simulation are selected as m = 4kg, r = 0.04m, R = 0.20m and I = 2.5kgm2.
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5.6.1 Sine Trajectory
In sine trajectory formation setup, one vehicle is designated as leader j = 3 and other four
vehicles are designated as followers (i = 1,2,4,5). The sine trajectory is obtained using
following equations
νr(t) = sin(0.008πt)+1.5, ωr(t) = 0.1sin(0.05πt) (5.33)
The desired separation-bearing are set as zd13 = [4 0.5π]
T , zd23 = [4 1.5π]
T , zd43 = [8 1.5π]
T
and zd53 = [8 0.5π]
T whereas initial position of each robot is set as q1(0)= [1.5 3 0.5π]T ,
q2(0) = [1.5 −3 1.5π]T , q3(0) = [1.5 0 0]T , q4(0) = [1.5 −7 1.5π] and q5(0) =
[1.5 8 0.5π]. The control gains and other parameters are set as β2/β1 = 0.5 and q/p= 3/5.
Figure 5.3 demonstrates the entire formation trajectories using ITSM and shows that the for-
mation is well established. It can be observed that despite the absence of leader’s velocity
information and un-modeled dynamics, the follower robots maintain the desired separation
and bearing. The separation and bearing errors of each follower robot with respect to leader
are shown in figures 5.4 and 5.4. The linear and angular velocities (control efforts) required
by each robot to maintain the formation are shown in figures 5.6 and 5.7. Obstacle avoid-
ance of the formation is presented in figure 5.9, where robot i avoids the obstacle and then
maintains its position in the formation. The obstacle avoidance parameters are set as r = 1
and R= 3.
The performance of the proposed ITSM formation controller is further verified by ap-
plying the different scales of external disturbances using continuous sinusoidal disturbances
that drive the followers away from its desired position and orientation. One vehicle is desig-
nated as leader j = 2 and other two vehicles are designed as followers (i= 1,3) with desired
separation-bearing as zd13 = z
d
13 = [4 0.5π]
T . The disturbance signal to follower i = 3 is
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Fig. 5.3 ITSM formation control using sine trajectory
Fig. 5.4 Formation separation error using sine trajectory
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Fig. 5.5 Formation bearing error using sine trajectory
Fig. 5.6 Linear velocity of follower robots using sine trajectory
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Fig. 5.7 Angular velocity of follower robots using sine trajectory
Fig. 5.8 Magnified version of figure 5.7
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Fig. 5.9 ITSM formation control using sine trajectory with obstacle avoidance
generated using equation
z△32 = [δd1 cos(0.5t)+δd1 sin(0.3t) δd2 cos(t)+δd2 sin(0.5t)]T (5.34)
where δdi is a disturbance gain and set as δd1 = 0.1, δd2 = 0.1 for case 1, then it is increased
to δd1 = 1.0, δd2 = 1.0 for case 2 and finally set as δd1 = 2.5, δd2 = 2.5 for case 3. The
follower robot i = 3 has successfully maintained its position in the formation despite the
continuous sinusoidal disturbances as shown in figure 5.10. It can further be observed in
figures 5.11, 5.12 and 5.13 that the control efforts required to maintain the formation in-
creases as the level of disturbances increases. The robustness against the disturbances can
further be improved either by selecting a high value of β2/β1 = 0.5 in the equivalent control
law in Eq. 5.18 or by selecting a high switching gain k in the switching control law Eq.
5.16, beside the former will increase the control efforts required to maintain the formation,
whereas latter will introduce chattering in the system.
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Fig. 5.10 ITSM formation control using sine trajectory and the presence of continuous dis-
turbances
5.6.2 Lamniscate curve trajectory
The leader follower simulation is further extended to lamniscate curve bounded trajectory.
Lamniscate curve trajectory is obtained using the following equation
xr(t) = 10+5.5sin(
2πt
30
) yr(t) = 10+5.5sin(
4πt
30
) (5.35)
where t represents the time. The lamniscate curve trajectory provides varying linear and an-
gular velocities which the WMR is subject to in real applications. One vehicle is designated
as leader j = 2 and other two vehicles are designed as followers (i = 1,3) with desired
separation-bearing as zd12 = [1 0.5π]
T and zd32 = [1 1.5π]
T whereas initial position of
each robot is set as q1(0) = q2(0) = q3(0) = [15 15 0]T . Figure 5.14 shows the tracking
performance of the leader follower formation using Lamniscate cure trajectory. Separation
and bearing errors plots are shown in figures 5.15 and 5.16 respectively, which verify the
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Fig. 5.11 Linear velocity of follower robots in the presence of continuous disturbances
Fig. 5.12 Angular velocity of follower robots in the presence of continuous disturbances
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Fig. 5.13 Magnified version of Fig. 5.12
error convergence for ITSM.
5.6.3 Performance comparison with Linear Sliding Mode Control
In this section, the performance of ITSM is compared with Linear Sliding Mode Control
(LSM) method for further verification and validation. The desired separation-bearing for
both LSM and ITSM are set as zd12 = z
d
32 = [2 1.5π]
T where the leader vehicle is desig-
nated as j = 2, the follower using ITSM is i = 1 and follower using LSM is i = 3 whereas
initial position of each robot is set as q1(0) = q2(0) = q3(0) = [10 10 0]T . Figure 5.17
shows the tracking performance of the leader follower using ITSM and LSM. Both con-
trollers track the desired trajectories however, ITSM shows better transient performance as
compare to LSM. Separation and bearing plots are shown in figures 5.18 and 5.19, which
verify that the error convergence for ITSM is far better than the LSM. The switching control
law for both ITSM and LSM are shown in figure 5.20.
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Fig. 5.14 ITSM formation control using lamniscate curve trajectory
Fig. 5.15 Formation separation error using lamniscate curve trajectory
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Fig. 5.16 Formation bearing error using lamniscate curve trajectory
Remark 5.5: From the simulation results, it can be concluded that the integral terminal
sliding mode (ITSM) controller has better tracking performance than the linear sliding mode
control. ITSM provides fast error convergence and zero steady state error which is the in-
herent property of terminal sliding mode control.
5.7 Conclusion on WMR formation control
In this chapter, a new design approach for leader follower robot formation is presented
using the integral terminal sliding mode control. Formation kinematics is reformulated in
the presence of model uncertainties and external disturbances. Afterward, integral terminal
sliding mode control is designed to calculate the follower velocities and to track the leader
trajectories without considering the leader’s velocity. Integral terminal sliding mode control
provides finite-time error convergence and high steady state tracking precision. From the
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Fig. 5.17 Tracking performance of ITSM and LSM controllers on lamniscate curve trajec-
tory
Fig. 5.18 Separation error between leader and follower using ITSM and LSM
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Fig. 5.19 Bearing error between leader and follower using ITSM and LSM
Fig. 5.20 Switching control performance using ITSM and LSM
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Lyapunov stability theory, it is proved that all the signals of the closed loop system are
uniformly ultimately bounded. All the computer simulations demonstrate that the proposed
design approach is effective and feasible.
Chapter 6
Conclusion and Future Work
6.1 Summary of Main Results
In this thesis, the modeling and control design for single and a group of wheeled mobile
robot are investigated. Specifically, the following subjects are investigated:
Chapter 2 investigates the identification of most suitable controller for WMR trajectory
tracking. The kinematic model for WMR with nonholonomic constraint was derived and
after that controllability analysis is discussed. The performance of various kinematic con-
trollers using backstepping and fuzzy logic have been discussed, simulated and evaluated
in the presence of disturbances. The best kinematic controller suitable for WMR trajectory
tracking is identified.
Chapter 3 investigates the problem of mobile robot trajectory tracking by relaxing the
assumption of "perfect velocity tracking". In chapter 3, the attractive properties of sliding
mode control, such as invariance to certain disturbances and uncertainties have been ex-
plored for WMR trajectory tracking. A novel dynamic sliding mode controller for WMR
trajectory tracking is presented by adding the integrator in the control law to remove the
steady state error and for rejection of external disturbance. The proposed adaptive dynamic
controller is based on velocity errors as input commands, which is more practical and appro-
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priate from the viewpoint of real time applications. Stability analysis of proposed controller
is presented using Lyapunov stability theory. The effectiveness of the proposed algorithm is
illustrated using computer simulations and it is demonstrated that the proposed scheme has a
better transient performance with zero steady state errors on time-invariant and time-varying
trajectories.
The trajectory tracking controller developed in chapter 3 is based on state feedback. The
main issue with the state feedback control is the availability of all the states specially WMR
linear and angular velocities. Therefore, in chapter 4 the trajectory tracking control problem
is addressed again in the context of output feedback control for WMR. The tracking for-
mulation is defined with the high gain observer. Linear and angular velocities of WMR are
estimated using position feedback which removes the need of velocity feedback loop. It is
shown that using high gain observer and a globally bounded state feedback stabilizing con-
troller, the close-loop system performance can be recovered in the presence of un-modeled
dynamics. The convergence of output feedback controller is shown using Lyapunov meth-
ods. The effectiveness of the proposed system is shown using simulation results.
In chapter 5, leader-follower formation control methodology for nonholonomic mobile
robot is presented. In particular in this chapter, the kinematic model of the leader-follower
formation is redefined in the presence of uncertainties and model disturbances. In the pro-
posed formation, the velocity information of the leader robot is regarded as an uncertainty
therefore, it does not need to be measured or estimated. In this paradigm, the formation
control objective is achieved using a controller that does not require the leader’s velocity
information. This approach is similar to controlling a system in which not all essential
state measurements are possible and/or economically feasible. To achieve this and other
performance objective, the proposed controller is designed using the integral terminal slid-
ing mode ITSM controller, which provides the finite-time convergence and robustness. The
stability analysis of the ITSM controller is carried out using Lyapunov stability theory. Ob-
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stacle detection and collision avoidance are incorporated to maintain the desired formation
in the presence of obstacles. The effectiveness of the proposed controller is verified and
validated using sine and lamniscate curve trajectories. Moreover, the performance of the
proposed ITSM formation controller is compared with standard linear sliding mode control.
6.2 Future Works
Robotics and Control are extremely large and interdisciplinary fields. The research work
presented in this thesis only focuses on trajectory tracking of a wheeled mobile robot which
is further extended to leader-follower formation control including obstacle avoidance. There
can be several directions of this thesis as no research can be exhaustive, however, there
are two distinct directions of this work. The first direction is the inclusion of longitudinal
and lateral slip conditions in the kinematic model of WMR. This will certainly improve
the realism of WMR navigation. The second direction of this thesis can be leaderless or
reconfigurable formation control using graph theory which will improve the reliability of
the multi-robot formation.
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