New Converse Bounds for Discrete Memoryless Channels in the Finite
  Blocklength Regime by Oohama, Yasutada
ar
X
iv
:1
90
4.
04
89
4v
1 
 [c
s.I
T]
  9
 A
pr
 20
19
New Converse Bounds for Discrete Memoryless
Channels in the Finite Blocklength Regime
Yasutada Oohama
University of Electro-Communications, Tokyo, Japan
Email: oohama@uec.ac.jp
Abstract—We study the determination problem of the channel
capacity for the discrete memoryless channels in the finite
blocklength regime. We derive explicit lower and upper bounds of
the capacity. We shall demonstrate that the information spectrum
approach is quite useful for investigating this problem.
Index Terms—Discrete memoryless channels, Strong converse
theorem, Information spectrum approach
I. INTRODUCTION
In this paper we consider the determination problem of the
channel capacity for the discrete memoryless channels in the
finite blocklength regime. This problem, including the study
on the second order coding theorems originated from the work
by Strassen [1], has intensively been investigated by [2]-[7].
In this paper we propose a new method for the proof of the
converse coding theorem. Our method is a combination of the
information spectrum method introduced by Han [8] and the
method of type developed by Csisza´r and Ko¨rner [9].
We first generalize a meta converse lemma used in the proof
of the converse coding theorem in the information spectrum
method. Coupling the generalized lemma with the method of
types, we derive new converse bounds. Those bounds have
forms obviously matching achievable bounds for sufficiently
large code block length.
II. THE CAPACITY OF THE DISCRETE MEMORYLESS
CHANNELS
We consider a discrete memoryless channel(DMC) with the
input set X and the output set Y . We assume that X and Y are
finite sets. The DMC is specified by the following stochastic
matrix:
W := {W (y|x)}(x,y)∈X×Y. (1)
Let Xn be a random variable taking values in Xn. We write
an element of Xn as x = x1x2· · ·xn. Suppose that Xn
has a probability distribution on Xn denoted by pXn =
{pXn(x)}x∈Xn . Similar notations are adopted for other ran-
dom variables. Let Y n ∈ Yn be a random variable obtained as
the channel output by connecting Xn to the input of channel.
We write a conditional distribution of Y n on given Xn as
Wn = {Wn(y|x)}(x,y)∈Xn×Yn .
Since the channel is memoryless, we have
Wn(y|x) =
n∏
t=1
W (yt|xt). (2)
Let Kn be uniformly distributed random variables taking
values in message sets Kn.
The random variable Kn is a message sent to the receiver.
A sender transformsKn into a transmitted sequence X
n using
an encoder function and sends it to the receiver. In this paper
we assume that the encoder function ϕ(n) is a deterministic
encoder. In this case, ϕ(n) is is a one-to-one mapping from
Kn into Xn. The joint probability mass function on Xn ×Yn
is given by
Pr{(Xn, Y n) = (x,y)} =
1
|Kn|
n∏
t=1
W (yt |xt(k) ) ,
where xt(k) = [ϕ
(n)(k)]t, t = 1, 2, · · · , n are the t-th compo-
nents of x = x(k) = ϕ(n)(k) and |Kn| is a cardinality of the
set Kn. The decoding function at the receiver is denoted by
ψ(n). This function is formally defined by ψ(n) : Yn → Kn.
Let c : X → [0,∞) be a cost function. The average cost on
output of ϕ(n) must not exceed Γ. This condition is given by
ϕ(n)(Kn) ∈ S
(n)
Γ , where
S
(n)
Γ :=
{
x ∈ Xn :
1
n
n∑
t=1
c(xt) ≤ Γ
}
.
The average error probabilities of decoding at the receiver is
defined by
P(n)e = P
(n)
e (ϕ
(n), ψ(n)|W ) := Pr{ψ(n)(Y n) 6= Kn}
= 1− Pr{ψ(n)(Y n) = Kn}.
For k ∈ Kn, set D(k) := {y : ψ(n)(y) = k}. The families
of sets {D(k)}k∈Kn is called the decoding regions. Using the
decoding region, P
(n)
e can be written as
P(n)e = P
(n)
e (ϕ
(n), ψ(n)|W )
=
1
|Kn|
∑
k∈Kn
∑
y/∈D(k)
Wn
(
y
∣∣∣ϕ(n)(k)) .
Set
P(n)c = P
(n)
c (ϕ
(n), ψ(n)|W ) := 1− P(n)e (ϕ
(n), ψ(n)|W ).
The quantity P
(n)
c is called the average correct probability of
decoding. This quantity has the following form
P(n)c = P
(n)
c (ϕ
(n), ψ(n)|W )
=
1
|Kn|
∑
k∈Kn
∑
y∈D(k)
Wn
(
y
∣∣∣ϕ(n)(k)) .
For given ε ∈ (0, 1), R is ε-achievable under Γ if for any
δ > 0, there exist a positive integer n0 = n0(ε, δ) and a
sequence of pairs {(ϕ(n), ψ(n)) : ϕ(n)(Kn) ⊆ S
(n)
Γ }
∞
n=1 such
that for any n ≥ n0(ε, δ),
P(n)e (ϕ
(n), ψ(n)|W ) ≤ ε,
1
n
log |Kn| ≥ R− δ. (3)
The supremum of all ε-achievable R under Γ is denoted by
CDMC(ε,Γ|W ). We set
CDMC(Γ|W ) := inf
ε∈(0,1)
CDMC(ε,Γ|W ),
which is called the channel capacity. The maximum error
probability of decoding is defined by as follows:
P(n)e,m = P
(n)
e,m(ϕ
(n), ψ(n)|W )
:= max
k∈Kn
Pr{ψ(n)(y) 6= k|Kn = k}.
Based on this quantity, we define CDMC(ε,Γ|W ) by replacing
P
(n)
e (ϕ(n), ψ(n)|W ) in the definitions of CDMC( ε,Γ|W ) with
P
(n)
e,m( ϕ(n), ψ(n)|W ). We set
Cm,DMC(Γ|W ) = inf
ε∈(0,1)
Cm,DMC(ε,Γ|W )
which is called the maximum capacity of the DMC.
We next define the channel capacities for finite length n.
For given n, a pair (ε,R) is n-achievable under Γ if there
exists (ϕ(n), ψ(n)) with ϕ(n)(Kn) ⊆ S
(n)
Γ such that
P(n)e (ϕ
(n), ψ(n)|W ) ≤ ε,
1
n
log |Kn| ≥ R. (4)
We set
RDMC(n,Γ|W )
:= {(ε,R) : (ε,R) is n-achievable under Γ}.
Furthermore, set
CDMC(n, ε,Γ|W )
:= max{R : (ε,R) ∈ RDMC(n,Γ|W )},
εDMC(n,R,Γ|W )
:= min{ε : (ε,R) ∈ RDMC(n,Γ|W )}.
We define Rm,DMC(n, ε,Γ|W ) by replacing P
(n)
e (ϕ(n),
ψ(n)|W ) in the definitions of RDMC(n, ε,Γ|W ) with P
(n)
m,e(
ϕ(n), ψ(n)|W ). We further define Cm,DMC(n, ε,Γ|W ) and
εm,DMC(n, ε,Γ|W ) in a manner similar to the definitions in
the case of average error criterion. Define
CDMC(n, ε,Γ|W ) := inf
m≥n
CDMC(m, ε,Γ|W ),
Cm,DMC(n, ε,Γ|W ) := inf
m≥n
Cm,DMC(m, ε,Γ|W ).
Then we have the following property.
Property 1: We have the following:
CDMC(ε,Γ|W ) = sup
n≥1
CDMC(n, ε,Γ|W ),
Cm,DMC(ε,Γ|W ) = sup
n≥1
Cm,DMC(n, ε,Γ|W ).
Proof of Property 1 is given in Appendix A.
Set
C(Γ|W ) = max
pX∈P(X ):
EpX c(X)≤Γ
I(pX ,W ), (5)
where P(X ) is a set of probability distribution on X and
I(pX ,W ) stands for a mutual information between X and
Y when input distribution of X is pX . The following is a
well known result.
Theorem 1: For any DMC W , we have
Cm,DMC(Γ|W ) = CDMC(Γ|W ) = C(Γ|W ).
Han [8] established the strong converse theorem for DMCs
with input cost. His result is as follows.
Theorem 2 (Han [8]): If R > C(Γ|W ), we have
lim
n→∞
P(n)e (ϕ
(n), ψ(n)|W ) = 1
for any {(ϕ(n), ψ(n)) : ϕ(n)(Kn) ⊂ S
(n)
Γ }
∞
n=1 satisfying
1
n
lim inf
n→∞
logMn ≥ R.
The following corollary immediately follows from this
theorem.
Corollary 1: For each fixed ε ∈ (0, 1) and any DMC W ,
we have
Cm,DMC(ε,Γ|W ) = CDMC(ε,Γ|W ) = C(Γ|W ).
III. MAIN RESULTS
In this section we state our main results. We first define
several quantities necessary for describing those results.
Definition 1: For any n-sequence x = x1x2 · · · xn ∈ Xn,
n(x|x) denotes the number of t such that xt = x. The relative
frequency {n(x|xn)/n}x∈X of the components of x is called
the type of x denoted by Px. The set that consists of all the
types on X is denoted by Pn(X ). Average cost for x ∈ Xn is
explicitly expressed with Px. In fact we have the following:
1
n
n∑
t=1
c(xt) =
∑
x∈X
c(x)Px(x) = c¯Px ,
where for p ∈ P(X ), we define
c¯p :=
∑
x∈X
c(x)p(x).
Definition 2: For any two n-sequences x = x1 x2 · · · xn ∈
Xn and y = y1 y2 · · · yn ∈ Yn, n(x, y|x,y) denotes the
number of t such that (xt, yt) = (x, y). The relative frequency
{n(x, y|x,y)/n }(x,y)∈ X×Y of the components of (x,y) is
called the joint type of (x,y) denoted by Px,y. Furthermore,
the set of all the joint type of X ×Y is denoted by Pn(X ×Y).
For each (x,y) ∈ Xn × Yn, the joint type Px,y induces the
type Px given by
Px(x) =
∑
y∈Y
Px,y(x, y).
Such type induced by a joint type is called the marginal type.
For Px(x) > 0, we set
Vy|x(y|x) =
Px,y(x, y)
Px(x)
=
n(x, y|x,y)
n(x|x)
.
For each x ∈ X with Px(x) > 0,
Vy|x(·|x) = {Vy|x(y|x)}y∈Y
becomes a conditional probability distribution. We call this
the conditional type denoted by Vy|x. The formal definition
of this quantity is
Vy|x = {V (·|x)}x∈X :Px(x)>0.
Definition 3: For P ∈ Pn(X ), let Vn(Y|P ) be a set of
all possible conditional type on Y given P . Every Px,y ∈
P(X×Y) corresponds to Px ∈ Pn(X ) and Vy|x ∈ Vn(Y|Px)
in a one-to-one manner, that is,
Px,y = (Px, Vy|x) ∈
⋃
P∈Pn(X )
{P}×Vn(Y|P ) = Pn(X ×Y).
Conversely, for each P ∈ Pn(X ) and V ∈ Vn(Y|P ), there
exists (x,y) ∈ Xn × Yn such that
Px,y = (P, V ) ∈
⋃
P˜∈Pn(X )
{P˜} × Vn(Y|P˜ ) = Pn(X × Y).
For Px,y = (P, V ) ∈ Pn(X × Y), the marginal type Py is
induced by the product of P and V , that is,
Py(y) =
∑
x∈X
P (x)V (y|x).
We denote such Py by PV .
Let Y n be an output from the noisy channel Wn for
the input Xn = ϕ(n)(Kn). We have the following three
propositions. Those are mathematical core of our main results.
Proposition 1: For any positive integer n, any γ > 0, and
any (ϕ(n), ψ(n)) with ϕ(n)(Kn) ⊆ S
(n)
Γ , we have
P(n)e (ϕ
(n), ψ(n)|W )
≥ Pr
{
1
n
log |Kn| ≥ I(Pϕ(n)(Kn), VY n|ϕ(n)(Kn)|W ) + γ
}
− νn(|Y|)2
−nγ , (6)
where
νn = νn(a) :=
(
n+ a− 1
a− 1
)
≤ (n+ 1)a−1,
Y n is an output from the noisy channel Wn for the input
Xn = ϕ(n)(Kn), and
I(Pϕ(n)(Kn), VY n|ϕ(n)(Kn)|W )
:= I(Pϕ(n)(Kn), VY n|ϕ(n)(Kn))
−D(VY n|ϕ(n)(Kn)||W |Pϕ(n)(Kn)).
Proposition 2: For any positive interger n, any γ > 0, and
any P ∈ Pn(X ) with c¯P ≤ Γ, there exists (ϕ
(n), ψ(n)) with
ϕ(n)(Kn) ⊆ T nP such that
P(n)e (ϕ
(n), ψ(n)|W )
≤ Pr
{
1
n
log |Kn| ≥ J(P, VY n|ϕ(n)(Kn)|W )− γ
}
+ κn(|X |)2
−nγ , (7)
where κn(a) := e
a
12 (2pin)
a−1
2 and
J(P, VY n|ϕ(n)(Kn)|W )
:=
∑
(x,y)∈X×Y
P (x)VY n|ϕ(n)(Kn)(y|x) log
W (y|x)
(PW )(y)
.
Proposition 3: For any positive integer n, any γ > 0, and
any P ∈ Pn(X ) with c¯P ≤ Γ, there exists (ϕ
(n), ψ(n)) with
ϕ(n)(Kn) ⊆ T nP such that
P(n)e (ϕ
(n), ψ(n)|W )
≤ Pr
{
1
n
log |Kn| ≥ I(P, VY n|ϕ(n)(Kn))− γ
}
+ ηn(|X |, |Y|)2
−nγ , (8)
where ηn(a, b) := κn(a)νn(ab).
Proofs of the above three propositions are given in the next
section. To prove Proposition 1, we introduce a new techinque
for the meta converse lemma in the proof of converse coding
theorems. On the other hand, proofs of Propositions 2 and 3 are
standard. Propositions 1-3, together with a simple observation
yield the following two theorems.
Theorem 3:
max
γ>0
min
P∈Pn(X ):
c¯P≤Γ
[
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ
|PXn = P} − νn(|Y|)2
−nγ ]
≤ εDMC(n,R,Γ|W )
≤ min
γ> 1
n
min
P∈Pn(X ):
c¯P≤Γ
[
Pr
{
R ≥ J(P, VY n|Xn |W )− γ
|PXn = P}+ 2κn(|X |)2−nγ ] .
Theorem 4:
max
γ>0
min
P∈Pn(X ):
c¯P≤Γ
[
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ
|PXn = P} − νn(|Y|)2−nγ ]
≤ εDMC(n,R,Γ|W )
≤ min
γ> 1
n
min
P∈Pn(X ):
c¯P≤Γ
[
Pr
{
R ≥ I(P, VY n|Xn)− γ
|PXn = P}+ 2ηn(|X |, |Y|)2−nγ ] .
Proofs of Theorems 3 and 4 will be given in Section IV.
By simple computations we can show that
I(P, VY n|Xn |W ) ≤ J(P, VY n|Xn |W )
≤ I(P, VY n|Xn). (9)
By Theorem 3, we have the following result.
Corollary 2:
max
γ>0
min
P∈Pn(X ):
c¯P≤Γ
[
Pr
{
R ≥ J(P, VY n|Xn |W ) + γ
|PXn = P} − νn(|Y|)2−nγ ]
≤ εDMC(n,R,Γ|W )
≤ min
γ> 1
n
min
P∈Pn(X ):
c¯P≤Γ
[
Pr
{
R ≥ J(P, VY n|Xn |W )− γ
|PXn = P}+ 2κn(|X |)2−nγ ] .
IV. PROOFS OF THE RESULTS
In this section we give proofs of our main results. We first
define several quantities and set necessary for the proofs.
Definition 4: For P ∈ Pn(X ), set T nP := {x : Px = P}.
For
(P, V ) ∈
⋃
P˜∈Pn(X )
{P˜} × Vn(Y|P˜ ) = Pn(X × Y), (10)
set T n(P,V ) := {(x,y) : Px,y = (P, V )}. For the above
(P, V ), set T nV (x) := {y : Px,y = (P, V )}.
For set of types and joint types the following lemma holds.
For the detail of the proof see Csisza´r and Ko¨rner[9].
Lemma 1:
a) |Pn(X )| = νn(|X |) ≤ (n+ 1)|X |,
For P ∈ Pn(X ),
|Vn(Y|P )| = νn(|X ||Y|) ≤ (n+ 1)|X ||Y|,
|Pn(X × Y)| = νn(|X ||Y|) ≤ (n+ 1)|X ||Y|.
b) For P ∈ Pn(X ) and V ∈ Vn(Y|P ),
[κn(|X |)]
−12nH(P ) ≤ |T nP | ≤ 2
nH(P ),
[κn(|Y|)]
−12nH(PV ) ≤ |T nPV | ≤ 2
nH(PV ),
where κn(a) := e
a
12 (2pin)
a−1
2 . For x ∈ T nP ,
[κn(|X ||Y|)]
−12nH(V |P ) ≤ |T nV (x)| ≤ 2
nH(V |P ),
[κn(|X ||Y|)]
−12nH(P,V ) ≤ |T n(P,V )| ≤ 2
nH(P,V ).
c) Suppose that P ∈ Pn(X ), V ∈ Vn(Y|P ). For x ∈ T nP
and y ∈ T nV (x),
pnX(x) = 2
−n[H(P )+D(P ||pX )],
Wn(y|x) = 2−n[H(V |P )+D(V ||W |P )].
We first prove Proposition 1. Set
Al := {(x,y) :W
n(y|x) ≤ |Kn|2
−nγQ(l)(y)},
Al(x) := {y : (x,y) ∈ Al}.
For x ∈ Xn and V ∈ Vn(Px), we set
Al,V (x) := Al(x) ∩ T
n
V (x)
= {y ∈ T nV (x) :W
n(y|x) ≤ |Kn|2
−nγQ(l)(y)}.
The following lemma is useful for the proof.
Lemma 2: For any γ > 0 and for any (ϕ(n), ψ(n)), we have
P(n)e (ϕ
(n), ψ(n)|W ) ≥ Pr
{ L⋃
l=1
[
1
n
log |Kn| ≥
1
n
log
Wn(Y n|Xn)
Q(l)(Y n)
+ γ
]}
− L2−nγ . (11)
In (11) we can choose any probability distribution Q(l), l =
1, 2, · · · , L on Yn.
Proof: The bound (11) we wish to show is equivalent to
1− P(n)e (ϕ
(n), ψ(n)|W ) ≤ Pr
{
L⋂
l=1
[
1
n
log |Kn| <
1
n
log
Wn(Y n|Xn)
Q(l)(Y n)
+ γ
]}
+ L2−nγ .
In the following argument we prove this bound. Then we have
the following:
1− P(n)e (ϕ
(n), ψ(n)|W )
=
1
|Kn|
∑
k∈Kn
∑
y∈D(k)⋂
[
⋂L
l=1A
c
l (ϕ
(n)(k))]
Wn(y|ϕ(n)(k))
+
1
|Kn|
∑
k∈Kn
∑
y∈D(k)⋂
[
⋂L
l=1A
c
l (ϕ
(n)(k))]c
Wn(y|ϕ(n)(k))
≤ ∆0 +
L∑
l=1
∆l,
where
∆0 :=
1
|Kn|
∑
k∈Kn
∑
y∈
⋂
L
l=1A
c
l (ϕ
(n)(k))
Wn(y|ϕ(n)(k)),
∆l :=
1
|Kn|
∑
k∈Kn
∑
y∈D(k)∩Al(ϕ
(n)(k))
Wn(y|ϕ(n)(k)).
On the quantity ∆0, we have
∆0 = Pr
{ L⋂
l=1
[
1
n
log |Kn| <
1
n
log
Wn(Y n|Xn)
Q(l)(Y n)
+ γ
]}
.
Hence it suffices to show ∆l ≤ 2−nγ for l = 1, 2, · · · , L to
prove Lemma 2. We have the following chain of inequalities:
∆l =
1
|Kn|
∑
k∈Kn
∑
y∈D(k):
Wn(y|ϕ(n)(k))
≤2−nγ |Kn|Q
(l)(y)
Wn(y|ϕ(n)(k))
≤ 2−nγ
∑
k∈Kn
∑
y∈D(k)
Q(l)(y) = 2−nγ
∑
k∈Kn
Q(l) (D(k))
= 2−nγQ(l)
( ⋃
k∈Kn
D(k)
)
≤ 2−nγ .
Thus Lemma 2 is proved.
Proof of Proposition 1: We set
B := Pr
{ L⋃
l=1
[
1
n
log |Kn| ≥
1
n
log
Wn(Y n|Xn)
Q(l)(Y n)
+ γ
]}
=
1
|Kn|
∑
k∈Kn
∑
y∈
⋃L
l=1Al(ϕ
(n)(k))
Wn(y|ϕ(n)(k))
=
1
|Kn|
∑
k∈Kn
B(k),
where
B(k) :=
∑
y∈
⋃
L
l=1Al(ϕ
(n)(k))
Wn(y|ϕ(n)(k)).
For (P, V ) ∈ Pn(X ) × Vn(Y|P ), define ι1 by ι1(P, V ) =
PV ∈ Pn(Y). Let L = |Pn(Y)| and let ι2 : Pn(Y) →
{1, 2, · · · , L} be a one-to-one mapping. Using ι1 and ι2, we
define the map l by l = ι2 ◦ ι1, i.e., for (P, V ) ∈ Pn(
X )× Vn(Y|P ), define
l = ι2 ◦ ι1(P, V ) = ι2(PV ) ∈ {1, · · · , L}.
For each l = 1, 2, · · · , L, we choose Q(l) so that it is the
uniform distribution over T n
ι−12 (l)
= T nPV for ι2(PV ) = l, i.e.,
Q(l)(y) =


1
|T nPV |
if y ∈ T nPV ,
0 otherwise.
For each k ∈ Kn, we have the following chain of inequalities:
B(k) =
∑
y∈
⋃
L
l=1Al(ϕ
(n)(k))
Wn(y|ϕ(n)(k))
=
∑
V ∈Vn
(
Y
∣∣∣P
ϕ(n)(k)
)
∑
y∈
⋃
L
l=1Al,V (ϕ
(n)(k))
Wn(y|ϕ(n)(k))
≥
∑
V ∈Vn
(
Y
∣∣∣P
ϕ(n)(k)
)
∑
y∈Al∗,V (ϕ
(n)(k))
Wn(y|ϕ(n)(k)), (12)
where the quantity l∗ in the last step is the index so that
l∗ = l
(
Pϕ(n)(k), V
)
= l
(
Pϕ(n)(k), Vy|ϕ(n)(k)
)
,
for y ∈ T nV (ϕ
(n)(k)).
Note that
Al∗,V (ϕ
(n)(k)) =
{
y ∈ T nV (ϕ
(n)(k)) :
Wn(y|ϕ(n)(k)) ≤ |Kn|2
−nγQ(l
∗)(y)
}
=

y ∈ T nV (ϕ(n)(k)) :Wn(y|ϕ(n)(k)) ≤
|Kn|2
−nγ∣∣∣T nP
ϕ(n)(k)
V
∣∣∣


=
{
y ∈ T nV (ϕ
(n)(k)) :
|Kn| ≥W
n(y|ϕ(n)(k))
∣∣∣T nP
ϕ(n)(k)
V
∣∣∣ 2nγ}. (13)
By Lemma 1 parts b) and c), we have∣∣∣T nP
ϕ(n)(k)
V
∣∣∣ ≤ 2nH(Pϕ(n)(k)V ),
Wn(y|ϕ(n)(k)) = 2
−n
[
H
(
V
∣∣∣P
ϕ(n)(k)
)
+D
(
V
∣∣∣
∣∣∣W
∣∣∣P
ϕ(n)(k)
)]
.
Using those bounds, we obtain
1
n
log |Kn| ≥ I(Pϕ(n)(k), V |W ) + γ
⇒ |Kn| ≥W
n(y|ϕ(n)(k))
∣∣∣T nP
ϕ(n)(k)
V
∣∣∣ 2nγ . (14)
From (13) and (14), we obtain
Al∗,V (ϕ
(n)(k)) ⊇
{
y ∈ T nV (ϕ
(n)(k)) :
1
n
log |Kn| ≥ I(Pϕ(n)(k), V |W ) + γ
}
=
{
y ∈ T nV (ϕ
(n)(k)) :
1
n
log |Kn|
≥ I(Pϕ(n)(k), Vy|ϕ(n)(k)|W ) + γ
}
. (15)
From (12) and (15), we have
B(k) ≥ Pr
{
1
n
log |Kn| ≥ I(Pϕ(n)(k), VY n|ϕ(n)(k)|W )
+ γ
}
for k ∈ Kn. (16)
Combining all results we have obtained so far, we have
P(n)e (ϕ
(n), ψ(n)|W )
(a)
≥ B − L2−nγ
(b)
=
1
|Kn|
∑
k∈Kn
B(k)− |Pn(Y)|2
−nγ
(c)
=
1
|Kn|
∑
k∈Kn
B(k)− νn(|Y|)2
−nγ
(d)
≥ Pr
{
1
n
log |Kn| ≥ I(Pϕ(n)(Kn), VY n|ϕ(n)(Kn)|W ) + γ
}
− νn(|Y|)2
−nγ .
Step (a) follows from Lemma 2. Step (b) follows from the
choice L = |Pn(Y)|. Step (c) follows from Lemma 1 part a).
Step (d) follows from (16).
We next prove Proposition 2. Using an argument of random
coding, we show an exsitance of encoding and decoding
schemes to attain the upper bound of P
(n)
e (ϕ(n), ψ(n)|W ).
Random Coding: Fix P ∈ Pn(X ) such that c¯P ≤ Γ. For each
k ∈ Kn, we generate x = x(k) according to the uniform
distribution over T nP .
Encoding: For each k ∈ Kn, we define ϕ(n)(k) by ϕ(n)(k) =
x(k).
Decoding: Define
J(x;y|W ) := J(Px, Vy|x|W ).
Set
T (n)γ :=
{
(x,y) ∈ Xn × Yn :
J(x;y|W ) ≥
1
n
log |Kn|+ γ
}
,
T
(n)
γ,1 :=
{
x : (x,y) ∈ T (n)γ for some y ∈ X
n
}
,
T
(n)
γ,2 :=
{
y : (x,y) ∈ T (n)γ for some x ∈ X
n
}
.
For y ∈ T
(n)
γ,2 , we set
T
(n)
γ,1 (y) := {x : (x,y) ∈ Tγ} .
Similarly, for x ∈ T
(n)
γ,1 , we set
T
(n)
γ,2 (x) := {x : (x,y) ∈ Tγ} .
For received sequence y ∈ Yn, we define the decoder function
by
ψ(n)(y)
:=


kˆ if x(kˆ) ∈ T
(n)
γ,1 (y) and x(k˜) /∈ T
(n)
γ,1 (y)
for all k˜ ∈ Kn − {kˆ},
0 otherwise.
(17)
Error Probability Analysis: For P ∈ Pn(X ), define a proba-
bility distribution Q on Yn by
Q(y) :=
1
|T nP |
∑
x∈Tn
P
Wn(y|x).
Then we have the following lemma.
Lemma 3: Fix (P, V ) ∈ Pn(X × Y) arbitrary. Let PV ∈
Pn(Y) be a type on Y induced by (P, V ). Then for any y ∈
T nPV , we have
Q(y) ≤ κn(|X |)2
−n[H(PV )+D(PV ||PW )]. (18)
Furthermore, for any (x,y) ∈ T n(P,V ), we have
Q(y)
Wn(y|x)
≤ κn(|X |)2
−nJ(P,V |W )
= κn(|X |)2
−nJ(x;y|W ). (19)
Proof: We first prove (18). We have the following chain of
inequalities:
Q(y) =
1
|T nP |
∑
x∈Tn
P
Wn(y|x)
(a)
≤
∑
x∈Tn
P
Wn(y|x)κn(|X |)2
−nH(P )
= κn(|X |)
∑
x∈Tn
P
n∏
t=1
[W (yt|xt)P (xt)]
(b)
≤ κn(|X |)
∑
x∈Xn
n∏
t=1
[W (yt|xt)P (xt)]
= κn(|X |)
n∏
t=1
[∑
xt∈X
W (yt|xt)P (xt)
]
= κn(|X |)
n∏
t=1
(PW )(yt)
(b)
= κn(|X |)2
−n[H(PV )+D(PV ||PW )].
Step (a) follows from Lemma 1 part b). Step (b) follows from
Lemma 1 part c). We next prove (19). When (x,y) ∈ T n(P,V )
we have
Wn(y|x) = 2−n[H(P |V )+D(V ||W |P )]. (20)
From (18) and (20), we have
Q(y)
Wn(y|x)
≤
κn(|X |)2−n[H(PV )+D(PV ||PW )]
2−n[H(P |V )+D(V ||W |P )]
= κn(|X |)2
−nJ(P,V |W ) = κn(|X |)2
−nJ(x;y|W ).
Thus (19) is proved.
In the following argument we let P denote a proba-
bility measure based on the randomness of the choice of
{x(k)}k∈Kn . Let E denote an expectation based on the ran-
domness of the choice of {x(k)}k∈Kn .
Proof of Proposition 2: We use a pair of proposed encoder
and decoder functions denoted by (ϕ(n), ψ(n)). By the con-
struction of ϕ(n), we have that for any k ∈ Kn, x(k) ∈ T nP .
Fix (P, V ) ∈ Pn(X × Y) arbitrary. For x ∈ T nP , set
T
(n)
γ,2,V (x)
:=
{
y ∈ T nV (x) : J(P, V |W ) ≥
1
n
log |Kn|+ γ
}
=
{
y ∈ T nV (x) : J(x,y|W ) ≥
1
n
log |Kn|+ γ
}
.
Furthermore, set
T˘
(n)
γ,2,V (x)
:=
{
y ∈ T nV (x) : J(P, V |W ) <
1
n
log |Kn|+ γ
}
.
By definition it is obvious that for every x ∈ T nP ,
T
(n)
γ,2,V (x) ∩ T˘
(n)
γ,2,V (x) = ∅,
T
(n)
γ,2,V (x) ∪ T˘
(n)
γ,2,V (x) = T
n
V (x).
For k ∈ Kn and for (x(k),y) ∈ X
n × Yn, define
χy|x(k)(ϕ
(n), ψ(n)) :=
{
1 if ψ(n)(y) 6= k,
0 otherwise.
Then we have P
(n)
e (ϕ(n), ψ(n)|W ) = Λ1 + Λ2, where
Λ1 =
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T˘
(n)
γ,2,V (x)
1
×χy|x(k)(ϕ
(n), ψ(n))Wn(y|x(k)),
Λ2 =
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(n)
γ,2,V (x)
1
×χy|x(k)(ϕ
(n), ψ(n))Wn(y|x(k)).
On an upper bound of Λ1, we have the following:
Λ1 ≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T˘
(n)
γ,2,V (x)
Wn(y|x(k))
= Pr
{
1
n
log |Kn| ≥ J(P, VY n|ϕ(n)(Kn)|W )− γ
}
.
We next derive an upper bound of Λ2. On this bound we have
the following chain of inequalities:
Λ2 =
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈
[⋃
m 6=k T
(n)
γ,2,V (x(m))
]
⋂
T
(n)
γ,2,V (x(k))
1
× χy|x(k)(ϕ
(n), ψ(n))Wn(y|x(k))
+
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈
[⋃
m 6=k T
(n)
γ,2,V (x(m))
]c
⋂
T
(n)
γ,2,V (x(k))
1
× χy|x(k)(ϕ
(n), ψ(n))Wn(y|x(k))
(a)
≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈
[⋃
m 6=k T
(n)
γ,2,V (x(m))
]
⋂
T
(n)
γ,2,V (x(k))
1
×Wn(y|x(k))
≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
m 6=k
∑
y∈T
(n)
γ,2,V (x(m))
1
×Wn(y|x(k)). (21)
Step (a) follows from that if
y ∈

 ⋃
m 6=k
T
(n)
γ,2,V (x(m))


c⋂
T
(n)
γ,2,V (x(k)),
then the decoding errors do not occur. Set
ζV (x(k)) :=
∑
m 6=k
∑
y∈T
(n)
γ,2,V (x(m))
Wn(y|x(k)).
Then from (21), we have
Λ2 ≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
ζV (x(k)). (22)
Taking expactations of both sides of (22) with respect to the
randomeness of the choice of ϕ(n), we obtain
E[Λ2] ≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
E[ζV (x(k))]. (23)
For each k ∈ Kn, we evaluate E[ζV (x(k))] to obtain the
following chain of inequalities:
E[ζV (x(k))] =
∑
m 6=k
∑
x(m)∈Tn
P
∑
x(k)∈Tn
P
∑
y∈T
(n)
γ,2,V (x(m))
1
×Wn(y|x(k))P(ϕ(n)(m) = x(m), ϕ(n)(k) = x(k))
=
∑
m 6=k
∑
x(m)∈Tn
P
1
|T nP |
∑
y∈T
(n)
γ,2,V (x(m))
1
×
∑
x(k)∈Tn
P
Wn(y|x(k))
1
|T nP |
(a)
=
∑
m 6=k
∑
x(m)∈TnP
1
|T nP |
∑
y∈T
(n)
γ,2,V (x(m))
Q(y)
(b)
≤
∑
m 6=k
∑
x(m)∈Tn
P
1
|T nP |
∑
y∈T
(n)
γ,2,V (x(m))
1
× κn(|X |)2
−nJ(x(m);y|W )Wn(y|x(m))
(c)
≤
∑
m 6=k
∑
x(m)∈Tn
P
1
|T nP |
∑
y∈T
(n)
γ,2,V (x(m))
1
×
κn(|X |)
|Kn|2nγ
Wn(y|x(m))
=
κn(|X |)
|Kn|2nγ
∑
m 6=k
∑
x(m)∈Tn
P
1
|T nP |
Wn(T
(n)
γ,2,V (x(m))|x(m))
≤
κn(|X |)
|Kn|2nγ
∑
m 6=k
∑
x(m)∈Tn
P
1
|T nP |
=
κn(|X |)(|Kn| − 1)
|Kn|2nγ
≤ κn(|X |)2
−nγ . (24)
Step (a) follows from the definition of Q(y). Step (b) fol-
lows from Lemma 3. Step (c) follows from that when y ∈
Tγ,2(x(m)), we have
2−nJ(x(m);y|W ) ≤
1
|Kn|2nγ
.
From (23) and (24), we have E[Λ2] ≤ κn(|X |)2−nγ . Hence
there exists at least one deterministic code such that Λ2 ≤
κn(|X |)2−nγ . Thus we have
P(n)e (ϕ
(n), ψ(n)|W )
≤ Pr
{
1
n
log |Kn| ≥ J(P, VY n|ϕ(n)(Kn)|W )− γ
}
+ κn(|X |)2
−nγ ,
completing the proof.
We finally prove Proposition 3. For received sequence y ∈
Yn, we define the decoder function by
ψ(n)(y) =


kˆ if I(x(k);y) < I(x(k˜);y)
for all k˜ ∈ Kn − {kˆ},
0 otherwise.
Error Probability Analysis: For y ∈ Yn, we set
F(x|y) := {x˜ ∈ Xn : I(x˜;y) ≥ I(x;y)}
= {x˜ ∈ Xn : H(x˜|y) ≤ H(x|y)} .
Let P be a probability measure based on the randomness of
the choice of {x(k)}k∈Kn . For each k ∈ Kn and y ∈ Y
n, we
consider the following event.
Ek(y) : There exists k˜ ∈ Kn − {k} such that
x(k˜) ∈ F(x(k)|y).
Then we have the following lemma.
Lemma 4: For each k ∈ Kn and y ∈ Yn, we have
P(Ek(y)) ≤ ηn(|X |, |Y|)2
−n[I(P,Vy|x(k))−(1/n) log |Kn|],
where
Proof: We first bound the cardinality of F(x(k)|y). On this
quantity we have the following:
|F(x(k)|y)|
= | {x˜ ∈ Xn : H(x˜|y) ≤ H(x|y)} |
=
∑
V ∈V(X|Py):
H(V |Py)
≤H(x(k)|y)
|T nV (y)|
(a)
≤
∑
V ∈V(X|Py):
H(V |Py)
≤H(x(k)|y)
2nH(V |Py)
≤ 2nH(x(k)|y)
∑
V ∈V(X|Py):
H(V |Py)
≤H(x(k)|y)
1
≤ ηn(|X |, |Y|)2
nH(x(k)|y). (25)
Step (a) follows from Lemma 1 part a). Step (b) follows from
Lemma 1 part b). Then we have
P(Ek(y)) ≤ (|Kn| − 1)
∑
x˜∈F(x(k)|y)
1
|T nP |
≤ |Kn|
|F(x(k)|y)|
|T nPx |
(a)
≤ |Kn|
νn(|X ||Y|)2nH(x(k)|y)
[κn(|X |)]−12nH(x)
= ηn(|X |, |Y|)2
−n[I(P,Vy|x(k))−(1/n) log |Kn|].
Step (a) follows from Lemma 1 and (25).
Proof of Proposition 3: We take our proposed encoder and
decoder functions as (ϕ(n), ψ(n)). By the construction of ϕ(n),
we have that for any k ∈ Kn, x(k) ∈ T nP . For k ∈ Kn and
Vn(Y|P ), set
T
(1)
k,V :=
{
y ∈ T nV (x(k)) :
1
n
log |Kn| ≥ I(P, V )− γ
}
,
T
(2)
k,V :=
{
y ∈ T nV (x(k)) :
1
n
log |Kn| < I(P, V )− γ
}
.
For k ∈ Kn and for (x(k),y) ∈ Xn × Yn, define
χy|x(k)(ϕ
(n), ψ(n)) :=
{
1 if ψ(n)(y) 6= k,
0 otherwise.
Then we have P
(n)
e (ϕ(n), ψ(n)|W ) = Λ1 + Λ2, where
Λ1 =
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(1)
k,V
(x(k))
1
×χy|x(k)(ϕ
(n), ψ(n))Wn(y|x(k)),
Λ2 =
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(2)
k,V
(x(k))
1
×χy|x(k)(ϕ
(n), ψ(n))Wn(y|x(k)).
On an upper bound of Λ1, we have the following:
Λ1 ≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(1)
k,V
(x(k))
Wn(y|x(k))
= Pr
{
1
n
log |Kn| ≥ I(P, VY n|ϕ(n)(Kn))− γ
}
.
We next derive an upper bound of Λ2. Let E denote an
expectation based on a randomness of the choice of ϕ(n). We
evaluate E[Λ2] to obtain the following chain of inequalities:
E[Λ2] = E

 1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(2)
k,V
(x(k))
1
× χy|x(k)(ϕ
(n), ψ(n))Wn(y|x(k))


=
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(2)
k,V
(x(k))
1
× E
[
χy|x(k)(ϕ
(n), ψ(n))
]
Wn(y|x(k))
=
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(2)
k,V
(x(k))
1
× P(Ek(y))W
n(y|x(k))
(a)
≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(2)
k,V
(x(k))
Wn(y|x(k))
× ηn(|X |, |Y|)2
−n[I(P,Vy|x(k))−(1/n) log |Kn|]
(b)
≤
1
|Kn|
∑
k∈Kn
∑
V ∈Vn(Y|P )
∑
y∈T
(2)
k,V
(x(k))
Wn(y|x(k))
× ηn(|X |, |Y|)2
−nγ
≤ ηn(|X |, |Y|)2
−nγ .
Step (a) follows from Lemma 4. Step (b) follows from that
when y ∈ T
(2)
k,V (x(k)), we have
2−n[I(P,Vy|x(k))−(1/n) log |Kn|] ≤ 2−nγ .
Hence there exists at least one deterministic code such that
Λ2 ≤ ηn2
−nγ . Thus we have
P(n)e (ϕ
(n), ψ(n)|W )
≤ Pr
{
1
n
log |Kn| ≥ I(P, VY n|ϕ(n)(Kn))− γ
}
+ ηn(|X |, |Y|)2
−nγ ,
completing the proof.
Proof of Theorem 3: We first prove the first inequality of
Theorem 3. Let (ϕ
(n)
opt, ψ
(n)
opt) be the optimal code that attains
εDMC(n,R,Γ|W ). By definitions we have the following:
εDMC(n,R,Γ|W ) = P
(n)
e (ϕ
(n)
opt, ψ
(n)
opt|W ), (26)
1
n
log |Kn| ≥ R, (27)
ϕ(n)(Kn) ⊆ S
(n)
Γ . (28)
Set Xn = ϕ
(n)
opt(Kn). Note that X
n is a uniformly distributed
random variable with the cardinality |Kn| of the range of Xn.
We also note that the condition (28) is equivalent to
Xn ∈ SΓ ⇔
1
n
n∑
t=1
c(Xt) = c¯PXn ≤ Γ. (29)
On a lower bound of εDMC(n,R,Γ|W ), we have the following
chain of inequalities:
εDMC(n,R,Γ|W )
(a)
= P(n)e (ϕ
(n)
opt, ψ
(n)
opt|W )
(b)
≥ Pr
{
1
n
log |Kn| ≥ I(Pϕ(n)opt(Kn)
, V
Y n|ϕ
(n)
opt(Kn)
|W ) + γ
}
− νn(|Y|)2
−nγ
(c)
≥ Pr
{
R ≥ I(PXn , VY n|Xn |W ) + γ
}
− νn(|Y|)2
−nγ .
(30)
Step (a) follows from (26). Step (b) follows from Proposition
1. Step (c) follows from (27) and Xn = ϕ
(n)
opt(Kn). On a
lower bound of the first quantity in the right member of (30),
we have the following chain of inequalities:
Pr
{
R ≥ I(PXn , VY n|Xn |W ) + γ
}
=
∑
P∈P(Xn)
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ |PXn = P
}
× Pr {PXn = P}
(a)
=
∑
P∈P(Xn):
c¯P≤Γ
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ |PXn = P
}
× Pr {PXn = P}
≥ min
P∈Pn(X ):
c¯P≤Γ
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ |PXn = P
}
×
∑
P∈P(Xn):
c¯P≤Γ
Pr {PXn = P}
(b)
= min
P∈Pn(X ):
c¯P≤Γ
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ |PXn = P
}
×
∑
P∈P(Xn)
Pr {PXn = P}
= min
P∈Pn(X ):
c¯P≤Γ
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ |PXn = P
}
(31)
Steps (a) and (b) follow from (29). From (30) and (31), we
have
εDMC(n,R,Γ|W )
≥ min
P∈Pn(X ):
c¯P≤Γ
Pr
{
R ≥ I(P, VY n|Xn |W ) + γ |PXn = P
}
− νn(|Y|)2
−nγ . (32)
Since (32) holds for any γ > 0, we have the first inequality of
Theorem 3. We next prove the second inequality of Theorem
3. We fix any positive interger n and any positive γ. We choose
P ∗ ∈ P(Xn) so that it attains the minimum of
Pr
{
R+
1
n
≥ J(P, VY n|Xn |W )− γ
∣∣∣∣PXn = P
}
subject to c¯P ≤ Γ. We choose |Kn| so that |Kn| = 2⌊nR⌋. By
Proposition 2, we have that for P ∗ ∈ Pn(X ) with c¯P∗ ≤ Γ,
there exists (ϕ(n), ψ(n)) with ϕ(n)(Kn) ⊆ T nP∗ such that
P(n)e (ϕ
(n), ψ(n)|W )
≤ Pr
{
1
n
log |Kn| ≥ J(P
∗, VY n|ϕ(n)(Kn)|W )− γ
}
+ κn(|X |)2
−nγ . (33)
On an upper bound of εDMC(n,R,Γ|W ), we have the follow-
ing chain of inequalities:
εDMC(n,R,Γ|W ) ≤ P
(n)
e (ϕ
(n), ψ(n)|W )
(a)
≤ Pr
{
1
n
log |Kn| ≥ J(P
∗, VY n|ϕ(n)(Kn)|W )− γ
}
+ κn(|X |)2
−nγ
(b)
≤ Pr
{
R+
1
n
≥ J(P ∗, VY n|Xn |W )− γ
}
+ κn(|X |)2
−nγ
(c)
= Pr
{
R+
1
n
≥ J(P ∗, VY n|Xn |W )− γ
∣∣∣∣PXn = P ∗
}
+ κn(|X |)2
−nγ
(d)
= min
P∈Pn(X ):
c¯P≤Γ
Pr
{
R ≥ J(P, VY n|Xn |W )− γ
′ |PXn = P
}
+ 2κn(|X |)2
−nγ′ . (34)
Step (a) follows from (33). Step (b) follows from that by
|Kn| = 2⌊nR⌋, we have log |Kn| ≤ nR + 1. Step (c) follows
from that Xn ∈ T nP∗ . Step (d) follows from the choice
γ′ = γ + (1/n). Since (34) holds for any γ′ > 1/n, we
have the second inequality of Theorem 3.
Proof of Theorem 4: The first inequality of Theorem 4 has
already been proved. The second inequality can be proved by
using Proposition 3. The proof is similar to that of the second
inequality. We omit the detail.
APPENDIX
A. General Properties on CDMC(n, ε,Γ|W ) and Cm,DMC(
n, ε,Γ|W ).
In this appendix we prove Property 1 describing general
properties on CDMC(n, ε,Γ|W ) and Cm,DMC(n, ε,Γ|W ).
Proof of Property 1: We only prove the first equality of this
property. A proof of the second equality is quite similar to
that of the first equality. We omit the detail. We first prove the
inequality
CDMC(ε,Γ|W ) ≥ sup
m≥1
CDMC(m, ε,Γ|W ).
We assume that
R ≤ sup
m≥1
CDMC(m, ε,Γ|W ).
Then, there exists positive integerm such that R ≤ CDMC(m,
ε,Γ|W ). Then, by the definition of CDMC(m, ε,Γ|W ), we
have that for any n ≥ m, there exists a pair (ϕ(n), ψ(n)) with
ϕ(n)(Kn) ⊆ S
(n)
Γ such that
P(n)e (ϕ
(n), ψ(n)|W ) ≤ ε,
1
n
log |Kn| ≥ R. (35)
It is obvious that under (35), we have for any δ > 0, and any
n ≥ m, we have
P(n)e (ϕ
(n), ψ(n)|W ) ≤ ε,
1
n
log |Kn| ≥ R− δ. (36)
The bound (36) implies that R ≤ CDMC(ε,Γ|W ). Hence the
bound
CDMC(ε,Γ|W ) ≥ sup
m≥1
CDMC(m, ε,Γ|W )
is proved. We next prove the reverse inequality. We assume
that R ≤ CDMC(ε,Γ|W ). Then there exists {(ϕ(n), ψ(n)) :
ϕ(n)(Kn) ⊆ S
(n)
Γ }n≥1 such that for any δ > 0 and any n
with n ≥ n0 = n0(ε, δ) we have that
P(n)e (ϕ
(n), ψ(n)|W ) ≤ ε,
1
n
log |Kn| ≥ R− δ. (37)
The bound (37) implies that
R− δ ≤ CDMC(n0, ε,Γ|W ) ≤ sup
n≥1
CDMC(n, ε,Γ|W ).
On the other hand, by the first assumption we have R − δ ≤
CDMC(ε,Γ|W )− δ. Hence, we have
CDMC(ε,Γ|W )− δ ≤ sup
n≥1
CDMC(n, ε,Γ|W ).
Since we can take δ > 0 arbitrary small, we have
CDMC(ε,Γ|W ) ≤ sup
n≥1
CDMC(n, ε,Γ|W ),
completing the proof.
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