We give a proof of Stanley-Stembridge conjecture on chromatic symmetric functions for the class of all unit interval graphs with independence number 3. That is, we show that the chromatic symmetric function of the incomparability graph of a unit interval order in which the length of a chain is at most 3 is positively expanded as a linear sum of elementary symmetric functions.
Introduction
A chromatic symmetric function X G pxq of a finite simple graph G with vertex set V is defined in a natural way to generalize the chromatic polynomials;
where the sum is over all proper colorings κ : V Ñ P of G with the set of positive integers P.
Since chromatic symmetric functions were introduced by Stanley in 1995 [11] , they made an important area of research in the relations to many different fields including combinatorics, representation theory and algebraic geometry.
Stanley-Stembridge conjecture [12, 11] is a well known open conjecture on chromatic symmetric functions which states that chromatic symmetric functions of the incomparability graph of a (3+1)-free poset is positively expanded as a sum of elementary symmetric functions, i.e. e-positive. Gasharov [4] proved that the chromatic symmetric functions in Stanley-Stembridge conjecture are positively expanded as a sum of Schur functions by constructing combinatorial objects called P -tableaux, that is a consequence of the conjecture since elementary symmetric functions are positively expanded as a sum of Schur functions. The conjecture itself was proved for some special classes of graphs including the complement of a bipartitie graph that was considered in [11] and recently in [2, 8] ; see Remark 2.18 in [2] for a list of graphs with which the conjecture has been proved to be true. An important result concerning Stanley-Stembridge conjecture due to Guay-Paquet [6] is that it is enough to prove the conjecture for all posets that are both p3`1q-free and p2`2q-free. This reduces the class of objects we have to consider for the proof of the conjecture down to the posets of unit interval orders.
The maximum length of possible chains in a unit interval order plays an important role in understanding the e-expansion of the corresponding chromatic symmetric function, and we prove the Stanley-Stembridge conjecture for the unit interval orders in which the maximum length of chains is at most 3. We note that the chains in the corresponding unit interval orders of the complements of bipartite graphs, in which the conjecture was proved to be true as stated above, have length at most 2. We also note that Stanley-Stembridge conjecture was proved only for a few special cases when the longest chain in the unit interval poset has length 3. We follow and generalize the basic idea in [2] to use Gasharov's P -tableaux for the Schur expansion of the chromatic symmetric functions and Jacobi-Trudi identity for the proof of the main theorem of the current paper. We write the coefficients in the e-expansion of the chromatic symmetric functions as a sum of signed sets of P -tableaux of possible shapes that are corresponding to permutations in the symmetric group S 3 . Then we construct injective maps from negative sets to positive sets to complete the proof. Our work to write the coefficients as a sum of signed sets can be extended to general case, while the construction of injective maps needs more fine work with insight.
Shareshian and Wachs [10] defined a quasisymmetric refinement of chromatic symmetric functions and introduced the natural unit interval orders as (naturally labeled) representatives of the classes of equivalent unit interval orders. Then, in terms of natural unit interval orders they derived refined Gasharov's result, generalized Stanley-Stembridge conjecture to its quasi form, and made a conjecture that their chromatic quasisymmetric functions are corresponding to the symmetric group action on the graded cohomology spaces of regular semisimple Hessenberg varieties of type A. It is remarkable that Shareshian-Wachs conjecture was proved to be true independently by Brosnan and Chow [1] , and Guay-Paquet [7] that chromatic symmetric functions arise as a symmetric group action on the cohomology of Hessenberg varieties. This enables one to understand the e-positivity conjecture by Stanley-Stembridge as the h-positivity, where h stands for the homogeneous symmetric functions, of the symmetric group representation derived from the Tymoczko's dot action [14, 13] on the cohomology of Hessneberg varieties. We also have to note that the notion of natural unit interval orders is closely related with Hessenberg varieties through the Hessenberg functions or equivalently the Dyck paths.
With all of these profound theories developed so far on the chromatic symmetric functions, especially on the conjecture by Stanley-Stembridge, we could describe the conjecture in terms of Hessenberg functions that are ubiquitous. In the rest of this section, starting with a definition of Hessenberg functions we proceed to state Stanley-Stembridge conjecture in Conjecture 1.6 and 1.7 and finally give a statement of our main theorem, Theorem 1.8. We adopt the h-positivity statement of the conjecture for our argument since that makes it easier to handle Gasharov's P -tableaux for the proof of the main theorem. ‚ The natural unit interval graph Gpf q associated with f is the graph on the vertex set rns where ti, ju, i ă j, is an edge of Gpf q if and only if i ć f j or equivalently f piq ě j .
‚ The Hessenberg variety Hpf, sq associated with f and a linear transformation s : C n Ñ C n is the set of complete flags defined as follows;
It is well known that unit interval orders are characterized as p3`1q-free and p2`2qfree posets and the number of isomorphism classes of unit interval orders is the Catalan number. The poset P pf q in Definition 1.2 are naturally labeled unit interval orders, which are representatives of the isomorphism classes of unit interval orders. (See Section 4 of [10] and the references therein for a detailed explanation on unit interval orders.) We also note that the natural interval graph Gpf q is the incomparability graph of the natural unit interval order P pf q, and therefore the independence number (the maximum size of an induced subgraph that has no edge), of Gpf q coincides with the length of the longest chain of P pf q.
There are many equivalent descriptions to define natural unit interval orders and the following proposition is from one of them. Proposition 1.3 (Proposition 4.1 in [10] ). Let f : rns Ñ rns be a Hessenberg function.
(1) If i ă f j then i ă j in the natural order on the integers.
(2) If the direct sum(disjoint union) ti ă f ku`tju is an induced subposet of P pf q then i ă j ă k in the natural order on the integers.
We fix a set of infinitely many variables x " px 1 , x 2 , . . . q and consider the algebra of symmetric functions Λpxq over a field. For a given positive integer k, the kth elementary symmetric function e k and the kth homogeneous symmetric function h k are defined as
A non-increasing sequence of positive integers λ " pλ 1 , . . . , λ ℓ q is a partition of n " ř i λ i whose length ℓpλq is ℓ, and we use λ $ n to denote that λ is a partition of n. We use λ 1 " pλ 1 1 , . . . , λ 1 ℓ 1 q for the conjugate of λ " pλ 1 , . . . , λ ℓ q $ n, that is λ 1 i " |tj | λ j ě iu| for each i. For a partition λ " pλ 1 , . . . , λ ℓ q, we let (1.1) e λ " e λ 1¨¨¨e λ ℓ , the elementary symmetric function,
where e and h with negative subscripts are 0 and e 0 " h 0 " 1.
Then te µ | µ $ nu, th µ | µ $ nu and ts µ | µ $ nu are well known bases of the space Λ n pxq of symmetric functions of degree n. The above definitions of Schur functions are known as Jacobi-Trudi identities. The algebra involution ω is defined by ωpe i q " h i or equivalently by ωps λ q " s λ 1 on Λpxq, which explains the equivalence of two kinds of Jacobi-Trudi identities for s λ . Frobenius characteristic ch is the map from the space of representations of S n to the space Λ n pxq of symmetric functions sending the natural permutation representation corresponding to a partition λ to the homogeneous symmetric function h λ . For more details on symmetric functions and the representation of the symmetric group, the readers are referred to [9] . We let P be the set of positive integers. For a graph G " pV, Eq with vertex set V and edge set E, a proper coloring of G is a map κ : V Ñ P such that κpiq ‰ κpjq whenever ti, ju P E. Chromatic symmetric function of a graph G was defined by Stanley in [11] and its refinement by Shareshian-Wachs in [10] . Definition 1.4 ([11, 10] ). When G " prns, Eq is a graph on the vertex set rns, the chromatic quasisymmetric function of G is
where the sum is over all proper colorings of G, ascpκq " |tti, ju P E | i ă j and κpiq ă κpjqu| and x κ " ś n i"1 x κpiq . We remark that X G px, 1q is Stanley's chromatic symmetric function X G pxq. Moreover, X G px, tq is not a symmetric function in general while Shareshian and Wachs showed that the chromatic quasisymmetric function X Gpf q px, tq of a natural unit interval graph Gpf q is a symmetric function in x " px 1 , x 2 , . . . q. Shareshian and Wachs conjectured the following in [10] , which has been proved by Brosnan-Chow [1] and Guay-Paquet [7] independently. Proposition 1.5. Let f : rns Ñ rns be a Hessenberg function and s : C n Ñ C n be a linear transformation with n distinct eigenvalues, then ÿ j chH 2j pHpf, sqq t j " ωX Gpf q px, tq .
A long standing conjecture on chromatic (quasi)symmetric function is about a positivity, whose proof is known only for some special cases; see [2, 3, 5, 8] .
Conjecture 1.6 ( [11, 10] ). For a given Hessenberg function f : rns Ñ rns, X Gpf q px, tq is e-positive. That is, if we write X Gpf q px, tq " ř λ b λ ptqe λ pxq, then b λ ptq is a polynomial of nonnegative integer coefficients. Conjecture 1.6 on e-positivity of X Gpf q px, tq is equivalent to h-positivity of ωX Gpf q px, tq.
Conjecture 1.7 ([11, 10] ). For a given Hessenberg function f : rns Ñ rns, ωX Gpf q px, tq is h-positive. That is, if we write ωX Gpf q px, tq " ř λ c λ ptqh λ pxq, then c λ ptq is a polynomial of nonnegative integer coefficients.
Our main work in the present paper is to give a proof of Conjecture 1.7 when t " 1 and P pf q does not have a chain with 4 elements. Theorem 1.8. For a given Hessenberg function f : rns Ñ rns such that a longest chain in the poset P pf q has 3 elements, ωX Gpf q pxq is h-positive. That is, if we write ωX Gpf q pxq " ř λ c λ h λ pxq, then c λ is a nonnegative integer. The rest of this paper is organized as follows. We introduce Gasharov's result on the Schur-expansion of chromatic symmetric functions of p3`1q-free posets as well as important properties of the corresponding natural unit interval orders in Section 2. In Section 3 we work on the h-expansion of the dual chromatic symmetric functions to recognize each coefficient as a signed sum of numbers of dual P -tableaux of certain types. In Section 4 we prove the main theorem by constructing sign reversing injections from the negative sets to positive ones, while some technical proofs are done in Section 5.
Preliminaries
There is an important work concerning Conjecture 1.6 by Gasharov, which shows that X Gpf q pxq is expanded with nonnegative coefficients in terms of Schur functions. Note that this is a consequence of Conjecture 1.6 since e λ is Schur positive. We state Gasharov's result in its dual form by taking the conjugates, so the following definition is the dual notion of P -tableau of Gasharov [4] .
For a Hessenberg function f : rns Ñ rns and λ $ n, an f -tableau of shape λ is a filling of the diagram of λ with 1, 2, . . . , n such that i) each column is strictly increasing in terms of the ordering ă f , ii) if i and j are adjacent in a row so that j is to the right of i, then i č f j. We let T λ pf q be the set of all f -tableaux of shape λ and d λ pf q " |T λ pf q|. Hence, we have ωX Gpf q pxq " 8s p4q`4 s p3,1q`2 s p2,2q .
Definition 2.4. For a Hessenberg function f : rns Ñ rns, define a sequence as x 1 " f p1q and x l`1 " f px l`1 q for l " 1, 2, . . . as long as x l ă n.
(1) The Dyck path of f is the path from p0, 0q to pn, nq such that n east steps are from pi´1, f piqq to pi, f piqq for i " 1, 2, . . . , n.
(2) The bounce path of f is the path connecting the points p0, 0q, p0, x 1 q, px 1 , x 1 q, px 1 , x 2 q, px 2 , x 2 q, px 2 , x 3 q, . . . , pn, nq, vertically and horizontally alternatingly.
(3) The bounce number bpf q of f is the number of points the bounce path of f hits the diagonal line y " x, except the initial point p0, 0q, i.e. the k such that x k " n. (4) We let P l pf q " tx l´1`1 , . . . , x l u for l " 1, . . . , bpf q where we set x 0 " 0, so that P 1 pf q, P 2 pf q, . . . , P bpf q pf q form a partition of rns. (5) We call the unit square box tpx, yq | i´1 ă x ă i, j´1 ă y ă ju for 1 ď i ă j ď n, pi, jq-square.
Example 2.5. If f is given by pf p1q, f p2q, f p3q, f p4qq " p2, 3, 4, 4q, then x 1 " 2, x 2 " f p3q " 4 hence the bounce number bpf q of f is 2 and P 1 pf q " t1, 2u, P 2 pf q " t3, 4u. The paths from p0, 0q to p4, 4q drawn as solid line and dashed line are the Dych path of f and the bounce path of f , respectively.
p2, 4q p3, 4q (3) Two elements a, b in P l pf q are incomparable with respect to the order ă f for all l. (4) Let a 1 ă f a 2 ă f¨¨¨ăf a k be a chain in P pf q with a i P P lpiq pf q, i " 1, . . . , k. Then lpiq ď lpi`1q for i ď k´1, and k ď bpf q. Moreover, if a 1 ă f a 2 ă f¨¨¨ăf a bpf q is a chain, then a l P P l pf q for all l " 1, 2, . . . , bpf q. (2) and (3). Suppose that a 1 ă f a 2 ă f a 3 and a 1 ć f b. Then b ď a 2 must hold, for otherwise we have a 1 ă f b. This, with the condition a 2 ă f a 3 implies b ă f a 3 , completing the proof of a part of the (3+1)-free condition. A similar argument works for the other part of (5).
Remark 2.7. For a given Hessenberg function f : rns Ñ rns, the bounce number bpf q is the same as the independence number of Gpf q and the length of the longest chain in P pf q.
Following lemma is immediate from Lemma 2.6, yet plays an important role in the subsequent arguments. Lemma 2.8 (Lemma 2.15 in [2] ). Let ωX Gpf q pxq " ř λ d λ pf qs λ pxq " ř λ c λ pf qh λ pxq for a Hessenberg function f . Then, d λ pf q " 0 for a partition λ with ℓpλq ą bpf q and therefore c λ pf q " 0 for a partition λ with ℓpλq ą bpf q.
Proof. There can not be a chain longer than the bounce number of f due to Lemma 2.6 (4), and there is no f -tableau of shape λ if ℓpλq ą bpf q. Hence, by Proposition 2.2 we can conclude that d λ pf q " 0 if ℓpλq ą bpf q. Jacobi-Trudi identity (1.3) completes the proof since h µ appears in the expansion of s λ only when ℓpµq ď ℓpλq.
With the notion of bounce number, the main theorem (Theorem 1.8) of the current paper can be stated as follows.
Main Theorem. For a given Hessenberg function f : rns Ñ rns with bpf q " 3, ωX Gpf q pxq is h-positive.
3. h-expansion of ωX Gpf q pxq when bpf q " 3 Let us fix a positive integer n and a Hessenberg function f : rns Ñ rns with bpf q " 3 and consider the expansion of ωX Gpf q pxq into the sum of homogeneous symmetric functions h µ . We use Parpn, ď 3q to denote the set of all partitions of n with length at most 3.
If λ " pλ 1 , λ 2 , λ 3 q P Parpn, ď 3q is a partition of n with length at most 3, allowing 0 for λ 2 and λ 3 , then Jacobi-Trudi identity (1.3) becomes
We define two (signed) sets associated with λ " pλ 1 , λ 2 , λ 3 q:
where r α is obtained by rearranging the parts of α so that the parts are non-increasing and the sign of r α is the same as the sign of α. Then we let S " ď λPParpn,ď3q
Spλq and r S " ď λPParpn,ď3q Ć Spλq .
We use sgnpα, λq for the sign of α P Spλq, which we write to the upper right of α for convenience in the definition of Spλq. Remember that h α " h α 1 h α 2 h α 3 for each α " pα 1 , α 2 , α 3 q P S, where h 0 " 1 and h´k " 0 for k a positive integer.
From Proposition 2.2 and Jacobi-Trudi identity, we have
Now, we let C µ " tα P S | r α " µu for µ P Parpn, ď 3q, and
Proof. We first remark that, for a partition λ P Parpn, ď 3q the only elements of Spλq that can be a non-partition are pλ 1 ,
Let α " pα 1 , α 2 , α 3 q be an element of C µ where α P Spλq for λ P Parpn, ď 3q. Then, one of the following cases happen:
Therefore, we can conclude that α " pµ 1 , µ 2 , µ 3 q is an element of C µ for all µ P Parpn, ď 3q,
Then, K α " T pαq X Parpn, ď 3q.
Proof. For any λ P T pαq X Parpn, ď 3q, λ P K α due to the way how T pαq is defined. Hence, we have T pαq X Parpn, ď 3q Ď K α . Now, let λ P Parpn, ď 3q be an element of K α so that α P Spλq. Then, by the definitions of Spλq and T pαq, λ must be in T pαq.
Since we have Lemma 3.1 and Lemma 3.2, we are ready to analyse the coefficient
There are four cases to be considered according to Lemma 3.1. In each case, we draw a diagram of Y αPCµ K α in which two partitions ξ, η P Y αPCµ K α are connected by an arrow, ξ σ k j,i ÝÑ η for 1 ď i ă j ď 3 and k P t1, 2u, if η is obtained from ξ by subtracting k from the jth part of ξ and adding k to the ith part of ξ. We write sgnpα, λq to the upper right of each λ P K α . We remark that some elements in the diagram can be obsolete, i.e. can be a non-partition, depending on the given partition µ. Moreover, if η is not a partition where ξ σ k j,i ÝÑ η in the diagram, then ξ is not a partition either.
Case I If µ 1 " µ 2`1 and µ 2 " µ 3`1 , then C µ " tα " pµ 1 , µ 2 , µ 3 qu and the diagram of K α is given in Figure 3 .
In this case, pµ 1´2 , µ 2 , µ 3`2 q, pµ 1´2 , µ 2`1 , µ 3`1 q, pµ 1´1 , µ 2`1 , µ 3 q P T pαq are not partitions, and only pµ 1´1 , µ 2`1 , µ 3 q is a partition in T pβq. Hence K α X K β " ∅, and the signs with λ in the diagram are for either sgnpα, λq or sgnpβ, λq depending whether λ P K α or λ P K β . The elements of K α are colored in red and the ones in K β are colored in blue. Again, note that some element in the diagram can be obsolete depending upon given µ. See Figure 4 . We remark that β itself is not an element of K α Y K β since it is not a partition.
It is easy to show that K α X K γ " ∅ and the diagram of K α Y K γ is given in Figure 5 . The elements of K α are colored red and the ones in K γ are colored in blue. Note that γ itself is not an element of K α Y K γ since it is not a partition. Case IV If µ 1 " µ 2`1 and µ 2 " µ 3`1 , then C µ " tα " pµ 1 , µ 2 , µ 3 q, β " pµ 2 , µ 1 , µ 3 q, γ " pµ 1 , µ 3 , µ 2 qu. In this case, K β " K γ " tpµ 1´1 , µ 2 , µ 3`1 q´u and K α " tαu. Hence we draw a diagram for K α YK β YK γ as in Figure 6 where 2pµ 1´1 , µ 2 , µ 3`1 q´means pµ 1´1 , µ 2 , µ 3`1 qá ppears in both K β and K γ with negative signs. In this case, neither β nor γ is contained in In this section we prove Theorem 1.8, that is Stanley-Stembridge conjecture is true when f has bounce number 3. We cancel the negative terms in (3.4) with positive terms so that the remaining terms have positive signs.
Since
c µ h µ and we classified C µ and Y αPCµ K α depending on the given µ in subsection 3.1, we consider each of the four cases I -IV separately and show that every negative term in
can be canceled with a positive term. Remember that d λ pf q " |T λ pf q| is the number of f -tableaux of shape λ. We fix a positive integer n and a Hessenberg function f : rns Ñ rns with bounce number bpf q " 3, and we use T pλq, dpλq, P and P l , l " 1, 2, 3, instead of T λ pf q, d λ pf q, P pf q and P l pf q, respectively for convenience. We also use a ă b instead of a ă f b for the order relation in P "
The basic idea is to use the relation ξ
Definition 4.1. Let ξ " pξ 1 , ξ 2 , ξ 3 q be a partition and T be a tableau of shape ξ. For given i, j such that 1 ď i ă j ď 3,
(1) if ξ j ě 1, we define σj Ñi pT q to be the tableau obtained by moving the rightmost entry of the jth row of T to the end of the ith row. (2) if ξ j ě 2, we define σ˝j Ñi pT q to be the tableau obtained by moving two rightmost entries of the jth row of T to the end of the ith row.
We need to mention that σj Ñi ,˚P t˝,˝˝u, does not necessarily send an f -tableau to an f -tableau, but σ3 Ñ1 always does. Lemma 4.2. Let ξ " pξ 1 , ξ 2 , ξ 3 q be a partition and T be an f -tableau in T pξq.
(
Proof. For T P T pξ 1 , ξ 2 , ξ 3 q, the entries in the third row of T are in P 3 and if a P P 3 then x č a for any x. Hence σ3 Ñ1 pT q must be an f -tableau in T pξ 1`1 , ξ 2 , ξ 3´1 q. The injectivity of σ3 Ñ1 is immediate from the definition. Almost the same argument works for the second part.
Lemma 4.3. Let R be an f -tableau of shape pm, m, mq and S be an f -tableau of shape λ " pλ 1 , λ 2 , λ 3 q. Then the tableau T :" R Y S of shape pλ 1`m , λ 2`m , λ 3`m q obtained by concatenating R and S so that the first m columns of T is R and the rest is the same as S, is an f -tableau.
Proof. We only need to check the conditions between the mth column and the pm`1qth column of T ; that is, r l č s l for l " 1, 2, 3, where r l , s l are the lth entry of the last column of R and the first column of S, respectively. We remark that S can be a tableau with one or two rows, in which case we need to check only one or two relations. Since Lemma 2.6 (4) implies that r l P P l for l " 1, 2, 3, and s l is in P l 1 for l 1 ě l, we can conclude that r l č s l for l " 1, 2, 3. so that the bounce number bpf q of f is 3 and P 1 " t1, 2u, P 2 " t3, 4, 5u, P 3 " t6, 7, 8u. If we let T be an f -tableau of shape ξ " p4, 2, 2q given as T " , then σ3 Ñ1 pT q " We note that, since 7 and 8 are elements of P 3 , 6 č 7 and 6 č 8. On the contrary, σ3 Ñ2 pT q " In the rest of this section, we prove that c µ " ř αPCµ ř λPKα sgnpα, λqdpλq is nonnegative for any partition µ by injectively mapping the elements of negative T pξq into positive T pηq for ξ, η P Y αPCµ K α . We consider four separate cases as we did in subsection 3.1 depending on the conditions that a given partition µ " pµ 1 , µ 2 , µ 3 q satisfy. We use A » B when two sets A and B are in bijection. 4.1. Case I. Assume that µ 1 " µ 2`1 and µ 2 " µ 3`1 . Then from the diagram, Figure 3 , of K α , we can see that we need to define an injective map
We first use σ3 Ñ1 's that were shown to be injective in Lemma 4.2: Figure 7 : Case I.
We have, as one can see in Figure 7 ,
we are left to define an injection
Note that if µ 1 " µ 2 then r T pµ 1´1 , µ 2`1 , µ 3 q´" ∅, and if µ 2 " µ 3 then r T pµ 1 , µ 21 , µ 3`1 q´" ∅, and these cases will be covered as special cases of the case µ 1 ą µ 2`1 and µ 2 ą µ 3`1 , respectively. We, thus assume that µ 1 ą µ 2`1 and µ 2 ą µ 3`1 . A tableau T in r T pµ 1´1 , µ 2`1 , µ 3 q´can be written as T " R Y S where R P T pµ 3 , µ 3 , µ 3 q and S P T pµ 1´µ3´1 , µ 2´µ3`1 , 0q. Since µ 1 ą µ 2`1 ą µ 3`2 and we will manipulate S only to define the image φpT q of T , we may assume that pµ 1´1 , µ 2`1 , µ 3 q " pm`k, m, 0q for m ě 3 and k ě 0, and therefore pµ 1 , µ 2´1 , µ 3`1 q " pm`k`1, m´2, 1q for m ě 3 and k ě 0. We remark that this process is safe as long as φpSq is an f -tableau due to Lemma 4.3.
Proof of Theorem 1.8 in Case I. In what follows, to prove Theorem 1.8, we will do the following works. See Figure 8 .
(1) We modify σ2 Ñ1 and σ3 Ñ2 to define injections r σ2 Ñ1 : r T pm`k, m, 0q´Ñ r T pm`k`1, m´1, 0q`, and r σ3 Ñ2 : r T pm`k`1, m´2, 1q´Ñ r T pm`k`1, m´1, 0q`.
(2) We then modify r σ3 Ñ2 to define φ 2 : r T pm`k`1, m´2, 1q´Ñ r T pm`k`1, m´1, 0q`so that the map φ : r T pm`k, m, 0q´Y r T pµ 1 , µ 2´1 , µ 3`1 q´ÝÑ r T pµ 1 , µ 2 , µ 3 q`defined by φ| r T pm`k,m,0q´" r σ2 Ñ1 :" φ 1 and φ| r T pm`k`1,m´2,1q´" φ 2 is an injection; that is φ 1 p r T pm`k, m, 0q´q X φ 2 p r T pm`k`1, m´2, 1q´q " ∅ . In this subsection we will only give the definition of the maps r σ2 Ñ1 , r σ3 Ñ2 , and φ 2 in Definition 4.5, Definition 4.8 and Definition 4.14, respectively, and the proofs that they satisfy the desired properties will be done later in a new section: The proofs of Lemmas 4.10 through 4.13 and Proposition 4.15, that are rather technical will be done in Section 5. 
x2y When d 1 ą c 2 , we consider two sequences from T : :" a 2 of length m´1.
.
x2-8y
Otherwise, in which case we have m´2 ă k´1 and d
Remark 4.6. In Definition 4.5 x2y, if m´2 ě k´1 then x2-iy (0 ď i ď m´2) is always the case. That is because c 1 P P 1 Y P 2 and b pjq 2 P P 2 Y P 3 for j " 0, . . . , m´2 due to Lemma 2.6, and hence we have 
be an f -tableau in r T pm`k`1, m´2, 1q .
(1) When b 1 ă a 3 , we let
(3) When b 1 ć a 3 and b 1 ą b pm´3q 2 , (3-1) if e 1 ć a 3 or (e 1 ă a 3 and a 2 ă d 1 ), then we let
(3-2) if e 1 ă a 3 and a 2 ć d 1 , then we consider two sequences from S: d p´1q 1
:" e 1 , d
:" a 1 of length m´1.
Let i be the smallest such that d . Remark 4.9. We note that the smallest i such that d piq 1 ć b pi`2q 1 exists in case (3-2) of Definition 4.8: Since a 1 ă a 2 ă a 3 is a chain we know that a 1 P P 1 and this implies d ă b 1 is a chain we know that b 1 P P 3 , and this implies that c 1 is in P 2 Y P 3 because b 1 č c 1 . Now we can conclude that d Lemma 4.11. r σ3 Ñ2 : r T pm`k`1, m´2, 1q´Ñ r T pm`k`1, m´1, 0q`is a well defined injective map.
We now have two injective maps r σ2 Ñ1 : r T pm`k, m, 0q´Ñ r T pm`k`1, m´1, 0q`and r σ3 Ñ2 : r T pm`k`1, m´2, 1q´Ñ r T pm`k`1, m´1, 0q`. However, r σ2 Ñ1 p r T pm`k, m, 0q´q and r σ3 Ñ2 p r T pm`k`1, m´2, 1q´q may intersect. We hence let φ 1 :" r σ2 Ñ1 and then modify r σ3 Ñ2 to define φ 2 : r T pm`k`1, m´2, 1q´Ñ r T pm`k`1, m´1, 0q`so that
We give the definition of φ 2 in Definition 4.14 after we do some necessary background works:
We divide φ 1 p r T pm`k, m, 0q´q into two parts according to the properties of the pre-images: When we adopt the names for the entries of T P r T ppm`k, m, 0q´q as in Definition 4.5, let
be the images of the sets of tableaux satisfying the conditions x1y and x2y in Definition 4.5, respectively. We also let for 0 ď i ď minpk´1, m´2q,
for all j " 0, . . . , minpk´1, m´2q in T u be the images of the sets of tableaux satisfying the conditions x2-iy and x2-8y in Definition 4.5, respectively. Then, we have the following lemmas whose proofs are given in Section 5. Definition 4.14. We define φ 2 : r T pm`k`1, m´2, 1q´Ñ r T pm`k`1, m´1, 0q`for two integers m ě 3 and k ě 0 as follows: Let
‚ If R 0 R r T`, 1 , then we let φ 2 pSq " R 0 .
‚ If R 0 P r T`, 1 , then set
-If R 1 P r T`, 2piq for some 1 ď i ă m´2, then we let
-If R 1 P r T`, 2pm´2q , then we let
-If R 1 P r T`, 2p8q , then we let , then we let φ 2 pSq " r σ3 Ñ2 pSq.
Proof of Theorem 1.8 in Case II. Now, we define φ : r T pm`2, m, 1q Ñ r T pm`2, m`1, 0q.
Let S "
be an element of r T pm`2, m, 1q .
Then S is an f -tableau and b 2 ć e 1 .
(1) When d 1 ă a 3 , (1-1) if a 2 ć e 1 , then let φpSq "
(1-2) if a 2 ă e 1 , then let φpSq "
(Since d 1 P P 1 Y P 2 and a 2 P P 2 , d 1 č a 2 .) (2) When d 1 ć a 3 and d 1 č b 2 , (In this case we have a 1 ă d 1 because a 1 ă a 2 ă a 3 and
(Since d 1 ć a 3 and d 1 ă e 1 , d 1 P P 2 and thus a 2 č d 1 .) (3) When d 1 ć a 3 and d 1 ą b 2 , (3-1) if a 1 ă e 1 , then let φpSq "
(3-2) if a 1 ć e 1 , then let φpSq "
(Since a 1 ă a 2 ă a 3 and a 1 ć e 1 , we have e 1 ă a 3 . Since b 1 ă b 2 ă d 1 , we have d 1 P P 3 . Since e 1 ă a 3 and d 1 č e 1 , we have e 1 P P 2 . Thus c 1 č e 1 and e 1 č d 1 .)
We finally need to check that φ is injective: In each case (1-1) through , it is clear that φ is injective. We hence show that the image sets of φ for different cases are disjoint.
The image of S of type (1) or of type (2) (respectively, of type (3)) is contained in the set of tableaux
The image of S of type (3-1) (respectively, of type (3-2)) is contained in the set of tableaux
such that a 1 ă d 1 (respectively, a 1 ć d 1 ) .
The image of S of type (1-1) (respectively, of type (1-2) or of type (2)) is contained in the set of tableaux
The image of S of type (1-2) or of type (2-2) (respectively, of type (2-1)) is contained in the set of tableaux
such that a 2 ą e 1 (respectively, a 2 č e 1 ).
The image of S of type (1-2) (respectively, of type (2-2)) is contained in the set of tableaux
such that d 2 ą e 1 (respectively, d 2 č e 1 ).
4.3.
Case III. Assume that µ 1 " µ 2`1 and µ 2 " µ 3`1 . Then, as in Case II it is enough to define an injective map φ
and we may assume that pµ 1´1 , µ 2`1 , µ 3 q " p2`k, 2, 0q.
Proof of Theorem 1.8 in Case III.
Let T "
be an element of r T p2`k, 2, 0q´.
That is, T is an f -tableau and a 2 ć d 1 .
T pµ 1´2 , µ 2`1 , µ 3`1 qT pµ 1´1 , µ 2 , µ 3`1 q´T pµ 1´1 , µ 2`1 , µ 3 qT pµ 1 , µ 2 , µ 3 qσ3 Ñ1 σ3 Ñ1 Figure 10 : Case III.
x1y
(Since a 1 ă a 2 ă b 2 and a 2 ć d 1 , φpT q is an f -tableau.) x2y When d 1 ą b 2 , (then, since a 1 č b 1 and b 2 ą b 1 , we have a 1 ă b 2 and thus a 1 ă d 1 )
x2-1y if a 1 ć b 2 and a 1 č c 1 , then let
Then φ is a map from r T p2`k, 2, 0q to r T p3`k, 1, 0q. It remains to show that φ is injective. The image of T of type x1y or of type x2-2y (respectively, of type x2-1y or of type x2-3y) is contained in the set of tableaux
such that a 2 ć d 1 (respectively, a 2 ă d 1 ). (If T is of type x2-2y, then both d 1 and a 2 are elements of P 3 and thus d 1 ć a 2 )
The image of T of type x1-1y (respectively, of type x1-2y or of type x2-2y) is contained in the set of tableaux
such that a 2 č e 1 (respectively, a 2 ą e 1 ).
The image of T of type x1-2y (respectively, of type x2-2y) is contained in the set of tableaux
such that a 1 ă e 1 (respectively, a 1 ć e 1 ).
The image of T of type x2-1y (respectively, of type x2-3y) is contained in the set of tableaux
such that a 2 č b 1 (respectively, a 2 ą b 1 ). Therefore, φ is an injective map from r T p2`k, 2, 0q to r T p3`k, 1, 0q.
4.4. Case IV. Assume µ 1 " µ 2`1 and µ 2 " µ 3`1 .
2T pµ 1´1 , µ 2 , µ 3`1 q´T pµ 1 , µ 2 , µ 3 qF igure 11: Case IV.
Proof of Theorem 1.8 in Case IV. We need to show that 2dpµ 1´1 , µ 2 , µ 3`1 q ď dpµ 1´1 , µ 2 , µ 3`1 q , since 2pµ 1´1 , µ 2 , µ 3`1 q have negative sign and pµ 1´1 , µ 2 , µ 3`1 q have positive sign in the diagram of Y αPCµ K α . We define two injective maps from T pµ 1´1 , µ 2 , µ 3`1 q to T pµ 1´1 , µ 2 , µ 3`1 q so that the image sets are disjoint. Note that µ 1´1 " µ 2 " µ 3`1 . Hence if T is an f -tableau in T pµ 1´1 , µ 2 , µ 3`1 q then the last column of T must have length 3, say
We let φ 1 pT q, φ 2 pT q be the tableaux in of shape pµ 1´1 , µ 2 , µ 3`1 q such that the first µ 2´1 columns are the same as the ones of T and the last two columns are Then it is easy to check that φ 1 pT q, φ 2 pT q are f -tableaux in T pµ 1´1 , µ 2 , µ 3`1 q and φ 1 and φ 2 are injective with disjoint image sets.
Proofs of Lemmas and a Proposition in Section 4.1
In this section, we prove If T is of type x1y, then r σ2 Ñ1 pT q is an f -tableau and, furthermore, is an element of r T pm`k`1, m´1, 0q`.
If T is of type x2-1y, then, since d 1 ą c 2 ą c 1 and b 1 č c 1 , we have
for all j " 0, ..., i´1. From d piq 1 P P 3 and c 1 P P 1 , it follows that r σ2 Ñ1 pT q is an f -tableau. Since c 2 P P 2 , r σ2 Ñ1 pT q is an element of r T pm`k`1, m´1, 0q`. If T is of type x2-2y, then, since d 1 č a 2 and d pm´1q 1 ą a 2 , we have d . Hence r σ2 Ñ1 pT q is an element of r T pm`k`1, m´1, 0q`.
The image of T of type x1y (respectively, of type x2y) is contained in the set of tableaux
. such that b 2 č e 1 (respectively, b 2 ą e 1 ). If T is of type x2-1y, i.e., there is i ď minpk´1, m´2q such that d
. Therefore, r σ2 Ñ1 restricted to the set of tableau T of type x2-1y is injective.
To show that the map r σ2 Ñ1 is injective, it suffices to show that the image of r σ2 Ñ1 restricted to the set of tableau of type x2-1y with i " pm´2q is disjoint of the image of r σ2 Ñ1 restricted to the set of tableau of type x2-2y. The first is of the form
" a 2 and the second is of the form a1¨¨¨b p2q
Proof of Lemma 4.11. Let
Claim. If b 1 ć a 3 , then a 1 ă b 1 and a 2 č c 1 .
Proof of Claim. If b 1 ć a 3 , then, from a 2 ă a 3 and b 1 ć a 3 , it follows that a 2 ă b 1 and thus a 1 ă b 1 (This is essentially the p3`1q-free condition). Since a 2 ă b 1 and b p1q 1 č b 1 , we have a 2 č c 1 .
If S is of type (1), then r σ3 Ñ2 pSq is an element of r T pm`k`1, m´1, 0q`.
If S is of type (2), then by Claim. together with the property a 2 P P 2 , r σ3 Ñ2 pSq is an element of r T pm`k`1, m´1, 0q`. If S is of type (3), i.e., b 1 ć a 3 and b 1 ą b pm´3q 2 , then b 1 P P 3 and thus c 1 P P 2 Y P 3 .
Assume that S is of type (3) and e 1 ć a 3 or a 2 ă d 1 . Then a 1 ă e 1 . To see this, use a 1 ă a 2 ă a 3 and e 1 ć a 3 or a 1 ă a 2 ă d 1 and e 1 ć d 1 . Thus, if S is of type (3-1), then r σ3 Ñ2 pSq is an element of r T pm`k`1, m´1, 0q`. Now assume that S is of type (3) and e 1 ă a 3 . If b p1q 1 č e 1 , then
is an element of r T pm`k`1, m´1, 0q`. Here, e 1 č c 1 follows from the property that e 1 P P 1 Y P 2 and c 1 P P 2 Y P 3 .
If b 
is an element of r T pm`k`1, m´1, 0q`. Similarly, if b
is an element of r T pm`k`1, m´1, 0q`. Thus, if S is of type (3-2), then r σ3 Ñ2 pSq is an element of r T pm`k`1, m´1, 0q`.
The image of S of type (1) (respectively, of type (2)) is contained in the set of tableaux
such that a 2 ă b 2 (respectively, a 2 ć b 2 ). The proof for the injectivity of r σ3 Ñ2 restricted to the set of f -tableaux S of type (3) is similar to the previous cases and we omit the proof.
Proof of Lemma 4.12. Any f -tableaux
in r T`, 2piq satisfies a 2 ć b 2 and c 1 ă e 1 and b 2 ą e 1 and b
in r T`, 2p8q satisfies a 2 ć b 2 and c 1 ă e 1 and b
for j " 0, ..., m´2 where d and . Furthermore, b 2 ą e 1 by Remark 4.7. Therefore, the set r T`, 2 is contained in the set of f -tableaux
such that a 2 ć b 2 and c 1 ă e 1 and b 2 ą e 1 . The image r σ3 Ñ2 pSq of S of type (1) and (3-2) (respectively, of type (3-1)) in Definition 4.8 is an f -tableau
satisfying a 2 ă b 2 (respectively, c 1 ć e 1 ). Thus they are not contained in r T`, 2 . Suppose that the image r σ3 Ñ2 pSq :"
of S of type (2) in Definition 4.8 is contained in r T`, 2 . Then c 1 ă e 1 ă a 3 and b 1 ć a 3 must hold, which implies that c 1 ă b 1 by [(3+1)-free condition] in Lemma 2.6. This is a contradiction since b 1 č c 1 in S. Therefore, the image r σ3 Ñ2 pSq is not contained in r T`, 2 .
Proof of Lemma 4.13. The set r T`, 1 consists of f -tableaux
such that c 1 ă e 1 and b 2 č e 1 and a 2 ć d 1 . The image r σ3 Ñ2 pSq of S of type (3) is an f -tableau
Proof of Proposition 4.15. Let
be an f -tableau in r T pm`k`1, m´2, 1q . Then b (1) When b 1 ă a 3 , we set
Then by Lemma 4.12,
T`, 1 , i.e., c 1 ă e 1 and a 3 č e 1 and a 2 ć d 1 , then we set
Then R 1 is an f -tableau (because a 3 č e 1 and a 2 ć d 1 and b pm´3q 2 ć e 1 ), and is not contained in r T`, 1 (because a 3 ą a 2 ), and is not of the form R 0 (because e 1 ć a 3 ).
-If R 1 R r T`, 2 , then we let φ 2 pSq " R 1 .
Then R 2 is an f -tableau (because e 1 ć a 3 ), and is contained neither in r T`, 1 nor in r T`, 2 (because a 2 ă a 3 and d 1 č e 1 ), and is not of the form R 0 , 
Then R 2 is an f -tableau (because e 1 ć a 3 ), and is contained neither in r T`, 1 nor in r T`, 2 (because a 2 ă a 3 and d 1 č e 1 ), and is not of the form R 0 , R 1 (because a 2 ć d 1 , d 1 č e 1 ). Then R 2 is an f -tableau (because both a 2 and d pm´3q 1 belong to P 2 ), and is contained neither in r T`, 1 nor in r T`, 2 (because a 2 ă a 3 and d 1 P P 2 č d Then R 2 is an f -tableau (because both a 3 and d pm´1q 1
are elements of P 3 ), and is contained neither in r T`, 1 nor in r T`, 2 (because a 2 ă d pm´1q 1 and d 1 P P 2 č d pm´2q 1 P P 2 ), and is not of the form R 0 , R 1 (because a 2 ć d 1 and d 1 P P 2 č d pm´2q 1 P P 2 ).
Furthermore, R 2 's are all different. For, if R 1 P r T`, 2piq for some 0 ď i ď m´3, then R 2 is contained in the set of tableaux On the other hand, if R 1 P r T`, 2pm´2q (respectively, r T`, 2p8q ), then R 2 is contained in the set of tableaux .
Then by Lemma 4.12, Q 0 R r T`, 2 , and is not of the form R 1 , R 2 (because b 1 č c 1 ). ‚ If Q 0 R r T`, 1 , then we let φ 2 pSq " Q 0 . ‚ If Q 0 P r T`, 1 , then we let Then Q 1 is an f -tableau (because a 3 č e 1 and b pm´3q 2 ć e 1 and d 1 č b 1 ), that is contained neither in r T`, 1 nor in r T`, 2 (because c 1 ć b 1 ), and is not of the form R 0 , R 1 , R 2 or Q 0 (because e 1 ć a 3 , a 3 č b 1 , c 1 ć b 1 , e 1 ą c 1 ).
(3) When b 1 ć a 3 and b 1 ą b pm´3q 2 , then we let φ 2 pSq " r σ3 Ñ2 pSq. Then by Lemma 4.12 and Lemma 4.13, φ 2 pSq is contained neither in r T`, 1 nor in r T`, 2 , and is not of the form R 1 , R 2 or Q 1 (because φ 2 pSq is an f -tableau .
satisfying e 1 P P 3 , c 1 ć e 1 , b pm´3q 2 ă e 1 ).
Concluding Remarks
We proved Stanley-Stembridge conjecture for the natural unit interval orders corresponding to the Hessenberg functions with bounce number 3 in the current paper. There are a few concluding remarks.
(1) We can give a simple proof of Stanley-Stembridge conjecture when the bounce number bpf q of a given Hessenberg function f is 2: For any partition µ " pµ 1 , µ 2 q with two parts, we have C µ " tµu and K µ " tppµ 1 , µ 2 q`, pµ 1´1 , µ 2`1 q´u. Moreover, σ2 Ñ1 is an injection from T pµ 1´1 , µ 2`1 q´to T pµ 1 , µ 2 q`. T pµ 1´1 , µ 2`1 qT pµ 1 , µ 2 qσ2
Ñ1
(2) Our work done in Section 3 to write the coefficients in the h-expansion of the chromatic symmetric functions as a signed sum of the number of dual P -tableaux can be extended to the general cases with arbitrary bounce number. We, however, were not able to extend the work to construct sign reversing involutions in Section 4 to general cases. (3) The injections defined for the proof of the h-positivity are not weight(ascent) preserving. Hence our proof does not give a proof of the refined Stanley-Stembridge conjecture; Conjecture 1.7. We think that it would be the case that weight preserving injections could be defined in a more natural way than the ones we defined for non-refined cases.
